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ON THE LOCAL THEORY OF VERONESE WEBS
Francisco-Javier Turiel
Geometr´ıa y Topolog´ıa, Facultad de Ciencias, Campus de Teatinos, 29071 Ma´laga,
Spain
e-mail: turiel@agt.cie.uma.es
Abstract. This work is an introduction to the local geometric theory of
Veronese webs developed in the last twenty years. Among the different possible
approach, here one has chosen the point of view of differential forms. Moreover,
in order to make its reading easier, this text is self-contained in which directly
regards Veronese webs.
Introduction.
The aim of this work is to provide an introduction to the local theory of
Veronese webs from the geometric viewpoint. Although the classical theory is
only developed on real manifolds there is no difficulty for extending it to complex
ones as well, so both case will be considered here. In our approach differential
forms play a crucial role, which will allow us to benefit from the advantages of
Cartan exterior differential calculus.
The notion of Veronese web, due to Gelfand and Zakharevich for the case
of codimension one [3, 4, 5] and some years later extended to any codimension
by Panasyuk and Turiel [9], [17] (see [18] as well), is a tool for the study of
generic bihamiltonian structures in odd dimension and more generally of Kro-
necker bihamiltonian structures. As it is well known bihamiltonian structures,
introduced by Magri in [6], are related to some differential equations many of
them with a physical meaning. Therefore it seems interesting to describe this
geometrical objects.
With respect to the local aspect of this subject here, among other results,
one shows that:
1) giving a generic bihamiltonian structure in odd dimension is like giving a
codimension one Veronese web (theorem 3.2),
2) in the analytic category Kronecker bihamiltonian structures and Veronese
webs are locally equivalent (theorem 3.2 again; to point out that in codimension
1
one we may utilize the theorem on symmetric hyperbolic systems, therefore on
real manifold the C∞ class is enough, while in codimension two or more the
Cauchy-Kowalewsky theorem and the analyticity are needed).
Moreover a completely classification of 1-codimensional Veronese webs is
exhibited (theorem 6.1). In higher codimension no local classification is known
but, in the analytic category, one gives a versal model for Veronese webs.
On the other hand a link between classical 3-webs and Veronese webs is
established in the example at the end of section 2 (see [1] by Bouetou-Dufour
too).
For the global aspect of the question, still widely open, the reader may
consult the papers by Rigal [11, 12, 13].
The present text consists of six sections and, in order to make its reading
easier, it is largely self-contained in which directly regards Veronese webs. The
first paragraph is devoted to the algebraic theory including the classification of
pairs of bivectors (proposition 1.4). In the second one the notion of Veronese
web, illustrated with different examples, and its main properties are discussed.
In the third section one associates a Veronese web to every Kronecker bi-
hamiltonian structure and conversely; moreover the local equivalence between
Kronecker bihamiltonian structures and Veronese webs is established. The
fourth and fifth paragraphs, rather technical, are aimed to solve some exte-
rior differential systems needed elsewhere. Finally the sixth section contains
the local classification of 1-codimensional Veronese webs and the versal models
for higher codimension.
1. Algebraic theory
The first part of this section is devoted to the study of the algebraic prop-
erties of Veronese webs; in particular one gives a method for constructing any
Veronese web by means of an endomorphism of the support vector space. The
second part contains the classification of pairs of bivectors.
All vector spaces considered here are real or complex.
1.1. Algebraic Veronese webs.
Given an endomorphism J and a subset A of a vector space V , the vector
subspace spanned by (A, J) will mean that one spanned by A∪J(A)∪J2(A)∪....
2
When A itself is a vector subspace and (A, J) spans V we will say that the couple
(A, J) is admissible.
Lemma 1.1. If (W,J) is admissible and 1 ≤ dimV < ∞ then there exist
H ∈ End(V ) and a basis {e1, ..., er} of W such that:
(a) H is nilpotent and Im(H − J) ⊂W .
(b) V =
⊕r
j=1 Uj where each Uj is the vector subspace spanned by (ej , H).
(c) The number of vector subspaces Uj of dimension ≥ ℓ equals dim(W +JW +
...+ Jℓ−1W )− dim(W + JW + ...+ Jℓ−2W ) if ℓ ≥ 2 and r if ℓ = 1.
Therefore the family of natural numbers {dimUj}, j = 1, ..., r, only depends,
up to permutation, on J and W .
Proof. First remark that W + JW + ... + JkW = W + J˜W + ... + J˜kW
when J˜ = J + G˜ and ImG˜ ⊂W . Therefore it is enough to prove lemma 1.1 for
some J˜ ; moreover (c) directly follows from (a) and (b) because H is a particular
case of J˜ .
We will prove (a) and (b) by induction on r = dimW . Let ℓ be the first
natural number such that dim
(
W + JW + ...+ JℓW
W + JW + ...+ Jℓ−1W
)
< r. Then there
exists e ∈W − {0} such that Jℓe belongs to W + JW + ...+ Jℓ−1W ; that is to
say Jℓe = v0 + ...+ vℓ−1 where each vk ∈ J
kW :
Given a basis {d1, ..., dr} of W set G˜ =
∑r
j=1 dj ⊗ αj with α1, ..., αr ∈ V
∗.
Then (J+G˜)ℓ = Jℓ+Jℓ−1◦G˜+A where ImA ⊂W +JW + ...+Jℓ−2W . Hence
(J + G˜)ℓe = vℓ−1+
∑r
j=1 αj(e)J
ℓ−1dj + v
′ where v′ belongs to W + JW + ...+
Jℓ−2W , which allows us to choose α1..., αr in such a way that (J + G˜)
ℓe = v′.
So by considering J + G˜ instead of J and calling it J , we can suppose that Jℓe
belongs to W + JW + ...+ Jℓ−2W .
Starting the process again with another G˜ =
∑r
j=1 dj ⊗ αj , where this time
α1(W ) = ... = αr(W ) = 0, one has (J + G˜)
ℓe = vℓ−2+
∑r
j=1 αj(Je)J
ℓ−2dj + v
′′
with v′′ ∈ (W + JW + ... + Jℓ−3W ) and we may suppose that Jℓe belongs
to W + JW + ... + Jℓ−3W . Then we choose α1, ..., αr such that αj(W ) =
αj(JW ) = 0, j = 1, ..., r, and so one. In short we can assume J
ℓe = 0 without
loss of generality.
Let U denote the vector subspace spanned by (e, J). By the choice of e the
set {e, Je, ..., Jℓ−1e} is a basis of U and dim(W ∩U) = 1. Let π : V → V
U
be the
3
canonical projection and J¯ the endomorphism of V
U
induced by J . By the induc-
tion hypothesis, applied to V
U
, W
U
and J¯ , there exist vectors e1, ..., er−1 ∈W and
an endomorphism G¯ =
∑r−1
j=1 π(ej)⊗ βj of
V
U
such that {π(e1), ..., π(er−1)} and
H¯ = J¯ + G¯ are as in lemma 1.1. Let ℓj, j = 1, ...r − 1, be the dimension of the
vector subspace spanned by (π(ej), H¯). Since J+G˜ where G˜ =
∑r−1
j=1 ej⊗(βj◦π)
projects into H¯ and G˜(U) = 0, by calling J to J + G˜, one may directly assume
H¯ = J¯ . Thus each J¯ℓjπ(ej) = 0 whence J
ℓjej =
∑ℓ−1
k=0 akjJ
ke.
Now suppose ℓj < ℓ for some j. Let m be the biggest k > ℓj, if any, such
that akj 6= 0. Then J
me belongs to W + JW + ...+ Jm−1W , which contradicts
the definition of of ℓ; so akj = 0 when k > ℓj . But in this case J
ℓj (ej − aℓjje)
belongs to W + JW + ... + Jℓj−1W which again contradicts the definition of
ℓ because {e1, ..., er−1, e} is a basis of W and ej − aℓjje 6= 0. In short ℓ ≤ ℓj,
j = 1, ..., r − 1.
Let V ′j , j = 1, ..., r − 1, the vector subspace spanned by {ej, ..., J
ℓj−1ej}.
As π : V ′j → U¯j is an isomorphism, {ej, ..., J
ℓj−1ej} is a basis of V
′
j and V =
V ′1 ⊕ ... ⊕ V
′
r−1 ⊕ U . Set G = e ⊗ α with α(U) = 0. Then (J + G)
ℓjej =∑ℓ−1
k=0(akj + α(J
ℓj−k−1ej))J
ke, which allows us to choose α in such a way that
(J +G)ℓjej = 0. For finishing it suffices considering the basis {e1, ..., er−1, e} of
W and the endomorphism H = J +G. 
Lemma 1.2. If (W,J) is admissible, dimV = n ≥ 1 and {w1, ..., wr} is a
basis of W then:
(a) The curve γ(t) = ϕ(t)((J + tI)−1w1) ∧ ... ∧ ((J + tI)
−1wr) in Λ
rV , where
ϕ(t) is the characteristic polynomial of −J , is polynomial of degree n− r.
More precisely there exists a basis {eij}, i = 1, ..., nj and j = 1, ..., r, of
V such that γ(t) = γ1(t) ∧ ... ∧ γr(t) where every γj(t) =
∑nj
i=1 t
i−1eij and
en11 ∧ ... ∧ enr1 = w1 ∧ ... ∧wr.
(b) Let (W, J˜) be a second admissible couple. If Im(J˜−J) ⊂W then γ˜(t) = γ(t)
where γ˜(t) = ϕ˜(t)((J˜+tI)−1w1)∧...∧((J˜+tI)
−1wr) and ϕ˜(t) is the characteristic
polynomial of −J˜.
Proof. Consider H ∈ End(V ) and a basis {e1, ..., er} of W like in lemma
1.1. Set nj = dimUj were Uj is the vector subspace spanned by (ej , H). By
multiplying e1 by a suitable scalar one can suppose that w1∧...∧wr = e1∧...∧er,
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so ((J + tI)−1e1) ∧ ... ∧ ((J + tI)
−1er) = ((J + tI)
−1w1) ∧ ... ∧ ((J + tI)
−1wr),
which allows us to work with e1, ..., er instead of w1, ..., wr.
Note that {eij = (−1)
nj−iHnj−iej}, i = 1, ..., nj, j = 1, ..., r, is a basis
of V . Set ρ(t) = tn((H + tI)−1e1) ∧ ... ∧ ((H + tI)
−1er). As t
nj (H + tI)−1 =∑nj
i=1(−1)
nj−iti−1Hnj−i on Uj , then ρ(t) = ρ1(t)∧...∧ρr(t) where every ρj(t) =∑nj
i=1 t
i−1eij .
Let us see that γ(t) = ρ(t). Since Im(J − H) ⊂ W one has ((J + tI) ∧
... ∧ (J + tI))ρ(t) = ψ(t)e1 ∧ ... ∧ er while the action of J + tI on λ = e11 ∧
... ∧ en1−1,1 ∧ ... ∧ e1r ∧ ... ∧ enr−1,r equals t
n−rλ +
∑r
j=1 ej ∧ µj where each
µj ∈ Λ
n−r−1V . The n-vector ρ(t) ∧ λ = tn−re1 ∧ ... ∧ er ∧ λ is transformed in
det(J+ tI)tn−re1∧ ...∧er ∧λ by J+ tI. But calculating its action on ρ(t) and λ
separately shows that ρ(t)∧ λ is transformed in ψ(t)tn−re1 ∧ ...∧ er ∧ λ as well;
whence ψ(t) = det(J + tI), which is the characteristic polynomial of −J . Thus
((J + tI) ∧ ... ∧ (J + tI))ρ(t) = ϕ(t)e1 ∧ ... ∧ er = ((J + tI) ∧ ... ∧ (J + tI))γ(t)
and ρ(t) = γ(t).
A similar argument shows that γ˜(t) = ρ(t). 
A polynomial curve γ in ΛrV , r ≥ 1, is named a Veronese curve if there exists
a basis {eij}, i = 1, ..., nj , j = 1, ..., r, of V such that γ(t) = γ1(t) ∧ ... ∧ γr(t)
where each γj(t) =
∑nj
i=1 t
i−1eij . When r = 1 one obtains the classical notion
of Veronese curve.
For convenience one will set γ(∞) = lim
γ(t)
tn−r
, when t→∞.
Lemma 1.2 provides us a method for constructing Veronese curve for which
γ(∞) = w1 ∧ ... ∧ wr . Conversely given a Veronese curve γ in Λ
rV and a
basis like in the definition, let H and W be the nilpotent endomorphism of V
defined by Heij = −ei−1,j, i ≥ 2, He1j = 0, and the vector subspace of basis
{w1 = en11, ..., wr = enrr} respectively. Then (W,H) is admissible, n1, ..., nr
are the natural numbers associated to (W,H) by lemma 1.1, and {w1, ..., wr},
H give rise to γ. Thus any Veronese curve can be constructed through lemma
1.2.
Every γ(t) ∈ ΛrV is decomposable and defines a r-dimensional vector sub-
space of V . The union of all these vector subspaces spans V since each γj(K)
spans the vector subspace of basis {eij}, i = 1, ..., nj. Now assume that γ(t) =
ϕ(t)((J+tI)−1w1)∧...∧((J+tI)
−1wr) = ϕ˜(t)((J˜+tI)
−1w˜1)∧...∧((J˜+tI)
−1w˜r);
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then γ(∞) = w1 ∧ ... ∧wr = w˜1 ∧ ... ∧ w˜r.
On the other hand the action of J˜ − J = (J˜ + tI)− (J + tI) on γ(t) equals
(ϕ˜(t) − ϕ(t))w1 ∧ ... ∧ wr ; so J˜ − J maps the vector subspace defined by γ(t)
into W . Hence Im(J˜ − J) ⊂W .
Obviously if w1∧...∧wr = w˜1∧...∧w˜r and Im(J˜−J) ⊂W then w1∧...∧wr ,
J and w˜1 ∧ ... ∧ w˜r, J˜ define the same Veronese curve.
Two admissible couples (W,J) and (W˜ , J˜) are named equivalent if W = W˜
and Im(J˜ − J) ⊂ W . Clearly the family of natural numbers given by lemma
1.1 is the same for equivalent couples. From all that said previously follows:
Proposition 1.1. (a) Giving a Veronese curve in ΛrV , r ≥ 1, is like
giving a class of equivalent admissible couples (W,J), where dimW = r, and an
element w1 ∧ ... ∧wr ∈ Λ
rW − {0}, by setting γ(t) = ϕ(t)((J + tI)−1w1) ∧ ... ∧
((J + tI)−1wr), where ϕ(t) is the characteristic polynomial of −J .
(b) Consider a Veronese curve γ(t) = γ1(t)∧ ...∧γr(t) in Λ
rV and a basis {eij},
i = 1, ..., nj, j = 1, ..., r, of V such that γj(t) =
∑nj
i=1 t
i−1eij, j = 1, ..., r. Then,
up to permutation, the family of natural numbers {n1, ..., nr} only depends on γ
and corresponds to the family {dimUj}, j = 1, ..., r, given by lemma 1.1 applied
to (W,J).
(c) Two Veronese curves in ΛrV are isomorphic (through an isomorphism of
V ) if and only if they have the same family of natural numbers {n1, ..., nr} up
to permutation.
Remark. Any vector subspace of ΛrV containing a Veronese curve γ is at
least of dimension n−r+1 since γ(0), γ(1)(0), ..., γ(n−r)(0) are linearly indepen-
dent. Indeed if n1 = ... = nr = 1 it is obvious; otherwise assume, for example,
n1 ≥ 2 and consider a linear combination
∑n−r
ℓ=0 aℓγ
(ℓ)(0) = 0.
Let γ¯ denote the projection of γ into ΛrV ′ where V ′ is the quotient of V by
the line spanned by en11. Then γ¯ is a Veronese curve in Λ
rV ′ of degree n− r−
1. As γ¯(0), γ¯(1)(0), ..., γ¯(n−r)(0) are the projections of γ(0), γ(1)(0), ..., γ(n−r)(0)
and γ¯(n−r)(0) = 0, the induction hypothesis implies that a0 = ... = an−r−1 = 0.
So an−rγ
(n−r)(0) = 0 whence an−r = 0.
Now we will introduce the notion of Veronese web on a n-dimensional vector
space V with n ≥ 1. A family w = {w(t) | t ∈ K} of (n − r)-planes is called a
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Veronese web of codimension r if there exists a Veronese curve γ in ΛrV ∗ such
that w(t) = Kerγ(t), t ∈ K. The curve γ will be named a representative of w.
If γ˜ is another representative of w then γ˜(t) = f(t)γ(t) for any t ∈ K. As γ
and γ˜ are polynomial curves of degree n−r and never lie into a (n−r−1)-plane
of ΛrV ∗, f is constant and γ˜(t) = aγ(t), a ∈ K − {0}. This allows us to define
w(∞) = Kerγ(∞), which does not depend on the representative. Moreover if
{βij}, i = 1, ..., nj , j = 1, ..., r, is a basis of V
∗ such that γ(t) = γ1(t)∧ ...∧γr(t)
where each γj(t) =
∑nj
i=1 t
i−1βij , then w(∞) = Ker(βn11 ∧ ... ∧ βnrr).
In view of lemma 1.2 and proposition 1.1 one has:
Proposition 1.2. Consider on a n-dimensional vector space V and a nat-
ural number 1 ≤ r ≤ n.
(a) Given a r-codimensional vector subspace W and an endomorphism J both
two of V , if (W ′, J∗) spans V ∗ where W ′ is the annihilator of W in V ∗ then
γ(t) = ϕ(t)((J + tI)−1)∗β, where ϕ is the characteristic polynomial of −J and
β a r-form such that Kerβ = W , represents a Veronese web w of codimension
r.
Moreover limt→∞t
r−nγ(t) = β, w(∞) = W and (J + tI)w(∞) = w(t) for
any t ∈ K.
(b) Any Veronese web on V of codimension r may be represented in this way.
(c) Assume that γ(t) = ϕ(t)((J + tI)−1)∗β and γ˜(t) = ϕ˜(t)((J˜ + tI)−1)∗β˜
represent two Veronese webs w and w˜ respectively. Then w = w˜ if and only if
β˜ = aβ, a ∈ K− {0}, and Ker(J˜ − J) ⊃ w(∞) = w˜(∞).
In this last case γ˜ = γ if and only if β˜ = β.
(d) Up to permutation the family of natural numbers {n1, ..., nr}, associated to
a splitting of a representative of a Veronese web w, only depends on w. This
family characterizes the Veronese web up to isomorphism.
By definition n1, ..., nr will be called the the characteristic numbers of w and
their maximum the height of w.
Remark. Often hereafter we will write λ(G, ..., G) or λ ◦G instead of G∗λ
when G is a morphism and λ a form.
On the other hand, note that (W ′, J∗) spans V ∗ if and only if W does not
contain any non-zero J-invariant vector subspace.
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By (c) of proposition 1.2 the restriction of J to w(∞) gives rise to a morphism
ℓ : w(∞) → V with no ℓ-invariant vector subspace different from zero (this
notion is meaningful since : w(∞) ⊂ V ) and which only depends on the Veronese
web w. Moreover (ℓ + tI)w(∞) = w(t), t ∈ K, that is to say ℓ∗α = −tα|w(∞)
for any α ∈ V ∗ such that α(w(t)) = 0 and any t ∈ K. This last property
characterizes ℓ completely because the union of the annihilators of w(t), t ∈ K,
spans V ∗.
Conversely given a morphism ℓ : W → V whose only ℓ-invariant vector
subspace is zero, we may construct a Veronese web by considering an endomor-
phism J of V such that J|W = ℓ and applying (a) of proposition 1.2 to it. This
Veronese web only depends on ℓ. In fact w(t) = (ℓ + tI)W . Thus:
Giving a Veronese web of codimension r ≥ 1 is equivalent to giving a mor-
phism ℓ : W → V , where W is a r-codimensional vector subspace, without
non-zero ℓ-invariant vector subspaces.
Proposition 1.3. Consider a Veronese web w of codimension r ≥ 1, a
basis {α1, ..., αn} of V
∗ and scalars a1, ..., an. Assume that αj(w(−aj)) = 0,
j = 1, ..., n. Then w can be constructed through (a) of proposition 1.2 by means
of the endomorphism J defined by J∗αj = ajαj, j = 1, ..., n.
Proof. As ℓ∗αj = ajαj |W then ℓ
∗ = (J|W )
∗, so J is an extension of ℓ. 
Lemma 1.3. Consider a Veronese web w of codimension r ≥ 1 on a n-
dimensional vector space V and its characteristic numbers n1 ≥ ... ≥ nr. Let
kj be the number of nℓ greater than or equal to j. Then r = k1 ≥ ... ≥ kn1 ≥ 1,
kj = 0 if j > n1, and k1 + ...+ kn1 = n. Moreover:
(1) Given non-equal scalars b1, ..., bn−k, b, where 1 ≤ k ≤ r, there exists a basis
{α1, ..., αn} of V
∗ such that αj(w(bj)) = 0, j = 1, ..., n − k, αj(w(b)) = 0,
j = n− k + 1, ..., n.
(2) Given, this time, non-equal scalars c1, ..., cn1 there exists a basis {βij}, i =
1, ..., kj, j = 1, ..., n1, of V
∗ such that βij(w(cj)) = 0, i = 1, ..., kj, j = 1, ..., n1.
Proof. First consider a basis {e∗ij}, i = 1, ..., nj, j = 1, ..., r and n1 ≥ ... ≥
nr, of V
∗ such that γ(t) = γ1(t) ∧ ... ∧ γr(t), where each γj(t) =
∑nj
i=1 t
i−1e∗ij ,
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is a representative of w. Now if ϕ : {1, ..., n − k} → {1, ..., r} is a map such
that ϕ−1(ℓ) has nℓ − 1 elements when 1 ≤ ℓ ≤ k and nℓ otherwise, it suffices to
set αj = γϕ(j)(bj), j = 1, .., n− k, and αj = γj+k−n(b), j = n− k + 1, .., n, for
proving (1).
With regard to (2) set βij = γi(cj), i = 1, ..., kj , j = 1, ..., n1. 
1.2. Pairs of bivectors.
In this paragraph we will give the classification of pairs of bivectors, due to
Gelfand and Zakharevich, by regarding them as quotients of symplectic pairs.
Consider, on a finite dimensional vector space W , a pair of bivectors (Λ,Λ1).
One defines the rank of (Λ,Λ1) as the maximum of ranks of (1 − t)Λ + tΛ1,
t ∈ K. Note that rank((1−t)Λ+tΛ1) = rank(Λ,Λ1) except for a finite number of
scalars t, which is≤ dimW2 (they are given by the polynomial equation ((1−t)Λ+
tΛ1)
k = 0 where rank(Λ,Λ1) = 2k). We will say that (Λ,Λ1) is maximal (or of
maximal rank) if rank(Λ) = rank(Λ1) = rank(Λ,Λ1). Obviously if (Λ,Λ1) is
not maximal one may choose Λ′ = (1− a)Λ+ aΛ1, Λ
′
1 = (1− a1)Λ+ a1Λ1, with
a 6= a1, which is maximal. Consequently it suffices classifying maximal pairs.
Recall that to any symplectic form ω defined on a vector space V of di-
mension 2n one can associate a dual bivector Λω by means of the isomorphism
v ∈ V → ω(v, ) ∈ V ∗ (or v ∈ V → ω( , v) ∈ V ∗; the result is the same). Con-
versely any bivector whose rank equals 2n can be defined in this way. More gen-
erally when Λ is a bivector onW , considered as a bivector on ImΛ = Λ(W ∗, )
it is the dual of a symplectic form. Thus every bivector can be described by its
image and a symplectic form on it; that is to say by the annihilator of ImΛ, or
one of its basis, and a 2-form whose restriction to ImΛ is symplectic.
Let V0, π : V →
V
V0
and Λ be a vector subspace of V , the canonical projection
and the bivector on V
V0
image of Λω by π respectively.
Lemma 1.4. Consider a second vector subspace V1 such that V = V0 ⊕
V1. Assume isotropic V0. Let Λ
′ be the bivector on V1 pull-back of Λ by the
isomorphism π : V1 →
V
V0
. Then Λ′ is defined by ω(V0, )|V1 and ω|V1 .
Proof. Set dimV0 = n− k. There exists a basis {e1, ..., e2n} of V such that
ω =
∑n
j=1 e
∗
2j−1 ∧ e
∗
2j−1 and {e2j−1}, j = k + 1, ..., n, is a basis of V0. Then
Λ = π(e1) ∧ π(e2) + ...+ π(e2k−1) ∧ π(e2k).
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On the other hand, as V = V0⊕V1 there exists a basis B = {e1+v1, ..., e2k+
v2k, {e2j+v2j}j=k+1,...,n} of V1 where every vi ∈ V0. Obviously Λ
′ = (e1+v1)∧
(e2 + v2) + ...+ (e2k−1 + v2k−1) ∧ (e2k + v2k).
The restriction to V1 of the family {e
∗
j}, j = 1, ..., 2k and j = 2(k+1), ..., 2n,
is the dual basis of B. So Λ′ will be defined by the restriction to V1 of the
2-form e∗1 ∧ e
∗
2 + ... + e
∗
2k−1 ∧ e
∗
2k, which equals that of ω, and by the basis
{e∗2j |V1
= ω(e2j−1, )|V1}, j = k + 1, ..., n of the annihilator of ImΛ
′ . 
Warning lemma 1.4 can fail if V0 is not isotropic. For example on K
4:
ω = e∗1 ∧ e
∗
2 + e
∗
3 ∧ e
∗
4, V0 = K{e3, e4} and V1 = K{e1 + e3, e2 + e4}.
Remark. On a finite dimensional vector space E consider a symplectic form
Ω and a 2-form Ω1. Let K be the endomorphism defined by Ω1 = Ω(K, ),
that is to say Ω1(v, w) = Ω(Kv,w), v, w ∈ E. Then Ω(K, ) = Ω( ,K); thus
every Ω(Kk, ) is a 2-form on E. By definition the characteristic polynomial,
the minimal one and the elementary divisors of (Ω,Ω1) will be those of K.
Suppose that the characteristic polynomial of (Ω,Ω1) is the product p1p2
of two monic relatively prime polynomials. Then (Ω,Ω1, E) can be identified
to the product of two similar structures (Ω1,Ω11, E1) × (Ω
2,Ω21, E2) where pi
is the characteristic polynomial of (Ωi,Ωi1), i = 1, 2. In this way classifying
(Ω,Ω1) reduces to the case where the characteristic polynomial is a power of
an irreducible polynomial. It is not difficult to see that the model of (Ω,Ω1)
is completely determined by the Jordan structure of K. Moreover every ele-
mentary divisor occurs an even number of times, so p is the square of another
polynomial, and the minimal polynomial divides the square root of p.
Let us come back to the main question. Consider a second symplectic form
ω1 on V , the dual bivector Λω1 and its image Λ1 by π on
V
V0
. Let J be the
endomorphism (in fact the automorphism ) of V defined by ω1 = ω(J, ).
Lemma 1.5. Assume that V0 is isotropic for both ω and ω1 and (Λ,Λ1) is
maximal. Then the vector subspace spanned by (V0, J) is ω and ω1 isotropic.
Proof. First note that rankΛ = rankΛ1 = 2r, where dimV0 = n − r,
because V0 is bi-isotropic. On the other hand if rank(Λω + tΛω1) = 2n then
ω((I+tJ−1)−1, ) is its dual symplectic form (recall that if Ω1 = Ω(K, ) then
Λ1 = Λ((K
−1)∗, ) when Λ and Λ1 are regarded as 2- forms on the dual space).
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Since rank(Λ+tΛ1) ≤ 2r this implies that V0 is isotropic for ω((I+tJ
−1)−1, ),
so ω((I + tJ−1)−1v, w) = 0 for any v, w ∈ V0.
Near 0 ∈ K one has rank(Λω + tΛω1) = 2n so deriving at t = 0 suc-
cessively yields, up multiplicative constant, ω(J−kv, w) = 0, k ≥ 0. Hence
ω(J−ℓv, J−sw) = 0 for any ℓ, s ≥ 0 as ω(J, ) = ω( , J). This implies that
the vector subspace spanned by (V0, J
−1) is ω-isotropic; but this last one equals
the vector subspace spanned by (V0, J) since J is invertible.
Finally as our vector subspace is J-invariant it has to be ω1-isotropic. 
For the remainder of this paragraph (Λ,Λ1) will be a maximal pair of bivec-
tors defined on m-dimensional vector space W . Set r = corank(Λ,Λ1). Assume
that Λ is defined by α1, ..., αr, ω˜, and Λ1 by β1, ..., βr, ω˜1, where α1, ..., αr, β1, ..., βr ∈
W ∗ and ω˜, ω˜1 ∈ Λ
2W ∗.
Let V0 be a vector space of dimension r and {e1, ..., er} one of its basis.
Let {e∗1, ..., e
∗
r} denote the extension of the dual basis of {e1, ..., er} to V =
W ⊕ V0 by setting e
∗
i (W ) = 0, i = 1, ..., r. On the other hand we will regard
α1, ..., αr, β1, ..., βr, ω˜, ω˜1 as forms on V such that αi(V0) = βi(V0) = 0, i =
1, ..., r, ω˜(V0, ) = ω˜1(V0, ) = 0. Now on V one considers the symplectic
forms ω = ω˜+α1 ∧ e
∗
1 + ...+αr ∧ e
∗
r and ω1 = ω˜1+ β1 ∧ e
∗
1 + ...+ βr ∧ e
∗
r . If we
identify W to V
V0
by means of the canonical projection, by lemma 1.4 the pair
(Λ,Λ1) is just the image of the dual pair (Λω,Λω1). Thus any maximal pair is
the quotient of a symplectic pair by a bi-isotropic vector subspace.
By technical reasons we will deform ω1 for simplifying the algebraic structure
of the symplectic pair. Set ωµ = ω1 + β1 ∧ µ1 + ...+ βr ∧ µr = ω˜1 + β1 ∧ (e
∗
1 +
µ1) + ...+ βr ∧ (e
∗
r + µr) where µ1, ..., µr ∈ V
∗, which is symplectic if and only
if {(e∗1 + µ1)|V0 , ..., (e
∗
r + µr)|V0} is still a basis of V
∗
0 . In this last case V0 is
ωµ isotropic and the dual bivector Λµ projects into Λ1 as well (apply lemma
1.4 again). Let J and Jµ be the endomorphisms defined by ω1 = ω(J, ) and
ωµ = ω(Jµ, ) respectively, and let e¯j be the vector defined by ω(e¯j, ) = µj ,
j = 1, ..., r. Then Jµ = J +
∑r
j=1(e¯j ⊗ βj + Jej ⊗ µj).
Therefore, since Jµ|V0 =
∑r
j=1 Jej ⊗ (e
∗
j +µj)|V0 , the form ωµ is symplectic,
that is to say Jµ is an isomorphism, if and only if Jµ|V0 is a monomorphism.
Let V1 denote the vector subspace spanned by (V0, J), and V2 the ω-orthogonal
of V1. As JV1 = V1 the vector subspace V2 is the ω1-orthogonal of V1 too. From
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lemma 1.5 follows that V1 is isotropic for ω and ω1; thus V1 ⊂ V2 and βj(V2) = 0,
j = 1, ..., r, since βj(V2) = −ω1(ej , V2). Hence Jµ = J +
∑r
j=1 Jej ⊗ µj on V2
and (Jµ − J)V2 ⊂ JV0.
Hereafter assume ωµ symplectic. Then JµV0 = JV0. This implies that
(V0, Jµ) spans V1 as well. Again lemma 1.5, this time applied to ω, ωµ, shows
that V1 is ωµ-isotropic; moreover V2 is the ωµ-orthogonal of V1 because JµV1 =
V1. Obviously JV2 = JµV2 = V2 since JV1 = JµV1 = V1 and V2 is the orthogonal
of V1 for ω, ω1 and ωµ.
The restricted forms ω|V2 and ω1|V2 = ωµ|V2 (recall that βj(V2) = 0 so
(ωµ − ω1)|V2 = 0) project into a pair (ω¯, ω¯1) of symplectic forms on
V2
V1
. As
ω1 = ω(J, ) and ωµ = ω(Jµ, ), the endomorphism J¯ of
V2
V1
defined by ω¯1 =
ω¯(J¯ , ) is just the projection of both J|V2 and Jµ|V2 .
The next step will be to control the characteristic polynomial of Jµ, which
is the product of three characteristic polynomials: that of the projection of Jµ
on V
V2
, that of Jµ|V1 and that of the projection of Jµ on
V2
V1
. This last one is the
characteristic polynomial of J¯ , therefore it does not depend on µ; it will denote
by ψ(t).
As J is an isomorphism V1 is also the vector subspace spanned by (JV0, J).
Now from lemma 1.1 applied to V1 and (JV0, J) follows the existence of a nilpo-
tent H ∈ End(V1), such that Im(H − J|V1) ⊂ JV0, and a basis {d1, ..., dr} of
JV0 such that V1 = ⊕
r
j=1Uj where each Uj is the vector subspace spanned by
(dj , H). Set G = H +
∑r
j=1 dj ⊗ λj where λ1, ..., λr ∈ V
∗
1 and λj(Ui) = 0
if i 6= j. Then we may choose λ1, ..., λr in such a way that (dj , G) spans Uj,
j = 1, ..., r, Im(G − J|V1) ⊂ JV0 and the characteristic polynomial of G|Uj is
any monic polynomial whose degree equals the dimension of Uj . Moreover if G
is invertible, so a monomorphism, there exist ωµ and Jµ such that Jµ|V1 = G
since Jµ = J +
∑r
j=1 Jej ⊗ µj on V2.
Consider non-equal and non-zero scalars a1, ..., ak, where k = dimV1, which
are not roots of ψ(t). Then we can suppose, without loss of generality, that
(dj , Jµ) spans Uj and the characteristic polynomial of Jµ|Uj equals
∏
i∈Ij
(t−ai)
where {1, ..., k} is the disjoint union of I1,..., Ir. Thus the characteristic polyno-
mial ψµ(t) of Jµ equals ψ(t)ρ(t)
∏k
i=1(t−ai) where ρ(t) is the characteristic poly-
nomial of the projection of Jµ on
V
V2
. But ψµ(t) has to be a square and a1, ..., ak
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are not roots of ψ(t), so ψµ(t) = ψ(t)
∏k
i=1(t−ai)
2 = ψ(t)
∏r
j=1(
∏
i∈Ij
(t−ai)
2).
Now we may identify (ω, ωµ, V ) to a product
∏r
j=0(τj , τ
′
j , Lj) in such a way
that ψ(t) is the characteristic polynomial of Jµ|L0 and
∏
i∈Ij
(t − ai)
2 that of
Jµ|Lj , j = 1, ..., r. Then V0 ∩ L0 = {0}, dim(V0 ∩ Lj) = 1, j = 1, ..., r, and
V0 = ⊕
r
j=1(V0 ∩ Lj); indeed J
−1
µ dj is a basis of V0 ∩ Uj, since JµV0 = JV0, and
(J−1µ dj , Jµ) spans Uj . Remark that
∏
i∈Ij
(t − ai) is the minimal polynomial
of any v ∈ V0 ∩ Lj − {0}, j = 1, ..., r. Moreover (Λ,Λ1) is identified, in a
natural way, to the product of the dual pair (Λτ0 ,Λτ ′0), called symplectic, times
the projections of the dual pairs (Λτj ,Λτ ′j) on
Lj
V0∩Lj
, j = 1, ..., r, which will be
called the Kronecker elementary pairs. The case without symplectic factor and
that with no Kronecker elementary factor happen.
Let us describe the Kronecker elementary pair in dimension 2n−1. Consider,
on a 2n-dimensional vector space E, a pair of symplectic forms (Ω,Ω1) and the
endomorphism K defined by Ω1 = Ω(K, ). Suppose that
∏n
i=1(t− bi)
2 is the
characteristic polynomial of (Ω,Ω1), where all bi 6= 0 and bi 6= bj if i 6= j. Let
E0 be a 1- dimensional vector subspace of E such that the minimal polynomial
of its non-zero elements is
∏n
i=1(t − bi). Then there exists a basis {e1, ..., e2n}
of E such that Ω = e∗1∧e
∗
2+ ...+e
∗
2n−1∧e
∗
2n, Ω1 = b1e
∗
1∧e
∗
2+ ...+ bne
∗
2n−1∧e
∗
2n
and e = −
∑n
j=1 e2j is a basis of E0.
Denote by E1, Λ˜ and Λ˜1 the vector subspace of basis {e1, ..., e2n−1}, and the
images of ΛΩ and ΛΩ1 on
E
E0
respectively. As E = E0 ⊕ E1 by lemma 1.4 the
bivector Λ˜, considered on E1 identified to
E
E0
in the natural way, is given by
ω˜ =
∑n−1
j=1 e
∗
2j−1∧e
∗
2j , α =
∑n
j=1 e
∗
2j−1 (obviously both of them restricted to E1)
while Λ˜1 is described by ω˜1 =
∑n−1
j=1 bje
∗
2j−1∧e
∗
2j , β =
∑n
j=1 bje
∗
2j−1. Moreover,
since ΛΩ + tΛΩ1 is the dual bivector of Ω((I + tK
−1)−1, ) when t ∈ K −
{−b1, ...,−bn}, the bivector Λ˜+tΛ˜1 is given by µt =
∑n−1
j=1 bj(t+bj)
−1e∗2j−1∧e
∗
2j
and αt = (
∏n
j=1(t+ bj))Ω((I+ tK
−1)−1e, ) =
∑n
j=1 bj(
∏n
i=1;i6=j(t+ bi))e
∗
2j−1.
But µ−bn , α−bn still define a bivector on E1, which by continuity has to be
equal to Λ˜− bnΛ˜1. Thus corank(Λ˜ + tΛ˜1) = 1 for any t ∈ K−{−b1, ...,−bn−1}.
Reasoning in the same way but with other suitable direct summands of E0 (for
example for −b1 the vector subspace spanned by {e2, ..., e2n}) finally shows that
corank(Λ˜ + tΛ˜1) = 1, t ∈ K. Hence Im(Λ˜ + tΛ˜1) = Kerαt, t ∈ K.
Therefore E′ = ∩t∈KIm(Λ˜+ tΛ˜1) is the (n− 1)-dimensional vector subspace
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of basis {e2j}, j = 1, ..., n− 1, and setting w(t) =
Im(Λ˜+tΛ˜1)
E′
defines a Veronese
web w of codimension one on E1
E′
. Indeed, identify E1
E′
to the vector subspace E′′
spanned by {e2j−1}, j = 1, ..., n, and restrict αt to it (proposition 1.2 applied
to K|E′′ and (
∑n
j=1 bje
∗
2j−1)|E′′ just yields αt|E′′).
On the other hand (Λ˜, Λ˜1) is a particular case of (Λ,Λ1) with r = 1. So
(Λ˜, Λ˜1) is isomorphic to a product of a possible symplectic pair in dimension
2(n − k) and a Kronecker elementary pair associated to scalars a1, ..., ak. As
dim(Im(Λ˜ + tΛ˜1)) = 2n − 2, t ∈ K, the characteristic polynomial of the sym-
plectic factor has no roots and in this case an elementary calculation yields
dimE′ = 2n − k − 1. But dimE′ = n − 1 so k = n; that is to say there is no
symplectic factor. In other words our pair can be constructed from any family
of non-zero scalars {a1, ..., an} such that ai 6= aj if i 6= j, which shows that the
Kronecker elementary pair (Λ˜, Λ˜1) only depends on the dimension 2n−1 but not
on {b1, ..., bn}. Thus, up to isomorphism, in every odd dimension there exists
just one Kronecker elementary pair.
Now we may state:
Proposition 1.4. Consider a maximal pair of bivectors (Λ,Λ1) on a finite
dimensional vector space W . Set r = corank(Λ,Λ1). Let L0 be the intersection
of all the vector subspaces Im(Λ+ tΛ1), t ∈ K, of codimension r. Denote by L
′
0
its annihilator in W ∗. One has:
(a) L0 ⊂ ImΛ1 and Λ(L
′
0, ) = Λ1(L
′
0, ).
In what follows set L1 = Λ(L
′
0, ).
(b) The restrictions to L0 of the 2-forms associated to Λ and Λ1 respectively,
which are unique since L0 ⊂ ImΛ ∩ ImΛ1, have L1 as kernel.
Therefore the projections on L0
L1
of these restricted 2-forms,denoted by ω¯ and
ω¯1 respectively, are symplectic.
(c) Setting w(t) = Im(Λ+tΛ1)
L0
, t ∈ K, defines a Veronese web on W
L0
.
(d) The elementary divisors of (ω¯, ω¯1) and the characteristic numbers n1 ≥ ... ≥
nrof w determine the algebraic structure of (Λ,Λ1) completely. More precisely
(Λ,Λ1,W ) is isomorphic to a product
∏r
ℓ=0(Λ
ℓ,Λℓ1,W
ℓ) where (Λ0,Λ01,W
0) is
isomorphic, in its turn, to the dual pair of (ω¯, ω¯1,
L0
L1
) and every (Λℓ,Λℓ1,W
ℓ),
ℓ = 1, ..., r, is the Kronecker elementary pair in dimension 2nℓ − 1.
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(e) corank(Λ + aΛ1) > r if and only if −a is a root of the characteristic poly-
nomial of (ω¯, ω¯1).
Remark. Let (ω, ω1) be a pair of symplectic forms on a 2n-dimensional
vector space V and let V0 be a line in V . Denote by V1 the vector subspace
spanned by (V0, J) where ω1 = ω(J, ). Then the dimension of the symplectic
factor, given by proposition 1.4, of the pair (Λ,Λ1) induced by (Λω,Λω1) on
V
V0
equals 2(n− dimV1).
Indeed, first note that rankΛ = rankΛ1 = rank(Λ,Λ1) = 2n− 2 so (Λ,Λ1)
is maximal. Let e and W be a basis and a direct summand of V0 respectively.
Then ω = ω˜ + α ∧ e∗, ω1 = ω˜1 + β ∧ e
∗ where Kerα, Kerβ, Kerω˜ and Kerω˜1
contain V0, Kere
∗ = W and e∗(e) = 1. Therefore, after identifying W and V
V0
,
bivectors Λ and Λ1 are given by ω˜, α and ω˜1, β respectively. As V =W ⊕V0 we
are just in the situation which allowed us splitting any maximal pair. There it
was showed that the dimension of the symplectic factor equals that of V2
V1
, where
V2 was the orthogonal of V1; in our case 2n− 2dimV1.
Proposition 1.5. LetW be a (2n−1)-dimensional vector space. The action
of the linear group GL(W ) on (Λ2W )× (Λ2W ) possesses one dense open orbit
whose model is the elementary Kronecker pair in dimension 2n− 1.
Proof. First let us show that any pair (Λ,Λ1) is approachable in (Λ
2W )×
(Λ2W ) by a Kronecker elementary one. As bivectors of rank 2n− 2 are generic
in Λ2W one can suppose rankΛ = rankΛ1 = 2n − 2. Now assume that the
symplectic factor given by proposition 1.4 applied to (Λ,Λ1) has dimension
2k ≥ 2 and minimal polynomial ϕ. Note that there is only one Kronecker
elementary factor since corank(Λ,Λ1) = 1. By constructing this Kronecker
elementary factor with scalars {a1, ..., an−k} which are not roots of ϕ, the pair
(Λ,Λ1) becomes the quotient by a line V0 of a dual symplectic pair (Λω,Λω1)
defined on a 2n-dimensional vector space V , in such a way that the minimal
polynomial of (ω, ω1) is ϕ
∏n−k
j=1 (t − aj) and
∏n−k
j=1 (t − aj) that of each e ∈
V0−{0}. In particular (e, J), where ω1 = ω(J, ), spans a (n− k)-dimensional
vector subspace.
Set V = W ⊕ V0. By lemma 1.4 (Λ,Λ1), regarded on W , is given by ω|W ,
ω(e, )|W , ω1|W and ω1(e, )|W . Now consider a vector e
′ near e whose min-
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imal polynomial is ϕ
∏n−k
j=1 (t − aj). Then (e
′, J) spans a vector subspace of V
of dimension > n− k and the symplectic factor of the quotient of (Λω,Λω1) by
K{e′} has dimension < 2k (see the foregoing remark). Since V =W⊕K{e′} this
last pair is given onW by ω|W , ω(e
′, )|W , ω1|W and ω1(e
′, )|W ; therefore we
can choose it as close to (Λ,Λ1) as desired and, after a finite number of steps,
(Λ,Λ1) will be approached by a Kronecker pair.
On the other hand if (Λ′,Λ′1) is a Kronecker elementary pair, consider scalars
{a1, ..., an} all of them different. Then dim(Im(Λ
′+ajΛ
′
1)) = 2n−2, j = 1, ..., n,
and dim(∩nj=1Im(Λ
′+ajΛ
′
1)) = n−1. Therefore when (Λ,Λ1) is close enough to
(Λ′,Λ′1) one has dim(Im(Λ+ajΛ1)) = 2n−2, j = 1, ..., n, and dim(∩
n
j=1Im(Λ+
ajΛ1)) = n−1. But by (d) of proposition 1.4 this last dimension equals n−k−1
where 2k is the dimension of the symplectic factor of (Λ,Λ1); so k = 0 and
(Λ,Λ1) is Kronecker elementary too. 
2. Veronese webs on manifolds
This section contains the basic theory of Veronese webs of any codimension.
The notion of Veronese web of codimension one was introduced by Gelfand and
Zakharevich for studying the generic bihamiltonian structures on odd dimen-
sional manifolds [3, 4, 5]. Later on Panasyuk and Turiel dealt with the case of
higher codimension [9], [17]; see [18] as well. The approach given from now on,
different from that of Gelfand, Zakharevich and Panasyuk, follows the Turiel’s
work [15, 16, 17].
Hereafter all structures considered will be real C∞ or complex holomorphic
unless another thing is stated.
Let N be a real or complex manifold of dimension n. A family w = {w(t) |
t ∈ K} of involutive distributions (or foliations) on N of codimension r ≥ 1
is named a Veronese web of codimension r, if for any p ∈ N there exist an
open neighborhood A of this point and a curve γ(t) in the module of sections of
ΛrT ∗A (that is to say γ(t)(q) ∈ ΛrT ∗qA = Λ
rT ∗qN for every q ∈ A) such that:
1) w(t) = Kerγ(t), t ∈ K, on A
2) for each q ∈ A, γ(t)(q) is a Veronese curve in ΛrT ∗N .
The curve γ is called a (local) representative of w.
Although curves γ(t)(q) and γ(t)(q′) could be not isomorphic when q 6= q′,
γ(t) =
∑n−r
i=0 t
iγi where γ0, ...γn−r are differentiable r-forms on A. On the
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other hand Kerγn−r is an involutive distribution of dimension n− r since each
Kerγ(t) was integrable and limtr−nγ(t) = γn−r, t → ∞. This allows us to
define w(∞) = Kerγn−r, which does not depend on the representative because
if γ˜ is another representative then γ˜ = fγ on the common domain (see (c) of
proposition 1.2). In particular, there exists a global representative if and only
if w(∞) is transversally orientable. Obviously w as map from K ∪ {∞} ≡ KP 1
to the Grassmann manifold of (n− r)-plans of TN is smooth.
Examples. 1) On S3 regarded as a Lie group consider three left invariant
contact forms ρ1, ρ2, ρ3. Suppose that ρ1∧ρ2∧ρ3 6= 0 and set γ(t) = (ρ1+tρ2)∧
ρ3. Then γ defines a codimension two Veronese web which is not flat because
Kerρ3 = w(0)⊕ w(∞) is a contact structure.
2) On K4 with coordinates (x1, x2, y1, y2) set γ(t) = (dx2 ∧dy2+x2dx1∧dx2)+
t(x2dx2 ∧ dy1 − dx1 ∧ dy2) + t
2dy1 ∧ dy2. Then γ defines a Veronese web of
codimension two since dγ(t) = 0 and γ(t) = (−dx1+x
−1
2 dy2+tdy1)∧(−x2dx2+
tdy2) when x2 6= 0, while γ(t) = (dx2 − tdx1 + t
2dy1) ∧ dy2 if x2 = 0.
Note that γ(t)(q) and γ(t)(q′) are not isomorphic as Veronese curves when
q2 6= 0 and q
′
2 = 0.
3) Let V be the 3-dimensional Lie algebra spanned by the vectors fields on
K: X1 = (∂/∂t), X2 = t(∂/∂t) and X3 = t
2(∂/∂t). Set w˜(t) = {v ∈ V |
v(t) = 0}. As w˜(t) = Ker{e∗1 + te
∗
2 + t
2e∗3} where {e
∗
1, e
∗
2, e
∗
3} is the dual basis
of {X1, X2, X3}, w˜ = {w˜(t) | t ∈ K} is an algebraic Veronese web on V . But
V is isomorphic to the Lie algebra of SL(2,K) and each w˜(t) is a subalgebra
of V ; therefore w˜ gives rise to a Veronese web w of codimension one on any
3-dimensional homogeneous space of SL(2,K).
Now we shall give a local description of Veronese webs of codimension r
by means of a (1, 1) tensor field and a r-form. Consider non-equal scalars
{a1, ..., an−k, a}, where 1 ≤ k ≤ r, and any point p ∈ N . By lemma 1.3 there
exists a basis {λ1, ..., λn} of T
∗
pN such that Kerλj ⊃ w(−aj)(p), j = 1, ..., n−k,
and Kerλj ⊃ w(−a)(p), j = n− k+1, ..., n. Since every distribution w(t) is in-
volutive, on some open neighbourhood A of p one may construct closed 1-forms
β1, ..., βn, extensions of λ1, ..., λn, such that Kerβj ⊃ w(−aj), j = 1, ..., n − k,
Kerβj ⊃ w(−a), j = n− k + 1, ..., n, and β1 ∧ ... ∧ βn is a volume form.
Let J be the (1, 1) tensor field on A defined by βj ◦J = ajβj , j = 1, ..., n−k,
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and βj ◦ J = aβj, j = n − k + 1, ..., n. In coordinates (x1, ..., xn) such that
βj = dxj , j = 1, ..., n, one has J =
∑n−k
j=1 aj
∂
∂xj
⊗ dxj + a
∑n
j=n−k+1
∂
∂xj
⊗ dxj ,
so J is flat and diagonalizable.
Moreover, by propositions 1.2 and 1.3, if β is a r-form on A such thatKerβ =
w(∞) then γ(t) = (
∏n−k
j=1 (t + aj))(t + a)
k((J + tI)−1)∗β is a representative of
w.
On the other hand if n1 is the height of w(p) and k1 ≥ ... ≥ kn1 are like
in lemma 1.3, given non-equal scalars a˜1, ..., a˜n1 a similar argument allows to
construct closed 1-forms {β˜ij}, i = 1, ..., kj , j = 1, ..., n1, linearly independent
everywhere and such that β˜ij(w(−a˜j)) = 0, i = 1, ..., kj, j = 1, ..., n1. Then,
by propositions 1.2 and 1.3, γ(t) = (
∏n1
j=1(t + a˜j)
kj )((J˜ + tI)−1)∗β where J˜ is
defined by β˜ij ◦ J˜ = a˜j β˜ij , i = 1, ..., kj , j = 1, ..., n1.
Theorem 2.1. Let N be a n-dimensional real or complex manifold.
(1) Consider a Veronese web w on N of codimension r and non-equal scalars
a1, ..., an−k, a where 1 ≤ k ≤ r. Then for each p ∈ N there exist an open set
p ∈ A and a (1, 1)-tensor field J on A whit characteristic polynomial ϕ(t) =
(
∏n−k
j=1 (t− aj))(t− a)
k, which is flat and diagonalizable, such that:
(I) (Ker(J∗−ajI))w(−aj) = 0, j = 1, ..., n−k, and (Ker(J
∗−aI))w(−a) = 0.
(II) For any q ∈ A, (w(∞)(q)′, J∗(q)) spans T ∗qA, that is to say w(∞)(q) con-
tains no J-invariant vector subspace different from zero (as before ′ means the
annihilator).
In particular, if β is a r-form and Kerβ = w(∞) then γ(t) = (
∏n−k
j=1 (t +
aj))(t+ a)
k((J + tI)−1)∗β represents w.
Moreover is λ is a closed 1-form such that Kerλ ⊃ w(∞) then d(λ◦J)|w(∞) =
0.
(2) Now consider non-equal scalars a˜1, ..., a˜n1 instead of a1, ..., an−k, a, where
n1 is the height of w(p), and numbers k1 ≥ ... ≥ kn1 like in lemma 1.3. Then
there exists a (1, 1)-tensor field J˜ defined on an open neighbourhood A˜, which
is flat and diagonalizable, with characteristic polynomial ϕ˜ =
∏n1
j=1(t − a˜j)
kj
such that (Ker(J˜∗ − a˜jI))w(−a˜j) = 0, j = 1, ..., n1, (w(∞)
′, J˜∗) spans T A˜∗,
γ˜(t) =
∏n1
j=1(t+ a˜j)
kj ((J˜ + tI)−1)∗β represents w and γ = γ˜ on A ∩ A˜.
Moreover d(λ◦J˜)|w(∞) = 0 for any 1-closed form λ such that Kerλ ⊃ w(∞).
(3) Finally, on N consider a foliation F of codimension r ≥ 1, a r-form β¯ such
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that Kerβ¯ = F and (1, 1)-tensor field J¯ with characteristic polynomial ϕ¯(t).
Suppose that:
(I) (F ′, J¯∗) spans T ∗N , that is to say F does not contain any non-zero J¯-
invariant vector subspace.
(II) (NJ¯)|F = 0, where NJ¯ is the Nijenhuis torsion of J¯ , and d(µ ◦ J¯)|F = 0 for
each closed 1-form µ such that Kerµ ⊃ F (note that if F = Ker(λ1 ∧ ... ∧ λr)
where each λj is a closed 1-form, this last condition is satisfied if and only if
λ1 ∧ ... ∧ λr ∧ d(λj ◦ J¯) = 0, j = 1, ..., r).
Then γ¯(t) = (−1)nϕ¯(−t)((J¯ + tI)−1)∗β¯ defines a Veronese web w¯ of codi-
mension r for which w¯(∞) = F . This Veronese web only depends on F and J¯ .
In view of propositions 1.2 and 1.3 and all that said previously, for proving
theorem 2.1 it suffices to show that d(λ ◦ J)|w(∞) = d(λ ◦ J˜)|w(∞) = 0 and that
every w¯(t), t ∈ K, is involutive. For this purpose we need the following result:
Lemma 2.1. Given a 1-form ρ and a (1, 1)-tensor field G on manifold, then
d(ρ ◦G)(G , ) + d(ρ ◦G)( , G ) = dρ(G ,G ) + d(ρ ◦G2) + ρ ◦NG.
Proof. Consider two vector fields X,Y . One has:
d(ρ ◦G)(GX, Y ) = (GX)ρ(GY )− Y ρ(G2X)− ρ(G[GX, Y ])
d(ρ ◦G)(X,GY ) = Xρ(G2Y )− (GY )ρ(GX)− ρ(G[X,GY ]).
So d(ρ ◦G)(GX, Y ) + d(ρ ◦G)(X,GY ) = dρ(GX,GY ) + d(ρ ◦G2)(X,Y ) +
ρ(NG(X,Y )). 
Let λ a closed 1-form such thatKerλ ⊃ w(∞). If t ∈ K−{−a1, ...,−an−k,−a}
lemma 2.1 applied to λ◦(J+tI)−1 and (J+tI) yields d(λ◦J) = d(λ◦(J+tI)) =
−d(λ ◦ (J + tI)−1)((J + tI) , (J + tI) ).
But Ker(λ ◦ (J + tI)−1) contains w(t) which is involutive, so d(λ ◦ (J +
tI)−1)|w(t) = 0 . Hence d(λ ◦ J)|w(∞) = −d(λ ◦ (J + tI)
−1)((J + tI) , (J +
tI) )|w(∞) = 0 since (J + tI)w(∞) = w(t).
The case of J˜ is similar.
Now we shall prove the involutivity of every w¯(t). Consider a point q ∈ N
and t ∈ K such that J¯ + tI is invertible around q. If µ is a closed 1-form and
Kerµ ⊃ F then Ker(µ ◦ (J¯ + tI)−1) ⊃ w¯(t) and by lemma 2.1
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d(µ◦ (J¯ + tI)−1)(w¯(t), w¯(t)) = d(µ◦ (J¯ + tI)−1)((J¯ + tI)F , (J¯ + tI)F) = −d(µ◦
(J¯ + tI))(F ,F)− µ(N(J¯+tI)(F ,F)) = −d(µ ◦ J¯)(F ,F)− µ(NJ¯ (F ,F)) = 0.
That is to say d(µ ◦ (J¯ + tI)−1)|w¯(t) = 0.
Around q there exist closed 1-forms µ1, ..., µr such that Ker(µ1 ∧ ...∧ µr) =
F ; therefore µ1 ◦ (J¯ + tI)
−1, ..., µr ◦ (J¯ + tI)
−1 define w¯(t). But d(µj ◦ (J¯ +
tI)−1)|w¯(t) = 0, j = 1, ..., r, so w¯(t) is involutive near q. On the other hand if A
is an open neighbourhood of q, small enough, there exists a non-empty open set
B ⊂ K such that J¯+ tI is invertible on A, and therefore w¯(t) involutive, for any
t ∈ K. As γ¯(t) is polynomial in t this implies that every w¯(t) is involutive on A
(indeed if X,Y are vector fields belonging to F then γ¯(t)[(J¯ + tI)X, (J¯ + tI)Y ]
is polynomial in t), which proves theorem 2.1.
Corollary 2.1.1. Consider a Veronese web w on N of codimension 1 ≤
r ≤ n− 1, an immersion f : P → N and a scalar b.
(1) If for every p ∈ P the characteristic numbers of w(f(p)) are greater than
or equal to 2 and f∗(TpP ) ⊃ w(b)(f(p)), then the family {w˜(t) = f
−1
∗ (w(t)) |
t ∈ K − {b}} extends to a Veronese web w˜ on P of codimension r by setting
w˜(b) = lim w˜(t), t→ b.
(2) Now assume that the characteristic numbers of w(f(p)) are constant on P ;
let r˜ the number of them greater than or equal to 2. If f∗(TpP ) = w(b)(f(p))
for any p ∈ P , then the family {w˜(t) = f−1∗ (w(t)) | t ∈ K − {b}} extends to a
Veronese web w˜ on P of codimension r˜ by setting w˜(b) = lim w˜(t), t→ b.
Proof. As the problem is local we may suppose that P is a regular (imbed-
ded) submanifold of N of codimension k and f the canonical inclusion. Consider
non-equal scalars a1, ..., an−k, a where a = −b. Then in the construction of J
we can take βn−k+1, ..., βn in such a way that Ker(βn−k+1 ∧ ...∧βn)(p) = TpP ,
p ∈ P ; even more one may suppose P = {x | xn−k+1 = ... = xn = 0} when
βj = dxj , j = 1, ..., n. On the other hand the integrability is clear since
w˜(t) = w(t) ∩ TP , t ∈ K− {b}.
Now consider a r-form β such that Kerβ = w(∞) and β = µ1 ∧ ...µr, where
µ1, ..., µr are 1-forms, and set J¯ =
∑n−k
j=1 aj
∂
∂xj
⊗ dxj on P . As (µ1, ..., µr, J
∗)
spans T ∗N then (µ1|P , ..., µr |P , J¯
∗) spans T ∗P .
In the first case of the corollary β|P has no zeros and γ˜(t) = (
∏n−k
j=1 (t +
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aj))((J¯+tI)
−1)∗(β|P ) is a representative of w˜. In the second one {µ1(p)|P , ..., µr(p)|P }
spans a r˜-dimensional vector subspace of T ∗pP at any p ∈ P , which allows us to
assume, for example, that (µ1 ∧ ...µr˜)|P never vanishes (our problem is local);
then γ˜(t) =
∏n−k
j=1 (t+ aj)((J¯ + tI)
−1)∗(µ1 ∧ ... ∧ µr˜)|P is a representative of w˜.

A family w of r-codimensional distributions which satisfies all the conditions
of Veronese web except, perhaps, for the involutivity of each w(t) will be called
a Veronese distribution.
Corollary 2.1.2. Consider a Veronese distribution w, of codimension r ≥ 1,
on N and a point p of this manifold. Let n1 be the height of w(p). Assume that
w(∞), w(b1), ..., w(bn1+1) are integrable for n1+1 non-equal scalars b1, ..., bn1+1.
Then w is a Veronese web around p.
Indeed, let k1 ≥ ... ≥ kn1 like in lemma 1.3. Set a˜j = −bj, j = 1, ..., n1.
Since w(b1), ..., w(bn1) are involutive, reasoning as in the construction of J˜ gives
rise to a (1, 1)-tensor field H defined around p, flat and diagonalizable, with
characteristic polynomial
∏n1
j=1(t+ bj)
kj such that (Ker(H∗ + bjI))w(bj) = 0,
j = 1, ..., n1, and ρ(t) =
∏n1
j=1(t − bj)
kj ((H + tI)−1)∗β, where Kerβ = w(∞),
represents w.
On the other hand d(λ ◦H)|w(∞) = 0 for any 1-closed form λ such that
Kerλ ⊃ w(∞), because w(bn1+1) is involutive and H + bn1+1I invertible (do
reason as in the first and the second paragraphs after the proof of lemma 2.1).
Now apply (3) of the foregoing theorem.
Remark. Corollary 2.1.2, with another proof, is due to Panasyuk [10] and
it was conjectured by Zakharevich [18] (see [1] by Bouetou and Dufour as well).
Note that by means of a projective transformation of KP 1 ≡ K ∪ {∞}, one
may replace the integrability of w(∞) by that of w(bn1+2) for some bn1+2 ∈
K − {b1, ..., bn1+1}; in other words it suffices the involutivity of w(t) for n1 + 2
elements of KP 1. Therefore if k is the maximum of the height of w(q), q ∈ N , a
Veronese distribution w is a Veronese web on N if and only if w(t) is involutive
for k + 2 values of t ∈ KP 1.
By a similar reason, corollary 2.1.1 still holds if b =∞.
Proposition 2.1. Let w = {w(t) | t ∈ K} a family of foliations of codi-
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mension r defined on a manifold N . Assume that each w(p) is an algebraic
Veronese web on TpN , which allows us to define a r-codimensional distribution
F on N , possibly not smooth, by setting F(p) = limw(t)(p), t → ∞. If F is
smooth then w is a Veronese web on N .
Proof. Note that the (1, 1) tensor field J may be constructed, as before,
around each point of N since every w(t) is a foliation. On the other hand
locally there exists a r-form β such that Kerβ = F because F is smooth. So
γ(t) = (
∏n−k
j=1 (t+ aj))(t+ a)
k((J + tI)−1)∗β is a representative of w. 
Example. On an open set A of Kn consider a (1, 1)-tensor field J =∑n
j=1 fj(xj)
∂
∂xj
⊗dxj where fj(xj) 6= fk(xk) whenever x = (x1, ..., xn) ∈ A. Set
β =
∑n
j=1 dxj . As NJ = 0, (β, J
∗) spans T ∗A and d(β ◦ J) = 0, by (3) of theo-
rem 2.1 the curve γ(t) =
∏n
j=1(t+fj)β◦(J+tI)
−1 =
∑n
j=1(
∏n
i=1;i6=j(t+fi))dxj
defines a Veronese web w on A of codimension one, which generally is not flat.
Indeed, when w is flat there exists a representative γ˜(t) =
∑n−1
i=0 t
iγ˜i with
each γ˜i closed. Set γ(t) =
∑n−1
i=0 t
iγi. As γ = f γ˜ then γi ∧ dγi = 0, i =
0, ..., n − 1. But γn−2 =
∑n
j=1(f1 + ... + fˆj + ... + fn)dxj ; so the coefficient of
dxi ∧ dxj ∧ dxk, where i < j < k, in the expression of γn−2 ∧ dγn−2 = 0 equals
fi(f
′
k − f
′
j) + fj(f
′
i − f
′
k) + fk(f
′
j − f
′
i) which almost never vanishes.
For obtaining a 2-codimensional Veronese web w˜, one may consider a second
1-form β′ =
∑n
j=1 gj(xj)dxj such that β ∧ β
′ never vanishes and set γ˜(t) =∏n
j=1(t+fj)((J+ tI)
−1)∗(β∧β′) =
∑
1≤j<k≤n(
∏n
i=1;i6=j,k(t+fi))(gk−gj)dxj ∧
dxk.
Theorem 2.1 gives a method to construct all Veronese webs locally. Usually
the scalars a1, ..., an−k, a, respectively a˜1, ..., a˜n1 , do not determine J , respec-
tively J˜ , which prevent us constructing them globally. Nevertheless if the char-
acteristic numbers are constant and equal, for example if r = 1, then n1 =
n
r
,
k1 = ... = kn1 = r and J˜ can be constructed on all N since, now, Ker(J˜
∗− a˜jI)
is the annihilator of w(−a˜j).
On the other hand, in view of proposition 1.2, the restriction of J or J˜ to
w(∞) gives rise to a morphism (of vector bundles) ℓ : w(∞)→ TN , which only
depends on the Veronese web, without non-zero ℓ-invariant vector subspace at
any point of N . Moreover w(t) = (ℓ+ tI)w(∞), t ∈ K.
Now consider, on a manifold M , a foliation F and a morphism (of vector
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bundles) G : F → TM . If α is a s-form defined on an open set A of M , then
G∗α is a section on A of ΛsF∗ and can regarded as a s-form on the leaves of
F ; thus we shall say that is closed on F if it is closed on its leaves. Besides,
when G¯ : TM → TM is a prolongation of G, then d(G¯∗α)|F equals the exterior
derivative of G∗α along the leaves of F ; thus G∗α is closed on F if and only if
d(G¯∗α)|F = 0.
Lemma 2.2. Assume that G∗α is closed on F for every closed 1-form α
such that Kerα ⊃ F . Then the restriction of NG¯ to F , which will be named the
Nijenhuis torsion of G and denoted by NG, does not depend on the prolongation
G¯.
Proof. As the problem is local we may suppose that F = Ker(α1 ∧ ...∧αk)
where each αj is a closed 1-form and k = codimF . Since the difference between
two prolongations equals
∑k
j=1 Yj ⊗ αj , it suffices to consider the case H =
G¯+ Y ⊗ α with α ∧ α1 ∧ ... ∧ αk = 0 and dα = 0. Now given X ∈ F one has:
NH(X, ) = LHXH −HLXH = LG¯X(G¯ + Y ⊗ α) − G¯LX(G¯+ Y ⊗ α) − Y ⊗
α(LXG¯+ LX(Y ⊗ α))
whence NH(X, ) − NG¯(X, ) = Y ⊗ (LG¯Xα − α(LXG¯)) + Y˜ ⊗ α because
LXα = d(α(X)) = 0.
On the other hand when Z ∈ F :
(LG¯Xα − α(LXG¯))(Z) = Zα(G¯X) − α([X, G¯Z]) + α(G¯[X,Z]) = Zα(G¯X) −
Xα(G¯Z) + α(G¯[X,Z]) = −d(α ◦ G¯)(X,Z) = 0
since α is closed and α ◦ G¯ is closed on F . Therefore (NH)|F = (NG¯)|F . 
Note that the Nijenhuis torsion of ℓ : w(∞) → TN vanishes and ℓ∗α is
closed on w(∞) for every closed 1-form α such that Kerα ⊃ w(∞) since J , its
local prolongation given by (1) of theorem 2.1, has zero Nijenhuis torsion and
d(α ◦ J)|w(∞) = 0.
Conversely, given a foliation F on N of codimension 1 ≤ r ≤ n and a
morphism ℓ : F → TN with the algebraic and differentiable properties stated
before, then w(t) = (ℓ + tI)F , t ∈ K, defines a Veronese of codimension r for
which w(∞) = F . Indeed apply (3) of theorem 2.1 to a prolongation J¯ of ℓ.
Thus:
Giving a Veronese web on N of codimension r ≥ 1 is equivalent to giving
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a morphism ℓ : F → TN , where F is a r-codimensional foliation without non-
vanishing ℓ-invariant vector subspace at any point such that:
1) whenever α is a closed 1-form whose kernel contains F , restricted to the
domain of α, then ℓ∗α is closed on F ,
2) Nℓ = 0.
Note that if F = Ker(α1 ∧ ... ∧ αr), where dα1 = ... = dαr = 0, then ℓ
∗α is
closed on F for any 1-form α such that dα = 0 and Kerα ⊃ F , if and only if
ℓ∗α1, ..., ℓ
∗αr are closed on F .
Example. On an open set A of K2m, endowed with coordinates (x, y) =
(x1, ..., xm, y1, ..., ym), consider the foliation F defined by dy1 = ... = dym = 0
and the morphism ℓ : F → TA given by ℓ( ∂
∂xj
) =
∑m
k=1 fjk
∂
∂yk
, j = 1, ...m.
Assume | fjk |6= 0 everywhere, which implies that ℓ : F → TA defines a m-
codimensional Veronese distribution w on A with characteristic numbers n1 =
... = nm = 2. Then w is a Veronese web if and only if d(
∑m
j=1 fjkdxj)|F = 0,
k = 1, ...,m, and
[∑m
k=1 fjk
∂
∂yk
,
∑m
k˜=1 fj˜k˜
∂
∂y
k˜
]
= 0, 1 ≤ j < j˜ ≤ m (indeed
consider the prolongation J of ℓ given by J( ∂
∂yk
) = 0, k = 1, ...,m).
When m = 1 there are no conditions at all. If m = 2 one has a partial
differential system of order one with four equations and four functions; form ≥ 3
the system is over-determined.
More generally when n = 2m, the m-dimensional Veronese webs on N , with
characteristic numbers n1 = ... = nm = 2, are given by a morphism ℓ : F → TN
such that dimF = m and TN = F ⊕ Imℓ. As ℓ is determined by its image
and its graph, which may be identified to w(1) = (ℓ + I)F , from the algebraic
viewpoint giving a Veronese web w with all its characteristic number equal to
2 is like giving the 3-web {F = w(∞), w(0), w(1)}. Conversely, for any 3-web
D = {D1,D2,D3} on N there exists just one Veronese distribution wD such
that wD(∞) = D1, wD(0) = D2 and wD(1) = D3. It is easily seen that wD is a
Veronese web if and only if the torsion of the Chern connection of D vanishes
(the Chern connection of D is the only connection making D1,D2,D3 parallel
such that T (D1,D2) = 0, see [8]).
For the link between k-webs, k ≥ 4, and Veronese webs see [1] (Bouetou-
Dufour).
3. Kronecker bihamiltonian structures
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Consider two Poisson structures Λ,Λ1 defined on a real or complex manifold
M of dimension m. Following Magri [6] we will say that (Λ,Λ1) is a bihamilto-
nian structure (or that Λ,Λ1 are compatible) if Λ+Λ1 is still a Poisson structure,
which is equivalent to say that their Schouten bracket vanishes or that Λ+ bΛ1
is a Poisson structure for some b ∈ K−{0}. Recall that if Λ,Λ1 are compatible
then aΛ + a1Λ1 is a Poisson structure for all a, a1 ∈ K.
A bihamiltonian structure (Λ,Λ1) will be called Kronecker when there exists
r ∈ N− {0} such that each (Λ(p),Λ1(p)), p ∈M , is the product of r Kronecker
elementary pairs. In this case from the algebraic model at each point follows
that m − r = rank(Λ,Λ1) = rank(Λ) = rank(Λ1) = rank(Λ + tΛ1) for any
t ∈ K; moreover D = ∩Im(Λ + tΛ1), t ∈ K, is a foliation of dimension
m−r
2
lagrangian for both Λ and Λ1, and D ⊂ ImΛ1. This foliation will be named the
soul of (Λ,Λ1).
Let N be the local quotient of M by the foliation D, which is a manifold of
dimension n = m+r2 , and let π :M → N be the canonical projection. Then w =
{w(t) = π∗(Im(Λ+ tΛ1)) | t ∈ K} is a family of foliation on N of codimension r,
whose limit when t→∞ equals π∗(ImΛ1) since π∗(Im(Λ+tΛ1)) = π∗(Im(sΛ+
Λ1)) where s = t
−1. Besides w is a Veronese web of codimension r.
Indeed, given p ∈ N such that π(q) = p, proposition 1.4 applied to (Λ(q),Λ1(q), TqM)
shows that w(p) is an algebraic Veronese web. Now apply proposition 2.1.
In short a Veronese web of codimension r is locally associated to any Kro-
necker bihamiltonian structure with r factors. Our next goal is to study when
this Veronese web locally determines the Kronecker bihamiltonian structure.
Recall that a Poisson structure Λ′ on M of constant rank m − r can be
locally described by r closed 1-forms giving the foliation ImΛ′ and a 2-form
whose restriction to ImΛ′ is symplectic; this last one is only defined modulo the
ideal spanned by the 1-forms. Consider non-equal and non-vanishing scalars
a1, ..., an−r, a, any point p ∈ N and closed 1-forms α1, ..., αr, defined around p,
such that Ker(α1 ∧ ... ∧ αr) = w(∞). Let J be a (1, 1) tensor field like in part
(1) of theorem 2.1; then (α1, ..., αr, J
∗) spans the cotangent bundle near p and
α1 ∧ ... ∧ αr ∧ d(αj ◦ J) = 0, j = 1, ..., r. On the other hand one may choose
coordinates (x1, ..., xn−r , y1, ..., yr), defined on an open neighbourhood of p ≡ 0,
such that dxj ◦ J = ajdxj , j = 1, ..., n − r, and w(0) = Ker(dy1 ∧ ... ∧ dyr);
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indeed the choice of x1, ..., xn−r is obvious and dx1, ..., dxn−r restricted to w(0)
are linearly independent everywhere since they are independent restricted to
w(−a) and w(−a) = (J − aI)J−1w(0). As D is Λ-lagrangian functions x1 ◦
π, ..., xr ◦π are in Λ-involution, so around each p
′ ∈ π−1(p) there exist functions
f1, ..., fn−r, vanishing at p
′, such that Λ is given by d(y1 ◦ π), ..., d(yr ◦ π) and
d(x1 ◦π)∧df1+ ...+ d(xn−r ◦π)∧dfn−r. Now by setting zj = fj and writing xj
and yk instead of xj ◦π and yk ◦ π, for sake of simplicity, we construct a system
of coordinates (x, y, z) = (x1, ..., xn−r, y1, ..., yr, z1, ..., zn−r) such that p
′ ≡ 0,
π(x, y, z) = (x, y) and Λ is given by dy1, ..., dyr,
∑n−r
j=1 dxj ∧ dzj .
But D is Λ1-lagrangian too, so x1, ..., xn−r are in Λ1-involution. More-
over on N forms dx1, ..., dxn−r restricted to w(∞) are linearly independent
everywhere since w(−a) = (J − aI)w(∞); therefore around p′ there exist func-
tions g1, ..., gn−r such that Λ1 is given by dx1 ∧ dg1 + ... + dxn−r ∧ dgn−r and
α1, ..., αr (more exactly π
∗α1, ..., π
∗αr). On the other hand π
−1
∗ (w(−aj)) =
Im(Λ − ajΛ1) ⊂ Kerdxj whence (∂/∂zj) = Λ(dxj , ) = ajΛ1(dxj , ) and
(∂gk/∂zj) = δjkak. So Λ1 is given by α1, ..., αr and
∑n−r
j=1 ajdxj ∧dzj+ω where
ω =
∑
hij(x, y)dxi ∧ dxj +
∑
h˜ik(x, y)dxi ∧ dyk and dω = 0.
Thus ω may be regarded as a closed 2-form on an open neighbourhood of p
in N .
Given a k-form τ , k ≥ 1, and a (1, 1) tensor field H on a manifold, τ ◦H and
τH will denote the k-forms defined by (τ ◦H)(X1, ..., Xk) = τ(HX1, ..., HXk)
and τH(X1, ..., Xk) = τ(HX1, X2..., Xk)+τ(X1, HX2, ..., Xk)+...+τ(X1, ..., Xk−1, HXk)
respectively.
The next proposition, proved later on, characterizes the compatibility of Λ
and Λ1.
Proposition 3.1. The pair (Λ,Λ1) is compatible if and only if α1 ∧ ... ∧
αr ∧ dωJ = 0.
The local determination of the bihamiltonian structure by the Veronese web
will be established if we are able to delete the term ω in the expression of
Λ1, since α1, ..., αr only depend on the web. Given a function ϕ(x, y) defined
around p set uj = zj − (∂ϕ/∂xj), j = 1, ..., n− r. Then, in coordinates (x, y, u),
dy1, ..., dyr,
∑n−r
j=1 dxj∧duj define Λ (the other terms belong to the ideal spanned
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by dy1, ..., dyr) while Λ1 is given by α1, ..., αr,
∑n−r
j=1 ajdxj∧duj+(ω−d(dϕ◦J));
indeed each (dyk ◦ J) ∧ α1 ∧ ... ∧ αr = 0 since Jw(∞) = w(0), so (dϕ ◦ J −∑n
j=1 aj(∂ϕ/∂xj)dxj)∧α1 ∧ ...∧αr = 0. As the 2-form expressing Λ1 is defined
modulo the ideal spanned by α1, ..., αr, it suffices to find a function ϕ such that
α1 ∧ ... ∧ αr ∧ d(dϕ ◦ J) = α1 ∧ ... ∧ αr ∧ ω for deleting ω. To remark that if
a such function ϕ exists, by adding a suitable linear function of (x, y) we may
suppose dϕ(p) = 0 and uj(p
′) = 0, j = 1, ..., n− r.
Theorem 3.1. On a manifold N consider closed 1-forms α1, ..., αr, r ≥
1, linearly independent everywhere and a (1, 1) tensor field J , which is flat
and diagonalizable with characteristic polynomial (t − a)r
∏n−r
j=1 (t − aj) where
a1, ..., ar, a are non-equal scalars. Assume that (α1, ..., αr, J
∗) spans T ∗N and
α1 ∧ ... ∧ αr ∧ d(αj ◦ J) = 0, j = 1, ..., r.
Given a closed 2-form ω on N if dωJ = 0 then, around each point of N ,
there exists a function ϕ such that α1 ∧ ... ∧ αr ∧ d(dϕ ◦ J) = α1 ∧ ... ∧ αr ∧ ω
at least in the following three cases:
(1) on complex manifold,
(2) in the real analytic category,
(3) in the C∞ category when r = 1.
This theorem will be proved in the next section.
Theorem 3.2. From the local viewpoint the Veronese web completely de-
termines the Kronecker bihamiltonian structure, at least, in the following four
cases: complex manifold, real analytic category, C∞ category when r = 1, and
flat Veronese web.
Theorem 3.2 is an obvious consequence of theorem 3.1 except for real flat
webs. In this last case in some coordinates (v1, ..., vn) the expression of w(t) does
not depend on the point considered, which allows us to choose α1, ..., αr and
J with constant coefficients. Thus in these coordinates the partial differential
equation α1 ∧ ... ∧ αr ∧ d(dϕ ◦ J) = α1 ∧ ... ∧ αr ∧ ω is homogeneous of of order
two with constant coefficients and C∞ independent term. By the Ehrenpreis-
Malgrange theorem (see [7]) there exist local solutions provided that it has
formal solutions.
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Let ωk be the kth term of the Taylor expansion of ω, always in coordinates
(v1, ..., vr), at point q. Then dωk = 0 and α1 ∧ ... ∧ αr ∧ d((ωk)J) = 0, so by
theorem 3.1 the equation α1 ∧ ... ∧ αr ∧ d(dϕ ◦ J) = α1 ∧ ... ∧ αr ∧ ωk has a
solution f˜ around q. Note that the (k+2)th term fk+2 of the Taylor expansion
of f˜ at q is a solution of this equation too. Thus if f is a polynomial of degree
ℓ ≥ 2 such that α1 ∧ ... ∧ αr ∧ d(df ◦ J) = α1 ∧ ... ∧ αr ∧ (ω0 + ...+ ωℓ−2) then
α1 ∧ ... ∧ αr ∧ d(d(f + fℓ+1) ◦ J) = α1 ∧ ... ∧ αr ∧ (ω0 + ... + ωℓ−1). Therefore
the equation α1 ∧ ... ∧ αr ∧ d(dϕ ◦ J) = α1 ∧ ... ∧ αr ∧ ω is formally integrable
and there exist local solutions of it around each point.
Theorem 3.2 was proved by Gelfand and Zakharevich [3, 4] for analytic
Veronese web of codimension 1; the flat case, the C∞ case of codimension 1 and
the analytic one of any codimension are due to Turiel [15, 17].
Now we will prove proposition 3.1
Lemma 3.1. If t 6∈ {−a1, ...,−an−r,−a} then Λ + tΛ1 is defined by α1 ◦
(J + tI)−1, ..., αr ◦ (J + tI)
−1 and
∑n−r
j=1 aj(t+ aj)
−1dxj ∧ dzj + tω ◦ (J + tI)
−1.
Proof. First we replace coordinates (y1, ..., yr) by coordinates (u1, ..., ur)
such that duk ◦ J = aduk, thus J =
∑n−r
j=1 aj
∂
∂xj
⊗ dxj +
∑r
k=1 a
∂
∂uk
⊗ duk
in coordinates (x1, ..., xn−r, u1, ..., ur). Let V be a r-dimensional vector space
and let {e1, ..., er} be a basis of V . It will be enough to prove the result for
each point q. On TqM ⊕ V set Ω =
∑n−r
j=1 dxj ∧ dzj +
∑r
k=1 duk ∧ e
∗
k, Ω1 =∑n−r
j=1 ajdxj ∧ dzj +
∑r
k=1 aduk ∧ e
∗
k + ω where dxj , dzj , dyk, duk, e
∗
k and ω are
extended to TqM ⊕ V in the obvious way and the point q is omitted in the
notation.
LetG andH be the endomorphisms of TqM⊕V defined by Ω(G, ) = Ω1−ω
and Ω(H, ) = ω respectively. Note that G =
∑n−r
j=1 aj(
∂
∂xj
⊗dxj+
∂
∂zj
⊗dzj)+∑r
k=1 a(
∂
∂uk
⊗duk+ek⊗e
∗
k), dxj◦G = dxj◦J , dyk◦G = dyk◦J , duk◦G = duk◦J ,
j = 1, ..., n− r, k = 1, ..., r, and ImH ⊂ U ⊂ KerH , so H2 = 0, where U is the
vector space spanned by (∂/∂z1), ..., (∂/∂zn−r), e1, ..., er.
Let W be the r-dimensional vector subspace of TqM ⊕ V whose image by Ω
is the space spanned by dy1, ..., dyr (note that this last space is the annihilator
of w(0) ⊕ U). Obviously W ⊂ U so W is Ω-isotropic; moreover W is a direct
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factor of TqM since dx1, ..., dxn−r, dy1, ..., dyr are linearly independent. On the
other hand Ω1(W, ) = Ω(GW, ) is spanned by dy1 ◦G = dy1 ◦J, ..., dyr ◦G =
dyr ◦ J . As Jw(∞) = w(0), Ω1(W, ) is spanned by α1, ..., αr too; that is to
say Ω1(W, ) is the annihilator of w(∞)⊕ U and W is Λ1-isotropic too.
By lemma 1.4 bivectors Λ,Λ1 are the projection on
TqM⊕V
W
≡ TqM of the
dual bivectors ΛΩ and ΛΩ1 . Therefore Λ + tΛ1 is the projection of ΛΩ + tΛΩ1 ,
which is the dual bivector of Ω((I + t(G+H)−1)−1, ).
By lemma 1.5 the space W is isotropic for this last symplectic form, so
Λ + tΛ1 will be given by the restriction to TqM of Ω((I + t(G +H)
−1)−1, )
and Ω((I + t(G+H)−1)−1W, ).
Recall that if A is an automorphism and B an endomorphism such that
B2 = 0 and A−1(ImB) ⊂ KerB, then (A + B)−1 = A−1 − A−1BA−1. So
(G + H)−1 = G−1 − G−1HG−1 and (I + t(G + H)−1)−1 = ((I + tG−1) −
tG−1HG−1)−1 = (I + tG−1)−1 + t(G+ tI)−1H(G+ tI)−1.
Hence Ω((I+ t(G+H)−1)−1, ) =
∑n−r
j=1 aj(t+aj)
−1dxj ∧dzj+
∑r
k=1 a(t+
a)−1duk ∧ e
∗
k + tω ◦ (J + tI)
−1 and Ω((I + t(G + H)−1)−1W, ) = Ω((I +
tG−1)−1W, ) equals the vector space spanned by dy1 ◦ (I + tG
−1)−1,..., dyr ◦
(I + tG−1)−1, that is to say by α1 ◦ (J + tI)
−1,..., α1 ◦ (J + tI)
−1, since dyk ◦
(I + tG−1)−1 = dyk ◦ (I + tJ
−1)−1 = (dyk ◦ J) ◦ (J + tI)
−1 and Jw(∞) = w(0).

Lemma 3.2. Consider a k-form τ , k ≥ 1, and a (1, 1) tensor field G on a
manifold. Suppose that the Nijenhuis torsion of G vanishes. Then (d(τ ◦G))G =
d((τ ◦G)G) + (dτ) ◦G.
Proof. By induction on k. The case k = 1 follows from lemma 2.1; on the
other hand if k ≥ 2 it suffices proving the lemma when β = β1 ∧ β2 and β1 is a
1-form. Then
(d(β ◦G))G = (d(β1 ◦G)∧ (β2 ◦G))G− ((β1 ◦G)∧ d(β2 ◦G))G = (d(β1 ◦G))G ∧
(β2 ◦G)+ d(β1 ◦G)∧ (β2 ◦G)G− (β1 ◦G)G∧d(β2 ◦G)− (β1 ◦G)∧ (d(β2 ◦G))G
d((β ◦G)G) = d((β1 ◦G)G ∧ (β2 ◦G))+ d((β1 ◦G)∧ (β2 ◦G)G) = d((β1 ◦G)G)∧
(β2 ◦G)+d((β1 ◦G))∧ (β2 ◦G)G− (β1 ◦G)G∧d(β2 ◦G)− (β1 ◦G)∧d((β2 ◦G)G)
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(dβ) ◦G = ((dβ1) ◦G) ∧ (β2 ◦G)− (β1 ◦G) ∧ (dβ2) ◦G.
Now take into account that the formula is true for β1 (lemma 2.1) and
β2 (induction hypothesis), and remark that the second and third terms of the
expansion of (d(β ◦G))G equal the second and third ones of d((β ◦G)G). 
By lemma 3.1, Λ and Λ1 are compatible if and only if (α1 ◦ (J+ tI)
−1)∧ ...∧
(αr◦(J+tI)
−1)∧d(ω◦(J+tI)−1) = 0 for some t 6∈ {−a1, ...,−an−r,−a}, that is
to say when α1∧...∧αr∧(d(ω◦(J+tI)
−1)◦(J+tI)) = 0. Lemma 3.2 applied to
ω◦(J+tI)−1 and J+tI yields d(ω◦(J+tI)−1)◦(J+tI) = −d(ω(J+tI)) = −dωJ .
Therefore Λ,Λ1 are compatible if and only if α1∧ ...∧αr∧dωJ = 0, which proves
proposition 3.1.
Consider a foliation F of codimension s defined on a k-manifold P . Let
F ′ be the foliation, on the cotangent bundle T ∗F of the first foliation, pull-
back of F by the canonical projection π : T ∗F → P ; that is to say F ′(β) =
(π∗(β)
−1)(F(π(β))) (until the end of this section one will write T ∗F instead of
F∗ for pointing out that T ∗F is regarded as a manifold itself). On the leaves
of F ′ one defines the Liouville 1-form ρ by setting ρ(β)(X) = β(π∗(X)) for any
X ∈ F ′(β) ⊂ Tβ(T
∗F) and any β ∈ T ∗F , and the Liouville 2-form ω˜ = −dρ;
then ω˜ is symplectic on the leaves of F ′ and, by duality, gives rise to a Poisson
structure ΛL such that ImΛL = F
′, which will be named the Liouville-Poisson
structure of T ∗F . In coordinates (x˜, y˜) = (x˜1, ..., x˜k, y˜1, ..., y˜k−s), associated to
coordinates x˜ = (x˜1, ..., x˜k) on P such that F were defined by dx˜k−s+1 = ... =
dx˜k = 0, ΛL is given by dx˜k−s+1, ..., dx˜k,
∑k−s
j=1 dx˜j ∧ dy˜j; so
ΛL =
k−s∑
j=1
∂
∂x˜j
∧
∂
∂y˜j
.
Proposition 3.2. Consider on a n-manifold N a Veronese web w of codi-
mension r. Let Λ and Λ′ be the Liouville-Poisson structures of T ∗w(0) and
T ∗w(∞) respectively, and let ϕℓ : T
∗w(0) → T ∗w(∞) be the vector bundle iso-
morphism defined by ϕℓ(β) = β ◦ ℓ where ℓ : w(∞) → w(0) is the canonical
isomorphism attached to w. Note Λ1 the pull-back of Λ
′ by ϕℓ (regarded as a
diffeomorphism).
Then (Λ,Λ1) is a Kronecker bihamiltonian structure on T
∗w(0) with r fac-
tors, whose soul D is given by the fibres of the canonical fibration T ∗w(0)→ N ;
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therefore the quotient manifold MD = N . Moreover w is the Veronese web in-
duced by (Λ,Λ1) on N .
Proof. Let π : T ∗w(0) → N and π′ : T ∗w(∞) → N be the canonical
projections. Choose non-equal and non-vanishing scalars {a1, ..., an−r, a}. On
an open neighbourhood A of a generic point consider a (1, 1) tensor field J like
in part (1) of theorem 2.1, coordinates (x, y) = (x1, ..., xn−r, y1, ..., yr) such that
dxj ◦ J = ajdxj , j = 1, ..., n − r, and Ker(dy1 ∧ ... ∧ dyr) = w(0), and closed
1-forms α1, ..., αr such that Ker(α1 ∧ ... ∧ αr) = w(∞).
The restriction to w(0) of dx1, ..., dxn−r is a basis on A of T
∗w(0); so on
π−1(A) ≡ A × Kn−r one has coordinates (x, y, u), u = (u1, ..., un−r), where
(x, y)(β) are the coordinates of π(β) and β =
∑n−r
j=1 uj(β)dxj for each β ∈
π−1(A). In the same way one constructs coordinates (x, y, u′), u′ = (u′1, ..., u
′
n−r),
on (π′)−1(A).
In this kind of coordinates, Λ is given by dy1, ..., dyr,
∑n−r
j=1 dxj ∧ duj while
α1, ..., αr,
∑n−r
j=1 dxj ∧ du
′
j define Λ
′. On the other hand
ϕℓ(x, y, u) = (x, y, a1u1, ..., an−run−r)
since J is an extension of ℓ and each dxj ◦ J = ajdxj . Therefore α1, ..., αr,∑n−r
j=1 ajdxj∧duj define Λ1. By lemma 3.1 (here ω = 0) Λ+tΛ1, t 6∈ {−a1, ...,−an−r,−a},
is given by α1 ◦ (J + tI)
−1, ..., αr ◦ (J+ tI)
−1 and the closed 2-form
∑n−r
j=1 aj(t+
aj)
−1dxj ∧ duj , which shows the compatibility of Λ and Λ1.
The remainder statements are obvious. 
4. The equation d(df ◦ J) = ω modulo I(E)
By technical reasons for studying the equation above we shall need param-
eters that will be regarded as transverse variables to a n-foliation F defined on
a m-dimensional manifold M . Let E be an involutive vector subbundle of F of
dimension n − r where r ≥ 1. Consider along F a diagonalizable (1, 1) tensor
field J with characteristic polynomial (t−a)r
∏n−r
j=1 (t−aj) where a1, ..., an−r, a
are non-equal scalars. Suppose that its Nijenhuis torsion NJ vanishes.
Let Ec and I(E) be the annihilator of E on F∗ and the differential ideal
spanned by the sections of Ec respectively. Assume that (Ec, J∗) spans F∗ and
that for all closed 1-form α belonging to I(E) the 2-form d(α ◦ J) belongs to
I(E) as well, where d is the exterior derivative along F .
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As NJ = 0, distributions Im(J − ajI), j = 1, ..., n − r, and Im(J − aI)
are involutive. Therefore around every point p ∈ M there exist functions
x1, ..., xn−r, y1, ..., yr such that dx1 ∧ ... ∧ dxn−r ∧ dy1 ∧ ... ∧ dyr is a volume
form on F , dxj ◦ J = ajdxj , j = 1, ..., n − r, and dy1 = ... = dyr = 0 defines
E. Indeed, since (Ec, J∗) spans F∗ one has E ∩Ker(J − aI) = {0}, so E is a
direct factor of Ker(J − aI) in F∗.
On the other hand dyk ◦ J = adyk +
∑n−r
j=1 fkjdxj , k = 1, ..., r. As (E
c, J∗)
spans F∗, by linearly recombining functions y1, ..., yr and considering bjxj in-
stead xj for a suitable bj ∈ K − {0}, from now on we may assume that every
f1j(p), j = 1, ..., n− r, is a positive real number.
Set α˜k =
∑n−r
j=1 fkjdxj , k = 1, ..., r. Since d(dyk ◦ J) belongs to I(E) one
has dy1 ∧ ... ∧ dyr ∧ dα˜k = 0. On the other hand vector fields
∂/∂x1, ..., ∂/∂xn−r, ∂/∂y1, ..., ∂/∂yr
are defined as the dual basis of dx1, ..., dxn−r , dy1, ..., dyr.
In the domain of functions x1, ..., xn−r, y1, ..., yr, we consider the submanifold
S defined by xj − xn−r = xj(p) − xn−r(p), j = 1, ..., n − r − 1 (S = M if
n = r, r + 1). Denote by F ∩ S the (r + 1)-foliation induced by F on S.
Given a 1-form β along F defined on a open set M ′ ⊂ M , we denote by β′
its restriction to S ∩M ′ as a section of F∗. That is to say β′ is a section of
F∗ over S ∩M ′ and β → β′ is a linear map. Recall that if µ is a section of
ΛkF∗ on S ∩M ′, its restriction µ|F∩(S∩M ′) can be considered as a k-form on
F ∩ (S ∩M ′). In our particular case when β is closed, β′|F∩(S∩M ′) is closed as
well.
Hereafter the standard case will mean that the structures considered are
complex, real analytic, or C∞ with r = 1 in this last case.
Let α0 be a 1-form on F .
Theorem 4.1. Suppose that each f1j(p), j = 1, ..., n− r, is a positive real
number. Then in the standard case the linear map β → β′ defines an injective
correspondence between germs, at p, of closed 1-forms β on F such that
(d(β ◦ J) + β ∧ α0) ∧ dy1 ∧ ... ∧ dyr = 0
and germs, at p on S, of sections β′ of F∗ whose restriction to F ∩S are closed.
When α0 = 0 this correspondence becomes bijective.
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We shall prove this theorem by induction on n. For n = r, r + 1 the result
is obvious since S = M . Now assume that the theorem holds up to n − 1
(whichever m and a1, ..., an−r, a are).
By sake of convenience we will suppose a1 = 0 by replacing J by J − a1I
(the equation of theorem 1 does not change because d(β ◦ I) = dβ = 0). Set
α0 =
∑n−r
j=1 hjdxj +
∑r
k=1 hn+k−rdyk and β =
∑n−r
j=1 φjdxj +
∑r
k=1 φn+k−rdyk.
Since dβ = 0 and dy1 ∧ ... ∧ dyr ∧ dα˜k = 0 we have:
(d(β ◦ J) + β ∧ α0) ∧ dy1 ∧ ... ∧ dyr =
dx1 ∧
n−r∑
j=2
(
aj
∂φj
∂x1
+
r∑
k=1
(fkj
∂φ1
∂yk
− fk1
∂φj
∂yk
) + hjφ1 − h1φj
)
dxj ∧dy1 ∧ ...∧dyr
+
∑
2≤i<j≤n−r
h˜ijdxi ∧ dxj ∧ dy1 ∧ ... ∧ dyr.
Therefore the part of d(β ◦ J) + β ∧ α0 which is divisible by dx1 modulo
dy1, ..., dyr vanishes if and only if the following system holds:
(1) aj
∂φj
∂x1
+
r∑
k=1
(fkj
∂φ1
∂yk
− fk1
∂φj
∂yk
) + hjφ1 − h1φj = 0, j = 2, ..., n− r.
Let S′ be the submanifold defined by xj − xn−r = xj(p) − xn−r(p), j =
2, ..., n − r − 1 (S′ = M if n = r + 2). By construction S is a 1-codimension
submanifold of S′ and the induced foliation F ∩ S′ has dimension r + 2.
Set z1 = x1, z2 = xn−r, z3 = y1,..., zr+2 = yr. Let ∂/∂z1, ..., ∂/∂zr+2
be the dual basis of the restriction of dz1, ..., dzr+2 to F ∩ S
′. Vector fields
∂/∂x1, ∂/∂x2 + ... + ∂/∂xn−r, ∂/∂yk, k = 1, ..., r, are tangent to F ∩ S
′; even
more ∂/∂z1 = ∂/∂x1, ∂/∂z2 = ∂/∂x2 + ... + ∂/∂xn−r and ∂/∂zk+2 = ∂/∂yk,
k = 1, ..., r, on S′. Besides dx1 = dz1, dyk = dzk+2, k = 1, ..., r, and the
restriction to F ∩ S′ of each dxj , j = 2, ..., n− r, equals that of dz2.
On S′ system (1) becomes:
(2) aj
∂φj
∂z1
+
r∑
k=1
(fkj
∂φ1
∂zk+2
−fk1
∂φj
∂zk+2
)+hjφ1−h1φj = 0, j = 2, ..., n−r.
The restriction of β to F ∩ S′, whose expression is
φ1dz1|F∩S′ + (
n−r∑
j=2
φj)dz2|F∩S′ +
r∑
k=1
φn+k−rdzk+2|F∩S′
is a closed 1-form. Hence
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∂φ1
∂z2
−
n−r∑
j=2
∂φj
∂z1
= 0.
Now on S′ we can consider the system:
(3)


∂φ1
∂z2
−
n−r∑
j=2
∂φj
∂z1
= 0
aj
∂φj
∂z1
+
r∑
k=1
(fkj
∂φ1
∂zk+2
− fk1
∂φj
∂zk+2
) + hjφ1 − h1φj = 0 ; j = 2, ..., n− r.
Lemma 4.1. In the standard case, given a germ at p on S of functions
(φˆ1, ..., φˆn−r) there exists one and only one germ, at p on S
′, of functions
(φ1, ..., φn−r) which is a solution to (3) and such that φj |S = φˆj , j = 1, ..., n−r.
Proof. Consider functions u1, ..., um−n, on a neighbourhood of p on S
′,
which are basic for F ∩S′ and such that (z1, ..., zr+2, u1, ..., um−n) is a system of
coordinates. Since u1, ..., um−n are basic for F∩S
′ vector fields ∂/∂z1, ..., ∂/∂zr+2
defined above equal to partial derivative vector fields, with the same name, which
are associated to coordinates (z1, ..., zr+2, u1, ..., um−n).
Therefore (3) can be regarded like a system on an open set of Km+r+2−n,
with coordinates (z1, ..., zr+2, u1, ..., um−n), while S is identify to the hypersur-
face defined by z1 − z2 = z1(p) − z2(p). In particular ∂/∂z1 − ∂/∂z2 is normal
to S.
In this system ∂/∂z1−∂/∂z2 is represented by an invertible triangular matrix
with entries on the diagonal −1, a2, ..., an−r. Therefore in the complex case or in
the real analytic one, lemma 4.1 follows from the Cauchy-Kowalewsky theorem.
Now one will proves the result in the C∞ case when r = 1.
Set fj = f1j. By adding up to the first equation the second one multiplied
by a−12 , the third one multiplied by a
−1
3 , etc..., we obtain the system:
(4)


∂φ1
∂z2
+ (
n−1∑
j=2
a−1j fj)
∂φ1
∂z3
−
n−1∑
j=2
a−1j f1
∂φj
∂z3
+
n−1∑
j=2
a−1j (hjφ1 − h1φj) = 0
aj
∂φj
∂z1
+ fj
∂φ1
∂z3
− f1
∂φj
∂z3
+ hjφ1 − h1φj = 0 ; j = 2, ..., n− 1.
In this system ∂/∂z1 and ∂/∂z2 are represented by diagonal matrices with
entries on the diagonal 0, a2, ..., an−1 and 1, 0, ..., 0 respectively.
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On the other hand ∂/∂z3 is represented by the matrix:


n−1∑
j=2
a−1j fj −a
−1
2 f1 −a
−1
3 f1 . . . −a
−1
n−1f1
f2 −f1
f3 −f1
. .
. .
. .
fn−1 −f1


Obviously each ∂/∂ui is represented by the zero matrix.
If one multiplies the jth equation, j = 2, ..., n−1, by −a−1j f1f
−1
j , we obtain a
linear symmetric system. In this new system ∂/∂z1− ∂/∂z2 is represented by a
diagonal matrix with entries on the diagonal −1,−f1f
−1
2 , ...,−f1f
−1
n−1. This ma-
trix is negative definite around p, then the new system is symmetric hyperbolic
and S is space-like.
Therefore this case of lemma 4.1 follows from the classical results on the
Cauchy problem [2], [14]. 
Let us come back to the proof of theorem 4.1.
Uniqueness. Let β =
∑n−r
j=1 φjdxj+
∑r
k=1 φn+k−rdyk and γ =
∑n−r
j=1 ϕjdxj+∑r
k=1 ϕn+k−rdyk be two solutions to the equation of theorem 4.1, such that
β′ = γ′. On S′ functions φ1, ..., φn−r and ϕ1, ..., ϕn−r are solutions to (3),
which agree on S, then by lemma 4.1 we have φj = ϕj , j = 1, ..., n− r, as germs
at p on S′.
The restriction of β−γ to S′, which equals
∑r
k=1(φn+k−r−ϕn+k−r)dyk|F∩S′ ,
is closed. Therefore each φn+k−r − ϕn+k−r , k = 1, ..., r, is constant on the
leaves of the foliation defined by Ker(dy1 ∧ ... ∧ dyr)|F∩S′ = E ∩ S
′. But S is
transverse to this foliation and (φn+k−r−ϕn+k−r)|S = 0 then φn+k−r = ϕn+k−r,
k = 1, ..., r, on S′. In other words β and γ agree on S′ as sections of F∗.
The next step will be to regard x1 like a new parameter. By shrinking M
we may suppose that function x1 is defined on the whole M .
Set F ′ = Kerdx1 ⊂ F , which is a (n − 1)-foliation, and let d
′ be the the
exterior derivative along it. Denote by J ′ and α′0 the restriction to F
′ of J and
α0 respectively (recall that dx1 ◦J = 0). Set E
′ = E ∩F ′. Let E′c and I(E′) be
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the annihilator of E′ on (F ′)∗ and the differential ideal spanned by the sections
of E′c respectively. Then (E′c, J ′∗) spans (F ′)∗ and, for any closed 1-form τ
belonging to I(E′), the 2-form d′(τ ◦ J ′) belongs to I(E′) as well. On the other
hand d′xj ◦ J
′ = ajd
′xj , j = 2, ..., n − r, d
′yk ◦ J
′ =
∑n−r
j=2 fkjd
′xj + ad
′yk,
k = 1, ..., r, and d′y1 = ... = d
′yr = 0 defines E
′.
Since S′ plays the same role with respect to (x2, ..., xn−r, y1, ..., yr) as S does
with respect to (x1, ..., xn−r, y1, ..., yr), β|F ′ and γ|F ′ satisfy to the equation of
theorem 4.1 for F ′, J ′, E′ and α′0, and β|F ′ = γ|F ′ on S
′, from the induction
hypothesis follows that β|F ′ = γ|F ′ like germs at p on M , i.e. φj = ϕj , j =
2, ..., n.
Finally, as β−γ = (φ1−ϕ1)dx1 is closed, function φ1−ϕ1 is constant along
the leaves of F ′. But S is transverse to F ′ and (φ1 − ϕ1)|S = 0 then φ1 = ϕ1
and β = γ as germs at p on M .
Existence. Now α0 = 0, i.e. h1 = ... = hn = 0. Given functions φ1, ..., φn
on S such that the restriction of β′ =
∑n−r
j=1 φjdxj +
∑r
k=1 φn+k−rdyk to F ∩ S
is closed, by means of system (3) we extend functions φ1, ..., φn−r to S
′ (around
p).
Since φ1dz1|F∩S′ + (
∑n−r
j=2 φj)dz2|F∩S′ is closed modulo dzk+2|F∩S′, k =
1, ..., r, (first equation of (3)), there exist functions φˆn+1−r, ..., φˆn on S
′ such that
the restriction to F∩S′ of φ1dz1+(
∑n−r
j=2 φj)dz2+
∑r
k=1 φˆn+k−rdzk+2 is closed.
Consequently its restriction to F ∩ S is closed as well. On the other hand, by
hypothesis, the restriction to F∩S of φ1dz1+(
∑n−r
j=2 φj)dz2+
∑r
k=1 φn+k−rdzk+2
is closed. Therefore
∑r
k=1(φˆn+k−r − φn+k−r)dzk+2|F∩S is closed.
In coordinates (z1, ..., zr+2, u1, ..., um−n) like in the proof of lemma 4.1,
this implies the existence, on S′, of a function h(z3, ..., zr+2, u1, ..., um−n) such
that dh|F∩S =
∑r
k=1(φˆn+k−r − φn+k−r)dzk+2|F∩S on S. Obviously functions
φˆn+k−r − ∂h/∂zk+2, k = 1, ..., r, have the same property as functions φˆn+k−r ,
k = 1, ..., r. Then by replacing each φˆn+k−r by φˆn+k−r − ∂h/∂zk+2, we can
suppose that φˆn+k−r is an extension of φn+k−r and call it φn+k−r from now on.
If we consider F ′, J ′, E′ and the section of (F ′)∗ over S′:∑n−r
j=2 φjd
′xj +
∑r
k=1 φn+k−rd
′yk, whose restriction to F
′ ∩ S′ is closed, the
induction hypothesis allows us to extend functions φ2, ..., φn to an open set of
M containing p, in such a way that β¯ =
∑n−r
j=2 φjd
′xj +
∑r
k=1 φn+k−rd
′yk is a
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closed 1-form along F ′ and d′(β¯ ◦ J ′) ∧ d′y1 ∧ ... ∧ d
′yr = 0.
Since d′β¯ = 0 there exists a function ϕ such that
ρ = ϕdx1 +
∑n−r
j=2 φ2dxj +
∑r
k=1 φn+k−rdyk is a closed form along F . On the
other hand
ρ|F∩S′ − (φ1dz1 + (
∑n−r
j=2 φj)dz2 +
∑r
k=1 φn+k−rdzk+2)|F∩S′ = (ϕ− φ1)dz1|F∩S′
is closed; i.e. ϕ − φ1 is constant on the leaves of the foliation associated to
Kerdz1|F∩S′.
Around p onM consider coordinates (x1, ..., xn−r, y1, ..., yr, v1, ..., vm−n) where
v1, ..., vm−n are basic functions for F . Then as x1 = z1 there exists a function
h¯(x1, v1, ..., vm−n), around p onM , such that ϕ−φ1 = h¯ on S
′ and, by replacing
ϕ by ϕ− h¯, we may suppose that ϕ extends φ1 and call φ1 this extension too.
In short we have constructed a closed 1-form, along F ,
β =
∑n−r
j=1 φjdxj +
∑r
k=1 φn+k−rdyk which extends β
′ and such that d(β ◦ J)∧
dx1∧dy1∧...∧dyr = 0 (this is another way for writing d
′(β¯◦J ′)∧d′y1∧...∧d
′yr =
0). Therefore there exist closed 1-forms γ0, ..., γr along F such that
d(β ◦ J) = dx1 ∧ γ0 +
∑r
k=1 γk ∧ dyk.
Set γ0 =
∑n−r
j=1 gjdxj +
∑r
k=1 gn+k−rdyk. Then
gj = aj
∂φj
∂x1
+
r∑
k=1
(fkj
∂φ1
∂yk
− fk1
∂φj
∂yk
) ; j = 2, ..., n− r
(recall the construction of system (1)). Therefore each gj , j = 2, ..., n − r,
vanishes on S′ because φ1, ..., φn−r satisfy to system (3).
On the other hand (d(β ◦ J))J is closed (apply lemma 2.1 along the leaves
of F). Then
−dx1 ∧ d(γ0 ◦ J) +
∑r
k=1(d(γk ◦ J) ∧ dyk − γk ∧ d(α˜k + adyk)) = 0 ,
whence dx1 ∧ d(γ0 ◦ J) ∧ dy1 ∧ ... ∧ dyr = 0. That is to say d
′(γ¯0 ◦ J
′) ∧ d′y1 ∧
... ∧ d′yr = 0 where γ¯0 =
∑n−r
j=2 gjd
′xj +
∑r
k=1 gn+k−rd
′yk.
On S′, γ¯0 is a combination of d
′y1, ..., d
′yr. Since the restriction of γ¯0 to
F ′∩S′ is closed there exists a function ℓ(x1, y1, ..., yr, v1, ..., vm−n), defined near
p on M , such that γ¯0 = d
′ℓ on S′.
But d′ℓ is a closed 1-form along F ′ defined on an open set of M and
d′(d′ℓ ◦ J ′) ∧ d′y1 ∧ ... ∧ d
′yr = 0. Therefore the uniqueness in dimension n− 1
implies that γ¯0 = d
′ℓ. In other words γ0 is a combination of dx1, dy1, ..., dyr.
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Then d(β ◦ J) ∧ dy1 ∧ ... ∧ dyr = 0 and the proof of theorem 4.1 is finished.
The following result will be needed in the next section.
Lemma 4.2. Suppose that each f1j(p), j = 1, ..., n − r, is a positive real
number. Consider 1-forms ρℓq, ℓ, q = 1, ..., s. In the standard case, given two
families of s closed 1-forms, which are solution to the system
(d(βq ◦ J) +
∑s
ℓ=1 βℓ ∧ ρℓq) ∧ dy1 ∧ ... ∧ dyr = 0, q = 1, ..., s,
if they agree around p on S then they agree around p on M .
Proof. Just adapt the proof of the uniqueness of theorem 4.1 (in fact the
case s = 1 is the first assertion of this theorem). Now system (3) is replaced by a
system S(β1, ..., βs) with s boxes corresponding each of them to a βq. Note that
the symbol of every box, which only depends on βq, is similar to the symbol
of system (3). Therefore lemma 4.1 extends to S(β1, ..., βs). Finally if βq =∑n−r
j=1 φqjdxj +
∑r
k=1 φqn+k−rdyk and γq =
∑n−r
j=1 ϕqjdxj +
∑r
k=1 ϕqn+k−rdyk,
q = 1, ..., s, are two solutions to the system of lemma 4.2 such that β′q = γ
′
q,
q = 1, ..., s, reasoning as in the proof of the uniqueness of theorem 4.1 shows
that βq = γq, q = 1, ..., s. 
Theorem 4.2. Suppose that every f1j(p), j = 1, ..., n− r, is a positive real
number. In the standard case given, on an open neighbourhood of p on M , a
closed 1-form γ along F such that d(γ ◦J)∧dx1∧dy1∧ ...∧dyr = 0, then around
p there exists a closed 1-form β along F such that d(β ◦ J) ∧ dy1 ∧ ... ∧ dyr =
dx1 ∧ γ ∧ dy1 ∧ ... ∧ dyr.
Proof. As above we shall suppose that a1 = 0 by replacing, if necessary, J
by J − a1I. Set γ =
∑n−r
j=1 ϕjdxj +
∑r
k=1 ϕn+k−rdyk.
On S′ we consider the following system:
(3’)


∂φ1
∂z2
−
n−r∑
j=2
∂φj
∂z1
= 0
aj
∂φj
∂z1
+
r∑
k=1
(fkj
∂φ1
∂zk+2
− fk1
∂φj
∂zk+2
) = ϕj ; j = 2, ..., n− r.
This system has some solution around p because its symbol is the same as
that of system (3). Let φ1, ..., φn−r be a solution to (3’). The first equation of
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(3’) allows us to find functions φn+1−r, ..., φn, on a neighbourhood of p on S
′,
such that
(
φ1dz1 + (
∑n−r
j=2 φj)dz2 +
∑r
k=1 φn+k−rdzk+2
)
|F∩S′
is closed. Obvi-
ously the restriction of this form to F ′ ∩ S′ is closed too.
Now we apply theorem 1 to F ′, J ′ and E′ for extending functions φ2, ..., φn
to an open set of M containing p, in such a way that d′β¯ = 0 and d′(β¯ ◦ J ′) ∧
d′y1 ∧ ... ∧ d
′yr = 0 where β¯ =
∑n−r
j=2 φjd
′xj +
∑r
k=1 φn+k−rd
′yk.
The rest of the proof is very similar to that of the existence in theorem 1.
First we extend function φ1 to a neighbourhood of p onM in such a way that β =∑n−r
j=1 φjdxj+
∑r
k=1 φn+k−rdyk is closed. Since d
′(β¯◦J ′)∧d′y1∧...∧d
′yr = 0 we
get d(β◦J)∧dx1∧dy1∧...∧dyr = 0. Therefore d(β◦J) = dx1∧γ0+
∑r
k=1 γk∧dyk
where γ0, ..., γr are closed 1-forms along F .
Set γ0 =
∑n−r
j=1 gjdxj+
∑r
k=1 gn+k−rdyk and γ¯0 =
∑n−r
j=2 gjd
′xj+
∑r
k=1 gn+k−rd
′yk.
Then
gj = aj
∂φj
∂x1
+
r∑
k=1
(fkj
∂φ1
∂yk
− fk1
∂φj
∂yk
) ; j = 2, ..., n− r
Besides d′(γ¯0 ◦J
′)∧d′y1∧ ...∧d
′yr = 0 because (d(β ◦J))J is closed (lemma
2.1).
By hypothesis d′(γ¯ ◦ J ′) ∧ d′y1 ∧ ... ∧ d
′yr = 0 where
γ¯ =
∑n−r
j=2 ϕjd
′xj +
∑r
k=1 ϕn+k−rd
′yk. On the other hand γ¯ − γ¯0 is a closed
1-form along F ′ which is a combination of d′y1, ..., d
′yr on S
′ since (φ1, ..., φn−r)
is a solution to (3’). This fact implies the existence, on an open neighbourhood
of p on M , of a function ℓ(x1, y1, ..., yr, v1, ..., vm−n) such that γ¯ − γ¯0 = d
′ℓ on
S′.
Obviously d′(d′ℓ ◦ J ′) ∧ d′y1 ∧ ... ∧ d
′yr = 0. Now from theorem 4.1 applied
to F ′, J ′ and E′ follows that γ¯ − γ¯0 = d
′ℓ around p on M . Hence (γ − γ0) ∧
dx1∧dy1∧ ...∧dyr = 0 and d(β ◦J)∧dy1∧ ...∧dyr = dx1∧γ0∧dy1∧ ...∧dyr =
dx1 ∧ γ ∧ dy1 ∧ ... ∧ dyr. 
Theorem 4.3. Let F be a n-foliation defined on a m-manifold M and
let E ⊂ F be a second foliation of dimension n − r where r ≥ 1. On F we
consider a diagonalizable (1, 1) tensor field J with characteristic polynomial
(t−a)r
∏n−r
j=1 (t−aj) where a1, ..., an−r, a are non-equal scalars. Suppose NJ = 0.
Let Ec and I(E) be the annihilator of E on F∗ and the differential ideal
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spanned by the sections of Ec respectively. Assume that (Ec, J∗) spans F∗ and
that for all closed 1-form α belonging to I(E) the 2-form d(α ◦ J) belongs to
I(E) as well, where d is the exterior derivative along F .
In the standard case, given a closed 2-form ω on F , the following statements
are equivalents:
(a) Around each point p ∈M there exists a function f such that d(df ◦ J) = ω
modulo I(E).
(b) dωJ belongs to I(E).
Proof. (a)⇒ (b) In this case locally ω = d(df ◦ J) +
∑r
k=1 µk ∧ αk where
µ1, ..., µr, α1, ..., αr are closed 1-forms and α1, ..., αr belong to I(E). Since (d(df◦
J))J is closed (lemma 2.1) and each 2-form d(αk ◦J) belongs to I(E), it follows
that dωJ belongs to I(E).
(b)⇒ (a) As the problem is local we will use the concepts and notations of
the proofs of theorems 4.1 and 4.2. The implication will be proved by induction
on n. For n = r, r + 1 the results is obvious. Now, assume that it holds up to
n− 1 (whichever m is).
Let ω¯ be the restriction of ω to F ′. Then d′(ω¯J′) ∧ d
′y1 ∧ ... ∧ d
′yr = 0. By
the induction hypothesis there exists a function f¯ around p such that d′(d′f¯ ◦
J ′)∧d′y1∧ ...∧d
′yr = ω¯∧d
′y1∧ ...∧d
′yr. Hence d(df¯ ◦J)∧dx1∧dy1∧ ...∧dyr =
ω ∧ dx1 ∧ dy1 ∧ ... ∧ dyr.
Therefore ω − d(df¯ ◦ J) = dx1 ∧ γ0 +
∑r
k=1 γk ∧ dyk where γ0, ..., γr are
1-closed forms along F . As (dωJ)∧ dy1 ∧ ...∧ dyr = 0 and (d(df¯ ◦ J))J is closed
(lemma 2.1) we obtain d(γ0 ◦ J) ∧ dx1 ∧ dy1 ∧ ... ∧ dyr = 0.
By theorem 4.2, around p there exists a closed 1-form β, along F , such that
d(β ◦ J) ∧ dy1 ∧ ... ∧ dyr = dx1 ∧ γ0 ∧ dy1 ∧ ... ∧ dyr. Now it is enough to set
f = h+ f¯ where h is a primitive of β. 
Finally remark that theorem 3.1 is just the implication (b) ⇒ (a) of the
foregoing theorem when n = m and E = Ker(α1 ∧ ... ∧ αr).
5. Another equation.
The aim of this paragraph is to establish another theorem on some system
defined by differential forms, which be needed later on in the construction of
versal models of Veronese webs. The objectsM , F , etc... are as in the foregoing
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section unless another thing is stated. Set J0 =
∑n−r
j=1 aj
∂
∂xj
⊗dxj+
∑r
k=1 a
∂
∂yk
⊗
dyk.
Theorem 5.1. In the standard case, given a germ at p of maps ϕkj : S → K,
k = 1, ..., r, j = 1, ..., n− r, such that every ϕ1j(p), j = 1, ..., n− r, is a positive
real number, then there exists one and only one germ at p on M of 1-forms
α˜1 =
∑n−r
j=1 f1jdxj ,..., α˜r =
∑n−r
j=1 frjdxj such that
(4)


dα˜k ∧ dy1 ∧ ... ∧ dyr = 0, k = 1, ..., r
(
d(α˜k ◦ J0)−
r∑
ℓ=1
α˜ℓ ∧
∂α˜k
∂yℓ
)
∧ dy1 ∧ ... ∧ dyr = 0, k = 1, ..., r
and that fkj |S = ϕkj , k = 1, ..., r, j = 1, ..., n− r.
We shall prove this theorem by induction on n. For n = r, r + 1 the result
is obvious since S = M . Now assume that the theorem holds up to n − 1
(whichever m and a1, ..., an−r, a are).
Consider 1-forms α˜k =
∑n−r
j=1 fkjdxj , k = 1, ..., r, such that dα˜k ∧ dy1 ∧ ... ∧
dyr = 0.
By sake of convenience we will suppose a1 = 0 by replacing J0 by J0 − a1I
(the main equation of theorem 1 does not change). Then:
(
d(α˜k ◦ J0)−
r∑
ℓ=1
α˜ℓ ∧
∂α˜k
∂yℓ
)
∧ dy1 ∧ ... ∧ dyr
= dx1 ∧
n−r∑
j=2
(
aj
∂fkj
∂x1
+
r∑
ℓ=1
(fℓj
∂fk1
∂yℓ
− fℓ1
∂fkj
∂yℓ
)
)
dxj ∧ dy1 ∧ ... ∧ dyr +∑
2≤1<j≤n−r
h˜ijdxi ∧ dxj ∧ dy1 ∧ ... ∧ dyr.
Therefore the part of each d(α˜k ◦ J0) −
∑r
ℓ=1 α˜ℓ ∧
∂α˜k
∂yℓ
that is divisible by
dx1 modulo dy1, ..., dyr vanishes if and only if the following system holds:
(5) aj
∂fkj
∂x1
+
r∑
ℓ=1
(fℓj
∂fk1
∂yℓ
− fℓ1
∂fkj
∂yℓ
) = 0, j = 2, ..., n− r, k = 1, ..., r.
On S′ endowed with coordinates (z1, ..., zr+2) system (5) becomes:
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(6) aj
∂fkj
∂z1
+
r∑
ℓ=1
(fℓj
∂fk1
∂zℓ+2
− fℓ1
∂fkj
∂zℓ+2
) = 0, j = 2, ..., n− r, k = 1, ..., r.
The restriction of each α˜k ∧ dy1 ∧ ... ∧ dyr to F ∩ S
′ whose expression is



fk1dz1 + (n−r∑
j=2
fkj)dz2

 ∧ dz3 ∧ ... ∧ dzr+2


|F∩S′
is a closed 2-form. Hence
∂fk1
∂z2
−
n−r∑
j=2
∂fkj
∂z1
= 0, k = 1, ..., r.
Now on S′ we can consider the system:
(7)




∂fk1
∂z2
−
n−r∑
j=2
∂fkj
∂z1
= 0
aj
∂fkj
∂z1
+
r∑
ℓ=1
(fℓj
∂fk1
∂zℓ+2
− fℓ1
∂fkj
∂zℓ+2
) = 0, j = 2, ..., n− r,
k = 1, ..., r.
Lemma 5.1. In the standard case, given a germ at p on S of functions
ϕkj , k = 1, ..., r, j = 1, ..., n − r, such that every ϕ1j(p), j = 1, ..., n − r, is a
positive real number, then there exists one and only one germ, at p on S′, of
functions fkj , k = 1, ..., r, j = 1, ..., n− r, which is a solution to (7) and such
that fkj |S = ϕkj , k = 1, ..., r, j = 1, ..., n− r.
Proof. On a neighbourhood of p on S′ consider functions u1, ..., um−n basic
for F ∩ S′ and such that (z1, ..., zr+2, u1, ..., um−n) is a system of coordinates.
Since u1, ..., um−n are basic for F ∩ S
′ vector fields ∂/∂z1, ..., ∂/∂zr+2 defined
above equal to partial derivative vector fields, with the same name, which are
associated to coordinates (z1, ..., zr+2, u1, ..., um−n).
Therefore (7) can be regarded like a system on an open set of Km+r−n+2 with
coordinates (z1, ..., zr+2, u1, ..., um−n), while S is identify to the hypersurface
defined by z1 − z2 = z1(p)− z2(p). In particular ∂/∂z1 − ∂/∂z2 is normal to S.
In this system the matrix associated to ∂/∂z1− ∂/∂z2 is invertible. Indeed,
it consists of r blocks (n− r)× (n− r) along the diagonal corresponding to the
different values of k and zero outside of them, and every block is triangular with
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entries −1, a2, ..., an−r on the diagonal. So in the complex case and in the real
analytic one it suffices to apply the Cauchy-Kowalewsky theorem.
On the other hand if r = 1, systems (3) and (7) have very similar symbols
and, for the C∞ case, it is enough to reason as in the proof of lemma 4.1. 
Let us come back to the proof of the theorem 5.1.
Uniqueness. Let α˜k =
∑n−r
j=1 fkjdxj and γk =
∑n−r
j=1 gkjdxj , k = 1, ..., r,
be two solutions to (4) such that fkj |S = gkj |S = ϕkj , k = 1, ..., r, j = 1, ..., n−r.
On S′ functions fkj and gkj are solutions to (7) which agree on S, so by lemma
5.1 we have fkj = gkj , k = 1, ..., r, j = 1, ..., n− r, as germs at p on S
′.
Now, like in the proof of theorem 4.1, we consider x1 as a new parameter. Let
J ′0 be the restriction of J0 to F
′ (recall that dx1◦J0 = 0); then d
′xj◦J
′
0 = ajd
′xj ,
j = 2, ..., n− r, d′yk ◦ J
′
0 = ad
′yk, k = 1, ..., r.
Since S′ plays the same role with respect to (x2, ..., xn−r, y1, ..., yr) as S
does with respect to (x1, ..., xn−r, y1, ..., yr), α˜
′
k =
∑n−r
j=2 fkjd
′xj and γ
′
k =∑n−r
j=2 gkjd
′xj satisfy to system (4) of theorem 5.1 for F
′ and J ′0, and α˜
′ = γ′
on S′, from the induction hypothesis follows that fkj = gkj , k = 1, ..., r,
j = 2, ..., n− r, like germs at p on M .
Finally, as each (α˜k − γk)∧ dy1 ∧ ...∧ dyr = (fk1− gk1)dx1 ∧ dy1 ∧ ...∧ dyr is
closed, function fk1−gk1 is constant along the leaves of the foliation Ker(d
′y1∧
... ∧ d′yr) ⊂ F
′. But S is transverse to this foliation and (fk1 − gk1)|S = 0 then
fk1 = gk1 and α˜k = γk, k = 1, ..., r, as germs at p on M .
For the existence we will need the following result.
Lemma 5.2. Consider 1-forms β1, ..., βr functional combination of dx1, ..., dxn−r.
Let G be the (1, 1) tensor field along F defined by dxj◦G = ajdxj , j = 1, ..., n−r,
dyk◦G = βk+adyk, k = 1, ..., r. Assume that dβk∧dy1∧...∧dyr = 0, k = 1, ..., r.
Then NG = 0 if and only if(
d(βk ◦ J0)−
∑r
ℓ=1 βℓ ∧
∂βk
∂yℓ
)
∧ dy1 ∧ ... ∧ dyr = 0, k = 1, ..., r.
Proof. By lemma 2.1 one has dxj ◦NG = 0 and
dyk ◦ NG = (dβk)G − d(βk ◦ J0 + aβk) =
(∑r
ℓ=1 dyℓ ∧
∂βk
∂yℓ
)
G
− dx(βk ◦ J0) −∑r
ℓ=1 dyℓ ∧ (
∂βk
∂yℓ
◦ J0)−
∑r
ℓ=1 adyℓ ∧
∂βk
∂yℓ
=
∑r
ℓ=1 βℓ ∧
∂βk
∂yℓ
− dx(βk ◦ J0)
where dx denotes the exterior derivative in variables (x1, ..., xn−r) only. 
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Existence. Given functions ϕkj , k = 1, ..., r, j = 1, ..., n− r, on S such that
every ϕ1j(p) is a positive real number, by means of system (7) we extend them
to S′, around p, with the same name.
If we consider F ′ and J ′0, the induction hypothesis allows us to find functions
fkj , k = 1, ..., r, j = 2, ..., n− r, defined on an open neighbourhood of p on M ,
in such a way that d′α˜′k ∧ d
′y1 ∧ ... ∧ d
′yr = 0, k = 1, ..., r,
(
d′(α˜′k ◦ J
′
0)−
r∑
ℓ=1
α˜′ℓ ∧
∂α˜′k
∂yℓ
)
∧ d′y1 ∧ ... ∧ d
′yr = 0, k = 1, ..., r,
and fkj = ϕkj on S
′, k = 1, ..., r, j = 2, ..., n−r, where α˜′k =
∑n−r
j=2 fkjd
′xj (note
that ∂/∂x2, ..., ∂/∂xn−r, ∂/∂y1, ..., ∂/∂yr is the dual basis of d
′x2, ..., d
′xn−r,
d′y1, ..., d
′yr as well).
Since each d′α˜′k ∧ d
′y1 ∧ ...∧ d
′yr = 0 there exist functions fk such that ρk ∧
dy1∧...∧dyr is closed where ρk = fkdx1+fk2dx2+...+fkn−rdxn−r . On the other
hand the first equations of (7) means that every ((ϕk1dx1+ ...+ϕkn−rdxn−r)∧
dy1 ∧ ...∧ dyr)|F∩S′ is closed. Therefore (ρk ∧ dy1 ∧ ...∧ dyr)|F∩S′ − ((ϕk1dx1 +
...+ϕkn−rdxn−r)∧ dy1 ∧ ...∧ dyr)|F∩S′ = ((fk −ϕk1)dx1 ∧ dy1 ∧ ... ∧ dyr)|F∩S′
has to be closed.
Consider coordinates (x1, ..., xn−r, y1, ..., yr, v1, ..., vm−n), around p on M ,
where v1, ..., vm−n are basic functions for F . Then, always around p onM , there
exist functions h¯k(x1, y1, ..., yr, v1, ..., vm−n) such that fk−ϕk1 = h¯k on S
′. Now
by setting fk1 = fk − h¯k, we construct 1-form α˜k =
∑n−r
j=1 fkjdxj , k = 1, ..., r,
along F such that fkj |S′ = ϕkj , j = 1, ..., n− r, dα˜k ∧ dy1 ∧ ... ∧ dyr = 0 and
(
d(α˜k ◦ J0)−
r∑
ℓ=1
α˜ℓ ∧
∂α˜k
∂yℓ
)
∧ dx1 ∧ dy1 ∧ ... ∧ dyr = 0.
Therefore we can find 1-forms γk, γk1, ...γkr, k = 1, ..., r, along F , where each
γk is closed because
(
d(α˜k ◦ J0)−
∑r
ℓ=1 α˜ℓ ∧
∂α˜k
∂yℓ
)
∧dy1∧ ...∧dyr is closed since
dα˜k ∧ dy1 ∧ ... ∧ dyr = 0, such that
(
d(α˜k ◦ J0)−
r∑
ℓ=1
α˜ℓ ∧
∂α˜k
∂yℓ
)
= dx1 ∧ γk + γk1 ∧ dy1 + ...+ γkr ∧ dyr.
Hence
44
(8)

 d(α˜k ◦ J0) = dx1 ∧ γk + γk1 ∧ dy1 + ...+ γkr ∧ dyr +
r∑
ℓ=1
α˜ℓ ∧
∂α˜k
∂yℓ
k = 1, ..., r
Set γk =
∑n−r
j=1 gkjdxj +
∑r
ℓ=1 gkn−r+ℓdyℓ. Then
gkj = aj
∂fkj
∂x1
+
r∑
ℓ=1
(fℓj
∂fk1
∂yℓ
− fℓ1
∂fkj
∂yℓ
) = 0, j = 2, ..., n− r, k = 1, ..., r.
(recall the construction of system (5)). So each gkj , k = 1, ..., r, j = 2, ..., n− r,
vanishes on S′ because functions fkj |S′ = ϕkj satisfy to system (7).
Deriving (8) with respect to ys yields
(9) d
(
∂α˜k
∂ys
◦ J0
)
= dx1∧
∂γk
∂ys
+
r∑
ℓ=1
∂γkℓ
∂ys
∧dyℓ+
r∑
ℓ=1
(
∂α˜ℓ
∂ys
∧
∂α˜k
∂yℓ
+ α˜ℓ ∧
∂2α˜k
∂ys∂yℓ
)
On the other hand
(10) (d(α˜k ◦ J0))J0 = dx1 ∧ (γk ◦ J0) +
r∑
ℓ=1
(γkℓ ◦ J0 + aγkℓ) ∧ dyℓ
+
r∑
ℓ=1
(
(α˜ℓ ◦ J0) ∧
∂α˜k
∂yℓ
+ α˜ℓ ∧ (
∂α˜k
∂yℓ
◦ J0)
)
By lemma 2.1 applied along the leaves of F we have d((d(α˜k ◦J0))J0)∧dy1∧
... ∧ dyr = 0, whence by calculating d((d(α˜k ◦ J0))J0) from (10) and taking into
account (8) and (9) follows
(11)


(
d(γk ◦ J0) +
r∑
ℓ=1
∂γk
∂yℓ
∧ α˜ℓ −
r∑
ℓ=1
γℓ ∧
∂α˜k
∂yℓ
)
∧ dx1 ∧ dy1 ∧ ... ∧ dyr = 0
k = 1, ..., r.
Set γ′k =
∑n−r
j=2 gkjd
′xj +
∑r
ℓ=1 gkn−r+ℓd
′yℓ. Obviously d
′γ′k = 0 because
dγk = 0. Consider the (1, 1) tensor field J
′ on F ′ defined by d′xj ◦ J
′ = ajd
′xj ,
j = 2, ..., n − r, and d′yℓ ◦ J
′ = α˜′ℓ + ad
′yℓ, ℓ = 1, ..., r (recall that α˜
′
ℓ =∑n−r
j=2 fℓjd
′xj).
Since
(
d′(α˜′k ◦ J
′
0)−
r∑
ℓ=1
α˜′ℓ ∧
∂α˜′k
∂yℓ
)
∧ d′y1 ∧ ... ∧ d
′yr = 0, k = 1, ..., r,
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by lemma 5.2, applied to F ′ and J ′, the Nijenhuis torsion of J ′ vanishes. Set
ρℓk = −
∂α˜′k
∂yℓ
. Now system (11) becomes (note that d′gkn−r+ℓ =
∂γ′k
∂yℓ
because
γ′k is closed)
(12)
(
d′(γ′k ◦ J
′) +
r∑
ℓ=1
γ′ℓ ∧ ρℓk
)
∧ d′y1 ∧ ... ∧ d
′yr = 0, k = 1, ..., r.
On S′, γ′k∧dy1∧ ...∧dyr = 0 as gkj |S′ = 0, k = 1, ..., r, j = 2, ..., n−r. Since
the restriction of γ′k to F
′ ∩ S′ is closed, around p on M there exist functions
φkℓ(x1, y1, ..., yr, v1, ..., vm−n), k, ℓ = 1, ..., r, such that every γ
′
k =
∑r
ℓ=1 φkℓd
′yℓ
on S′.
Set λk =
∑r
ℓ=1 φkℓd
′yℓ. Then each λk is a closed 1-form along F
′ defined
on an open neighbourhood of p on M and (d′(λk ◦ J
′) +
∑r
ℓ=1 λℓ ∧ ρℓk)∧d
′y1∧
... ∧ d′yr = 0, k = 1, ..., r. Now lemma 4.2 applied to F
′ and J ′ implies that
γ′k = λk, k = 1, ..., r. In other words every γk is a functional combination of
dx1, dy1, ..., dyr. Therefore
(
d(α˜k ◦ J0)−
r∑
ℓ=1
α˜ℓ ∧
∂α˜k
∂yℓ
)
∧ dy1 ∧ ... ∧ dyr = 0, k = 1, ..., r,
and the proof of theorem 5.1 is finished.
6. Local classification of codimension one Veronese webs.
On a real or complex manifold N of dimension n consider a Veronese web
w of codimension r ≥ 1. Given non-equal scalars a1, ..., an−r, a and any point
p ∈ N , let J be a (1, 1) tensor field like in part (1) of theorem 2.1 and let
(x1, ..., xn−r, y1, ..., yr) be a system of coordinates, around p, such that dxj ◦J =
ajdxj , j = 1, ..., n−r, andKer(dy1∧...∧dyr) = w(∞). Then dyk◦J = adyk+α˜k,
k = 1, ..., r, where each α˜k =
∑n−r
j=1 fkjdxj . As (w(∞)
′, J∗) spans the cotangent
bundle around p, by linearly recombining functions y1, ..., yr and considering
bjxj instead xj for a suitable bj ∈ K − {0}, we assume that each f1j(p), j =
1, ..., n− r, is a positive real number (see the beginning of section 4).
On the other hand d(dyk ◦ J) ∧ dy1 ∧ ... ∧ dyr = 0 and NJ = 0; by lemma
5.2 these last two conditions are equivalent to system
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(13)


dα˜k ∧ dy1 ∧ ... ∧ dyr = 0, k = 1, ..., r
(
d(α˜k ◦ J0)−
r∑
ℓ=1
α˜ℓ ∧
∂α˜k
∂yℓ
)
∧ dy1 ∧ ... ∧ dyr = 0, k = 1, ..., r
where J0 =
∑n−r
j=1 aj
∂
∂xj
⊗ dxj +
∑r
ℓ=1 a
∂
∂yℓ
⊗ dyℓ.
Moreover γ(t) = (
∏n−r
j=1 (t+aj))(t+a)
r((J+tI)−1)∗(dy1∧...∧dyr) represents
w.
Therefore, in view of (3) of theorem 2.1, locally Veronese webs correspond
to those solutions of system (13) such that f11(p), ..., f1n−r(p) ∈ R
+ (this last
assumption implies that (dy1, ..., dyr, J
∗) spans the cotangent bundle near p). In
turn, for the standard case, this kind of solutions to (13) are given by theorem
5.1 by settingM = N and F = TN , which means that now S is the submanifold
defined by xj − xn−r = xj(p)− xn−r(p), j = 1, ..., n− r − 1.
When r ≥ 2 the tensor field J is not unique and consequently we may
associate more than one model to a same Veronese web; thus our model of every
Veronese web is versal.
To remark that a classification in codimension≥ 2 seems rather difficult as
the following example shows. Consider a field of 2-planes and a local basis of
it {X,Y }. Let w˜(t), t ∈ K, be the 1-foliation defined by X + tY . Then to
classify the 1-dimensional (local) Veronese web w˜ = {w˜(t) | t ∈ K}, roughly
speaking, is like locally classifying the fields of 2-planes in any dimension; but
it is well known the difficult of this problem (first dealt with by E´lie Cartan in
”Les syste`mes de Pfaff a` cinq variables” and later on by several authors).
Now let us examine the remainder case. Assume r = 1 until the end of
this section. Then a1, ..., an−1, a completely determines J since Ker(J
∗ − ajI),
j = 1, ..., n− 1, is the annihilator of w(−aj) and Ker(J
∗ − aI) that of w(−a).
The next step will be to construct an intrinsic surface S. By technical reasons
one will suppose that a1, ..., an−1, a are non-equal real numbers.
The polynomial
∑n−1
j=1
∏n−1
k=1;k 6=j(t+ ak) has n− 2 different roots b1, ..., bn−2
since it is the derivative of
∏n−1
k=1 (t+ak), whose roots are −a1, ...,−an−1; more-
over bℓ 6= −aj, ℓ = 1, ..., n− 2, j = 1, ..., n− 1 (warning this property is not true
when a polynomial, even real, has some complex root, for example t3 − 1 and
3t2; by this reason one chooses real numbers a1, ..., an−1, a).
Let R be the germ at p of the leaf of the 1-foliation w(b1) ∩ ... ∩ w(bn−2) ∩
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w(∞) passing through this point, and let S0 be the germ at p of the surface
containing R and to which the 1-foliation w(−a1) ∩ ... ∩ w(−an−1) is tangent.
By construction S0 is intrinsic.
Since R is transverse to every w(−aj), j = 1, ..., n − 1, one may take co-
ordinates (x1, ..., xn−1, y) constructed before, with two additional properties:
R is defined by the equations x1 = ... = xn−1, y = 0, and x1(p) = ... =
xn−1(p) = y(p) = 0; of course we write y and α˜ =
∑n−r
j=1 fjdxj instead y1
and α˜1 =
∑n−r
j=1 f1jdxj . In these coordinates S0 is defined by the equations
x1 = ... = xn−1. Moreover
γ(t) = −
n−1∑
j=1

 n−1∏
k=1;k 6=j
(t+ ak)fj

 dxj + n−1∏
k=1
(t+ ak)dy
because a straightforward calculation shows that

− n−1∑
j=1
(
n−1∏
k=1;k 6=j
(t+ ak)fj)dxj +
n−1∏
k=1
(t+ ak)dy

 ◦ (J + tI) =
(
n−1∏
k=1
(t+ ak)(t+ a)
)
dy.
On the other hand γ(bℓ)(q)((∂/∂x1) + ... + (∂/∂xn−1)) = 0, ℓ = 1, ..., n −
2, for every q ∈ R because (∂/∂x1) + ... + (∂/∂xn−1) is tangent to R and
TqR = (w(b1) ∩ ... ∩ w(bn−2) ∩ w(∞))(q). Therefore b1, ..., bn−2 are the roots
of
∑n−1
j=1
∏n−1
k=1;k 6=j(t + ak)fj(q) when q ∈ R; so f1 = ... = fn−1 on R since
b1, ..., bn−2 are the roots of
∑n−1
j=1
∏n−1
k=1;k 6=j(t+ak) too, which implies that both
polynomials are equal up to multiplicative factor (conversely, if f1 = ... = fn−1
on R then (∂/∂x1) + ... + (∂/∂xn−1) is tangent to this curve and R is defined
by x1 = ... = xn−1, y = 0).
The change of coordinates between two of such system can be regarded as a
diffeomorphism (x1, ..., xn−1, y)→ G(x1, ..., xn−1, y). But G has to preserve R,
S0, the foliations of dimension n−1 defined by dx1,..., dxn−1 and dy respectively
(that is to say w(−a1),..., w(−an−1) and w(∞)), and the origin. Therefore
G(x1, ..., xn−1, y) = (h1(x1), ..., h1(xn−1), h2(y)) where h1, h2 are one variable
functions such that h1(0) = h2(0) = 0 and h
′
1(0) 6= 0, h
′
2(0) 6= 0.
Denote by J ′ the pull-back of J by the diffeomorphism G. Then dxj ◦ J
′ =
ajdxj , j = 1, ..., n− 1, and dy ◦ J
′ = ady + α˜′ where
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α˜′ =
n−1∑
j=1
h′1(xj)(h
′
2(y))
−1fj(h1(x1), ..., h1(xn−1), h2(y))dxj .
Now we may take h1, h2 in such a way that
h′1(x1)(h
′
2(y))
−1f1(h1(x1), ..., h1(xn−1), h2(y)) = 1
on the curves x1 = ... = xn−1, y = 0, and x1 = ... = xn−1 = 0. Indeed, first
consider the function h2 defined by (h
′
2(t))
−1f1(0, ..., 0, h2(t)) = 1, h2(0) = 0,
and then the function h1 defined by h
′
1(t)(h
′
2(0))
−1f1(h1(t), ..., h1(t), 0) = 1,
h1(0) = 0; note that h
′
1(0) = 1 since
h′1(0)(h
′
2(0))
−1f1(0, ..., 0, 0) = (h
′
2(0))
−1f1(0, ..., 0, 0) = 1.
In other words, there exist coordinates (x1, ..., xn−1, y) as before with a third
additional property: f1 = ... = fn−1 = 1 on the curve x1 = ... = xn−1, y = 0,
and f1 = 1 on the curve x1 = ... = xn−1 = 0.
In turn, a change of coordinates between two system with this last property
is given by two functions h1, h2 such that h
′
1(x1)(h
′
2(y))
−1 = 1 on the curves
x1 = ... = xn−1, y = 0, and x1 = ... = xn−1 = 0. Therefore h
′
1, h
′
2 are
constant. In short, the only possible change of coordinates is a homothety by
some b ∈ K− {0}, and α˜′(x1, ..., xn−1, y) = α˜(bx1, ..., bxn−1, by).
A germ at the origin of a map φ = (ϕ1, ..., ϕn−1) from S0 to K
n−1 will be
called admissible if ϕ1 = ... = ϕn−1 = 1 on the curve x1 = ... = xn−1, y = 0,
and ϕ1 = 1 on the curve x1 = ... = xn−1 = 0. Two admissible germs φ and φ¯
will be named equivalent if there exists b ∈ K−{0} such that φ¯(x1, ..., xn−1, y) =
φ(bx1, ..., bxn−1, by).
From theorem 2.1, theorem 5.1 and system (13), applied to the last kind of
coordinates system, follows (remark that in this last step the number a does
not play any role, which is due to the fact that a Veronese web is determined
by w(∞) and J|w(∞)):
Theorem 6.1. Consider non-equal real numbers a1, ..., an−1. One has:
(1) Given a Veronese web of codimension 1 on a real or complex n-manifold N
and any point ∈ N , there exist coordinates (x1, ..., xn−1, y) around p such that
x1(p) = ... = xn−1(p) = y(p) = 0 and the Veronese web is represented by
γ(t) = −
n−1∑
j=1

 n−1∏
k=1;k 6=j
(t+ ak)fj

 dxj + n−1∏
k=1
(t+ ak)dy,
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where α˜ =
∑n−r
j=1 fjdxj satisfies to the system


dα˜ ∧ dy = 0

d

n−1∑
j=1
ajfjdxj

− α˜ ∧ ∂α˜
∂y

 ∧ dy = 0,
f1 = ... = fn−1 = 1 on the curve x1 = ... = xn−1, y = 0, and f1 = 1 on the
curve x1 = ... = xn−1 = 0.
(2) Let S0 be the surface of equation x1 = ... = xn−1 and let φ = (ϕ1, ..., ϕn−1)
be a germ at the origin of a map from S0 to K
n−1. Assume φ admissible. Then
there exists one and only one germ at the origin of 1-form α˜ =
∑n−r
j=1 fjdxj ,
which satisfies to the system of part (1) and such that fj |S0 = ϕj, j = 1, ..., n−1.
Moreover
γ(t) = −
n−1∑
j=1

 n−1∏
k=1;k 6=j
(t+ ak)fj

 dxj + n−1∏
k=1
(t+ ak)dy,
defines a Veronese web of codimension 1 around the origin.
(3) Finally given two admissible germs at the origin φ and φ¯ of maps from S0
to Kn−1, the germs of 1-codimensional Veronese webs associated to them by
virtue of part (2) are equivalent, by diffeomorphism, if and only if φ and φ¯ are
equivalent as admissible germs.
The local classification of Veronese webs of codimension 1 is due to Turiel
(see [16] whose exposition is closely followed here).
References
[1] Bouetou, B.T. and Dufour, J.P., Veronese curves and bihamiltonian sys-
tems, Int. J. Math. Sci. 19 93142 (2006) 11p.
[2] Courant-Hilbert, Methods of Mathematical Physics, vol II.
[3] Gelfand I.M. et Zakharevich I., Webs, Veronese Curves and Bihamiltonian
Systems, J. Funct. An., 99 (1991), 150-178.
50
[4] Gelfand I.M. et Zakharevich I., On the local geometry of a bihamilto-
nian structure, Corwin, L. (ed) et al., The Gelfand Seminars, 1990-92,
Birkha¨user, Basel, 51-112 (1993).
[5] Gelfand I.M. et Zakharevich I., Webs, Lenard schemes, and the local ge-
ometry of bihamiltonian Toda and Lax structures, Selecta Math. (N.S.) 6
(2000) 131-183.
[6] Magri, F., A simple model of integrable hamiltonian equations, J. Math.
Phys. 19 (1978) 1156-1162.
[7] Malgrange B., Sur les syste`mes diffe´rentielles a` coefficients constants, in
Se´minaire sur les e´quations aux de´rives partielles, Paris, Colle`ge de France,
1961-1962.
[8] Nagy, P.T. Webs and curvature, In: Web theory and related topics
(Toulouse, 1996), 48-91, World Sci. Publishing, River Edge, NJ, 2001.
[9] Panasyuk A., Veronese Webs for Bihamiltonian Structures of Higher
Corank, Banach Center Publ. 51 (2000), 251-261.
[10] Panasyuk A., On integrability of generalized Veronese curves of distribu-
tions, Rep. Math. Phys. 50 (2002) 291-297.
[11] Rigal, M.-H., Ge´ome´trie globale des syste`mes bihamiltoniens re´guliers de
rang maximum en dimension 5, C.R. Acad. Sci., Paris, Se´rie I 321 (1995)
1479-1481.
[12] Rigal, M.-H., Syste`mes bihamiltoniens en dimension impaire, Ann. Sci. Ec.
Norm. Supe´r., IV. Se´r. 31 (1998).
[13] Rigal, M.-H., Veronese webs and transversally Veronese foliations, In: Web
theory and related topics (Toulouse, 1996), 205-221, World Sci. Publishing,
River Edge, NJ, 2001.
[14] Taylor M., Partial Differential Equations, vol III, Applied Mathematical
Sciences 117, Springer-Verlag (1996).
[15] Turiel F.J., C∞-e´quivalence entre tissus de Veronese et structures bihamil-
toniennes, C.R. Acad. Sci. Paris Se´rie I 328 (1999) 891-894.
51
[16] Turiel F.J., C∞-classification des germes de tissus de Veronese, C.R. Acad.
Sci. Paris Se´rie I 329 (1999) 425-428.
[17] Turiel F.J., Tissus de Veronese analytiques de codimension supe´rieure et
structures bihamiltoniennes, C.R. Acad. Sci., Paris, Se´rie I 331 (2000) 61-
64.
[18] Zakharevich, I., Kronecker webs, bihamiltonian structures, and the method
of argument translation, Transform. Groups 6 (2001) 267-300.
52
