Abstract Artificial neural networks are increasingly being used in the research and analysis of unit and technical processes related to water treatment. An artificial neural network model was created to predict the turbidity of treated water in a newly operating water treatment system for surface and retention water at the Sosnówka reservoir, Poland. To model water turbidity during the water treatment process for a selected system, a flexible Bayesian model of neural networks, Gaussian processes and mixtures that demonstrate Markov chains of Monte Carlo methods (FBM) was applied. A model was created to predict the turbidity of water, pre-treated in a specific technical system. The physicochemical parameters of the water drawn from the reservoir and those of the treated water constituted the inputs for the model. Two selection criteria for the final neural network parameters were assumed. The first was the root mean squared error (RMSE) and the second, the correlation factor, R, between the projected and observed raw water turbidity values. The calculated correlation factor was R = 0.84. The results achieved proved that neural networks can be applied to predict the quality factors for water pre-treated in a specific technical system.
Introduction
A basic problem with taking water from rivers and mountain torrents for pipeline distribution is the periodic excessive turbidity of the water. This turbidity is caused by sudden intensive rainfalls or spring thaws, which increase the water level in the rivers and the amount of suspended and other solids carried. The amounts of these solids depend on the climatic, geological, geomorphological, hydro-biological and biological conditions; they may also result from human activities. The period of high water turbidity may last from several hours to a month. Changes in the turbidity of mountainous rivers can happen very quickly and the turbidity may reach a level of a few thousand NTU 1 [12] . The PN-EN ISO 7027 standard [11] provides the following definition of turbidity. "Turbidity is a decrease of liquid transparency caused by the presence of 1 NTU -Nephelometric Turbidity Unit undissolved substances." Turbidity is also defined as, "An ability to absorb sunlight due to the presence in water of very fine powder, suspended solids or colloidal solids of mineral or organic source" [11] . Turbidity is understood as the optical properties of fine suspended solids in a water sample causing sunlight dispersion [5] . Turbidity is one of the basic factors for assessing water quality. Although it is not caused by harmful pollutants and does not influence people's health, it degrades the aesthetics of potable water. In accordance with a decree of the Polish Minister of Health, the NTU level of potable water shall not exceed 1, which is acceptable to consumers and without abnormal changes [4] .
The turbidity of mountain river water depends on the water level -it is higher for higher water levels than for lower ones. Turbidity is also affected by the bottom sediments and the disturbance of suspended solids transported in fast flowing water. It can be seen that an increase in the turbidity of the inflowing river water results in an increase in the turbidity of the water in the reservoir. In general, the waters coming from rivers and mountain torrents are of a relatively good quality, but where the water is very turbid, reservoirs are used to store it. Ideally, a system would include both water storage and water storage and balancing reservoirs. Depending on the location of the water storage reservoir, both raw water and treated water can be retained. Using water storage reservoirs allows the water intake to be closed if the turbidity increases or if the incoming water is contaminated. Both of these conditions make the proper treatment of water difficult. Water is stored in the reservoir so it can be available for different circumstances, e.g. when turbidity increases. If the reservoir is located before the water intake in the system, then a monitoring system must be installed to control the water being taken. Suca system is used to detect contamination. Water storage reservoirs, depending on their placement in the system, can store raw or treated water. Water storage and balancing reservoirs may also be used to balance water quality.
More and more often, integrated (hybrid) processes are being used to treat water. In these hybrid processes, standard water treatment technologies are combined with unconventional methods resulting in higher levels of contamination removal. An example would be a system where coagulation is combined with membrane filtration [1] . Despite the significant increase in the development of these hybrid processes in recent years and the methods of defining their process parameters (coagulant dose, power consumption, rinsing methods), there are still many unresolved issues related to the expected treated water quality. These depend on the methods applied to carrying out the experiment and the modelling method used [8] . Artificial neural networks (ANNs) can be applied for this purpose.
These mathematical models are adaptive systems that change their structure based on internal or external information that flows through the network during the learning phases. The systems can use a limited amount of data, which could be time consuming and expensive to generate, to determine the quantitative and qualitative parameters of technical processes. Information transfer in the AANs imitates the human nervous system [16] . The neurons from which the network is built are the data processing units. The ANN calculates the outgoing values on the basis of the information given at the incoming side of the network. There are many types of ANN, but currently the most popular kind is the multi-layer perceptron (MLP), with one incoming layer, one (or more) hidden layer(s) and a single outgoing layer.
Determining the number of hidden layers is not easy. There are arbitrary and less arbitrary methods by which to select them correctly. Typically, the best results are obtained when these values are selected empirically [16] . After determining the number of layers, the weight and threshold values for all the neurons should be selected. They should be selected to provide the minimum error of network activity that gives the highest prediction. Most often, the network error of the configuration of some weight and threshold parameters for the correct solution is assessed by comparing the output values with those given as examples (learning data). The basis for the automatic modification of weights and ranges, allowing for minimal error are collected examples (cases), i.e., input data with a solution fraction of the correct learning data that are typically historical cases. These data are involved in the network's learning, a process which is equivalent to adjusting the parameters of the model in the discussed cases. Prediction operations are made on the basis of examples of input data of testing series and are performed by so-called learning algorithms.
The learning of neural networks is not a mechanistic process and requires a lot of concentration on the part of the experimenter. The main difficulty is to avoid too great a fit of the model to the data so that it does not represent all the details of individual cases. The data is in fact certainly contaminated by various noises, so one cannot expect that the best model is the one that will represent each case individually. On the contrary, the best model is the one that shows the overall shape of the approximated dependence and avoids small (often insignificant) defects of input data. Networks with higher weights usually have a tendency to exaggerate the fitting of the model to the data and in the literature this problem is called overfitting. Such networks typically have small errors, but poor predictions.
The attractiveness of the ANN application is related to the possibility of approximating any nonlinearity. It is not necessary to know the function describing the modelled variable to create the network model. Moreover, the ANN easily adapts to variable environmental conditions [3] . Modelling with an ANN application is recognized as a 'black box' type of approach and it is not possible to determine a priori the optimal network architecture. The trial and error method is used to achieve a suitable network structure to solve the specific engineering problem.
There are many known examples of mathematical simulations which involve an ANN for predicting the values of various parameters. Water treatment involving membrane processes is one field in which modelling with an ANN is very popular. By using ANN models based on quantitative equations describing correlations between process variables, it is possible to envisage the level of the removal of natural compounds on polyamide nanofiltration membranes and through a reverse osmosis process [17] . The level of removal of a substance from topsoil and the phenomenon of ultra-filtration membrane blocking were predicted using an application of the most popular network learning algorithm, i.e., the method of backward error propagation [2] . The Siwoń et al. [15] monograph presents a very interesting approach to the subject of water collection prediction in which the stochastic methods of water collection from city mains are compared with the results of the ANN models. Given the high variability in the water collection time series, the ANN turned out to be a very promising tool for shortterm predictions. Modelling energy return from a heat converter used in a water treatment station was proposed by Hernadez et al. [6] . In this, the thermodynamic model was compared with the ANN model. Both models provided sufficiently similar measurement and simulation results.
Description of the research objective
In the 1990s, in order to supply the city of Jelenia Góra with water, the Sosnówka water reservoir was built (Table  No 1 ). The Sosnówka reservoir stores waters from the catchments of the Czerwonka and Sośniak rivers as well as from a small tributary, the Sosonówka. The overall catchment area is 15.3 km 2 [14] . The water treatment plant (WTP) has been in operation since 2007. Since then, treatment has been carried out on a continuous basis using the following processes -straining, primary ozonation, coagulation, pH correction, flocculation, rapid filtration through anthracite-sand filters, secondary ozonation, sorption on active carbon, final pH and water hardness correction and disinfection of the treated water [13] .
Water from Sosnówka reservoir is taken from two levels and is transferred under natural flow to the separating chamber through two 600 mm diameter pipes. From the chamber, the water is directed straight onto two rotary screens, each with a mesh of 1 mm x 1 mm. Drum screens, 800 mm in diameter, are regularly rinsed with water and the screenings are directed to a settlement tank containing the washings. After passing through the screens, the water flows into the two primary ozonation chambers. Ozone generated from dried air is introduced into the water using porous diffusers. The capacity of the chambers ensures a nominal time of contact, t, in the ozone chamber of greater than 5 min. Ozone is generated by three sets of generators each producing 1500 g O3.
•h -1 . From the primary ozonation chambers, the water is transferred by gravity through an 800 mm diameter pipe via a static mixer into the reaction chamber. Coagulant, in the form of a 14% solution of aluminium sulphate [Al2(SO4)3], is introduced before water enters the static mixer. Limewater is introduced into the same reaction chamber through 80 mm diameter pipes, with valves to control the lime doses depending on the water acidity. Flocculent is added at the outflow zone of the chamber. Then the water flows through rapid filters. Filtration is carried out using two-layer anthracite-sand beds. After the filtration process the water is directed into the secondary ozonation chamber and then onto the active carbon filters.
Following the active carbon filtration process, the water passes into two filtrate tanks each of 210 m 3 capacity. Static mixers are mounted in pipes before the tanks. Reagents (sodium carbonate and magnesium chloride) are dosed in those mixers for final water quality correction. The overall system in operation allows for various combinations of the component technical systems, depending on the quality of the water taken during the different periods of the hydrological year.
Taking into account the quality changes in the raw water stored in the reservoir, the various technical operational systems are separately presented in Table No 2. Depending on the quality of the water taken from the reservoir and its temperature, this system can be modified. Thus in technical system W1A, there is no secondary ozonation. Where the pH of the raw water is high, the water treatment process can be carried out without the pH correction -system W1B.
Technical system W2 involves the seven processes indicated. Where the pH of the raw water is low, technical system W3 is used. This is the same as system W2, but with pH correction added
Research methodology
The following quality indicators of the raw and treated water in the Sosnówka WTP are continuously monitored automatically -temperature, pH, turbidity and conductivity. Moreover, during the research period, from 11/2007 to 10/ 2008, physical water analyses were carried out every few days. The analysis measured such parameters as water temperature, turbidity, colour, pH, general hardness, basicity, iron, manganese, chloride, ammonia and nitrate nitrogen, oxidability, dissolved oxygen, conductivity and phosphates. The quality composition of the water taken for treatment was balanced and typical for the specific season of the year. Table 3 . Characteristic values of selected quality parameters of the treated water
The results of the raw and treated water analyses allowed for the level of reduction of the monitored parameters to be determined. The possibility of providing continuous monitoring allowed for analyses of the changes in parameters such as temperature, pH and turbidity in oneday cycles to be carried out.
Research results
During the research period, water was treated following the processes of chain W2 with a water flow of between 172 and 202 m 3 •h -1 , which was also the speed of filtration in the anthracite-sand filters. The water flow through the active carbon filters was between 4.9 and 5.7 m 3 •h -1 . The water received the following treatments:  during primary ozonation, ozone -between 1 and 2 mg O3•dm -3 ,  during secondary ozonation, ozone -1 mg O3•dm -3 ,  for the correction of treated water, sodium carbonate -1.0 mg Na2CO3•dm -3 ,  for the stabilization of treated water, magnesium chloride -1.0 mg MgCl2•dm -3 .
Water quality during the research period was balanced and typical for the specific season of the year. The water temperature varied from 4 o C during winter to 22 o C during summer. Rainfall distribution was determined on the basis of IMGW data [7] . At the time of the research, the annual amount of rainfall for the catchment area was 1011.8 mm.
The turbidity of the water taken from the water reservoir ranged from 1 to 12 NTU (Fig. 1) , the colour from 5 to 14.9 mg Pt•dm -3 , pH was in the range of 7.2 to 8.4 and conductivity from 98 to 122 μS•cm -1 . A database of the daily values of the monitored parameters was created for the entire period of the research. The effectiveness of the reduction of the water turbidity was determined on the basis of the raw water turbidity measurements taken from the reservoir (Ms) and the treated water turbidity measurements (Mp), as per the correlation [8] :
During the research period, the average water turbidity reduction index, Rm, was 0.63, with a standard deviation, σ, of 0.21. According to the changes in Rm (as presented in Fig. 2 ), it appears that the technical system was not operating stably. This was particularly the case during thaws and heavy daily rainfalls. The flow of water into the reservoir from the mountainous catchment area during thaws was about 1.5 m•s -1 . The concomitant turbidity was as high as 27 NTU. These conditions resulted in a decrease of the Rm to 0.2. At these times, the treated water turbidity was higher than 1 NTU, periodically reaching 4 NTU. It should also be mentioned that during the research period problems occurred in the water treatment process. This was noticeable in the spring when the turbidity of the treated water (4.09 NTU after treatment) was higher than that of the raw water (3.0 NTU).
The results for the turbidity of the raw water and the water treated using technical system W2 were compiled daily in a database. The optimum prediction model has, at any given moment, to be able to determine the projected effects of the water treatment based on:  information coming from the monitoring of the hydrological conditions of the catchment area,  meteorological observations,  the physical and chemical analyses of the water. The turbidity of the treated water is a function of the meteorological phenomena occurring in the catchment area during the period preceding the analyses and the changes in the monitored indices of the water reservoir. To model the changes in the treated water turbidity achieved by technical system W2, a flexible Bayesian model of neural networks, Gaussian processes and mixtures that demonstrates Markov chains of Monte Carlo methods was used. The model was executed in a UNIX/Linux environment, version 1999-03-13 [10] . Neural network models are described in detail in the annex of Neal [9] . This programme is a tool for using Bayesian models to predict parameters by applying neural networks. It also includes applications supporting Markov chains of Monte Carlo methods (MCMC). It takes samples from a series of variables, using simple formulas, including Bayesian ones, for the previously assumed probability. Neural networks software is used for Bayesian models to learn about and predict results for defined problems. The models are based on networks with any number of hidden layers and with a prior distribution of a broad selection of parameters and hyperparameters of the network. In contrast, the software for Gaussian models supports the classification and prediction of processes which are similar to the neural networks with an infinite number of hidden units. The advantage of the Bayesian learning, for both types of models, is the automatic determination and control of hyper-parameters without the need for validation. This avoids excessive adjustments involving large networks and uncertainty about the predictions obtained.
The neural analysis was carried out on an MLP model. The structure of the MLP model was based on numerical analyses in which the target variables were continuous ones, such as treated water turbidity and five input variables -raw water turbidity, water flow to reservoir, water retention level, daily rainfall and temperature of the water in the reservoir. The network learning was based on the collected historical data -366 fully described cases from 1 November 2007 to 31 October 2008. The verification of each structure of the numeric model was carried out for the same research data. The parameters of the network architecture were defined for levels assuring the lowest error values in the predictions by controlling the rejection rate, which was set at a level close to 0.5. The selected hyperparameters optimized the network learning processes. The numerical simulation was carried out for 100 iterations after rejecting the first 20% of the burn-in steps.
In order to evaluate the assumed parameters of the neural networks model, the RMSE was determined using the following function:
where N is the number of data, SP the projected turbidity values after water treatment and SR the measured turbidity values (observed) of the treated water.
The second evaluation criterion was to define the correlation factor, R, between the projected and the observed water turbidities. The value of the linear correlation, on the basis of the n-element sample, was calculated from the formula:
where R S is the observed average value of the turbidity of the treated water and P S the predicted average value of the turbidity of the treated water.
The correlation coefficient R expresses a linear dependence between the two variables. The closer the correlation coefficient is to 1, the stronger the linear dependence. Usually, the following dependence of the correlation coefficient is adopted:  R < 0,2 -no linear dependence,  R = 0,2 ÷ 0,4 -weak dependence,  R = 0,4 ÷ 0,7 -moderate dependence,  R = 0,7 ÷ 0,9 -strong dependence,  R > 0,9 -very strong dependence
The data sets for the quality of the raw water and the water in the reservoir which had been used for the analyses and learning were divided into one-week time series. A MLP neural networks model with a defined architecture was created to predict the turbidity of the treated water. The data for the analyses were the time (the week of the measurement) and the daily rainfall; the amount and temperature of the water stored in the reservoir each day (the explanatory variables) were assigned. These variables were used to create a non-linear neural regression model. The restrictions imposed on the model consisted of limiting the conditions of the predictable variant tests of the explanatory variables and defining upper and lower bounds for the projected variables. (It was assumed that the range of the projected conditions and the responses to these would not exceed the measured values). The incoming layer was made up of those neurons derived from the learning and tested series. Adequate information for each model was delivered to those neurons from all the explanatory variables introduced into the analyses. The outgoing layer consisted of the modelled data of the projected turbidity of the treated water. The hidden layers were composed of hundreds of neuron layers with identical numbers of cells as in the incoming and outgoing layers. The number of hidden layers was arbitrarily defined during the optimization of the learning process. Worse prediction possibilities were discovered for a different number of hidden layers, after comparing the expected values against the measured data. The remaining parameters of the structural networks were determined during the network's learning process, in accordance with the procedures for programme operations using a Bayesian analysis of an ANN. The iterative sequence was established for 100 steps guaranteeing the 'energy' stability of the model (Markov chain equilibrium distribution of the MCMC).
The MLP model generated for predicting the turbidity of the treated water was marked as per the specification: net-spec sun 5 100 20/-5:50 5:50 -5:50 -100 model-spec sun class data-spec sun 5 1 20/ metn2.txt@1:366. metn2.txt@1:948846. The architecture of the assumed neural networks can be described as follows:  one incoming layer with five explanatory variables,  hundreds of hidden layers,  one outgoing layer with 20 units within the range of the defined values based on the measured data,  number of learning cycles 366,  number of edited predictions 948,846.
For the polarization of the input data, a standard deviation of 100 was assumed. The range of data in the incoming layer was 5:50, in the hidden layers 5:50 and in the outgoing layer 5:50.
It was assumed that the neural network architecture for the analysed time series was to be marked with the following sequence:  abbreviation of network name: MLP,  number of explanatory variables: number of incoming variables,  number of hidden layers,  number of units from the range of the projected index -number of outgoing layers.
Taking the above into account, the architecture of the MLP model was described as follows: MLP 1:5 100 1-20.
After analysing the data set with the neural network and after discovering the balance of the simulated values and the high compatibility of the expected values with the values observed in the next step, a simulation of the occurrence probability of specific water turbidities was performed for specific combinations defined within the range of the observed variables. The results of the effectiveness analyses of the MLP model for the projected turbidity of the treated water are presented in Figs. 3 and 4.
Discussion of research results
As a result of developments in information technology systems, it is now possible to measure process technology data and record, visualize, present and archive them in an electronic form thanks to the development of supervisory control and data acquisition (SCADA) type software. This system has become very popular for monitoring and controlling processes in WTPs. A SCADA system allows for the automatic control of process equipment and the registration and archiving of information coming from measuring devices. Ongoing analyses of changes in controlled parameters allow process decisions to be made well in advance. Such decisions have positive effects on the economic aspects of the process. The SCADA system must be equipped with prediction functions, which have some influence on the choice of the optimum exploitation method for a water treatment system.
From the research and analyses carried out, it can be seen that the proposed model, based on an ANN, for predicting one parameter of the treated water can support the control of a water treatment process in a WTP. Being able to predict the value of the turbidity of the water allows for advanced technical and logistical actions to be taken to change the method of using the process equipment in the WTP. For example, it allows for additional unit processes, such as coagulation, and changes in the chemical agents applied in the water treatment process to be made -that is, to switch from system W2 to system W1.
On the basis of the results obtained, it appears that the turbidity of the water treated over a period of 261 days exceeded the value of 1 NTU (Fig. 5 ). The technical system tested, W2, ensures the achievement of a level of water turbidity below 1 NTU only for a period of 105 days. It is apparent from this that an additional technical system, W1, is required.
This study presents analyses of possible applications of an ANN type MLP model for predicting one of the quality indicators of treated water. For the numerical analyses, the regressive MLP neural network model was applied. The continuous dependent variable was the turbidity of the treated water and there were five explanatory variablesraw water turbidity, water level in the reservoir (retention level), daily rainfall in the catchment area, volume of water flowing into the reservoir and the reservoir water temperature. Verification of the numerical model was carried out using the same sets of results as obtained from the research. The parameters of the architecture were defined to assure the lowest error values achieved in prediction.
There were two criteria assumed to select the final neural network parameters. The first was the RMSE and the second was the correlation factor, R, between the projected and observed values of the treated water turbidity. The calculated value of RMSE was 0.49 NTU and that for R was 0.84. The effectiveness of the neural network in predicting water contamination indicators in the reservoir was relatively good. From the analyses carried out, it appears that appropriate definition of the parameters characterizing the water inflow (the explanatory variables) increases the accuracy of the projected water quality indicators. The selected model complements the algorithm of the projected informatics systems as well as those of the modernized systems, which are applied to manage and control the water intake and treatment processes of water used for drinking, industrial and agricultural purposes. Creating a model to predict quality indicators requires research and analyses to be carried out for each individual objective of the water management. The result of this research was the determination of the various water quality indicators which define the characteristics of the tested water and determine the expected water parameters. Predicting the selected water quality indicators using neural networks was carried out in stages. A flowchart of the process is presented in Fig. 6 . As a result of research and analysis, a turbidity prediction model was proposed as one of the indicators of water quality to be evaluated in the water treatment process. The proposed method can be used to project other indicators, such as water colour and pH. This model can be helpfulin projecting additional information algorithms for the management system of water management processes in reservoirs and water treatment for specified purposes.
