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Abstract
THE USE OF multiple antennas in wireless communication systems has gained much
attention during the last decade. It was shown that multiple-antenna systems, called
multiple-input multiple-output (MIMO) systems, offer huge advantages over single-
antenna systems, both with regard to capacity and error performance.
Typically, quite restrictive assumptions are made in the literature on MIMO systems
concerning the spacing of the individual antenna elements. On the one hand, it is typically
assumed that the antenna elements at the transmitter and the receiver are co-located, i.e.,
they belong to some sort of antenna array. On the other hand, it is often assumed that
the antenna spacings are sufficiently large, so as to justify the assumption of independent
fading on the individual transmission links. From numerous publications it is known that
spatially correlated links caused by insufficient antenna spacings lead to a loss in capac-
ity and error performance. In the first part of the thesis, it is shown that this is also
the case when the individual transmit or receive antennas are spatially distributed on a
large scale. Possible applications include simulcast networks, reach-back links for wireless
sensors, as well as wireless networks with cooperating relays. Specifically, it is proven
that any spatially correlated MIMO system can be transformed into an equivalent (with
regard to the resulting capacity distribution) spatially distributed MIMO system, and
vice versa. Moreover, the asymptotic equivalence with regard to the pairwise error prob-
ability of space-time codes is proven. Correspondingly, MIMO systems with distributed
antennas and MIMO systems with co-located antennas can be treated in a single, unifying
framework.
This fact is utilized in the second part of the thesis, where appropriate transmit
power allocation strategies are developed for MIMO systems with distributed or co-located
transmit antennas. In particular, fading scenarios are taken into account that occur
especially in distributed MIMO systems. Focus is on power allocation schemes that require
solely statistical channel knowledge at the transmitter side, which can easily be acquired in
practical systems. By means of analytical results, it is shown that significant performance
gains in comparison to equal power allocation are achieved.
The third part of the thesis focuses on two problems that are of particular interest for
MIMO systems with distributed transmit antennas. First, due to the distributed nature
of the system, independent local oscillators are employed for up-converting the individual
transmitted signals. This causes frequency offsets between the transmission links, which
results in time-varying channel impulse responses. The impact of frequency offsets on the
performance of different space-time coding techniques is analyzed, and possible counter
measures are considered. Second, if the transmit antennas are spaced very far apart and no
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timing advance techniques are employed, significantly different propagation delays occur
that lead to intersymbol interference effects. To this end, suitable space-time coding
and equalization techniques are identified, so as to maintain a diversity advantage in
comparison to a single-antenna system.
Keywords: Wireless communications, MIMO systems, space-time codes, spatial fad-
ing correlation, distributed antennas, performance analysis, transmit power allocation,
equalization, frequency offset. ⋆
Kurzfassung
MOBILFUNKSYSTEMEmit mehreren Sende- und Empfangsantennen, sog. Multiple-
Input Multiple-Output- (MIMO-) Systeme, haben in den letzten zehn Jahren großes In-
teresse geweckt. Wie vielfach gezeigt wurde, bieten MIMO-Systeme hinsichtlich ho¨herer
Datenraten und geringerer Fehlerraten beachtliche Vorteile gegenu¨ber Mobilfunksystemen
mit nur einer Sende- und Empfangsantenne.
Typischerweise werden in der Literatur u¨ber MIMO-Systeme relativ strenge An-
nahmen bezu¨glich der Absta¨nde der einzelnen Antennenelemente getroffen: Auf der
einen Seite nimmt man normalerweise an, dass die Sende- und Empfangsantennen Teil
eines Antennen-Arrays sind (“co-located antennas”). Auf der anderen Seite wird ha¨ufig
angenommen, dass die Antennenabsta¨nde hinreichend groß sind, so dass man von statis-
tisch unabha¨ngigen Fadingprozessen auf den einzelnen U¨bertragungslinks ausgehen kann.
Aus zahlreichen Publikationen ist bekannt, dass ra¨umliche Korrelationseffekte – verur-
sacht durch unzureichende Antennenabsta¨nde – zu Verlusten hinsichtlich der erreich-
baren Daten- und Fehlerraten fu¨hren. Im ersten Teil der Arbeit wird gezeigt, dass
dies ebenso der Fall ist, wenn die einzelnen Sende- oder Empfangsantennen ra¨umlich
verteilt sind (auf einer großen Skala). Mo¨gliche Anwendungen sind zum Beispiel
sog. Gleichwellennetze fu¨r Rundfunkanwendungen, drahtlose Sensornetze sowie Mobil-
funknetze mit kooperierenden Zwischenstationen. Insbesondere wird gezeigt, dass (hin-
sichtlich verschiedener Performance-Kriterien) jedes ra¨umlich korrelierte MIMO-System in
ein a¨quivalentes ra¨umlich verteiltes MIMO-System u¨berfu¨hrt werden kann und umgekehrt.
Demzufolge ko¨nnen MIMO-Systeme mit verteilten Antennen und MIMO-Systeme mit
korrelierten Antennen in einem gemeinsamen theoretischen Rahmen behandelt werden.
Diese Tatsache wird im zweiten Teil der Arbeit ausgenutzt, in dem geeignete Strate-
gien zur Verteilung der Sendeleistung auf die einzelnen (korrelierten oder verteilten)
Sendeantennen entwickelt werden. Insbesondere wird auf Fading-Szenarien eingegan-
gen, die speziell in verteilten MIMO-Systemen auftreten ko¨nnen. Die betrachteten Tech-
niken beno¨tigen ausschließlich statistische Kanalkenntnis auf der Sendeseite, welche in
praktischen Systemen leicht zur Verfu¨gung gestellt werden kann. Mit Hilfe analytischer
Ergebnisse wird gezeigt, dass durch eine geeignete Verteilung der Sendeleistung deutliche
Gewinne erzielt werden ko¨nnen.
Der dritte Teil der Arbeit befasst sich schließlich mit zwei Problemen, die insbeson-
dere fu¨r MIMO-Systeme mit verteilten Sendeantennen von Interesse sind. Zum einen
werden aufgrund der ra¨umlichen Trennung der Sendeantennen unabha¨ngige Frequenz-
oszillatoren zur Aufwa¨rtsmischung der zu u¨bertragenden Signale verwendet. Dies fu¨hrt
zu Frequenzversa¨tzen und somit zu zeitvarianten Kanalimpulsantworten. Der Einfluss
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solcher Effekte auf die Leistungsfa¨higkeit verschiedener MIMO-U¨bertragungstechniken
wird analysiert, und mo¨gliche Gegenmaßnahmen werden vorgeschlagen. Zum anderen,
wenn die Sendeantennen ra¨umlich sehr weit getrennt sind und keinerlei Techniken zur
Signallaufzeitkompensation verwendet werden, treten deutliche Unterschiede zwischen
den einzelnen Ausbreitungsverzo¨gerungen auf, welche zu Intersymbol-Interferenz-Effekten
fu¨hren. Dementsprechend werden geeignete Sender- und Empfa¨ngertechniken identifiziert,
die einen Diversita¨tsgewinn im Vergleich zu einem Einantennensystem aufrecht erhalten.
Stichwo¨rter: Mobilfunkkommunikation, MIMO-Systeme, Space-Time-Codes, ra¨umliche
Korrelation, verteilte Antennen, Performance-Analyse, Sendeleistungsverteilung, Entzer-
rung, Frequenzversatz. ⋆
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Chapter 1
Introduction and Overview
HOW IS IT possible to build high-speed, high-quality wireless communication systems?
Since Shannon’s 1948 landmark paper [Sha48], this has become a central question for
researchers and manufacturers in the field of digital communications. It deals with two
key requirements for modern wireless systems: High bit rates and small error rates. The
disruptive characteristics of wireless channels, however, make it challenging to accomplish
both of these objectives at the same time.
Wireless communication has emerged as one of the largest sectors of the telecommu-
nications industry. During the last fifteen years, it has evolved from a niche business to
one of the most promising areas for growth [RABT02]. Traditionally, wireless applications
were voice-centric and demanded only moderate bit rates. Most high-bit-rate applications
such as file transfer or video streaming were wireline applications. Since then, there has
been a shift to wireless multimedia applications, which is reflected in the convergence of
wireless networks and the Internet [Oli99, Goo00]. For example, cell phones with inte-
grated digital cameras are ubiquitous already today. One can take a photo, send it to
a friend – and make a phone call, of course. In order to guarantee a certain quality of
service, however, not only high bit rates are required, but also a good error performance.
There are several ways to increase the bit rate of a digital communication system.
For example, one can choose a shorter symbol duration T . However, this implies that
a larger fraction of the frequency spectrum will be occupied, since the required system
bandwidth is determined by the symbol rate 1/T . In wireless communications, such a
bandwidth expansion is typically undesired, because frequency spectrum has become a
valuable resource.1 Moreover, wireless channels are typically characterized by multipath
signal propagation caused by reflections, scattering, and diffraction [Jak74,Ste94,Rap96].
A shorter symbol duration can therefore cause an increased degree of intersymbol inter-
ference (i.e., interference between subsequent data symbols), which may lead to a loss
in error performance. As an alternative to a shorter symbol duration, one can employ a
multicarrier approach [HMCK03] and multiplex data symbols onto multiple narrow sub-
bands, therefore circumventing the problem of intersymbol interference. But still, the
increased bandwidth requirement remains. Another method to enhance the bit rate of
1In August 2000, the German government auctioned 145 MHz of frequency spectrum for the Universal
Mobile Telecommunication System (UMTS) – for the incredible amount of more than 50bn Euros.
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a digital communication system is to use higher-order modulation schemes transmitting
more than one bit per data symbol [BB99,Pro01], which results in a higher bit rate without
bandwidth expansion. However, given the same average transmit power per bit, the error
performance will again deteriorate. Finally, one can employ sophisticated source-coding
techniques [CT91,Mac03], in order to compress the information sequence before transmis-
sion. However, an excessive compression rate will cause signal distortions [CT91, Ch. 13].
In fact, efficient quasi-lossless source-coding algorithms for voice and multimedia data are
already employed today [Spa94,Sik05].
The error rate of a digital communication system can be improved by the principle of
channel coding [LC83,Bos99]. Prior to transmission, redundancy is added to the informa-
tion bits in a structured way, enabling error detection and error correction at the receiver.
Due to the added redundancy, however, channel coding reduces the effective bit rate. Al-
together, the above examples illustrate that, given a fixed bandwidth, there is a trade-off
between the bit rate (bandwidth efficiency) and the error rate (power efficiency) of digital
wireless communication systems. Conventional (single-antenna) techniques aiming at an
optimal wireless system performance either operate in the time domain or in the frequency
domain. However, when utilizing multiple antennas, the previously unused spatial domain
can be exploited.
1.1 Benefits of Multiple Antennas for Wireless
Communications
The great potential of using multiple antennas for wireless communications has only
become apparent during the last decade. At the end of the 1990s, multiple-antenna
techniques were shown to provide a novel means to achieve both higher bit rates and
smaller error rates. Correspondingly, they constitute an important technology for modern
wireless communications [LFV01,PGNB04]. The benefits of multiple antennas for wireless
communication systems are summarized in Fig. 1.1. In the sequel, they are characterized
in more detail.
Higher Bit Rates with Spatial Multiplexing
Spatial multiplexing techniques simultaneously transmit independent information se-
quences, often called layers, over multiple antennas. Using M transmit antennas, the
overall bit rate compared to a single-antenna system is thus enhanced by a factor of M
without requiring extra bandwidth or extra transmission power.2 Channel coding is of-
ten employed, in order to guarantee a certain error performance. Since the layers are
superimposed during transmission, they have to be separated at the receiver using an
interference-cancellation type of algorithm (typically in conjunction with multiple receive
antennas). A well-known spatial multiplexing scheme is the Bell-Labs Layered Space-Time
2In other words, compared to a single-antenna system the transmit power per transmit antenna can
be lowered by a factor of 1/M .
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Figure 1.1: Benefits of multiple-antenna techniques for wireless communications.
Architecture (BLAST) [Fos96]. The achieved gain in terms of bit rate (in comparison to
a single-antenna system) is called multiplexing gain in the literature.
Smaller Error Rates through Spatial Diversity
Similar to channel coding, multiple antennas can also be used to improve the error rate of
a system, by transmitting or receiving redundant signals representing the same informa-
tion sequence. By means of two-dimensional coding in time and space, commonly referred
to as space-time coding, the information sequence is spread out over multiple transmit an-
tennas. At the receiver, an appropriate combining of the redundant signals has to be per-
formed. Optionally, multiple receive antennas can be used, in order to further improve the
error performance (diversity reception). The advantage over conventional channel coding
is that redundancy can be accommodated in the spatial domain, rather than in the time
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domain. Correspondingly, a coding gain (and thus an improved error performance) can be
achieved without lowering the effective bit rate compared to single-antenna transmission.
Additionally, a spatial diversity gain is achieved which also contributes to an improved
error performance.3 Although the major goal of spatial diversity techniques is to improve
error performance (or, equivalently, to reduce the transmit power required to achieve a
certain error performance), they can also be used to increase the bit rate of a system, when
employed in conjunction with an adaptive modulation/channel coding scheme [CEGH02].4
Well-known spatial diversity techniques for systems with multiple transmit antennas are,
for example, Alamouti’s transmit diversity scheme [Ala98] as well as space-time trellis
codes [TSC98] invented by Tarokh, Seshadri, and Calderbank. For systems, where multi-
ple antennas are available only at the receiver, there are well-established linear diversity
combining techniques dating back to the 1950’s [Bre59].
Improved Signal-to-Noise Ratios with Smart Antennas
In addition to higher bit rates and smaller error rates, multiple-antenna techniques can
also be utilized to improve the signal-to-noise ratio (SNR) at the receiver and to suppress
co-channel interferers in a multiuser scenario. This is achieved by means of adaptive
antenna arrays [Hay85,Com88,Gab92], also called smart antennas or software antennas
in the literature. Using beamforming techniques, the beam patterns of the transmit
and receive antenna array can be steered in certain desired directions, whereas undesired
directions (e.g., directions of significant interferers) can be suppressed. Beamforming
can be interpreted as linear filtering in the spatial domain. The SNR gains achieved by
beamforming are often called antenna gains or array gains. Beamforming techniques can
also be beneficial in scenarios with strong spatial fading correlations due to insufficient
antenna spacings. The concept of antenna arrays with adaptive beam patterns is not
new and has its origins in the field of radar (e.g., for target tracking) and aerospace
technology. However, intensive research on smart antennas for wireless communication
systems started only in the 1990’s.
Focus of the Thesis
The above families of multiple-antenna techniques are, in fact, quite different. Spatial
multiplexing is closely related to the field of multiuser communications. Space-time coding
is more in the field of modulation and channel coding, and beamforming techniques belong
more in the area of signal processing and filtering. There are also composite transmission
schemes that aim at a combination of the different gains mentioned above. However, given
a fixed number of transmit and receive antennas, there are certain trade-offs between
multiplexing gains, diversity gains, and SNR gains [ZT03]. In this thesis, the main focus
will be on spatial diversity techniques, i.e., on space-time coding and diversity reception
techniques.
3If the antenna spacings at transmitter and receiver are sufficiently large, the individual transmission
links can be regarded as statistically independent. Correspondingly, the probability that all links are
degraded at the same time is significantly smaller than for a single link.
4Adaptive modulation and channel coding schemes are employed in most state-of-the-art wireless
communication systems.
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1.2 Distributed and Co-located MIMO Systems
As we have seen, the benefits of multiple-antenna systems, often called multiple-input
multiple-output (MIMO) systems in the literature, are manifold. The new insights into
the benefits of multiple-antenna techniques at the end of 1990s fueled tremendous interest
both in academia and industry. To date, more than 100 groups are working in the field
in Europe alone [KWBR04], and there is an enormous number of yearly publications.5
Although the period of intensive research activities has been quite short, multiple-antenna
techniques are already entering standards [DGI+02] for third-generation (3G) and fourth-
generation (4G) wireless communication systems, e.g. [E03, I04b]. Interestingly, the au-
thors of [AFLP03] predict that multiple-antenna techniques will become crucial for system
operators to secure the financial viability of their business.
In most publications on spatial diversity and spatial multiplexing techniques, quite
stringent assumptions are made about the spacings of the individual transmit and receive
antenna elements, see Fig. 1.2. On the one hand, one typically assumes that the indi-
vidual antenna elements are co-located, i.e., they belong to some type of antenna array,
cf. Fig. 1.2 a). On the other hand, it is often assumed that the antenna spacings are
sufficiently large, so as to justify the assumption of statistically independent links.
In many practical scenarios, sufficient antenna spacings cannot be guaranteed
(cf. Fig. 1.2 b)), which causes correlations between the individual transmission links
[OAA04].6 Mobile terminals, for example, are typically characterized by a small size,
mainly due to design issues. An appropriate separation of the antenna elements is there-
fore difficult. However, correlation effects do also occur at the base stations of cellular
networks. This is because a base station is typically surrounded by only a small number
of local scatterers, which causes a small angular spread of the transmitted and received
signals [GSS+03]. Due to this, generous antenna spacings of several wave lengths are
typically required, in order to accomplish small correlations between the individual links.
In order to shift the limits of wireless communications, new and unconventional con-
cepts are required. One idea that has recently gained considerable interest is the concept
of cooperative wireless networks [NHH04]. In such networks, multiple network nodes co-
operate and, for example, share their antennas by using a distributed space-time coding
scheme or a distributed diversity reception scheme. By this means, a virtual antenna array
is established, cf. Fig. 1.2 c). The cooperating nodes, possibly equipped with only a single
antenna, can thus enjoy some of the benefits offered by (conventional) MIMO systems
with co-located antennas. Cooperative wireless networks can be viewed as a mixture of
hierarchical and ad-hoc networks [DASC04]. Current wireless networks are typically char-
acterized by an inflexible hierarchical structure, where communication is mainly controlled
by a central network node, e.g., a base station. By allowing some amount of coopera-
tion between individual network nodes, elements of an ad-hoc network are introduced.
Cooperation can, for example, be performed between multiple base stations with inter-
5A search with IEEE XploreR© for papers in the general field of multiple-antenna communication
systems yielded a total number of more than 14,700 documents.
6The notion of insufficient antenna spacings is relative, because antenna correlation effects are not
only governed by the geometry of the antenna array and the employed carrier wavelength, but also by
the richness of scattering from the physical environment (see Chapter 2 for further details).
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Figure 1.2: Multiple-antenna systems with different antenna spacings (for the example of
M=3 transmit and N=2 receive antennas): a) MIMO system with co-located antennas
and statistically independent links b) MIMO system with correlated transmit anten-
nas c) Distributed MIMO system with virtual antenna array at the transmitter side.
secting coverage areas. An example are so-called simulcast networks [Wit91] employed
for broadcasting or paging applications. Another example for cooperation between fixed
network nodes are reach-back links for wireless sensors, where data measured by wireless
sensors are collected by multiple distributed receiving nodes and are then processed in
a joint fashion. Cooperation can also be performed between mobile terminals. An ex-
ample are relay-assisted networks [PWS+04] where mobile terminals mutually relay their
transmitted or received signals.
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1.3 Scope and Aim of the Thesis
The focus of this thesis is on spatial diversity aspects in MIMO systems with distributed
and co-located antennas. While for co-located MIMO systems, a good portion of work
has already been done (concerning performance analysis and the design of efficient trans-
mitter and receiver concepts), the literature on similar results for distributed systems is
comparatively sparse.
As will be shown in this thesis, distributed and co-located MIMO systems have more
in common than is obvious at a first glance. Within certain limits, a unified view of
both types of multiple-antenna systems offers new opportunities for performance analysis
as well as for transmitter and receiver design. On the other hand, specific effects arise
in distributed systems that typically do not occur in MIMO systems with co-located
antennas. For example, in a distributed MIMO system the individual transmission links
• can have different statistics, for example due to shadowing effects, or due to line-of-
sight components that occur between some of the transmit-receive antenna pairs
• are typically characterized by different average path losses (due to different link
lengths) and thus by different average received SNRs
• can exhibit non-negligible relative signal delays if the individual transmitting (or
receiving) nodes are spaced far apart
• can be subject to frequency offsets, due to independent local oscillators employed
at the individual transmitting or receiving nodes.
Since the above effects typically occur only in distributed MIMO systems, they are usually
not addressed in the standard literature on space-time coding/diversity reception tech-
niques. On the other hand, they are also neglected in most publications on cooperative
wireless networks, where focus is usually rather on algorithms and protocols that manage
the interaction between the individual network nodes. The aim of this thesis is to
• provide methods for physical-layer performance analysis of distributed MIMO sys-
tems
• provide new performance results that are not available in the standard literature on
space-time coding and diversity reception techniques
• shed light on the above effects occurring in distributed MIMO systems and thus
provide more realistic results for link-level and system-level simulations
• develop appropriate transmitter and receiver strategies and identify suitable space-
time coding techniques.
The main contributions of the thesis are highlighted in the following section.
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1.4 Main Contributions
After a detailed overview concerning the available literature on MIMO systems, a sta-
tistical discrete-time MIMO channel model is derived in a transparent fashion, so as to
provide the theoretical basis for the remainder of the thesis. As a novel contribution, a
rigorous analysis of the resulting statistical properties is presented.
Based on the discrete-time channel model, it is shown that MIMO systems with co-
located antennas and MIMO systems with distributed antennas can be treated in a single,
unifying framework. It is proven that any spatially correlated MIMO system can be
transformed into an (asymptotically) equivalent distributed MIMO system, and vice versa
(with regard to different performance criteria). Specifically, a unitary matrix transform
is presented, which associates a given distributed MIMO system with an equivalent co-
located MIMO system. Utilizing these results, appropriate transmit power allocation
strategies are developed for MIMO systems with distributed or co-located antennas. In
particular, fading scenarios are taken into account that occur especially in distributed
MIMO systems. Focus is on schemes that require solely statistical channel knowledge
at the transmitter side, which can easily be acquired in practical systems. By means of
analytical results, it is shown that significant performance gains in comparison to equal
power allocation are achieved. Moreover, the impact of estimation errors concerning the
transmitter correlation matrix is studied.
Finally, the impact of frequency offsets and non-negligible relative signal delays on the
performance of distributed MIMO systems is analyzed, and possible counter measures
are discussed. Specifically, suitable space-time coding and equalization techniques are
identified, so as to maintain a diversity advantage over a single-antenna system.
Parts of this thesis were published as journal papers or refereed conference papers
or have recently been accepted for publication: [MKH03, MHS03a, MHS03b, MHS03c,
MH04a,MEH04a,MEH04b,MH04b,MTH04,MBH05,MH05,MBLH05,MH06b,MHKX06a,
MBLH06,MHKX06b,MH06c]. Another related publication can be found in [FSMH05].
1.5 Thesis Outline
The thesis is organized as follows: Chapter 2 starts with the literature overview on
MIMO systems. Following this, the system model is introduced and the statistical
discrete-time MIMO channel model is derived. Moreover, a simple and statistically accu-
rate method for simulating block-fading MIMO channels is stated. Finally, some space-
time coding schemes that are of special interest in this thesis are described in detail.
The equivalence proofs for co-located and distributed MIMO systems are presented
in Chapter 3. First, the capacity distribution of coded MIMO systems is consid-
ered. Following this, the pairwise error probability of space-time coded MIMO sys-
tems is addressed. Finally, the error rates of so-called orthogonal space-time block codes
(OSTBCs) [TJC99a,TJC99b], such as Alamouti’s transmit diversity scheme [Ala98], are
studied. In addition to this, a simple performance measure originally proposed for co-
located MIMO systems is discussed and the equivalent measure for distributed systems is
derived. To conclude the chapter, the benefits of macroscopic spatial diversity gains (due
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to shadowing effects) in distributed MIMO systems are investigated.
The transmit power allocation strategies for co-located and distributed MIMO sys-
tems are developed in Chapter 4. First, the benefits with regard to ergodic capacity
are considered (compared to equal power allocation). Then, statistical power allocation
strategies are combined with an outer orthogonal space-time block code. In particular, a
simple power allocation strategy is proposed, which provides a near-optimum performance
over a wide range of signal-to-noise ratios. After considering the impact of estimation
errors concerning the transmitter correlation matrix, the use of statistical channel knowl-
edge at the receiver side is investigated, so as to provide an optimal trade-off between
performance and receiver complexity. It is shown that there is a strong relation to the
statistical transmit power allocation schemes. Specifically, the impact of estimation errors
concerning the receiver correlation matrix can be analyzed along the same lines as for the
transmitter side.
Finally, the issue of frequency offsets and non-negligible relative signal delays in dis-
tributed MIMO systems is treated in Chapter 5. With regard to frequency offsets, the
orthogonality loss resulting for orthogonal space-time block codes is studied, and im-
proved receiver concepts are proposed. For Alamouti’s transmit diversity scheme, a blind
frequency-offset estimation technique is proposed that is applicable for phase-shift-keying
signal constellations. With regard to relative signal delays, the use of Alamouti’s transmit
diversity scheme in conjunction with a trellis-based equalization/detection algorithm at
the receiver is considered. As novel contributions, the distance properties of Alamouti’s
transmit diversity scheme in the presence of intersymbol interference are discussed, and
an optimization of the delay diversity scheme [Wit93,SW93] based on the so-called Rake
Receiver Bound is presented.
A summary of the thesis and conclusions are given in Chapter 6, and possible direc-
tions for future work are highlighted. In addition to this, conclusions are also offered at
the end of each chapter, along with a summary of the most important results.
Additional material can be found in the appendix, as a supplement to the main chap-
ters. Acronyms and abbreviations used throughout this thesis are listed in Appendix A.
The mathematical notations and conventions are introduced in Appendix B, and a list
of mathematical symbols is provided. Mathematical definitions and theorems that are
of interest here are stated in Appendix C and Appendix D, where the latter focuses
on the matrix calculus used throughout the thesis. Appendix E provides a brief survey
of convex optimization, a mathematical tool that is frequently used within this thesis.
Appendix F offers supplementary material on channel modeling. Additional definitions
are stated, important assumptions are discussed, and the calculation of antenna correla-
tions is illustrated, along with some numerical examples. Appendix G summarizes the
most important results concerning the capacity of static MIMO channels, which serve as
a basis for evaluating the capacity distributions of MIMO fading channels. Appendix H
presents specific considerations for distributed MIMO systems. In particular, properties
of virtual antenna arrays for cellular radio systems are discussed. Appendix I addresses
performance evaluation for maximum-ratio-combining systems, which serves as a theoret-
ical basis for evaluating both the error performance of orthogonal space-time block codes
and the Rake Receiver Bound for frequency-selective MIMO fading channels. Finally,
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Appendix J provides additional material on space-time coding in the presence of inter-
symbol interference. In particular, the issue of channel estimation is briefly addressed, a
trellis-based equalization/detection algorithm for space-time block codes is presented, and
performance evaluation based on distance spectra is discussed. In addition to the above
appendices, supplementary material to Chapter 3, Chapter 4, and Chapter 5 has been
included at the very end of the corresponding chapter. A complete list of own publications
related to the thesis has been included in Appendix K.
Chapter 2
Wireless Communication Systems
with Multiple Antennas
INTENSIVE research on multiple-antenna systems for wireless communications, often
called multiple-input multiple- output (MIMO) systems, started less than ten years ago.
The great interest was mainly fueled by the seminal works of Telatar [Tel99], Foschini and
Gans [Fos96,FG98], Alamouti [Ala98], and Tarokh, Seshadri, and Calderbank [TSC98] at
the end of the 1990’s. On the one hand, the theoretical results in [FG98,Tel99] promised
significantly higher bit rates compared to single-antenna systems. Specifically, it was
shown that the (ergodic or outage) capacity of a MIMO system with M transmit and N
receive antennas, i.e., the maximum bit rate at which error-free transmission is theoret-
ically possible [CT91], grows (approximately) linearly with the minimum of M and N .
On the other hand, the work in [Fos96,Ala98,TSC98] suggested design rules for practical
systems. In [Fos96] a spatial multiplexing scheme, coined Bell-Labs Layered Space-Time
Architecture (BLAST), was introduced that accomplished bit rates approaching those
promised by theory (at non-zero error rates). In [Ala98], a simple transmit diversity
scheme for systems with two transmit antennas was proposed, and in [TSC98] design cri-
teria for so-called space-time trellis codes were derived, which are two-dimensional coding
schemes for systems with multiple transmit antennas.1 The invention of space-time trellis
codes was like an ignition spark. With an enormous amount of yearly publications, the
field of MIMO systems started to evolve rapidly. To date, there are numerous papers on
the performance limits of MIMO systems, and an abundance of transmitter and receiver
concepts has been proposed.
Section 2.1 provides an overview of this exciting research field. Following this, the avail-
able multiple-antenna techniques are categorized, and the focus of the thesis is highlighted.
Although the list of references is not intended to be exhaustive, the cited papers will serve
as a good starting point for further reading. In addition to this, there are several books
on multiple-antenna techniques, e.g. [HLY02,PNG03,VY03,LS03,KBB+04,BT04a,Jaf05].
Moreover, the following tutorial-style articles can be recommended, all of which have quite
a different focus: [PP97,Win98,Koh98,SGGP99,LP99,Pon99,NSC00,Chr00,LFV01,LH02,
1Space-time codes have the primary goal to improve the error performance of a system. An increased
capacity is typically not accomplished.
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ML02,AFS+02,STT+02,GSS+03,PGNB04,DASC04,SBM+04,AH04,MH04a,HSdW04,
LH04b,SPSH04,SN04,PSY+04,Yan05,ZLZ+05,SS06]. In Section 2.2, the system model
is introduced, which constitutes the theoretical basis throughout this thesis. Starting
from a physical perspective on multipath signal propagation, a statistical discrete-time
MIMO channel model is derived in a transparent fashion. As a novel contribution, a
rigorous analysis of the resulting statistical properties is presented, and a simple and sta-
tistically accurate method for simulating block-fading MIMO channels is stated. Finally,
Section 2.3 provides a closer look on certain multiple-antenna techniques that are of par-
ticular interest within the scope of this thesis. A summary of the chapter is provided in
Section 2.4.
2.1 An Overview of MIMO Systems
Three types of fundamental gains can be obtained by using multiple antennas in a wireless
communication system [GSS+03, PGNB04]: A multiplexing gain, a diversity gain, and
an antenna gain (cf. Fig. 1.1). Spatial multiplexing techniques such as BLAST [Fos96]
predominantly aim at a multiplexing gain, i.e., at increased bit rates compared to a
single-antenna system. In contrast to this, spatial diversity techniques such as space-
time codes [TSC98, Ala98] and diversity reception techniques [Bre59] aim at a (coding
and) diversity gain, i.e., at smaller error rates. Finally, smart antennas and beamforming
techniques [Gab92] aim at an antenna gain compared to a single-antenna system, i.e.,
at an improved signal-to-noise ratio (SNR) or an improved signal-to-interference-plus-
noise ratio (SINR). While spatial multiplexing is closely related to the field of multiuser
communications, space-time coding is more in the area of modulation and channel coding,
while beamforming belongs more in the field of signal processing and filtering.
A strict distinction between these three types of multiple-antenna techniques is some-
times difficult, since often a combination of the above gains is achieved. For example,
spatial multiplexing techniques can also accomplish a diversity gain, e.g., if an opti-
mum receiver in the sense of maximum-likelihood (ML) detection is employed [Pro01,
Ch. 14.7]. Similarly, spatial diversity techniques can also be used to increase the bit rate
of a system, when employed in conjunction with an adaptive modulation/channel coding
scheme [PSY+04].2 In addition to these examples, there are also composite transmis-
sion schemes that aim at a good trade-off between higher bit rates and smaller error
rates [PSY+04]. In the sequel, an overview of spatial multiplexing, spatial diversity, and
smart antenna techniques is provided. More details about certain transmitter and receiver
structures are presented in Section 2.3 (with focus on spatial diversity techniques).
2.1.1 Spatial Multiplexing Techniques
The fact that the capacity of a MIMO system with M transmit and N receive antennas
grows (approximately) linearly with the minimum of M and N (without requiring extra
2If the error rate accomplished by means of spatial diversity is smaller than desired, one can switch
to a higher-order modulation scheme or to a channel coding scheme with less redundancy [CEGH02]. By
this means, it is possible to trade error performance for a higher effective bit rate.
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bandwidth or extra transmission power) [Fos96,FG98,Tel99] was an intriguing result. For
single-antenna systems it was well known that given a fixed bandwidth, capacity can only
be increased logarithmically, namely by increasing the transmit power. In [Fos96], the
theoretical capacity results for MIMO systems were complemented by the proposal of the
BLAST scheme, which was shown to achieve bit rates approaching 90% of the outage
capacity. Similar to the theoretical capacity results, the bit rates of the BLAST scheme
were characterized by a linear growth when increasing the number of antenna elements.
The first real-time BLAST demonstrator [GFVW99] was equipped with M =8 transmit
and N=12 receive antennas. In a rich-scattering indoor environment, it accomplished bit
rates as high as 40 bit/s per Hertz bandwidth (corresponding to about 30% of the outage
capacity). Wireless spectral efficiencies of this magnitude were unprecedented and cannot
be achieved by any single-antenna system.
Transmitter and Receiver Structure
The idea of spatial multiplexing was first published in [PK92]. The basic principle of all
spatial multiplexing schemes is as follows. At the transmitter, the information bit sequence
is split into M sub-sequences (demultiplexing), that are modulated and transmitted si-
multaneously over the transmit antennas using the same frequency band. At the receiver,
the transmitted sequences are separated by employing an interference-cancellation type of
algorithm. The basic structure of a spatial multiplexing scheme is illustrated in Fig. 2.1.
In the case of frequency-flat fading, there are several options for the detection algorithm
at the receiver, which are characterized by different trade-offs between performance and
complexity. A low-complexity choice is to use a linear receiver, e.g., based on the zero-
forcing (ZF) or the minimum-mean-squared-error (MMSE) criterion [BTT02,PGNB04].
However, the error performance is typically poor, especially when the ZF approach is
used [GSS+03] (unless a favorable channel is given or the number of receive antennas
significantly exceeds the number of transmit antennas). Moreover, at least as many receive
antennas as transmit antennas are required (N≥M), otherwise the system is inherently
rank-deficient. If the number of receive antennas exceeds the number of transmit antennas,
a spatial diversity gain is accomplished [Pro01, Ch. 14.7].
The optimum receiver in the sense of the maximum-likelihood (ML) criterion performs
a brute-force search over all possible combinations of transmitted bits and selects the most
likely one (based on the received signals). The ML detector achieves full spatial diversity
with regard to the number of receive antennas [Pro01, Ch. 14.7] irrespective of the number
of transmit antennas used. In principle, the use of multiple receive antennas is optional.
Yet, substantial performance improvements compared to a single-antenna system are only
achieved when multiple receive antennas are employed. The major drawback of the ML
detector is its complexity. It grows exponentially with the number of transmit antennas
and the number of bits per symbol of the employed modulation scheme. Due to this,
the complexity of the ML detector is often prohibitive in a practical system. However, it
can be reduced by means of more advanced detection concepts, such as sphere decoding
[FP85,VB99,DCB00,AEVZ02].
For the BLAST scheme, an alternative detection strategy known as nulling and cancel-
ing was proposed. The BLAST detector was originally designed for frequency-flat fading
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Figure 2.1: Basic principle of spatial multiplexing.
channels and provides a good trade-off between complexity and performance. In contrast
to the ML detector, the estimation of the M sub-sequences, called layers in the terminol-
ogy of BLAST, is not performed jointly, but successively layer by layer. Starting from the
result of the linear ZF receiver (nulling step) [GFVW99,FGVW99] or the linear MMSE
receiver [BBPS00,BMY01a], the BLAST detector first selects the layer with the largest
SNR and estimates the transmitted bits of that layer, while treating all other layers as
interference. Then, the influence of the detected layer is subtracted from the received
signals (canceling step). Based on the modified received signals, nulling is performed once
again, and the layer with the second largest SNR is selected. This procedure is repeated,
until the bits of all M layers are detected. This detection order is indeed optimal, as
shown in [WFGV98]. Due to the nulling operations, the number of receive antennas must
at least be equal to the number of transmit antennas (as in the case of the linear receivers),
otherwise the overall error performance degrades significantly [SH02].3 The error perfor-
mance resulting for the individual layers is typically different. In fact, it depends on the
overall received SNR, which layer is best. In the case of a low SNR, error propagation
effects from previously detected layers dominate. Correspondingly, the layer detected first
has the best performance. At the same time, layers that are detected later have a larger
diversity advantage, because less interfering signals have to be nulled. Therefore, in the
high SNR regime, where the effect of error propagation in negligible, the layer detected
last offers the best performance [BMY01b,WK03]. A rigorous performance analysis of
the BLAST detector was, for example, presented in [LG04].
The BLAST detection algorithm is very similar to successive interference cancellation
(SIC), which was originally proposed for multiuser detection in code-division-multiple-
access (CDMA) systems [Ver93]. Complexity-reduced versions of the BLAST detector
were, for example, proposed in [Has00,WBR+01,ZB02,XZH+02,BHC03,Cho04a,ZLC04,
WB05,CKLL05]. Variations of the BLAST detector with an improved error performance
were suggested in [CCC00,BBPS00,BMY01b,BdE01,FW03,JWMC03,SZDZ03,WBKK03,
3Note that this is a crucial requirement when a simple receiver is desired.
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BLS06]. An interesting approach to improve the performance of the BLAST scheme was
presented in [YW02,WBKK04,Wue05]. Prior to the BLAST detection algorithm, the
given MIMO system is transformed into an equivalent system with a better conditioned
channel matrix, based on a so-called lattice reduction [LLL82,SE94]. The performance of
the BLAST detector is significantly improved by this means and approaches that of the
ML detector, while the additional complexity due to the lattice reduction is rather small.
Channel Coding
In order to guarantee a certain error performance for spatial multiplexing schemes, channel
coding techniques are usually required. Most spatial multiplexing schemes employ a
channel coding structure that is composed of one-dimensional encoders and decoders
operating solely in the time domain [FCG+03]. This is in contrast to space-time coding
techniques [TSC98,Ala98], where two-dimensional coding is performed in time and space,
i.e., across the individual transmit antennas. In principle, three different types of channel
coding schemes can be used in conjunction with spatial multiplexing: Horizontal coding,
vertical coding, or a combination of both. Horizontal coding means that channel encoding
is performed after the demultiplexer (cf. Fig. 2.1), i.e., separately for each of theM layers.
The assignment between the encoded layers and the transmit antennas remains fixed, i.e.,
all code bits associated with a certain information bit are transmitted over the same
antenna. At the receiver, channel decoding can thus be performed individually for each
layer (after applying one of the above receiver structures). In the case of vertical coding,
however, channel encoding is performed before the demultiplexer, and the encoded bits are
spread among the individual transmit antennas. Compared to horizontal coding, vertical
coding thus offers an additional spatial diversity gain. However, the drawback of vertical
coding is an increased detector complexity, because at the receiver all layers have to be
decoded jointly [PGNB04].
For the BLAST scheme, a combination of horizontal and vertical encoding was pro-
posed, called ‘diagonal’ coding [Fos96]. Correspondingly, the original BLAST scheme is
also known as Diagonal BLAST (D-BLAST). As in horizontal coding, channel encoding
is performed separately for each layer. Subsequently, a spatial block interleaver is em-
ployed. For a certain time period, the assignment between the encoded layers and the
transmit antennas remains fixed, and is then changed in a modulo-M fashion. Thus, the
overall coding scheme has a diagonal structure in time and space. In principle, diagonal
coding offers the same spatial diversity advantage as vertical coding, while retaining the
smaller receiver complexity of horizontal coding. A comparative performance study of
horizontal, vertical, and diagonal coding was presented in [FCG+03]. Improved channel
coding schemes for the BLAST scheme were, for example, proposed in [Gor03,MW03].
The first BLAST demonstrator [GFVW99], coined Vertical BLAST (V-BLAST), was in
fact realized without any channel coding scheme.
Channels with Intersymbol Interference
All of the above receiver concepts were designed for frequency-flat fading channels, i.e.,
for channels without intersymbol interference (ISI). However, depending on the delay
spread of the physical channel (due to multipath signal propagation), the employed
transmit and receive filter, and the symbol duration, this assumption might not be
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valid in a practical system. If no counter measures are employed, ISI can cause sig-
nificant performance degradations (see, for example, [BLM02] where the BLAST scheme
was studied in the presence of ISI). One approach to circumvent the problem of ISI
is to use a multicarrier transmission scheme and multiplex data symbols onto parallel
narrow sub-bands that are quasi-flat. Transmission schemes developed for frequency-
flat fading channels can then be applied within each sub-band. A popular multicarrier
scheme is orthogonal frequency-division multiplexing (OFDM) [HMCK03] which uses an
inverse fast Fourier transform (IFFT) at the transmitter and a fast Fourier transform
(FFT) at the receiver, making it simple to implement. Specifically, it is straightforward
to combine OFDM with multiple antennas (MIMO-OFDM)4 [RC98, BGP02, SBM+04].
Combinations of (improved) BLAST schemes with OFDM were, for example, considered
in [BLM01,PFN+01,BCBR01,Kad03,Soh03,LC05,KYIG05,LLL06,WK06].
Alternatively, one can also use a single-carrier approach and employ suitable techniques
for mitigating ISI. Generally, there are two main classes of techniques, namely transmitter-
sided predistortion and receiver-sided equalization techniques. Predistortion techniques
require channel knowledge at the transmitter, e.g., based on feedback information from
the receiver. Predistortion for frequency-selective MIMO channels is a rather new research
topic, and not much work has yet been reported [DWLR01,KWZ02,FSH04,CM04].
In contrast to this, there are many equalization schemes for MIMO systems, most of
which are generalizations of existing techniques for single-antenna systems. For example,
a low-complexity option is to use a linear equalizer (LE) or a decision-feedback equalizer
(DFE) [DH89] in time domain. In the case of a single-antenna system, these equalizers
are usually realized by means of finite-impulse-response (FIR) filters with real-valued or
complex-valued filter coefficients. Generalized linear and decision-feedback equalizers for
MIMO systems (MIMO-LEs/DFEs) can be obtained by replacing the scalar filter coef-
ficients by appropriate matrix filter coefficients [ASC97, AS00,WK03]. An alternative
to time-domain equalization is frequency-domain equalization (FDE) [FABE02], which is
quite similar to OFDM. The major difference is that the FFT and the IFFT are both
performed at the receiver. This allows for equalization in the frequency domain by lev-
eling the quasi-flat sub-bands. Like OFDM, FDE can readily be combined with multiple
antennas. For example, a combination of BLAST with FDE was considered in [KDFB04].
A high complexity option for mitigating ISI at the receiver is to perform an optimal
sequence or symbol-by-symbol estimation, e.g., by means of a trellis-based equalizer. For
example, maximum-likelihood sequence estimation (MLSE) can be performed by means
of a vector version of the well-known Viterbi algorithm [For72], see [van76]. Alternatively,
a generalized version of the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [BCJR74] can
be used to perform symbol-by-symbol maximum a-posteriori (MAP) detection. The com-
plexity of MLSE and symbol-by-symbol MAP detection grows exponentially with the
number of transmit antennas and the number of bits per modulation symbol. Addition-
ally, it grows exponentially with the effective memory length of the channel. In principle,
the use of multiple receive antennas is again optional. Similar to the case without ISI,
the complexity of MLSE can be reduced significantly by means of the sphere decoding
4OFDM is also known as discrete multitone (DMT) and MIMO-OFDM as discrete matrix multi-
tone (DMMT).
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approach [VH02b].
Finally, direct generalizations of the BLAST detection algorithm to ISI channels were,
for example, proposed in [LP02, ZM03]. In essence, the nulling operation is replaced
by a set of generalized decision-feedback equalizers for MIMO systems. An iterative
extension of [LP02] was proposed in [WK03,Wue05].5 A combination of MIMO-LEs with
the BLAST detection algorithm was considered in [VJU03].
Alternative Transmitter and Receiver Concepts
More recently, an alternative receiver concept has been proposed for spatial multiplexing
systems without ISI [PPWL04], which is based on the concept of probabilistic data associ-
ation (PDA). PDA has its origins in target tracking and has been adopted in many differ-
ent areas, for example, in multiuser communication systems based on CDMA [LPWH01].
The key idea is to use an iterative receiver, which detects the individual layers (or, in
a multiuser system, the bit sequences of the individual users) by regarding the other,
interfering layers as Gaussian noise (Gaussian assumption). Within each iteration, the
mean and the variance of the assumed Gaussian noise is adjusted by exploiting knowledge
about already detected bits. When a sufficiently large number of layers is used (and a
modulation scheme with moderate cardinality) the Gaussian assumption fits well, and a
near-optimum error performance is achieved.6 The principle of the PDA detector can also
be applied for mitigating ISI. PDA-based equalizers for MIMO systems were, for example,
presented in [LT04]. Further stochastic detection algorithms for spatial multiplexing sys-
tems without ISI were proposed in [HZD05]. These are based on the concept of particle
filtering [DKZ+03] and achieve near-ML performance at a reasonable complexity.
There are many connections between spatial multiplexing schemes and multiuser com-
munication systems. Hence the idea to adopt multiple-access techniques for spatial mul-
tiplexing is quite obvious. For example, one could use orthogonal spreading codes (also
called signature sequences) to separate the individual layers, just as in a direct-sequence
(DS) CDMA system. However, if perfect mutual orthogonality between all layers is de-
sired, the maximum possible bit rate is the same as in a single-antenna system, i.e., the
advantage of using multiple transmit antennas is sacrificed. On the other hand, relaxing
the strict orthogonality constraint causes additional noise within the system (overloaded
system). Yet, the use of spreading codes can be beneficial in the case of a bad channel, so
as to allow for a separation between a few critical layers [MP00a] (possibly, at the expense
of a moderate loss in bit rate).
A promising alternative to DS-CDMA is interleave-division multiple access (IDMA)
[PLWL06]. In contrast to a DS-CDMA system, the orthogonality constraint is completely
dropped in IDMA, and hence no spreading code design is required. The individual users or
layers are separated solely on the basis of different, quasi-random interleaver patterns. At
the transmitter, the information bits are first encoded using a simple (low-rate) repetition
code. Alternatively, a more advanced low-rate channel code may be used [YPW05].
5A similar extension of the original BLAST detection algorithm for frequency-flat fading was earlier
suggested in [BMY01b].
6As shown in [FSMH05], four layers are already sufficient to achieve near-ML performance with qua-
ternary modulation and an outer rate-1/2 turbo code.
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Afterwards, the coded bits (called chips) are permuted using a layer-specific quasi-random
block interleaver over multiple code words. In order to separate the individual layers at
the receiver, the powerful turbo principle is used [BGT93]. The iterative IDMA receiver
uses a Gaussian assumption for the interference stemming from other layers (similar to
the PDA detector) and is thus able to efficiently separate the individual layers, even in
the case of a significantly overloaded system. In [WLP03,WP06], the idea of IDMA was
transferred to (single-user) multiple-antenna systems. The ST-IDM scheme in [WLP03]
offers an overall bit rate of 1 bit per channel use and is therefore rather a space-time coding
scheme. However, by overloading the system the overall bit rate can be increased, so that a
multiplexing gain is achieved [WP06].7 The scheme in [WP06], coined multilayer ST-IDM,
has two major advantages when compared to a conventional BLAST system. First, the
number of receive antennas can be smaller than the number of transmit antennas, which
is particularly attractive for the downlink of a cellular system, where a simple mobile
receiver is desired. Even with a single receive antenna, an overall transmission rate up to
4 bits per channel use can be achieved with an error performance close to the capacity
limit [WP06]. Second, the multilayer ST-IDM scheme is inherently robust to ISI, making
it suitable for a large range of wireless applications.
An alternative approach for spatial multiplexing with less receive antennas than trans-
mit antennas was proposed in [EPP06]. It is based on group MAP detection and is ap-
plicable for channels without ISI. In [SH02, SH03b] a spatial multiplexing scheme called
Turbo-BLAST was proposed, which is similar to the multilayer ST-IDM scheme. It also
uses quasi-random interleaving in conjunction with an iterative receiver structure, so as
to separate the individual layers. As in multilayer ST-IDM, the number of receive anten-
nas can be smaller than the number of transmit antennas. Moreover, a generalization of
Turbo-BLAST to frequency-selective MIMO channels is straightforward.
Spatial multiplexing in the presence of ISI with less receive than transmit antennas can
also be performed using a complexity-reduced version of joint detection, e.g., starting from
the trellis-based vector Viterbi algorithm [van76]. For example, a (space-time) channel
shortening filter can be employed prior to the vector Viterbi algorithm, in order to re-
duce the effective memory length of the MIMO channel, e.g. [Al-01a,WK03,BHKX05].8
A similar receiver structure has previously been applied in the related field of (single-
antenna) co-channel interference (CCI) cancellation [HBXK05].
2.1.2 Spatial Diversity Techniques
In contrast to spatial multiplexing techniques, where the main objective is to provide
higher bit rates compared to a single-antenna system, spatial diversity techniques pre-
7In order to accomplish a good error performance, an optimized transmit power allocation strategy is
required, however.
8Alternatively, a generalized version of a delayed-decision feedback sequence estimator (DDFSE)
[DH89] can be used, in conjunction with a (generalized) prefilter for an overall minimum-phase chan-
nel impulse response [GT04]. However, for this approach the number of receive antennas must be greater
than or equal to the number of transmit antennas. For the channel shortening approach, at least an
MMSE solution can be found when the number of transmit antennas exceeds the number of receive
antennas, while a ZF solution does in general not exist.
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dominantly aim at an improved error performance. This is accomplished on the basis of a
diversity gain and a coding gain. Indirectly, spatial diversity techniques can also be used
to enhance bit rates, when employed in conjunction with an adaptive modulation/channel
coding scheme [PSY+04].
There are two types of spatial diversity, referred to as macroscopic and microscopic di-
versity. Macroscopic (large-scale) diversity is associated with shadowing effects in wireless
communication scenarios, due to major obstacles between transmitter and receiver (such
as walls or large buildings). Macroscopic diversity can be gained if there are multiple
transmit or receive antennas, that are separated on a large scale (cf. Fig. 1.2 c)). In this
case, the probability that all links are simultaneously obstructed is smaller than for a sin-
gle link. Microscopic (small-scale) diversity is available in rich-scattering environments,
where constructive and non-constructive superposition of scattered signal components at
the receiver causes a fading signal amplitude (multipath fading) [Jak74]. Microscopic
spatial diversity can be gained by employing multiple co-located antennas. Typically, an-
tenna spacings of just a few wavelengths are sufficient, in order to obtain links that fade
more or less independently.9 Similar to macroscopic diversity, the diversity gains are due
to the fact that the probability of all links being simultaneously in a deep fade decreases
with the number of antennas used. An excellent survey of the value of spatial diversity
for wireless communication systems can be found in [DASC04].
The idea to utilize macroscopic diversity in wireless communication systems is not
new. It dates back to the 1970’s [Gra79]. Even more so, the use of multiple receive
antennas for gaining microscopic diversity (diversity reception) has been well established
since the 1950’s, e.g. [Bre59]. However, it took until the 1990’s before transmit diversity
techniques were developed.
Diversity Reception
Diversity reception techniques are applied in systems with a single transmit antenna and
multiple receive antennas. They perform a (linear) combining of the individual received
signals, in order to provide a microscopic diversity gain. In the case of frequency-flat
fading, the optimum combining strategy in terms of maximizing the SNR at the combiner
output is maximum ratio combining (MRC) [Bre59], which requires perfect channel knowl-
edge at the receiver. Several suboptimal combining strategies have been proposed in the
literature, such as equal gain combining (EGC), where the received signals are co-phased
and added up, or selection diversity (SD), where the received signal with the maximum
instantaneous SNR is selected, whereas all other received signals are discarded [Bre59].
All three combining techniques achieve full diversity with regard to the number of receive
antennas [EKM96]. Optimal combining techniques for frequency-selective fading channels
were, for example, considered in [BS92].
Transmit Diversity and Space-Time Codes
The main idea of transmit diversity is to provide a diversity or coding gain by sending
redundant signals over multiple transmit antennas (in contrast to spatial multiplexing,
9Due to this, the term microscopic diversity was chosen for this type of spatial diversity. This does
not imply that the associated performance gains are small. In fact, they can be quite substantial.
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Figure 2.2: Basic principle of space-time coding.
where independent bit sequences are transmitted). To allow for coherent detection at
the receiver, an adequate preprocessing of the signals is performed prior to transmission,
typically without channel knowledge at the transmitter. With transmit diversity, multiple
antennas are only required at the transmitter, whereas multiple receive antennas are
optional. However, they can be utilized to further improve performance. In cellular
networks, for example, the predominant fraction of the overall data traffic typically occurs
in the downlink.10 In order to enhance the crucial downlink it is therefore very attractive
to employ transmit diversity techniques, because then multiple antennas are required only
at the base station. With regard to cost, size, and weight of mobile terminals this is a
major advantage over diversity reception techniques.
An early beginning of transmit diversity schemes was made with two papers that in-
dependently proposed a simple technique called delay diversity [Wit91,Wit93, SW93].11
Further early publications on transmit diversity were presented in [DS97,KF97]. How-
ever, the value of transmit diversity was only recognized in 1998, when Alamouti pro-
posed a simple technique for two transmit antennas [Ala98]. In the same year, Tarokh,
Seshadri, and Calderbank invented space-time trellis codes (STTCs) [TSC98], which are
two-dimensional coding schemes for systems with multiple transmit antennas. While
delay diversity and Alamouti’s transmit diversity scheme provide solely a diversity gain
(more precisely, full diversity with regard to the number of transmit and receive antennas),
STTCs yield both a diversity gain and a coding gain.
Within the scope of this thesis, we will use the generic term space-time coding scheme
for all transmitter-sided spatial diversity techniques, irrespective of the presence of any
additional coding gain. The basic structure of a space-time coding scheme is illustrated
in Fig. 2.2. The preprocessing of the redundant transmission signals is performed by the
10Comparatively large amounts of data may be downloaded from the base station to a single mobile
terminal, whereas in the uplink typically little data traffic is required to initiate the download.
11Prior to this, there were already publications on transmit diversity schemes using different modulation
parameters at the individual transmit antennas (‘modulation diversity’), e.g., [Ada79,HO80,OMH84].
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space-time encoder, which depends very much on the specific scheme under consideration.
At the receiver, the corresponding detection/decoding process is carried out by the space-
time decoder.12 In the delay diversity scheme [Wit93,SW93], for example, identical signals
are transmitted via the individual antennas, using different delays. This causes artificial
ISI, which can be resolved at the receiver by means of standard equalization techniques
available for single-antenna systems. In contrast to this, Alamouti’s transmit diversity
scheme [Ala98] performs an orthogonal space-time transmission, which allows for ML
detection at the receiver by means of simple (widely) linear processing.
STTCs [TSC98,TNSC99b] may be interpreted as a generalization of trellis-coded mod-
ulation [Ung82,Ung87] to multiple transmit antennas. Optimum decoding in the sense of
MLSE can be performed using the Viterbi algorithm [For72]. Based on simulation results,
it was shown in [TSC98] that STTCs offer an excellent performance that is within 2-3 dB of
the outage capacity limit. However, this performance comes at the expense of a compara-
tively high decoding complexity. Motivated by the simple receiver structure of [Ala98], or-
thogonal space-time block codes (OSTBCs) were introduced in [TJC99a,TJC99b], which
constitute a generalization of Alamouti’s scheme to more than two transmit antennas.
OSTBCs are designed to achieve full diversity with regard to the number of transmit and
receive antennas. In contrast to STTCs, OSTBCs do not offer any additional coding gain.
A closer look at the transmitter and receiver structures of the above space-time coding
schemes is provided in Section 2.3.
Optimized STTCs and OSTBCs
In [TSC98,TNSC99b], general design criteria were derived for STTCs that guarantee a
maximum diversity advantage and allow for an optimization of the coding gain (both for
high SNR values). These design criteria depend on the number of transmit and receive
antennas as well as on the cardinality of the employed modulation scheme. Unfortunately,
‘good’ STTCs cannot be constructed analytically, but have to be found by means of a com-
puter search. An efficient design procedure for STTCs, which is based on simple lower and
upper bounds on the coding gain, was presented in [Blu02]. In [TSC98,TNSC99b], some
examples of optimized STTCs were stated, for certain modulation schemes and certain
numbers of transmit antennas.13 Further examples of optimized STTCs, sometimes based
on (slightly) modified design criteria, can be found in [BBH00,CYV01,FVY01, IMYL01,
TC01,WCWC01,CVYL02,SL02a,Blu02,AHR+03,YCVF03,ANH+04,LC04,LVTZ04]. A
tight bound on the error performance of STTCs was, for example, presented in [SD03].
OSTBCs are based on the mathematical theory of (generalized) orthogonal designs
[Hur98,Rad22], which dates back to the 1890s. Orthogonal designs are a special class of
orthogonal matrices. Examples of generalized orthogonal designs will be presented in Sec-
tion 2.3.1, where the structure of OSTBCs is discussed in more detail. In general, the use of
OSTBCs causes a rate loss when compared to an uncoded single-antenna system. For the
case of a real-valued modulation scheme, full-rate (and delay-optimal) OSTBCs for sys-
12All space-time coding schemes discussed in the sequel were designed for frequency-flat fading.
13The STTCs constructed in [TSC98,TNSC99b] provide the best trade-off between data rate, diversity
advantage, and trellis complexity. Specifically, the codes do not cause any rate loss compared to an
uncoded single-antenna system.
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tems with two to eight transmit antennas could be established in [TJC99a] (partly based
on generalized orthogonal designs). Given a complex-valued modulation scheme, however,
the only full-rate OSTBC is Alamouti’s transmit diversity scheme [Ala98] for two transmit
antennas [LX03]. In [TJC99a] it was shown that half-rate OSTBCs for complex-valued
modulation schemes can be constructed for any number of transmit antennas. However, to
find OSTBCs with higher rates (and moderate decoding delay) is, in general, not a trivial
task. A systematic design method for high-rate OSTBCs was presented in [SXL04], for
complex-valued modulation schemes and arbitrary numbers of transmit antennas. Exam-
ples of optimized OSTBCs for different numbers of transmit antennas can, for example, be
found in [TJC99a,TJC99b,TH00,GS01, SX03, LH03a, Lia03a, Lia03b,TSW+04,LFX05].
A performance analysis of OSTBCs based on channel capacity, the overall received SNR,
the average symbol error rate, and the average pairwise error probability can be found
in [SP00], [GS01], [SL02d], and [GG05], respectively.
Other Families of Space-Time Codes
Since the advent of STTCs and OSTBCs in 1998/99, various other families of space-
time codes have been proposed in the literature. In [TH02] the family of square-matrix
embeddable STBCs was introduced, which includes some of the OSTBCs proposed
in [TJC99a, TJC99b] as special cases. Similar to OSTBCs, square-matrix embeddable
STBCs allow for ML detection at the receiver by means of (generalized) linear processing.
A family of non-orthogonal full-rate linear STBCs, called diagonal algebraic STBCs, was
constructed in [DAB02,DB03]. Diagonal algebraic STBCs provide full transmit diversity
and allow for efficient ML detection by means of the sphere decoding approach. Another
non-orthogonal full-rate STBC for two transmit antennas, constructed based on number
theory, was presented in [DTB02]. For more than one receive antenna, this STBC pro-
vides an improved coding gain compared to Alamouti’s transmit diversity scheme [Ala98].
In [XWG03], STBCs based on linear constellation precoding were proposed, which pro-
vide full rate and full diversity for any number of transmit antennas and perform su-
perior to OSTBCs. For decoding, a sphere decoding approach as well as suboptimal
alternatives were considered in [XWG03]. An alternative idea for constructing full-rate
STBCs for complex modulation schemes and more than two transmit antennas was pur-
sued in [Jaf01,SP03,PF03,BI03,SP04,SX04b,DG05,YGT05]. Here the strict constraint of
perfect orthogonality was relaxed in favor of a higher data rate. The resulting STBCs are
therefore referred to as quasi-orthogonal STBCs. Due to the relaxed orthogonality con-
straint, however, quasi-orthogonal STBCs typically offer reduced diversity gains compared
to OSTBCs. (Examples for quasi-orthogonal STBCs will be discussed in Section 2.3.2.)
In addition to the above examples, many other families of STBCs can be found in the
literature, some of which are presented in [HMR+00,ED03,San03,LGB03,LSB04,CLP05,
XL05,SJ05,LV05b,DV05a,LL05b,Lu05,MK06,SAB06,Lu06,NMN06].
In [HYVC02,GN03], recursive STTCs were considered. For example, in [HYVC02] the
parallel concatenation of two identical recursive STTCs was studied. Here the encoder
structure was inspired by the original turbo code [BGT93] invented by Berrou, Glavieux,
and Thitimajshima in 1993. (Turbo codes are among the most powerful channel codes for
additive-white-Gaussian-noise channels.) Recursive STTCs are, for example, well suited
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for a serial concatenation with an outer channel code (using an iterative detector at the
receiver) [GN03]. In [JS03], the family of super-orthogonal STTCs was introduced and
was later extended in [SWX05] to a larger set of modulation schemes. Super-orthogonal
STTCs constitute a systematic combination of OSTBCs with the concept of set parti-
tioning [Ung82, Ung87], and offer full rate for two transmit antennas. Moreover, they
allow for a trade-off between rate and coding gain. In [JH05a], the concept of super-
orthogonal STTCs was extended using quasi-orthogonal STBCs as building blocks. By
this means, a full-rate super-quasi-orthogonal STTC for four transmit antennas was con-
structed. In [TC04a], another class of STTCs called diagonal block space-time codes was
proposed. These STTCs are characterized by a special encoder structure (a non-binary
block code followed by a diagonal space-time transmission scheme), which allows for a
systematic design procedure. Further families of STTCs were, for example, presented
in [Ion03,KW03,LVZT06,KW06,SSPH06].
All of the above space-time coding schemes were designed for systems employing linear
modulation schemes, such as phase-shift-keying (PSK) modulation or quadrature ampli-
tude modulation (QAM). Non-linear continuous-phase modulation schemes are attractive
for practical systems, because they offer a compact spectrum and a constant signal enve-
lope, which allows for power-efficient transmitters with inexpensive amplifiers. Motivated
by this fact, space-time coding schemes for continuous-phase-modulation systems were,
for example, investigated in [ZF02,ZF03,WSX03,WX04,Cav05,BA05a,PHK05,WWX05,
CL05,BA05b,PV05b,SSL05a,AR06,XPL06,HC06].
High-Rate Space-Time Transmission Schemes
As indicated above, “conventional” space-time codes such as STTCs and (O)STBCs offer
at most the same data rate as an uncoded single-antenna system. Correspondingly, their
main objective is to improve error performance, by providing a spatial diversity advan-
tage and/or a coding gain. In contrast to this, several high-rate space-time transmission
schemes with a normalized rate greater than one have been proposed in the literature.
These build a bridge between space-time coding and spatial multiplexing techniques.
Some of these transmission schemes explicitly combine ideas of certain space-time
codes and the BLAST scheme. For example, high-rate space-time codes that are linear
in space and time, so-called linear dispersion codes, were proposed in [HH02b]. Linear
dispersion codes provide a flexible trade-off between space-time coding and spatial multi-
plexing. At the transmitter, the information bit sequence is first split into multiple parallel
sub-sequences, similar to a spatial multiplexing technique. Then, linear combinations (in
time and in space) of these sub-sequences are simultaneously transmitted. Due to the
linear structure of the scheme, detection is very similar to spatial multiplexing schemes,
i.e., in principle, any of the receiver structures discussed in Section 2.1.1 can be used. At
the same time, linear dispersion codes offer a major advantage over spatial multiplexing
systems such as the BLAST scheme. They can handle any configuration of transmit and
receive antennas, i.e., they do not require a certain minimum number of receive antennas.
Moreover, in comparison to an uncoded V-BLAST system they may accomplish an addi-
tional coding gain. Further high-rate space-time transmission schemes that combine ideas
of space-time coding and the BLAST scheme can, for example, be found in [TNSC99a,
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BBPS00,WTS01,EH01,PV01,El 02a,OANA02,WYL02,SF03a,SF03b,TC04b,ZD05].
A completely different approach to construct high-rate space-time transmission
schemes for MIMO systems is to take channel codes, which are known to provide an
excellent performance in single-antenna systems, and to generalize them to the case of
multiple antennas. For example, the design of repeat-accumulate (RA) codes [DJM98] for
MIMO systems was considered in [tK03,YW05b]. As shown in [tK03], RA codes designed
for MIMO systems are superior to parallel concatenated codes (PCCs) [BGT93] designed
for MIMO systems. The design of low-density parity-check (LDPC) codes [Gal62] for
MIMO systems was, for example, considered in [HB03,LYW04,WL04, tKA04,WOCV04,
HSM05]. LDPC codes designed for MIMO systems achieve a similar performance as RA
codes [tKA04]. Like PCCs, RA codes and LDPC codes can be decoded in an iterative
fashion [Lan04, Ch. 3.6], which offers a near-optimum performance at a moderate receiver
complexity. In particular, given a certain target SNR value for which convergence of the
iterative receiver is desired, the codes can be optimized such that they operate closely to
the corresponding capacity limit. This optimization can, for example, be performed by
means of the EXIT chart method [ten01], which is widely used, in order to design turbo-
and turbo-like transmission schemes. Another class of high-rate space-time transmission
schemes, which fits into the framework of iterative detection, are the schemes based on
IDMA [WLP03,WP06] discussed in Section 2.1.1.
A rather new branch of work has originated from a paper published by Zheng and Tse
in 2003 [ZT03] (see also [TV05, Ch. 9]). In this paper, it was shown that for any space-
time transmission scheme there is a fundamental trade-off between diversity gain and
multiplexing gain. In this context, the multiplexing gain was defined as the asymptotic
slope of the achieved rate as a function of the (logarithmized) SNR.14 According to this
definition, an adaptive space-time transmission scheme is required, in order to achieve
a multiplexing gain greater than zero, because the scheme must be able to scale the
transmission rate with growing SNR. Such an adaptive space-time transmission scheme
might, for example, be constructed using an STTC or an OSTBC in conjunction with a
series of symbol alphabets with growing cardinalities. In fact, forM=2 transmit antennas
and N=1 receive antenna it was shown in [ZT03] that Alamouti’s transmit diversity
scheme [Ala98] achieves the optimal diversity-multiplexing trade-off (however, not for
N>1 receive antennas). Other space-time transmission schemes that achieve or approach
the optimal diversity-multiplexing trade-off (for certain numbers of antennas and certain
block lengths) were proposed in [YW03,ECD04,SRK04a,SRK04b,TV04a,WX05,MS05,
BRV05,SDL05,KR05,EKL05,ZLW05,DV05b,TV06,VR06].
Further high-rate space-time transmission schemes not mentioned above can, for ex-
ample, be found in [SB02,SRS03,WLWX04,LK05,LGW05].
Outer Channel Codes
In order to further improve the performance of space-time coded MIMO systems, the
space-time encoder can be concatenated with an outer channel encoder. This is of partic-
14This definition of the multiplexing gain is very similar to the widely-used definition of diversity order.
The diversity order achieved by a space-time transmission scheme is typically defined as the (negative)
slope of the frame or bit error rate at high SNRs (in a log-log plot).
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ular interest for OSTBCs, which offer only a diversity gain, but no built-in coding gain.
An excellent survey of such concatenated space-time transmission schemes can be
found in [LH02]. The main focus of [LH02] is on OSTBCs as inner space-time codes
concatenated with different outer channel coding schemes, such as convolutional codes
[Eli55], turbo codes [BGT93], and (turbo) trellis-coded modulation [Ung82,Ung87], among
others. Examples of concatenated schemes with inner STTCs are also considered. In all
cases, the receiver structure considered in [LH02] consists of an inner soft-input soft-output
(SiSo) space-time decoder (based on the symbol-by-symbol MAP criterion) followed by
an outer channel decoder. Alternatively, a turbo-type receiver structure can be employed,
where a SiSo space-time decoder and a SiSo channel decoder exchange soft information in
an iterative fashion.15 A good overview of iterative receiver structures for concatenated
space-time transmission schemes can be found in [HSdW04].
Further examples of space-time coded MIMO systems with outer channel codes (and it-
erative or non-iterative receiver structures) can be found in [ATP98,YS99,SHP01,BHS01,
GL02,GN03,PSL03,DC04,HH04].
Channels with Intersymbol Interference
All of the above space-time coding schemes were designed for frequency-flat fading, i.e.,
for channels without ISI. However, as discussed in Section 2.1.1, this assumption might
not be valid in a practical system. If no counter measures are employed, ISI can cause a
substantial performance loss, compromising the achieved diversity and coding gains. For
example, OSTBCs lose their orthogonal property in the presence of ISI, which leads to sig-
nificant self-interference [MHS03a]. Similarly, STTCs suffer from decreased coding gains
if ISI is neglected at the receiver (while the diversity advantage is still maintained) [GL00].
Similar to the case of spatial multiplexing schemes, there are basically three different op-
tions to design space-time coding schemes for MIMO channels with ISI. First, one might
use a space-time code originally designed for channels without ISI and mitigate the ef-
fects of ISI at the receiver using appropriate equalization techniques. Alternatively, one
might employ the space-time code in conjunction with a multicarrier scheme (e.g. OFDM),
so as to circumvent the problem of ISI. Finally, one might refine or generalize existing
space-time codes such that they are suited for ISI channels.
Equalization concepts for OSTBCs were, for example, proposed in [CC99, CB00,
ANC01,Al-01b,BHS01,LYL01,AFS+02,Al-02,MHS03a,Cho04b,GOS+04,MH04a,DW05,
PV05a] (with focus on Alamouti’s transmit diversity scheme [Ala98]). Joint equalization
and detection concepts for STTCs in the presence of ISI were presented in [BN99,NS00,
SHP01, YYH01, YA02, AFS+02, Al-02, BA02, SC06]. The combination of STBCs with
MIMO-OFDM was, for example, considered in [MP00b,LGBS01, SZG02,LWL02,LM03,
MMPL03,PGNB04, SKKY04,YC04,RZC04,MPM04,PSY+04,Yan05,LCL05c,YJP+05,
KHP05,WI05,TLB05,LT05,SLSL05,WSW+06,DWC06,LK06,AA06]. MIMO-OFDM sys-
tems employing STTCs were considered in [ATNS98,NSC00,BLWY01,RG02,LM06,SC06].
In addition to the spatial and the temporal dimension, MIMO-OFDM systems offer a third
dimension, namely the frequency domain. Correspondingly, an interesting alternative to
15This idea can also be adopted for BLAST-like systems with vertical coding (cf. Section 2.1.1) and
interleaving. In this case, the inner space-time decoder is replaced by a soft demapper [Ton00].
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space-time coding in MIMO-OFDM systems is to perform two-dimensional coding in space
and frequency (i.e., across the individual carriers) or three-dimensional coding in space,
time, and frequency. Depending on the properties of the wireless channel, space-frequency
(SF) codes or space-time-frequency (STF) codes may offer larger diversity gains than pure
space-time coding [PGNB04]. Moreover, SF codes may offer certain implementation ad-
vantages over space-time coding techniques [Yan05]. SF codes for MIMO-OFDM systems
were considered in [RC98,BP00b,LW00,BBP03,Bau03,EHL+03,SSOL03,GL03a,SSL05b,
SR05,RW05,DT05,CPD06,ED06,LL06]. Several of these SF codes were constructed using
existing STBCs or STTCs as building blocks. Design and performance criteria for STF
codes were, for example, presented in [TJL01,MWW02, SO02b,LXG02,FMS05, SSL05c,
WYP+05,SSOL06,SSL06,HSL06,ZXC07].
Finally, several papers proposed generalizations or refinements of existing space-
time coding techniques, so as to enable their use for MIMO channels with ISI. For
example, optimized versions of delay diversity for ISI channels were suggested in
[GSP01,MHS03a,MH04a,HSG05,YSG06]. Similarly, optimized or generalized STTCs for
MIMO channels with ISI were proposed in [LFT01,MWC03,AWS03,QB04,DR05]. An
interesting generalization of Alamouti’s transmit diversity scheme [Ala98] to ISI channels,
which is based on a time-reversal (TR) block-encoding structure, was presented in [LP00].
Similar to Alamouti’s transmit diversity scheme, simple (widely) linear processing is em-
ployed at the receiver, which enables subsequent equalization by means of standard algo-
rithms designed for single-antenna systems (cf. Section 2.3.3 for further details). An exten-
sion to more than two transmit antennas is also possible [SL01,JGS06]. A similar transmit
diversity scheme for two transmit antennas was also considered in [ZG01,ZG03b]. Special
receiver structures for the TR-STBC were, for example, studied in [ZHC01,NM02,SCG04].
Moreover, an alternative STBC design for ISI channels was presented in [SGL04].
Differential and Non-coherent Space-Time Transmission Schemes
The space-time coding techniques discussed above require some form of channel knowl-
edge at the receiver. In contrast to this, so-called differential/non-coherent space-time
transmission schemes do not require any channel knowledge and are thus of particular
interest for practical MIMO systems. Differential space-time transmission techniques can
be interpreted as an extension of differential single-antenna schemes, e.g., based on differ-
ential phase-shift-keying (DPSK) modulation, to multiple antennas. Purely non-coherent
transmission schemes do not employ a differential encoder at the transmitter side. One of
the first differential space-time transmission schemes was proposed in [TJ00]. It is based
on Alamouti’s transmit diversity scheme [Ala98] and can be employed in systems with
two transmit antennas. Shortly afterwards, two alternative differential schemes were pre-
sented in [Hug00] and [HS00], and a purely non-coherent scheme was presented in [HM00].
These schemes can be employed for any number of transmit and receive antennas. Since
then, a considerable number of differential space-time transmission/reception schemes has
been proposed in the literature, e.g. [SHHS01,WM02,Xia02,HH02a,LX02,LS02, SPS02,
SL02b, SL02c, TC03, LSF03, ED03, CV03, LLKZ03, SG03, SPS03a, SPS03b, LLK03, Al-
03,SNK04,Bau04,CH04,LZC04,LLK04,SX04a,SWSX04,WWX04,SNK05,HSL05,PHK05,
LX05b,WWM05,JH05c,PV05b,CZA06,CG06,DB06,WW06,GHL06,CS06,YGT06,Tao06,
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ZJ06,Ngu07]. Similar to the case of a single-antenna system, differential space-time trans-
mission schemes with conventional differential detection at the receiver lead to a perfor-
mance loss of about 3 dB, when compared to coherent reception. This performance loss
can, for example, be compensated by employing a multiple-symbol or a decision-feedback
differential detection scheme at the receiver [SL02c].
All of the above differential/non-coherent space-time transmission schemes were de-
signed for frequency-flat fading channels. In comparison, little work has been done, in
order to design corresponding schemes for ISI channels. One option is again to com-
bine the above differential space-time transmission schemes with MIMO-OFDM, see for
example [DASC02]. As an alternative, novel differential/non-coherent schemes for MIMO-
OFDM were proposed in [Li03a,Li05,MTL05,BB05,Bau06,LL06,HSL06] employing cod-
ing in time, space, and frequency. Another option is to use space-time coding tech-
niques suitable for ISI channels as building blocks. For example, differential schemes
that are based on the TR-STBC [LP00] for two transmit antennas were considered in
[DASC02,Al-03,Che05]. Further differential space-time transmission schemes for ISI chan-
nels can be found in [ZI03,ASB+05].
Practical Issues
The space-time transmission schemes proposed in the literature are often based on some-
what idealized assumptions [MH04a]. For example, many schemes are designed for MIMO
channels without ISI, as discussed above. Block fading is another common assumption,
where the channel is presumed to be invariant over the duration of a complete data block.
This assumption is questionable if transmitter or receiver move at high speeds, or if there
is a significant carrier frequency offset (CFO) between the local oscillators at transmitter
and receiver (employed for up- and down-conversion of the transmitted/received signals).
Concerning the recovery of the transmitted data symbols, many space-time transmission
schemes require accurate channel knowledge at the receiver, which is critical in the case
of low SNRs or a rapidly varying channel. Furthermore, one often assumes that the in-
dividual transmission links between the transmit and receive antennas are statistically
independent. However, due to insufficient antenna spacings or a lack of scattering from
the physical environment, the links may be correlated (cf. Section 1.2).16 Finally, another
important issue is that the performance gains actually achieved in a practical MIMO sys-
tem might be smaller than promised in theory, because implementing an optimal trans-
mitter/receiver strategy might be too complex so that one has to resort to suboptimal
solutions. For example, the impact of a reduced-state trellis-based equalizer on the per-
formance of the delay diversity scheme [Wit93,SW93] was considered in [MHS03a].
Several papers study the impact of the above effects on the performance of different
space-time transmission schemes. For example, the influence of a time-varying chan-
nel and non-perfect channel knowledge on the performance of OSTBCs was investigated
in [SBF01,LWL02,AN02,GL03c,ML03,HF03b,MHS03a,TJJG03,SSL04,VLB04,WW04,
Ohn04, LCL05c, KHP05, JZP05, DU05].17 Similar investigations for STTCs, as well as
16This issue will be discussed in detail in Section 2.2.
17Many of these papers focus on Alamouti’s transmit diversity scheme [Ala98].
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improved design criteria, were presented in [TSC98,NTSC98, FVY01,WCWC01, SL02a,
GW02a,RG02,MJSW02, SL02e,Mue02b, SO02a,YCVF03,ANH+04,DSL04, LC04]. The
impact of frequency offsets on the performance of STBCs and STTCs was investigated in
[NTSC98,LMG02,VVL03,AB03,MMPL03,MEH04a,MEH04b,SKKY04,MPM04,HC04,
YKH+04,AKB05]. Finally, the impact of spatial correlation effects on the performance
of STBCs and STTCs was considered in [NTSC98,BP00a,Ale01,GW02b,SBV02,El 02b,
VA03, GL03b, JS04b, QB04, YSL04,WSFY04, UG04, LAK04, FMSL04,MH04a, LFWS04,
PSY+04,XK05,HSN05]. Further studies concerning practical aspects of MIMO systems
can be found in [PP97,PN98,CH99,NSC00,AFS+02,STT+02,VB02,GSS+03,DASC04,
SBM+04,Yan05].
2.1.3 Smart Antennas and Beamforming Techniques
The potential advantages of using multiple antennas are not limited to increased data rates
and improved error rates. They can also be utilized, in order to improve the signal-to-noise
ratio (SNR) at the receiver and to suppress co-channel interference (CCI) in a multiuser
scenario, i.e., to improve the signal-to-interference-plus-noise ratio (SINR) at the receiver.
Both goals can be achieved by means of beamforming techniques [Hay85,Com88].
Beamforming
Beamforming can be interpreted as linear filtering in the spatial domain [God97]. Consider
an antenna array withN antenna elements and directional antenna pattern, which receives
a radio-frequency (RF) signal from a certain direction. Due to the geometry of the antenna
array, the impinging RF signal reaches the individual antenna elements at different time
instants, which causes phase shifts between the individual received signals. However, if
the underlying complex baseband signal is assumed to be a narrowband signal, it will
not change during these small time differences. If the direction of the impinging signal
is known, the phase differences of the RF signals can be compensated by means of phase
shifters or delay elements, before the received signals are added up [God97]. For example,
coaxial cables of different lengths can be used. As a result, the overall antenna pattern of
the phased array will exhibit a maximum in the direction of the impinging signal. This
principle is called conventional beamforming in the literature.
If only the phases of the received signals are manipulated, the shape of the overall
antenna pattern remains unchanged, and solely an angular shift results. Correspondingly,
conventional beamforming is equivalent to a mechanical rotation of the antenna array
(mechanical beam steering) [God97]. If the amplitudes of the received signals are also
scaled before the combining step, then it is possible to modify also the shape of the overall
antenna pattern.18 In particular, an antenna array with N antenna elements provides
(N−1) degrees of freedom, i.e., in principle (N−1) angles can be specified for which the
overall antenna pattern is supposed to exhibit either a maximum or a minimum.
18Mathematically, the received signals are weighted by complex-valued antenna weights representing
the phase shifts and the scaling of the individual signal amplitudes. In fact, these weighting opera-
tions (followed by the linear combining step) are very similar to those performed by diversity reception
techniques in the baseband domain.
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If the above narrowband assumption for the complex baseband signal is not met, the
baseband signal can change during time intervals that are as small as the relative delays
between the received RF signals. Thus, the individual antenna elements will observe
different versions of the complex baseband signal. In this case, broadband beamforming
techniques are required that combine narrowband beamforming (i.e., spatial filtering) with
linear time-domain filtering, e.g., in the form of a two-dimensional linear finite-impulse-
response (FIR) filter [God97].
Array Gain
In a wireless communication scenario, transmitted signals often propagate via just a few
distinct paths, for example via a line-of-sight path between transmitter and receiver
and/or via paths that are associated with significant reflectors and diffractors in the
environment (such as large buildings or mountains). If the directions of these dominant
propagation paths are known at the receiver, beamforming techniques can be applied,
in order to adjust the receiver beam pattern such that it has a high directivity towards
the dominant angles of reception [God97]. By this means, significant SNR gains can
be accomplished in comparison to an antenna array with an omni-directional beam pat-
tern.19 Such SNR gains due to beamforming techniques are often called antenna gains
or array gains in the literature. Similarly, if the directions of the dominant propagation
paths are known at the transmitter, the transmit power can be concentrated within the
corresponding angular regions, and is not wasted for directions that do not contribute to
the received signal. Beamforming techniques can also be useful, in order to reduce the
delay spread of the physical channel caused by multipath signal propagation. To this end,
the transmitter or receiver beam pattern is adjusted such that it exhibits minima (nulls)
in the direction of dominant distant reflectors. Correspondingly, echoes with excessively
large delays are eliminated from the received signal [God97]. The basic principle of beam-
forming is illustrated in Fig. 2.3. In the considered example, a beamformer is employed
both at the transmitter and at the receiver.
In a practical system, the directions of dominant propagation paths must be estimated.
This can, for example, be done by means of the well-known MUSIC algorithm [Sch86]
or the ESPRIT algorithm [RK89]. Moreover, when transmitter or receiver are moving,
the antenna patterns must be updated on a regular basis. Such adaptive antenna arrays
are often called smart antennas or software antennas in the literature. Due to the re-
quired equipment and processing power, however, the use of smart antenna technologies
is currently limited to fixed stations, such as base stations, or mobile stations that are
fixed on vehicles. Yet, for future wireless communication systems it is anticipated that
smart antennas will also be feasible for hand-held devices employing small phased arrays
fabricated by microstrip technology [God97].
Co-Channel Interference (CCI) Suppression and SDMA
Smart antennas are also beneficial in multiuser scenarios, in order to suppress CCI. Again,
both transmitter- and receiver-sided beamforming techniques can be employed for miti-
19When multiple receive antennas are employed, an SNR gain is always obtained, because the overall
average received power is increased. However, SNR gains due to beamforming come on top of that.
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Figure 2.3: Basic principle of beamforming.
gating CCI. When transmitting, each user can adjust his beam pattern such that there are
nulls in the directions of other co-channel users and a high directivity towards the desired
direction(s) of transmission [Chr00]. By this means, the SINR for the other co-channel
users is improved as well as the SNR at the desired receiver. Similarly, when receiving
each user can adjust his beam pattern such that directions of co-channel interferers are
nulled (or at least attenuated) and desired directions of reception are enhanced. By this
means, each user can improve his own received SINR.20 The use of smart antennas for
CCI cancellation offers the opportunity to accommodate multiple co-channel users within
the same frequency band. This concept is referred to as space-division multiple access
(SDMA). For cellular networks, for example, it was shown that network capacity in terms
of users per cell can be enhanced significantly by means of SDMA techniques [WSG94].
The concept of antenna arrays with adaptive beam patterns is not new. It has its ori-
gins in the field of radar and aerospace technology [Chr00], especially in applications such
as target tracking and high-resolution remote sensing. Early publications on the use of an-
tenna arrays for interference suppression date back to the 1960’s [How65]. Similarly, pub-
lications on adaptive beamforming algorithms can be traced back to the 1970’s [App76].
However, intensive research on smart antenna techniques for wireless communication sys-
tems started only in the 1990’s, e.g. [SBEM90].
A detailed overview concerning the use of adaptive antenna arrays in wireless com-
munication systems is provided in [God97]. Further tutorial-style articles that consider
the topic of beamforming can be found in [Gab92,PP97,Win98,Koh98,SGGP99,Chr00,
LFV01,ML02,SBM+04,AH04,SPSH04].
20In the case of exact nulling, the directions of all co-channel interferers must be known. Alternatively,
it is also possible to optimize the SINR at the combiner output without explicit knowledge of the directions
of all co-channel interferers [God97]. For example, the well-known Capon beamformer [Cap69] requires
solely the direction of the desired source signal.
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Combinations with Spatial Multiplexing and Spatial Diversity Techniques
Smart antenna techniques employed for array gains or CCI suppression can readily be
combined with spatial multiplexing or spatial diversity techniques. However, in or-
der to achieve a good overall performance, the beamforming scheme should be adapted
to the underlying spatial diversity/spatial multiplexing technique. MIMO transmission
schemes that combine ideas of beamforming with spatial multiplexing or spatial diver-
sity techniques were considered in [NBP01,WVF03, HLHS03, SS03, ZDZY03, CBRB04,
KC04, NSL04, LL05a, GPPF05, LH05b, LH05c, RR06a] and [WSG94, JSO02, SP02, LI02,
NTC02, LLC03,MWC03, CC03, ZG03a, PZS04, AQ04, BRW04, Lo04, BE04, JS04a, Ale04,
vF04,HG04,LH05d,LJ05,CGZ05,LCL05a,PPPL06], respectively. A particularly simple
solution is to build a hybrid system, where a switching between the different techniques
is possible, see e.g., [FPKH05]. At any time, the best transmission strategy can thus be
chosen, depending on the current properties of the wireless channel and the requested
quality of service (QoS). An interesting performance comparison between beamforming,
spatial multiplexing, and spatial diversity techniques (from a QoS point of view) was, for
example, presented in [IN04].
2.1.4 Other Classifications of Multiple-Antenna Techniques
As discussed above, transmission and reception techniques for multiple-antenna systems
can roughly be divided into spatial multiplexing techniques, spatial diversity techniques,
and smart antenna techniques (see Fig. 2.4 for an overview). In addition to this classifi-
cation, there are other options for categorizing multiple-antenna techniques:
• SIMO, MISO, and MIMO techniques
Transmission techniques for multiple-antenna systems can be distinguished accord-
ing to the number of transmit and receive antennas used. Techniques that utilize
multiple receive antennas, but only a single transmit antenna (such as diversity
reception schemes) are referred to as single-input multiple-output (SIMO) tech-
niques in the literature. Similarly, techniques that utilize multiple transmit anten-
nas, but only one receive antenna are called multiple-input single-output (MISO)
techniques. Finally, techniques that require multiple antennas at both ends of the
wireless link (e.g., spatial multiplexing techniques such as the BLAST scheme) are
called multiple-input multiple-output (MIMO) techniques.
• Open-loop, closed-loop, and non-coherent techniques
Transmission techniques for multiple-antenna systems that require no channel
knowledge at the transmitter are referred to as open-loop techniques, because no
feedback of channel state information from the receiver to the transmitter is re-
quired [DGI+02, LH04b]. For example, space-time coding techniques and spatial
multiplexing techniques such as the BLAST scheme are typical open-loop tech-
niques. In contrast to this, transmission techniques that require full or partial
channel knowledge at the transmitter (such as transmitter-sided beamforming tech-
niques) are called closed-loop techniques. Transmission techniques that require chan-
nel knowledge neither at the transmitter nor at the receiver are called non-coherent
32 CHAPTER 2. WIRELESS SYSTEMS WITH MULTIPLE ANTENNAS
Spatial multiplexing techniques
Spatial diversity techniques
BLAST (one−dimensional coding + SIC)
BLAST−like schemes with stochastic detection algorithms (PDA, particle filtering, ...)
Multilayer ST−IDM, Turbo−BLAST (separation with interleavers, iterative detection)
BLAST−like schemes with (reduced−state) joint detection (e.g., trellis−based)
Diversity reception schemes
Linear combining techniques (MRC, EGC, SD)
Space−time coding schemes
Space−time codes (STTCs, OSTBCs, square−matrix embeddable STBCs,
diagonal algebraic STBCs, quasi−orthogonal STBCs, recursive STTCs,
super−orthogonal STTCs, super−quasi−orthogonal STTCs, ...)
High−rate space−time transmission schemes (linear dispersion codes,
RA codes, LDPC codes, ST−IDM, ...)
Space−time coding schemes for ISI channels (STTCs/ STBCs with OFDM,
Differential space−time transmission schemes
optimized delay diversity, TR−STBC, ...)
Smart antennas for SNR gains
Beamforming techniques
Smart antennas for CCI suppression and SDMA
Transmit diversity schemes (Alamouti′s scheme, delay diversity)
Figure 2.4: Overview of multiple-antenna techniques.
techniques [DASC04]. For example, the differential/non-coherent space-time trans-
mission techniques discussed in Section 2.1.2 are an important class of non-coherent
multiple-antenna techniques.
• Narrowband and broadband techniques
Transmission techniques that are designed for frequency-flat fading channels are
called narrowband techniques. For example, OSTBCs or the original BLAST scheme
are typical narrowband techniques. In contrast to this, transmission techniques
that are suitable for frequency-selective fading channels (e.g., multiple-antenna tech-
niques that are based on OFDM) are referred to as wideband or broadband tech-
niques in the literature [AFS+02].
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On a system level, MIMO systems can be categorized as follows:
• Single-user and multiuser MIMO systems
In a single-user MIMO system, a point-to-point communication with multiple an-
tennas is performed between a single user and a remote network node (e.g., a
base station, an access point, or another user). Correspondingly, in a multiuser
MIMO system a point-to-multipoint communication (broadcast scenario) [SPSH04]
or a multipoint-to-point communication (multiple-access scenario) [DASC04] is per-
formed between multiple users and a remote network node.
• Co-located and distributed MIMO systems
In a co-located MIMO system, the antennas at transmitter and receiver are part of
some sort of antenna array. In contrast to this, in a distributed MIMO system the
antennas at the transmitter and/or the receiver side are spatially distributed on a
large scale (cf. Section 1.2).
2.1.5 Focus of the Thesis
The focus of this thesis is on single-user systems (SIMO-, MISO-, or MIMO systems)
with co-located or distributed antennas (see Chapter 3 for more details). Both narrow-
band and broadband techniques are considered. Broadband techniques are of particular
interest for distributed MIMO systems, because different relative propagation delays can
cause ISI effects, as will be seen in Chapter 5. Throughout this thesis, focus will be on
spatial diversity techniques operating in an open-loop fashion, although in Chapter 4 also
the use of (statistical) channel knowledge at the transmitter side is investigated.
2.2 System and Channel Model
This section introduces the channel model for a general multiple-input multiple-output
(MIMO) system, which constitutes the theoretical basis throughout this thesis. The topic
of channel modeling for multiple-antenna systems has received much interest during the
last couple of years, see [PP97, ECS+98,Koh98,GSS+03,PGNB04] for an overview. In
fact, it is still an active field of research. On the one hand, accurate channel models are
required, in order to predict the theoretical limits of real-world MIMO systems. On the
other hand, they are indispensable for designing novel transmitter and receiver techniques
and assessing their efficiency in realistic environments.
Channel models for MIMO systems can roughly be divided into physical and stochastic
channel models. Physical channel models reflect certain physical characteristics of wireless
communication scenarios. Often, they explicitly model signal propagation via distinct
paths associated with significant reflectors and diffractors in the vicinity of transmitter
and receiver. Typically, these models include several physical parameters such as antenna
pattern characteristics, spatial scatterer distribution, and angles of departure and arrival.
In contrast to this, stochastic channel models are rather abstract and try to reduce the
number of required parameters to a minimum, while retaining a sufficiently accurate
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description of the MIMO channel. Physical channel models for MIMO systems were,
for example, proposed in [RC98, RJ99,WJ02, ZFW02], while stochastic channel models
can be found in [PBKM00,KSP+02,XWL+04]. Moreover, numerous models have been
suggested that try to build a bridge between physical and stochastic approaches, e.g.,
[PMF00,CFK+00,PMT01,BGP02,ITE02,Mue02a,Say02,GBGP02,XCHV04,BT04b]. In
addition to this, there are some MIMO channel models which are based on extensive
measurement campaigns, e.g., [WJSJ03,CLW+03,KCVW03]. However, the majority of
channel models available in the literature is based on a statistical description, because an
accurate deterministic description is often not feasible.
Within the scope of this thesis, we will make use of a stochastic channel model. To
this end, we derive a statistical discrete-time channel model for a general MIMO system
with M transmit and N receive antenna, which includes the effects of time-variance,
intersymbol interference (ISI), and spatial fading correlations. Later, certain special cases
being of particular interest will be derived from this model.
Throughout this thesis, the employed modulation scheme, the physical channel, and
the receive filter are assumed to be linear. The first two steps of the channel modeling
process are presented in detail in Appendix F. In the first step, a physical view on
multipath signal propagation from a single transmit antenna to a single receive antenna
is developed, see also [RC98,BGP02,Mue02a,XCHV04]. In the second step a statistical
multipath signal propagation model is derived in a transparent fashion. A summary of
the most important results required in the sequel is given in Section 2.2.1. Based on the
statistical multipath signal propagation model, we then arrive at a discrete-time MIMO
channel model (Section 2.2.2), where we basically follow [Hoe92,XWL+04]. As a novel
contribution, a rigorous analysis of the statistical properties of the discrete-time MIMO
channel model is presented, and a simple and statistically accurate method for simulating
block-fading MIMO channels is stated (Section 2.2.3). Finally, alternative fading models
that are of interest in this thesis are discussed in Section 2.2.4.
Since we consider digital communication systems, where all signal processing tasks
of interest are carried out in the baseband domain, we will use the complex baseband
representation throughout this thesis (i.e., we do not consider the up- and down-conversion
of transmitted and received signals). The mathematical notation used in the sequel is
introduced in Appendix B. Moreover, important mathematical definitions are included
in Appendix C and D.
2.2.1 Statistical Multipath Signal Propagation Model
In the following, the most important results concerning the statistical multipath signal
propagation model derived in Appendix F are summarized, and the underlying assump-
tions are highlighted.
We consider a point-to-point link between a transmitter equipped with M antenna
elements and a receiver equipped with N antenna elements. It is assumed that transmitter
and receiver are situated in a typical wireless communication scenario (see Fig. F.1 in
Appendix F), where the transmitted signals are subject to multipath signal propagation,
due to reflections, diffuse scattering, and diffraction [Jak74]. For the time being, we
focus on a continuous-time signal propagation model. To this end, let sµ(t) denote the
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continuous-time signal transmitted from the µth antenna element (1≤ µ≤M), where t
denotes the absolute time.
In the sequel, let fν,µ(τn, t) denote the overall complex gain factor associated with the
µth transmit antenna element (1≤µ≤M), the νth receive antenna element (1≤ν≤N),
the absolute time t, and the nth resolvable relative signal delay τn (0≤n≤Nτ−1), where
0≤τ0<...<τn<...<τNτ−1=:τmax. The gain factors fν,µ(τn, t) exhibit a fading amplitude,
due to constructive and non-constructive superposition of multiple signal components
associated with the same relative delay τn. Assuming a rich-scattering environment, the
complex gain factors fν,µ(τn, t) can be modeled as circularly symmetric complex Gaussian
random variables [Hoe92], i.e.,
fν,µ(τn, t) ∼ CN (f¯ν,µ,n, σ2fν,µ,n) (2.1)
(cf. Definition C.9 in Appendix C), where f¯ν,µ,n := E{fν,µ(τn, t)} denotes the mean and
σ2fν,µ,n := E{|fν,µ(τn, t)− f¯ν,µ,n|2} the variance of fν,µ(τn, t), i.e., the magnitudes of the
gain factors fν,µ(τn, t) are characterized by Rayleigh or Rice fading. Throughout this
thesis, we assume that only the first gain factor fν,µ(τ0, t) may contain a line-of-sight
(LoS) component (τ0=0), cf. Remark F.2 in Appendix F. However, for the time being
we assume f¯ν,µ,0=0 for simplicity.
Throughout this thesis, we assume that the wireless channel is wide-sense stationary
(WSS) with uncorrelated scattering (US) [Bel63], cf. Assumption F.3 in Appendix F.
Uncorrelated scattering implies that two gain factors fν,µ(τn, t) and fν,µ(τn′ , t) associated
with different discrete delays are uncorrelated, i.e., their covariance (for a fixed time t) is
given by
σ2fν,µ,n,n′ := E{fν,µ(τn, t) f ∗ν,µ(τn′ , t)} = σ2fν,µ,n δ[n−n′]. (2.2)
Wide-sense stationarity implies that the statistical properties of the gain factors fν,µ(τn, t),
such as the spatial covariances
E{fν,µ(τn, t) f ∗ν′,µ′(τn, t)} =:
{
σ2fν,µ,ν′,µ′,n for µ
′ 6=µ or ν ′ 6=ν
σ2fν,µ,n for µ
′=µ and ν ′=ν
, (2.3)
are time-invariant. Specifically, the auto-correlation function
Rfν,µ,n(t+∆t, t) := E{fν,µ(τn, t) f ∗ν,µ(τn, t+∆t)}/σ2fν,µ,n (2.4)
depends only on the time difference ∆t, but not on the absolute time t. Furthermore, we
assume that spatial and temporal correlation properties may be modeled independently,
cf. Assumption F.4. Correspondingly, we set the spatio-temporal correlations to
E{fν,µ(τn, t) f ∗ν′,µ′(τn, t+∆t)}√
σ2fν,µ,nσ
2
fν′,µ′,n
=: ρfν,µ,ν′,µ′,n ·Rfν,µ,n(t+∆t, t), (2.5)
where the parameters
ρfν,µ,ν′,µ′,n :=
σ2fν,µ,ν′,µ′,n√
σ2fν,µ,nσ
2
fν′,µ′,n
, (2.6)
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denote the spatial fading correlations.
Finally, we will mainly employ the Kronecker correlation model throughout this
thesis (cf. Assumption F.5), i.e., we assume that the spatial correlations ρfν,µ,ν′,µ′,n
(µ, µ′=1, ...,M , ν, ν ′=1, ..., N , n=0, ..., Nτ−1) can be written as products
ρfν,µ,ν′,µ′,n = ρfν,µ,ν,µ′,n · ρfν,µ,ν′,µ,n =: ρfµ,µ′,n · ρfν,ν′,n (2.7)
of transmit and receive antenna correlations. The Kronecker correlation model was shown
to be quite accurate, in order to model the spatial correlation properties of practical MIMO
channels [XWL+04], at least for co-located systems with a moderate number of transmit
and receive antennas [OHW+03]. Possible generalizations of the Kronecker model will
be discussed in Section 3.3. As shown in Appendix F, the transmit and receive antenna
correlations can be computed according to
ρfµ,µ′,n =
∫ 2π
0
pϑd(ϑd) e
j(ϕTx,µ(ϑd)−ϕTx,µ′ (ϑd)) dϑd, (2.8a)
ρfν,ν′,n =
∫ 2π
0
pϑa(ϑa) e
j(ϕRx,ν(ϑa)−ϕRx,ν′ (ϑa)) dϑa, (2.8b)
where ϑd denotes the angle of departure (AoD), ϑa the angle of arrival (AoA), pϑd(ϑd)
the angular probability density function (PDF) of the transmitter-sided power azimuth
spectrum (PAS), pϑa(ϑa) the angular PDF of the receiver-sided PAS, and ϕTx,µ(ϑd) and
ϕRx,ν(ϑa) the phase terms of the transmit and the receive antenna array, respectively.
Numerical examples for the transmit and receive antenna correlations can be found in
Example F.2 in Appendix F, for different antenna geometries and different power azimuth
spectra.
We have now arrived at a statistical multipath signal propagation model for a general
MIMO system with M transmit and N receive antennas, which includes the effects of
spatial and temporal fading correlation. Altogether, the correlations of the complex gain
factors fν,µ(τn, t) are given by [XWL+04]
E{fν,µ(τn, t) f ∗ν′,µ′(τn′ , t+∆t)}√
σ2fν,µ,nσ
2
fν′,µ′,n′
= ρfν,µ,ν′,µ′,n ·Rfν,µ,n(t+∆t, t) · δ[n−n′], (2.9)
where µ, µ′=1, ...,M , ν, ν ′=1, ..., N , and n, n′=0, ..., Nτ−1. It should be noted that the
above statistical multipath signal propagation model does not include antenna coupling
effects (cf. Remark F.8 in Appendix F). Within the scope of this thesis, we will only focus
on the aspect of antenna correlation, i.e., we will always assume that antenna spacings
are large enough so that mutual coupling effects can be neglected.
So far, a continuous-time signal propagation model was considered. In a digital com-
munication system, however, the transmitted signals sµ(t) carry discrete-time data sym-
bols that are drawn from a finite alphabet A. State-of-the-art receivers first filter and
sample the received signals, and then recover the transmitted data symbols by means
of discrete-time signal processing. Correspondingly, it is useful to define a discrete-time
channel model [For72], which comprises the continuous-time physical channel model, (ana-
log) filters at transmitter and receiver, and the sampling, including the sampling rate and
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the sampling phase. Based on the above results, we derive in the following a statistical
discrete-time channel model for a general MIMO system, which results in a convenient
matrix-vector representation (see also [XWL+04]).
2.2.2 Statistical Discrete-Time Channel Model
From the above statistical multipath signal propagation model we move on to a statistical
discrete-time MIMO channel model, which will constitute the theoretical basis for the
remainder of the thesis. To this end, we consider the transmission model depicted in
Fig. 2.5. For the time being, we focus on a single link from the µth transmit antenna to
the νth receive antenna.
Throughout this thesis we assume a linear modulation scheme, i.e., the transmitted
signals (in complex baseband representation) can be written as
sµ(t) =
+∞∑
k=−∞
xµ[k] gTx(t−kT ), (2.10)
(µ=1, ...,M), where xµ[k] ∈ IC denotes the kth data symbol transmitted via the µth an-
tenna, k denotes the discrete time index, gTx(t) a (fixed) analog pulse shaping filter, which
is assumed to be identical for all transmit antennas, and T denotes the symbol duration.
The data symbols xµ[k] are assumed to be drawn from a (complex-valued) Q-ary signal
constellation A, for example a Q-ary phase-shift-keying (PSK) constellation. Moreover,
we assume that the pulse shaping filter gTx(t) is strictly bandlimited with a one-sided
bandwidth B that is small compared to the carrier frequency. Throughout this thesis,
we consider coherent demodulation at the receiver. Correspondingly, the continuous-time
received signal at the νth receive antenna before receive filtering (including multipath
signal propagation and additive noise) results as21
rν(t) =
M∑
µ=1
Nτ−1∑
n=0
fν,µ(τn, t) sµ(τ−τn)
∣∣∣∣
τ=t
+ wν(t) (2.11a)
=
M∑
µ=1
+∞∑
k=−∞
xµ[k]
Nτ−1∑
n=0
fν,µ(τn, t) gTx(τ−τn−kT )
∣∣∣∣
τ=t
+ wν(t) (2.11b)
(1≤ν≤N). As discussed in Appendix F, the resolvable delays 0≤τ0<...<τNτ−1=τmax
are assumed to be identical for all transmit-receive antenna pairs. Moreover, the means
f¯ν,µ,n of the complex gain factors fν,µ(τn, t) are assumed to be zero for all delays τn > 0
(cf. Remark F.2 in Appendix F). Finally, the noise term wν(t) is assumed to be an additive
(temporally and spatially) white Gaussian noise (AWGN) process with
E{wν(t)wν′(t′)} = N0 · δ(t−t′) · δ[n−n′], (2.12)
where N0 denotes the two-sided noise power density in the equivalent complex baseband.
21In the case of non-coherent reception, the complex gain factors fν,µ(τn, t) will be associated with
additional phase terms.
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Figure 2.5: Transmission model under consideration.
At the receiver, the signals rν(t) (ν=1, ..., N) are filtered and sampled. In the case
of a single transmit antenna (M=1), the optimum linear receive filter (in the sense of
maximizing the SNR at the filter output) is known to be a matched filter (MF) adapted
to the time-varying impulse response composed by the pulse shaping filter gTx(t) and the
physical channel22 [For72]. However, in a practical system fixed receive filters are often
more viable, due to a simpler implementation [Hoe92]. In the sequel, we therefore assume
a fixed receive filter gRx(t) that is identical for all receive antennas. The (finite) one-sided
bandwidth of the receive filter is denoted as BRx ≥B, and it is assumed that the filter
gRx(t) does not exhibit any spectral zeros within the signal bandwidth B. This ensures
that no spectral information is discarded through receive filtering. In the following, let
g(t) :=
∫ +∞
−∞
gTx(t
′) gRx(t−t′) dt′ (2.13)
denote the overall impulse response of transmit and receive filtering. Throughout this
thesis, we assume that the physical channel is slowly time-varying, i.e., the complex gain
factors fν,µ(τn, t) can be regarded as constant during the time interval spanned by the
impulse response g(t). The filtered received signal of the νth receive antenna can then be
written as
yν(t) =
M∑
µ=1
+∞∑
k=−∞
xµ[k]
Nτ−1∑
n=0
fν,µ(τn, t) g(τ−τn−kT )
∣∣∣∣
τ=t
+ nν(t), (2.14)
where
nν(t) :=
∫ +∞
−∞
wν(t
′) gRx(t−t′) dt′ (2.15)
denotes the filtered noise process. The overall (time-varying) impulse response for the link
from the µth transmit antenna to the νth receive antenna, containing the pulse shaping
filter, the physical channel, and the receive filter, is in the following denoted as
hν,µ(τ, t) :=
Nτ−1∑
n=0
fν,µ(τn, t) g(τ−τn). (2.16)
22Since the optimum receive filter colors the noise, it is often used in conjunction with a (discrete-time)
whitening filter.
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After receive filtering, the continuous-time signals yν(t) are sampled. Within the scope of
this thesis, we focus on symbol-rate sampling (sampling rate 1/T ). Moreover, we assume
that the same sampling phase ǫ ∈ [0, T ) is used for all receive antennas23. This yields the
following discrete-time channel model for the νth receive antenna:
yν [k] := yν(t=kT+ǫ) =
M∑
µ=1
L∑
l=0
hν,µ,l[k]xµ[k − l] + nν [k], (2.17)
where yν [k] denotes the kth received sample of the νth receive antenna, L the effective
memory length of the discrete-time channel model24, and nν [k] :=nν(t= kT+ǫ) the kth
discrete-time noise sample at the νth receive antenna. The variance of the noise samples
nν [k] (ν=1, ..., N) is in the sequel denoted as σ
2
n. The complex channel coefficients hν,µ,l[k]
(l=0, ..., L) are defined as
hν,µ,l[k] := hν,µ(lT+ǫ, kT+ǫ) =
Nτ−1∑
n=0
fν,µ(τn, kT ) g(lT+ǫ−τn), (2.18)
where we have used that fν,µ(τn, kT+ǫ)=fν,µ(τn, kT ), due to the assumption of a slowly
time-varying physical channel. The channel coefficients hν,µ,l[k] (l = 0, ..., L) can be in-
terpreted as the coefficients of a time-varying discrete-time finite-impulse-response (FIR)
filter. For convenience, they are collected in the vector
hν,µ[k] := [hν,µ,0[k], . . . , hν,µ,l[k], . . . , hν,µ,L[k] ]
T. (2.19)
Since we have assumed identical transmit and receive filters for all antennas as well as
identical discrete delays τn, the effective memory length L is the same for all transmit-
receive antenna pairs. The discrete-time channel model for the νth receive antenna is
depicted in Fig. 2.6.
Transmit and Receive Filter
Since the pulse shaping filter gTx(t) is required to be strictly bandlimited, the use of
an ideal rectangular impulse response is not feasible, because the associated spectrum
corresponds to a sinc function sin(x)/x. Similarly, an ideal low-pass behavior of the
(baseband) receive filter gRx(t) cannot be realized in practice, because this would require
a sin(x)/x pulse shaping filter in time domain. In this thesis, we assume that the pulse
shaping filter gTx(t) is a square-root Nyquist filter, specifically, a root-raised cosine filter
with roll-off factor r (0≤r≤1) and one-sided bandwidth B. Note that root-raised cosine
filters are widely used in practical systems [Pro01, Ch. 9.2]. Moreover, we assume that
the receive filter gRx(t) is matched to gTx(t), i.e., gRx(t) :=g
∗
Tx(−t).25 This choice of gTx(t)
23This assumption is not crucial, since different sampling phases may be represented by shifting the
impulse responses of the physical channel accordingly.
24Strictly speaking, the memory length of the discrete-time channel model is, in general, infinite, be-
cause theoretically the overall impulse response g(t) is of infinite length (due to the limited bandwidth).
However, practical impulse responses typically decay significantly for large absolute values of t. Corre-
spondingly, one can find a certain window l ∈ [−L1,+L2] such that channel coefficients hν,µ,l[k] with
l<−L1 or l>+L2 have a very small average power and can therefore be neglected [Hoe92]. For simplicity,
we define the index l such that the window of interest is l ∈ [0, L].
25Since gTx(t) is real-valued and symmetrical with respect to t=0, we actually have gRx(t)=gTx(t).
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Figure 2.6: Discrete-time channel model for the νth receive antenna.
and gRx(t) has several important consequences:
• Due to the square-root Nyquist property of gRx(t), the receive filter in conjunction
with symbol-rate sampling does not color the sampled noise process, i.e., the sampled
noise process at the receive filter output is still white.
• The overall impulse response of transmit and receive filtering, g(t), is a cosine roll-
off impulse with roll-off factor r and one-sided bandwidth B (cf. Definition C.1,
Appendix C). Correspondingly, it fulfills the first Nyquist criterion [Pro01, Ch. 9.2],
while the sampling rate has to be chosen as
1
T
:=
2B
1 + r
(2.20)
(symbol-rate sampling). We assume that the sampling is always performed with
respect to the delay τ0, i.e., the sampling phase ǫ is chosen such that
g(lT+ǫ−τ0) = δ[l − l0], (2.21)
where l0 is an appropriate integer number not necessarily equal to zero.
• Due to the Nyquist property of g(t), the following holds: If the maximum delay τmax
of the physical channel is very small in comparison with the symbol duration T (i.e.,
Nτ =1) and if the sampling phase ǫ is chosen in accordance with (2.21), intersymbol-
interference (ISI)-free transmission is possible. In this case, the effective channel
memory length L is equal to zero (frequency-flat fading). However, if τmax is not
significantly smaller than T , ISI effects between subsequent (in time domain) data
symbols xµ[k] will in general be inevitable (frequency-selective fading, L>0).
• In the case of a slowly time-varying flat fading channel, the choice of the receive filter
gRx(t) is optimal in the sense of maximizing the SNR at the filter output [Hoe92].
However, in the case of fast fading or significant delays τn, this is typically not the
case anymore.
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• Given a frequency-flat fading channel with an arbitrary fading rate, the choice of
the receive filter gRx(t) is still optimal in the sense that the received samples yν [k]
provide a set of sufficient statistics for maximum-likelihood (ML) detection of the
transmitted data symbols xµ[k], since no spectral information is discarded by the
receive filter [MOP94].
Matrix-Vector Model
In the subsequent chapters, we will often use the following matrix-vector representation
of the above discrete-time MIMO channel model. The transmitted data symbols xµ[k],
µ=1, ...,M , are collected in an (M×1)-transmitted vector
x[k] := [x1[k], . . . , xµ[k], . . . , xM [k] ]
T, (2.22)
the noise samples nν [k], ν=1, ..., N , are collected in an (N×1)-noise vector
n[k] := [n1[k], . . . , nν [k], . . . , nN [k] ]
T, (2.23)
and the received samples yν [k], ν=1, ..., N , are collected in an (N×1)-received vector
y[k] := [ y1[k], . . . , yν [k], . . . , yN [k] ]
T. (2.24)
Moreover, the channel coefficients hν,µ,l[k] associated with the same index 0≤ l≤L, are
collected in an (N×M)-channel matrix
Hl[k] :=


h1,1,l[k] . . . h1,µ,l[k] . . . h1,M,l[k]
...
. . .
...
. . .
...
hν,1,l[k] . . . hν,µ,l[k] . . . hν,M,l[k]
...
. . .
...
. . .
...
hN,1,l[k] . . . hN,µ,l[k] . . . hN,M,l[k]

 . (2.25)
The discrete-time MIMO channel model is thus given by26
y[k] =
L∑
l=0
Hl[k]x[k − l] + n[k]. (2.26)
In the sequel, we consider some important special cases of (2.26).
(a) Quasi-static fading/block fading
We will often assume that the channel coefficients hν,µ,l[k] are (quasi-) static over a
certain time interval, e.g., over the duration of a complete block of Nb subsequently
transmitted data vectors x[k], where Nb denotes the block length. This assumption
is reasonable when transmitter and receiver either have fixed positions or move with
a moderate speed (provided that the block length is sufficiently small). Within a
single data block, the time index k of the channel matrices Hl[k] (l=0, ..., L) can
therefore be dropped.
26In a MIMO system where strict channel reciprocity holds, the discrete-time MIMO channel model
(2.26) can be used both for the forward and the reverse link (see Remark F.9 in Appendix F).
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Remark 2.1 (Block-fading assumption)
We will often consider the average or the outage performance of (distributed and
co-located) MIMO systems in terms of system capacity or error performance.
To this end, we will assume that the MIMO channel changes randomly from one
transmitted data block to the next. In other words, for different data blocks
the channel matrices Hl are modeled as statistically independent realizations
of a matrix random variable Hl.
(b) Flat fading
In the case of frequency-flat fading (L=0), the discrete-time MIMO channel model
(2.26) reduces to
y[k] = H[k]x[k] + n[k], (2.27)
where the index l=0 of the channel matrix has been dropped for convenience. As
discussed above, the assumption of flat fading is reasonable, when the maximum
delay τmax of the physical channel is small compared to the symbol duration T ,
due to the Nyquist property of g(t). In addition to this, the flat-fading channel
model (2.27) is also relevant for MIMO systems employing a multicarrier technique,
such as OFDM or multicarrier (MC)-CDMA [HP97,HMCK03], for modeling data
transmission within the quasi-flat sub-bands. Specifically, if Nc denotes the number
of carriers, the overall multicarrier MIMO system can again be described by a larger
matrix-vector model similar to (2.27), using a channel matrix of size (NNc×MNc)
comprising the correlation properties of the channel coefficients in the spatial and
in the frequency domain.27
Finally, in the case of quasi-static flat fading, we will sometimes use the following
convenient channel model for a block-wise transmission:
Y = HX+N, (2.28)
where
Y := [y[0], . . . , y[k], . . . , y[Nb−1] ], (2.29a)
X := [x[0], . . . , x[k], . . . , x[Nb−1] ], (2.29b)
N := [n[0], . . . , n[k], . . . , n[Nb−1] ]. (2.29c)
For convenience, we have dropped the time index k and the index l=0 for the
channel matrix H, cf. (2.26) and (2.27).
(c) SIMO and MISO systems
Given a SIMO system, the discrete-time MIMO channel model (2.26) reduces to
y[k] =
L∑
l=0
hSIMO,l[k]x[k − l] + n[k], (2.30)
27In the case of MIMO-OFDM, the resulting channel model can be decoupled for different carriers.
Similarly, in the case of MIMO-MC-CDMA with frequency-domain spreading, the resulting channel model
can be decoupled for different frequency ‘clusters’.
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where the (N×1)-channel vector hSIMO,l[k] is given by
hSIMO,l[k] := [h1,1,l[k], . . . , hν,1,l[k], . . . , hN,1,l[k] ]
T. (2.31)
The index µ=1 of the transmitted data symbol has been dropped for convenience.
Similarly, given a MISO system, (2.26) reduces to
y[k] =
L∑
l=0
hMISO,l[k]x[k − l] + n[k], (2.32)
where the (1×M)-channel vector hMISO,l[k] is given by
hMISO,l[k] := [h1,1,l[k], . . . , h1,µ,l[k], . . . , h1,M,l[k] ]. (2.33)
The index ν=1 of the received sample has been dropped for convenience.
In the following, a rigorous analysis of the statistical properties of the discrete-time channel
model (2.26) is presented.
2.2.3 Analysis of the Statistical Properties
According to (2.18), the channel coefficients hν,µ,l[k] result from a weighted sum of sta-
tistically independent (complex) Gaussian random variables and are thus also Gaussian
distributed [Pro01, Ch. 2.1.4], i.e.,
hν,µ,l[k] ∼ CN (h¯ν,µ,l, σ2hν,µ,l). (2.34)
Correspondingly, the (joint) statistical properties of the channel coefficients are fully cap-
tured by the means h¯ν,µ,l, the variances σ
2
hν,µ,l
, and the complete set of covariances/ cor-
relations between any two channel coefficients hν,µ,l[k] and hν′,µ′,l′ [k
′]. In the case of a
non-zero mean channel coefficient hν,µ,l[k], the associated average power is in the sequel
denoted as Ωhν,µ,l :=E{|hν,µ,l[k]|2}= |h¯ν,µ,l|2+σ2hν,µ,l .
Since g(t) is a Nyquist impulse and sampling is performed with respect to the delay τ0,
the mean values h¯ν,µ,l are given by
h¯ν,µ,l =
Nτ−1∑
n=0
E{fν,µ(τn, kT ) g(lT+ǫ−τn)} = f¯ν,µ,0 · δ[l − l0] (2.35)
(since only the first gain factor fν,µ(τ0, t) may contain a LoS component). Correspondingly,
the channel coefficient hν,µ,l0 [k] can be written as
hν,µ,l0 [k] = f¯ν,µ,0 + h˘ν,µ,l0 [k], (2.36)
where h˘ν,µ,l0 [k] ∼ CN (0, σ2hν,µ,l0 ) represents the Rayleigh-fading component of hν,µ,l0 [k]. All
other channel coefficients hν,µ,l[k] (l 6= l0) have zero means. The variances σ2hν,µ,l (l=0, ..., L)
result as
σ2hν,µ,l =
Nτ−1∑
n=0
σ2fν,µ,n g
2(lT+ǫ−τn), (2.37)
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where we have used that g(t) is real-valued and that fν,µ(τn, t) and fν,µ(τn′ , t) are uncorre-
lated for n′ 6=n (WSSUS model). The variances σ2fν,µ,n (n=0, ..., Nτ−1) are specified in the
corresponding power delay profile pfν,µ (cf. Definition F.1 in Appendix F). In the case of
flat fading (Nτ =1), one obtains a single channel coefficient hν,µ,l0 [k] ∼ CN (f¯ν,µ,0, σ2fν,µ,0).
In this case, we will often set the index l0 to zero, in order to be in accordance with (2.26).
Definition 2.1 (Channel power profile)
Similar to the power delay profile (cf. Definition F.1 in Appendix F), we define the channel
power profile of the link between transmit antenna µ (1≤µ≤M) and receive antenna ν
(1≤ν≤N) as
phν,µ := [ σ
2
hν,µ,0
, . . . , |f¯ν,µ,0|2 + σ2hν,µ,l0 , . . . , σ
2
hν,µ,L
]T. (2.38)
In the case of pure Rayleigh fading, we have f¯ν,µ,0=0. A numerical example concerning
the channel power profile phν,µ is provided in Example F.3 in Appendix F. •
Triply-Selective MIMO System
In the sequel, we consider the case of pure Rayleigh fading for simplicity. Given Rician
fading (f¯ν,µ,0 6= 0), the following considerations apply only for the channel coefficients
hν,µ,l[k], l 6= l0, as well as for the Rayleigh component of hν,µ,l0 [k]. The LoS component of
hν,µ,l0 [k] must be considered separately.
Based on Section 2.2.1, one obtains the following expression for the correlation between
two channel coefficients hν,µ,l[k] and hν′,µ′,l′ [k
′]:
ρhν,µ,ν′,µ′,l,l′,k,k′ :=
1√
σ2hν,µ,lσ
2
hν′,µ′,l′
Nτ−1∑
n=0
√
σ2fν,µ,n σ
2
fν′,µ′,n
· ρfν,µ,ν′,µ′,n
× Rfν,µ,n [k′, k] · g(lT+ǫ−τn) g(l′T+ǫ−τn), (2.39)
where
Rfν,µ,n [k
′, k] := Rfν,µ,n(t
′=k′T+ǫ, t=kT+ǫ) = Rfν,µ,n(t
′=k′T, t=kT ). (2.40)
In order to arrive at the expression (2.39), we have employed the WSSUS model and the
assumption of independent spatial and temporal correlations. Due to the WSSUS as-
sumption, the correlations ρhν,µ,ν′,µ′,l,l′,k,k′ depend only on the difference (k−k′), but not on
the absolute time index k. For example, when using Clarke’s model for the temporal cor-
relations (cf. Remark F.7 in Appendix F), we obtain Rfν,µ,n [k
′, k]=J0(2πfD,max(k−k′)T ),
where J0(.) denotes the Bessel function of the first kind and order zero (cf. Definition C.4
in Appendix C) and fD,max the maximum Doppler frequency.
In the most general case, the MIMO system exhibits selectivity in time (due to motion
of transmitter or receiver), frequency (due to frequency-selective fading), and space (due
to spatial diversity). In this case, the complete set of correlations ρhν,µ,ν′,µ′,l,l′,k,k′ must be
taken into account, so as to obtain an accurate channel model. In this thesis, we will
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mostly consider quasi-static or block-fading scenarios with fD,max = 0. Correspondingly,
when considering a single data block, the expression (2.39) reduces to
ρhν,µ,ν′,µ′,l,l′ :=
1√
σ2hν,µ,lσ
2
hν′,µ′,l′
Nτ−1∑
n=0
√
σ2fν,µ,n σ
2
fν′,µ′,n
· ρfν,µ,ν′,µ′,n
× g(lT+ǫ−τn) g(l′T+ǫ−τn). (2.41)
Setting l′ := l, we obtain the spatial correlations between the channel coefficients hν,µ,l[k]
and hν′,µ′,l[k] (µ, µ
′=1, ...,M , ν, ν ′=1, ..., N):
ρhν,µ,ν′,µ′,l :=
1√
σ2hν,µ,lσ
2
hν′,µ′,l
Nτ−1∑
n=0
√
σ2fν,µ,n σ
2
fν′,µ′,n
· ρfν,µ,ν′,µ′,n · g2(lT+ǫ−τn). (2.42)
Furthermore, employing the Kronecker correlation model and considering the special cases
ν ′=ν and µ′=µ, we obtain
ρhµ,µ′,l :=
1√
σ2hν,µ,lσ
2
hν,µ′,l
Nτ−1∑
n=0
√
σ2fν,µ,n σ
2
fν,µ′,n
· ρfµ,µ′,n · g2(lT+ǫ−τn), (2.43a)
ρhν,ν′,l :=
1√
σ2hν,µ,lσ
2
hν′,µ,l
Nτ−1∑
n=0
√
σ2fν,µ,n σ
2
fν′,µ,n
· ρfν,ν′,n · g2(lT+ǫ−τn), (2.43b)
respectively. In particular, in the special case of flat fading (Nτ =1), we obtain ρhµ,µ′,l =
ρfµ,µ′,0 δ[ l−l0 ] and ρhν,ν′,l=ρfν,ν′,0 δ[ l−l0 ]. Finally, the intertap correlations between the
channel coefficients hν,µ,l[k] and hν,µ,l′ [k] (l, l
′=0, ..., L) are obtained from (2.41) by setting
µ′ :=µ and ν ′ :=ν:
ρhν,µ,l,l′ :=
1√
σ2hν,µ,lσ
2
hν,µ,l′
Nτ−1∑
n=0
σ2fν,µ,n · g(lT+ǫ−τn) g(l′T+ǫ−τn). (2.44)
A numerical example concerning the spatial correlations (2.43) is provided in Example F.3
in Appendix F.
Correlation Structure
In [XWL+04] it is claimed that the correlations ρhν,µ,ν′,µ′,l,l′,k,k′ according to (2.39) can
always be written as products of spatial correlations ρhν,µ,ν′,µ′,l , intertap correlations ρhν,µ,l,l′
and temporal correlations
ρhν,µ,l,k,k′ :=
1
σ2hν,µ,l
Nτ−1∑
n=0
σ2fν,µ,n ·Rfν,µ,n [k′, k] · g2(lT+ǫ−τn). (2.45)
However, it can easily be seen from (2.42), (2.44) and (2.45) that in general
ρhν,µ,ν′,µ′,l,l′,k,k′ 6= ρhν,µ,ν′,µ′,l · ρhν,µ,l,l′ · ρhν,µ,l,k,k′ . (2.46)
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Similarly, in the quasi-static scenario we find that in general
ρhν,µ,ν′,µ′,l,l′ 6= ρhν,µ,ν′,µ′,l · ρhν,µ,l,l′ , (2.47)
cf. (2.41), (2.42) and (2.44). Furthermore, it is claimed in [XWL+04] that the Kronecker
correlation model (2.7) applies also for the channel coefficients hν,µ,l[k]. However, this is
also not correct in general. Considering (2.42) and (2.43), it can be seen that in general
ρhν,µ,ν′,µ′,l 6= ρhµ,µ′,l · ρhν,ν′,l . (2.48)
An exception is the case of frequency-flat fading (L=0), where we can write
ρhν,µ,ν′,µ′,l = ρhµ,µ′,l · ρhν,ν′,l · δ[l−l0] = ρfµ,µ′,0 · ρfν,ν′,0 · δ[l−l0]. (2.49)
Another exception is stated in the following Example 2.1.
Example 2.1 (ISI channel with special spatial correlation property)
Consider a MIMO channel model where the variances σ2fν,µ,n (n=0, ..., Nτ−1) do not
depend on the antenna indices µ and ν. Moreover, assume that the spatial correla-
tions ρfµ,µ′,n and ρfν,ν′,n are identical for all indices n=0, ..., Nτ−1 (ρfµ,µ′,n=:ρfµ,µ′
and ρfν,ν′,n=:ρfν,ν′ ). In this case, (2.42) simplifies to
ρhν,µ,ν′,µ′,l :=
Nτ−1∑
n=0
σ2fν,µ,n · ρfµ,µ′ ρfν,ν′ · g2(lT+ǫ−τn)
Nτ−1∑
n=0
σ2fν,µ,n · g2(lT+ǫ−τn)
= ρfµ,µ′ ρfν,ν′ (2.50)
for all µ, µ′, ν, ν ′ and l=0, ..., L. 3
Correlation and Covariance Matrices for Quasi-Static Scenarios
In the following, we define a covariance matrix Qh for quasi-static scenarios, so as to
represent the correlation properties of the channel coefficients hν,µ,l in a compact form.
To this end, consider the overall channel coefficient vector
hov :=
[
vec(H0)
T, . . . , vec(Hl)
T, . . . , vec(HL)
T
]T
, (2.51)
where
vec(Hl) := [h1,1,l, . . . , hN,1,l, h1,2,l, . . . , hN,2,l, . . . , h1,M,l, . . . , hN,M,l ]
T
denotes vectorization of the matrix Hl, i.e., the column vectors of Hl are stacked in a
single column vector.
Definition 2.2 (Overall correlation/covariance matrix)
The overall covariance matrix, Qh, of size MN(L+1)×MN(L+1) is defined as
Qh := E{hov hHov} =

 Qh,0,0 . . . Qh,0,L... . . . ...
QHh,0,L . . . Qh,L,L

 , (2.52)
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where
Qh,l,l′ :=


√
σ2h1,1,lσ
2
h1,1,l′
· ρh1,1,1,1,l,l′ . . .
√
σ2h1,1,lσ
2
hN,M,l′
· ρh1,1,N,M,l,l′
...
. . .
...√
σ2hN,M,lσ
2
h1,1,l′
· ρhN,M,1,1,l,l′ . . .
√
σ2hN,M,lσ
2
hN,M,l′
· ρhN,M,N,M,l,l′

 . (2.53)
Note that Qh,l,l′ is in general not Hermitian for l
′ 6= l, whereas Qh is always Hermitian
(Qh=Q
H
h ). Obviously, Qh can be written as
Qh := Σh ⊙Rh, (2.54)
where ⊙ denotes element-wise multiplication (Hadamard product, cf. Definition D.3 in
Appendix D). Here
Σh=

 Σh,0,0 . . . Σh,0,L... . . . ...
ΣTh,0,L . . . Σh,L,L

 , Σh,l,l′=


√
σ2h1,1,lσ
2
h1,1,l′
. . .
√
σ2h1,1,lσ
2
hN,M,l′
...
. . .
...√
σ2hN,M,lσ
2
h1,1,l′
. . .
√
σ2hN,M,lσ
2
hN,M,l′

 (2.55)
denotes a weight matrix containing the variances of the channel coefficients hν,µ,l, and
Rh =

 Rh,0,0 . . . Rh,0,L... . . . ...
RHh,0,L . . . Rh,L,L

 , Rh,l,l′ =

 ρh1,1,1,1,l,l′ . . . ρh1,1,N,M,l,l′... . . . ...
ρhN,M,1,1,l,l′ . . . ρhN,M,N,M,l,l′

 (2.56)
denotes the overall correlation matrix. Some important properties of covariance and
correlation matrices are summarized in Appendix D, see Definition D.13. •
Definition 2.3 (Antenna correlation matrices)
In the flat-fading case (L=0), using the Kronecker correlation model we can write
ρhν,µ,ν′,µ′,l=ρhµ,µ′,l · ρhν,ν′,l · δ[l−l0], cf. (2.49). For convenience, we set ρhµ,µ′,l0 =:ρTx,µ,µ′
and ρhν,ν′,l0 =:ρRx,ν,ν
′ in the sequel. The overall correlation matrix Rh can then be ex-
pressed as the Kronecker product
Rh = Rh,Tx ⊗Rh,Rx (2.57)
(cf. Definition D.4 in Appendix D) of the transmit and receive antenna correlation matrix
Rh,Tx :=

 1 . . . ρTx,1,M... . . . ...
ρ∗Tx,1,M . . . 1

 and Rh,Rx :=

 1 . . . ρRx,1,N... . . . ...
ρ∗Rx,1,N . . . 1

 . (2.58)
The corresponding overall covariance matrix Qh thus results as
Qh = Σh ⊙ (Rh,Tx ⊗Rh,Rx) , (2.59)
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where
Σh =


σ2h1,1,l0
. . .
√
σ2h1,1,l0
σ2hN,M,l0
...
. . .
...√
σ2h1,1,l0
σ2hN,M,l0
. . . σ2hN,M,l0

 . (2.60)
•
Simple Method for Simulating Block-Fading Channels
To conclude this section, a simple and statistically accurate method is presented for sim-
ulating block-fading channels with selectivity in frequency and space. As earlier, we focus
on the case of Rayleigh fading, i.e., hν,µ,l ∼ CN (0, σ2hν,µ,l) for all indices ν, µ, l. Moreover,
we employ the Kronecker correlation model (2.7). Finally, we assume that the power
delay profiles pfν,µ (µ=1, ...,M , ν=1, ..., N) and the correlation values ρfµ,µ′,n , ρfν,ν′,n
(n=0, ..., Nτ−1) of the physical MIMO channel are given, as well as the overall impulse
response g(t) of transmit and receive filtering. The proposed simulation method contains
the following three steps:
(i) Compute all entries of the overall covariance matrix Qh according to (2.52)/(2.53),
using (2.37) and (2.41). The calculation of Qh has to be performed only once at
the beginning of the simulation.
(ii) For each new block of transmitted data symbols, generate an uncorrelated channel
vector h′ov of size MN(L+1)×1 with independent and identically distributed (i.i.d.)
entries ∼ CN (0, 1), i.e.,
Qh′ := E{h′ovh′Hov} = IMN(L+1). (2.61)
Note that the generated channel vectors h′ov must be statistically independent from
one data block to the next.
(iii) Compute the corresponding realization of the correlated channel vector according to
hov := Q
1/2
h h
′
ov (2.62)
(also for each block), where Q
1/2
h Q
1/2H
h =Qh. By this means, the resulting channel
vector hov is characterized by the desired covariance matrix:
E{hov hHov} = Q1/2h E{h′ov h′Hov}Q1/2Hh = Qh. (2.63)
The matrix Q
1/2
h has to be computed only once at the beginning of the simulation,
e.g., based on the eigenvalue decomposition (EVD) Qh=UΛU
H of Qh (cf. Defini-
tion D.11 in Appendix D):
Q
1/2
h = UΛ
1/2UH. (2.64)
Here U is a unitary matrix (cf. Definition D.7) containing the eigenvectors of Qh,
and Λ1/2 is a diagonal matrix containing the non-negative square-roots of the cor-
responding eigenvalues.28 The EVD of Qh can, for example, be obtained by means
28Since Qh is a Hermitian matrix, all eigenvalues are real-valued and greater than or equal to zero.
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of the Jacobian algorithm [Gv96, Ch. 8.4].
Remark 2.2 (Special case of frequency-flat fading)
In the special case of flat fading (L=0), we can directly write the spatially correlated
channel matrix H according to
H := Ξh ⊙
(
R
1/2
h,RxH
′R1/2h,Tx
)
, (2.65)
by using the Kronecker correlation model (2.49). Here, H′ denotes an uncorrelated
(N×M)-channel matrix with i.i.d. entries ∼ CN (0, 1) and the matrix Ξh is given
by
Ξh :=


√
σ2h1,1,l0
. . .
√
σ2h1,M,l0
...
. . .
...√
σ2hN,1,l0
. . .
√
σ2hN,M,l0

 . (2.66)
In MIMO systems with co-located transmit and receive antennas, it is reasonable to
assume that σ2hν,µ,l0
is the same for all indices ν, µ (cf. Remark F.3 in Appendix F).
In this case, we set σ2hν,µ,l0
:=σ2h for all ν, µ, and (2.65) simplifies to
H := R
1/2
h,RxH
′R1/2h,Tx, (2.67)
where H′ now has i.i.d. entries ∼ CN (0, σ2h).
2.2.4 Other Types of Fading
So far, we have only considered Rayleigh- and Rice-fading channel models, which are
widely used in the literature to model wireless communication systems in rich-scattering
environments (with or without LoS components).
Another common fading model also considered within the scope of this thesis is the
Nakagami-m fading model [Nak60] (cf. Definition C.13), where m denotes the Nakagami-
fading parameter. The Nakagami-m model is useful to analyze non-LoS scenarios, where
fading is either more severe or less severe than in the Rayleigh fading case. Possible values
for m are 0.5≤m<∞, where m=1 corresponds to Rayleigh fading, m<1 to more severe
fading, and m>1 to milder fading conditions. Further details of the Nakagami-m fading
model will be discussed in Section 3.3.
All of the above fading models (Rayleigh-, Rice-, and Nakagami-m fading) concern the
modeling of microscopic fading effects due to a constructive and non-constructive super-
position of scattered signal components. These fading models do not include shadowing
effects caused by major obstacles between transmitter and receiver (macroscopic fading).
For example, when a mobile user moves within an urban area, it can be expected that
not only the instantaneous SNR is subject to fluctuations (due to microscopic fading),
but also the average SNR (averaged over a medium time scale). A common model for
capturing the impact of macroscopic fading, which is also adopted in this thesis, is the
log-normal shadowing model [Suz77]. In this model, it is assumed that the average SNR
itself is a random variable characterized by a log-normal PDF (cf. Definition C.14), i.e.,
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the average SNR in dB is assumed to be Gaussian distributed. Within the scope of this
thesis, macroscopic fading effects are of particular interest in the context of distributed
MIMO systems (cf. Section 1.2). Further details of the log-normal shadowing model will
be discussed in Section 3.4.
2.3 Details of Some Space-Time Coding Schemes
The primary goal of transmit diversity and space-time coding schemes is to mitigate
the detrimental effects of fading on the error performance of wireless systems. This is
accomplished on the basis of a diversity gain and a coding gain, by sending redundant
signals over multiple transmit antennas. Indirectly, space-time codes can also be used to
enhance bit rates, when employed in conjunction with an adaptive modulation/channel
coding scheme [PSY+04].
The basic principle of space-time coding was already discussed in Section 2.1.2, along
with a detailed overview concerning the literature on space-time trellis codes (STTCs) and
space-time block codes (STBCs). In this chapter, some space-time coding schemes that are
of particular interest in this thesis are highlighted and discussed in more detail. Alamouti’s
transmit diversity scheme [Ala98] and orthogonal STBCs (OSTBCs) [TJC99a,TJC99b]
are considered in Section 2.3.1. As a new contribution, the orthogonality loss of OSTBCs
due to a time-varying channel, intersymbol interference (ISI), and non-perfect channel
knowledge at the receiver is discussed (see also [MHS03a]). Moreover, alternative receiver
structures for Alamouti’s transmit diversity scheme are considered (see also [MEH04b]).29
For the case of frequency-selective fading, a maximum-likelihood sequence estimation
(MLSE) algorithm for (O)STBCs is presented in Appendix J. In Section 2.3.2, quasi-
orthogonal STBCs [Jaf01] are considered, and in Section 2.3.3 a simple space-time block
coding technique suitable for MIMO channels with ISI is discussed [LP00]. Finally, delay
diversity [Wit93,SW93] and STTCs [TSC98,TNSC99b] are addressed in Section 2.3.4.
2.3.1 Orthogonal Space-Time Block Codes
In 1998, Alamouti proposed a simple transmit diversity scheme for MIMO systems with
two transmit antennas and an arbitrary number of receive antennas [Ala98]. The scheme
was designed to achieve full spatial diversity in terms of the number of transmit and
receive antennas. In particular, Alamouti’s transmit diversity scheme performs an or-
thogonal transmission in space (i.e., across the transmit antennas) and time, which al-
lows for maximum-likelihood (ML) symbol detection at the receiver by means of sim-
ple widely linear30 linear processing. Motivated by the simple structure of Alamouti’s
transmit diversity scheme, orthogonal space-time block codes (OSTBCs) were introduced
in [TJC99a,TJC99b]. OSTBCs constitute a generalization of Alamouti’s scheme to more
than two transmit antennas and are based on the mathematical theory of (generalized)
orthogonal designs [Hur98,Rad22].
29Similar work was presented independently in [VLB04].
30The detection steps are not strictly linear, because in general they also include complex conjugation.
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System Model and Basic Principle of OSTBCs
Consider again the discrete-time MIMO channel model for frequency-flat fading intro-
duced in Section 2.2.2:
y[k] = H[k]x[k] + n[k]. (2.68)
Let M again denote the number of transmit antennas and N the number of receive
antennas. The entries of the channel matrix H[k] are assumed to be random variables,
which may have arbitrary fading statistics and spatial correlation properties. As earlier,
the means and the variances of the channel coefficients hν,µ (µ=1, ...,M , ν=1, ..., N) are
denoted as h¯ν,µ and σ
2
hν,µ
, respectively. Moreover, the average power of hν,µ is denoted as
Ωhν,µ := E{|hν,µ|2} = |h¯ν,µ|2 + σ2hν,µ . (2.69)
The entries xµ[k] (µ=1, ...,M) of the transmitted vector x[k] represent space-time encoded
information symbols a[κ], which are zero-mean and randomly drawn from a Q-ary signal
constellation A, e.g., a Q-PSK constellation. The index κ denotes the time index before
the space-time encoder. The average power of the transmitted symbols xµ[k] is in the
sequel denoted as σ2x,µ and the average power of the information symbols a[κ] as σ
2
a. The
entries nν [k] (ν=1, ..., N) of the noise vector n[k] are assumed to be (temporally and
spatially white) complex Gaussian random variables nν [k] ∼ CN (0, σ2n). Throughout this
thesis it is assumed that H[k], x[k], and n[k] are statistically independent. Moreover,
for the time being, we assume that the channel matrix H[k] remains constant over p
consecutive time indices k. For convenience, the time index k for the channel matrix is
therefore dropped in the sequel. Finally, the instantaneous realizations of the channel
matrix H are assumed to be perfectly known at the receiver.
The basic principle of a general STBC is very similar to that of block codes used in
channel coding. However, instead of one-dimensional code words, two-dimensional code
matrices in space and time are used. In particular, the information symbols a[κ] are
partitioned into groups of pi symbols, which are subsequently mapped onto code matrices
X[k] of size (p×M), according to
S : IC pi → IC p×M , a[κ] := [ a[κ], . . . , a[κ+pi−1] ]T 7−→ X[k], (2.70)
where X[k] :=[x[k], . . . , x[k+p−1] ]T. The rows of the code matrix X[k] are simultane-
ously transmitted via theM antennas using the same carrier frequency. More specifically,
the entry [X[k]]ξ,µ (1≤ξ≤p, 1≤µ≤M) of the code matrix is transmitted at time index
k+ξ−1 via the µth antenna.31 Since altogether p time indices are required, in order to
transmit pi information symbols, the temporal rate of the STBC is given by
Rt :=
pi
p
. (2.71)
In the case of an OSTBC orthogonal code matrices X[k] are used, which allow for full
spatial diversity32 and a simple (widely) linear receiver structure. The maximum temporal
31The time indices k and κ cannot assume arbitrary values. Instead, we have k∈{np |n∈ZZ≥0} and
κ∈{npi |n∈ZZ≥0}. Note that there is a unique index k for every κ, and vice versa (via the integer n).
32This means, that in a log-log plot the resulting frame or symbol error rate exhibits an asymptotic
slope of −MN (i.e., for large SNR values).
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rate of OSTBCs is Rt=1 (‘full rate’), which corresponds to the rate of an uncoded single-
antenna system.
Orthogonal Designs
The difficulty in the design of OSTBCs is to find code matrices X[k] that are always
orthogonal, irrespective of the underlying information symbols a[κ]. To this end, the
theory of (generalized) orthogonal designs [Hur98,Rad22], which dates back to the 1890s,
was revisited in [TJC99a,TJC99b].
A generalized orthogonal design O is an orthogonal (p×M)-matrix with entries [O]ξ,µ
(ξ=1, ..., p, µ=1, ...,M) that are linear combinations of pi complex-valued variables
a1, ..., api and their complex conjugates.
33 In particular, the product OHO yields [SL02d]
OHO = ζ
(|a1|2 + . . .+ |api|2) IM , (2.72)
where ζ is a positive constant that depends on the specific generalized orthogonal design O
under consideration. Examples for generalized orthogonal designs are [TJC99a,TJC99b]
O1 = A :=
[
a1 a2
−a∗2 a∗1
]
(p=2, M=2, pi=2, ζ=1), (2.73)
O2 :=


a1 a2
a3√
2
a3√
2
−a∗2 a∗1 a3√2 − a3√2
a∗3√
2
a∗3√
2
−a1−a∗1+a2−a∗2
2
a1−a∗1−a2−a∗2
2
a∗3√
2
− a∗3√
2
a1−a∗1+a2+a∗2
2
−a1−a∗1−a2+a∗2
2

 (p=4, M=4, pi=3, ζ=1), (2.74)
O3 :=


a1 a2 a3 0
−a∗2 a∗1 0 a3
a∗3 0 −a∗1 a2
0 a∗3 −a∗2 −a1

 (p=4, M=4, pi=3, ζ=1), (2.75)
and
O4 :=


a1 a2 a3 a4
−a2 a1 −a4 a3
−a3 a4 a1 −a2
−a4 −a3 a2 a1
a∗1 a
∗
2 a
∗
3 a
∗
4
−a∗2 a∗1 −a∗4 a∗3
−a∗3 a∗4 a∗1 −a∗2
−a∗4 −a∗3 a∗2 a∗1


(p=8, M=4, pi=4, ζ=2). (2.76)
33In the original definition [Hur98, Rad22], an orthogonal design is a square matrix of size (M×M)
with entries taken from the set {±a1, ...,±aM}, where a1, ..., aM are real-valued variables. It was shown
that orthogonal designs exist solely for M =2, M =4, and M =8. The existence problem of orthogonal
designs is known as the Hurwitz-Radon problem in the literature. Generalized orthogonal designs may
be non-square with entries that depend on pi≤M complex-valued variables a1, ..., api and their complex
conjugates.
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The orthogonal design O1 with M=2 is the well-known Alamouti matrix A [Ala98].
Generalized orthogonal designs withM=3 can, for example, be obtained from O2, O3 or
O4 by deleting the last column. Further examples of (generalized) orthogonal designs with
different parameters (p,M , pi) can be found in [TH00,GS01,SX03,Lia03a,Lia03b,LFX05].
Once a generalized orthogonal design O is found for a certain parameter set (p,M, pi),
it can be used as an orthogonal code matrix X[k], by setting
[ a1, . . . , api ]
T := [ a[κ], . . . , a[κ+pi−1] ]T. (2.77)
Of special interest are those generalized orthogonal designs that offer a temporal rate
Rt = pi/p close to unity, so as to limit the rate loss compared to an uncoded single-
antenna system. In the case of a real-valued signal constellation, e.g., an amplitude-shift
keying (ASK)-constellation, full-rate OSTBCs exist for any number of transmit anten-
nas [TJC99a]. However, given complex-valued information symbols a[κ], the only full-rate
OSTBC is Alamouti’s transmit diversity scheme [Ala98] for two transmit antennas [LX03]
(Alamouti matrix A). In the case of three and four transmit antennas, the maximum
possible rate is Rt = 3/4 [TH00]. This rate is, for example, achieved by the generalized
orthogonal designs O2 and O3. In [TJC99a] it was shown that half-rate OSTBCs for
complex-valued modulation schemes can be constructed for any number of transmit an-
tennas. These half-rate designs consist of a full-rate orthogonal design constructed for
real-valued signal constellations and the corresponding complex conjugate orthogonal de-
sign, see for example O4. In fact, to find OSTBCs of high rates is, in general, not a trivial
task. A systematic method to design high-rate OSTBCs for complex-valued modulation
schemes and an arbitrary number of transmit antennas was presented in [SXL04].34
Equivalent Single-Antenna System
The orthogonal property of the OSTBC code matrices X[k] can be utilized, in order to
transform the MIMO system with M transmit and N receive antennas into an equivalent
single-antenna system. For this purpose, an appropriate (widely) linear combining scheme
(‘OSTBC decoder’) is required at the receiver, see Fig. 2.7 a). For each receive antenna ν,
one first defines an equivalent MIMO system with 2pi inputs and p outputs, according
to [BHS01]
yeq,ν [k] := Heq,ν aeq[κ] + neq,ν [k], (2.78)
where
yeq,ν [k] := [ yν [k], . . . , yν [k+p−1] ]T, (2.79a)
aeq[κ] := [ a[κ], . . . , a[κ+pi−1], a∗[κ], . . . , a∗[κ+pi−1] ]T, (2.79b)
neq,ν [k] := [nν [k], . . . , nν [k+p−1] ]T. (2.79c)
The equivalent channel matrix Heq,ν needs to be determined accordingly. Then, the
following widely linear combining step is performed at the receiver [BHS01]:
z[κ] :=
1
||H||F
N∑
ν=1
zeq,ν [κ] :=
1
||H||F
N∑
ν=1
(
H′1,ν yeq,ν [k] +H
′∗
2,ν y
∗
eq,ν [k]
)
, (2.80)
34As an alternative to OSTBCs, orthogonal spreading sequences of length M can be used, in order to
exploit full spatial diversity [ZG03a]. However, the temporal rate of such a system is only Rt=1/M .
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Figure 2.7: Transmission model for MIMO systems with OSTBC: a) OSTBC system
with M transmit and N receive antennas and corresponding widely linear detector at
the receiver b) Equivalent MRC system with a single transmit antenna and MN receive
antennas.
where z[κ] := [ z[κ], ..., z[κ+pi−1] ]T, ||H||F denotes the Frobenius norm of the original
MIMO channel matrix in (2.68), and H′1,ν and H
′
2,ν denotes the upper and the lower
(pi×p)-submatrix of HHeq,ν , respectively. Due to the inherent orthogonality, the interfer-
ence between the information symbols a[κ], ..., a[κ+pi−1] is completely removed, such
that (2.80) corresponds to an equivalent single-antenna system of form
z[κ] =
(
M∑
µ=1
N∑
ν=1
|hν,µ|2
)1/2
a[κ] + η[κ] = ||H||F a[κ] + η[κ], (2.81)
cf. Fig. 2.7 a), where the noise samples η[κ] are temporally white complex Gaussian
random variables ∼ CN (0, σ2n/ζ) [SL02d]. Therefore, the detection rule for (symbol-by-
symbol) maximum-likelihood (ML) detection of the information symbols a[κ] is given
by
aˆ[κ] = argmax
a˜[κ]
pz[κ]|a˜[κ](z[κ]|a˜[κ]) = argmin
a˜[κ]
µML(z[κ], a˜[κ]), (2.82)
where aˆ[κ] denotes a hard decision on the information symbol a[κ], a˜[κ] a hypothesis
for a[κ], pz[κ]|a˜[κ](z[κ]|a˜[κ]) the conditional PDF of z[κ] given the information symbol
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hypothesis a˜[κ], and µML(z[κ], a˜[κ]) the associated ML detection metric
µML(z[κ], a˜[κ]) :=
∣∣ z[κ]− ||H||F a˜[κ] ∣∣2. (2.83)
Note that due to the orthogonality of the code matrix X[k], the ML detection metrics
µML(z[κ], a˜[κ]) for the individual information symbols a[κ], ..., a[κ+pi−1] are decoupled.
Moreover, the effective channel coefficient ||H||F in the equivalent single-antenna system
reflects the achieved diversity advantage over a single-antenna system. If the channel
coefficients hν,µ fade more or less independently, the probability is small that ||H||F has
a small magnitude.
Equivalent Maximum-Ratio-Combining System
From (2.81) it can be seen that an OSTBC system with M transmit and N receive an-
tennas (in conjunction with the corresponding widely linear detector at the receiver) is in
essence equivalent to a maximum-ratio-combining (MRC) system with a single transmit
antenna and MN receive antennas, as shown in Fig. 2.7 b) (see also Appendix I). As-
suming identical fading statistics in both systems, the only difference concerns the overall
received SNR [SL02d] (or equivalently, the overall average transmitted power).
In the following, let γ¯s denote the overall average received SNR per information symbol
and γ¯b the overall average received SNR per information bit. Moreover, let σ
2
x,µ denote the
average energy of the code symbols xµ[k] in the OSTBC system transmitted via the µth
antenna (1≤µ≤M). We assume that the overall average transmit power per channel use
is equal to P , i.e., σ2x,1 + ...+ σ
2
x,M=:P . Each code matrix X[k] spans p consecutive time
indices and is therefore associated with an overall average transmit power of Pov = pP .
On the other hand, Pov can also be written as
Pov = E{ tr(XH[k]X[k]) } = ζM · E{ |a[κ]|2 + . . .+ |a[κ+pi−1]|2 } = ζM piσ2a. (2.84)
Thus, the average energy per information symbol is given by
σ2a =
P
MζRt
, (2.85)
and the overall average received SNR per information symbol is equal to
γ¯s =
P
MRtσ2n
M∑
µ=1
N∑
ν=1
Ωhν,µ . (2.86)
Note that the parameter ζ does not occur in the expression for γ¯s. Finally, the overall
average received SNR per information bit results as γ¯b= γ¯s/ log2(Q).
For comparison, consider an MRC system with a single transmit antenna, MN receive
antennas, an average transmit power P , and a noise variance σ2n per receive antenna.
Assuming identical fading statistics as in the OSTBC system, the overall average received
SNR per information symbol in the MRC system is given by
γ¯s =
P
σ2n
M∑
µ=1
N∑
ν=1
Ωhν,µ . (2.87)
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In comparison, the average received SNR in the OSTBC system is reduced by a factor
1/(MRt). The factor 1/M represents an SNR loss that is due to the smaller number of
receive antennas compared to the MRC system. This SNR loss can (partly) be compen-
sated by choosing a low temporal rate Rt, which comes, however, at the expense of a
significant rate loss compared to an uncoded single-antenna system.
Example 2.2 (Alamouti’s transmit diversity scheme)
In the following, the concept of the equivalent single-antenna system and the equiv-
alent MRC system is illustrated for the example of Alamouti’s transmit diversity
scheme [Ala98] (M = 2 transmit antennas, N receive antennas, Rt = 1, ζ = 1). In
Alamouti’s scheme, pairs [ a[κ], a[κ+1] ] of Q-ary complex-valued information sym-
bols are mapped onto the Alamouti matrix A, according to
X[k] := A =
[
a[κ] a[κ+1]
−a∗[κ+1] a∗[κ]
]←− time index k
←− time index k+1 (2.88)
↑ ↑
antenna 1 antenna 2
cf. (2.73). At the receiver, the received samples yν [k], yν [k+1] of the νth antenna
(1≤ν≤N) are organized in a vector yeq,ν [k] := [ yν [k], y∗ν [k+1] ]T, which yields the
equivalent matrix-vector system model35[
yν [k]
y∗ν [k+1]
]
︸ ︷︷ ︸
yeq,ν [k]
=
[
hν,1 hν,2
h∗ν,2 −h∗ν,1
]
︸ ︷︷ ︸
=: Heq,ν
[
a[κ]
a[κ+1]
]
︸ ︷︷ ︸
=: a[κ]
+
[
nν [k]
n∗ν [k+1]
]
︸ ︷︷ ︸
=: neq,ν [k]
. (2.89)
Due to the inherent orthogonality of the Alamouti matrix A, the equivalent channel
matrix Heq,ν is also orthogonal, while
HHeq,νHeq,ν = (|hν,1|2+|hν,2|2) I2. (2.90)
Correspondingly, the (widely) linear detection step zeq,ν [κ] :=H
H
eq,νyeq,ν [k] (‘Alam-
outi decoding’) yields
zeq,ν [κ] = H
H
eq,νyeq,ν [k] = (|hν,1|2+|hν,2|2)a[κ] + ην [κ], (2.91)
where the noise vector ην [κ] :=H
H
eq,νneq,ν [k] is a complex Gaussian random vector
with covariance matrix E{ην [κ]ηHν [κ]}= (|hν,1|2+ |hν,2|2)σ2n I2. In a final step, all
vectors zeq,ν [κ] (ν=1, ..., N) are linearly combined according to
z[κ] :=
1
||H||F
N∑
ν=1
zeq,ν [κ] = ||H||F a[κ] + η[κ], (2.92)
where z[κ] :=[ z[κ], z[κ+1] ]T and η[κ] :=[ η[κ], η[κ+1] ]T. Note that symbol-by-
symbol ML detection amounts to a simple hard decision on z[κ]. In particular,
35Equation (2.89) constitutes a modified version of (2.78) that is valid for the special case of Alamouti’s
transmit diversity scheme. Alternatively, the equivalent system model can also be defined based on the
vectors y′eq,ν [k] :=[yν [k], yν [k+1] ]
T and aeq[κ] :=[a[κ], a[κ+1], a
∗[κ], a∗[κ+1] ]T.
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the noise vector η[κ] is a complex Gaussian random vector with covariance matrix
equal to E{η[κ]ηH[κ]}=σ2n I2. Thus, the overall average received SNR per informa-
tion symbol is equal to
γ¯s =
P
2σ2n
M∑
µ=1
N∑
ν=1
Ωhν,µ , (2.93)
cf. (2.86). As can be seen, the Alamouti-system with M=2 transmit antennas and
N receive antennas is equivalent to an MRC system with a single transmit antenna,
2N receive antennas and an average energy per transmitted information symbol of
σ2a=P/2. 3
Orthogonality Loss
As discussed above, the key feature of OSTBCs is that the code matrix X[k] is always
orthogonal, irrespective of the transmitted information symbols a[κ]. This guarantees full
spatial diversity and allows for simple, low-complexity symbol-by-symbol ML detection
at the receiver. However, OSTBCs are based on somewhat idealized assumptions that
might not be met in a practical MIMO system. For example, it was assumed above
that the channel matrix H remains constant over p consecutive time indices, i.e., over the
duration of a complete code matrixX[k]. Moreover, it was assumed that the instantaneous
realizations of the channel matrix H are perfectly known at the receiver. Finally, it was
assumed that the system does not suffer from intersymbol interference (ISI) effects.
In the presence of ISI, a time-varying channel, or non-perfect channel knowledge at
the receiver, the OSTBC system loses its orthogonality, i.e., the equivalent single-antenna
system model (2.81) is not valid anymore. This causes interference between the informa-
tion symbols a[κ], which has two major effects. First, the interference will lead to a loss
in error performance, which is adverse to the achieved spatial diversity gains. Second, the
complexity of ML detection at the receiver increases, because symbol-by-symbol detection
is no longer optimal. More specifically, if the channel is time-varying and/or not perfectly
known at the receiver, interference can occur between all information symbols associated
with the same code matrix X[k]. Correspondingly, ML detection has to be performed on
a matrix-by-matrix basis, i.e., jointly for groups of pi information symbols [VLB04]. The
number of required hypotheses per information symbol vector a[κ] :=[a[κ], ..., a[κ+pi−1] ]T
is therefore equal to Qpi , while in the case of perfect orthogonality only Qpi hypotheses
are required (due to the decoupled ML detection metrics).
In the presence of ISI, interference will not only occur within a single code matrix
X[k], but also between subsequent code matrices. In this case, the optimal receiver
strategy is to perform maximum-likelihood sequence estimation (MLSE), e.g., by means
of the Viterbi algorithm operating on an appropriately designed trellis structure.36 The
resulting trellis structure for a general STBC in the presence of ISI is discussed more
detailed in Appendix J.
In the following, the orthogonality loss due to a time-varying channel and non-perfect
channel knowledge at the receiver is illustrated for the example of Alamouti’s transmit
diversity scheme.
36In contrast to a single-antenna system, one trellis segment comprises the duration of a complete code
matrix X[k], rather than a single time index k [Bau00,BHS01].
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Example 2.3 (Orthogonality loss for Alamouti’s scheme)
In the sequel, we drop the assumption that the channel matrix H remains constant
over the duration of a complete code matrix X[k], i.e., the channel coefficients for
the time index k and k+1 may now be different:
hν,µ[k+1] := hν,µ[k] + ∆ν,µ[k] (2.94)
(µ=1, 2, ν=1, ..., N). The equivalent channel matrix for the νth receive antenna
is thus given by
Heq,ν [k] =
[
hν,1[k] hν,2[k]
h∗ν,2[k+1] −h∗ν,1[k+1]
]
, (2.95)
cf. (2.89). Additionally, we drop the assumption that the receiver has perfect knowl-
edge of the instantaneous channel realizations. To this end, let
hˆν,µ[k] := hν,µ[k] + εν,µ[k], hˆν,µ[k+1] := hν,µ[k+1] + εν,µ[k+1] (2.96)
denote noisy estimates of the channel coefficients associated with the µth transmit
and the νth receive antenna. The Alamouti decoding step at the receiver will thus be
performed using an erroneous channel matrix Hˆeq,ν [k]. Altogether, (2.91) becomes
z′eq,ν [κ] = Hˆ
H
eq,ν [k]yeq,ν [k] =: Ψν [k]a[κ] + η
′
ν [κ], (2.97)
where
[Ψν [k] ]1,1 = |hν,1[k]|2 + |hν,2[k] + ∆ν,2[k]|2
+ ε∗ν,1[k]hν,1[k] + ε
∗
ν,2[k+1] (hν,2[k] + ∆ν,2[k])
∗ , (2.98a)
[Ψν [k] ]1,2 = (εν,1[k]−∆ν,1[k])∗ hν,2[k]
− (hν,1[k] + ∆ν,1[k])∗ (εν,2[k+1] + ∆ν,2[k]) , (2.98b)
[Ψν [k] ]2,1 = (εν,2[k]−∆ν,2[k])∗ hν,1[k]
− (hν,2[k] + ∆ν,2[k])∗ (εν,1[k+1] + ∆ν,1[k]) , (2.98c)
[Ψν [k] ]2,2 = |hν,1[k] + ∆ν,1[k]|2 + |hν,2[k]|2
+ εν,1[k+1] (hν,1[k] + ∆ν,1[k])
∗ + ε∗ν,2[k]hν,2[k]. (2.98d)
Obviously, the matrixΨν [k] is (in general) not diagonal anymore, which causes inter-
ference between the information symbols a[κ] and a[κ+1]. In addition to this, the in-
formation symbols are weighted with different factors, since [Ψν [k] ]1,1 6= [Ψν [k] ]2,2.
Moreover, the covariance matrix of the noise vector η′ν [κ] is given by
E{η′ν [κ]η
′H
ν [κ]} = σ2nΦν [k], (2.99)
where
[Φν [k] ]1,1 = |hν,1[k] + εν,1[k]|2 + |hν,2[k] + ∆ν,2[k] + εν,2[k+1]|2, (2.100a)
[Φν [k] ]1,2 = (εν,2[k]− εν,2[k+1]−∆ν,2[k])h∗ν,1[k] + (hν,2[k] + εν,2[k]) ε∗ν,1[k]
− (εν,1[k+1] + ∆ν,1[k])∗ (hν,2[k] + ∆ν,2[k] + εν,2[k+1])
= [Φν [k] ]
∗
2,1 , (2.100b)
[Φν [k] ]2,2 = |hν,1[k] + ∆ν,1[k] + εν,1[k+1]|2 + |hν,2[k] + εν,2[k]|2, (2.100c)
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i.e., the resulting noise term is not white anymore (Φν [k] 6= I2). Note that in the
special case of a static channel (∆ν,µ[k]=0, µ=1, 2), the non-diagonal elements of
Φν [k] vanish (εν,µ[k]= εν,µ[k+1]=: εν,µ). Moreover, the diagonal elements of Φν [k]
become equal in this case.
Altogether, we conclude that a hard symbol-by-symbol decision based on the vector
z′eq[κ] :=
∑N
ν=1 z
′
eq,ν [κ] is no longer optimal in the sense of the ML criterion, cf. (2.97).
Note that even in the case of perfect channel knowledge at the receiver (i.e., for
εν,1[ . ]=εν,2[ . ]=0) the matrix Ψν [k] is typically non-diagonal. 3
Alternative Receiver Structures for Alamouti’s Transmit Diversity Scheme
In the case of a time-varying channel model and/or non-perfect channel knowledge at
the receiver, the performance of Alamouti’s transmit diversity scheme can sometimes be
improved by means of a linear zero-forcing (ZF) or a linear minimum-mean-squared-error
(MMSE) receiver, instead of performing the conventional Alamouti decoding step accord-
ing to (2.97). Consider the following extended system model for Alamouti’s transmit
diversity scheme with multiple receive antennas [BHS01]:
yeq[k] = Heq[k] a[κ] + neq[k], (2.101)
where yeq[k] :=[y
T
eq,1[k], . . . , y
T
eq,N [k] ]
T, neq[k] :=[n
T
eq,1[k], . . . , n
T
eq,N [k] ]
T, and
Heq[k] :=
[
HTeq,1[k], . . . , H
T
eq,N [k]
]T
, (2.102)
cf. (2.89). Note that for a static channel,HHeqHeq=(|h1,1|2+|h1,2|2+ ...+|hN,1|2+|hN,2|2) I2
holds, i.e., zeq[κ] :=H
H
eq[k]yeq[k]= ||H||2F a[κ] +HHeq[k]neq[k], similar to (2.91). Given a
time-varying channel and non-perfect channel knowledge at the receiver, the ZF receiver
is given by
zZF[κ] = Hˆ
†
eq[k]yeq[k] =
(
HˆHeq[k] Hˆeq[k]
)−1
HˆHeq[k]yeq[k], (2.103)
where Hˆ†eq[k] denotes the Moore-Penrose left-hand pseudoinverse of Hˆeq[k]. Similarly, the
MMSE receiver is given by
zMMSE[κ] =
(
HˆHeq[k] Hˆeq[k] + σ
2
n/σ
2
a · I2
)−1
HˆHeq[k]yeq[k]. (2.104)
Note that in the case of a static channel and perfect channel knowledge at the receiver, the
ZF receiver is (up to a scaling factor) equivalent to the conventional Alamouti decoding
step, since
H†eq=(|h1,1|2+|h1,2|2+ ...+|hN,1|2+|hN,2|2)−1HHeq. (2.105)
Correspondingly, both the conventional Alamouti receiver and the ZF receiver are optimal
in the sense of (symbol-by-symbol) ML detection in this case. Specifically, the use of the
linear MMSE receiver will not give any benefit here. Interestingly, in the case of a time-
varying channel and/or non-perfect channel knowledge at the receiver, we may rewrite
(2.103) according to [Boe03]
zZF[κ] =
(
HˆHeq[k] Hˆeq[k]
)−1
z′eq[κ], (2.106)
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a[κ]
a[κ]
Heq[k]
Heq[k] z
′
eq[κ]Hˆ
H
eq[k]
Hˆ†eq[k] zZF[κ]
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(
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)−1
ZF detection w.r.t.
a)
b)
Figure 2.8: Interpretation of linear ZF detection as an add-on to conventional Alamouti
decoding: a) Conventional Alamouti decoding b) Linear ZF detection.
where z′eq[κ] :=Hˆ
H
eq[k]yeq[k] denotes the result obtained by conventional Alamouti decod-
ing (cf. Example 2.3). Correspondingly, linear ZF detection may be interpreted as an
add-on to conventional Alamouti decoding, as illustrated in Fig. 2.8. Similarly, (2.104)
can be rewritten as
zMMSE[κ] =
(
HˆHeq[k] Hˆeq[k] + σ
2
n/σ
2
a · I2
)−1
z′eq[κ], (2.107)
i.e., linear MMSE detection corresponds to conventional Alamouti decoding followed by
ZF detection with respect to the matrix (HˆHeq[k]Hˆeq[k]+σ
2
n/σ
2
a I2).
The MMSE receiver is generally considered to be superior to the ZF receiver, because
it provides an optimal trade-off (in the MMSE sense) between interference suppression
and noise enhancement, whereas the ZF receiver exactly removes all interference. In
particular, if HˆHeq[k] Hˆeq[k] is ill-conditioned, the ZF receiver typically causes significant
coloring and enhancement of the noise. Interestingly, from [HZD05] it follows that the ZF
receiver implicitly assumes that the transmitted vector a[κ] is uniformly distributed on
ICpi = IC2. In contrast to this, the MMSE receiver implicitly assumes that the joint PDF
of a[κ] is Gaussian on IC2. Specifically, both types of receivers do not exploit the finite-
alphabet property of a[κ] that is typical for practical systems. Indeed, given a practical
symbol alphabet A, such as a phase-shift keying (PSK) or a quadrature amplitude mod-
ulation (QAM) constellation, the symbol-error-rate performance of the MMSE receiver is
generally superior (or identical) to that of the ZF receiver. Obviously, this means that
for practical symbol alphabets the implicit Gaussian assumption of the MMSE receiver
is typically a ‘better’ fit to the actual distribution of a[κ] than the uniform assumption
made by the ZF receiver. However, it is possible to construct examples, for which the ZF
receiver (slightly) outperforms the MMSE receiver [MH06a].
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We will revisit the ZF and the MMSE receiver in Chapter 5, where we consider the
impact of carrier frequency offsets and non-perfect channel tracking on the performance
of distributed OSTBCs.
2.3.2 Quasi-Orthogonal Space-Time Block Codes
Although OSTBCs have many desirable properties, they have the drawback that for
systems with more than two transmit antennas and a complex modulation scheme no full-
rate designs exist. In [Jaf01] it was therefore suggested to sacrifice the strict constraint of
perfect orthogonality, so as to enable a temporal rate of Rt=1 for more than two transmit
antennas, while maintaining a spatial diversity gain and low-complexity ML detection at
the receiver. An example of such a quasi-orthogonal STBC for M =4 transmit antennas
is given by [Jaf01]
Q :=


a1 a2 a3 a4
−a∗2 a∗1 −a∗4 a∗3
−a∗3 −a∗4 a∗1 a∗2
a4 −a3 −a2 a1

 (p=4, M=4, pi=4, Rt=1), (2.108)
which transmits pi=4 information symbols using p=4 time indices. Further examples of
quasi-orthogonal STBCs may be found in [SP03,PF03,BI03,SP04,SX04b,DG05,YGT05].
In contrast to OSTBCs, the product QHQ does not yield a scaled identity matrix any-
more:
QHQ = (|a1|2+|a2|2+|a3|2+|a4|2) ·


1 0 0 ψ
0 1 −ψ 0
0 −ψ 1 0
ψ 0 0 1

 , (2.109)
where
ψ :=2 · Re{a1a
∗
4}−Re{a2a∗3}
|a1|2+|a2|2+|a3|2+|a4|2 . (2.110)
Due to this non-perfect orthogonality, the ML detection metrics for the individual infor-
mation symbols are not decoupled anymore, as it is the case for OSTBCs. Still, it was
shown in [Jaf01] that at least the ML detection metrics for the pairs (a1, a4) and (a2, a3)
are decoupled, i.e., pairwise detection is optimal.37 By this means, only 2Q2 symbol hy-
potheses have to be considered for ML detection of a1, a2, a3, a4, rather than Q
4 symbol
hypotheses.
A drawback of quasi-orthogonal STBCs is that the intrinsic non-orthogonality leads to
a reduced diversity order (< MN). For example, in the case of a single receive antenna, the
quasi-orthogonal STBC (2.108) achieves only a diversity order of two (just as Alamouti’s
37Due to the inherent quasi-orthogonality, the interference between the pairs (a1, a4) and (a2, a3) can
be removed completely by means of the linear combining steps (2.78)-(2.80) discussed earlier for the
OSTBCs.
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transmit diversity scheme), although four transmit antennas are employed. Due to this,
an OSTBC designed for four transmit antennas will always be superior at high SNR
values, despite the incurred rate loss [Jaf01]. Interestingly, in [SP03] it was shown that
the performance of quasi-orthogonal STBCs can be improved using optimized rotations
of the employed signal constellation (see also [SP04]). For example, in the case of the
quasi-orthogonal STBC (2.108), the information symbols a1 and a2 are taken from a signal
constellation A, while a3 and a4 are taken from a rotated constellation A ·ejφ, where φ∈ IR
denotes a fixed rotation angle subject to optimization. However, it should be noted that
substantial gains are only observed for error rates smaller than 10−4 [SP03].
2.3.3 Time-Reversal Space-Time Block Code
In the case of intersymbol interference (ISI), the (quasi-) orthogonal property of OSTBCs
and quasi-orthogonal STBCs gets lost, which typically causes significant performance
degradations. One method to mitigate the impact of ISI is to employ an appropriate
equalizer algorithm at the receiver. For example, the use of a trellis-based equalizer
for arbitrary STBCs is discussed in Appendix J. As an alternative, an STBC with a
time-reversal (TR) block structure was proposed in [LP00] (for the case of two transmit
antennas), which is suitable for quasi-static MIMO channels with ISI. Due to the specific
block structure, simple (widely) linear processing can be employed at the receiver, which
allows for subsequent equalization by means of standard algorithms designed for single-
antenna systems. In fact, the basic principle of the TR-STBC in [LP00] is very similar to
that of Alamouti’s transmit diversity scheme. However, in the case of the TR-STBC, pairs
of information sequences are processed instead of pairs of information symbols. These are
denoted as [ aκ, aκ+1 ] in the sequel (κ∈{0, 2, 4, ...}), where
aκ := [ aκ[0], . . . , aκ[k], . . . , aκ[Nb−1] ]T, (2.111a)
aκ+1 := [ aκ+1[0], . . . , aκ+1[k], . . . , aκ+1[Nb−1] ]T. (2.111b)
Similar to Alamouti’s transmit diversity scheme, the TR-STBC is defined by a space-time
code matrix [
aκ aκ+1
−a`∗κ+1 a`∗κ
]
←− block 1 (Nb symbols)
←− block 2 (Nb symbols) (2.112)
↑ ↑
antenna 1 antenna 2
where
a`∗κ :=[ a
∗
κ[Nb−1], . . . , a∗κ[k], . . . , a∗κ[0] ]T. (2.113)
Obviously, the complex conjugate operations in the Alamouti matrix A have simply been
replaced by complex conjugate and time-reversal operations. In fact, for the special case
Nb=1, the above matrix coincides with the Alamouti matrix A. In the sequel, let
hν,1 := [hν,1,0, ..., hν,1,l, ..., hν,1,L ]
T, hν,2 := [hν,2,0, ..., hν,2,l, ..., hν,2,L ]
T (2.114)
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denote the channel coefficient vectors associated with the first/second transmit antenna
and the νth receive antenna, where L denotes the effective channel memory length of the
MIMO channel. Moreover, let
y(1)ν := [ y
(1)
ν [0], . . . , y
(1)
ν [k], . . . , y
(1)
ν [Nb+L−1] ]T, (2.115a)
y(2)ν := [ y
(2)
ν [0], . . . , y
(2)
ν [k], . . . , y
(2)
ν [Nb+L−1] ]T (2.115b)
denote the received sequences at the νth receive antenna that are associated with the
first and the second transmitted block of (2.112), including additive white Gaussian noise
samples n
(1)
ν [k] and n
(2)
ν [k], respectively. For simplicity it is assumed that the last L
symbols of aκ and aκ+1 are known and serve as tail symbols, so as to circumvent the
problem of interblock interference.
The (widely) linear detection steps performed at the receiver are also very similar
to that of Alamouti’s scheme (cf. Example 2.2 in Section 2.3.1). First, the received se-
quence y
(2)
ν is time reversed and complex conjugated. Then, in order to recover the
information sequence aκ, the received sequence y
(1)
ν is convolved with the complex conju-
gated and time-reversal version of hν,1, and the result is added to the convolution of hν,2
with y`
(2)∗
ν . This corresponds to the operation h∗ν,1 yν [k] + hν,2 y
∗
ν [k+1] performed in the
case of Alamouti’s transmit diversity scheme for computing the first entry of the vector
zeq,ν [κ] (cf. Example 2.2). One thus obtains
z(1)eq,ν [k] :=
2L∑
l=0
(heq,ν,1,l + heq,ν,2,l) aκ[k−l] + η(1)[k] (2.116)
where
heq,ν,µ,l :=
L∑
l′=0
hν,µ,l′ h
∗
ν,µ,L−l+l′ (µ=1, 2) (2.117)
and
η(1)[k] :=
L∑
l=0
(
h∗ν,1,L−l · n(1)ν [k−l] + hν,2,l · n(2)∗ν [Nb−1−k+l]
)
. (2.118)
Similarly, in order to recover the information sequence aκ+1, the received sequence y
(1)
ν is
convolved with h`∗ν,2, and the convolution of hν,1 with y`
(2)∗
ν is subtracted. This yields
z(2)eq,ν [k] :=
2L∑
l=0
(heq,ν,1,l + heq,ν,2,l) aκ+1[k−l] + η(2)[k], (2.119)
where
η(2)[k] :=
L∑
l=0
(
h∗ν,2,L−l · n(1)ν [k−l]− hν,1,l · n(2)∗ν [Nb−1−k+l]
)
. (2.120)
As can be seen, (2.116) and (2.119) constitute a discrete-time ISI channel model for an
equivalent single-antenna system, which is valid for the first and the second information
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sequence aκ and aκ+1, respectively. Note that the linear detection steps performed at the
receiver correspond to a (channel-) matched filtering operation. Moreover, it should be
noted that the additive noise terms η(1)[k] and η(2)[k] are no longer white [LP00].
In a final step, the contributions of all receive antennas can be added, according to
z
(i)
eq [k] :=
∑N
ν=1 z
(i)
eq,ν [k] (i=1, 2). Since the contributions of the information sequences aκ
and aκ+1 are completely decoupled, it is optimal to detect aκ and aκ+1 separately on
the basis of the sequences z
(1)
eq and z
(2)
eq , respectively (z
(i)
eq :=[ z
(i)
eq [0], ..., z
(i)
eq [Nb+2L−1] ]T,
i=1, 2). In particular, a standard equalizer algorithm designed for single-antenna systems
can be employed, e.g., a maximum-likelihood sequence estimator (MLSE) based on the
Viterbi algorithm. However, due to the colored noise terms either a whitening prefilter or
an Ungerboeck-type of path metric [Ung74] should be used.38
Finally, it should be noted that the above TR-STBC can also be extended to MIMO
systems with more than two transmit antennas [JGS06], by generalizing other orthogonal
designs along the same lines as discussed for Alamouti’s transmit diversity scheme.
2.3.4 Delay Diversity and Space-Time Trellis Codes
In contrast to STBCs, which are strongly related to (algebraic) block codes used in chan-
nel coding, delay diversity and space-time trellis codes (STTCs) are rather related to
convolutional codes and trellis-coded modulation (TCM) [Ung82,Ung87]. As in the case
of (quasi-) orthogonal STBCs, multiple antennas at the receiver are optional. Both tech-
niques are briefly recapitulated in the sequel.
Delay Diversity
Delay diversity is a particularly simple transmit diversity scheme, which was already pro-
posed in 1993 as an enhancement for simulcast networks [Wit93, SW93].39 Instead of
using a complicated space-time mapping, the same information symbols a[k] are trans-
mitted over all M antennas, while the information symbols at the µth transmit antenna
are delayed by (µ−1) symbol durations (1≤µ≤M). As can be seen in Fig. 2.9, the de-
lay diversity scheme can be regarded as a simple convolutional encoder for systems with
multiple transmit antennas. (In particular, if the block length is sufficiently large, the
temporal rate of the scheme tends to one.) At the receiver, the information symbols a[k]
can thus be recovered by means of maximum-likelihood sequence estimation (MLSE),
e.g., using the Viterbi algorithm (probably, designed for multiple receive antennas). Since
the effective memory length of the delay diversity ‘encoder’ is equal to (M−1), the cor-
responding trellis diagram will be characterized by QM−1 trellis states, where Q again
denotes the cardinality of the employed symbol alphabet. Therefore, the decoding com-
plexity grows exponentially with the number of transmit antennas and the number of bits
per information symbol, in contrast to the case of (quasi-) orthogonal STBCs.
38The application of the Ungerboeck metric is enabled due to the special form of the auto-correlation
function of the filtered noise. The overall system is equivalent to an MRC system and is thus optimal.
39Simulcast networks are typically applied for broadcasting and paging application. Conventionally,
multiple distributed transmitting nodes simultaneously transmit the same message using the same carrier
frequency [Wit91].
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Figure 2.9: The delay diversity scheme interpreted as a simple convolutional encoder for
systems with multiple transmit antennas (‘D’ denotes a delay by one symbol duration).
On the other hand, the delay elements employed by the delay diversity scheme can also
be regarded as being part of the discrete-time channel model. In the case of a frequency-
flat fading channel, the kth received sample at the νth receive antenna results as
yν [k] =
M∑
µ=1
hν,µ[k] a[k−µ+1] + nν [k], (2.121)
where hν,µ[k] denotes the channel coefficient associated with the µth transmit antenna,
and nν [k] denotes an additive noise sample. Correspondingly, the above discrete-time
channel model is equivalent to that of a single-antenna system in the presence of ISI,
where
h′[k] := [h′0[k], . . . , h
′
l[k], . . . , h
′
L′ [k] ]
T := [hν,1[k], . . . , hν,µ[k], . . . , hν,M [k] ]
T (2.122)
denotes the channel vector of the equivalent single-antenna system (memory length
L′=M−1). In other words, the delay diversity scheme introduces artificial ISI, i.e., the
‘convolutional decoder’ at the receiver can also be seen as an equalizer algorithm. Due
to this, a spatial diversity gain is achieved, since the equalizer algorithm collects the con-
tributions of all channel coefficients hν,1[k], ..., hν,M [k]. To be specific, the delay diversity
scheme in conjunction with MLSE at the receiver yields full spatial diversity with regard
to the number of transmit and receive antennas [TSC98].
Due to the above properties, the delay diversity scheme is also well suited for MIMO
channels with ISI. However, the equalizer at the receiver must be able to cope with the
increased channel memory length. If the effective memory length of the given MIMO
channel is equal to L, then the corresponding memory length in the equivalent single-
antenna system will be equal to L′=L+M−1, which leads to a trellis diagram with
QL+M−1 trellis states. Fig. 2.10 displays the resulting equivalent single-antenna system for
the example of M=2 transmit antennas and a single receive antenna (see also [MH04a]).
Finally, it should be noted that the above choice of the delays is only optimal in the case
of a frequency-flat fading channel. As will be discussed in Chapter 5, in the presence of
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Figure 2.10: Delay diversity scheme in the presence of ISI (M=2 transmit antennas).
frequency-selective fading the performance of delay diversity can be improved significantly
by optimizing the delays for the individual transmitted signals (see also [MHS03a]). This
gain comes, however, at the expense of a higher receiver complexity. Similar optimized
versions of delay diversity for frequency-selective fading channels were also proposed in
[GSP01, HSG05, YSG06], partly with regard to additional constraints (such as a fixed
receiver complexity).
Space-Time Trellis Codes
When the simple convolutional encoder depicted in Fig. 2.9 is replaced by a more sophisti-
cated trellis encoder, it is possible to achieve an additional coding gain, while maintaining
the full spatial diversity advantage offered by delay diversity [TSC98]. The resulting
codes, referred to as space-time trellis codes (STTCs), thus combine modulation and an
encoding process incorporating multiple transmit antennas. In this respect, delay di-
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versity can be regarded as the simplest STTC, since it does not provide any additional
coding gain (similar to a repetition code in channel coding). In principle, STTCs can be
constructed for any desired Q-ary modulation scheme and any number of transmit an-
tennas. In [TSC98] several examples were stated for 4-PSK, 8-PSK, and 16-QAM signal
constellations. However, for any STTC the number of trellis states is at least equal to
QM−1 [TSC98], as for delay diversity. Given a fixed modulation scheme and number of
antennas, increasing the number of trellis states typically leads to larger coding gains.
Under the assumption of uncorrelated transmit and receive antennas and quasi-static,
frequency-flat Rayleigh fading, design criteria for optimal STTCs were derived in [TSC98].
Consider again the MIMO channel model (2.28) introduced in Section 2.2.2 for a block-
wise transmission over a quasi-static, frequency-flat fading channel. Moreover, let X
denote the transmitted space-time code matrix of size (M×Nb), where Nb>M denotes
the block length. The design criteria derived in [TSC98] are based on the pairwise error
probability (PEP)
P (X→E) := E
{
Q
(√
P
2Mσ2n
∣∣∣∣H (X−E)∣∣∣∣
F
)}
, (2.123)
i.e., on the probability that an MLSE detector decides in favor of an erroneous code
matrix E 6=X, although the matrix X was transmitted. Here Q(x) denotes the Gaussian
Q-function, cf. Definition C.2 in Appendix C. The expectation is taken with respect to the
channel matrix H. As earlier, P denotes the overall average transmit power per channel
use. It can be shown that P (X→E) is bounded above as
P (X→E) ≤
(
rTx∏
i=1
ξTx,i
)−N (
P
4Mσ2n
)−rTxN
, (2.124)
where rTx denotes the rank of the matrix
ΨX,E := (X−E)(X−E)H, (2.125)
and ξTx,1, ..., ξTx,rTx denote the corresponding non-zero eigenvalues. Obviously, the upper
bound (2.124) decays as (P/σ2n)
−rTxN , i.e., in a log-log plot one observes a slope of −rTxN
with growing SNR. Correspondingly, the diversity order of the STTC is given by rTxN .
In order to obtain the maximum diversity advantage, the matrix ΨX,E should therefore
always be of full rank, for any pair (X,E) of code matrices (X 6=E):
rTx = rank(ΨX,E)
!
=M. (2.126)
By this means, the same diversity order as with delay diversity is achieved. Moreover, in
order to minimize the upper bound (2.124), the expression(
M∏
i=1
ξTx,i
)
= det(ΨX,E) (2.127)
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should be maximized. The expression det(ΨX,E) thus represents an additional coding gain.
Correspondingly, for a given modulation scheme, a given number of transmit antennas,
and a given trellis complexity, one should search among all full-diversity STTCs, in order
to find that STTC which offers the largest minimum determinant det(ΨX,E), i.e.,
min
(X,E)
X6=E
{det(ΨX,E)} !→ max. (2.128)
The above performance criteria (2.126) and (2.128) are known as the rank and the deter-
minant criterion, respectively.
In [TSC98], also modified design criteria were presented for the case of Rician fading,
correlated transmit and receive antennas, and fast fading. Specifically, it was shown that
in the case of correlated antennas, the rank criterion (2.126) is still valid, whereas a modi-
fied determinant criterion results. The case of correlated antennas will be discussed more
detailed in Section 3.2.4. In a subsequent paper, the issues of frequency-selective fading,
non-perfect channel estimation, and very large fading rates were treated [TNSC99b]. In
particular, it was shown that the design criteria derived in [TSC98] are quite robust with
regard to these effects. For example, the diversity order of the STTCs in [TSC98] is
maintained. However, some degradations with regard to the coding gain were observed.40
Further details concerning the literature on (optimized) STTCs as well as extensions to
frequency-selective fading channels have already been discussed in Section 2.1.2.
2.4 Chapter Summary
Wireless systems with multiple transmit and receive antennas, so-called multiple-input
multiple-output (MIMO) systems, offer huge advantages over systems employing a single
antenna at either end of the link. In principle, multiple antennas can be utilized to in-
crease the spectral efficiency and the error performance of a system. Moreover, beamform-
ing gains can be achieved by steering the antenna patterns in certain desired directions.
In the first part of this chapter, a detailed overview of transmission and reception
techniques for MIMO communication systems was provided. In particular, these tech-
niques were categorized as spatial multiplexing techniques, spatial diversity techniques,
and smart antenna techniques. Following this, further possible categorizations were dis-
cussed, and the focus of the thesis was highlighted. In the second part, the system and
channel model for a general MIMO system was introduced, including spatial and temporal
correlations as well as intersymbol interference effects due to frequency-selective fading.
To this end, a statistical discrete-time MIMO channel model was derived in a transparent
fashion, followed by a rigorous analysis of the statistical properties. In the final part of
the chapter, certain space-time coding techniques that are of special interest in this thesis
were discussed in more detail. As novel contributions, the orthogonality loss of orthogo-
nal space-time block codes in the presence of various channel impairments was discussed,
and improved receiver structures for Alamouti’s transmit diversity scheme were proposed.
The performance of the proposed receiver structures will be illustrated in Chapter 5.
40This is particularly true for the case of non-perfect channel estimation in conjunction with a large
number of trellis states [TNSC99b].
Chapter 3
Distributed and Co-located
MIMO Systems
THE CAPACITY of MIMO systems, i.e., the highest data rate at which information
can be transmitted with an arbitrarily small error probability [CT91, Ch. 8], was shown
to grow (approximately) linearly with the minimum of the number of transmit and receive
antennas [Fos96,FG98,Tel99]. Correspondingly, multiple antennas constitute a promising
means to increase the spectral efficiency of a system. In addition to this, it was shown
in [TSC98,Ala98,TJC99b] that multiple antennas can also be utilized, in order to provide
a spatial diversity gain and thus to improve the error performance of a system.
In the literature on MIMO systems, typically quite restrictive assumptions are made
concerning the antenna spacings at transmitter and receiver. On the one hand, it is typ-
ically assumed that the individual antenna elements are co-located, i.e., they belong to
some sort of antenna array, cf. Fig. 1.2 (a) in Chapter 1. On the other hand, the an-
tenna spacings are often assumed to be sufficiently large, so as to justify the assumption
of statistically independent fading on the individual transmission links. In this thesis,
these strict assumptions will be relaxed. On the one hand, sufficient antenna spacings
in terms of low fading correlations cannot always be guaranteed in a practical system,
cf. Fig. 1.2 (b).1 On the other hand, the concept of MIMO systems can be transferred to
cooperative wireless networks [NHH04], where multiple distributed transmitting or receiv-
ing nodes cooperate in terms of a joint transmission/reception strategy, cf. Fig. 1.2 (c).
By this means, a virtual antenna array is established so that the cooperating nodes,
possibly equipped with only a single antenna, can enjoy some of the benefits offered by
(conventional) MIMO systems with co-located antennas.
In several publications, it was shown that spatial fading correlations caused by in-
sufficient antenna spacings can lead to significant degradations in capacity and error
performance. As will be seen, this is also the case when the individual transmit and/or
receive antennas are distributed on a large scale. Although at the first glance, co-located
1Note that the notion of insufficient antenna spacings is relative, because it depends not only on the
geometry of the employed antenna arrays, but also on the carrier frequency, the richness of scattering
from the physical environment, and the angular power distribution of the transmitted and received signals
(cf. Section F.3 in Appendix F).
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and distributed MIMO systems might have little in common, we will show that these
two types of systems can, in fact, be treated in a single unifying framework. In par-
ticular, for the case of flat Rayleigh fading, we will show that any MIMO system with
co-located antennas obeying the Kronecker-correlation model (cf. Section 2.2.1), can be
transformed into an equivalent (with regard to the capacity distribution) MIMO system
with distributed antennas, and vice versa. With regard to space-time coding, we will show
that (asymptotically) both MIMO systems lead to identical pairwise error probabilities
(PEPs). Moreover, for the special case of orthogonal space-time block codes (OSTBCs),
even identical symbol and bit error rates result. The equivalence proofs presented here are
based on two unitary matrix transforms. The first transform associates a given co-located
MIMO system with an equivalent distributed MIMO system. This transform is related
to the well-known Karhunen-Loe`ve transform (KLT) [SW02, Ch. 8.5], which is often used
in the literature, in order to analyze correlated systems. As a novel contribution, we
introduce a second transform which associates a given distributed MIMO system with an
equivalent co-located MIMO system [MH05].
An important implication of the above equivalence is that optimal transmission and
reception strategies originally developed for spatially correlated MIMO systems can be
reused for distributed MIMO systems, and vice versa, without any loss of optimality.
Optimal transmit power allocation strategies and diversity reception schemes for spatially
correlated and distributed MIMO systems will be considered in Chapter 4.
The remainder of this chapter is organized as follows. To start with, examples of coop-
erative wireless networks are discussed in Section 3.1. The equivalence of distributed and
co-located MIMO systems is addressed in Section 3.2. Specifically, a simple performance
measure originally proposed for spatially correlated MIMO systems is considered [IN03],
and the equivalent measure for distributed systems is derived. Generalizations of Sec-
tion 3.2 to other fading models are considered in Section 3.3. In addition to this, more
general spatial correlation models are discussed. Finally, the value of macroscopic diver-
sity effects in distributed MIMO systems is studied in Section 3.4. The most important
results of this chapter are summarized in Section 3.5.
3.1 Examples of Distributed MIMO Systems
The concept of cooperative wireless networks has recently gained considerable atten-
tion [NHH04]. On the one hand, cooperating network nodes build the basis of ad-hoc
networks, which are envisioned for sensor networks [I05b], public safety communica-
tion networks [I06], or tactical networks for military applications [I04a, I05a]. For ex-
ample, the benefits of cooperating nodes for wireless sensor networks were considered
in [Li03b, CGB04, Li04, LCL05b]. On the other hand, cooperating nodes also promise
benefits for hierarchical types of networks, e.g., cellular networks [PWS+04,HYFP04].
Throughout this thesis, we will regard cooperating transmitting or receiving nodes as
a single entity, i.e., as a virtual antenna array. Algorithms and protocols that manage
the interaction between the cooperating network nodes are beyond scope. In particular,
in the case of distributed transmitting nodes, we assume that all nodes have the same
(error-free) message to be transmitted at their disposal, just as in a co-located MIMO
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system. Therefore, all performance results presented in this thesis constitute ultimate
limits for practical systems. At the same time, these performance limits provide very
general insights, since they do not depend on a specific protocol.
Remark 3.1 (Distributed transmitting nodes)
In a distributed scenario, the message to be transmitted must first be passed to all
cooperating transmitting nodes. In the case of fixed stations (e.g., base stations),
this can, for example, be realized via some fixed backbone network. In the case of
mobile nodes, however, the exchange of messages must be performed using wireless
resources [BS03a]. Strictly speaking, this causes a capacity penalty in comparison
to a co-located system [Uts06a]. In addition to this, the messages passed to the
individual transmitting nodes may be erroneous. This can lead to error propagation
effects [SB05] and thus to further performance degradations, compared to a co-
located system. As a counter measure, a cyclic redundancy check (CRC) code can
be used. By this means, each transmitting node can first try to decode the received
message correctly. In case of decoding errors, it can then decide not to take part in
the cooperative transmission process, so as to prevent error propagation effects.
Consider first a MIMO system with distributed transmit antennas and co-located receive
antennas, as depicted in Fig. 3.1. In general, all nodes within the network may be equipped
with multiple antennas. To this end, let Tn denote the number of transmitting nodes,
and Mi the number of antennas employed at the ith transmitting node (i = 1, ..., Tn).
Moreover, let M denote the overall number of transmit antennas, i.e.,
Tn∑
i=1
Mi =: M, (3.1)
and let N denote the number of receive antennas used (as earlier).
The cooperating transmitting nodes may, for example, be part of a simulcast network
employed for broadcasting or paging applications [Wit91,KSH97,WSW+06], serving a cer-
tain area around the receiving node. In this example, the receiving node would represent a
single user (with fixed position) or a subscriber home equipped with a fixed antenna array.
Another application example are future mobile radio systems, where joint transmission
strategies based on distributed wireless access points are envisioned [ZZX+03,WSLW03].
Finally, the cooperating transmitting nodes may also be wireless (decode-and-forward)
relays that forward messages of a certain source node to a certain destination node (in
a cooperative fashion). In this example, the receiving node would represent the destina-
tion node. Relay-assisted cooperative wireless networks have already been addressed in a
considerable number of papers, e.g. [ALK03,BS03a,KDA03,LW03,SEA03,Li03b,HA03,
Doh03,JHHN04,ZHF04,DHDA04,CGB04,NBK04,AK04,SE04,PWS+04,BFY04,NHH04,
MTH04, HYFP04,MMA04, Li04, LTW04,MHSD05, RCG05, SB05, LV05a, JH05b, LX05a,
SE05,DH05,HSN06,AK06,BKRL06,YSL06a,UK06,WZA06,UCF06,WYG06,JH06,YS06,
YSL06b, YB07]. These publications cover also relay-assisted networks, where received
messages are only amplified and forwarded, rather than decoding and re-encoding them.
Some of the above papers explicitly propose the use of distributed space-time codes among
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Figure 3.1: Cooperative wireless scenario with distributed transmit antennas and co-
located receive antennas.
the cooperating relays. To this end, existing space-time coding techniques originally de-
signed for co-located MIMO systems can be reused.
In the case of distributed receive antennas (and co-located transmit antennas), we
assume Rn cooperating receiving nodes, each equipped with Nj antennas, where
Rn∑
j=1
Nj =: N. (3.2)
The receiving nodes are assumed to perform a joint reception strategy by passing (pro-
cessed versions of) their received signals to a central entity (without errors). The coop-
erating receiving nodes may, for example, belong to a distributed wireless access network
for mobile radio applications [ZZX+03,WSLW03]. Alternatively, they may be part of a
reach-back network for wireless sensors serving a certain geographical area. The trans-
mitting node would then represent a single wireless sensor broadcasting its measurements
to the reach-back network.
The following section starts with specializing the statistical discrete-time channel
model introduced in Section 2.2.2 to the case of distributed MIMO systems. Following
this, the (asymptotic) equivalence of co-located and distributed MIMO systems is proven,
in terms of the resulting capacity distribution, the pairwise error probability of a gen-
eral space-time code, and the symbol error probability of an orthogonal space-time block
code. The most important results are summarized in Theorems 3.1 to 3.3. For the time
being, we restrict ourselves to the case of frequency-flat Rayleigh fading. Generalizations
to other fading models are considered in Section 3.3.
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3.2 Equivalence of Distributed and Co-located
MIMO Systems
Consider a MIMO system with M transmit and N receive antennas, where the antennas
at both ends are either co-located or distributed. All antennas are assumed to have quasi-
fixed positions. For the time being, we assume perfect carrier frequency synchronization
among all transmit and receive antennas. Moreover, we assume that the propagation
delay differences between the individual transmission links are small compared to the
symbol duration.2 The impact of non-perfect timing and non-perfect carrier-frequency
synchronization will be considered in Chapter 5.
In the sequel, we focus on the discrete-time channel model for quasi-static frequency-
flat fading introduced in Section 2.2.2:
y[k] = Hx[k] + n[k], (3.3)
where y[k] ∈ ICN denotes the kth received vector, H ∈ ICN×M the (N×M)-channel matrix,
x[k] ∈ ICM the kth transmitted vector, and n[k] ∈ ICN the kth additive noise vector. The
time index k of the channel matrix has been dropped for convenience. We assume that
H, x[k] and n[k] are statistically independent. The channel matrix H is assumed to be
constant over an entire block of Nb transmitted vectors x[k], and changes randomly from
one block to the next. Correspondingly, we will sometimes use the system model (2.28)
for block-wise transmission (cf. Section 2.2.2). For the time being we assume Rayleigh
fading, i.e., the entries hν,µ of H (µ = 1, ...,M , ν = 1, ..., N) are zero-mean circularly
symmetric complex Gaussian random variables with variance σ2hν,µ/2 per real dimension,
i.e., hν,µ ∼ CN (0, σ2hν,µ). The instantaneous realizations of the channel matrix H are
assumed to be perfectly known at the receiver. The entries xµ[k] of the transmitted
vector x[k] are treated as zero-mean random variables with variance σ2x,µ. Possibly, they
are correlated due to some underlying space-time code. We assume an overall average
transmit power constraint of P , i.e.,
M∑
µ=1
σ2x,µ
!≤ P. (3.4)
For the time being, we consider the case of equal power allocation among the transmit
antennas, i.e., σ2x,µ = P/M for all µ = 1, ...,M . Alternative transmit power allocation
strategies will be considered in Chapter 4. Finally, the entries of n[k] are assumed to
be zero-mean, spatially and temporally white complex Gaussian random variables with
variance σ2n/2 per real dimension, i.e., nν [k] ∼ CN (0, σ2n) and
E
{
n[k]nH[k′]
}
= σ2n · δ[k−k′] · IN . (3.5)
Next, we specialize the above model to the case of co-located and distributed antennas.
2This is a reasonable assumption, as long as the distributed transmit or receive antennas are not
spaced too far apart from each other, or if, in the case of distributed transmit antennas, sufficiently
accurate timing advance techniques are employed at the transmitter side. In the case of distributed
receive antennas, propagation delay differences can be compensated by adjusting the sampling phase
accordingly.
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3.2.1 System Model for Co-located MIMO Systems
In the case of co-located antennas, the individual transmission links from the transmit to
the receive antennas may be correlated, due to insufficient antenna spacings. Let
σ2hν,µ,ν′,µ′ := E{hν,µ h∗ν′,µ′} = σ2 ∗hν′,µ′,ν,µ (3.6)
denote the covariance between two channel coefficients hν,µ and hν′,µ′ , and let
ρhν,µ,ν′,µ′ := σ
2
hν,µ,ν′,µ′
/√
σ2hν,µ σ
2
hν′,µ′
(3.7)
denote the corresponding spatial correlation. For the time being, we consider the Kro-
necker correlation model (cf. Section 2.2.1), i.e.,
ρhν,µ,ν′,µ′ := ρTx,µ,µ′ · ρRx,ν,ν′ (3.8)
for all indices µ, µ′, ν, ν ′. The channel matrix H can thus be written as
H := Ξh ⊙
(
R
1/2
h,RxH
′R1/2h,Tx
)
(3.9)
(cf. Remark 2.2), where the matrix Ξh is given by
Ξh :=


√
σ2h1,1 . . .
√
σ2h1,M
...
. . .
...√
σ2hN,1 . . .
√
σ2hN,M

 , (3.10)
and
Rh,Tx :=

 1 . . . ρTx,1,M... . . . ...
ρ∗Tx,1,M . . . 1

 and Rh,Rx :=

 1 . . . ρRx,1,N... . . . ...
ρ∗Rx,1,N . . . 1

 (3.11)
denote the transmitter and receiver correlation matrix (tr(Rh,Tx)=M , tr(Rh,Rx)=N).
Finally, H′ denotes an uncorrelated (N×M)-channel matrix with entries h′ν,µ ∼ CN (0, 1).
If congenerous, co-located antenna elements are used at the transmitter and the re-
ceiver side , it is reasonable to assume that the variance of the channel coefficients hν,µ is
the same for all transmission links, since all links experience, on average, similar propaga-
tion conditions. In particular, the individual link lengths are the same. Correspondingly,
we define σ2hν,µ :=σ
2
h for all indices µ, ν and write H according to
H := R
1/2
h,RxH
′R1/2h,Tx (3.12)
(h′ν,µ ∼ CN (0, σ2h) and uncorrelated). The transmitter and receiver correlation matrix can
then be written as
Rh,Tx = E{HHH}/(Nσ2h) and Rh,Rx = E{HHH}/(Mσ2h). (3.13)
In the sequel, we denote the eigenvalue decompositions (EVDs) of Rh,Tx and Rh,Rx as
Rh,Tx = UTxΛh,TxU
H
Tx and Rh,Rx = URxΛh,RxU
H
Rx, (3.14)
where Λh,Tx := diag([λTx,1, ..., λTx,M ]) and Λh,Rx := diag([λRx,1, ..., λRx,N ]) contain the
eigenvalues of Rh,Tx and Rh,Rx, and UTx and URx are unitary matrices (U
H
TxUTx= IM ,
UHRxURx=IN), cf. Section D.4 in Appendix D.
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3.2.2 System Model for Distributed MIMO Systems
Next, we consider a MIMO system with distributed antennas. To start with, we focus on
the case of distributed transmit antennas and co-located receive antennas, as depicted in
Fig. 3.1. The general expression (3.9) for the channel matrix H applies also for MIMO
systems with distributed (transmit) antennas. For simplicity we assume in the sequel that
all transmit antennas are uncorrelated. (For antennas belonging to different transmitting
nodes, this condition is surely fulfilled.)
Similar to Section 3.2.1, it is again reasonable to assume that all channel coefficients
associated with the same transmitting node i (i = 1, ..., Tn) have the same variance σ
2
h,i.
Correspondingly, assuming an appropriate order of the columns of H, we obtain
E{HHH}/N = diag([σ2h,1, ..., σ2h,i, ..., σ2h,Tn ]) =: Σh,Tx, (3.15)
where each variance σ2h,i occurs Mi times. Following the Kronecker-correlation model, we
can thus write
H = R
1/2
h,RxH
′Σ1/2h,Tx (3.16)
(h′ν,µ ∼ CN (0, 1) and uncorrelated), cf. (3.12). Typically, the variances σ2h,i (and thus the
average link SNRs) vary significantly between the individual transmitting nodes, (mainly)
due to different link lengths. Since in a rich-scattering environment the average received
power decays at least with the square of the link length [Ste94, Ch. 1.2], comparatively
small link length differences already lead to considerable differences in the average link
SNRs. Additionally, the variances σ2h,i may include shadowing effects.
3
Similarly, in a MIMO system with co-located transmit antennas and distributed receive
antennas, we have
E{HHH}/M = diag([σ2h,1, ..., σ2h,j , ..., σ2h,Rn ]) =: Σh,Rx (3.17)
and
H = Σ
1/2
h,RxH
′R1/2h,Tx (3.18)
(h′ν,µ ∼ CN (0, 1) and uncorrelated), where σ2h,j (1≤j≤Rn) denotes the channel variance
associated with the jth receiving node.
In order to treat co-located and distributed MIMO systems in a single, unifying frame-
work, we normalize the overall average power of the channel coefficients as follows:4
tr
(
E{vec(H)vec(H)H}) != MN. (3.19)
For MIMO systems with co-located antennas, cf. (3.12) and (3.13), this means we set
σ2h :=1. In this case, we get
E{vec(H)vec(H)H} = Rh,Tx ⊗Rh,Rx. (3.20)
For MIMO systems with distributed transmit/receive antennas, it means we set
tr(Σh,Tx)
!
=M or tr(Σh,Rx)
!
=N. (3.21)
3As long as the transmitting nodes have quasi-fixed positions and a single receiving node is considered
(also with a fixed position), no macroscopic diversity is available. Shadowing effects are fully captured
by the channel variances σ2h,i. The benefits of macroscopic diversity become only apparent, when some
mobility is assumed and different positions of the receiving node are considered. The value of macroscopic
diversity in distributed MIMO systems is addressed in Section 3.4.
4In order to provide a fair comparison between distributed and co-located MIMO systems, the overall
average received power must be fixed.
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3.2.3 Capacity Distribution of MIMO Systems
In the sequel, we will show that for any MIMO system with co-located antennas obeying
the Kronecker-correlation model (3.12), an equivalent MIMO system with distributed
antennas can be found, and vice versa, in the sense that both systems are characterized
by identical capacity distributions.
For the time being, we assume that channel state information is solely available at the
receiver, but not at the transmitter. (The case of instantaneous and statistical channel
knowledge at the transmitter side is considered in Chapter 4.) In this case, given a fixed
realization of the random channel matrix H, the capacity of the MIMO system (3.3) is
given by [FG98]
C(H) = log2 det
(
IN +
P
Mσ2n
HHH
)
bit/channel use (3.22)
(cf. Appendix G). The capacity C(H) is in the following called instantaneous capacity.
Obviously, C(H) =: r itself is a random variable, and its probability density function
(PDF) is denoted as pr(r) in the sequel.
MIMO Systems with Co-located Antennas
To start with, consider a MIMO system with co-located transmit and receive antennas
and an overall spatial covariance matrix according to (3.20). Let
RA :=
{
Rh,Tx if M<N
Rh,Rx else
and RB :=
{
Rh,Rx if M<N
Rh,Tx else
, (3.23)
i.e., the correlation matrix RA is always related to the side with less antennas. Moreover,
let
M˜ := min(M,N), N˜ := max(M,N). (3.24)
Finally, let λA,1, ..., λA,M˜ denote the eigenvalues of RA and λB,1, ..., λB,N˜ the eigenvalues of
RB. Without loss of generality, we assume in the sequel that both RA and RB have full
rank.5 Moreover, for simplicity, we assume that both matrices RA and RB have distinct
eigenvalues, while the following order is employed in the sequel:
0 < λA,1 < ... < λA,M˜ and 0 < λB,1 < ... < λB,N˜ . (3.25)
Under these premises, a closed-form expression for the characteristic function (cf. Defini-
tion C.17, Appendix C) of the instantaneous capacity r=C(H) was evaluated in [PSL04].
The result is of form
C{r}(jω) := E{ejωr} = KSNR ϕ(jω)
ψ(RA,RB)
det
([
V(RB)
M(RA,RB, jω)
])
, (3.26)
where ω∈ IR and
KSNR =
(
P
Mσ2n
)−M˜(M˜−1)/2
, (3.27)
5Any MIMO system with rank-deficient transmitter/receiver correlation matrix can be transformed
into an equivalent MIMO system with full-rank correlation matrices [Kie05].
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ϕ(jω) =
M˜−1∏
i=1
(i+ jω log2 e)
−i, (3.28)
and
ψ(RA,RB) =
∏
1≤ j < i≤ M˜
(λA,i − λA,j)
∏
1≤ j < i≤ N˜
(λB,i − λB,j) . (3.29)
Moreover, V(RB) is a Vandermonde matrix of dimension (N˜−M˜)×N˜ with entries[
V(RB)
]
i,j
= λi−1B,j , i = 1, ..., (N˜−M˜), j = 1, ..., N˜ , (3.30)
and M(RA,RB, jω) is an (M˜×N˜)-matrix with entries
[
M(RA,RB, jω)
]
i,j
= λN˜−M˜−1B,j
∫ ∞
0
e−x/λB,j
(
1 +
P
Mσ2n
λA,i x
)M˜−1+jω log2 e
dx (3.31)
(i=1, ..., M˜ , j=1, ..., N˜).6 An alternative closed-form expression for C{r}(jω) that is
based on a specific hypergeometric function of matrix arguments was derived in [Kie05]. In
particular, specialized expressions were derived in [Kie05] for the case of one-sided spatial
correlation (i.e., Rh,Tx=IM or Rh,Rx=IN) and for the case of uncorrelated antennas. (For
the uncorrelated case, a closed-form expression for C{r}(jω) was also stated in [PSL04].)
Obviously, the characteristic function C{r}(jω) depends solely on the eigenvalues of
Rh,Tx and Rh,Rx, but not on specific entries of Rh,Tx or Rh,Rx. Correspondingly, any
MIMO system having an overall spatial covariance matrix
E{vec(H)vec(H)H} = (UMRh,TxUHM)⊗ (UNRh,RxUHN) =: R′Tx ⊗R′Rx, (3.32)
where UM is an arbitrary unitary (M×M)-matrix7 and UN an arbitrary unitary (N×N)-
matrix, will exhibit exactly the same characteristic function (3.26) of the instantaneous
capacity (since the eigenvalues of R′Tx and RTx and of R
′
Rx and RRx are identical). Specif-
ically, we may choose UM :=U
H
Tx and/or UN :=U
H
Rx, in order to find an equivalent MIMO
system with distributed transmit and/or distributed receive antennas, cf. (3.14):
UHTxRh,TxUTx = Λh,Tx =: Σh,Tx (3.33a)
UHRxRh,RxURx = Λh,Rx =: Σh,Rx. (3.33b)
Remark 3.2 (Capacity distribution, ergodic capacity, outage capacity)
The characteristic function C{r}(jω) contains the complete information about the
statistical properties of r=C(H). Specifically, the PDF of r can be calculated as8
pr(r) =
1
2π
∫ +∞
−∞
C{r}(jω) e−jωr dω. (3.34)
6If the eigenvalues of RA or RB are not distinct, the characteristic function of r=C(H) can be
obtained as a limiting case of (3.26) [PSL04].
7Unitary matrices can, for example, be constructed using Givens rotations, Householder reflections,
the matrix exponential function, or the Caley transform (cf. Remark D.1, Appendix D).
8The characteristic function of a random variable can be interpreted as the Fourier transform of the
corresponding PDF, evaluated at −jω (cf. Definition C.17). Therefore, the PDF can be obtained from
the characteristic function via the corresponding inverse transform.
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Based on the characteristic function C{r}(jω) and the capacity distribution pr(r),
further statistical characteristics of r=C(H) can be obtained, such as the cumula-
tive distribution function (CDF),
Pr{r ≤ C0} :=
∫ C0
0
pr(r) dr. (3.35)
Another important quantity is the p%-outage capacity Cp%out, i.e., the capacity value
C0 for which the CDF (3.35) yields a value of p% [FG98]. Moreover, based on the
characteristic function, the mean and the variance of the capacity distribution can
be calculated in closed form, according to
C¯ := E{r} = 1
j
· ∂
∂ω
C{r}(jω)
∣∣∣∣
ω=0
(3.36)
and
σ2C := E{(r−C¯)2} = −2 ·
∂
∂ω2
C{r}(jω)
∣∣∣∣
ω=0
− C¯ 2 (3.37)
(cf. Definition C.17). The mean capacity C¯ is also called ergodic capacity in the
literature. The variance σ2C (in conjunction with the mean capacity C¯) is, for
example, useful for Gaussian approximations of the capacity distribution pr(r). As
will be seen below, this often yields a good approximation, provided that the number
of transmit and receive antennas is not too small. Closed-form expressions for the
ergodic capacity C¯ in the case of spatially correlated Rayleigh fading can be found
in [PSL04,Kie05]. For the uncorrelated case, a closed-form expression for the ergodic
capacity (based on Laguerre polynomials) was first presented in [Tel95]. Closed-form
expressions for the variance σ2C can be found in [PSL04].
MIMO Systems with Distributed Antennas
The above results have shown that for any co-located MIMO system following the Kro-
necker correlation model an equivalent (with regard to the resulting capacity PDF) dis-
tributed MIMO system can be found (based on (3.33)). Vice versa, given a MIMO system
with distributed transmit and/or distributed receive antennas, the diagonal elements of
the matrix Σh,Tx/ Σh,Rx may be interpreted as the eigenvalues of a corresponding corre-
lation matrix Rh,Tx/ Rh,Rx.
Employing the normalization according to (3.21), a unitary matrix U˜M or U˜N can be
found for any number of transmit and receive antennas such that the transform
U˜MΣh,TxU˜
H
M =: Rh,Tx (3.38a)
U˜NΣh,RxU˜
H
N =: Rh,Rx (3.38b)
yields a correlation matrix Rh,Tx/ Rh,Rx with diagonal entries equal to one and non-
diagonal entries with magnitudes ≤1. As shown in Appendix 1 at the end of this chap-
ter, suitable unitary matrices are, for example, the (n×n)-Fourier matrix Fn (cf. Def-
inition D.8, Appendix D), which exists for any number n, or the normalized (n×n)-
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Hadamard matrix Hn (cf. Definition D.6), which is known to exist for all numbers n=2
ν ,
where ν is an arbitrary positive integer number.9
Remark 3.3 (Spatial correlations in the equivalent co-located system)
Note that for Σh,Tx 6= IM or Σh,Rx 6= IN , at least some non-diagonal entries of
Rh,Tx/ Rh,Rx will have a magnitude greater than zero. Correspondingly, a MIMO
system with distributed antennas and unequal average link SNRs is transformed
into an equivalent co-located MIMO system with correlated antennas. Specifically,
if all but one elements of Σh,Tx/ Σh,Rx are equal to zero (because the corresponding
links are completely obstructed), one obtains an equivalent co-located MIMO system
with fully correlated transmit or receive antennas, i.e., all elements of Rh,Tx/ Rh,Rx
have a magnitude equal to one. However, if all average link SNRs are the same,
the distributed MIMO system is equivalent to a co-located MIMO system with
uncorrelated transmit and receive antennas.
Remark 3.4
In Appendix H, the unitary matrix transforms (3.33) and (3.38) considered above
are illustrated by means of two simple examples. Moreover, examples for virtual
antenna arrays (VAAs) in cellular mobile radio systems are considered, and specific
results are derived concerning the associated spatial correlation properties in the
equivalent co-located MIMO system.
The above findings are summarized in the following theorem:
Theorem 3.1 (Equivalence of distributed and co-located MIMO systems I)
For any MIMO system with co-located transmit and receive antennas, which is subject
to frequency-flat Rayleigh fading obeying the Kronecker correlation model, an equiva-
lent MIMO system with distributed transmit and/or distributed receive antennas can
be found, and vice versa, such that both systems are characterized by identical capacity
distributions.
Proof. The capacity distribution according to (3.26) and (3.34) is invariant under a
unitary transform of the transmitter or receiver correlation/covariance matrix. Thus,
using the unitary matrix transform (3.33), any co-located MIMO system can be trans-
formed into an equivalent distributed MIMO system. Similarly, using the unitary matrix
transform (3.38), any distributed MIMO system can be transformed into an equivalent
co-located MIMO system. 
Numerical Capacity Results
In order to illustrate the above findings, some numerical capacity results are presented
in Fig. 3.2, for different MIMO systems with four transmit and three receive antennas.
Displayed are the capacity distributions pr(r) resulting for
(i) a co-located MIMO system with uncorrelated links (‘conventional MIMO system’),
(ii) a co-located MIMO system with correlated transmit and receive antennas, and
9It should be noted that a unitary matrix transform of form (3.38) was also employed in [Say02], in
order to establish a so-called ‘virtual’ channel representation of physical MIMO channel models.
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Figure 3.2: Capacity distributions pr(r) for different MIMO systems with four transmit
and three receive antennas, at an SNR of 10 log10(P/σ
2
n)=26 dB.
(iii) the corresponding equivalent distributed MIMO system,
at an SNR of 10 log10(P/σ
2
n) = 26 dB. The associated ergodic capacities are marked by
dotted vertical lines. Moreover, corresponding Gaussian approximations of pr(r) have
been included in Fig. 3.2 (also marked by dotted lines). As an example, a single-parameter
(n×n)-correlation matrix
Rn,ρ :=


1 ρ ρ4 · · · ρ(n−1)2
ρ 1 ρ · · · ρ(n−2)2
ρ4 ρ
...
...
...
. . .
...
ρ(n−1)
2
ρ(n−2)
2 · · · · · · 1

 (3.39)
(ρ∈ IR) was used for the matrices Rh,Tx and Rh,Rx in the spatially correlated MIMO
system.10 For the transmitter, the parameters n=M=4 and ρTx=0.8 were chosen, and
for the receiver the parameters n=N=3 and ρRx=0.7. The corresponding matrices Σh,Tx
and Σh,Rx in the equivalent distributed MIMO system are given by
Σh,Tx = diag([ 0.0198 0.2125 1.0459 2.7217 ]), (3.40a)
Σh,Rx = diag([ 0.1228 0.7599 2.1173 ]). (3.40b)
The capacity distributions for the co-located MIMO system with uncorrelated links and
the co-located MIMO system with correlated antennas were obtained based on the analyti-
cal results presented in [PSL04] (cf. (3.26) and (3.34) for the correlated case). The capacity
10The single-parameter correlation matrix (3.39) was proposed in [vH02a] for uniform linear antenna
arrays (ULAAs) with n antenna elements.
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distribution for the equivalent distributed system was obtained by means of Monte-Carlo
simulations over 107 independent channel realizations. As expected, the capacity distri-
butions for the spatially correlated MIMO system and the equivalent distributed MIMO
system are identical.11 As can be seen, the ergodic capacity is significantly reduced com-
pared to the co-located MIMO system with uncorrelated links, from 23.7 bit/channel
use to 18.9 bit/channel use. (Moreover, the width of the capacity distribution is slightly
increased, which is of interest for the outage capacity.) Note that this is an important re-
sult. It implies that distributed MIMO systems with unequal link lengths have an inferior
performance compared to co-located MIMO systems with uncorrelated antennas (at least
as long as no macroscopic diversity gains are available in the distributed MIMO system).
Finally, we note that the Gaussian approximation of the capacity distributions fits well,
for both the uncorrelated MIMO system and the correlated/distributed MIMO system.
If only a single antenna is employed either at the transmitter or the receiver, the
loss in ergodic capacity turns out to be significantly smaller. For example, in a MIMO
system with M =4 transmit antennas and a single receive antenna, the ergodic capacity
is reduced from 8.5 bit/channel use in the uncorrelated MIMO system to 8.2 bit/channel
use in the case of a spatially correlated MIMO system with Rh,Tx=RM,ρ and ρ=0.9 (at
an SNR of 10 log10(P/σ
2
n)=26 dB).
Further Capacity Results for Co-located and Distributed MIMO Systems
Due to the equivalence of co-located and distributed MIMO systems, many capacity
results reported for co-located MIMO systems can be reused, in order to gain insights
for distributed MIMO systems. A comprehensive survey of existing capacity results for
MIMO systems with uncorrelated and correlated antennas can be found in [GJJV03]. In
particular, different scenarios concerning the amount of channel knowledge available at
the transmitter are considered (see also Appendix G). With regard to the receiver, focus
is on the case of perfect and statistical channel knowledge. (Capacity results for the case
where channel knowledge is neither available at the transmitter nor the receiver can be
found in [ZT02].) Another excellent survey on the topic can be found in [BT04a].
Capacity results for co-located MIMO systems that can directly be transferred to dis-
tributed MIMO systems were, for example, presented in [SFGK00,GSS+03,SL03,CWZ03,
JB04a,KSB04,OAA04,MO04,PSL04,Kie05,KA06]. For instance, in [SFGK00] simulation
results were presented for the PDFs of the eigenvalues of the matrix HHH (for the case of
Rayleigh fading and the Kronecker correlation model). They show that in the presence of
spatial correlations, the probability is comparatively large that the number of significant
eigenvalues ofHHH is small.12 Moreover, simulation results for the CDF of r=C(H) were
included (for the case where no channel knowledge is available at the transmitter), and it
was shown that spatial correlations can result in a significantly reduced ergodic capacity.
11As an example, both correlation matrices Rh,Tx and Rh,Rx were replaced by Σh,Tx and Σh,Rx,
respectively, which corresponds to a MIMO system with distributed transmit and distributed receive
antennas. Of course, the capacity distribution will not change if only one of the correlation matrices
Rh,Tx and Rh,Rx is replaced by the corresponding matrix Σh,Tx/ Σh,Rx.
12Analytical expressions for the (joint) distribution of the eigenvalues of HHH in the case of spatial
correlations can be found in [CWZ03,MO04,TV04b]. We will return to this topic in Chapter 4.
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Analytical results that are based on majorization theory were presented in [JB04a],
again for Rayleigh fading and the Kronecker correlation model. An (1×M)-vector a is said
to majorize another (1×M)-vector b if ∑mi=1 ai≥∑mi=1 bi for all m=1, ...,M . Let λh,Tx
and λh,Rx denote the vector containing the ordered eigenvalues of the transmitter and
receiver correlation matrix, respectively, where λTx,1≥ ...≥λTx,M and λRx,1≥ ...≥λRx,N .
Assuming an equal power allocation strategy at the transmitter, a fixed receiver correla-
tion matrixRh,Rx and two different transmitter correlation matricesRh,Tx andR
′
h,Tx with
corresponding eigenvalue vectors λh,Tx and λ
′
h,Tx, the following was shown in [JB04a]. If
λ′h,Tx majorizes λh,Tx, the ergodic capacity associated with the correlation matrix R
′
h,Tx
is always smaller than the one associated with the correlation matrix Rh,Tx. The same
principle holds also if λh,Tx is fixed and different vectors λh,Rx are compared. Correspond-
ingly, the maximum ergodic capacity results for λh,Tx = [ 1, ..., 1 ] and λh,Rx = [ 1, ..., 1 ],
i.e., for uncorrelated transmit and receive antennas, and the minimum ergodic capacity
results for λh,Tx=[M, 0, ..., 0 ] and λh,Rx=[N, 0, ..., 0 ], i.e., for fully correlated antennas.
More specialized capacity results for doubly- and triply-selective co-located MIMO
systems were, for example, presented in [GCSS03, IUN03, XZ04, PJ05]. The topic of
capacity scaling for a growing number of transmit and receive antennas was, for example,
addressed in [CTKV02,RS03,MFP03]. Specifically, in [RS03] it was shown that in the
case of spatial correlations, the ergodic capacity C¯ still scales (approximately) linearly
with M˜=min(M,N). However, the slope of C¯ as a function of M˜ is smaller than in the
uncorrelated case. In [MFP03] the case where the number of transmit and receive antennas
grows to infinity was considered, while the ratio M/N is kept constant. By this means,
asymptotic expressions were derived for the capacity r=C(H) which indicate that spatial
correlations are more harmful when arising at the side with less antennas. As shown
in [MFP03], these asymptotic capacity results are also relevant for MIMO systems with
a moderate number of antennas. Finally, some papers report specific capacity results for
MIMO systems with correlated antennas, which include certain assumptions regarding
the geometry of the antenna arrays and/or the volume available for deploying them,
e.g. [PAK03,WGJ03,HF03a,Chi03].
To conclude this section, further results concerning the ergodic capacity of distributed
and co-located MIMO systems are presented in the sequel. In particular, the impact of
the overall received SNR and the available number of antennas is illustrated.
Ergodic Capacity of Distributed and Co-located MIMO Systems
Consider again a co-located MIMO system with M transmit and N receive antennas. As
earlier, we assume frequency-flat Rayleigh fading which follows the Kronecker correla-
tion model. Moreover, we assume that no channel state information is available at the
transmitter, whereas the receiver has perfect instantaneous channel knowledge. The case
of instantaneous and statistical channel knowledge at the transmitter will be considered
in Chapter 4. A tight upper bound on the ergodic capacity C¯ = E{r} can be found as
follows [BT04a, Ch. 4.3]. Since the log-function is convex-∩ on IR>0 (cf. Section E.2 in
Appendix E), we can apply Jensen’s inequality to the expression for C¯, which yields
C¯ ≤ log2 E
{
det
(
IN +
P
Mσ2n
HHH
)}
bit/channel use. (3.41)
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Remark 3.5
Jensen’s inequality says that for any function f , which is convex-∩ on a certain set
S, the following holds: E{f(x)}≤f(E{x}) for all x∈S. Interestingly, an alternative
(less tight) upper bound on C¯ can be obtained by applying Jensen’s inequality to
the log2 det-function [BT04a, Ch. 4.2]. Since log2 det(A) is convex-∩ on the set of
all non-negative definite Hermitian matrices A, the ergodic capacity C¯ is bounded
above by the minimum of
log2 det
(
IN +
P
σ2n
Rh,Rx
)
and log2 det
(
IM +
PN
Mσ2n
Rh,Tx
)
, (3.42)
where σ2h=1 has been assumed.
In [SL03], the right-hand side of (3.41) was further evaluated, based on the principal
minor determinants of Rh,Tx and Rh,Rx. The result is given by
C¯ ≤ log2
(
1 +
M˜∑
µ=1
(
P
Mσ2n
)µ
µ!
∑
i∈Iµ
det (Rh,Tx)i
∑
j∈Jµ
det (Rh,Rx)j
)
, (3.43)
where i and j denote index vectors taken from the sets
Iµ := {i := [i1, ..., iµ] | 1≤ i1<i2< · · ·<iµ≤M} (3.44a)
Jµ := {j := [j1, ..., jµ] | 1≤j1<j2< · · ·<jµ≤N}. (3.44b)
Moreover, det(A)i denotes the minor determinant of A, which is associated with the
quadratic submatrix ofA specified by the index vector i. The right-hand side of (3.43) can
be further simplified by replacing Rh,Tx and Rh,Rx by the corresponding eigenvalue matri-
ces Λh,Tx and Λh,Rx. By this means, the minor determinants det(Rh,Tx)i and det(Rh,Rx)j
are replaced by simple products of eigenvalues:
C¯ ≤ log2
(
1 +
M˜∑
µ=1
(
P
Mσ2n
)µ
µ!
∑
i∈Iµ
λTx,i1 · · ·λTx,iµ
∑
j∈Jµ
λRx,j1 · · ·λRx,jµ
)
. (3.45)
(The order of the eigenvalues is arbitrary.) In particular, the above expression can directly
be utilized for distributed MIMO systems, by settingΛh,Tx :=Σh,Tx andΛh,Rx :=Σh,Rx. In
the case of uncorrelated transmit and receive antennas, the upper bound (3.45) simplifies
to
C¯ ≤ log2
(
1 +
M˜∑
µ=1
(
P
Mσ2n
)µ
µ!
(
M
M−µ
)(
N
N−µ
))
. (3.46)
As an example, some numerical results concerning the ergodic capacity of a MIMO sys-
tem with four distributed transmit antennas and three co-located receive antennas are
presented in the following. At the transmitter side, two different transmitter covari-
ance matrices are considered. The first represents the case of equal average links SNRs
(Σh,Tx=IM), whereas the second represents the case of a significant SNR imbalance:
Σh,Tx := diag([ 2.5 1.0 0.3 0.2 ]). (3.47)
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Figure 3.3: Ergodic capacity C¯ of a MIMO system with four distributed transmit and three
co-located receive antennas, resulting for equal/unequal average link SNRs and uncorre-
lated/correlated receive antennas. (Simulative results were obtained by means of Monte-
Carlo simulations; dotted lines: Corresponding analytical upper bounds.) For comparison,
the ergodic capacity of a single-antenna system has also been included (‘(1×1)-system’).
Equivalently, we could also consider a MIMO system with co-located transmit and receive
antennas and a transmitter correlation matrix with eigenvalue matrix Λh,Tx=Σh,Tx. At
the receiver we also consider two different receiver correlation matrices, namelyRh,Rx=IN
(uncorrelated receive antennas) and a single-parameter correlation matrix Rh,Rx=RN,ρRx
with ρRx=0.7, cf. (3.39).
In Fig. 3.3, the ergodic capacities C¯ resulting for the different cases are plotted as
a function of the average SNR P/σ2n in dB. The exact ergodic capacities (solid, dashed
and dashed-dotted line) were obtained by means of Monte-Carlo simulations over 10.000
independent channel realizations, whereas the dotted lines represent the corresponding
upper bounds on C¯, which were obtained on the basis of (3.45) and (3.46). As can be seen,
the upper bounds are reasonably tight throughout the complete SNR range. Moreover,
for medium to large SNR values the ergodic capacity is reduced significantly if the average
link SNRs are unbalanced due to distributed transmit antennas, especially if the receive
antennas are correlated. However, in all cases huge gains are achieved compared to a
single-antenna system (‘(1×1)-system’), especially in the case of high SNR values.
In Fig. 3.4, the impact of the number of receive antennas is illustrated, for a fixed
SNR of 10 log10(P/σ
2
n) = 20 dB. As can be seen, for N<4 the ergodic capacity grows
(approximately) linearly with min(M,N) = N in all cases, whereas for larger N the
rate of growth diminishes. Interestingly, for small numbers N the performance of the
system with Σh,Tx 6=IM and Rh,Rx=IN is superior to that of the system with Σh,Tx=IM
and Rh,Rx 6=IN , whereas for large numbers N the situation is reversed. This result is
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Figure 3.4: Ergodic capacity C¯ of a MIMO system with four distributed transmit and
N co-located receive antennas as a function of N , at an SNR of 10 log10(P/σ
2
n)=20 dB:
Equal/unequal average link SNRs and uncorrelated/correlated receive antennas (simula-
tive results obtained by means of Monte-Carlo simulations).
supported by the finding of [MFP03] that spatial correlations (or unbalanced link SNRs)
are more harmful when occurring at the side with less antennas. Moreover, it can be
seen that the performance gap between the system with Σh,Tx=IM and Rh,Rx=IN and
the system with Σh,Tx 6=IM and Rh,Rx 6=IN is virtually the same for all numbers N ≥ 4.
Finally, in the case of a single receive antenna (which is of particular interest for practical
applications requiring a simple receiver), the reduction of the ergodic capacity due to
unbalanced link SNRs is negligible.
3.2.4 Pairwise Error Probability of Space-Time Codes
The results in Section 3.2.3 were very general and are relevant for coded MIMO systems
with co-located or distributed antennas. In the following, we focus on an important
class of coded MIMO systems, namely on space-time coded MIMO systems. Specifically,
we will show that space-time coded MIMO systems with spatially correlated antennas
and space-time coded MIMO systems with distributed antennas lead (asymptotically) to
identical pairwise error probabilities (PEPs).
To this end, consider again channel model (2.28) introduced in Section 2.2.2 for a block-
wise transmission over quasi-static, frequency-flat fading MIMO channels. As earlier,
the block length is denoted as Nb in the sequel. We assume that a space-time encoder
with memory length ν (e.g., a space-time trellis encoder) is used at the transmitter,
possibly in a distributed fashion. The space-time encoder maps a sequence of (Nb−ν)
information symbols a[κ] (followed by ν known tailing symbols) onto an (M×Nb) space-
time transmission matrix X, where Nb>M . The matrix X is called the code matrix in
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the following. Assuming that the channel matrix H is perfectly known at the receiver,
the metric for maximum-likelihood sequence estimation (MLSE) is given by [UG04]
µ(Y, X˜) :=
∣∣∣∣Y −HX˜∣∣∣∣2
F
, (3.48)
where X˜ denotes a hypothesis for the code matrix X. Moreover, || . ||F denotes the Frobe-
nius norm, cf. Definition D.2 in Appendix D. The PEP P (X→E), i.e., the probability
that the MLSE decoder decides in favor of an erroneous code matrix E 6=X, although the
matrix X was transmitted, is given by [WSFY04]
P (X→E) = Pr{µ(Y,E) ≤ µ(Y,X) } (3.49)
= E
{
Q
(√
P
2Mσ2n
∣∣∣∣H (X−E)∣∣∣∣
F
)}
,
cf. (2.123), where Q(x) denotes the Gaussian Q-function, cf. Definition C.2 in Appendix C.
The expectation is taken with respect to the channel matrix H. The PEP is often used
in the literature, in order to derive design criteria for space-time codes (cf. Section 2.3.4).
With regard to performance analysis the PEP can, for example, be used to approximate
the bit error rate provided by space-time codes [UG04].
MIMO Systems with Co-located Antennas
Consider again a MIMO system with co-located transmit and receive antennas, and an
overall spatial covariance matrix E{vec(H)vec(H)H} = Rh,Tx ⊗ Rh,Rx. As earlier, we
denote
ΨX,E := (X−E)(X−E)H (3.50)
(cf. Section 2.3.4). In the sequel, we assume that the employed space-time code achieves
full spatial diversity. This implies that the matrix ΨX,E has always full rank, i.e.,
rank(ΨX,E) = M (3.51)
for any pair of code matrices (X 6=E). In [WSFY04], it was shown that the PEP (3.49)
can be expressed in the form of a single finite-range integral, according to
P (X→E) = 1
π
∫ π/2
0
M∏
i=1
N∏
j=1
[
1 +
P
4Mσ2n
ξTx,iλRx,j
sin2θ
]−1
dθ, (3.52)
where ξTx,1, ..., ξTx,M denote the eigenvalues of the matrix ΨX,ERh,Tx and λRx,1, ..., λRx,N
the eigenvalues of Rh,Rx (as earlier). Specifically, it was shown in [WSFY04] that the
presence of receive antenna correlations (Rh,Rx 6= IN) always degrades the PEP (for any
SNR value, particularly for high SNRs). In contrast to this, the impact of transmit
antenna correlations depends on the employed space-time code. In the low SNR regime,
the presence of transmit antenna correlations (Rh,Tx 6=IM) can improve the PEP, whereas
for large SNR values the PEP is always degraded.
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MIMO Systems with Distributed Antennas
Based on the same arguments as in Section 3.2.3, we can always find a MIMO system
with distributed receive antennas, which leads to exactly the same PEP as the above
co-located system. Any MIMO system with overall spatial covariance matrix
E{vec(H)vec(H)H} = Rh,Tx ⊗ (UNRh,RxUHN) =: Rh,Tx ⊗R′h,Rx (3.53)
will lead to the same PEP (3.52), where UN is an arbitrary unitary (N×N)-matrix. In
particular, we may again choose UN :=U
H
h,Rx to obtain R
′
h,Rx=Λh,Rx=:Σh,Rx. Similarly,
given a MIMO system with distributed receive antennas, we can always find an equivalent
co-located MIMO system by evaluating (3.38b).
In contrast to this, a MIMO system with distributed transmit antennas and overall
spatial covariance matrix
E{vec(H)vec(H)H} = Σh,Tx ⊗Rh,Rx (3.54)
(Σh,Tx :=U
H
h,TxRh,TxUh,Tx) will not lead to the same PEP expression (3.52), because the
eigenvalues of ΨX,ERh,Tx and ΨX,EΣh,Tx are, in general, different. Note that we obtain a
PEP expression for space-time coded MIMO systems with distributed transmit antennas,
by replacing ξTx,1, ..., ξTx,M in (3.52) by the eigenvalues of the matrix ΨX,EΣh,Tx. This
PEP expression might, for example, be utilized as a design criterion for distributed space-
time trellis codes.
Asymptotically (i.e., for large SNR values) the PEP expressions for co-located and
distributed MIMO systems again become the same. In [BP00a] it was shown that for
large SNR values the PEP (3.52) is well approximated by
P (X→E) ≤
(
P
4Mσ2n
)−MN
det(ΨX,ERh,Tx)
−N det(Rh,Rx)−M , (3.55)
where it was assumed that Rh,Tx and Rh,Rx have full rank. Since ΨX,E was also assumed
to always have full rank, we obtain
det(ΨX,ERh,Tx) = det(ΨX,E) det(Rh,Tx) = det(ΨX,E) det(Σh,Tx), (3.56)
i.e., the expression (3.55) does not change when the matrix Rh,Tx is replaced by Σh,Tx.
Given a MIMO system with distributed transmit/receive antennas, we can find an
asymptotically equivalent co-located MIMO system by evaluating (3.38).13
The above findings are summarized in the following theorem:
Theorem 3.2 (Equivalence of distributed and co-located MIMO systems II)
For any MIMO system with co-located transmit and receive antennas, which is subject
to frequency-flat Rayleigh fading obeying the Kronecker correlation model and which
13Note that if Rh,Tx and Rh,Rx (or Σh,Tx and Σh,Rx) have full rank, the achieved diversity order is
equal to MN . In the case of a MIMO system with distributed transmit antennas, it may happen that a
random subset of the transmit antennas is completely obstructed due to severe shadowing, which renders
the transmitter covariance matrix Σh,Tx rank-deficient. In this case, the achieved diversity order is equal
to rank(Σh,Tx) ·N , since ΨX,E was assumed to always have full rank.
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employs a space-time coding scheme designed to achieve full spatial diversity, an equivalent
MIMO system with distributed transmit and/or distributed receive antennas can be found,
and vice versa, such that asymptotically (i.e., for large signal-to-noise ratios) both systems
are characterized by identical pair-wise error probabilities.
Proof. The pair-wise error probability according to (3.52) is invariant under a unitary
transform of the receiver correlation/covariance matrix and asymptotically invariant un-
der a unitary transform of the transmitter correlation/covariance matrix. Thus, using
the unitary matrix transform (3.33), any co-located MIMO system can be transformed
into an (asymptotically) equivalent distributed MIMO system. Similarly, using the uni-
tary matrix transform (3.38), any distributed MIMO system can be transformed into an
(asymptotically) equivalent co-located MIMO system. 
3.2.5 Error Rates of Orthogonal Space-Time Block Codes
In the sequel, we further specialize the above results and focus on co-located and dis-
tributed MIMO systems that employ an orthogonal space-time block code (OSTBC) at
the transmitter. As will be seen, in this case identical symbol and bit error rates re-
sult for co-located and distributed systems (for any SNR value). As a new contribution,
closed-form expressions [MHKX06a] as well as high-SNR approximations for the aver-
age symbol error probability of co-located and distributed OSTBC systems are derived.14
Moreover, a simple tight upper bound on the ergodic maximum mutual information of
OSTBC systems is presented.
MIMO Systems with Co-located Antennas
Consider again a MIMO system with co-located transmit and receive antennas, and an
overall spatial covariance matrix E{vec(H)vec(H)H} =: Rh.15 In Section 2.3.1, it was
shown that any MIMO system with M transmit and N receive antennas employing an
OSTBC in conjunction with the corresponding (widely) linear decoding step at the re-
ceiver can be transformed into an equivalent maximum ratio combining (MRC) system
with one transmit antenna andMN receive antennas. Using the normalization introduced
in Section 3.2.2 (E{|hν,µ|2}= σ2h=1 for all µ=1, ...,M , ν =1, ..., N), the overall average
received SNR per information symbol in the OSTBC system is given by
γ¯s =
PN
Rtσ2n
(3.57)
(cf. Section 2.3.1), where P denotes the overall average transmit power and Rt the tem-
poral rate of the OSTBC under consideration. For performance analysis, we therefore
consider an equivalent (1×MN)-system
y[k] = h a[k] + n[k] (3.58)
14Similar results can also be found in [JS04b].
15The analytical performance results presented in this section are valid for a general covariance matrix
Rh, which does not have to obey the Kronecker correlation model considered in Section 3.2.3 and 3.2.4.
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with MRC at the receiver, where
h := [h1, . . . , hMN ]
T , E{hhH} := Rh (3.59)
(hν ∼ CN (0, 1), ν=1, ...,MN),
n[k] := [n1[k], . . . , nMN [k] ]
T , E{n[k]nH[k]} := σ2n · IMN (3.60)
(nν [k] ∼ CN (0, σ2n), ν=1, ...,MN), and
E{|a[k]|2} := P
MRt
. (3.61)
The instantaneous and the average received SNR of the νth receive antenna in the equiv-
alent MRC system is thus given by
γs,ν :=
P |hν |2
MRtσ2n
and γ¯s,ν :=
P
MRtσ2n
=
γ¯s
MN
, (3.62)
respectively, cf. (3.57). In the following, let
z[k] := ||h||2 a[k] + η[k] (3.63)
denote the kth output sample of the maximum ratio combiner, where η[k] ∼ CN (0, σ2n).
The metric for maximum-likelihood (ML) detection of the information symbols a[k] is
thus given by
µML(z[k], a˜[k]) :=
∣∣ z[k]− ||h||2 a˜[k] ∣∣2 (3.64)
(cf. Section 2.3.1), where a˜[k] denotes a hypothesis for a[k].
Uncorrelated Antennas
In order to determine the average symbol or bit error probability provided by the system,
the PDF pγ
s
(γs) of the overall instantaneous received SNR γs after maximum ratio com-
bining is of interest (see Appendix I), where γs :=
∑MN
ν=1 γs,ν . In the case of uncorrelated
antennas (Rh=IMN), the moment-generating function (MGF) of γs,
M{γs}(s) := E{esγs} =
∫ +∞
0
esγs pγ
s
(γs) dγs, (3.65)
is given by the product of the individual MGFs of the instantaneous received SNRs γs,ν
(ν=1, ...,MN), i.e.,
M{γs}(s) =
MN∏
ν=1
M{γs,ν}(s) (3.66)
(see Appendix I). Since in many cases closed-form expressions are known for the MGFs
M{γs,ν}(s), cf. Definition C.17 in Appendix C, it is in principle possible to find analytical
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expressions for the PDF pγ
s
(γs), basically via an inverse Laplace transform of M{γs}(s).
For example, in the case of Rayleigh fading, the MGFs M{γs,ν}(s) are given by
M{γs,ν}(s) = 1
1− sγ¯s,ν (ν = 1, ...,MN). (3.67)
For example, given unequal average SNRs γ¯s,ν , one obtains the following closed-form
expression for the PDF pγ
s
(γs) [Pro01, Ch. 14.5]:
pγ
s
(γs) =
MN∑
ν=1
1
γ¯s,ν


MN∏
ν′=1
ν′ 6=ν
γ¯s,ν
γ¯s,ν − γ¯s,ν′

 e−γs/γ¯s,ν (γs ≥ 0). (3.68)
Moreover, using Craig’s alternative representation of the Gaussian Q-function [Cra91],
one can directly find closed-form expressions for the resulting average symbol or bit error
probability, which are in the form of finite-range integrals over known functions (see
Appendix I). For example, in the case of Rayleigh fading and a Q-ary phase-shift keying
(PSK) signal constellation, the average symbol error probability can be calculated as
P¯s =
1
π
∫ (Q−1)pi
Q
0
M{γs}(s = ςPSK(φ)) dφ = 1
π
∫ (Q−1)pi
Q
0
MN∏
ν=1
1
1− ςPSK(φ) γ¯s,ν dφ, (3.69)
where ςPSK(φ) :=− sin2(π/Q)/ sin2(φ). Further examples can be found in Appendix I.
Correlated Antennas
In the case of correlated antennas (Rh 6= IMN), closed-form expressions for pγ
s
(γs) or
M{γs}(s) are in general hard to obtain. Correspondingly, a direct extension of the above
performance analysis to the case of correlated antennas is difficult. However, in [DB02] it
was shown that in the case of Rayleigh fading a unitary transform
y′[k] := Uy[k] (3.70)
of the received vector y[k] in (3.58), where U is an arbitrary unitary matrix, does not
change the statistical properties of the MRC system. In particular, the above unitary
transform yields a (1×MN)-system
y′[k] = Uh a[k] +Un[k] =: h′ a[k] + n′[k] (3.71)
with
E{h′h′H} = URhUH and E{n′[k]n′H[k]} = σ2n · IMN . (3.72)
(The complex Gaussian distribution of the channel coefficients and the noise samples is
preserved.) The transformed MRC system is thus given by
z′[k] := ||h′||2 a[k] + η′[k] = ||h||2 a[k] + η′[k], (3.73)
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where we have exploited that the Euclidean norm is invariant under a unitary transform.
The transformed noise samples η′[k] have the same statistical properties as in the original
MRC system, i.e., η′[k] ∼ CN (0, σ2n). Correspondingly, the transformed MRC system
(3.73) and the original MRC system (3.63) are equivalent.
As will be seen, this observation simplifies the task of performance analysis for spatially
correlated MRC systems significantly. Let
Rh = UhΛhU
H
h (3.74)
denote the eigenvalue decomposition (EVD) ofRh, where Λh :=diag[λ1, ..., λMN ]. Choos-
ing U := UHh , the spatially correlated MRC system (3.63) can be transformed into an
equivalent MRC system with uncorrelated antennas and an overall spatial covariance
matrix
Rh′ = E{h′h′H} = Λh. (3.75)
The performance analysis can then be done on the basis of the transformed MRC system,
along the same lines as in the case of uncorrelated antennas (and unequal average SNRs).16
Specifically, the average received SNRs in the transformed MRC system are given by
γ¯′s,ν :=
Pλν
MRtσ2n
. (3.76)
Moreover, since tr(Λh)=tr(Rh)=MN , the overall average received SNR per information
symbol is still given by (3.57).
It should be noted that the above analysis can also be generalized to the case of
Rician fading [Ric48], i.e., to the case where line-of-sight (LoS) signal components are
present [DB02]. However, in general the Rice factors in the equivalent, transformed
system (3.71) will be different from those in the original system (3.58).
MIMO Systems with Distributed Antennas
As shown above, the average symbol error probability of a correlated (1×MN)-MRC sys-
tem (and thus of the equivalent (M×N)-OSTBC system) can be calculated by evaluating
a finite-range integral17, where the average received SNRs γ¯s,ν in the original MRC system
have to be replaced by the average received SNRs γ¯′s,ν obtained for the decorrelated MRC
system, cf. (3.62) and (3.76).
As earlier, note that the complete performance analysis depends solely on the eigen-
values of the overall spatial covariance matrix Rh (via the transformed average received
16The transformed, decorrelated MRC system is often called ‘virtual’ system in the literature. The
corresponding unitary transform, which transforms the spatially correlated MRC system into the equiv-
alent decorrelated MRC system, is called Karhunen-Loe`ve transform (KLT) [SW02, Ch. 8.5] and is often
used in the literature, in order to analyze correlated systems.
17Note that, although (3.69) was for the example of Rayleigh fading and a PSK signal constellation,
similar finite-range integral expressions result also for other types of fading and for other signal constel-
lations (see Appendix I). Moreover, the performance analysis can be generalized, in order to calculate
the resulting bit error probability.
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SNRs γ¯′s,ν), but not on specific entries of Rh. Correspondingly, if we again focus on an
(M×N)-OSTBC system characterized by the Kronecker correlation model
Rh = Rh,Tx ⊗Rh,Rx, (3.77)
where
Rh,Tx = UTxΛh,TxU
H
Tx and Rh,Rx = URxΛh,RxU
H
Rx, (3.78)
it is clear that the symbol and bit error performance will stay exactly the same, if
we replace the transmitter correlation matrix Rh,Tx by Σh,Tx :=U
H
TxRh,TxUTx and/or
the receiver correlation matrix Rh,Rx by Σh,Rx := U
H
RxRh,RxURx. By this means, we
have again found an equivalent (M×N)-OSTBC system with distributed transmit or
distributed receive antennas. Similarly, given an (M×N)-OSTBC system with distributed
transmit or distributed receive antennas, we can find an equivalent co-located OSTBC
system by evaluating (3.38a) or (3.38b).
The above findings are summarized in the following theorem:
Theorem 3.3 (Equivalence of distributed and co-located MIMO systems III)
For any MIMO system with co-located transmit and receive antennas, which is subject
to frequency-flat Rayleigh fading obeying the Kronecker correlation model and which
employs an orthogonal space-time block code (OSTBC) with corresponding (widely) linear
detection at the receiver, an equivalent MIMO system with distributed transmit and/or
distributed receive antennas can be found, and vice versa, such that both systems are
characterized by identical average symbol and bit error probabilities.
Proof. In the case of Rayleigh fading, the average symbol and bit error probability of
an OSTBC system is invariant under a unitary transform of the transmitter or receiver
correlation/covariance matrix. Thus, using the unitary matrix transform (3.33), any co-
located OSTBC system can be transformed into an equivalent distributed OSTBC system.
Similarly, using the unitary matrix transform (3.38), any distributed OSTBC system can
be transformed into an equivalent co-located OSTBC system. 
Diversity Advantage of OSTBCs
In the following, the impact of spatial correlations or, equivalently, of unbalanced average
link SNRs, on the diversity advantage of OSTBCs is illustrated and compared with a
single-antenna system.
As already discussed in Section 2.3.1, the diversity advantage of an OSTBC is reflected
by the effective channel coefficient ||h||2 in the equivalent MRC system, cf. (3.63). If the
channel coefficients h1, ..., hMN fade more or less independently, the probability for a
small magnitude of ||h||2 is comparatively small. This fact is illustrated in Fig 3.5, for
the example of an OSTBC system with two co-located transmit antennas, a single receive
antenna, and a transmitter correlation matrix18
Rh,Tx =
[
1 ρ
ρ∗ 1
]
, (0≤|ρ|≤1). (3.79)
18As earlier, we consider the case of Rayleigh fading, where h1, h2 ∼ CN (0, 1).
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Figure 3.5: CDF of the effective channel coefficient ||h||2 in an OSTBC system with two
co-located transmit antennas and a single receive antenna, for different values of the cor-
relation parameter |ρ| (simulative results obtained by means of Monte-Carlo simulations).
Equivalently, we could consider a (2×1)-OSTBC system with distributed transmit anten-
nas and transmitter covariance matrix Σh,Tx=Λh,Tx, while Λh,Tx :=diag([ 1−|ρ|, 1+|ρ| ]),
cf. Example H.1 in Appendix H. Fig. 3.5 displays the CDF Pr{||h||2≤||h||2} of the ef-
fective channel coefficient ||h||2, for different values of |ρ|. As expected, for large values
of |ρ| the probability of small magnitudes of ||h||2 grows significantly. However, note
that for correlation values |ρ|≤0.5 the resulting CDF deviates only slightly from the un-
correlated case. Correspondingly, a large fraction of the diversity advantage offered by
the OSTBC is retained for |ρ|≤0.5 (see also [MH04a], where similar considerations were
made). Finally, when |ρ| approaches one, the same CDF results as in a single-antenna
system characterized by a channel coefficient h ∼ CN (0, 2), since for a fair comparison
the channel variance in the single-antenna system has to be doubled. In this case, the
diversity advantage of the OSTBC is completely lost.
In the following, we will have a closer look at the symbol and bit error rates achieved
by OSTBC systems with distributed and co-located antennas. To start with, we focus on
the special case of binary antipodal transmission (Q=2), and consider certain analytical
results that provide further insights to the performance of OSTBCs in the presence of
antenna correlations and/or unbalanced average link SNRs. Afterwards, some numeri-
cal performance results will be presented (also analytical), that cover also higher-order
modulation schemes (Q>2). As earlier, we focus on the case of Rayleigh fading and
the Kronecker correlation model. More general fading scenarios will be considered in
Section 3.3.
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Analytical Symbol Error Rate for the Case of Binary Transmission
As discussed above, the error performance of OSTBCs can be assessed on the basis of an
equivalent MRC system. In the case of Rayleigh fading and binary antipodal transmission,
the average symbol error probability (or, equivalently, the average bit error probability)
can be calculated in closed-form, using analytical expressions derived for MRC systems,
cf. Appendix I.
Consider an OSTBC system with M transmit antennas and N receive antennas (ei-
ther co-located or distributed). As earlier, let γ¯s=PN/(Rtσ
2
n) denote the overall average
received SNR per information symbol, where we again use the normalization introduced
in Section 3.2.2. The average symbol error probability can thus be calculated utilizing
the expression (I.21) in Appendix I:
P¯s =
1
2
MN∑
ν=1


MN∏
ν′=1
ν′ 6=ν
γ¯s,ν
γ¯s,ν − γ¯s,ν′


(
1−
√
γ¯s,ν
1 + γ¯s,ν
)
, (3.80)
where
γ¯s,ν :=
Pλν
MRtσ2n
(γ¯s,1 + . . .+ γ¯s,MN = γ¯s) (3.81)
and λ1, ..., λMN denote the eigenvalues of the overall spatial covariance matrix Rh. When
we again focus on a co-located OSTBC system obeying the Kronecker correlation model
(Rh=Rh,Tx ⊗Rh,Rx), the set of eigenvalues {λν | ν=1, ...,MN} of Rh is given by all
pairwise products
{λTx,µ · λRx,ν |µ=1, ...,M, ν=1, ..., N} (3.82)
of the eigenvalues of Rh,Tx and Rh,Rx [LT85, Ch. 12.2]. Therefore, we can rewrite (3.80)
according to
P¯s =
1
2
M∑
µ=1
N∑
ν=1


M∏
µ′=1
N∏
ν′=1
(µ′,ν′) 6=(µ,ν)
1
1− λTx,µ′λRx,ν′
λTx,µλRx,ν


(
1−
√
λTx,µλRx,ν
λTx,µλRx,ν + ξ
)
, (3.83)
where ξ :=MRt σ
2
n/P . Again, the above expression can directly be utilized for OSTBC
systems with distributed antennas, by setting Λh,Tx :=Σh,Tx and/or Λh,Rx :=Σh,Rx.
A high-SNR approximation (γ¯s →∞) of (3.83) yields
P¯s ≈
(
MN
4 γ¯s
)MN (
2MN − 1
MN
) M∏
µ=1
N∏
ν=1
1
λTx,µλRx,ν
(3.84)
(cf. [Pro01, Ch. 14.5]), where it was assumed for simplicity that Rh,Tx and Rh,Rx have
full rank, i.e., all eigenvalues are greater than zero. Two important observations can be
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made in (3.84). First, asymptotically P¯s is always proportional to γ¯
−MN
s , i.e., the achieved
diversity order of the system (in a log-log plot),
d := − lim
γ¯s→∞
log P¯s
log γ¯s
=MN (3.85)
[ZT03], is not reduced as long as Rh,Tx and Rh,Rx have full rank.
19 Second, the product
term in (3.84), which is solely determined by the eigenvalues of Rh,Tx and Rh,Rx, causes
an asymptotic up-shift of the symbol-error-rate curve (again in a log-log plot). As stated
by the following lemma, the product term is always greater than or equal to one, with
equality if and only if Rh,Tx=IM and Rh,Rx=IN holds. Correspondingly, in a co-located
OSTBC system any type of antenna correlation at the transmitter or receiver (or any
type of SNR imbalance in a distributed OSTBC system) will cause an asymptotic loss
with regard to the average symbol error probability (see also [MH05]).
Lemma 3.1
Let λ1, ..., λn denote the eigenvalues of an (n×n)-correlation matrix R with rank n, i.e.,
λ1, ..., λn are real-valued and positive, and λ1+...+λn=n. Then, the product term
n∏
j=1
1
λj
(3.86)
is always greater than or equal to one, with equality if and only if R=In.
Proof. The product term (3.86) is equal to det(R)−1, while det(R) is known to be always
between zero and one, and equal to one if and only if R=In [Gra83, Ch. 8.7]. 
A direct (and very simple) proof of Lemma 3.1, which is based on convex optimization
(cf. Appendix E), is provided in Appendix 2 at the end of this chapter.
Remark 3.6 (Approximations for higher-order modulation schemes)
High-SNR approximations for the average symbol error probability that are similar
to (3.84) can also be found for higher-order modulation schemes, by utilizing the
finite-range integral expressions stated in Appendix I. For example, for a Q-ary
PSK signal constellation, one obtains
P¯s ≈
(
MN
sin2(π/Q) γ¯s
)MN g(M,N,Q)
π
M∏
µ=1
N∏
ν=1
1
λTx,µλRx,ν
, (3.87)
cf. (3.69), where
g(M,N,Q) :=
∫ (Q−1)pi
Q
0
(sinφ)2MN dφ. (3.88)
Correspondingly, the above observations for binary transmission apply also for
higher-order modulation schemes. In particular, Lemma 3.1 is still relevant.
19In general, the diversity order is given by d=rank(Rh,Tx) rank(Rh,Rx).
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Numerical Performance Results
In order to illustrate the impact of spatial correlations or unbalanced average link SNRs
on the performance of co-located and distributed OSTBC systems, some numerical per-
formance results are presented in the following. As an example, we focus on an OSTBC
system with four distributed transmit antennas and a single receive antenna. The tem-
poral rate of the employed OSTBC is assumed to be Rt = 3/4, which is the maximum
possible rate for four transmit antennas [TH00]. For simplicity, channel coding is not
taken into account. However, an outer channel code can be added, so as to further im-
prove performance (see, for example, [LH02] for a comprehensive overview).
To start with, we consider the case of binary antipodal transmission (Q=2). Fig. 3.6
displays the average symbol error rate, which results for different transmitter covariance
matrices Σh,Tx (all with full rank) representing different degrees of SNR imbalance:
Σh,Tx,1 := diag([ 1.0 1.0 1.0 1.0 ]) = IM (3.89a)
Σh,Tx,2 := diag([ 0.5 0.7 0.8 2.0 ]) (3.89b)
Σh,Tx,3 := diag([ 0.2 0.3 0.5 3.0 ]) (3.89c)
Σh,Tx,4 := diag([ 0.1 0.2 0.2 3.5 ]). (3.89d)
Again, we could equivalently consider an OSTBC system with four co-located trans-
mit antennas and a correlation matrix Rh,Tx with eigenvalue matrix Λh,Tx=Σh,Tx. The
resulting symbol-error-rate curves are plotted as a function of P/σ2n in dB, while the
overall average received SNR per information symbol in the OSTBC system is given by
γ¯s=P/(Rtσ
2
n)=1.333 · P/σ2n. The curves were obtained on the basis of (3.83) and (I.19)
in Appendix I, and were validated by means of Monte-Carlo simulations. For compari-
son, the corresponding curve for a single-antenna system has also been included (average
received SNR P/σ2n). As predicted by the high-SNR approximation (3.84), the best per-
formance is achieved by the OSTBC system with Σh,Tx=IM (also for low and medium
SNR values). Interestingly, although the SNR imbalance for Σh,Tx =Σh,Tx,2 is already
quite significant, the resulting symbol-error-rate curve is still close to the optimal curve.
However, when the SNR imbalance becomes more significant, the resulting performance
loss can be quite large (e.g., forΣh,Tx=Σh,Tx,4 a loss of about 4 dB is observed at a symbol
error rate of 10−4). Yet, a significant performance improvement over the single-antenna
system is achieved, especially for large SNR values. In particular, the symbol-error-rate
curve of the OSTBC system is always characterized by an asymptotic slope of −4, as
predicted by (3.84), whereas the asymptotic slope for the single-antenna system is −1.
Fig. 3.7 displays corresponding performance results for 8-PSK modulation (for the
same transmitter covariance matrices Σh,Tx), which were obtained on the basis of (3.69).
As can be seen, the main observations are the same as for binary antipodal transmission.
Capacity Results for OSTBC Systems
To conclude this section on OSTBCs, some numerical results are presented in the following
that concern the maximum mutual information achieved by co-located and distributed
OSTBC systems.
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Figure 3.6: Average symbol error rate of an OSTBC system with four distributed transmit
antennas and a single receive antenna: Analytical results for binary antipodal transmission
(Q=2) and different transmitter covariance matrices Σh,Tx.
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Figure 3.7: Average symbol error rate of an OSTBC system with four distributed transmit
antennas and a single receive antenna: Analytical results for an 8-PSK signal constellation
(Q=8) and different transmitter covariance matrices Σh,Tx.
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Similar to the average symbol error rate, the (instantaneous) maximum mutual in-
formation of an OSTBC system, COSTBC(h), can again be assessed on the basis of the
equivalent MRC system (3.63). The result is [SP00,Doh03]
COSTBC(h) = Rt · log2
(
1 +
P
MRtσ2n
||h||22
)
bit/channel use. (3.90)
In other words, the maximum mutual information achieved by an OSTBC system is in
essence equal to the capacity of a scaled AWGN channel. Note that in the case of a
single receive antenna (N=1) and a temporal rate of Rt→1, the above expression tends
to the MIMO capacity expression (3.22), i.e., in this case the OSTBC system is capacity
achieving. Otherwise, the maximum mutual information of an OSTBC system is inferior
to that of a general MIMO system [SP00].
As earlier, we note that the Euclidean norm is invariant under a unitary matrix trans-
form. Correspondingly, any co-located OSTBC system obeying the Kronecker correlation
model can be transformed into an equivalent distributed OSTBC system and vice versa
(via the equivalent MRC systems, cf. (3.70)-(3.76)), such that both systems are character-
ized by exactly the same capacity distribution. Concerning the ergodic maximum mutual
information C¯OSTBC, we can find an upper bound by applying Jensen’s inequality:
C¯OSTBC ≤ Rt · log2
(
1 +
PN
Rtσ2n
)
. (3.91)
Note that the upper bound does not depend on the transmitter or receiver correla-
tion/covariance matrix anymore and is thus a generic upper bound.
As an example, we revisit the MIMO system with four distributed transmit anten-
nas and three co-located receive antennas, which was earlier considered in Section 3.2.3
(cf. Fig. 3.3). Again we assume that an OSTBC with a temporal rate of Rt = 3/4 is
employed at the transmitter side. In Fig. 3.8, the ergodic maximum mutual informations
C¯OSTBC resulting for different transmitter and receiver correlation/covariance matrices
are plotted as a function of the average SNR P/σ2n in dB (simulative results obtained by
means of Monte-Carlo simulations). The dotted curve represents the corresponding upper
bound (3.91). Interestingly, the maximum mutual information of the OSTBC system is
virtually not influenced by the transmitter or receiver covariance matrix. Moreover, the
generic upper bound (3.91) is very tight throughout the whole SNR range. Compared
to a general MIMO system, the achieved ergodic maximum mutual information is signifi-
cantly reduced, especially for high SNR values (cf. Fig. 3.3). Moreover, the gain compared
to a single-antenna system tends to be comparatively small. For very large SNR values
(greater than 27.3 dB in this example), the single-antenna system even outperforms the
OSTBC system (not shown in Fig. 3.8).
3.2.6 A Simple Performance Measure
The previous sections have shown that co-located and distributed MIMO systems are
(asymptotically) equivalent with regard to many important performance measures, such
as the capacity distribution (and thus the ergodic and outage capacity) as well as the
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Figure 3.8: Ergodic maximum mutual information C¯OSTBC of an OSTBC system with four
distributed transmit and three co-located receive antennas, resulting for equal/unequal
average link SNRs and uncorrelated/correlated receive antennas. (Simulative results were
obtained by means of Monte-Carlo simulations; dotted line: Analytical upper bound.)
For comparison, the ergodic capacity of a single-antenna system has also been included.
(pairwise or symbol) error probability of space-time codes. Specifically, it was shown
that antenna correlations (or, equivalently, an imbalance in the average link SNRs) can
cause significant performance degradations, both with regard to capacity and error per-
formance. However, the antenna correlation matrices Rh,Tx and Rh,Rx (or the covariance
matrices Σh,Tx and Σh,Rx) do not directly reflect the associated performance loss in terms
of capacity or error rate. It is therefore not immediately obvious, how two MIMO sys-
tems with different transmitter or receiver correlation matrices behave in comparison
with each other.
To this end, a simple performance measure ∆(Rh) between zero and one is considered
in the following, which allows for a classification of different MIMO systems. The perfor-
mance measure was earlier proposed in [IN03], in order to categorize spatially correlated
MIMO systems with regard to their ergodic capacity. As will be seen in the sequel, it can
also be used, in order to categorize space-time coded MIMO-systems (with co-located or
distributed antennas) with regard to the associated error performance (see also [MH05]).
Consider again a MIMO system with co-located transmit and receive antennas and
an overall spatial covariance matrix Rh=Rh,Tx⊗Rh,Rx. The corresponding performance
measure ∆(Rh) is defined as [IN03]
∆(Rh) =
1√
MN(MN − 1)
√√√√√√
MN∑
i=1
MN∑
j=1
j 6= i
| [Rh]i,j |2 . (3.92)
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Note that ∆(Rh) is always between zero and one, while zero corresponds to the uncor-
related case (∆(IMN) = 0) and one to the fully correlated case with | [Rh]i,j |= 1 for all
indices i, j=1, ...,MN .
In the following, we reformulate (3.92) such that it can directly be used for MIMO
systems with distributed transmit or receive antennas. To this end, we rewrite (3.92)
according to
∆(Rh) =
||Rh − IMN ||F√
MN(MN − 1) . (3.93)
As earlier, let
Rh := UhΛhU
H
h , (3.94)
denote the eigenvalue decomposition of Rh, where UhU
H
h = IMN . Since Rh is the Kro-
necker product of Rh,Tx and Rh,Rx, the eigenvalues of Rh are again given by all pairwise
products λTx,µλRx,ν of the eigenvalues of Rh,Tx and Rh,Rx. Utilizing the fact that the
Frobenius norm is invariant under a unitary matrix transform, we have
||Rh − IMN ||F = ||Λh − IMN ||F, (3.95)
i.e., (3.93) can be reformulated as
∆(Rh) =
1√
MN(MN − 1)
√√√√ M∑
µ=1
N∑
ν=1
(λTx,µλRx,ν − 1)2 . (3.96)
We have thus found a new expression for ∆(Rh) as a function of the eigenvalues of Rh,Tx
and Rh,Rx, which can directly be used for MIMO systems with distributed transmit or
receive antennas (again by setting Λh,Tx :=Σh,Tx and/or Λh,Rx :=Σh,Rx).
In [IN03] it was shown that the above performance measure is well suited, in order to
categorize co-located and distributed MIMO systems according to their ergodic capacity.
In the following, it is demonstrated that the performance measure is also well suited
for categorizing OSTBC systems according to the resulting error performance (provided
that all associated matrices Rh have the same rank). As earlier, we consider an OSTBC
system with four distributed transmit antennas, a single receive antenna, and different
transmitter covariance matrices (all with full rank):
Σh,Tx,1 := diag([ 0.222 0.222 0.444 3.111 ]), (3.97a)
Σh,Tx,2 := diag([ 0.154 0.154 0.615 3.077 ]), (3.97b)
Σh,Tx,3 := diag([ 0.154 0.308 0.462 3.077 ]). (3.97c)
All of the above transmitter covariance matrices lead to a performance measure of about
∆(Rh) = ∆(Σh,Tx) ≈ 0.7. In the following, we restrict ourselves to the case of binary
antipodal transmission (Q = 2). As earlier, we assume that an OSTBC with a tempo-
ral rate of Rt = 3/4 is employed at the transmitter side. Fig. 3.9 displays the average
symbol error rates as a function of P/σ2n in dB, which result for the different transmitter
covariance matrices under consideration. As can be seen, the resulting symbol error rates
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Figure 3.9: Average symbol error rate of an OSTBC system with four distributed transmit
antennas and a single receive antenna: Analytical results for binary antipodal transmission
(Q=2) and different transmitter covariance matrices Σh,Tx with ∆(Σh,Tx) ≈ 0.7.
are very similar throughout the whole SNR range under consideration, i.e., the perfor-
mance measure ∆(Rh) predicts the system behavior quite accurately. Additionally, the
product term in (3.84) can be taken as a performance measure, so as to predict the error
performance resulting for large SNR values.
3.3 Generalization to other Channel Models
So far, we have focussed on the special case of Rayleigh fading in conjunction with the
Kronecker correlation model. Under these assumptions, it was shown that MIMO sys-
tems with distributed antennas are (asymptotically) equivalent to MIMO systems with
co-located antennas, with respect to many important performance measures. In partic-
ular, any co-located MIMO system with correlated antennas can be transformed into an
(asymptotically) equivalent distributed MIMO system with unequal average link SNRs,
and vice versa. In this section, more general fading models are considered. As will be
seen, the most important results presented in the previous section also apply when the
assumption of Rayleigh fading is dropped.
3.3.1 Generalized Fading Models
The Rayleigh fading model is widely used in the literature, in order to model wireless
communication systems in rich-scattering environments, where no line-of-sight link be-
tween transmitter and receiver is available. In the following, we consider the more gen-
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eral Nakagami-m fading model [Nak60], which is another popular fading model for rich-
scattering scenarios without line of sight. (The presence of line-of-sight signal components
will be considered in Section 3.4.) For the time being, we employ the Kronecker correla-
tion model (3.12) for simplicity. More general spatial correlation models will be discussed
in Section 3.3.2.
The Nakagami-m distribution (cf. Definition C.13 in Appendix C) is used to model
wireless scenarios where fading is either more severe than in the case of Rayleigh fading
(m<1) or milder (m>1), cf. Section 2.2.4. In fact, it was shown that the Nakagami-m
distribution (with suitably chosen fading parameterm) often yields a better fit to practical
measurements than the Rayleigh distribution [SA00, Ch. 2.2]. Possible values for m are
0.5≤m<∞, where m=0.5 corresponds to the most severe type of fading and m→∞ to a
non-fading AWGN link (similar to the Rician fading model with Rice factor K→∞). For
m=1, the Nakagami-m distribution coincides with the Rayleigh distribution. Moreover,
for large values of m (say, m≥10), the Nakagami-m distribution well approximates a
Rician distribution with Rice factor K=
√
m2−m/(m−√m2−m), cf. Definition C.13.
The results presented in the sequel are thus also relevant for Rician fading.
Consider first a MIMO system with co-located transmit and receive antennas. Ac-
cording to the Kronecker correlation model, we assume that the channel matrix H can be
written as
H := R
1/2
h,RxH
′R1/2h,Tx. (3.98)
As earlier, the entries h′ν,µ of the matrix H
′ (µ=1, ...,M , ν=1, ..., N) are assumed to be
independent and identically distributed (i.i.d.) random variables. The amplitudes |h′ν,µ|
are assumed to follow the Nakagami-m distribution (C.22), and the phases are uniformly
distributed in [0, 2π). For simplicity, we assume that the fading parameter m is the same
for all channel coefficients h′ν,µ. Note that in contrast to the Rician fading model, the
channel coefficients in the Nakagami-m fading model have always zero means. Following
the normalization introduced in Section 3.2.2, we set E{|h′ν,µ|2}=1 for all indices µ and ν.
In the case of distributed antennas, the matrices Rh,Tx and Rh,Rx are again replaced by
diagonal matrices Σh,Tx and Σh,Rx, respectively, where tr(Σh,Tx) :=M and tr(Σh,Rx) :=N .
In the following, we consider the capacity distribution of a coded MIMO system with
co-located or distributed antennas under Nakagami-m fading. Afterwards, we will focus
on the average symbol error rate of OSTBC systems.
Capacity Distribution of Co-located and Distributed MIMO Systems
As discussed earlier in Section 3.2.3, in the case of Rayleigh fading the capacity distri-
bution of a co-located MIMO system with correlated antennas can be calculated analyti-
cally, via the corresponding characteristic function, cf. (3.26). To the best of the author’s
knowledge, similar analytical expressions are not known for Nakagami-m fading (neither
for co-located nor for distributed MIMO systems). We therefore resort to simulative re-
sults in the sequel. As an example, Fig. 3.10 and 3.11 display the capacity distributions
pr(r) (r :=C(H)) resulting for different MIMO systems with four transmit and three re-
ceive antennas under Nakagami-m fading (for an SNR of 10 log10(P/σ
2
n) = 26 dB). The
associated ergodic capacities are marked by dashed vertical lines. In Fig 3.10, a fading
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Figure 3.10: Capacity distributions pr(r) for different MIMO systems with four transmit
and three receive antennas, at an SNR of 10 log10(P/σ
2
n) = 26 dB: Nakagami-m fading
with fading parameter m=10 for all transmission links (approximated by Rician fading
with a Rice factor of K=18.487, cf. Fig. C.4 in Appendix C); simulative results obtained
by means of Monte-Carlo simulations over 106 independent channel realizations.
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Figure 3.11: Corresponding capacity distributions pr(r) for Nakagami-m fading with fad-
ing parameter m=0.5 for all transmission links.
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parameter of m=10 was chosen for all transmission links and in Fig 3.11 a fading para-
meter of m=0.5. Similar to Section 3.2.3, three different MIMO systems are considered:
A co-located MIMO system with statistically independent links (‘conventional MIMO
system’), a co-located MIMO system with correlated transmit and receive antennas, and
a distributed MIMO system with unequal average link SNRs. As earlier, the co-located
MIMO system is characterized by a transmitter correlation matrix Rh,Tx=RM,ρTx with
ρTx=0.8, cf. (3.39), and a receiver correlation matrix Rh,Rx=RN,ρRx with ρRx=0.7. The
distributed MIMO system is again characterized by the covariance matrices (3.40).
In the case of Rayleigh fading, the co-located MIMO system and the distributed MIMO
system lead to exactly the same capacity distribution, cf. Fig. 3.2. As can be seen in
Fig. 3.10 and 3.11, in the presence of Nakagami-m fading this strict equivalence does not
hold anymore (or at least the unitary matrix transforms (3.33) and (3.38) established for
Rayleigh fading do not yield equivalent systems). Still, it can be seen that the co-located
MIMO system with correlated antennas and the distributed MIMO system exhibit a very
similar behavior. In both cases (m = 10 and m = 0.5), the ergodic capacity of the dis-
tributed and the spatially correlated MIMO system is significantly reduced compared to
the co-located MIMO system with statistically independent links. For example, in the
case m=0.5 the ergodic capacity is reduced from 23.1 bit/channel use in the ‘conven-
tional’ MIMO system to 18.4 bit/channel use in the spatially correlated MIMO system,
and to 18.2 bit/channel use in the distributed MIMO system. Moreover, the capacity dis-
tributions resulting for the distributed and the spatially correlated MIMO system have a
similar width. Interestingly, the impact of the Nakagami fading parameter on the ergodic
capacity is quite small in the considered example. In the case of mild fading (m=10), the
ergodic capacities are only slightly larger than for Rayleigh fading (cf. Fig. 3.2), and in
the case of severe fading (m=0.5) they are only slightly decreased. However, for m=10
the capacity distributions are significantly narrower than for Rayleigh fading, which is
relevant for the associated outage capacity. Similarly, a Nakagami fading parameter of
m=0.5 leads to significantly wider capacity distributions.
Symbol Error Rates of Co-located and Distributed OSTBC Systems
As earlier, we focus on a co-located or distributed OSTBC system with M transmit and
N receive antennas. In order to assess the resulting average symbol error probability in
the presence of Nakagami-m fading, we again utilize the equivalent MRC system
z[k] = ||h||2 a[k] + η[k], h = [h1, . . . , hMN ]T, η[k] ∼ CN (0, σ2n), (3.99)
cf. Section 2.3.1 and Section 3.2.5. The instantaneous received SNR (per information
symbol) of the νth receive antenna (ν=1, ...,MN) in the equivalent MRC system is again
given by
γs,ν :=
P |hν |2
MRtσ2n
. (3.100)
An analytical expression for the PDF of γs,ν in the case of Nakagami-m fading is given
by (C.25) in Appendix C. Some example PDFs are displayed in Fig. C.4, for different
values of the Nakagami fading parameter m (γ¯s,ν=1 in all cases). Note that for m> 1,
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the PDF of γs,ν is less concentrated at small values than in the case of Rayleigh fading. In
other words, the probability for small instantaneous SNR values is markedly reduced (as
expected). However, given a small Nakagami fading parameter (m→0.5), the probability
for small values of γs,ν is significantly larger than for Rayleigh fading.
Consider first an OSTBC system with co-located transmit and co-located receive an-
tennas. As earlier, we assume that the channel vector h is characterized by a covariance
matrix E{hhH}=:Rh. For the case of Rayleigh fading, it was shown in Section 3.2.5 that
the average symbol error probability of a spatially correlated OSTBC system can be as-
sessed by transforming the equivalent (correlated) MRC system (3.99) into a statistically
equivalent uncorrelated MRC system
z′[k] = ||h′||2 a[k] + η′[k], h′ = UHh h, η′[k] ∼ CN (0, σ2n), (3.101)
where the unitary matrix Uh is taken from the eigenvalue decomposition of Rh (cf. Sec-
tion 3.2.5). In fact, the above MRC system is always statistically equivalent to the MRC
system (3.99), irrespective of the underlying fading model. This becomes evident when
considering the instantaneous SNR after maximum ratio combining, which is exactly the
same in both systems (for any realization of the channel vector h):
γs =
MN∑
ν=1
γs,ν =
P ||h||22
MRtσ2n
=
P ||h′||22
MRtσ2n
, (3.102)
see also [DB02].20 As earlier, the average received SNRs γ¯′s,ν in the equivalent uncorrelated
MRC system are given by (3.76), i.e., the complete performance analysis again depends
only on the eigenvalues of the overall spatial covariance matrix Rh=Rh,Tx⊗Rh,Rx, just
as in the case of Rayleigh fading. Correspondingly, the symbol error performance will
not change if we replace Rh,Tx and/or Rh,Rx by the corresponding eigenvalue matri-
ces Λh,Tx and Λh,Rx. In other words, the unitary matrix transform (3.33) still yields
an equivalent distributed OSTBC system, even if the assumption of Rayleigh fading is
dropped. Similarly, by means of the unitary matrix transform (3.38) any given distributed
OSTBC system can again be transformed into an equivalent OSTBC system with co-
located antennas. Due to the above equivalence, the average symbol error probability of
a spatially correlated OSTBC system can again be obtained analytically, based on the
moment-generating functions (MGFs) of the instantaneous SNRs γs,ν (cf. Table C.1 in
Appendix C). For example, in the case of Nakagami-m fading and a Q-ary PSK signal
constellation, the average symbol error probability can be calculated as
P¯s =
1
π
∫ (Q−1)pi
Q
0
M{γs}(s= ςPSK(φ)) dφ = 1
π
∫ (Q−1)pi
Q
0
MN∏
ν=1
(
m
m− ςPSK(φ) γ¯′s,ν
)m
dφ, (3.103)
similar to the case of Rayleigh fading, cf. (3.69). For fading parameters m < ∞, the
corresponding high-SNR approximation (γ¯s→∞) reads
P¯s ≈ 1
π
(
MNm
sin2(π/Q) γ¯s
)MNm ( M∏
µ=1
N∏
ν=1
1
λTx,µλRx,ν
)m ∫ (Q−1)pi
Q
0
(sinφ)2MNm dφ. (3.104)
20The statistics of the noise terms η[k] and η′[k] are independent of the underlying fading model,
cf. Section 2.3.1 and Appendix I.
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Interestingly, in the above expression the same product term occurs as in the case of
Rayleigh fading. Correspondingly, Lemma 3.1 is also relevant for Nakagami-m fading.
Moreover, note that compared to Rayleigh fading the diversity order of the OSTBC
system is altered from MN to MNm.21
In the following, numerical performance results are presented, again for the examples
m=10 and m=0.5. Similar to Section 3.2.5, an OSTBC system with four distributed
transmit antennas and a single receive antenna is considered. (Alternatively, one could
also consider the equivalent co-located OSTBC system.) As earlier, different transmitter
covariance matrices are taken into account, which represent different degrees of SNR
imbalance, cf. (3.89). The temporal rate of the employed OSTBC is assumed to be
Rt=3/4. For simplicity, we focus on the case of binary antipodal transmission (Q=2).
Fig. 3.12 displays the average symbol error rates resulting for m=10 and m=0.5 and
the different transmitter covariance matrices Σh,Tx. The curves were obtained on the
basis of (3.103) and were validated by means of Monte-Carlo simulations. As can be
seen, similar to the case of Rayleigh fading the best performance is again achieved by
the OSTBC system with Σh,Tx=Σh,Tx,1=IM (both for m=10 and m=0.5), as expected.
With growing SNR imbalance, the resulting performance loss becomes more and more
significant. However, when fading is light (m=10) the OSTBC system is generally much
less sensitive to unbalanced average link SNRs than in the case of severe fading (m=0.5).
In any case, significant performance improvements over the corresponding single-antenna
system are achieved, particularly for m=0.5.
Finally, it is demonstrated that the performance measure introduced in Section 3.2.6 is
also useful for the case of Nakagami-m fading. To this end, we again consider the different
transmitter covariance matrices in (3.97), which are all associated with a performance
measure of about ∆(Σh,Tx) ≈ 0.7. Fig. 3.13 displays the corresponding average symbol
error rates that result for the example m=0.5 and Q=2. As can be seen, the symbol
error rates are very similar throughout the whole SNR range under consideration, just as
in the case of Rayleigh fading. Similar results were also obtained for the example m=10.
MIMO Systems with Intersymbol Interference
The above discussion has shown that many important results presented in Section 3.2 are
still valid when a more general fading model is considered. In particular, it was seen that
distributed MIMO systems with unequal average link SNRs generally have an inferior
performance compared to co-located MIMO systems with uncorrelated antennas, at least
when no macroscopic diversity gains are available in the distributed MIMO system. (The
benefits of macroscopic diversity effects will be considered in Section 3.4.)
For simplicity, all performance results presented so far were restricted to MIMO sys-
tems without intersymbol interference (ISI). From a practical point of view, this restriction
is reasonable since many (current and future) wireless communication systems are based
on OFDM with a guard interval of sufficient length so that the impact of ISI can be ne-
glected. Due to this fact, most papers on MIMO systems disregard ISI effects completely,
21For simplicity, we have assumed that the fading parameter m is the same for all transmission links.
However, it is straightforward to generalize the above results to the case of unequal fading parameters,
which might be of interest for OSTBC systems with distributed antennas.
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Figure 3.12: Average symbol error rate of an OSTBC system with four distributed trans-
mit antennas and a single receive antenna under Nakagami-m fading: Analytical results for
binary antipodal transmission (Q=2) and different transmitter covariance matrices Σh,Tx
according to (3.89). Solid lines: Nakagami fading parameterm=0.5; dashed lines: m=10.
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Figure 3.13: Average symbol error rate of an OSTBC system with four distributed trans-
mit antennas and a single receive antenna under Nakagami-m fading (m=0.5): Analytical
results for binary antipodal transmission (Q=2) and different transmitter covariance ma-
trices Σh,Tx according to (3.97) with ∆(Σh,Tx) ≈ 0.7.
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cf. Section 2.1. We therefore note that all results presented above are also relevant for
MIMO-OFDM systems, as long as a single (frequency-flat) sub-carrier is considered and
no coding across multiple sub-carriers is employed. Yet, in Chapter 5 we will also consider
the more general case where the impact of ISI cannot be (completely) neglected. As will
be seen, the above conclusion that distributed MIMO systems are typically inferior to
co-located MIMO systems with uncorrelated antennas is still valid in this case.
3.3.2 Generalized Spatial Correlation Models
The equivalence proofs for co-located and distributed MIMO systems presented above
were based on the assumption that the channel matrix H follows the Kronecker correla-
tion model, where the transmitter and receiver correlations are clearly separable. For the
sake of completeness, more general spatial correlation models are discussed in this sec-
tion. Moreover, specific scenarios are highlighted for which the Kronecker model typically
provides an accurate description.
MIMO Systems with Co-located Antennas
For practical MIMO systems with a moderate number of co-located transmit and receive
antennas, the Kronecker correlation model
H := R
1/2
h,RxH
′R1/2h,Tx, Rh = E{vec(H)vec(H)H}/σ2h := Rh,Tx ⊗Rh,Rx (3.105)
(cf. Section 3.2.1 and 3.2.2) was shown to be quite accurate [OHW+03,XWL+04]. As will
be seen below, the Kronecker model is also suitable for an important class of distributed
MIMO systems. Finally, note that the Kronecker correlation model is always accurate for
the trivial, but practically important case of a MISO or a SIMO system, where multiple
antennas are only employed at one end of the wireless link.
A generalized spatial correlation model, which is known as the W-model, was proposed
in [WHOB06]. Compared to the Kronecker model, the W-model contains (in essence) an
additional coupling matrix Ωh which captures certain dependencies between the trans-
mitter and receiver correlations.
In the most general case, the MIMO channel matrix is characterized by an overall
spatial covariance matrix Rh with an arbitrary structure (apart from the usual conditions
met by any covariance matrix, cf. Definition D.13). In this case, the channel matrix H
can be expressed as
H := vec−1
(
R
1/2
h vec(H
′)
)
, (3.106)
where vec−1(.) denotes the inverse operation to vec(.), i.e., the MN elements of a row
vector are aligned column-wise in a matrix of size (N×M). In both spatial correlation
models, the transmitter and receiver correlations are not clearly separable anymore. A
direct generalization of the equivalence proofs presented in Section 3.2 is therefore not
possible.
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MIMO Systems with Distributed Antennas
In the case of distributed MIMO systems, additional constraints apply for the overall
spatial covariance matrixRh. For example, in the case ofM distributed transmit antennas
and N co-located receive antennas, the matrix Rh has the following structure:
Rh =

 Rh,1,1 . . . 0N... . . . ...
0N . . . Rh,M,M

 , (3.107)
where Rh,µ,µ :=E{hµhHµ} (µ=1, ...,M) and hµ :=[h1,µ, ..., hN,µ ]T denotes the µth column
vector of H. (As earlier, we have assumed that the distributed transmit antennas are
uncorrelated.) In general, the structure of the matrices Rh,µ,µ will vary for different
indices µ, because the corresponding received signals arrive from different directions and
may thus exhibit different angular spreads and power azimuth spectra. In many scenarios,
however, it is reasonable to assume that the matrices Rh,µ,µ are at least approximately the
same, apart from a power weighting factor σ2h,i (i=1, ...,M) which depends on the transmit
antenna under consideration, cf. (3.15).22 In this case, the overall spatial covariance matrix
Rh can again be written as a Kronecker product
Rh ≈ Σh,Tx ⊗Rh,Rx. (3.108)
Specifically, in the case of uncorrelated receive antennas, the covariance matrix Rh can
always be written as
Rh = Σh,Tx ⊗ IN (3.109)
(without any approximation). Similarly, in the case of co-located, uncorrelated trans-
mit antennas and distributed receive antennas, the covariance matrix Rh can always be
written as
Rh = IM ⊗Σh,Rx. (3.110)
Altogether, it can be concluded that the Kronecker correlation model is suitable for a fairly
large class of practical (co-located or distributed) MIMO systems. Correspondingly, the
theoretical results presented in Section 3.2 and 3.3.1 are of great practical relevance.
3.4 Benefits of Macroscopic Diversity
In order to conclude this chapter, the benefits of macroscopic spatial diversity in dis-
tributed MIMO systems are discussed (see also [MH06c]). We start with a brief summary
and discussion of the most important results presented so far.
22A typical example is the downlink of a simulcast system consisting of multiple cooperating base
stations, where the mobile station is surrounded by a uniform ring of local scatterers. In this case, the
mobile station will always observe a received signal with a uniform power azimuth spectrum, irrespective
of the transmit antenna under consideration. Correspondingly, the receiver correlations will not depend
on the transmit antenna index µ, cf. Section F.3 in Appendix F.
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3.4.1 Discussion of Previous Results
In the previous sections, we have focussed on distributed MIMO systems where the po-
sition of all transmitting and receiving nodes is (quasi-) fixed. Under the assumption of
Rayleigh fading obeying the Kronecker correlation model, we have shown in Section 3.2
that distributed MIMO systems are (asymptotically) equivalent to co-located MIMO sys-
tems (with respect to many important performance measures). More specifically, dis-
tributed MIMO systems that are characterized by unbalanced average link SNRs (due
to unequal link lengths and/or shadowing effects) are equivalent to spatially correlated
MIMO systems. As we have seen in Section 3.2 and 3.3, unbalanced average link SNRs
can cause significant performance degradations compared to co-located MIMO systems
with uncorrelated antennas (given the same overall average received power). Still, signif-
icant gains over single-antenna systems are achieved, even in the case of a strong SNR
imbalance. Correspondingly, distributed MIMO systems constitute an attractive option
for wireless systems, where nodes equipped with multiple antennas are either not fea-
sible or not desired. By establishing a virtual antenna array, single-antenna nodes can
still enjoy a good part of the benefits offered by co-located, spatially uncorrelated MIMO
systems.
Another potential benefit of distributed MIMO systems, which was not considered in
the previous sections, is that of macroscopic spatial diversity. As long as the position of
the transmitting and receiving nodes is fixed, no macroscopic spatial diversity gains are
available. Correspondingly, we have so far focussed on microscopic (small-scale) spatial
diversity gains that are due to fading effects caused by multipath signal propagation. How-
ever, as soon as some larger-scale mobility is presumed and different (random) positions
of the transmitting and/or receiving nodes are taken into account, additional macroscopic
diversity gains might be available (depending on the physical environment under consid-
eration). In this case, the above equivalence between distributed and co-located MIMO
systems cannot be established anymore, simply because co-located MIMO systems do
not offer any macroscopic spatial diversity gains. Therefore, when macroscopic diversity
gains come into play, the performance of distributed MIMO systems can also be superior
to that of (uncorrelated) MIMO systems with co-located antennas.
In the remainder of this section, the benefits of macroscopic diversity in distributed
MIMO systems are illustrated by means of analytical and simulative performance results.
3.4.2 System Model with Macroscopic Diversity
As an example, we consider the downlink of a simulcast network consisting of M coop-
erating base stations BS1 to BSM and a single mobile receiver MS (see Fig. 3.14). Con-
ventionally, simulcasting means that the base stations simultaneously transmit the same
signal on the same carrier frequency. Mobile users within the intersection of the cover-
age areas are thus provided with a comparatively small probability of shadowing and a
high probability of at least one line-of-sight link (macroscopic spatial diversity). However,
conventional simulcasting does not yield any microscopic spatial diversity gains [Wit91].
Correspondingly, in order to accomplish microscopic spatial diversity, the base stations
are in the sequel assumed to employ a distributed space-time block coding scheme.
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Figure 3.14: Simulcast network consisting of M cooperating base stations
Further Assumptions
For simplicity, we assume in the following that the base stations and the mobile receiver
are each equipped with a single antenna. A generalization to the case of multiple antennas
is, however, straightforward. The mobile station is assumed to (randomly) move around a
certain nominal position within the intersection of the coverage areas of all base stations.
In particular, we assume that the velocity of the mobile receiver is sufficiently slow such
that the quasi-static channel model (3.3) considered in Section 3.2 is still valid. As earlier,
we consider a frequency-flat block-fading channel model for simplicity.23 Moreover, we
assume that the area, in which the mobile station is moving, is sufficiently small so that
the path losses occurring on the individual transmission links (without shadowing effects)
remain constant. Correspondingly, the average received SNRs (averaged over a medium
to large time scale) can be considered time-invariant. On a shorter time scale, however,
fluctuations of the average received SNRs may occur due to shadowing effects. Finally,
we assume that the average transmit power is equally distributed among the different
transmit antennas and that the differences between the individual propagation delays are
small compared to the symbol duration. The case of large relative propagation delays is
discussed in Chapter 5.
As an example, we assume that an OSTBC with a temporal rate of Rt≤1 is employed
at the transmitter (in conjunction with the corresponding widely linear decoding step at
the receiver). For performance analysis, we again consider the equivalent MRC system
z[k] = ||h||2 a[k] + η[k], h := [h1, . . . , hM ]T, (3.111)
where E{|a[k]|2} = P/(MζRt) and E{|η[k]|2} = σ2n/ζ, cf. Section 2.3.1 and 3.2.5. The
overall average received SNR per information symbol is given by γ¯s=P/(Rtσ
2
n).
23Again, the results presented in the following are also relevant for frequency-selective channel models.
For example, they can directly be applied to space-time block coded MIMO-OFDM systems.
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Fading Models
In order to model the effects of microscopic fading, we consider random fading amplitudes
|hµ| (µ=1, ...,M) that are either Nakagami-m distributed or Rician distributed. Both fad-
ing models are valid for rich-scattering environments and include Rayleigh fading as a spe-
cial case. In the case of Rician fading, the channel coefficients hµ (µ=1, ...,M) can be writ-
ten as hµ := h¯µ+h˘µ, where h¯µ∈ IC represents a non-fading line-of-sight (LoS) component
and h˘µ ∼ CN (0, σ2hµ) the scattered components. As earlier, the average power of channel
coefficient hµ is denoted as Ωhµ :=E{|hµ|2}= |h¯µ|2+σ2hµ . The Rice factor Kµ∈ [0,∞) is
defined as the ratio between LoS signal power and average power of the scattered compo-
nents, i.e., Kµ= |h¯µ|2/σ2hµ . Specifically, the cases Kµ=0 and Kµ→∞ correspond to pure
Rayleigh fading and to a non-fading AWGN link, respectively.
In the case of pure Rayleigh fading, the PDF of the instantaneous received SNR (per
information symbol) of the µth transmission link, γs,µ :=P |hµ|2/(MRtσ2n), is given by
pγ
s,µ
(γs,µ) =
1
γ¯s,µ
exp
(
−γs,µ
γ¯s,µ
)
(γs,µ ≥ 0) (3.112)
(cf. Definition C.11 in Appendix C). The corresponding PDF for Rice fading is given by
(C.21a), and the PDF for Nakagami-m fading with m 6=1 is given by (C.25), cf. Defini-
tion C.12 and C.13, respectively. Fig. C.3 and C.4 in Appendix C display some example
PDFs pγ
s,µ
(γs,µ) for Rice fading and for Nakagami-m fading.
In order to account for macroscopic fading caused by shadowing effects, the average
SNRs γ¯s,µ themselves are regarded as random variables characterized by a log-normal
distribution. This means that the average SNRs in dB
γ¯s,dB,µ := 10 log10 γ¯s,µ dB (3.113)
are assumed to be Gaussian distributed. In the sequel, let γ¯s,dB,µ and σ
2
dB,µ denote the
mean and the variance of γ¯s,dB,µ in dB, respectively, i.e., γ¯s,dB,µ ∼ N (γ¯s,dB,µ, σ2dB,µ). The
corresponding PDF of γ¯s,µ is given by
pγ¯
s,µ
(γ¯s,µ) =
10√
2πσ2dB,µ ln10
1
γ¯s,µ
exp
(
−(10 log10 γ¯s,µ − γ¯s,dB,µ)
2
2σ2dB,µ
)
(3.114)
(cf. Definition C.14). To combine, for example, Rayleigh fading with log-normal shadow-
ing, the PDF (3.112) is conditioned on γ¯s,µ and then averaged over the log-normal PDF
of γ¯s,µ, cf. (C.27) in Definition C.14 [AG99]. By this means, one obtains the PDF of the
instantaneous SNR γs,µ of the composite fading/log-normal shadowing process.
In Fig. C.5 in Appendix C, some example PDFs of the instantaneous SNR γs,µ are
shown for composite Nakagami-m fading/log-normal shadowing, for different values of
the fading parameter m and the variance σ2dB,µ=:σ
2
xdB
, while γ¯s,dB,µ=1 in all cases. (The
dark curves are for composite Rayleigh fading/log-normal shadowing.) The PDFs for
σxdB =1 dB represent very light shadowing, i.e., pγs,µ(γs,µ) is virtually the same as for
pure Rayleigh or pure Nakagami-m fading (cf. Fig. C.4). As can be seen in Fig. C.5,
when shadowing is more severe (e.g. σxdB =10 dB), the probability of small instantaneous
SNR values increases significantly (also for comparatively large values ofm such asm=5).
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3.4.3 Influence of Line-of-Sight Signal Components
For the time being, we restrict the discussion to Rayleigh and Rice fading (without
any shadowing effects). To start with, consider again the simulcast network depicted in
Fig. 3.14, and suppose that all M transmission links are characterized by pure Rayleigh
fading (i.e, the Rice-factor Kµ is zero for all indices µ=1, ...,M).
In the following, it will be shown that the average symbol error probability, P¯s, is
already significantly improved, if only a single link µ′ contains a pronounced LoS compo-
nent. To this end, we examine the corresponding moment-generating function (MGF) of
the instantaneous SNR γs,µ′ ,
M{γs,µ′}(s) =
∫ +∞
0
esγs,µ′ pγ
s,µ′
(γs,µ′) dγs,µ′ . (3.115)
Closed-form expressions for M{γs,µ′}(s) for the case of Rayleigh and Rice fading can be
found in Table C.1 in Appendix C.
For simplicity, we focus on a Q-ary PSK signal constellation in the sequel. However,
in principle the following discussion is also valid for Q-ary ASK or Q-ary QAM signal
constellations. The average symbol error probability for Q-ary PSK is calculated as
P¯s =
1
π
∫ (Q−1)pi
Q
0
f(φ) dφ =
1
π
∫ (Q−1)pi
Q
0
M∏
µ=1
fµ(φ) dφ, (3.116)
where
fµ(φ) := M{γs,µ}(s = ςPSK(φ)), ςPSK(φ) :=− sin2(π/Q)/ sin2(φ) (3.117)
(cf. Section 3.2.5 and Appendix I). In order to obtain the function fµ′(φ) for the index
µ′, the PDF pγ
s,µ′
(γs,µ′) is (for each value of φ) multiplied with the exponential term
g(γs,µ′ , φ) := e
ςPSK(φ)γs,µ′ (3.118)
and integrated over γs,µ′ , cf. (3.115). For Kµ′>0, the PDF of γs,µ′ is less concentrated
at small values than it is for Kµ′=0. This can, for example, be seen in Fig. C.3 in
Appendix C. Since for any value of φ the exponential term g(γs,µ′ , φ) decreases with
growing γs,µ′ , the area under the function g(γs,µ′ , φ) · pγ
s,µ′
(γs,µ′) thus tends to be smaller
when Kµ′ is greater than zero. Correspondingly, the functions fµ′(φ) and f(φ) tend to be
smaller, i.e., the average symbol error probability P¯s according to (3.116) is reduced.
This fact is illustrated in Fig. 3.15, where the function f(φ) is displayed for the example
of M =4 transmit antennas, an overall average received SNR of 10 log10 γ¯s=10 dB, and
different PSK constellations with cardinalities Q = 2, 4, 8. For simplicity, it has been
assumed that the average SNR γ¯s,µ is the same for all transmission links (i.e., γ¯s,µ= γ¯s/M ,
µ=1, ...,M). Two different cases are depicted in Fig. 3.15:
(i) Rice factors Kµ=0 for all indices µ=1, ...,M (pure Rayleigh fading) and
(ii) Rice factors Kµ′=10 and Kµ=0 for all indices µ 6=µ′.
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Figure 3.15: Function f(φ) for the example M=4 and an SNR of 10 log10 γ¯s = 10 dB
with (i) Rice-factors Kµ=0 for all µ and (ii) Rice-factors Kµ′=10 and Kµ=0 for µ 6=µ′.
Different PSK signal constellations are considered (Q=2, 4, 8).
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Figure 3.16: Average symbol error probability of an OSTBC system with four distributed
transmit antennas and a single receive antenna: Analytical results for binary antipodal
transmission (Q=2). One or more links contain a LoS component with a Rice factor of
Kµ=10, while the remaining links are characterized by Rayleigh fading (Kµ=0).
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As can be seen, for all considered PSK constellations the area under the function f(φ)
(and thus the average symbol error probability) is significantly reduced, when a single
LoS component with Kµ′=10 is present.
Fig. 3.16 displays corresponding symbol-error-probability results for the case of binary
antipodal transmission (Q=2). It also includes results for the case that more than one
link exhibits a Rice-factor of Kµ=10. As earlier, the average symbol error probabilities
are plotted as a function of P/σ2n in dB. The overall average received SNR in the OSTBC
system is given by γ¯s=P/(Rtσ
2
n), where a temporal rate of Rt=3/4 was assumed. The
curves were obtained analytically on the basis of (3.116) and (3.117) and were validated
by means of Monte-Carlo simulations. In a system with co-located transmit antennas,
one can assume that either all links simultaneously contain a LoS component (leftmost
dark curve) or none of them (pure Rayleigh fading, rightmost dark curve). The line-
of-sight probability is therefore (more or less) the same as in a single-antenna system,
i.e., the use of multiple co-located antennas does not yield any advantage in this respect.
In a system with distributed transmit antennas, however, there is a comparatively high
probability that at least one link contains a LoS component. As can be seen in Fig. 3.16,
already a single link with a Rice factor of Kµ=10 (dashed curve, marked with squares)
yields a gain of about 1.8 dB compared to the case of pure Rayleigh fading (at a symbol
error rate of 10−4). Compared to this, the additional gains accomplished with further LoS
links are relatively small. In particular, it should be noted that the performance gains
achieved in the OSTBC system are much smaller than in the single-antenna system, even
if all four links contain a LoS component with Kµ=10.
In the following, the performance of the distributed and the co-located OSTBC sys-
tem is compared, using simple assumptions about the corresponding LoS probabilities.24
Moreover, it is assumed for simplicity that the antennas in the co-located OSTBC system
are uncorrelated. Let PLoS denote the LoS probability in the single-antenna system, i.e.,
with probability PLoS the Rice factor is equal to K=10 (otherwise K=0). According
to the above arguments, we assume that the LoS probability in the co-located OSTBC
system is also given by PLoS, i.e., with probability PLoS all four links are characterized
by a Rice factor of Kµ = 10, and otherwise Kµ = 0 for all links. In the distributed
OSTBC system, however, the LoS probability is assumed to be PLoS for each link, while
the individual links are statistically independent. As earlier, all links containing a LoS
component are assumed to have a Rice factor of Kµ=10. Fig. 3.17 displays the average
symbol error probability resulting for the single-antenna system, the co-located OSTBC
system, and the distributed OSTBC system. The curves are plotted as a function of the
LoS probability PLoS, where the average SNR P/σ
2
n was set to 7 dB. As can be seen, the
distributed OSTBC system is generally superior to the co-located OSTBC system. For
example, in order to achieve an average symbol error probability of 10−3, the co-located
OSTBC system requires a LoS probability of PLoS ≥ 0.73, whereas for the distributed
OSTBC system a LoS probability of PLoS ≥ 0.46 is already sufficient. As expected, the
24For a more rigorous performance comparison, an accurate model of the morphology of the physical
environment would be required. Based on such a model, LoS probabilities could then be determined
using ray-tracing simulations (similar to [DTN+03]) in conjunction with a mobility model for the mobile
receiver, e.g. [MLTS97].
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Figure 3.17: Average symbol error probability resulting for the single-antenna system,
the co-located OSTBC system, and the distributed OSTBC system, as a function of the
LoS probability PLoS (for an SNR of 10 log10 P/σ
2
n=7 dB).
performance of both systems coincides if PLoS is either close to zero (pure Rayleigh fading)
or close to one (pure Rice fading).
3.4.4 Influence of Shadowing
In the sequel, we examine the influence of shadowing effects on the error performance of
distributed and co-located (and spatially uncorrelated) OSTBC systems. To this end, we
consider different scenarios with composite Rayleigh fading/log-normal shadowing, i.e.,
the average SNRs γ¯s,dB,µ in dB are now assumed to be Gaussian distributed, and no LoS
components are available.25 Unfortunately, a closed-form expression for the corresponding
functions fµ(φ) is not known in this case [AS02]. An analytical evaluation of the average
symbol error probability is therefore difficult. Correspondingly, we resort to numerical
performance results obtained by Monte-Carlo simulations.
Consider again the simulcast network depicted in Fig. 3.14. With regard to shadowing,
the use of multiple co-located transmit antennas is again not advantageous. Large-scale
objects between transmitter and receiver will most likely obstruct either all links simul-
taneously or none of them. Therefore, the probability of shadowing is not significantly
reduced compared to a single-antenna system. In other words, with co-located trans-
mit antennas the average SNRs γ¯s,dB,µ will be strongly correlated. However, in a system
with distributed transmit antennas (with sufficient spacing), the average SNRs γ¯s,dB,µ can
be assumed statistically independent [EKA02], which yields huge macroscopic diversity
25The results presented in the following apply, in principle, also for Nakagami-m fading with a fading
parameter m 6=1.
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gains. This is illustrated in Fig. 3.18, where symbol-error-rate (SER) curves are presented
for the example of M=4 transmit antennas, an OSTBC with a temporal rate of Rt=3/4,
binary antipodal transmission (Q=2), and identical average SNRs γ¯s,µ for all transmis-
sion links (µ = 1, ...,M). Moreover, for simplicity identical variances σ2dB,µ =: σ
2
dB were
considered for all transmission links. In the case of the co-located OSTBC system, it was
assumed that the average SNRs γ¯s,dB,µ are fully correlated, i.e.
E{(γ¯s,dB,µ−γ¯s,dB,µ)(γ¯s,dB,µ′−γ¯s,dB,µ′)}/σ2dB = 1 (3.119)
for all indices µ and µ′. As can be seen in Fig. 3.18, in the case of very light shadowing
(σdB=1 dB), the average SER performance with distributed transmit antennas is virtually
the same as with co-located transmit antennas (as expected). In both cases, significant
(microscopic) diversity gains are obtained compared to the single-antenna system.26
Considering a more practical scenario (σdB=10 dB), one first observes that the perfor-
mance of the single-antenna system degrades significantly. Interestingly, the use of M=4
co-located transmit antennas yields only moderate performance improvements, i.e., a large
fraction of the microscopic diversity gain obtained for σdB=1 dB is lost. In contrast to
this, in the case of distributed transmit antennas one again obtains huge diversity gains
compared to the single-antenna system. These gains are not only due to macroscopic
diversity, but also to microscopic diversity accomplished by the distributed OSTBC. This
becomes evident, when comparing the SER performance to that of (conventional) simul-
casting, where identical signals are transmitted from each antenna.27 As can be seen,
simulcasting performs about 1.5 dB worse than the distributed OSTBC (at a BER of
10−3). Altogether, it can be concluded that in the presence of significant shadowing, sys-
tems with distributed transmit antennas are superior to systems with co-located transmit
antennas, and distributed space-time codes are superior to (co-phased) simulcasting.
Another interesting observation is that for low SNR values the SER performance of
a distributed OSTBC system with significant shadowing (σdB = 10 dB) is even better
than for very light shadowing (σdB=1 dB), which is a rather unexpected result. There
is a cross-over point of the respective SER curves at 3.5 dB. (In the case of the single-
antenna system, there is also a cross-over point at approximately -2.5 dB.) An intuitive
explanation for this is as follows. In the low SNR regime channel conditions are already
bad, and a further reduction of the SNR due to shadowing does not have much impact on
the average SER performance. However, a large variance σ2dB of the average SNR γ¯s,dB,µ
leads to some very good channel realizations, which is obviously beneficial for the average
SER performance. This cross-over behavior can also be observed when considering the
corresponding functions fµ(φ), cf. (3.115)-(3.117). In the case of moderate to high SNR
values (e.g. γ¯s,µ=1), the PDFs pγ
s,µ
(γs,µ) are less concentrated at small values of γs,µ, when
the variance σ2dB is small (cf. Fig. C.5 in Appendix C). Correspondingly, the function f(φ),
and thus the average symbol error probability, is smaller than for large variances σ2dB. In
26Since the shadowing effect is negligible, the composite fading is virtually independent for the indi-
vidual links, both for co-located and for distributed transmit antennas.
27To be specific, an improved version of simulcasting is already considered here, where the phases of
the individual transmitted signals are adjusted such that constructive superposition is obtained at the
receiver.
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Figure 3.18: Comparison of the average SER performance of a co-located (solid lines)
and a distributed OSTBC system (dashed lines) with M = 4 transmit antennas and a
single receive antenna: Simulative results for binary antipodal transmission (Q=2) and
composite Rayleigh fading/log-normal shadowing (equal average link SNRs γ¯s,dB,µ, equal
variances σ2dB,µ for µ = 1, ...,M). The dotted curve is for simulcasting with co-phased
received signals (σdB=10 dB).
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Figure 3.19: Corresponding results for unequal average link SNRs γ¯s,dB,µ in the distributed
OSTBC system, where Σh,Tx=diag([ 0.154 0.154 0.615 3.077 ]) was assumed.
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the case of low SNR values, however, the PDF pγ
s,µ
(γs,µ) is already concentrated at very
small values γs,µ. Given a large variance σ
2
dB, the PDF pγs,µ(γs,µ) exhibits a tail that tends
to higher values of γs,µ (not depicted in Fig. C.5). Due to this, the function f(φ) and thus
the average symbol error probability becomes smaller with growing variance σ2dB.
For simplicity, we have so far assumed that the average SNRs γ¯s,µ are the same for all
transmission links, i.e., the transmitter covariance matrix is equal to Σh,Tx=I4. As will
be seen, the main conclusions drawn from Fig. 3.18 apply also for the case of unequal
average SNRs γ¯s,µ. As an example, we consider the transmitter covariance matrix
Σh,Tx := diag([ 0.154 0.154 0.615 3.077 ]) (3.120)
in the case of the distributed system. The corresponding SER results are displayed in
Fig. 3.19. As can be seen, the SER performance of the distributed system is significantly
degraded due to the unequal average link SNRs (cf. Fig. 3.18). In the case of light shad-
owing (σdB = 1 dB), where the achieved diversity gains are mainly due to microscopic
spatial diversity, the OSTBC system with co-located transmit antennas thus clearly out-
performs the distributed OSTBC system. However, in the case of significant shadowing
(σdB=10 dB) the situation is reversed. Due to huge macroscopic diversity gains, the dis-
tributed OSTBC system still yields a much better SER performance than the co-located
OSTBC system. Moreover, the advantage of the distributed OSTBC over conventional
(co-phased) simulcasting is maintained. Altogether, it can be concluded that in the pres-
ence of very light shadowing, one should employ co-located antennas, if possible. In the
case of significant shadowing effects, however, distributed antennas are preferable.
3.5 Chapter Summary
The concept of cooperating wireless networks (e.g., in the form of simulcast networks or
relay-assisted wireless networks, cf. Section 3.1) has recently gained considerable attention.
In such networks multiple network nodes, possibly equipped with only a single antenna,
cooperate in terms of a joint transmission or reception strategy. In effect, the cooperating
nodes establish a MIMO system with distributed antennas. By this means, the nodes
can share their antennas and enjoy some of the benefits offered by ‘conventional’ MIMO
systems with co-located antennas.
In this chapter, it was shown that MIMO systems with distributed antennas and
MIMO systems with co-located antennas can be treated in a single, unifying framework,
although at the first glance both types of systems might have little in common. In particu-
lar, under certain assumptions MIMO systems with distributed antennas and MIMO sys-
tems with co-located antennas were shown to be (asymptotically) equivalent with regard
to many important performance measures. The results presented in Section 3.2.3 apply for
(arbitrary) coded MIMO systems. For the case of frequency-flat Rayleigh fading, it was
shown that for any co-located MIMO system obeying the Kronecker correlation model an
equivalent distributed MIMO system can be found and vice versa, in the sense that both
systems are characterized by identical capacity distributions. In particular, antenna corre-
lations in the co-located MIMO system correspond to unequal average link signal-to-noise
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ratios (SNRs) in the distributed MIMO system. The results presented in Section 3.2.4
apply for space-time coded MIMO systems employing an arbitrary space-time code de-
signed to achieve full spatial diversity. These results have shown that co-located and
distributed space-time coded MIMO systems lead (asymptotically) to identical pairwise
error probabilities. Finally, the results presented in Section 3.2.5 apply for MIMO sys-
tems employing an orthogonal space-time block code (OSTBC) at the transmitter side (in
conjunction with the corresponding widely linear combining at the receiver). As a new
contribution, closed-form expressions as well as high-SNR approximations were derived
for the average symbol error probability of co-located and distributed OSTBC systems.
In particular, it was shown that co-located and distributed systems lead to identical av-
erage symbol error rates, irrespective of the average received SNR. Moreover, a simple
performance measure was considered (Section 3.2.6), which allows for a classification of
different MIMO systems with regard to their ergodic capacity and the average symbol
error rate achieved by OSTBCs.
As long as no macroscopic diversity gains are available, it can be concluded that dis-
tributed MIMO systems typically have an inferior performance compared to co-located
MIMO systems with uncorrelated antennas (due to unequal average link SNRs). In fact,
this conclusion is still valid when the assumption of frequency-flat Rayleigh fading is
dropped and more general fading models are considered (cf. Section 3.3). Still, one typ-
ically observes substantial performance gains over single-antenna systems, even if the
average link SNRs are highly unbalanced (or, in the case of a co-located MIMO system,
if antennas are highly correlated).
In the final part of this chapter, the benefits of macroscopic spatial diversity effects in
distributed MIMO systems were considered (Section 3.4). For example, in a distributed
MIMO system the probability that at least one transmission link offers a line-of-sight
(LoS) component is typically larger than in a co-located MIMO system, which can lead
to substantial performance improvements (cf. Section 3.4.3). With regard to shadowing,
it was shown that huge macroscopic and microscopic diversity gains can be obtained in a
distributed MIMO system, cf. Section 3.4.4. In particular, it was shown that distributed
space-time codes are superior to conventional simulcasting, even in the case of severe
shadowing. In contrast to this, in a system with co-located antennas, the performance
improvements compared to a single-antenna system tend to be rather small, when shad-
owing is taken into account. To conclude, as soon as significant macroscopic diversity
gains are available, distributed MIMO systems are typically superior to co-located MIMO
systems, even in the case of unbalanced average link SNRs.
♦ ♦ ♦
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Appendix 1
The following theorem provides the basis for the unitary matrix transform (3.38), which is
used to transform a given distributed MIMO system into an equivalent co-located MIMO
system.
Theorem 3.4 (Existence of unitary matrix transform)
For any positive (semi-)definite diagonal (n×n)-matrix Σ with tr(Σ)=n, where n is an
arbitrary number ≥2, a unitary (n×n)-matrix U˜n can be found such that the transform
U˜nΣU˜
H
n = R (3.121)
yields a correlation matrix R with diagonal entries equal to one and non-diagonal entries
having magnitudes ≤1.
Proof. By definition, the resulting matrix R is a Hermitian matrix. Choosing U˜n such
that |u˜ij|=1/
√
n for all i, j=1, ..., n, one obtains for the diagonal entries of R:
[
R
]
i,i
=
n∑
j=1
|uij|2 [Σ]j,j =
tr(Σ)
n
= 1. (3.122)
Moreover, since U˜n is a unitary matrix, |rij| ≤ 1 holds for all i, j. Unitary matrices U˜n
with the desired property are, for example, the (n×n)-Fourier matrix Fn with entries
u˜ij=e
−j2π(i−1)(j−1)/n/
√
n (i, j=1, ..., n), which exists for any number n, or the normalized
(n×n)-Hadamard matrix Hn, which is known to exist for all n=2ν , where ν is an arbitrary
positive integer number (cf. Definition D.6 in Appendix D). 
Appendix 2
In the following, an alternative proof is given for Lemma 3.1, which is based on convex
optimization (cf. Appendix E).
Proof. It has to be shown that the product term in (3.86) is equal to one, if and
only if all eigenvalues λ1, ..., λn are equal to one, and otherwise greater than one (> 1).
Correspondingly, we can formulate the following optimization problem:
minimize f(λ) :=
n∏
j=1
1
λj
, λ :=[λ1, . . . , λn ]
T (3.123)
subject to
n∑
j=1
λj = n and λj > 0 for all j = 1, ..., n .
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We can reformulate the above optimization problem according to
minimize f˜(λ) := −
n∑
j=1
log(λj), λ :=[λ1, . . . , λn ]
T (3.124)
subject to
n∑
j=1
λj = n and λj > 0 for all j = 1, ..., n ,
since the log(.)-function is a monotonic increasing function. The above optimization
problem is convex, since − log(.) is a convex-∪ function. In fact, (3.124) is just a special
case of the well-known water-filling problem [Boe05], cf. Example E.1 in Appendix E
and [BV04, Ch. 5.5]. Correspondingly, we simply obtain
λ•j = max(0,Θ) subject to
n∑
j=1
Θ = n. (3.125)
Thus, we get λ•j =Θ=1 for all j=1, ..., n. Moreover, since the solution is unique we will
always have f˜(λ)>f˜(λ•)=0 or, equivalently, f(λ)>f(λ•)=1 for any λ 6= λ•. 
Chapter 4
Optimal Transmitter and Receiver
Strategies
THE PREVIOUS chapter has shown that MIMO systems with co-located or distributed
antennas offer substantial performance advantages over single-antenna systems, despite
possible antenna correlations or unbalanced average link SNRs.
So far, we have focussed on scenarios where no channel knowledge is available at the
transmitter. Correspondingly, we have assumed that the available transmit power is, on
average, equally distributed among the transmit antennas.1 In practice, this assumption
is often reasonable, since channel knowledge at the transmitter can be costly or even infea-
sible. On the other hand, an optimization of the transmitter strategy might not always be
desired. Consider, for example, a simulcast network established by multiple cooperating
base stations (cf. Fig 3.14 in Section 3.4). Simulcast networks are typically employed for
broadcasting applications, where many mobile users are simultaneously served with the
same message. In this case, an optimization of the transmitter strategy with respect to a
specific user is typically not reasonable.
In this chapter, we consider a general scenario where channel knowledge at the
transmitter is both available and utilized in terms of an optimal transmitter strategy.
In fact, several publications have shown that the performance of MIMO systems can
be improved significantly by using some form of channel knowledge at the transmit-
ter, see e.g. [GJJV03]. The use of (possibly imperfect) full and partial instantaneous
channel knowledge at the transmitter was, for example, considered in [Tel99, SSP01,
JSO02, KC02, MWC03, WVF03, PL03, ZDZY03, CBRB04, HSA04, NAP04, Ale04, LJ05,
GPPF05, LT05, PPPL06] and [JBM+02, OD02, Blu03, LH03b, MSEA03, LHS03, SH03a,
RR04, LH04a,MWC04,BRW04,NSL04, Lo04,XG04,BE04, JS04a, SKL04, LH05a, LH05b,
LH05c,LH05d,MGJ05,YW05a,KGK05,HL05,RSB05,CH05,RR06a,RR06b,LH06,MGJ06,
YKY06, DLWZ06, LSG06, ZLW06], respectively. As an alternative, the use of statisti-
cal channel knowledge was studied in [Cav99, NBP01, FWLH02, SP02, ZG02, GJJV03,
HLHS03, ZG03a, SS03, AQ04, KT04, JB04b, HG04, MA04, JB04c, Kie04, CGZ05, LY05,
LL05a, XLRP05, AG05, HG05, MH06b, MHKX06b, YSG06]. While instantaneous chan-
1Equal power allocation is the optimal strategy if the transmitter does not have any channel knowledge
available [BT04a, App. B.2].
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nel knowledge at the transmitter might be difficult to acquire in a practical system,
statistical channel knowledge can be gained quite easily [ZG03a], for example off-line
through field measurements, ray-tracing simulations or based on physical channel models,
or on-line based on long-term averaging of the channel coefficients. Optimal statistical
transmit power allocation schemes for spatially correlated MIMO systems were, for exam-
ple, derived in [SP02,ZG03a,JB04b] with regard to different optimization criteria: Mini-
mum symbol error probability [ZG03a], minimum pairwise error probability of space-time
codes [SP02], and maximum ergodic capacity [JB04b]. Due to the (asymptotic) equiva-
lence of co-located and distributed MIMO systems, these power allocation strategies can
also be used in MIMO systems with distributed antennas, without any loss of optimality.
In Section 4.1, optimal transmitter strategies for distributed and co-located MIMO
systems are discussed in more detail, with focus on schemes that are based on statistical
channel knowledge at the transmitter. As novel contributions, a rigorous performance
analysis is presented, and the impact of estimation errors concerning the transmitter
correlation matrix is analyzed (see also [MHKX06b]). Moreover, a simple transmit power
allocation strategy for space-time coded MIMO systems is proposed, which provides a
near-optimum performance over a wide SNR range. In Section 4.2, the use of statistical
channel knowledge at the receiver is investigated, so as to provide an optimal trade-off
between performance and receiver complexity. It is shown that there is a strong duality
between the receiver structure under consideration and the statistical transmit power
allocation schemes discussed in Section 4.1 (see also [MHKX06a]). Specifically, the impact
of estimation errors concerning the receiver correlation matrix can be analyzed along the
same lines as for the transmitter side. The most important results of this chapter are
summarized in Section 4.3.
4.1 Optimal Transmit Power Allocation Schemes
Within the scope of this thesis, we will focus on transmit power allocation schemes that
are based on statistical channel knowledge at the transmitter. To start with, we consider
the benefits of a statistical transmit power allocation scheme with regard to the ergodic
capacity of a coded MIMO system with co-located or distributed antennas. We will also
briefly discuss the use of instantaneous channel knowledge at the transmitter. Afterwards,
we combine the statistical transmit power allocation scheme with an outer space-time code
and analyze the resulting performance gains in comparison to equal power allocation
among the individual transmit antennas.
4.1.1 System Model with Statistical Transmit Power Allocation
For the time being, we again focus on the case of frequency-flat Rayleigh fading for
simplicity. Later on, we will also consider Nakagami-m fading with m 6=1. To start with,
consider a MIMO system with M co-located transmit antennas and N co-located receive
antennas. As earlier, we focus on the discrete-time channel model
y[k] = Hx[k] + n[k] (4.1)
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introduced in Section 2.2.2 for quasi-static frequency-flat fading. In essence, the same
statistical properties are assumed as in Section 3.2. In particular, we again assume that
the channel matrix H follows the Kronecker correlation model
H := R
1/2
h,RxH
′R1/2h,Tx, h
′
ν,µ ∼ CN (0, σ2h), (4.2)
while the entries of H′ are independent and identically distributed (i.i.d.) random vari-
ables. As earlier, let Rh,Tx := UTxΛh,TxU
H
Tx and Rh,Rx := URxΛh,RxU
H
Rx denote the eigen-
value decompositions of Rh,Tx and Rh,Rx, respectively. The instantaneous realizations of
the channel matrix H are assumed to be perfectly known at the receiver, while at the
transmitter only statistical channel knowledge is available. More precisely, the transmit-
ter is assumed to have perfect knowledge of the complete set of second-order channel
statistics, in terms of the transmitter correlation matrix Rh,Tx, the receiver correlation
matrix Rh,Rx, the channel variance σ
2
h, and the noise variance σ
2
n. Finally, the entries
xµ[k] of the transmitted vector x[k] are again treated as zero-mean (possibly correlated)
random variables with variance σ2x,µ. As earlier, we assume an overall average transmit
power constraint of P , i.e.,
M∑
µ=1
σ2x,µ
!≤ P. (4.3)
Thus, a fair comparison between different transmit power allocation strategies is possible.
In the following, we consider a simple statistical transmit power allocation scheme for
spatially correlated MIMO systems, which is based on the Karhunen-Loe`ve transform
(KLT) [SW02, Ch. 8.5].2 The transmit power allocation scheme does not require any
knowledge of instantaneous realizations of the channel matrix H and is thus of great
practical interest.
The system model under consideration is depicted in Fig. 4.1. The (M×1)-vector xs[k]
contains the information symbols to be transmitted, which are possibly encoded by some
outer space-time coding scheme. (The statistical transmit power allocation scheme con-
sidered here can be used in conjunction with any outer space-time code.) For simplicity,
the entries xs,µ[k] of the vector xs[k] are assumed to have zero means and equal variances,
i.e., E{|xs,µ[k]|2} :=P/M for all µ=1, ...,M . Even if an outer space-time coding scheme
is employed, the entries of xs[k] can typically be regarded as statistically independent
random variables (only across the individual transmit antennas, not in time direction),
i.e.,
Qxs := E{xs[k]xHs [k]} = P/M · IM . (4.4)
The statistical transmit power allocation scheme consists of an inner decorrelation stage
based on the KLT and an outer power weighting stage with weighting matrix3
W := diag([w1, . . . , wM ]), tr(W) = M. (4.5)
The overall transmission model can be written as (cf. Fig. 4.1):
y[k] = Hx[k] + n[k] = HUTxW
1/2xs[k] + n[k] (4.6a)
=: Hv xv[k] + n[k] =: Hs xs[k] + n[k] , (4.6b)
2The basic transmitter structure was earlier considered in [SP02,HLHS03,ZG03a,JB04b].
3The optimality of the considered transmitter structure was proven in [ZG03a].
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Figure 4.1: System model with statistical transmit power allocation scheme based on the
Karhunen-Loe`ve transform.
with Hv :=HUTx, xv[k] :=W
1/2xs[k], and Hs :=HvW
1/2. The decorrelation stage trans-
forms the given channel matrixH according to (4.2) into a semi-correlated channel matrix
Hv = R
1/2
h,RxH
′Λ1/2h,Tx, using the unitary matrix UTx from the eigenvalue decomposition of
Rh,Tx as a precoding matrix. Correspondingly, we have
E
{
HHvHv
}
= UHTx E
{
HHH
}
UTx = N σ
2
hΛh,Tx, (4.7)
where we have used that E
{
HHH
}
=N σ2hRh,Tx (cf. Section 3.2.2 in Chapter 3). The
channel matrix Hv is often called virtual channel matrix in the literature, and the M
inputs to the precoding matrix UTx (vector xv[k]) represent virtual transmit antennas.
Finally, note that due to the trace constraint on W, the transmitted vector x[k] will
always meet the same overall power constraint as the vector xs[k], i.e.,
tr
(
E{x[k]xH[k]}) =: tr(Qx) = P/M · tr (UTxWUHTx) = P = tr(Qxs), (4.8)
cf. (4.4). Thus, a fair comparison between different transmit power allocation strategies
is possible. Based on the statistical channel knowledge at the transmitter, the weighting
matrix W can now be optimized with respect to a given optimization criterion. For
example, one option is to maximize the (overall) average received SNR.
Maximizing the Average Received SNR
By choosing an appropriate weighting matrix W, the average received SNR can be im-
proved, compared with the case of equal power allocation (W= IM). This can be seen
4.1. OPTIMAL TRANSMIT POWER ALLOCATION SCHEMES 127
when considering the covariance matrix of the received vector y[k]:
Qy = E
{
y[k]yH[k]
}
= E
{
HvW
1/2
E{xs[k]xHs [k]}W1/2HHv
}
+ σ2n IN (4.9a)
=
P
M
· E{HUTx WUHTxHH}+ σ2n IN (4.9b)
=
P
M
·R1/2h,Rx E
{
H′UTxWΛh,TxUHTxH
′H
}
R
1/2H
h,Rx + σ
2
n IN (4.9c)
=
P σ2h
M
M∑
µ=1
wµ λTx,µ︸ ︷︷ ︸
=: fsnr(W,Λh,Tx)
Rh,Rx + σ
2
n IN (4.9d)
[Boe03]. In the case of equal power allocation, one obtains
fsnr(IM ,Λh,Tx) = P σ
2
h. (4.10)
However, using an appropriate transmit power allocation strategy, it is possible to achieve
an SNR gain (fsnr(W,Λh,Tx) > P σ
2
h). In particular, from Lemma 4.1 below it follows
that the average received SNR is maximized when the complete transmit power P is
concentrated on the strongest eigenvalue λTx,max of the transmitter correlation matrix
Rh,Tx. This power allocation strategy is in the sequel denoted as (one-dimensional) eigen-
beamforming (EBF).4
Lemma 4.1
Let λ1<...<λn denote the eigenvalues of a (n×n)-correlation matrix R, i.e., λ1, ..., λn are
real-valued and non-negative, and λ1+...+λn=n. Moreover, let w1, ..., wn denote a set of
arbitrary real-valued non-negative numbers with sum constraint w1+...+wn=n. Then,
the term
n∑
j=1
wj λj (4.11)
is maximized for wn :=n and wj :=0 for all j 6=n.
Proof. Follows from many results reported in the literature, e.g. [SP02,ZG03a]. 
A simple alternative proof, which is based on convex optimization (cf. Appendix E), is
provided in Appendix 1 at the end of this chapter.
Note that the optimal choice of the weighting matrix W depends only on the transmit-
ter correlation matrix Rh,Tx (or, more precisely, on the eigenvalues λTx,µ), but not on
the receiver correlation matrix Rh,Rx. In particular, the EBF solution can be reused for
MIMO systems with distributed (transmit and/or receive) antennas without any loss of
optimality. In particular, in the case of distributed transmit antennas (with a transmit-
ter covariance matrix Σh,Tx :=Λh,Tx), the decorrelation stage UTx can be dropped (i.e.,
UTx :=IM).
4Note that the maximum (temporal) rate that can be accomplished with EBF corresponds to that of
a single-antenna system (similar to a full-rate STBC system with equal power allocation).
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Maximizing the average received SNR is just one (particularly simple) criterion for
an optimal choice of the weighting matrix W. In the following, we consider the benefits
of a (statistical) transmit power allocation scheme with regard to the ergodic capacity of
distributed and co-located MIMO systems.
4.1.2 Benefits with Regard to Ergodic Capacity
Consider again a MIMO system with co-located antennas which follows the Kronecker
correlation model (4.2), where we set σ2h := 1. We again assume that the transmitter
has perfect knowledge of the complete set of second-order channel statistics, while the
receiver has perfect instantaneous channel knowledge. In order to maximize the ergodic
capacity, it was shown in [JB04b] that the optimal strategy is to transmit in the directions
of the eigenvectors of the transmitter correlation matrix Rh,Tx. In other words, the
transmitter structure depicted in Fig. 4.1 is capacity achieving, provided that an optimal
power weighting matrix W = diag([w1, . . . , wM ]) is chosen. Given a fixed covariance
matrix
Qx = E{x[k]xH[k]} = P/M ·UTxWUHTx (4.12)
of the transmitted vector x[k], the instantaneous MIMO capacity is given by
C(H,Qx) = log2 det
(
IN+
1
σ2n
HQxH
H
)
bit/channel use (4.13)
(cf. (G.9) in Appendix G). Unfortunately, a closed-form solution for the optimal weighting
matrix W•, which maximizes the ergodic capacity C¯(Qx) :=E{C(H,Qx)}, is not known.
The optimal power weighting results from solving the optimization problem [JB04b]
maximize f(w) := E
{
log2 det
(
IN +
M∑
µ=1
wµλTx,µ zµz
H
µ
σ2n
)}
, w :=[w1, . . . , wM ]
T
subject to
M∑
µ=1
wµ = M and wµ ≥ 0 for all µ = 1, ...,M , (4.14)
where the vectors zµ ∈ ICN are i.i.d. complex Gaussian random vectors with zero mean
and covariance matrix Λh,Rx, i.e., zµ,ν ∼ CN (0, λRx,ν) for all µ=1, ...,M . Note that the
optimal power weighting depends both on the eigenvalues of Rh,Tx and on the eigenvalues
of Rh,Rx. As earlier, the resulting transmit power weighting will also be optimal for
a distributed MIMO system with transmitter covariance matrix Σh,Tx :=Λh,Tx and/or
receiver covariance matrix Σh,Rx :=Λh,Rx. (In the case of distributed transmit antennas
the decorrelation stage UTx can again be dropped.)
The above expression for f(w) is, in general, difficult to evaluate. In the following, we
will therefore consider a tight upper bound on C¯(Qx), which is again based on Jensen’s in-
equality, cf. (3.41) in Section 3.2.3. As will be seen, this greatly simplifies the optimization
of W. One obtains
C¯(Qx) ≤ log2 E
{
det
(
IN+
1
σ2n
HQxH
H
)}
. (4.15)
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The term HQxH
H can be further evaluated as
HQxH
H = R
1/2
h,RxH
′UTxWΛh,TxUHTxH
′HR
1/2H
h,Rx , (4.16)
where UTxWΛh,TxU
H
Tx=:R
′
h,Tx can be interpreted as an effective transmitter correlation
matrix with eigenvalues w1λTx,1, ..., wMλTx,M . For the special case of equal power allo-
cation we have R′h,Tx =Rh,Tx. Correspondingly, for a given arbitrary power weighting
matrix W we can reuse the result (3.45) from Section 3.2.3 by replacing the eigenvalues
λTx,1, ..., λTx,M by w1λTx,1, ..., wMλTx,M , respectively. We thus obtain
C¯(Qx) ≤ log2
(
1 +
M˜∑
µ=1
(
P
Mσ2n
)µ
µ! × (4.17)
×
∑
i∈Iµ
wi1λTx,i1 · · ·wiµλTx,iµ
∑
j∈Jµ
λRx,j1 · · ·λRx,jµ
)
,
where M˜ :=min(M,N) and i and j again denote index vectors taken from the sets (3.44),
cf. Section 3.2.3. For a fixed SNR value P/(Mσ2n), the right-hand side of (4.17) can now
be maximized numerically, in order to find the optimal power weighting matrix W•.
Numerical Results
As an example, we consider a co-located MIMO system with four transmit antennas
and three receive antennas, where the correlation matrices Rh,Tx and Rh,Rx are given by
Rh,Tx=RM,ρTx with ρTx=0.8 andRh,Rx=RN,ρRx with ρRx=0.7, cf. (3.39) in Section 3.2.3.
In Fig. 4.2, the ergodic capacities C¯(Qx) resulting for different power allocations are plot-
ted as a function of the average SNR P/(Mσ2n) in dB. The exact ergodic capacities (solid,
dashed and dashed-dotted line) were obtained by means of Monte-Carlo simulations over
105 independent channel realizations, whereas the dotted lines represent the correspond-
ing upper bounds on C¯(Qx), which were obtained on the basis of (4.17). As can be seen,
the upper bounds are reasonably tight throughout the complete SNR range. Compared
to the uncorrelated system (solid line, dark color), the ergodic capacity of the correlated
system with equal power allocation (dashed-dotted line) is significantly reduced, espe-
cially for large SNR values (cf. Section 3.2.3). For the light-colored curve and the dashed
curve, the transmit power weights w1, ..., wM were optimized numerically, based on (4.17).
The light-colored curve represents the case, where both Rh,Tx and Rh,Rx is known at the
transmitter. For the dashed curve, however, it was assumed that the transmitter knows
only Rh,Tx (i.e., the transmitter presumes Rh,Rx = IN). As can be seen, in both cases
the ergodic capacity of the correlated system is improved significantly compared to equal
power allocation, especially in the low SNR regime. For SNR values smaller than −2 dB,
the achieved capacity is even larger than in the uncorrelated case. Interestingly, although
the upper bound (4.17) depends both on the eigenvalues of Rh,Tx and Rh,Rx, the differ-
ence between the light-colored curve and the dashed curve is negligible in the considered
example, i.e., the knowledge of Rh,Rx at the transmitter is of little or no benefit. Fi-
nally, it should be noted that for P/(Mσ2n)→0 the optimal power weighting tends to the
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Figure 4.2: Ergodic capacity C¯(Qx) of a co-located MIMO system with four transmit
and three receive antennas, resulting for different transmit power allocation strategies.
(Simulative results were obtained by means of Monte-Carlo simulations; dotted lines:
Corresponding analytical upper bounds.)
(one-dimensional) EBF solution, where the complete transmit power is focussed on the
largest eigenvalue of Rh,Tx (see also [JB04b]). However, for P/(Mσ
2
n)→∞ one obtains (in
the considered example) an equal power allocation solution over the M˜=min{M,N}=3
largest eigenvalues of Rh,Tx.
Instantaneous Channel Knowledge at the Transmitter
In the following, we briefly consider the case of perfect instantaneous channel knowledge
at the transmitter. In particular, we will again see that optimal transmit power allocation
schemes originally designed for co-located MIMO systems can be reused for distributed
MIMO systems (and vice versa), without any loss of optimality.
Consider again a MIMO system with co-located antennas which follows the Kronecker
correlation model (4.2), where σ2h=1. In the case of perfect instantaneous channel knowl-
edge at the transmitter and the receiver, the instantaneous MIMO capacity is given by
C(H) =
M˜∑
µ=1
[
log2
(
χµ
σ2n
Θ
)]
+
=: r bit/channel use, (4.18)
where [χ1, ..., χM˜ ] =:χ denote the M˜=min(M,N) eigenvalues of the matrix HH
H (for
N≤M) or the matrix HHH (for N>M), cf. Appendix G. Moreover, Θ denotes the
waterlevel which results from the well-known waterfilling solution (cf. Appendix E). The
waterlevel Θ depends on the available transmit power P , the noise variance σ2n and the
eigenvalues χ1, ..., χM˜ (cf. (G.15) in Appendix G), i.e., Θ = Θ(χ). Thus, the capacity
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distribution pr(r) is solely determined by the joint PDF pχ(χ) of the (unordered) eigen-
values χ1, ..., χM˜ . Recently, a closed-form expression for pχ(χ) was derived in [RV05] (for
the case N≥M).5 The result is of form
pχ(χ) =
υ(Rh,Tx,Rh,Rx,χ)
KM,N · ς(Rh,Tx,Rh,Rx) ·
M∏
µ=1
χN−Mµ
M∏
µ′=1
µ′>µ
(χµ − χµ′)2, (4.19)
where
υ(Rh,Tx,Rh,Rx,χ) :=
∞∑
k=0
∑
κ∈Kk
Cκ(−R−1h,Tx)Cκ(R−1h,Rx)Cκ(diag(χ))
k!Cκ(IM)Cκ(IN)
, (4.20)
KM,N := M !
M∏
µ=1
Γ(N−µ+1)Γ(M−µ+1) (4.21)
(Γ(x) denotes the Gamma function, cf. Definition C.3 in Appendix C), and
ς(Rh,Tx,Rh,Rx) := (λTx,1 · · ·λTx,M)N(λRx,1 · · ·λRx,N)M . (4.22)
The vector κ in (4.20) denotes an index vector taken from the set
Kk := {κ := [k1, ..., kM ] | k1≥k2≥· · ·≥kM≥0, k1+k2+· · ·+kM=k}. (4.23)
Moreover, Cκ(X) denotes a so-called complex zonal polynomial of a complex Hermitian
matrix X (see [RVA03,RV05] for further details). In fact, if X :=UXΛXU
H
X denotes the
eigenvalue decomposition of X, we have Cκ(X)=Cκ(ΛX) [RVA03]. Correspondingly we
can rewrite (4.20) according to
Cκ(−R−1h,Tx) = Cκ(−Λ−1h,Tx), Cκ(R−1h,Rx) = Cκ(Λ−1h,Rx). (4.24)
As earlier, we note that the joint PDF of the eigenvalues of HHH depends solely on the
eigenvalues of Rh,Tx and Rh,Rx, but not on specific entries of Rh,Tx and Rh,Rx. Corre-
spondingly, a distributed MIMO system with transmitter covariance matrixΣh,Tx :=Λh,Tx
and/or receiver covariance matrixΣh,Rx :=Λh,Rx will be characterized by exactly the same
capacity distribution pr(r) as the co-located MIMO system considered above.
4.1.3 Combination with Outer Space-Time Code
In the following, we focus on space-time coded MIMO systems and study the benefits of
the above statistical transmit power allocation scheme with regard to the resulting error
performance. As an example, we combine the transmitter structure in Fig. 4.1 with an
outer orthogonal space-time block code (OSTBC) and evaluate the average symbol error
probability (see also [ZG03a]). Consider again the transmission model
y[k] = Hs xs[k] + n[k] (4.25)
5Specialized expressions for the cases Rh,Tx=IM and Rh,Rx=IN can be found in [CWZ03,TV04b]
and [RVA03], respectively.
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introduced in Section 4.1.1. The vector xs[k] is now assumed to be part of a (p×M)-
OSTBC code matrix Xs[k] :=[xs[k], ...,xs[k+p−1] ]T, cf. Section 2.3.1 in Chapter 2. As
discussed above, the channel matrix Hs can be written as
Hs = R
1/2
h,RxH
′Λ1/2h,TxW
1/2 (4.26)
(σ2h :=1). The channel matrix Hs therefore constitutes a semi-correlated channel matrix
with effective transmitter covariance matrix Λh,TxW. Correspondingly, we can reuse the
analytical SER results from Section 3.2.5 by replacing the eigenvalues λTx,1, ..., λTx,M by
w1λTx,1, ..., wMλTx,M , respectively (similar to Section 4.1.2).
In the case of binary antipodal transmission (Q=2), for example, the average symbol
error probability thus results as
P¯s =
1
2
M∑
µ=1
N∑
ν=1


M∏
µ′=1
N∏
ν′=1
(µ′,ν′) 6=(µ,ν)
1
1− wµ′λTx,µ′λRx,ν′
wµλTx,µλRx,ν


(
1−
√
wµλTx,µλRx,ν
wµλTx,µλRx,ν + ξ
)
(4.27)
(wµ>0 assumed for all µ=1, ...,M), cf. (3.83), where ξ :=MRt σ
2
n/P .
6 The corresponding
high-SNR approximation of (4.27) is given by
P¯s ≈
(
MN
4 γ¯s
)MN (
2MN − 1
MN
) M∏
µ=1
N∏
ν=1
1
wµλTx,µλRx,ν︸ ︷︷ ︸
=: fdiv(W,Λh,Tx,Λh,Rx)
, (4.28)
cf. (3.84), where γ¯s = PN/(Rtσ
2
n). As earlier, the product term fdiv(W,Λh,Tx,Λh,Rx) is
also relevant for higher-order modulation schemes (cf. Remark 3.6 in Chapter 3). For
example, for a Q-ary phase-shift-keying (PSK) signal constellation, one obtains
P¯s ≈
(
MN
sin2(π/Q) γ¯s
)MN fdiv(W,Λh,Tx,Λh,Rx)
π
∫ (Q−1)pi
Q
0
(sinφ)2MN dφ, (4.29)
cf. (3.87) and (3.88). Similar expressions also result for Q-ary ASK- and Q-ary QAM-
signal constellations.
Optimal Transmit Power Allocation
For high SNR values, in order to maximize the diversity advantage, the product term
fdiv(W,Λh,Tx,Λh,Rx) has to be minimized. In fact, from Lemma 4.2 below it follows
that the optimal power allocation strategy in this case is to use equal power allocation,
i.e., W•=IM . In other words, the asymptotic up-shift of the symbol-error-rate curve
(with respect to the case of uncorrelated transmit and receive antennas), which is caused
6Again, the above expression can directly be used for OSTBC systems with distributed antennas and
a transmitter covariance matrix Σh,Tx :=Λh,Tx and/or a receiver covariance matrix Σh,Rx :=Λh,Rx.
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by the product term fdiv(IM ,Λh,Tx,Λh,Rx) (cf. Section 3.2.5), cannot be reduced by any
statistical transmit power allocation strategy.7 On the other hand, any statistical transmit
power allocation scheme which yields an SNR gain with respect to equal power allocation
(cf. Section 4.1.1) will at the same time lower the diversity advantage at high SNR values.
Lemma 4.2
Let λ1, ..., λn denote the eigenvalues of an (n×n)-correlation matrix R with rank n, i.e.,
λ1, ..., λn are real-valued and positive, and λ1+...+λn=n. Moreover, let w1, ..., wn denote
a set of arbitrary real-valued positive numbers with sum constraint w1+...+wn=n. Then,
the product term
n∏
j=1
1
wj λj
(4.30)
is minimized for w1= ...=wn :=1.
Proof. Follows from many results reported in the literature, e.g. [ZG03a]. 
A simple alternative proof, which is based on convex optimization (cf. Appendix E), is
provided in Appendix 2 at the end of this chapter.
For arbitrary SNR values and a single receive antenna (N=1), the optimal statistical
transmit power allocation strategy in terms of a minimum symbol error probability was
derived in [ZG03a].8 As shown in [ZG03a], the optimization of the weighting matrix W
amounts to solving the following convex optimization problem:
minimize f(w) := −
M∑
µ=1
log
(
1 + wµ λTx,µ
gγ¯s
M
)
, w :=[w1, . . . , wM ]
T
subject to
M∑
µ=1
wµ = M and wµ ≥ 0 for all µ = 1, ...,M . (4.31)
Depending on the signal constellation under consideration, the parameter g is equal to
gPSK, gASK, or gQAM, cf. (I.23), (I.25), and (I.27) in Appendix I. The result is a waterfilling
solution (cf. Appendix E) with respect to the inverse eigenvalues 1/λTx,µ of the transmit-
ter correlation matrix Rh,Tx. It is straightforward to show that the result in [ZG03a]
can be also be utilized for OSTBC systems with multiple uncorrelated receive antennas
7Note that this is a consequence of the transmit power constraint (4.3) or, equivalently, of the trace
constraint tr(W) :=M . Without this constraint one could, for example, compensate for the transmit
antenna correlations by choosing wµ :=1/λTx,µ. However, as discussed above a fair comparison between
different transmit power allocation strategies is only possible when the overall transmit power is kept
constant. As will be seen, under these premises an inversion of the eigenvalues λTx,µ typically leads to a
poor performance.
8To be specific, the unifying upper bound (I.28) on P¯s, which applies for any Q-ary PSK-, ASK-, or
QAM-signal constellation (cf. Appendix I), was minimized in [ZG03a]. Moreover, focus was on a slightly
different transmitter structure, where Alamouti’s transmit diversity scheme [Ala98] for two transmit
antennas was combined with an (M×M) unitary precoder matrix (M≥2).
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(Rh,Rx :=IN). One obtains:
w•µ =M

 1
M ′
− 1
g
N
γ¯s

 1
λTx,µ
− 1
M ′
∑
µ′∈W>0
1
λTx,µ′




+
, (4.32)
whereM ′ denotes the number of virtual transmit antennas actually used, i.e., the number
of power weights w•µ>0. Moreover, W>0 denotes the corresponding index set comprising
all indices µ with w•µ>0 (i.e., |W>0|=M ′).
Remark 4.1 (Determination of the index set W>0)
The number M ′ and the index set W>0 can be determined as follows [ZG03a]:
One first sets M ′ :=M and checks whether the resulting optimal power weight w•µ
associated with the smallest eigenvalue λTx,µ of Rh,Tx is greater than zero. If this is
the case, the index set W>0 is equal to W>0={1, ...,M}. Otherwise, one continues
with M ′ :=(M−1) and excludes the index µ associated with the smallest eigenvalue
λTx,µ from the index set W>0. Based on the updated index set, one now checks
whether the resulting optimal power weight associated with the second smallest
eigenvalue of Rh,Tx is greater than zero, and so on.
Note that the optimal waterfilling solution depends on the overall SNR γ¯s=PN/(Rtσ
2
n).
For high SNR values, the waterfilling solution (4.32) tends to the EBF solution (M ′=M),
and for low SNR values one obtains the one-dimensional eigen-beamforming solution
(M ′=1). Moreover, for the special case Rh,Tx=IM the waterfilling solution also tends to
the equal-power-allocation solution, just as in the case of high SNR values.
As earlier, we note that the optimal waterfilling solution (4.32) can be reused for
OSTBC systems with distributed transmit antennas, without any loss of optimality. In
this case, the decorrelation stage UTx in Fig. 4.1 can again be dropped. Moreover, note
that for Σh,Tx 6=IM and low SNR values, some of the cooperating transmitting nodes will
not at all take part in the cooperative transmission process.
Further transmitter strategies for space-time coded MIMO systems requiring statistical
channel knowledge at the transmitter can, for example, be found in [SP02,AQ04,HG04].
In particular, [SP02,AQ04] treat the case of uncorrelated receive antennas, whereas [HG04]
covers also scenarios with correlated transmit and correlated receive antennas.
Numerical Results
As an example, we consider an OSTBC system with M=4 co-located transmit antennas
and a single receive antenna (σ2h=1), and focus on the case of binary antipodal trans-
mission (Q=2) for simplicity. As earlier, we assume a transmitter correlation matrix
Rh,Tx=RM,ρTx with correlation parameter ρTx=0.8, cf. (3.39). Again, we could equiva-
lently consider an OSTBC system with four distributed transmit antennas and a trans-
mitter covariance matrix Σh,Tx :=Λh,Tx. Fig. 4.3 displays the average SER performance
of the OSTBC system resulting for the different statistical transmit power allocation
strategies discussed above. As earlier, the average symbol error probabilities are plotted
as a function of P/σ2n in dB. The overall average received SNR in the OSTBC system is
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Figure 4.3: Average SER performance of a (4×1)-OSTBC system with different statisti-
cal transmit power allocation strategies: Equal power allocation (EPA), one-dimensional
eigen-beamforming (EBF), and optimal waterfilling (WF). Analytical results for binary
antipodal transmission (Q=2), frequency-flat Rayleigh fading, and a transmitter correla-
tion matrix Rh,Tx=RM,ρTx with ρTx=0.8.
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Figure 4.4: Corresponding performance results for transmitter-sided maximum-ratio-
combining (MRC) and eigenvalue inversion (INV). The dotted curves marked with ‘×’
illustrate the impact of estimation errors concerning the transmitter correlation matrix,
which will be discussed in Section 4.1.4.
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given by γ¯s=P/(Rtσ
2
n), while a temporal rate of Rt=1 was assumed for simplicity. The
curves were obtained analytically on the basis of (4.27) and were validated by means of
Monte-Carlo simulations. As a reference, the SER curves of a single-antenna system and
of a (4×1)-OSTBC system with uncorrelated antennas have been included.
As can be seen, throughout the complete SNR range under consideration, the optimal
waterfilling (WF) strategy according to (4.32) yields significant performance gains with
respect to equal power allocation (EPA). As expected, for low SNR values the water-
filling strategy coincides with the one-dimensional eigen-beamforming (EBF) solution.9
Altogether, depending on the SNR value the waterfilling strategy provides a gain of up to
2 dB over one-dimensional eigen-beamforming/equal power allocation (taking the superior
of both strategies). In the low SNR regime the performance of the spatially correlated
OSTBC system with optimal waterfilling is even superior to that of the uncorrelated
OSTBC system, similar to the capacity results presented in Section 4.1.2.
As an alternative to the optimal waterfilling solution (4.32), we propose to use a simple
transmitter-sided maximum-ratio-combining (MRC) scheme, where the eigenvalues λTx,µ
themselves are used as weighting factors (W :=Λh,Tx). Thus, strong eigenvalues λTx,µ are
strongly weighted and weak eigenvalues are weakly weighted, similar to the waterfilling
solution, cf. Fig. E.1 in Appendix E (αµ := 1/λTx,µ). As can be seen in Fig. 4.4, the
transmitter-sided MRC strategy provides a good performance over the complete SNR
range under consideration and is quite close to the optimal waterfilling solution. Especially
for low SNR values the difference is barely visible. Interestingly, even for SNR values up
to 15 dB the transmitter-sided MRC scheme still outperforms the equal-power-allocation
strategy (cf. Fig. 4.3). However, for larger SNR values, equal power allocation becomes
superior. For the sake of completeness, Fig. 4.4 also displays the SER curve which results
for a transmitter-sided eigenvalue inversion (INV) strategy. In the case of an OSTBC
system with distributed transmit antennas, this power allocation strategy corresponds to
levelling the unequal average link SNRs. The transmit power weights wµ were chosen as
wµ := c/λTx,µ, where the normalization factor c :=M/(
∑M
µ′=1 1/λTx,µ′) guarantees that
the trace constraint tr(W)=M is met. As can be seen, the eigenvalue inversion strategy
leads to a very poor performance, because the resulting normalization factor c is quite
small in the considered example. Note that in this case the asymptotic slope of the SER
curve corresponds to that of the uncorrelated OSTBC system, as expected.
Optimal Transmit Power Allocation for Distributed OSTBC Systems
The above considerations were restricted to the case where all transmission links are sub-
ject to frequency-flat Rayleigh fading. However, given an OSTBC system with distributed
transmit antennas, the individual transmission links may be subject to different fading
characteristics.
In this section, we consider the general case where the individual transmission links are
characterized by Nakagami-m fading (cf. Section 3.3.1 in Chapter 3) with different fading
9Note that the SER curve of the EBF scheme has the same asymptotic slope as the curve of the
single-antenna system. This is because the EBF scheme reduces the diversity order from M =4 to one.
However, compared to the single-antenna system an SNR gain of 10 log10(2.72) dB≈4.4 dB is achieved,
since the maximum eigenvalue of the transmitter correlation matrix Rh,Tx is given by λTx,max=2.72.
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parameters mµ, where Rayleigh fading is included as a special case (mµ=1).
10 Consider
again the distributed MIMO system depicted in Fig. 3.1, which consists of Tn cooperating
transmitting nodes, equipped with altogether M antennas, and a single receiving node
equipped with N antennas. We again assume that an OSTBC with a temporal rate of Rt
is employed at the transmitter side. As earlier, let
Σh,Tx = E{HHH}/N = diag([σ2h,1, ..., σ2h,µ, ..., σ2h,M ]) (4.33)
denote the transmitter covariance matrix (tr(Σh,Tx) :=M), which represents the unequal
average link SNRs due to the distributed transmit antennas (cf. Section 3.2.2). The
µth transmit antenna (1≤ µ≤M) is assumed to be associated with a Nakagami fading
parametermµ (0.5≤mµ<∞). The receive antennas are again assumed to be uncorrelated
(Rh,Rx=IN). Correspondingly, the channel matrix H can be written as
H := H′Σ1/2h,Tx, (4.34)
where the entries of the µth column of H′ are i.i.d. complex random variables with
Nakagami-mµ distributed amplitudes and phases uniformly distributed in [0, 2π).
In the following, we again consider the statistical transmit power allocation scheme
depicted in Fig. 4.1 (without the decorrelation stage UTx). As earlier, we assume that
the complete set of second-order channel statistics, in terms of the transmitter covariance
matrixΣh,Tx and the noise variance σ
2
n is perfectly known at the transmitter. Additionally,
we assume that the fading parameters m1, ...,mM are known at the transmitter side.
11
Given an arbitrary power weighting matrix W=diag([w1, ..., wM ]), the average symbol
error probability, e.g., for the case of a Q-ary PSK signal constellation, is thus given by
P¯s =
1
π
∫ (Q−1)pi
Q
0
M∏
µ=1
(
MNmµ sin
2(φ)
MNmµ sin
2(φ) + wµ σ2h,µ gPSKγ¯s
)Nmµ
dφ, (4.35)
cf. Section 3.3.1 and Appendix I, where gPSK = sin
2(π/Q) and γ¯s =PN/(Rtσ
2
n). Similar
expressions result also for Q-ary ASK and Q-ary QAM signal constellations. For fading
parameters mµ<∞ (µ=1, ...,M), the corresponding high-SNR approximation (γ¯s→∞)
results as
P¯s ≈ 1
π
M∏
µ=1
(
MN
gPSK γ¯s
)Nmµ M∏
µ=1
(
mµ
wµσ2h,µ
)Nmµ
︸ ︷︷ ︸
=: f ′div(W,Σh,Tx)
∫ (Q−1)pi
Q
0
M∏
µ=1
(sinφ)2Nmµ dφ. (4.36)
Note that the diversity order of the system is given by N(m1+...+mM). Moreover,
for pure Rayleigh fading (m1= ...=mM=1) the above expression reduces to (4.29) with
10Interestingly, most papers on optimal transmit power allocation strategies focus on Rayleigh fading,
while the literature on corresponding strategies for Nakagami-m fading scenarios is surprisingly sparse,
e.g., [LG01,HA02,KA03].
11Different techniques for estimating the Nakagami-fading parameter were discussed, e.g., in [KA03].
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Λh,Tx :=Σh,Tx and Λh,Rx :=IN . Finally, the unifying upper bound (I.28) on P¯s (cf. Ap-
pendix I), which applies for any Q-ary PSK-, ASK-, or QAM-signal constellation [ZG03a],
results as
P¯s ≤ Q− 1
Q
M∏
µ=1
(
MNmµ
MNmµ + wµσ2h,µ gγ¯s
)mµN
. (4.37)
As earlier, the parameter g is equal to gPSK, gASK, or gQAM, cf. (I.23), (I.25), and (I.27)
in Appendix I, depending on the signal constellation under consideration.
In the sequel, we again assume that the power weighting matrix W is subject to the
trace constraint tr(W) :=M , so as to fix the overall average transmit power. Similar to
the case of pure Rayleigh fading, minimizing the right-hand side of (4.37) amounts to
solving the following convex optimization problem, cf. (4.31):
minimize f(w) := −
M∑
µ=1
mµ log
(
1 + wµ
σ2h,µ
mµ
gγ¯s
MN
)
, w :=[w1, . . . , wM ]
T
subject to
M∑
µ=1
wµ = M and wµ ≥ 0 for all µ = 1, ...,M . (4.38)
The above optimization problem can be solved along the same lines as the corresponding
problem (4.31) for pure Rayleigh fading [ZG03a]. One obtains:
w•µ =Mmµ

 1
Φ(M ′)
− 1
g
N
γ¯s

 1
σ2h,µ
− 1
Φ(M ′)
∑
µ′∈W>0
mµ′
σ2h,µ′




+
, (4.39)
where
Φ(M ′) :=
∑
µ′∈W>0
mµ′ . (4.40)
For the sake of convenience, the details of the derivation of (4.39) have been included in
Appendix 3 at the end of this chapter.12 As earlier, M ′ denotes the number of power
weights w•µ>0 and W>0 the corresponding index set comprising all indices µ with w
•
µ>0.
In the special case of i.i.d. Nakagami-m fading (m1= ...=mM=:m), the above expression
reduces to
w•µ = Mm

 1
M ′m
− 1
g
N
γ¯s

 1
σ2h,µ
− 1
M ′
∑
µ′∈W>0
1
σ2h,µ′




+
. (4.41)
In particular, for i.i.d. Rayleigh fading (4.39) reduces to the waterfilling solution (4.32),
where σ2h,µ :=λTx,µ. Finally, note that the waterfilling solution (4.39) is also relevant for
scenarios with mixed Rayleigh and Rice fading (cf. Section 3.4.3 in Chapter 3). As
12An alternative derivation of (4.39) was presented in [KA03]. However, the system model considered
in [KA03] is different from the one considered here. At the transmitter, perfect orthogonal spreading was
assumed (instead of an OSTBC), and focus was on a single receive antenna. Note that the temporal rate
of this system is equal to Rt=1/M . As discussed in [KA03], the number M
′ and the index set W>0 can
be determined in a similar way as discussed earlier for the case of pure Rayleigh fading (cf. Remark 4.1).
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discussed in Section 3.3.1, for large values of the fading parameter m (say, m≥10),
the Nakagami-m distribution well approximates a Rician distribution with Rice factor
K=
√
m2−m/(m−√m2−m). Moreover, for m→ 0.5 the Nakagami-m distribution can
also be utilized, in order to approximate composite Rayleigh fading/log-normal shadowing
distributions (cf. Fig. C.4 and Fig. C.5 in Appendix C).
In order to maximize the diversity advantage for high SNR values (γ¯s→∞), the prod-
uct term f ′div(W,Σh,Tx) in (4.36) has to be minimized. (As earlier, the product term
f ′div(W,Σh,Tx) is also relevant for Q-ary ASK- and Q-ary QAM-signal constellations.)
In contrast to pure Rayleigh fading, in the case of non-i.i.d. Nakagami-m fading equal
power allocation is no longer the optimal power allocation strategy for high SNR values.
Instead, the diversity advantage is maximized by choosing
w•µ =
Mmµ
Φ(M)
, Φ(M) :=
M∑
µ′=1
mµ′ (M
′=M) , (4.42)
cf. (4.39) and (4.40). Correspondingly, transmission links with a large fading parameter
mµ are stronger weighted than links with a small fading parameter, i.e., the transmit
power is focussed on those links characterized by particularly mild fading conditions.
Interestingly, for the special case Σh,Tx=IM and arbitrary SNR values γ¯s, (4.39) becomes
w•µ = Mmµ
[
1
Φ(M ′)
]
+
=
Mmµ
Φ(M)
, (4.43)
i.e., the same solution results as for high SNR values (given an arbitrary transmitter
covariance matrix Σh,Tx).
Numerical Results
As an example, we consider an OSTBC system withM=4 distributed transmit antennas,
a single receive antenna, and a transmitter covariance matrix
Σh,Tx=diag([ 2.0 0.8 0.7 0.5 ]). (4.44)
For simplicity, we again focus on the case of binary antipodal transmission (Q=2). Fig. 4.5
displays the average SER performance of the OSTBC system that results for Nakagami-
fading parametersm1=5, m2=2, m3=1, m4=0.5 and different statistical transmit power
allocation strategies. The average symbol error probabilities are again plotted as a func-
tion of P/σ2n in dB. For simplicity, a temporal rate of Rt=1 was assumed for the OSTBC.
The curves were obtained analytically on the basis of (4.35) and were validated by means
of Monte-Carlo simulations. As a reference, the SER curve of a single-antenna system
for the case of Rayleigh fading (m=1) has been included. As can be seen, the opti-
mal waterfilling (WF) strategy according to (4.39) yields significant performance gains
over equal power allocation (EPA), throughout the complete SNR range under considera-
tion. As in the case of pure Rayleigh fading, for low SNR values the waterfilling strategy
coincides with the one-dimensional eigen-beamforming (EBF) solution. However, in the
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Figure 4.5: Average SER performance of a distributed (4×1)-OSTBC system with differ-
ent statistical transmit power allocation strategies: Equal power allocation (EPA), one-
dimensional eigen-beamforming (EBF), high-SNR solution (HI), and optimal waterfilling
(WF). Analytical results for binary antipodal transmission (Q=2), frequency-flat non-
i.i.d. Nakagami-m fading (m1=5, m2=2, m3=1, m4=0.5), and a transmitter covariance
matrix Σh,Tx=diag([ 2.0 0.8 0.7 0.5 ]).
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Figure 4.6: Corresponding performance results for m1=2, m2=1, m3=0.75 and m4=0.5
(same transmitter covariance matrix Σh,Tx).
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considered example the difference between the optimal waterfilling solution and the eigen-
beamforming solution is only visible at an SNR of 8 dB. As expected, for large values of
P/σ2n the waterfilling strategy approaches the high-SNR (HI) solution (4.42).
As a second example, Fig. 4.6 displays corresponding performance results for Naka-
gami-fading parameters m1=2, m2=1, m3=0.75 and m4=0.5 (same transmitter covari-
ance matrix Σh,Tx). As can be seen, the gains with respect to equal power allocation
are smaller in this example. Moreover, for SNR values greater than 5 dB the eigen-
beamforming solution is clearly outperformed by the optimal waterfilling solution. On
the other hand, for SNR values greater than 6 dB the waterfilling solution is closely
approximated by the high-SNR solution (4.42). Only in the area around 5 dB, the wa-
terfilling solution outperforms both the eigen-beamforming and the high-SNR solution.
However, compared to the case of pure Rayleigh fading the difference is rather small
(cf. Fig. 4.3). Altogether, in many cases the optimal waterfilling solution (4.39) turned
out to be closely approximated either by the eigen-beamforming solution or by the high-
SNR solution (depending on the SNR value under consideration). This allows for a simple
calculation of the power weights wµ while achieving near-optimal performance.
4.1.4 Impact of Estimation Errors
Consider again an OSTBC system with co-located antennas that is subject to frequency-
flat Rayleigh fading. So far, we have assumed that the correlation matrixRh,Tx is perfectly
known at the transmitter. In the case of estimation errors, however, the statistical trans-
mit power allocation scheme will be based on an erroneous transmitter correlation matrix
Rˆh,Tx. In general, both the eigenvectors and the eigenvalues of Rˆh,Tx will be different
from those of the actual correlation matrix Rh,Tx, i.e.,
Rˆh,Tx = UˆTx Λˆh,Tx Uˆ
H
Tx, (4.45)
where UˆTx 6=UTx and Λˆh,Tx 6=Λh,Tx. (We assume that Rˆh,Tx is still a Hermitian matrix.)
This has the following two effects. First, the transmitter will use a mismatched decorre-
lation stage UˆTx. If UˆTx 6=UTx, the product UˆHTxUTx does no longer yield the identity
matrix IM , i.e., equation (4.7) does not hold anymore and generalizes to
E
{
HHvHv
}
= N σ2h Uˆ
H
TxUTxΛh,TxU
H
TxUˆTx. (4.46)
Second, the power weighting stage will be based on an erroneous eigenvalue matrix
Λˆh,Tx.
13 This means that a mismatched weighting matrix Wˆ will be used, which might
lower the obtained performance gains.14 Altogether, (4.9) generalizes to
Qy =
P σ2h
M
· tr
(
UˆHTxUTx WˆΛh,TxU
H
TxUˆTx
)
Rh,Rx + σ
2
n IN , (4.47)
13Bounds for the absolute difference between the eigenvalues λˆTx,µ and λTx,µ [Uts06b], given some
perturbation Rˆh,Tx :=Rh,Tx+E, where E denotes an error matrix, can be found in [HJ85, EI99]. For
example, it can be shown that the maximum absolute difference |λˆTx,µ−λTx,µ| (over all indices µ) is
bounded above by supx6=0 ||Ex||2/||x||2.
14If the optimal waterfilling solution (4.32) is employed, the mismatched weighting matrix Wˆ will
clearly be suboptimal. Specifically, an erroneous eigenvalue matrix Λˆh,Tx might lead to a suboptimal
choice of the dimension M ′, i.e., to a suboptimal number of virtual antennas.
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i.e., there will be an overall mismatch in the power weighting, which is captured by the
diagonal elements of the (M×M)-matrix
ΞTx := Uˆ
H
TxUTx WˆΛh,TxU
H
TxUˆTx. (4.48)
(If Rh,Tx is perfectly known at the transmitter, one obtains ΞTx=WΛh,Tx.) Correspond-
ingly, we can reuse the analytical SER results from Section 4.1.3 by replacing the terms
w1λTx,1, ..., wMλTx,M by [ΞTx]1,1, ..., [ΞTx]M,M , respectively. For example, in the case of
binary antipodal transmission (Q=2), one obtains
P¯s =
1
2
M∑
µ=1
N∑
ν=1


M∏
µ′=1
N∏
ν′=1
(µ′,ν′) 6=(µ,ν)
1
1− [ΞTx]µ′,µ′ λRx,ν′
[ΞTx]µ,µ λRx,ν


(
1−
√
[ΞTx]µ,µ λRx,ν
[ΞTx]µ,µ λRx,ν + ξ
)
(4.49)
([ΞTx]µ,µ >0 assumed for all µ=1, ...,M), cf. (4.27), where ξ :=MRt σ
2
n/P .
In the case of distributed transmit antennas, where an erroneous transmitter co-
variance matrix Σˆh,Tx 6= Σh,Tx is available at the transmitter side, (4.48) simplifies to
ΞTx=WˆΣh,Tx, since no decorrelation stage UTx is required in this case.
Numerical Examples
In the following, the impact of estimation errors concerning the transmitter correlation
matrix is illustrated by means of simple examples. To this end, we again assume that
the transmitter correlation matrix Rh,Tx is of form (3.39), and that a direct estimate
ρˆTx := |ρˆTx|e jφˆTx of the correlation parameter ρTx := |ρTx|e jφTx is available at the transmit-
ter. Correspondingly, the statistical transmit power allocation scheme will be based on
an erroneous transmitter correlation matrix Rˆh,Tx=RM,ρˆTx .
Example 4.1 (Power weighting mismatch for two transmit antennas)
In the case ofM=2 transmit antennas, the diagonal entries of the matrixΞTx can be
calculated in closed form. Utilizing the eigenvalue decomposition of Rh,Tx=R2,ρTx
(cf. Example H.1 in Appendix H), one obtains
[ΞTx]1,1 =
1
2
(
wˆ1λTx,1(1+cos∆φTx) + wˆ2λTx,2(1−cos∆φTx)
)
, (4.50a)
[ΞTx]2,2 =
1
2
(
wˆ1λTx,1(1−cos∆φTx) + wˆ2λTx,2(1+cos∆φTx)
)
, (4.50b)
where ∆φTx := φTx− φˆTx, λTx,1 :=1−|ρTx|, and λTx,2 :=1+|ρTx|. Obviously, for
perfect knowledge of Rh,Tx at the transmitter we have wˆ1,2=w1,2 and ∆φ=0, i.e.,
[ΞTx]µ,µ=wµλTx,µ (µ=1, 2), as expected. 3
Example 4.2 (Impact on the transmitter-sided MRC scheme)
Next, we consider the case of M=4 transmit antennas. As an example, numerical
results for the co-located (4×1)-OSTBC system considered in Section 4.1.3 have
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been included in Fig. 4.4 (ρTx=0.8) for the case of the transmitter-sided MRC
scheme (dotted curves marked with ‘×’). Specifically, for |ρˆTx| values of 0.9 ρTx
(lower curve) and 1.1 ρTx (upper curve) were assumed, and for ∆φTx a value of
0.1 rad. As can be seen, the SER performance of the transmitter-sided MRC scheme
is quite robust with regard to these estimation errors. Note that the estimation
errors considered here are already quite large. Usually, such an estimation accuracy
can easily be achieved, for example, by averaging the channel coefficients over a
reasonable number of channel realizations. Interestingly, since the transmitter-sided
MRC scheme is not optimal, estimation errors can even improve the performance
slightly (cf. Fig. 4.4). 3
4.2 Use of Statistical Channel Knowledge at the
Receiver
In this section, we consider the use of statistical channel knowledge at the receiver, so as
to provide an optimal trade-off between system performance and receiver complexity. The
receiver structure under consideration can, for example, be combined with the statistical
transmit power allocation scheme discussed in Section 4.1. In fact, it will be seen that
the structures of the transmitter and the considered receiver scheme are somewhat dual
to each other. In particular, the impact of estimation errors concerning the receiver
correlation matrix can be analyzed along the same lines as for the transmitter scheme
(cf. Section 4.1.4). Although focus is on MIMO systems with co-located receive antennas,
the receiver structure can also be employed in MIMO systems with distributed receive
antennas, again without any loss of optimality. Moreover, all considerations made in the
following apply also for MIMO systems with distributed transmit antennas.
4.2.1 System Model with Reduced-Dimension Receiver
In the following, we consider a MIMO system withM co-located transmit antennas and N
co-located receive antennas. As earlier, we focus on the case of quasi-static frequency-flat
Rayleigh fading. Correspondingly, the discrete-time channel model is given by
y[k] = Hx[k] + n[k] (4.51)
(cf. Section 2.2.2), where in essence the same statistical properties are assumed as in
Section 3.2 and Section 4.1.1. In particular, we again assume that the channel matrix H
follows the Kronecker correlation model (4.2).
The receiver structure under consideration is depicted in Fig. 4.7. Similar to the sta-
tistical transmit power allocation scheme discussed above, the considered receiver struc-
ture consists of an inner decorrelation stage based on the Karhunen-Loe`ve transform
(KLT) [SW02, Ch. 8.5] and an outer selection stage. The general structure of this reduced-
dimension receiver was earlier considered in [JF02] (see also [Jel01]). Here, we combine
it with subsequent space-time decoding.15 The benefit of such a receiver structure is that
15The considered receiver structure can also be used in the case of frequency-selective fading, by
combining it with an appropriate space-time equalizer (see [MHKX06a] for further details).
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Figure 4.7: System model with reduced-dimension receiver.
it provides a flexible trade-off between complexity and performance. Using all spatial
dimensions offered by the individual receive antennas is of course optimal, but it leads to
a comparatively high complexity for subsequent receiver stages (especially in the case of
frequency-selective fading). However, if the receive antennas are correlated, an appropri-
ate subset of spatial dimensions is usually sufficient, in order to achieve a performance
close to the optimum (since the eigenvalues of the receiver correlation matrix Rh,Rx are
not equally strong). In other words, the complexity of subsequent receiver stages can be
reduced significantly at the expense of only a small performance loss. This complexity
reduction is carried out by the selection stage, by choosing an appropriate subset of the
eigenvalues (and the associated eigenvectors) of the receiver correlation matrix Rh,Rx for
further processing.
As earlier, the (M×1)-vector x[k], cf. Fig. 4.7, contains the information symbols to
be transmitted, which are possibly encoded by some outer space-time coding scheme.16
Moreover, the vector x[k] may be subject to some statistical transmit power weighting
strategy (cf. Fig. 4.1). Correspondingly, the covariance matrix of the transmitted vector is
assumed as Qx=E{x[k]xH[k]} :=P/M ·UTxWUHTx in the sequel. Similar to Section 4.1.1,
the decorrelation stage at the receiver transforms the given channel matrixH according to
(4.2) into a semi-correlated channel matrix Hv=Λ
1/2
h,RxH
′R1/2h,Tx, using the unitary matrix
UHRx from the eigenvalue decomposition of Rh,Rx as a linear filter:
E
{
HvH
H
v
}
= UHRx E
{
HHH
}
URx = M σ
2
hΛh,Rx, (4.52)
where Hv :=U
H
RxH. The overall transmission model (without selection stage) can thus
be written as
yv[k] := Hv x[k] + nv[k], (4.53)
16The reduced-dimension receiver can be used in conjunction with any outer space-time code.
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where nv[k] :=U
H
Rxn[k]. Note that the resulting noise vector nv[k] is still spatially white
(with unaltered variance):
E
{
nv[k]n
H
v [k]
}
= UHRxE
{
n[k]nH[k]
}
URx = σ
2
n · IN . (4.54)
Similar to Section 4.1.1, the N outputs of the decorrelation stage UHRx (vector yv[k])
represent virtual receive antennas.
Selection Stage
In order to provide an optimal trade-off between complexity and performance, the se-
lection stage selects those N ′ components of the vector yv[k] for further processing that
correspond to the strongest eigenvalues λRx,ν (and the associated eigenvectors) of the re-
ceiver correlation matrix Rh,Rx.
17 The overall transmission model including the selection
stage is thus given by
yr[k] = Syv[k] = SHv x[k] + Snv[k] =: Hr x[k] + nr[k], (4.55)
where S denotes an appropriate (N ′×N)-puncturing matrix. For example, if the first N ′
virtual receive antennas are retained for further processing, the matrix S is of form
S = [ IN ′ 0N−N ′ ] . (4.56)
(In general, a column-permuted version of the above puncturing matrix will be used.) On
the one hand, the dimension N ′ should be chosen as small as possible, in order to keep
the complexity of subsequent receiver stages small. On the other hand, if the number of
discarded eigenvalues λRx,ν is too large, an unacceptable performance loss might occur.
As an example, we again assume that an orthogonal space-time block code (OSTBC)
with a temporal rate of Rt≤1 is employed at the transmitter. In order to find the optimal
dimension N ′, closed-form expressions for the resulting SER performance can be utilized.
To this end, the SER expressions according to Section 4.1.3 have to be generalized to the
case of N ′<N virtual receive antennas. For example, for binary antipodal transmission
(Q=2) and perfect knowledge of the transmitter and receiver correlation matrix, one
obtains:
P¯s =
1
2
M∑
µ=1
∑
ν∈Sret


M∏
µ′=1
∏
ν′∈Sret
(µ′,ν′) 6=(µ,ν)
1
1− wµ′λTx,µ′λRx,ν′
wµλTx,µλRx,ν


(
1−
√
wµλTx,µλRx,ν
wµλTx,µλRx,ν + ξ
)
(4.57)
(wµ>0 assumed for all µ=1, ...,M), where the index set Sret ⊆ {1, ..., N} represents all
eigenvalues λRx,ν retained for further processing (|Sret|=N ′). Moreover, as earlier we have
ξ=MRt σ
2
n/P , cf. (4.27). Clearly, for N
′<N the diversity order of the system is reduced
17Given a MIMO system with distributed receive antennas, the decorrelation stage UHRx in Fig. 4.7 can
again be dropped. In this case, the selection stage operates directly on the physical receive antennas.
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from MN to MN ′, which can be seen when considering the corresponding high-SNR
approximation (γ¯s →∞):
P¯s ≈
(
MN
4 γ¯s
)MN ′ (
2MN ′ − 1
MN ′
) M∏
µ=1
∏
ν∈Sret
1
wµλTx,µλRx,ν
. (4.58)
As earlier, similar high-SNR approximations also result for higher-order PSK-, ASK-, or
QAM-modulation schemes. For a given (finite) SNR value γ¯s and a predefined desired
target SER P¯s,t, the analytical expression (4.57) can now be utilized, in order to find the
minimum dimension N ′ that still guarantees an average SER of P¯s≤ P¯s,t. Note that for
a certain dimension N ′ all possible index sets Sret with |Sret| = N ′ have to be tested.18
Note that it is straightforward to extend (4.57) to more general fading scenarios (such as
non-i.i.d. Nakagami-m fading scenarios), which might be of interest for OSTBC systems
with distributed receive antennas.
Remark 4.2 (Value of receiver structure for distributed MIMO systems)
It should be noted that the above reduced-dimension receiver structure (without
decorrelation stage) is of special interest for MIMO systems with distributed re-
ceive antennas. In such a system, multiple cooperating receiving nodes perform a
joint reception strategy and pass (processed versions of) their received signals to a
central entity (cf. Section 3.1). Based on long-term statistical channel knowledge
(in terms of the average link SNRs/the individual Nakagami-fading parameters),
an appropriate subset Sret of the available receiving nodes can be selected. By this
means, the overall data traffic between the cooperating receiving nodes and the
central entity can be minimized, while guaranteeing a SER of P¯s≤ P¯s,t.
4.2.2 Impact of Estimation Errors
The impact of estimation errors concerning the receiver correlation matrix Rh,Rx can
be analyzed along the same lines as for the statistical transmit power allocation scheme
(cf. Section 4.1.4). As earlier, let Rˆh,Rx denote an estimate of Rh,Rx, and let
Rˆh,Rx = UˆRx Λˆh,Rx Uˆ
H
Rx (4.59)
denote the corresponding eigenvalue decomposition, where UˆRx 6=URx and Λˆh,Rx 6=Λh,Rx.
(We again assume that Rˆh,Rx is still a Hermitian matrix.) Due to the mismatched decor-
relation stage UˆHRx, (4.52) generalizes to
E
{
HvH
H
v
}
=M σ2h Uˆ
H
RxURxΛh,RxU
H
Rx UˆRx. (4.60)
This causes a certain shift between the received powers of the individual virtual receive
antennas (desired signal), which is captured by the diagonal elements of the (N×N)-matrix
ΞRx := Uˆ
H
RxURxΛh,RxU
H
Rx UˆRx. (4.61)
18Since the statistical channel properties can be regarded as slowly time-varying, an infrequent update
of the choice of the dimension N ′ is sufficient. Correspondingly, the additional receiver complexity
required for the selection stage can be neglected.
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For the example of binary antipodal transmission, (4.57) thus becomes
P¯s =
1
2
M∑
µ=1
∑
ν∈Sret


M∏
µ′=1
∏
ν′∈Sret
(µ′,ν′) 6=(µ,ν)
1
1− wµ′λTx,µ′ [ΞRx]ν′,ν′
wµλTx,µ [ΞRx]ν,ν


(
1−
√
wµλTx,µ [ΞRx]ν,ν
wµλTx,µ [ΞRx]ν,ν + ξ
)
,
(4.62)
where we have assumed for simplicity that the transmitter correlation matrix Rh,Tx is
perfectly known at the transmitter. (Otherwise, the terms wµλTx,µ again have to be
replaced by [ΞTx]µ,µ, respectively, cf. Section 4.1.4.) Note that (4.62) describes the actual
SER resulting for a given index set Sret. In contrast to this, the estimated SER at the
receiver, which builds the basis for the selection stage S, is given by
ˆ¯Ps =
1
2
M∑
µ=1
∑
ν∈Sret


M∏
µ′=1
∏
ν′∈Sret
(µ′,ν′) 6=(µ,ν)
1
1− wµ′λTx,µ′λˆRx,ν′
wµλTx,µλˆRx,ν


(
1−
√
wµλTx,µλˆRx,ν
wµλTx,µλˆRx,ν + ξ
)
. (4.63)
Correspondingly, if the quality of the estimate of Rh,Rx is poor, erroneous decisions might
occur concerning the choice of the index set Sret, in the sense that the actual SER P¯s
exceeds the predefined target SER P¯s,t, although the condition
ˆ¯Ps≤ P¯s,t is met. On the
other hand, it might also happen that the number N ′ of virtual receive antennas chosen
is larger than required for guaranteeing P¯s ≤ P¯s,t, which leads to an unnecessarily high
receiver complexity. Further details can be found in [MHKX06a], where a numerical
example for the case of frequency-selective fading is given.
4.3 Chapter Summary
Based on the fact that the performance of MIMO systems can be enhanced using some
form of channel knowledge at the transmitter side, in the first part of this chapter ap-
propriate transmit power allocation strategies were developed for MIMO systems with
distributed or correlated transmit antennas, and their benefits with regard to ergodic
capacity and error performance were evaluated. Specifically, it was shown that transmit
power allocation schemes originally developed for MIMO systems with correlated transmit
antennas can be reused for MIMO systems with distributed transmit antennas, and vice
versa, without any loss of optimality. The main focus was on a simple transmit power
allocation scheme for OSTBC systems with correlated transmit antennas, which requires
solely statistical channel knowledge at the transmitter side. First, closed-form expres-
sions for the resulting symbol error rate were stated, which were then utilized in order
to find the optimal transmit power allocation strategy. In particular, it was shown that
significant performance gains compared to equal power allocation are achieved. More-
over, a simple transmitter-sided maximum-ratio-combining strategy was proposed, which
provides a near-optimum performance over a wide SNR range. Next, the optimal statis-
tical transmit power allocation strategy for distributed MIMO systems in the presence
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of non-i.i.d. Nakagami-m fading was derived. In particular, it was shown that for large
SNR values equal power allocation is no longer optimal – as opposed to the case of pure
Rayleigh fading. Instead, the transmit power has to be focussed on those transmission
links that are characterized by particularly mild fading conditions. Finally, for the case of
correlated transmit antennas the impact of estimation errors concerning the transmitter
correlation matrix was analyzed, and it was demonstrated that the considered transmitter
scheme provides quite a robust performance.
In the second part of the chapter, the use of statistical channel knowledge at the
receiver side was investigated, so as to provide an optimal trade-off between performance
and receiver complexity. In particular, the value of the considered reduced-dimension
receiver for MIMO systems with distributed receive antennas was highlighted. It was
shown, that there is a strong duality between the reduced-dimension receiver structure and
the above statistical transmit power allocation scheme. This duality was then exploited in
order to find closed-form expressions for the resulting average symbol error rate. Moreover,
it was shown that the impact of estimation errors concerning the receiver correlation
matrix can be analyzed along the same lines as for the statistical transmit power allocation
scheme.
♦ ♦ ♦
Appendix 1
In the following, an alternative proof is given for Lemma 4.1, which is based on convex
optimization (cf. Appendix E).
Proof. We have to solve the following convex optimization problem:
minimize f(w) := −
n∑
j=1
wj λj, w :=[w1, . . . , wn ]
T (4.64)
subject to
n∑
j=1
wj = n and wj ≥ 0 for all j = 1, ..., n .
After deriving the corresponding Lagrangian function L(w,µ, ν), where ν∈ IR and
µ=[µ1, ..., µn]
T∈ IRn denote Lagrangian multipliers for the equality constraint and the
n inequality constraints, respectively, and inspecting the Karush-Kuhn-Tucker (KKT)
conditions for an optimal choice of w, µ and ν, one obtains the following condition for ν•:
ν• !=
{
= λj for µ
•
j = 0, w
•
j > 0
> λj for µ
•
j > 0, w
•
j = 0
, (4.65)
i.e., ν•<λj is not allowed for any j. Correspondingly, we choose ν•≥λn, i.e., w•j =0 for
all j 6=n. Finally, in order to meet the equality constraint on w, we choose ν•=λn and
w•n=n. 
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Appendix 2
In the following, an alternative proof is given for Lemma 4.2, which is based on convex
optimization (cf. Appendix E).
Proof. We have to solve the following optimization problem:
minimize f(w) := −
n∑
j=1
log(wj λj), w :=[w1, . . . , wn ]
T (4.66)
subject to
n∑
j=1
wj = n and wj > 0 for all j = 1, ..., n .
After deriving the corresponding Lagrangian function L(w,µ, ν), where ν∈ IR and
µ=[µ1, ..., µn]
T∈ IRn denote Lagrangian multipliers for the equality constraint and the
n inequality constraints, respectively, and inspecting the KKT conditions for an optimal
choice of w, µ and ν, one obtains the following condition for ν•:
ν• != 1/w•j for all j = 1, ..., n , (4.67)
which can only be fulfilled for w•1= ...=w
•
n. In order to meet the equality constraint on
w, we choose w•j =1 for all j=1, ..., n. 
Appendix 3
For the sake of completeness, the details of the derivation of the optimal waterfilling
solution (4.39) for the case of non-i.i.d. Nakagami-m fading are presented in the following.
We have to solve the convex optimization problem (4.38). Ignoring the inequality
constraints wµ≥0 for a moment, the Lagrangian function L(w, ν) is given by
L(w, ν) = −
M∑
µ=1
mµ log
(
1 + wµ
σ2h,µ
mµ
gγ¯s
MN
)
+ ν
(
M∑
µ=1
wµ −M
)
, (4.68)
where ν∈ IR denotes the Lagrangian multiplier for the equality constraint. Inspecting the
KKT conditions for an optimal choice of w and ν yields the following condition:
∂
∂wµ
L(w•, ν•) = − mµσ
2
h,µgγ¯s
MNmµ + w•µσ
2
h,µgγ¯s
+ ν• = 0 (µ=1, ...,M). (4.69)
Thus, we obtain
w•µ =
[
mµ
ν•
− MNmµ
σ2h,µgγ¯s
]
+
(µ=1, ...,M), (4.70)
where we have incorporated the inequality constraint w•µ ≥ 0. Revisiting the equality
constraint, we find ∑
µ′∈W>0
(
mµ′
ν•
− MNmµ′
σ2h,µ′gγ¯s
)
=M, (4.71)
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where W>0 denotes the index set comprising all |W>0|=:M ′ indices µ′ with w•µ′>0. Thus,
we obtain
1
ν•
=
M
Φ(M ′)

1 + 1
g
N
γ¯s
∑
µ′∈W>0
mµ′
σ2h,µ′

 (4.72)
where
Φ(M ′) :=
∑
µ′∈W>0
mµ′ . (4.73)
Plugging (4.72) into (4.70) yields the desired result.
Chapter 5
Distributed MIMO Systems with
Non-perfect Synchronization
IN THIS FINAL chapter, we will focus on MIMO systems with distributed transmit
antennas and co-located receive antennas. So far, it was always assumed that the coop-
erating transmitting nodes are perfectly synchronized in time and frequency. However,
due to the distributed nature of the system, this might not be the case in practice. First,
the individual transmitting nodes will employ independent local oscillators for converting
the transmitted signals into bandpass domain. This can cause carrier-frequency offsets
(CFOs) between the different transmission links resulting in time-varying channel im-
pulse responses. Second, if the individual transmitting nodes are spaced very far apart,
large differences can occur between the corresponding link lengths. If no timing-advance
techniques are applied at the transmitter side, the differences between the individual
propagation delays might not be negligible anymore (in comparison to the symbol dura-
tion). This will lead to intersymbol interference (ISI) effects at the receiver, which can
significantly compromise the achievable spatial diversity gains.
The impact of CFOs on the performance of different space-time coding techniques is
investigated in Section 5.1. As a novel contribution, improved detection schemes for Alam-
outi’s transmit diversity scheme [Ala98] are considered and a blind CFO estimation tech-
nique for phase-shift-keying (PSK) signal constellations is proposed (see also [MEH04b]).
In Section 5.2, distributed MIMO systems with imperfect timing synchronization are ad-
dressed (see also [MH04b]) and suitable space-time coding techniques are identified, which
maintain a diversity advantage over a single-antenna system. As a novel contribution, an
optimization of the delay diversity scheme [Wit93, SW93] based on the Rake Receiver
Bound (RRB) is presented (see also [MHS03a]). Moreover, the distance properties of
Alamouti’s transmit diversity scheme in the presence of imperfect timing synchronization
are considered. The most important results of this chapter are summarized in Section 5.3.
It should be noted that the literature on unsynchronized distributed MIMO systems is yet
surprisingly sparse. The problem of imperfect timing synchronization was, for example,
addressed in [Wit91,KSH97, Li03b,MH04b, Li04,MHSD05, LX05a]. The problem of im-
perfect carrier-frequency synchronization was, for example, addressed in [MEH04b,Li04].
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5.1 Imperfect Carrier-Frequency Synchronization
Consider again the wireless network depicted in Fig. 3.1 consisting of Tn cooperating
transmitting nodes and a single receiving node. As earlier, we assume that the ith trans-
mitting node is equipped with Mi antennas, where M1+...+MTn =:M . Moreover, we
assume that the receiving node is equipped with N antennas. The cooperating trans-
mitting nodes are again assumed to simultaneously transmit the same message on the
same carrier-frequency, while employing a distributed space-time coding scheme, so as to
accomplish a spatial diversity advantage.
5.1.1 System Model with Carrier-Frequency Offsets
For simplicity, we again focus on the case of quasi-static frequency-flat Rayleigh fading.
However, it is straightforward to extend the following considerations to time-varying fad-
ing, frequency-selective fading and/or other fading models, such as Nakagami-m fading
or Rician fading. We again focus on the discrete-time channel model
y[k] = Hx[k] + n[k] (5.1)
introduced earlier in Section 2.2.2.
In the following, let fc denote the nominal carrier frequency. In practice, the local
oscillators employed by the individual network nodes will not be ideal. This is partic-
ularly true for wireless networks, where network nodes are supposed to be simple and
cost-effective, as in wireless sensor networks. Correspondingly, the actual carrier frequen-
cies employed for up- and down-conversion of the transmitted and received signals will
deviate from the nominal carrier frequency fc. In the sequel, it is assumed that the ith
transmitting node employs the frequency
fTx,i := fc +∆fTx,i (5.2)
for up-conversion. In the case of a multi-antenna node, we assume that the same local
oscillator is used for all Mi transmit antennas. Similarly, the receiving node is assumed
to use the frequency
fRx := fc +∆fRx (5.3)
for down-conversion (again for all N receive antennas). Correspondingly, the effective
CFO associated with the transmission links between the ith transmitting node and the
receiving node is given by
∆fi := fTx,i − fRx = ∆fTx,i −∆fRx. (5.4)
Throughout this section, we will always refer to normalized CFOs
̟i := ∆fi · T, (5.5)
where T denotes the symbol duration. The channel coefficients hν,µ (µ=1, ...,M ,
ν=1, ..., N) are thus equipped with a time-varying phase term, according to
hν,µ[k] := hν,µ[0] e
j2π̟ik, (5.6)
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where it was assumed that hν,µ[k] is associated with the ith transmitting node. In other
words, the quasi-static channel model (5.1) is changed into a time-varying channel model
y[k] = H[k]x[k] + n[k]. (5.7)
In fact, since most space-time coding schemes proposed in the literature are designed for
quasi-static MIMO channels (cf. Section 2.1.2), CFOs can cause significant performance
degradations.1 Moreover, in a MIMO system with distributed transmit antennas, the
individual CFOs ̟i will in general be different. For example, if all transmitting nodes
are equipped with a single antenna, i.e., M1= ...=MTn :=1 (Tn :=M), we can write (5.7)
according to
y[k] = H[0]D̟[k]x[k] + n[k], (5.8)
whereD̟[k] :=diag([ e
j2π̟1k, ..., ej2π̟Mk ]). However, a joint correction of the CFOs at the
receiver (based on explicit estimates ˆ̟ i) is only possible when all CFOs ̟i are identical.
2
In the following section, the impact of CFOs on the performance of different space-time
coding schemes is investigated.
Remark 5.1 (Wireless systems with a resilient transmitter structure)
The above system model is also relevant for wireless systems with a so-called resilient
transmitter structure. In wireless communication networks it is often crucial to keep
the probability of link failure as small as possible. One option to accomplish this
goal is to employ a resilient transmitter structure, where the transmitter is equipped
with multiple independent, parallel transmitter chains (see [MKH03,MEH04a] for
further details). In particular, the individual transmitter chains are equipped with
independent local oscillators and dedicated transmit antennas. Resilient transmitter
structures are, for example, used in microwave radio links to interconnect base
stations or other fixed nodes within cellular mobile radio networks [N00]. Other
application examples include satellite links to fixed earth stations as well as fixed
broadband wireless access networks connecting residential sites to a high-data-rate
backbone network (‘last mile’).
Conventionally, in such systems only a single transmitter chain is active at a time,
while the others are kept in a ‘hot-stand-by’ mode and serve as back-up units. Al-
ternatively, all transmitter chains can be used simultaneously, e.g., in conjunction
with a suitable space-time coding scheme. For the special case of two independent
transmitter chains, for example, a resilient system design based on Alamouti’s trans-
mit diversity scheme [Ala98] was proposed in [MKH03]. Since Alamouti’s scheme
provides a temporal rate of one, the data rate of the conventional hot-stand-by sys-
tem is retained. Additionally, a spatial diversity gain is achieved. Moreover, the
alternative system design is still resilient, because Alamouti’s scheme is backward
compatible, i.e., one transmitter chain may fail without causing a rate loss. How-
ever, a drawback of the alternative system design is that due to the independent
transmitter chains the individual transmitted signals might be subject to different
CFOs, just as in the case of a MIMO system with distributed transmit antennas.
1Note that no temporal diversity gains can be expected from the time-varying phase terms.
2In a simulcast system with dominant line-of-sight signal components and a fixed receiver position,
CFOs can also have beneficial effects. In such a static scenario, the receiver might permanently be located
within an interference minimum of the carrier signal. In the presence of CFOs, however, the interference
pattern is periodically shifted, thus preventing the receiver from durable failure [SSX99].
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5.1.2 Performance Loss of Orthogonal Space-Time Block Codes
For simplicity, we assume that the cooperating transmitting nodes are each equipped
with a single transmit antenna, i.e., Mi :=1 for all i=1, ..., Tn (Tn :=M). As discussed in
Section 2.3.1, the key feature of orthogonal space-time block codes (OSTBCs) [TJC99b,
TJC99a] is that the code matrix X[k] is always orthogonal, irrespective of the information
symbols a[κ]. In the case of a frequency-flat block-fading channel, this orthogonality leads
to an equivalent single-antenna system model
z[κ] =
(
M∑
µ=1
N∑
ν=1
|hν,µ|2
)1/2
a[κ] + η[κ] = ||H||F a[κ] + η[κ], (5.9)
which allows for low-complexity optimal detection in terms of a simple symbol-by-symbol
maximum-likelihood (ML) detection rule (cf. Section 2.3.1). However, given a time-
varying channel model, e.g., due to CFOs, the OSTBC system will lose its orthogonality.
In this case, the single-antenna system model (5.9) is not valid anymore. As a conse-
quence, interference occurs between the information symbols a[κ] which leads to a loss in
error performance. Moreover, the complexity of ML detection increases, because symbol-
by-symbol detection is no longer optimal (cf. Section 2.3.1).
The design of (near-)optimal receiver structures for OSTBCs and Alamouti’s trans-
mit diversity scheme in the presence of CFOs or time-varying fading was, for exam-
ple, addressed in [LMG02, AB03, MEH04b, VLB04, KBJP04]. Further papers on the
topic, including analytical performance results for various settings, can be found in
[SKKY04,HC04,Ohn04,LCL05c,AKB05, JZP05]. Finally, the topic of joint channel and
CFO estimation for both general and space-time coded MIMO systems was addressed
in [BS03b,VVL03,MMPL03,MEH04b,MPM04,SGG05].
For the time being, we focus on Alamouti’s transmit diversity scheme for M=2 trans-
mit antennas [Ala98]. To start with, we consider a simple example, which shows how
explicit estimates of the CFOs ̟1 and ̟2 can be obtained without the need for any
training symbols.
Example 5.1 (Explicit blind CFO estimation for Alamouti’s scheme)
Given a single-antenna system which employs a Q-ary phase-shift keying (PSK)
signal constellation, a common blind CFO estimation method [See03] is to raise
the received samples to the power of Q and perform a subsequent (fast) Fourier
transform [GHW92, Ch. 6.3.1]. The same principle can be utilized for Alamouti’s
transmit diversity scheme. One obtains:
yQ[k] = (h1,1[k] a[κ])
Q + (h1,2[k] a[κ+1])
Q + noise and error terms, (5.10a)
yQ[k+1] = (h1,2[k] a
∗[κ])Q + (h1,1[k] a∗[κ+1])Q + noise and error terms, (5.10b)
cf. (2.89), where N=1 receive antenna was assumed for simplicity. Moreover, it was
utilized that Q is typically an even integer. Using that
a[κ] = ejq2π/Q (q ∈ {0, ..., Q−1}) (5.11)
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and disregarding the noise and error terms, we have
yQ[k] = (h1,1[0])
Q ej2πQ̟1k + (h1,2[0])
Q ej2πQ̟2k, (5.12a)
yQ[k+1] = (h1,1[0])
Q ej2πQ̟1(k+1) + (h1,2[0])
Q ej2πQ̟2(k+1). (5.12b)
Correspondingly, a Fourier transform of the sequence [ yQ[0], ..., yQ[k], ..., yQ[Nb−1] ],
where Nb denotes the block length, will yield spectral lines at Q̟1 and Q̟2 plus
spectral noise and error terms. If the received SNR is sufficiently large, the CFOs
̟1 and ̟2 can thus be obtained by means of a simple maximum search. Note,
however, that the resolution of the Fourier transform must be chosen sufficiently
large. By this means, explicit CFO estimates are obtained without requiring any
training symbols. Further details as well as a numerical example for Q=4 can be
found in [MEH04b]. 3
Within the scope of this section, we focus on linear receivers with subsequent symbol-
by-symbol detection. The option of ML detection is not considered further, due to its
increased complexity. To start with, we consider the orthogonality loss occurring when
conventional Alamouti detection is performed at the receiver. Later on, we will also
investigate the use of a linear zero-forcing (ZF) receiver and a linear minimum-mean-
squared-error (MMSE) receiver (cf. Section 2.3.1).
In the sequel, we assume that the receiver employs some channel estimation/tracking
algorithm (such as [SGG05]), which provides estimates
hˆν,µ[k] := hν,µ[k] + εν,µ[k] (µ = 1, 2, ν = 1, ..., N) (5.13)
of the channel coefficients hν,µ[k], according to (5.6).
3 In particular, we assume that
the channel estimation errors εν,µ[k] can be modeled as a spatially and temporally white
zero-mean complex Gaussian random variables with variance σ2, i.e.,
εν,µ[k] ∼ CN (0, σ2), E{εν,µ[k]ε∗ν′,µ′ [k′]}=σ2 · δ[µ−µ′] δ[ν−ν ′] δ[k−k′]. (5.14)
The impact of channel estimation errors on the orthogonality of Alamouti’s transmit
diversity scheme (in conjunction with the conventional widely linear detection steps at
the receiver) was already addressed in Section 2.3.1, cf. Example 2.3. Additionally, the
effect of a time-varying channel model was included. Correspondingly, the results in
Example 2.3 can be reused here, by setting
hν,µ[k] := hν,µ[0] e
j2π̟µk and ∆ν,µ[k] := hν,µ[k]
(
ej2π̟µ − 1) (5.15)
(µ = 1, 2). Obviously, for small CFOs ̟1, ̟2 → 0, we have ∆ν,1[k] ≈∆ν,2[k] ≈ 0 for all
ν = 1, ..., N and all time indices k (as expected). Interestingly, in the case ̟1 6=̟2 the
orthogonality of Alamouti’s transmit diversity scheme is lost even in the case of perfect
channel tracking, i.e., if εν,µ[k] = 0 for all µ = 1, 2, ν = 1, ..., N and all time indices k
(σ2=0). In this case, the entries of the matrix Ψν [k] in (2.97) are given by
[Ψν [k] ]1,1 = |hν,1[0]|2 + |hν,2[0]|2 = [Ψν [k] ]2,2 , (5.16a)
[Ψν [k] ]1,2 = h
∗
ν,1[k]hν,2[k]
(
1− ej2π(̟2−̟1)) = [Ψν [k] ]∗2,1 . (5.16b)
3In contrast to Example 5.1, the CFOs are thus estimated implicitly by tracking the time-varying
channel coefficients.
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The entries of the covariance matrix Φν [k] of the noise vector η
′
ν [κ] in (2.97) are iden-
tical to that of the matrix Ψν [k]. Obviously, the second product term in (5.16b)
is time-invariant and can be close to zero. In particular, for ̟1=̟2 one obtains
Ψν [k]=(|hν,1[0]|2+|hν,2[0]|2) I2, i.e., the CFOs do not have any impact on the perfor-
mance. Moreover, if the absolute difference between ̟1 and ̟2 is small, the magnitude
of the non-diagonal elements of Ψν [k] can be approximated as
| [Ψν [k] ]1,2 | = | [Ψν [k] ]2,1 | ≈
∣∣hν,1[0]hν,2[0]∣∣ ∣∣2π(̟2−̟1)∣∣. (5.17)
In the following, numerical results are presented, which illustrate the impact of CFOs and
channel estimation errors on the resulting symbol error rate (SER) performance.
Numerical Performance Results
Fig. 5.1 displays numerical results for the SER performance of Alamouti’s transmit diver-
sity scheme in the presence of CFOs and non-perfect channel tracking, for the example of
two distributed transmit antennas, a single receive antenna, and binary antipodal trans-
mission. For simplicity, the variances of the channel coefficients h1,µ[k], µ = 1, 2, were
assumed to be equal. As an example, CFOs ̟1=0.04 and ̟2=−0.04 were considered.4
Moreover, a variance σ2=0.01 of the channel estimation error εν,µ[k] was taken into ac-
count. For simplicity, it was assumed that σ2 does not depend on the average SNR P/σ2n.
At the receiver, conventional Alamouti decoding with subsequent symbol-by-symbol de-
tection was performed. As a reference, analytical curves for a single-antenna system and
for an ‘ideal’ (2×1)-Alamouti system without CFOs and perfect channel tracking (σ2=0)
have been included. As can be seen, given perfect channel tracking the impact of the
CFOs is quite small in this case. The performance loss at a SER of 10−3 is only about
0.5 dB. However, in the case of non-perfect channel tracking (and the same CFOs), one
observes a significant performance loss, which is mainly due to channel estimation er-
rors. Still, a substantial performance advantage compared to the single-antenna system
is achieved. In Fig. 5.2, corresponding performance results for the case of an 8-ary PSK
signal constellation and N=2 receive antennas are displayed. As can be seen, the impact
of the CFOs is significantly more severe than for binary antipodal transmission, since
the 8-PSK scheme is more sensitive to constellation rotations. However, note that the
considered example (̟1 = 0.04, ̟2 =−0.04) is an extreme case, since both CFOs have
the same magnitude but opposite signs, cf. (5.16).
This can also be seen in Fig. 5.3, where different pairs of CFOs were considered for
the same setting and a fixed average SNR of 10 log10(P/σ
2
n)= 15 dB. For the first CFO
the value ̟1=0.04 was chosen (as earlier), while the value for the second CFO was varied
between ̟2=−0.04, ...,+0.04. In addition to conventional Alamouti decoding, the use of
a linear zero-forcing (ZF) and a linear minimum-mean-squared-error (MMSE) receiver was
considered (with subsequent symbol-by-symbol detection). The case of perfect channel
tracking (i.e., the receiver has perfect knowledge of the channel coefficients for all time
indices k) is represented by solid curves and the case of non-perfect channel tracking
(σ2=0.01) by dashed curves. As can be seen, compared to Fig. 5.2, the SER performance
4Amagnitude of |̟µ| ≤ 0.04 appears to be relevant for most practical wireless communication systems.
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Figure 5.1: Average SER performance of Alamouti’s transmit diversity scheme withM=2
distributed transmit antennas and a single receive antenna (binary antipodal transmis-
sion, Q=2): Impact of CFOs ̟1 = 0.04, ̟2 = −0.04 and non-perfect channel tracking
(σ2=0.01). The SER curves were obtained by means of Monte-Carlo simulations over a
sufficiently large number of channel realizations.
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Figure 5.2: Corresponding performance results for the case of an 8-ary phase-shift-keying
(PSK) signal constellation and N=2 receive antennas.
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Figure 5.3: Performance results for the case of an 8-ary PSK signal constellation andN=2
receive antennas with varying CFOs (̟1=0.04, ̟2=−0.04, ...,+0.04) and different linear
detection schemes at the receiver (10 log10(P/σ
2
n) = 15 dB). Solid lines: Perfect channel
tracking (σ2=0). Dashed lines: Non-perfect channel tracking (σ2=0.01). The SER curves
were obtained by means of Monte-Carlo simulations.
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Figure 5.4: Average SER performance of two different OSTBCs with M=4 transmit
antennas, a single receive antenna, and a temporal rate of Rt = 3/4 (8-ary PSK signal
constellation): Impact of CFOs ̟1=0.02, ̟2=−0.02, ̟3=0.01, ̟4=−0.01. Solid lines:
Perfect channel tracking (σ2=0). Dashed lines: Non-perfect channel tracking (σ2=0.01).
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of conventional Alamouti decoding improves significantly as soon as the absolute difference
between ̟1 and ̟2 is reduced. Specifically, for ̟1 = ̟2 = 0.04 and perfect channel
tracking, the same performance is achieved as in the ideal case of no CFOs and perfect
channel knowledge at the receiver. Interestingly, the performance of the linear ZF receiver
and the linear MMSE receiver is very robust for the considered values of ̟1 and ̟2. In
particular, in the case of perfect channel tracking, the corresponding SER performance is
very close to the ideal case.5 Therefore, when the difference |̟1−̟2| is large, significant
performance improvements over conventional Alamouti detection are achieved, both for
perfect and for non-perfect channel tracking. At the same time we note that in a system
with co-located transmit and receive antennas the use of a linear ZF/MMSE receiver will
be of little benefit, since ̟1 and ̟2 will typically be the same.
So far, we have focussed on Alamouti’s transmit diversity scheme, which is the sim-
plest case of an OSTBC. In Fig. 5.4, the performance of two more general OSTBCs for
M =4 transmit antennas is displayed, for a single receive antenna and an 8-PSK signal
constellation. The first OSTBC (‘#1’) is based on the generalized orthogonal design O2,
while the second OSTBC (‘#2’) is based on O3, cf. (2.74) and (2.75) in Section 2.3.1.
Both OSTBCs are characterized by a temporal rate of Rt=3/4. In both cases, the impact
of CFOs ̟1=0.02, ̟2=−0.02, ̟3=0.01, and ̟4=−0.01 on the resulting average SER
performance was studied. The solid curves again represent the case of perfect channel
tracking and the dashed curves the case of non-perfect channel tracking, where σ2=0.01
(same CFOs). At the receiver, conventional linear OSTBC decoding was performed, i.e.,
no linear ZF or MMSE receiver was used. As can be seen, the basic behavior of the SER
curves is quite similar to the case of Alamouti’s scheme (cf. Fig. 5.2). In particular, the
performance of both OSTBCs is very similar. As soon as all CFOs ̟1, ..., ̟4 are equal,
the same performance as in the ideal case of no CFOs is achieved, similar to Alamouti’s
transmit diversity scheme.
5.1.3 Performance Loss of Other Space-Time Coding Schemes
To conclude this section, the impact of CFOs ̟1, ..., ̟M on the performance of alterna-
tive space-time coding schemes is investigated in the sequel. As an example, the quasi-
orthogonal STBC [Jaf01] introduced in Section 2.3.2 is considered as well as the simple
delay diversity scheme [Wit93,SW93] discussed in Section 2.3.4.
Quasi-Orthogonal Space-Time Block Code
Fig. 5.5 displays the performance of the quasi-orthogonal STBC (‘QOSTBC’) introduced
in Section 2.3.2 (temporal rate Rt=1, M=4 transmit antennas), for a single receive an-
tenna and an 8-PSK signal constellation. In all cases, the (widely) linear combining steps
(2.78)-(2.80) were performed at the receiver (with subsequent symbol-by-symbol detec-
tion), as discussed in Section 2.3.1 for the case of OSTBCs. Moreover, an optimal rotation
angle φ for the second signal constellation (info symbols a3 and a4, cf. Section 2.3.2) was
used in all cases. However, it should be noted that the performance gains achieved by the
constellation rotation are rather small, as long as symbol error rates greater than 10−3 are
5Due to the relatively large average SNR, the performance of both receivers is nearly identical.
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Figure 5.5: Average SER performance of the quasi-orthogonal STBC (2.108) with M=4
transmit antennas and a single receive antenna (8-ary PSK signal constellation): Impact
of CFOs ̟1=0.02, ̟2=−0.02, ̟3=0.01, ̟4=−0.01 (perfect and non-perfect channel
tracking with σ2=0.01 considered).
considered. (This finding coincides with the results reported in [SP03].) Consider first the
ideal case of no CFOs and perfect channel knowledge at the receiver (solid line, marked
with triangles). As can be seen, a significant performance loss compared to an OSTBC
with Rt = 3/4 has to be accepted (solid line, marked with circles), due to the intrinsic
non-orthogonality. However, for a fair comparison one would have take an OSTBC with a
temporal rate of one as a reference, as marked by the dotted line. In the presence of CFOs
̟1=0.02, ̟2=−0.02, ̟3=0.01 and ̟4=−0.01 and perfect channel tracking6 (dashed
line), a significant additional performance loss is observed. In fact, compared to the
OSTBCs considered in Fig. 5.4, the quasi-orthogonal STBC appears to be more sensitive
to the CFOs. Finally, in the case of non-perfect channel tracking (same CFOs, σ2=0.01,
dotted line marked with triangles), the performance advantage over the single-antenna
system (with perfect channel knowledge at the receiver) is completely lost. Altogether
it can be concluded that, concerning robustness against CFOs and non-perfect channel
tracking, the quasi-orthogonal STBC (2.108) does not yield a very attractive alternative
to the OSTBCs considered in Fig. 5.4.
Delay Diversity
So far, we have focussed on space-time coding techniques that are (quasi-) orthogonal,
a property that is lost in the presence of CFOs and/or non-perfect channel tracking.
An interesting question is, how the performance of alternative space-time coding tech-
6In other words, for each time index k the correct channel coefficients were employed for the combining
steps (2.78)-(2.80) at the receiver.
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Figure 5.6: Average SER performance of delay diversity with M=4 transmit antennas
and a single receive antenna (8-ary PSK signal constellation): Impact of CFOs ̟1=0.02,
̟2=−0.02, ̟3=0.01, ̟4=−0.01 for perfect and non-perfect channel tracking (σ2=0.01).
niques behaves that are not based on an intrinsic orthogonality. As an example, Fig. 5.6
displays the performance of the delay diversity scheme discussed in Section 2.3.4 (tem-
poral rate Rt≈1, due to termination symbols; M=4 transmit antennas), for a single
receive antenna and an 8-PSK signal constellation. In all cases, a maximum-likelihood-
sequence-estimation (MLSE) equalizer based on the Viterbi algorithm was employed at
the receiver. As earlier, the impact of CFOs ̟1=0.02, ̟2=−0.02, ̟3=0.01, ̟4=−0.01
and non-perfect channel tracking with an error variance of σ2=0.01 has been consid-
ered. Note that the delay diversity scheme constitutes a particularly simple alternative
to a quasi-orthogonal STBC, since it causes (virtually) no temporal rate loss and can
be applied for any number of transmit antennas. As can be seen, in the ideal case of
no CFOs and perfect channel tracking (solid line, marked with triangles), one again ob-
serves a performance loss compared to an OSTBC with Rt=3/4 (similar to the case of
the quasi-orthogonal STBC), which is in this case due to the artificial ISI introduced by
the delay diversity scheme, cf. Section 2.3.4. (Again, an OSTBC with a temporal rate
of one, marked by the dotted line, would be more suitable as a reference.) As long as
the channel coefficients are perfectly tracked and appropriately taken into account in the
branch metrics of the Viterbi equalizer, the CFOs do not have any impact on the perfor-
mance of the delay diversity scheme (dashed line, light color, marked with ‘×’). In fact,
this is a major advantage over the quasi-orthogonal STBC considered in Fig. 5.5. At high
SNR values (e.g., 20 dB), the resulting performance is even comparable to that of the
OSTBCs considered in Fig. 5.4, although a higher temporal rate is achieved. In the case
of non-perfect channel tracking, however, a substantial performance loss occurs, which
again renders the delay diversity scheme inferior to the OSTBCs in Fig. 5.4. The loss
at a SER of 10−2 is approximately equal to 2 dB. Still, a significant diversity advantage
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over the quasi-orthogonal STBC is accomplished. Altogether it can be concluded that
the delay diversity scheme constitutes an attractive alternative to an OSTBC, as long as
channel tracking is sufficiently accurate.
5.2 Imperfect Timing Synchronization
Consider again the distributed MIMO system depicted in Fig. 3.1. So far, we have always
assumed that the difference between the propagation delays associated with the individual
transmission links is small in comparison with the symbol duration T . This is a reasonable
assumption, as long as the cooperating transmitting nodes are not spaced too far apart
from each other, or if a sufficiently accurate timing advance technique is employed at the
transmitter side. In this section, we investigate the general case where the propagation
delay differences cannot be neglected. Possible applications include simulcast networks es-
tablished by multiple cooperating satellites (cf. Fig. 5.7), where mobile users or subscriber
homes have intervisibility with more than one satellite, or simulcast networks established
by multiple base stations with no or only very coarse timing advance at the transmitter.
5.2.1 System Model with Propagation Delay Differences
In the sequel, we assume a block-fading channel model with either frequency-flat or
frequency-selective fading. Throughout this section, we restrict ourselves to the case
of Rayleigh fading for simplicity. However, generalizations to other types of fading are
straightforward. As earlier, we focus on MIMO systems with distributed transmit anten-
nas and co-located, uncorrelated receive antennas. In particular, an equal power allocation
scheme with an overall average transmission power P is assumed. In order to accomplish
a spatial diversity gain, the cooperating transmitting nodes are again assumed to employ
a distributed space-time coding scheme. For simplicity we assume that the normalized
CFOs ̟i between the individual transmission links are negligible. Moreover, we assume
that each transmitting node is equipped with a single antenna.
In the sequel, let δµ denote the relative
7 propagation delay associated with the µth
transmit antenna. Since the receive antennas are co-located, it can be assumed that the
delay δµ does not depend on the receive antenna ν under consideration. Without loss
of generality, we assume δ1=0 and δµ>0 for all indices µ 6=1. The system model under
consideration is given by
y[k] =
L∑
l=0
Hl x[k − l] + n[k] (5.18)
(cf. Section 2.2.2). The channel coefficients hν,µ,l (l = 0, ..., L) associated with the µth
transmit antenna and the νth receive antenna result as
hν,µ,l =
Nτ−1∑
n=0
fν,µ(τn) g(lT+ǫ−τn−δµ). (5.19)
7As discussed in Section F.1 in Appendix F, the absolute time required for signal propagation from
the transmitting nodes to the receiving node is not considered further.
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Figure 5.7: Simulcast network established by two cooperating satellites.
As earlier, Nτ denotes the number of resolvable delays τn (assumed identical for all trans-
mission links), fν,µ(τn)∼CN (0, σ2fν,µ,n) denotes the complex gain factor associated with
transmit antenna µ, receive antenna ν and discrete delay τn, g(t) denotes the overall
impulse response of transmit and receive filtering, T denotes the symbol duration, and
ǫ∈ [0, T ) denotes the sampling phase assumed to be identical for each receive antenna,
cf. Section 2.2.2.8 For simplicity, we assume τ0 = 0 in the sequel. Moreover, we assume
that g(t) constitutes a Nyquist filter with cosine roll-off and a roll-off factor 0≤r≤1.
Finally, note that the statistical properties of the channel coefficients hν,µ,l can in gen-
eral be different for different indices µ, since the individual transmit antennas might be
associated with different power delay profiles
pfν,µ = [ σ
2
fν,µ,0
, σ2fν,µ,1 , . . . , σ
2
fν,µ,Nτ−1
]T, (5.20)
cf. Definition F.1 in Appendix F. Moreover, for different indices µ the channel coefficients
hν,µ,l will be subject to different channel variances, representing unbalanced average SNRs
caused by different link lengths. In the sequel, the variances of the channel coefficients
are normalized such that
∑L
l=0 E{||Hl||2F}=MN .
Example 5.2 (Numerical examples)
As an example, consider a symbol duration of T =1µs. In this case, a relative
propagation delay of δµ=T corresponds to a link length difference between the first
and the µth transmit antenna of 300 meters (δ1 :=0). The corresponding difference
in the average received SNR depends on the absolute distance D1 between the first
transmit antenna and the receiver. For example, assuming a path-loss exponent
p = 2, an absolute distance of D1 = 100 m leads to an SNR difference of 24 dB,
whereas a distance of D1=200 m leads to an SNR difference of about 8 dB. 3
Remark 5.2 (Simulcast system established by cooperating satellites)
In the case of a simulcast system established by cooperating satellites, as depicted
in Fig. 5.7, we assume that at least a coarse timing advance scheme is employed
at the transmitter side so that the relative propagation delays δµ are in the order
of a few multiples of the symbol duration T . Moreover, we assume that at least a
8Due to the block-fading assumption, the absolute time t has been dropped for the complex gain
factors fν,µ(τ, t).
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coarse power control scheme is employed so that the average received SNRs of all
transmission links are significantly greater than zero. For simplicity these coarse
synchronization measures are not considered further, but are modeled as part of
the physical channel. Having cooperating satellites in mind, the relative delays δµ
and the channel variances can therefore be interpreted as effective quantities, which
include the effects of coarse timing synchronization and power control.
Throughout this section, we assume that the power delay profiles are characterized by an
exponential decay (cf. Definition F.1 in Appendix F). We will mainly consider the case
that the sampling phase is chosen as ǫ=0, i.e., the receiver is perfectly synchronized with
respect to the first transmit antenna. In particular, in the case of frequency-flat fading
(Nτ =1) we thus obtain
hν,1,l = fν,1(τ0) g(lT+ǫ−τ0−δ1) = fν,1(τ0) g(lT ) = fν,1(τ0) δ[l − l0], (5.21)
where l0 is an appropriate integer number, cf. Section 2.2.2. This assumption appears to
be reasonable as long as the average SNR associated with the first transmit antenna is sig-
nificantly larger than the SNRs associated with the remaining transmit antennas. (Since
we have assumed δ1=0, the first link will be characterized by the largest average received
SNR.) However, if the average received SNRs of all (or at least of some) transmission
links are approximately the same and multiple dominant signals with different relative
propagation delays superimpose, a practical receiver will not be able to synchronize with
respect to a specific transmit antenna [MHSD05]. For the sake of completeness we will
therefore also consider the case that the sampling phase ǫ has an arbitrary value between
0≤ǫ<T , according to a uniform distribution.
Given a sampling phase of ǫ=0, it is important to note that all transmission links
with µ 6=1 will (in general) suffer from ISI effects, even in the case of frequency-flat fad-
ing. This is due to the fact that the signals received from the µth transmit antenna are
sampled with timing offset δµ, while typically g(lT+δµ) 6=δ[l − l0], cf. Fig. C.1 in Ap-
pendix C. (Obviously, in the case of an arbitrary sampling phase ǫ, ISI effects will occur
on all transmission links.) Note that in the case of frequency-flat fading, the ISI effects
can solely cause a performance degradation, but no performance improvement. Diversity
gains due to ISI effects can only be gained in the case of frequency-selective fading.9 As
discussed in Section 2.1.2, most space-time coding schemes proposed in the literature were
designed for MIMO channels without ISI. In the presence of ISI effects, one option is to
employ a multicarrier transmission scheme with quasi-flat sub-bands (e.g. MC-CDMA
or OFDM). Another option is to use a space-time coding scheme originally designed for
frequency-flat fading and mitigate the impact of ISI at the receiver using an appropri-
ate equalizer algorithm. Finally, one can refine or generalize existing space-time coding
schemes such that they are suited for MIMO channels with ISI. A detailed discussion on
existing solutions has already been presented in Section 2.1.2.
9In [MHS03a] the notion of ‘static’ and ‘dynamic’ ISI was introduced. The static part of the ISI is due
to the overall impulse response g(t) of transmit and receive filtering and can solely cause performance
degradations. In contrast to this, the dynamic part of the ISI is due to the delay spread of the physical
channel and can lead to an additional multipath diversity gain.
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In the following, we will focus on the case ofM=2 transmit antennas for simplicity. In
particular, we will investigate the use of Alamouti’s transmit diversity scheme [Ala98] in
conjunction with an appropriate trellis-based equalizer algorithm at the receiver (cf. Ap-
pendix J). As an alternative, we will consider the time-reversal STBC [LP00] discussed
in Section 2.3.3 as well as the delay diversity scheme [Wit93, SW93], which is inherently
suited for MIMO channels with ISI (cf. Section 2.3.4). For the delay diversity scheme,
we will also briefly discuss transmitter-sided optimization measures as well as possible
receiver structures for the case of very large relative signal delays. It should be noted that
the use of the time-reversal STBC in distributed MIMO systems with imperfect timing
synchronization was also investigated in [Li03b,Li04,MHSD05]. The performance of Alam-
outi’s transmit diversity scheme in conjunction with OFDM was considered in [MHSD05].
Finally, a construction of distributed STTCs without the requirement of perfect timing
synchronization was presented in [LX05a].
5.2.2 Performance of Alamouti’s Transmit Diversity Scheme
In this section, numerical performance results for Alamouti’s transmit diversity scheme
(M=2) in the presence of propagation delay differences are presented. For simplicity, we
focus on binary antipodal transmission (Q=2) and a single receive antenna (N=1). In
order to mitigate the impact of ISI effects, we consider the use of a suitable trellis-based
equalizer algorithm, which performs maximum-likelihood sequence estimation (MLSE) on
the basis of the Viterbi algorithm [For72]. The structure of the corresponding trellis dia-
gram as well as the calculation of the branch metrics is in detail discussed in Appendix J.
The memory length that is taken into account by the equalizer algorithm is denoted as
Leq in the following, where Leq≤L. As explained in Appendix J, the number of required
trellis states is equal to QLeq , if Leq is an even number, and otherwise equal to Q
Leq+1.
According to the above system model, we assume relative propagation delays of δ1=0
and δ2≥ 0 in the sequel. As an example, we consider the case that the average received
signal power of the second link is 10 dB below that of the first link, i.e.,∑L
l=0 σ
2
h1,1,l∑L
l=0 σ
2
h1,2,l
=:
σ2h1,1
σ2h1,2
= 10. (5.22)
Moreover, we assume for simplicity that the power delay profiles pf1,µ (µ = 1, 2) are
identical and characterized by an exponential decay according to (F.10) in Appendix F,
where cτ :=T .
Frequency-Flat Fading
To start with, we focus on the case of frequency-flat Rayleigh fading (Nτ =1) and assume
that the receiver is perfectly synchronized with respect to the first transmit antenna (i.e.,
ǫ=0). Fig. 5.8 displays the resulting SER performance as a function of P/σ2n in dB, for
a roll-off factor of r = 0, an equalizer length of Leq=4, and different relative delays δ2
between zero and 2T . As a reference, the SER performance resulting for δ2=0 has been
included (marked with circles), where the dotted curve is for equal average received SNRs
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on the two links and the solid curve for unequal average SNRs according to (5.22).10
As earlier, we note that unequal average received SNRs cause a significant performance
degradation. Moreover, as can be seen, a relative delay δ2 > 0 can cause a substantial
(additional) performance loss. In particular, when δ2 is equal to the symbol duration T ,
a large fraction of the diversity gain compared to the single-antenna system (with perfect
time synchronization) is lost. Interestingly, larger delays such as δ2=1.5T or δ2=2T again
lead to an improved SER performance. In fact, for δ2=2T the resulting performance is
quite close to the optimum.
This interesting behavior can be observed more clearly in Fig. 5.9, where the average
SER performance is displayed for a fixed SNR of 20 dB and different relative delays δ2
between zero and 5T (for roll-off factors r=0 and r=1 and equalizer lengths Leq=4 and
Leq=6). Clearly, there is a pronounced peak at δ2=T . This effect can be explained based
on the distance properties of Alamouti’s transmit diversity scheme in the presence of ISI
(see the appendix at the end of this chapter). Moreover, it can be seen that an equal-
izer with memory length Leq=4 can only tolerate relative propagation delays of δ2≤3T .
If the delay δ2 becomes larger, the equalizer suspends a significant fraction ψsusp of the
overall channel variance
∑L
l=0 E{|h1,2,l|2} of the second transmission link, as illustrated
in Fig. 5.10. The numerical values for ψsusp were calculated analytically based on (5.19)
and (C.1) in Appendix C. As can be seen, between δ2=3T and δ2=4T the fraction ψsusp
increases from zero to (nearly) one, which significantly degrades the corresponding SER
performance due to residual ISI (cf. Fig. 5.9). However, at the expense of an increased
equalizer complexity (Leq=6) it is again possible to achieve a near-optimum SER perfor-
mance, at least for the considered values of the propagation delay δ2. Finally, we note that
the undesired behavior at δ2= T can be circumvented by delaying the signal associated
with the longer transmission link by two or more symbol durations. Note that the exact
value of δ2 does not need to be known, in order to apply this coarse timing adjustment.
However, in order to achieve a near-optimum performance, the equalizer length Leq has
to be chosen sufficiently large.
In order to conclude the discussion on frequency-flat fading, Fig. 5.11 displays the
corresponding SER performance resulting for the case that the receiver is not synchronized
with respect to a certain transmit antenna, while ǫ ∼ U([0, T ]) was assumed. As can be
seen, the resulting SER performance looks quite similar to that in the case ǫ=0 (and
Leq=4). However, note that now an equalizer length of Leq=6 has been employed, so as
to mitigate precursor ISI effects resulting for the first transmission link (cf. Fig. C.1 in
Appendix C). In other words, the maximum relative propagation delay δ2 that can be
tolerated by an equalizer of length Leq=6 is smaller than in the case ǫ=0.
Frequency-Selective Fading
Finally, we consider the case of frequency-selective Rayleigh fading, where we focus again
on the case ǫ=0. Fig. 5.12 displays the SER performance as a function of P/σ2n in dB,
which results for a physical channel model with Nτ =10 equally spaced resolvable delays
τn between zero and T (i.e., τ0=0 and τmax=T ) and a power delay profile characterized
10As earlier, the overall average received SNR was fixed, irrespective of the relative propagation delay δ2.
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Figure 5.8: Average SER performance of Alamouti’s transmit diversity scheme for differ-
ent relative delays δ2 between zero and 2T (N=1 receive antenna, frequency-flat Rayleigh
fading, unequal average received SNRs according to (5.22), binary antipodal transmission,
sampling phase ǫ=0, roll-off factor r=0, equalizer length Leq=4).
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Figure 5.9: Average SER performance of Alamouti’s transmit diversity scheme for a fixed
SNR of 20 dB and different relative delays δ2 between zero and 5T (N=1 receive antenna,
frequency-flat Rayleigh fading, unequal average received SNRs according to (5.22), binary
antipodal transmission, sampling phase ǫ=0, roll-off factors r=0 and r=1, equalizer
lengths Leq=4 and Leq=6).
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Figure 5.10: Fraction ψsusp of the overall channel variance
∑L
l=0 E{|h1,2,l|2} of the second
transmission link suspended by an equalizer with memory length Leq=4.
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Figure 5.11: Average SER performance of Alamouti’s transmit diversity scheme for a fixed
SNR of 20 dB and different relative delays δ2 between zero and 5T (N=1 receive antenna,
frequency-flat Rayleigh fading, unequal average received SNRs according to (5.22), binary
antipodal transmission, sampling phase ǫ ∼ U([0, T ]), roll-off factors r=0 and r=1, equal-
izer length Leq=6).
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Figure 5.12: Average SER performance of Alamouti’s transmit diversity scheme for differ-
ent relative delays δ2 (N=1 receive antenna, frequency-selective Rayleigh fading, unequal
average received SNRs according to (5.22), binary antipodal transmission, sampling phase
ǫ=0, roll-off factor r=0, equalizer length Leq=4).
by an exponential decay (cτ =T ). As earlier, a roll-off factor of r=0 has been considered
and an equalizer length of Leq=4. Moreover, relative propagation delays δ2=0, δ2=0.5T
and δ2=T have been taken into account. As can be seen, compared to the curve resulting
for frequency-flat fading (δ2=0, marked with circles) a significant performance gain is
achieved due to an increased amount of multipath diversity. Similar to the flat-fading case,
the unequal average received SNRs according to (5.22) cause a significant performance loss
compared to the case of equal average link SNRs (dotted curve). Interestingly, for relative
propagation delays δ2 greater than zero, comparatively small performance degradations
are observed (when compared to the flat-fading case), provided that the memory length
of the equalizer algorithm is chosen sufficiently large.11
Still, in the presence of frequency-selective fading, Alamouti’s scheme is not able to
extract the full diversity order12 that is offered by the physical channel (see also [Che05,
Ch. 9.5.1]), not even in the case δ2=0. In order to illustrate this fact, an analytical lower
bound on the resulting SER performance is derived in the following.
11As can be seen, given a fixed equalizer length Leq the performance loss increases with growing
delay δ2. Moreover, the performance loss is particularly pronounced for large SNR values, which is due
to the residual ISI. Similar SER peaks as in the case of frequency-flat fading (for δ2=T , cf. Fig. 5.9 and
Fig. 5.11) are not observed in the frequency-selective case.
12In general, the overall diversity order offered by a spatially uncorrelated frequency-selective MIMO
system with M transmit antennas, N receive antennas, and a channel memory length of L is given by
MN(L+1), see e.g. [SR05].
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5.2.3 Rake Receiver Bound for Frequency-Selective Fading
Given a quasi-static frequency-selective fading channel and perfect channel knowledge at
the receiver, a lower bound on the error performance of an MLSE equalizer is the so-
called Rake Receiver Bound (RRB) or Matched Filter Bound [HB98, Pro01]. In order
to derive this lower bound for a single-antenna system, it is assumed that the transmit-
ter sends single information symbols a[k] that are followed by a pause intervals of ≥ L
consecutive time indices, where L denotes the channel memory length. By this means,
the receiver can collect all contributions from a transmitted information symbol (with-
out any interference) and combine the corresponding received samples according to the
maximum-ratio-combining (MRC) principle.13 Therefore, the RRB corresponds to the av-
erage symbol error rate accomplished by an MRC system with a single input and (L+1)
outputs, where the lth branch (l=0, ..., L) is associated with the lth channel coefficient,
h1,1,l, in the original single-antenna system. The corresponding system model thus reads
z[k] :=
L∑
l=0
(
|h1,1,l|2a[k] + h∗1,1,l nl[k]
)
, (5.23)
where nl[k] are zero-mean, temporally and spatially white complex Gaussian noise samples
having the same variance σ2n as the noise samples in the original single-antenna system.
Since such a (theoretical) system does not suffer from any ISI effects, the resulting symbol
error rate will always constitute a lower bound on the performance of a practical MLSE
equalizer.14
It is important to note that the channel coefficients h1,1,l in the original single-antenna
system comprise both a ‘static’ and a ‘dynamic’ ISI component [MHS03a]. As mentioned
above, the static part is due to the overall impulse response g(t) of transmit and receive
filtering and can only cause a performance loss. Specifically, the impulse response g(t)
leads to certain intertap correlations between the channel coefficients h1,1,l, cf. (2.44) in
Chapter 2. In contrast to this, the dynamic part of the ISI is due to the delay spread of
the physical channel and might yield an additional multipath diversity gain. For the pur-
pose of analysis, one can try to eliminate the influence of the impulse response g(t) (and
thus of the static ISI component) by means of linear filtering of the channel coefficients
h1,1,l [MHS03a]. Otherwise, the RRB will overestimate the available multipath diversity
gain and will therefore be too optimistic. Here, we focus on the option to decorrelate
the channel coefficient vector h := [h1,1,0, ..., h1,1,L ]
T based on the eigenvalue decompo-
sition of the covariance matrix Qh,ISI := E{hhH}. As discussed earlier in Section 3.2.5,
if Qh,ISI :=UΛU
H denotes the eigenvalue decomposition of Qh,ISI, we obtain the corre-
sponding uncorrelated channel vector with covariance matrix Λ := diag([λ0, ..., λL ]) by
computing h′ :=UHh. Based on the equivalent uncorrelated MRC system [DB02]
z′[k] :=
L∑
l=0
(
|h′1,1,l|2a[k] + h
′∗
1,1,l nl[k]
)
(5.24)
13This resembles a Rake receiver in a DS-CDMA system with perfect orthogonality, hence the name
Rake Receiver Bound.
14The error performance of a practical MLSE equalizer typically suffers from a certain SNR loss due
to ISI effects [Pro01, Ch. 10.1].
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it is now possible to find closed-form expressions for the RRB for arbitrary Q-ary PSK,
ASK, and QAM signal constellations, cf. Appendix I. The average SNR associated with
the lth branch in the equivalent uncorrelated MRC system is given by γ¯l := σ
2
aλl/σ
2
n,
where σ2a :=E{|a[k]|2}. Assuming that Qh,ISI has full rank, the diversity order offered by
the system is thus given by (L+1), cf. Section 3.2.5.15
In the following, we generalize the above concept to the case of Alamouti’s transmit
diversity scheme16 with distributed transmit antennas and co-located, uncorrelated receive
antennas. To this end, an idealized MRC receiver is considered which is able to combine all
contributions from a transmitted information symbol a[κ] without any spatial or intertap
interference. Assuming that N antennas are employed at the receiver, the RRB thus
corresponds to the average symbol error rate accomplished by an MRC system with a
single input and MN(L+1) outputs, where M=2 in this case. The corresponding system
model is thus given by
z[k] :=
2∑
µ=1
N∑
ν=1
L∑
l=0
(
|hν,µ,l|2a[k] + h∗ν,µ,l nν,µ,l[k]
)
. (5.25)
Based on the overall covariance matrix Qh :=E{hovhHov} of the channel coefficient vector
hov :=
[
vec(H0)
T, . . . , vec(Hl)
T, . . . , vec(HL)
T
]T
(5.26)
(cf. Section 2.2.3), and the corresponding eigenvalue decomposition Qh :=UΛU
H, we can
again find an equivalent uncorrelated MRC system by transforming the channel vector
hov as h
′
ov :=U
Hhov. In particular, assuming that Qh has full rank the diversity order
offered by the (idealized) system is given by 2N(L+1).
Numerical Example
As an example, we revisit the numerical performance results presented for Alamouti’s
transmit diversity scheme in the presence of frequency-selective Rayleigh fading (N=1),
cf. Fig. 5.12. For simplicity, we focus on the case δ2=0. As can be seen in Fig. 5.13, the
gap between the RRB (solid curve, marked with ‘×’) and the average SER accomplished
by Alamouti’s transmit diversity scheme is quite significant, especially for large SNR val-
ues. In particular, the RRB exhibits a steeper asymptotic slope. Therefore, we conclude
that Alamouti’s transmit diversity scheme is not able to capture the full diversity order
of 2(L+1) that is offered by the physical channel. Finally, we note that the RRB should
always be determined based on the decorrelated MRC system, so as to take the inter-
tap correlations due to the impulse response g(t) into account (static ISI component).
Otherwise, the available multipath diversity gain might be overestimated significantly, as
illustrated by the dashed curve.
15Although the RRB is only a lower bound, it is known to accurately predict the performance behavior
of an MLSE equalizer in the presence of frequency-selective fading, see e.g. [BS92].
16It should be noted that the resulting RRB will also apply for the time-reversal STBC [LP00] discussed
in Section 2.3.3. Moreover, a generalization to OSTBC systems or time-reversal STBC systems with more
than two transmit antennas is straightforward.
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Figure 5.13: Average SER performance of Alamouti’s transmit diversity scheme for
frequency-selective Rayleigh fading and corresponding Rake Receiver Bound (N=1 re-
ceive antenna, unequal average received SNRs according to (5.22), binary antipodal trans-
mission, δ2=0).
Remark 5.3 (Distributed and co-located MIMO systems)
For the flat-fading case, the conclusion was made in Chapter 3 that distributed
MIMO systems are typically inferior to co-located MIMO systems with uncorre-
lated antennas (at least when no macroscopic diversity gains are available in the
distributed MIMO system). The RRB illustrates that this conclusion holds also
for frequency-selective fading channels. As an example, the RRB resulting for the
case of equal average SNRs (but identical intertap correlations) has been included
in Fig. 5.13 (dotted curve, marked with ‘×’), which represents a co-located MIMO
system with uncorrelated antennas. As can be seen, the bound is significantly below
the RRB for the distributed MIMO system (solid curve, marked with ‘×’).
5.2.4 Use of the Time-Reversal Space-Time Block Code
In the case of relative propagation delays δ2>0 and/or frequency-selective Rayleigh fad-
ing, the time-reversal (TR-) STBC scheme [LP00] discussed in Section 2.3.3 might some-
times be more suitable than Alamouti’s transmit diversity scheme in conjunction with
a corresponding MLSE equalizer at the receiver. In the following, the advantages and
disadvantages of the TR-STBC are briefly discussed.
To start with, consider again the case of frequency-flat Rayleigh fading discussed in
Section 5.2.2. As earlier, we focus on the case of N=1 receive antenna, binary antipodal
transmission, a Nyquist filter g(t) with cosine roll-off (r=0), a fixed sampling phase of
ǫ=0, and relative propagation delays δ1=0 and δ2>0. For Alamouti’s transmit diversity
scheme it was shown in Section 5.2.2 that relative propagation delays δ2>0 can cause a
significant performance loss. In particular, a propagation delay of δ2=T degrades the SER
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Figure 5.14: Average SER performance of the TR-STBC for relative delays δ2=0 and
δ2=T (N=1 receive antenna, frequency-flat Rayleigh fading, unequal average received
SNRs according to (5.22), binary antipodal transmission, sampling phase ǫ=0). As a
reference, the SER performance resulting for δ2=0 and equal average received SNRs has
been included (dotted curve, cf. Fig. 5.8).
performance of Alamouti’s transmit diversity scheme by almost a decade (cf. Fig. 5.8).
This undesired behavior does not occur when the TR-STBC is employed.17 As can be
seen in Fig. 5.14, the SER performance of the TR-STBC remains unchanged when the
propagation delay δ2 increases from δ2=0 to δ2=T . In both cases, the same performance
is accomplished as with Alamouti’s transmit diversity scheme in the ideal case δ2=0.
The TR-STBC is also advantageous in the case of quasi-static frequency-selective fad-
ing (with or without a relative propagation delay δ2>0), because it is able to capture the
full diversity order offered by the physical channel [ZG03b]. When compared to Alam-
outi’s transmit diversity scheme in conjunction with MLSE equalization, the TR-STBC
will therefore achieve a smaller performance gap with respect to the RRB (cf. Fig. 5.13), es-
pecially at high SNR values. However, in the presence of carrier-frequency offsets (cf. Sec-
tion 5.1) or a time-varying channel model, the TR-STBC can suffer from significant per-
formance degradations, since it relies on the assumption that the channel coefficients are
quasi-static. In this case, Alamouti’s transmit diversity scheme in conjunction with MLSE
equalization might be more favorable, because the employed MLSE equalizer can easily
be combined with a suitable channel tracking algorithm, so as to adapt to a time-varying
channel behavior [GOS+04].
17As in the case of Alamouti’s transmit diversity scheme, we assume that the channel coefficients
comprise both a square-root Nyquist pulse shaping filter gTx(t) and a square-root Nyquist receive filter
gRx(t). Correspondingly, in the case of flat fading and propagation delays δ1=0 and δ2=T , the effective
memory length of the MIMO channel is equal to L=1.
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Figure 5.15: Average SER performance of the standard delay diversity scheme (∆DD=T )
for different relative delays δ2 (N=1 receive antenna, frequency-selective Rayleigh fad-
ing, unequal average received SNRs according to (5.22), binary antipodal transmission,
sampling phase ǫ=0, roll-off factor r=0, equalizer length Leq=5). The dashed curves
represent the corresponding Rake Receiver Bounds.
5.2.5 Performance and Optimization of Delay Diversity
As an alternative to the TR-STBC, the delay diversity scheme [Wit93,SW93] discussed in
Section 2.3.4 constitutes another transmit diversity scheme suitable for frequency-selective
fading scenarios (with or without relative propagation delays δµ 6=0).
As an example, we focus again on the case of two distributed transmit antennas (δ1=0
and δ2≥0), a single receive antenna, and frequency-selective Rayleigh fading. As earlier,
we assume that the average received signal power of the second link is 10 dB below that
of the first link. For the time being, we focus on the standard delay diversity scheme
employing a delay of zero at the first transmit antenna and a delay of T (=: ∆DD) at
the second transmit antennas. As earlier, we consider a physical channel model with
Nτ =10 equally spaced resolvable delays τn between zero and T and a power delay profile
characterized by an exponential decay (cτ =T ). Moreover, we consider a roll-off factor of
r=0, a fixed sampling phase ǫ=0, and an equalizer length of Leq=5.
Fig. 5.15 displays the average SER performance as a function of P/σ2n in dB, which
results for relative propagation delays δ2=0, δ2=0.5T and δ2=T . As can be seen, a sim-
ilar performance is obtained as with Alamouti’s transmit diversity scheme (cf. Fig 5.12),
at the expense of a slightly increased equalizer complexity. Still, at high SNR values
the impact of residual ISI is visible. Interestingly, in contrast to Alamouti’s scheme the
SER performance improves when the relative propagation delay δ2 increases from zero to
T . Obviously, with growing delay δ2 a larger diversity gain is captured. This finding is
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Figure 5.16: Rake Receiver Bound resulting for δ2=0 and different delays ∆DD between
zero and 3T (N=1 receive antenna, frequency-selective Rayleigh fading, unequal average
received SNRs according to (5.22), binary antipodal transmission, sampling phase ǫ=0,
roll-off factor r=0).
supported by the corresponding Rake Receiver Bounds (RRBs)18 for δ2=0, δ2=0.5T and
δ2=T , which have also been included in Fig. 5.15 (dashed lines).
On the other hand, if the propagation delay δ2 and the power delay profile of the phys-
ical channel are known, the performance of the delay diversity scheme can be optimized
by adjusting the delay ∆DD employed at the second transmit antenna accordingly. This
optimization can, for example, be performed based on the RRB (see also [MHS03a]). As
an example, consider the case δ2=0. Fig. 5.16 displays the RRB resulting for different
delays ∆DD between zero and 3T for a fixed SNR of 15 dB. The same power delay profile
as in Fig. 5.15 was assumed. Again, the average received signal power of the second link
was 10 dB below that of the first link. Still, it can be seen that the performance of the
delay diversity scheme can be improved significantly, by choosing a delay ∆DD≥2T , pro-
vided that the equalizer length Leq is chosen sufficiently large.
19 For the choice ∆DD=0,
however, the worst performance results.
Similar optimized versions of the delay diversity scheme for frequency-selective fading
channels were also presented in [GSP01,HSG05,YSG06].
18The RRB for the delay diversity scheme (with given relative propagation delay δ2) was derived
based on the resulting equivalent single-antenna system, cf. Fig. 2.10 in Section 2.3.4, as described in
Section 5.2.3. Note, that the channel coefficient vector in the equivalent single-antenna system actually
depends on the propagation delay δ2.
19It is also possible to take the impact of a fixed equalizer length Leq into account, by modeling
the occurring residual ISI as an additional Gaussian noise term. As a consequence, the resulting RRB
increases significantly, when the delay ∆DD becomes too large. As shown in [MHS03a], the modified RRB
clearly indicates the maximum delay ∆DD that can be tolerated by the equalizer.
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Remark 5.4 (Statistical transmit power allocation for delay diversity)
The RRB can also be utilized, in order to optimize the transmit power allocation
among the individual transmit antennas. This is of particular interest for systems
with distributed transmit antennas, where the individual transmission links are
associated with different power delay profiles offering different amounts of diver-
sity. To this end, the propagation delays δµ, the relative signal attenuations, and
the power delay profiles associated with the individual transmission links must be
known. The transmit power weights wµ to be optimized can be incorporated in the
channel coefficient vector of the equivalent single-antenna system (in the form of
effective relative signal attenuations). By this means, the resulting RRB can then
be optimized as a function of the transmit power weights wµ. However, it appears
that the RRB needs to be re-computed for each new choice of the transmit power
weights wµ, which renders the optimization rather complex.
Large Relative Propagation Delays
In the case of large relative propagation delays δµ, the equivalent single-antenna system
will be characterized by a large effective channel memory length L′. At the same time,
the corresponding channel coefficient vector is likely to contain a large number of zero
coefficients. Due to the large channel memory length L′, equalization/detection with
a reasonable receiver complexity is a demanding task. An attractive option to limit
the receiver complexity is to reuse equalizer algorithms designed for so-called sparse ISI
channels.20 Such algorithms explicitly utilize the sparse channel structure, in order to
achieve a complexity reduction (see also [MBLH06]). The topics of linear and decision-
feedback equalization (DFE) for sparse ISI channels were, e.g., addressed in [LM04],
where the sparse structure of the channel was utilized for the design of the corresponding
finite-impulse-response (FIR) filter(s). DFE for sparse ISI channels was also considered
in [FGF99,HBA00,CR00,RB03].
Trellis-based equalization for sparse ISI channels was addressed in [BM96,MKH98,
McG98, LM02,MBLH06]. In [BM96] it was observed that given a sparse channel there
is only a comparatively small number of possible branch metrics within each trellis seg-
ment. By avoiding to compute the same branch metric several times, the computational
complexity is reduced significantly without any loss of optimality. However, the com-
plexity in terms of trellis states remains the same. As an alternative, another equalizer
concept called multitrellis Viterbi algorithm was proposed in [BM96] which is based on
multiple parallel irregular trellis diagrams (i.e., time-variant trellis diagrams). The mul-
titrellis Viterbi algorithm was claimed to be optimal while having a significantly reduced
computational complexity and number of trellis states. However, based on a factor-graph
framework [Loe04] for complexity reduction without loss of optimality, it was demon-
strated in [MBLH06] that the multitrellis Viterbi algorithm is in fact clearly suboptimal.
A particularly simple solution to reduce the complexity of the conventional Viterbi algo-
rithm [For72] without loss of optimality can be found in [MKH98,McG98]. The parallel-
trellis Viterbi algorithm is based on multiple parallel regular trellis diagrams. However,
20Sparse ISI channels are encountered in a wide range of communication systems, such as aeronautical
or satellite communication systems or high-data-rate mobile radio systems (especially in hilly terrain,
where the delay spread of the physical channel is large).
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it can only be applied for sparse channels with a so-called zero-pad structure, where the
non-zero channel coefficients are placed on a regular grid (see also [MBLH06]). In order to
tackle more general sparse ISI channels with a structure close to a zero-pad channel, it was
proposed in [MKH98,McG98] to exchange tentative decisions between the parallel trellises,
so as to cancel residual ISI.21 Generalizations of the (suboptimal) parallel-trellis Viterbi al-
gorithm, which are based on the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [BCJR74],
were presented in [LM02] along with some interesting enhancements.
In [MBLH06], the effort was made to compare the performance of the above algorithms
with that of standard (suboptimal) reduced-complexity receivers which are not specifically
designed for sparse channels. In particular, it was demonstrated that the use of a linear
prefilter for an overall minimum-phase channel impulse response [Bad01,GOMH02,BH04]
renders the application of efficient reduced-state trellis-based equalizer algorithms such
as [EQ88,DH89] feasible, without significant loss of optimality.22 Such a receiver structure
is notably simple, because the employed equalizer algorithm is a standard algorithm. (The
sparse channel structure is typically lost after prefiltering.) Only the linear filter has to
be adjusted to the current channel impulse response, which is particularly favorable with
regard to fading channels. Moreover, the filter coefficients can be computed using standard
techniques available in the literature.
Alternatives to trellis-based equalization are the tree-based list-sequential (LISS) al-
gorithm [Hag03,Kuh05,Kuh06] and the Joint Gaussian approach in [PLWL06]. A factor-
graph approach for sparse ISI channels, based on the sum-product algorithm [Loe04], was
presented in [CG05]. Turbo equalization [DJB+95] for sparse channels was addressed
in [PG04]. Finally, a non-trellis based equalizer algorithm for fast-fading sparse ISI
channels, based on the symbol-by-symbol maximum a-posteriori (MAP) criterion, was
presented in [CM99].
5.3 Chapter Summary
In the previous chapters it was shown that many of the benefits provided by MIMO
systems with co-located antennas can also be gained in distributed MIMO systems with
cooperating transmitting or receiving nodes. In this chapter, the issue of non-perfect
carrier-frequency and timing synchronization between cooperating transmitting nodes was
addressed. While carrier-frequency offsets (CFOs) cause a time-varying channel impulse
response, timing synchronization errors leads to intersymbol interference (ISI) effects.
First, the impact of CFOs on the performance of OSTBCs was considered. In the
case of binary antipodal transmission and perfect channel tracking, the performance of
OSTBCs turned out to be quite robust. However, if a higher-order modulation scheme
is employed, a significant performance loss can occur, which is due to an orthogonal-
ity loss caused by the CFOs. For the example of Alamouti’s transmit diversity scheme,
it was demonstrated that the performance can be improved significantly by using lin-
ear zero-forcing (ZF) or linear minimum-mean-squared-error (MMSE) detection at the
21It should be noted that this modified version of the parallel-trellis Viterbi algorithm is suboptimal.
22As an alternative, the use of a linear channel shortening filter [Kam94] was investigated in [MBLH06],
in conjunction with a conventional Viterbi algorithm operating on a shortened channel memory length.
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receiver rather than conventional Alamouti decoding. In addition to OSTBCs, the quasi-
orthogonal STBC introduced in Section 2.3.2 and the delay diversity scheme discussed
in Section 2.3.4 were considered. In comparison with an OSTBC, the quasi-orthogonal
STBC appeared to be more sensitive to the impact of CFOs. In the case of perfect channel
tracking, the delay diversity scheme turned out to be superior to an OSTBC, but was
inferior when the channel coefficients were not perfectly tracked.
In the second part of the chapter, the impact of non-perfect timing synchronization
was investigated. First, the performance of Alamouti’s transmit diversity scheme in con-
junction with maximum-likelihood sequence estimation (MLSE) at the receiver was con-
sidered. It was demonstrated that in the case of frequency-flat fading, significant perfor-
mance degradations can occur due to poor distance properties of Alamouti’s scheme in
the presence of ISI. In contrast to this, in the case of frequency-selective fading the per-
formance appeared to be quite robust. Yet, Alamouti’s scheme was shown to be unable
to extract the full diversity order that is offered by the frequency-selective fading chan-
nel. In the case of a quasi-static fading scenario, the time-reversal STBC discussed in
Section 2.3.3 therefore seems to be more attractive. Finally, the use of the delay diversity
scheme was considered, which constitutes an attractive alternative to the time-reversal
STBC. In particular, if the relative propagation delays and the power delay profile(s)
of the physical channel are known, the performance of the delay diversity scheme can
be improved significantly by optimizing the delay(s) employed at the transmitter side.
Moreover, it was argued that in the case of large relative propagation delays, equalization
techniques originally designed for so-called sparse ISI channels can be reused.
♦ ♦ ♦
Appendix
The poor performance of Alamouti’s transmit diversity scheme resulting for frequency-
flat fading in conjunction with a relative propagation delay of δ2=T (cf. Fig. 5.9) can be
explained based on the distance properties of Alamouti’s transmit diversity scheme in the
presence of ISI.
To this end, a so-called difference trellis diagram [Hub92, Ch. 5.1.2] is defined, as
explained in Section J.3 in Appendix J. The difference trellis diagram contains all possible
error sequences ǫ=a−a′, where a :=[ ..., a[κ−1], a[κ], a[κ+1], ... ] denotes the sequence of
information symbols actually transmitted and a′ a (possible erroneous) sequence that
is detected by an MLSE equalizer.23 The corresponding distance spectrum comprises
all squared Euclidean distances d2E(ǫ) = d
2
E(a, a
′) associated with the individual error
sequences ǫ (after the STBC encoder and the ISI channel, cf. Fig. J.4 in Appendix J)
along with their relative frequencies. The distance spectrum is useful, in order to bound
above the so-called error event probability Pr{Eerror,k0}, i.e., the probability that at a
certain time index k0 the MLSE equalizer diverts from the correct trellis path representing
the transmitted information sequence a. In particular, if there are relatively few squared
23The error sequence ǫ=0 thus represents the case of error-free transmission.
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Euclidean distances d2E(ǫ) with a value close to zero, the upper bound on Pr{Eerror,k0} will
be comparatively small, implying a good resulting error performance.
For the case of co-located transmit antennas (δ2=0) and a single receive antenna, the
distance properties of Alamouti’s transmit diversity scheme in the presence of ISI are
discussed in more detail in Appendix J, with focus on the special case L=1 (cf. Exam-
ple J.2). In particular, it is shown that the distance spectrum can be evaluated based on a
state transition matrix T(D,E, J), cf. (J.34). The entries of T(D,E, J) are polynomials
with symbolic bases D, E, J , while the exponents of D represent the squared Euclidean
distances d2E,k acquired in a single trellis segment, depending on the error sequence ǫ under
consideration:
d2E(ǫ) :=
∑
k
d2E,k. (5.27)
In the case L=1, the squared Euclidean distances d2E,k take on the values summarized in
Table J.1 in Appendix J.
In order to explain the pronounced peak in the SER curve resulting for distributed
transmit antennas, frequency-flat fading, and a relative propagation delay of δ2=T , we
compare the distance spectra resulting for δ2=0 and δ2=T . Since g(t) was assumed to
constitute a Nyquist filter (cf. Section 5.2.1), the results obtained in Example J.2 can be
utilized by setting the channel coefficient vectors h and g to h := [h0, 0]
T, g := [g0, 0]
T
(δ2=0) or h := [h0, 0]
T, g := [0, g1]
T (δ2=T ), respectively. In the case δ2=0, the squared
Euclidean distances d2E,k of all branches within the difference trellis diagram, which lead to
a target state other than the zero state, either take on the value 4 ( |h0+g0 |2+|h0−g0 |2)
or the value 4 ( |h0 |2+| g0 |2), cf. Table J.1. Correspondingly, unless both channel coeffi-
cients h0 and g0 have a small magnitude, the acquired squared Euclidean distances d
2
E,k
will always have a value significantly larger than zero. This again reflects the achieved
diversity gain in comparison with a single-antenna system. In contrast to this, in the case
δ2=T one can construct examples for which some of the squared Euclidean distances d
2
E,k
are zero or close to zero, which leads to a (quasi-) catastrophic error performance.
As an example, we consider the case where all channel coefficients have a value of
h0=g0=g1=1. The corresponding distance spectra resulting for δ2=0 and δ2=T are
depicted in Fig. 5.17, where an error path length of S=10 trellis segments was taken into
account.24 As can be seen, for δ2=0 there are relatively few squared Euclidean distances
d2E(ǫ) with a small value (say, d
2
E(ǫ) < 40), which will lead to a comparatively good
error performance. In contrast to this, for δ2=T the fraction of small squared Euclidean
distances d2E(ǫ) is comparatively large. In particular, there are error sequences ǫ 6= 0
that are associated with a squared Euclidean distance equal to zero, which will lead to a
catastrophic performance.
24The distance spectra have been evaluated based on the polynomial PS(D,E, J), as explained in
Section J.3 in Appendix J.
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Figure 5.17: Distance spectrum for Alamouti’s transmit diversity scheme resulting for
channel coefficient vectors h := [1, 0]T, g := [1, 0]T (light color) and channel coefficient
vectors h := [1, 0]T, g := [0, 1]T (dark color), given an error path length of S=10 trellis
segments.
Chapter 6
Summary and Conclusions
DUE TO THE disruptive characteristics of wireless channels, it is a demanding task to
build wireless communication systems that offer high bit rates and small error rates at the
same time. A bandwidth-efficient and thus cost-effective option to accomplish this goal
is the use of multiple transmit and receive antennas. In fact, multiple-antenna systems,
called multiple-input multiple-output (MIMO) systems, are currently regarded as a key
technology for future wireless multimedia applications.
The great potential of MIMO systems has only become apparent during the last
decade. Since then, researchers from academia and industry have generated an enor-
mous number of yearly publications. On the one hand, it was shown that the capacity
of MIMO systems grows (approximately) linearly with the minimum of the number of
transmit and receive antennas. Correspondingly, multiple antennas provide a promising
means to accomplish enhanced bit rates in comparison with a single-antenna system. On
the other hand, multiple antennas can also be utilized, in order to provide a spatial di-
versity gain and thus to improve the error performance of a system. A detailed overview
of the exciting research field of MIMO systems has been presented in Section 2.1.
Contributions of the Thesis
In the literature on MIMO systems, typically quite restrictive assumptions are made
concerning the antenna spacings at transmitter and receiver. On the one hand, it is
typically assumed that the individual antenna elements are co-located, i.e., they belong
to some sort of antenna array. On the other hand, the antenna spacings are often assumed
to be sufficiently large, so as to justify the assumption of uncorrelated antenna elements.
The objective of this thesis was to relax these strict assumptions, based on the following
motivations. First, sufficient antenna spacings cannot always be guaranteed in practical
MIMO systems, which leads to spatially correlated transmission links. Second, in order to
shift the limits of wireless communications, the concept of cooperative wireless networks
has recently gained considerable interest. In such networks, multiple nodes that are
spatially distributed on a large scale cooperate in terms of a joint transmission or reception
strategy. By this means, virtual antenna arrays are established, so that the cooperating
nodes (possibly equipped with only a single antenna) are able to enjoy some of the benefits
offered by conventional MIMO systems with co-located antennas.
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For co-located MIMO systems, it is well known that spatially correlated links can
cause significant performance degradations, both with regard to capacity and error rates.
Based on the statistical discrete-time channel model, which was derived and thoroughly
analyzed in Section 2.2, it was shown in Chapter 3 that MIMO systems with distributed
antennas and MIMO systems with co-located antennas can be treated in a single, uni-
fying framework. As a result, the above performance degradations will also occur, when
antennas are spatially distributed on a large scale, which is due to unequal average signal-
to-noise ratios on the individual transmission links. More specifically, it was proven that
any co-located MIMO system, which obeys the so-called Kronecker correlation model, can
be transformed into an (asymptotically) equivalent distributed MIMO system, and vice
versa (Section 3.2). This equivalence was proven for the resulting capacity distribution,
the pairwise error probability of a general full-diversity space-time code, and the average
symbol error rate of an orthogonal space-time block code.1
Potential advantages of distributed MIMO systems in comparison with co-located
MIMO systems were investigated in Section 3.4. First, in a distributed MIMO system
the line-of-sight probability is typically larger than in a co-located MIMO system. Based
on numerical performance results, it was shown that this often leads to substantial per-
formance improvements. Second, in distributed MIMO systems additional macroscopic
diversity gains due to shadowing effects may be available. It was shown that distributed
space-time codes are able to capture both macroscopic and microscopic spatial diversity
gains, and are thus superior to conventional simulcasting techniques. Altogether, it was
concluded that as soon as significant macroscopic diversity gains are available, distributed
MIMO systems are typically superior to co-located MIMO systems, even in the case of
unbalanced signal-to-noise ratios.
Several publications have shown that the performance of MIMO systems can be im-
proved significantly when exploiting some form of channel knowledge at the transmitter
side. Motivated by this fact, optimal transmit power allocation strategies for distributed
and co-located MIMO systems were developed in Chapter 4 (Section 4.1), utilizing the
equivalence results from Chapter 3. In particular, fading scenarios were taken into ac-
count that occur especially in distributed MIMO systems. Focus was on power allocation
schemes that require solely statistical channel knowledge at the transmitter side, which can
easily be acquired in practical systems. By means of analytical results, it was shown that
significant performance gains in comparison with equal power allocation can be achieved.
Moreover, the impact of estimation errors concerning the transmitter correlation matrix
was studied, and it was shown that the considered power allocation schemes offer quite a
robust performance.
In the second part of Chapter 4, the use of statistical channel knowledge at the receiver
was investigated, for providing an optimal trade-off between performance and receiver
complexity (Section 4.2). It was shown that there is a strong duality between the con-
sidered reduced-dimension receiver and the statistical transmit power allocation schemes
investigated in Section 4.1. Specifically, the impact of estimation errors concerning the
receiver correlation matrix can be analyzed along the same lines as for the transmitter side.
1Yet, typically substantial performance gains over a single-antenna system were observed, even in the
case of highly correlated antennas or highly unbalanced signal-to-noise ratios.
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Finally, in Chapter 5 two problems were studied that are of particular interest for
MIMO systems with distributed transmit antennas. First, the individual transmitting
nodes will employ independent local oscillators for converting the transmitted signals into
bandpass domain. This can cause carrier-frequency offsets between the different transmis-
sion links resulting in time-varying channel impulse responses. Second, if the individual
transmitting nodes are spaced very far apart, large differences can occur between the cor-
responding link lengths. If no timing-advance technique is employed at the transmitter
side, the different propagation delays can cause intersymbol interference effects compro-
mising the achieved diversity gains. Since the above effects do typically not occur in
co-located MIMO systems, they are usually not addressed in the standard literature on
space-time coding techniques. On the other hand, they are also neglected in most pub-
lications on cooperative wireless networks, where focus is usually rather on algorithms
and protocols managing the interaction between the individual network nodes. In Sec-
tion 5.1, the impact of carrier-frequency offsets on the performance of different space-time
coding techniques was investigated, and possible counter measures were discussed. For
example, for Alamouti’s transmit diversity scheme, improved (linear) receiver structures
were proposed that offer a near-optimum performance. In Section 5.2, the influence of
non-negligible relative propagation delays was studied. Specifically, suitable space-time
coding and equalization techniques were identified, so as to maintain a diversity advantage
over a single-antenna system.
A more detailed account of specific contributions made by this thesis can be found in
the conclusions offered at the end of each chapter.
Directions for Future Work
Throughout this thesis, focus was on transmitter and receiver techniques that concern
mainly the physical layer of distributed and co-located MIMO systems. With regard to
distributed MIMO systems, the influence of several effects, such as macroscopic diversity
effects and non-negligible relative propagation delays, was investigated, and it was demon-
strated that these effects have a significant impact on the resulting system performance.
These results can be seen as a first step towards a more realistic performance evaluation
for cooperative wireless systems. Yet, significantly more work is required, so as to accu-
rately predict the benefits of virtual antenna arrays for practical systems. In particular,
further work on efficient protocols, suitable distributed space-time coding techniques, and
robust receiver structures is required, taking the above effects into account. Concerning
the transmitter and receiver techniques considered in Chapter 4, suitable algorithms for
estimating the spatial correlation matrices have to be developed, and their performance
needs to be assessed. For example, [DIU06] could serve as a starting point here. Similarly,
in the case of significant carrier-frequency offsets, efficient channel tracking algorithms are
needed, so as to limit the performance loss of distributed space-time coding techniques.
Finally, while in this thesis focus was on spatial diversity techniques, it will also be inter-
esting to study the use of spatial multiplexing techniques in distributed MIMO systems.
⋆ ⋆ ⋆
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Appendix A
Acronyms and Abbreviations
Frequently Used Abbreviations
3G Third generation
4G Fourth generation
AoA Angle of arrival
AoD Angle of departure
ASK Amplitude-shift keying
AWGN Additive white Gaussian noise
BCJR Bahl-Cocke-Jelinek-Raviv
BER Bit error rate
BLAST Bell-Labs Layered Space-Time Architecture
BS Base station
CAA Circular antenna array
CCI Co-channel interference
CDF Cumulative distribution function
CDMA Code-division multiple access
CF Characteristic function
CFO Carrier-frequency offset
CRC Cyclic redundancy check
D-BLAST Diagonal BLAST
DDFSE Delayed-decision feedback sequence estimator
DFE Decision-feedback equalizer
DMMT Discrete matrix multitone
DMT Discrete multitone
DPSK Differential phase-shift keying
DS-CDMA Direct-sequence CDMA
EBF Eigen-beamforming
EGC Equal gain combining
EPA Equal power allocation
ESPRIT Estimation of signal parameters via rotational invariance technique
EVD Eigenvalue decomposition
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EXIT Extrinsic information transfer
FDE Frequency-domain equalization
FFT Fast Fourier transform
FIR Finite impulse response
HI Power allocation solution for high SNR values
IDMA Interleave-division multiple access
IFFT Inverse fast Fourier transform
i.i.d. independent and identically distributed
INV Eigenvalue inversion
ISI Intersymbol interference
JLSCE Joint least squares channel estimation
KKT Karush-Kuhn-Tucker
KLT Karhunen-Loe`ve transform
LDPC Low-density parity-check
LE Linear equalizer
LISS List sequential
LoS Line of sight
MAP Maximum a-posteriori
MC-CDMA Multicarrier CDMA
MF Matched filter
MGF Moment-generating function
MIMO Multiple-input multiple-output
MISO Multiple-input single-output
ML Maximum likelihood
MLSE Maximum-likelihood sequence estimation
MMSE Minimum mean squared error
MRC Maximum ratio combining
MS Mobile station
MUSIC Multiple signal classification
OFDM Orthogonal frequency-division multiplexing
OSTBC Orthogonal STBC
PAS Power azimuth spectrum
PCC Parallel concatenated code
PDA Probabilistic data association
PDF Probability density function
PDP Power delay profile
PEP Pairwise error probability
PRUS Perfect roots-of-unity sequence
PSK Phase-shift keying
QAM Quadrature amplitude modulation
QoS Quality of service
RA Repeat-accumulate
RF Radio frequency
RRB Rake Receiver Bound
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Rx Receiver
SD Selection diversity
SDMA Space-division multiple access
SER Symbol error rate
SF Space-frequency
SIC Successive interference cancellation
SINR Signal-to-interference-plus-noise ratio
SiSo Soft-input soft-output
SIMO Single-input multiple-output
SNR Signal-to-noise ratio
s.t. subject to
ST Space-time
STC Space-time code
STBC Space-time block code
STF Space-time-frequency
ST-IDM Space-time IDMA scheme
STTC Space-time trellis code
SVD Singular-value decomposition
TCM Trellis-coded modulation
TDD Time-division duplex
TDMA Time-division multiple access
TR Time-reversal
Tx Transmitter
ULAA Uniform linear antenna array
UMTS Universal Mobile Telecommunication System
US Uncorrelated scattering
VAA Virtual antenna array
V-BLAST Vertical BLAST
WF Waterfilling
WSS Wide-sense stationarity
ZF Zero forcing
Units and Pseudo-Units
bit Pseudo-unit for entropy/information (based on ld(.)-logarithm)
dB decibel
Hz Hertz
m meter
nat Pseudo-unit for entropy/information (based on ln(.)-logarithm)
rad Radiant
s second
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Appendix B
Notation
Use of Fonts
Throughout this thesis, vectors are written in lower-case bold face and matrices in upper-
case bold face. Scalar random variables, random vectors, and random matrices are marked
by an underscore. General sets are written in blackboard type, e.g. S. Specific operators,
such as statistical expectation, are denoted by Sans Serif fonts with argument in curly
brackets, e.g. E{x}. Specific matrices are denoted by bold-face Gothic fonts. For example,
the (n×n)-Fourier matrix is denoted by Fn.
x, ξ Scalar or realization of a scalar random variable x, ξ
x, ξ Vector or realization of a vector random variable x, ξ
X, Ξ Matrix or realization of a matrix random variable X, Ξ
X Specific matrix
X General set
X{.} Specific operator
Conventions
Continuous-time functions such as signals are written using parentheses for the argument,
e.g. s(t). Quantities such as data symbols, which depend on a discrete time index, are
written using square brackets for the argument, e.g. d[k].
The probability of an event E is denoted by Pr{E}. Statistical expectation of a scalar,
vector, or matrix random variable is denoted by E{.}. (For notational convenience, we
write E{x} instead E{x}.) The probability density function (PDF) of a continuous scalar
random variable x is denoted by px(x) and the corresponding cumulative distribution
function (CDF) by Pr{x≤ x}. The joint PDF of a vector random variable x is denoted
by px(x). The characteristic function (CF) and the moment-generating function (MGF)
of a scalar random variable x is denoted as C{x} and M{x}, respectively.
If not stated otherwise, vectors are regarded as column vectors. The ith element of
a vector v is denoted by vi. The (i, j)-element of a matrix M is denoted by mij or by
[M]i,j. The ith column vector of a matrix M is represented by mi. For a given (m×n)
matrixM, vec(M) denotes vectorization, where the column vectors ofM are successively
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stacked in a single column vector of size (mn×1). Moreover, diag(v) denotes a diagonal
matrix with diagonal entries given by the vector v. The determinant, trace, and rank of
a matrix M is denoted by det(M), tr(M) and rank(M), respectively.
Complex conjugation of a complex number is denoted by (.)∗. Moreover, (.)T marks
the transposed of a vector or a matrix and (.)H the Hermitian transposed. The inverse of a
scalar or a square matrix is marked by (.)−1. The Moore-Penrose left-hand pseudoinverse
of a non-square/rank-deficient matrix is denoted by (.)†. Average values, hypotheses, and
hard decisions/estimates are marked by (¯.), (˜.) and (ˆ.), respectively.
A list of all specific symbols, notations, and variables used throughout this thesis is
given below.
List of Specific Symbols and Notations
Constants
e Euler’s number (e ≈ 2.7183)
j Imaginary unit (j =
√−1)
π Pi (π ≈ 3.1416)
Specific Sets
A Symbol alphabet
IC Set of all complex numbers
I Index set
IR, IR>0 Set of all real numbers (greater than zero)
Sn Stiefel manifold (see Definition D.7)
ZZ Set of all integers
Known Functions
cos(x) Cosine function
δ(x), δ[x] Dirac-impulse at x=0
erfc(x) Complementary error function (see Definition C.2)
exp(x) Exponential function
Γ(x) Gamma function (see Definition C.3)
inf(.) Infimum
In(x) Modified Bessel function of the first kind, order n (see Definition C.5)
Jn(x) Bessel function of the first kind, order n (see Definition C.4)
ld(x) Logarithm to the base 2
loga(x) Logarithm to the base a
L(x,µ,ν) Lagrangian function
max(.) Maximum
min(.) Minimum
sin(x) Sine function
sup(.) Supremum
Q(x) Q-function (see Definition C.2)
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Functions of Matrices
cpX(x) Characteristic polynomial of a square matrix X (see Definition D.10)
Cκ(X) Complex zonal polynomial of a complex Hermitian matrix X
det(X) Determinant of a square matrix X
det(X)i Minor determinant of a square matrixX associated with index vector i
rank(X) Rank of a matrix X (see Definition D.10)
tr(X) Trace of a matrix X (sum over all diagonal elements xii)
Functions and Operators Concerning Random Variables
C{x}(jω) Characteristic function (CF) of a scalar random variable x, evaluated
at jω, ω∈ IR (see Definition C.17)
E{.} Statistical expectation of a scalar, vector, or matrix random variable
M{x}(s) Moment-generating function (MGF) of a scalar random variable x,
evaluated at s ∈ IC (see Definition C.17)
px(x) Probability density function (PDF) of a scalar random variable x
px(x) Joint PDF of a vector random variable x
Pr{x ≤ x} Cumulative distribution function (CDF) of a scalar random variable x
Specific Operators and Transforms
∇ Gradient
∂
∂x
Derivative with respect to x
argmax{ . } argmax operator
argmin{ . } argmin operator
F{f(x)}(jω) Fourier transform of a scalar function f(x), evaluated at jω, ω∈ IR
Im{ . } Imaginary part of a complex number
lima→b Limes for a→ b
L{f(x)}(s) Laplace transform of a scalar function f(x), evaluated at s ∈ IC
Pr{E} Probability of an event E
Re{ . } Real part of a complex number
Specific Matrices
0 Matrix or vector with entries 0
A Alamouti matrix
Fn Fourier matrix of size (n×n), see Definition D.8
Hn Hadamard matrix of size (n×n), see Definition D.6
In Identity matrix of size (n×n)
O (Generalized) orthogonal design
Q Quasi-orthogonal design
Specific Distributions
CN (x¯, σ2x) Circularly symmetric complex Gaussian distribution with mean x¯ and
variance σ2x (see Definition C.9)
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CN (x¯,Qx) Multivariate complex Gaussian distribution with mean x¯ and covari-
ance matrix Qx (see Definition C.10)
L(x¯, σ2x) Laplacian distribution with mean x¯ and variance σ2x
(see Definition C.8)
N (x¯, σ2x) Gaussian distribution with mean x¯ and variance σ2x
(see Definition C.7)
U([a, b]) Uniform distribution on the interval [a, b] (see Definition C.6)
Operations on Scalars, Vectors, and Matrices
∗ Convolution
⊙ Hadamard product of two matrices (see Definition D.3)
⊗ Kronecker product of two matrices (see Definition D.4)(
n
k
)
Binomial coefficient
(
= n!
(n−k)! k!
)
[x]+ Maximum of x and 0
x∗ Complex conjugation of a complex number x
x−1 Inverse of a scalar x
xi ith element of a vector x
xi,j, [X]i,j (i, j)-element of a matrix X
xi ith column vector of a matrix X
X† Moore-Penrose left-hand pseudoinverse of a non-square or
rank-deficient matrix X
X−1 Inverse of a square matrix X
(.)H Hermitian transposed of a vector or matrix, (.)H = ((.)T)∗ = ((.)∗)T
(.)T Transposed of a vector or matrix
diag(x) Diagonal matrix with diagonal elements given by the vector x
vec(X) Vectorization of a matrix (stacking of the column vectors)
Norms and Distance Measures
||x||2, ||x|| Euclidean norm of a vector x (see Definition D.1)
||X||F Frobenius norm of a matrix X (see Definition D.2)
µML( . , . ) Metric for maximum-likelihood detection
Mathematical Symbols
[ , ] Limits of a closed interval
( , ) Limits of an open interval
| . | Magnitude of a number or cardinality of a set
! Factorial
∈ Element of
∞ Infinity
Mathematical Accents
(¯.) Average value or mean
(ˆ.) Hard decision
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(˜.) Hypothesis
(`.) Time reversed version of a sequence
(.)• Solution of an optimization problem
(˘.) Rayleigh component of a Rician distributed random variable
List of Variables
General Variables
f Frequency
Λ Diagonal matrix containing eigenvalues
µx,i ith moment of x (see Definition C.15)
µ
(c)
x,i ith centralized moment of x (see Definition C.16)
µ Lagrangian multipliers for inequality constraints
ν Lagrangian multipliers for equality constraints
O Orthogonal matrix (see Definition D.5)
Q Covariance matrix (see Definition D.13)
R Radius
R Correlation matrix (see Definition D.13)
ρx,y Correlation between x and y (see Definition C.18)
σ2x Variance of x
σ2x,y Covariance of x and y (see Definition C.18)
t Absolute time
τ Relative propagation delay
U Unitary matrix (see Definition D.7)
Variables Used for System Modeling
a[k] Information symbols (Q-ary symbol alphabet)
B One-sided signal bandwidth
BRx One-sided bandwidth of the analog receive filter
d Antenna spacing
D Distance between transmitter and receiver
δµ Relative propagation delay associated with the µth transmission link
ǫ Sampling phase
fc Carrier frequency
∆f Carrier frequency offset (CFO)
g(t) Overall impulse response of transmit and receive filtering
gRx(t) Analog receive filter
gTx(t) Analog pulse shaping filter
hν,µ,l[k] Channel coefficients for the link from the µth transmit antenna to the
νth receive antenna (l = 0, ..., L)
h˘ν,µ,l[k] Rayleigh component of channel coefficient hν,µ,l[k]
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hν,µ(τ, t) Overall time-varying impulse response for the link from the µth trans-
mit antenna to the νth receive antenna
hν,µ[k] Channel coefficient vector
hSIMO[k] Channel vector for a SIMO system
hMISO[k] Channel vector for a MISO system
H[k] Channel matrix for frequency-flat fading
Hl[k] Channel matrix for frequency-selective fading (l = 0, ..., L)
H′[k] Spatially uncorrelated channel matrix
k Discrete time index
L Effective channel memory length
λc Carrier wavelength
λRx,ν Eigenvalues of Rh,Rx (ν = 1, ..., N)
λTx,µ Eigenvalues of Rh,Tx (µ = 1, ...,M)
Λh,Rx Eigenvalue matrix of Rh,Rx
Λh,Tx Eigenvalue matrix of Rh,Tx
M Number of transmit antennas
M ′ Number of virtual transmit antennas used by a transmit power
weighting scheme
µ Transmit antenna index (µ = 1, ...,M)
nν [k] kth noise sample at the νth receive antenna
nν(t) Filtered noise at receive antenna ν (continuous time)
N Number of receive antennas
N ′ Number of virtual receive antennas used by a reduced-dimension
receiver
N0 Two-sided noise power density in the equivalent complex baseband
Nb Block length
Nc Number of carriers in a MIMO-OFDM system
Ni Number of STBC code matrices per info block
n[k] kth noise vector
N Matrix of Nb subsequent noise vectors n[k]
ν Receive antenna index (ν = 1, ..., N)
p Path-loss exponent
pt Training block length
P Overall average transmit power (per channel use)
PLoS Line-of-sight probability
phν,µ Channel power profile for the link from the µth transmit antenna to
the νth receive antenna (see Definition 2.1)
̟ Normalized carrier frequency offset (CFO)
Q Cardinality of the finite symbol alphabet
Qh Overall covariance matrix of the channel coefficients
(see Definition 2.2)
Qx Covariance matrix of the transmitted vector x[k]
r Roll-off factor
rν(t) Overall received signal at receive antenna ν (continuous time)
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Rh Overall correlation matrix of the channel coefficients
(see Definition 2.2)
Rh,Rx Receive antenna correlation matrix (see Definition 2.3)
Rh,Tx Transmit antenna correlation matrix (see Definition 2.3)
Rn,ρ Single-parameter antenna correlation matrix, see (3.39)
ρhν,µ,ν′,µ′,l,l′,k,k′ Correlation between two channel coefficients hν,µ,l[k] and hν′,µ′,l′ [k
′]
ρhν,µ,ν′,µ′,l,l′ Correlation between hν,µ,l[k] and hν′,µ′,l′ [k
′] in the quasi-static case
ρhν,µ,ν′,µ′,l Spatial correlation between hν,µ,l[k] and hν′,µ′,l[k]
ρhµ,µ′,l Spatial correlation between hν,µ,l[k] and hν,µ′,l[k]
ρhν,ν′,l Spatial correlation between hν,µ,l[k] and hν′,µ,l[k]
ρhν,µ,l,l′ Intertap correlation between hν,µ,l[k] and hν,µ,l′ [k]
ρhν,µ,l,k,k′ Temporal correlation between hν,µ,l[k] and hν,µ,l[k
′]
ρRx,ν,ν′ Receive antenna correlation (= ρhν,ν′,l)
ρTx,µ,µ′ Transmit antenna correlation (= ρhµ,µ′,l)
sµ(t) Signal transmitted via transmit antenna µ (continuous-time)
S Puncturing matrix representing a selection stage at the receiver
σ2a Variance of information symbols
σ2dB Variance of average SNR in dB (log-normal shadowing)
σ2h Channel variance (= σ
2
hν,µ,l
)
σ2hν,µ,l Variance of channel coefficient hν,µ,l[k]
σ2hν,µ,ν′µ′ Covariance of channel coefficients hν,µ[k] and hν′,µ′ [k]
σ2n Noise variance (after receive filtering)
σ2x,µ Variance of the µth transmitted data symbol xµ[k] (1≤µ≤M)
Σh Weight matrix for the overall covariance matrixQh (see Definition 2.2)
Σh,Rx Receiver covariance matrix (distributed receive antennas)
Σh,Tx Transmitter covariance matrix (distributed transmit antennas)
T Symbol duration
URx Eigenvector matrix of Rh,Rx
UTx Eigenvector matrix of Rh,Tx
wµ Transmit power weight of the µth transmit antenna
wν(t) Additive white Gaussian noise at receive antenna ν (continuous time)
W Transmit power weighting matrix
xµ[k] kth data symbol transmitted via the µth transmit antenna
x[k] kth transmitted vector
xt[k] Training vector
X Matrix of Nb subsequently transmitted vectors x[k]
Ξh Weight matrix for the Kronecker correlation model
yν [k] kth received sample of the νth receive antenna
yν(t) Filtered received signal at receive antenna ν (continuous time)
y[k] kth received vector
Y Matrix of Nb subsequently received vectors y[k]
Ωhν,µ,l Average power of channel coefficient hν,µ,l[k]
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Variables Used for Channel Modeling
ai Complex gain factor of the ith propagation path
as,i Complex gain factor of the sth scattered component of propagation
path i
cτ Constant for an exponentially decaying power delay profile (PDP)
fD,max Maximum Doppler frequency
fν,µ(τn, t) Overall complex gain factor between transmit antenna µ and receive
antenna ν associated with time delay τn
K Rice factor
ka,i Directional vector (direction of arrival, ith propagation path)
kd,i Directional vector (direction of departure, ith propagation path)
m Nakagami-fading parameter
NP Overall number of propagation paths
NP,n Number of propagation paths associated with delay τn
NS,i Number of scattered components associated with the ith propagation
path
Nτ Number of resolvable delays
Pai Average power of the ith propagation path
pϑa(ϑa) Angular PDF of transmitter-sided power azimuth spectrum (PAS)
pϑd(ϑd) Angular PDF of receiver-sided power azimuth spectrum (PAS)
Pn(ϑa) Receiver-sided power azimuth spectrum (see Definition F.2)
Pn(ϑd) Transmitter-sided power azimuth spectrum (see Definition F.2)
pfν,µ Power delay profile of the link between transmit antenna µ and receive
antenna ν (see Definition F.1)
rν,i(t) Signal received at receive antenna ν via propagation path i
Rfν,µ,n(t
′, t) Auto-correlation function of complex gain factor fν,µ(τn, t)
Rfν,µ,n [k
′, k] Discrete-time version of Rfν,µ,n(t
′, t)
rTx,µ Position vector of the µth transmit antenna element
rRx,ν Position vector of the νth receive antenna element
ρfν,µ,ν′,µ′,n Spatial correlation between gain factors fν,µ(τn, t) and fν′,µ′(τn, t)
ρfµ,µ′,n Spatial correlation between gain factors fν,µ(τn, t) and fν,µ′(τn, t)
(transmit antenna correlation)
ρfν,ν′,n Spatial correlation between gain factors fν,µ(τn, t) and fν′,µ(τn, t)
(receive antenna correlation)
σ2fν,µ,n Variance of complex gain factor fν,µ(τn, t)
σ2fν,µ,n,n′ (t
′, t) Covariance of complex gain factors fν,µ(τn, t) and fν,µ(τn′ , t′)
σ2fν,µ,n,n′ Covariance of complex gain factors fν,µ(τn, t) and fν,µ(τn′ , t)
σ2fν,µ,µ′,ν′,n Covariance of complex gain factors fν,µ(τn, t) and fν′,µ′(τn, t)
τc,i Relative delay of the ith propagation path
τmax Maximum delay
τn Resolvable, discrete delays (n = 0, ..., Nτ−1)
ϑa,i Angle of arrival of the ith propagation path
ϑd,i Angle of departure of the ith propagation path
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ϕRx,ν(ϑa,i) Phase offset of receive antenna ν with respect to receive antenna 1
ϕTx,µ(ϑd,i) Phase offset of transmit antenna µ with respect to transmit antenna 1
Variables Used in the Context of Space-Time Coding
γ¯b Overall average received SNR per information bit
γ¯s Overall average received SNR per information symbol
D Delay by one symbol duration
∆DD Delay employed by the delay diversity scheme (two transmit antennas)
η[k] Noise sample after OSTBC decoding or maximum ratio combining
η[k] Noise vector after OSTBC decoding or maximum ratio combining
Heq,ν Channel matrix in equivalent MIMO-system (OSTBC)
κ Time index before the space-time encoder (information symbols)
L′ Effective channel memory length resulting for delay diversity
neq,ν [k] Noise vector in equivalent MIMO-system (OSTBC)
p Number of time indices associated with a single STBC code-matrix
pi Number of information symbols mapped onto STBC code-matrix
Pov Overall average transmit power per code matrix
Rt Temporal rate of an STBC
S Space-time mapping (STBC)
X[k] Code matrix of an STBC
yeq,ν [k] Received vector in equivalent MIMO-system (OSTBC)
Ψν [k] Matrix reflecting the orthogonality loss of Alamouti’s scheme
z[k] Received sample after OSTBC decoding or maximum ratio combining
z[k] Received vector after OSTBC decoding or maximum ratio combining
zMMSE[k] Received vector after linear MMSE receiver
zZF[k] Received vector after linear ZF receiver
Variables Used in the Context of Cooperative Networks
Mi Number of transmit antennas at the ith cooperating transmitting node
Nj Number of receive antennas at the jth cooperating receiving node
Rn Number of cooperating receiving nodes
Tn Number of cooperating transmitting nodes
Variables Used in the Context of Channel Capacity
C¯ Ergodic capacity
C(H) Instantaneous capacity of a MIMO channel (channel matrix H)
COSTBC(h) Instantaneous capacity of an OSTBC system (equivalent channel
vector h)
h(.) Differential entropy (see Definition C.20)
H(.) Entropy (see Definition C.19)
I(.; .) Mutual information
M˜ Minimum of M and N
N˜ Maximum of M and N
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Θ Waterlevel
Variables Used for Error Performance Analysis
a Sequence of information symbols
d Diversity order
d2E(ǫ) Squared Euclidean distance associated with error sequence ǫ
dH(ǫ) Hamming distance associated with error sequence ǫ
∆(Rh) Performance measure for co-located/distributed MIMO systems
ǫ[κ] Error symbol used for evaluating the performance of MLSE
εν,µ[k] Channel estimation error (channel coefficient hν,µ[k])
ǫ Error sequence used for evaluating the performance of MLSE
g Specific parameter depending on the employed signal constellation
(equal to gPSK, gASK, or gQAM, cf. (I.23), (I.25), (I.27) in Appendix I)
h′ Decorrelated channel vector (maximum-ratio-combining system)
n′[k] Noise vector after decorrelation (maximum-ratio-combining system)
Λk(D,E, J) Symbolic branch label used for evaluating the performance of MLSE
P (a→a′) Pairwise error probability of MLSE
P (X→E) Pairwise error probability for a general STC
P¯b Average bit error probability
P¯s Average symbol error probability
PS(D,E, J) Symbolic polynomial used for evaluating the performance of MLSE
Pr{Eerror,k0} Error event probability
S Error path length in terms of trellis segments
T(D,E, J) State transition matrix used for evaluating the performance of MLSE
ΞRx Matrix reflecting the impact of estimation errors concerning the re-
ceiver correlation matrix Rh,Rx (reduced-dimension receiver)
ΞTx Matrix reflecting the impact of estimation errors concerning the trans-
mitter correlation matrix Rh,Tx (statistical transmit power allocation)
y′[k] Decorrelated received vector (maximum-ratio-combining system)
ΨX,E Difference matrix for code matrices X and E
Variables Used in the Context of Trellis-Based Equalization
Γb[k] Metric increment for the trellis-based equalizer (branch b)
Leq Memory length of the trellis-based equalizer
ψsusp Fraction of the overall channel variance discarded by a trellis-based
equalizer with finite memory length Leq
Appendix C
Mathematical Definitions
Please, refer to Appendix B for conventions and notations employed in the following.
C.1 Special Functions
Definition C.1 (Cosine roll-off impulse)
A cosine roll-off impulse g(t) has the following impulse response [Pro01, Ch. 9.2]:
g(t) :=
sin(πt/T )
πt/T
cos(πrt/T )
1− (2rt/T )2 , (C.1)
where T denotes the symbol duration and r ∈ [0, 1] the roll-off factor. The cosine roll-off
impulse is depicted in Fig. C.1 for different roll-off factors r. The corresponding transfer
function G(f) is given by
G(f) =


T for |f | ≤ 1− r
2T
T
2
[
1 + cos
(
πT
r
(
|f | − 1− r
2T
))]
for
1− r
2T
≤ |f | ≤ 1 + r
2T
0 for
1 + r
2T
≤ |f |
. (C.2)
In the case r=0, an ideal low-pass filter results. •
Definition C.2 (Gaussian Q-function)
The Gaussian Q-function is traditionally defined as [AG99,SA00]
Q(x) :=
1√
2π
∫ ∞
x
e−t
2/2 dt. (C.3)
An alternative representation for x≥ 0, which is of particular interest in this thesis, was
proposed in [Cra91]:
Q(x) =
1
π
∫ π/2
0
exp
(
− x
2
2 sin2 φ
)
dφ (x ≥ 0). (C.4)
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Figure C.1: Cosine roll-off impulse for different roll-off factors r.
The Gaussian Q-function is closely related to the complementary error function:
Q(x) =
1
2
erfc
(
x√
2
)
. (C.5)
Special functional characteristics of the Gaussian Q-function are
Q(−∞) = 1, Q(0) = 0.5, and Q(+∞) = 0. (C.6)
Moreover, we have Q(−x) = 1−Q(x) for all x ∈ IR. •
Definition C.3 (Gamma function)
The Gamma function is defined as [BS91, p. 103]
Γ(x) :=
∫ ∞
0
ξx−1 e−ξ dξ (x ∈ IR>0). (C.7)
Special functional characteristics are
Γ(0.5) =
√
π and Γ(1) = 1. (C.8)
Moreover, if x is a natural number Γ(x+1) = x! holds. •
Definition C.4 (Bessel function of the first kind)
The Bessel function of the first kind and order n is defined as follows [BS91, p. 441]:
Jn(x) :=
∞∑
ν=0
(−1)ν
ν! Γ(n+ν+1)
(x
2
)n+2ν
(x ∈ IR), (C.9)
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where Γ( . ) denotes the Gamma function (cf. Definition C.3). There are many alternative
representations of Jn( . ). The following integral representation is of special interest in this
thesis:
Jn(x) :=
1
2πjn
∫ 2π
0
ejnξ ejx cos(ξ) dξ. (C.10)
A special functional characteristic of J0( . ) is J0(0)=1. •
Definition C.5 (Modified Bessel function of the first kind)
The modified Bessel function of the first kind and order n is defined as [BS91, p. 441]
In(x) :=
Jn(jx)
jn
(x ∈ IR), (C.11)
where Jn( . ) is the Bessel function of the first kind and order n (see Definition C.4). •
C.2 Important Statistical Distributions
Definition C.6 (Uniform distribution)
A random variable x with probability density function (PDF)
px(x) =
{
1/|b−a| for x ∈ [a, b]
0 else
(C.12)
is called uniformly distributed on the interval [a, b] (x ∼ U([a, b])). •
Definition C.7 (Gaussian distribution)
The PDF of a real-valued, Gaussian (or normal) distributed random variable x with mean
x¯ :=E{x} and variance σ2x :=E{(x−x¯)2} (x ∼ N (x¯, σ2x)) is given by [BS91, p. 664]
px(x) :=
1√
2πσ2x
exp
(
−(x− x¯)
2
2σ2x
)
. (C.13)
The Gaussian distribution is fully characterized by the first moment µx,1 = x¯ and the
second central moment µ
(c)
x,2 = σ
2
x, cf. Definitions C.15 and C.16. •
Definition C.8 (Laplacian distribution)
A real-valued random variable x with mean x¯ := E{x}, variance σ2x := E{(x− x¯)2}, and
PDF
px(x) :=
1√
2σ2x
exp
(
−|x− x¯|√
σ2x/2
)
(C.14)
is called Laplacian distributed (x ∼ L(x¯, σ2x)) [PMF00]. The Laplace distribution is, for
example, used to model the power azimuth spectrum (PAS) observed at a base station in
a typical urban scenario. The Laplace distribution is illustrated in Fig. C.2, for the case
x¯=0 and σ2x=1. For comparison, the Gaussian distribution has also been included. •
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Figure C.2: Gaussian and Laplacian PDF (x¯=0 and σ2x=1 in both cases).
Definition C.9 (Circularly symmetric complex Gaussian distribution)
The PDF of a complex-valued, circularly symmetric Gaussian distributed random variable
x=xi + jxq with mean x¯ :=E{x}= x¯i + jx¯q and variance σ2x :=E{|x−x¯|2} (x ∼ CN (x¯, σ2x))
is given by [Kam96, p. 707]
px(x) :=
1
πσ2x
exp
(
−|x− x¯|
2
σ2x
)
. (C.15)
For the quadrature components of x the following holds:
xi ∼ N (x¯i, σ2x/2), xq ∼ N (x¯q, σ2x/2), and E{xi x∗q} = 0. (C.16)
and E{(xi−x¯i)(xq−x¯q)∗} = 0. •
Remark C.1 (Application examples)
The zero-mean complex Gaussian distribution is commonly used to model complex
additive white Gaussian noise (AWGN) or the random channel coefficients h[k] of
a rich-scattering fading channel without line-of-sight (LoS) component (Rayleigh
fading). A rich-scattering fading channel with LoS component is usually modeled
by a complex Gaussian distribution with mean x¯ 6=0 (Rician fading).
Definition C.10 (Multivariate complex Gaussian distribution)
The joint PDF of a random vector x ∈ ICm with entries xµ ∼ CN (x¯µ, σ2xµ), µ= 1, ...,m,
and covariance matrix Qx (cf. Definition D.13) is given by
1 [BT04a, p. 113]
px(x) =
1
πm det(Qx)
exp
(−(x−x¯)HQ−1x (x−x¯)) , (C.17)
where x¯ :=[x¯1, . . . , x¯m]
T. As a short-hand notation, we write x ∼ CN (x¯,Qx). •
1It is assumed that the covariance matrix Qx has full rank so that the inverse Q
−1
x
exists.
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Definition C.11 (Rayleigh distribution)
The magnitude α = |x| of a zero-mean complex Gaussian random variable x with vari-
ance σ2x, (x ∼ CN (0, σ2x)), is Rayleigh distributed with PDF [SA00, p. 18]
pα(α) =
2α
Ωα
exp
(
− α
2
Ωα
)
(α ≥ 0), (C.18)
where Ωα :=E{α2} = σ2x. The Rayleigh distribution describes the random channel ampli-
tude α[k] := |h[k]| of a rich-scattering flat-fading channel without LoS component, while
the phase of h[k] is uniformly distributed in [0, 2π). The PDF of the corresponding in-
stantaneous SNR γ := c α2 (c constant) is given by
pγ(γ) =
1
γ¯
exp
(
−γ
γ¯
)
(γ ≥ 0), (C.19)
where γ¯ :=E{γ}=cΩα denotes the average SNR. The PDF pγ(γ) is displayed in Fig. C.3
for the example γ¯=1 (see case K=0). •
Definition C.12 (Rician distribution)
The magnitude α= |x| of a complex Gaussian random variable x with mean x¯ and variance
σ2x (x ∼ CN (x¯, σ2x)) is Rician distributed [Ric48] with PDF [SA00, p. 21]
pα(α) =
2α(1+K)
Ωα
exp
(
−K − α
2(1+K)
Ωα
)
I0

2α
√
K(1+K)
Ωα

 (C.20a)
=
2α
σ2x
exp
(
−α
2 + |x¯|2
σ2x
)
I0
(
2α |x¯|
σ2x
)
(α ≥ 0), (C.20b)
where Ωα :=E{α2}= |x¯|2+σ2x. Moreover,K := |x¯|2/σ2x denotes the Rice factor and I0(x) the
modified Bessel function of the first kind and order zero (cf. Definition C.5). The Rician
distribution describes the random channel amplitude α[k] := |h[k]| of a rich-scattering flat-
fading channel with LoS component. The Rice factor K is given by the ratio between LoS
signal power and average power of the scattered components (K ∈ [0,∞)). The special
case K=0 corresponds to a Rayleigh-fading channel model (cf. Definition C.11), and
the case K→∞ to a non-fading AWGN channel model. The PDF of the corresponding
instantaneous SNR γ := c α2 (c constant) is generally given by
pγ(γ) =
1+K
γ¯
exp
(
−K − γ(1+K)
γ¯
)
I0
(
2
√
γK(1+K)
γ¯
)
(C.21a)
=
1
c σ2x
exp
(
−γ + c |x¯|
2
c σ2x
)
I0
(
2 |x¯|
σ2x
√
γ
c
)
(γ ≥ 0), (C.21b)
where γ¯ := E{γ} = cΩα denotes the average SNR. As an example, the PDF pγ(γ) is
displayed in Fig. C.3, for the example γ¯=1 and different Rice factors K. •
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Figure C.3: PDF pγ(γ) of the instantaneous SNR γ in the case of Rayleigh fading (K=0)
and Rice fading (different Rice factors K) for the example γ¯=1.
Definition C.13 (Nakagami-m distribution)
The Nakagami-m distribution is given by [SA00, p. 22]
pα(α) =
2mmα2m−1
Ωmα Γ(m)
exp
(
−mα
2
Ωα
)
(α ∈ IR≥0), (C.22)
where Ωα := E{α2}. Moreover, m ∈ [0.5,∞) denotes the Nakagami-fading parameter,
and Γ(x) the Gamma function (cf. Definition C.3). The Nakagami-m distribution can
be seen as a generalization of the Rayleigh distribution (C.18) and describes the ran-
dom channel amplitude α[k] := |h[k]| of a rich-scattering flat-fading channel without LoS
component. The phase of h[k] is uniformly distributed in [0, 2π). For the special case
m = 1, the Nakagami-m distribution and the Rayleigh distribution are identical. Val-
ues m 6= 1 either model more severe fading (m< 1) or milder fading conditions (m> 1)
than in the Rayleigh case. The most severe fading results for m= 0.5, where the PDF
(C.22) becomes a one-sided Gaussian distribution. The other extreme, m→∞, corre-
sponds to a non-fading AWGN channel model (similar to the Rician fading model with
K→∞, cf. Definition C.12). Moreover, for m≫ 1 the Nakagami-m distribution is well
approximated by a Rician distribution with Rice factor [SA00, p. 23]
K :=
√
m2 −m
m−√m2 −m, (C.23)
cf. (C.20a). Vice versa, for K≫0 the Rician distribution is well approximated by a
Nakagami-m distribution with
m :=
(1 +K)2
1 + 2K
. (C.24)
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For an arbitrary fading parameter m, the PDF of the corresponding instantaneous SNR
γ := c α2 (c constant) is given by
pγ(γ) =
mmγm−1
γ¯m Γ(m)
exp
(
−mγ
γ¯
)
(γ ≥ 0), (C.25)
where γ¯ :=E{γ}=cΩα denotes the average SNR. The PDF pγ(γ) is displayed in Fig. C.4,
for the example γ¯ = 1 and different values of the fading parameter m. As an example,
the PDF for m=10 has been approximated using a Rician distribution with a Rice factor
according to (C.23). As can be seen, the approximation fits quite well. •
Definition C.14 (Log-normal distribution)
A random variable x is called log-normal distributed if xdB := 10 log10 x dB is Gaussian
distributed (cf. Definition C.7). Let x¯dB and σ
2
xdB
denote the mean and the variance of
xdB, i.e., xdB ∼ N (x¯dB, σ2xdB). Then, the PDF of x can be expressed as [SA00, p. 24]
px(x) =
10√
2πσ2xdB ln10
1
x
exp
(
−(10 log10 x− x¯dB)
2
2σ2xdB
)
. (C.26)
The log-normal distribution is often used to model macroscopic fading due to shadowing
effects [Stu96, Ch. 2.4], where the average SNR γ¯
dB
:= 10 log10 γ¯ in dB (averaged over
a medium time scale) is assumed to be Gaussian distributed (i.e., x := γ¯ in the above
PDF, while γ¯ denotes the average SNR on a linear scale). In order to combine log-normal
shadowing with Rayleigh-, Rice-, or Nakagami-m fading (cf. Definitions C.11 to C.13), the
PDF of the instantaneous SNR, pγ(γ), is conditioned on the average SNR γ¯ (→ pγ|γ¯(γ|γ¯) )
and is then averaged over the log-normal PDF pγ¯(γ¯) [HS93]. This yields the (new) PDF
of the instantaneous SNR within the composite fading model:
pγ(γ) =
∫ ∞
0
pγ|γ¯(γ|γ¯) pγ¯(γ¯) dγ¯ . (C.27)
As an example, the PDF pγ(γ) is displayed in Fig. C.5, for composite Nakagami-m
fading/log-normal shadowing with different values of the fading parameter m and the
variance σ2xdB (E{γ¯}=1). •
C.3 Moments of a Statistical Distribution
Definition C.15 (Moments of a one-dimensional distribution)
The ith moment of a random variable x with PDF px(x) is defined as [BS91, p. 667]
µx,i := E{xi} =
∫ +∞
−∞
xi px(x) dx. (C.28)
The mean of x is given by the first moment, i.e., x¯ :=µx,1. •
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Figure C.4: PDF pγ(γ) of the instantaneous SNR γ in the case of Nakagami-m fading,
for the example γ¯=1 and different values of the fading parameter m (the case m=1
corresponds to Rayleigh fading). For comparison, the PDF resulting for Rician fading
with K=18.487 has also been included.
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Figure C.5: PDF pγ(γ) of the instantaneous SNR γ in the case of composite Nakagami-m
fading/log-normal shadowing, for the example E{γ¯}=1 and different values of the fading
parameter m and the variance σ2xdB .
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Definition C.16 (Central moments of a one-dimensional distribution)
The ith central moment of a random variable x with PDF px(x) is defined as [BS91, p. 667]
µ
(c)
x,i := E{(x−x¯)i} =
∫ +∞
−∞
(x− x¯)i px(x) dx. (C.29)
The variance of x is given by the second central moment, i.e, σ2x :=µ
(c)
x,2. •
Definition C.17 (Moment-generating function, characteristic function)
Themoment-generating function (MGF) of a random variable x with PDF px(x) is defined
as [SA00, p. 4]
M{x}(s) := E{esx} =
∫ +∞
−∞
esx px(x) dx (C.30)
(provided that the integral exists). The MGF corresponds to the Laplace transform of
the PDF of x, evaluated at −s, i.e.
M{x}(s) = L{px(x)}(−s). (C.31)
The name of the MGF comes from the fact that a series expansion of M{x}(s) yields all
(non-central) moments of x:
M{x}(s) = E
{ ∞∑
i=0
(sx)i
i!
}
=
∞∑
i=0
si
i!
· µx,i, (C.32)
cf. Definition C.15. For many statistical distributions, closed-form expressions are known
for the corresponding MGF. Table C.1 states some examples that are of further interest
in this thesis [AG99,SA00]. In this case, the moments µx,i may be calculated analytically,
according to
µx,i = i! · ∂
∂si
M{x}(s)
∣∣∣∣
s=0
. (C.33)
Some authors prefer to use the so-called characteristic function (CF), which is defined in
a very similar fashion as the MGF [Pro01, Ch. 2.1.3]:
C{x}(jω) := E{ejωx} =
∫ +∞
−∞
ejωx px(x) dx (C.34)
(provided that the integral exists). The CF corresponds to the Fourier transform of the
PDF of x, evaluated at −jω, i.e.
C{x}(jω) = F{px(x)}(−jω). (C.35)
Specifically, we have C{x}(jω) = M{x}(s = jω), provided that the imaginary axis lies
within the convergence area of the MGF. Similar to (C.33), the ith moment of x can be
calculated as
µx,i =
i!
ji
· ∂
∂ωi
C{x}(jω)
∣∣∣∣
ω=0
. (C.36)
•
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PDF Eq. Corresponding MGF
Gaussian distribution px(x) (C.13) M{x}(s) = exp(sx¯) exp
(
s2σ2x
2
)
pγ(γ), Rayleigh fading (C.19) M{γ}(s) = 1
1−sγ¯
pγ(γ), Rice fading (C.21a) M{γ}(s) = 1+K
1+K−sγ¯ exp
(
Ksγ¯
1+K−sγ¯
)
pγ(γ), Nakagami-m fading (C.25) M{γ}(s) =
(
m
m−sγ¯
)m
Table C.1: Some important PDFs with closed-form MGFs.
Definition C.18 (Covariance and correlation)
Let x and y be two random variables with joint PDF px,y(x, y). The covariance of x and
y is defined as
σ2x,y := E{(x−x¯)(y−y¯)∗} =
∫ +∞
−∞
∫ +∞
−∞
(x−x¯)(y−y¯)∗ px,y(x, y) dx dy. (C.37)
The correlation between x and y is defined as
ρx,y :=
σ2x,y√
σ2xσ
2
y
, (C.38)
where σ2x :=E{|x−x¯|2} and σ2y :=E{|y−y¯|2}. If x and y are complex random variables, the
covariance σ2x,y and the correlation ρx,y are in general complex-valued. The magnitude of
ρx,y is always between zero and one, while |ρx,y|=0 represents the uncorrelated case and
|ρx,y|=1 the case of full correlation. •
C.4 Entropy and Mutual Information
Definition C.19 (Entropy of a Random Variable)
Let x denote a scalar random variable with realizations x that are drawn from a finite
alphabet X :={ξ1, ..., ξQ} of cardinality Q. Moreover, let pq denote the probability that a
realization of x is equal to ξq (1≤q≤Q). The entropy of x is then defined as [CT91, p. 5]
H(x) := −
Q∑
q=1
pq loga(pq) = −E{loga(pq)}. (C.39)
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The entropy is a measure for the average uncertainty or the average information of x.
Correspondingly, entropy is sometimes referred to as self-information of a random vari-
able. Throughout this thesis, the logarithm log2(.) = ld(.) is used, and the entropy is
associated with the pseudo-unit ‘bits’. (Some authors use the natural logarithm instead,
in conjunction with the pseudo-unit ‘nats’ [Gal68, p. 16].) A generalization of (C.39) to
vector random variables is straightforward. •
Definition C.20 (Differential entropy)
The differential entropy constitutes the generalization of entropy to continuous random
variables. Let x denote a scalar random variable with realizations x that are drawn from
a continuous set X. Moreover, let px(x) denote the PDF of x. The differential entropy of
x is then defined as [CT91, p. 224]
h(x) := −
∫
X
px(x) loga px(x) dx = −E{loga px(x)}. (C.40)
Throughout this thesis, the logarithm log2(.)=ld(.) is used, and the entropy is associated
with the pseudo-unit ‘bits’. A generalization of (C.40) to vector random variables is
straightforward. •
Definition C.21 (Mutual information)
The mutual information I(x; y) between two scalar random variables x and y is defined
as [CT91, p. 19, 231]
I(x; y) := H(y)−H(y|x) or I(x; y) := h(y)− h(y|x), (C.41)
depending on whether the realizations of x and y are taken from a finite alphabet or from
a continuous set (cf. Definition C.19 and C.20). The mutual information I(x; y) can be
interpreted as the average information gain about x that can be obtained by observing y
(or vice versa, since I(x; y)=I(y;x) holds). Specifically, we have
I(x;x) = H(x) or I(x;x) = h(x). (C.42)
A generalization of (C.41) and (C.42) to vector random variables is straightforward. •
C.5 Important Theorems
Theorem C.1 (Weak law of large numbers/Bernoulli’s theorem)
Let {x1, ..., xN} be a set of N independent and identically distributed (i.i.d.) random
variables with an arbitrary PDF px(x), finite mean x¯, and finite variance σ
2
x. Furthermore,
let y be the so-called sample mean of {x1, ..., xN}, defined as [Pro01, Ch. 2.1.6]
y :=
1
N
N∑
n=1
xn. (C.43)
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Then, y can be interpreted as an estimate for x¯. Specifically, it can be shown that
y¯=E{y}= x¯. The variance of y can be shown to be
E{(y−y¯)2} = σ
2
x
N
. (C.44)
Correspondingly, for N →∞ the variance of y approaches zero, i.e, the sample mean
(C.43) converges to the true mean x¯.
Theorem C.2 (Central limit theorem)
Let {x1, ..., xN} be a set of N independent and identically distributed (i.i.d.) random
variables with an arbitrary PDF px(x), a finite mean x¯, and a finite variance σ
2
x. Then,
the random variable
y := lim
N→∞
1√
N
N∑
n=1
(xn−x¯)√
σ2x
(C.45)
is Gaussian distributed with zero mean and unit variance [Pro01, Ch. 2.1.6].
Theorem C.3 (Relaxed central limit theorem)
Let {x1, ..., xN} be a set of N independent, not necessarily identically distributed random
variables with finite means x¯n and finite variances σ
2
x,n (n=1, ..., N). Then, the random
variable
y := lim
N→∞
∑N
n=1(xn−x¯n)√∑N
n=1 σ
2
x,n
(C.46)
is almost surely Gaussian distributed with zero mean and unit variance [PKB99, p. 203].
Appendix D
Matrix Calculus
Please, refer to Appendix B for conventions and notations employed in the following.
D.1 Vector and Matrix Norms
Definition D.1 (Euclidean norm)
The Euclidean norm of an (m×1)-vector x is defined as [Gv96, p. 52]:
||x||2 :=
√√√√ m∑
µ=1
|xµ|2 =
√
tr(xxH). (D.1)
We often use ||x|| as a short-hand notation. •
Definition D.2 (Frobenius norm)
The Frobenius norm of an (m×n)-matrix X is defined as [Gra83, Ch. 5.6]:
||X||F :=
√√√√ m∑
µ=1
n∑
ν=1
|xµν |2 =
√√√√ n∑
ν=1
||xν ||2 =
√
tr(XXH), (D.2)
where xν denotes the νth column vector of X. •
D.2 Special Matrix Products
Definition D.3 (Hadamard product)
The Hadamard product of two (m×n)-matrices X and Y is defined as:
X⊙Y :=

 x11 y11 . . . x1n y1n... . . . ...
xm1 ym1 . . . xmn ymn

 (D.3)
(element-wise multiplication). •
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Definition D.4 (Kronecker product)
The Kronecker product of an (m×n)-matrix X and an (m′×n′)-matrix Y is defined as:
X⊗Y :=

 x11Y . . . x1nY... . . . ...
xm1Y . . . xmnY

 , (D.4)
where the resulting matrix is of size mm′×nn′. •
D.3 Orthogonal Matrices
Definition D.5 (Orthogonal matrix)
A real-valued (n×n)-matrix O, for which
OOT = In (D.5)
holds (i.e., OT=O−1), is called an orthogonal matrix [Gv96, Ch. 2.5.1]. Orthogonal
matrices have some important properties. For example, for any orthogonal matrix O
det(O) =±1 holds, i.e., orthogonal matrices are always non-singular. Also, the matrix
product of two arbitrary orthogonal matrices O1 and O2 always yields an orthogonal
matrix: O1O2(O1O2)
T=O1O2O
T
2O
T
1 =In. •
Definition D.6 (Hadamard matrix)
A specific orthogonal matrix that is of particular interest in this thesis is the normalized
Hadamard matrix Hn of size n×n, which contains solely entries ±1/
√
n [Gra83, Ch. 8.14].
Unfortunately, normalized Hadamard matrices do not exist for arbitrary n. Moreover,
although it is conjectured that normalized Hadamard matrices exist for n=2 and any n
that is a multiple of 4, a strict proof is yet to be found. A normalized Hadamard matrix
of size 2×2 is, for example, given by
H2 =
1√
2
[
+1 +1
+1 −1
]
. (D.6)
If Hn is a normalized Hadamard matrix of size n×n this is also the case for any column-
or row-permuted version of Hn. Normalized Hadamard matrices of size 2n×2n can, for
example, be constructed by building the Kronecker product
H2n = H2 ⊗Hn = 1√
2
[
Hn Hn
Hn −Hn
]
, (D.7)
with Hn being a normalized Hadamard matrix of size n×n. •
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D.4 Unitary Matrix Transforms
Definition D.7 (Unitary matrix, Stiefel manifold)
A complex-valued (n×n)-matrix U, for which
UUH = In (D.8)
holds (i.e., UH=U−1), is called a unitary matrix [Gv96, Ch. 2.5.6]. Unitary matrices
play an important role throughout this thesis. Similar to real-valued orthogonal matrices,
unitary matrices have some important properties. For example, for any unitary matrix U
| det(U)|=1 holds, i.e., unitary matrices are always non-singular. Moreover, the matrix
product of two arbitrary unitary matrices U1 and U2 always yields a unitary matrix. The
set of all unitary (n×n)-matrices is referred to as Stiefel manifold [HH02a] and is denoted
as
Sn := {U | U ∈ ICn×n, U unitary} (D.9)
in the sequel.1 •
Remark D.1 (Parameterizations of the Stiefel manifold)
Any unitary matrix U∈Sn is associated with n2 real-valued free parameters,
whereas an arbitrary complex-valued (n×n)-matrix is associated with 2n2 real-
valued parameters [HH02a]. This reduced number of free parameters is due to the
fact that the column vectors uν (ν=1, ..., n) of a unitary matrix are required to have
unit norms ||uν || (n constraints) and are required to be mutually orthogonal, i.e.,
uHν uν′=0 for all ν, ν
′=1, ..., n (n2−n constraints). Given a set of n2 real-valued pa-
rameters, there are several techniques to generate a unitary (n×n)-matrix [HH02a]:
• Givens rotations: LetD be a unitary diagonal (n×n)-matrix, i.e., the diagonal
entries of D are given by dν :=e
jϕν (ν=1, ..., n). Furthermore, let O1 and O2
denote two arbitrary real-valued (non-diagonal) orthogonal (n×n)-matrices.
Then, the matrix product
U := O1DO2 (D.10)
yields a unitary (non-diagonal) matrix, i.e., U∈ Sn. Any orthogonal (n×n)-
matrix O can in turn be written as the product of (n−1)n/2 Givens matrices:
O := G1G2 · · ·G(n−1)n/2. (D.11)
Each Givens matrix Gi, 1≤ i≤(n−1)n/2, represents a planar rotation on one
of the (n−1)n/2 two-dimensional hyperplanes, and is determined by a single
real-valued parameter φ, which represents the angle of rotation. Therefore,
according to (D.10) altogether n+2(n−1)n/2=n2 real-valued parameters are
required, in order to generate a unitary matrixU by means of Givens rotations
(as expected).
1In a more general definition, unitary matrices may also be non-square. Correspondingly, the Stiefel
manifold is typically defined as the set of all unitary (m×n)-matrices, where m=n or m 6=n.
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• Householder reflections: This construction is similar to the above construction
based on Givens rotations. Again, let D be a unitary diagonal (n×n)-matrix.
Then the matrix product
U := DH1H2 · · ·Hn (D.12)
yields a unitary (non-diagonal) matrix U, where the (n×n)-Householder ma-
trices Hν (ν=1, ..., n) are defined as
Hν := In − 2 · ξ
(ν)ξ(ν)H
||ξ(ν)||2 , ξ
(ν) := [ 0, . . . , 0, 1, ξ
(ν)
ν+1, . . . , ξ
(ν)
n ]
T. (D.13)
Here, ξ
(ν)
ν+1, ..., ξ
(ν)
n (1≤ν≤n) are (n−1)n real-valued parameters.
• Matrix exponential function: Given an arbitrary Hermitian matrix A∈ ICn×n
(i.e., A=AH), the mapping
U := ejA =
∞∑
i=0
(jA)i
i!
(D.14)
always yields a unitary matrix U. The mapping (D.14) can be interpreted as
a matrix generalization of the scalar mapping u :=eja (a∈ IR), which maps the
real axis onto the unit circle within the complex plane. It should be noted that
the mapping (D.14) is not a one-to-one mapping (similar to the scalar case,
where a∈ IR and a±N2π yield the same complex number u for any N ∈ZZ).
• Cayley transform: This construction is similar to the one based on the matrix
exponential function. Given an arbitrary Hermitian matrix A ∈ ICn×n, the
so-called Cayley transform of jA,
U := (In + jA)
−1(In − jA), (D.15)
always yields a unitary matrixU. Similar to the mapping (D.14), the mapping
(D.15) can be interpreted as a matrix generalization of the scalar mapping
u :=(1− ja)/(1 + ja) (a ∈ IR), which maps the real axis onto the unit circle
within the complex plane.
Definition D.8 (Fourier matrix)
A specific unitary matrix, that is of particular interest in this thesis, is the (n×n)-Fourier
matrix Fn with entries [Fn]µ,ν = e
−j2π(µ−1)(ν−1)/n/
√
n, which exists for any number n
[Gra83, Ch. 8.12]:
Fn :=
1√
n


1 1 1 · · · 1
1 ω ω2 · · · ωn−1
1 ω2 ω4 · · · ω(n−1)·2
...
...
...
. . .
...
1 ωn−1 ω2·(n−1) · · · ω(n−1)·(n−1)

 , ω :=e
−j2π/n. (D.16)
•
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Definition D.9 (Unitary matrix transformation)
A unitary matrix transformation is a linear mapping A 7→ UAUH, where A is an
arbitrary complex-valued (n×n)-matrix and U ∈ Sn an arbitrary unitary matrix [Gv96,
Ch. 2.5.6]. Unitary matrix transformations are often useful, because they preserve a
number of fundamental matrix properties. For example,
| det(UAUH)| = | det(U)|2 | det(A)| = | det(A)|. (D.17)
Moreover, we have tr(UAUH)=tr(A) [Gra83, Ch. 9.1] and
||UAUH||F =
√
tr(UAUHUAHUH) = ||A||F. (D.18)
(cf. Definition D.2). •
D.5 Eigenvalue and Singular-Value Decomposition
Definition D.10 (Eigenvalues and eigenvectors)
The eigenvalues λ1, ..., λn of a square matrix A ∈ ICn×n are the n roots of the characteristic
polynomial [Gv96, Ch. 7.1]
cpA(x) := det(xIn −A). (D.19)
The non-zero vectors xν ∈ ICn (ν=1, ..., n) that satisfy
Axν = λνxν (D.20)
are called the eigenvectors of A. The rank of A, denoted as rank(A), is defined as the
number of non-zero eigenvalues λν . •
Definition D.11 (Eigenvalue decomposition)
Any square matrix A∈ ICn×n with unequal eigenvalues λ1 6= ... 6=λn can be written as the
product of a non-singular square matrix X ∈ ICn×n, a diagonal matrix Λ, and the inverse
of X, according to
A = XΛX−1. (D.21)
This follows directly from rewriting (D.20) according toAX = XΛ, whereX :=[x1, ...,xn]
contains the eigenvectors of A and Λ := diag([λ1, ..., λn]) the corresponding eigenvalues.
Correspondingly, (D.21) is called eigenvalue decomposition (EVD) of A. The EVD can,
for example, be obtained by means of the Jacobian algorithm [Gv96, Ch. 8.4]. •
Remark D.2 (EVD of Hermitian matrices)
If A is Hermitian (A=AH), its eigenvectors constitute a unitary basis, i.e.,
U :=[x1, ...,xn] (D.22)
is a unitary matrix [HJ85, Ch. 2.5]. Correspondingly, A can be written as
A = UΛUH. (D.23)
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Specifically, all eigenvalues are real-valued in this case [HJ85, Ch. 2.5]. If, addition-
ally, A can be written as a product A=BBH, where B is an arbitrary complex-
valued matrix, all eigenvalues of A are greater than or equal to zero (since the
eigenvalues of A are the squares of the non-zero singular values of B, cf. Defini-
tion D.12).
Definition D.12 (Singular-value decomposition)
The singular-value decomposition (SVD) can be seen as a generalization of the EVD to
non-square matrices. Any matrix B ∈ ICm×n can be written as a product [Gv96, Ch. 2.5]
B = UΛVH, (D.24)
where U is a unitary (m×m)-matrix containing the eigenvectors of BBH, and V is a
unitary (n×n)-matrix containing the eigenvectors of BHB. The matrix Λ is an (m×n)-
diagonal matrix containing the non-negative square-roots of the m˜ :=min(m,n) eigenval-
ues χ1, ..., χm˜ of BB
H (m≤n) or BHB (m>n):
Λ :=

 λ1 0. . . 0m,n−m
0 λm

 (m≤n), Λ :=


λ1 0
. . .
0 λn
0m−n,n

 (m>n), (D.25)
where the parameters λµ˜ :=
√
χµ˜ (µ˜=1, ..., m˜) are called singular values of B. Obviously,
the eigenvalues χµ˜ are always real-valued, since BB
H and BHB are Hermitian matrices.
In the case of a Hermitian matrix B ∈ ICn×n, we have BBH=BHB, i.e., the SVD (D.24)
reduces to the EVD (D.23). •
D.6 Covariance and Correlation Matrices
Definition D.13 (Covariance and correlation matrix)
The covariance matrix of a complex-valued vector random variable
x := [x1, . . . , xm]
T (D.26)
is defined as
Qx := E{(x−x¯)(x−x¯)H} = Σx ⊙Rx, (D.27)
where x¯ :=E{x} denotes the mean of x,
Σx :=

 σ
2
x1
. . .
√
σ2x1σ
2
xm
...
. . .
...√
σ2x1σ
2
xm . . . σ
2
xm

 (D.28)
is a weight matrix determined by the variances σ2xi=E{|xi−x¯i|2} (i=1, ...,m) of the ele-
ments of x, and Rx denotes the corresponding correlation matrix. Covariance and corre-
lation matrices are always Hermitian, i.e., Qx=Q
H
x and Rx=R
H
x . The entries of Qx and
D.6. COVARIANCE AND CORRELATION MATRICES 217
Rx are in general complex-valued. Moreover, the entries of Rx always have magnitudes
that are smaller than or equal to one. Specifically, we have [Rx]i,i=1 for all i=1, ...,m.
Moreover, the determinant of Rx is always between zero and one [Gra83, Ch. 8.7], i.e.,
0 ≤ det(Rx) ≤ 1, (D.29)
where det(Rx)=1 if and only if Rx=Im. Due to the left-hand side of (D.27), the co-
variance matrix Qx can be written as a product BB
H, where B denotes an appropriate
(m×m)-matrix [HE95, Ch. 1.5]. Correspondingly, the eigenvalues of Qx and Rx are al-
ways greater than or equal to zero, i.e., Qx and Rx are always non-negative definite.
2
•
Remark D.3 (Estimation of covariance and correlation matrices)
Covariance and correlation matrices can be measured/estimated by averaging over
a sufficiently large number of independent realizations xn of the random vector x
under consideration, e.g., for zero-mean random variables
Qˆx,Ns :=
1
Ns
Ns∑
n=1
xn x
H
n . (D.30)
For Ns →∞, we have
lim
Ns→∞
Qˆx,Ns = Qx, (D.31)
i.e., the sample mean of xn x
H
n tends to the expected value (cf. Theorem C.1). In
general, the properties of estimated covariance/correlation matrices may deviate
from the properties stated in Definition D.13. For example, the determinant of an
estimated correlation matrix Rˆx might be greater than one. In particular, if the
individual entries of the covariance/correlation matrix are estimated separately, one
might obtain a negative definite estimate Qˆx/ Rˆx.
Within the scope of this thesis, channel covariance/correlation matrices are of special
interest. These can, for example, be estimated at the receiver by employing appro-
priate training sequences. Estimation techniques that guarantee positive (semi-)
definite estimates of the channel covariance/correlation matrix were, for example,
considered in [DIU06].
2Note that the non-negative definite property of Rx is also reflected in the left inequality of (D.29).
The right inequality follows from the so-called Hadamard inequality, which states that for any non-
negative definite (m×m)-matrix A, det(A) ≤ a11 · a22 · ... · amm holds, with equality if and only if A is
diagonal [BT04a, App. B.2].
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Appendix E
Convex Optimization
SOME OF THE theorems presented in this thesis are proven using techniques from
convex optimization. To this end, a brief introduction to convex optimization is pro-
vided in the following. Further details can be found in the excellent book by Boyd and
Vandenberghe [BV04] or in the tutorial paper [LY06] by Luo and Yu.
E.1 Optimization Problems and Strong Duality
Consider the following (general) optimization problem:
minimize f(x) (E.1)
subject to gi(x) ≤ 0 (i = 1, ..., l),
hj(x) = 0 (j = 1, ...,m),
where x ∈ IRn denotes the optimization variable of the problem, f : IRn→ IR the objec-
tive function, and gi : IR
n→ IR (i=1, ..., l) and hj : IRn→ IR (j=1, ...,m) denote some
constraint functions.
For any optimization problem of the above form, a dual problem can be found which
is based on the so-called Lagrangian function L(x,µ,ν). The Lagrangian function is
obtained by augmenting the objective function f by a weighted sum of the constraint
functions gi and hj, according to
L(x,µ,ν) := f(x) +
l∑
i=1
µi gi(x) +
m∑
j=1
νj hj(x) (E.2)
(L : IRn×IRl×IRm→ IR), where the parameters µi and νj are called Lagrangian multipliers
for the (in)equality constraints, and µ :=[µ1, ..., µl ]
T and ν :=[ ν1, ..., νm ]
T are called the
dual variables. The dual optimization problem corresponding to (E.1) is then given by
maximize fd(µ,ν) := min
x∈IRn
L(x,µ,ν) (E.3)
subject to µi ≥ 0 (i = 1, ..., l),
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where the function fd : IR
l×IRm→ IR is called the Lagrangian dual function. The signif-
icance of the dual optimization problem is explained as follows. Let x• ∈ IRn denote a
solution of the primal optimization problem (E.1), i.e., x• minimizes the objective func-
tion f under the given constraints. Moreover, let f(x•) =: p• denote the corresponding
minimum value of f . Then it can be shown [BV04, Ch. 5.1] that the Lagrangian dual
function always provides a lower bound on p•, as long as all Lagrangian multipliers µi are
greater than or equal to zero, i.e.,
fd(µ,ν) ≤ p• (E.4)
for all µ ∈ IRl≥0 and ν ∈ IRm. Correspondingly, the dual optimization problem can be
interpreted as finding the best lower bound on p•, given the constraint that all Lagrangian
multipliers µi are greater than or equal to zero. Now, let (µ
•,ν•) ∈ IRl≥0×IRm denote a
solution of the dual optimization problem (E.3), i.e., (µ•,ν•) maximizes the Lagrangian
dual function fd under the given constraints. Moreover, let fd(µ
•,ν•) =: d• denote the
corresponding maximum value of fd. If now d
• = p• holds, i.e., the so-called (optimal)
duality gap (p•−d•) is zero, the two optimization problems (E.1) and (E.3) are said to be
strongly dual (otherwise weakly dual).
Karush-Kuhn-Tucker Conditions
In the following, we assume that the objective function f and the constraint functions gi
and hj of the primal optimization problem (E.1) are differentiable on IR
n. Moreover, we
assume that strong duality is given. Under these prerequisites, it can be shown [BV04,
Ch. 5.5] that any pair of primal and dual optimal points, x•, (µ•,ν•), must satisfy the
so-called Karush-Kuhn-Tucker (KKT) conditions, which are given by
gi(x
•) ≤ 0 for all i = 1, ..., l (1st primal problem constraint) (E.5a)
hj(x
•) = 0 for all j = 1, ...,m (2nd primal problem constraint) (E.5b)
µ•i ≥ 0 for all i = 1, ..., l (dual problem constraint) (E.5c)
µ•i gi(x
•) = 0 for all i = 1, ..., l (complementary slackness) (E.5d)
∇L(x•,µ•,ν•) = 0 (gradient condition) (E.5e)
(∇f(x) := [ ∂f(x)/∂x1, ..., ∂f(x)/∂xn ]T denotes the gradient of a function f : IRn→ IR).
E.2 Convex Optimization Problems
A function f : IRn→ IR is called convex, if for all x,y ∈ IRn and all parameters ϑ ∈ [0, 1]
the following holds:1
f (ϑx+ (1−ϑ)y) ≤ ϑ f(x) + (1−ϑ)f(y). (E.6)
1For fixed points x,y ∈ IRn, the set S :={ϑx+ (1−ϑ)y | ϑ ∈ [0, 1] } marks a straight line in IRn, which
starts in y (ϑ=0) and ends in x (ϑ=1). Similarly, the set S′ :={ϑ f(x) + (1−ϑ)f(y) | ϑ ∈ [0, 1] } marks
a straight line in IRn+1, which starts in (y, f(y)) and ends in (x, f(x)). If f is convex, the line S′, which
is called the chord between x and y, lies always above the graph of f (for any choice of x,y ∈ IRn).
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Moreover, f is called concave if −f is convex. In order to avoid confusions, convex
functions are often called convex-∪, whereas concave functions are called convex-∩. An
important special case are linear and affine functions (i.e., linear functions plus a constant),
because they satisfy the above condition with equality and are thus convex-∪ and convex-∩
at the same time.
A (primal) optimization problem of form (E.1) is called a convex optimization problem,
if the objective function f as well as all constraint functions gi and hj are convex-∪.2
(If all functions are linear, the optimization problem is called a linear program.) Convex
optimization problems are an important class of optimization problems, because they have
two amicable properties [BV04, pp. 226, 244]. First, if the primal optimization problem
is convex, usually (but not always) strong duality is given. Second, the KKT conditions
(E.5) are not only necessary conditions for a pair of primal and dual optimal points
x•, (µ•,ν•), but also sufficient conditions. Correspondingly, assuming strong duality the
KKT conditions can be utilized, in order to find a pair x•, (µ•,ν•) of primal and dual
optimal points. However, if the primal problem is not convex, the KKT conditions can
only be utilized in order to check, whether a given pair of points, x, (µ,ν), is primal and
dual optimal.
An example for a convex optimization problem, which is of special interest within this
thesis, is the well-known water-filling problem:
Example E.1 (Water-filling problem)
The water-filling problem is given by
minimize f(x) := −
n∑
j=1
log(αj + xj) (x ∈ IRn) (E.7)
subject to
n∑
j=1
xj = 1 and xj ≥ 0 for all j = 1, ..., n .
It occurs, for example, in the derivation of the capacity of multiple parallel additive
white Gaussian noise (AWGN) channels with unequal average signal-to-noise ratios
[Gal68, Ch. 7.5]. The solution of (E.7) is very well documented in [BV04, Ch. 5.5]
and is therefore not be repeated here. (Moreover, a similar derivation can be found
in Appendix 3 at the end of Chapter 4.) One obtains:
x•j = [Θ− αj ]+ subject to
n∑
j=1
[Θ− αj ]+ = 1, (E.8)
where
[ ξ ]+ := max{0, ξ}. (E.9)
Equation (E.8) has to be solved numerically, in order to obtain the so-called water-
level Θ. The water-filling solution is illustrated in Fig. E.1. 3
2Interestingly, the dual optimization problem (E.3) is always convex, irrespective of the primal opti-
mization problem [BV04, Ch. 5.2].
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. . .. . .
Θ
x•1
α1
x•2
αn
α2
x•n=0
. . .
n∑
j=1
x•j = 1
Figure E.1: Illustration of the water-filling solution.
Appendix F
Channel Modeling
IN THE FOLLOWING, we derive a statistical model for multipath signal propagation
in a typical wireless communication setting. We start with a physical view on multipath
signal propagation from a single transmit antenna to a single receive antenna, see [RC98,
BGP02,Mue02a, XCHV04]. Based on this, the statistical multipath signal propagation
model is derived in a transparent fashion. Throughout this thesis, it is assumed that
the physical channel is linear. The most important results obtained in the following are
summarized in Section 2.2.1. The statistical multipath signal propagation model is later
utilized in Section 2.2.2, in order to derive the discrete-time MIMO channel model, which
builds the theoretical basis throughout this thesis.
F.1 Physical Perspective on Multipath Propagation
Consider a point-to-point link between a transmitter and a receiver situated in a typical
wireless communication scenario1, as depicted in Fig. F.1. Transmitter and receiver are
equipped with M and N co-located antenna elements, respectively. For the time being,
we focus on signal propagation from a single transmit antenna µ (1≤µ≤M) to a single
receive antenna ν (1≤ν≤N). Let sµ(t) ∈ IC denote the corresponding transmitted signal,
where t denotes the absolute time. The transmitted signal sµ(t) arrives at the receiver
via multiple paths, due to reflections, diffuse scattering, and diffraction [Jak74]. Possibly,
there is also a direct line-of-sight (LoS) path from the transmitter to the receiver. In
the following, we assume that there are altogether NP propagation paths that yield a
significant contribution to the received signal. For the moment we consider a static
scenario, i.e, the positions of transmitter and receiver are fixed, and there are no changes
in the physical environment.
Let us focus on the ith propagation path (1≤ i≤NP) between transmit antenna µ
and receive antenna ν, which might be associated with one or more significant reflectors
or scatterers2 (e.g., buildings or hills). Moreover, let us assume that the transmitted
1For simplicity, we restrict ourselves to a two-dimensional model here. It is straightforward to gener-
alize the model to three-dimensional signal propagation.
2We assume that the individual propagation paths i=1, ..., NP are associated with different scatterers.
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Figure F.1: Typical wireless communication scenario with multipath signal propagation.
signal is an ideal Dirac-impulse at t = 0, i.e., sµ(t) := δ(t). Let ϑd,i ∈ [0, 2π) denote
the angle of departure (AoD), ϑa,i ∈ [0, 2π) the angle of arrival (AoA), and τc,i ∈ IR the
relative delay associated with the ith propagation path (cf. Fig. F.1). Without loss of
generality, the direct path from the transmitter to the receiver is taken as a reference, i.e.,
the AoD and AoA associated with the LoS path is set to ϑd=0 and ϑa=0. Moreover, we
set the relative delay of the LoS path to zero, i.e., the absolute time required for signal
propagation from the transmitter to the receiver is not considered further. The received
signal component (without noise) associated with the ith propagation path can generally
be written as [RC98,Mue02a,XCHV04]
rν,i(t) =
NS,i∑
s=1
as,i e
j(ϕTx,µ(ϑd,i)+ϕRx,ν(ϑa,i)) δ(t− τc,i) (F.1a)
=: ai e
j(ϕTx,µ(ϑd,i)+ϕRx,ν(ϑa,i)) δ(t− τc,i), (F.1b)
where NS,i denotes the number of scattered components associated with the ith propa-
gation path (diffuse scattering) and as,i ∈ IC the complex gain factor of the sth scattered
component, including path loss, attenuation due to reflection(s), as well as the array gains
in the direction of ϑd,i and ϑa,i. Moreover, ai :=
∑
s as,i represents the overall complex
gain factor associated with the ith propagation path, ϕTx,µ(ϑd,i) denotes an additional
phase offset of transmit antenna µ with respect to the first transmit antenna (we take
ϕTx,1(ϑd,i) :=0 as a reference), and ϕRx,ν(ϑa,i) the corresponding phase offset of receive an-
tenna ν with respect to the first receive antenna (ϕRx,1(ϑa,i) :=0). Assuming planar wave
fronts (far-field assumption), the phase terms of a general transmit or receive antenna
array are calculated as [XCHV04]
ϕTx,µ(ϑd,i) = (rTx,µ − rTx,1)T · kd,i, ϕRx,ν(ϑa,i) = (rRx,ν − rRx,1)T · ka,i, (F.2)
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Figure F.2: Circular antenna array.
where rTx,µ (rRx,ν) denotes the position vector of the µth transmit antenna (the νth receive
antenna) and kd,i (ka,i) the directional vector representing the direction of departure (of
arrival) associated with the ith propagation path. The Euclidean norms of the directional
vectors are given by ||kd,i||=2π/λc= ||ka,i||, where λc denotes the carrier wavelength.3
Example F.1 (Array phase terms)
The array phase terms of a uniform linear antenna array (ULAA) with antenna
spacing d and broad-side orientation (cf. Fig. F.1) are given by
ϕTx,µ(ϑd,i) = −2πd(µ−1)
λc
sin(ϑd,i), ϕRx,ν(ϑa,i) = −2πd(ν−1)
λc
sin(ϑa,i). (F.3)
In the case of a circular antenna array (CAA) with radius R and orientation as
shown in Fig. F.2, the array phase terms are given by
ϕTx,µ(ϑd,i) =− 2πR
λc
cos
(
ϑd,i − 2π(µ−2)
M−1
)
, (F.4a)
ϕRx,ν(ϑa,i) =− 2πR
λc
cos
(
ϑa,i − 2π(ν−2)
N−1
)
, (F.4b)
where µ=2, ...,M and ν=2, ..., N (ϕTx,1(ϑd,i)=ϕRx,1(ϑa,i)=0). 3
Assumption F.1 (Resolvable delays)
In practice, the delays τc,i can only be resolved up to a certain limit (due to a limited
system bandwidth), i.e., two delays that are closely together cannot be distinguished at
the receiver. Due to this, the assumption of discrete delays is often employed in the
literature (see for example [Mue02a, XWL+04]), which leads to a quantized multipath
signal propagation model. Such a model is easier to handle than a model with continuous
delays, especially with regard to computer simulations. If the number of discrete delays
is chosen sufficiently large, the quantized multipath signal propagation model will still
be accurate. For simplicity, we define a common set of Nτ discrete (not necessarily
uniformly spaced) delays 0≤τ0<...<τNτ−1 for all transmit-receive antenna pairs. The
average received power associated with a certain delay τn may, however, differ from one
transmit-receive antenna pair to another. Specifically, it may be zero for certain transmit-
receive antenna pairs. The maximum relative delay τNτ−1 is in the sequel denoted as τmax.
3Note that in a multicarrier system the array phase terms ϕTx,µ(ϑd,i) and ϕRx,ν(ϑa,i) differ from one
carrier to another.
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Remark F.1 (Geometrical interpretation)
A geometrical interpretation of the quantized multipath signal propagation model
can be found in [Mue02a]. Assuming that all propagation paths are due to a single
reflector (single-bounce model), all reflectors associated with a certain delay τn
are located on an ellipse around transmitter and receiver, while the positions of
transmitter and receiver mark the foci of the ellipse.
With the quantized model at hand, the overall received signal can readily be written as
rν(t) =
Nτ−1∑
n=0
NP,n∑
i=1
aν,µ,n,i e
j(ϕTx,µ(ϑd,i)+ϕRx,ν(ϑa,i)) δ(t− τn), (F.5)
where NP,n denotes the number of propagation paths associated with delay τn, while
NP,0 + ...+NP,Nτ−1=NP.
In the following, we drop the assumption of a static scenario. In this case, the complex
gain factors aν,µ,n,i as well as the angles of departure and arrival are time-varying, while
the AoDs ϑd,i and the AoAs ϑa,i typically vary slowly. Correspondingly, the received
signal is now given by
rν(t) =
Nτ−1∑
n=0
NP,n∑
i=1
aν,µ,n,i(t) e
j(ϕTx,µ(ϑd,i(t))+ϕRx,ν(ϑa,i(t))) δ(t− τn) (F.6a)
=:
Nτ−1∑
n=0
fν,µ(τn, t) δ(t− τn), (F.6b)
where fν,µ(τn, t) represents the overall complex gain factor associated with delay τn. The
gain factors fν,µ(τn, t) exhibit a fading amplitude, due to constructive and non-constructive
superposition of the NP,n signal components associated with delay τn.
F.2 Statistical Multipath Propagation Model
Since the complex gain factors aν,µ,n,i(t) in (F.6a) result from a quasi-random, incoherent
superposition of several complex terms, cf. (F.1), an accurate deterministic description is
typically difficult. In addition to this, as soon as the number of propagation paths, NP,
is large, a deterministic model becomes quite involved. It is therefore advisable to model
the complex gain factors aν,µ,n,i(t) as random variables [BGP02].
In the sequel, three common assumptions are discussed that are adopted within the
scope of this thesis: (i) The assumption of a rich-scattering environment [Hoe92], (ii) the
assumption of wide-sense stationarity (WSS) and uncorrelated scattering (US) [Bel63],
and (iii) the assumption of independent spatial and temporal correlations [XWL+04].
Three Common Assumptions
Although a statistical view significantly simplifies the multipath signal propagation model,
it is still a challenging task to find an accurate statistical description for arbitrary scat-
tering [Mue02a]. This is because the probability density functions (PDFs) of the gain
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factors aν,µ,n,i(t) depend on many parameters, e.g., the distance between transmitter and
receiver, the scatterer topology, the morphology of the environment, the weather condi-
tions, the antenna array beam patterns, and the employed carrier frequency. In order to
further simplify the description, the assumption of a rich-scattering environment is often
made in the literature [Hoe92,XWL+04]. We will adopt this assumption in the following,
in order to arrive at a tractable statistical multipath signal propagation model, which
includes time-variance and spatial correlation.
Assumption F.2 (Rich-scattering environment)
We assume that for all discrete delays τn (n=0, ..., Nτ−1) the number NP,n of correspond-
ing propagation paths tends to infinity. According to the relaxed central limit theorem
(cf. Theorem C.3 in Appendix C), the gain factors fν,µ(τn, t) can thus be modeled as
(circularly symmetric) complex Gaussian random variables4 [Hoe92], i.e.,
fν,µ(τn, t) ∼ CN (f¯ν,µ,n, σ2fν,µ,n), (F.7)
where f¯ν,µ,n := E{fν,µ(τn, t)} denotes the mean and σ2fν,µ,n := E{|fν,µ(τn, t)− f¯ν,µ,n|2} the
variance of fν,µ(τn, t) (cf. Definition C.9). Due to the Gaussian assumption (F.7), the sta-
tistical properties of the complex gain factors fν,µ(τn, t), n=0, ..., Nτ−1, are fully captured
by the means f¯ν,µ,n, the variances σ
2
fν,µ,n
, and the covariances
σ2fν,µ,n,n′ (t
′, t) :=E{(fν,µ(τn, t)− f¯ν,µ,n)(fν,µ(τn′ , t′)− f¯ν,µ,n′)∗} (F.8)
(cf. Definition C.18).
Remark F.2 (Rayleigh and Rice fading)
The first gain factor fν,µ(τ0, t)∼CN (f¯ν,µ,0, σ2fν,µ,0) may contain a LoS component.
In this case, we have τ0=0 and f¯ν,µ,0 6=0, and the fading amplitude |fν,µ(τ0, t)| is Ri-
cian distributed [Ric48] (cf. Definition C.12) with Rice factor Kν,µ := |f¯ν,µ,0|2/σ2fν,µ,0 .
The Rice factor Kν,µ represents the ratio between LoS signal power and the average
power of the scattered components. All other gain factors fν,µ(τn, t) with τn>0 are
zero mean, and the fading amplitudes |fν,µ(τn, t)| are Rayleigh distributed (cf. Def-
inition C.11).
The average powers of the individual gain factors fν,µ(τn, t), n=0, ..., Nτ−1, are collected
in the so-called power delay profile:
Definition F.1 (Power delay profile)
The power delay profile (PDP) of the link between transmit antenna µ (1≤µ≤M) and
receive antenna ν (1≤ν≤N) is defined as
pfν,µ := [ |f¯ν,µ,0|2 + σ2fν,µ,0 , σ2fν,µ,1 , . . . , σ2fν,µ,Nτ−1 ]T. (F.9)
Signal components with a large relative delay are typically subject to stronger attenuation
than those with a smaller delay (due to larger propagation path lengths). Correspondingly,
4In practice, a finite number of propagation paths, e.g. NP,n>20, is sufficient, in order to generate
gain factors fν,µ(τn, t) that are virtually Gaussian distributed.
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it is reasonable to assume that the PDP decays with growing delay τn. A common
assumption often found in the literature is an exponential decay of the PDP [PBKM00,
ITE02], i.e.,
σ2fν,µ,n ∝ exp
(
−τn
cτ
)
, (F.10)
where cτ is an appropriate constant. •
Remark F.3 (Co-located and distributed MIMO systems)
In the case of a co-located MIMO system, cf. Fig. 1.2 a) in Section 1.2, it is rea-
sonable to assume that the PDP is the same for all transmission links. On average,
all links from a certain transmit antenna to a certain receive antenna experience
the same physical environment. In a distributed system, however, different PDPs
may result for the individual links. In particular, the overall average power of the
gain factors fν,µ(τn, t) (i.e., the sum over the elements of pfν,µ) will in general be
different from one link to another, due to different distances between the transmit
and the receive antennas.
In the following, we specify the covariances σ2fν,µ,n,n′ (t
′, t) of the complex gain factors
fν,µ(τn, t), cf. (F.8), where we focus on zero-mean gain factors for simplicity
5. In this
context, we adopt an assumption which is widely used in the literature, namely the as-
sumption of wide-sense stationarity (WSS) and uncorrelated scattering (US). The WSSUS
model for wireless communication channels [Bel63] was shown to be a good model for many
wireless channels of practical interest.
Assumption F.3 (WSSUS model)
We assume a wireless communication channel that is wide-sense stationary with uncor-
related scattering. Uncorrelated scattering implies that two gain factors fν,µ(τn, t) and
fν,µ(τn′ , t) associated with different discrete delays τn and τn′ are uncorrelated, i.e., the
covariances (for a fixed time t) are given by
σ2fν,µ,n,n′ := E{fν,µ(τn, t) f ∗ν,µ(τn′ , t)} = σ2fν,µ,n δ[n−n′]. (F.11)
This is a reasonable assumption, since different signal delays are typically associated with
different scattering objects. Stationarity implies that the statistical properties of the gain
factors fν,µ(τn, t), such as the spatial covariances
E{fν,µ(τn, t) f ∗ν′,µ′(τn, t)} =:
{
σ2fν,µ,ν′,µ′,n for µ
′ 6=µ or ν ′ 6=ν
σ2fν,µ,n for µ
′=µ and ν ′=ν
(F.12)
(considered below) are time-invariant.6 Specifically, the auto-correlation function
Rfν,µ,n(t+∆t, t) := E{fν,µ(τn, t) f ∗ν,µ(τn, t+∆t)}/σ2fν,µ,n (F.13)
5Given a gain factor fν,µ(τ0, t) with non-zero mean, the subsequent considerations apply only for the
scattered components. The LoS component must be considered separately.
6Since we have assumed that the gain factors fν,µ(τn, t) are (circularly symmetric) complex Gaussian
random variables, the wireless channel is even strict-sense stationary [Hoe92], i.e, the complete joint PDF
of the gain factors does not depend on the absolute time t.
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depends only on the time difference ∆t, but not on the absolute time t.
So far, we have focussed on a single transmit antenna µ (1≤µ≤M) and a single receive
antenna ν (1≤ν≤N). Next, we consider the spatial covariances σ2fν,µ,ν′,µ′,n between two
gain factors fν,µ(τn, t) and fν′,µ′(τn, t).
Assumption F.4 (Spatio-temporal correlation)
An assumption often made in the literature is that spatial and temporal correlation prop-
erties can be modeled independently. Obviously, the joint spatio-temporal statistics of a
MIMO channel are not captured by this method, although they may be important for
advanced MIMO system designs [XCHV04]. On the other hand, extensive measurement
campaigns are necessary, in order to acquire the spatio-temporal statistics of a given
wireless scenario in the first place. Within this thesis we will mostly consider quasi-static
scenarios, i.e., spatio-temporal channel statistics are beyond scope. Correspondingly, we
set the spatio-temporal correlations to
E{fν,µ(τn, t) f ∗ν′,µ′(τn, t+∆t)}√
σ2fν,µ,nσ
2
fν′,µ′,n
=: ρfν,µ,ν′,µ′,n ·Rfν,µ,n(t+∆t, t), (F.14)
where
ρfν,µ,ν′,µ′,n :=
σ2fν,µ,ν′,µ′,n√
σ2fν,µ,nσ
2
fν′,µ′,n
, (F.15)
cf. (F.12). Note that the spatio-temporal correlations are in general complex-valued.
In a co-located MIMO system, where all transmission links experience (on average) the
same physical environment, the auto-correlation function Rfν,µ,n(t+∆t, t) does not depend
on the indices µ and ν. The parameters ρfν,µ,ν′,µ′,n are called spatial correlations in the
sequel. The magnitude of ρfν,µ,ν′,µ′,n is always between zero and one, where |ρfν,µ,ν′,µ′,n|=0
represents the uncorrelated case and |ρfν,µ,ν′,µ′,n|=1 the case of full spatial correlation.
The Kronecker Correlation Model
Spatial correlation is caused by a lack of scattering from the physical environment and
by insufficient antenna spacings. Correspondingly, given a rich-scattering environment
and generous antenna spacings, the spatial correlations are given by ρfν,µ,ν,µ′,n = δ[µ−µ′]
and ρfν,µ,ν′,µ,n = δ[ν−ν ′]. In many publications on spatially correlated MIMO channels,
e.g. [PBKM00,CTKV02,KSP+02,GBGP02,WJSJ03,XCHV04,XWL+04], the following
three assumptions are made:
(a) The spatial correlations ρfν,µ,ν,µ′,n (n = 0, ..., Nτ −1) associated with two transmit
antennas µ and µ′ do not depend on the specific receive antenna ν under considera-
tion. Correspondingly, the correlations ρfν,µ,ν,µ′,n can be written as ρfν,µ,ν,µ′,n=:ρfµ,µ′,n
(transmit antenna correlations).
(b) The spatial correlations ρfν,µ,ν′,µ,n (n=0, ..., Nτ−1) associated with two receive an-
tennas ν and ν ′ do not depend on the specific transmit antenna µ under considera-
tion. Correspondingly, the correlations ρfν,µ,ν′,µ,n can be written as ρfν,µ,ν′,µ,n=:ρfν,ν′,n
(receive antenna correlations).
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(c) The spatial correlations ρfν,µ,ν′,µ′,n (n=0, ..., Nτ−1) associated with transmit antenna
pair (µ, µ′) and receive antenna pair (ν, ν ′) can be written as products of the transmit
antenna correlations ρfµ,µ′,n and the receive antenna correlations ρfν,ν′,n .
The above three assumptions are known as the Kronecker correlation model:
Assumption F.5 (Kronecker correlation model)
We assume that the spatial correlations ρfν,µ,ν′,µ′,n (µ, µ
′=1, ...,M , ν, ν ′=1, ..., N ,
n=0, ..., Nτ−1) can be written as products
ρfν,µ,ν′,µ′,n = ρfν,µ,ν,µ′,n · ρfν,µ,ν′,µ,n =: ρfµ,µ′,n · ρfν,ν′,n (F.16)
of transmit and receive antenna correlations. Specifically, for µ′=µ and ν ′=ν we have
ρfν,µ,ν,µ,n=ρfµ,µ,n=ρfν,ν,n=1. Since the magnitudes of ρfµ,µ′,n and ρfν,ν′,n are between zero
and one, |ρfν,µ,ν′,µ′,n| tends to be comparatively small if µ′ 6=µ and ν ′ 6=ν holds [CTKV02].
Remark F.4 (Accuracy of the Kronecker correlation model)
The Kronecker correlation model was shown to be quite accurate, in order to model
the spatial correlation properties of practical MIMO channels [XWL+04], at least
for co-located systems with a moderate number of transmit and receive antennas
[OHW+03]. It should be noted that for systems with distributed transmit antennas
and correlated receive antennas (or vice versa), a more advanced correlation model
might be necessary, because in this case the receive antenna correlations might
depend on the specific transmit antenna under consideration.7 Nevertheless, we
will mainly employ the Kronecker correlation model within this thesis. Possible
generalizations are discussed in Section 3.3.
We have now arrived at a statistical multipath signal propagation model for a general
MIMO system with M transmit and N receive antennas, which includes the effects of
spatial and temporal correlations. Altogether, with the above assumptions the correlations
of the complex gain factors fν,µ(τn, t) are given by [XWL+04]
E{fν,µ(τn, t) f ∗ν′,µ′(τn′ , t+∆t)}√
σ2fν,µ,nσ
2
fν′,µ′,n′
= ρfµ,µ′,n · ρfν,ν′,n ·Rfν,µ,n(t+∆t, t) · δ[n−n′], (F.17)
where 1<µ, µ′<M , 1<ν, ν ′<M , and 0<n, n′<Nτ−1.
F.3 Calculation of Antenna Correlations
The calculation of the transmit antenna correlations ρfµ,µ′,n and the receive antenna corre-
lations ρfν,ν′,n can be done on the basis of (F.6), where NP,n→∞. Since we have assumed
7An improved correlation model, known as the W-model, was for example proposed in [WHOB06].
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that all propagation paths i=1, ..., NP,n are associated with different scatterers, two differ-
ent gain factors aν,µ,n,i(t) and aν,µ,n,i′(t) can be regarded as uncorrelated. Correspondingly,
one finds that
E{fν,µ(τn, t) f ∗ν,µ′(τn, t)} =
lim
NP,n→∞
NP,n∑
i=1
E{aν,µ,n,i(t) a∗ν,µ′,n,i(t)} ej(ϕTx,µ(ϑd,i)−ϕTx,µ′ (ϑd,i)) (F.18)
and E{fν,µ(τn, t) f ∗ν′,µ(τn, t)} =
lim
NP,n→∞
NP,n∑
i=1
E{aν,µ,n,i(t) a∗ν′,µ,n,i(t)} ej(ϕRx,ν(ϑa,i)−ϕRx,ν′ (ϑa,i)). (F.19)
Since the angles of departure and arrival typically change much more slowly than the
complex gain factors aν,µ,n,i(t), we have dropped the dependence of ϑd,i and ϑa,i on the
absolute time. Let us denote
Pai := E{aν,µ,n,i(t) a∗ν,µ′,n,i(t)} = E{aν,µ,n,i(t) a∗ν′,µ,n,i(t)} (F.20)
(i=1, ..., NP,n), where
8
lim
NP,n→∞
NP,n∑
i=1
Pai =: σ
2
fν,µ,n . (F.21)
Each power term Pai is associated with a unique AoD ϑd,i and a unique AoA ϑa,i. Corre-
spondingly, we can rewrite (F.18) and (F.19) as
E{fν,µ(τn, t) f ∗ν,µ′(τn, t)} = lim
NP,n→∞
NP,n∑
i=1
Pai(ϑd,i) e
j(ϕTx,µ(ϑd,i)−ϕTx,µ′ (ϑd,i)), (F.22a)
E{fν,µ(τn, t) f ∗ν′,µ(τn, t)} = lim
NP,n→∞
NP,n∑
i=1
Pai(ϑa,i) e
j(ϕRx,ν(ϑa,i)−ϕRx,ν′ (ϑa,i)). (F.22b)
Recall that the power terms Pai(ϑd,i) and Pai(ϑa,i) also comprise the antenna array gains
in the direction of ϑd,i and ϑa,i, since this was assumed earlier for the complex gain factors
aν,µ,n,i(t).
Definition F.2 (Power azimuth spectrum)
In the limit, the terms
NP,n∑
i=1
Pai(ϑd,i) and
NP,n∑
i=1
Pai(ϑa,i) (F.23)
in (F.22) approach continuous functions Pn(ϑd) and Pn(ϑa), referred to as transmitter-
and receiver-sided power azimuth spectrum (PAS) [XCHV04]. Note that different discrete
8The power terms Pai have been assumed to be identical for all indices µ, µ
′, ν, ν′. This is reasonable,
since we consider a MIMO system with co-located transmit and receive antennas.
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delays τn may be associated with different power azimuth spectra. Since we have focussed
on two-dimensional signal propagation within the azimuth plane (cf. Fig. F.1), we have∫ 2π
0
Pn(ϑd) dϑd =
∫ 2π
0
Pn(ϑa) dϑa = σ
2
fν,µ,n . (F.24)
In the case of a three-dimensional multipath propagation model, the power azimuth spec-
tra would additionally depend on the elevation angle under consideration. •
Using the above definition, we finally obtain the following expressions for the transmit
antenna correlations ρfµ,µ′,n and the receive antenna correlations ρfν,ν′,n :
ρfµ,µ′,n =
1
σ2fν,µ,n
∫ 2π
0
Pn(ϑd) e
j(ϕTx,µ(ϑd)−ϕTx,µ′ (ϑd)) dϑd, (F.25a)
ρfν,ν′,n =
1
σ2fν,µ,n
∫ 2π
0
Pn(ϑa) e
j(ϕRx,ν(ϑa)−ϕRx,ν′ (ϑa)) dϑa, (F.25b)
where we have used that σ2fν,µ′,n=σ
2
fν′,µ,n
=σ2fν,µ,n (co-located MIMO system). Numerical
examples for the antenna correlations ρfµ,µ′,n and ρfν,ν′,n are presented in Section F.4.
Remark F.5 (Angular PDFs)
Any PAS Pn(ϑ) can be written as
Pn(ϑ) := σ
2
fν,µ,n · pϑ(ϑ), (F.26)
where pϑ(ϑ) is an appropriate angular PDF, which depends in general on the discrete
delay τn under consideration. If the transmitter/receiver is surrounded by many
local scatterers, like a mobile station in a typical urban or indoor environment, it is
reasonable to assume that the PAS is uniform within a certain angular region (and
zero elsewhere) [SFGK00]. Consequently, one can choose
pϑ(ϑ) =
{
1/(2∆ϑ) for ϑ ∈ [ϑ¯−∆ϑ, ϑ¯+∆ϑ]
0 else
, (F.27)
i.e., ϑ ∼ U([ϑ¯−∆ϑ, ϑ¯+∆ϑ]), where ϑ¯ is the mean angle of departure/arrival. Base
stations are typically surrounded by comparatively few local scatterers, because they
are usually installed at rooftop level. Most of the transmitted/received signal power
is thus concentrated within a small angular region comprising the local scatterers
around the mobile station. The corresponding PAS is often modeled by means of a
(truncated) Gaussian or Laplacian PDF [PMF00, ITE02,ZN03,ZSM+03], i.e.,
ϑ ∼ N (ϑ¯, σ2ϑ) or ϑ ∼ L(ϑ¯, σ2ϑ) (F.28)
(cf. Definitions C.7 and C.8 in Appendix C), where the parameter σ2ϑ determines
the effective width of the PAS.
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Remark F.6 (Uniform power azimuth spectrum)
In the case of a ULAA and a uniform PAS within [−π,+π), one obtains a particu-
larly simple result for the transmit and receive antenna correlations (cf. [GSS+03]):
ρfµ,µ′,n = J0
(
2πd
λc
(µ− µ′)
)
, ρfν,ν′,n = J0
(
2πd
λc
(ν − ν ′)
)
, (F.29)
where the integral representation (C.10) of the Bessel function of the first kind
has been used (see Appendix C). Note that ρfµ,µ′,n and ρfν,ν′,n are real-valued
in this case. It should, however, be noted that it might be unrealistic to assume
a uniform PAS for all delays τn, especially for large delays. Generalizations of
(F.29) to a uniform PAS within [ϑmin, ϑmax] ⊂ [−π,+π) can be found in [SFGK00].
Specifically, for some examples approximations are stated that lead to a similar
J0(x)-representation as (F.29).
Remark F.7 (Clarke’s model)
The above result is very much related to Clarke’s model, which is often employed in
the literature, in order to model temporal correlation effects at a mobile terminal.
In Clarke’s model, it is assumed that
Rfν,µ,n(t+∆t, t) = J0(2πfD,max∆t) (F.30)
holds for all indices ν, µ and n [XWL+04], where fD,max :=v/λc denotes the maxi-
mum Doppler frequency, with v being the speed of the mobile terminal. Similar to
(F.29), Clarke’s model is only valid if the mobile terminal observes a uniform PAS
within [−π,+π). For more general scenarios, one can derive an integral expression
for Rfν,µ,n(t+∆t, t), which is similar to (F.25) [XCHV04].
F.4 Numerical Examples
In the following, a couple of numerical examples are provided, which illustrate some of
the above definitions as well as certain definitions occurring in the discrete-time MIMO
channel model derived in Section 2.2.2. We start with some numerical examples for the
transmit and receive antenna correlations ρfµ,µ′,n and ρfν,ν′,n defined in (F.25).
Example F.2 (Transmit and receive antenna correlations)
In the case of a ULAA with antenna spacing d and broad-side orientation
(cf. Fig. F.1), the transmit antenna correlations are given by
ρfµ,µ′,n =
∫ 2π
0
pϑd(ϑd) exp
(
−j 2πd
λc
(µ− µ′) sin(ϑd)
)
dϑd (F.31)
(cf. [GSS+03]). For the receive antenna correlations, replace µ by ν and ϑd by
ϑa. Fig. F.3 shows some numerical results for the correlation between neighboring
antenna elements obtained by means of numerical integration. Displayed is the
absolute antenna correlation |ρfµ,µ−1,n | plotted as a function of the relative antenna
spacing d/λc. As an example, a uniform PAS within [−∆ϑ,+∆ϑ] is considered
for different values for ∆ϑ. As can be seen, if the angular region of the PAS is
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small, the resulting correlation tends to be more significant. For example, in the
case ∆ϑ=0.1π an antenna spacing of d/λc> 0.95 is required, in order to obtain a
correlation value |ρfµ,µ−1,n |< 0.5, whereas in the case ∆ϑ= π an antenna spacing
of d/λc> 0.25 is already sufficient. However, the antenna correlations do not only
depend on the width of the PAS, but also on the mean angle of departure/arrival.
This is shown in Fig. F.4, where different uniform PAS within [ϑ¯−π/4, ϑ¯+π/4] are
considered. As can be seen, the resulting correlation becomes more significant when
ϑ¯ approaches π/2, because this reduces the effective antenna spacing seen from the
direction of departure/arrival.
In the case of a CAA with radius R and orientation as shown in Fig. F.2, the
(transmit) antenna correlations between the outer antenna elements and the inner
antenna element are given by
ρfµ,1,n =
∫ 2π
0
pϑd(ϑd) exp
(
−j 2πR
λc
cos
(
ϑd − 2π(µ−2)
M−1
))
dϑd, (F.32)
where 2≤µ≤M . The correlations between the outer antenna elements result as
ρfµ,µ′,n =
∫ 2π
0
pϑd(ϑd) exp
(
−j 4πR
λc
sin
(
π(µ−µ′)
M−1
)
(F.33)
× sin
(
ϑd − π(µ+µ
′−4)
M−1
))
dϑd,
where 2≤µ, µ′≤M . Fig. F.5 shows some numerical results for the correlations be-
tween the outer antenna elements of a CAA with M =6 elements. Similar curves
have also been obtained for the correlations between the outer antenna elements
and the inner antenna element. The absolute antenna correlation |ρfµ1,µ2,n | is plot-
ted as a function of the relative antenna radius R/λc, where the antenna pairs
(µ1, µ2)=(3, 2), (4, 3) and (5, 4) have been taken into account. As an example, a
Gaussian PAS (dark color) and a Laplacian PAS (light color) has been considered,
with ϑ¯=0 and σ2ϑ=1 in both cases. As can be seen, the correlations resulting for
the individual antenna pairs are quite different, both for the Gaussian PAS and the
Laplacian PAS. Similar to the ULAA with uniform PAS, the correlation for a spe-
cific antenna pair tends to be more significant when the effective antenna spacing
is small (seen from the mean direction of departure/arrival, ϑ¯). In addition to this,
we note that the difference between the Gaussian and the Laplacian PAS can be
quite significant (at least for specific values of the antenna radius). Fig. F.6 shows
corresponding results for a smaller variance σ2ϑ of 0.1. As can be seen, the resulting
correlations tend to be more pronounced than in the case σ2ϑ=1, since the effective
width of the PAS is decreased. 3
Finally, a numerical example for the discrete-time MIMO channel model is presented,
which concerns the channel power profile phν,µ , cf. (2.38), and the spatial correlations
ρhµ,µ′,l , cf. (2.43).
Example F.3 (Discrete-time MIMO channel model)
As an example, we consider a system with two transmit antennas and a single
receive antenna. We assume that the two transmission links are characterized
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Figure F.3: Absolute correlation between neighboring antenna elements of a ULAA with
antenna spacing d and broad-side orientation: Uniform PAS within [−∆ϑ,+∆ϑ], different
values for ∆ϑ considered.
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by Rayleigh fading with identical two-tap power delay profile pfν,µ :=[ 1.0, 0.4 ]
T
(µ=1, 2, ν=1), where τ0 :=0 and τ1 :=T/2 (Nτ =2). The spatial correlations ρfµ,µ′,n
(µ=1, µ′=2, n=0, 1) associated with the two transmit antennas are assumed to be
ρf1,2,0 =0.5 and ρf1,2,1 =0.8. For the overall impulse response of transmit and re-
ceive filtering, g(t), a cosine roll-off impulse with roll-off factor r=0.5 is assumed
(cf. Definition C.1 in Appendix C). Sampling is performed with respect to delay τ0,
i.e., the sampling phase is chosen as ǫ=0. The corresponding channel power profile
phν,µ (µ=1, 2, ν=1) results as
phν,µ = [ 1.1442 0.1440 ]
T , (L=1), (F.34)
cf. (2.37) and (2.38), where variances σ2hν,µ,l<0.01 have been neglected. The spatial
correlations ρhµ,µ′,l (µ=1, µ
′=2, l=0, 1) result as
ρh1,2,0 = 0.5378, ρh1,2,1 = 0.8, (F.35)
cf. (2.43a), i.e., they are different for different indices l. 3
F.5 Further Remarks
In order to conclude this chapter on channel modeling, two further aspects are discussed
in the following, namely the issues of antenna coupling and channel reciprocity.
Remark F.8 (Antenna coupling)
Given a MIMO system with very small antenna spacings, the antenna elements are
not only subject to correlation effects, but also to mutual coupling effects [CVOV03,
JPv03,Chi03,WKSW04,OAA04,WJ04,KR04]. Antenna coupling effects have to be
modeled separately on the basis of antenna theory [Bal97] and are not captured
by the MIMO channel model derived above. Mutual coupling means that current
induced on one antenna element generates a voltage at the terminals of adjacent
antenna elements [WJ04]. Consequently, the antenna patterns of the individual
antenna elements are not independent anymore [WKSW04]. In addition to this, the
antenna elements absorb part of each others energy, which reduces the overall power
efficiency. In [CVOV03] it was shown that antenna coupling distorts the overall array
pattern. In other words, for certain directions the array gain is increased, while for
other directions it is reduced. Depending on the physical environment (especially
on the observed PAS), antenna coupling can thus either reduce or increase the
effective correlation between the individual antenna elements.9 For simplicity, we
will only focus on the aspect of antenna correlations throughout this thesis, i.e., we
will always assume that antenna spacings are large enough so that mutual coupling
effects can be neglected. However, note that antenna coupling effects can easily be
included in the model, by incorporating the resulting effective antenna correlations
along with a possible loss concerning the overall transmitted/received signal power.
9At the same time, it makes a significant difference whether a user’s head or hand is found close to the
antenna array [WKSW04,KR04], which is of interest for mobile phones equipped with multiple antennas.
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Remark F.9 (Reciprocity)
When the same carrier frequency is employed both in the forward link and in the
reverse link (uplink/downlink), one can often reuse the forward-link MIMO channel
model for the reverse link. This might, for example, be the case in a time-division
duplex (TDD) system, where forward and reverse link are separated using different
(adjacent) time slots. Consider, for example, a TDD system where the forward
link is modeled by the discrete-time MIMO channel model (2.26), cf. Section 2.2.2.
Assuming strict reciprocity, the corresponding model for the reverse link is then
given by
y′[k] =
L∑
l=0
HTl [k]x
′[k − l] + n′[k], (F.36)
where y′[k] denotes the kth received vector of size (M×1), x′[k] the kth transmit-
ted vector of size (N×1), and n′[k] the kth noise vector of size (M×1). However,
it should be noted that in many practical systems there are certain pause inter-
vals between forward- and reverse-link transmission, especially in multiuser systems
based on time-division multiple access (TDMA). Correspondingly, the channel coef-
ficients hν,µ,l[k] may evolve between forward- and reverse-link transmission. More-
over, (F.36) implicitly assumes that transmitter and receiver employ identical analog
front ends, which might not be the case in practice.
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Figure F.5: Absolute correlation between the outer antenna elements of a CAA with
M=6 elements, radius R and orientation as in Fig. F.2: Gaussian PAS (dark color) and
Laplacian PAS (light color), ϑ¯=0 and σ2ϑ=1 in both cases. Different antenna pairs (µ1, µ2)
have been considered.
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Appendix G
Capacity of Static MIMO Channels
ALREADY back in 1948, Claude E. Shannon established a fundamental mathematical
definition for the capacity of communication channels [Sha48]. Shannon’s definition, which
is still state of the art today, is based on the mutual information (cf. Definition C.21 in
Appendix C) between random variables. According to this definition, the capacity of a
communication channel is the maximum mutual information between channel input and
channel output.1 In this context the channel inputs, i.e., the transmitted data symbols, are
regarded as random variables. The degree of freedom, over which the mutual information
is maximized, is given by the statistical distribution of the channel input symbols.
Fundamental papers on the capacity of MIMO channels include [BW74,Tel95,FG98,
RC98,Tel99,BGP02,ZT02]. In the following, some important capacity results for MIMO
channels being of further interest in this thesis are recapitulated.
G.1 Generic Capacity Result
We consider a point-to-point MIMO communication link between a transmitter equipped
with M antennas and a receiver equipped with N antennas. To start with, we restrict
ourselves to a static MIMO channel model. Moreover, focus is on MIMO systems with-
out intersymbol interference (ISI). The discrete-time matrix-vector transmission model
(cf. Section 2.2.2) is thus given by
y[k] = Hx[k] + n[k], (G.1)
where y[k] ∈ ICN denotes the kth received vector, H ∈ ICN×M an arbitrary fixed channel
matrix, x[k] ∈ ICM the kth transmitted vector, and n[k] ∈ ICN the kth additive noise vector
(k denotes the discrete time index). The entries xµ[k] of the transmitted vector x[k] are
regarded as random variables with means x¯µ and variances σ
2
x,µ (µ=1, ...,M). Moreover,
in order to have a fixed average transmission power, the means x¯1, ..., x¯M and the variances
1Alternatively, one can say that the capacity of a communication channel or system is the highest
rate in bits per channel use at which information can be transmitted with an arbitrarily small error
probability [CT91, Ch. 8].
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σ2x,1, ..., σ
2
x,M are subject to (s.t.) the following sum power constraint:
M∑
µ=1
(x¯2µ + σ
2
x,µ) = tr(x¯x¯
H+Qx) =: tr(Q˜x)
!≤ P, (G.2)
where x¯ := [x¯1, . . . , x¯M ]
T denotes the mean and Qx := E{(x[k]− x¯)(x[k]− x¯)H} the
covariance matrix of the channel input vector x[k]. The entries of the noise vector n[k]
are assumed to be independent and identically distributed (i.i.d.) samples of a zero-mean
spatially and temporally white circularly symmetric complex Gaussian random process
(cf. Definition C.9 in Appendix C). The variance of the noise samples is denoted as σ2n,
i.e., nν [k] ∼ CN (0, σ2n) for all ν=1, ..., N and
E{nν [k]n∗ν′ [k′]} = σ2n · δ[ν−ν ′] · δ[k−k′]. (G.3)
Finally, it is assumed that the transmitted vector x[k] and the noise vector n[k] are
statistically independent.
For convenience, the time index k is dropped in the sequel. The capacity of the above
discrete-time MIMO system is the maximum mutual information I(x;y) between channel
input vector x and channel output vector y:
C(H) := max
px(x) s.t. tr(Q˜x)≤P
I(x;y) bit/channel use, (G.4)
where
I(x;y) = h(y)− h(y|x) = h(y)− h(n) (G.5)
(cf. Definition C.21 in Appendix C). Note that the mutual information I(x;y) is maxi-
mized over the joint PDF px(x) of the channel input vector x, where the maximization
is subject to the sum power constraint (G.2). Since the random noise vector n is given
(and statistically independent of the channel input vector x), maximizing C(H) amounts
to maximizing the differential entropy h(y) (cf. Definition C.20) of the channel output
vector y [Tel99].
It can be shown that the differential entropy of any vector random variable v ∈ ICm
with covariance matrix Qv :=E{(v−v¯) (v−v¯)H} is bounded above by [BT04a, App. B.2]
h(v) ≤ log2 det(eπQv). (G.6)
Moreover, the upper bound is attained if and only if v is a multivariate complex Gaussian
vector random variable (see Definition C.10 in Appendix C), i.e., if the entries of v are
circularly symmetric complex Gaussian random variables:
h(v) = −E {log2 pv(v)}
(a)
= E
{
log2(π
m det(Qv))− log2
(
exp
(−(v−v¯)HQ−1v (v−v¯))) }
= log2 det(πQv) + log2(e) · E
{
(v−v¯)HQ−1v (v−v¯)
}
(b)
= log2 det(πQv) + log2(e) · E
{
tr
(
Q−1v (v−v¯) (v−v¯)H
)}
(c)
= log2 det(πQv) + log2(e) · tr
(
Q−1v E
{
(v−v¯) (v−v¯)H})
= log2 det(πQv) + log2(e) · tr
(
Q−1v Qv
)
= log2 det(πQv) + m log2(e)
= log2 (e
m det(πQv)) = log2 det(eπQv). (G.7)
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In step (a), we have plugged in the joint PDF of a multivariate complex Gaussian random
vector (see Definition C.10). In step (b), we have used that bHAb= tr(AbbH) for any
(m×1)-vector b and any (m×m)-matrix A. In step (c), we have used that expectation and
trace operation may be interchanged. Note that the differential entropy of a multivariate
complex Gaussian vector random variable v depends solely on the covariance matrix Qv,
but not on the mean v¯. Correspondingly, we can restrict ourselves to the case of zero-mean
random variables in the sequel.
Obviously, a sufficient condition for maximizing the differential entropy of the channel
output vector y is to use a (zero-mean) multivariate complex Gaussian random vector
x ∼ CN (0,Qx) as channel input vector, because this yields a multivariate complex Gaus-
sian random vector y ∼ CN (0,Qy) at the channel output [BT04a, App. B.2]. Specifically,
one obtains
Qy = E{yyH} = E{HxxHHH}+ E{nnH} = HQxHH + σ2nIN , (G.8)
where we have utilized that x and n are statistically independent. Altogether, we obtain
C(H) = max
x∼CN (0,Qx) s.t. tr(Qx)≤P
log2 det
(
eπ(HQxH
H+σ2nIN)
)− log2 det (eπσ2nIN)
= max
x∼CN (0,Qx) s.t. tr(Qx)≤P
log2 det
(
eπ(HQxH
H+σ2nIN)(eπσ
2
nIN)
−1
)
= max
x∼CN (0,Qx) s.t. tr(Qx)≤P
log2 det
(
IN+
1
σ2n
HQxH
H
)
bit/channel use. (G.9)
Moreover, using the determinant identity det(Im+AB) = det(In+BA), which holds for
any (m×n)-matrix A and any (n×m)-matrix B [Tel99], we can rewrite (G.9) as
C(H) = max
x∼CN (0,Qx) s.t. tr(Qx)≤P
log2 det
(
IM+
1
σ2n
QxH
HH
)
bit/channel use. (G.10)
As can be seen, the only remaining degree of freedom, over which the mutual information
I(x;y) has to maximized, is the covariance matrix Qx of the channel input vector x,
while any Hermitian, non-negative definite (M×M)-matrix which meets the sum power
constraint constitutes a valid choice for Qx (cf. Definition D.13 in Appendix D).
G.2 Specific Capacity Results
Clearly, the optimal choice of Qx depends on how much knowledge the transmitter has
about the channel matrix H. In the following, we consider two extreme cases: (a) The
channel matrix H is perfectly known at the transmitter, and (b) the transmitter has no
channel knowledge at all. In both cases we assume that the receiver knows the channel
matrix H perfectly.
Perfect Channel Knowledge at Transmitter and Receiver
Consider the singular-value decomposition (SVD) of the channel matrix H:
H = UHΛHV
H
H (G.11)
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(cf. Definition D.12 in Appendix D), where UH is a unitary (N×N)-matrix containing the
eigenvectors of HHH, VH a unitary (M×M)-matrix containing the eigenvectors of HHH,
and ΛH an (N×M)-diagonal matrix containing the non-negative square-roots λµ :=√χµ
of the M˜ :=min(M,N) eigenvalues χ1, ..., χM˜ of HH
H (N≤M) or HHH (N>M). The
combination of (G.9) and (G.11) yields the following result [Tel99]:
C(H) = max
x∼CN (0,Qx) s.t. tr(Qx)≤P
log2 det
(
IN+
1
σ2n
UHΛHV
H
HQxVHΛ
H
HU
H
H
)
= max
x∼CN (0,Q′x) s.t. tr(Q′x)≤P
log2 det
(
IN+
1
σ2n
ΛHQ
′
xΛ
H
H
)
, (G.12)
where we have substituted VHHQxVH by Q
′
x and utilized that det(UAU
H) = det(A) for
any unitary matrix U and any Hermitian matrix A.2
For any non-negative definite (m×m)-matrix A, the so-called Hadamard inequality
holds (cf. Definition D.13, footnote):
det(A) ≤
m∏
i=1
aii, (G.13)
with equality if and only if A is diagonal [BT04a, App. B.2]. Since the logarithm is a
monotonic function, the logdet-term in (G.12) is maximized if and only if Q′x is a diagonal
matrix [Tel99]. Correspondingly, we can rewrite (G.12) as
C(H) = max
x∼CN (0,Q′x) s.t. tr(Q′x)≤P, Q′x diagonal
M˜∑
µ=1
log2
(
1+
χµ
σ2n
[
Q′x
]
µ,µ
)
. (G.14)
The optimal choice of the covariance matrix Q′x can now be inferred from earlier capacity
results presented in [Gal68, Ch. 7.5], because the expression in (G.14) corresponds to the
capacity of M˜ parallel AWGN channels with SNRs χµ[Q
′
x]µ,µ/σ
2
n. In fact, the maximiza-
tion in (G.14) constitutes a convex optimization problem (see also Appendix E), which
yields the well-known water-filling solution for the diagonal elements of Q′x. One obtains
[
Q′x,opt
]
µ,µ
=
[
Θ− σ
2
n
χµ
]
+
(µ = 1, ..., M˜) s. t.
M˜∑
µ=1
[
Θ− σ
2
n
χµ
]
+
= P (G.15)
([x]+ :=max(0, x)), which can be solved numerically, in order to determine the so-called
waterlevel Θ.3 The water-filling solution (G.15) is illustrated in Fig. E.1 in Appendix E
(αµ :=1/χµ). Altogether the channel capacity C(H) results as [Tel99]
C(H) =
M˜∑
µ=1
log2
(
1+
χµ
σ2n
[
Q′x,opt
]
µ,µ
)
=
M˜∑
µ=1
[
log2
(
χµ
σ2n
Θ
)]
+
bit/channel use. (G.16)
2Note that Q′
x
is still a Hermitian, non-negative definite (M×M)-matrix. Moreover, we have tr(Q′
x
)=
tr(Qx), i.e., the new sum power constraint is identical to the sum power constraint based on Qx.
3Since for M>N the terms µ=(N+1), ...,M do not contribute to the capacity C(H), cf. (G.14), the
corresponding diagonal elements of Q′
x,opt are chosen as zero.
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The optimal covariance matrix Qx,opt of the channel input vector x is given by
Qx,opt = VHQ
′
x,optV
H
H , (G.17)
i.e., the channel input vector x can be generated as x=VH x
′, where E{x′x′H}=:Q′x,opt.
Note that the optimal choice of Qx according to (G.15) and (G.17) requires perfect chan-
nel knowledge at the transmitter (in terms of the eigenvalues χµ and the eigenvector
matrix VH).
As a final remark it should be noted that the above (optimal) choice of the channel
input vector x allows for a very simple detection strategy at the receiver. By multiplying
the received vector y with the unitary matrix UHH from the SVD (G.11), the channel
matrix H can be diagonalized, according to
y′ := UHH y = U
H
HHVH x
′ +UHH n = ΛH x
′ + n′, (G.18)
i.e., the spatial interference between the transmitted data symbols is completely canceled,
while retaining a spatially and temporally white noise vector n′ =UHH n with unaltered
variance.
No Channel Knowledge at the Transmitter
If the transmitter has no channel knowledge at all, the optimal strategy is to divide the
available transmit power P uniformly among the transmit antennas [BT04a, App. B.2].
In order to maximize the logdet-term in (G.12), again a diagonal covariance matrix Q′x
is required. Correspondingly, the covariance matrix Q′x is chosen as Q
′
x=P/M · IM=Qx,
and the capacity results as
C(H) = log2 det
(
IN+
P
Mσ2n
HHH
)
= log2 det
(
IM+
P
Mσ2n
HHH
)
(G.19a)
=
M˜∑
µ=1
log2
(
1+
Pχµ
Mσ2n
)
bit/channel use. (G.19b)
Note that if M>N , a fraction (1−N/M)P of the available transmit power P is wasted,
because it does not contribute to the capacity C(H).
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Appendix H
Specific Considerations for
Distributed MIMO Systems
IN THIS CHAPTER the unitary matrix transforms (3.33) and (3.38) considered in
Chapter 3 are illustrated by means of two simple examples. Afterwards, two examples
for virtual antenna arrays (VAAs) in cellular mobile radio systems are considered, and
specific results are derived concerning the spatial correlation resulting for the equivalent
co-located MIMO system.
H.1 Illustration of the Unitary Matrix Transforms
In the following example, we consider a system with two co-located or distributed transmit
antennas and a single receive antenna. Afterwards, a numerical example for a system with
four transmit and a single receive antenna is presented. Concerning the system model,
the same assumptions as in Section 3.2 are made.
Example H.1 (MISO system with two transmit antennas)
Consider first a MISO system with two co-located transmit antennas (assuming
equal power allocation) and a single receive antenna, and let
Rh,Tx :=
[
1 ρ
ρ∗ 1
]
, ρ = |ρ|ejφ, (H.1)
where |ρ|≤ 1 and φ∈ [0, 2π). From the eigenvalue decomposition (EVD) of Rh,Tx,
one obtains
UTx=
1√
2
[−ejφ ejφ
1 1
]
, Λh,Tx=
[
1−|ρ| 0
0 1+|ρ|
]
. (H.2)
Thus, setting Σh,Tx :=Λh,Tx, we have found an equivalent MISO system with two
distributed transmit antennas and a single receive antenna. Specifically, let D de-
note the distance between transmitter and receiver in the co-located system. As-
suming that the received power scales with D−p, where p denotes the path-loss
exponent we obtain D′1=D(1−|ρ|)−1/p and D′2=D(1+|ρ|)−1/p for the distances in
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the equivalent distributed system.1 Typically, the path-loss exponent is between
p=2 (free-space propagation) and p=4 (e.g., in rural areas) [Ste94, Ch. 1.2]. For
example, given a spatial correlation value of ρ=0.8, a distance of D=100 meters in
the co-located system, and a path-loss exponent of p=2, we obtain D′1≈223.6 me-
ters and D′2≈74.5 meters for the distances in the equivalent distributed system.
Next, consider a MISO system with two distributed transmit antennas and a single
receive antenna, and let
Σh,Tx :=
[
σ21 0
0 σ22
]
, σ21, σ
2
2 ∈ IR≥0, (H.3)
where σ21+σ
2
2=M=2. Using the normalized (2×2)-Hadamard matrix
U˜2 := H2 =
1√
2
[
1 1
1 −1
]
(H.4)
we find an equivalent MISO system with two co-located transmit antennas, one
receive antenna and a transmitter correlation matrix
Rh,Tx := U˜2Σh,TxU˜
H
2 =
[
1 12(σ
2
1−σ22)
1
2(σ
2
1−σ22) 1
]
. (H.5)
Specifically, let D1 and D2 denote the distances between the distributed transmit
antennas and the receive antenna. Then, the corresponding distance D′ in the
equivalent co-located system is given by D′=D1 ·(σ21)−1/p=D2 ·(σ22)−1/p.
The relation between the system with co-located transmit antennas and the system
with distributed transmit antennas can best be illustrated by considering the joint
PDF of the corresponding channel coefficients. For simplicity, we restrict ourselves
to the case of real-valued channel coefficients. In the following, let
hc := [hc,1,1, hc,1,2 ]
T and hd := [hd,1,1, hd,1,2 ]
T (H.6)
denote the channel coefficients in the co-located MISO system and in the equivalent
distributed MISO system, respectively. To this end, we set
hc := R
1/2
h,Tx h
′ and hd := Σ
1/2
h,Tx h
′, (H.7)
where h′ := [h′1,1, h′1,2 ]T with h′1,µ ∼ N (0, 1) (µ= 1, 2) and E{h′h
′H}= I2. In the
case of the co-located MISO system we assume a real-valued correlation parameter
0≤ρ<1, i.e., φ=0 (cf. (H.1)). The PDF of the channel vector hc is thus given by
phc(hc) =
1
2π
√
1− ρ2 · exp
(
−h
2
c,1,1 + h
2
c,1,2 − 2ρ hc,1,1 hc,1,2
2(1− ρ2)
)
, (H.8)
and the PDF of the channel vector hd is given by
phd(hd) =
1
2π
√
σ21σ
2
2
· exp
(
−σ
2
1 h
2
d,1,2 + σ
2
2 h
2
d,1,1
2σ21σ
2
2
)
(H.9a)
=
1
2π
√
1− ρ2 · exp
(
−h
2
d,1,1 + h
2
d,1,2 + ρ (h
2
d,1,1 − h2d,1,2)
2(1− ρ2)
)
. (H.9b)
1For simplicity, we have assumed that congenerous omni-directional antennas are used in the equivalent
distributed system. Moreover, shadowing effects have not been taken into account.
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Figure H.1: Contour plots of the PDFs phc(hc) and phd(hd) for ρ=0.9.
In Fig. H.1, the contour plots of the PDFs phc(hc) and phd(hd) are displayed,
for the example ρ = 0.9. As can be seen both PDFs are identical, apart from a
45◦-rotation within the (x, y)-plane.2 Obviously, in the co-located system a large
amplitude of channel coefficient hc,1,1 implies a high probability that the amplitude
of hc,1,2 is also large (due to the strong correlation). In contrast to this, the channel
coefficients hd,1,1 and hd,1,2 in the distributed system are uncorrelated, but their
average amplitudes are different. 3
Example H.2 (Numerical example for four transmit antennas)
Consider a distributed MISO system with four transmit antennas and a single receive
antenna, and let
Σh,Tx = diag([ 0.2 0.3 1.0 2.5 ]) . (H.10)
Using the normalized Hadamard matrix
U˜4 := H4 =
1√
2
[
H2 H2
H2 −H2
]
, (H.11)
we find the following transmitter correlation matrix for the equivalent co-located
MISO system:
Rh,Tx := U˜4Σh,TxU˜
H
4 =


1 −0.4 −0.75 0.35
−0.4 1 0.35 −0.75
−0.75 0.35 1 −0.4
0.35 −0.75 −0.4 1

 . (H.12)
The above transform Σh,Tx→Rh,Tx is illustrated in Fig. H.2.
2Correspondingly, the unitary transforms Rh,Tx ↔ Σh,Tx can be interpreted as a rotation of the
coordinate system [Boe03].
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4
Figure H.2: Illustration of the transform Σh,Tx→Rh,Tx. Left: Distributed MISO system
with four transmit antennas and a single receive antenna. Right: Equivalent co-located
MISO system with correlated transmit antennas.
Using, for example, the (4×4)-Fourier matrix F4 instead of the normalized (4×4)-
Hadamard matrix, we can find another equivalent co-located MISO system with a
different correlation matrixR′h,Tx 6=Rh,Tx. Correspondingly, the transformΣh,Tx→
Rh,Tx is not unique. In contrast to this, the transform Rh,Tx→Σh,Tx according to
(3.33) is always unique (up to an arbitrary permutation of the eigenvalues). 3
H.2 Virtual Antenna Arrays for Cellular Systems
Next, we focus on cellular mobile radio systems and consider two examples of distributed
MIMO systems taking geometrical parameters into account. In the first example, a virtual
antenna array is considered that is established by two cooperating mobile stations. In the
second example two cooperating base stations are considered.
Example H.3 (Virtual antenna array established by two mobile stations)
We consider a virtual antenna array (VAA) established by two cooperating mobile
stations, as depicted in Fig. H.3. For simplicity we assume that the base station BS
and the two mobile stations MS1 and MS2 are each equipped with a single antenna.
In [KDA03] it was proposed to use such a VAA in the downlink of cellular systems,
so as to provide spatial diversity at the receiver. It was argued that due to space
limitations at the mobile receiver, multiple co-located antennas are typically charac-
terized by strong spatial correlations and might therefore often be not practicable.
In order to circumvent the problem of spatial correlation, it was therefore proposed
in [KDA03] to establish VAAs by means of multiple adjacent single-antenna re-
ceivers that mutually relay their received signals. However, according to the results
presented in Chapter 3 the use of VAAs merely trades one form of correlation for
another.
For example, let D denote the distance between the base station (BS) and the first
mobile station (MS1), and let d denote the antenna spacing of the VAA (cf. Fig. H.3),
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Figure H.3: Virtual antenna array (VAA) established by two mobile stations.
where we denote ξ := d/D (ξ < 1). Moreover, let α denote the angle between the
link BS → MS1 and the VAA, where α = π/2 represents the case of broad-side
orientation. Using the normalization introduced in Section 3.2.2, and assuming
that congenerous omni-directional antennas are used at the two mobile stations,
one obtains the following receiver covariance matrix:
Σh,Rx =
[
σ21 0
0 σ22
]
, σ21 =
2(f(α))p
1 + (f(α))p
, σ22 =
2
1 + (f(α))p
, (H.13)
where
f(α) := 1+ξ2−2ξ cosα. (H.14)
(The parameter p again denotes the path-loss exponent, cf. Example H.1. As ear-
lier, shadowing effects have not been taken into account.) This corresponds to an
equivalent co-located SIMO system with correlated receive antennas and a receiver
correlation matrix3
Rh,Rx =
[
1 ρ
ρ 1
]
, ρ := −1− (f(α))
p
1 + (f(α))p
. (H.15)
In Fig. H.4, the magnitude of the correlation coefficient ρ in the equivalent co-located
SIMO system is plotted as a function of the angle α, for path-loss exponents p=2,
p=3, p=4 and ratios ξ=0.1, ξ=0.3. As can be seen, depending on the scenario
under consideration the magnitude of ρ can be quite significant. Specifically, |ρ|
is particularly large when p and ξ are large, and when the angle α is small, as
expected, since in these cases a significant difference in the average received powers
at the two mobile stations results.
In the following, we assume that the two mobile stations MS1 and MS2 do only
cooperate if mobile station MS2 is located anywhere within a disk of radius R around
mobile station MS1 (R<D). If the radius R is chosen properly, this constraint
guarantees a sufficient quality of the link between the two mobile stations, which
limits effects of error propagation caused by the mutual relaying process.4 As an
3It should be noted that also the overall average received power depends on the angle α and the ratio
ξ. However, since we only consider the spatial correlations resulting for the equivalent co-located SIMO
system, the variation of the average received power has not been taken into account.
4The actual distance d between MS1 and MS2 can, for example, be estimated by measuring the average
received SNR offered by the link between the two mobile stations.
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Figure H.4: Virtual antenna array (VAA) established by two mobile stations: Correla-
tion coefficient ρ in the equivalent co-located SIMO system as a function of the angle α
(analytical results).
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Figure H.5: Virtual antenna array (VAA) established by two mobile stations: PDF of the
correlation coefficient ρ in the equivalent co-located SIMO system (obtained by means of
Monte-Carlo simulations).
H.2. VIRTUAL ANTENNA ARRAYS FOR CELLULAR SYSTEMS 251
example, we assume that the distanceD between the base station and mobile station
MS1 is fixed, and that mobile station MS2 has a random position within the disk
around mobile station MS1, according to a uniform distribution.
5 Correspondingly,
the correlation coefficient ρ according to (H.15) is now a random variable, while the
angle α is uniformly distributed on [0, 2π), i.e., α ∼ U([0, 2π)), and the PDF of the
ratio ξ=d/D is given by
pξ(ξ) =
2D2
R2
ξ (0 ≤ ξ ≤ R/D). (H.16)
The PDF of the correlation parameter ρ, resulting for path-loss exponents p=2,
p=3, p=4 and ratios ξmax :=R/D=0.1 and ξmax=0.3, is depicted in Fig. H.5.
The PDFs of ρ were obtained by means of Monte-Carlo simulations over a large
number of random positions of mobile station MS2. As can be seen, if the radius
R is small compared to the distance D (ξmax≪ 1) the PDF of ρ is rather narrow,
i.e., large magnitudes of ρ do not occur. However, if the radius R becomes larger
(e.g., ξmax=0.3) the PDF of ρ becomes quite broad, especially for large path-loss
exponents p. Correspondingly, the radius R should not be chosen too large, so as
to keep the resulting correlation parameter small and at the same time limit the
effects of error propagation caused by mutual relaying. 3
Example H.4 (Virtual antenna array established by two base stations)
Finally, we consider a VAA established by two cooperating base stations, as depicted
in Fig. H.6. For simplicity, we again assume that the base stations BS1, BS2 and the
mobile station MS are each equipped with a single antenna. The two base stations
may, for example, be part of a simulcast network serving mobile users located within
the shaded area (i.e., within the intersection of the coverage areas of base station
BS1 and BS2).
In the following, we assume that both base stations have the same coverage radius
R. Moreover, the distance between the two base stations BS1 and BS2 is denoted
as d (d<2R). As earlier, let
Σh,Tx =
[
σ21 0
0 σ22
]
, σ21, σ
2
2 ∈ IR≥0 (H.17)
denote the transmitter covariance matrix associated with the distributed transmit
antennas. Employing the normalization introduced in Section 3.2.2, and assuming
that both base stations use congenerous omni-directional transmit antennas and the
same average transmission power, one finds the following transmitter correlation
matrix for the equivalent co-located MISO system:
Rh,Tx =
[
1 ρ
ρ 1
]
, ρ := −D
p
1 −Dp2
Dp1 +D
p
2
, (H.18)
where D1 and D2 denotes the distance between the mobile station and base station
BS1 and BS2, respectively. As earlier, p denotes the path-loss exponent. Shadowing
effects have not been taken into account.
5Similar considerations concerning the spatial distribution of wireless network nodes were, for example,
made in [BHP04].
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Figure H.6: Virtual antenna array (VAA) established by two base stations.
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Similar to Example H.3, we assume that the mobile station MS has a random po-
sition within the intersection of the coverage areas of base station BS1 and BS2,
according to a uniform distribution. Correspondingly, the correlation coefficient ρ
according to (H.18) is again a random variable. The PDF of the correlation para-
meter ρ, resulting for path-loss exponents p=2, p=3, p=4 and a ratio R/d=0.8,
is depicted in Fig. H.7. As can be seen, the PDF of ρ is quite broad, already for a
small path-loss exponent of p=2. 3
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Appendix I
Error Performance of
Maximum-Ratio-Combining Systems
THE IDEA to exploit multiple receive antennas, in order to accomplish (microscopic) di-
versity gains, dates already back to the 1950’s. Given a wireless system with a single trans-
mit antenna and multiple receive antennas, the optimal linear combining strategy in terms
of maximizing the signal-to-noise ratio (SNR) at the combiner output is maximum ratio
combining (MRC) [Bre59], which requires perfect channel knowledge at the receiver. Since
the advent of orthogonal space-time block codes (OSTBCs) [Ala98, TJC99a, TJC99b],
the topic of performance evaluation for MRC systems has received renewed interest, be-
cause any OSTBC system with M transmit and N receive antennas can be transformed
into an equivalent MRC system with a single transmit antenna and MN receive an-
tennas (cf. Section 2.3.1). Moreover, Craig’s alternative representation of the Gaussian
Q-function [Cra91] enabled novel advances in assessing the performance of MRC systems,
given (nearly) arbitrary fading statistics [AG99,SA00] and signal constellations. In the fol-
lowing, the most important performance results for MRC systems are briefly summarized.
These results are then utilized in Chapter 3 and 4, in order to assess the performance of
OSTBCs in co-located and distributed MIMO systems.
To start with, we consider the PDF of the instantaneous SNR at the maximum ratio
combiner output.
I.1 PDF of the Instantaneous Signal-to-Noise Ratio
We consider a point-to-point link in a wireless system equipped with a single transmit
antenna and N receive antennas, as depicted in Fig. I.1. Assuming quasi-static frequency-
flat fading, the discrete-time channel model (without MRC) is given by
y[k] = h a[k] + n[k] (I.1)
where y[k] := [ y1[k], ..., yN [k] ] ∈ ICN denotes the kth received vector, k the discrete time
index, h :=[h1, ..., hN ] ∈ ICN the channel coefficient vector, a[k] the kth transmitted in-
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Figure I.1: Maximum-ratio-combining (MRC) system with a single transmit antenna and
N receive antennas.
formation symbol, and n[k] :=[n1[k], ..., nN [k] ] ∈ ICN the kth additive noise vector. The
entries of h are modeled as statistically independent random variables with average power
Ωhν := E{|hν |2} = h¯2ν + σ2hν (ν=1, ..., N). (I.2)
The information symbols are assumed to be randomly drawn from a Q-ary symbol al-
phabet A, such as a phase-shift keying (PSK) or a quadrature amplitude modulation
(QAM) constellation, where we assume E{a[k]} := 0 and E{|a[k]|2} := σ2a. Finally, the
noise samples nν [k] are assumed to be temporally and spatially white zero-mean com-
plex Gaussian random variables with variance σ2n, i.e., nν [k] ∼ CN (0, σ2n) (ν = 1, ..., N)
and E{n[k]nH[k′]}= σ2n · δ[k′−k] · IN . Moreover, it is assumed that h, a[k] and n[k] are
statistically independent.
The kth output sample of the maximum ratio combiner is given by
z[k] := c
N∑
ν=1
h∗ν yν [k] = c ||h||22 a[k] + η[k], (I.3)
where η[k] ∼ CN (0, c2 ||h||22 σ2n) and c is an arbitrary constant. In the following, we set
c := 1/||h||2, so that the variance of the noise term η[k] does not depend on the channel
vector h. The metric for maximum-likelihood (ML) detection of the information symbols
a[k] is thus given by
µML(z[k], a˜[k]) :=
∣∣ z[k]− ||h||2 a˜[k] ∣∣2, (I.4)
where a˜[k] denotes a hypothesis for a[k].
The instantaneous received SNR (given a fixed channel realization) per information
symbol at the νth receive antenna is given by
γs,ν :=
|hν |2σ2a
σ2n
. (I.5)
Note that the instantaneous received SNRs γs,ν are statistically independent random vari-
ables. Similarly, the instantaneous SNR at the maximum ratio combiner output results
as
γs :=
||h||22 σ2a
σ2n
=
N∑
ν=1
γs,ν . (I.6)
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In the following, let γ¯s,ν (ν = 1, ..., N) and γ¯s denote the corresponding average SNRs.
Moreover, let pγ
s,ν
(γs,ν) and pγ
s
(γs) denote the PDF of the instantaneous SNRs γs,ν and
γs, respectively.
The PDF of a sum of statistically independent random variables is given by the con-
volution of the individual PDFs [BS91, p. 674]. For the PDF of the instantaneous SNR
at the maximum ratio combiner output, one therefore obtains
pγ
s
(γs) = pγ
s,1
(γs) ∗ . . . ∗ pγ
s,N
(γs). (I.7)
Equivalently, the PDF pγ
s
(γs) can be expressed in terms of the characteristic function of
the instantaneous SNR γs (cf. Definition C.17 in Appendix C), according to
pγ
s
(γs) =
1
2π
∫ +∞
−∞
C{γs}(jω) e−jωγs dω, (I.8)
where C{γs}(jω) = F{pγ
s
(γs)}(−jω). Alternatively, the moment-generating function
M{γs}(s) = L{pγ
s
(γs)}(−s) can be used. The characteristic function C{γs}(jω) can in
turn be expressed as the product of the characteristic functions of the instantaneous
SNRs γs,ν , i.e.,
C{γs}(jω) =
N∏
ν=1
C{γs,ν}(jω) =
N∏
ν=1
F{pγ
s,ν
(γs,ν)}(−jω). (I.9)
Similarly, we have M{γs}(s)=
∏N
ν=1 M{γs,ν}(s). As will be seen in the sequel, the above
properties of pγ
s
(γs) allow for an analytical evaluation of the resulting average symbol
error probability provided by MRC with subsequent ML detection.
I.2 Symbol and Bit Error Probability
To start with, we focus on the case of binary transmission. Afterwards, generalizations
to higher-order modulation schemes are discussed.
Binary Transmission
In the case of binary (antipodal) transmission, i.e., a[k]∈{±√σ2a}, the instantaneous bit
error probability is given by
Pb(γs) = Q
(√
2γs
)
, (I.10)
where Q(x) denotes the Gaussian Q-function, cf. Definition C.2 in Appendix C. Corre-
spondingly, the average bit error probability can be calculated as
P¯b =
∫ ∞
0
Q
(√
2γs
)
pγ
s
(γs) dγs. (I.11)
The traditional definition of the Gaussian Q-function is given by
Q(x) :=
1√
2π
∫ ∞
x
e−t
2/2 dt. (I.12)
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However, this definition of Q(x) renders a further evaluation of (I.11) difficult, because
the integration variable of the outer integral, γs, is found in the (lower) limit of the
inner integral [AG99, SA00]. Another difficulty arises from the fact, that a closed-form
expression of the PDF pγ
s
(γs) must be known. In general, this might be difficult to
obtain, especially when the individual transmission links are characterized by different
fading statistics.1
An alternative representation of the Gaussian Q-function, which significantly simplifies
the evaluation of (I.11), was presented in [Cra91]. It is given by
Q(x) =
1
π
∫ π/2
0
exp
(
− x
2
2 sin2 φ
)
dφ (x ≥ 0). (I.13)
Plugging (I.13) into (I.11) yields [AG99,SA00]
P¯b =
1
π
∫ ∞
0
∫ π/2
0
pγ
s
(γs) · exp
(
− γs
sin2 φ
)
dφ dγs (I.14a)
=
1
π
∫ π/2
0
M{γs}(s= ς(φ)) dφ, (I.14b)
where
ς(φ) := − 1
sin2 φ
. (I.15)
Furthermore, since the instantaneous received SNRs γs,ν are statistically independent
random variables, we can further simplify (I.14b) according to
P¯b =
1
π
∫ π/2
0
N∏
ν=1
M{γs,ν}(s= ς(φ)) dφ =: 1
π
∫ π/2
0
f(φ) dφ. (I.16)
In many cases, closed-form expressions are known for the moment-generating functions
M{γs,ν}(s) (cf. Definition C.17 in Appendix C, Table C.1). Correspondingly, the problem
of calculating the average bit error probability of MRC with subsequent ML detection
amounts to evaluating a single finite-range integral over a known function f(φ), which
can for example be done by means of numerical integration. For example, in the case of
Rayleigh fading we have
M{γs,ν}(s) = 1
1− sγ¯s,ν , (I.17)
i.e.,
P¯b =
1
π
∫ π/2
0
N∏
ν=1
sin2 φ
sin2 φ+ γ¯s,ν
dφ. (I.18)
In this specific case, even closed-form expressions are known for the integral (I.18) [Pro01,
Ch. 14]. Given equal average received SNRs γ¯s,1 = ... = γ¯s,N = γ¯s/N one obtains:
P¯b =
1
2N
(
1− µ(γ¯s)
)N N−1∑
i=0
(
N−1+i
i
)
1
2i
(
1 + µ(γ¯s)
)i
, (I.19)
1In a system with distributed antennas, for example, the average received SNRs on the individual
transmission links are typically different. Moreover, single links may contain a line-of sight component.
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where
µ(γ¯s) :=
√
γ¯s
N + γ¯s
. (I.20)
In the case of unequal average received SNRs γ¯s,ν , one obtains
2
P¯b =
1
2
N∑
ν=1


N∏
ν′=1
ν′ 6=ν
γ¯s,ν
γ¯s,ν − γ¯s,ν′


(
1−
√
γ¯s,ν
1 + γ¯s,ν
)
. (I.21)
It should be noted that the derivation of (I.19) and (I.21) in [Pro01, Ch. 14] is not based
on (I.16), but on explicit expressions for the PDF pγ
s
(γs) obtained via the corresponding
characteristic function C{γs}(jω).
Higher-Order Modulation Schemes
So far, we have focused on the case of binary transmission. However, the derivation of
(I.16) can be generalized to higher-order modulation schemes, so as to find similar integral
expressions for the average symbol error probability provided by MRC with subsequent
ML detection [AG99,SA00]. For example, for Q-ary phase-shift keying (PSK) modulation,
one obtains
P¯s =
1
π
∫ (Q−1)pi
Q
0
N∏
ν=1
M{γs,ν}(s= ςPSK(φ)) dφ, (I.22)
where
ςPSK(φ) := − gPSK
sin2 φ
, gPSK := sin
2(π/Q). (I.23)
Similarly, for Q-ary amplitude-shift keying (ASK) modulation, one obtains
P¯s =
2(Q−1)
Qπ
∫ π/2
0
N∏
ν=1
M{γs,ν}(s= ςASK(φ)) dφ, (I.24)
where
ςASK(φ) := − gASK
sin2 φ
, gASK :=
3
Q2−1 , (I.25)
and for a square Q-ary quadrature amplitude modulation (QAM) constellation, one ob-
tains
P¯s =
4
π
(
1− 1√
Q
)∫ π/2
0
N∏
ν=1
M{γs,ν}(s= ςQAM(φ)) dφ
− 4
π
(
1− 1√
Q
)2 ∫ π/4
0
N∏
ν=1
M{γs,ν}(s= ςQAM(φ)) dφ, (I.26)
2If some of the average SNRs γ¯s,ν are equal, the corresponding average bit error probability can be
obtained as a limiting case of (I.21).
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where
ςQAM(φ) := − gQAM
sin2 φ
, gQAM :=
3
2(Q−1) . (I.27)
For the case of a Q-ary QAM signal constellation and Rayleigh fading, there are also
closed-form expressions for P¯s [AG99], both for equal and unequal average received SNRs
γ¯s,ν (similar to the case of binary antipodal transmission).
An interesting unifying upper bound on the average symbol error probability P¯s (for
an arbitrary Q-ary PSK/ASK/QAM signal constellation) was presented in [ZG03a]. The
result is
P¯s ≤ Q− 1
Q
N∏
ν=1
M{γs,ν}(s=−g), (I.28)
where g is equal to gPSK, gASK, or gQAM.
So far, we have focussed on the calculation of the average symbol error probability.
In [XD05], the above results were extended such that the corresponding average bit error
probabilities can be calculated (given an arbitrary two-dimensional signal constellation
with polygonal decision regions and an arbitrary bit mapping). Alternatively, the analyt-
ical results for binary antipodal transmission can be reused, in order to find bounds on
the average bit error probability. Let A := {a0, ..., aQ−1} denote the signal constellation
under consideration, and let di,j := |ai− aj| denote the distance between the constellation
points ai and aj within the complex plane (j 6= i). The average probability that an ML
detector decides in favor of the constellation point aj, although the constellation point
a[k]=ai has been transmitted, is given by [Pro01, Ch. 5.2]
P (ai → aj) =
∫ ∞
0
Q
(√
d2i,jγs/(2σ
2
a)
)
pγ
s
(γs) dγs (I.29a)
=
1
π
∫ π/2
0
N∏
ν=1
M
{
d2i,jγs,ν/(4σ
2
a)
}
(s= ς(φ)) dφ, (I.29b)
cf. (I.11) and (I.16). Let ei,j denote the number of bit errors associated with an erroneous
symbol decision ai → aj, and let aimin denote the constellation point that is closest to ai.3
A simple lower bound on the average bit error probability is then given by
P¯b ≥ 1
Q log2(Q)
Q−1∑
i=0
ei,imin · P (ai → aimin). (I.30)
The above lower bound is asymptotically tight (i.e., for γs→∞). Similarly, a simple upper
bound on the average bit error probability is given by the union bound [Hub92, Ch. 2.8.4]
P¯b ≤ 1
Q log2(Q)
Q−1∑
i=0
Q−1∑
j=0
j 6=i
ei,j · P (ai → aj). (I.31)
3For simplicity we assume that if there are multiple closest points, all corresponding decision errors
are associated with the same number of bit errors [Sch06].
Appendix J
Space-Time Coding in the Presence
of Intersymbol Interference
MOST SPACE-TIME coding techniques proposed in the literature were designed for
MIMO channels without intersymbol interference (ISI). However, as discussed in Chap-
ter 2, this assumption might not be valid in a practical system. If no counter measures
are taken, ISI can cause substantial performance losses that compromise the achieved
diversity gains. Basically, there are three different options to design a space-time coding
scheme for MIMO channels with ISI. First, one might refine or generalize existing space-
time codes such that they are suited for ISI channels (see, for example, the time-reversal
STBC scheme discussed in Section 2.3.3). Second, one might employ a space-time code
originally designed for channels without ISI, and mitigate the impact of ISI by means of
appropriate equalization techniques at the receiver. Finally, one might employ a multi-
carrier transmission scheme, so as to circumvent the problem of ISI.
In this section we consider the second option, while we focus on trellis-based equaliza-
tion and detection1 at the receiver, e.g., maximum-likelihood sequence estimation (MLSE)
by means of the Viterbi algorithm [For72] or symbol-by-symbol maximum-a-posteriori
(MAP) detection by means of the BCJR algorithm [BCJR74]. First, the topic of training-
based channel estimation for MIMO systems with ISI is briefly discussed. Then, the trellis
structure resulting for a general non-differential STBC in the presence of ISI is described
(given arbitrary training sequences). Finally, the topic of performance evaluation based
on distance spectra is addressed.
J.1 Channel Estimation for MIMO Systems
Consider again the discrete-time MIMO channel model for frequency-selective fading in-
troduced in Section 2.2.2:
y[k] =
L∑
l=0
Hl[k]x[k − l] + n[k], (J.1)
1Equalization of the ISI channel and detection of the transmitted information symbols is typically
performed in a single step. Therefore, we use the notion equalization/detection in the sequel.
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cf. (2.26). As earlier, let M denote the number of transmit antennas, N the number of
receive antennas, and L the effective memory length of the channel. It is again assumed
that the physical channel is slowly time-varying, i.e., the channel matrices Hl[k] can
be regarded as constant over (L+1) consecutive time indices. For the time being, we
therefore drop the time index k for the channel coefficients.
In the following, we assume that coherent detection is performed at the receiver. In
order to enable channel estimation, the transmitter is assumed to send a block of pt known
training vectors xt[k], ...,xt[k+pt−1] . Let xt,µ[k] denote the training symbol transmitted
at time index k via the µth antenna (1≤µ≤M). Moreover, let us define the matrices
Xt,µ[k] :=


xt,µ[k+L] . . . xt,µ[k+1] xt,µ[k]
xt,µ[k+L+1] . . . xt,µ[k+2] xt,µ[k+1]
...
. . .
...
...
xt,µ[k+pt−1] . . . xt,µ[k+pt−L] xt,µ[k+pt−(L+1)]

 , (J.2)
µ = 1, ...,M [Sch06]. The received samples of the νth receive antenna are collected in a
vector yν [k], according to
yν [k] := [ yν [k+L], . . . , yν [k+pt−1] ]T. (J.3)
We can then write
yν [k] =
M∑
µ=1
Xt,µ[k]hν,µ + nν [k] =: Xt[k]hν + nν [k], (J.4)
where hν,µ := [hν,µ,0, . . . , hν,µ,L ]
T, (J.5)
nν [k] := [nν [k+L], . . . , nν [k+pt−1] ]T, (J.6)
Xt[k] :=
[
Xt,1[k], . . . , Xt,µ[k], . . . , Xt,M [k]
]
, (J.7)
and
hν :=
[
hTν,1, . . . , h
T
ν,µ, . . . , h
T
ν,M
]T
. (J.8)
If no ISI is present (L=0), the matrix Xt[k] simplifies to
Xt[k] =
[
xt[k+L], . . . , xt[k+pt−1]
]T
(J.9)
and the vector hν to
hν = [hν,1, . . . , hν,µ, . . . , hν,M ]
T. (J.10)
The maximum-likelihood (ML) estimate for the channel coefficient vector hν , given the re-
ceived vector yν [k] and the training vectors xt[k], ...,xt[k+pt−1], results from maximizing
the conditional PDF p(yν [k] | h˜ν ,xt[k], ...,xt[k+pt−1]) with respect to h˜ν [Che05, Ch. 3.1]:
hˆν,ML = argmax
h˜ν
{
p(yν [k] | h˜ν ,xt[k], ...,xt[k+pt−1])
}
. (J.11)
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Note that the task of ML channel estimation given known data symbols is dual to the
task of MLSE given known channel coefficients. Assuming white Gaussian noise (with
variance σ2n) and a training length pt ≥ 2L+1, the ML estimate hˆν,ML can explicitly be
calculated according to [RHH95]
hˆν,ML = argmin
h˜ν
{∣∣∣∣yν [k]−Xt[k] h˜ν∣∣∣∣2} = X†t[k]yν [k] = hν + n′ν [k], (J.12)
where X†t[k] := (X
H
t [k]Xt[k])
−1XHt [k] denotes the Moore-Penrose left-hand pseudoinverse
of Xt[k]. The solution (J.12) is also known as the joint least-squares channel-estimation
(JLSCE) solution.2 The covariance matrix of the resulting noise vector n′ν [k] :=X
†
t[k]nν [k]
is equal to E{n′ν [k]n′Hν [k]}=σ2n (XHt [k]Xt[k])−1. The mean power of the noise vector n′ν [k]
represents the mean squared channel estimation error. It is minimized if and only if the
matrix Xt[k] is orthogonal [CM98], i.e., X
H
t [k]Xt[k]=α[k] IL+1 with some constant factor
α[k]. In other words, the optimal estimation result is obtained if the training sequences
transmitted via the M antennas have perfect auto- and cross-correlation properties.
In the case of coherent detection at the receiver, the choice of ‘good’ training sequences
is typically crucial for the overall resulting error performance. However, for a given train-
ing length and number of transmit antennas, it is often a demanding task to find sets of
training sequences with (near-) perfect auto- and cross-correlation properties [MHS03a].
This is especially true if the training symbols are supposed to be taken from a certain, pre-
defined symbol alphabet. For example, so-called perfect roots-of-unity sequences (PRUS)
have perfect auto- and cross-correlation properties and exist for any number of transmit
antennas [CM98]. However, the training symbols are taken from the Q-ary roots-of-unity
alphabet
A := {ej2πi/Q | i = 0, ..., Q−1}. (J.13)
Since the cardinality Q of the alphabet A is not necessarily equal to 2m (m integer), A
is in general not a standard phase-shift keying (PSK) signal constellation. Moreover, the
smallest possible cardinality Q depends on the desired training length pt [FAT03].
In the case of frequency-flat fading (L=0), only the cross-correlation properties of the
employed training sequences are of interest. In fact, orthogonal training sequences can
easily be found [FAT03]. In particular, if an OSTBC is employed, a specific training se-
quence design is not required at all, due to the intrinsic orthogonality of the transmission
scheme. One can simply take a single (arbitrary) training sequence of length npi and en-
code it by means of the OSTBC encoder, where n denotes an arbitrary integer number and
pi the number of (information) symbols per OSTBC code matrix (cf. Section 2.3.1). This
enables ML channel estimation at the receiver by means of simple widely linear process-
ing, in terms of matrix-vector products hˆν,ML :=X
†
t[k]yν [k]∝XHt [k]yν [k] (ν = 1, ..., N).3
A similar idea was presented in [FAT03], where quasi-optimal sets of training sequences
2The JLSCE solution constitutes a zero-forcing (ZF) solution. It should therefore be noted that the
quality of the channel estimates can usually be improved by employing a minimum-mean-squared-error
(MMSE) solution instead.
3This is dual to the OSTBC decoding step performed in the case of perfect channel knowledge at the
receiver, cf. Section 2.3.1. Here the duality between channel estimation and data detection again becomes
obvious.
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were derived for MIMO channels with ISI, by optimizing a single training sequence which
was then encoded by means of an appropriate space-time encoder (not necessarily the
same as employed for the information symbols).
J.2 Trellis-Based Equalization for STBCs
In this section, the trellis structure resulting for a general non-differential STBC in the
presence of ISI is described, which builds the basis for trellis-based equalization/detection
by means of the Viterbi algorithm [For72], the BCJR algorithm [BCJR74] or the
MaxLogMAP algorithm [RHV97].4 In particular, we assume the general case that an
arbitrary set of training sequences is employed that is not necessarily generated by the
STBC encoder used for the information symbols. To this end, we consider a frame struc-
ture as depicted in Fig. J.1, where the transmitter periodically switches between blocks
of space-time encoded information symbols (‘info blocks’) and blocks of training symbols
(‘training blocks’). As will be seen, this leads to an irregular (i.e., time-varying) trellis
structure.
The transmitter structure under consideration is depicted in Fig. J.2. At the trans-
mitter, the information symbols a[κ] are partitioned into groups
a[κ] := [ a[κ], . . . , a[κ+pi−1] ]T
of pi complex-valuedQ-ary information symbols (cf. Section 2.3.1), which are subsequently
mapped onto STBC code matrices X[k] of size (p×M), according to
S : IC pi → IC p×M , a[κ] 7−→ X[k] =

 x1,1(a[κ]) · · · x1,M(a[κ])... . . . ...
xp,1(a[κ]) · · · xp,M(a[κ])

 . (J.14)
Note that κ denotes the time index before the STBC encoder and k the time index after
the STBC encoder. Moreover, p denotes the number of time indices k, k+1, ..., k+p−1
used for the transmission of a single STBC code matrix. In particular, the complex-valued
symbol xξ,µ(a[κ]) (1≤ξ≤p, 1≤µ≤M) is transmitted at time index k+ξ−1 via the µth
transmit antenna. Since the STBC code matrixX[k] comprises p consecutive time indices,
the preceding code matrix is in the sequel denoted as X[k−p], and the subsequent code
matrix as X[k+p]. Similarly, the corresponding information symbol vectors are denoted
as a[κ−pi] and a[κ+pi], respectively.
In the following, a single info block is assumed to span Ni successive STBC code
matrices X[k], cf. Fig. J.1. After Ni STBC code matrices have been transmitted, the
transmitter switches to pt subsequent training vectors xt[k], ...,xt[k+ pt− 1] ∈ ICM×1,
cf. Fig. J.2. At the receiver, first the task of channel estimation is performed (based
4The Viterbi algorithm is optimal in the sense of maximum-likelihood sequence estimation (MLSE)
and the BCJR algorithm in the sense of maximum a-posteriori (MAP) symbol-by-symbol estimation.
The MaxLogMAP algorithm is a suboptimal algorithm which (closely) approximates the a-posteriori
probability values provided by the BCJR algorithm. All three algorithms operate on the same trellis
diagram. In particular, identical branch metrics are computed by all three algorithms.
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Figure J.1: Frame structure under consideration.
on the training blocks). Then, a trellis-based equalizer/detector algorithm is employed,
which delivers estimates aˆ[κ] of the transmitted information symbols.
Trellis Structure Without Embedded Training Symbols
First, the general trellis structure without embedded training symbols is described. Con-
sider again the discrete-time MIMO channel model (J.1) for frequency-selective fading.
As earlier, let L denote the effective channel memory length, where
L := np+ l (J.15)
(n, l integer and l < p). In order to obtain a trellis-based equalizer/detector algorithm
with a preferably small number of trellis states, a single trellis segment is associated
with a complete STBC code matrix X[k] :=[x[k], . . . , x[k+p−1] ]T (and thus with pi
information symbols), i.e., a transition from one trellis state to a subsequent state spans
p consecutive time indices k, ..., k+p−1 [Bau00, BHS01]. Since the individual trellis
branches are associated with pi information symbol hypotheses, altogether Q
pi branches
start from each trellis state.
The channel memory comprises n complete STBC code matricesX[k−p], ...,X[k−np],
which correspond to the information symbols a[κ−pi], ..., a[κ−npi], respectively. In ad-
dition, the channel memory comprises the first l rows of code matrix X[k−(n+1)p],
which correspond to another ς(l) information symbols. The value of ς(l) depends on the
particular structure of the STBC code matrix under consideration (1≤ ς(l)≤ pi). Cor-
respondingly, the starting states of the trellis segment for code matrix X[k] are defined
by the npi hypotheses for the information symbols a[κ−pi], ..., a[κ−npi] and by the ς(l)
hypotheses for the information symbols associated with the first l rows of code matrix
X[k−(n+1)p]. Similarly, the target states are defined by the hypotheses for the infor-
mation symbols a[κ], ..., a[κ−(n−1)pi] and by the symbol hypotheses associated with the
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Figure J.2: Transmitter structure of a general non-differential STBC scheme with embed-
ded training symbols.
first l rows of code matrix X[k−np]. As a result, the number of trellis states is equal
to Qnpi+ς(l). Specifically, for l=0 we have ς(l)=0, i.e., the number of trellis states is
QpiL/p=QRtL, where Rt denotes the temporal rate of the STBC (cf. Section 2.3.1). Ob-
viously, for STBCs with a temporal rate of one (such as Alamouti’s transmit diversity
scheme), the number of required trellis states is the same as in a single-antenna system.
Assuming N receive antennas and additive white Gaussian noise, metric increments
of form
Γb[k] :=
N∑
ν=1
p∑
ξ=1
∣∣ yν [k+ξ−1]− y˜ν [k+ξ−1] ∣∣2 (J.16)
are computed for each trellis branch (b=1, ..., Qpi), where y˜ν [k] denotes a replica of the kth
received sample at receive antenna ν, which is based on the information symbol hypothe-
ses associated with the trellis branch under consideration. Note that only (n+1)pi + ς(l)
symbol hypotheses are required, in order to construct the replicas y˜ν [k], ..., y˜ν [k+p−1],
although altogether (n+1)pM + lM transmitted symbols xξ,µ(a[κ]) contribute to the re-
ceived samples yν [k], ..., yν [k+p−1].
In the sequel, the term ς(l) is specified more precisely. The entries xξ,µ(a[κ]) of the
STBC code matrix X[k] do not necessarily depend on the complete information symbol
vector a[κ], but rather on a subvector or only a single element of a[κ]. To this end, let
aI[κ] denote a subvector of a[κ] which corresponds to an index set I ⊆ {1, ..., pi}, i.e., all
elements a[κ+λ−1] of a[κ] with λ /∈ I are discarded. Each entry xξ,µ(a[κ]) of X[k] can
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thus be associated with a dedicated index set Iξ,µ. By this means, (J.14) can be rewritten
as [Lan02a]
S : IC pi −→ IC p×M , a[κ] 7−→ X[k] =

 x1,1(aI1,1 [κ]) · · · x1,M(aI1,M [κ])... . . . ...
xp,1(aIp,1 [κ]) · · · xp,M(aIp,M [κ])

 , (J.17)
where
⋃
1 ≤ ξ ≤ p
1 ≤ µ ≤M
Iξ,µ = {1, ..., pi} . (J.18)
Using the above definitions, ς(l) can be expressed as
ς(l) = |I11 ∪ · · · ∪ I1M ∪ I21 ∪ · · · ∪ I2M ∪ · · · ∪ Il1 ∪ · · · ∪ IlM | . (J.19)
It is now simple to extend the above framework to the case of general embedded training
symbols.
Trellis Structure With Embedded Training Symbols
For simplicity, we assume in the sequel that l=0, i.e., L is a multiple of p. At the edges of
the info blocks, the transmitted symbols xξ,µ(aIξ,µ [κ−npi]), ..., xξ,µ(aIξ,µ [κ]), µ=1, ...,M ,
ξ = 1, ..., p, which contribute to the current received samples yν [k+ξ−1], ν = 1, ..., N ,
ξ=1, ..., p, are partially replaced by known training symbols. This has to be taken into
account, when constructing the replicas y˜ν [k+ξ−1] required for the metric increments
Γb[k] in (J.16). The construction rule for the replicas y˜ν [k+ξ−1] is therefore time-varying,
i.e., it depends on the current position within the trellis diagram. In particular, some of
the (n+1)pi information symbol hypotheses a˜[κ−npi], ..., a˜[κ] become dispensable, which
leads to a time-varying trellis structure.5
Consider first the left edge of an info block. In the first trellis segment following the
training block (starting at time index k0), the channel memory is completely filled with
known symbols, provided that the training block length, pt, is greater than or equal to
the channel memory length L. Accordingly, in order to calculate the metric increments
Γb[k0] (1≤ b≤Qpi), only the hypotheses for the current information symbols, a˜[κ0], are
required. Correspondingly, only a single starting state exists in the first trellis segment,
which does not contain any information symbol hypotheses (‘void’ state).
If the training block length pt is smaller than L, also information symbols from the
previous info block contribute to the current received samples yν [k0+ξ−1], ν =1, ..., N ,
ξ = 1, ..., p. Let the difference ∆:=L−pt be given by ∆:=n′p+l′, with n′, l′ integer
and l′<p. Then, only the code matrices X[k0−p], ...,X[k0−(n−n′−1)p] are filled with
known symbols as well as the upper (p−l′) rows of the matrix X[k0−(n−n′)p]. The
information symbols from the previous info block, which contribute to the received
5In a single-antenna system, where each trellis segment is associated with only a single time index k,
the information symbols a[k] are directly replaced by training symbols xt[k], according to a one-to-one
correspondence. Therefore, those trellis branches associated with symbol hypotheses a˜[k] 6= xt[k] can
simply be eliminated from the trellis diagram, provided that the information and training symbols are
taken from the same symbol alphabet.
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samples yν [k0+ξ−1], are therefore given by a[κ0−(n−n′+1)pi ], ..., a[κ0−npi ] and by
aI′ [κ0−(n−n′)pi ], where I′ :=I(p−l′+1),1∪· · ·∪ I(p−l′+1),M ∪· · ·∪ Ip,1∪· · ·∪ Ip,M . Therefore,
altogether Qn
′pi+ς
′(l′) starting states exist in the first trellis segment, where ς ′(l′) := |I′|.
Note that the a-priori probability of each starting state is influenced by the previous info
block and is, in general, different from one state to another.
In the sequel, we focus on the case pt≥L for simplicity, i.e., the first trellis segment has
only a single starting state. As a short-hand notation, we denote the time index k0+m as
km, and the time index κ0+m as κm, for a given integer m. In the second trellis segment
following the training block (starting at time index kp), the branches are associated with
new symbol hypotheses a˜[κpi ], ..., a˜[κpi+pi−1]. The starting states now comprise the
symbol hypotheses a˜[κ0], ..., a˜[κ0+pi−1], i.e., there are altogether Qpi starting states. The
branches in the third trellis segment (starting at time index k2p) are associated with
symbol hypotheses a˜[κ2pi ], ..., a˜[κ2pi+pi−1], and the starting states comprise the symbol
hypotheses a˜[κ0], ..., a˜[κ0+pi−1], a˜[κpi ], ..., a˜[κpi+pi−1]. Correspondingly, there are now
Q2pi starting states, provided that the channel memory length L is sufficiently large,
i.e., L≥ 2p. Thus, the channel memory is subsequently filled with information symbols,
and the complexity in terms of trellis states inflates, until the complexity of the full-state
trellis diagram is reached (QRtL trellis states).
Finally, consider the right edge of an info block. The number of starting states of
the first trellis segment within the subsequent training block (starting at time index kNip)
corresponds to that of the full-state trellis. The branches are now associated with known
symbols, i.e., they do not contain any information symbol hypotheses (‘void’ branch).
Correspondingly, only a single branch starts from each trellis state. In the subsequent
trellis segment (starting at time index k(Ni+1)p), the known training symbols enter the
channel memory. This reduces the number of required starting states by a factor of
1/Qpi . Thus, the channel memory is subsequently filled with known symbols, and the
complexity in terms of trellis states deflates, until there is only a single trellis state left.
The trellis branches remain void, until a new info block begins.
Example J.1 (Trellis structure resulting for Alamouti’s scheme)
In the following, the above trellis structure is illustrated for the example of Alam-
outi’s transmit diversity scheme [Ala98] (M=p=pi=2, Rt=1), cf. Section 2.3.1.
Since p= pi = 2 holds, a single trellis segment spans two consecutive time indices
k, k+1 and is associated with pi=2 information symbols a[κ], a[κ+1]. Correspond-
ingly, Q2 branches start from each trellis state. If the channel memory length L
is an even number, the full-state trellis has QL states (just as in a single-antenna
system), otherwise the number of trellis states is QL+1 [MHS03a]. For simplicity,
we assume in the sequel that a single antenna is employed at the receiver (N =1).
In this case, the branch metrics Γb[k] according to (J.16) read
Γb[k] = |y[k]− y˜[k]|2 + |y[k+1]− y˜[k+1]|2 . (J.20)
The receive antenna index ν=1 has been dropped for convenience. The replicas
y˜[k] and y˜[k+1] in (J.20) are calculated as
y˜[k] =
L∑
l=0
l even
[
hˆ1,1,l[k] a˜[κ−l] + hˆ1,2,l[k] a˜[κ+1−l]
]
(J.21)
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+
L∑
l=1
l odd
[
hˆ1,2,l[k] a˜
∗[κ−1−l] − hˆ1,1,l[k] a˜∗[κ−l]
]
and
y˜[k+1] =
L∑
l=0
l even
[
hˆ1,2,l[k+1] a˜
∗[κ−l] − hˆ1,1,l[k+1] a˜∗[κ+1−l]
]
(J.22)
+
L∑
l=1
l odd
[
hˆ1,1,l[k+1] a˜[κ+1−l] + hˆ1,2,l[k+1] a˜[κ+2−l]
]
,
where hˆ1,µ,l[k] denotes an estimate of the channel coefficient h1,µ,l[k]. As an example,
we focus on the case L=4 in the sequel. Consider a full-state trellis segment associ-
ated with the time indices k and k+1. The channel memory comprises the code ma-
trices X[k−2] and X[k−4], i.e., the starting states of the trellis segment are defined
by the symbol hypotheses a˜[κ−4], a˜[κ−3] (code matrixX[k−4]) and a˜[κ−2], a˜[κ−1]
(code matrix X[k−2]). The target states are defined by the symbol hypotheses
a˜[κ−2], a˜[κ−1], a˜[κ], a˜[κ+1]. Consider, for example, the first trellis segment within
a training block. Here, the current code matrix X[k] is replaced by training sym-
bols xt,1[k], xt,1[k+1] (first transmit antenna) and xt,2[k], xt,2[k+1] (second trans-
mit antenna). Correspondingly, the computation of the branch metrics according
to (J.20)-(J.22) has to be modified, by replacing a˜[κ],−a˜∗[κ+1], a˜[κ+1], a˜∗[κ] by
xt,1[k], xt,1[k+1], xt,2[k], xt,2[k+1], respectively.
For the example of binary transmission (Q=2), the complete trellis structure result-
ing for Alamouti’s transmit diversity scheme is depicted in Fig. J.3 (pt≥L assumed).
As can be seen, during the first two trellis segments within the info block, the trel-
lis complexity inflates from one to QL=16 trellis states, which corresponds to the
complexity of the full-state trellis. During the first two trellis segments within the
training block, the trellis complexity deflates again to a single state. 3
J.3 Performance Analysis Based on Distance Spectra
In order to conclude this chapter, the topic of performance evaluation for STBCs in the
presence of ISI is briefly addressed. We focus on MLSE equalization/detection and assume
perfect channel knowledge at the receiver. Moreover, for simplicity we restrict ourselves
to a frame structure without embedded training symbols.
The performance of a (trellis-based) MLSE equalizer can be assessed on the basis
of distance spectra. Consider a certain sequence a :=[ ..., a[κ−1], a[κ], a[κ+1], ... ] of in-
formation symbols, while we focus on binary antipodal transmission for simplicity, i.e.,
a[κ] ∈ {±1}. As earlier, we assume that an STBC withM transmit antennas is employed,
while the average transmit power per antenna is equal to P/M . In this case, the pairwise
error probability (PEP) that an MLSE equalizer decides in favor of an erroneous sequence
a′ 6=a although sequence a has been transmitted, is given by [Pro01, Ch. 5.2]
P (a→a′) = Q
(√
P
2Mσ2n
d2E(a, a
′)
)
, (J.23)
270 APPENDIX J. SPACE-TIME CODING IN THE PRESENCE OF ISI
training block
0 0
0 1
1 0
1 1
k0 k2Ni k2(Ni+2)k2(Ni+1)
a˜[κ0], a˜[κ0+1]
k2=k0+2 k4=k2+2
a˜[κ4], a˜[κ4+1]a˜[κ2], a˜[κ2+1]
state void
time index
states
a˜[κ0], a˜[κ0+1]
states
a˜[κ0], a˜[κ0+1], a˜[κ2], a˜[κ2+1]
states
a˜[κ2], a˜[κ2+1], a˜[κ4], a˜[κ4+1]
states void
states
a˜[κ2Ni−2], a˜[κ2Ni−1]
training block
(Ni code matrices)
full−state trellis complexity deflatingcomplexity inflating
void
void voidvoid
states
a˜[κ2Ni−4], a˜[κ2Ni−3], a˜[κ2Ni−2], a˜[κ2Ni−1]
info block
Figure J.3: Trellis-structure resulting for Alamouti’s transmit diversity scheme, for the
example of binary transmission (Q=2) and a channel memory length of L=4. The
trellis states from top to bottom are given by the binary representations of 0, 1, 2, 3 and
0, 1, 2, ..., 15, respectively.
where Q(x) denotes the Gaussian Q-function (cf. Definition C.2 in Appendix C) and
d2E(a, a
′) denotes the squared Euclidean distance between a and a′ after the STBC encoder
and the ISI channel, cf. Fig. J.4.6
According to the ML criterion, we assume in the following that all information se-
quences a are equiprobable. In the sequel, we consider the so-called error event probabil-
ity Pr{Eerror,k0}, i.e., the probability that at a certain time index k0 the MLSE equalizer
diverts from the correct trellis path representing the transmitted information sequence a.
To this end, we introduce error symbols ǫ[κ], according to
ǫ[κ] := a[κ]− a′[κ] =


0 if a′[κ]=a[κ]
+2 if a′[κ] 6=a[κ] and a[κ]=+1
−2 if a′[κ] 6=a[κ] and a[κ]=−1
. (J.24)
6This is similar to the PEP of space-time codes in the presence of frequency-flat fading, cf. Section 2.3.4
and Section 3.2.4.
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ICd
2
E(a, a
′)
a′
Information sequence space
a
ISI channel
STBC encoder & (a[κ] ∈ {±1})
dH(a, a
′)
Figure J.4: Illustration of the PEP between two information sequences a and a′
(d2E: squared Euclidean distance, dH: Hamming distance).
Note that different sequence pairs (a, a′) can lead to the same error sequence
ǫ :=[ . . . , ǫ[κ−1], ǫ[κ], ǫ[κ+1], . . . ]. (J.25)
Based on the error symbols ǫ[κ], a difference trellis diagram can be constructed [Hub92,
Ch. 5.1.2], along the same lines as for the information symbols a[κ] (cf. Section J.2). In
the following, let Ek0 denote the set of all error sequences ǫ that divert at time index k0
from the all-zeros path within the difference trellis (representing error-free transmission).
The error event probability Pr{Eerror,k0} can then be bounded above as
Pr{Eerror,k0} ≤
∑
ǫ∈Ek0
pǫ ·Q
(√
P
2Mσ2n
d2E(ǫ)
)
(J.26)
(union bound [Hub92, Ch. 3.3.2]), where d2E(ǫ) denotes the squared Euclidean distance
associated with error sequence ǫ. The factors pǫ are appropriate constants, which represent
the a-priori probabilities of the individual error sequences ǫ.7
The squared Euclidean distances d2E(ǫ) as well as the constants pǫ can, for example, be
determined by means of state transition matrices. Alternatively, the squared Euclidean
distances d2E(ǫ) can be determined via the difference trellis diagram, e.g., by means of a
list Viterbi algorithm [BH00]. One can thus compute so-called distance spectra, which
comprise the occurring squared Euclidean distances along with their relative frequencies
(including the factors pǫ). If there are relatively few squared Euclidean distances d
2
E(ǫ)
with a value close to zero, the upper bound (J.26) will be comparatively small, implying
a good resulting error performance.8
7Since the information symbols a[κ] are assumed to be equally likely +1 or −1, the error symbols
ǫ[κ]=+2 and ǫ[κ]=−2 can only occur in one half of all cases, whereas ǫ[κ]=0 can always occur, irrespec-
tive of the value of a[κ].
8State transition matrices are also useful, in order to determine the Hamming distances dH(ǫ), i.e.,
the number of information bit errors, associated with the individual error sequences ǫ.
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The concept of state transition matrices, along with the calculation of the squared
Euclidean distances d2E(ǫ) and the factors pǫ, is in the following illustrated for Alamouti’s
transmit diversity scheme [Ala98] in the presence of ISI.
Example J.2 (State transition matrix for Alamouti’s scheme)
For simplicity, we focus on the case of a single receive antenna (N=1) and a channel
model with memory length L=1. Generalizations to multiple receive antennas or
larger channel memory lengths are, however, straightforward. In the sequel, let
h := [h0, h1]
T and g := [g0, g1]
T denote the channel coefficient vector associated
with the first and the second transmit antenna, respectively. The noiseless received
samples at time index k and k+1 are thus given by
y[k] = h0 a[κ]− h1 a∗[κ−1] + g0 a[κ+1] + g1 a∗[κ−2] (J.27a)
y[k+1] = −h0 a∗[κ+1] + h1 a[κ] + g0 a∗[κ] + g1 a[κ+1]. (J.27b)
Therefore, the starting states of the corresponding trellis segment are given by
a˜[κ−2], a˜[κ−1], and the target states are given by a˜[κ], a˜[κ+1] (cf. Section J.2).
Accordingly, the starting states of the corresponding trellis segment within the dif-
ference trellis diagram are defined by the error symbols ǫ[κ−2], ǫ[κ−1] and the
target states by the error symbols ǫ[κ], ǫ[κ+1]. Thus, there are altogether 32=9
trellis states (a[κ]∈{±1} assumed). Moreover, each starting state is connected with
each target state, i.e., there are altogether 81 branches within each trellis segment.
Each trellis branch within the difference trellis is associated with a certain squared
Euclidean distance
d2E,k := |y[k]− y′[k]|2 + |y[k+1]− y′[k+1]|2 (J.28)
= |h0 ǫ[κ]− h1 ǫ[κ−1] + g0 ǫ[κ+1] + g1 ǫ[κ−2]|2
+ |h0 ǫ[κ+1]− h1 ǫ[κ]− g0 ǫ[κ]− g1 ǫ[κ+1]|2,
a certain Hamming distance
dH,k :=


0 if ǫ[κ]=0 and ǫ[κ+1]=0
1 if ǫ[κ] 6=0 or ǫ[κ+1] 6=0
2 if ǫ[κ] 6=0 and ǫ[κ+1] 6=0
, (J.29)
and an a-priori probability factor
pk :=


1 if ǫ[κ]=0 and ǫ[κ+1]=0
1
2 if ǫ[κ] 6=0 or ǫ[κ+1] 6=0
1
4 if ǫ[κ] 6=0 and ǫ[κ+1] 6=0
. (J.30)
For a given error sequence ǫ, the squared Euclidean distance d2E(ǫ), the Hamming
distance dH(ǫ), and the factor pǫ can thus be calculated as
d2E(ǫ) =
∑
k
d2E,k, dH(ǫ) =
∑
k
dH,k, pǫ =
∏
k
pk. (J.31)
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An elegant way to calculate the distances d2E(ǫ), dH(ǫ) and the factor pǫ can be
adopted from the theory of convolutional codes (see e.g. [RWM93]). To this end,
each state transition ǫ[κ−2], ǫ[κ−1]→ ǫ[κ], ǫ[κ+1] within the difference trellis dia-
gram is associated with a symbolic branch label [Hub92, Ch. 5.1.2]
Λk(D,E, J) := pkD
d2E,k EdH,k J, (J.32)
where D, E and J are symbolic bases. Considering a single error path ǫ spanning S
trellis segments within the difference trellis diagram, the associated quantities d2E(ǫ),
dH(ǫ) and pǫ can thus be computed by multiplying the corresponding symbolic
branch labels Λk(D,E, J), according to
Λǫ(D,E, J) :=
∏
k
Λk(D,E, J) = pǫD
d2E(ǫ)EdH(ǫ) JS . (J.33)
The exponent of J counts the number of considered trellis segments.
For convenience, the symbolic branch labels Λk(D,E, J) are aligned in a (9×9)-state
transition matrix T(D,E, J), where the rows of T(D,E, J) represent the possible
starting states ǫ[κ−2], ǫ[κ−1] and the columns the possible target states ǫ[κ], ǫ[κ+1].
In the sequel, the following order of the starting states (from top to bottom) and
target states (from left to right) is used:
+2,+2 +2, 0 +2,−2 0,+2 0, 0 0,−2 − 2,+2 −2, 0 −2,−2.
In this case, one obtains a state transition matrix of form
T(D,E, J) := (J.34)

1
4D
α1E2 12D
β1E 14D
γ1E2 12D
δ1E Dζ1 12D
δ9E 14D
γ9E2 12D
β9E 14D
α9E2
1
4D
α2E2 12D
β2E 14D
γ2E2 12D
δ2E Dζ2 12D
δ8E 14D
γ8E2 12D
β8E 14D
α8E2
1
4D
α3E2 12D
β3E 14D
γ3E2 12D
δ3E Dζ3 12D
δ7E 14D
γ7E2 12D
β7E 14D
α7E2
1
4D
α4E2 12D
β4E 14D
γ4E2 12D
δ4E Dζ4 12D
δ6E 14D
γ6E2 12D
β6E 14D
α6E2
1
4D
α5E2 12D
β5E 14D
γ5E2 12D
δ5E 1 12D
δ5E 14D
γ5E2 12D
β5E 14D
α5E2
1
4D
α6E2 12D
β6E 14D
γ6E2 12D
δ6E Dζ4 12D
δ4E 14D
γ4E2 12D
β4E 14D
α4E2
1
4D
α7E2 12D
β7E 14D
γ7E2 12D
δ7E Dζ3 12D
δ3E 14D
γ3E2 12D
β3E 14D
α3E2
1
4D
α8E2 12D
β8E 14D
γ8E2 12D
δ8E Dζ2 12D
δ2E 14D
γ2E2 12D
β2E 14D
α2E2
1
4D
α9E2 12D
β9E 14D
γ9E2 12D
δ9E Dζ1 12D
δ1E 14D
γ1E2 12D
β1E 14D
α1E2


·J.
A complete list of the exponents αi, βi, γi, δi (i=1, ..., 9) and ζj (j=1, ..., 4) resulting
for Alamouti’s transmit diversity scheme in the case L=1 is stated in Table J.1.
Adopting an idea evaluated for (terminated) convolutional codes [WV96], the
squared Euclidean distances d2E(ǫ) and the factors pǫ required for the union bound
(J.26) can theoretically be determined by computing [Lan02b]
P (D,E, J) := lim
n→∞ ti(D,E, J) · [T(D,E, J)]
n−2 · tt(D,E, J)− Jn (J.35a)
= lim
S→∞
∑
ǫ∈Ek0
Λǫ(D,E, J), (J.35b)
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where the vectors ti(D,E, J) and tt(D,E, J) denote the row and the column vec-
tor of T(D,E, J) corresponding to the starting state 0, 0 and the target state 0, 0
respectively:
ti(D,E, J) := (J.36a)[
1
4D
α5E2 12D
β5E 14D
γ5E2 12D
δ5E 1 12D
δ5E 14D
γ5E2 12D
β5E 14D
α5E2
]·J,
tt(D,E, J) :=
[
Dζ1 Dζ2 Dζ3 Dζ4 1 Dζ4 Dζ3 Dζ2 Dζ1
]T·J. (J.36b)
The result is a polynomial P (D,E, J) with symbolic bases D, E, J , which contains
the occurring distances d2E(ǫ), dH(ǫ) as well as the factors pǫ. The term −Jn in
(J.35a) is required, in order to exclude the all-zeros path ǫ=0.
In practice one typically has to resort to a finite error path length (S<∞), which
yields a polynomial of degree S in J :
PS(D,E, J) := ti(D,E, J) · [T(D,E, J)]S−2 · tt(D,E, J). (J.37)
(Again, the term −JS should be subtracted, so as to exclude the all-zeros path.)
The polynomial PS(D,E, J) can, for example, be determined by means of symbolic
math computer software, such as MapleR© or the Symbolic Math Toolbox provided
by MATLABR©. In order to speed up calculations, D or E can be set to one if
only the Hamming distances dH(ǫ) or the squared Euclidean distances d
2
E(ǫ) are
required, respectively.
Within this thesis, the above framework is employed in Chapter 5 (Section 5.2.2),
so as to analyze the performance of Alamouti’s transmit diversity scheme in the
case of distributed transmit antennas with imperfect timing synchronization. 3
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α1 = 4 ( |h0 − h1 + g0 + g1 |2 + |h0 − h1 − g0 − g1 |2)
α2 = 4 ( |h0 + g0 + g1 |2 + |h0 − h1 − g0 − g1 |2)
α3 = 4 ( |h0 + h1 + g0 + g1 |2 + |h0 − h1 − g0 − g1 |2)
α4 = 4 ( |h0 − h1 + g0 |2 + |h0 − h1 − g0 − g1 |2)
α5 = 4 ( |h0 + g0 |2 + |h0 − h1 − g0 − g1 |2)
α6 = 4 ( |h0 + h1 + g0 |2 + |h0 − h1 − g0 − g1 |2)
α7 = 4 ( |h0 − h1 + g0 − g1 |2 + |h0 − h1 − g0 − g1 |2)
α8 = 4 ( |h0 + g0 − g1 |2 + |h0 − h1 − g0 − g1 |2)
α9 = 4 ( |h0 + h1 + g0 − g1 |2 + |h0 − h1 − g0 − g1 |2)
β1 = 4 ( |h0 − h1 + g1 |2 + |h1 + g0 |2)
β2 = 4 ( |h0 + g1 |2 + |h1 + g0 |2)
β3 = 4 ( |h0 + h1 + g1 |2 + |h1 + g0 |2)
β4 = 4 ( |h0 − h1 |2 + |h1 + g0 |2)
β5 = 4 ( |h0 |2 + |h1 + g0 |2)
β6 = 4 ( |h0 + h1 |2 + |h1 + g0 |2)
β7 = 4 ( |h0 − h1 − g1 |2 + |h1 + g0 |2)
β8 = 4 ( |h0 − g1 |2 + |h1 + g0 |2)
β9 = 4 ( |h0 + h1 − g1 |2 + |h1 + g0 |2)
γ1 = 4 ( |h0 − h1 − g0 + g1 |2 + |h0 + h1 + g0 − g1 |2)
γ2 = 4 ( |h0 − g0 + g1 |2 + |h0 + h1 + g0 − g1 |2)
γ3 = 4 ( |h0 + h1 − g0 + g1 |2 + |h0 + h1 + g0 − g1 |2)
γ4 = 4 ( |h0 − h1 − g0 |2 + |h0 + h1 + g0 − g1 |2)
γ5 = 4 ( |h0 − g0 |2 + |h0 + h1 + g0 − g1 |2)
γ6 = 4 ( |h0 + h1 − g0 |2 + |h0 + h1 + g0 − g1 |2)
γ7 = 4 ( |h0 − h1 − g0 − g1 |2 + |h0 + h1 + g0 − g1 |2)
γ8 = 4 ( |h0 − g0 − g1 |2 + |h0 + h1 + g0 − g1 |2)
γ9 = 4 ( |h0 + h1 − g0 − g1 |2 + |h0 + h1 + g0 − g1 |2)
δ1 = 4 ( |h1 − g0 − g1 |2 + |h0 − g1 |2)
δ2 = 4 ( | g0 + g1 |2 + |h0 − g1 |2)
δ3 = 4 ( |h1 + g0 + g1 |2 + |h0 − g1 |2)
δ4 = 4 ( |h1 − g0 |2 + |h0 − g1 |2)
δ5 = 4 ( | g0 |2 + |h0 − g1 |2)
δ6 = 4 ( |h1 + g0 |2 + |h0 − g1 |2)
δ7 = 4 ( |h1 − g0 + g1 |2 + |h0 − g1 |2)
δ8 = 4 ( | g0 − g1 |2 + |h0 − g1 |2)
δ9 = 4 ( |h1 + g0 − g1 |2 + |h0 − g1 |2)
ζ1 = 4 ( |h1 − g1 |2)
ζ2 = 4 | g1 |2
ζ3 = 4 ( |h1 + g1 |2)
ζ4 = 4 |h1 |2
Table J.1: Exponents αi, βi, γi, δi (i=1, ..., 9) and ζj (j=1, ..., 4) resulting for Alamouti’s
transmit diversity scheme in the case L=1.
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