Solution estimates for abstract nonlinear time-variant differential-delay equations  by Gil', M.I.
J. Math. Anal. Appl. 270 (2002) 51–65
www.academicpress.com
Solution estimates for abstract nonlinear
time-variant differential-delay equations ✩
M.I. Gil’
Department of Mathematics, Ben Gurion University of the Negev, P.O. Box 653,
Beer-Sheva 84105, Israel
Received 17 November 2000
Submitted by C.V. Pao
Abstract
Semilinear time-variant functional–differential equations in a Banach space are consid-
ered. A solution estimate is derived. By that estimate, explicit conditions for boundedness
of solutions and stability are established.  2002 Elsevier Science (USA). All rights re-
served.
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1. Introduction and statement of the main result
It is well-known that quite a few problems of applied mathematics lead to
abstract functional–differential equations; cf. [1–7], etc.
Stability and boundedness of solutions of time-invariant parabolic and abstract
functional–differential equations were investigated by Burton and Zhang [8],
Friecskue [9], Kuang and Smith [10], Lenhart and Travis [11], Luckhaus [12],
Murakami [13], Wu [5], Gil’ [14] and other specialists. Mainly, it is assumed that
either the nonlinearities of the equations satisfy the global Lipschitz conditions,
or the corresponding semigroups are compact; see [5] and references therein.
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The very interesting results for semilinear differential-delay equations with time-
variant linear parts and quasimonotone nonlinearities were established by Pao [4,
15,16] by the method of upper–lower solutions. Moreover, in [4,15,16], the global
Lipschitz conditions and compactness of the semigroups are not always assumed.
At the same time, not too many works are devoted to stability and boundedness
of semilinear equations with time-variant linear parts.
We consider a class of semilinear differential-delay equations in a Banach
space with time-variant linear parts and nonlinearities satisfying the local
Lipschitz conditions. We do not assume monotonicity or quasimonotonicity of
the nonlinearities. A new estimate for solutions is derived. By that estimate we
investigate the boundedness and stability of solutions.
Let X be a Banach space with a norm ‖ · ‖X and the unit operator I . C(ω,X)
is the space of continuous functions defined on a set ω ⊂ R with values in X and
equipped with the sup-norm | · |C(ω,X).
Definition 1.1. For finite η > 0 and T  0, B([−η,T ],X) denotes the space of
X-valued functions defined on [−η,T ] and continuous at each point excluding the
point t = 0. At the point t = 0, a function h ∈B([−η,T ],X) can have a bounded
jump h(0−) 
= h(0) but h(0+) = h(0). In addition, B([−η,T ],X) is equipped
with the sup-norm.
In addition, we set
ΩR[−η,T ] ≡
{
h ∈ B([−η,T ],X): ‖h(t)‖X R, t ∈ [−η,T ]
}
for a positive number R  ∞. In the case T = ∞, we write ΩR[−η,∞),
B([−η,∞),X).
Let A(t) be a linear operator in X dependent on t  0 with a dense domain
D(A(t)). Consider in X the equation
u˙(t)=A(t)u(t)+ F(t, ut ) (0 t < t0 ∞), (1.1)
where function F : [0,∞)×ΩR[−η,0] → X is continuous, and xt means xt =
x(t + θ) (−η θ  0).
It is assumed that there is a nondecreasing left-continuous function r(τ )
defined on [−η,0], such that
‖F(t, ht )‖X w0 +
η∫
0
‖h(t − s)‖X dr(s)
(
w0 = const 0, t  0, h ∈ΩR[−η,∞)
)
. (1.2)
Take the initial condition
u(t)= φ(t) (−η t < 0), u(0+)= φ(0), (1.3)
where φ ∈B([−η,0],X) ∈X is given.
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Everywhere below it is assumed that the Cauchy problem for the “shortened”
equation
v˙ =A(t)v (t  0) (1.4)
is well posed [17,18]. That is, Eq. (1.4) has the evolution operator (fundamental
solution) U(t, s) acting in X and defined by the equality U(t, s)v(s) = v(t) for
any solution v(t) of (1.4).
A continuous function u(t) : [−η, t0)→X satisfying the equation
u(t)=U(t,0)u0 +
t∫
0
U(t, s)F (s,us) ds (0 t < t0) (1.5)
and condition (1.3) will be called the (mild) solution of problem (1.1), (1.3) on
(0, t0).
For various existence results for functional–differential equations in a Banach
space see [4,5,18–23], etc. In Section 3 below we propose simple conditions for
the existence and uniqueness of mild solutions. These conditions supplement the
well-known results. In the other sections, existence of mild solutions is assumed.
Let the operator I − δA(t) be invertible for all sufficiently small δ > 0,
and there be a bounded Riemann-integrable scalar-valued function α defined on
[0,∞), such that∥∥(I − δA(t))−1∥∥
X
 1
1− α(t)δ (t  0). (1.6)
Denote vr ≡ r(η)− r(0),
m(t0)≡ sup
0tt0
e
∫ t
0 α(t1) dt1 and M(t0)≡ sup
0tt0
t∫
0
e
∫ t
s α(t1) dt1 ds.
Introduce the scalar equation
z(t)= ζ(t0, φ)+M(t0)w0
+
η∫
0
t∫
min(t,τ )
exp
[ t∫
s
α(s1) ds1
]
z(s − τ ) ds dr(τ ) (t  0), (1.7)
where
ζ(t0, φ)=m(t0)‖φ(0)‖X + |φ|C[−η,0]M(t0)vr .
It is simple to check that any solution of Eq. (1.7) is nonnegative. Now we are in
a position to formulate the main result of the paper.
Theorem 1.2. Under conditions (1.2) and (1.6), let
[ζ(t0, φ)+M(t0)w0]R−1 + vrM(t0) < 1. (1.8)
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Then a mild solution u(t) of problem (1.1), (1.3) defined on [0, t0] (if it exists),
satisfies the relations
‖u(t)‖X  z0(t) [ζ(t0, φ)+M(t0)w0](1− vrM(t0))−1 R
(0 t  t0), (1.9)
where z0(t) is a solution of Eq. (1.7).
The proof of this theorem is presented in the next section. Note that if A(t) has
a constant dense domain D(A(t)) ≡DA (t  0) and continuously differentiable
on DA, then under condition (1.6) the Cauchy problem for equation is well posed
due to the well-known corollary of Theorem 4.4.2 in [17, p. 102].
Moreover, letX be a Hilbert space with a scalar product (·, ·)X and the relations
Re(A(t)h,h)X  α(t)(h,h)X
(
h ∈D(A(t))) (1.10)
and
Re(A∗(t)v, v)X  α(t)(v, v)X
(
v ∈D(A∗(t)), t  0) (1.11)
be fulfilled. As usually, A∗(t) denotes the operator adjoint to A(t). Then the
operator I − δA(t) is invertible for all sufficiently small δ > 0 and condition (1.6)
holds.
2. Proof of Theorem 1.2
Lemma 2.1. Let condition (1.2) hold with R =∞. In addition, let the evolution
operator of Eq. (1.4) satisfies the inequality
‖U(t, s)‖X Ne
∫ t
s α(z) dz (N ≡ const> 0, t, s  0). (2.1)
Then any mild solution on [0,∞) of problem (1.1), (1.3) satisfies the inequality
‖u(t)‖X  z1(t) (t  0), (2.2)
where z1(t) is a solution of the equation
z(t)= e
∫ t
0 α(s1) ds1f (t)+N
η∫
0
t∫
min(t,τ )
e
∫ t
s α(s1) ds1z(s − τ ) ds dr(τ ) (2.3)
with
f (t)=N‖φ(0)‖X +Nw0
t∫
0
e
∫ 0
s α(s1) ds1 ds
+N
η∫
0
τ∫
0
e
∫ 0
s α(s1) ds1‖φ(s − τ )‖X ds dr(τ ).
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Proof. From (1.5) and (2.1) it follows
‖u(t)‖X Ne
∫ t
0 α(s1) ds1‖φ(0)‖X +N
t∫
0
e
∫ t
s α(s1) ds1‖F(s,us )‖X ds
(0 t < t0).
According to (1.2),
‖u(t)‖X  e
∫ t
0 α(s1) ds1f1(t)+N
t∫
0
e
∫ t
s α(s1) ds1
η∫
0
‖u(s − τ )‖X dr(τ ) ds,
where
f1(t)=N‖φ(0)‖X +Nw0
t∫
0
e
∫ 0
s α(s1) ds1 ds.
But
t∫
0
e
∫ t
s α(s1) ds1
η∫
0
‖u(s − τ )‖X dr(τ ) ds
=
η∫
0
t∫
τ
e
∫ t
s α(s1) ds1‖u(s − τ )‖X ds dr(τ )
+
η∫
0
τ∫
0
e
∫ t
s α(s1) ds1‖φ(s − τ )‖X ds dr(τ ).
Thus,
‖u(t)‖X  e
∫ t
0 α(s1) ds1f (t)+N
η∫
0
t∫
τ
e
∫ t
s α(s1) ds1‖u(s − τ )‖X ds dr(τ ).
In addition, we set
t∫
τ
e
∫ t
s α(s1) ds1‖u(s − τ )‖X ds dr(τ )= 0 (t  τ ). (2.4)
Therefore,
‖u(t)‖X  e
∫ t
0 α(s1) ds1f (t)+N
η∫
0
t−τ∫
0
e
∫ t
t1+τ α(s1) ds1‖u(t1)‖X dr(τ ) dt1.
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Due to the well-known Lemma 3.2.1 of [24] (see also [25, p. 10]),
‖u(t)‖X  z˜(t) (t  0), (2.5)
where z˜(t) is a solution of the equation
z(t)= e
∫ t
0 α(s1) ds1f (t)+N
η∫
0
t−τ∫
0
e
∫ t
t1+τ α(s1) ds1z(t1) dr(τ ) dt1. (2.6)
But according to (2.4) this equation is equivalent to Eq. (2.3). As claimed. ✷
Since
e
∫ t
0 α(s1) ds1f (t)= e
∫ t
0 α(s1) ds1N
[
‖φ(0)‖X +w0
t∫
0
e
∫ 0
s α(s1) ds1 ds
+
η∫
0
τ∫
0
e
∫ 0
s α(s1) ds1‖φ(s − τ )‖X ds dr(τ )
]
N
(
m(t0)‖φ(0)‖X +M(t0)w0 +M(t0)vr |φ|C[−η,0]
)
=N[ζ(t0, φ)+M(t0)w0],
the previous lemma implies
Corollary 2.2. Under conditions (2.1) and (1.2) with R =∞, a mild solution on
(0, t0) of problem (1.1), (1.3) satisfies the inequality
‖u(t)‖X  z2(t) (0< t < t0),
where z2(t) is a solution of the equation
z(t)=N[ζ(t0, φ)+M(t0)w0] +N
η∫
0
t∫
min(t,τ )
e
∫ t
s α(s1) ds1z(s − τ ) ds dr(τ ).
For a partitioning of a segment [0, t]: t(n)k = kδ with δ = tn−1 (k = 0, . . . , n),
let us denote
U
(n)
n,k =
(
I −A(t(n)n )δ)−1(I −A(t(n)n−1)δ)−1 . . . (I −A(t(n)k+1)δ)−1,
for k < n, and Un,n = I .
Lemma 2.3. Let the Cauchy problem for Eq. (1.4) be well posed. Then the relation
U(t, s)= limU(n)nk as n→∞, t(n)k → s (2.7)
is valid in the sense of the strong topology of space X.
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Proof. From (1.4), the equality
δ−1[v(tj )− v(tj−1)] =A(tj )v(tj )+ hn,j
(
tj = t(n)j
)
follows, where v is a solution of (1.4), hn,j = v′(tj ) − δ−1[v(tj ) − v(tj−1)]
(j = 1,2, . . .). That is,
v(tj )= (I −A(tj )δ)−1[v(tj−1)+ δhn,j ] (j = 1,2, . . .).
By this relation, omitting the simple calculations, we get
v(tn)=U(n)n,0v(0)+
n−1∑
k=0
Un,khn,k+1δ. (2.8)
Since solutions of (1.4) have continuous derivatives, the expression
v′(s)− δ−1[v(s + δ)− v(s)]
is uniformly bounded with respect to δ > 0 and s  t < ∞. Thus, hn,k are
uniformly bounded with respect to k  n and n = 2, . . . . Taking into account
that hn,k → 0 as δ→ 0, and employing the Lebesgue theorem on passing to the
limit under the integral sign, we get
n−1∑
k=0
‖hn,k+1‖Xδ→ 0, n→∞.
Now (2.8) yields the required relation (2.7) with s = 0. Similarly we can derive
the required result for any s < t . ✷
Note that the latter lemma is similar to Theorem 14.4.1 from [25] (see also
Theorem 2.1 from [26]).
Lemma 2.4. Let the Cauchy problem for Eq. (1.4) be well posed. Then under
condition (1.6), the evolution operator of (1.4) satisfies inequality (2.1) with
N = 1.
Proof. According to (1.6)∥∥U(n)n,0∥∥X  ∏
1kn
(1− α(tk)δk)−1
(
tk = t(n)k
)
.
Furthermore, obviously∏
1kn
(1− α(tk)δ)−1 =
∏
1kn
(1+ α(tk)δ+ o(δ))
= exp
[
n∑
k=1
α(tk)δ
]
+O(δ)→ exp
[ t∫
0
a(τ) dτ
]
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as δ→ 0. This and Lemma 2.3 give us the desired assertion with s = 0. Similarly,
we can derive the required result for any s < t . ✷
Proof of Theorem 1.2. Lemma 2.4 and condition (1.6) imply (2.1) with N = 1.
Due to (1.8) we have vrM(t0) < 1 and
[ζ(t0, φ)+M(t0)w0](1− vrM(t0))−1 R.
But from (1.7) it follows
sup
0tt0
z0(t) ζ(t0, φ)+M(t0)w0 + vrM(t0) sup
0tt0
z0(t).
So, due to (1.9)
z0(t) [ζ(t0, φ)+M(t0)w0](1− vrM(t0))−1 R (0 t  t0) (2.9)
Moreover, (1.9) yields the condition ‖u(t)‖X  R (0  t  t˜ ) for a sufficiently
small t˜ . Repeating the reasonings of Lemma 2.1 we have the estimate
‖u(t)‖X  z0(t) (t  t˜ ).
But due to (2.9) that estimate can be extended to all t  t0. As claimed. ✷
3. Existence and uniqueness of solutions
Let there be a bounded nondecreasing continuous on the left function m :
[−η,0]→ (0,∞), such that
‖F(t, xt )− F(t, yt )‖X 
η∫
0
‖x(t − s)− y(t − s)‖X dm(s)
(
0 t  t0 <∞; x, y ∈ΩR[−η, t0]
)
. (3.1)
Lemma 3.1. Let conditions (1.2), (1.6) and (3.1) hold. Then for all φ ∈
B([−η,0],X) satisfying inequality (1.8), problem (1.1), (1.3) has a unique mild
solution u on [0, t0]. Moreover, relations (1.9) are true.
Proof. For arbitrary x, y ∈ΩR[0, t0], define the functions y˜, x˜ on [−η, t0] by
y˜(t)= x˜(t)= φ(t) (−η t < 0) and
x˜(t)= x(t), y˜(t)= y(t) (0 t  t0). (3.2)
In addition, introduce the mapping Gφ by
(Gφx)(t)= F(t, x˜t ) (0 t  t0). (3.3)
Due to (3.1),
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∥∥[Gφx](t)− [Gφy](t)∥∥X = ‖F(t, x˜t )− F(t, y˜t )‖X

η∫
0
‖x(t − s)− y(t − s)‖X dm(s).
Hence, (3.2) yields
∥∥[Gφx](t)− [Gφy](t)∥∥X 
η∫
min(t,η)
‖x(t − s)− y(t − s)‖X dm(s)
(0 t  t0). (3.4)
Rewrite Eq. (1.5) under (1.3) as
u=Φ(u), (3.5)
where Φ is defined on ΩR[0, t0] by
(Φx)(t)=U(t,0)φ(0)+
t∫
0
U(t, t1)[Gφx](t1) dt1 (x ∈ΩR[0, t0]).
Due to (1.9), Φ maps ΩR[0, t0] into itself. Inequality (3.4) shows that∥∥(Φx)(t)− (Φy)(t)∥∥
X

η∫
0
t∫
min(t,η)
‖U(t, t1)‖‖x(t1 − s)− y(t1 − s)‖X dm(s) dt1

η∫
0
t∫
0
‖U(t, s + τ )‖‖x(τ)− y(τ)‖X dm(s) dτ
=
t∫
0
K(t, τ )‖x(τ)− y(τ)‖X dτ
with
K(t, τ )=
η∫
0
‖U(t, τ + s)‖X dm(s).
Now the existence and uniqueness of a solution uˆ ∈ΩR[0, t0] of Eq. (3.5) is due
to the simple application of the contraction mapping theorem; cf. Lemma 15.3.1
from [25]. But uˆ gives us a solution u of problem (1.5), (1.3), since uˆ(0)= φ(0)
and according to (3.2) and (3.3)
(Gφuˆ)(t)= F(t, u˜t ) (0 t  t0),
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where
u˜(t)= φ(t) (−η t < 0) and u˜(t)= uˆ(t) (0 t  t0).
Moreover, Theorem 1.2 yields estimate (1.9). This proves the required result. ✷
Note that if U(t, s) is compact for t > s, then condition (3.1) in Theorem 3.1
can be removed. But the uniqueness of solutions in this case is not valid in general.
4. Boundedness and stability
Assume that
m(∞)≡ sup
t0
exp
[ t∫
0
α(t1) dt1
]
ds <∞
and
M(∞)≡ sup
t0
t∫
0
exp
[ t∫
s
α(t1) dt1
]
ds <∞.
A mild solution is global if it is defined on [0,∞).
Lemma 4.1. Under conditions (1.2) and (1.6), let
vrM(∞) < 1. (4.1)
Then problem (1.1), (1.3) has bounded solutions belonging to ΩR[0,∞). More
exactly, if φ satisfies (1.8) with t0 =∞, then relations (1.9) are valid for all t  0.
This result immediately follows from Theorem 1.2 when t0 →∞. Let F(t,0)
≡ 0. Then one may take w0 = 0.
The zero solution of (1.1) is said to be stable if for any 3 > 0 there is δ > 0,
such that the condition |φ|C([−η,0],X)  δ implies the inequality ‖u(t)‖X  3 for
all t  0. The following result is due to the previous lemma.
Corollary 4.2. Let conditions (1.2) with w0 = 0, (1.6) and (4.1) hold. Then the
zero solution of Eq. (1.1) is stable.
Note that condition (1.8) and estimate (1.9) give us a region of attraction of the
zero solution.
Lemma 4.3 (Stability in the first approximation). Let there be a continuous
function Q : [0,∞)→[0,∞), such that the condition
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‖F(t, ht )‖X Q
( η∫
0
‖h(t − s)‖X dr(s)
)
(
t  0, h ∈B([−η,∞),X)) (4.2)
is valid. If, in addition, τ−1Q(τ) (τ > 0) is nondecreasing and
lim
τ↓0 τ
−1Q(τ)= 0, (4.3)
then the zero solution of Eq. (1.1) is stable.
Proof. Due to (4.2), for any R > 0,
‖F(t, ht )‖X Q(vrR)(vrR)−1
η∫
0
‖h(t − s)‖X dr(s)
(
t  0, h ∈ΩR[−η,∞)
)
.
Taking R sufficiently small, we arrive at the condition (4.1). Now the result is due
to Corollary 4.2. ✷
5. Examples
To consider examples, let us assume that condition (1.6) holds with
α(t)≡ α0 = const< 0 (5.1)
and
‖F(t, ht )‖X Q
(‖h(t − 1)‖X) (h ∈ B([−1,∞),X)), (5.2)
where function Q is the same as in the previous section. Under consideration
we have M(∞)= |α0|−1. According to Lemma 4.3, the zero solution of (1.1) is
stable, provided condition (4.3) holds.
Example 5.1. In the real spaceX = L2[0,π] let us consider the following integro-
differential equation with delay:
∂u(t, x)
∂t
= ∂
∂x
a(t, x)
∂u(t, x)
∂x
+
π∫
0
K(x, s)f (u(t − 1, s)) ds
(t > 0, 0 < x < π) (5.3)
with the boundary condition
u(t,0)= u(t,π)= 0 (t > 0) (5.4)
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and the initial one
u(t, x)= φ(t, x) (−1 t  0, 0 x  π). (5.5)
Here φ ∈ B([−1,0],L2[0,π]), K(·, ·) is a scalar kernel with the property
q0 ≡
[ π∫
0
sup
s
|K(x, s)|2 dx
]1/2
<∞, (5.6)
and f and a(t, x) are smooth scalar functions satisfying the inequalities
|f (y)| q1y2 (y ∈ R) and
a(t, x) β > 0 (q1, β ≡ const, t  0, x ∈ [0,π]). (5.7)
Take,
(A(t)h)(x)= ∂
∂x
a(t, x)
∂h(x)
∂x
(h ∈DA)
with
DA =
{
h ∈X = L2[0,π]: h′′ ∈ L2[0,π], h(0)= h(π)= 0}
and
[F(t, ht )](x)=
π∫
0
K(x, s)f (h(t − 1, s)) ds.
We have
‖F(t, ht )‖2X =
π∫
0
∣∣∣∣∣
π∫
0
K(x, s)f (h(t − 1, s)) ds
∣∣∣∣∣
2
dx

π∫
0
sup
s
|K(x, s)|2 dx
(
q1
π∫
0
h2(t − 1, s) ds
)2
= q20q21‖h(t − 1, ·)‖4X
for any function h ∈ B([−1,∞),L2[0,π]). Thus, condition (5.2) holds with
Q(y)= q1q0y2 (y  0). Furthermore, integrating by parts, we get
π∫
0
h(x)(A(t)h)(x) dx =
π∫
0
h(x)
∂
∂x
a(t, x)
∂h(x)
∂x
dx
=−
π∫
0
a(t, x)
(
∂h(x)
∂x
)2
dx −β
π∫
0
h2(x) dx,
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since the smallest eigenvalue of the operator d2/dx2 defined on DA is equal to
one. So conditions (1.10) and (1.11) hold with α(t)≡ α0 =−β . Therefore, condi-
tion (1.6) is valid. The zero solution of problem (5.3)–(5.5) under conditions (5.6)
and (5.7) is stable due to Lemma 4.3.
Example 5.2. In space X = C[0,∞) let us consider the retarded parabolic
equation on the half-line
∂u(t, x)
∂t
= a(t, x)∂
2u(t, x)
∂x2
+ b(t, x)∂u(t, x)
∂x
− c(t, x)u(t, x)
+ f (u(t − 1, x)) (t, x > 0) (5.8)
with the boundary condition
u(t,0)= u(t,∞)= 0 (t > 0) (5.9)
and the initial one
u(t, x)= φ(t, x) (φ ∈ B([−1,0],C[0,∞)), −1 t  0, x  0). (5.10)
Here f (y), y ∈ R, a(t, x), b(t, x), c(t, x) (t, x  0) are scalar smooth functions.
In addition, a(·, ·) is nonnegative,
β ≡ inf
t,x0
c(t, x) > 0 and |f (y)| q1yp (q1 = const, y ∈ R), (5.11)
with a natural p > 1. Put
(A(t)h)(x)= a(t, x)∂
2h(x)
∂x2
+ b(t, x)∂h(x)
∂x
− c(t, x)h(x) (h ∈DA)
with
DA =
{
h ∈X = C[0,∞): h′′ ∈ C[0,∞), h(0)= h(∞)= 0}.
Due to (5.4), condition (5.2) holds with Q(y)= q1yp (y  0).
Furthermore, let x1 = x1(t) be the point of the global minimum of the solution
v(·) of the problem
[I − δA(t)]v(x)= v(x)− δ[a(t, x)v′′(x)+ b(t, x)v′(x)− c(t, x)v(x)]
=w(x) (x, t, δ > 0) (5.12)
on DA with a sufficiently small δ > 0 and a given continuous w. Clearly,
v′′(x1) 0, v′(x1)= 0, and
minv  (1+ δc(t, x1))−1 minw(x) 0
if w(x) 0 (the minimum principle). So (I − δA(t))−1 is nonnegative. Let x2 =
x2(t) be the point of the global maximum of the solution of the problem (5.12).
Then v(x2) + c(t, x2)v(x2)  w(x2). Hence, v(x2)  (1 + βδ)−1w(x2) if
w(x) 0, and∥∥(I − δA(t))−1∥∥ (1+ βδ)−1.
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Therefore, conditions (1.6) and (5.1) are valid. Due to Lemma 4.3 the zero
solution of problem (5.8)–(5.10) under condition (5.11) is stable.
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