Abstract-A class of differential Riccati equations (DREs) is considered whereby the evolution of any solution can be identified with the propagation of a value function of a corresponding optimal control problem arising in L2-gain analysis. By exploiting the semigroup properties inherited from the attendant dynamic programming principle, a max-plus primal space fundamental solution semigroup of max-plus linear max-plus integral operators is developed that encapsulates all such value function propagations. Using this semigroup, a new one-parameter fundamental solution semigroup of matrices is developed for the aforementioned class of DREs. It is demonstrated that this new semigroup can be used to compute particular solutions of these DREs, and to characterize finite escape times (should they exist) in a relatively simple way compared with that provided by the standard symplectic fundamental solution semigroup.
I. INTRODUCTION
Differential Riccati equations (DREs) arise naturally in linear optimal control and dissipative systems theory [1] , [2] , [3] , [4] . A typical finite dimensional DRE applicable in the verification of the L 2 -gain property for linear systems is an ordinary differential equation defined via matrices A ∈ R n×n , B ∈ R n×m , C ∈ R p×n , n, m, p ∈ N, bẏ P t = A ′ P t + P t A + P t BB ′ P t + C ′ C ,
in which P t ∈ S n×n describes a particular symmetric matrix valued solution evolved forward from an initial condition
residing in the space of symmetric matrices exceeding some M ∈ S n×n , to any time t ∈ [0, t * ) in some maximal horizon of existence t * = t * (P 0 ) ∈ R + >0 . = R >0 ∪ {+∞}. Related DREs arise in linear H 2 -and H ∞ -control and filtering, etc, see for example [2] , [3] , [4] .
A fundamental solution for DRE (1) is a mathematical object that characterizes every possible solution of that DRE, as parameterized by its initial (or terminal) condition (2) . One such fundamental solution is the symplectic fundamental solution, which is itself the solution of a (derived) Hamiltonian system of linear ordinary differential equations, see for example [1] , [5] , [6] . Another fundamental solution is the max-plus dual-space fundamental solution [7] , [8] , [9] , [10] , which is constructed by exploiting semiconvex duality [11] and maxplus linearity of the Lax-Oleinik semigroup [12] {pdower,hzhang}@unimelb.edu.au programming evolution operators for an associated optimal control problem, see also [12] , [13] , [14] , [15] , [16] .
In this paper, a new max-plus primal space fundamental solution is provided for DREs of the form (1), (2) . This fundamental solution can be used to evaluate particular solutions of (1), analogously to the symplectic and max-plus dual space fundamental solutions. Its development is complementary to that of the max-plus dual space fundamental solution documented in [7] , [8] , [10] , and parallels the corresponding recent primal space development for difference Riccati equations [9] . It is shown that this new fundamental solution provides a simpler test for establishing existence of solutions of (1), (2) when compared with the symplectic fundamental solution.
In terms of organization, the symplectic fundamental solution for DRE (1) is recalled in Section II for comparative purposes, to formalize existence of solutions, and to construct a specific particular solution to (1) of utility later. The maxplus primal space fundamental solution, and corresponding fundamental solution semigroup, is subsequently constructed in Sections III and IV, using the aforementioned particular solution. An illustration of its application is provided in Section V, followed by some brief concluding remarks in Section VI. Proofs are largely delayed to the appendices.
Throughout, N, Q, R denote respectively the natural, rational, and real numbers, while R ≥0 , R n , R n×n denote respectively the nonnegative real numbers, n-dimensional Euclidean space, and the space of n × n matrices with real entries. R ± , etc, denotes the analogous sets defined with respect to extended reals R ∪ {±∞}. Similarly, S n×n , S n×n ≥0 , S n×n >0 denote the spaces of symmetric, nonnegative symmetric, and positive definite symmetric elements of R n×n respectively. Further extending this notation, S n×n >M denotes the subset of S n×n of matrices P satisfying P − M ∈ S n×n >0 , etc. The transpose of P ∈ R n×n is denoted by P ′ ∈ R n×n . The corresponding identity is denoted by I ∈ S n×n . Given U ∈ R 2n×2n , the two-by-two block matrix representation
with U ij ∈ R n×n , i, j ∈ {1, 2}, is used where convenient.
II. SYMPLECTIC FUNDAMENTAL SOLUTION
Existence of a unique solution to DRE (1), subject to (2), may be verified by application of Banach's fixed point theorem, see for example [8, Theorem 2.4] . Alternatively, it may be constructed directly as in which X t , Y t ∈ R n×n are defined with respect to the symplectic fundamental solution Σ t ∈ R 2n×2n for (1) by
in which the maximal horizon of existence t * (P 0 ) ∈ R + >0 of the unique particular solution P t in (4) is characterized by
see [5] , [17] , [18] . This maximal horizon of existence is either strictly positive and finite, or infinite. Where t * (P 0 ) is strictly positive, the solution P t experiences a finite escape at t = t * (P 0 ). Otherwise, no such such finite escape time exists, and P t may be evolved to any arbitrarily large time horizon t ∈ R >0 . For example, under the conditions of the strict bounded real lemma (e.g. [3, Theorem 2.1] or [4, Theorem 3.7.4]), P 0 = 0 ∈ S n×n implies that t * (P 0 ) = +∞. By inspection, the symplectic fundamental solution Σ t , defined by (4), (5), (6) satisfies the properties of a fundamental solution for DRE (1) . In particular, it can be evolved independently of any specific DRE initial condition P 0 , and can be used to recover any such particular solution via an operation involving that P 0 . It is a standard tool for the representation and computation of solutions to DREs of the form (1). In Section III, it is used to construct a particular solution of a DRE of the form (1) that is employed in the construction the max-plus primal space fundamental solution of interest.
III. MAX-PLUS FUNDAMENTAL SOLUTION

A. Max-plus algebra and semiconvex duality
The max-plus algebra [12] , [7] is a commutative semifield over R − , equipped with addition and multiplication operators defined respectively by a ⊕ b . = max(a, b) and a ⊗ b . = a + b. It is an idempotent algebra, as the ⊕ operation is idempotent (i.e. a ⊕ a = a), and a semifield as additive inverses do not exist. The max-plus integral of a function f :
In developing a max-plus fundamental solution, it is useful to introduce spaces of uniformly semiconvex and semiconcave functions, defined with respect to K ∈ S n×n , by
respectively. Semiconvex duality is a duality between these spaces of semiconvex and semiconcave functions, that is established via the semiconvex transform [11] . The semiconvex transform is a generalization of the Legendre-Fenchel transform [19] , [20] , [21] , in which convexity is weakened to semiconvexity via a quadratic basis function ϕ : R n ×R n → R. This basis function is defined for all x, z ∈ R n by
in which M ∈ S n×n , and µ : S n×n → S 2n×2n is defined by
for all P ∈ S n×n . Assumption 3.1: Matrix M ∈ S n×n defining the basis (9) satisfies the following properties:
Standard conditions under which Assumption 3.1 holds are controllability and observability of (A, B) and (C, A) respectively, or via the strict bounded real lemma, see for example [3] . The details are postponed to Lemma 3.4.
The semiconvex transform and its inverse are well-defined with respect to the basis ϕ of (9) by
, see also [16] , [7] , [8] , [22] . For quadratic functions, (11) and (12) define a pair of matrix operations on corresponding spaces of Hessians. In particular, with ψ : R n → R defined with respect to some P ∈ S n×n >M by ψ(x) . = 1 2 x ′ P x for all x ∈ R n , application of (11) yields a well-defined semiconvex dual. In particular, a(z) = 1 2 z ′ Υ(P )z for all z ∈ R n , with Υ :
Similarly, the inverse semiconvex transform (12) corresponds to the inverse map Υ −1 , with
Remark 3.2: The domains specified in (13) and (14) may be extended to S n×n ≥M and S n×n ≤−M respectively, via corresponding Moore-Penrose pseudo-inverses. However, this extension is not required here, and the details are omitted.
B. Optimal control problem
In order to construct a max-plus fundamental solution for the propagation of solutions of DRE (1), (2), it is useful to define a corresponding optimal control problem on a finite time horizon t ∈ R ≥0 via the value function W t : R n → R given by
for all x ∈ R n . Here, Ψ :
>M is as per (2), with M ∈ S n×n as per (9) . The dynamic programming evolution operator S t appearing in (15) is defined by
for all
m , and y s ∈ R p denote the state, input, and output (respectively) of the linear systeṁ
at time s ∈ [0, t]. It is straightforward to show that the value function W t of (15) is quadratic, see [1] , [7] , [8] , [9] , with
for all x ∈ R n , with P t ∈ S 2n×2n satisfying DRE (1) subject to the initial condition (2).
C. Auxiliary optimal control problem
It constructing a max-plus fundamental solution for (1), it is useful to introduce an auxiliary optimal control problem defined on the same finite time horizon t ∈ R ≥0 with value function S t (·, z) : R n → R, z ∈ R n , defined in terms of the dynamic programming evolution operator S t of (16) by
for all x ∈ R n . This value function is again quadratic, with
for all x, z ∈ R n , in which Q t ∈ S 2n×2n is the unique solution of the DREQ
initialized with
as per (9), (10) , for all t ∈ [0, t
denotes the corresponding maximal horizon of existence (6) , while the constant matricesÂ ∈ R 2n×2n ,B ∈ R 2n×m , and C ∈ R p×2n appearing in (22) are defined bŷ
Equivalently, using the notation of (3), DRE (22) , (23) 
for all t ∈ [0, t * (M )), subject to
n×n as per (9) . As (26) and (27) describe (respectively) a linear evolution equation and an integration, any finite escape of Q t must be due to the dynamics (25), see for example [23, Proposition 3.6(iv) ]. That is, the maximal horizon of existence for (22) and (25) must be equal, ie.
As DRE (25) is of the same form as (1), the particular solution Q t of DRE (22), (23) can be characterized explicitly via the symplectic fundamental solution (5) . Theorem 3.3: Under Assumption 3.1, the particular solution Q t of DRE (22), (23) and the symplectic fundamental solution Σ t of (5) for DRE (1) are equivalent. That is, there exists an invertible operator Ξ : S 2n×2n → S 2n×2n such that
for all t ∈ R ≥0 . Proof: See Appendix A. Theorem 3.3 demonstrates that under the conditions of Assumption 3.1, any particular solution of the DRE (1), (2) can be represented equivalently by the symplectic fundamental solution Σ t of (5), or via the Hessian Q t of the quadratic value function of the auxiliary optimal control problem (20) , (21) , see (29) . Consequently, the following sufficient condition for Assumption 3.1 is useful.
Lemma 3.4: Suppose there exists a stabilizing solution
Then, there always exists an invertible M ∈ S n×n satisfying
such that Assumption 3.1 holds.
Proof: See Appendix B. Remark 3.5: Lemma 3.4 provides a constructive approach to validating Assumption 3.1 directly. It also enables indirect validation via the bounded and strict bounded real lemmas, see for example [3] . In particular, stability of A, controllability of (A, B), observability of (C, A), and the finite gain property (A, B, C) H∞ ≤ 1 imply via the bounded real lemma that Assumption 3.1 holds. Alternatively, stability of A and the strict gain property (A, B, C) H∞ < 1 imply via the strict bounded real lemma that Assumption 3.1 holds.
D. Max-plus integral operator representations for (16)
A horizon indexed max-plus linear max-plus integral operator defined on a space P is an operator of the form
where F t : R n × P → R − denotes the kernel of the operator, χ t : R n × P → R n is an auxiliary operator (included here for generality), and π ∈ dom (F ⊕ t ) is the function-valued argument of F ⊕ t representing a terminal payoff (or value function) or its semiconvex dual. The dynamic programming evolution operator S t of (16) defines a max-plus linear maxplus integral operator of this form, with
where I t (x, w) is the integrated running payoff associated with initial state x ∈ R n and input w ∈ L 2 ([0, t]; R m ) over the horizon t ∈ R ≥0 , and x t ∈ R n is the corresponding terminal state, both defined with respect to (18) . That is, for all x ∈ R n ,
Similarly, recalling the definition (7) of the max-plus delta function δ − , the identity max-plus linear max-plus integral operator on P .
for all x ∈ R n , ie.
is defined as per (32). Theorem 3.6: Under Assumption 3.1, and given the dynamic programming evolution operator S t of (16) with t ∈ R ≥0 fixed, there exists a max-plus linear max-plus integral operator G ⊕ t of the form (32) such that
with respect to (7), (11), (16), (20) .
Proof: Fix arbitrary t ∈ R ≥0 and x, y ∈ R n . Recalling the definition (20) , (21) 
wherein Assumption 3.1 and (27) imply that
Consequently, by definition (11) of the semiconvex transform,
is well-defined. Note in particular that
. As t ∈ R ≥0 and x, y ∈ R n are arbitrary, a max-plus linear max-plus integral operator G ⊕ t of the form (32) is well-defined by the kernel G t of (38). Recalling the definitions (12), (20) , (34) 
where the interchange of max-plus integrals involved corresponds to an interchange of suprema, the second last equality follows by symmetry of ϕ, ie. ϕ(ξ, y) = ϕ(y, ξ), and
Hence, substituting (39) in (38),
. That is, (36) holds. Furthermore, for any ψ ∈ dom (S t ), a similar argument yields
The kernel G t of the max-plus linear max-plus integral operator G ⊕ t defined in Theorem 3.6 can be bounded above by the value function of a third optimal control problem. In particular, applying (36),
for all t ∈ R ≥0 , x, y ∈ R n , where ψ 0 : R n → R is the zero terminal payoff defined by ψ 0 (x) . = 0 for all x ∈ R n . By inspection of (16), S t ψ 0 is the value function of a standard optimal control problem arising in L 2 -gain analysis. It is finite valued if there exists a stabilizing solution of ARE (30).
In developing a max-plus fundamental solution for DRE (1), (2) via Theorem 3.6, it is useful to establish a connection between finiteness of the kernel G t of (36) and controllability of the underlying dynamics (18) . Assumption 3.8: (A, B) of (18) is controllable. Lemma 3.9: Suppose Assumption 3.1 holds. Then, the kernel G t of the max-plus linear max-plus integral operator G ⊕ t defined by (35) satisfies the following property:
E. Max-plus fundamental solution for DRE (1)
Dynamic programming implies that the set of dynamic programming evolution operators {S t } t∈R ≥0 defines the wellknown Lax-Oleinik dynamic programming semigroup [12] . Applying Theorem 3.6, it immediately follows that {G ⊕ t } t∈R ≥0 must also define a one-parameter semigroup of operators via (35). In particular, {G ⊕ t } t∈R ≥0 naturally inherits (from the Lax-Oleinik semigroup) the semigroup and identity properties
for t, τ ∈ R ≥0 . This particular semigroup is referred to as the max-plus primal space fundamental solution semigroup for the optimal control problem (15), see [9] , [22] . The modifier primal used here refers to the fact that propagation occurs in the primal space of payoffs. (A corresponding max-plus dual space fundamental solution semigroup also exists, where propagation occurs in a dual space defined by the semiconvex transform (11), see for example [7] , [8] , [9] , [22] , [10] .) In the specific case of the optimal control problem defined by (15) , the properties (35) and (40) may be used to directly propagate the value function W t to longer time horizons, with
for any t, τ, t + τ ∈ [0, t * (P 0 )). In view of (19) and (41), a particular solution P t of DRE (1) satisfying the initial condition (2) can be similarly propagated forward in time. This gives rise to a characterization of P t in terms of the Hessian of the kernel G t of the max-plus primal-space fundamental solution G ⊕ t . This characterization is referred to as a max-plus primal space fundamental solution for DRE (1) . Theorem 3.10: Under Assumptions 3.1 and 3.8, there exists a bijection Π : S 2n×2n → S 2n×2n such that the kernel G t of (36) takes the explicit finite quadratic form
for all x, y ∈ R n , t ∈ R >0 , where Q t is as per (22) . Proof: See Appendix D. By inspection of Theorems 3.3 and 3.10, the controllability Assumption 3.8 implies that the symplectic fundamental solution Σ t and the Hessian Λ t of the max-plus primal space fundamental solution kernel G t are equivalent. In particular, there exists a bijection
for all t ∈ R >0 . Consequently, it is natural to expect that Λ t defines an alternative fundamental solution for DRE (1), (2) . Theorem 3.11: Suppose that Assumptions 3.1 and 3.8 hold. Given any P 0 ∈ S n×n >M , the corresponding unique solution P t of DRE (1), (2) exists and is given explicitly by
for all t ∈ (0, t * (P 0 )), where Λ t ∈ S 2n×2n is as per (42), and the maximal horizon of existence is t
Proof: See Appendix E.
By inspection of (4), (5), and (42), (44), it is evident that the symplectic and max-plus fundamental solutions both provide a characterization of all particular solutions of the DRE (1), (2) . Furthermore, both provide characterizations of the corresponding finite escape time t * (P 0 ) ∈ R + >0 , see (6) and (45). However, by inspection, a crucial difference between these latter characterizations concerns their ease of evaluation, assuming their respective fundamental solutions are known for all time. In particular, the existence or otherwise of a finite escape at time t due to an initial condition P 0 ∈ S n×n >M can be verified using the max-plus characterization (45) by testing the inequality P 0 + Λ
once. However, the same verification using the symplectic characterization (6) 
IV. FUNDAMENTAL SOLUTIONS SEMIGROUPS
Both the symplectic fundamental solution Σ t ∈ R 2n×2n and the max-plus fundamental solution Λ t ∈ S 2n×2n , specified respectively by (5), (42), provide a path for establishing existence of a unique particular solution P t of DRE (1), (2) on the time interval [0, t] ∈ R >0 , t ∈ R >0 , and computing that solution. As the term fundamental solution implies, this is possible for any initial data P 0 satisfying (2). Indeed, both fundamental solutions can be evolved to longer time horizons independently of any specific initial data for the DRE, thereby giving rise to a corresponding symplectic and max-plus fundamental solution semigroups of matrices. In defining the latter max-plus fundamental solution semigroup, it is useful to define a matrix operation ⊛ acting on Λ,Λ ∈ S 2n×2n by
using the notation of (3), in which (·) + denotes the MoorePenrose inverse.
Theorem 4.1: Under Assumptions 3.1 and 3.8, the families of matrices {Σ t } t∈R>0 and {Λ t } t∈R>0 defined by (5) and (42), and related via the bijection Π −1 • Ξ of (43), define a pair of one-parameter semigroups of matrices in R 2n×2n satisfying
for all t, s ∈ R >0 , in which the respective associative binary operations are standard matrix multiplication, and the matrix operation ⊛ of (46 
Applying an appropriate modification of [7, Lemma 4.5] to equate the kernels of the left-and right-hand sides above, Theorem 3.10 implies that
where λ x,y : R n → R is defined for each x, y ∈ R n by
for all η ∈ R n . As Λ t+s ∈ R 2n×2n is well-defined by (42), note that G t+s (x, y) ∈ R for any x, y ∈ R n fixed, see also Lemma 3.9. That is, sup η∈R n λ x,y (η) ∈ R. Consequently, applying [8, Lemma E.2], the following properties hold: 1) Λ exists; and 3) there exists a η * ∈ R n given by
Applying this last property in (48) and recalling that x, y ∈ R n are arbitrary yields (46) via
The semigroups properties (47) also naturally define respective notions of exponentiation. In particular,
in which H, Ξ, Π −1 are as per (5), (61), (74), and the exponentiations (·) t , (·) ⊛t denote (respectively) the standard matrix exponentiation, and an exponentiation defined with respect to the ⊛ operation of (46), see [7, Section 5] and Remark 4.2 below. As is the case with standard matrix exponentiation, note that (47), (49) imply that
for all t, s ∈ R >0 .
Remark 4.2: [7, Section 5]
The semigroup property (47) immediately facilitates the definition of ⊛-exponentiation for any positive integer n ∈ N by
where τ ∈ R >0 . By inspection, ((Λ τ ) ⊛m ) ⊛n = (Λ τ ) ⊛mn for all m, n ∈ N. Using this observation, (50) can be extended to positive rational and subsequently positive real exponents. In particular, given p ∈ Q >0 and coprime m, n ∈ N such that n p = m, (50) implies that
⊛n , That is, the positive rational
⊛p is uniquely defined by
for all p = m/n ∈ Q >0 , m, n ∈ N coprime. As Q is dense in R, and the map τ → Λ τ , τ ∈ R >0 , is continuous by (42), it immediately follows that Λ t = lim p∈Q>0, p→t Λ p . As Λ p can be replaced with the ⊛-expononent (Λ 1 ) ⊛p of (51), the ⊛-exponent (Λ 1 ) ⊛t of (49) is uniquely defined by
for all t ∈ R >0 , identically to [7] . Note that in the right-hand equality of (52), coprime m, n ∈ N are uniquely defined for each p ∈ Q >0 in the limiting sequence. Where t ∈ R >0 is irrational, it follows immediately that m, n → ∞.
V. SOLVING THE DRE (1), (2)
Theorems 3.11 and 4.1 together describe a new max-plus primal space fundamental solution semigroup of matrices {Λ t } t∈R>0 for propagating solutions P t ∈ S n×n of DRE (1) forward in time t ∈ R >0 from initializations P 0 ∈ S n×n >M as per (2) . In particular, (46), (47) describe propagation of the new fundamental solution for this DRE, while (44) specifies how this fundamental solution may be used to evaluate a particular solution at any time t ∈ R >0 . In addition, (45) provides a general characterization of the corresponding maximal horizon of existence t * (P 0 ) ∈ R + >0 . By inspection, this characterization allows easy verification of whether a specific time t falls before a finite escape t * (P 0 ) ∈ R >0 (if it exists), by testing if P 0 + Λ 22 t ∈ S n×n <0 at that time. This is simpler than the corresponding verification using the characterization (6) provided by the symplectic fundamental solution (5), where invertibility of a matrix over a range of times must be tested.
A. Recipe
A recipe that uses the one-parameter max-plus primal space fundamental semigroup {Λ t } t∈R>0 to compute the solution P t of DRE (1) for any initialization
of the form (2), using a fixed time step δ ∈ R >0 , is as follows:
I. Initialize and propagate the semigroup (46), (47)
❶ (Initialize basis) Select M ∈ S n×n of (9) using Lemma 3.4. Check that Assumptions 3.1 and 3.8 hold. ❷ (Initialize semigroup) Fix time step δ ∈ R >0 and maximal time horizont . = Kδ ∈ R >0 for some fixed K ∈ N. Using the matrix operators Ξ, Π −1 of (61), (74), initialize an element of the semigroup by
where H ∈ R 2n×2n is the Hamiltonian matrix (5). ❸ (Propagate semigroup) Compute a subset {Λ kδ } k∈N ≤K of the semigroup, corresponding to a temporal grid defined by δ ∈ R >0 , via the evolution Otherwise, exit.
As indicated, the recipe consists of a total of 6 steps, divided into two parts. Part I concerns the initialization and propagation of a subset of the one parameter semigroup of matrices {Λ t } t∈R>0 required for computing any particular solution of DRE (1), (2) up to a pre-specified time horizon t ∈ R >0 . Part II concerns the subsequent evaluation of such a particular solution (and corresponding finite escape, if it exists). Crucially, part I need only be completed once, with the elements of the semigroup computed there used repeatedly in part II in evaluating any particular solutions of interest, without modification. This is demonstrated by example.
Remark 5.1: For fast propagation of Λ kδ to large k ∈ N ≤K , where K . = 2 N , N ∈ N, the linear time-index accumulation in (54) can be replaced with time-index doubling [10] , ie.
B. Example -no finite escape
In demonstrating the recipe described above, an example from [7] is considered. In particular, define A ∈ R n×n , B ∈ R n×m , C ∈ R p×n , and n = m = p = 2, by 
Subsequently iterating via (54) as per step ❸ yields the required set of matrices {Λ kδ } k∈N ≤K . In order to demonstrate the computation of particular solutions of DRE (1) in steps ❹ -❻, select an initialization
as per step ❹ and (2). Iterating through k ∈ N ≤K as per steps ❺ and ❻, testing for finite escape and applying (55), yields the computed solution P kδ , k ∈ N ≤K of DRE (1), (56). This solution, along with corresponding symplectic and RK45 solutions, is illustrated in Figure 1. (Here, the MATLAB TM RK45 solver is used, with absolute and relative tolerances set to 10 −12 .) All three solutions are in reasonable agreement. No finite escape is observed.
C. Example -finite escape
In order to illustrate finite escape phenomenon, the set of matrices {Λ kδ } k∈N ≤K computed above is reused to evaluate the particular solution of DRE (1), (2) for the initial condition P 0 . = 2.000 0.000 0.000 6.500
The problem data is otherwise unchanged. Using the initialization (57) in step ❹ and iterating steps ❺ and ❻ yields the corresponding DRE solution. A finite escape is demonstrated to occur within the horizont = 4 of computation, with t * (P 0 ) ∈ (2.8, 2.9] established using (45). Figure 2 illustrates σ max (P 0 + Λ 22 t ), t = kδ, k ∈ N ≤K , where σ max : S n×n → R denotes the maximum eigenvalue map. Note specifically that zero crossing occurs at the finite escape time, as per (45). Note further that t → σ max (P 0 + Λ 22 t ) defines a monotone non-decreasing function. This monotonicity follows from that used to establish the representation (45) of the finite escape time t * (P 0 ), see the proof of Theorem 3.11. It guarantees that no finite escape occurs prior to this zero crossing.
The computed solution P t of DRE (1), (57) for t = kδ, k ∈ N ≤K , is illustrated in Figure 3 , along with the corresponding symplectic and RK45 solutions. These solutions are in good agreement, as measured by the absolute errors illustrated in Figure 4 . As may be observed in the latter figure, these errors increase immediately prior to the finite escape time as the entries of P t ∈ S n×n diverge to ±∞. For brevity, an error analysis is not included. 
VI. CONCLUSIONS
A new fundamental solution for a class of differential Riccati equations (DREs) is developed using tools from maxplus and semiconvex analysis. It is shown that this fundamental solution is defined by a corresponding fundamental solution semigroup, which describes the evolution of all particular solutions of the DRE, on all time horizons. A new characterization of finite escape time is also provided, enabling a simpler test for existence of particular solutions in comparison with the standard symplectic fundamental solution.
APPENDIX
A. Proof of Theorem 3.3
Since Q t ∈ R 2n×2n satisfies DRE (22), (23) for all t ∈ R ≥0 , see (28), it may be represented by a corresponding symplectic fundamental solution of the form (5), denoted here by Σ t ∈ R 4n×4n . In order to apply (5), define H, ∆ ∈ R 4n×4n by whereÂ ∈ R 2n×2n ,B ∈ R 2n×m ,Ĉ ∈ R p×2n are as per (24). Note by inspection that ∆ = ∆ ′ = ∆ −1 . By substitution, a straightforward calculation yields that
where H ∈ R 2n×2n is as per (5). Hence, the symplectic fundamental solution Σ t for DRE (22) is, again by (5),
for all t ∈ R ≥0 , where the notation of (3) has been applied. Hence, the particular solution Q t of DRE (22), (23) is given in terms of the symplectic fundamental solution (5), with respect to Σ t , by
and µ(M ) is defined by (10) . For any fixed t ∈ R ≥0 , note in particular that
is well-defined as t * (M ) = +∞ by Assumption 3.1 and (28). That is, X −1 t is well-defined. Its substitution in (59), along with Y t from (60), yields
using the notation of (3), with
As M is invertible by Assumption 3.1, it may be verified directly that Ξ of (61) is invertible, with
where
That is, (29) holds.
B. Proof of Lemma 3.4
as the stabilizing solution of ARE (30) indicated in the lemma statement. Let t * (M 0 ) ∈ R + >0 denote the maximal horizon of existence (6) of the DRĖ
As M 0 is the stabilizing solution of ARE (30), note that R t . = M 0 is the unique solution of this DRE for all t ∈ R ≥0 . That is, t * (M 0 ) = +∞. Choose any invertible M ∈ S n×n such that (31) holds, and note that such a choice is always possible. Recalling (25), let Q 11 t ∈ S n×n , t ∈ [0, t * (M )) denote the unique solution of DRE (25) (16), (17), (21),
in which O t ∈ S n×n is well-defined by
for all t ∈ R ≥0 . Note that O t ∈ S n×n is finite for all t ∈ R ≥0 , and provides a lower bound for Q 11 t ∈ S n×n . Hence, combining (64) and (65),
for all t ∈ [0, t * (M )). A simple contradiction argument subsequently implies that Q 11 t ∈ S n×n is finite for all t ∈ R ≥0 , so that t * (M ) = +∞.
C. Proof of Lemma 3.9
Suppose that Assumption 3.1 holds. Fix x, y ∈ R n , t ∈ R >0 . Note that G t (x, y) ∈ R − by Theorem 3.6. (Necessity) Suppose that G t (x, y) ∈ R. Recalling the value function interpretation of G t (x, y), if the dynamics (18) are not controllable from x to y in time t, it immediately follows by definition (36) that G t (x, y) = −∞. Hence, the dynamics (18) must be controllable from x to y in time t. Necessity follows as x, y ∈ R n and t ∈ R >0 are arbitrary. (Sufficiency) Suppose that dynamics (18) 
is well defined. So, applying the semiconvex transform (11) to S t (x, ·) yields
where (M − Q 22 t ) −1 is guaranteed to exist by Lemma A.1, so that Λ t ∈ R 2n×2n by definition. Hence, applying the righthand equality of (36) of Theorem 3.6, (28). Consequently, the optimal dynamics associated with S t (x, y) of (20), (21) are well-defined by the time-dependent ODĖ
for all s ∈ [0, t]. Let V t : ∆ 0,t → R n×n denote the evolution operator associated with (68), with ∆ 0,t . 
for all (s, σ) ∈ ∆ 0,t . Define U t : ∆ 0,t → R n×n via (69) by
for all (r, τ ) ∈ ∆ 0,t . By inspection of (69), (70),
That is, U t : ∆ 0,t → R n×n is the evolution operator for the dynamics associated with
Comparing with (26), it immediately follows that Q 
where t−· , B) is completely controllable, which in turn implies that C t is invertible for t ∈ R >0 . That is, C t ∈ S n×n >0 for all t ∈ R >0 . As M is invertible by Assumption 3.1, the assertion immediately follows by (72).
D. Proof of Theorem 3.10
Fix any t ∈ R >0 , x ∈ R n . Applying Lemma 3.9, and in particular (66), (67), it follows immediately that Q t ∈ R 2n×2n , Λ t ∈ S 2n×2n of (22), (66) are related via
with matrix operators Π, Π −1 : S 2n×2n → S 2n×2n defined using the notation of (3) by
It may be verified directly that Π • Π −1 is the identity.
E. Proof of Theorem 3.11
Throughout, it is assumed that Assumptions 3.1 and 3.8 hold, with M ∈ S n×n specified by the former, as per the theorem statement. Note in particular that t * (M ) = +∞, so that (Σ −1 exists for all t ∈ R ≥0 , where Σ t is the symplectic fundamental solution identified in (5). Consequently, Q t ∈ S 2n×2n is well-defined as the unique solution of DRE (22) , (23) , for all t ∈ R ≥0 by Assumption 3.1, see Theorem 3.3 and its proof. Note that P 0 ∈ S n×n >M = dom (Υ) by hypothesis and (13).
The proof proceeds by demonstrating a sequence of implications concerning the following claims, posed with respect to arbitrary fixed t ∈ R >0 and P 0 ∈ S n×n >M : 1) t ∈ (0, t * (P 0 ));
; and 5) (44) and (45) hold. In particular, it is shown that 1)
for all s ∈ (0, t]. Applying (13) and Theorem 3.3,
where it may be noted that the inverses on the right-hand side are guaranteed to exist. By hypothesis, the left-hand side is invertible, so that a matrix K s ∈ R n×n is well-defined for an arbitrary s ∈ (0, t] by
However, the Woodbury Lemma implies that
That is, Σ 12 s + Σ 12 s P 0 ∈ S n×n is invertible. Recalling (6), and that s ∈ (0, t] is arbitrary, immediately implies that 1) holds.
1) ⇒ 2): Fix an arbitrary t ∈ (0, t * (P 0 )). Analogously to the proof of Theorem 3.3, let Q s ∈ S 2n×2n denote the unique solution of DRE (22) subject to the initialization
defined, via (10), for all s ∈ [0, t * ( Q 0 )), where t * ( Q 0 ) ∈ R >0 is the corresponding maximal horizon of existence (6) . Analogously to the argument yielding (28), observe that t
). An application of the symplectic fundamental solution (4), (5), (58), yields
for all s ∈ [0, t]. In particular,
), see (6) . Consequently, recalling (3), (77),
is well-defined for all s ∈ [0, t]. Recalling (23) and (76), as Q 0 = µ(P 0 ) ≥ µ(M ) = Q 0 , monotonicity of DRE solutions (see for example Lemma A.2) implies that Q s −Q s ∈ S 2n×2n ≥0 , so that in particular Recalling that s ∈ (0, t] is arbitrary yields claim 2) as required.
3) ⇒ 4): Recalling (13) and Theorem 3.10, see (42), (73),
Recalling that Υ(P 0 ) + Q for all x ∈ R n . By hypothesis, P 0 + Λ As x ∈ R n is arbitrary, (44) follows immediately. In addition, as 4) ⇔ 1), it immediately follows that sup t ∈ R >0 P 0 + Λ 22 t ∈ S n×n <0 = sup t ∈ R >0 t ∈ (0, t * (P 0 )) = t * (P 0 ).
That is, (45) holds. Lemma A.2: Given initializations P 0 , P 0 ∈ S n×n satisfying P 0 − P 0 ∈ S n×n ≤0 , the respective unique solutions P s , P s ∈ S 2n×2n of DRE (1) defined for all s ∈ [0, t * ), t * . = min(t * (P 0 ), t * ( P 0 )) satisfy
for all s ∈ [0, t * ). Proof: Fix s ∈ [0, t * ). Recalling the notation of the proof of Theorem 3.10, let T : ∆ 0,t → R n×n denote the evolution operator associated with the time-dependent ODĖ
