Gaussian mixture models with eigen-decomposed covariance structures make up the most popular family of mixture models for clustering and classification, i.e., the Gaussian parsimonious clustering models (GPCM). Although the GPCM family has been used for almost 20 years, selecting the best member of the family in a given situation remains a troublesome problem. Likelihood ratio tests are developed to tackle this problems. These likelihood ratio tests use the heteroscedastic model under the alternative hypothesis but provide much more flexibility and real-world applicability than previous approaches that compare the homoscedastic Gaussian mixture versus the heteroscedastic one. Along the way, a novel maximum likelihood estimation procedure is developed for two members of the GPCM family. Simulations show that the χ 2 reference distribution gives reasonable approximation for the LR statistics only when the sample size is considerable and when the mixture components are well separated; accordingly, following Lo (2008), a parametric bootstrap is adopted. Furthermore, by generalizing the idea of Greselin and Punzo (2013) to the clustering context, a closed testing procedure, having the defined likelihood ratio tests as local tests, is introduced to assess a unique model in the general family. The advantages of this likelihood ratio testing procedure are illustrated via an application to the well-known Iris data set.
Introduction
The Gaussian mixture model (see Sect. 2.1) has been extensively considered as a powerful device for clustering by typically assuming that each mixture component represents a group (or cluster or class) in the original data (cf. Titterington et al., 1985 , Fraley and Raftery 1998 , and McLachlan and Basford, 1988 ; however, merging can also 2 The GPCM Family
The family
The distribution of a p-variate random vector X from a mixture of k Gaussian distributions is f (x; ϑ) = k j=1 π j φ x; µ j , Σ j ,
where π j > 0 is the mixing proportion of the jth component, with k j=1 π j = 1, φ x; µ j , Σ j is the Gaussian density, with mean µ j and covariance matrix Σ j , and
. The Gaussian mixture model (1) can be overparametrized because there are p (p + 1) /2 free parameters for each Σ j . Banfield and Raftery (1993) introduce parsimony by considering the eigen-decomposition
for j = 1, . . . , k, where λ j = |Σ j | 1/p , ∆ j is the scaled (|∆ j | = 1) diagonal matrix of the eigenvalues of Σ j sorted in decreasing order, and Γ j is a p × p orthogonal matrix whose columns are the normalized eigenvectors of Σ j , ordered according to their eigenvalues. Each element in the right side of (2) has a different geometric interpretation: λ j determines the volume of the cluster, ∆ j its shape, and Γ j its orientation. Celeux and Govaert (1995) impose constraints on the elements on the right-hand side of (2) to give a family of 14 Gaussian parsimonious clustering models. These 14 models include very specific special cases, e.g., Γ j = I (identity matrix), and more general constraints, e.g., Γ j = Γ.
Herein, we focus on the more general constraints. To this end, consider the triplet (λ j , ∆ j , Γ j ) and allow its elements to be equal (E) or variable (V) across components. This leads to a 'general family' M of eight models detailed in Table 1 . With this convention, writing EEV means that we consider groups with equal volume, equal shape, and different orientation. Figure 1 exemplifies the models providing a graphical representation in the 
case p = k = 2. For each model M ∈ M, the parameters in (1) can be denoted by
Examples of the models in M in the bivariate case (p = 2) with k = 2 components.
Maximum likelihood parameter estimation
Given a sample x 1 , . . . , x n from model (1), once k is assigned, the (observed-data) loglikelihood for the generic model M ∈ M can be written as
The EM algorithm of Dempster et al. (1977) can be used to maximize l M in order to find maximum likelihood (ML) estimates for ϑ M . The algorithm basically works on the complete-data log-likelihood, i.e.,
where z ij = 1 if x i comes from component j, and z ij = 0 otherwise. The penultimate column of Table 3 indicates whether maximization, in the context of the generic M-step of the EM algorithm, can be achieved in a closed form (CF) or if an iterative procedure (IP) is needed; details can be found in Celeux and Govaert (1995) and Biernacki et al. (2008, pp. 22-24) . However, for the models EVE and VVE, characterized by a common eigenvector matrix Γ, Celeux and Govaert (1995) only describe an M-step for the weaker assumption of "equality in the set of p eigenvectors between groups" while, as stated in Sect. 2.1, we need equality in the ordered set of p eigenvectors between groups. This is also a fundamental requirement for the general family to be closed (see Sect. 4 for details). To motivate this problem, we consider the EEV model in Table 2 (see also Figure 2 ). This configuration erroneously corresponds to the EEE model in the "modified" general family of Celeux and Govaert (1995) . For a further discussion about this issue see Greselin et al. (2011) , Greselin and Punzo (2013) , and Bagnato et al. (2014) . 
Same ordering and values for the scaled eigenvalues in ∆ 1 and ∆ 2 but Γ 1 = Γ 2 Table 2 , where components have mean (0, 0) ′ .
Maximum likelihood parameter estimation under order constraints for EVE and VVE models
Motivated by the example given at the end of Sect. 2.2, we extend estimation procedures given in Celeux and Govaert (1995) for the models EVE and VVE to the case where we require the between-group eigenvalues to have the same decreasing order.
. . , ξ jp ), then maximizing the complete-data log-likelihood (4) is equivalent to minimizing the k optimization problems (one for each group j): minimize
where, for the jth group, W j is the weighted scatter matrix and n j = n i=1 z ij , j = 1, . . . , k. This optimization problem is not convex because the second derivative of the objective function can be negative. However, if we apply the transform ζ jl = log(ξ jl ), which is one-to-one and ordering preserving, we obtain the convex programming problem:
where b jl = γ ′ l W j γ l , with γ l being the lth column vector of Γ, also called the lth eigenvector. Advantageously, this convex programming problem has linear constraints and if a set of constraints are known to be active then the solution is easily to obtain. Thus, the primal active set method (Nocedal and Wright, 2000) is a good algorithm to apply this problem. Then to update the common orientation matrix, Γ, one can apply the methodology from Flury and Gautschi (1986) and Browne and McNicholas (2014a,b) .
For the case where the volume is equal across groups, we apply the same methodology from Sect. 2.3.1. However, in the transformed convex programming problem (5), for each j we have an additional constraint that p l=1 ζ jl = 0, which is equivalent to p l=1 ξ jl = 1. This additional constraint is linear and can be adapted in the primal active set method. : "data arise from VVV", consists of using the (generalized) likelihood-ratio (LR) statistic
Likelihood-ratio tests
where ϑ M and ϑ VVV are the ML estimators of ϑ M and ϑ VVV under the null and alternative hypotheses, respectively. Under some regularity conditions and under H M 0 , LR M is commonly assumed asymptotically distributed as χ 2 with ν M = η VVV − η M degrees of freedom, where η VVV and η M denote the number of (free) parameters for VVV and M, respectively. The value of ν M is the gain in parsimony that could be achieved. Table 3 specifies the number of parameters η M , and the degrees of freedom ν M , for each M ∈ M.
Null distribution of the LR statistic
Unfortunately, with mixture models, regularity conditions may not hold for LR M , M ∈ M, to have the assumed χ 2 reference distribution (Lo, 2008) . Simulations are here conducted to examine this aspect. Because many factors come into play (e.g., the number of groups k, the dimension p of the observed variables, the overall sample size n, the 
volume, shape, and orientation elements of the eigen-decomposition), some of them are necessarily considered fixed for our purposes. One thousand data sets are generated from each model in M. We fix: p = 2, k = 2, π 1 = π 2 = 0.5, and µ 1 = 0. With regard to the remaining parameters of the models, in the bivariate case, we have
where
is the rotation matrix of angle γ j , and δ j ∈ (0, 1]. Note that the elements in the shape matrix arise from the constraint |∆ j | = 1. Hence, we have a single parameter for each element of the eigen-decomposition: λ j is the volume parameter, δ j is the shape parameter, and γ j is the orientation parameter (for further details see Greselin et al., 2011, and . To generate data from each model, we preliminarily set Σ 1 according to the values λ 1 = 1, δ 1 = 0.7, and γ 1 = π/6 (i.e., 30 • ). With regard to Σ 2 , we choose λ 2 = 3 for models with variable volume, δ 2 = 0.3 for models with variable shape, and γ 2 = π/6 + π/4 (i.e., 30
• + 45
• ) for models with variable orientation. The second variate µ 22 of µ 2 = (0, µ 22 ) ′ is computed, via a numerical procedure, to guarantee a fixed overlap between groups. Following Greselin and Punzo (2013) , we adopted the normalized measure of overlap
which takes values between 0 (absence of overlap) and 1 (complete overlap), where
is the (positive) measure of overlap of Bhattacharyya (1943) , with
/2. In particular, we consider three scenarios: B = 0.05, B = 0.25, and B = 0.45. Three values for the sample size are also used: n = 100, n = 200, and n = 500. All nine combinations of the factors B and n are taken into account in the simulations.
Because the results are similar across models, Figure 3 left to right, while B increases moving from top to bottom. In each subplot, if the null distribution is well approximated by the χ 2 reference distribution, then we expect an SDF of the p-values very close to the distribution function of a uniform on [0, 1], superimposed in gray in each subplot of Figure 3 . These results suggest that the assumed χ 2 reference distribution gives a good approximation when the sample size increases and/or when the degree of overlap decreases.
Parametric bootstrap LR tests
As the null χ 2 distribution does not provide a reasonable approximation for the LR statistics for small sample sizes (often encountered in practice) and for large overlap between groups, bootstrap methods that use the same criterion to compute LR M for each bootstrap re-sample can be used to approximate the sampling distribution of LR M .
In line with McLachlan (1987) , McLachlan and Basford (1988, pp. 25-26) , McLachlan and Peel (2000, Sect. 6.6 ) and Lo (2008) , LR M can be bootstrapped as follows. Proceeding under H M 0 , a bootstrap sample is generated from model M where ϑ M is replaced by its likelihood estimate formed under H M 0 from the original sample. The value of LR M is computed, for the bootstrap sample, after fitting models M and VVV in turn to it. This process is repeated independently R times, and the replicated values of LR M , formed from the successive bootstrap samples, provide an assessment of the null distribution of LR M . This distribution enables an approximation to be made to the p-value corresponding to the value of LR M evaluated from the original sample.
If a very accurate estimate of the p-value is required, then R should be large (Efron and Tibshirani, 1993) . At the same time, when R is large, the amount of computation involved is considerable. However, there is usually no practical interest in estimating a p-value with high precision because the decision to be made concerns solely the rejection, or not, of H M 0 at a specified significance level α. Aitkin et al. (1981) note that the bootstrap replications can be used to provide a test of approximate size α. In particular, the test that rejects H M 0 if LR M for the original data is greater than the hth smallest of its R bootstrap replications has size
approximately. Hence, for a specified significance level α, the values of h and R can be chosen according to (7). For example, for α = 0.05, the smallest value of R needed is 19 with h = 19. As cautioned above on the estimation of the p-value, R needs to be large to ensure an accurate assessment. In these terms, with α = 0.05, the value R = 99 (and hence h = 95) could be a good compromise (McLachlan, 1987) . Under the same simulation design described in Sect. 3.1, Figure 4 shows the results of the parametric bootstrap approach with R = 99. Furthermore, in this case, because the obtained results are very similar across models, we report only those referred to model EEE. Figure 4 illustrates thats the performance of the approach is always good regardless of the values of n and B.
Testing in the general family
So far we have discussed the assessment of each model in M with respect to the (benchmark) alternative model VVV, which is the most general, unconstrained model. However, for real applications, we would prefer a statistical procedure to assess the true model with respect the entire general family M. To this end we generalize, to the clustering context, the closed LR testing procedure proposed by Greselin and Punzo (2013) for completely labeled data. The hypotheses in
are said to be elementary and, as detailed in Table 4 , they play a crucial role: depending on the true model in M, none, some, or all of the hypotheses in H may be the true null. , and this also means that model EEE is more restrictive (i.e., more parsimonious) than model VEE. , respectively, we report the adjusted p-value for H VEV 0 as q VEV = max {p VEE , p EEV , p EEE , p VEV }. An adjusted p-value represents the natural counterpart, in the multiple testing framework, of the classical p-value (see, e.g., Bretz et al., 2011, p. 18) . Specifically:
• they provide information about whether H 0 ∈ H is significant or not (q M can be compared directly with any chosen significance level α and if q M ≤ α, then H M 0 is rejected);
• they indicate "how significant" the result is (the smaller q M , the stronger the evidence against H M 0 ); and
• they are interpretable on the same scale as those for tests of individual hypotheses, making comparison with single hypothesis testing easier.
This closed testing procedure is the most powerful, among the available multiple testing procedures, that strongly controls the familywise error rate (FWER) at level α (as recently further corroborated via simulations by Giancristofaro Arboretti et al., 2012) . Controlling the FWER in a strong sense means controling the probability of committing at least one Type I error under any partial configuration of true and false null hypotheses in H. This is the only way to make inference on each hypothesis in H. For further details on the closed testing procedure, and on its properties, see Greselin and Punzo (2013) .
Computational aspects
Code for the LR tests (in both their χ 2 -based and bootstrap variants) and the closed LR testing procedure was written in the R computing environment (R Core Team, 2013) . While specific code was written to obtain ML parameter estimation for models EVE and VVE (cf. Section 2.3), the mixture package (Browne and McNicholas, 2013) was used for the other models of the general family.
Initialization

LR tests
For model M, among the possible initialization strategies, each of the n vectors z
′ can be randomly generated either in a "soft" way by generating k positive values summing to one, or in a "hard" way by randomly drawn a single observation from a multinomial distribution with probabilities (1/k, . . . , 1/k) ′ ; see Biernacki et al. (2003) , Karlis and Xekalaki (2003) , and Bagnato and Punzo (2013) for more complicated strategies. Let z M i , i = 1, . . . , n, be the estimated posterior probabilities for model M.
Because model M implies model VVV (that is M is nested in VVV), the "soft" values of z M i can be used to initialize the EM algorithm for VVV; this forces, thanks to the monotonicity property of the EM algorithm (see, e.g., McLachlan and Krishnan, 2007) , l VVV to be greater than l M and, hence, LR M to be a well-defined positive value.
In the generic bootstrap re-sample from the fitted model M on the observed sample, we naturally know the true group membership of the generated observations. Thus, we can use the corresponding true "hard" values of z i , i = 1, . . . , n, to initialize the EM algorithm for model M. Once it is fitted, according to what said above, we can adopt the estimated posterior probabilities to initialize the EM algorithm for model VVV.
Closed testing procedure
With regard to the computation of the seven LR statistics in the closed testing procedure, on the observed sample we can take advantage of the hierarchy in Figure 5 to initialize the EM algorithms (for the use of hierarchical initialization strategies in mixture models see Ingrassia et al., 2014 and Subedi et al., 2013) . In particular:
1. a "soft" or "hard" random initialization is used for model EEE in the top of the hierarchy; et al. (2000) groups, of equal size, according to the species versicolor and virginica. On these flowers, p = 4 variables are measured in centimeters: sepal length, sepal width, petal length, and petal width. The matrix of scatter plots for these data is shown in Figure 6 . A glance to this plot indicates that the groups are quite distinct, although some similarities in terms of orientation are observed. This conjecture is represented by model VVE. We now work in the case k = 2 ignoring the known classification of the data. Table 6 contains the results from the closed LR testing procedure in both its χ 2 and bootstrap versions. First of all, we note that the null hypothesis H EEE 0 is rejected at any reasonable Table 6 : Details on the closed LR testing procedure applied to the Iris data. Bold numbers refer to the "not rejected" hypotheses in H at the 0.05-level (columns q M ). level (p EEE = 0.00002 with the χ 2 -approximation, and p EEE = 0.002 with the bootstrap approximation). Hence, if we limit the attention to this test only, as it is typically done in the literature, we should lean towards the adoption of a heteroscedastic Gaussian mixture Petal.Width characterized by 29 parameters. On the contrary, additional information can be gained by looking at the closed testing procedure. In particular, is the only elementary hypothesis that is not rejected in H, it is also the hypothesis to be retained at the end of the procedure (see Table 4 ). This result does not vary by varying the approximation (χ 2 or bootstrap) of the LR statistics and it confirms our graphical conjectures. Moreover, it allows us to obtain a more parsimonious model (having 23 parameters) with a gain of 6 parameters with respect to model VVV. Note also that, both the models (VVE and VVV) lead to five misallocated observations. Table 7 reports the values of the likelihood-based information criteria of Table 5 for these data. Some concern arises when noting how different criteria can lead to different Table 7 : Likelihood-based information criteria for the Iris data. Bold numbers refer to the best model (highest column value) for each information criterion. choices; this consideration is further exacerbated if we consider that practitioners tend to use one of them almost randomly or routinely. On the other hand, the closed LR testing procedure offers a straightforward assessment of the model in the general family and it is based on only one subjective element, the significance level α, whose meaning is clear to everyone. Moreover, the adjusted p-values also provide a measure of "how significant" the test result is for each of the three terms of the eigen-decomposition: volume, shape, and orientation.
Discussion and future work
The likelihood-ratio statistic for comparing the homoscedastic Gaussian mixture versus its heteroscedastic version has been studied only in the univariate case (see Lo, 2008) . Even if it were generalized to the multivariate case, being the resulting test omnibus, the practitioner should remain without any further information about a possible similarity across groups, different from the homoscedastic one, if the corresponding null hypothesis were rejected. Motivated by these considerations, in this paper we extended the use of likelihood-ratio tests in the multivariate case and to the general family of eight Gaussian mixture models of Celeux and Govaert (1995) , homoscedasticity and heteroscedasticity being the extreme configurations in parsimony terms. For two of the models in the general family, we also derived maximum likelihood parameter estimates fulfilling the requirements of the family -this is above and beyond the work of Celeux and Govaert (1995) . For the resulting seven tests, we presented simulation results which were in line with those obtained by Lo (2008) in the univariate case for the likelihood-ratio test of homoscedasticity for Gaussian mixtures: the χ 2 reference distribution under the null does not provide a reasonable approximation for the likelihood-ratio statistic for small sample sizes and/or for large overlap between groups. To overcome this problem, we adopted a parametric bootstrap approach. Following work of Greselin and Punzo (2013) in the completely labeled scenario, the obtained tests were also simultaneously considered in a closed testing procedure in order to assess a choice in the whole general family.
Although, in principle, an information criterion could be employed, a large number of these criteria have been proposed in literature (possibly leading to different choices as shown in the application to real data) and practitioners tend to use a given one of them routinely. On the other hand, the closed testing procedure illustrated here offers a straightforward assessment of the model in the general family and it is only based on one subjective element, the significance level α, whose meaning is clear to everyone. The real data set analyzed in the paper showed the gain in information and in parsimony that can be obtained by this approach.
A further remark refers to the type of application that is not restricted to modelbased clustering. Our proposal provides indeed a suitable way to assess the model in the general family also for model-based classification -naturally based on Gaussian mixtures -where we fit our mixture models to data where some of the observations have known labels. In this case, we have also the advantage to know in advance the number of groups. Future work will investigate the extension of the closed testing procedure to the analogue general family for mixtures of t distributions (Andrews and McNicholas, 2012) and for mixtures of contaminated Gaussian distributions .
