Abstract. Given a one-dimensional stochastic differential equation, one can associate to this equation a stochastic flow on [0, +∞), which has an absorbing barrier at zero. Then one can define its dual stochastic flow. In [1], Akahori and Watanabe showed that its one-point motion solves a corresponding stochastic differential equation of Skorokhodtype. In this paper, we consider a discrete-time stochasticflow which approximates the original stochastic flow. We show that under some assumptions, one-point motions of its dual flow also approximates the corresponding reflecting diffusion. We investigate the relation between them in weak and strong approximation sense.
Introduction

Main result.
We consider an absorbing stochastic flow {X s,t } s≤t associated with the following stochastic differential equation (the precise definition and assumptions will be given in the subsection 2.3):
(1.1) dX t = σ(X t )dw(t) + b(X t )dt, X 0 > 0.
One can define its dual stochastic flow {X * s,t } s≤t by X * s,t := X In [18] , Lévy found the duality relation between laws of the absorbing Brownian motion {P x } x≥0 and the reflecting Brownian motion { P y } y≥0 (both of their barriers are at zero): P x (X t > y) = P y (X t < x), x, y ≥ 0, where X = (X t ) t≥0 is the canonical process. This is a typical form of the celebrated Siegmund's duality for absorbing and reflecting diffusions ( [26] ). This duality is usually formulated for two different diffusion measures or their generators.
There is a lot of studies related to this kind of dualities. An explicit appearance seems to date back at least to Karlin and McGregor's result ( [16, Section 6] ). The duality was observed between birth process and death process with interchanging their rates. For other results, see [5] , [8] , [6] and [15] . We also refer the reader to [14] for a survey of this field.
We would like to note that notions of Siegmund's duality also appear (with slight adaptive modifications) independently in the study of interacting particle systems. For example, in [27, equation (3.18) ], [12] and [10, and see references therein], the term "associate" was used instead of "dual". It is worth referring to the idea of dual flow appears in [29] . In [29] , Warren explained a duality between coalescing Brownian motions and interlaced Brownian motions via dual flows, in the study of Dyson's Brownian motion.
There are also sample paths approaches to Siegmund's duality. As was studied in [4] and [11] , it is described as follows.
P(X t > y|X 0 = x) = P( X t < x| X 0 = y), x, y ≥ 0, where X and X are Markov processes defined on the same probability space. Furthermore, as considered in [1] and [30] , this duality has a nice description within the context of stochastic flows associated with stochastic differential equations. More precisely, for a given stochastic flow {X s,t } s≤t , we can consider its dual stochastic flow {X * s,t } s≤t , defined by X * s,t := X −1 −t,−s (right-continuous inverse). This might be a simple realization of the so-called "graphical representation" in the field of dualities for Markov processes.
As explained in the beginning, the dual flow {X * s,t } s≤t is the reflecting stochastic flow corresponding to a Skorokhod-type stochastic differential equation under some assumptions on σ and b. Especially, what matters is that this method induces a transformation for stochastic differential equations describing the absorbing diffusion and its dual reflecting diffusion. Actually, the driving Wiener process w of (1.1) is transformed into the time-reversal Wiener process w which is the driving process for the corresponding Skorokhod-type stochastic differential equation. Hence we can deal with these two stochastic differential equations on the same probability space. The dual flow method gives us an algebraic-like approach to the pathwise uniqueness for Skorokhod-type stochastic differential equations. This approach is completely different to existing literatures such as [19] , [25] , [28] and so forth. Indeed, in [1] , Akahori and Watanabe applied this method successfully to prove the pathwise uniqueness for a large class of Skorokhod-type stochastic differential equations. Although our stochastic flows are not diffeomorphisms, we can partially apply Kunita's theory of stochastic flows of diffeomorphisms [17] .
The organization of this paper.
In Section 2, we introduce the notion of stochastic flows on [0, +∞), the dual stochastic flows and recall the duality between them in the context of stochastic differential equations (Theorem 2.4.1). We give a proof of this theorem in Appendix A.2 in the case where σ| (0,+∞) and b| (0,+∞) are bounded. The proof of Proposition 2.1.2 is a bit complicated, and hence we put Proposition A.1.1 in Appendix A.1 to prove that. Furthermore, the proof of Proposition 2.1.2 uses also results from Subsection 5.1, which can be read independently of Section 2.
In Section 3, we introduce the notion of stochastic flows on [0, +∞) in discrete-time and establish a discrete analogue of Theorem 2.4.1.
Section 4 and 5 are devoted to investigate the convergence implications for the weak error and strong error respectively.
The duality relation
Let w = (w(t)) t∈R be a one-dimensional Wiener process. For each s ∈ R, we define w (s) := (w (s) (t)) t≥s where w (s) (t) := w(t) − w(s). We denote by F −n min{ρ n (ϕ, ψ), 1}, where
for K > 0 and ϕ, ψ ∈ T . The space T is endowed with a semigroup structure T × T ∋ (ϕ, ψ) → ϕ • ψ ∈ T . We remark here that this operation and each evaluation map (i) (Flow property) X s,u = X t,u • X s,t and X t,t = id [0,+∞) almost surely for every s ≤ t ≤ u. (ii) (Independence) For any sequence t 0 ≤ t 1 ≤ · · · ≤ t n , the Tvalued random variables {X t k−1 ,t k } n k=1 are independent. (iii) (Stationarity) X s,t = X s+h,t+h in law for each s ≤ t and h > 0. (iv) (Stochastic continuity) X 0,h → id [0,+∞) in probability as h ↓ 0.
For ϕ ∈ T , we set D(ϕ) = {x ≥ 0 : ϕ(x−) = ϕ(x)} and R(ϕ) := ϕ(y) : y ≥ 0 and there exists z > y such that ϕ(y) = ϕ(z) .
We give a sufficient condition to construct the dual flow of {X s,t } s≤t .
Proposition 2.1.2. Let {X s,t } s≤t be a stochastic flow on [0, +∞). For s ≤ t, we define X *
If for each s ≤ t ≤ u, lim x→+∞ X s,t (x) = +∞ and 
t,u (x) almost surely for x ≥ 0 and s ≤ t ≤ u. To prove this, we will use Proposition A.1.1 in Appendix. Proposition A.1.1-(ii) implies that X −1
t,u (x)−). Now (2.2) and (2.3) imply that X −1 t,u (x) ∈ R(X s,t ). Therefore, from (2.1), we see that X −1 t,u (x) is a left-continuous point of X t,u . This contradicts to Proposition A.1.1-(iv). Hence we can conclude that X −1
t,u (x). Now we turn to prove (iv). Let K and h be arbitrary positive numbers. By Proposition 5.1.1 and 5.1.2, we have
where m := min{K, X −h,0 (K)} ≤ K. Moreover, by Proposition 5.1.3, we have sup
Therefore, we obtain that
Now the stationarity for {X s,t } s≤t yields that for any ε > 0,
holds. Since the last term of the above converges to zero as h tends to zero, we obtain the desired result. 
We assume that the pathwise uniqueness holds for (2.4). Then for each s ≤ t, we can define X s,t (x) := X t , where (X u ) u≥s is a unique strong solution to (2.4) with X s = x. It is clear that each X s,t takes value in T and {X s,t } s≤t forms a stochastic flow on [0, +∞). We call this the (σ, b, w)-stochastic flow with the reflecting barrier at zero.
2.3.
Stochastic flow with an absorbing barrier. Let σ and b be Borel-measurable functions on [0, +∞). We assume the following:
(ii) σ| (0,+∞) and b| (0,+∞) belong to C 2 (0, +∞) and their first derivatives are bounded on [1, +∞).
(iv) The condition (2.5) still holds if we replace b with b, where
Under these assumptions, we consider the stochastic differential equation:
Let x > 0 and s ∈ R. Then above assumptions (i) and (ii) imply that (2.6) admits the unique strong solution X = (X t ) t≥s with X s = x, as long as X moves in (0, +∞). On the other hand, from (iii), the point zero is a regular boundary for the corresponding generator L = (σ 2 /2)
. Hence there exists a finite random time τ s,x > s such that lim t→τ s,x X t = 0 almost surely. Now we define
for x > 0 and X Proof. For simplicity, assume that s = 0. We show only that with probability one, there exists x > 0 such that X − 0,t (x) = 0. Then the remaining is obvious.
Let t, y > 0. Suppose that P(X − 0,t (x) > 0 for all x > 0) > 0 holds. Then for any T > t, we have
This is a contradiction.
In particular we have X From Lemma 2.3.1, we see that
* } s≤t forms a dual stochastic flow.
2.4.
The duality relation. Define σ := σ, b := σσ ′ − b and w = ( w(t)) t∈R as the time-reversal Wiener process given by w(t) := w(−t).
Assume that (i)-(iv) in subsection 2.3 hold and the pathwise uniqueness holds for the Skorokhod-type stochastic differential equation: Theorem 2.4.1 has already been stated in [1] and [30] , though it is not main result of them. However the proof is given in neither (a rough sketch of the proof is given in [1] ). We give a proof of this theorem in Appendix A.2 when σ and b are bounded on (0, +∞).
Remark 2.2. We note that the pathwise uniqueness assumption for (2.7) is relaxed to the law-uniqueness. In fact, suppose that (X, w ′ ) is a solution to (2.7) with X 0 = x. Then we can consider (σ, b, w)-stochastic flow {X − s,t } s≤t with the absorbing barrier at 0, where w := w ′ . As we will see in Appendix A.2, the process
hence is a strong solution to (2.7) with X 0 = x and with respect to w = w ′ . Now we have two solutions on the same probability space. Since σ > 0, w ′ is reconstructed from X and X = ( X) t≥0 by the same procedure respectively. Therefore the law-uniqueness for (2.7) implies that (X, w ′ ) = ( X, w ′ ) in law. Furthermore, since X is a strong solution, X = X holds almost surely. This proves the pathwise uniqueness for (2.7).
A Discrete Analogue of the Duality Relation
In this section, we establish a discrete analogues of Theorem 2.4.1 in the case of the Euler-Maruyama approximation.
Let w = (w(t)) t∈R be a one-dimensional Wiener process. Fix h > 0, and let t k := kh for k ∈ Z. We write ∆t k :
We call a family of T -valued random variables {X k,l } k≤l (where k and l move in Z) a stochastic flow on [0, +∞) in discrete-time if it satisfies the following.
(
(ii) For any sequence of integers
(iii) X k,l = X k+a,l+a in law for each k ≤ l and a ∈ N.
Similarly to the previous section, for a given stochastic flow {X k,l } k≤l on [0, +∞) in discrete-time, we define its dual {X *
We consider the Euler-Maruyama approximation for the absorbing barrier diffusion associated with (2.6) as follows.
For k, l ∈ Z with k ≤ l and x ∈ (0, +∞), we define We give a simple sufficient condition for (3.1).
Proposition 3.0.4. Assume that σ and b satisfy the following three conditions.
(1) σ| (0,+∞) and b| (0,+∞) are continuously differentiable.
Then X − k,l is non-decreasing almost surely. Proof of Proposition 3.0.4. It is enough to prove the non-decreaseness of
′ (x) ≥ 0 for almost all x > 0. Since h(x) has the density for all x > 0, we have P({h(x) = 0}) = 0 for all x > 0. Therefore, from Fubini's theorem, we have
Hence {x > 0 : h(x) = 0} is of Lebesgue measure zero almost surely.
Now it only needs to show the non-negativity of (X − l−1,l ) ′ on the two open sets {h < 0} and {h > 0}.
If x ∈ {h < 0}, then we clearly have (X − l−1,l ) ′ (x) = 0. On the other hand, if x ∈ {h > 0}, then the condition (2) yields that
By using the condition (3), we obtain that
This completes the proof. • σ(x) = αx + β and b(x) = γx + δ with α ≥ 0, β ≥ 0 and det α β γ δ ≤ β.
• In particular, σ(x) = αx + β and b(x) = γx + δ with α ≥ 0, β ≥ 0, γ ≥ 0 and δ ≤ 0.
• σ(x) = αx + β (α ≥ 0, β ≥ 0) and b(x) = −1/x.
• The pair σ(x) = √ 2ax (a > 0) and b(x) = cx + d (c ∈ R, d ≤ 0) also satisfies the conditions in Proposition 3.0.4 if n is large enough.
We work with the above technical assumption (3.1) in the sequel. We define the stochastic flow { X k,l } k≤l on [0, +∞) in discrete-time by
Proposition 3.0.5. Let k ∈ Z and x ≥ 0 and assume that (3.1) holds.
Proof. Since ∆w −k = −∆ w k+1 and ∆t −k = ∆t k+1 , for any y > 0, we have
By substituting y = X k,k+1 (x) > 0 for this equation, we obtain that
We turn to prove X
Then noting that y − ε > 0 but y − ε / ∈ {z ≥ 0 :
Since X − −k−1,−k is continuous on (0, +∞) and ε > 0 is arbitrary, we find that
Corollary 3.0.6. Suppose that σ and b are constants. Then for any k ∈ Z and x ≥ 0, we have
Proof. Suppose that X k,k+1 (x) > 0. Then by Proposition 3.0.5, we have,
If x = 0 then, by the definition,
Since X k,k+1 (0) > 0, we have X k,k+1 (0) = σ∆ w k+1 + b∆t k+1 .
Convergence Implication for Weak Error
In this section, we prove Theorem 4.0.10. To prove this theorem, we prepare several propositions.
Proposition 4.0.7. Let ϕ ∈ T . Then for x, y ≥ 0, we have
The proof is easy and hence omitted. The next proposition says that the dual flow method realizes Siegmund's duality. Proposition 4.0.8. Let {X s,t } s≤t be a stochastic flow on [0, +∞). Assume that P(X s,t (x) = y) = 0 holds for x, y > 0. Then for each
The same is true for stochastic flows on [0, +∞) in discrete-time.
Proof. By Proposition 4.0.7, we see that
Therefore, by using the stationarity and assumption, we have
Similarly we have
. From Proposition 4.0.7, we get the desired result. Proposition 4.0.9. Let X be a T -valued random variable such that lim x→+∞ X(x) = +∞ almost surely. Let x > 0 and f : [0, +∞) → R be a differentiable functions with f (0) = 0 and with compact support. If P(X(y) = x) = 0 for each y > 0, then we have
Proof. Since X −1 (x) is a non-negative random variable, we have
Since f (0) = 0 and the support of f is compact, an integration by parts formula for the Lebesgue-Stieltjes integral yields that
Now, from Proposition 4.0.8, we obtain the result.
From Proposition 4.0.9 and the stationarity of stochastic flows, we obtain our first main result. 
We now focus on the Euler-Maruyama approximation of {X s,t } s≤t (see Definition 3.0.3).
Assume the conditions (i)-(iv) in the subsection 2.3. Let {X s,t } s≤t be a (σ, b, w)-stochastic flow with the absorbing barrier at 0. Fix T > 0, n ∈ N and put h := T /n. We denote by {X 
Hence, to know the rate of convergence for Under these conditions, his result ([9, Theorem 2.3]) tells us that for each x > 0 and y > 0, there exists a constant K(T, y) > 0 such that
where X T (y) := X 0,T (y) and X n T (y) := X n 0,n (x). Furthermore, with a careful reading of the proof, we see that K(T, y) can be rearranged to be continuous in y > 0. Hence we obtain the following estimate. 
where C(T ) := +∞ 0 |f ′ (y)|K(T, y)dy.
Convergence Implication for Strong Error
In this section, we first estimate the quantity sup 0≤x≤K |ϕ −1 (x) − ψ −1 (x)| for each ϕ, ψ in T and K > 0 (see Proposition 5.1.1). By using this estimate, we prove Theorem 5.2.2.
5.1.
Continuity of taking the right-continuous inverse. Let ϕ and ψ be elements of T . For K > 0, we define
where the values of ϕ and ψ on (−∞, 0) are understood to be zero. In this subsection, we assume that
Under these conditions, we see that the right-continuous inverses ϕ
and ψ −1 belong to T .
Proposition 5.1.1. Let ϕ and ψ be in T and K > 0. If ϕ −1 is absolutely continuous then we have
where m := min{ϕ
To prove this proposition, we need several estimates.
Proposition 5.1.2. For any ϕ, ψ in T and K > 0, we have
Proof. Let l := sup 0≤x≤K |ϕ(x) − ψ(x)| and δ be an arbitrary positive number. Then it is easy to see that −(l + δ) < ψ(x) − ϕ(x) < l + δ for all x ≤ K. Therefore we have
Furthermore, since ϕ and ψ are non-decreasing, we also have
This implies that ρ K (ϕ, ψ) ≤ l + δ = sup 0≤x≤K |ϕ(x) − ψ(x)| + δ. Since δ > 0 is arbitrary, we obtain the result.
Proposition 5.1.3. Assume that ϕ and ψ belong to T . If either ϕ or ψ is absolutely continuous (say ϕ), then for any K > 0, we have
Proof. By the definition of ρ K , we can find some decreasing sequence ε n which converges to ρ K (ϕ, ψ) and satisfies that ϕ(x − ε n ) − ψ(x) < ε n , for any x ≤ K and n ∈ N, ψ(y) − ϕ(y + ε n ) < ε n for any y ≤ K + ε n and n ∈ N.
Since ϕ is continuous, by letting n → ∞, we have
By using the fundamental theorem of calculus for Lebesgue integral, we find that
Now (5.1) completes the proof.
Proposition 5.1.4. Let ϕ and ψ belong to T and K > 0. Define
Proof. We first note that, for any non-decreasing and right-continuous function A : [0, +∞) → R, it holds that
for each x ∈ [0, +∞).
Then for any ε ∈ L and x ≤ L, we have
Furthermore, (5.3), (5.4) and the definitions of ϕ K and ψ K imply that
hold for all ε ∈ L and x ≤ L.
On the other hand, if x > L then from the definition of L, we see that K < min{ϕ(x), ψ(x)}. Therefore for each ε ∈ L, we have
. Hence the inequalities (5.5) hold for all ε ∈ L and x ≥ 0. Now we are going to prove L ⊂ R, where
Let ε ∈ L. Since ϕ −1 is non-negative, (5.5) implies that
for any x ≤ K. Therefore we have
Similarly, we also obtain that
Now from (5.6), (5.7) and the definition of R, we have that ε ∈ R. Now we are ready to prove Proposition 5.1.1.
Proof of Proposition 5.1.1. From Proposition 5.1.2, Proposition 5.1.3 and Proposition 5.1.4, we obtain that
where
However, since ϕ and ψ are non-decreasing, we see that
Hence the proof is completed.
5.2.
Convergence implication for strong error. Assume the conditions (i)-(iv) in the subsection 2.3. Let {X s,t } s≤t and {X Proof. Let x 0 := sup{x ≥ 0 : X * s,t (x) = X * s,t (0)}. Since σ and b are smooth, the mapping X * s,t | (x 0 ,+∞) is a diffeomorphism onto its image almost surely. Therefore we have
for any x > x 0 . On the other hand, from the definition of x 0 , we have X *
for any x ≥ 0. Hence X * s,t is absolute continuous almost surely. The non-negativity of (X * s,t )
′ is obvious because X * s,t is non-decreasing.
Remark 5.1. The differentiability or the derivative of stochastic flow generated by stochastic differential equation with reflection in multidimensional spaces are investigated by several authors, e.g., Andres [2] , Burdzy [3] , Deuschel-Zambotti [7] , Pilipenko [20, 21, 22, 23, 24] , and so on. In particular, Pilipenko [24] found a stochastic equation in which the first derivative of reflecting stochastic flow evolves. This might be suited for our use. Our situation is, however, rather simpler than theirs because of one-dimensionality. Hence we will not employ it.
From Proposition 5.1.1, Lemma 5.2.1 and stationarity of {X s,t } s≤t and {X n k,l } k≤l , we obtain the following estimate. 
where (φ t (x)) t≥0 is an (F w 0,t ) t≥0 -adapted stochastic process such that the path t → φ t (x) is non-decreasing, continuous, φ 0 (x) = 0 and increases at t only when X * 0,t (x) = 0. On the other hand, since X * 0,t : [0, +∞) → [0, +∞) is non-decreasing and the pathwise uniqueness holds for (2.7), φ t (x) must be non increasing in x. In particular, φ t (x) is differentiable in x and φ ′ t (x) ≤ 0 for almost all x ≥ 0, almost surely. Therefore we have
Hence we have (
and
Proof. Under the condition (A.1), it is easy to check that ϕ −1 and ψ −1 belong to T . We now prove inequalities (i)-(iv). We first prove (i). Assume that there exists some ε > 0 such that ϕ(ϕ −1 (z) + ε) ≤ z. Then it must be ϕ −1 (z) + ε ≤ ϕ −1 (z), but this is impossible. Therefore for any ε > 0, we have ϕ(ϕ −1 (z) + ε) > z. For (ii), by the definition, there exists some decreasing sequence (y n ) ∞ n=1 such that it converges to ϕ −1 (z) and satisfies ϕ(y n ) > z for any n. Then from the definition of ψ −1 and monotonicity of ϕ, we have
Therefore we have (ϕ • ψ) −1 (z) ≤ ψ −1 (y n ) for any n. Now by letting n tend to infinity, the right-continuity of ψ −1 yields our desired inequality. Now we turn to prove (iii). Let ε be an arbitrary positive number. From the definition of ψ −1 (y), we have
for any y ≥ 0. Hence by letting ε tend to zero, the second inequality of (iii) is obtained.
On the other hand, from (i), we have that
Hence we have
Now by letting n tend to infinity, the right-continuity of ψ yields
Furthermore, from (ii), we have
From these inequalities we have the first inequality of (iii). We are going to prove (iv). We first show that
To do this, we consider the contrary:
Since ϕ is increasing and continuous at ϕ −1 (z), we have
However, this contradicts to (i). Therefore (A.2) holds. Now (A.2) and the definition of ψ −1 imply that
holds for all ε > 0. Now by letting ε tend to zero and applying (ii), we obtain the result.
A.2. Proof of Theorem 2.4.1. We give below a proof of Theorem 2.4.1 in the case where σ| (0,+∞) and b| (0,+∞) are bounded. Note that since σ and b are bounded, σ and b are also bounded. The proof will be completed when we succeeded to show that for each s ∈ R and x ∈ [0, +∞),
with respect to w (s) , such that X s = x. For simplicity, we set s = 0:
* (x), t ≥ 0. One can imitate easily the arguments below to prove the case for general s ∈ R.
We first prove the continuity of X t in t.
Lemma A.2.1. The function t → X t is continuous almost surely.
Proof. Take t > 0 arbitrary. On the event { X t > 0}, ( X s ) t−δ<s<t+δ with sufficiently small δ > 0, evolves as
where σ = σ and b = σσ ′ − b (see [13, Chapter V-Lemma 2.2]). Therefore, the continuity at t is obvious on this set. Now we show the continuity at t on the event { X t = 0}. Take ε > 0 arbitrary.
We first show the right-continuity at t. To do this, we shall make the following observation:
In fact, if we assume the contrary:
However the stationarity and stochastic continuity for {X − s,t } s≤t imply that P(X − −t−δ,−t (ε/2) = 0) = P(X − 0,δ (ε/2) = 0) converges to zero as δ tends to zero. This is a contradiction.
Therefore, by (A.3), we can take a δ > 0 such that X − −t−δ ′ ,−t (ε/2) > 0 for each δ ′ ∈ (0, δ), and hence we have (X
This prove the right-continuity at t. Now we turn to prove the left-continuity at t. Since X t = 0, by the definition, there exists y > 0 such that y < ε/2 and X 
For each ε > 0, we define a sequence (τ 
(this is why we have used "> ε" rather than "= ε" in the definition of τ ≤ε} .
Now we shall prove that R ε t converges to zero in probability, as ε tends to zero. The Itô-isometry and Fubini's theorem imply that
Since σ is bounded, from the monotone convergence theorem, the last term converges to t 0 E[ σ( X u ) 2 1 { Xu=0} ]du as ε tends to zero. The next lemma tells us this quantity is zero.
Lemma A.2.3. For each t ≥ 0, we have P( X t = 0) = 0.
Proof. Suppose the contrary. Then by the definition, we can choose a decreasing sequence y n ≥ 0 such that y n converges to zero and X − −t,0 (y n ) > 0 with a positive probability. However this contradicts to Lemma 2.3.1.
From this lemma and the previous inequality, we conclude that so that R ε converges to zero in probability as ε tends to zero. Due to this convergence and (A.5), we can define φ(t) := lim ε→0 φ ε (t). From the construction of φ(t) and the observation (i), it is clear that φ(t) is a non-negative process and increases only when X t = 0. Consequently, we have
