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Sissejuhatus
Ka¨esolevas bakalaureuseto¨o¨s uuritakse la¨hemalt su¨damlikke integraaloperaa-
toreid, nende spektrit ja su¨damlikke integraalvo˜rrandeid. See su¨damlikke in-
tegraaloperaatoreid ka¨sitlev to¨o¨ on enamjaolt referatiivne ning po˜hineb Gen-
nadi Vainikko 2009. aastal avaldatud artiklil ”Cordial Volterra Integral Equa-
tions 1”[1]. Paragrahv 3 po˜hineb enamjaolt Walter Rudini teosel ”Functional
Analysis”[2]. Antud to¨o¨ eesma¨rgiks on anda selgitusi Gennadi Vainikko ar-
tiklile ja lihtsustada seela¨bi lugeja artiklist arusaamist.
To¨o¨ koosneb kaheksast osast. Esimeses osas esitatakse su¨damliku integraal-
operaatori Vϕ mo˜iste ja tuuakse paar na¨idet tuumadest, mis genereerivad
su¨damliku integraaloperaatori. Antakse ka su¨damlike integraalvo˜rrandite la-
hendi leidmise skeem.
Teises osas koostatakse Banachi algebra, mis oleks isomeetriliselt isomorf-
ne su¨damlike integraaloperaatorite Banachi algebraga. Samuti laiendatakse
mo˜lemad Banachi algebrad u¨hikelemendiga Banachi algebrateks.
To¨o¨ kolmandas osas vaadeldakse multiplikatiivseid lineaarfunktsionaale ja
nende omadusi, mille abil on vo˜imalik su¨damliku integraaloperaatori spekt-
rile anda mugav kuju. Tuuakse ka va¨lja, et spekter koosneb su¨damliku integ-
raaloperaatori omava¨a¨rtustest.
Neljandas osas na¨idatakse, et su¨damliku integraaloperaatori Vϕ spekter ruumis
L (C[0, T ]) on samava¨a¨rne eespool loodud u¨hikelemendiga Banachi algebra
elemendi spektriga.
Viiendas osas vaadeldakse su¨damliku integraaloperaatori Vϕ spektrit ruumis
L (Cm[0, T ]) ning na¨idatakse, et kui vo˜rrandi µv = Vϕmv+f
(m) lahendiks on
v ∈ C[0, T ], siis vo˜rrandil µu = Vϕu + f leidub u¨hene lahend u ∈ Cm[0, T ],
nii et u(m) = v.
Kuuendas osas vaadeldakse uuesti esimeses osas sisse toodud na¨iteid ning
leitakse nende su¨damlike integraaloperaatorite omava¨a¨rtused ning spektrid.
To¨o¨ seitsmendas osas vaadeldakse su¨damliku integraalvo˜rrandi ligikaudset
lahendamist polu¨noomide abil ning na¨idatakse lahendi leidmise meetod.
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Kaheksandas osas to˜estatakse teoreem, mis u¨tleb, et kui funktsiooni f on
vo˜imalik arendada astmereaks, siis su¨damlikul integraalvo˜rrandil µu = Vϕu+
f on ruumis C∞[0, T ] u¨ks lahend ning antakse selle lahendi kuju.
Gennadi Vainikko artiklil ”Cordial Volterra Integral Equations 1” on il-
munud ka ja¨rg ”Cordial Volterra Integral Equations 2”[3], kus vaadeldakse
su¨damlikke integraalvo˜rrandeid u¨ldisemal kujul.
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1 Su¨damlikud integraaloperaatorid ja -vo˜rrandid
Antud peatu¨kk po˜hineb peamiselt allikal [1], Definitsioonid 2 − 6 on al-
likast [2]. Selleks, et edaspidises to¨o¨s saaksime uurida su¨damlikke integ-
raalvo˜rrandeid, toome esmalt sisse ja¨rgmise mo˜iste.
Definitsioon 1. Me nimetame Volterra integraaloperaatorit Vϕ : C[0, T ] →
C[0, T ] kujul
(Vϕu)(t) =
∫ t
0
t−1ϕ(s/t)u(s)ds, 0 ≤ t ≤ T, T ∈ R, ϕ ∈ L1(0, 1) (1)
su¨damlikuks ja funktsiooni ϕ tema su¨damikuks.
Kasutades muutujavahetust x = s/t, dx = t−1ds, saame su¨damliku integraal-
operaatori esitada ka kujul
(Vϕu)(t) =
∫ 1
0
ϕ(x)u(xt)dx. (2)
Ja¨rgmise teoreemiga na¨itame, et integraaloperaator Vϕ on korrektselt defi-
neeritud.
Teoreem 1. Olgu ϕ ∈ L1(0, 1). Su¨damlik integraaloperaator Vϕ, st operaator
kujul (1), on kujutis ruumist C[0, T ] ruumi C[0, T ] ning on to˜kestatud hulgal
C[0, T ], ∥∥Vϕ∥∥C[0,T ]→C[0,T ] =‖ϕ‖1 (3)∥∥λI − Vϕ∥∥C[0,T ]→C[0,T ] = |λ|+‖ϕ‖1 , λ ∈ C. (4)
To˜estus. Vo˜tame funktsiooni u ∈ C[0, T ] ja vaatleme selle pidevuse moodulit
ω(δ;u) = sup{∣∣u(t1)− u(t2)∣∣ : 0 ≤ t1, t2 ≤ T, |t1 − t2| ≤ δ}, δ > 0.
Kasutades (1) ja u pidevuse moodulit, saame
ω(δ;Vϕu) = sup
{∣∣(Vϕu)(t1)− (Vϕu)(t2)∣∣ : 0 ≤ t1, t2 ≤ T,|t1 − t2| ≤ δ}
= sup

∣∣∣∣∣
∫ 1
0
ϕ(x)[u(t1x)− u(t2x)]dx
∣∣∣∣∣ : 0 ≤ t1, t2 ≤ T, 0 ≤ x ≤ 1,|t1 − t2| ≤ δ

≤
∫ 1
0
∣∣ϕ(x)∣∣ dx sup{∣∣u(t1x)− u(t2x)∣∣ : 0 ≤ t1, t2 ≤ T, 0 ≤ x ≤ 1,|t1 − t2| ≤ δ}
≤‖ϕ‖1 ω(δ;u)→ 0, kui δ → 0.
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Seega Vϕ kujutab pidevad funktsioonid pidevateks.
To˜estamaks (3) na¨itame esmalt u¨htpidi vo˜rratuse. Selleks on meil vaja normi
‖u‖∞, mis on defineeritud ja¨rgmiselt
‖u‖∞ =‖u‖C[0,T ] = max0≤t≤T
∣∣u(t)∣∣ .
Seega ∥∥Vϕ∥∥C[0,T ]→C[0,T ] = sup‖u‖∞=1
∥∥Vϕu∥∥∞
= sup
‖u‖∞=1
max
0≤t≤T
∣∣(Vϕu)(t)∣∣
= sup
‖u‖∞=1
max
0≤t≤T
∣∣∣∣∣
∫ 1
0
ϕ(s)u(st)ds
∣∣∣∣∣
≤ sup
‖u‖∞=1
∫ 1
0
∣∣ϕ(s)∣∣ max
0≤t≤T
∣∣u(st)∣∣ ds
≤
∫ 1
0
∣∣ϕ(s)∣∣ ds =‖ϕ‖1
∥∥λI − Vϕ∥∥C[0,T ]→C[0,T ] ≤‖λI‖C[0,T ]→C[0,T ] +∥∥Vϕ∥∥C[0,T ]→C[0,T ]
≤ sup
‖u‖∞=1
‖λu‖∞ +‖ϕ‖1
≤|λ|+‖ϕ‖1
To˜estamaks (3) ja (4) peame na¨itama veel vastupidised vo˜rratused. La¨hendame
ϕ polu¨noomide ϕn abil nii, et‖ϕ− ϕn‖1 ≤
1
n
ja Re ϕn ja Im ϕn ei ole korraga
vo˜rdsed nulliga. Vo˜tame
un(t) =

∣∣ϕn(t)∣∣
ϕn(t)
, kui 0 ≤ t ≤ min{1, T}∣∣ϕn(1)∣∣
ϕn(1)
, kui min{1, T} ≤ t ≤ T
Ilmselt un ∈ C[0, T ] ja
‖un‖∞ = max0≤t≤T
∣∣un(t)∣∣ = max
0≤t≤T
∣∣∣∣∣
∣∣ϕn(t)∣∣
ϕn(t)
∣∣∣∣∣ = max0≤t≤T 1 = 1.
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Saame, et kui n→∞, siis
(Vϕun)(1) = (Vϕun − Vϕnun)(1) +
∫ 1
0
ϕn(s)un(s)ds
=
∫ 1
0
(ϕ− ϕn)(x)un(x)dx+
∫ 1
0
ϕn(s)
∣∣ϕn(s)∣∣
ϕn(s)
ds→
∫ 1
0
∣∣ϕ(s)∣∣ ds =‖ϕ‖1
ja seega
∥∥Vϕ∥∥C[0,T ]→C[0,T ] ≥‖ϕ‖1. Seega on to˜estatud (3).
Kui λ = 0, siis (4) langeb kokku (3). Olgu λ 6= 0 ja T ≥ 1. Olgu ja¨lle
un(t) =
∣∣ϕn(t)∣∣
ϕn(t)
, kui 0 ≤ t ≤ 1− 1
n
, kuid nu¨u¨d un(t) =
|λ|
λ
, kui 1 ≤ t ≤ T ja
defineerime un(t) vahemikus 1− 1
n
< t < 1 nii, et kehtiks ikka un ∈ C[0, T ],
‖un‖∞ = 1. Siis
λun(1) + (Vϕun)(1) = |λ|+ (Vϕun − Vϕnun)(1) +
∫ 1
0
ϕn(s)un(s)ds
→|λ|+
∫ 1
0
∣∣ϕ(s)∣∣ ds = |λ|+‖ϕ‖1 , kui n→∞.
Ja¨relikult
∥∥λI − Vϕ∥∥C[0,T ]→C[0,T ] ≥|λ|+‖ϕ‖1 ja seega on to˜estatud ka (4).
Definitsioon 2. Ta¨histagu BC(0, T ] intervallil (0, T ] to˜kestatud pidevate
funktsioonide ruumi, mis on varustatud supreemumnormiga, st
‖x‖ = sup
0<t≤T
∣∣x(t)∣∣ .
Lause 1. Su¨damlik integraaloperaator Vϕ kujul (1) vo˜ib ka tegutseda ruumis
BC(0, T ], Vϕ : BC(0, T ]→ BC(0, T ] on to˜kestatud operaator.
To˜estus. Na¨itame, et operaator Vϕ viib intervallis (0, T ] pidevad funktsioonid
pidevateks. Fikseerime t0 ∈ (0, T ]. Saame vo˜tta δ0 < t0, nii et
∫ δ0
0
∣∣ϕ(x)∣∣ dx
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oleks piisavalt va¨ike, t >
δ0
2
ning vaatleme
∣∣(Vϕu)(t0)− (Vϕu)(t)∣∣ =
∣∣∣∣∣
∫ 1
0
ϕ(x)
(
u(t0x)− u(tx)
)
dx
∣∣∣∣∣
≤
∫ 1
0
∣∣ϕ(x)∣∣∣∣u(t0x)− u(tx)∣∣ dx
=
∫ δ0
0
∣∣ϕ(x)∣∣∣∣u(t0x)− u(tx)∣∣ dx+ ∫ 1
δ0
∣∣ϕ(x)∣∣∣∣u(t0x)− u(tx)∣∣ dx
≤ 2M
∫ δ0
0
∣∣ϕ(x)∣∣ dx+ ∫ 1
δ0
∣∣ϕ(x)∣∣ dx sup{∣∣u(t0x)− u(tx)∣∣ : δ0 ≤ x ≤ 1}
Kuna u ∈ BC(0, T ], siis on u to˜kestatud ja leidub selline M > 0, et ∣∣u(t)∣∣ ≤
M, ∀t ∈ (0, T ]. Kuna u on pidev [δ0, 1], siis on ka u¨htlaselt pidev, seega
supreemum la¨heneb nullile, kui t on t0 piisavalt la¨hedal. Kuna ϕ on in-
tegreeruv, siis δ0 → 0 korral la¨heneb ka viimane summa nullile. Ja¨relikult
V : BC(0, T ]→ BC(0, T ] kujutab ko˜ik pidevad funktsioonid pidevateks.
Olgu meil Volterra integraaloperaator (V u)(t) =
∫ t
0
K(t, s)u(s)ds. Vaatleme
na¨itena mo˜nda sellise integraaloperaatori tuuma K(t, s), 0 ≤ s ≤ t ≤ T , mis
genereerib su¨damliku integraaloperaatori Vϕ.
Na¨ide 1. Olgu tuumaks K(t, s) = t−βsβ−1, β > 0. Sel juhul integraalope-
raator on kujul
(Vϕu)(t) =
∫ t
0
t−βsβ−1u(s)ds =
∫ t
0
t−1t−β+1sβ−1u(s)ds
=
∫ t
0
t−1
(
s/t
)β−1
u(s)ds,
kus su¨damikuks on funktsioon ϕ(s) = sβ−1.
Na¨ide 2. Olgu tuumaks K(t, s) = tα−1(t − s)−α, 0 < α < 1. Siis integraa-
loperaator on kujul
(Vϕu)(t) =
∫ t
0
tα−1(t− s)−αu(s)ds =
∫ t
0
tα−1t−α(1− s/t)−αu(s)ds
=
∫ t
0
t−1(1− s/t)−αu(s)ds,
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kus su¨damikuks on funktsioon ϕ(s) = (1− s)−α.
Na¨ide 3. Olgu tuumaks K(t, s) = (tγ − sγ)−1/γ, 0 < γ < ∞. Sel juhul
integraaloperaator on kujul
(Vϕu)(t) =
∫ t
0
(tγ − sγ)−1/γu(s)ds =
∫ t
0
t−γ/γ(1− (s/t)γ)−1/γu(s)ds
=
∫ t
0
t−1(1− (s/t)γ)−1/γu(s)ds,
kus su¨damikuks on funktsioon ϕ(s) = (1− sγ)−1/γ.
Vaatleme nu¨u¨d su¨damlikke integraalvo˜rrandeid, st integraalvo˜rrandeid kujul
µu = Vϕu+ f, µ 6= 0, ϕ ∈ L1(0, 1), (5)
kus Vϕu on su¨damlik integraaloperaator ning f ∈ Cm[0, T ], m ≥ 0. Otsime
integraalvo˜rrandi (5) lahendit u ∈ Cm[0, T ]. Antud integraalvo˜rrandile (5)
saame anda kuju
(µI − Vϕ)u = f, µ 6= 0, ϕ ∈ L1(0, 1). (6)
Na¨eme, et kui leiduks (µI−Vϕ)−1, siis vo˜rrandi (5) lahendi saaksime avaldada
kujul
u = (µI − Vϕ)−1f. (7)
Seda, milliste µ ∈ C korral operaatoril µI−Vϕ leidub po¨o¨rdoperaator, saame
teada, uurides integraaloperaatori Vϕ spektrit. Toome esmalt sisse spektri
mo˜iste.
Definitsioon 3. Olgu X ja Y topoloogilised vektorruumid. B(X, Y ) ta¨histab
ko˜igi to˜kestatud lineaarsete kujutuste T : X → Y kogumit. B(X,X) vo˜ime
ta¨histada kujul B(X).
Definitsioon 4. Operaator A ∈ B(X) on po¨o¨ratav, kui leidub S ∈ B(X)
nii, et
SA = I = AS,
kus I ∈ B(X) ta¨histab u¨hikoperaatorit. Sel juhul kirjutame S = A−1.
Definitsioon 5. Operaatori A ∈ B(X) spektriks σ(A) nimetatakse selliste
skalaaride λ ∈ C hulka, mille korral operaator A− λI ei ole po¨o¨ratav.
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Seega peame uurima la¨hemalt integraaloperaatori Vϕ spektrit σ(Vϕ), sest kui
µ /∈ σ(Vϕ), siis leidub operaatoril µI−Vϕ po¨o¨rdoperaator ja integraalvo˜rrandi
(5) lahend u on leitav vo˜rdusega (7).
Definitsioon 6. Olgu A ∈ B(X) operaator ja λ ∈ C. Kui A − λI ei ole
injektiivne, siis o¨eldakse, et λ on A omava¨a¨rtus. Elementi x ∈ X nimetatakse
A omavektoriks(omafunktsiooniks), kui x rahuldab vo˜rrandit
Ax = λx.
Ma¨rkus 1. Paneme ta¨hele, et kui λ ∈ C on operaatori A omava¨a¨rtus, siis
A− λI pole injektiivne, millest saame, et operaator A− λI ei ole po¨o¨ratav.
Seeto˜ttu operaatori A spekter sisaldab alati ko˜iki A omava¨a¨rtusi. Vastupidine
va¨ide ei ole enamasti to˜ene.
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2 Isomeetriliselt isomorfsed Banachi algebrad
Ja¨rgnev po˜hineb allikal [1]. Selgub, et su¨damlike integraaloperaatorite klass
moodustab kommutatiivse Banachi algebra, korrutamisena sellel algebral
vaatame operaatorite kompositsiooni.
Definitsioon 7. Kompleksne algebra on vektorruum A u¨le kompleksarvude
hulga C, kus korrutamine on defineeritud nii, et kehtib
1. x(yz) = (xy)z,
2. (x+ y)z = xz + yz, x(y + z) = xy + xz,
3. α(xy) = (αx)y = x(αy)
iga x, y, z ∈ A, α ∈ C korral.
Kui A on lisaks Banachi ruum, kus korrutise norm rahuldab vo˜rratust
4. ‖xy‖ ≤‖x‖‖y‖ (x ∈ A, y ∈ A)
siis kutsutakse ruumi A Banachi algebraks.
Eelmises peatu¨kis to˜ime va¨lja, et vo˜rrandi (5) lahendi leidmiseks peame
la¨hemalt uurima operaatori Vϕ spektrit. Selleks koostame esmalt Banac-
hi algebra, mille spektrit on lihtsam uurida. Ja¨rgmise teoreemi abil tekita-
me kommutatiivse Banachi algebra, mis oleks isomeetriliselt isomorfne meie
su¨damlike integraaloperaatorite Banachi algebraga.
Definitsioon 8. Olgu X ja Y Banachi algebrad. Lineaarset su¨rjektsiooni
A : X → Y nimetatakse isomeetriliseks isomorfismiks, kui
A(xy) = A(x)A(y) iga x, y ∈ X korral
ja
‖Ax‖ =‖x‖ iga x ∈ X korral.
Kui leidub isomeetriline isomorfism A : X → Y , siis o¨eldakse, et Banachi
algebrad X ja Y on isomeetriliselt isomorfsed.
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Teoreem 2. Olgu ϕ, ψ ∈ L1(0, 1). Siis VϕVψ = Vϕ?ψ, kus ϕ?ψ ∈ L1(0, 1) on
defineeritud
(ϕ ? ψ)(s) =
∫ 1
s
t−1ϕ(t)ψ(s/t)dt, 0 < s < 1. (8)
Kehtivad
ϕ ? ψ = ψ ? ϕ (9)
‖ϕ ? ψ‖1 ≤‖ϕ‖1‖ψ‖1 (10)
To˜estus. Arvestades (1) saame
(VϕVψu)(t) =
∫ t
0
t−1ϕ(s/t)(Vψu)(s)ds
=
∫ t
0
t−1ϕ(s/t)
(∫ s
0
s−1ψ(s′/s)u(s′)ds′
)
ds
=
∫ t
0
t−1
(∫ t
s′
s−1ϕ(s/t)ψ(s′/s)ds
)
u(s′)ds′.
Viimasel sammul vahetasime integreerimise ja¨rjekorra, mida me saime teha,
sest mo˜lemad integraalid koonduvad absoluutselt.
Ta¨histame
β(t, s′) :=
∫ t
s′
s−1ϕ(s/t)ψ(s′/s)ds.
Nu¨u¨d c > 0 korral kehtib
β(ct, cs′) =
∫ ct
cs′
s−1ϕ(s/ct)ψ(cs′/s)ds
=
∫ t
s′
τ−1ϕ(τ)ψ(s′/τ)dτ = β(t, s′),
kus kasutasime muutujavahetust s = cτ, ds = cdτ . Seega na¨itasime, et β(t, s′)
so˜ltub tegelikult suhtest s′/t, misto˜ttu β(t, s′) = β(1, s′/t) =: γ(s′/t).
Nu¨u¨d kuna
(ϕ ? ψ)(s′) =
∫ 1
s′
s−1ϕ(s)ψ(s′/s)ds = β(1, s′) = γ(s′),
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siis
(VϕVψu)(t) =
∫ t
0
t−1γ(s′/t)u(s′)ds′ = (Vγu)(t) = (Vϕ?ψu)(t).
Ja¨rgmiseks na¨itame, et kehtib (9). Selleks kasutame muutujavahetust x =
s/t, dx = −st−2dt.
(ϕ ? ψ)(s) =
∫ 1
s
t−1ϕ(t)ψ(s/t)dt
= −
∫ s
1
x−1ϕ(s/x)ψ(x)dx
=
∫ 1
s
x−1ϕ(s/x)ψ(x)dx = (ψ ? ϕ)(s).
Na¨idata on veel ja¨a¨nud vo˜rratus (10). Norm ‖ϕ‖1 on defineeritud ja¨rgmiselt
‖ϕ‖1 =‖ϕ‖L1(0,1) =
∫ 1
0
∣∣ϕ(s)∣∣ ds.
Paneme esmalt ta¨hele, et∫ 1
0
(ϕ ? ψ)(s)ds =
∫ 1
0
(∫ 1
s
t−1ϕ(t)ψ(s/t)dt
)
ds
=
∫ 1
0
(∫ t
0
ψ(s/t)ds
)
t−1ϕ(t)dt
=
∫ 1
0
(
t
∫ 1
0
ψ(x)dx
)
t−1ϕ(t)dt
=
∫ 1
0
(∫ 1
0
ψ(x)dx
)
ϕ(t)dt
=
∫ 1
0
ϕ(t)dt
∫ 1
0
ψ(x)dx,
kus kasutasime muutujavahetust x = s/t, dx = t−1ds.
Kuna ∣∣∣∣∣
∫ 1
s
t−1ϕ(t)ψ(s/t)dt
∣∣∣∣∣ ≤
∫ 1
s
t−1
∣∣ϕ(t)∣∣∣∣ψ(s/t)∣∣ dt
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ehk
∣∣(ϕ ? ψ)(s)∣∣ ≤ (|ϕ| ?|ψ|)(s), siis
‖ϕ ? ψ‖1 =
∫ 1
0
∣∣(ϕ ? ψ)(s)∣∣ ds ≤ ∫ 1
0
(|ϕ| ?|ψ|)(s)ds
=
∫ 1
0
∣∣ϕ(s)∣∣ ds ∫ 1
0
∣∣ψ(s)∣∣ ds =‖ϕ‖1‖ψ‖1 ,
mis to˜estab (10). Nu¨u¨d vo˜rratuse (10) po˜hjal ‖ϕ ? ψ‖1 ≤ ‖ϕ‖1‖ψ‖1 < ∞,
seega ϕ ? ψ ∈ L1(0, 1).
Ruum L1(0, 1) on koos korrutisoperaatoriga (8) on Banachi ruum. Vo˜rdus
(9) annab meile, et ruum on kommutatiivne ja vo˜rratus (10), et kehtib kor-
rutise normi vo˜rratus, seega ruum L1(0, 1) koos korrutisoperaatoriga (8) on
kommutatiivne Banachi algebra.
Vo˜rduse VϕVψ = Vϕ?ψ ja (3) po˜hjal on algebra (L
1(0, 1), ?) isomeetriliselt iso-
morfne kommutatiivse su¨damlike integraaloperaatorite Banachi algebraga.
Need algebrad ei sisalda u¨hikelementi. To˜esti, kui mingi ψ ∈ L1(0, 1) oleks
u¨hikelement, st ψ?ϕ = ϕ, siis ϕ ≡ 1 korral (8) po˜hjal saame, et ∫ 1
s
t−1ψ(t)dt =
1, 0 < s < 1 ning diferentseerimise tulemusena saame ψ ≡ 0, mis on vas-
tuolus u¨hikelemendi omadustega. Kuna (L1(0, 1), ?) ei sisalda u¨hikelementi,
siis ka isomeetriliselt isomorfses Banachi algebras ei ole u¨hikelementi.
Laiendame meie Banachi algebrad u¨hikelemendiga Banachi algebrateks. Ta¨his-
tame ta¨hega B laiendatud kommutatiivse Banachi algebra, mis koosneb ope-
raatoritest kujul λI + Vϕ, λ ∈ C, ϕ ∈ L1(0, 1) ja on operaatori normiga
(4). Veelgi, ta¨histame ta¨hega A laiendatud kommutatiivset Banachi algeb-
ra, mis koosneb elementidest λe+ ϕ, kus λ ∈ C, ϕ ∈ L1(0, 1) ja e on lisatud
u¨hikelement. Tehted ruumis A defineerime ja¨rgmiselt
(λe+ ϕ) + (µe+ ψ) = (λ+ µ)e+ (ϕ+ ψ),
µ(λe+ ϕ) = (µλ)e+ µϕ,
(λe+ ϕ) ? (µe+ ψ) = (λµ)e+ (λψ + µϕ+ ϕ ? ψ),
ja ja¨ljendades (4) defineerime normi ‖λe+ ϕ‖A = |λ| +‖ϕ‖1. Seega A ja B
on ikka isomeetriliselt isomorfsed.
Ruumide A ja B kontekstis vaatleme veel mo˜nesid u¨hikelemendiga kommu-
tatiivse Banachi algebra mo˜isteid.
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Definitsioon 9. Element λe+ϕ ∈A on po¨o¨ratav hulgas A, kui eksisteerib
element µe+ ψ ∈A nii, et (λe+ ϕ) ? (µe+ ψ) = e.
Definitsioon 10. Elemendi ϕ ∈ L1(0, 1) spekter σA(ϕ) on hulk kompleksta-
sandil, defineeritud kui
σA(ϕ) = {λ ∈ C : λe− ϕ ei ole po¨o¨ratav hulgas A}.
Sarnaselt defineerime
σB(Vϕ) = {λ ∈ C : λI − Vϕ ei ole po¨o¨ratav hulgas B},
kus vaatleme operaatorit Vϕ ruumis C[0, T ] vo˜i BC(0, T ].
Kuna ruumid A ja B on isomeetriliselt isomorfsed, siis ka
σA(ϕ) = σB(Vϕ). (11)
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3 Multiplikatiivsed lineaarfunktsionaalid
Antud peatu¨kk po˜hineb peamiselt allikal [2]. Ruumide A ja B spektrite
paremaks kirjeldamiseks toome sisse ja¨rgmise hulga. Olgu MA hulk, mis
sisaldab ko˜iki nullist erinevaid multiplikatiivseid lineaarfunktsionaale hulgal
A.
Definitsioon 11. [1] Lineaarfunktsionaal M hulgal A on multiplikatiivne
ehk M on hulga A kompleksne homomorfism, kui
M((λe+ϕ)?(µe+ψ)) = M(λe+ϕ)M(µe+ψ), λ, µ ∈ C, ϕ, ψ ∈ L1(0, 1).
(12)
Paneme ta¨hele, et M ∈MA korral
M(e) = M(e ? e) = M(e)M(e),
misto˜ttu M(e) = 1. Samuti, kui x ∈A on po¨o¨ratav, siis
M(x)M(x−1) = M(xx−1) = M(e) = 1,
misto˜ttu M(x) 6= 0. Seda, et multiplikatiivne lineaarfunktsionaal on alati
pidev, na¨itame ja¨rgmise teoreemi abil.
Teoreem 3. Olgu A Banachi algebra, x ∈A, ‖x‖ < 1. Siis
(a) e− x on po¨o¨ratav,
(b)
∣∣M(x)∣∣ < 1 iga multiplikatiivse lineaarse funktsionaali korral hulgal A.
To˜estus. (a) Kuna ‖xn‖ ≤‖x‖n ja ‖x‖ < 1, siis
sn = e+ x+ x
2 + ...+ xn
on Cauchy jada hulgal A. To˜esti n > m korral
‖sn − sm‖ =
∥∥xn + xn−1 + ...+ xm+1∥∥ ≤‖xn‖+∥∥xn−1∥∥+ ...+∥∥xm+1∥∥
≤‖x‖n +‖x‖n−1 + ...+‖x‖m+1 −−−−→
n,m→∞
0.
Kuna A on ta¨ielik, siis eksisteerib s ∈A nii, et sn → s. Kuna xn → 0 ja
sn(e− x) = e− xn+1 = (e− x)sn,
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siis korrutise pidevusest saame, et s on elemendi e− x po¨o¨rdelement.
(b) Nu¨u¨d olgu λ ∈ C, |λ| ≥ 1. Teoreemi (a) osa po˜hjal on e− λ−1x po¨o¨ratav.
Kuna M(e) = 1, siis
1− λ−1M(x) = M(e)− λ−1M(x) = M(e− λ−1x) 6= 0.
Seega M(x) 6= λ, misto˜ttu ∣∣M(x)∣∣ < 1.
Na¨itame, et multiplikatiivne lineaarne funktsionaal M on pidev. Funktsioon
M on to˜kestatud eelneva teoreemi (b) osa po˜hjal. Fikseerime ε > 0. Vo˜tame
δ =
ε
N
. Siis ‖x− y‖ < δ korral
∣∣M(x)−M(y)∣∣ = ∣∣M(x− y)∣∣ ≤ N‖x− y‖ < Nδ = N ε
N
= ε,
seega M on pidev. Lisaks saame multiplikatiivsuse tingimusega samava¨a¨rse
tingimuse:
M(ϕ ? ψ) = M(ϕ)M(ψ), ϕ, ψ ∈ L1(0, 1) (13)
So˜nastame teoreemi, mille abil saame spektrit σA(ϕ) kirjeldada multiplika-
tiivsete lineaarsete funktsionaalide kaudu. Selleks on meil esmalt vaja tutvu-
da hulga ideaali mo˜iste ja omadustega.
Definitsioon 12. Kommutatiivse komplekse algebra A ideaaliks nimetatakse
alamhulka J , kui
(a) J on vektorruumi A alamruum;
(b) xy ∈ J , kui x ∈ A ja y ∈ J .
Kui J 6= A, siis o¨eldakse, et J on pa¨risideaal. Maksimaalne ideaal on pa¨risideaal,
mis ei sisaldu u¨heski suuremas pa¨risideaalis.
Teoreem 4. Olgu A kommutatiivne kompleksne algebra.
(a) Ruumi A u¨kski pa¨risideaal ei sisalda A po¨o¨ratavaid elemente.
(b) Kui J on kommutatiivse Banachi algebra A ideaal, siis J on A ideaal.
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To˜estus. (a) Olgu J ruumi A pa¨risideaal. Oletame, et element x ∈ J on
po¨o¨ratav hulgas A. Ideaali definitsiooni kohaselt, kuna x ∈ J ja x−1 ∈ A,
siis x−1x = e ∈ J . Nu¨u¨d suvalise y ∈ A korral ideaali definitsiooni kohaselt
y = ye ∈ J , misto˜ttu saame, et J = A, mis on aga vastuolus sellega, et J on
ruumi A pa¨risideaal.
(b) Olgu J ruumi A ideaal. Teame, et alamruumi sulund on ka alamruum.
Oletame, et x ∈ J ja y ∈ A, seega na¨itamaks, et J on ideaal, peame na¨itama,
et yx ∈ J . Kuna x ∈ J , siis leidub jada xn ∈ J , nii, et xn → x. Seega ka
korrutise pidevuse to˜ttu yxn → yx. Kuna J on ideaal, siis yxn ∈ J . Kuna
leidub jada Y elementidest, mis koondub elemendiks yx, siis yx ∈ J . Seega
J on ideaal.
Teoreem 5. (a) Kui A on u¨hikelemendiga kommutatiivne kompleksne al-
gebra, siis A iga pa¨risideaal on A maksimaalse ideaali alamhulk.
(b) Kui A on kommutatiivne Banachi algebra, siis A iga maksimaalne
ideaal on kinnine.
To˜estus. (a) Olgu J algebra A pa¨risideaal ning olguP ko˜igi A pa¨risideaalide
hulk, mis sisaldavad ideaali J . Koostame hulgasP osalise ja¨rjestuse hulkade
sisalduvuse suhtes. Olgu J maksimaalne ta¨ielikult ja¨rjestatud P alamko-
gum ning olgu M hulga J ko˜igi elementide u¨hend. Kuna M on ta¨ielikult
ja¨rjestatud ideaalide hulk, siis M on ise ka ideaal. Ilmselt J ⊂M ja M 6= A,
sest mitte u¨kskiP element ei sisalda A u¨hikelementi. Kuna hulkJ oli mak-
simaalne, siis M on A maksimaalne ideaal.
(b) Olgu N ruumi A maksimaalne ideaal. Kuna N eelmise teoreemi po˜hjal
ei sisalda A po¨o¨ratavaid elemente ja po¨o¨ratavate elementide hulk on lahtine,
siis ei sisalda ka N po¨o¨ratavaid elemente. Seega on eelmise teoreemi po˜hjal
N ruumi A pa¨risideaal. Pidades silmas N maksimaalsust, saame seega, et
N = N .
Definitsioon 13. ([4]) Olgu X ja Y Banachi algebrad ning S : X → Y li-
neaarne operaator. Operaatori S tuumaks ehk nullruumiks nimetatakse hulka
S−1({0}) = {x ∈ X : Sx = 0}.
Operaatori S tuuma ta¨histatakse KerS.
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Teoreem 6. Olgu A kommutatiivne Banachi algebra ja MA hulga A komp-
leksete homomorfismide hulk.
(a) Iga hulga A maksimaalne ideaal on mingi M ∈MA tuum.
(b) Element x ∈ A on po¨o¨ratav parajasti siis, kui M(x) 6= 0 iga M ∈MA
korral.
(c) λ ∈ σ(x) parajasti siis, kui M(x) = λ mingi M(x) ∈MA korral.
Enne teoreemi (6) to˜estamist toome a¨ra to˜estamisel vaja mineva Gelfand-
Mazuri teoreemi, mille to˜estuse leiab allikast [2].
Teoreem 7. Kui A on Banachi algebra, kus iga nullist erinev element on
po¨o¨ratav, siis A on isomeetriliselt isomorfne komplekstasandiga.
Nu¨u¨d saame to˜estada teoreemi 6.
To˜estus. (a) Olgu N ruumi A maksimaalne ideaal. Siis N on kinnine eelmise
teoreemi po˜hjal ja A/N on seega Banachi algebra. Valime x ∈ A, x /∈ N ja
J = {ax+ y : a ∈ A, y ∈ N}.
Siis J on A ideaal, sest kui vo˜tame suvalised ax+ y ∈ J ja z ∈ A, siis saame
z(ax+ y) = (za)x+ zy,
kus za ∈ A ja zy ∈ N , seega z(ax+ y) ∈ J . U¨htlasi on J suurem kui N , sest
x ∈ J (Vo˜ttes a = e ja y = 0.). Seega J = A, sest N oli maksimaalne ideaal,
misto˜ttu ka mingi a ∈ A, y ∈ N korral ax + y = e. Kui pi : A → A/N on
faktorkujutus, siis kehtib pi(a)pi(x) = pi(e). Banachi algebra A/N iga nullist
erinev element pi(x) on seega po¨o¨ratav ruumis A/N . Gelfand-Mazuri teoree-
mi po˜hjal leidub isomorfism j : A/N → C. Olgu M = j ◦ pi. Siis M ∈MA ja
N on M tuum.
(b) Kui x on po¨o¨ratav hulgal A ja M ∈MA, siis
M(x)M(x−1) = M(xx−1) = M(e) = 1,
nii et M(x) 6= 0. Kui x ei ole po¨o¨ratav, siis hulk {ax : a ∈ A} ei sisalda ele-
menti e, seega on pa¨risideaal. Teoreemi 5 (a) osa po˜hjal on hulk {ax : a ∈ A}
algebra A maksimaalse ideaali alamhulk ning on seeto˜ttu teoreemi (a) osa
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po˜hjal mingi M ∈MA tuuma alamhulk, st M(a)M(x) = M(ax) = 0 ∀a ∈ A,
seega M(x) = 0.
(c) Teoreemi osa (b) kohaselt λ ∈ σ(x), st λe − x ei ole po¨o¨ratav hulgas A
parajasti siis, kui mingi M ∈MA korral M(λe− x) = 0 ehk M(x) = λ.
Kuna soovime leida paremat kuju spektritele σA ja σB, siis teoreemi 6 (c)
osa po˜hjal on meie eesma¨rgiks leida ko˜ik lineaarsed pidevad funktsionaalid
M ruumil L1(0, 1), mis rahuldavad tingimust (13), st meie A jaoks
σA(ϕ) = {M(ϕ) : M ∈MA}. (14)
Sellele probleemile annab lahenduse ja¨rgmine lemma.
Teoreem 8. ([1]) Nullist erinev lineaarne pidev funktsionaal M ruumil (L1(0, 1),
?) rahuldab multiplikatiivsuse tingimust (13) parajasti siis, kui M on kujul
M(ϕ) = Mλ(ϕ) = ϕˆ(λ) =
∫ 1
0
ϕ(s)sλds, (15)
kus λ ∈ C, Reλ ≥ 0.
To˜estus. (i) Esmalt eeldame, et nullist erinev lineaarne pidev funktsionaal
M rahuldab multiplikatiivsuse tingimust (13). Na¨itame, et funktsionaal M
on kujul (15). Igal lineaarsel pideval funktsionaalil ruumil L1(0, 1) on kuju
M(ϕ) = Mω(ϕ) =
∫ 1
0
ω(t)ϕ(t)dt, ϕ ∈ L1(0, 1), ω ∈ L∞(0, 1).
Multiplikatiivsus (13) annab ω ∈ L∞(0, 1) jaoks lisatingimuse∫ 1
0
ω(τ)(ϕ ? ψ)(τ)dτ =
∫ 1
0
ω(t)ϕ(t)dt
∫ 1
0
ω(s)ψ(s)ds, ϕ, ψ ∈ L1(0, 1).
(16)
Kirjutades seose (8) abil lahti, saame∫ 1
0
ω(τ)(ϕ ? ψ)(τ)dτ =
∫ 1
0
ω(τ)
(∫ 1
τ
s−1ϕ(s)ψ(τs−1)ds
)
dτ
=
∫ 1
0
ϕ(s)
(∫ s
0
s−1ω(τ)ψ(τs−1)dτ
)
ds
=
∫ 1
0
ϕ(s)
(∫ 1
0
ω(ts)ψ(t)dt
)
ds,
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kus viimasel sammul tegime muutujavahetuse t = τs−1, dt = s−1dτ . Tingi-
musest (16) tuleneb, et suvalise ϕ ∈ L1(0, 1) korral∫ 1
0
ϕ(s)
(∫ 1
0
ω(ts)ψ(t)dt
)
ds =
∫ 1
0
ω(s)ϕ(s)ds
∫ 1
0
ω(t)ψ(t)dt
ehk suvalise ϕ ∈ L1(0, 1) korral∫ 1
0
ϕ(s)
(∫ 1
0
ψ(t)ω(ts)dt− ω(s)
∫ 1
0
ω(t)ψ(t)dt
)
ds = 0,
misto˜ttu ja¨relikult peab sulgudes olev funktsioon olema vo˜rdne nulliga iga
ψ ∈ L1(0, 1) korral: ∫ 1
0
ψ(t)(ω(ts)− ω(s)ω(t))dt = 0.
Ja¨lle peab sulgudes olev funktsioon seega olema vo˜rdne nulliga. Ja¨relikult
tingimus (16) on samava¨a¨rne vo˜rdusega
ω(ts) = ω(t)ω(s) peaaegu iga t, s ∈ (0, 1) korral. (17)
Ilmselt sobivad vo˜rduse (17) lahenditeks ω ≡ 0 ja ω(t) = ωλ(t) = tλ; tingi-
mus ω ∈ L∞(0, 1) to˜ttu seatakse λ ∈ C no˜ue Reλ ≥ 0.
(ii) Ja¨rgmiseks na¨itame, et vo˜rrandil (17) ei leidu teisi lahendeid ω ∈ L∞(0, 1).
Selleks na¨itame esmalt, et kui ω on lahend vo˜rrandile (17), siis ω ≡ 0 vo˜i∫ t
0
ω(τ)dτ 6= 0, t ∈ (0, 1]. Olgu ω ∈ L1(0, 1) integreeruv lahend vo˜rrandile
(17). Va¨idame, et kui t ∈ (0, 1) korral kehtib ∫ t
0
ω(τ)dτ = 0, siis t′ ∈ [0, t]
korral
∫ t′
0
ω(τ)dτ = 0 ja seega ω(t′) = 0, kui t′ ∈ [0, t]. To˜esti, eelnev tuleneb
vo˜rdustest:
s−1
∫ st
0
ω(τ)dτ =
∫ t
0
ω(τ ′s)dτ ′ =
∫ t
0
ω(τ ′)dτ ′ω(s) = 0, s ∈ (0, 1],
kus kasutasime muutujavahetust τ ′ = τs−1, dτ ′ = s−1dτ esimese vo˜rduse
korral ja (17) teise vo˜rduse juures. Kolmanda vo˜rduse saamiseks kasutasime
eeldust, et t ∈ (0, 1) korral ∫ t
0
ω(τ)dτ = 0. Eelmise va¨ite to˜ttu leidub suurim
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arv t0 ∈ [0, 1] nii et ω(t) = 0 iga t ∈ [0, t0] korral. Juhul t0 < 1, siis t0 < t ≤ 1
jaoks
∫ t
0
ω(τ)dτ 6= 0. Va¨idame nu¨u¨d, et ainult va¨a¨rtused t0 = 0 ja t0 = 1 on
realiseeritavad. To˜epoolest (17) po˜hjal, kui vo˜tta t = s, siis ω(t)2 = ω(t2),
misto˜ttu, kui t2 ≤ t0 ehk t ≤ t
1
2
0 , siis on ω(t) = 0, mis on aga vastuolus t0
definitsiooniga, kui t0 ∈ (0, 1). Seega, kas t0 = 0, sel juhul
∫ t
0
ω(τ)dτ 6= 0,
kui t ∈ (0, 1], vo˜i t0 = 1, sel juhul ω ≡ 0, mis langeb kokku vo˜rrandi (17)
juba leitud lahendiga.
(iii) Nu¨u¨d na¨itame, et kui ω korral
∫ t
0
ω(τ)dτ 6= 0, t ∈ (0, 1], siis ω = tλ,
Reλ ≥ 0, mis langevad kokku punktis (i) juba leitud lahenditega. See-
ga vo˜rrandil (17) ei ole teisi lahendeid. Olgu ω mittetriviaalne integree-
ruv vo˜rrandi (17) lahend. Punkti (ii) po˜hjal saame, et
∫ t
0
ω(τ)dτ 6= 0, kui
t ∈ (0, 1]. Seega nu¨u¨d kasutades muutujavahetust x = t′s, dx = sdt′ ja
vo˜rdust (17) saame
s−1
∫ ts
0
ω(x)dx =
∫ t
0
ω(t′s)dt′ =
∫ t
0
ω(t′)dt′ω(s)
ja muutujavahetust x = ts′, dx = tds′
t−1
∫ ts
0
ω(x)dx =
∫ s
0
ω(ts′)dt′ =
∫ s
0
ω(s′)ds′ω(t).
U¨hendades need kaks vo˜rdust saame
sω(s)
∫ t
0
ω(t′)dt′ = tω(t)
∫ s
0
ω(s′)ds′,
ehk
tω(t)∫ t
0
w(t′)dt′
=
sω(s)∫ s
0
ω(s′)ds′
=: λ+ 1.
Seoste koostamisel vo˜tsime arvesse, et esimene suhe ei so˜ltu suurusest s ja
teine suhe ei so˜ltu suurusest t, seega mo˜lemad suhted on vo˜rdsed konstandiga,
mille ta¨histasime λ+ 1. Seega tω(t) = (λ+ 1)
∫ t
0
ω(t′)dt′. Kuna selle vo˜rduse
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parem pool on diferentseeruv, siis on ka vasak ning saame diferentseerida t
ja¨rgi:
tω′(t) + ω(t) = (λ+ 1)ω(t)
tω′(t) = λω(t)
ln
∣∣ω(t)∣∣ = λ ln|t|+ C
ω(t) = µtλ
kus vo˜tsime µ = ±eC . Kuna ω on eelduse po˜hjal vo˜rrandi (17) lahend, saa-
me µ(ts)λ = µ2tλsλ, misto˜ttu µ = 1. Oleme saanud, et ko˜ik mittetriviaalsed
lahendid funktsionaalvo˜rrandile (17) on kujul ω(t) = tλ, Reλ > −1, aga
lahendid, mis kuuluvad ruumi L∞(0, 1) on antud ω(t) = tλ, Reλ ≥ 0 ja roh-
kem mittetriviaalsed lahendeid ei leidu ruumis L∞(0, 1). Seega nullist erine-
vad lineaarsed pidevad funktsionaalid M , mis rahuldavad multiplikatiivsuse
tingimust, avalduvad kujul M(ϕ) =
∫ 1
0
ϕ(s)sλds.
(iv) Na¨itame viimaks, et kehtib ka vastupidine ja¨reldus. Eeldame, et nullist
erinev lineaarne pidev funktsionaal M ruumil (L1(0, 1), ?) on kujul M(ϕ) =∫ 1
0
ϕ(s)sλds.
Na¨itame, et funktsionaal M rahuldab multiplikatiivsuse tingimust.
M(ϕ ? ψ) =
∫ 1
0
(ϕ ? ψ)(s)sλds
=
∫ 1
0
sλ
∫ 1
s
t−1ϕ(t)ψ(s/t)dtds
=
∫ 1
0
t−1ϕ(t)
∫ t
0
sλψ(s/t)dsdt
=
∫ 1
0
ϕ(t)
∫ 1
0
xλtλψ(x)dxdt
=
∫ 1
0
ϕ(t)tλdt
∫ 1
0
xλψ(x)dx = M(ϕ)M(ψ),
kus kolmandal vo˜rdusel vahetasime integreerimise ja¨rjekorda ja neljandal te-
gime muutujavahetuse x = s/t, dx = t−1ds.
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4 Spekter σ0(Vϕ)
Antud peatu¨kk po˜hineb allikal [1]. Teoreemi 8 ja (14) abil on vo˜imalik meil
nu¨u¨d anda spektrile σA(ϕ) parem kuju.
Teoreem 9. Olgu ϕ ∈ L1(0, 1). Siis
σA(ϕ) = {0} ∪ {ϕˆ(λ) : λ ∈ C, Reλ ≥ 0}. (18)
To˜estus. Teoreemi va¨ide on otsene ja¨reldus valemist (14) ja Teoreemist 8.
Vaatleme eraldi arvu 0 hulgas (18), mis on sellise multiplikatiivsee funkt-
sionaali M va¨a¨rtus, mis ϕ ∈ L1(0, 1) korral rahuldab M(ϕ) = 0, kuid pole
vo˜rdne nulliga ruumis A. To˜esti on antud funktsioon multiplikatiivne
M((λe+ ϕ) ? (µe+ ψ)) = M((λµ)e+ (λψ + µϕ+ ϕ ? ψ))
= λµ = M(λe+ ϕ)M(µe+ ψ).
Ma¨rkus 2. Ma¨rkuses 1 to˜ime va¨lja, et operaatori spekter sisaldab alati ko˜iki
antud operaatori omava¨a¨rtusi. Leidsime, et
σB(Vϕ) = σA(ϕ) = {0} ∪ {ϕˆ(λ) : λ ∈ C,Reλ ≥ 0}.
Siit saame, et operaatori Vϕ omava¨a¨rtused vo˜iksid esituda kujul
ϕˆ(λ) =
∫ 1
0
ϕ(s)sλds.
Paneme ta¨hele, et vastavad omafunktsioonid on kujul uλ(t) = t
λ. To˜esti
(Vϕuλ)(t) =
∫ 1
0
ϕ(x)(tx)λdx = tλ
∫ ϕ
0
(x)sλdx = uλ(t)ϕˆ(λ),
seega integraaloperaatori Vϕ omava¨a¨rtused on kujul
ϕˆ(λ) =
∫ 1
0
ϕ(s)sλds (19)
ja neile vastavad omafunktsioonid on uλ(t) = t
λ.
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Ma¨rkus 3. Seoses valemiga (19) paneme ta¨hele, et 0 < t ≤ T ja λ ∈ C,
Reλ > 0 korral tλ = tReλei Imλ log t, ja¨relikult uλ ∈ C[0, T ]. Kuid Reλ = 0,
Imλ 6= 0 korral uλ ∈ BC(0, T ] \ C[0, T ].
Ma¨rkus 4. Paneme ta¨hele, et funktsioon ϕˆ(λ), Reλ ≥ 0 on pidev. Fiksee-
rime λ ∈ C, Reλ ≥ 0. Olgu (λn) jada, Reλn ≥ 0, mis koondub elemendiks
λ, st λn → λ. Siis ka ϕ(s)sλn → ϕ(s)sλ peaaegu ko˜ikjal vahemikus (0, 1).
Paneme ta¨hele, et
∣∣ϕ(s)sλn∣∣ ≤ ∣∣ϕ(s)∣∣, sest Reλn ≥ 0 ja 0 ≤ s ≤ 1. Lebesgue’i
domineeritud koonduvuse teoreemi kohaselt
lim
n→∞
ϕˆ(λn) = lim
n→∞
∫ 1
0
ϕ(s)sλnds =
∫ 1
0
ϕ(s)sλds = ϕˆ(λ).
Seega funktsioon ϕˆ(λ) on pooltasandil Reλ ≥ 0 pidev.
Vaatleme spektri standardset definitsiooni
σ0(Vϕ) := σL (C[0,T ])(Vϕ)
= {λ ∈ C : λI − Vϕ ei ole po¨o¨ratav ruumis L (C[0, T ])},
σL (BC(0,T ])(Vϕ) = {λ ∈ C : λI − Vϕ ei ole po¨o¨ratav ruumis L (BC(0, T ])},
kus vaatleme Vϕ kui operaatorit ruumil C[0, T ] vo˜i BC(0, T ] ja L (X) on
(mittekommutatiivne) Banachi algebra, mis koosneb ko˜ikidest lineaarsetest
pidevatest operaatoritest Banachi ruumil X. Need kaks definitsiooni on erine-
vad σB(Vϕ) definitsioonist, kuid tuleb va¨lja, et vaadeldavad kolm definitsiooni
annavad komplekstasandil sama hulga. Seda na¨itame ja¨rgmise teoreemiga.
Teoreem 10. Olgu ϕ ∈ L1(0, 1), siis operaatori Vϕ korral kehtib
σ0(Vϕ) = σL (BC(0,T ])(Vϕ) = σB(Vϕ) = σA(ϕ)
= {0} ∪ {ϕˆ(λ) : λ ∈ C,Reλ ≥ 0}. (20)
To˜estus. Varasemalt to˜estatud vo˜rduste (11) ja (18) po˜hjal on meil kaks vii-
mast vo˜rdust na¨idatud.
Peame na¨itama veel, et kehtivad vo˜rdused σ0(Vϕ) = σB(Vϕ) ja σL (BC(0,T ])(Vϕ) =
σB(Vϕ). Kui operaator µI−Vϕ ei ole po¨o¨ratav ruumisL (C[0, T ]) (vo˜i ruumis
L (BC(0, T ])), siis ei ole see operaator po¨o¨ratav ka ruumis B. Seega σ0(Vϕ) ⊂
σB(Vϕ) ja σL (BC(0,T ])Vϕ ⊂ σB(Vϕ).
Vastupidi, olgu µ ∈ σB(Vϕ) = σA(ϕ), siis (18) po˜hjal saame, et µ = ϕˆ(λ)
25
mingi λ ∈ C,Reλ ≥ 0 korral. Seega juhul Reλ > 0, uλ = tλ ∈ C[0, T ] on
Ma¨rkuse 2 po˜hjal operaatori Vϕ omafunktsioon, mis vastab omava¨a¨rtusele µ.
Ma¨rkuse 1 po˜hjal sisalduvad ko˜ik Vϕ omava¨a¨rtused operaatori Vϕ spektris,
seega µ ∈ σ0(Vϕ).
Juhul µ = ϕˆ(λ), kus Reλ = 0, saame sama tulemuse, kui vo˜tame λ+ε, ε > 0,
ε→ 0. Paneme ta¨hele, et ϕˆ(λ) on pidev funktsioon pooltasandil Reλ ≥ 0 ja
tuletame meelde, et spekter on kinnine.
Ma¨rkus 5. Tuleb va¨lja, et su¨damlik integraaloperaator Vϕ ruumil C[0, 1] ei
ole kompaktne, sest tema spekter σ0(Vϕ) ei ole loenduv. Samas aga analu¨u¨tiliste
funktsioonide ruumis on operaator Vϕ kompaktne, sellest saab la¨hemalt lu-
geda allikast [5].
26
5 Spekter σm(Vϕ)
Spektrit σm(Vϕ) vaadeldakse allikas [1]. Su¨damliku integraaloperaatori de-
finitsiooni (1) kohaselt ϕ ∈ L1(0, 1), u ∈ Cm[0, T ] korral kehtib ka, et
Vϕu ∈ Cm[0, T ] ja
(Vϕu)
(m)(t) =
∫ 1
0
ϕ(x)[u(tx)](m)dx
=
∫ 1
0
ϕ(x)xmu(m)(tx)dx
= (Vϕmu
(m))(t), 0 ≤ t ≤ T, (21)
kus ta¨histasime ϕm ∈ L1(0, 1) ja¨rgmiselt
ϕm(x) := ϕ(x)x
m, 0 < x < 1. (22)
Ja¨relikult Vϕ : C
m[0, T ]→ Cm[0, T ] on lineaarne to˜kestatud operaator. Edasi
uurime selle operaatori spektrit ruumil L (Cm[0, T ])
σm(Vϕ) := σL (Cm[0,T ])(Vϕ).
Kui u ∈ Cm[0, T ] on vo˜rrandi µu = Vϕu + f lahend, kus f ∈ Cm[0, T ], siis
diferentseerides mo˜lemat vo˜rrandi poolt m korda, saame
µu(m) = (Vϕu)
(m) + f (m).
Kasutades seost (21) on tulemuseks
µu(m) = Vϕmu
(m) + f (m).
Ilmselt on v = u(m) ∈ C[0, T ] lahend vo˜rrandile
µv = Vϕmv + f
(m).
Vastupidise tulemuse so˜nastame ja¨rgmise teoreemina.
Teoreem 11. Olgu ϕ ∈ L1(0, 1), f ∈ Cm[0, T ], m ≥ 1 ja 0 6= µ ∈ C
rahuldagu µ 6= ϕˆ(k), kus k = 0, 1, ...,m − 1. Olgu v ∈ C[0, T ] vo˜rrandi
µv = Vϕmv + f
(m) lahend, kus ϕm on defineeritud kui (22). Siis vo˜rrandil
µu = Vϕu+ f on u¨hene lahend u ∈ Cm[0, T ] nii, et u(m) = v, kusjuures
u(t) =
m−1∑
k=0
1
k!
f (k)(0)
µ− ϕˆ(k)t
k +
1
(m− 1)!
∫ t
0
(t− s)m−1v(s)ds. (23)
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To˜estus. (i) Vaatleme esmalt juhtu m = 1. Seega eeldame, et f ∈ C1[0, T ],
µ 6= ϕˆ(0). Olgu v ∈ C[0, T ] vo˜rrandi µv = Vϕ1v + f ′ lahend. Antud vo˜rrand
on seega kujul
µv(s) =
∫ 1
0
ϕ(x)xv(sx)dx+ f ′(s).
Integreerime vo˜rduse mo˜lemaid pooli rajades 0 kuni t
µ
∫ t
0
v(s)ds =
∫ 1
0
ϕ(x)x
(∫ t
0
v(sx)ds
)
dx+ f(t)− f(0).
Kuna muutujavahetuse s′ = sx, ds′ = xds abil saame
∫ t
0
v(sx)ds =
x−1
∫ tx
0
v(s′)ds′, siis eelmine vo˜rrand esitub kujul
µ
∫ t
0
v(s)ds =
∫ 1
0
ϕ(x)
(∫ tx
0
v(s′)ds′
)
dx+ f(t)− f(0). (24)
Konstantse funktsiooni ω ≡ ξ ∈ C korral saame samasuse
µω(t) =
∫ 1
0
ϕ(x)ω(tx)dx+ µξ − ξ
∫ 1
0
ϕ(x)dx. (25)
Liites vo˜rduste (24) ja (25) vastavad pooled kokku saame samasuse
µ(ω(t) +
∫ t
0
v(s)ds) =
∫ 1
0
ϕ(x)
(
ω(tx) +
∫ tx
0
v(s′)ds′
)
dx
+ f(t)− f(0) + µξ − ξ
∫ 1
0
ϕ(x)dx.
Ta¨histame u(t) := ω(t) +
∫ t
0
v(s)ds, siis na¨eb eelmine vo˜rdus va¨lja ja¨rgmiselt
µu(t) =
∫ 1
0
ϕ(x)u(tx)dx+ f(t)− f(0) + ξ
(
µ−
∫ 1
0
ϕ(x)dx
)
.
ehk
µu(t) = (Vϕu)(t) + f(t)− f(0) + ξ
(
µ−
∫ 1
0
ϕ(x)dx
)
.
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Kuna eeldasime
∫ 1
0
ϕ(x)dx = ϕˆ(0) 6= µ, siis leidub u¨hene ξ ∈ C nii, et
ξ
(
µ−
∫ 1
0
ϕ(x)dx
)
= f(0)
ξ =
f(0)
µ− ϕˆ(0)
ja sel juhul asendades ξ funktsiooni u definitsiooni, saame
u(t) =
f(0)
µ− ϕˆ(0) +
∫ t
0
v(s)ds.
Na¨eme ka, et
u′(t) =
(
f(0)
µ− ϕˆ(0) +
∫ t
0
v(s)ds
)′
= 0 + v(t) = v(t).
Saadud u(t) on ja¨relikult ainus vo˜rrandi µu = Vϕu+f lahend ruumis C
1[0, T ],
mis rahuldab u′ = v. Seega oleme lemma va¨ite to˜estanud m = 1 korral.
(ii) Mistahes m ∈ N korral saab lemma va¨idet na¨idata rakendades to˜estuse
osa (i) korduvalt. Olgu ϕ ∈ L1(0, 1), f ∈ Cm[0, T ] ja 0 6= µ, µ 6= ϕˆ(k),
k = 1, ...,m− 1. Kehtigu antud lemma va¨ide k = m− 1 korral. Na¨itame, et
va¨ide kehtib ka k = m korral.
Olgu v ∈ C[0, T ] vo˜rrandi µv = Vϕmv + f (m) lahend. Seega vo˜rrand on kujul
µv(s) =
∫ 1
0
ϕ(x)xmv(sx)dx+ f (m)(s).
Integreerime vo˜rduse mo˜lemaid pooli rajades 0 kuni t
µ
∫ t
0
v(s)ds =
∫ 1
0
ϕ(x)xm
(∫ t
0
v(sx)ds
)
dx+ f (m−1)(t)− f (m−1)(0).
Kuna muutujavahetuse s′ = sx, ds′ = xds abil saame, et
∫ t
0
v(sx)ds =
x−1
∫ tx
0
v(s′)ds′, siis eelmine vo˜rrand esitub kujul
µ
∫ t
0
v(s)ds =
∫ 1
0
ϕ(x)xm−1
(∫ tx
0
v(s′)ds′
)
dx+f (m−1)(t)−f (m−1)(0). (26)
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Konstantse funktsiooni ω ≡ ξ ∈ C korral saame samasuse
µω(t) =
∫ 1
0
ϕ(x)xm−1ω(tx)dx+ µξ − ξ
∫ 1
0
ϕ(x)xm−1dx (27)
Liites vo˜rduste (26) ja (27) vastavad pooled kokku saame samasuse
µ
(
ω(t) +
∫ t
0
v(s)ds
)
=
∫ 1
0
ϕ(x)xm−1
(
ω(tx) +
∫ tx
0
v(s′)ds′
)
dx
+ f (m−1)(t)− f (m−1)(0) + µξ − ξ
∫ 1
0
ϕ(x)xm−1dx.
Ta¨histame u(t) := ω(t) +
∫ t
0
v(s)ds, siis na¨eb eelmine vo˜rdus va¨lja ja¨rgmiselt
µu(t) =
∫ 1
0
ϕ(x)xm−1u(tx)dx+f (m−1)(t)−f (m−1)(0)+ξ
(
µ−
∫ 1
0
ϕ(x)xm−1dx
)
ehk
µu(t) = (Vϕmu)(t) + f
(m−1)(t)− f (m−1)(0) + ξ
(
µ−
∫ 1
0
ϕ(x)xm−1dx
)
.
Kuna eeldasime, et
∫ 1
0
ϕ(x)xm−1dx = ϕˆ(m−1) 6= µ, siis leidub u¨hene ξ ∈ C,
nii et
ξ
(
µ−
∫ 1
0
ϕ(x)xm−1dx
)
= f (m−1)(0)
ξ =
f (m−1)(0)
µ− ϕˆm(0)
ja sel juhul asendades ξ funktsiooni u definitsiooni, saame
u(t) =
f (m−1)(0)
µ− ϕˆm(0) +
∫ t
0
v(s)ds.
Na¨eme, et leitud u(t) on vo˜rrandi
µu(t) = (Vϕmu)(t) + f
(m−1)(t) (28)
30
ainus lahend ning u′(t) = 0 + v(t) = v(t).
Induktsiooni eelduse po˜hjal leidub vo˜rrandil (28) lahend w(t) nii, et w(m−1) =
u, seega ka v = u′ = (w(m−1))′ = w(m), ja
w(t) =
m−2∑
k=0
1
k!
f (k)(0)
µ− ϕˆ(k)t
k +
1
(m− 2)!
∫ t
0
(t− s)m−2u(s)ds.
Nu¨u¨d asendades u eelmisesse vo˜rdusesse saame
w(t) =
m−2∑
k=0
1
k!
f (k)(0)
µ− ϕˆ(k)t
k +
1
(m− 2)!
∫ t
0
(t− s)m−2
(
f (m−1)(0)
µ− ϕˆm(0) +
∫ s
0
v(x)dx
)
ds
=
m−2∑
k=0
1
k!
f (k)(0)
µ− ϕˆ(k)t
k +
1
(m− 2)!
(∫ t
0
(t− s)m−2 f
(m−1)(0)
µ− ϕˆm(0)ds (29)
+
∫ t
0
(t− s)m−2
∫ s
0
v(s′)ds′ds
)
Vaatleme eraldi mo˜lemat integraali. Esimese integraali puhul kasutame muu-
tujavahetust x = t− s, dx = −ds. Teise integraali korral vahetame integree-
rimise ja¨rjekorda ja teeme sama muutujavahetuse.∫ t
0
(t− s)m−2 f
(m−1)(0)
µ− ϕˆm(0)ds =
f (m−1)(0)
µ− ϕˆm(0)
∫ t
0
(t− s)m−2ds
=
f (m−1)(0)
µ− ϕˆm(0)
∫ t
0
xm−2dx (30)
=
f (m−1)(0)
µ− ϕˆm(0)
tm−1
m− 1∫ t
0
(t− s)m−2
∫ s
0
v(s′)ds′ds =
∫ t
0
v(s′)
∫ t
s′
(t− s)m−2dsds′
=
∫ t
0
v(s′)
∫ t−s′
0
xm−2dxds′ (31)
=
∫ t
0
v(s′)
(t− s′)m−1
m− 1 ds
′
=
1
m− 1
∫ t
0
v(s)(t− s)m−1ds
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Nu¨u¨d asendame vo˜rduses (29) integraalid (30) ja (31).
w(t) =
m−2∑
k=0
1
k!
f (k)(0)
µ− ϕˆ(k)t
k +
1
(m− 2)!
(
f (m−1)(0)
µ− ϕˆm(0)
tm−1
m− 1
+
1
m− 1
∫ t
0
v(s)(t− s)m−1ds
)
=
m−2∑
k=0
1
k!
f (k)(0)
µ− ϕˆ(k)t
k +
1
(m− 1)!
f (m−1)(0)
µ− ϕˆm(0)t
m−1
+
1
(m− 1)!
∫ t
0
v(s)(t− s)m−1ds
=
m−1∑
k=0
1
k!
f (k)(0)
µ− ϕˆ(k)t
k +
1
(m− 1)!
∫ t
0
v(s)(t− s)m−1ds
Sellega oleme lemma va¨ite a¨ra to˜estanud.
Ja¨rgmise teoreemi abil uurime spektrit σm(Vϕ).
Teoreem 12. Olgu ϕ ∈ L1(0, 1), siis operaatori Vϕ jaoks kehtib
σm(Vϕ) = {0} ∪ {ϕˆ(k) : k = 0, 1, ...,m− 1} ∪ {ϕˆ(λ) : Reλ ≥ m}. (32)
To˜estus. (i) Sisalduvuse
{0} ∪ {ϕˆ(k) : k = 0, 1, ...,m− 1} ∪ {ϕˆ(λ) : Reλ ≥ m} ⊂ σm(Vϕ)
saame omava¨a¨rtusi vaadeldes. Konstandid ϕˆ(k), kus k = 0, ...,m−1 ja ϕˆ(λ),
kus Re > m, on Ma¨rkuse 2 po˜hjal operaatori Vϕ omava¨a¨rtused, mis vasta-
vad omafunktsioonidele tk ja uλ(t) = t
λ = tReλeiImλ log t. Need omafunktsioo-
nid kuuluvad ruumi Cm[0, T ], misto˜ttu va¨a¨rtused ϕˆ(λ) kuuluvad spektrisse
σm(Vϕ) Ma¨rkuse 1 po˜hjal. Elemendid 0 ja ϕˆ(λ), kus Reλ = m, kuuluvad
σm(Vϕ) spektri kinnisuse ja funktsiooni ϕˆ(λ) pidevuse to˜ttu.
(ii) Teistpidi sisalduvuse
σm(Vϕ) ⊂ {0} ∪ {ϕˆ(k) : k = 0, 1, ...,m− 1} ∪ {ϕˆ(λ) : Reλ ≥ m}
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saamiseks vo˜tame suvalise µ ∈ C, nii et µ 6= 0, µ 6= ϕˆ(k), kus k = 0, ...,m−1,
ja µ 6= ϕˆ(λ), kus Reλ ≥ m. Paneme ta¨hele, et ϕm(s) definitsiooni (22)
kohaselt
ϕˆm(λ) =
∫ 1
0
ϕm(t)t
λdt =
∫ 1
0
ϕ(t)tmtλdt = ϕˆ(m+ λ).
Viimasest tingimusest saame, et µ 6= ϕˆm(λ), kui Reλ ≥ 0. Teoreemi 10
po˜hjal on vo˜rrandil µv = Vϕmv + f
(m), f ∈ Cm[0, T ] u¨hene lahend v ∈
C[0, T ]. Lemmast 11 saame, et vo˜rrandil µu = Vϕu + f , f ∈ C(m)[0, T ] on
u¨hene lahend u ∈ Cm[0, T ], nii et u(m) = v. Kuna v oli ainus, siis ka u
on ainus lahend ruumis Cm[0, T ]. Seega eksisteerib po¨o¨rdoperaator (µI −
Vϕ)
−1 : Cm[0, T ] → Cm[0, T ]. Kuna operaator Vϕ : Cm[0, T ] → Cm[0, T ] on
to˜kestatud, siis on ka po¨o¨rdoperaator to˜kestatud Banachi teoreemi po˜hjal.
Ja¨relikult oleme na¨idanud, et µ /∈ σm(Vϕ) ning kehtib vastupidine sisalduvus.
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6 Na¨iteid
Vaatleme uuesti esimeses peatu¨kis va¨lja toodud su¨damlike integraaloperaato-
rite na¨iteid, nende omafunktsioone ning spektrit. Na¨ited pa¨rinevad Gennadi
Vainikko artiklist [1].
Su¨damliku integraaloperaatori Vϕ omava¨a¨rtused ϕˆ(λ) saame leida vo˜rduse
ϕˆ(λ) =
∫ 1
0
ϕ(s)sλds abil. Peame ka meeles, et 0 ≤ s ≤ t ≤ T .
Na¨ide 1. Selles na¨ites on integraaloperaatori su¨damikuks operaator ϕ(s) =
sβ−1, β > 0. Reλ ≥ 0 korral omafunktsioonile u(t) = tλ vastav omava¨a¨rtus
on
ϕˆ(λ) =
∫ 1
0
sβ−1sλds =
∫ 1
0
sβ+λ−1ds =
sβ+λ
β + λ
∣∣∣∣∣
1
0
=
1
β + λ
Paneme ta¨hele ka, et
‖ϕ‖1 =
∫ 1
0
∣∣∣sβ−1∣∣∣ ds = ∫ 1
0
sβ−1ds =
sβ
β
∣∣∣∣∣
1
0
=
1
β
.
Murdlineaarne funktsioon µ =
1
β + λ
viib imaginaartelje u¨ksu¨heselt ring-
jooneks
∣∣∣∣µ− 12β
∣∣∣∣ = 12β ja pooltasandi Reλ ≥ 0 hulgaks D 1β , kus
Dr := {µ ∈ C :
∣∣∣∣µ− r2
∣∣∣∣ ≤ r2}, r > 0,
on kinnine ring diameetriga r, mille keskpunkt on reaalteljel punktis ( r
2
, 0).
Seega Teoreemi 20 tulemuse po˜hjal
σ0(Vϕ) = σA(ϕ) = D 1
β
.
Veelgi enam, funktsioon µ =
1
β + λ
viib piirkonna Reλ ≥ m ringiks D 1
β+m
ning Teoreemi 12 po˜hjal
σm(Vϕ) =
{
1
β + k
: k = 0, 1, ...,m− 1
}
∪D 1
β+m
34
Joonis 1: Ko˜ver ϕˆβ(iρ), ρ ∈ R piirab spektri σ0(Vϕβ), kus ϕβ(s) = sβ−1
Lisaks vaatleme Na¨ite 1 u¨mberso˜nastust, kus vo˜tame ϕβ := βs
β−1, β > 0.
Siis ∥∥ϕβ∥∥1 = ∫ 1
0
βsβ−1ds = β‖ϕ‖1 = β
1
β
= 1,
ϕˆβ(λ) =
∫ 1
0
ϕβ(s)s
λds = β
∫ 1
0
ϕ(s)sλds = βϕˆ(λ) =
β
β + λ
.
Funktsioon ϕβ viib pooltasandi Reλ ≥ 0 ringiks D1, misto˜ttu
σ0(Vϕβ) = σA(ϕβ) = D1.
Na¨ide 2. Antud na¨ites on funktsioon ϕ(s) = (1 − s)−α, 0 < α < 1 integ-
raaloperaatori Vϕ su¨damikuks. Reλ ≥ 0 korral omafunktsioonile u(t) = tλ
vastav omava¨a¨rtus on
ϕˆ(λ) =
∫ 1
0
(1− s)−αsλds =
∫ 1
0
(1− s)(1−α)−1s(λ+1)−1ds
= B(λ+ 1, 1− α) = Γ(1 + λ)Γ(1− α)
Γ(2− α + λ) ,
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kus kasutasime tuntud beeta- ja gammafunktsiooni seoseid
B(m,n) =
∫ 1
0
um−1(1− u)n−1du (33)
B(m,n) =
Γ(m)Γ(n)
Γ(m+ n)
(34)
Saadud valemist pole lihtne na¨ha, kus operaatori Vϕ spektri punktid vo˜ivad
asuda. Funktsiooni ϕ spektri lokaliseerimiseks kasutame Taylori reaks aren-
damist.
(1−s)α =
∞∑
k=0
cks
k, c0 = 1, ck = ck,α =
α(α + 1)...(α + k − 1)
k!
> 0, k ≥ 1,
mis koondub kui 0 ≤ s < 1, lisaks
‖ϕα‖1 =
∫ 1
0
∣∣(1− s)−α∣∣ ds = ∫ 1
0
(1− s)−αds =
∞∑
k=0
ck
k + 1
=
1
1− α,
ϕˆα(λ) =
∞∑
k=0
ck
k + 1 + λ
=
1
1− α
∞∑
k=0
(1− α)ck
k + 1
k + 1
k + 1 + λ
, Reλ ≥ 0.
Funktsioonid µ =
k + 1
k + 1 + λ
, k = 0, 1, ..., viivad pooltasandi Reλ ≥ 0 ringiks
D1. Kuna
∞∑
k=0
(1− α)ck
k + 1
= 1 ja selle rea ko˜ik liikmed on positiivsed, siis ka
punktid
∞∑
k=0
(1− α)ck
k + 1
k + 1
k + 1 + λ
on Reλ ≥ 0 korral ringis D1 ja ϕˆ(λ) asub
ringis D 1
1−α
. Ja¨relikult
σ0(Vϕα) = σA(ϕα) ⊂ D 1
1−α
,
σm(Vϕα) ⊂
{
Γ(1 + k)Γ(1− α)
Γ(2− α + k) : k = 0, 1, ...,m− 1
}
∪Drm,α ,
kus rm,α =
Γ(1 +m)Γ(1− α)
Γ(2− α +m) .
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Joonis 2: Ko˜ver ϕˆα(iρ), ρ ∈ R piirab spektri σ0(Vϕα), kus ϕα(s) = (1− s)α
Na¨ide 3. Kolmanda na¨itena to˜ime tuuma K(t, s) = (tγ − sγ)−1/γ, 1 < γ <
∞, mis genereeris su¨damliku integraaloperaatori Vϕ su¨damikuga ϕ(s) = (1−
sγ)−1/γ. Integraaloperaatori Vϕ omafunktsioonile u(t) = tλ vastav omava¨a¨rtus
on
ϕˆ(λ) =
∫ 1
0
(1− sγ)−1/γsλds
=
1
γ
∫ 1
0
(1− x)−1/γx 1+λγ −1dx
=
1
γ
B
(
1 + λ
γ
, 1− 1
γ
)
=
1
γ
Γ(1− 1
γ
)Γ(1+λ
γ
)
Γ(1 + λ
γ
)
, Reλ ≥ 0,
kus tegime muutujavahetuse x = sγ, ds = 1
γ
x
1
γ
−1dx ja kasutasime Na¨ites 2
toodud beeta- ja gammafunktsiooni seoseid (33) ja (34). Me saame arendada
(1− sγ)− 1γ =
∞∑
k=0
ck(s
γ)k,
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kus ck = ck, 1
γ
Na¨itest 2. Siis 0 ≤ s < 1 korral
∥∥ϕγ∥∥1 = ∫ 1
0
(1− sγ)− 1γ ds =
∞∑
k=0
ck
1 + γk
=
1
γ
Γ(1− 1
γ
)Γ( 1
γ
)
Γ(1)
=
pi
γ
sin pi
γ
=: rγ,
kus eelviimasel vo˜rdusel kasutasime gammafunktsiooni omadusi
Γ(a)Γ(1− a) = pi
sinpia
Γ(n) = (n− 1)!
Nu¨u¨d
ϕˆγ(λ) =
∞∑
k=0
ck
1 + γk + λ
= rγ
∞∑
k=0
ck
rγ(1 + γk)
1 + γk
1 + γk + λ
, Reλ ≥ 0,
ja saame, et
σ0(Vϕγ ) = σA(ϕγ) ⊂ Drγ ,
σm(Vϕγ ) ⊂
{
1
γ
Γ(1− 1
γ
)Γ(1+k
γ
)
Γ(1 + k
γ
)
: k = 0, 1, ...,m− 1
}
∪Drm,γ ,
kus rm,γ =
1
γ
Γ(1− 1
γ
)Γ(1+m
γ
)
Γ(1 + m
γ
)
.
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Joonis 3: Ko˜ver ϕˆγ(iρ), ρ ∈ R piirab spektri σ0(Vϕγ ), kus ϕγ(s) = (1−sγ)−1/γ
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7 Su¨damliku integraalvo˜rrandi ligikaudne la-
hendamine
Lahendamise skeem po˜hineb allikal [1]. Vaatleme integraalvo˜rrandeid kujul
(5). Esimeses peatu¨kis na¨itasime, et kui leidub (µI−Vϕ)−1, siis lahend u esi-
tub kujul (7) ehk u = (µI−Vϕ)−1f . Oletame, et µ 6= σm(Vϕ) ja f ∈ Cm[0, T ],
kus m ≥ 0. Spektri definitsioonist saame, et ja¨relikult leidub to˜kestatud
po¨o¨rdoperaator (µI − Vϕ)−1 ∈ L(Cm[0, T ]) ja vo˜rrandil (5) on u¨hene lahend
u ∈ Cm[0, T ].
Et polu¨noomide abil la¨hendada vo˜rrandi lahendit, siis la¨hendame funktsiooni
f polu¨noomide fn(t) =
n∑
k=0
ξkt
k abil ja defineerime seega un = (µI−Vϕ)−1fn.
Eeldasime, et µ /∈ σm(Vϕ), misto˜ttu µ 6= ϕˆ(k) ∈ σm(Vϕ), k = 0, 1, ... . Seega
ka µ− ϕˆ(k) 6= 0 ja saame kirjutada
un(t) =
n∑
k=0
ξk
µ− ϕˆ(k)t
k (35)
Siis
‖u− un‖m,∞ =
∥∥(µI − Vϕ)−1f − (µI − Vϕ)−1fn∥∥m,∞
=
∥∥(µI − Vϕ)−1(f − fn)∥∥m,∞ (36)
≤∥∥(µI − Vϕ)−1∥∥L (Cm[0,T ])‖f − fn‖m,∞
kus ‖u‖m,∞ =‖u‖Cm[0,T ] =
m∑
k=0
∥∥∥u(k)∥∥∥
∞
.
Juhul m = 0, kui µ /∈ σ0(Vϕ), siis
‖u− un‖∞ ≤
∥∥(µI − Vϕ)−1∥∥L (C[0,T ])‖f − fn‖∞
Seega kui fn → f , siis ka un → u. Na¨eme, et su¨damlikke integraalvo˜rrandeid
on va¨ga lihtne ligikaudselt lahendada. Probleeme vo˜ib esineda mo˜ningatel
juhtudel omava¨a¨rtuste ϕˆ(k) arvutamisega, kuid na¨iteks na¨idetes 1-3 on meil
omava¨a¨rtustele lihtne kuju olemas.
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Probleeme vo˜ib esineda ka funktsiooni f la¨hendamisel polu¨noomide abil, kui
T on suur. Sellisel juhul saame muuta la¨hendamise protsessi nii, et funkt-
siooni f la¨hendatakse polu¨noomide fn abil lu¨hikesel intervallil [0, t0], t0 < T .
Eeldame, et µ /∈ σ0(Vϕ) ja ma¨a¨rame vo˜rrandi (5) ligikaudse lahendi un =
(µI − Vϕ)−1fn intervallil [0, t0] valemi (35) abil. Lo˜igus t0 ≤ t ≤ T kirjutame
vo˜rrandi (5) u¨mber kujul
µu(t) = t−1
∫ t
t0
ϕ(s/t)u(s)ds+ f(t) + g(t), t0 ≤ t ≤ T,
kus
g(t) = t−1
∫ t0
0
ϕ(s/t)u(s)ds, t0 ≤ t ≤ T.
La¨hendades viimases integraalis funktsiooni u funktsioonide un abil ja ta¨histades
gn(t) = t
−1
∫ t0
0
ϕ(s/t)un(s)ds, t0 ≤ t ≤ T, (37)
saame me vo˜rrandi
µu(t) = t−1
∫ t
t0
ϕ(s/t)u(s)ds+ f(t) + gn(t), t0 ≤ t ≤ T, (38)
et leida u intervallil t0 ≤ t ≤ T .
Seega me jagasime vo˜rrandi (5) lahendi leidmise kolmeks probleemiks:
(i) funktsiooni f la¨hendamine polu¨noomide fn abil intervallil [0, t0] ja un
kindlaks tegemine (35) lo˜igul [0, t0];
(ii) operaatori gn arvutamine valemi (37) abil lo˜igul [t0, T ] ;
(iii) integraalvo˜rrandi (38) lahendi leidmine lo˜igul [t0, T ]
Integraaloperaator vo˜rrandis (38) on kompaktne ruumis C[t0, T ] (vaata Lem-
ma 1 allpool), seega vo˜rrand (38) on lahendatav standardsetel meetoditel
(splainidega kollokatsioonimeetod [6]). Selle meetodi (i)-(iii) viga koosneb
vigadest
‖u− un‖∞,[0,t0] ≤
∥∥(µI − Vϕ)−1∥∥L (C[0,t0])‖f − fn‖∞,[0,t0] ,
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‖g − gn‖∞,[t0,T ] ≤ ct0‖u− un‖∞,[0,t0]
ning vo˜rrandi (38) ligikaudsel lahendamisel tehtud veast.
Eelmises teoreemis vajasime vo˜rrandi (38) integraaloperaatori kompaktsust,
selle to˜estame ja¨rgmise lemmaga.
Lemma 1. Olgu ϕ ∈ L1(0, 1) ja t0 ∈ (0, T ). Siis vo˜rduse
(V [t0,T ]ϕ u)(t) = t
−1
∫ t
t0
ϕ(st−1)u(s)ds, t0 ≤ t ≤ T, u ∈ L∞(t0, T ),
abil on defineeritud kompaktne operaator V
[t0,T ]
ϕ ruumist L∞(t0, T ) ruumi
C[t0, T ].
To˜estus. Kui ϕ ∈ C[0, 1], siis va¨ide on selge. Kui ϕ ∈ L1(0, 1), siis va¨ide saa-
me to˜estada, la¨hendades funktsiooni ϕ pidevate funktsioonidega, sest
∥∥∥V [t0,T ]ϕ ∥∥∥
L∞(t0,T )→C[t0,T ]
≤
‖ϕ‖1.
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8 Lahendi leidmine astmeridade abil
Peatu¨kk po˜hineb allikal [1]. Vaatleme mo˜nda juhtu, mil su¨damliku integ-
raalvo˜rrandi (5) lahend on leitav ta¨pselt. Ko˜ige lihtsam juhtum on, kui vaba-
liige on lineaarne kombinatsioon f(t) =
M∑
k=0
ckt
λk , kus Reλk ≥ 0. Tingimusel
µ 6= ϕˆ(λk), k = 0, ...,M , esitub vo˜rrandi (5) lahend kujul
u(t) =
M∑
k=0
ck
µ− ϕˆ(λk)t
λk
To˜epoolest
(Vϕu)(t) + f(t) =
∫ 1
0
ϕ(x)
M∑
k=0
ck
µ− ϕˆ(λk)(xt)
λkdx+
M∑
k=0
ckt
λk
=
M∑
k=0
[
ck
µ− ϕˆ(λk)t
λk
∫ 1
0
ϕ(x)xλkdx
]
+
M∑
k=0
ckt
λk
=
M∑
k=0
[
ck
µ− ϕˆ(λk)t
λkϕˆ(λk)
]
+
M∑
k=0
ckt
λk
=
M∑
k=0
[
ck
µ− ϕˆ(λk)t
λkϕˆ(λk) + ckt
λk
]
=
M∑
k=0
µckt
λk
µ− ϕˆ(λk)
= µ
M∑
k=0
ck
µ− ϕˆ(λk)t
λk = µu(t)
Edasi laiendame vaadeldud ta¨helepanekut juhule, kui funktsiooni f on vo˜imalik
arendada astmereaks.
Teoreem 13. Oletame, et f ∈ C∞[0, T ] saab arendada astmereaks
f(t) =
∞∑
k=0
ckt
k, (39)
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mis koondub 0 ≤ t ≤ T ′ korral, kus T ′ > T . Olgu ϕ ∈ L1(0, 1), µ 6= 0,
µ 6= ϕˆ(k), kus k = 0, 1, 2, ... . Siis vo˜rrandil (5) on ruumis C∞[0, T ] ainus
lahend
u(t) =
∞∑
k=0
ck
µ− ϕˆ(k)t
k, (40)
kus astmerida koondub u¨htlaselt intervallis 0 ≤ t ≤ T .
Enne Teoreemi 13 to˜estamist na¨itame, et kui Reλ ≥ 0, |λ| → ∞, siis ϕˆ(λ)→
0.
Ma¨rkus 6. Funktsiooni ϕ ∈ L1(0, 1) korral ϕˆ(λ) on pidev pooltasandil
Reλ ≥ 0 ja
lim
Reλ≥0,|λ|→∞
∣∣ϕˆ(λ)∣∣ = 0. (41)
To˜esti, piirva¨a¨rtus (41) kehtib, kui ϕ(t) = tk, k ∈ N, sest
ϕˆ(λ) =
∫ 1
0
sλ+kds =
sλ+k+1
λ+ k + 1
∣∣∣∣∣
1
0
=
1
λ+ k + 1
→ 0.
Seega (41) kehtib iga polu¨noomi ϕn ∈ P, n ∈ N korral. Nu¨u¨d antud ϕ ∈
L1(0, 1) ja suvalise va¨ikse arvu ε > 0 korral vo˜tame piisavalt suurt ja¨rku
polu¨noomid ϕn, nii et ‖ϕ− ϕn‖1 ≤ ε2 ja vo˜tame siis piisavalt suure c, nii et
kui |λ| ≥ c, Reλ ≥ 0, siis ∣∣ϕˆ(λ)∣∣ ≤ ε
2
. Siis |λ| ≥ c, Reλ ≥ 0 korral
∣∣ϕˆ(λ)∣∣ = ∣∣∣∣∣
∫ 1
0
[ϕ(t) + ϕn(t)− ϕn(t)]tλdt
∣∣∣∣∣
≤
∫ 1
0
∣∣ϕ− ϕn(t)∣∣ tReλdt+
∣∣∣∣∣
∫ 1
0
ϕn(t)t
λdt
∣∣∣∣∣ ≤ ε2 + ε2 = ε.
To˜estus. Astmerea (39) koonduvusraadius R =
1
lim sup
k→∞
k
√|ck| on teoreemi
eelduse po˜hjal R ≥ T ′. Kuna ϕˆ(k)→ 0, kui k →∞, siis
1
lim sup
k→∞
k
√∣∣∣ ckµ−ϕˆ(k) ∣∣∣ =
1
lim sup
k→∞
k
√|ck| ≥ T ′.
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Seega astmerida (40) koondub intervallis 0 ≤ t < T ′ ja defineerib funktsiooni
u ∈ C∞[0, T ]; koondumine on u¨htlane lo˜igus [0, T ]. Kuna operaator µI − Vϕ
on to˜kestatud operaator ruumis C[0, T ], siis vo˜ime selle astmereas (40) viia
summa ma¨rgi alla ja seega u rahuldab vo˜rrandit (5) intervallis 0 ≤ t ≤ T .
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