Person re-identification (re-ID) aims to match the same person across disjointed cameras. In practice, misalignment is one of the key problems that limits the re-ID accuracy. There are many causes, such as detection errors from automatic detectors, human pose changes and relative movement between people and cameras. However, most current automatic re-ID solutions are still limited in mitigating such misalignments. In this paper, we propose that the misalignment scenarios in re-ID can be divided into three basic types. To further study their effects, we visualize their negative impacts in the learned embedding space and compare the changes in the re-ID accuracy. To address these specific misalignment problems, we design three subnetworks to correct the corresponding misalignments and discuss the performance gains. Moreover, by integrating all subnetworks into one unified structure, we propose a bias-free representation learning method. Unlike previous approaches that mainly focus on one specific kind of misalignment, our proposed method can eliminate the feature bias that is introduced by multiple misalignment problems. Systematic visualizations and comparisons are conducted to demonstrate that our method can efficiently correct the feature bias during the representation learning step. Evaluations on three large-scale datasets show that our proposed bias-free representation learning method can outperform the state-of-the-art methods.
I. INTRODUCTION
Person re-identification (re-ID) aims to search a person across non-overlapping cameras. Re-ID can be viewed as a kind of image retrieval task that only focuses on pedestrians. One typical application of re-ID is security system, e.g., searching for people across large-scale camera networks. A general re-ID pipeline contains two steps. First, given a probe image or video sequence containing a specific person (query). Then, searching in the image or video pool (gallery) to find the target person in different cameras. The core idea of re-ID is to generate discriminative feature representations via images or video sequences from a surveillance system. An efficient person representation should be robust and discriminative, which can be viewed as a person's ID signature, much like a vehicle license plate can identify one specific vehicle.
The associate editor coordinating the review of this article and approving it for publication was Maode Ma. In the real world, the misalignment of pedestrian images is a key problem in re-ID. Because of the relative movement between pedestrians and cameras, pose changes of human body and detection errors from automatic detectors, the same person may have different appearances in different cameras. These misalignments in the raw images can cause bias in pedestrians' features and deteriorate the effectiveness of the feature representations.
Recently, many researchers have noticed this problem and various solutions have been proposed. Some approaches use mid-level features or semantic features as human ID signatures to obtain position-independent pedestrian representations [1] - [4] . Semantic-based methods use external models to parse the human body or use the predicted pose information to separate different body parts [5] - [8] . Some approaches use spatial transformation to align images that suffer from misdetection problems [9] , [10] . GAN-based models aim to strengthen the models' performance of feature extraction by synthesizing images with various human body VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ poses [11] - [13] . However, the aforementioned approaches are still ill-suited for practical re-ID applications since they only focus on handling one specific type of misalignment and thus are not generalizable to other types. In this paper, we systematically study the various misalignment types in re-ID and their impacts on the accuracy. Moreover, we propose a unified approach that solves the different misalignment problems as a whole. Our key idea is straightforward: discuss and evaluate the negative impacts of the various misalignments, design specific subnetworks to eliminate the introduced bias in the feature embedding space, and then integrate all subnetworks into one unified structure to establish our proposed bias-free representation learning method. To the best of our knowledge, this is the first attempt in the research community to investigate and address different types of misalignment problems in re-ID.
Specifically, we argue there are mainly three types of misalignment: Misdetection, Orientation Change, and Pose Change, as illustrated in Fig. 1(a) . Misdetection is introduced by automatic detectors. The detection error can cause body missing or excessive backgrounds, as shown in first two columns of Fig. 1(a) . Orientation refers to the orientation of a human body relative to cameras, including front, back, left, and right, and it may change in different cameras. Some attributes of pedestrians, such as the backpacks of person 1 and 3 in two middle columns of Fig. 1(a) , may not be visible in another orientation. Pose changes are caused by the movement of pedestrians. Sometimes pose changes can be significant, such as in the last two columns of Fig. 1(a) , poses change from walking to riding. In addition, in Fig. 1(a) , we observe that the different types of misalignment are not independent, but rather are correlated with each other.
To evaluate the impacts of the various misalignments, we design three subnetworks to eliminate the feature bias that is introduced by the specific types of misalignment. We discuss the negative impacts from three aspects. First, we visualize these impacts in the pedestrian feature space. In Fig. 1(b) , we randomly select several images from 20 people and use our proposed subnetworks to correct the different types of misalignment. Then, we use the Barnes-Hut t-SNE [14] to visualize the pedestrians' features. We observe that for the raw features without any misalignment correction, the boundaries of some classes are indistinct. As more types of problems are corrected, the features from the same person become more compact and keep a large margin of distance with the features of other people. These significant changes demonstrate that the misalignments in raw data can cause bias in pedestrians' features. Second, we discuss the negative impacts on the re-ID accuracy. We evaluate the re-ID accuracy of the different subnetworks on several large-scale datasets. Compared to no misalignment correction, the higher performance gains of one subnetwork represent a more serious negative impact of this type of misalignment. Finally, for the different types of pedestrian features, we discuss the re-ID accuracy gains from postprocessing. In this experiment, we adopt the re-ranking method that was proposed in [15] as our postprocessing method. The pedestrian features that are more discriminative and robust will experience higher performance gains during the re-ranking.
Based on the discussion on the different types of misalignment, we propose an efficient bias-free representation learning method. Unlike recently proposed methods that only aim to solve a specific kind of misalignment, our approach can eliminate the feature bias that is introduced by most of the misalignments. Specifically, our proposed bias-free representation learning method contains three subnetworks: Affine Transformation Subnetwork, Orientation Sensitive Subnetwork, and Attention Guided Mask Subnetwork. For each input image, we first apply the affine transformation to automatically scale and re-localize the pedestrian in bounding box. Then, according to the orientation of pedestrians, we use different units to extract the features. Finally, we use attention-based model to remove the backgrounds and redundant spatial pose information. By integrating them into one unified structure, our full model can avoid the interference that is introduced by multiple misalignment problems.
To verify the effectiveness of our proposed method, we conduct systematic evaluations and visualizations with respect to each subnetwork. We evaluate our method on several large-scale datasets and conduct extensive experiments to discuss the empirical parameters. We observe that with the help of our proposed method, the re-ID accuracy can be drastically boosted with respect to the rank-1 and mAP.
To summarize, our contributions are three-fold:
• We divide misalignments into three basic types and conduct a series of experiments to discuss their negative impacts on re-ID.
• We propose a new representation learning method for re-ID, which can generate more robust and discriminative pedestrian features with respect to multiple misalignment problems, and that is what we called bias-free representation learning.
• We evaluate our method on three large-scale benchmark datasets (Market1501 [16] , DukeMTMC-reID [17] , and CUHK03 [18] ), and the experiments show that our proposed method can outperform the state-of-the-art methods. The rest of this paper is organized as follows. First, we review the related work in Section II. Our proposed method is discussed in Section III. Then we report the design of the experiments and analyze the results in Section IV. Finally, we summarize our conclusion in Section V.
II. RELATED WORK
There are two main steps of feature extraction in re-ID: feature embedding and feature alignment. Specifically, feature embedding transforms an input image to the feature space and feature alignment eliminates the bias that is introduced by misalignments. In this section, we review the previous work from these two aspects.
A. FEATURE EMBEDDING
Depending on what feature descriptors are used, the feature embedding step can be divided into two classes: hand-crafted methods and deep learning based methods. For hand-crafted methods, many well-designed feature descriptors have been proposed. Some works use general image descriptors such as the LBP, SIFT, and HSV to extract feature representations [16] , [19] - [23] . Others design some special descriptors for re-ID, such as LOMO [24] , GOG [25] , LDFV [26] , and SDALF [27] . Some studies pay attention to pedestrians' salience patterns. A series of works from Zhao et al. [2] , [19] , [23] , [28] propose several salience matching strategies. Wang et al. [29] design a salient patch selection scheme based on probabilistic topic modeling.
Since AlexNet [30] won ILSVRC'12, deep learning based methods have become increasingly more popular. Many approaches introduce CNN-based models to the re-ID task. With supervision based on ID labels, these end-to-end representation learning methods can obtain outstanding performance [7] , [8] , [10] , [31] , [32] . To train a neural network for re-ID, one feasible solution is to view re-ID as a classification task, i.e., use person ID labels as supervision signals [33] - [37] . Another solution is verification model, which aims to learn the similarity between different images by using paired loss function [38] - [42] . With the supervision of the metric loss, the feature representations from same person will become closer than those from different people.
In our work we adopt an off-the-shelf CNN model as our backbone structure. By combining several subnetworks into a base structure, our model can generate discriminative and robust feature representations for the re-ID task. To obtain advantages from both the classification structure and verification structure, we adopt three types of loss functions: the softmax loss, the triplet loss and the center loss.
B. FEATURE ALIGNMENT
Generally, re-ID can be viewed as a kind of retrieval task. In contrast to directly using global features as person ID signatures, feature alignment can eliminate the interference that is introduced by misalignment. Pedestrian representation after alignment can be more robust to cross-camera retrieval.
One straightforward method to align features is dividing the human body into several subregions, and then using partto-part comparison to measure the similarity between different images. Cheng et al. [22] first introduce alignment into re-ID by using custom pictorial structures to localize body parts. Some approaches separate input images into stripes and then apply feature extraction or similarity measurements between corresponding stripes [18] , [38] , [43] , [44] .
Some researchers use semantic segmentation to obtain specific body parts and then extract the local features. Overview structure of our proposed model. The full model consists of four parts: Block 1, 2, and 3 are from the backbone network (Base); the parameter regressor is from the affine transformation subnetwork (AT); the orientation predictor and the front, Back, and side unit are from the orientation sensitive subnetwork (OS); and the attention unit 1-8 are from the attention guided mask subnetwork (AGM). , ⊗ and ⊕ stand for bilinear interpolation sampling, multiplication and channel-wise concatenation, respectively. The main loss is re-ID loss, and the mask loss is computed among all attention units.
These methods can efficiently avoid the interference that is introduced by pose and environment changes [3] - [5] . Kalayeh et al. [4] use an external semantic model to obtain the local features and combine them as a pedestrian feature vector. Tian et al. [5] integrate the person region parsing branch into a CNN model and then jointly learn the global and local features. Another efficient way to locate human body parts is using keypoint estimation. Depending on the estimated pose information, the human body can be separated into several subregions [6] , [8] . Wei et al. [45] use Deepercut [46] to obtain the keypoints, and based on these points, it separates images into three parts. Zhao et al. [7] integrate a human keypoint detection model into a classification structure. They use ROI pooling to obtain the local features and combine the local features with the global features in a tree-structure fusing scheme.
Unlike the aforementioned approaches that seek to align body parts by processing the input data, some other works focus on strengthening the feature extraction performance of neural networks by integrating a generative adversarial network (GAN) into the re-ID model [13] , [17] . This kind of GAN-based model can significantly improve the feature robustness of cross-camera person retrieval. Specifically, Wei et al. [12] propose the PTGAN that can transfer image styles between different datasets. Qian et al. [11] propose the PN-GAN to learn pose-insensitive features. For one input image, they synthesize several images with different poses. After learning the features from raw and synthesized data simultaneously, human feature representation can be robust to pose variations. Zhong et al. [47] introduce a GAN-based model to realize camera style transfers, which can enlarge datasets to avoid over-fitting.
Unlike the approaches we referenced above that only focus on a specific kind of misalignment, we aim to address different types of misalignment simultaneously. With respect to the three main types of misalignment, we design three specific subnetworks. By integrating them into one unified structure, we observe that the combined model can efficiently alleviate the negative impacts that are introduced by misalignment and boost re-ID accuracy.
III. APPROACH
In this section, we detail our bias-free representation learning method. The overview structure of our model is illustrated in Fig. 2 . We introduce the backbone network of our proposed model in subsection III-A. To efficiently alleviate the feature bias that is introduced by different types of misalignments, we propose three subnetworks and integrate them into one unified structure. Each subnetwork corresponds to one specific type of misalignments. To correct misdetection, we insert the Affine Transformation Subnetwork between residual block 3 and 4. We detail this subnetwork in subsection III-B. For person orientation change problem, we insert the Orientation Predictor after residual block 1 and duplicate residual block 4 three times as three parallel Orientation Units. We introduce this subnetwork in subsection III-C. Finally, at the tail of the backbone network, we use 8 parallel Attention Units to remove redundant spatial pose information. We detail this Attention Guided Mask Subnetwork in subsection III-D. With the help of these subnetworks, our proposed model can efficiently alleviate the feature bias that is introduced by different types of misalignments. In subsection III-E and III-F, we introduce the data augmentation setting and loss function, respectively.
A. BACKBONE NETWORK
To extract feature representations from images by a CNN model, we use ResNet-50 [48] as our backbone network (Base). This network contains four residual blocks and each one of them is made up of several convolutional layers, ReLU activation operation, batch normalization layers and shortcut connection. The default Resnet structure has a down-sampling rate of 32. To improve the resolution of feature map, we change the down-sampling rate of the final residual block to 1. Thus, the overall down-sampling rate becomes 16. For example, if an input image is 256 × 128, then the output feature map is 16 × 8. In our work we fix the input image size to 256 × 128.
B. AFFINE TRANSFORMATION SUBNETWORK
The Affine Transformation Subnetwork (AF) aims to correct misdetection by using affine transformation. Inspired by the STN model that was proposed by Jaderberg et al. [49] , this subnetwork contains three parts. Specifically, the Parameter Regressor regresses spatial transformation parameters, the Grid Generator defines pixel coordinates, and the Bilinear Interpolation Sampler generates sampled pixel values. Among them, only the Parameter Regressor has trainable parameters and needs to be updated by backpropagation.
The input feature map of this subnetwork is S ∈ R H ×W ×C with a height of H, a width of W and C channels. When input image size is 256 × 128, this feature map is 16 × 8 × 1024. To locate each pixel in a feature map, we define a regular grid as G s = G s i . Each cell G s i in the grid denotes a pixel with coordinates x s i , y s i . The transformed feature map is V ∈ R H ×W ×C with a regular grid of G t = G t i , and each pixel in it can be located by coordinates x t i , y t i . Because we do not apply down-sampling operation, so the output feature map is the same size as the input feature map, i.e., H = H and W = W . The spatial transformation between feature maps can be denoted by the 2-D coordinate transformation
Note that this spatial transformation T (•) is from transformed coordinates to source coordinates. Thus, for each position of a transformed feature map, we can use this formulation to obtain the corresponding position in the original feature map.
The Parameter Regressor is used to regress affine transformation parameters, i.e., θ = f reg (S), where f reg (•) denotes the Parameter Regressor. Based on the predicted transformation parameters, the Grid Generator can generate a sample grid on input feature map. This step can be formalized as (1)
where matrix θ is the spatial transformation parameters that are learned by the Parameter Regressor. T θ (•) stands for the transformation that is parameterized by θ. Specifically, θ 11 , θ 12 , θ 21 , and θ 22 control rotation, scale, flip and shear transformation, respectively. θ 13 and θ 23 control translation. θ 31 and θ 32 control perspective transformation and θ 33 is generally 0.
In our work, we use normalized coordinates to denote the position of each pixel in feature map. The coordinates of each pixel are in the range of -1 to 1, i.e., the coordinates of the top left corner are (-1, -1) and those of the bottom right corner are (1, 1). Because we only apply 2-D coordinate transformation, we use (2) to obtain regular 2-D coordinates of input feature map.
The final step of the spatial transformation is sampling. Because the computed coordinates of input feature map may be not integers, we use bilinear interpolation (3) to obtain sampled pixel values:
where V c i denotes the pixel of transformed feature map at position i and channel c, and S c nm is value of the input feature map at position (n, m) and channel c. Thus, after sampling by the Bilinear Interpolation Sampler, the transformed feature map can be generated.
In our full model, this subnetwork is inserted between residual block 3 and 4. The Parameter Regressor consists of several convolution layers with a residual structure, which decreases the size of feature map from 16 × 8 to 1 × 1. Specifically, we initialize θ 11 and θ 22 in (1) to 1, i.e., apply an identity transformation. Because we only apply the affine transformation to input feature map, we fix θ 31 , θ 32 and θ 33 in (1) to 0, 0 and 1, respectively.
C. ORIENTATION SENSITIVE SUBNETWORK
The Orientation Sensitive Subnetwork (OS) is proposed for the orientation change problem. In [50] , Saquib Sarfraz et al. propose a pose sensitive re-ID model by acquiring different granularity of pose information. Based on their idea about coarse pose information, we divide human orientations into three types: front, back, and side. For each orientation, we use independent convolutional layers to extract features. On the one hand, the three independent branches can focus on specific spatial contextual information of the three different human orientations. On the other hand, replicated convolutional branches enlarge the number of convolution kernels, which can enable our model to be more sensitive to different visual cues.
Specifically, this subnetwork consists of two parts: the Orientation Predictor and three parallel Orientation Units. The Orientation Predictor predicts the orientation of the pedestrian in each input image and the Orientation Units extract the orientation sensitive feature representations. Because low level features can be shared between the backbone network and the Orientation Predictor, for shallow layers, we use the same residual blocks as the backbone network. Specifically, we insert a branch between residual block 1 and 2 in the backbone network as the Orientation Predictor. For an input image X , the feature map after residual block 1 is h 1 (X ). In the Orientation Predictor, the feature map will decrease from 64 × 32 to 1 × 1. At the tail of this branch, we use the three-way softmax to predict the orientations of input images, i.e., front, back, and side, as follows:
where OP(•) stands for the Orientation Predictor and w represents the softmax weight for each orientation.
Because ordinary re-ID datasets do not have annotations for pedestrian orientations, we use one external dataset to pretrain the Orientation Predictor. The RAP [51] dataset is a richly annotated pedestrian dataset in which all images are captured from real surveillance scenarios. Each pedestrian image is detected by hand and annotated with 72 attributes.
In our experiments, we only use the orientation labels. We randomly separate the RAP dataset into training and test sets at a ratio of 8:2. After 60 epochs of training, our Orientation Predictor can achieve 90%, 90%, and 85% accuracy for front, back, and side images on the test set, respectively. Then, we directly restore the trained parameters into our proposed model.
The other part of this subnetwork is the three parallel Orientation Units. We replicate the final residual block of the backbone three times, and each branch corresponds to one predicted orientation. Then, we use the output from the Orientation Predictor to weight the generated feature map. Finally, we fuse the weighted output of the three units by channel-wise concatenation:
where h OP stands for the final output feature map of the Orientation Sensitive Network with the size of 16 × 8 × 6144. After being weighted by predicted orientation value, the unit corresponding to the most likely person orientation will contribute more than the others in the final person representation. Meanwhile, this unit will receive stronger gradients than the others in backpropagation. By optimizing the re-ID loss, the three Orientation Units can be more sensitive to the person's orientation and introduce richer visual cues into the person's representation. Note that we do not consider the left and right orientations separately because the difference between left and right is small. What is more important is that we adopt horizontal flip in the data augmentation process, which can confuse the left and right orientations. Therefore, in our work, we consider left and right both as the side orientation.
D. ATTENTION GUIDED MASK SUBNETWORK
The Attention Guided Mask Subnetwork (AGM) aims to reduce the interference that is introduced by pose changes. The input feature map size of this subnetwork is 16 × 8 × 6144. We add one 1 × 1 convolutional layer h CR (•) to reduce the number of channels to 2048 as the final output feature dimensions. Inspired by Zhao et al. [52] , we design 8 parallel Attention Units to explicitly enhance the attention mechanism and automatically select the distinctive body regions. Each attention unit contains three parts: one convolutional layer S(•), one global average pooling layer Avg(•) and one fully connected layer FC(•). Specifically, S(•) uses the sigmoid function to generate a soft attention mask. Avg(•) converts feature maps into feature embedding vectors. FC(•) is activated by the ReLU function and aims to reduce the dimensions of output feature vectors.
For an input image X , the feature map after channel reduction layer is h CR (X ). For the i-th attention unit, a soft attention mask is generated by S(•):
where mask is a 1-channel feature map with a size of 16 × 4. After using the sigmoid function, each pixel value in mask is in range of 0-1, where 0 indicates discarding information in this position and 1 indicates totally preserving this information. These units do not share weights and independently generate 8 attention masks. Then, we use the 8 generated attention masks to element-wise multiply the input feature map, i.e., the attention mask is used as a weight that determines where the information is preserved in the input feature map.
where * stands for the Hadamard product and h M i represents the masked feature map of the i-th unit. Then, we apply global average pooling on the 8 masked feature maps as follows: f i = Avg(h M i ), where f i is the 1-D feature vector. After average pooling, there is a subsequent fully connected layer that reduces the dimensions: f i = FC(f i ). For example, if the number of channels of the input feature map is 1024 and the number of masks is 8, for each unit, FC(•) will reduce the dimensions to 128. Finally, we concatenate the 8 feature vectors to obtain one feature embedding as the person's feature representation f :
where ⊕ represents channel-wise concatenate operation. After using the main task loss function to optimize this subnetwork, these 8 parallel Attention Units can automatically focus on different human body parts to alleviate the interference that is introduced by pose changes. However, we notice that there are some units that focus on the whole body and have high activation values (larger than 0.9). Meanwhile, the other masks only focus on several small areas of images and have low activation values (lower than 0.7). We suppose that these masks with large activated areas will inhibit the others from focusing on local body parts. This kind of trend limits the performance of the Attention Units. To address this problem, we design an attention mask constraint as an auxiliary loss function to limit the highly activated areas of each mask, which we called the Mask Loss.
To penalize these large and highly activated masks, first, we apply a binarization operation on each mask. Given a binary threshold θ Th , for each pixel in masks, if activation value is lower than θ Th , it will be set to 0; otherwise, it will be set to 1. This binarization operation can find the core regions of the activated areas in each mask, as illustrated in Fig. 3 . Then, we assign φ Th as the maximum proportion of activated areas in one mask. For each mask, if the total activation value is bigger than φ Th , this mask will be penalized. In contrast, if the total activation value is lower than φ Th , this branch will not be updated in the backpropagation. For example, when we set θ Th = 0.7 and φ Th = 0.3, for generated mask i from the Attention Unit i, pixel value that is bigger than 0.7 will be set to 1 and the amount of these elements is the area value of mask i . If area is bigger than 0.3, mask i will be used to calculate mask loss and receive updates in backpropagation.
The mask loss can be formulated as follows:
where x ij denotes the j-th pixel in mask i and [•] + = max(0, •).
In our work, we set binarization threshold θ Th to 0.8 and the maximum area threshold φ Th to 0.2. 
E. AUGMENTATION
We use random erase operation that is proposed by Zhong et al. [53] , which randomly erase areas of raw images, to augment the training data. We set the random erase probability to 0.5 in our work. The minimum and maximum values of aspect ratio are set to 1/3 and 3, respectively. We use the mean value of images to fill the erased area. The minimum and maximum values of the random erase area proportion are set to 0.02 and 0.4, respectively.
In Fig. 4 , we show some examples of random erase operation.
In addition to the random erase operation, we also use random horizontal flips and random crops to augment the data. For random crops, we pad the original images by 0 and crop the padded images to the specified input size. In our work, the crop distance is fixed to 10 pixel.
F. OPTIMIZATION
One common object function in the re-ID task is the IDE loss. It treats re-ID as a classification task in which one person indicates one class. In our work, we also adopt this loss function to optimize our model. For the N images from K people, p(k|x) stands for the predicted probability that sample x belongs to class k. Thus the softmax function is
, where z i denotes the i-th element in logits. The softmax classification loss can be formulated as follows:
where x j denotes the j-th sample from N images and q(k|x j ) is the real probability that x j belongs to class k. Because the ground-truth is one-hot encoded label, so the loss function is equivalent to the following:
where y j is the real class label of sample x j . VOLUME 7, 2019 The IDE loss can provide the global information of dataset to discriminate each person. However, it does not include paired matching information, i.e., whether a pair of images belongs to same person or not. The paired information is useful in re-ID because retrieving people in gallery is a process that compares two images. Therefore in our work, we also adopt the triplet loss as our object function with online hard example mining (OHEM).
Given image I from training dataset I = {I 1 , I 2 , . . . , I N }, a valid triplet can be denoted as T = I a , I p , I n , where I a is the anchor image, I a , I p is a positive pair of images that have the same person in bounding boxes, and (I a , I n ) is a negative pair of images that belong to different people. The triplet loss can be calculated as follows:
where D(•) is a distance metric function, h I p denotes the feature representation of image I p and m is the minimum distance margin for negative pairs. In our work, we use the Euclidean distance as the distance metric and fix m to 0.3.
In our work, we adopt the batch hard strategy, i.e., we only choose the hardest triple within one mini-batch to calculate the loss. To calculate triplet loss by online hard example mining, we sample the mini-batch data by PK strategy that includes P person and K images for each person. For a PK mini-batch, the number of valid batch-hard triplets is P × K , and the triple loss function is as follows:
where x i a denotes the a-th image from the i-th person. The softmax loss can use the global label information to keep separability between each person's feature representation on a hypersphere. The triplet loss can enlarge the inter-class distance and reduce the intra-class distance in the Euclidean space. To enhance the intra-class compactness, which is not considered by the softmax loss and triplet loss, we adopt the center loss [54] as another loss function in our model. For each person, the feature representations from different images can become closer by penalizing the intra-class Euclidean distance. The center loss can be formulated as follows:
where B is the batch size. For the i-th sample, h i represents the feature representation, y i is the class label, and c y i represents the feature center of the class to which sample i belongs. Thus, in summary, the loss function in our model consists of four parts: the IDE softmax loss, the triplet loss, the center loss, and the mask loss. The final loss function is as follows: (15) where β is fixed to 0.0005 and γ is fixed to 0.001 in our work.
IV. EXPERIMENTS
In this section, we discuss the negative influence of each type of misalignment and evaluate our proposed method. First, we introduce three large-scale datasets (DukeMTMC-reID, Market1501, and CUHK03) and the evaluation metrics. Second, we summarize the experimental conditions in the subsection Implementation Details. Then, we show the results of the performance evaluation. Finally, we discuss the setting of several key parameters in our proposed method. [55] . There are 17.2 images on average for each identity in the training set.
CUHK03 is captured from 6 cameras in the subway entrance of a university. We use new training/test split protocol in [15] , i.e., 7,365 images of 767 identities for training, 1,400 images of 700 identities in query set and 5,332 images in test set. This dataset has two types of bounding boxes: DPM detected version and hand-drawn version. Because detected version is more closer to real world large-scale re-ID, we use DPM version in our work.
Evaluation Metrics. We report the performance of our proposed model with two evaluation metrics: rank-n and mean average precision (mAP). We calculate the rank-n values using the cumulated matching characteristics (CMC) curves. Because correct matching images for one query may have more than one, we also report mAP on all datasets, which can show the comprehensive re-ID performance by considering recall and precision simultaneously. We use the re-ranking method proposed in [15] to further improve the accuracy of our proposed method.
B. IMPLEMENTATION DETAILS
We implement our proposed method on Pytorch. We initialize the weights of our backbone structure using the ImageNet-pretrained Resnet-50 model [56] . For the input images, we convert them into float type and scale the pixel value to 0-1. Then, we normalize the R, G, and B channels of TABLE 1. Comparison of the performance on our proposed method under different structure settings. The rank-n (%) and mAP (%) are listed. Base stands for the Backbone Network. AT, OS, and AGM stand for the affine transformation subnetwork, the Orientation sensitive subnetwork, and the attention guided mask Subnetwork, respectively. Full stands for our full model. Bias correction stands for correcting which kind of misalignment. MD, OC, and PC stand for misdetection, orientation changes, and pose changes, respectively. each input image using the mean value and standard deviation on ImageNet.
We use the SGD optimizer with a momentum of 0.9 to minimize our loss function and set the weight decay to 0.0005. The batch size is set to 32, i.e., including 16 people with 4 images for each person. We start the learning rate at 0.035 and apply a warmup strategy to increase the learning rate form 1% of the starting learning rate to 100% in the first 10 epochs. Then, we decrease the learning rate by 90% in epoch 40 and 80, and finally stop training in epoch 120.
Especially for the CUHK03 dataset, during the experiments, we observe that the SGD optimizer is prone to fall into local optimum. Therefore, for all experiments on the CUHK03, we use Adam optimizer and set the learning rate to 1% of that in the SGD optimizer setting.
For the Parameter Regressor in the Affine Transformation Subnetwork, we use the same structure as block 4 in Resnet-50. Behind it, we add an average pooling layer and a linear regression layer. In the Orientation Predictor, we use the same structure as block 2 in Resnet-50. We also add an average pooling layer and a linear regression layer to obtain the predicted weights. During our experiments, we notice that in early training epochs, the Affine Transformation Subnetwork may fall into local optimum and training will collapse under a large learning rate. Therefore, when training our full model, we freeze this part until epoch 90 and use 1% of the main learning rate to update its parameters.
C. EVALUATION
In this subsection, we report the results of the performance evaluation for our proposed method. First, we conduct a series of experiments to show how different types of misalignment affect the re-ID accuracy. Then, we use visualization to verify the effectiveness of each subnetwork in our model. Finally, we compare our proposed method with the state-of-the-art methods on three large-scale datasets.
1) MISALIGNMENT EVALUATION
To discuss the negative impacts that are introduced by different types of misalignment, we conduct an ablation study and make a comparison with our full model.
In Table 1 , we list the re-ID accuracies of our proposed method under different settings. According to this ablation study, two conclusions can be inferred. First, when we correct any kind of misalignments, the re-ID can experience performance gains. These different degrees of performance gains confirm the existence of feature bias that is introduced by misalignments. Especially, the most significant performance gains for a single misalignment correction are from pose alignment. Compared with the baseline model, eliminating pose interference can boost the rank-1 by 1.58%, 2.23% and 7.15% on the Market1501, DukeMTMC-reID and CUHK03, respectively. Similar results can be found for the mAP, which is boosted by 3.39%, 1.59% and 6.08% on the Market1501, DukeMTMC-reID and CUHK03, respectively. These results demonstrate that among all types of misalignment, pose change has the greatest negative impact on re-ID accuracy.
Second, our full model achieves the best performance, which proves that each subnetwork in our model can efficiently cooperate with others to correct the feature bias. Under the full model setting, rank-1 can be boosted by 2.73%, 3.01% and 8.72% on the Market1501, DukeMTMC-reID and CUHK03, respectively. Similarly, our full model can boost the mAP by 5.86%, 3.54% and 7.38% on the Market1501, DukeMTMC-reID and CUHK03, respectively. Moreover, we observe that the performance of full model is superior to that correcting only one kind of misalignment. This comparison is a powerful evidence of the effectiveness of our proposed bias-free representation learning approach.
In Fig. 5 , we compare the performance gains between model with no misalignment correction and our proposed full model, when we apply re-ranking (RK) [15] . We observe that applying re-ranking on model with misalignment correction can result in higher performance gains than that without misalignment correction. Specifically, with the help of re-ranking, the mAP of our full model can be boosted by 9.34%, 14.11% and 15.34% on the Market1501, DukeMTMC-reID and CUHK03, respectively. In contrast, for the model with no misalignment correction, the mAP is improved only by 8.25%, 12.63% and 13.00% on the Market1501, DukeMTMC-reID and CUHK03, respectively. This comparison proves that misalignment in raw images can deteriorate the quality of the feature representations. With the help of our proposed bias-free representation learning method, the feature quality is significantly improved, i.e., becomes more discriminative and robust. Thus, when we apply postprocessing such as re-ranking, a better quality feature representation can result in higher performance gains.
2) SUBNETWORK VERIFICATION
To verify the effectiveness of our proposed method, we check the trained model and use visualization to evaluate each subnetwork.
For the Attention Guided Mask Subnetwork, we discuss the performance gains with or without the mask loss on the Market1501 dataset in Table 2 . According to the experiments, we can observe that the proposed mask loss can boost the re-ID accuracy by 0.86% in rank-1 and 0.88% in mAP. These results demonstrate the effectiveness of our proposed mask loss.
Moreover, we show some examples of the generated attention masks in Fig. 6 . According to the figure above, we can observe that the Attention Guided Mask Subnetwork can successfully focus on different distinctive body parts and remove excessive backgrounds. Specifically, mask 1-4 focus on different parts of the upper body, mask 5-7 focus on the lower body and mask 8 focuses on the full body. For different people or same person with different poses, each attention mask can always focus on a specific human body part, even if it is suffering from significant pose changes or misdetection with excessive backgrounds. For example, in the first two rows in Fig. 6 , the human poses and locations in bounding box are quite different, and each mask can still locate specific body parts. For people with different orientations, such as Person 1, 2, and 3 in Fig. 6 , or people with different types of dress, such as Person 3 and 4 in Fig. 6 , our model can efficiently remove redundant backgrounds and distinguish different body parts.
Note that there is still one mask that is focused on the full body but not a part of body, mask 8 in Fig. 6 . However, if we use a bigger mask loss weight to strengthen the activated area constraint, the full body mask will disappear, but the re-ID accuracy will also decrease. We suppose that spatial contextual information in the full body feature map may be necessary for re-ID, even if it contains redundant pose information.
In Fig. 7 , we visualize some transformed results of the Affine Transformation Subnetwork. We can observe that the Affine Transformation Subnetwork can automatically scale images with misdetection into appropriate sizes. For images with excessive backgrounds such as the first two columns in Fig. 7 , our model can zoom in on the feature map to remove backgrounds. For cases with missing body such as the last two columns in Fig. 7 , our model can zoom out on the feature map to make the human body retain the appropriate size and location in the bounding box.
For the Orientation Sensitive Subnetwork, we use the Orientation Predictor to predict the orientations of images in the re-ID dataset and compute the mean images with respect to three orientations. In Fig. 8 , we show the computed mean images for the query set of Market1501. From the mean images, we can reach two conclusions. First, images with different orientations have different characters. For example, the face is significant in the front mean image, but it does not exist in the back or side mean images. The outline of the human body in the side mean image is relatively thinner than those in other orientations, but the significant shoulders feature in the front and back mean images is fuzzy here. Second, these different mean images prove that our Orientation Predictor successfully works in our proposed full model as we expect.
3) COMPARISON WITH THE STATE-OF-THE-ART METHODS
To evaluate our proposed method, we compare our method with the state-of-the-art methods on the three large-scale datasets (Market1501, DukeMTMC-reID, and CUHK03).
Matket1501. In Table 3 , we compare our proposed method with the state-of-the-art methods on the Market1501. These methods are grouped into 6 classes: stripe based, attribute guided, GAN based, attention based, semantic based and global based. All the results that are listed in Table 3 are under single query setting.
According to the experiments, we can observe that our proposed method performs the best. Our model can achieve 94.06% in rank-1 and 83.39% in mAP. We observe that the outstanding methods such as HA-CNN [59] , DuATM [60] , Mancs [61] and SPReID [4] are all based on attention or semantic approaches. Generally, semantic based methods need to rely on external semantic parsing or segmentation models. In contrast to them, attention based methods can achieve similar accuracy but without needing any external data or models. Our proposed method also uses the attention mechanism, which helps our model obtain satisfying performance and still remain simple. The most competitive method is Mancs [61] , which also adopts the attention mechanism. Moreover, they use three types of loss functions to train the model under a multi-task learning setting. We observe that our model can outperform Mancs by 0.96% in rank-1 and 1.09% in mAP. With the help of re-ranking, our model can achieve 94.86% in rank-1 and 92.73% in mAP.
DukeMTMC-reID. As one of the most used large-scale datasets, we also evaluate our method on this dataset and compare our method with the state-of-the-art methods under single query setting. As shown in Table 4 , our method can obtain satisfying results and outperform the state-of-the-art methods. Our model can achieve 85.73% in rank-1 and 73.15% in mAP. With the help of re-ranking, our model can achieve 90.04% in rank-1 and 87.26% in mAP. On this dataset, the most competitive method is also the Mancs [61] . Our model can outperform it by 0.83% in rank-1 and 1.35% in mAP.
CUHK03. We also compare our proposed method with the state-of-the-art methods on CUHK03 dataset and list the results in Table 5 . We use single-query setting to evaluate our method on this dataset. In contrast to DukeMTMC-reID and Market1501, CUHK03 with new training/test protocol only has 767 person in training set. Thus, for the methods that rely on large-scale training data, the performance on this dataset may become relatively lower than on the others. According to listed results, our method can achieve satisfying performance with 66.43% in rank-1 and 60.82% in mAP. The most competitive method on this dataset is still Mancs [61] , our proposed method can outperform it by 0.93% in rank- 1   TABLE 5 . Comparison of our proposed method with the state-of-the-art methods on the CUHK03 (detected). The rank-1 (%) and mAP (%) are listed. RK stands for applying re-ranking. and 0.32% in mAP. With the help of re-ranking, our model can achieve 74.79% in rank-1 and 76.16% in mAP.
D. PARAMETER ANALYSIS
To maximize the performance of the subnetworks and make them harmoniously cooperate with each other, we carefully discuss the empirical parameters in our proposed model and report the performance changes between different settings.
For the Attention Guided Mask Subnetwork, we discuss the number of Attention Units, as illustrated in Fig. 9 . In this experiment, we only add the AGM to the backbone network to avoid interference from other subnetworks. We can observe when set number to 8, the model can achieve the highest accuracy on three datasets. Specifically, on the Mar-ket1501, DukeMTMC-reID and CUHK03, our model can obtain 92.91%, 84.95%, and 64.86% in rank-1 and 81.7%, 71.2%, and 59.52% in mAP, respectively. Therefore, in our full model, we set the amount of Attention Units to 8.
There is another interesting observation in Fig. 9 that when adding only one attention unit to the backbone network may deteriorate the re-ID accuracy. We suppose that might be attributed to the misdetection problem. Misdetection makes the locations of pedestrian in bounding box become uncertain and a single attention unit cannot efficiently focus on all discriminative parts of the human body. Compared to the CUHK03, Market1501 and DukeMTMC-reID are relatively larger and suffer more serious interference from misdetection. Therefore, when adding only one attention unit to the backbone network, the re-ID accuracy will decrease for the Market1501 and DukeMTMC-reID, but not the CUHK03.
In our work, we propose the mask loss to penalize large and highly activated masks. In (9) , there are two parameters need to be confirmed, which are θ Th and φ Th . Specifically, θ Th determines which activation value can be selected and φ Th determines how much activation value can be selected when calculating the mask loss. First, to specify θ Th , we summarize the distribution of the max activation values among all masks except those with the largest activated areas, as illustrated in Fig. 10 . Because the high activation values in the largest masks will suppress other masks, thus assessing the distribution of activation values in other masks can help us specify the binarization threshold θ Th . According to Fig. 10 , we can observe that most of the max activation values are in the range of 0.7-0.8. Therefore we set θ Th to 0.8 in our work, i.e., an activation value that is greater than 0.8 will be selected for the following area calculations.
Second, we analyze the proportions of the selected areas among masks with the largest activated areas. According to Fig. 11 , we can observe that nearly 50% of selected area is in range of 17.5%-27.5%. The median on each dataset is in range of 20%-25% and the 25-th percentile is close to 20%. Thus, according to discussion of Fig. 10 and Fig. 11 , we choose 20% as the area threshold, i.e., we set φ Th to 0.2. For each mask, if the selected area is greater than 20% of the bounding box, the selected area will be used to calculate the mask loss.
The position of the Affine Transformation Subnetwork in the backbone is non-trivial. In [49] , Jaderberg et al. argue that this STN model can be inserted into any two consecutive convolution layers. Their experiments on some small datasets can achieve outstanding performance. However, in our experiments, we observe the significant performance changes between different inserted positions of this subnetwork in the backbone. Specially, insertion between block 2 and 3 outperforms insertion between block 1 and 2 by 0.29% in rank-1 and 2.04% in mAP, respectively. Insertion between block 3 and 4 can outperform that between block 2 and 3 by 2.29% in rank-1 and 5.76% in mAP, respectively. We argue that this is because in shallow layers, there is no sufficient semantic information for parameter regression. Therefore, in our work, to provide sufficient semantic information and an appropriate feature map size, we insert this subnetwork between block 3 and 4 of the backbone.
To stabilize the Parameter Regressor in the Affine Transformation Subnetwork, we need to specify the initial values of θ 11 and θ 22 in (1). In Zheng et al. [9] proposed method, they suggest to set the initial values of θ 11 and θ 22 to 0.9, i.e., use scale transformation to focus on the center part of input feature maps. In Table 7 we discuss different initial values for θ 11 and θ 22 . We observe that the most efficient initialization strategy is setting θ 11 and θ 22 to 1.0. Specifically, on Market1501, DukeMTMC-reID and CUHK03, our model with 1.0 initialization can achieve 92.4%, 83.72%, and 58.36% in the rank-1 and 78.89%, 70.13%, and 53.6% in the mAP, respectively. We suppose this can be attributed to the inserted position of the Affine Transformation Subnetwork. The feature map size after block 3 is 16 × 8. If we initialize the Affine Transformation Subnetwork to zoom in on the feature map, we will loss too much information, especially for the well-detected images. Therefore, in our work, we choose 1.0 as the initial value of θ 11 and θ 22 , i.e., identity transformation.
In Table 8 , we discuss the performance changes under the perspective transformation setting and the affine transformation setting. On all three datasets, experiments show that the affine transformation is more stable than the perspective transformation and can reach higher accuracy. On Market1501, DukeMTMC-reID and CUHK03, the affine transformation can outperform the perspective transformation by 1.3%, 1.0%, and 1.22% in the rank-1 and 1.34%, 1.42%, and 0.8% in the mAP, respectively. We suppose that might because comparing with affine, perspective offers more flexibility on spatial transformation but has more difficulty in training. We only use ID labels as supervision signals may can not offer sufficient information for Parameter Regressor to learn appropriate parameters. Therefore, we only adopt the affine transformation in our full model to correct the misdetection.
For the Orientation Sensitive Subnetwork, we access the feature map merging strategy in Table 9 . According to the results above, two conclusions can be inferred. Comparison of the merging strategies for the output feature map of the orientation sensitive subnetwork. The accuracies that are reported below use the baseline + OS structure setting. CR1024 stands for reducing thenumber of channels to 1024 by adding a convolutional layer. Without CR means not applying channel reduction. The rank-1 (%) and mAP (%) are listed. First, according to the comparison between channel-wise and element-wise without channel reduction, we can see that their performances are similar. When adding channel reduction, the performances of the element-wise and channel-wise are consistently boosted on the three datasets. These results demonstrate that there is redundant information in the original feature vector and dimension reduction can help to distill the key information within. Second, on the Market1501, DukeMTMC-reID and CUHK03, channel-wise concatenation with channel reduction can outperform element-wise with channel reduction by 0.23%, 0.18%, and 3% in the rank-1 and 0.5%, 0.21%, and 1.92% in the mAP, respectively. Thus, in our full model, we use the channel-wise concatenation strategy to merge the feature maps from the OS part. Then, we add one convolution layer to reduce the number of channels from 6144 to 2048.
In Table 11 , we discuss the performance difference between the consecutive convolutional structure and the residual convolutional structure of the Orientation Predictor.
The consecutive convolutional structure is shown in Table 10 and residual convolutional structure is the same as residual block 4 in the backbone. Specifically, we can observe that the residual convolutional structure outperforms the consecutive convolutional structure by 0.87% in rank-1 and 2.6% in mAP, respectively. We suppose that might be attributed to that the residual structure can capture more details than the consecutive structure. So in our work, we adopt the residual structure in the Parameter Regressor of the Affine Transformation Subnetwork.
V. CONCLUSION
In this paper, we divide misalignment into three types: misdetection, orientation changes and pose changes. We visualize the features of pedestrians and compare the changes of the re-ID accuracy to evaluate the negative impacts of misalignments. Moreover, among all types of misalignments, we observe that pose changes are the most significant problem that limits the accuracy of re-ID. We propose an efficient bias-free representation learning method for large-scale re-ID. Our method can eliminate the negative impacts of most of the misalignments during the feature extraction step. Experiments on several large-scale datasets demonstrate that our bias-free representation learning method can outperform the state-of-the-art methods.
