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The electronic transport behaviour of materials determines their suitability for technological ap-
plications. We develop an efficient method for calculating carrier scattering rates of solid-state
semiconductors and insulators from first principles inputs. The present method extends existing
polar and non-polar electron-phonon coupling, ionized impurity, and piezoelectric scattering mecha-
nisms formulated for isotropic band structures to support highly anisotropic materials. We test the
formalism by calculating the electronic transport properties of 16 semiconductors and comparing
the results against experimental measurements. The present work is amenable for use in high-
throughput computational workflows and enables accurate screening of carrier mobilities, lifetimes,
and thermoelectric power.
The variety in electronic transport behavior of solid-
state materials has enabled developments in a plethora
of technological applications, including light-emitting de-
vices, photocatalysts, transparent conductors, solar cells,
and thermoelectrics [1–6]. Recent years have seen an
explosion of interest into the computational prediction
of electronic transport properties, leading to a hierar-
chy of methods that that can be broadly split into three
categories. (i) Semi-empirical models for approximating
electron lifetimes have been employed since the 1930s [7–
12] but have seen a resurgence with the advent of large-
scale materials science databases due to their computa-
tional efficiency [13–16]. While these approaches have
recently been extended to permit first-principles inputs
[17–19], the underlying assumption of single parabolic
bands with no anisotropy limits their widespread appli-
cation [20]. (ii) The second category eschews the cal-
culation of electron lifetimes, instead employing a con-
stant scattering rate for all electronic states. When com-
bined with Fourier [21, 22] or Wannier [23] interpolation
of ab initio electronic band structures this enables effi-
cient calculation of transport properties in complex sys-
tems with multiple non-parabolic bands [24–26]. Recent
work has applied this approach to compute the trans-
port behaviour of large numbers of materials, including
48,000 semiconductors in the Materials Project database
by Ricci et al. [27], 809 sulfides by Miyata et al. [28], and
75 potential thermoelectric candidates by Xing et al. [29];
however, the unphysical treatment of electron scattering
and the reliance on a empirical tuning parameter often
produces significant errors. (iii) Finally, fully-first princi-
ples approaches to calculating the electron-phonon inter-
action based on density functional perturbation theory
(DFPT) can now yield highly accurate electron lifetimes
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and have demonstrated remarkable agreement to exper-
imental measurements of electron mobility and conduc-
tivity [30–34]. The calculation of the scattering matrix
elements needed to obtain electron lifetimes is extremely
computationally demanding, even when approximations
are made, and has restricted this approach to the study of
highly symmetric systems with limited numbers of atoms
[35–40]. Despite the range of computational techniques
available, no existing method can be applied to compute
the transport properties of a broad array of complex ma-
terials both accurately and inexpensively. This limita-
tion is a primary obstacle in the application of high-
throughput computations to the search for novel func-
tional materials as well as applying this theory to larger
and more complex materials.
In the present work, we develop an efficient formalism
for calculating anisotropic transport properties of semi-
conductors that is accurate over a range of materials and
amenable to use in high-throughput computational work-
flows. Our approach relies on inputs that can be obtained
from low-cost ab initio methods and that are routinely
available in computational materials science databases.
Scattering rates are calculated using the momentum re-
laxation time approximation (MRTA) to the Boltzmann
transport equation (BTE). The present method includes
fully anisotropic acoustic deformation potential, piezo-
electric, ionized impurity, and polar electron-phonon
scattering. We take advantage of a novel interpolation to
overcome the requirement of ultra-dense Brillouin zone
sampling. As an initial test of the approach, we cal-
culate the temperature-dependent electron mobility and
Seebeck coefficient of 16 semiconductors. An open source
software implementation of the formalism is made freely
available.
In the Boltzmann transport equation, the scattering
rate of an electron from an initial state nk, where n is a
band index and k is a wave vector, to final state mk+ q
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2is described by Fermi’s golden rule as
τ−1nk→mk+q =
2pi
~
|gnm(k,q)|2δ (εnk − εmk+q) , (1)
where ~ is the reduced Planck constant, ε is the elec-
tron energy, δ is the Dirac delta function and g is the
coupling matrix element. The above equation is given
for the case of perfectly elastic scattering [41], in which
no energy is gained or lost during the scattering pro-
cess. A similar equation can be defined for inelastic pro-
cesses (see Sec. I of the Supplemental Material), such
as scattering that occurs via emission or absorption of
a phonon. In the constant relaxation time approxima-
tion (CRTA), Eq. (1) is simplified to a single constant.
In general, however, the impact of different scattering
mechanisms is expressed via the coupling matrix element
gnm(k,q) = 〈mk+ q|∆qV |nk〉 where ∆qV is an elec-
tronic perturbation of some kind. The primary obstacle
in obtaining accurate transport properties is evaluating
gnm(k,q) on extremely dense Brillouin zone grids, which
has so far proven computationally prohibitive for all but
the simplest systems [42, 43].
Historically, this challenge has been avoided by use
of model matrix elements formulated for isotropic band
structures using intrinsic materials parameters. For ex-
ample, the treatment of deformation potential scatter-
ing due to long-wavelength acoustic phonons proposed by
Bardeen and Shockley [8] depends only on an averaged
elastic constant and band edge deformation potential;
it ignores perturbations from transverse phonon modes
and anisotropy in the deformation response. This sim-
ple approach has been employed widely in computations
of acoustic phonon scattering but is unreliable and does
not generalise to complex systems or metals [44–46]. An
alternative approach, developed by Khan and Allen [44],
can reproduce the fully-first principles electron-phonon
scattering rate if the strain tensor caused by the phonon
and an additional velocity term are included. The result-
ing matrix element is given by
gKAnm = 〈mk+ q|Sq : (Dnk + vnk ⊗ vnk)|nk〉 , (2)
where : denotes the double dot product, Sq is the strain
associated with an acoustic phonon, Dnk is the second
rank deformation potential tensor and vnk is the group
velocity. The velocity term is essential to correct the de-
formation potential in metals and at states away from
the valence or conduction band edge in semiconductors.
In practice, however, this equation is no longer simple to
evaluate as it requires knowledge of the atomic displace-
ments (the polarization direction) of the phonon mode in
order to obtain the strain tensor.
In the present work, we combine the simplicity of the
Bardeen and Shockley approach with the accuracy of the
Khan and Allen matrix element by exploiting the acous-
toelastic properties of materials. The dispersion relations
for acoustic waves are contained in the Christoffel equa-
tion [47] [
Γqˆ − ρc21
]
uˆ = 0, (3)
where 1 is the identity matrix, qˆ and uˆ are unit vectors
giving the direction of phonon propagation and polariza-
tion, respectively, ρ is the density, c is the wave veloc-
ity, and Γqˆ = Cqˆ · qˆ is the Christoffel matrix where
C is the rank 4 elastic constant tensor. Solving the
Christoffel equation for a phonon wave vector direction
(qˆ) results in three sets of eigenvalues (ρc2) and eigen-
vectors (uˆ), that correspond to the (quasi-)longitudinal
and (quasi-)transverse normal modes of the material.
The unit strain associated with each mode is given by
Sˆ = qˆ⊗ uˆ and the amplitude of the strain at any temper-
ature T can be obtained from the potential energy of the
acoustic phonon as
√
kBT/ρc2, where kB is the Boltz-
mann constant [48]. From this we arrive at an expres-
sion for acoustic deformation potential scattering (“ad”)
that relies only on the deformation potentials and elastic
constants and includes scattering from longitudinal and
transverse modes in a single matrix element, given in the
Born approximation [49] as
gadnm(k,q) =
√
kBT
[
D˜nk : Sˆl
cl
√
ρ
+
D˜nk : Sˆt1
ct1
√
ρ
+
D˜nk : Sˆt2
ct2
√
ρ
]
× 〈mk+ q|nk〉 ,
(4)
where D˜nk = Dnk + vnk ⊗ vnk, and the subscripts l, t1,
and t2 indicate properties belonging to the longitudinal
and transverse modes.
Scattering by acoustic phonons through the piezoelec-
tric interaction (“pi”) occurs in non-centrosymmetric sys-
tems and can dominate at low temperatures (. 50 K).
We have applied a similar treatment to extend the
isotropic matrix element of Meijer and Polder [11], Har-
rison [50], and Zook [48], to include the full piezoelec-
tric stress tensor h and scattering from all three acoustic
modes. The resulting matrix element is given by
gpinm(k,q) =
√
kBT
[
qˆh : Sˆl
cl
√
ρ
+
qˆh : Sˆt1
ct1
√
ρ
+
qˆh : Sˆt2
ct2
√
ρ
]
× 〈mk+ q|nk〉 ,
(5)
Due to the small energies of long-wavelength acoustic
phonons, both piezoelectric and acoustic deformation po-
tential scattering describe a purely elastic process.
We treat polar optical phonon scattering (“po”) by ex-
tending the Frölich model [12] to include quantum me-
chanical wave function overlaps and anisotropic permit-
tivity. Here, electrons in a dielectric medium are per-
turbed by a dispersionless longitudinal optical phonon
mode with frequency ωpo. Our inelastic electron-phonon
matrix element takes the form
gponm(k,q) =
[
~ωpo
2
(
1
qˆ · ∞ · qˆ −
1
qˆ · s · qˆ
)] 1
2
× 〈mk+ q|nk〉|q| ,
(6)
where s and ∞ are the static and high-frequency dielec-
tric tensors. To capture scattering from the full phonon
3band structure in a single phonon frequency, each phonon
mode is weighted by the dipole moment it produces (see
Sec. III of the Supplemental Material) in line with recent
work that has rederived the Frölich model for systems
with multiple phonon branches [51, 52]. Both our exten-
sion of the Frölich model and state-of-the-art first prin-
ciples approaches produce similar matrix elements in the
long-wavelength limit that dominates scattering (due to
the polar singularity at q→ 0 [51]).
Following the classic treatment of Brooks and Herring
[9, 53] we consider the scattering from fully-ionized im-
purities (‘ii”) modelled as screened Coulomb potentials,
with the matrix element given by
giinm(k,q) =
n
1/2
ii Ze
qˆ · s · qˆ
〈mk+ q|nk〉
|q|2 + β2 , (7)
where Z is the charge state of the impurity center, e is
the electron charge, nii = nh + ne is the concentration of
ionized impurities, and β is the inverse screening length
(defined in Sec. I of the Supplemental Material). Unlike
previous formulations, our matrix element accounts for
anisotropy in the charge screening through use of the full
dielectric tensor. Taken together, Eqs. (1) and (7) reveal
that the scattering almost diverges at long wavelengths
(q → 0) due to a 1/|q|4 dependence, and therefore re-
quires very fine sampling to describe correctly. For this
reason, even the most sophisticated methods for calcu-
lating electron scattering by ionized impurities employ
the Brooks–Herring formula, in which Eq. (7) is analyt-
ically integrated for a single parabolic band [32, 54]. To
overcome this limitation, we employ a modified linear-
tetrahedron approach to integration, in which tetrahe-
dron cross sections are numerically resampled with hun-
dreds of extra points that exactly satisfy the delta term in
Eq. (1). This allows for “effective” k-point mesh densities
that would be almost impossible to achieve with uniform
k-point sampling (the full methodology is provided in
Sec. II of the Supplemental Material). Our approach en-
ables, for the first time, evaluation of Coulomb based im-
purity scattering in systems with multiple non-parabolic
bands, which even more sophisticated approaches such as
EPW do not implement. In Sec. II of the Supplemental
Material, we demonstrate that our methodology repro-
duces the exact Brooks–Herring mobility for parabolic
band structures.
In Figure (1), we compare mode-dependent scatter-
ing rates for n-Si and n-GaAs against fully-first princi-
ples calculations (DFPT+EPW) at 300 K [32, 40]. The
scattering of electrons in Si is dominated by acoustic
phonons whereas polar optical phonon scattering dom-
inates in GaAs. Reasonable agreement is seen for both
systems despite the radically simpler approach of the cur-
rent work. Furthermore, our approach uses only a frac-
tion of the computational cost because (i) it relies only
on common materials properties (elastic constants, di-
electric constants, deformation potentials) that can be
calculated relatively inexpensively and (ii) considerably
coarser k-point mesh densities are needed to converge
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FIG. 1. Comparison of the calculated scattering rates (pink)
against those obtained using density functional perturbation
theory and Electron–Phonon Wannier (EPW, gray) for (a)
n-GaAs [40] and (b) n-Si [32] at 300 K.
the scattering rates due to the novel integration scheme.
This reduces the computing time needed to obtain scat-
tering rates by approximately four orders of magnitude
compared to EPW. Additional comparisons against EPW
scattering rates for 3C-SiC and p-SnSe are provided in
Fig. (S11) of the Supplemental Material.
To demonstrate the generality of our approach, we
investigate the transport properties of 16 semiconduc-
tors. The materials span multiple chemistries, doping
polarities, and band structure types including anisotropic
and multiband systems, and comprise: (i) conventional
semiconductors, Si, GaAs, GaN, GaP, InP, ZnS, ZnSe,
CdS, CdSe, and SiC; (ii) the thermoelectric candidate
SnSe; (iv) photovoltaic absorbers PbS and CdTe; and
(iii) transparent conductors, SnO2, ZnO, and CuAlO2.
To highlight the compatibility of our approach to high-
throughput computations, all inputs (eigenvalues, wave
functions, materials parameters) are obtained from den-
sity functional theory (DFT) using the low-cost Perdew–
Burke–Ernzerhof (PBE) exchange–correlation functional
[58] as implemented in the Vienna ab initio Simulation
Package (vasp) [59, 60]. All calculated materials param-
eters, including elastic constants, dielectric tensors, de-
formation potentials, and phonon frequencies are given
in Table II of in Supplemental Material. Band gaps are
corrected using a scissor operation to match those calcu-
lated by the Heyd–Scuseria–Ernzerhof (HSE06) hybrid
functional [61, 62]. A comparison of the experimental
and HSE06 band gaps, along with initial and interpo-
lated k-point meshes are provided in Table III of the
Supplemental Material. Electron mobility and Seebeck
coefficient are calculated using the linearized Boltzmann
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FIG. 2. (a) Comparison of the electron mobility of GaN against experiment (black triangles, [55]). Mobility limited by ionized
impurity (teal, “ii”), acoustic deformation potential (orange, “ad”), and polar optical phonon scattering (pink, “po”) is indicated
in dashed lines. Total mobility taking into account all scattering mechanisms (1/τ iink + 1/τ
ad
nk + 1/τ
po
nk) is given by the black
solid line. Constant relaxation time (CRT) calculations with τ = 0.1 fs is given by dotted gray line. (b) Electron lifetimes and
(c) spectral conductivity arising from different scattering processes in GaN at 300 K. The valence band maximum is set to zero
eV. In (b), the vertical dotted gray line indicates the energy of the effective polar phonon frequency, ωpo. (d) Comparison of
the direction-dependent mobility of SnSe against experiments — a, b, c points from Ref. [56], b-c points from Ref. [57]. (e)
Spectral band structure of SnO2 indicating band and k-dependent electron linewidths Γnk = 1/(2τnk) calculated at 300 K.
transport equation via the Onsager transport coefficients
[22, 63]. Results are compared to transport measure-
ments on high purity single-crystalline samples to mini-
mize the effects of grain boundaries and crystallographic
defects. Further details on the calculation methodology
and selection of reference data are provided in Secs. II
and III in the Supplemental Material.
Figure (2a) plots the calculated mobility of GaN
against experimental measurements, indicating very close
agreement from 150 K to 500 K. As each scattering mech-
anism is treated with a separate matrix element, this al-
lows the impact of individual scattering processes to be
assessed. At low temperatures, the mobility of GaN is
limited by impurity scattering, with polar optical phonon
scattering dominating above 300 K, as illustrated by the
dashed lines in Fig. (2a). The total mobility taking
into account all scattering mechanisms reproduces the
experimental mobility with very high agreement. Fur-
ther insight into the competing nature of the scatter-
ing mechanisms is provided by the energy dependence of
the electron lifetimes and the resulting spectral conduc-
tivity, Σ(ε) = v(ε)2τ(ε)N(ε) where N is the density of
states and v is the group velocity, computed at 300 K and
an electron concentration of 5.5× 1016 cm−3 [Figs. (2b)
and (2c)]. Impurity scattering dominates at the con-
duction band edge but diminishes quickly as energy in-
creases. At energies above ωpo of the band minimum
(above the phonon emission threshold), polar-optical in-
teractions are two orders of magnitude stronger than any
other competing mechanism and act as the primary lim-
iting factor for electron mobility, in agreement with the
experimental findings of Ref. [64] and EPW calculations
[38]. In contrast, the mobility calculated using a constant
relaxation time of τ = 0.1 fs — a value on the higher end
of that typically employed in screening studies [25, 26, 28]
— underestimates the mobility by a factor of 2–10 de-
pending on the temperature, as shown in Fig. (2a). More
fundamentally, the CRTA does not reproduce the correct
shape of temperature dependence.
A primary goal of the present approach is to extend
well established scattering matrix elements that were
formulated for isotropic materials properties to be com-
patible with highly anisotropic materials. To that end,
we have calculated the direction-dependent hole mobil-
ities of Pnma structured SnSe at a carrier concentra-
tion of 3× 1017 cm−3, with the results compared to Hall
measurements in Fig. (2d). Single-crystal SnSe has re-
cently attracted significant attention as a thermoelectric
material. Due to its layered structure, SnSe exhibits
anisotropic transport properties, with the highest ther-
moelectric performance observed along the b axis [56].
Our calculations reproduce the strong directional depen-
dence in transport measurements, in which the mobility
parallel to the layers (along b and c) is almost an order
of magnitude larger than that perpendicular to the lay-
ers (along a). Our mobility results agree remarkably well
with the considerably more computationally expensive
electron-phonon calculations performed using EPW and
G0W0 band structures [37] (see Fig. (S6) in the Supple-
mental Material). We note that additional anisotropy in
the mobility between the b and c directions has been ob-
served in high temperature experimental measurements
[56]. In both our calculations and EPW, however, the
mobility along b and c are almost the same for temper-
atures above 300 K [37]. The discrepancy against exper-
iment is thought to derive from the use of a Hall factor
rH of unity when extracting the carrier concentrations
needed to compute mobility [37]. In practice, the Hall
factor will depend on the band structure, magnetic field,
temperature, and doping, and will likely be direction de-
pendent.
Access to band and k-dependent lifetimes can further
be used to calculate electron linewidths that are directly
comparable to those measured through techniques such
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FIG. 3. (a) Comparison of carrier mobilities at 300 K between
calculations and experiments, with points colored by the con-
ductivity effective mass m∗c . (b) Comparison of Seebeck coef-
ficients at 300 K between calculations and experiments, with
points colored by the majority carrier concentration n. In
(a) and (b), yellow crosses indicate results computed using a
constant relaxation time of 0.1 fs.
as angle-resolved photoemission spectroscopy (ARPES)
[65]. In Fig. (2e) we plot the spectral band structure
of SnO2 along a high symmetry Brillouin zone path, us-
ing linewidths Γnk = 1/(2τnk) calculated at 300 K. The
spectral function provides insight into the k-dependence
of the carrier lifetimes. States close to the conduction
band edge at Γ show long lifetimes (low energy broaden-
ing) due to the reduced phase space of available states for
scattering. Between the Z and R high symmetry points,
the lowest conduction band is relatively flat leading to
large scattering rates and considerable broadening of the
spectral function.
In Figure (3a) we compare calculated mobility against
experimental measurements for all 16 materials in our
dataset. Calculations were performed using the experi-
mentally determined carrier concentrations at a temper-
ature of 300 K. Results regarding the temperature and
carrier concentration dependence of mobility for all ma-
terials (calculated, experimental, and comparison with
CRTA) is provided in Figs. (S6) and (S7) of the Supple-
mental Material. The calculated mobilities agree closely
with experiment across all materials, covering several
orders of magnitude from n-type GaAs (µexp = 2.1 ×
104 cm2/Vs) to ZnO (180 cm2/Vs). Greater deviation
from experiment is observed for materials with smaller
mobilities such as p-CuAlO2 (3 cm2/Vs in a-b plane),
where a local hopping mechanism is proposed to compete
with band transport [66], and p-CdTe in which spin–orbit
coupling (SOC) is known to dramatically impact the scat-
tering rates at the valence band edge [67]. We note that,
while SOC interactions are not currently considered in
our model they will be implemented in a future work.
Additional deviation is observed for n-ZnS, where the cal-
culated mobility is almost a factor of 4 larger than Hall
measurements. We find this overestimation is largely due
to the underestimation of the conduction band effective
mass arising from use of the PBE exchange–correlation
functional (m∗,PBEc = 0.16me) when compared to exper-
iment (m∗,expc = 0.22me) [68]. As we detail in Fig. (S11)
of the Supplemental Material, calculations performed us-
ing the hybrid HSE06 functional result in a larger effec-
tive mass (m∗,HSEc = 0.20me) and improved agreement
with the experimental mobility. The calculated mobil-
ity (Spearman rank coefficient against experiment rs =
0.91) improves significantly on results obtained using a
constant relaxation time approximation (rs = 0.50), as
indicated in Fig. (3a).
Accurate calculation of Seebeck coefficients is of pri-
mary interest in the prediction and analysis of thermo-
electric materials. In Fig. (3b) we compare calculated
Seebeck coefficients against those obtained experimen-
tally at 300 K. A comparison of the temperature depen-
dence of the Seebeck coefficient for all materials is pro-
vided in Fig. (S9) of the Supplemental Material. We see
reasonable agreement against experiment across the full
range of materials, for both p- and n-type samples, cor-
responding to positive and negative Seebeck coefficients,
respectively. We note that for Si and CdS we compare
directly to the diffusive component of Seebeck coefficient
only, ignoring the effects of phonon drag which contribute
substantially even at room temperature [69–72]. The See-
beck coefficient displays a weaker dependence on electron
lifetimes than mobility and conductivity and so is often
treated within the CRTA (in which case the specific re-
laxation time cancels in the equations). [27]. Figure (3b)
indicates that this approximation is often justified due
to the relatively small disagreements between constant
relaxation time and mode-dependent relaxation time re-
sults, in-line with previous comparisons of CRTA against
experimental data [73].
A key motivation in the development of the present
approach is the opportunity to obtain accurate carrier
lifetimes at minimal computational expense. Ideally, the
method should be cheap enough to permit the calcula-
tion of transport properties for thousands of compounds
in a high-throughput manner as well as large and com-
plex materials. This would allow for reliable screening
of materials for functional applications as well as enable
investigations of systems with larger unit cells and more
6complex crystal structures. In our approach, the pri-
mary computational expense is the calculation of first-
principles inputs (e.g., the electronic band structure and
materials properties). However, due to our use of the rel-
atively low-cost PBE exchange–correlation functional all
inputs (electronic structure, Γ-point phonon frequencies,
elastic constants, dielectric constants and piezoelectric
tensor) can be obtained with moderate computational
requirements. The calculation of transport properties
takes considerably less time; the results for each ma-
terial presented in this work were computed in under
an hour on a personal laptop — further timing anal-
ysis, indicating the breakdown for different routines in
the code, is presented in Fig. (S4) of the Supplemen-
tal Material. In addition, many of the materials prop-
erties required to calculate the scattering matrix ele-
ments are already available in computational materials
databases. For example, at the time of writing the Ma-
terials Project contains over 3,000 piezoelectric tensors,
4,800 dielectric constants and phonon frequencies, and
over 13,000 elastic constants [74–76]. Accordingly, our
approach is well suited for the large-scale analysis of
transport properties. To that end, we have made avail-
able a Python implementation of the formalism called
Ab initio Scattering and Transport (amset) at https:
//github.com/hackingmaterials/amset. Our hope is
that this software can complement higher level methods,
such as Electron–Phonon Wannier (epw) [30] and per-
turbo [31], which are considerably more computation-
ally demanding and therefore limited to much smaller
systems. A schematic overview of the package, indicat-
ing the inputs, outputs and command-line tools is given
in Fig. (S3) of the Supplemental Material.
We stress that all electronic dispersions and wave func-
tions were computed using the PBE functional which
tends to over-delocalise electronic states and underes-
timate effective masses. In most cases, the calculated
mobility is overestimated compared to experiment, in-
dicating that use of higher level methods such as hybrid
DFT or GW will be beneficial. In addition, there are sev-
eral limitations of the current approach that may be ad-
dressed in a future release. In particular, optical deforma-
tion potential scattering is not treated, the symmetry of
phonon modes is not used for filtering scattering events,
and spin–orbit coupling has not been implemented.
In conclusion, we introduced a method for calculating
electron lifetimes and transport properties of semicon-
ductors and insulators. Our method extends isotropic
scattering matrix elements to support highly anisotropic
materials and relies on a novel approach to Brillouin zone
integration that overcomes the need for extremely dense
k-point sampling. The present formalism can be applied
at minimal computational expense using inputs obtained
from relatively low-cost density functional theory calcu-
lations. We expect that our method will enable accu-
rate screening of transport properties in high-throughput
computational workflows.
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I. THEORETICAL FRAMEWORK
A. Linearized Boltzmann transport equation
Electron mobility, µe, can be computed through the
linearized Boltzmann transport equation (BTE) [1–4],
given for electrons as
µe,αβ =
−1
neΩ
∑
n∈cb
∫
dk
ΩBZ
vnk,α∂Eβfnk, (S1)
where α and β denote Cartesian coordinates, ne is the
electron concentration, Ω and ΩBZ are the volumes of
the unit cell and first Brillouin zone, respectively, vnk,α
is the group velocity of band index n and wave vector k,
“cb” stands for conduction bands, and ∂Eβfnk is the per-
turbation to the Fermi–Dirac distribution by an electric
field E. The Fermi–Dirac distribution is given by
f0nk =
1
exp [(εnk − εF)/kBT ] + 1 , (S2)
where εnk is the energy of state nk, εF is the Fermi level,
kB is the Boltzmann constant, and T is temperature. The
perturbation to the equilibrium Fermi–Dirac distribution
is given by the self-consistent solution of
∂Eβfnk = e
∂f0nk
∂εnk
vnk,βτnk +
2piτnk
~
∑
m
∫
dq
ΩBZ
|gnm(k,q)|2
× [(nq + 1− f0nk)δ(∆εnmk,q + ~ωq)
+ (nq + f
0
nk)δ(∆ε
nm
k,q − ~ωq)]∂Eβfmk+q,
(S3)
where τnk is the electron lifetime, δ is the Dirac delta
function, ∆εnmk,q = εnk − εmk+q, ~ is the reduced Planck
constant, and nq is the Bose–Einstein occupation. The
matrix elements gnm (k,q) give the probability of scat-
tering from an initial state nk to final state mk + q via
a phonon with wave vector q and frequency ωq.
The primary complexity in the Boltzmann transport
equation results from the dependence of the linear re-
sponse coefficients ∂Eβfnk of state nk on all other states
mk + q. Accordingly, there are several common ap-
proximations to the BTE that can significantly reduce
the computational cost. The momentum relaxation time
approximation (MRTA) makes two simplifications: (i)
Firstly, the linear response coefficients are presumed to
only act in the direction of the band velocity, such that
the electron lifetimes will be scalar quantities [2, 4]. (ii)
Secondly, the probability of scattering from state nk to
mk + q is assumed to be the same as scattering from
state mk + q to nk. The result is that the effects of
back scattering are accounted for by a geometrical fac-
tor resulting from the electronic group velocities. The
resulting expression for τ−1nk can be written
τ−1nk =
∑
m
∫
dq
ΩBZ
[
1− vnk · vmk+q|vnk|2
]
τ−1nk→mk+q, (S4)
where τ−1nk→mk+q is the partial decay rate for scattering
from initial state nk to final state mk + q. In this ap-
proximation, Eq. (S1) can be rewritten
µMRTAe,αβ =
e
neΩ
∑
n∈cb
∫
dk
ΩBZ
∂f0nk
∂εnk
vnk,αvnk,βτnk. (S5)
A further simplification can be made by ignoring the ef-
fcts of scattering back into the state nk entirely. This cor-
responds to neglecting the second term on the right-hand
side of Eq. (S3) or setting the geometric factor in the
square bracket of Eq. (S4) to 1. In this approach, termed
the self-energy relaxation time approximation (SERTA)
[3], the electron lifetimes can be obtained according to
τ−1nk =
∑
m
∫
dq
ΩBZ
τ−1nk→mk+q, (S6)
and the mobility calculated in the same manner as
Eq. (S5).
The partial decay rates of Eqs. (S4) and (S6) can be
obtained through Fermi’s golden rule. In the present
work, we implement two classes of scattering: (i) inelastic
scattering which occurs via emission or absorption of a
phonon and (ii) perfectly elastic scattering in which no
energy is gained or lost. In the case of inelastic scatter-
ing, the partial decay rate can be written [5, 6]
τ−1nk→mk+q =
2pi
~
|gnm(k,q)|2
× [(nq + 1− f0mk+q)δ(∆εnmk,q − ~ωq)
+ (nq + f
0
mk+q)δ(∆ε
nm
k,q + ~ωq)],
(S7)
where the −~ωq and +~ωq terms correspond to scat-
tering by emission and absorption of a phonon, respec-
tively. The dependence of τ−1nk→mk+q on the occupation
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2TABLE I. Summary of scattering mechanisms
Name Required properties Type Refs.
Ionized impurity Static dielectric Elastic [7, 8]
Acoustic
deformation
potential
Deformation
potential,
elastic constant
Elastic [9–12]
Piezoelectric
acoustic Piezoelectric constant Elastic [13–15]
Polar optical
phonon
Static and
high-frequency
dielectric,
phonon frequency
Inelastic [16]
of state mk + q and the observation that fmk+q 6= fnk
reveals that inelastic scattering is not commutative —
i.e., τ−1nk→mk+q 6= τ−1mk+q→nk. We note that for spin po-
larized materials, scattering only occurs between states
in the same spin channel — i.e., there are no interactions
between spin-up and spin-down electrons.
For elastic scattering, Eq. (S7) reduces to
τ−1nk→mk+q =
2pi
~
|gnm(k,q)|2δ
(
∆εnmk,q
)
. (S8)
In contrast to inelastic scattering, elastic processes do not
depend on the occupation of state mk+ q. Accordingly,
τ−1nk→mk+q = τ
−1
mk+q→nk and a primary assumption of
the MRTA is satisfied. For this reason, we treat elastic
scattering processes under the MRTA, whereas inelastic
scattering processes are treated in the SERTA.
B. Scattering matrix elements
The general form of the quantummechanical scattering
matrix elements in Eqs. (S3), (S4), and (S6) is
gnm(k,q) = 〈mk+ q|∆qV |nk〉 (S9)
where ∆qV is an electronic perturbation associated with
a scattering process [6]. In the present work we cal-
culate matrix elements within the Born approximation
[17]; namely, the electronic perturbation is assumed to
only weakly impact the wave function of the final state
mk + q. The scattering matrix elements considered in
this work and the materials parameters needed to calcu-
late them are summarized in Table I.
1. Impurity scattering
The inverse screening length β, required in the calcu-
lation of the ionized impurity matrix element, is given
by
β2 =
e2
skBTΩ
∑
n
∫
f0nk(1− f0nk) dk , (S10)
where 1/β corresponds to the Debye length and Thomas–
Fermi screening length for non-degenerate and degener-
ate doping regimes, respectively [18].
C. Transport properties
Electronic transport properties — namely, conductiv-
ity, Seebeck coefficient, and electronic component of ther-
mal conductivity — are calculated through the Onsager
coefficients [19, 20]. The spectral conductivity, defined
as
Σαβ(ε) =
∑
n
∫
dk
8pi3
vnk,αvnk,βτnkδ(ε− εnk), (S11)
is used to compute the moments of the generalized trans-
port coefficients
Lnαβ = e2
∫
Σαβ(ε)(εF − ε)n
[
−∂f
0
∂ε
]
dε , (S12)
where εF is the Fermi level at a certain doping concen-
tration and temperature T . Electrical conductivity (σ),
Seebeck coefficient (S), and the charge carrier contribu-
tion to thermal conductivity (κ) are obtained as
σαβ = L0αβ , (S13)
Sαβ =
1
eT
L1αβ
L0αβ
, (S14)
καβ =
1
e2T
[
(L1αβ)2
L0αβ
− L2αβ
]
. (S15)
II. COMPUTATIONAL FRAMEWORK
A. Brillouin-zone interpolation and integration
As described in the main text, we employ a com-
bined Fourier-linear interpolation scheme when calcu-
lating scattering and transport properties. Electronic
eigenvalues — calculated using density functional the-
ory (DFT) on a coarse k-point mesh — are Fourier in-
terpolated onto a denser mesh. Fourier interpolation is
performed using the boltztrap2 software [22, 23] which
enforces symmetry using star functions and employs the
Shankland algorithm to ensure that both quasi-particle
energies and their derivatives (group velocities) are ex-
actly reproduced [24–26]. This approach aims to min-
imise the roughness function proposed in Ref. [27].
Scattering rates are calculated on the Fourier inter-
polated k-point mesh. When calculating the partial de-
cay rate, scattering is limited to the constant energy sur-
face defined by ε = εnk in the case of elastic processes
[Eq. (S8)] and ε = εnk ± ~ωq for inelastic processes
[Eq. (S7)]. Note that, in our implementation of polar
optical phonon scattering we rely on a single dispersion-
less phonon mode, whose energy ~ωpo is independent of
3(a) (b)
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FIG. S1. Schematic of the linear-tetrahedron method. (a) A 2×2×2 k-point submesh can be broken up into (b) six tetrahedra.
Adapted from Ref. [21]. (c) The constant energy surfaces (light gray planes) defined by εa and εb intersect the tetrahedron to
produce the cross sections fa (dark gray triangle) and fb (dark gray quadrangle). The triangular cross section fa is defined by
the points c1, c2, and c3. The k-points at the tetrahedron vertices have been numbered according to increasing energy, i.e.,
εk1 < εk2 < εk3 < εk4 . (d) Coordinate transformation from initial basis (black arrows) to transformed basis (pink arrows) that
maps the cross section onto a 2D plane. The x∗ coordinates of all points on the cross section are zero.
q. Due to finite k-point sampling, it is common replace
the delta function in Eqs. (S7) and (S8) by Gaussian or
Lorentzian functions with finite broadening. This pro-
cedure has the effect that the calculated lifetimes will
depend on the chosen broadening parameter.
An alternative approach is to employ the linear tetra-
hedron method to analytically integrate the scattering
rates across the constant energy surface [21, 28]. In this
method, the Brillouin zone is divided into tetrahedra
[Figs. S1(a) and S1(b)]. For each electronic band, the
eigenvalues are obtained for the k-points at the corners
of the tetrahedra. The constant energy surface defined
by εnk intersects a tetrahedron if εmintetra < εnk < εmaxtetra,
where εmintetra and εmaxtetra are the minimum and maximum
energies of the tetrahedron’s vertices [Fig. S1(c)]. Com-
puting the intersections of εnk with all tetrahedra gives
rise to a set of tetrahedron cross-sections that define the
constant energy surface. In the traditional implementa-
tion of the tetrahedron method, the integration for each
tetrahedron is performed analytically after linearly inter-
polating the eigenvalues and matrix elements inside the
tetrahedron. As we note in the main text, this approach
is only valid for matrix elements that show a linear depen-
dence on q. For ionized impurity scattering, where the
matrix element has a 1/|q|2 dependence, this assumption
does not hold and results in severe overestimation of the
scattering rate.
To overcome this limitation, we employ a modified
linear-tetrahedron approach. The constant energy sur-
face is determined in the same manner as the tetrahe-
dron method. However, instead of analytically integrat-
ing within each tetrahedra, the tetrahedron cross sections
(comprising the constant energy surface) are numerically
resampled with hundreds of extra points. By only com-
puting additional k-points that exactly satisfy the delta
term in Eqs. (S7) and (S8), this allows for “effective” k-
point mesh densities that would be almost impossible to
achieve with uniform k-point sampling. The scattering
matrix elements are computed on the denser submesh by
linear interpolation of the electronic wave functions ψnk
and group velocities vnk. We note that the scattering
wave vector q is a geometric term that is known exactly
for all points on the submesh. A primary advantage of
this approach is that while the matrix elements cannot
be linearly interpolated with q, the constituent parame-
ters (electronic wave functions and group velocities) are
linearly interpolatable.
In order to resample the constant energy surface, the
tetrahedron cross sections are projected onto a two-
dimensional plane. First, the k-points that define the
tetrahedron cross sections are identified. These are the
points at the intersection of the constant energy surface
and tetrahedron boundary under the assumption that the
band energies vary linearly between adjacent vertices in
the tetrahedron [points labelled c in Fig. S1(c)]. This re-
sults in three and four sets of k-points for triangular and
quadrilateral cross sections, respectively, termed C. The
first basis vector for the new coordinate system, B, is the
vector normal to the plane of the cross section, namely
b1 =
c2 − c1
|c2 − c1| ×
c3 − c1
|c3 − c1| ,
where c1 and c2 are the coordinates of the first and sec-
ond vertices defining the cross section. The second and
third basis vectors are defined as
b2 =
c2 − c1
|c2 − c1| ,
b3 = b2 × b1,
The reciprocal space coordinates defining the cross sec-
tion are transformed onto the new basis through
cproji = B
−1 · ci.
In the new coordinate system, the first component of all
coordinates will be the same, as all vertices lie on a plane.
The last two components of the coordinates define a two-
dimensional (2D) projection of the cross section which
4can be resampled through numerical quadrature schemes
[Fig. S1(d)]. In the present work, we employ degree 50
Xiao–Gimbutas (containing 453 sample points, [29]) or
Festa–Sommariva quadratures (454 points, [30]) for re-
sampling triangular and quadrilateral tetrahedron cross-
sections, respectively. Resampling, including generating
sample points and integration weights wresi , is performed
using the quadpy software [31]. The set of sample points
are transformed back into the original coordinate system
through
ci = B · cproji .
The contribution of each tetrahedron to the constant
energy surface is weighted by a geometric factor that ac-
counts for the tetrahedron’s shape in four dimensional
space (reciprocal coordinates and energy space) [28]. Us-
ing the triple ri contragradient to vertices of the tetra-
hedron ki
riki = δij ,
r1 =
k3 × k4
Ω
,
r2 =
k4 × k2
Ω
,
r3 =
k2 × k3
Ω
,
where the k-points have been numbered according to in-
creasing energy, i.e., εk1 < εk2 < εk3 < εk4 , the tetrahe-
dron weight is given by [28]
wtet =
∣∣∣∣∣
4∑
i=2
(εki − εk1) ri−1
∣∣∣∣∣
−1
.
We stress that this weight is distinct from the integra-
tion weights defined by Blöchl et al. [21] in which the
contragradient cancels when averaging over all adjacent
tetrahedra. The final integration weights wi for the sam-
ple k-point coordinates of each cross section are scaled
by the tetrahedron weight to give wi = wresi · wtet.
When evaluating the density of states
N(ε) =
∑
n
∫
dk
8pi3
δ(ε− εnk), (S16)
and the spectral conductivity in Eq. (S11), we employ the
traditional approach to the linear-tetrahedron method
described by Blöchl et al. [21]. Specifically, we use
the energy-dependent integration weights as described
in Ref. [32] and elsewhere. Unlike the partial decay
rates τnk→mk+q−1 , the final lifetimes τnk vary smoothly
across the Brillouin zone. Accordingly, use of the linear-
tetrahedron method can significantly improve the con-
vergence of transport properties without issue.
B. Optimization of scattering calculations
Under typically achievable carrier concentrations (1016
to 1021 cm2/Vs) the Fermi level will sit close to either the
conduction or valence band edge. Accordingly, only k-
points that lie within a few hundred meV of the band
edge will contribute to electronic transport. It is there-
fore unnecessary to compute the electron lifetimes for
all k-points in the band structure, as most will have no
impact on transport properties. From the generalized
transport coefficients L in Eq. (S12), it can be seen that
each k-point’s contribution to the transport properties is
scaled by a factor (εnk − εF)n
[−∂f0nk/∂εnk], which de-
pends entirely on the energy of the state. Accordingly, we
have designed a procedure to assess which energy range
is important for transport, illustrated in Fig. S2(a). We
begin by denoting the “moment-coefficient weight” as
wn(ε) = (εF − ε)n
[
−∂f
0
∂ε
]
, (S17)
where the indices n = 0, 1, 2, correspond to the moments
of Ln required to compute conductivity, Seebeck coeffi-
cient, and the electronic component of thermal conduc-
tivity, respectively. This is weighted by the spectral con-
ductivity Σcrt under the assumption of a constant relax-
ation time [i.e., Eq. (S11) with τ = 1] to give
wΣ
crt
n (ε) = |wn(ε)| · Σcrt(ε). (S18)
Finally, we compute the normalized cumulative integral
of the weights according to
wcumn (ε) =
∫ ε
−∞ w
Σcrt
n (ε
′) dε′∫
wΣcrtn (ε
′) dε′
. (S19)
We can then define a tuneable parameter λ than controls
the minimum and maximum energy ranges within which
to calculate the scattering rates. Namely,
εminn = arg min
ε
∣∣∣∣wcumn (ε)− λ2
∣∣∣∣, (S20)
εmaxn = arg min
ε
∣∣∣∣wcumn (ε)− [1− λ2
]∣∣∣∣, (S21)
where λ can vary between 0 (in which case εminn and εmaxn
will be the minimum and maximum energies in the band
structure) and 1 (where εminn and εmaxn will be the same
value). A value of λ = 0.1, indicates that 90 % of the
integrated wΣ
crt
n will be included in the energy range.
Alternatively put, a value of λ = 0.1 results in εminn
and εmax taking the energies where wcumn = 0.05 and
0.95, respectively. The final energy range is given by
εmin = min({εminn : n = 0, 1, 2}) and εmax = max({εmaxn :
n = 0, 1, 2}). The scattering rate is only calculated for
states where εmin ≤ εnk ≤ εmax, with the scattering rates
of the remaining states set to the average value of the
rates that have been calculated explicitly. By setting λ
to an appropriate value, the scattering rates for k-points
outside the energy range will not impact the transport
properties.
To demonstrate the impact of λ and determine rea-
sonable values to use in our calculations, we have inves-
tigated the convergence of the transport properties for
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FIG. S2. (a) Procedure for obtaining the energy range in which to calculate scattering rates. The momentum coefficient weight
wn for n = 0, 1, 2 (top panel) is scaled by the spectral conductivity Σcrt to give wΣ
crt
n . The cumulative integral of the moment
weights wcumn is used to determined the energy cutoffs (bottom panel). The dashed orange, teal, and pink lines give εminn and
εmaxn for n = 0, 1, 2, respectively at λ = 0.05. The final values of εmin and εmax are taken as the smallest εminn and largest
εmaxn values across all moments, respectively. (b) Convergence of electronic transport properties p as a function of λ at 300 K
for GaAs, Si, SnSe, and CuAlO2. Absolute percentage difference from converged value |(p− pλ0)/pλ0 | given for conductivity
(p = σ, orange), Seebeck coefficient (S, teal), and electronic contribution to the thermal conductivity (κ, pink), respectively.
pλ0 corresponds to the value of the transport properties at λ = 0 — i.e., the scattering rates for all k-points are calculated
explicitly. Convergence within 1 % is highlighted by a dashed gray line.
GaAs, Si, SnSe, and CuAlO2 at 300 K [Fig. S2(b)]. The
conductivity, Seebeck coefficient, and electronic contri-
bution to the thermal conductivity of all materials are
converged to within than 1 % by λ = 0.02. In most
cases, the Seebeck coefficient converges the fastest, most
likely due to its weaker dependence on the scattering rate.
The electronic contribution to the thermal conductivity
is the slowest property to converge, as expected from its
reliance on a broader momentum coefficient weight. If
only the conductivity or Seebeck coefficient are of inter-
est, a much larger value of λ can be used. For example,
using a λ of 0.1 converges these properties to within 1 %.
In our calculations, we employ a λ of 0.05 which offers
a reasonable trade-off between speed and convergence.
This property is controlled in our software implementa-
tion through the fd_tol parameter.
C. Software implementation
An open-source implementation of the formalism, used
to perform all calculations in this work, is released as
a package called amset [33]. amset is freely avail-
able under a modified Berkeley Software Distribution
(BSD) license. The current version is developed and
maintained using Git and is accessible at https://
hackingmaterials.lbl.gov/amset. The code can be
run on both high-performance computing clusters or per-
sonal computers. amset is implemented in Python 3 and
relies on several open-source libraries including pymatgen
[34] for parsing vasp calculation outputs, BoltzTraP2
[20, 35] for Fourier interpolation of electronic eigenvalues
and group velocities, spglib [36] for symmetry analysis,
quadpy [31] for numerical integration, and matplotlib
[37] for plotting. The NumPy [38] and SciPy [39] li-
braries are used extensively to minimize the cost of ex-
pensive matrix operations. All-electron wave function co-
efficients are generated from the pseudo-wave functions
using the MomentumMatrix functionality of the pawpy-
seed package [40].
amset can be used through either the the command-
line or a Python application programming interface
(API). A typical workflow, showing computational inputs
and outputs, is illustrated in Fig. (S3). The primary in-
puts are vasprun.xml and WAVECAR vasp output files,
calculated on a uniform k-point mesh. Additional set-
tings, such as the materials parameters used to calculate
scattering, the doping concentrations and temperatures
to consider, and accuracy settings such as fd_tol, can
be specified in a separate file or as command-line argu-
ments. Information on all the available settings is pro-
vided on the amset website. After obtaining the first
principles inputs, two pre-processing steps are required.
Firstly, the all-electron wave function coefficients must be
extracted from the vasp WAVECAR file using the wave tool.
Secondly, the “effective-phonon-frequency” should be cal-
culated from phonon frequencies and eigenvectors, and
the Born effective charges using the phonon-frequency
tool. This process is described in more detail in Section
IIIA. Scattering rates and transport properties are com-
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FIG. S3. Schematic of the amset program indicating the
typical inputs and outputs, command-line tools, and program
flow.
puted using the run command. The primary output is
the transport file, which by default contains the cal-
culated mobility, Seebeck coefficient, and electronic con-
tribution to the thermal conductivity in the JavaScript
Object Notation (JSON) format. The scattering rates,
and interpolated eigenvalues and group velocities can be
written to the mesh file with the Hierarchical Data For-
mat version 5 (HDF5) format [41] using the write_mesh
option. Finally, the plot command can be used to plot
transport properties, lifetimes, and electron linewidths
from the transport and mesh files. The sumo package
is used for plotting band structures [42].
D. Timing analysis
A primary goal of the present approach is to be
amenable to high-throughput computational workflows.
To investigate the computational requirements of the am-
set package, we have illustrated the time taken to cal-
culate the scattering rates of several of the test mate-
rials in Fig. S4(a). All calculations were performed on
a MacBook Pro with a quad core 2.9 GHz Intel Core
i7 processor. The maximum time taken was 42 min for
GaN, with most of the remaining materials completed
in under 20 min. To understand which portions of the
code are the most computationally demanding, we have
broken down the results into the time taken to: (i) per-
form Fourier interpolation of electronic eigenvalues, (ii)
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FIG. S4. Timing analysis for running amset on a selec-
tion of materials in the test set. Calculations performed us-
ing the materials parameters in Table II and at the carrier
concentrations and temperatures specified in Table IV. (a)
The total runtime for each system, broken up into the dif-
ferent functions of the code. (b) Correlation between time
and number (denoted by #) of k-points for the interpolation,
scattering, and transport routines. kir indicates the k-points
within the irreducible Brillouin zone. The number of temper-
atures and carrier concentrations are denoted by # T and #
n, respectively. The computational complexity, provided in
big O notation relative to the x-axis, is given in grey text and
highlighted by dashed grey lines.
compute the density of states through the tetrahedron
method, (iii) obtain the scattering rates, (iv) calculate
transport properties, and (v) write the output data to
disk. We note, the benchmarks were performed with the
write_mesh option enabled, so the output includes the
scattering rates and interpolated band structure. In gen-
eral, writing the output data takes the least amount of
time relative to the other functions of the code. The
breakdown for the rest of the computational steps de-
pends strongly on the material and run time parameters,
with most of the time spent calculating the scattering
rates or transport properties.
To understand the scaling performance of amset with
7interpolation density, we have investigated the correla-
tion of runtime with number of k-points. We find there
is not a simple correlation between the total number of
k-points and total runtime. Instead, each function of
the code shows different scaling behaviour. The interpo-
lation routines show O(n log n) scaling (where n is the
total number of k-points in the dense mesh), which is
consistent with the time complexity of the fast Fourier
transform algorithm. The time taken to compute scatter-
ing does not correlate well with total number of k-points.
This is primarily as we only compute the scattering rates
for the k-points which fall within the energy cutoffs de-
fined by the λ parameter (see Section II B). In addition,
we use the symmetry of the reciprocal lattice to limit
our calculations to the k-points in the irreducible Bril-
louin zone (denoted kir-points). The timing of the scat-
tering routines correlates with the number of irreducible
k-points that fall within the energy cutoffs, exhibiting a
O(n1.3) scaling complexity. We note that, while the scat-
tering rate is only calculated for the irreducible k-points
within the energy cutoffs, the scattering rate for each
state requires integrating the partial decay rates over the
full Brillouin zone and not just the irreducible part. The
time taken to compute transport properties correlates to
the number the number of irreducible k-points multiplied
by the number of carrier concentrations and tempera-
tures included in the calculation, with a O(n0.9) scal-
ing complexity. The primary expense when computing
transport properties is generating the energy-dependent
tetrahedron integration weights used to obtain the spec-
tral conductivity.
E. Reproducing the Brooks–Herring model of
impurity scattering
A primary advantage of the present approach is that
it allows, for the first time, evaluation of ionized impu-
rity scattering in anisotropic multi-band systems. Most
modern computational evaluations of impurity scattering
instead employ the closed-form Brooks–Herring formula
[7, 8]. We will not reproduce the full derivation here but
refer the reader to the excellent introduction provided in
Ref. [43]. In this approach, the scattering matrix element
gnm(k,q) =
n
1/2
ii Ze
s
1
|q|2 + β2 , (S22)
where nii and Z are the concentration and charge of
the charge of the impurities, s is the static dielectric
constant, and β is the inverse screening length given by
Eq. (S10), is analytically integrated for a single parabolic
band [7, 8]. Under the assumption of complete overlap
between the states the nk and mk + q, the resulting
energy-dependent lifetime can be written
τ−1BH(ε) =
niiZ
2e4G(b)
pi16
√
2
√
m∗d2s
ε−3/2, (S23)
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FIG. S5. Comparison of the (a) mobility and (b) carrier life-
time between AMSET and the analytical Brooks–Herring for-
mulas. Results calculated at a temperature of 500 K.
where m∗d is the density of states effective mass, 0 is
the vacuum permittivity, G(b) = ln(b+ 1) − b/(b + 1),
and b = 8m∗dε/~2β2. Further integration of the energy-
dependent lifetime yields the well-known Brooks–Herring
mobility formula
µBH =
128
√
2pi2s (kBT )
3/2
e3Z2
√
m∗dniiG(b)
. (S24)
To validate our implementation of ionized impurity
scattering, we have generated a model parabolic elec-
tronic structure according to
εk =
~2|k|2
2m∗d
, (S25)
vk =
~|k|
m∗d
, (S26)
where εk and vk are the energy and group velocity at
wave vector k, respectively. We calculated the ionized
impurity scattering rate and resulting mobility using the
AMSET package and Brooks–Herring formulas, param-
eterized according to Z = 1, m∗d = 0.2m0, s = 20 0,
nii = 1× 1016 cm−3 to 1× 1019 cm−3, and T = 500 K. A
comparison between the two approaches is presented in
Fig. (S5). Close agreement is observed for the both the
mobility and carrier lifetime, indicating our approach is
accurately reproducing the Brooks–Herring results.
8III. FIRST-PRINCIPLES INPUTS
A. Computational methodology
First-principles calculations were performed using
Kohn-Sham DFT [44, 45] as implemented in the Vi-
enna ab initio Simulation Package (vasp) [46–48]. All
ab initio inputs were computed within the generalized-
gradient approximation (GGA) [49] using the Perdew-
Burke-Ernzerhof (PBE) exchangeâĂŞcorrelation func-
tional [50]. Calculations were performed in a plane-wave
basis set with scalar relativistic psueodpoentials and
with the interactions between core and valence electrons
described using the projector augmented-wave method
(PAW) [51, 52]. The set-up, submission, and man-
agement of first-principles calculations was handled us-
ing the atomate workflow management software with
the default parameters of version 0.8.3 [53, 54]. The
plane-wave energy cutoff was set to 520 eV. Struc-
ture optimization was performed using the standard py-
matgen MPRelaxSet with a reciprocal k-point density
of 64k-points/Å3 [34]. The uniform non-self-consistent
calculations used as input to the scattering calcula-
tions were run with a reciprocal k-point density of
1000k-points/Å3. Spin–orbit interactions were not con-
sidered in our calculations.
Piezeoelectric constants, and static and high-frequency
dielectric constants were computed using density func-
tional perturbation theory (DFPT) based on the method
developed and by Baroni and Resta [55] and adapted
to the PAW formalism by Gajdoš et al. [56]. Elas-
tic constants were obtained through the stress-strain
approach detailed in Ref. [57]. These calculations
were automated using the piezeoelectric_constant,
dielectric_constant, and elastic_constant preset
workflows available in atomate [53].
Absolute volume deformation potentials were calcu-
lated in the manner proposed by Wei and Zunger [58].
The deformation potential describes the change in energy
of the bands with change in volume and was calculated as
Dnk = δεnk/δSαβ where S is the uniform stress tensor.
We average the deformation potential over contraction
(−0.5 %) and expansion (+0.5 %) of the lattice. Further-
more, we calculate the full deformation potential tensor
by computing the deformation for each component of the
strain tensor. To account for shifts in the average elec-
trostatic potential between deformed cells, we align the
eigenvalues to the energy level of the deepest core state
[58].
The “effective phonon frequency” used in the calcula-
tion of polar-optical phonon scattering was determined
from the phonon frequencies ωqν (where ν is a phonon
branch and q is a phonon wave vector) and eigenvectors
eκν(q) (where κ is an atom in the unit cell). In order
to capture scattering from the full phonon band struc-
ture in a single phonon frequency, each phonon mode is
weighted by the dipole moment it produces according to
wν =
∑
κ
[
1
Mκωqν
]1/2
× [q · Z∗κ · eκν(q)] (S27)
where Z∗κ is the Born effective charge. This naturally
suppresses the contributions from transverse-optical and
acoustic modes in the same manner as the more general
formalism for computing Frölich based electron-phonon
coupling [59, 60]. The weight is calculated only for Γ-
point phonon frequencies and averaged over the unit
sphere scaled by 0.01 to capture both the polar diver-
gence at q → 0 and any anisotropy in the dipole mo-
ments. The effective phonon frequency is calculated as
the weighted sum over all Γ-point phonon modes accord-
ing to
ωpo =
ωΓνwν∑
ν wν
. (S28)
We have released an open source tool phonon-frequency
as part of the amset package that automates this com-
putation from vasp calculation outputs.
B. Materials parameters
All materials parameters were computed from first-
principles in the manner described in the Computational
Methodology. A summary of the materials parameters
used to compute carrier scattering rates is provided in
Table II. We have additionally employed the rigid scissor
approximation such that band gaps match those calcu-
lated using the hybrid HSE06 exchange–correlation func-
tional. Table III gives the band gaps and k-point meshes
employed in our calculations. Furthermore, we report
the range of temperatures and carrier concentrations at
which mobility and Seebeck coefficients are computed in
Tables IV and V.
C. Experimental data
In the main text, we calculate the mobility and Seebeck
coefficient of 16 semiconductors and compare our results
to experimental measurements. Our set of test mate-
rials spans a range of chemistries and doping-polarities
and contains both isotropic and anisotropic materials.
The set includes: (i) conventional semiconductors, Si,
GaAs, GaN, GaP, InP, ZnS, ZnSe, CdS, CdSe, and
SiC; (ii) the thermoelectric candidate SnSe; (iv) pho-
tovoltaic absorbers PbS and CdTe; and (iii) transpar-
ent conductors, SnO2, ZnO, and CuAlO2. The reference
samples are of the highest purity and crystallinity in or-
der to minimize the mesoscopic effects of grain bound-
ary scattering and crystallographic one-dimensional and
two-dimensional defects (e.g., line dislocations, edge dis-
locations, and stacking faults). We favor bulk crys-
tals over thin films (which can exhibit surface effects
9TABLE II. Materials parameters used to compute scatterings rates. C is the elastic tensor in Voigt notation, with the unit GPa.
s and ∞ are the static and high-frequency dielectric constants in 0. Dvb and Dcb are the absolute deformation potentials at
the valence and conduction band edge, respectively. d is the dimensionless piezoelectric coefficient. ωpo is the effective polar
phonon frequency given in THz. For all tensor properties, components that are not explicitly listed are zero.
Material C11 C22 C33 C44 C55 C66 C12 C13 C23 s,11 s,22 s,33 ∞,11 ∞,22 ∞,33 Dvb11 Dvb22 Dvb33 Dcb11 Dcb22 Dcb33 d ωpo
GaAs 99 99 99 51 51 51 41 41 41 10.3 10.3 10.3 12.2 12.2 12.2 1.2 1.2 1.2 8.6 8.6 8.6 0.0 8.2
GaN 325 325 358 90 90 107 112 78 78 5.9 5.9 6.1 10.5 10.5 11.7 8.2 8.2 8.5 15.0 15.0 15.2 0.0 19.0
InP 87 87 87 42 42 42 46 46 46 13.2 13.2 13.2 16.5 16.5 16.5 1.6 1.6 1.6 5.7 5.7 5.7 0.0 10.3
ZnS 96 96 96 46 46 46 55 55 55 5.9 5.9 5.9 9.4 9.4 9.4 0.5 0.5 0.5 7.0 7.0 7.0 0.1 7.9
ZnSe 82 82 82 37 37 37 47 47 47 7.3 7.3 7.3 10.7 10.7 10.7 0.8 0.8 0.8 5.7 5.7 5.7 0.0 5.9
CdS 80 80 85 15 15 17 45 37 37 6.0 6.0 6.1 9.8 9.8 10.4 0.3 0.3 0.8 2.4 2.4 3.2 0.2 6.5
CdSe 66 66 72 13 13 15 36 31 31 8.8 8.8 8.7 12.4 12.4 13.0 0.2 0.2 0.6 2.4 2.4 2.9 0.1 4.7
CdTe 47 47 47 19 19 19 30 30 30 9.3 9.3 9.3 12.8 12.8 12.8 0.1 0.1 0.1 2.9 2.9 2.9 0.0 3.9
GaP 125 125 125 65 65 65 52 52 52 10.6 10.6 10.6 12.9 12.9 12.9 0.4 0.4 0.4 13.0 13.0 13.0 0.0 10.3
SiC 382 382 382 241 241 241 126 126 126 7.0 7.0 7.0 10.3 10.3 10.3 5.6 5.6 5.6 3.4 3.4 3.4 0.2 23.2
PbS 121 121 121 20 20 20 18 18 18 15.6 15.6 15.6 277.7 277.7 277.7 1.6 1.6 1.6 1.0 1.0 1.0 0.0 6.6
SnO2 376 215 215 178 84 84 127 127 136 4.9 4.6 4.6 10.5 13.6 13.6 0.9 1.5 1.5 10.7 13.2 13.2 0.0 10.4
ZnO 188 188 205 37 37 39 109 92 92 3.8 3.8 3.8 10.5 10.5 11.4 7.6 7.6 8.2 9.1 9.1 9.5 0.0 11.2
SnSe 30 39 67 12 28 14 13 28 8 16.9 15.3 18.7 32.3 27.1 46.3 13.8 15.9 14.7 11.2 9.8 14.5 0.0 3.2
CuAlO2 294 294 509 39 39 102 90 103 103 6.1 6.1 4.6 10.8 10.8 7.3 2.5 2.5 4.8 7.1 7.1 10.2 0.0 14.0
Si 144 144 144 75 75 75 53 53 53 13.0 13.0 13.0 13.0 13.0 13.0 6.5 6.5 6.5 8.1 8.1 8.1 0.0 0.0
TABLE III. Band gaps and k-point meshes used to compute
scatterings rates. εHSEg and εexpg are the band gaps calculated
using the HSE06 functional and taken from experiment, re-
spectively, with the references given in square brackets. The
coarse k-point mesh of the electronic band structures com-
puted using density functional theory (DFT) are compared
to the dense mesh obtained through Fourier interpolation.
k-point mesh
Material εHSEg (eV) εexpg (eV) DFT Interpolated
GaAs 1.33 [61] 1.52 [62] 17× 17× 17 143× 143× 143
GaN 3.06 [63] 3.26 [62] 20× 20× 12 183× 183× 97
InP 1.48 [64] 1.42 [62] 16× 16× 16 151× 151× 151
ZnS 3.22a 3.72 [65] 18× 18× 18 133× 133× 133
ZnSe 2.24a 2.82 [66] 17× 17× 17 99× 99× 99
CdS 2.12a 2.48 [67] 15× 15× 9 87× 87× 47
CdSe 1.46a 1.73 [68] 15× 15× 9 87× 87× 47
CdTe 1.34a 1.48 [69] 15× 15× 15 89× 89× 89
GaP 2.37a 2.24 [70] 18× 18× 18 105× 105× 105
SiC 2.35a 2.36 [71] 22× 22× 22 125× 125× 125
PbS 0.84 [72] 0.37 [73] 16× 16× 16 119× 119× 119
SnO2 2.88 [74] 3.60 [75] 19× 13× 13 135× 91× 91
ZnO 2.55 [76] 3.37 [73] 20× 20× 12 145× 145× 77
SnSe 1.10 [77] 0.90 [78] 13× 13× 5 51× 49× 17
CuAlO2 3.52 [79] 2.97 [80] 14× 14× 4 57× 57× 13
Si 1.15 [76] 1.14 [73] 18× 18× 18 105× 105× 105
a This work.
that impact carrier transport, e.g., strain, oxidation, off-
stoichiometries, and surface dipole moments), however,
in some cases we use epitaxial single crystal films. We
also favor undoped or dilutely doped crystals (to less than
0.5 % at.) to avoid the formation of secondary crystal
phases and degenerate doping. Lastly, we favor studies
that look at a wide range of carrier concentrations and/or
temperatures (greater than 300K). In all cases, experi-
TABLE IV. Summary of temperature and doping conditions
used for computing electron mobility. References provided
to Electron–Phonon Wannier (EPW) calculations and experi-
mental measurements performed at the same doping and tem-
perature conditions, which are used in the comparison of elec-
tron mobilities in the main text and Supplemental Material.
Material Doping T (K) n (cm−3) Exp. EPW
GaAs n-type 200–1000 3.0×1013 [18] [81]
GaAs p-type 300 3.0×1013–8.6×1019 [82, 83] —
GaN n-type 150–500 3.0×1016–5.5×1016 [84] [85]
InP n-type 150–700 1.5×1016 [86] —
ZnS n-type 300–650 1.0×1016 [87] —
ZnSe n-type 200–1300 4.0×1014–2.0×1015 [88, 89] —
CdS n-type 100–400 5.0×1015 [90] —
CdSe n-type 150–1300 1.0×1016–1.0×1018 [91, 92] —
CdTe n-type 100–1200 5.4×1014–1.4×1017 [93, 94] —
CdTe p-type 550–1000 1.4×1016–6.7×1016 [94] —
GaP n-type 100–500 3.0×1016 [95] —
SiC n-type 100–850 3.7×1015–2.5×1016 [96] [97]
PbS n-type 300–750 3.6×1017 [98]
SnO2 n-type 300–700 1.0×1017 [99] —
ZnO n-type 300–1000 8.2×1016 [100] —
SnSe p-type 300–600 3.0×1017 [101] [102]
CuAlO2 p-type 300–430 1.3×1017–7.4×1018 [80] —
Si p-type 300 2.0×1014–4.4×1018 [103] [3]
mental mobility is measured via the DC Hall effect. A
summary of the reference data used in the comparisons
against carrier mobility and Seebeck coefficient are pro-
vided in Tables IV and V.
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TABLE V. Summary of temperature and doping conditions
used for computing Seebeck coefficient. References provided
to experimental measurements performed at the same doping
and temperature conditions, which are used in the comparison
of Seebeck coefficients in the main text and Supplemental
Material.
Material Doping T (K) n (cm−3) Exp.
GaAs n-type 400–750 3.5× 1017 [104]
GaAs p-type 350–750 6.4× 1019 [105]
GaN n-type 100–300 1.3× 1019 [106]
InP n-type 150–700 2.1× 1017 [107]
CdS n-type 130–300 2.8×1015 [108]
PbS n-type 300–800 2.5× 1019 [109]
SnO2 n-type 300–800 8.2× 1018 [110]
ZnO n-type 200–1000 5.2× 1017 [111]
SnSe p-type 300–600 3.0× 1017 [101]
Si n-type 300 1×1014–1×1019 [112, 113]
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IV. MOBILITY RESULTS
A. Temperature and carrier dependent mobility
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FIG. S6. Mobility against temperature or carrier-concentration for all test materials, computed using the HSE06 band gap.
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B. Scattering limited mobilities
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FIG. S7. Mobility limited by different scattering mechanisms against temperature or carrier-concentration for all test materials,
computed using the HSE06 band gap.
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C. Mobility calculated using the HSE06 functional
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FIG. S8. Mobility against temperature or carrier-concentration for a set of test materials, computed using HSE06 electronic
structures.
14
V. SEEBECK COEFFICIENT RESULTS
A. Temperature- and carrier concentration-dependent Seebeck coefficient
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FIG. S9. Seebeck coefficient against temperature for all test materials, computed using the HSE06 band gap.
B. Seebeck coefficient calculated using the HSE06 functional
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FIG. S10. Seebeck coefficient against temperature for a set of test materials computed using HSE06 electronic structures.
15
VI. SCATTERING RATE COMPARISON
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FIG. S11. Computed scattering rates compared against EPW calculations [3, 81, 97, 102]. Results calculated at 300 K using
the the lowest carrier concentrations for each material given in Table. IV
.
VII. COMPARISON AGAINST CRT AND EPW
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FIG. S12. Comparison between AMSET, constant relaxation time approximation calculations, EPW calculations, and
experiments for (a) carrier mobilities at 300 K (b) the exponential temperature trend of carrier mobilities, and (c) Seebeck
coefficients at 300 K.
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VIII. BAND STRUCTURES
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FIG. S13. Band structures (pre-scissor operation) calculated using the PBE exchange–correlation functional, interpolated from
a uniform k-point mesh using the boltztrap2 package.
17
[1] J. Ziman, Electrons and Phonons, Oxford University
Press (1960).
[2] S. Poncé, W. Li, S. Reichardt, and F. Giustino,
First-principles calculations of charge carrier mobil-
ity and conductivity in bulk semiconductors and two-
dimensional materials, Rep. Prog. Phys. 83, 036501
(2020).
[3] S. Poncé, E. R. Margine, and F. Giustino, Towards pre-
dictive many-body calculations of phonon-limited car-
rier mobilities in semiconductors, Phys. Rev. B 97,
121201 (2018).
[4] W. Li, Electrical transport limited by electron-phonon
coupling from Boltzmann transport equation: An ab
initio study of Si, Al, and MoS 2, Phys. Rev. B 92,
075405 (2015).
[5] G. Grimvall, The Electron-Phonon interaction in metals
(North-Holland, Amsterdam, 1981).
[6] F. Giustino, M. L. Cohen, and S. G. Louie, Electron-
phonon interaction using Wannier functions, Phys. Rev.
B 76, 165108 (2007).
[7] H. Brooks, Scattering by ionized impurities in semicon-
ductors, in Phys. Rev., Vol. 83 (1951) pp. 879–879.
[8] C. Herring and E. Vogt, Transport and deformation-
potential theory for many-valley semiconductors with
anisotropic scattering, Phys. Rev. 101, 944 (1956).
[9] J. Bardeen and W. Shockley, Deformation potentials
and mobilities in non-polar crystals, Phys. Rev. 80, 72
(1950).
[10] F. S. Khan and P. B. Allen, Deformation potentials and
electron-phonon scattering: Two new theorems, Phys.
Rev. B 29, 3341 (1984).
[11] E. Kartheuser and S. Rodriguez, Deformation potentials
and the electron-phonon interaction in metals, Phys.
Rev. B 33, 772 (1986).
[12] R. Resta, Deformation-potential theorem in metals and
in dielectrics, Phys. Rev. B 44, 11035 (1991).
[13] H. Meijer and D. Polder, Note on polar scattering of
conduction electrons in regular crystals, Physica 19, 255
(1953).
[14] W. A. Harrison, Mobility in zinc blende and indium
antimonide, Phys. Rev. 101, 903 (1956).
[15] D. Rode, Low-field electron transport, in Semiconduc-
tors and semimetals, Vol. 10 (Elsevier, 1975) pp. 1–89.
[16] H. Fröhlich, Electrons in lattice fields, Adv. Phys. 3, 325
(1954).
[17] M. Born, Quantenmechanik der stoßvorgänge, Z. Phys.
38, 803 (1926).
[18] D. Rode and S. Knight, Electron transport in GaAs,
Phys. Rev. B 3, 2534 (1971).
[19] L. Onsager, Reciprocal relations in irreversible pro-
cesses. i., Phys. Rev. 37, 405 (1931).
[20] G. K. Madsen, J. Carrete, and M. J. Verstraete, Boltz-
TraP2, a program for interpolating band structures and
calculating semi-classical transport coefficients, Com-
put. Phys. Commun. 231, 140 (2018).
[21] P. E. Blöchl, O. Jepsen, and O. K. Andersen, Im-
proved tetrahedron method for Brillouin-zone integra-
tions, Phys. Rev. B 49, 16223 (1994).
[22] G. K. Madsen, J. Carrete, and M. J. Verstraete, Boltz-
TraP2, a program for interpolating band structures and
calculating semi-classical transport coefficients, Com-
put. Phys. Commun. 231, 140 (2018).
[23] G. K. Madsen and D. J. Singh, BoltzTraP. A code for
calculating band-structure dependent quantities, Com-
put. Phys. Commun. 175, 67 (2006).
[24] R. N. Euwema, D. J. Stukel, T. C. Collins, J. S. Dewitt,
and D. G. Shankland, Crystalline Interpolation with
Applications to Brillouin-Zone Averages and Energy-
Band Interpolation, Phys. Rev. 178, 1419 (1969).
[25] D. Koelling and J. Wood, On the interpolation of eigen-
values and a resultant integration scheme, J. Comput.
Phys. 67, 253 (1986).
[26] D. G. Shankland, Fourier transformation by smooth in-
terpolation, Int. J. Quantum Chem. 5, 497 (2009).
[27] W. E. Pickett, H. Krakauer, and P. B. Allen, Smooth
Fourier interpolation of periodic functions, Phys. Rev.
B 38, 2721 (1988).
[28] G. Lehmann and M. Taut, On the numerical calculation
of the density of states and related properties, Phys.
Status Solidi B 54, 469 (1972).
[29] H. Xiao and Z. Gimbutas, A numerical algorithm for
the construction of efficient quadrature rules in two and
higher dimensions, Comput. Math. with Appl. 59, 663
(2010).
[30] M. Festa and A. Sommariva, Computing almost min-
imal formulas on the square, J. Comput. Appl. Math
236, 4296 (2012).
[31] N. Schlömer, N. R. Papior, R. Zetter, M. Ancellin, and
D. Arnold, nschloe/quadpy v0.14.11 (2020).
[32] C. Friedrich, Tetrahedron integration method for
strongly varying functions: Application to the G T self-
energy, Phys. Rev. B 100, 075142 (2019).
[33] A. Ganose, AMSET: ab initio scattering and transport
(2020).
[34] S. P. Ong, W. D. Richards, A. Jain, G. Hautier,
M. Kocher, S. Cholia, D. Gunter, V. L. Chevrier, K. A.
Persson, and G. Ceder, Python Materials Genomics (py-
matgen): A robust, open-source python library for ma-
terials analysis, Comput. Mater. Sci. 68, 314 (2013).
[35] G. K. Madsen and D. J. Singh, BoltzTraP. a code for
calculating band-structure dependent quantities, Com-
put. Phys. Commun. 175, 67 (2006).
[36] A. Togo and I. Tanaka, Spglib: A software library for
crystal symmetry search, ArXiv180801590 Cond-Mat
(2018), arXiv:1808.01590 [cond-mat].
[37] J. D. Hunter, Matplotlib: A 2D Graphics Environment,
Comput. Sci. Eng. 9, 90 (2007).
[38] S. Van Der Walt, S. C. Colbert, and G. Varoquaux,
The NumPy array: A structure for efficient numer-
ical computation, Comput. Sci. Eng. 13, 22 (2011),
arXiv:1102.1523.
[39] SciPy 1.0 Contributors, P. Virtanen, R. Gommers, T. E.
Oliphant, M. Haberland, T. Reddy, D. Cournapeau,
E. Burovski, P. Peterson, W. Weckesser, J. Bright, S. J.
van der Walt, M. Brett, J. Wilson, K. J. Millman,
N. Mayorov, A. R. J. Nelson, E. Jones, R. Kern, E. Lar-
son, C. J. Carey, İ. Polat, Y. Feng, E. W. Moore, J. Van-
derPlas, D. Laxalde, J. Perktold, R. Cimrman, I. Hen-
riksen, E. A. Quintero, C. R. Harris, A. M. Archibald,
A. H. Ribeiro, F. Pedregosa, and P. van Mulbregt, SciPy
1.0: Fundamental algorithms for scientific computing in
Python, Nat. Methods 17, 261 (2020).
18
[40] K. Bystrom, D. Broberg, S. Dwaraknath, K. A. Persson,
and M. Asta, Pawpyseed: Perturbation-extrapolation
band shifting corrections for point defect calculations,
ArXiv190411572 Cond-Mat (2019), arXiv:1904.11572
[cond-mat].
[41] M. Folk, G. Heber, Q. Koziol, E. Pourmal, and
D. Robinson, An overview of the HDF5 technology suite
and its applications, in Proceedings of the EDBT/ICDT
2011 Workshop on Array Databases (2011) pp. 36–47.
[42] A. M. Ganose, A. J. Jackson, and D. O. Scanlon, sumo:
Command-line tools for plotting and analysis of periodic
ab initio calculations, Journal of Open Source Software
3, 717 (2018).
[43] D. Chattopadhyay and H. J. Queisser, Electron scatter-
ing by ionized impurities in semiconductors, Rev. Mod.
Phys. 53, 745 (1981).
[44] P. Hohenberg and W. Kohn, Inhomogeneous Electron
Gas, Phys. Rev. 136, B864 (1964).
[45] W. Kohn and L. J. Sham, Self-Consistent Equations In-
cluding Exchange and Correlation Effects, Phys. Rev.
140, A1133 (1965).
[46] G. Kresse and J. Hafner, Ab initio molecular-
dynamics simulation of the liquid-metal–amorphous-
semiconductor transition in germanium, Phys. Rev. B
49, 14251 (1994).
[47] G. Kresse and J. Furthmüller, Efficient iterative schemes
for ab initio total-energy calculations using a plane-wave
basis set, Phys. Rev. B 54, 11169 (1996).
[48] G. Kresse and J. Furthmüller, Efficiency of ab-initio to-
tal energy calculations for metals and semiconductors
using a plane-wave basis set, Comput. Mater. Sci. 6, 15
(1996).
[49] J. P. Perdew and W. Yue, Accurate and simple density
functional for the electronic exchange energy: Gener-
alized gradient approximation, Phys. Rev. B 33, 8800
(1986).
[50] J. P. Perdew, K. Burke, and M. Ernzerhof, Generalized
gradient approximation made simple, Phys. Rev. Lett.
77, 3865 (1996).
[51] P. E. Blöchl, Projector augmented-wave method, Phys.
Rev. B 50, 17953 (1994), arXiv:1408.4701v2.
[52] G. Kresse and D. Joubert, From ultrasoft pseudopoten-
tials to the projector augmented-wave method, Phys.
Rev. B 59, 1758 (1999).
[53] K. Mathew, J. H. Montoya, A. Faghaninia,
S. Dwarakanath, M. Aykol, H. Tang, I. heng Chu,
T. Smidt, B. Bocklund, M. Horton, J. Dagdelen,
B. Wood, Z. K. Liu, J. Neaton, S. P. Ong, K. Persson,
and A. Jain, Atomate: A high-level interface to gen-
erate, execute, and analyze computational materials
science workflows, Comput. Mater. Sci. 139, 140
(2017).
[54] Atomate v0.8.3 (2018).
[55] S. Baroni and R. Resta, Ab Initio calculation of the
macroscopic dielectric constant in silicon, Phys. Rev. B
33, 7017 (1986).
[56] M. Gajdoš, K. Hummer, G. Kresse, J. Furthmüller, and
F. Bechstedt, Linear optical properties in the projector-
augmented wave methodology, Phys. Rev. B 73, 045112
(2006), arXiv:cond-mat/0510491.
[57] M. de Jong, W. Chen, T. Angsten, A. Jain, R. Notes-
tine, A. Gamst, M. Sluiter, C. Krishna Ande, S. van der
Zwaag, J. J. Plata, C. Toher, S. Curtarolo, G. Ceder,
K. A. Persson, and M. Asta, Charting the complete elas-
tic properties of inorganic crystalline compounds, Sci.
Data 2, 150009 (2015).
[58] S.-H. Wei and A. Zunger, Predicted band-gap pressure
coefficients of all diamond and zinc-blende semiconduc-
tors: Chemical trends, Phys. Rev. B 60, 5404 (1999).
[59] C. Verdi and F. Giustino, Fröhlich electron-phonon ver-
tex from first principles, Phys. Rev. Lett. 115, 176401
(2015).
[60] J. Sjakste, N. Vast, M. Calandra, and F. Mauri, Wannier
interpolation of the electron-phonon matrix elements in
polar semiconductors: Polar-optical coupling in GaAs,
Phys. Rev. B 92, 054307 (2015).
[61] Y.-S. Kim, M. Marsman, G. Kresse, F. Tran, and
P. Blaha, Towards efficient band structure and effective
mass calculations for III-V direct band-gap semiconduc-
tors, Phys. Rev. B 82, 205212 (2010).
[62] I. Vurgaftman, J. R. Meyer, and L. R. Ram-Mohan,
Band parameters for III–V compound semiconductors
and their alloys, J. Appl. Phys. 89, 5815 (2001).
[63] A. Stroppa and G. Kresse, Unraveling the Jahn-Teller
effect in Mn-doped GaN using the Heyd-Scuseria-
Ernzerhof hybrid functional, Phys. Rev. B 79, 201201
(2009).
[64] Y.-S. Kim, K. Hummer, and G. Kresse, Accurate band
structures and effective masses for InP, InAs, and InSb
using hybrid functionals, Phys. Rev. B 80, 035203
(2009).
[65] T. K. Tran, W. Park, W. Tong, M. M. Kyi, B. K. Wag-
ner, and C. J. Summers, Photoluminescence properties
of ZnS epilayers, J. Appl. Phys. 81, 2803 (1997).
[66] A. Mang, K. Reimann, and S. Rübenacke, Two-photon
spectroscopy in ZnSe under hydrostatic pressure, in Pro-
ceedings of the 22nd International Conference on the
Physics of Semiconductors, edited by D. J. Lockworth
(World Scientific, Singapore, 1994) pp. 317–320.
[67] S. Ninomiya and S. Adachi, Optical properties of
wurtzite CdS, J. Appl. Phys. 78, 1183 (1995).
[68] S. Ninomiya and S. Adachi, Optical properties of cubic
and hexagonal CdSe, J. Appl. Phys. 78, 4681 (1995).
[69] P. Lemasson, Free excitons at room temperature in cad-
mium telluride: A photoelectrochemical evidence, Solid
State Commun. 43, 627 (1982).
[70] L. M. Foster and M. Pilkuhn, Electroluminescence near
band gap in gallium phosphide containing shallow donor
and acceptor levels, Appl. Phys. Lett. 7, 65 (1965).
[71] X. Liu, L. Li, Q. Li, Y. Li, and F. Lu, Opti-
cal and mechanical properties of C, Si, Ge, and
3C–SiC determined by first-principles theory using
Heyd–Scuseria–Ernzerhof functional, Mater. Sci. Semi-
cond. Process 16, 1369 (2013).
[72] A. Walsh, Effects of reduced dimensionality on the elec-
tronic structure and defect chemistry of semiconduct-
ing hybrid organic–inorganic PbS solids, Proc. R. Soc.
A 467, 1970 (2011).
[73] O. Madelung, Semiconductors: data handbook (Springer
Science & Business Media, 2012).
[74] F. Tran and P. Blaha, Importance of the Kinetic En-
ergy Density for Band Gap Calculations in Solids with
Density Functional Theory, J. Phys. Chem. A 121, 3318
(2017).
[75] M. Batzill and U. Diebold, The surface and materials
science of tin oxide, Prog. Surf. Sci. 79, 47 (2005).
[76] Y. Hinuma, A. Grüneis, G. Kresse, and F. Oba, Band
alignment of semiconductors from density-functional
19
theory and many-body perturbation theory, Phys. Rev.
B 90, 155405 (2014).
[77] Y. Huang, C. Wang, X. Chen, D. Zhou, J. Du, S. Wang,
and L. Ning, First-principles study on intrinsic defects
of SnSe, RSC Adv. 7, 27612 (2017).
[78] H. Soliman, D. Abdel Hady, K. Abdel Rahman,
S. Youssef, and A. El-Shazly, Optical properties of tin-
selenid films, Physica A 216, 77 (1995).
[79] D. O. Scanlon and G. W. Watson, Conductivity Lim-
its in CuAlO2 from Screened-Hybrid Density Functional
Theory, J. Phys. Chem. Lett. 1, 3195 (2010).
[80] J. Tate, H. L. Ju, J. C. Moon, A. Zakutayev, A. P.
Richard, J. Russell, and D. H. McIntyre, Origin of p -
type conduction in single-crystal CuAlO2, Phys. Rev. B
80, 165206 (2009).
[81] J.-J. Zhou and M. Bernardi, Ab Initio electron mobility
and polar phonon scattering in GaAs, Phys. Rev. B 94,
201201 (2016).
[82] L. Janšák and T. S. Lagunova, Effect of magnetic field
on the impurity conduction in p-GaAs, Phys. Stat. Sol.
(a) 13, K15 (1972).
[83] D. E. Hill, Activation Energy of Holes in Zn-Doped
GaAs, J. Appl. Phys. 41, 1815 (1970).
[84] D. Steigerwald, S. Rudaz, H. Liu, R. S. Kern, W. Götz,
and R. Fletcher, III–V Nitride semiconductors for high-
performance blue and green light-emitting devices, JOM
49, 18 (1997).
[85] S. Poncé, D. Jena, and F. Giustino, Hole mobility of
strained GaN from first principles, Phys. Rev. B 100,
085204 (2019).
[86] V. V. Galavanov and N. V. Siukaev, On Mechanism of
Electron Scattering in InP, phys. stat. sol. (b) 38, 523
(1970).
[87] F. Kröger, Some optical and electrical measurements on
blue fluorescent ZnS-Cl single crystals, Physica 22, 637
(1956).
[88] M. Aven, High Electron Mobility in Zinc Selenide
Through Low-Temperature Annealing, J. Appl. Phys.
42, 1204 (1971).
[89] F. Smith, Evidence for a native donor in ZnSe from
high temperature electrical measurements, Solid State
Commun. 7, 1757 (1969).
[90] B. Pödör, J. Balázs, and M. Hársy, Electron concentra-
tion and mobility in CdS single crystals, phys. stat. sol.
(a) 8, 613 (1971).
[91] R. A. Btirmeister and D. A. Stevenson, Electrical Prop-
erties of n-Type CdSe, phys. stat. sol. (b) 24, 683
(1967).
[92] F. Smith, High temperature electrical properties of
CdSe: Evidence for a native donor, Solid State Com-
mun. 8, 263 (1970).
[93] B. Segall, M. R. Lorenz, and R. E. Halsted, Electri-
cal Properties of n-Type CdTe, Phys. Rev. 129, 2471
(1963).
[94] F. T. J. Smith, Electrically active point defects in cad-
mium telluride, Metall. Mater. Trans. B 1, 617 (1970).
[95] R. C. Taylor, J. F. Woods, and M. R. Lorenz, Electrical
and Optical Properties of Vapor-Grown GaP, J. Appl.
Phys. 39, 5404 (1968).
[96] M. Shinohara, M. Yamanaka, H. Daimon, E. Sakuma,
H. Okumura, S. Misawa, K. Endo, and S. Yoshida,
Growth of High-Mobility 3C-SiC Epilayers by Chemical
Vapor Deposition, Jpn. J. Appl. Phys. 27, L434 (1988).
[97] F. Meng, J. Ma, J. He, and W. Li, Phonon-limited
carrier mobility and temperature-dependent scattering
mechanism of 3C-SiC from first principles, Phys. Rev.
B 99, 045201 (2019).
[98] R. L. Petritz and W. W. Scanlon, Mobility of Electrons
and Holes in the Polar Crystal, PbS, Phys. Rev. 97,
1620 (1955).
[99] C. G. Fonstad and R. H. Rediker, Electrical Properties
of High-Quality Stannic Oxide Crystals, J. Appl. Phys.
42, 2911 (1971).
[100] A. R. Hutson, Hall Effect Studies of Doped Zinc Oxide
Single Crystals, Phys. Rev. 108, 222 (1957).
[101] L.-D. Zhao, S.-H. Lo, Y. Zhang, H. Sun, G. Tan,
C. Uher, C. Wolverton, V. P. Dravid, and M. G.
Kanatzidis, Ultralow thermal conductivity and high
thermoelectric figure of merit in SnSe crystals, Nature
508, 373 (2014).
[102] J. Ma, Y. Chen, and W. Li, Intrinsic phonon-limited
charge carrier mobilities in thermoelectric SnSe, Phys.
Rev. B 97, 205207 (2018).
[103] C. Jacoboni, C. Canali, G. Ottaviani, and A. Albe-
rigi Quaranta, A review of some charge transport prop-
erties of silicon, Solid State Electron. 20, 77 (1977).
[104] S. K. Sutadhar and D. Chattopadhyay, Thermoelectric
power of n-GaAs, J. Phys. C: Solid State Phys. 12, 1693
(1979).
[105] A. Amith, I. Kudman, and E. F. Steigmeier, Electron
and Phonon Scattering in GaAs at High Temperatures,
Phys. Rev. 138, A1270 (1965).
[106] C. SuŁkowski, A. ChuchmaŁa, A. J. Zaleski, M. Matu-
siak, J. Mucha, P. GŁuchowski, and W. Stręk, Trans-
port properties, specific heat and thermal conductivity
of GaN nanocrystalline ceramic, J. Solid State Chem.
183, 2501 (2010).
[107] I. Kudman and E. F. Steigmeier, Thermal Conductivity
and Seebeck Coefficient of InP, Phys. Rev. 133, A1665
(1964).
[108] K. Morikawa, Seebeck Effect in Cadmium Sulfide, J.
Phys. Soc. Jpn. 20, 786 (1965).
[109] H. Wang, E. Schechtel, Y. Pei, and G. J. Snyder, High
Thermoelectric Efficiency of n-type PbS, Adv. Energy
Mater. 3, 488 (2013).
[110] D. F. Morgan and D. A. Wright, Electrical properties
of single crystals of antimony-doped stannic oxide, Br.
J. Appl. Phys. 17, 337 (1966).
[111] T. Tsubota, M. Ohtaki, K. Eguchi, and H. Arai, Ther-
moelectric properties of Al-doped ZnO as a promising
oxide material for high-temperature thermoelectric con-
version, J. Mater. Chem. 7, 85 (1997).
[112] T. H. Geballe and G. W. Hull, Seebeck Effect in Silicon,
Phys. Rev. 98, 940 (1955).
[113] C. Herring, Theory of the Thermoelectric Power of
Semiconductors, Phys. Rev. 96, 1163 (1954).
