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POLYVECTOR FIELDS AND POLYDIFFERENTIAL OPERATORS
ASSOCIATED WITH LIE PAIRS
RUGGERO BANDIERA, MATHIEU STIÉNON, AND PING XU
Abstract. We prove that the spaces tot
(
Γ(Λ•A∨)⊗R T •poly
)
and tot
(
Γ(Λ•A∨)⊗R D•poly
)
associated with
a Lie pair (L,A) each carry an L∞ algebra structure canonical up to an L∞ isomorphism with the identity
map as linear part. These two spaces serve, respectively, as replacements for the spaces of formal polyvector
fields and formal polydifferential operators on the Lie pair (L,A), or more precisely, on the fibers of the map of
differentiable stacks XA → XL associated with the Lie pair (L,A). Consequently, both H•CE(A, T •poly) and
H•CE(A,D•poly) admit unique Gerstenhaber algebra structures. Our approach is based on homotopy transfer and
the construction of a Fedosov dg Lie algebroid (i.e. a dg foliation on a Fedosov dg manifold).
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2 RUGGERO BANDIERA, MATHIEU STIÉNON, AND PING XU
Introduction
The algebraic structure of the spaces of polyvector fields and of polydifferential operators on a manifold play
a crucial role in deformation quantization: Kontsevich’s famous formality theorem asserts that, for a smooth
manifold M , the Hochschild–Kostant–Rosenberg map extends to an L∞ quasi-isomorphism from the dgla
of polyvector fields onM to the dgla of polydifferential operators onM [17, 33, 10, 7, 8].
In this paper, we study the algebraic structures of “polyvector fields” and “polydifferential operators” on Lie
pairs. Throughout the paper, we use the symbol k to denote either of the fields R or C. A Lie algebroid over
k is a k-vector bundle L→M together with a bundle map ρ : L→ TM ⊗Rk called anchor and a Lie bracket
[−,−] on the sections of L such that ρ : Γ(L)→ X(M)⊗R k is a morphism of Lie algebras and
[X, fY ] = f [X,Y ] +
(
ρ(X)f
)
Y,
for all X,Y ∈ Γ(L) and f ∈ C∞(M, k). By a Lie pair (L,A), we mean an inclusion A ↪→ L of Lie
algebroids over a smooth manifoldM .
Lie pairs arise naturally in a number of classical areas of mathematics such as Lie theory, complex geometry,
foliation theory, and Poisson geometry. A complex manifold X determines a Lie pair over C: L = TX ⊗ C
and A = T 0,1X . A foliation F on a smooth manifoldM determines a Lie pair over R: L = TM and A = TF
is the integrable distribution onM tangent to the foliation F . A manifold equipped with an action of a Lie
algebra g gives rise to a Lie pair in a natural way (see [31, Example 5.5] and [25, 21]).
Given a Lie pair (L,A), the quotient L/A is naturally an A-module. When L is the tangent bundle to a
manifoldM and A is an integrable distribution onM , the infinitesimal A-action on L/A is given by the Bott
connection [6].
A Lie pair (L,A) gives rise to two natural cochain complexes(
tot
(
Γ(Λ•A∨)⊗R T •poly
)
, dBottA
)
and
(
tot
(
Γ(Λ•A∨)⊗R D•poly
)
, dUA + dH
)
. (1)
For a Lie pair (L,A) overR, these two complexes can respectively be regarded as replacements for the spaces
of formal polyvector fields and of polydifferential operators on the fibers of the map of differentiable stacks
XA → XL associated to the Lie pair (L,A). HereXA andXL denote the differentiable stacks determined
by the local Lie groupoids integrating the Lie algebroids A and L, respectively. For instance, if L is the
tangent bundle to a connected manifold M and A is the distribution TF tangent to a foliation F of M , the
stackXA is the leaf space of the foliation F while the stackXL is simply the one-point space.
The cochain complexes (1) are constructed as follows. Denoting the algebra of smooth functions on the
manifoldM by R, we set T •poly =
⊕∞
k=−1 T kpoly, where T −1poly = R and T kpoly = Γ(Λk+1(L/A)) for k > 0.
The Bott A-connection on L/A makes every T kpoly an A-module. We can thus consider the complex of A-
modules with trivial differential
0 T −1poly T 0poly T 1poly T 2poly · · ·0 0 0 0
Its Chevalley–Eilenberg hypercohomology H•CE(A, T •poly) is the cohomology of the cochain complex(
tot
(
Γ(Λ•A∨)⊗R T •poly
)
, dBottA
)
. (2)
Similarly, we set D•poly =
⊕∞
k=−1Dkpoly, where D−1poly = R, D0poly = U(L)U(L)Γ(A) and Dkpoly with k > 1 is the
tensor product D0poly ⊗R · · · ⊗RD0poly of (k+ 1)-copies of the left R-module D0poly. Multiplication in U(L)
from the left by elements of Γ(A) induces an A-module structure on the quotient U(L)U(L)Γ(A) . This action of
A on D0poly extends naturally to an action of A on Dkpoly for each k > 1. In fact, D0poly is a cocommutative
POLYVECTOR FIELDS AND POLYDIFFERENTIAL OPERATORS ASSOCIATED WITH LIE PAIRS 3
coassociative coalgebra over R whose comultiplication ∆ : D0poly → D0poly ⊗R D0poly is a morphism of
A-modules. Therefore, the induced Hochschild complex
0 D−1poly D0poly D1poly D2poly · · ·
dH dH dH dH
is a complex of A-modules. Its Chevalley–Eilenberg hypercohomology H•CE(A,D•poly) is the cohomology
of the cochain complex (
tot
(
Γ(Λ•A∨)⊗R D•poly
)
, dUA + dH
)
. (3)
For instance, for the Lie pair L = TX ⊗ C and A = T 0,1X arising from any complex manifold X , the
cochain complexes (2) and (3) are precisely the complexes
(
Ω0,•(T •poly(X)), ∂¯
)
and
(
Ω0,•(D•poly(X)), ∂¯ +
dH
)
, which are known to carry differential graded Lie algebra (a.k.a. dgla) structures. The correspond-
ing Chevalley–Eilenberg hypercohomology groupsH•CE(A, T •poly) andH•CE(A,D•poly) are isomorphic to the
sheaf cohomology group H•(X,Λ•TX) and the Hochschild cohomology group HH•(X), respectively.
For a generic Lie pair (L,A), however, there is no obvious way to upgrade the cochain complexes (1) to
dgla’s (or L∞ algebras). Here is an example. The cochain complex
(
tot Ω•F (Λ
•(TM/TF )), dBottF
)
asso-
ciated with the Lie pair (TM , TF ) encoding a foliation F on a smooth manifold M may be thought of as
the space of formal polyvector fields on the leaf space of the foliation [35, 36], or more precisely, on the
differentiable stack presented by the holonomy groupoid of the foliation F . Similarly, the cochain complex(
tot Ω•F (
⊗•
R
(
DM
DMΓ(TF )
)
, dUA + dH
)
may be thought of as the space of formal polydifferential operators
on the leaf space of the foliation, or more precisely, on the differentiable stack presented by the holonomy
groupoid of the foliation F . Unless the foliation F admits a transversal foliation, there are no obvious dgla
(or L∞ algebra) structures on these cochain complexes.
Both H•CE(A, T •poly) and H•CE(A,D•poly) admit obvious associative algebra structures — the multiplications
in cohomology proceed from the wedge product in T •poly and the tensor product of left R-modules in D•poly.
We are thus naturally led to the following central twofold question:
Question. (1) Do the two cochain complexes(
tot
(
Γ(Λ•A∨)⊗R T •poly
)
, dBottA
)
and
(
tot
(
Γ(Λ•A∨)⊗R D•poly
)
, dUA + dH
)
associated with a Lie pair (L,A) admitL∞ algebra structures? If so, are theseL∞ structures canon-
ical?
(2) Do the corresponding cohomology groups H•CE(A, T •poly) and H•CE(A,D•poly) admit canonical Ger-
stenhaber algebra structures?
To answer this question, we introduce the notion of Fedosov dg Lie algebroid, we establish a pair of contrac-
tions, and we apply the homotopy transfer theorem of L∞ algebras [4, 16, 14] (see also [1, 13, 5, 11, 12]).
Roughly speaking, given a Lie pair (L,A), we construct a geometric object called Fedosov dg Lie algebroid,
which engenders a pair of natural dgla’s whose cohomologies carry natural Gerstenhaber algebra structures.
The pair of cochain complexes underlying these engendered dgla’s are homotopy equivalent (in a style rem-
iniscent of Dolgushev’s Fedosov resolutions [10]) to the cochain complexes (1) associated with the Lie pair
(L,A). The latter complexes then inherit L∞ structures by homotopy transfer.
Hereunder, we proceed to give a more detailed outline of the construction.
Given a Lie pair (L,A) and having chosen some additional geometric data, one can endow the graded man-
ifoldM = L[1] ⊕ L/A with a structure of dg manifold (M, Q), called Fedosov dg manifold [32]. It turns
out that there exists a natural dg integrable distribution F ⊂ TM on (M, Q). In other words, the tangent dg
Lie algebroid TM →M arising from the Fedosov dg manifold (M, Q) admits a natural dg Lie subalgebroid
F →M. We call this dg Lie algebroid F →M a Fedosov dg Lie algebroid.
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Lie algebroids being generalizations of tangent bundles, the notions of polyvector fields and of polydiffer-
ential operators admit generalizations to the broader context of Lie algebroids. The spaces of (generalized)
polyvectors fields and of (generalized) polydifferential operators each admit a natural dgla structure and the
cohomology of this dgla is in fact a Gerstenhaber algebra [37, 38]. The notions of polyvector fields and of
polydifferential operators can be extended further in an appropriate sense to the context of dg Lie algebroids.
This yields again a pair of dgla’s whose cohomologies are Gerstenhaber algebras.
More precisely, in the context of a dg Lie algebroid L →M, a k-vector field is a section of the vector bundle
ΛkL → M while a k-differential operator is an element of U(L)⊗k, the tensor product (as left C∞(M)-
modules) of k copies of the universal enveloping algebra U(L).
It is clear that the homological vector field Q : C∞(M) → C∞(M), the differential Q : Γ(L) → Γ(L),
and the Lie bracket on Γ(L) encoding the dg Lie algebroid structure of L →M extend naturally to a degree
(+1) differential Q : Γ(Λk+1L) → Γ(Λk+1L) and a Schouten bracket [−,−] : Γ(Λu+1L)⊗ Γ(Λu+1L) →
Γ(Λu+v+1L). The resulting triple (Γ(Λ•+1L),Q, [−,−]) is a dgla.
The universal enveloping algebra of a dgLie algebroidL →M, which is defined by adapting the construction
of the universal enveloping algebra of a Lie algebroid, is a dg Hopf algebroid U(L) over the dga C∞(M).
For each k > 0, the dg structure on the dg Lie algebroid L →M determines a differentialQ : U(L)⊗k+1 →
U(L)⊗k+1 of degree (+1). A Hochschild coboundary differential dH : U(L)⊗k → U(L)⊗k+1 and a Ger-
stenhaber bracket J−,−K : U(L)⊗u+1⊗U(L)⊗v+1 → U(L)⊗u+v+1 can be defined explicitly in terms of the
dg Hopf algebroid structure. The resulting triple
(U(L)⊗•+1,Q+ dH , J−,−K) is a dgla.
The “polyvector fields” and “polydifferential operators” associated with a Fedosov dg Lie algebroid F →M
may be viewed geometrically as polyvector fields and polydifferential operators tangent to the dg foliation F
on the Fedosov dg manifold (M, Q). In fact, one can identify the “polyvector fields” (Γ(Λ•+1F),Q) and
“polydifferential operators”
(U(F)⊗•+1,Q+ dH ) associated with F →M to a pair of cochain complexes(
tot Γ(Λ•L∨)⊗R T •poly,LQ
)
and
(
tot Γ(Λ•L∨)⊗R D•poly, JQ+m,−K), (4)
where T •poly denotes the formal polyvector fields and D•poly the formal polydifferential operators tangent to
the fibers of the vector bundle L/A→M .
The next step and key ingredient of the construction consists in establishing the following pair of contractions
of Dolgushev–Fedosov type:(
tot
(
Γ(Λ•A∨)⊗R T •poly
)
, dBottA
) (
tot
(
Γ(Λ•L∨)⊗R T •poly
)
,LQ
)
(
tot
(
Γ(Λ•A∨)⊗R D•poly
)
, dUA + dH
) (
tot
(
Γ(Λ•L∨)⊗R D•poly
)
, JQ+m,−K)
Finally, we use the homotopy transfer theorem for L∞ algebras [4, 16, 14] — see also [1, 13, 5, 11, 12] — to
push the L∞ structures carried by the complexes (4) (the r.h.s. of the contractions) to the complexes (1) (the
l.h.s. of the contractions). Furthermore, we prove that the resulting L∞ algebra structures on the complexes
(1) are unique up to L∞ isomorphisms having the identity map as linear part and are therefore (essentially)
independent of the choice of geometric data made in the construction of the Fedosov dg Lie algebroid.
Thus we prove the following theorem — the main result of the paper.
Theorem A. Let (L,A) be a Lie pair.
(1) The spaces tot
(
Γ(Λ•A∨)⊗RT •poly
)
and tot
(
Γ(Λ•A∨)⊗RD•poly
)
admitL∞ algebra structures with
the operators dBottA and dUA + dH as their respective unary brackets. These L∞ algebra structures
are unique up to L∞ isomorphisms having the identity map as linear part.
(2) The corresponding cohomology groupsH•CE(A, T •poly) andH•CE(A,D•poly) admit canonical Gersten-
haber algebra structures.
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When the Lie algebroid L arises as the matched sum A ./ B of a matched pair (A,B) of Lie algebroids,
i.e. when the short exact sequence 0 → A → L → L/A → 0 admits a splitting j : L/A → L whose
image B := j(L/A) is a Lie subalgebroid of L, the L∞ algebra structures on tot
(
Γ(Λ•A∨)⊗R T •poly
)
and
tot
(
Γ(Λ•A∨) ⊗R D•poly
)
in Theorem A turn out to be dgla’s and admit a much simpler description than
in the case of a generic Lie pair. Indeed, in the case of a matched pair, the dg manifold (A[1] ⊕ B, dBottA )
is a dg Lie algebroid over the dg manifold (A[1], dA) whose associated cochain complexes of polyvector
fields and polydifferential operators are easily seen to be isomorphic to
(
tot Γ(Λ•A∨ ⊗Λ•+1B), dBottA
)
and(
tot
(
Γ(Λ•A∨) ⊗R U(B)⊗•+1, dUA + dH
)
, respectively, and are therefore dgla’s when endowed with the
usual Schouten bracket and the usual Gerstenhaber bracket, respectively.
Theorem B. If, in a Lie pair (L,A), the Lie algebroid L arises as the matched sum A ./ B of a matched
pair (A,B) of Lie algebroids — i.e. the short exact sequence 0 → A → L → L/A → 0 admits a splitting
j : L/A → L whose image B := j(L/A) is a Lie subalgebroid of L — then the L∞ algebra structures of
Theorem A on
tot
(
Γ(Λ•A∨)⊗R T •poly
)
and tot
(
Γ(Λ•A∨)⊗R D•poly
)
are actually dgla’s and are respectively isomorphic to(
tot Γ(Λ•A∨ ⊗ Λ•+1B), dBottA , [−,−]
)
and
(
tot
(
Γ(Λ•A∨)⊗R U(B)⊗•+1, dUA + dH , J−,−K),
the dgla’s of polyvector fields and of polydifferential operators associated with the dg Lie algebroid A[1] ⊕
B → A[1]. The isomorphisms are canonical. Furthermore, the Gerstenhaber algebra structures on the
corresponding cohomology groups
H•CE(A, T •poly) and H•CE(A,D•poly)
are isomorphic to the canonical Gerstenhaber algebra structures on
H•CE(A,Λ•+1B) and H•CE
(
A,U(B)⊗•+1),
respectively.
The present paper provides the foundations for an ulterior paper [22] establishing a formality theorem for
Lie pairs and an ensuing Kontsevich–Duflo type theorem identifying the Gerstenhaber algebra structures on
H•CE(A, T •poly) and H•CE(A,D•poly) revealed in Theorem A.
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1. Polydifferential operators and polyvector fields for Lie pairs
1.1. Chevalley–Eilenberg cohomology. LetA→M be a Lie algebroid. The symbol A denotes the abelian
category of left modules overU(A). Its bounded below derived category is denoted byD+(A). TheChevalley–
Eilenberg cohomology in degree k of a complex of U(A)-modules
0 E−1 E0 E1 E2 · · ·d d d d
is
HkCE(A, E•) := HomD+(A)(R, E•[k]),
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where R is the algebra of functions on the base manifold M . It is computed as the hypercohomology in
degree k of the double complex
...
...
...
Γ(Λ0A∨)⊗R E1 Γ(Λ1A∨)⊗R E1 Γ(Λ2A∨)⊗R E1 · · ·
Γ(Λ0A∨)⊗R E0 Γ(Λ1A∨)⊗R E0 Γ(Λ2A∨)⊗R E0 · · ·
Γ(Λ0A∨)⊗R E−1 Γ(Λ1A∨)⊗R E−1 Γ(Λ2A∨)⊗R E−1 · · ·
id⊗d
dEA
− id⊗d
dEA
id⊗d
dEA
id⊗d
dEA
− id⊗d
dEA
id⊗d
dEA
id⊗d
dEA
− id⊗d
dEA
id⊗d
dEA
When we say that the above diagram is a double complex, we mean in particular that each square of the grid
commutes. Hence the hypercohomology is the cohomology of the complex( ⊕
p+q=•
Γ(ΛpA∨)⊗R Eq, dEA + id⊗d
)
.
Recall that, the degree of the operator d being +1, the usual sign convention for the tensor product of linear
maps in the presence of gradings dictates that(
id⊗d)(ω ⊗R e) = (−1)pω ⊗R d(e), ∀ω ∈ Γ(ΛpA∨), ∀e ∈ E•. (5)
1.2. Polydifferential operators. Given a Lie pair (L,A), letD−1poly denote the algebraR of smooth functions
on the manifold M , let D0poly denote the left U(A)-module U(L)U(L)Γ(A) , let Dkpoly denote the tensor product
D0poly ⊗R · · · ⊗R D0poly of (k + 1) copies of the left R-module D0poly, and set D•poly =
⊕∞
k=−1Dkpoly. Since
D0poly is a left U(A)-module and U(A), as a Hopf algebroid, is endowed with a comultiplication, Dkpoly is
also naturally a left U(A)-module for each k > −1 [38].
Lemma 1.1. The U(A)-moduleD0poly is a cocommutative coassociative coalgebra overR whose comultipli-
cation ∆ : D0poly → D0poly ⊗R D0poly is a morphism of U(A)-modules.
Since the comultiplication ∆ is coassociative, the Hochschild operator dH : Dk−1poly → Dkpoly defined by
dH (u1 ⊗R · · · ⊗R uk) = 1⊗R u1 ⊗R · · · ⊗R uk +
k∑
i=1
(−1)iu1 ⊗R · · · ⊗R ∆(ui)⊗R · · · ⊗R uk
+ (−1)k+1u1 ⊗R · · · ⊗R uk ⊗R 1
is a coboundary operator, i.e. d2H = 0.
Moreover, dH : Dk−1poly → Dkpoly is a morphism of U(A)-modules, since the comultiplication ∆ : D0poly →
D0poly ⊗R D0poly is a morphism of U(A)-modules. Therefore, the Hochschild complex
0 D−1poly D0poly D1poly D2poly · · ·
dH dH dH dH
is a complex of U(A)-modules.
The Chevalley–Eilenberg cohomology in degree k of the Hochschild complex of the pair (L,A), which is
defined as
HkCE(A,D•poly) := HomD+(A)(R,D•poly[k]),
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can be computed as the degree k hypercohomology of the double complex
...
...
...
Γ(Λ0A∨)⊗R D1poly Γ(Λ1A∨)⊗R D1poly Γ(Λ2A∨)⊗R D1poly · · ·
Γ(Λ0A∨)⊗R D0poly Γ(Λ1A∨)⊗R D0poly Γ(Λ2A∨)⊗R D0poly · · ·
Γ(Λ0A∨)⊗R D−1poly Γ(Λ1A∨)⊗R D−1poly Γ(Λ2A∨)⊗R D−1poly · · ·
id⊗dH
dUA
− id⊗dH
dUA
id⊗dH
dUA
id⊗dH
dUA
− id⊗dH
dUA
id⊗dH
dUA
id⊗dH
dUA
− id⊗dH
dUA
id⊗dH
dUA
The coboundary operator dUA : Γ(ΛpA∨)⊗Dqpoly → Γ(Λp+1A∨)⊗Dqpoly is defined by
dUA(ω ⊗ u0 ⊗ · · · ⊗ uq) = (dAω)⊗ u0 ⊗ · · · ⊗ uq
+
rk(A)∑
j=1
q∑
k=0
(αj ∧ ω)⊗ u0 ⊗ · · · ⊗ uk−1 ⊗ aj · uk ⊗ uk+1 ⊗ · · · ⊗ uq,
for allω ∈ Γ(ΛpA∨) and u1, u2, . . . , uk ∈ D0poly. Here (ai)i∈{1,...,r} is any local frame ofA and (αj)j∈{1,...,r}
is the dual local frame of A∨. In other words, HkCE(A,D•poly) is the cohomology of the total complex(
tot Γ(Λ•A∨)⊗R D•poly, dUA + dH
)
,
where we use the abbreviated symbol dH to denote the operator id⊗dH . See Equation (5) for the sign
convention used in the definition of the map id⊗dH .
However, unlike the universal enveloping algebra of a Lie algebroid, D0poly is in general not a Hopf algebroid
over R (in fact, D0poly is not even an associative algebra). Therefore, a priori, the Hochschild cohomology is
only a vector space. The following proposition is, however, quite obvious.
Lemma 1.2. For any Lie pair (L,A), there is a dg associative algebra structure on
(
tot Γ(Λ•A∨) ⊗R
D•poly, dUA+dH
)
, whose multiplication stems from the tensor product of leftR-modules⊗R inD•poly. There-
fore, the Hochschild cohomology H•CE(A,D•poly) is an associative algebra.
1.3. Polyvector fields. Likewise, given a Lie pair (L,A), let T −1poly denote the algebraR of smooth functions
on the manifoldM and set T kpoly := Γ(Λk+1(L/A)) for k > 0. Consider T •poly =
⊕
k=−1 T kpoly as a complex
of U(A)-modules with trivial differential:
0 T −1poly T 0poly T 1poly T 2poly · · ·0 0 0 0
Its Chevalley–Eilenberg cohomology in degree k
HkCE(A, T •poly) := HomD+(A)(R, T •poly[k]),
8 RUGGERO BANDIERA, MATHIEU STIÉNON, AND PING XU
is computed as the degree k hypercohomology of the double complex
...
...
...
Γ(Λ0A∨)⊗R T 1poly Γ(Λ1A∨)⊗R T 1poly Γ(Λ2A∨)⊗R T 1poly · · ·
Γ(Λ0A∨)⊗R T 0poly Γ(Λ1A∨)⊗R T 0poly Γ(Λ2A∨)⊗R T 0poly · · ·
Γ(Λ0A∨)⊗R T −1poly Γ(Λ1A∨)⊗R T −1poly Γ(Λ2A∨)⊗R T −1poly · · ·
0
dBottA
0
dBottA
0
dBottA
0
dBottA
0
dBottA
0
dBottA
0
dBottA
0
dBottA
0
dBottA
The coboundary operator dBottA : Γ(ΛpA∨)⊗ T qpoly → Γ(Λp+1A∨)⊗ T qpoly is defined by
dBottA (ω ⊗ b0 ∧ · · · ∧ bq) = (dAω)⊗ b0 ∧ · · · ∧ bq
+
rk(A)∑
j=1
q∑
k=0
(αj ∧ ω)⊗ b0 ∧ · · · ∧ bk−1 ∧∇Bottaj bk ∧ bk+1 ∧ · · · ∧ bq,
for allω ∈ Γ(ΛpA∨) and b0, b1, . . . , bq ∈ Γ(L/A). Here (ai)i∈{1,...,r} is any local frame ofA and (αj)j∈{1,...,r}
is the dual local frame of A∨.
Again, a priori, H•CE(A, T •poly) is only a vector space. We have the following
Lemma 1.3. For any Lie pair (L,A),
(
tot Γ(Λ•A∨) ⊗R T •poly, dBottA
)
is a dg associative algebra, whose
multiplication stems from the wedge product in T •poly. Therefore, the hypercohomology H•CE(A, T •poly) is an
associative algebra.
2. Fedosov dg Lie algebroids
2.1. Dg Lie algebroids and polyvector fields and polydifferential operators. A Z-graded manifoldM
with base manifold M is a sheaf of Z-graded, graded-commutative algebras {RU |U ⊂ M open} over M ,
locally isomorphic toC∞(U)⊗Sˆ(V ∨), whereU ⊂M is an open submanifold, V is aZ-graded vector space,
and Sˆ(V ∨) denotes the graded algebra of formal polynomials on V . By C∞(M), we denote the Z-graded,
graded-commutative algebra of global sections. By a dg manifold, we mean a Z-graded manifold endowed
with a homological vector field, i.e. a vector field Q of degree +1 satisfying [Q,Q] = 0.
Example 2.1. Let A → M be a Lie algebroid over k. Then A[1] is a dg manifold with the Chevalley–
Eilenberg differential dCE as homological vector field. According to Vaı˘ntrob [34], there is a bijection between
the Lie algebroid structures on the vector bundle A→M and the homological vector fields on the Z-graded
manifold A[1].
Example 2.2. Let g =
∑
i∈Z g
i be a Z-graded vector space of finite type, i.e. each gi is a finite-dimensional
vector space. Then g is a curved L∞ algebra if and only if g[1] is a dg manifold.
Below we recall some basic notations regarding dg vector bundles. For details, see [28, 29, 18]. A dg vector
bundle is a vector bundle in the category of dgmanifolds. Given a vector bundle E pi→M of gradedmanifolds,
its space of sections, denoted Γ(E), is defined to be⊕j∈Z Γ(E)j , where Γ(E)j consists of degree-j sections,
i.e. maps s ∈ Hom(M, E [−j]) such that (pi[−j]) ◦ s = idM. Here pi[−j] : E [−j] → M is the natural
map induced from pi — see [28, 29] for more details. When E →M is a dg vector bundle, the homological
vector fields on E andM naturally induce a degree (+1) operatorQ on Γ(E), making Γ(E) a dg module over
C∞(M). Since the space Γ(E∨) of linear functions on E together with the pull-back of C∞(M) generates
C∞(E), the converse is also true (see [30]).
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A dg Lie algebroid is a Lie algebroid object in the category of dg manifolds. For more details, we refer the
reader to [29, 28], where dg Lie algebroids are called Q-algebroids. It is simple to see that ifM is a dg
manifold, then TM is naturally a dg Lie algebroid.
One can make sense of “polyvector fields” and “polydifferential operators” on a dg Lie algebroid just as one
does for ordinary Lie algebroids. More precisely, a k-vector field on a dg Lie algebroid L →M is a section
of the vector bundle ΛkL →M while a k-differential operator is an element of U(L)⊗k, the tensor product
(as left C∞(M)-modules) of k copies of the universal enveloping algebra U(L).
It is clear that the differential Q : Γ(L)→ Γ(L) and the homological vector field Q : C∞(M)→ C∞(M)
extend naturally to a degree (+1) differential Q : Γ(Λk+1L) → Γ(Λk+1L) and the Lie algebroid structure
on L yields a Schouten bracket
[−,−] : Γ(Λu+1L)⊗ Γ(Λu+1L)→ Γ(Λu+v+1L).
Proposition 2.3. Let L be a dg Lie algebroid overM.
(1) When endowed with the differential Q, the wedge product, and the Schouten bracket, the space of
‘polyvector fields’ Γ(Λ•+1L) is a differential Gerstenhaber algebra — whence a dgla.
(2) When endowedwith the wedge product and the Schouten bracket, the hypercohomologyH•
(
Γ(Λ•+1L),Q)
is a Gerstenhaber algebra.
The universal enveloping algebra U(L) of a dg Lie algebroid L → M is a coalgebra over R := C∞(M)
[38]. Its comultiplication
∆ : U(L)→ U(L)⊗R U(L)
is characterized by the identities
∆(1) = 1⊗R 1;
∆(b) = 1⊗R b+ b⊗R 1, ∀b ∈ Γ(L);
∆(u · v) = ∆(u) ·∆(v), ∀u, v ∈ U(L),
where the symbol · denotes the multiplication in U(L). We refer the reader to [38] for the precise meaning
of the last equation above. Explicitly, we have
∆(b1 · b2 · · · · · bn) = 1⊗R (b1 · b2 · · · · · bn) +
∑
p+q=n
p,q∈N
∑
σ∈Sqp
(bσ(1) · · · · · bσ(p))⊗R (bσ(p+1) · · · · · bσ(n))
+ (b1 · b2 · · · · · bn)⊗R 1,
for all b1, . . . , bn ∈ Γ(L).
The differential Q : Γ(L) → Γ(L) and the homological vector field Q : C∞(M) → C∞(M) naturally
induces a differential Q : U(L) → U(L) of degree (+1), which is compatible with both the algebra and
coalgebra structures on U(L). Indeed, U(L) is a dg Hopf algebroid over the dga R := C∞(M). As a
consequence, it determines a differential Q : U(L)⊗k+1 → U(L)⊗k+1 of degree (+1) for all k ≥ −1. A
Hochschild coboundary differential
dH : U(L)⊗k → U(L)⊗k+1
and Gerstenhaber bracket
J−,−K : U(L)⊗u+1 ⊗ U(L)⊗v+1 → U(L)⊗u+v+1 (6)
10 RUGGERO BANDIERA, MATHIEU STIÉNON, AND PING XU
can be defined by the following explicit algebraic expressions:
dH (u1 ⊗R · · · ⊗R uk) = 1⊗R u1 ⊗R · · · ⊗R uk +
k∑
i=1
(−1)iu1 ⊗R · · · ⊗R ∆(ui)⊗R · · · ⊗R uk
+ (−1)k+1u1 ⊗R · · · ⊗R uk ⊗R 1, (7)
and Jφ, ψK = φ ? ψ − (−1)uvψ ? φ ∈ U(L)⊗u+v+1, (8)
where φ ? ψ ∈ U(L)⊗u+v+1 is defined by
φ ? ψ =
u∑
k=0
(−1)kvd0 ⊗R · · · ⊗R dk−1 ⊗R (∆vdk) · ψ ⊗R dk+1 ⊗R · · · ⊗R du
if φ = d0 · d1 · · · du for some d0, d1, . . . , du ∈ U(L).
We refer the reader to [38] for the precise meaning of the product (∆vdk) · ψ in U(L)⊗v+1 appearing in the
last equation above.
Proposition 2.4. Let L be a dg Lie algebroid overM.
(1) When endowed with the differentialQ+ dH and the Gerstenhaber bracket (6), U(L)⊗•+1 is a dgla.
(2) When endowed with the cup product (i.e. the tensor product⊗C∞(M)) and the Gerstenhaber bracket,
the Hochschild cohomology H•
(U(L)⊗•+1,Q+ dH ), is a Gerstenhaber algebra.
2.2. Fedosov dg manifolds. In this section, we recall the basic construction of Fedosov dg manifolds of a
Lie pair. For details, see [32].
Let (L,A) be a Lie pair. We use the symbols B to denote the quotient vector bundle L/A and r to denote its
rank.
Consider the endomorphism δ of the vector bundle Λ•L∨ ⊗ SˆB∨ defined by
δ(ω ⊗ χJ) =
r∑
m=1
(
q>(χm) ∧ ω
)⊗ Jm χJ−em ,
for all ω ∈ ΛL∨ and J ∈ Nr. Here {χk}rk=1 denotes an arbitrary local frame for the vector bundle B∨, the
symbol em denotes the multi-index (0, · · · , 0, 1, 0, · · · , 0) having its single nonzero entry in m-th position,
and
χJ = χ1  · · ·  χ1︸ ︷︷ ︸
J1 factors
 χ2  · · ·  χ2︸ ︷︷ ︸
J2 factors
 · · · ⊗ χr  · · ·  χr︸ ︷︷ ︸
Jr factors
if J = (J1, J2, · · · , Jr).
The operator δ is a derivation of degree +1 of the graded commutative algebra Γ(Λ•L∨⊗ SˆB∨) and satisfies
δ2 = 0. The resulting cochain complex
· · · Λn−1L∨ ⊗ SˆB∨ ΛnL∨ ⊗ SˆB∨ Λn+1L∨ ⊗ SˆB∨ · · ·δ δ
deformation retracts onto the trivial complex
· · · Λn−1A∨ ΛnA∨ Λn+1A∨ · · ·0 0
Indeed, for every choice of splitting i ◦ p+ j ◦ q = idL of the short exact sequence
0 A L B 0i
p
q
j
(9)
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and its dual
0 B∨ L∨ A∨ 0
q>
j>
i>
p>
,
the chain maps
σ : Λ•L∨ ⊗ SˆB∨ → Λ•A∨
and
τ : Λ•A∨ → Λ•L∨ ⊗ SˆB∨
respectively defined by
σ(ω ⊗ χJ) =
{
ω ⊗ χJ if v = 0 and |J | = 0
0 otherwise,
for all ω ∈ p>(ΛuA∨)⊗ q>(ΛvB∨), and
τ(α) = p>(α)⊗ 1,
for all α ∈ Λ•(A∨), satisfy
στ = id and id−τσ = hδ + δh,
where the homotopy operator
h : Λ•L∨ ⊗ SˆB∨ → Λ•−1L∨ ⊗ SˆB∨
is defined by
h(ω ⊗ χJ) =
{
1
v+|J |
∑r
k=1(ιj(∂k)ω)⊗ χJ+ek if v > 1
0 if v = 0
for all ω ∈ p>(ΛuA∨) ⊗ q>(ΛvB∨). Here {∂k}rk=1 denotes the local frame for B dual to {χk}rk=1. Note
that the operator h is not a derivation of the algebra Γ(Λ•L∨ ⊗ SˆB∨). Also, we note that hτ = 0, σh = 0,
and h2 = 0.
Let∇ be an L-connection onB extending the BottA-connection [9]. It is simple to see that∇ is torsion free
if and only if
δd∇L + d
∇
L δ = 0.
Consider the four maps δ\, σ\, h\, and τ\
Γ(Λ•A∨ ⊗B) Γ(Λ•L∨ ⊗ SˆB∨ ⊗B) Γ(Λ•+1L∨ ⊗ SˆB∨ ⊗B)
τ\
σ\ δ\
h\
defined by
δ\(ω ⊗ σ ⊗ b) = δ(ω ⊗ σ)⊗ b, σ\(ω ⊗ σ ⊗ b) = σ(ω ⊗ σ)⊗ b,
h\(ω ⊗ σ ⊗ b) = h(ω ⊗ σ)⊗ b, τ\(α⊗ b) = τ(α)⊗ b,
for all α ∈ Γ(ΛA∨), ω ∈ Γ(ΛL∨), σ ∈ Γ(SˆB∨), and b ∈ Γ(B).
Theorem 2.5 ([32]). Let (L,A) be a Lie pair with quotientB = L/A. We interpret the sections of the bundle
L∨ ⊗ SˆB∨ ⊗ B as derivations of the algebra Γ(Λ•L∨ ⊗ SˆB∨) in the natural way. Given a splitting of the
short exact sequence (9) and a torsion-free L-connection ∇ on B extending the Bott A-connection, there
exists a unique derivation
X∇ ∈ Γ(L∨ ⊗ Sˆ>2B∨ ⊗B),
satisfying h\(X∇) = 0 and such that the derivationQ : Γ(Λ•L∨⊗ SˆB∨)→ Γ(Λ•+1L∨⊗ SˆB∨) defined by
Q = −δ + d∇L +X∇ (10)
satisfies Q2 = 0.
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As a consequence, (M = L[1] ⊕ B,Q = −δ + d∇L + X∇) is a dg manifold, which we call a Fedosov dg
manifold associated with the Lie pair (L,A). The Fedosov dg manifold (M, Q) of Theorem 2.5 was also
obtained independently by Batakidis–Voglaire [3] in the case of matched pairs.
In order to study the dependence of the above construction on the involved choices, it is useful to review a
different description of the Fedosov dg manifold, which can also be found in [32]. As shown in [19, 20] (see
also [32, §1.4], the choice of a splitting j : B → L of the short exact sequence 0→ A→ L→ B → 0 and of
anL-connection∇ onB extending the BottA-connection determines a Poincaré–Birkhoff–Witt isomorphism
of filtered C∞(M)-coalgebras
pbw : Γ(SB)→ U(L)U(L)Γ(A) .
Since U(L)Γ(A) is a left ideal of U(L), there is a natural Γ(L)-action on the quotient U(L)U(L)Γ(A) by left
multiplication, and an induced flat L-connection∇ on SB given by
∇ l (s) = pbw−1(l · pbw(s))
for all l ∈ Γ(L) and s ∈ Γ(SB). Moreover, for every l ∈ Γ(L), the covariant derivative∇ l is a coderivation
of the C∞(M)-coalgebra Γ(SB).
Dualizing, we obtain an L-connection on SˆB∨, which we continue to denote by ∇ . Furthermore for every
l ∈ Γ(L) the covariant derivative∇ l is a derivation of the C∞(M)-algebra Γ(SˆB∨). Finally, this latter fact
implies that the induced Chevalley–Eilenberg differential
d∇
 
L : Γ(Λ
•L∨ ⊗ SˆB∨)→ Γ(Λ•+1L∨ ⊗ SˆB∨)
is a derivation of the algebra Γ(Λ•L∨ ⊗ SˆB∨), thus it can be regarded as a homological vector field on the
graded manifold L[1]⊕B. One of the main results of [32] is the following theorem.
Theorem 2.6 ([32]). Given a Lie pair (L,A), together with a splitting of the short exact sequence 0 →
A → L → B → 0 and a torsion-free L-connection on B extending the Bott A-connection, the dg manifold
(L[1] ⊕ B, d∇ L ) constructed as above coincides with the one (L[1] ⊕ B,Q) constructed via the Fedosov
iteration, as in Theorem 2.5.
Nowwe consider two different choices j1,∇1 and j2,∇2 of a splittingB → L and a torsion freeL-connection
onB as before, and the two induced homological vector fieldsQ1, Q2 onL[1]⊕B. There are also two induced
Poincaré–Birkhoff–Witt isomorphisms pbw1,pbw2 : Γ(SB)→ U(L)U(L)Γ(A) , and the composition
ψ := pbw−11 ◦ pbw2 : Γ(SB)→ Γ(SB)
is an automorphism of the C∞(M)-coalgebra Γ(SB) intertwining the two induced L-module structures.
Likewise, the dual ψ∨ : Γ(SˆB∨) → Γ(SˆB∨) is an automorphism of the C∞(M)-algebra Γ(SˆB∨) inter-
twining the two induced L-module structures. Finally, it follows immediately that
id⊗ψ∨ : (Γ(Λ•L∨ ⊗ SˆB∨), Q1)→ (Γ(Λ•L∨ ⊗ SˆB∨), Q2)
defines an isomorphism of dg manifolds (L[1]⊕B,Q2)→ (L[1]⊕B,Q1).
2.3. Fedosov dg Lie algebroids. Let (L,A) be a Lie pair. Given a splitting j : B → L of the short exact
sequence of vector bundles 0 → A → L → B → 0 and a torsion-free L-connection ∇ on B extending the
BottA-connection, one constructs a Fedosov dg manifold (M, Q), whereM = L[1]⊕B, as in Theorem 2.5.
Consider the surjective submersionM→M . LetF →M denote the pullback of the vector bundleB →M
throughM→ M . It is a graded vector bundle whose total space F is the graded manifold with supportM
associated with the graded vector bundleL[1]⊕B⊕B →M . Its space of sectionsΓ(F →M) is canonically
identified with C∞(M) ⊗C∞(M) Γ(B) = Γ(Λ•L∨ ⊗ Sˆ(B∨) ⊗ B). It is naturally a vector subbundle of
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TM →M; the inclusion Γ(F →M) ↪→ X(M) takes the section (λ⊗χJ)⊗∂k ∈ C∞(M)⊗C∞(M) Γ(B)
of the vector bundle F →M to the derivation µ⊗ χM 7→ λ ∧ µ⊗MkχJ+M−ek of C∞(M).
Alternatively, denote by TverticalB → B the formal vertical tangent bundle of the vector bundle B → M ,
which consists of all formal vertical tangent vectors of B. Then Γ(B;TverticalB) ∼= Γ(SˆB∨ ⊗ B). Indeed
TverticalB is a double vector bundle [24], which is isomorphic to B⊕B. Consider the projection pr :M :=
L[1]⊕B → B. Then F is isomorphic to the pull back bundle pr∗ TverticalB.
Proposition 2.7. The subbundleF ⊂ TM is a dg integrable distribution (or a dg foliation) of the dg manifold
(M, Q), i.e. is a dg Lie subalgebroid of the tangent dg Lie algebroid TM →M.
Proof. It is simple to see that F → M is a Z-graded Lie algebroid. It suffices to show that F admits a
dg manifold structure compatible with the Z-graded Lie algebroid structure. According to the observation
above, it suffices to prove that Γ(M;F) is a dg module over C∞(M). It is clear that Γ(M;F) ∼= Γ(Λ•L∨⊗
Xvertical(B)), whereXvertical(B) denotes Γ(B;TverticalB), the space of formal vertical vector fields on B.
From Equation (10), it follows that Γ(Λ•L∨⊗Xvertical(B)) is stable under the Lie derivative LQ. Moreover,
we have
LQ(ξ · (η ⊗X)) = Q(ξ) · (η ⊗X) + (−1)|ξ|ξ · LQ(η ⊗X),
for all ξ ∈ Γ(Λ•L∨ ⊗ SˆB∨), η ∈ Γ(Λ•L∨), and X ∈ Xvertical(B). Therefore, Γ(M;F) is a dg module
over C∞(M). 
Such a dg Lie algebroid is called a Fedosov dg Lie algebroid associated to the Lie pair (L,A).
Next, we will identify the space of polyvector fields on the Fedosov dg Lie algebroid F overM.
Set T kpoly := Γ(Λk+1B), and let T kpoly denote Γ(B; Λk+1TverticalB), the space of formal vertical (k + 1)-
vector fields on B. It is clear that
T kpoly
∼= Γ(Sˆ(B∨))⊗R T kpoly
and
Γ(M; Λk+1F) ∼= Γ(Λ•L∨)⊗R T kpoly ∼= Γ(Λ•L∨ ⊗ SˆB∨)⊗R T kpoly.
Since F is a dg Lie subalgebroid of TM, Γ(M; Λk+1F) ∼= Γ(Λ•L∨ ⊗ SˆB∨) ⊗R T kpoly as a subspace of
T kpoly(M) of (k + 1)-vector fields onM = L[1]⊕B is stable under LQ, we obtain a cochain complex
· · · Γ(ΛuL∨ ⊗ SˆB∨)⊗R T kpoly Γ(Λu+1L∨ ⊗ SˆB∨)⊗R T kpoly · · ·
LQ
for each k > −1.
Applying Proposition 2.3 to the Fedosov dg Lie algebroid F →M, we obtain the following
Proposition 2.8. The total complex
(
tot
(
Γ(Λ•L∨ ⊗ SˆB∨)⊗R T •poly
)
,LQ
)
admits a differential Gersten-
haber algebra, whence a dgla structure.
Finally, we consider the space of polydifferential operators on the Fedosov dg Lie algebroid F overM.
Let Dkpoly denote the space of formal vertical (k + 1)-polydifferential operators on the vector bundle B, and
D•poly =
⊕∞
k=−1D
k
poly. There exists a canonical isomorphism
Γ(Sˆ(B∨)⊗ S(B)⊗ · · · ⊗ S(B)︸ ︷︷ ︸
k+1 factors
) Dkpoly
ϕ
∼= . (11)
14 RUGGERO BANDIERA, MATHIEU STIÉNON, AND PING XU
In terms of local dual frames {χi}i=1,...,r, {∂j}j=1,...,r ofB∨ andB respectively, and the corresponding local
frames {χI}I∈Nr , {∂J}J∈Nr of Sˆ(B∨) andS(B) respectively, the isomorphismϕ sendsχI⊗∂J0⊗· · ·⊗∂Jk ∈
Γ(Sˆ(B∨)⊗ S(B)⊗ · · · ⊗ S(B)︸ ︷︷ ︸
k+1 factors
) to the polydifferential operator
Γ(Sˆ(B∨))⊗k+1 3 χI0 ⊗ · · · ⊗ χIk 7−→ χI · ∂J0(χI0) · · · ∂Jk(χIk) ∈ Γ(Sˆ(B∨)).
The algebra of functions C∞(L[1] ⊕ B) is a module over its subalgebra Γ(Λ•L) ≡ Γ(Λ•L∨ ⊗ S0(B∨)).
The subspace of D•poly(L[1]⊕ B) comprised of all Γ(Λ•L∨)-multilinear polydifferential operators is easily
identified to Γ(Λ•L∨)⊗RD•poly. It is simple to see that the universal enveloping algebra U(F) ofF →M, is
naturally identified with Γ(Λ•L∨)⊗RD0poly, which is a dg Hopf algebroid overR = C∞(M) ∼= Γ(Λ•L∨⊗
SˆB∨). Moreover, U(F) is a dg Hopf subalgebroid of D0poly(L[1]⊕B). Notice that
U(F)⊗k+1 ∼= Γ(Λ•L∨)⊗R Dkpoly.
Since F is a dg Lie subalgebroid of TM, the subspace U(F)•+1 ∼= tot Γ(Λ•L∨) ⊗R D•poly is stable under
the Hochschild coboundary operator JQ+m,−K. Applying Proposition 2.4 to the Fedosov dg Lie algebroid
F →M, we obtain the following
Proposition 2.9. (1) The triple
(
tot
(
Γ(Λ•L∨)⊗R D•poly
)
, JQ+m,−K, J, K) is a dgla.
(2) The hypercohomology groupH•
(
tot
(
Γ(Λ•L∨)⊗RD•poly
)
, JQ+m,−K) is a Gerstenhaber algebra.
Next, we consider two different choices j1,∇1 and j2,∇2 of a splitting of the short sequence 0→ A→ L→
B → 0 and a torsion free L-connection on B extending the Bott A-connection, together with the induced
homological vector fields Q1, Q2 onM.
The isomorphism of C∞(M)-algebras ψ∨ : Γ(SˆB∨) → Γ(SˆB∨) introduced at the end of Section 2.2
induces an isomorphism ψ∨∗ : D•poly → D•poly, sending a polydifferential operator D ∈ Dkpoly to the one
defined by
ψ∨∗ (D)(χ
I0 , . . . , χIk) := ψ∨
(
D
(
(ψ∨)−1(χI0), . . . , (ψ∨)−1(χIk)
))
for all χI0 , . . . χIk ∈ Γ(SˆB∨). It is straightforward to check that ψ∨∗ is compatible with the Gerstenhaber
bracket of polydifferential operators, and in fact that
id⊗ψ∨∗ :
(
tot
(
Γ(Λ•L∨)⊗R D•poly
)
, JQ1 +m,−K, J, K)→ ( tot (Γ(Λ•L∨)⊗R D•poly), JQ2 +m,−K, J, K)
is an isomorphism of dglas.
We shall need the following lemma.
Lemma 2.10. Under the identification ϕ from (11), the isomorphism ψ∨∗ satisfies
ϕ−1 ◦ ψ∨∗ ◦ ϕ(χI ⊗ ∂J0 ⊗ · · · ⊗ ∂Jk) = χI ⊗ ψ−1(∂J0)⊗ · · · ⊗ ψ−1(∂Jk) + ρ,
where ρ ∈ Sˆ>|I|(B∨)⊗ S(B)⊗k+1.
Proof. In terms of local frames {χI}I∈Nr , {∂J}J∈Nr of Sˆ(B∨) and S(B) respectively, the isomorphisms
ψ : Γ(SB)→ Γ(SB), ψ∨ : Γ(SˆB∨)→ Γ(SˆB∨) are given by
ψ−1(∂J) =
∑
K∈Nr
1
K!
ψKJ ∂K ,
(ψ∨)−1(χI) =
∑
K∈Nr
1
K!
ψIKχ
K ,
where the ψIJ are smooth functions on the base manifoldM (more precisely, on the open subset U ⊂ M on
which the local frames are defined).
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LetD,D′ ∈ Dkpoly be respectively the polydifferential operators defined byD := ψ∨∗ ◦ϕ(χI⊗∂J0⊗· · ·⊗∂Jk)
and D′ := ϕ(χI ⊗ ψ−1(∂J0) ⊗ · · · ⊗ ψ−1(∂Jk)). We have to show that their difference D − D′ sends
Γ(SˆB∨)⊗k+1 into Γ(Sˆ>|I|B∨).
For all I, J,K ∈ Nr, we have
ψ∨(χI) = χI + terms in Γ(S>|I|B∨)
and
∂J(χ
K) =
{
(K − J)! · χK−J if J ≺ K,
0 otherwise.
The partial order≺ on Nr is defined as follows: (j1, j2, · · · , jr) ≺ (k1, k2, · · · , kr) if and only if jp 6 kp for
each p ∈ {1, 2, · · · , r}.
It follows that, for all χI0 , . . . , χIk ∈ Γ(SˆB∨),
D(χI0 , . . . , χIK ) = ψ∨
(
χI · ∂J0((ψ∨)−1(χI0)) · · · ∂JK ((ψ∨)−1(χIK ))
)
=
= ψ∨
 ∑
K0,...,Kk∈Nr
1
K0! · · ·Kk!ψ
I0
K0
· · ·ψIkKkχI · ∂J0(χK0) · · · ∂Jk(χKk)
 =
= ψI0J0 · · ·ψ
Ik
Jk
χI + terms in Γ(S>|I|B∨),
while
D′(χI0 , . . . , χIK ) = χI · ψ−1(∂J0)(χI0) · · ·ψ−1(∂JK )(χIK ) =
=
∑
K0,...,Kk∈Nr
1
K0! · · ·Kk!ψ
K0
J0
· · ·ψKkJk χI · ∂K0(χI0) · · · ∂Kk(χIk) =
= ψI0J0 · · ·ψ
Ik
Jk
χI + terms in Γ(S>|I|B∨).
This concludes the proof of the lemma. 
3. L∞ algebra structures
3.1. Dolgushev–Fedosov contraction and L∞ algebra on T •poly.
Lemma 3.1. The subspace Γ(Λ•L∨) ⊗R T kpoly of the space T kpoly(L[1] ⊕ B) of (k + 1)-vector fields on
L[1]⊕B is stable under Lδ.
The following diagram commutes:
Γ(ΛiL∨)⊗R T kpoly Γ(Λi+1L∨)⊗R T kpoly
Γ(ΛiL∨ ⊗ Sˆ(B∨))⊗R T kpoly Γ(Λi+1L∨ ⊗ Sˆ(B∨))⊗R T kpoly
Lδ
≡ ≡
δ⊗id
Since the vector field δ on L[1]⊕B is homological, we obtain the cochain complex
· · · Γ(ΛiL∨)⊗R T kpoly Γ(Λi+1L∨)⊗R T kpoly · · ·
L−δ
which admits the descending filtration
Fm =
rk(L)⊕
i=0
Γ(ΛiL∨ ⊗ Sˆ>m−iB∨)⊗R T kpoly.
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Adapting the proof of [32, Proposition 2.3], we obtain
Proposition 3.2. The cochain complex
(
Γ(Λ•L∨) ⊗R T kpoly,L−δ
)
contracts onto
(
Γ(Λ•A∨) ⊗R T kpoly, 0
)
.
More precisely, we have the filtered contraction
· · · Γ(Λn−1L∨)⊗R T kpoly Γ(ΛnL∨)⊗R T kpoly Γ(Λn+1L∨)⊗R T kpoly · · ·
· · · Γ(Λn−1A∨)⊗R T kpoly Γ(ΛnA∨)⊗R T kpoly Γ(Λn+1A∨)⊗R T kpoly · · ·
· · · Γ(Λn−1L∨)⊗R T kpoly Γ(ΛnL∨)⊗R T kpoly Γ(Λn+1L∨)⊗R T kpoly · · ·
σ\
L−δ
σ\
L−δ
h\
σ\
h\τ\
0
τ\
0
τ\
L−δ L−δ
where σ\, τ\ and h\ are the three maps making the following three diagrams commute:
Γ(ΛiL∨)⊗R T kpoly
Γ(ΛiA∨)⊗R T kpoly
Γ(ΛiL∨ ⊗ SˆB∨)⊗R T kpoly
σ\
≡
σ⊗id
(12)
Γ(ΛiL∨)⊗R T kpoly
Γ(ΛiA∨)⊗R T kpoly
Γ(ΛiL∨ ⊗ SˆB∨)⊗R T kpoly
≡
τ\
τ⊗id
Γ(ΛiL∨)⊗R T kpoly Γ(Λi−1L∨)⊗R T kpoly
Γ(ΛiL∨ ⊗ Sˆ(B∨))⊗R T kpoly Γ(Λi−1L∨ ⊗ Sˆ(B∨))⊗R T kpoly
h\
≡ ≡
h⊗id
By % we denote the operator
% = d∇L +X
∇, (13)
where X∇ ∈ Γ(L∨ ⊗ Sˆ>2B∨ ⊗B) is as in Theorem 2.5. Then, according to Equation (10), we have
Q = −δ + %. (14)
Proposition 3.3. There exists a contraction
(
tot
(
Γ(Λ•A∨)⊗R T •poly
)
, dBottA
) (
tot
(
Γ(Λ•L∨)⊗R T •poly
)
,LQ
)τ˘\
σ\
h˘\
POLYVECTOR FIELDS AND POLYDIFFERENTIAL OPERATORS ASSOCIATED WITH LIE PAIRS 17
More precisely, we have the (filtered) contraction
· · · Γ(Λn−1L∨)⊗R T kpoly Γ(ΛnL∨)⊗R T kpoly Γ(Λn+1L∨)⊗R T kpoly · · ·
· · · Γ(Λn−1A∨)⊗R T kpoly Γ(ΛnA∨)⊗R T kpoly Γ(Λn+1A∨)⊗R T kpoly · · ·
· · · Γ(Λn−1L∨)⊗R T kpoly Γ(ΛnL∨)⊗R T kpoly Γ(Λn+1L∨)⊗R T kpoly · · ·
σ\
LQ
σ\
LQ
h˘\
σ\
h˘\
τ˘\
dBottA
τ˘\
dBottA
τ˘\
LQ LQ
where h˘\ =
∑∞
k=0(h\L%)kh\ and
τ˘\ =
∞∑
k=0
(h\L%)kτ\. (15)
The proof requires the following technical results.
Lemma 3.4. Let pr0 denote the canonical projection Sˆ(B∨) ⊗ B  S0(B∨) ⊗ B. For all a ∈ Γ(A) and
j ∈ {1, . . . , r}, we have
pr0
(
[∇ a , ∂j ]) = ∇Botta (∂j).
Proof. We have seen that, for all a ∈ Γ(A), the operator ∇ a is a derivation of Γ(Sˆ(B∨)), which stabilizes
the filtration Γ(Sˆ>n(B∨)). Therefore, there exist local sections θMk of A∨ such that
∇ aχk = ∑
M∈Nr0
|M |>1
iaθ
M
k · χM .
It follows that∇ a may be regarded as a section of Sˆ>1(B∨)⊗B:
∇ a =
r∑
k=1
( ∑
M∈Nr0
|M |>1
iaθ
M
k · χM
)
∂k.
On one hand, it follows from
[∇ a , ∂j ] = ∇ a ◦ ∂j − ∂j ◦ ∇ a =
r∑
k=1
∑
|M |>1
iaθ
M
k · χM∂k ◦ ∂j −
r∑
k=1
∑
|M |>1
iaθ
M
k · ∂j ◦ (χM∂k)
= −
r∑
k=1
∑
|M |>1
iaθ
M
k ·MjχM−ej · ∂k
that
pr0
(
[∇ a , ∂j ]) = − r∑
k=1
iaθ
ej
k · ∂k.
On the other hand, it follows from
0 = ρ(a)〈χk|∂j〉︸ ︷︷ ︸
δk,j
=
〈
∇ aχk
∣∣∣∂j〉+ 〈χk∣∣∣∇ a∂j〉
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and the fact that∇ a stabilizes the subspace Γ(S1(B)) of Γ(S(B)) that
∇ a(∂j) = ∑
k
〈
χk
∣∣∣∇ a∂j〉 ∂k
= −
∑
k
〈
∇ aχk
∣∣∣∂j〉 ∂k
= −
∑
k
∑
|M |>1
iaθ
M
k ·
〈
χM
∣∣∂j〉 · ∂k
= −
∑
k
iaθ
ej
k · ∂k.
Finally, for all a ∈ Γ(A) and b ∈ Γ(B), we have∇ a(b) = ∇Botta (b) as
pbw(∇ ab−∇Botta b) = a · pbw(b)− pbw (q[a, j(b)])
= a · j(b)− j ◦ q([a, j(b)]) = j(b) · a+ p([a, j(b)])︸ ︷︷ ︸
∈Γ(A)
= 0
in U(L)U(L)Γ(A) . The proof is complete. 
Lemma 3.5. σ\L%τ\ = dBottA
Proof. Let (lk)k∈{1,...,rkL} denote any local frame of L and let (λk)k∈{1,...,rkL} denote the dual local frame
of L∨. Likewise let (ak)k∈{1,...,rkA} denote any local frame of A and let (αk)k∈{1,...,rkA} denote the dual
local frame of A∨. For all ω ∈ Γ(Λ•A∨), n ∈ N, and j0, . . . , jn ∈ {1, . . . , r}, we have
σ\
(
[%, τ\
(
ω ⊗ ∂j0 ∧ · · · ∂jn
)
]
)
= σ\
(
[%, p>ω ⊗ 1⊗ ∂j0 ∧ · · · ∧ ∂jn)]
)
= σ\
(
dL(p
>ω)⊗ 1⊗ ∂j0 ∧ · · · ∧ ∂jn)
+
∑
k
λk ∧ p>ω ⊗ [∇lk − ilkΞ, 1⊗ ∂j0 ∧ · · · ∧ ∂jn ]
)
= σ
(
dL(p
>ω)⊗ 1)⊗ ∂j0 ∧ · · · ∧ ∂jn
+
∑
k
σ\
(
p>αk ∧ p>ω ⊗ [∇ ak , 1⊗ ∂j0 ∧ · · · ∧ ∂jn ]
)
= dAω ⊗ ∂j0 ∧ · · · ∧ ∂jn
+
∑
k
σ\
(
p>(αk ∧ ω)⊗
{ n∑
t=0
1⊗ ∂j0 ∧ · · · ∧ [∇ ak , ∂jt ] ∧ · · · ∧ ∂jn
})
= dAω ⊗ ∂j0 ∧ · · · ∧ ∂jn
+
∑
k
n∑
t=0
αk ∧ ω ⊗ ∂j0 ∧ · · · ∧ pr0[∇ ak , ∂jt ] ∧ · · · ∧ ∂jn .
It follows from Lemma 3.4 that
pr0[∇ ak , ∂jt ] = ∇ ak(∂jt) = ∇Bottak (∂jt).
Hence, we conclude that σ\ ◦ L% ◦ τ\ = dBottA . 
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Proof of Proposition 3.3. We proceed by homological perturbation — see [32, Lemma 2.1]. Starting from
the filtered contraction of Proposition 3.2, it suffices to perturb the coboundary operator L−δ by the operator
L%. One checks that σ\L%h\ = 0. It follows that
σ˘\ :=
∞∑
k=0
σ\(L%h\)k = σ\
and, making use of Lemma 3.5,
ϑ :=
∞∑
k=0
σ\(L%h\)kL%τ\ = σ\L%τ\ = dBottA .
The result follows immediately since −δ + % = Q. 
It follows from the homotopy transfer theorem for L∞ algebras [4, 16, 14, 1, 13, 5, 11, 12] applied to the
contraction in Proposition 3.3 that the dgla structure carried by tot
(
Γ(Λ•L∨) ⊗R T •poly
)
induces an L∞
algebra structure on tot
(
Γ(Λ•A∨) ⊗R T •poly
)
. Moreover, since the retraction σ\ intertwines the associative
algebra structures, we immediately obtain the following
Proposition 3.6. Given a Lie pair (L,A), each choice of a splitting j : B → L of the short exact sequence
of vector bundles 0 → A → L → B → 0 and of a torsion-free L-connection ∇ on B extending the Bott
A-connection determines
(1) an L∞ algebra structure on tot
(
Γ(Λ•A∨)⊗R T •poly
)
with the operator dBottA as unary bracket;
(2) and aGerstenhaber algebra structure onH•CE(A, T •poly), the hypercohomology of the double complex(
tot
(
Γ(Λ•A∨)⊗R T •poly
)
, dBottA
)
.
Remark 3.7. One can prove that theL∞ algebra structure on tot
(
Γ(Λ•A∨)⊗RT •poly
)
is compatible with the
wedge product in the sense that all L∞ multibrackets are multi-derivations with respect to the wedge product.
That is, tot
(
Γ(Λ•A∨)⊗R T •poly
)
is a degree (+1) derived Poisson algebra [2].
3.2. Dolgushev–Fedosov contraction and L∞ algebra structure on D•poly. Denote by D•poly(L[1] ⊕ B)
the space of polydifferential operators on L[1]⊕B. The Hochschild cohomology of the Fedosov dg manifold
(L[1] ⊕ B,Q) is the cohomology of the cochain complex (D•poly(L[1] ⊕ B), JQ + m,−K). The algebra of
functions C∞(L[1] ⊕ B) is a module over its subalgebra Γ(Λ•L) ≡ Γ(Λ•L∨ ⊗ S0(B∨)). The subspace
of D•poly(L[1] ⊕ B) comprised of all Γ(Λ•L∨)-multilinear polydifferential operators is easily identified to
Γ(Λ•L∨) ⊗R D•poly, the space of polydifferential operators on the Fedosov dg Lie algebroid F . Since F is
a dg Lie subalgebroid of the tangent bundle TM →M of the Fedosov dg manifoldM = (L[1] ⊕ B,Q), it
follows that the subspace Γ(Λ•L∨)⊗RD•poly ofD•poly(L[1]⊕B) is stable under the Hochschild coboundary
operator JQ+m,−K of the Fedosov dg manifold (L[1]⊕B,Q).
We also have the following
Lemma 3.8. The subspace Γ(Λ•L∨)⊗R D•poly of D•poly(L[1]⊕B) is stable under J−δ,−K.
Lemma 3.9. The diagram
Γ(ΛpL∨)⊗R Dvpoly Γ(Λp+1L∨)⊗R Dvpoly
Γ(ΛpL∨)⊗R Dv−1poly Γ(Λp+1L∨)⊗R Dv−1poly
Jδ,−K
(−1)pJm,−K Jδ,−K(−1)
p+1Jm,−K
commutes.
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Proof. It suffices to verify that the diagrams
Γ(ΛpL∨)⊗R Dvpoly Γ(Λp+1L∨)⊗R Dvpoly
Γ(ΛpL∨ ⊗ Sˆ(B∨))⊗R Γ((SB)⊗v+1) Γ(Λp+1L∨ ⊗ Sˆ(B∨))⊗R Γ((SB)⊗v+1)
Jδ,−K
δ⊗id
id⊗ϕ ≡ id⊗ϕ ≡
and
Γ(ΛpL∨)⊗R Dv−1poly Γ(ΛpL∨)⊗R Dvpoly
Γ(ΛpL∨ ⊗ Sˆ(B∨))⊗R Γ((SB)⊗v) Γ(ΛpL∨ ⊗ Sˆ(B∨))⊗R Γ((SB)⊗v+1)
Jm,−K
id⊗(−1)v−1dH
id⊗ϕ ≡ id⊗ϕ ≡
commute. 
Proposition 3.10. The diagram
...
...
...
Γ(Λ0L∨)⊗R D1poly Γ(Λ1L∨)⊗R D1poly Γ(Λ2L∨)⊗R D1poly · · ·
Γ(Λ0L∨)⊗R D0poly Γ(Λ1L∨)⊗R D0poly Γ(Λ2L∨)⊗R D0poly · · ·
Γ(Λ0L∨)⊗R D−1poly Γ(Λ1L∨)⊗R D−1poly Γ(Λ2L∨)⊗R D−1poly · · ·
Jm,−K J−δ,−K −Jm,−K J−δ,−K Jm,−K J−δ,−K
Jm,−K J−δ,−K −Jm,−K J−δ,−K Jm,−K J−δ,−K
Jm,−K J−δ,−K −Jm,−K J−δ,−K Jm,−K J−δ,−K
is a double complex.
Its total complex
· · · → totn
(
Γ(Λ•L∨)⊗R D•poly
) J−δ+m,−K−−−−−−→ totn+1 (Γ(Λ•L∨)⊗R D•poly)→ · · ·
admits the descending filtrationF0 ⊃ F1 ⊃ F2 ⊃ F3 ⊃ · · · defined by
Fm =
rk(L)⊕
k=0
Γ(Λk(L∨))⊗R ϕ
( ∞⊕
q=−1
Γ
(
Sˆ>m−k(B∨)⊗ S(B)⊗ · · · ⊗ S(B)︸ ︷︷ ︸
q+1 factors
))
.
We note that, since pbw : Γ(S(B))→ D0poly is an isomorphism of R-coalgebras,
0 Γ(S0(B)) Γ(S(B)) Γ(S(B))⊗2 Γ(S(B))⊗3 · · ·
0 D−1poly D0poly D1poly D2poly · · ·
id
dH dH
pbw
dH
pbw⊗2
dH
pbw⊗3
dH dH dH dH
is an isomorphism of cochain complexes of R-modules.
The following proposition can be easily verified.
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Proposition 3.11. The cochain complex
(
tot
(
Γ(Λ•L∨)⊗RD•poly
)
, J−δ+m,−K) contracts onto ( tot (Γ(Λ•A∨)⊗R
D•poly
)
, id⊗dH
)
. More precisely, we have the filtered contraction
· · · totn
(
Γ(Λ•L∨)⊗R D•poly
)
totn+1
(
Γ(Λ•L∨)⊗R D•poly
)
· · ·
· · · totn
(
Γ(Λ•A∨)⊗R D•poly
)
totn+1
(
Γ(Λ•A∨)⊗R D•poly
)
· · ·
· · · totn
(
Γ(Λ•L∨)⊗R D•poly
)
totn+1
(
Γ(Λ•L∨)⊗R D•poly
)
· · ·
σ\
J−δ+m,−K
σ\
h\τ\
id⊗dH
τ\
J−δ+m,−K
where σ\, τ\ and h\ are the three maps making the following three diagrams (involving the map ϕ defined
in (11)) commute:
Γ(ΛuL∨)⊗R Dvpoly
Γ(ΛuA∨)⊗R Dvpoly
Γ(ΛuL∨ ⊗ Sˆ(B∨))⊗R Γ((SB)⊗v+1)
σ\
id⊗ϕ ≡
σ⊗pbw⊗v+1
Γ(ΛuL∨)⊗R Dvpoly
Γ(ΛuA∨)⊗R Dvpoly
Γ(ΛuL∨ ⊗ Sˆ(B∨))⊗R Γ((SB)⊗v+1)
τ\
τ⊗(pbw−1)⊗v+1
id⊗ϕ ≡
Γ(ΛuL∨)⊗R Dvpoly Γ(Λu−1L∨)⊗R Dvpoly
Γ(ΛuL∨ ⊗ Sˆ(B∨))⊗R Γ((SB)⊗v+1) Γ(Λu−1L∨ ⊗ Sˆ(B∨))⊗R Γ((SB)⊗v+1)
h\
h⊗id
id⊗ϕ ≡ id⊗ϕ ≡
Lemma 3.12. The diagram
Γ(ΛpL∨)⊗R Dv+1poly Γ(Λp+1L∨)⊗R Dv+1poly
Γ(ΛpL∨)⊗R Dvpoly Γ(Λp+1L∨)⊗R Dvpoly
J%,−K
(−1)pJm,−K J%,−K(−1)
p+1Jm,−K
commutes.
Sketch of proof. We have J%,mK = 0 because, for every l ∈ Γ(L), the operator il% is a derivation for the
multiplicationm on C∞(L[1]⊕B). 
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It follows from Proposition 3.10 and Lemma 3.12 that
...
...
...
Γ(Λ0L∨)⊗R D1poly Γ(Λ1L∨)⊗R D1poly Γ(Λ2L∨)⊗R D1poly · · ·
Γ(Λ0L∨)⊗R D0poly Γ(Λ1L∨)⊗R D0poly Γ(Λ2L∨)⊗R D0poly · · ·
Γ(Λ0L∨)⊗R D−1poly Γ(Λ1L∨)⊗R D−1poly Γ(Λ2L∨)⊗R D−1poly · · ·
Jm,−K J−δ+%,−K −Jm,−K J−δ+%,−K Jm,−K J−δ+%,−K
Jm,−K J−δ+%,−K −Jm,−K J−δ+%,−K Jm,−K J−δ+%,−K
Jm,−K J−δ+%,−K −Jm,−K J−δ+%,−K Jm,−K J−δ+%,−K
is a double complex.
Indeed, the operator J%,−K is a perturbation of the filtered complex
· · · → totn
(
Γ(Λ•L∨)⊗R D•poly
) J−δ+m,−K−−−−−−→ totn+1 (Γ(Λ•L∨)⊗R D•poly)→ · · ·
Proposition 3.13. We have a contraction(
tot
(
Γ(Λ•A∨)⊗R D•poly
)
, dUA + dH
) (
tot
(
Γ(Λ•L∨)⊗R D•poly
)
, JQ+m,−K)τ˘\
σ\
h˘\
More precisely, we have the (filtered) contraction
· · · totn
(
Γ(Λ•(L∨))⊗R D•poly
)
totn+1
(
Γ(Λ•(L∨))⊗R D•poly
)
· · ·
· · · totn
(
Γ(Λ•(A∨))⊗R D•poly
)
totn+1
(
Γ(Λ•(A∨))⊗R D•poly
)
· · ·
· · · totn
(
Γ(Λ•(L∨))⊗R D•poly
)
totn+1
(
Γ(Λ•(L∨))⊗R D•poly
)
· · ·
σ\
JQ+m,−K
σ\
h˘\τ˘\
dUA+dH
τ˘\
JQ+m,−K
where τ˘\ =
∑∞
k=0(h\ ◦ J%,−K)k ◦ τ\ and h˘\ = ∑∞k=0(h\ ◦ J%,−K)k ◦ h\.
The proof requires the following technical results.
Lemma 3.14. Let pr0 denote the canonical projection Sˆ(B∨)⊗S(B) S0(B∨)⊗S(B). For all a ∈ Γ(A)
and J ∈ Nr0, we have
pr0
(J∇ a , ∂JK) = ∇ a(∂J).
Proof. We have seen that, for all a ∈ Γ(A), the operator ∇ a is a derivation of Γ(Sˆ(B∨)), which stabilizes
the filtration Γ(Sˆ>n(B∨)). Therefore, there exist local sections θMk of L∨ such that
∇ aχk = ∑
M∈Nr0
|M |>1
iaθ
M
k · χM .
It follows that∇ a may be regarded as a section of Sˆ>1(B∨)⊗B:
∇ a =
r∑
k=1
( ∑
M∈Nr0
|M |>1
iaθ
M
k · χM
)
∂k.
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On one hand, it follows from
J∇ a , ∂JK = ∇ a ? ∂J − ∂J ?∇ a = r∑
k=1
∑
|M |>1
iaθ
M
k · χM∂J+ek −
r∑
k=1
∑
|M |>1
iaθ
M
k ·
(
∂J ? χM∂k
)
,
that
pr0
(J∇ a , ∂JK) = − r∑
k=1
∑
|M |>1
iaθ
M
k
J !
M !(J −M)!∂
M (χM ) · ∂J−M+ek
= −
r∑
k=1
∑
|M |>1
iaθ
M
k
J !
(J −M)! · ∂
J−M+ek .
On the other hand, it follows from
0 = ρ(a)
〈
χK
∣∣∂J〉︸ ︷︷ ︸
K!·δK,J
=
〈
∇ aχK
∣∣∣∂J〉+ 〈χK∣∣∣∇ a∂J〉
that
∇ a(∂J) = ∑
K
1
K!
〈
χK
∣∣∣∇ a∂J〉 ∂K
= −
∑
K
1
K!
〈
∇ aχK
∣∣∣∂J〉 ∂K
= −
∑
K
1
K!
〈∑
k
Kkχ
K−ek∇ aχk
∣∣∣∣∣∂J
〉
∂K
= −
∑
K
1
K!
∑
k
Kk
∑
|M |>1
iaθ
M
k
〈
χK−ek+M
∣∣∂J〉︸ ︷︷ ︸
J !·δK−ek+M,J
∂K
= −
∑
k
∑
|M |>1
J !
(J −M + ek)! (Jk −Mk + 1)iaθ
M
k ∂
J−M+ek
= −
∑
k
∑
|M |>1
J !
(J −M)! iaθ
M
k ∂
J−M+ek .
The proof is complete. 
Lemma 3.15. σ\ ◦ J%,−K ◦ τ\ = dUA
Proof. Let (lk)k∈{1,...,rkL} denote any local frame of L and let (λk)k∈{1,...,rkL} denote the dual local frame
of L∨. Likewise let (ak)k∈{1,...,rkA} denote any local frame of A and let (αk)k∈{1,...,rkA} denote the dual
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local frame of A∨. For all ω ∈ Γ(Λ•A∨), n ∈ N, and J0, . . . , Jn ∈ Nr0, we have
σ\
(J%, τ\(ω ⊗ pbw(∂J0)⊗ · · · ⊗ pbw(∂Jn))K)
= σ\
(J%, p>ω ⊗ ϕ(1⊗ ∂J0 ⊗ · · · ⊗ ∂Jn)K)
= σ\
(
dL(p
>ω)⊗ ϕ(1⊗ ∂J0 ⊗ · · · ⊗ ∂Jn)
+
∑
k
λk ∧ p>ω ⊗ J∇lk − ilkΞ, ϕ(1⊗ ∂J0 ⊗ · · · ⊗ ∂Jn)K)
= σ
(
dL(p
>ω)⊗ 1)⊗ pbw(∂J0)⊗ · · · ⊗ pbw(∂Jn)
+
∑
k
σ\
(
p>αk ∧ p>ω ⊗ J∇ ak , ϕ(1⊗ ∂J0 ⊗ · · · ⊗ ∂Jn)K)
= dAω ⊗ pbw(∂J0)⊗ · · · ⊗ pbw(∂Jn)
+
∑
k
σ\
(
p>(αk ∧ ω)⊗ ϕ
{ n∑
t=0
1⊗ ∂J0 ⊗ · · · ⊗ J∇ ak , ∂JtK⊗ · · · ⊗ ∂Jn})
= dAω ⊗ pbw(∂J0)⊗ · · · ⊗ pbw(∂Jn)
+
∑
k
n∑
t=0
αk ∧ ω ⊗ pbw(∂J0)⊗ · · · ⊗ pbw
(
pr0J∇ ak , ∂JtK)⊗ · · · ⊗ pbw(∂Jn).
It follows from Lemma 3.14 that
pbw
(
pr0J∇ ak , ∂JtK) = pbw (∇ ak(∂Jt)) = ak · pbw(∂Jt).
Hence, we conclude that σ\ ◦ J%,−K ◦ τ\ = dUA. 
Proof of Proposition 3.13. We proceed by homological perturbation — see [32, Lemma 2.1]. Starting from
the filtered contraction of Proposition 3.11, it suffices to perturb the coboundary operator J−δ + m,−K by
the operator J%,−K. One checks that σ\ ◦ J%,−K ◦ h\ = 0. Therefore, we obtain
σ˘\ :=
∞∑
k=0
σ\ ◦ (J%,−K ◦ h\)k = σ\
and, making use of Lemma 3.15,
ϑ :=
∞∑
k=0
σ\ ◦ (J%,−K ◦ h\)k ◦ J%,−K ◦ τ\ = σ\ ◦ J%,−K ◦ τ\ = dUA.
The result follows immediately since −δ + % = Q. 
Applying Proposition 2.9 and the homotopy transfer theorem for L∞ algebras to the contraction in Proposi-
tion 3.13, we obtain an inducedL∞ algebra structure on tot
(
Γ(Λ•A∨)⊗RD•poly
)
. Moreover, since the retrac-
tion σ\ intertwines the dg associative algebra structures on tot
(
Γ(Λ•L∨)⊗R D•poly
)
and tot
(
Γ(Λ•A∨)⊗R
D•poly
)
(see Lemma 1.2), we immediately obtain the following
Proposition 3.16. Given a Lie pair (L,A), each choice of a splitting j : B → L of the short exact sequence
of vector bundles 0 → A → L → B → 0 and of a torsion-free L-connection ∇ on B extending the Bott
A-connection determines
(1) an L∞ algebra structure on tot
(
Γ(Λ•A∨)⊗R D•poly
)
with the operator dUA + dH as unary bracket;
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(2) and a Gerstenhaber algebra structure on H•CE(A,D•poly), the hypercohomology of the double com-
plex (
tot
(
Γ(Λ•A∨)⊗R D•poly
)
, dUA + dH
)
.
3.3. Uniqueness of the L∞ structure. A priori, the Gerstenhaber algebra structures on H•CE(A, T •poly) and
H•CE(A,D•poly) in Propositions 3.6 and 3.16 are not canonical, as their constructions depend on a choice of
a splitting j : B → L of the short exact sequence 0 → A → L → B → 0 and a torsion-free L-connection
∇ on B extending the Bott A-connection. The aim of this section is to complete the proof of Theorem A
from the introduction and show that both Gerstenhaber algebras are indeed canonical: we do so by showing
that the L∞ algebra structures on tot
(
Γ(Λ•A∨) ⊗R T •poly
)
and tot
(
Γ(Λ•A∨) ⊗R D•poly
)
are independent
of the involved choices up to an L∞ isomorphism with linear part the identity. We shall prove this latter
statement in detail for the L∞ algebra structure on tot
(
Γ(Λ•A∨) ⊗R D•poly
)
. The corresponding statement
for tot
(
Γ(Λ•A∨)⊗RT •poly
)
can be proved by a similar reasoning, or by comparison with the results from [2],
where in fact a stronger result is proven: the L∞ algebra structure on tot
(
Γ(Λ•A∨)⊗R T •poly
)
is independent
of the choice of∇ altogether, and is independent of the choice of j up to an L∞ isomorphism with linear part
the identity (cf. [2, Propositions 4.9 and 4.17]).
Let j1,∇1 and j2,∇2 be two choices of a splitting and a connection. Each choice ji,∇i (with i ∈ {1, 2}) de-
termines a homological vector fieldQi onL[1]⊕B, a Poincaré–Birkhoff–Witt isomorphism pbwi : Γ(SB)→
U(L)
U(L)Γ(A) , and a Fedosov–Dolgushev contraction(
tot
(
Γ(Λ•A∨)⊗R D•poly
)
, dUA + dH
) (
tot
(
Γ(Λ•L∨)⊗R D•poly
)
, JQi +m,−K)τ˘\,i
σ\,i
h˘\,i (16)
as in Proposition 3.13.
Together with an L∞ algebra structure Υi on
(
tot
(
Γ(Λ•A∨) ⊗R D•poly
)
, dUA + dH
)
, homotopy transfer
along the Dolgushev–Fedosov contraction (16) induces a pair of L∞ quasi-isomorphisms
tot
(
Γ(Λ•A∨)⊗R D•poly
)
 tot
(
Γ(Λ•L∨)⊗R D•poly
)
tot
(
Γ(Λ•L∨)⊗R D•poly
)
 tot
(
Γ(Λ•A∨)⊗R D•poly
)
with linear parts τ˘\,i and σ\,i respectively. Moreover, recall the isomorphism of dglas(
tot
(
Γ(Λ•L∨)⊗RD•poly
)
, JQ1+m,−K, J−,−K) id⊗ψ∨∗−−−−→ ( tot (Γ(Λ•L∨)⊗RD•poly), JQ2+m,−K, J−,−K)
defined at the end of Section 2.3.
In particular, the two induced L∞ algebra structures on tot
(
Γ(Λ•A∨) ⊗R D•poly
)
are related by an L∞
morphism (
tot
(
Γ(Λ•A∨)⊗R D•poly
)
,Υ1
)
 
(
tot
(
Γ(Λ•A∨)⊗R D•poly
)
,Υ2
)
with linear part σ\,2 ◦ (id⊗ψ∨∗ )◦ τ˘\,1: we need to show that this composition is the identity map. This implies
that the above is in fact an L∞ isomorphism (since an L∞ morphism is invertible if and only if so is its linear
part), and that the induced Lie brackets on cohomology coincide.
Finally, recall the identification ϕ from (11), and the commutative diagram
Γ(Λ•L∨)⊗R Dkpoly
Γ(Λ•A∨)⊗R Dkpoly
Γ(Λ•L∨ ⊗ Sˆ(B∨))⊗R Γ((SB)⊗k+1)
σ\,i
id⊗ϕ ≡
σ⊗pbw⊗k+1i
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defining σ\,i. According to Lemma 2.10, the mapϕ−1◦ψ∨∗ : Dkpoly → Γ(Sˆ(B∨)⊗S(B)⊗k+1) coincides with
the one
(
id⊗(ψ−1)⊗k+1) ◦ ϕ−1 up to terms in Γ(Sˆ≥1(B∨)⊗ S(B)⊗k+1). Since Γ(Λ•L∨ ⊗ Sˆ≥1(B∨)) ⊂
ker(σ), we see that
σ\,2 ◦ (id⊗ψ∨∗ ) = (σ ⊗ pbw⊗k+12 ) ◦ (id⊗(ϕ−1 ◦ ψ∨∗ )) = (σ ⊗ (pbw2 ◦ψ−1)⊗k+1) ◦ (id⊗ϕ−1) = σ\,1
(recall that ψ = pbw−11 ◦ pbw2 by definition), thus
σ\,2 ◦ (id⊗ψ∨∗ ) ◦ τ˘\,1 = σ\,1 ◦ τ˘\,1 = id,
which is what we needed to show.
3.4. Matched pair case. Recall that, for a Lie pair (L,A), if a splitting j : B(= L/A) → L of the short
exact sequence 0 → A → L → B → 0 is given, whose image j(B) happens to be a Lie subalgebroid of L,
then A andB are said to form a matched pair of Lie algebroids— see [23, 31, 27] for more details. In such a
situation, we write L = A ./ B to highlight that A and B play symmetric roles as a pair of complementary
Lie subalgebroids of the Lie algebroid L.
Let L = A ./ B be a matched pair of Lie algebroids over a manifoldM . Consider the double vector bundle
A⊕B B
A M
$
pi
whereA⊕B → A is the pullback of the vector bundleB $−→M via the map pi : A→M whileA⊕B → B
is the pullback of the vector bundle A pi−→M via the map $ : B →M .
Each section b ∈ Γ(B) determines a derivation ~b of the algebra of smooth functions C∞(A) through the
relations
~b(pi∗f) = pi∗
(
ρ(b)f
)
, ∀f ∈ C∞(M)
and
~b(lξ) = l∇Bottb ξ, ∀ξ ∈ Γ(A
∨),
where lξ denotes the fiberwise linear function A 3 a 7→ 〈ξ|a〉 ∈ R on A.
The vector bundle A ⊕ B → A, whose space of sections is naturally identified to C∞(A) ⊗C∞(M) Γ(B),
admits a natural Lie algebroid structure with anchor map
C∞(A)⊗C∞(M) Γ(B) 3 g ⊗ b 7→ g ·~b ∈ X(A)
and Lie bracket
[g1 ⊗ b1, g2 ⊗ b2] = g1g2 ⊗ [b1, b2] + g1 · ~b1(g2)⊗ b2 − g2 · ~b2(g1)⊗ b1.
Similarly, the vector bundle A⊗B → B admits a natural Lie algebroid structure.
The following result is due to Mackenzie [26].
Lemma 3.17. If A ./ B is a matched pair of Lie algebroids, then
A⊕B B
A M
is a double Lie algebroid.
According to Gracia-Saz and Mehta [15], any double Lie algebroid induces a pair of dg Lie algebroids. As
an immediate consequence, we have the following
Corollary 3.18. If A ./ B is a matched pair of Lie algebroids, then (A[1]⊕B, dBottA ) is a dg Lie algebroid
over (A[1], dA).
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Here the dg manifold structures on (A[1]⊕ B, dBottA ) and (A[1], dA) are induced, respectively, from the Lie
algebroid structures on A ⊕ B → B and A → M . In what follows, we write B to denote the dg manifold
(A[1]⊕B, dBottA ).
The space of sections of the dg Lie algebroid B → A[1] can be naturally identified with Γ(Λ•A∨ ⊗ B), the
bracket on Γ(Λ•A∨ ⊗B) is
[ξ1 ⊗ b1, ξ2 ⊗ b2] = ξ1 ∧ ξ2 ⊗ [b1, b2] + ξ1 ∧ (∇Bottb1 ξ2)⊗ b2 − (∇Bottb2 ξ1) ∧ ξ2 ⊗ b1
for all ξ1, ξ2 ∈ Γ(Λ•A∨) and b1, b2 ∈ Γ(B), while the anchor map
Γ(Λ•A∨ ⊗B) ρ¯−→ Der (Γ(Λ•A∨))
is characterized as
η
ρ¯(ξ⊗b)7−−−−→ ξ ∧∇Bottb η,
for all ξ, η ∈ Γ(Λ•A∨) and b ∈ Γ(B). Finally, the differential on the space of sections of B → A[1] induced
by the homological vector fields on B and A[1] is simply the Chevalley–Eilenberg differential
dBottA : Γ(Λ
•A∨ ⊗B)→ Γ(Λ•+1A∨ ⊗B)
corresponding to the Bott representation of A on B.
According to Proposition 2.3, the dg Lie algebroid B → A[1] induces a differential Gerstenhaber algebra
structure on Γ(Λ•+1B) ∼= Γ(Λ•A∨ ⊗ Λ•+1B). Its differential is the Chevalley–Eilenberg differential
dBottA : Γ(Λ
•A∨ ⊗ Λ•+1B)→ Γ(Λ•+1A∨ ⊗ Λ•+1B), (17)
corresponding to the Bott representation ofA on ΛB and its Lie bracket is the Schouten bracket of the dg Lie
algebroid B → A[1].
Proposition 3.19. Let A ./ B be a matched pair of Lie algebroids.
(1) When endowed with the differential dBottA as in (17) and the Schouten bracket, tot Γ(Λ•A∨⊗Λ•+1B)
is a differential Gerstenhaber algebra, whence a dgla.
(2) When endowed with the wedge product and the Schouten bracket, the cohomology H•CE(A,Λ•+1B)
is a Gerstenhaber algebra.
Theorem 3.20. Let L = A ./ B be a matched pair, and ∇ a torsion-free L-connection on B extend-
ing the Bott A-connection. Then the L∞ algebra tot
(
Γ(Λ•A∨) ⊗R T •poly
)
and the Gerstenhaber algebra
H•CE(A, T •poly) of Corollary 3.6 coincide respectively with the dgla Γ(Λ•A∨ ⊗ Λ•+1B) and the Gersten-
haber algebra H•CE(A,Λ•+1B) of Proposition 3.19.
The universal enveloping algebra U(B) of the dg Lie algebroid B is naturally identified, as a left Γ(Λ•A∨)-
module, with Γ(Λ•A∨)⊗R U(B). It admits a structure of dg Hopf algebroid over the cdga
(
Γ(Λ•A∨), dA
)
with the following properties.
(1) The multiplication in U(B) ∼= Γ(Λ•A∨)⊗R U(B) satisfies
(ξ ⊗ 1) · (η ⊗ 1) = ξ ∧ η ⊗ 1, ∀ξ, η ∈ Γ(Λ•A∨);
(1⊗ u) · (1⊗ v) = 1⊗ u · v, ∀u, v ∈ U(B);
(ξ ⊗ 1) · (1⊗ u) = ξ ⊗ u, ∀ξ ∈ Γ(Λ•A∨), ∀u ∈ U(B);
(1⊗ b) · (ξ ⊗ 1)− (ξ ⊗ 1)⊗ (1⊗ b) = (∇Bottb ξ)⊗ 1, ∀b ∈ Γ(B), ∀ξ ∈ Γ(A∨).
The multiplication is actually defined by the relation
(ξ ⊗ b1b2 · · · bn) · (η ⊗ u) =
n∑
k=0
∑
σ∈Sn−kk
(ξ ∧∇Bottbσ(1) · · · ∇Bottbσ(k)η)⊗ bσ(k+1) · · · bσ(n) · u,
for all ξ, η ∈ Γ(Λ•A∨), b1, b2, . . . , bn ∈ Γ(B), and u ∈ U(B).
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(2) The source and target maps
Γ(Λ•A∨) Γ(Λ•A∨)⊗R U(B)
α
β
are both inclusion.
(3) The differential
dUA : Γ(Λ
•A∨)⊗R U(B)→ Γ(Λ•+1A∨)⊗R U(B)
is precisely the Chevalley–Eilenberg differential of the Lie algebroid A with coefficients in U(B).
Here theA-module structure onU(B) follows from the canonical identification ofU(B)with U(L)U(L)Γ(A)
— the Lie algebroid A acts on the latter by multiplication from the left.
(4) The comultiplication ∆ is defined by the commutative diagram(
Γ(Λ•A∨)⊗R U(B)
)⊗Γ(Λ•A∨) (Γ(Λ•A∨)⊗R U(B))
Γ(Λ•A∨)⊗R U(B)
Γ(Λ•A∨)⊗R U(B)⊗R U(B),
∼=
∆
id⊗∆U(B)
where ∆U(B) : U(B) → U(B) ⊗R U(B) denotes the comultiplication of the Hopf algebroid U(B)
[38].
It is clear that under the identification U(B) ∼= Γ(Λ•A∨) ⊗R U(B), we have U(B)⊗k+1 ∼= Γ(Λ•A∨) ⊗R
U(B)⊗k+1. And the differentialQ : U(B)⊗k+1 → U(B)⊗k+1 becomes the Chevalley–Eilenberg differential
dUA : Γ(Λ
•A∨)⊗R U(B)⊗k+1 → Γ(Λ•+1A∨)⊗R U(B)⊗k+1. (18)
Here the A-module structure on U(B)⊗k+1 is the natural extension of the A-module structure on U(B).
Proposition 3.21. Let A ./ B be a matched pair of Lie algebroids.
(1) When endowed with the differential dUA + dH (see (7) and (18)) and the Gerstenhaber bracket,(
tot
(
Γ(Λ•A∨)⊗R U(B)⊗•+1
)
is a dgla.
(2) When endowed with the cup product and the Gerstenhaber bracket, the Hochschild cohomology
H•CE
(
A,U(B)⊗•+1), i.e. the cohomology of the complex ( tot(Λ•A∨ ⊗R U(B)⊗•+1, dUA + dH ),
is a Gerstenhaber algebra.
Note that the Gerstenhaber bracket on tot
(
Γ(Λ•A∨)⊗RU(B)⊗•+1
)
is not the obvious extension of the Ger-
stenhaber bracket onU(B)⊗•+1 obtained by tensoring with the commutative associative algebraΓ(Λ•A∨). In
fact, to write down an explicit formula — which is quite involved — one needs to use the Bott representation
of B on Γ(Λ•A∨).
Theorem 3.22. Let L = A ./ B be a matched pair, and ∇ a torsion-free L-connection on B extend-
ing the Bott A-connection. Then the L∞ algebra tot
(
Γ(Λ•A∨) ⊗R D•poly
)
and the Gerstenhaber algebra
H•CE(A,D•poly) of Corollary 3.16 coincide respectively with the dgla tot Γ(Λ•A∨) ⊗R U(B)•+1 and the
Gerstenhaber algebra H•CE(A,U(B)•+1) of Proposition 3.19.
Theorem 3.20 and Theorem 3.22 essentially follow from the following
Proposition 3.23. Given a matched pair of Lie algebroids L = A ./ B and an L-connection ∇ on B
extending the Bott A-connection, let (L[1] ⊕ B,Q) be the resulting Fedosov dg manifold. Then the pair of
quasi-isomorphisms from Proposition 3.3 (k = 1, 0):(
Γ(Λ•A∨ ⊗B), dBottA
) (
Γ(Λ•L∨)⊗RXvertical(B),LQ
)τ˘\
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and (
Γ(Λ•A∨), dA
) (
Γ(Λ•L∨ ⊗ SˆB∨), Q)τ˘
constitutes a morphism of dg Lie-Rinehart algebras.
The identification L = A⊕B induces a decomposition
Γ(ΛnL∨) =
⊕
p+q=n
Γ(ΛpA∨ ⊗ ΛqB∨).
Adapting the argument used in the proof of [32, Theorem 3.8] one can establish the following
Lemma 3.24. Under the same hypothesis of Proposition 3.23, the chain map τ˘\ factors as follows:
Γ(Λ•A∨ ⊗B) Γ(Λ•L∨)⊗RXvertical(B)
Γ(Λ•A∨ ⊗ Λ0B∨)⊗RXvertical(B)
τ˘\
The 1-form X∇ ∈ Γ(L∨ ⊗ Sˆ>2B∨ ⊗ B) valued in formal vertical vector fields on B constructed in Theo-
rem 2.5 decomposes as the sum
X∇ = X1,0 +X0,1
of X0,1 ∈ Γ(A∨ ⊗ Sˆ>2B∨ ⊗B) and X1,0 ∈ Γ(B∨ ⊗ Sˆ>2B∨ ⊗B).
Since L = A ./ B is a matched pair, the covariant differential d∇L satisfies
d∇L
(
Γ(ΛpA∨ ⊗ ΛqB∨ ⊗ SˆB∨)) ⊆ Γ(Λp+1A∨ ⊗ ΛqB∨ ⊗ SˆB∨)⊕ Γ(ΛpA∨ ⊗ Λq+1B∨ ⊗ SˆB∨)
— compare with [32, Proposition 1.6 (3)]. Indeed, we have
d∇L = d
Bott
A + d
∇1,0
B ,
where
dBottA : Γ(Λ
•A∨ ⊗ Λ•B∨ ⊗ SˆB∨)→ Γ(Λ•+1A∨ ⊗ Λ•B∨ ⊗ SˆB∨)
is the Chevalley–Eilenberg differential for the Lie algebroid A corresponding to the Bott representation of A
on Λ•B∨ ⊗ SˆB∨, while
d∇
1,0
B : Γ(Λ
•A∨ ⊗ Λ•B∨ ⊗ SˆB∨)→ Γ(Λ•A∨ ⊗ Λ•+1B∨ ⊗ SˆB∨)
is the covariant differential corresponding to theB-connection∇Bott⊗ id + id⊗∇1,0 on Λ•A∨⊗SˆB∨. Here
∇1,0 denotes the B-connection on B obtained by restriction of the L-connection∇ on B.
Lemma 3.25. Under the same hypothesis of Proposition 3.23, the Fedosov homological vector field Q con-
structed in Theorem 2.5 is the sum Q = Q0,1 +Q1,0 of two operators
Q0,1 = dBottA +X
0,1 and Q1,0 = −δ + d∇1,0B +X1,0
satisfying the relations
Q0,1 ◦Q0,1 = 0, Q1,0 ◦Q1,0 = 0, and Q0,1 ◦Q1,0 +Q1,0 ◦Q0,1 = 0.
It follows from LQ ◦ τ˘\ = τ˘\ ◦ dBottA and Lemma 3.24 that
LQ0,1 ◦ τ˘\ = τ˘\ ◦ dBottA and LQ1,0 ◦ τ˘\ = 0.
We also need the following
Lemma 3.26. If α ∈ Γ(p>(Λ•A∨))⊗RXvertical(B) satisfies LQ1,0(α) = 0 and σ\(α) = 0, then α = 0.
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Proof. It can be shown that h˘\ vanishes on Γ(p>(Λ•A∨))⊗RXvertical(B).
Now, suppose α ∈ Γ(p>(Λ•A∨))⊗RXvertical(B) satisfies LQ1,0(α) = 0 and σ\(α) = 0. Since
τ˘\ ◦ σ\ − id = h˘\ ◦ LQ + LQ ◦ h˘\,
we obtain
−α = h˘\ ◦ LQ0,1(α) + LQ ◦ h˘\(α).
In the latter equation, both terms of the r.h.s. vanish as Γ(p>(Λ•A∨))⊗RXvertical(B) is stable under LQ0,1
and is contained in the kernel of h˘\. 
Lemma 3.27. The maps τ˘\ and τ˘ of Proposition 3.23 satisfy the identities
τ˘\(ξ · η ⊗ b) = τ˘(ξ) · τ˘\(η ⊗ b) (19)
[τ˘\(ξ ⊗ b), τ˘\(η ⊗ c)] = τ˘\[ξ ⊗ b, η ⊗ c] (20)
[τ˘\(ξ ⊗ b), τ˘(η)] = τ˘ [ξ ⊗ b, η] (21)
for all ξ, η ∈ Γ(Λ•A∨) and b, c ∈ Γ(B). The brackets above denote the Schouten brackets of the polyvector
fields on the dg Lie algebroids B and F , respectively.
Proof. Let α = τ˘\[ξ⊗ b, η⊗ c]− [τ˘\(ξ⊗ b), τ˘\(η⊗ c)]. From Lemma 3.24, it is clear that α ∈ Γ(Λ•A∨)⊗R
Xvertical(B). Moreover,
LQ1,0α = LQ1,0 τ˘\[ξ ⊗ b, η ⊗ c]− [LQ1,0 τ˘\(ξ ⊗ b), τ˘\(η ⊗ c)]− [τ˘\(ξ ⊗ b),LQ1,0 τ˘\(η ⊗ c)] = 0.
One checks directly using Equations 12 and (15) that
σ\[τ˘\(ξ ⊗ b), τ˘\(η ⊗ c)] = [ξ ⊗ b, η ⊗ c].
Therefore we have
σ\α = σ\(τ˘\[ξ ⊗ b, η ⊗ c])− σ\[τ˘\(ξ ⊗ b), τ˘\(η ⊗ c)] = 0.
From Lemma 3.26, it follows that α = 0. Equation (20) is thus proved. Equations (19) and (21) can be proved
in a similar fashion. 
Proposition 3.23 now follows immediately from Lemma 3.27.
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