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Abstract
We consider the mathematical modelling of smectic A liquid crystals using the
continuum dynamic theory for smectic A liquid crystals that has been developed by
Stewart [79]. We also examine biaxial nematic liquid crystals using the continuum
theory of Leslie and co-workers [50,51] and the review by Stewart [80].
The Helfrich-Hurault transition is considered in this thesis to study the influence
of the compression coefficient B0 when an electric field is applied. The molecular
alignment described by the director n and the unit layer normal a of a smectic
A sample is considered to be not coincident, unlike the classical smectic A theory
where they coincide. Stability and instability in various situations with and with-
out an electric field will be discussed. Finally, the dynamic continuum theory of
biaxial nematic liquid crystals is an integral part of this thesis. This theory will
be applied to incompressible biaxial nematic liquid crystals to study the linear
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1.1 History of liquid crystals
Matter is commonly classified into three states; solid, liquid and gas. Solids
are rigid and have a fixed volume and shape. They do not flow easily due to
the immobility of the particles and are not easily compressible due to the close
proximity of the particles. In a solid, the molecules are arranged in regular patterns
and have fixed positions and directions.
On the other hand, liquids take up space due to their flow and variable shape
that conforms to their container. The majority of liquids are incompressible due to
the close proximity of the particles but they can move freely. Additionally, because
molecules flow easily around one another in liquids, they lose their positions and
directions, as illustrated in Figure 1.1.
Reinitzer, an Austrian botanist, discovered a new state of matter called liquid
crystals in 1888 when he observed the unusual melting behaviour of cholesteryl
benzoate, which he extracted from natural cholesterol in carrots [26,69,74]. How-
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ever, some scientists observed liquid crystals prior to Reinitzer, but they were
unable to explain the phenomenon [44]. Liquid crystals are between the solid crys-
tal state and the isotropic liquid state. Isotropy refers to the property of being
uniform in all directions (it derives from the Greek words isos (equal) and tropos
(way). Isotropic materials exhibit the same physical properties in all directions,
whereas anisotropic materials have physical properties that vary according to the
direction [78]. Liquid crystals are anisotropic and they flow like fluids but have
the molecular alignment characteristics of solid crystals. As a result, they exhibit
both liquid and solid crystal properties, hence the name liquid crystals (see Fig-
ure 1.2). Reinitzer wrote a letter to Otto Lehmann, a German physicist, on 14
March 1888. This letter served as the catalyst for the discovery and development
of thermotropic liquid crystals. After twenty years of research, the existence of the
liquid crystals was proved. Reinitzer discovered a new phenomenon involving the
two melting points and forwarded his observation to physicist Lehmann for further
investigation [26, 41]. Reinitzer observed that there are two melting points with
generation of colours when he heated a sample of cholesteryl benzoate. At the first
melting point (at 145.5◦C), the substance (solid) became a cloudy liquid, then at
a second melting point (at 178.5◦C), it changed to a clear liquid. Additionally,
W. Heintz observed the second point for Stearin materials [41]. Observations of
Reinitzer and Heintz guided Lehmann to investigate them experimentally. He used
his polarizing microscope to study this strange phenomenon. His research on this
phenomenon resulted in the discovery of the fourth state of matter, which is now
referred to as liquid crystals [12,26]. In 1922, Friedel classified liquid crystals into
three kinds, nematics, cholesteric and smectic [25,31].
2
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Figure 1.1: This represents the states of matter and their molecules ordering.
In 1962, the research of Richard Williams (from the Princeton Institute of RCA)
led to patented light scattering types of electro-optical devices for LCD develop-
ment. Williams’ discovery guided Heilmeier (from RCA) to conduct further inves-
tigation on liquid crystals [12, 43]. Major technological breakthroughs were also
made in 1970 and 1971 by Schadt and Helfrich [37, 72]. As a result, the new
technology piqued the interest of a large number of companies, which worked on
the development and application of liquid crystal displays and demonstrated some




Figure 1.2: Liquid crystals phases.
1.2 What are liquid crystals?
In general, liquid crystals are organic materials that fall between crystalline
solids and isotropic materials. Liquid crystals consist of elongated rod-like molecules,
called calamitic, or known as discotic when the organic molecules are disk-like.
They are also ordered fluid phases [24,87,88].
The constituent liquid crystals molecules are measured in nanometres (nm), and
the ratio of the length to the diameter in the rod-like molecules or the ratio of the
diameter to the thickness of the disk-like molecules is approximately five times
larger [21, p. 3], [88]. Typical molecules in a nematic are around 2nm in length
and 0.5nm in width. Lengths range from approximately 2nm to 10nm. In liquid
crystals, the local direction of average molecular alignment is described by a unit
vector n, referred to as the director. As mentioned in the previous section, liquid
crystals are classified into three broad fundamental classes: nematics, cholesterics,
and smectics. This section will discuss nematics and cholesterics briefly before
4
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delving deeper into smectic liquid crystals.
In general, liquid crystals can also be classified according to their response to
temperature changes, referred to as thermotropic liquid crystals, or their response
to changes in the concentration of a solvent, referred to as lyotropic liquid crystals.
Here, we will focus on thermotropic liquid crystals [20,87].
1.2.1 Nematic liquid crystals
Nematics are the most widely studied liquid crystals. They are also the most
widely used. Nematics are generally regarded as having a crystalline structure.
When in equilibrium, an aligned sample can thus be regarded as a single aligned
crystal in which the molecules are aligned along the direction defined by the direc-
tor n. The nematic phase is essentially a one-dimensionally ordered elastic fluid in
which the molecules are orientationally ordered, but where there is no long-range
positional ordering of the molecules, as illustrated in Figure 1.3. Nematic liquid
crystals are mainly used in LCD devices. Their high fluidity and low viscosity
make them ideal for the manipulation of electric and magnetic fields [1,24,44,87].
1.2.2 Cholesteric liquid crystals
The cholesteric liquid crystal phase is the counterpart of the nematic phase
except that the molecules exhibit a chiral pattern with a given pitch and the
alignment can be visualised via cross-sectional layers each with an individual uni-
form director alignment n represented in each layer [1, 78], see Figure 1.4. The
director changes periodically across these cross-sectional layers as shown. The
gradual change in director alignment across layers is described by a helix with a
temperature-dependent pitch P [19, 57]; in most cases, the temperature is fixed,
and thus P is a constant in the modelling. The pitch of a cholesteric liquid crys-
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tals phase is defined as the distance between two layers where the director rotates
360◦ [57, 78]. Note that the structure of the cholesteric liquid crystals phase is
repeated with a period P/2 because n and −n are indistinguishable [78].
Cholesteric derivatives were the first materials to exhibit the cholesteric phase
[19], and thus the chiral nematic phase was named the cholesteric phase. In fact,
a cholesteric liquid crystal can be obtained either naturally or by adding a trace
amount of chiral material to nematic material [19,57]. Moreover, the helical struc-
ture has the ability to reflect light of a wavelength similar in magnitude to P [25,44].


















where we assume that P is the constant temperature-dependent pitch of the helical
superstructure and ϕ0 is a constant that depends on the boundary conditions.
Figure 1.3: The structure of the nematic phase [35].
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Figure 1.4: The structure of the cholesteric phase [57].
1.2.3 Smectic liquid crystals
Smectic liquid crystals are liquids in which the molecules form layered structures
with a well-defined interlayer distance, resulting in their long axes being perpen-
dicular to the layer planes on average. In general, the molecules in a nematic tend
to be aligned on average with a unit vector n which is called the director [24, 63].
Smectics, on the other hand, are more ordered than nematics, as seen in Figure 1.5.
Here we consider only the smectic A liquid crystal phases. For other smectic liquid
crystal phases, details can be found in de Gennes and Prost [21]. For the smectic
A phase, the molecules are arranged in layers where their alignment is perpendic-
ular to these layers and parallel to the layer normal; see Figure 1.5a. Whereas, in
smectic C liquid crystals, the director makes an angle θ with the layers; see Figure
1.5b. Note that the director n is the average direction of the molecular alignment,




(a) Smectic A (b) Smectic C
Figure 1.5: The structure of the smectic A and smectic C phase [62].
In SmC liquid crystals, the layer normal a in the Cartesian coordinates is a unit
vector that is perpendicular to the liquid crystal sample layers. By contrast, the
vector c is the unit orthogonal projection of n onto the smectic planes [21,78]. For
more information, consult the books [3, 21, 63]. In Smectic A, we will use these
ideas for n and a in Chapters 3-5.
Figure 1.6: The unit vectors a and c that describe the arrangement of a planar
aligned sample of SmC liquid crystal in Cartesian coordinates [78]. Note that
c is the unit orthogonal projection of the director n onto the xy-plane.
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1.3 Viscosity in liquid crystals
Viscosity is the one of the most important concepts in liquid crystals. It is
related to the measurement of a fluid’s resistance to motion when the frictional
force between adjacent fluid layers in a liquid crystal. The viscosity in liquid
crystals is generally described in terms of numerous viscosity coefficients (e.g., five
in the usual nematic phase, cf. Appendix A and section A.3). Moreover, viscosity
is dependent on temperature by the given relation





where E > 0 is activation energy for the diffusion molecular motion and η0 is
a constant, and kB is the well-known Boltzmann constant of statistical physics.
It clear that from the equation above that viscosity decreases as temperature
increases [12, 13,22,64,87].
1.4 Elasticity in liquid crystals
Elasticity means that the shape of body can be changed in response to external
forces and then revert to its original shape. It is well known that solids have
elasticity, whereas liquids do not. By contrast, liquid crystals exhibit elasticity.
This means that when an external force (an electric or magnetic field) acts on a
liquid crystal sample, its director orientation changes. As a result, for example,
a nematic liquid crystal can be distorted and one of three possible deformation
types occurs (the presence of these deformation types depends on the type of
liquid crystal). These three types of distortion are referred to as splay, twist,
and bend, and are represented by the K11, K22 and K33 (collectively referred to as
elastic constants), respectively. These elastic constants have a range of magnitudes.
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Additionally, this deformation generates energy. [12,25,26,82,88].
In the nematic liquid crystal phase, for example, the three basic elastic defor-
mations that can occur are shown in Figure 1.7 below, and the energy produced
is called Frank free-energy density, see Appendix A. For more details on elasticity
in liquid crystals, see, [1, 20,22,42,64]
Figure 1.7: The three possible deformation types in nematic liquid crystals.
1.5 Liquid crystals and disease
Biological cells are surrounded by a liquid crystal membrane. It allows the
transport of various biomolecules through the cell membranes [26]. A group of
researchers at the University of Chicago’s Institute for Molecular Engineering are
putting liquid crystals to work as detectors for protein fibres. This is an advanced
step using liquid crystals in medicine. Liquid crystals could be used to monitor the
development of protein fibres that are implicated in the development of Alzheimers
and other neuro-degenerative diseases [70].
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1.6 Outline of thesis
This mathematics-based mechanics research project is to apply nonlinear smec-
tic A liquid crystal dynamic theory to some unexpected and novel fluid flow ef-
fects which have been observed by various researchers, especially in relation to the
mechanics of transverse flow and transient two-dimensional instability patterns
induced by electric or magnetic fields. Other effects will then be investigated, es-
pecially those relating to defects and disclinations in smectic liquid crystals, which
have been examined experimentally, where it is known that stable and transient
pattern formation states can be induced. It is also known that smectic A liquid
crystals behave in unusual ways in simple shear experiments and that these effects
are highly nonlinear and remain to be understood and explored. The solutions
to the mathematical equations that arise from applications of the dynamic theory
will provide qualitative results that will be central to the understanding of all these
phenomena and will form the major part of the research. The consequences will
then be investigated further in relation to other aspects of these highly complex
non-Newtonian fluids.
Chapter 1 starts with a brief history and explanation of liquid crystals and their
development. It also provides a description of the liquid crystalline phases, ne-
matic, cholesteric and smectic liquid crystals. Also, we a give brief review of vis-
cosity and elasticity in liquid crystals. Appropriate summaries of relevant results
and mathematical notation from the continuum theory of liquid crystals literature
are contained in the Appendices, for the convenience of the reader, and are referred
to at various parts of the thesis.
The dynamic continuum theory of nematics (established by Ericksen and Leslie)
and smectics (developed by Leslie and co-workers) [21,78] will be explained in detail
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in Chapter 2 and Chapter 4, respectively. We also outline the classical Freedericksz
transition and Frank defect structures.
In Chapter 3, the Helfrich-Hurault transition effect in SmA will be considered.
In this case, the director n and the layer normal a are no longer coincident. An
electric field is applied to the SmA sample. This will lead to a transition which is
called the Helfrich-Hurault transition. This transition occurs at a critical value of
the electric field. The influence of the compression coefficient B0 upon the critical
electric field strength and also upon the wave number will be discussed.
Chapter 4 focuses on applying dynamic theory for SmA liquid crystals, which
was developed by Stewart [79]. The energy density was used to discuss the stability
of SmA’s initial planar alignment when no external field is applied.
In Chapter 5, the dynamic continuum theory of liquid crystals will be used to
seek the stability and instability of the planar alignment of a SmA liquid crystal
sample when an electric field is applied. Moreover, it is worth studying response
times in this chapter.
In Chapter 6, the dynamic continuum theory of biaxial nematic liquid crystals
will be applied to an incompressible biaxial nematic liquid crystal sample to study
the linear stability and instability. The influence of an induced oscillatory shear
flow on biaxial nematic liquid crystals will be considered. The relation between
Lagrange multipliers will be discussed as well. This chapter concludes by looking
at the viscous dissipation of biaxial nematic liquid crystals, which is convenient
for studying nonlinear stability and instability in fundamental problems. We show
that the nonlinear stability analysis is complicated for biaxial nematics, and it




Continuum theory of liquid crystals
As outlined by Stewart [78], the beginning of continuum theory for liquid crystals
is attributed to the work of Oseen [60, 61] and Zocher [91] in the 1920s. The
derivation of the static version of the continuum theory for nematics was the
starting point for developing the continuum theory of liquid crystals. Oseen’s work
was adequate for Frank [30] to develop and formulate the classical static theory
for basic liquid crystals in 1958. In 1933, Zocher [92] succeeded in applying static
continuum theory to a phenomenon which is known as Freedericksz transition
[24,91].
Another successful work for developing the continuum theory of liquid crystals
was by Ericksen [27] in 1961, when he employed the static theory of nematic liquid
crystals to propose balance laws for dynamical behaviour. The most important
work in the continuum theory of liquid crystals was in 1966 and 1968 when Leslie
[45, 46] successfully used Ericksen’s ideas of the general static theory of nematics
to formulate constitutive equations and this is adequate to complete the dynamic
theory for nematic liquid crystals. Thus, it is known as the Ericksen-Leslie dynamic
theory for nematic liquid crystals [21, 78], and the textbooks by Collings [17],
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Collings and Hird [18] and Dunmer [26]. The static and dynamic theory accounts
and their applications are detailed in [7,11,21,83] and also in the reviews [28,40,47,
76]. Leslie, Stewart and Nakagawa [52] introduced an important work on smectic
C liquid crystals to develop the continuum theory for liquid crystals when they
used the earlier work by the Orsay Group [59], Rapini [66] and Martin, Parodi and
Pershan [55]. In this work, a non-linear static and dynamic theory is employed for
non-chiral smectic C, which is based upon the same types of balance laws used to
model nematic liquid crystals [78].
2.1 Theory of nematics
We use the book by Stewart [78] as a main resource for a review of the continuum
theory of liquid crystals in this chapter. Here, we introduce the theory of nematics.
The textbooks by de Gennes and Prost [21], Blinov [7] and Chandrasekhar [11]
have also been consulted, as well as the original research papers by Leslie [45,46].
For a more general overview of the theory and the physics and applications of
liquid crystals, the reader is referred to the Handbook of Liquid Crystals [34].
Firstly, we consider static theory of nematics, which leads naturally towards the
dynamic theory of nematics.
2.1.1 Static theory of nematic liquid crystals
The static theory involves two crucial steps. Firstly, construction of an energy
based upon possible distortions of the director n. Secondly, minimising of this
energy which leads to equilibrium equations in n. The solutions of these differential
equations yield possible equilibrium orientations for n: it is these alignments of
n that are the ultimate goal of static continuum theory since they indicate the
director alignment within a sample of liquid crystal. The solutions with the least
14
Chapter 2. Continuum theory of liquid crystals
energy are interpreted as the physically relevant ones. As we introduced in the
previous chapter, the director n is used to describe locally the average molecular
alignment in liquid crystals. This director will be employed in the static theory of
nematics.
We now summarise the basic theory following extracts from Stewart [78] in the
subsequent descriptions in this chapter. Let x be a general point in a given sample
volume V . Then n takes the form
n = n(x), n · n = 1, (2.1)
where the second equation is the standard constraint for a unit vector. This
alignment displays a certain elasticity and it is known that an initial uniform
alignment of a nematic liquid crystal commonly returns after the removal of any
disturbing influences. It is therefore assumed that there is a free energy density,
also called the free energy integrand, associated with distortions of the anisotropic
axis of the form
w = w(n,∇n), (2.2)
with the total elastic Helmholtz free energy (assuming that the liquid crystal sam-





Note in this case that the mass density is an assumed constant. The liquid crystal
sample is in the natural orientation (w = 0) when forces, fields and boundary con-
ditions are absent. It is worthwhile to suppose that the energy which is produced
upon the sample by configuration is greater than or equal to that for a completely
relaxed natural orientation. Consequently, we suppose that
w(n,∇n) ≥ 0. (2.4)
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As mentioned in the previous chapter, the vectors n and −n are physically indis-
tinguishable for nematics, thus we require
w(n,∇n) = w(−n,−∇n). (2.5)
The free energy per unit volume must also be the same when described in any
two frames of reference, that is, it must be frame-indifferent. This means that the







where Q is any proper orthogonal matrix (det Q = 1), QT being its transpose.




K1(∇ · n)2 +
1
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(K2 +K4)∇ · [(n · ∇)n− (∇ · n)n], (2.7)
where the Ki are often referred to as the Frank elastic constants. K1, K2 and
K3 are called the splay, twist and bend constants, respectively, while the combi-
nation (K2 +K4) is called the saddle-splay constant. The saddle-splay term in
wF is often omitted since it does not contribute to the bulk equilibrium equations
for problems involving strong anchoring. Calculations reveal that, under strong
anchoring conditions, the saddle-splay term is actually a null Lagrangian because
it cannot contribute to the equilibrium equations in the bulk (see Stewart [78] for
details). These constants satisfy the inequalities (called Ericksen’s inequalities)
K1 ≥ 0, K2 ≥ 0, K3 ≥ 0, K2 ≥ |K4| , 2K1 ≥ K2 +K4 ≥ 0. (2.8)
Note that the free density energy in (2.7) can be simplified by using the one-
constant approximation when Ki values are unknown or when the resulting equi-
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librium equations are complicated, we set
K ≡ K1 = K2 = K3, K4 = 0, (2.9)








We summarise the equilibrium equations for the static theory of nematics (for
more detail see [78, pp.34-42]), in the volume V with boundary surface S, the







+Gi + λni = 0, (2.11)
tij,j + Fi = 0, (2.12)
where F represents the body force per unit volume, G is the generalised body
force (e.g., electric or magnetic fields), λ is the scalar function Lagrange multiplier
which arises from the unit vector constraint and t is the stress vector that takes
the form
ti = tijνj, (2.13)
and the generalised stress vector s is given by
si = sijνj + βni, (2.14)
with ν as the unit outward normal to the surface S and β is an arbitrary scalar.
We summarise the Freedericksz transition, defects and the dynamic theory of
nematics liquid crystals because they are basic to the ideas and structures of
the other liquid crystals phases we explore (e.g., transitions, possible defects and
complex dynamics). Smectic A defect structures, such as the Dupin cyclides, are
directly relevant to bovine brain structures (see Zasadzinski et al. [90]).
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2.1.2 Dynamic theory of nematic liquid crystals
We begin by summarising the basic continuum theory balance laws in relation
to nematic liquid crystals. These were derived by Leslie [45,46] to which the reader
is referred if more details are required. For more details on the applications and
developments of the continuum theory, the reader should consult the reviews and
textbooks cited above at the beginning of Section 2.1.
2.1.2.1 Balance laws






+ v · ∂
∂x
, (2.15)
where x is the position vector and v is the velocity of the fluid. As before, we
follow Stewart [78]. Suppose that V is a volume of liquid crystal bounded by
the surface S, then the conservation laws for mass, linear momentum and angular
























ρ(x× F + K)dV +
∫
S
(x× t + l)dS, (2.18)
where ρ denotes the density, F is the external body force per unit mass, t is the
surface force per unit area, K is the external body moment per unit mass and l is
the surface moment per unit area, where the components ti and li of the surface
force and surface moment take the forms respectively,
ti = tijνj, li = lijνj, (2.19)
where ν is the outward unit normal to the surface S. If the sample is assumed to be
incompressible, then standard results show that the three balance laws equations
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(2.16)-(2.18) can be reduced to the forms [51,80]
vi,i = 0, (2.20)
ρv̇i = ρFi + tij,j, (2.21)
0 = ρKi + εijktkj + lij,j. (2.22)
A virtual work hypothesis is given by the form [51,80]∫
V
ρ(F · v + K ·w)dV +
∫
S














where w is the local angular velocity of the liquid crystal material element, D is
the rate of viscous dissipation per unit volume and wel is the elastic energy density
tijvi,j + lijwi,j − wiεijktkj = ẇel +D. (2.24)
Suppose that there is no supposed dependence upon the derivatives of the local
angular velocity; then the rate of viscous dissipation per unit volume D is positive
which is given by [51,80]
D = t̃ijvi,j − wiεijk t̃kj. (2.25)
2.2 Dynamic theory of smectic A
The dynamic theory of smectic A is discussed in Chapter 4. This theory is based
upon the classical balance laws outlined above for nematics and and is explored in
further detail as required later in this thesis. Many of the feature of the nematic
theory appear in the SmA theory, but in a different setting that is intertwined
with other novel features because of the biaxiality of this specialised phase of
liquid crystals.
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2.3 Dissipation functions
The dissipation function D is a function used to take into account the effect of
the forces of viscous friction on the motion of a mechanical system. It is the rate
of viscous dissipation per unit volume. It will be assumed that, as common, it is
always positive. The dissipation function is employed to describe the effect of the
resistance to small vibrations of the mechanical energy of the system around its
equilibrium position.
The positivity of the dissipation function allows the rigorous construction of con-
stitutive equations to be carried out, leading to necessary conditions on the relative
magnitudes and signs of viscosity coefficients, for example. This has been exten-
sively exploited in deriving constitutive equations for liquid crystals [45, 46, 78].
The dissipation function is often introduced in a fundamental balance of work
postulation which then allows the derivation of the dissipation function explicitly
(see [51]) using the standard balance laws of continuum mechanics for deriving
the continuum theory of nematic liquid crystals, for example (this was the first
publication of this method used in liquid crystal theory - historically important
because the original Ericksen-Leslie theory did not employ this technique).
2.4 The Routh-Hurwitz linear stability criterion
This is the criterion theory that is used to study the stability and instability
in this thesis. Let A be an m × m matrix, the eigenvalues λ of the matrix A is
governed by the polynomial equation
λm + a1λ
m−1 + a2λ
m−2 + · · ·+ am = 0. (2.26)
Giving constraints on the coefficients a1, a2, . . . , am which are necessary and suf-
ficient to ensure all eigenvalues are negative [56]. The explicit Routh-Hurwitz
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stability conditions (<(λ) < 0) for m = 2 and 3 . If m = 2, then <(λ) < 0 if
a1 > 0 and a2 > 0. If m = 3 then <(λ) < 0 if a1 > 0, a3 > 0 and a1a2 > a3.
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Helfrich-Hurault effect in SmA
3.1 Introduction
A summary of the problems in each section will be provided, along with com-
ments on the equations that will be used, with suitable citations and comments
on the fact that the technical details are omitted due to their extensive length.
Many hundreds of mathematical derivations in some instances are required; for
example, the dynamic theory of nematics is very sophisticated and the content of
these details would be far too extensive for this thesis. The reader is referred to
the books by Virga [83] and Stewart [78] for pointers in the associated derivations
(or, of course, to the original research papers referred to in these books).
In Section 3.2, we introduce the Helfrich-Hurault transition. In Section 3.3,
we summarise and explore some previous results for SmA before exploring novel
directions and results that involve electric fields and smectic layer compression
effects.
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3.2 The Helfrich-Hurault transition
There is a well-known effect in liquid crystals (biaxial and smectic) called the
Helfrich-Hurault effect. Consider the diagram, which is shown in Figure 3.1. An
electric field E is applied in the x-direction parallel to SmA liquid crystal lay-
ers. We assume that the dielectric anisotropy εa is positive. This means that
the director attempts to be parallel to the electric field E. Increasing the mag-
nitude E = |E| will induce a critical value E = Ec. At the value Ec > 0, the
smectic layers start to undulate as the director n attempts to be parallel to the
electric field. This transition in which the layers begin to be distorted is called the
Helfrich-Hurault transition, see Figure 3.1 [77, 78]. Helfrich [36] and Hurault [38]
have examined those effects in cholesteric liquid crystals by applying a magnetic
field. Moreover, the Helfrich-Hurault transition in SmA has been reviewed by
Chandrasekhar [11] and de Gennes and Prost [21]. There are also some electric
field results for SmA undergoing such transitions in relation to chiral smectic C
liquid crystals by Selinger et al. [73]; such transitions are dependent on the ma-
terial properties of the original SmA liquid crystal. In the cases presented in this
thesis, it is presumed that there is no chirality to be expected or induced, and that
chirality is absent in the effects discussed, that is, there is no inherent chirality
present in the original SmA phase being modelled.
In the next section, we will seek the critical value Ec for the onset of the
Helfrich-Hurault transition by studying the case which is described in [77], in SmA.
This will involve exploring how the electric field transition threshold is affected as
the key material parameters are varied, especially the smectic layer compression
constant B0, the SmA elastic constant K1 and the coupling constant B1 (which is
a measure of the separation between molecular alignment relative to the smectic
layer alignment). Results will also be presented graphically.
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(a) Undistorted SmA
(b) Locally distorted SmA
Figure 3.1: (a) A planar aligned sample of SmA liquid crystals in Cartesian
coordinates. (b) When an electric field is applied to the sample in the x-
direction, the smectic layers will start to distort when εa > 0. Initially, n
is parallel to the layer normal a, and then n and a may separate under the
influence of E (cf. [77]).
3.3 The Helfrich-Hurault effect in SmA
The smectic layers and the director distort and undulate to get the known
transition, which is called the Helfrich-Hurault transition [77]. We follow the work
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of Stewart and Stewart [77] to study the influence of the compression coefficient B0
on the applied electric field threshold. Our aim in this study is to investigate how
the critical threshold for the onset of the Helfrich-Hurault transition is reduced
as n and a are allowed to separate (see Figure 3.1). When an electric field E is
applied parallel to the smectic layers, the energy density can be written in the




Ka1 (∇ · a)2 +
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ε0εa(n · E)2, (3.1)
where Kn1 and Ka1 are positive elastic constants; the positive constant B0 is the
layer compression constant and the positive constant B1 is a measure of the cou-
pling strength between n and a, and Φ = z − u(x, y, z) is the function which
describes the smectic layers (surfaces), and u(x, y, z) is the displacement of the
layers from their original alignment at a0 = (0, 0, 1). The unit layer normal a






n = (sin θ cosφ, sin θ sinφ, cos θ), (3.3)
where n and a satisfy the two following constraints
n · n = 1, a · a = 1. (3.4)
It is well known that the gradients in a and n only occur as divergence terms in
the simplified theories for smectic liquid crystals [30]. Of course, there are more
terms available, in general, as the smectic A layers compress and flex, especially
if they transition to smectic C layers of liquid crystals; there are variants that
extend wA to include other gradient terms [4–6, 23] that are especially important
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in analysing and modelling non-linear phenomena. Following [77], ∇Φ and |∇Φ|










For small disturbances to the director (|θ|<< 1 and |φ|<< 1 ), the director in (3.3)
can be approximated to second order by
n =
(





where we have, as in [47], assumed that neither a nor n have any y-component to
this order of approximation.
The electric field E, which is applied in the x-direction, can be given in the form
E = (E, 0, 0), E = |E| . (3.7)
Also, ε0 is the permittivity of free space and εa is a dimensionless parameter which
is called the dielectric anisotropy of the liquid crystal. εa > 0 means the director
will prefer to be aligned with E while εa < 0 means the director will prefer to be
orthogonal to E.
It is worth comparing the classical case, when a ≡ n, with the uncoupled case,
when a and n are no longer coincident. Ignoring electric field effects and setting
a = n and K1 = Ka1 + Kn1 , the energy density can be written in the form (called







B0(|∇Φ| − 1)2. (3.8)
We consider the critical electric field strength required for the Helfrich-Hurault
transition to occur. To obtain this, we need to consider averaging the energy
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where P > 0 is the period of the function f . We introduce qx, qz, θ0 and u0 which
are constants given in sinusoidal ansatz of the form




where |u0|<< 1, |θ0|<< 1 and d is the sample thickness.
As an overview of some previous results that we will develop and extend later
in this chapter, we briefly summarise some results from [77] that will allow us to
display new graphs. The results in [77] were the first in the field for SmA when a
and n were allowed to separate during the Helfrich-Hurault transition and for this
reason these first results in the literature are worthy of quoting here in detail and
it is also appropriate to comment on them too. Following the method deployed
by de Gennes and Prost [21, p.363] , to average wA using (3.9), the result can be
taken in the form





















To compare the distorted state and undistorted state, we consider the change in
the average energy density ∆〈w〉 which is defined by [77]
∆〈w〉 = 〈w(u, θ)〉 − 〈w(u ≡ 0, θ ≡ 0)〉 = 〈w(u, 0)〉.




























Remark. θ0 = 0 does not make physical sense in this particular case; there would
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be no separation of n and a.
For non-zero θ0, we can rewrite (3.11) in the form
ε0εaE





















To find the critical electric field Ec, we need to minimise the right-hand side of
(3.12) with respect to non-zero θ0 and non-zero qx. Firstly, by minimising with











Substitution of equation (3.13) into equation (3.12), we get
ε0εaE














Notice that u0 is absent in this final critical threshold expression. This is typical
and characteristic of thresholds in nematics too, where the critical threshold is
independent of the presumed small magnitude of the assumed disturbance [cf. [78],





































The left-hand side of (3.15) is a polynomial in qx and it is clear that for qx > 0
the polynomial is increasing. Therefore, for a non-zero real solution for qx > 0, we







The positive value qx, say, qcx which satisfied the equation(3.15) under the condition
(3.16) is unique (because there is a polynomial with positive coefficients) [77] and
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Notice that in (3.14), when qx is very large, then
ε0εaE
2 ≈ Kn1 (qx)2 +B1, (3.18)
a novel result that was not observed in [77]. This shows that for large qx, the
critical behaviour is governed by a square root relation in B1, qx and Kn1 , with B0
not playing a key role in the value of the threshold, i.e., layer compression is less
evident than splay of the director n and separation of the directors n and a. This
is evident in the numerically derived behaviour in Figure 3.2 (a) when Kn1 and B1
are given fixed material parameters.
For the classical Helfrich-Hurault transition case, setting θ = −u,x and Ka1 +














Therefore, the classical Helfrich-Hurault transition threshold for an electric field


















The dependence of B1 was considered in [77]; as an alternative here, we consider
the dependence of Ec on B0 from (3.17), especially in comparison with the classical
threshold Ecc that can be seen in Figure 3.2, while the dependence of qcx on B0
from equation (3.15) in relation to the classical threshold qccx is shown in Figure
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3.3.
qx is determined numerically as a solution for equation (3.15) by Mathematica
for the given fixed values of material parameters in Table 3.1. This value is then
substituted into (3.17) to allow Ec and Ecc to be plotted as functions for the chosen
’variable’ material parameter B0, as shown in Figure 3.3.
d 10−4 m
qz 31415.9m−1
Ka1 5× 10−12 N
Kn1 5× 10−12 N
B1 4× 107 N m−2
ε0 8.854× 10−12 F m−1
εa 0.7
Table 3.1: The material parameters used to obtain the results displayed in Figures
3.2 and 3.3 are given by [78, p.330] and [81]. Note: εa is a dimensionless parameter
whose magnitude is a measure of the propensity for the alignment of the director
(either parallel or perpendicular, according to its sign). Note that qz represents a
basic first mode solution in the z-direction.
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(a) B0 ≤ Bc0.

















(b) B0 ≤ 108
Figure 3.2: The graph obtained from equation (3.17) and equation (3.20)
showing the influence of the layer compression coefficient B0 upon the critical
electric field strength Ec and the classical Helfrich-Hurault transition threshold
Ecc when (a) B0 ≤ Bc0, and (b) B0 ≤ 108 N m−2. Bcc0 is an approximate value
where the separation between the thresholds becomes apparent.
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From Figure 3.2, the uncoupled and classic curves separate markedly at ap-
proximately B0 ≈ 1 × 1016 N m−2. In the literature, B0 is often estimated (an
experimental measurement) at around 105 ∼ 108 N m−2 [16]; for significant dif-
ferences between the coupled and uncoupled models, the values of B0 would need
to be correspondingly much larger in magnitude. Since physical estimates are fre-
quently assumed in such a way that B1 6 B0, despite the fact that the physical
reality of such a range of magnitude is currently unknown. The difference between
the classical and uncoupled thresholds becomes particularly evident around the
value Bcc0 , as indicated in Figures 3.2a and 3.3a.
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(a) B0 ≤ Bc0.


















(b) B0 ≤ 108
Figure 3.3: The graph obtained from equations (3.15) and (3.21). This result
shows the influence of the layer compression coefficient B0 upon qcx and qccx
when (a) B0 ≤ Bc0; (b) B0 ≤ 108 N m−2. Bcc0 is an approximate value where
the separation between the thresholds becomes apparent.
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Similarly to Figure 3.2, Figure 3.3 shows a marked separation at B0 ≈ 1 ×
1016 N m−2. As mentioned previously, it has been estimated that B1 6 B0 [71].
We note that this value of B0 is the same magnitude in both Figures. We can see
from Figure 3.3 that the classical critical wave number in (3.21) always increases
as B0 increases. However, when n and a decouple, the critical wave number qx,
remarkably, begins to decrease as B0 increases after reaching a local maximum
value. The behaviour of the uncoupled curves in these two figures is significantly
different for large values of B0; they reflect different types of responses (critical
field and critical wave numbers) and, in particular, Figure 3.3 demands more
exploration.
From the condition (3.16), we have B1 6 B0 < Bc0 ≈ 1017 N m−2. By the physically
restricted realistic values, B0 ≈ 105 N m−2 ∼ 108 N m−2, we can see graphically
that the classical and uncoupled are virtually coincident. This is unexpected and
requires further investigation; for example, an asymptotic analysis of the large B0
dependent behaviour should be carried out. Furthermore, there is a very clear
separation in the predictive properties of these models for large B0 that requires
further study. It should be noted that 1017N m−2 is excessively high as a model
but does reveal novel behaviour dependent on B0.
3.4 Conclusions and comments
We have summarised the Helfrich-Hurault transition and developed novel results
in Section 3.2. In Section 3.3, we found that for large qx, the layer compression
B0 does not play a key role in the value of the threshold, while the influence of
qx, B1 and Kn1 are evident in the final value of the threshold. We compared the
uncoupled case and the classical case by considering the dependence of Ec and
Ecc on B0, respectively. We also considered the dependence of qcx on B0 in the
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uncoupled case and compared this to the dependence of qccx on B0 in the classical
case. We note that for physical reality (which B0 6 Bcc0 ≈ 105 ∼ 108 N m−2 and
B1 6 B0 ) that the uncoupled and classical curves are increased and coincident,
see Figures 3.2b and 3.3b.
The above analysis is for an infinite sample of SmA. Nevertheless, we now men-
tion that a novel investigation using the foregoing analysis could also be applied
to a standard finite sample of "bookshelf" SmA alignment (cf. [78, p.276]), with
the field perpendicular to the boundary plates:
Figure 3.4: This is a more intricate geometry because of the fixed boundaries
and is beyond the scope of this thesis, but is worthy of future investigation for
εa > 0.
However, we merely note this as a possibility, having concentrated on the above
analysis which would be similar in style. In physical experiments, the depth d is
usually small [39]. Moreover, the wedge geometry could equally be investigated by
this approach, too (cf. [9]).
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Dynamic theory for SmA liquid
crystals
4.1 Introduction
Following the comments and description of smectic liquid crystals in Chapter 1,
we shall consider the smectic A (SmA) liquid crystal phase in which the molecules
are normally arranged in equidistantly spaced layers with n parallel to the layer
normal a, as shown in Figure 4.1a. Also, we consider a mathematical analysis of
the phase when the layer normal a and the director n are allowed to be non-parallel.
The dynamic continuum theory for the dynamics of SmA that was developed by
Stewart [79] will also be considered when flow and more viscosities are included
to extend the problem in Stewart’s work [79]. After a brief review of the SmA
continuum theory in Section 4.2, we then begin, in Subsection 4.2.2, to simplify
the problem by ignoring the flow to illustrate that planar alignments of samples of
SmA are stable. Then, we will study the stability when flow and more viscosities
are included in Subsections 4.2.3 and 4.2.4. The reader should consult references
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[15,29,32,65,84] for details on the applications and analysis of the smectic theory
that is deployed in this chapter; these papers also show many of the methods used
to obtain results for different experimental and numerical setups, with a guide to
the necessary calculations when required.
(a) Undistorted SmA dynamic
(b) locally distorted SmA dynamic
Figure 4.1: (a) The rod-like molecular structures within the layers are illus-
trated by the short blue ellipses, while the layer alignment of the SmA phase
is represented by the planes. The director n coincides with the layer normal a.
In this scenario, the scalar layer function Φ = z and a = ∇Φ/|∇Φ|. (b) Small
deformations of the SmA induce biaxiality and the behaviour of the director
n may separate from that of a, the layer normal. The angle θ measures the
director tilt from the z-axis and φ is the orientation angle of the orthogonal
projection of n onto the smectic layers [79].
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4.2 Dynamic theory for SmA liquid crystals
We will use the continuum theory for the dynamics of SmA that was developed
by Stewart [79] using the classical balance laws of continuum mechanics (cf. [79]
and equations (2.15)-(2.18) in the nematics section in Chapter 2 of this thesis).
This theory does not need n and a to be equal as there is a study [71] that indicates
that samples of SmA under simple shear may exhibit a decoupling between n and
a (see Figure 4.1b). We can describe the smectic layer by a scalar function Φ
and then a = ∇Φ/|∇Φ|. For general disturbances to the smectic layers, |∇Φ|
is generally not constant and therefore ∇× a 6= 0. Consequently, the Oseen [61]
constraint (∇×a = 0) for smectic liquid crystals will not necessarily be required in
the dynamic theory. The motion of fluid through the smectic layers in the direction
of the layer normal a is called permeation. We follow the work of Stewart [79],
where the effect of the permeation is included, to study the stability of planar
aligned layers of SmA for the energy density model, which is given in [79]. It
is important to mention here that an incompressible fluid possessing compressible
smectic layers are assumed and thermal effects are ignored. Suppose a volume V of
SmA liquid crystal bounded by the surface S satisfies the equations (2.15)-(2.18).




Kn1 (∇ · n)2 +
1
2












1− (n · a)2
)
. (4.1)
Emphasis is placed on the fact that this form of the energy density segregates
the effects of the director from the layer normal [77]. Consider a sample of SmA
liquid crystal that is initially in an undistorted state as shown in Figure 4.1a, when
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n ≡ a = (0, 0, 1) and the compressible smectic layers are subjected to the function
Φ = z. (4.2)
In a distorted SmA, see Figure 4.1b, the layer normal a and the director n do not
necessarily need to be equal. In general, the director takes the form
n = (sin θ cosφ, sin θ sinφ, cos θ), (4.3)
where the angle θ represents the director tilt from the z-axis and φ is the orientation
angle of the orthogonal projection of n onto the smectic layers. Note that n and
a must fulfil the constraints
n · n = 1, a · a = 1. (4.4)
The vectors n and a are unit vectors and describe average directions of alignment
and so, as such, their magnitudes are not relevant and are always considered to
be of fixed modulus; for simplicity, the magnitudes are therefore taken as unity in
order to simplify the mathematical models.
Following [79], for small disturbances (|θ|<< 1 and |φ|<< 1), consider y-
independent distortion to the initial state, the director n, the layer normal a,
the velocity and the layer function. These can be approximated to first order by
n = (θ(x, z, t), 0, 1),
Φ = z − u(x, z, t),
a = (−u,x, 0, 1),
v = (v1(x, z, t), 0, v3(x, z, t)),
(4.5)
and
|∇Φ| = 1− u,z,
|∇Φ|−1= 1 + u,z,
(4.6)
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where |u|<< 1 represents the displacement of the smectic layers from their initial
planar arrangement and v is the velocity with |v1|<< 1 and |v3|<< 1. We are now
in a position to summarise in the next subsection, the SmA dynamic theory that
will use the above modelling functions and variables that have been introduced
here.
4.2.1 The dynamic equations
The incompressibility condition is given by
vi,i = 0, (4.7)
where v is the velocity. In absence of body forces, the balance law for linear
momentum gives the following equations
ρv̇i = −p̃,i + g̃jnj,i + |∇Φ|aiJj,j + t̃ij,j, (4.8)
where ρ is the density, p̃ = p + wA and where p is the pressure; J, sometimes
referred to as the "phase flux" term (cf, [79]) and g̃i are defined by















(δpi − aiap). (4.10)
The term J can be calculated via (4.5) and (4.6) to first order
J = (−Ka1u,xxx +B1(θ + u,x), 0, B0u,z). (4.11)








+ g̃i = λni, (4.12)
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where the scalar function λ is a Lagrange multiplier. The permeation equation is
Φ̇ = −λpJi,i, λp ≥ 0, (4.13)
where λp is called the permeation coefficient, based upon concepts originally dis-
cussed by Helfrich [18] for cholesteric and smectic liquid crystals. Permeation
occurs when molecules diffuse from one smectic layer to the next without chang-
ing the average periodic layer structure of the smectic layers (cf. Chaikin and
Lubensky [10, p.458]).
The viscous stress is given by the form
t̃ij = α4Aij + τ1 (akAkpap) aiaj + τ2 (aiAjpap + ajAipap) , (4.14)
where the coefficients viscosities α2, α3 and α4 represent the usual Leslie viscosities,
while τ1 and τ2 are SmA-like and κ occurs in contributions that depend upon both
a and n. The co-rotational time flux of the director n, the rate of strain tensor
and vorticity tensor are respectively given by








(vi,j − vj,i) . (4.17)
4.2.2 No flow included
Note: When there is no flow, we then have hydrostatics (v ≡ 0). Note that
the director will still be time-dependent and, unlike classical hydrostatics, the
time-dependent motion of the director can still take place. To extend Stewart’s
problem in [79], we first ignore flow to see what basic terms and properties arise.
So, the balance of angular momentum and the permeation equations are given in
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Φ̇ = −λpJi,i. (4.19)
Now we substitute (4.5) and (4.6) into the dynamic equations (4.18) and (4.19).









= Kn1 (∇ · n),i −B0(|∇Φ|+n · a− 2)ai +B1(n · a)ai,
= Kn1 θ,xi + (B0u,z +B1)ai. (4.20)
Substituting (4.20) into the equation (4.18) gives a system of three equations:
for i = x,
Kn1 θ,xx + (B0u,z +B1)a1 = λn1, (4.21)
therefore,
Kn1 θ,xx − (B0u,z +B1)u,x = λθ. (4.22)
For i = y,
Kn1 θ,xy + (B0u,z +B1)a2 = λn2, (4.23)
therefore,
Kn1 θ,xy = 0. (4.24)
For i = z,
Kn1 θ,xz + (B0u,z +B1)a3 = λn3, (4.25)
therefore,
Kn1 θ,xz + (B0u,z +B1) = λ. (4.26)
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We can rewrite the equations (4.22), (4.24) and (4.26) in the matrix form






Kn1 θ,xz +B1 +B0u,z
 . (4.28)
Taking the scalar product of (4.27) by n
λ = M · n = (Kn1 θ,xx −B1u,x)θ + (Kn1 θ,xz +B1 +B0u,z). (4.29)
As we work to the first order, we obtain
λ = Kn1 θ,xz +B1 +B0u,z. (4.30)
So, the equations system (4.27) can be written as
Kn1 θ,xx −B1u,x
Kn1 θ,xy





Kn1 θ,xz +B1 +B0u,z
 , (4.31)
and the system of three equations (4.31) then reduce to the following equation
Kn1 θ,xx = B1(θ + u,x). (4.32)
Secondly, for the equation (4.19),
L.H.S. = Φ̇ =
dΦ
dt
+ v · ∇Φ = −u,t, (4.33)
therefore
u,t = λpJi,i, (4.34)
where
Ji,i = ∇ · J = −Ka1u,xxxx +B1(θ,x + u,xx) +B0u,zz. (4.35)
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We then have a linear system of two equations in the two unknown θ and u, namely,
Kn1 θ,xx = B1(θ + u,x), (4.36)
u,t = −λp
[
Ka1u,xxxx −B1(θ,x + u,xx)−B0u,zz
]
. (4.37)






where θ0 and u0 are small constants and qx and qz are wave numbers. By simple
calculations, we get the matrix system S iB1qx








S = Kn1 q
2
x +B1, (4.41)







The non-zero solutions of the system equations (4.40) are subjected to the con-
dition that determinant of the matrix (4.40) must equal zero, which is given by
the following linear equation for ω
Sω + λpR = 0, (4.43)
where,









It is clear that S and R are positive. Thus, ω is real and negative for all wave
numbers qx and qz and therefore the initial planar alignment of SmA is linearly
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asymptotically stable to small perturbations.
4.2.2.1 g̃i included for director dynamics
Here, we include g̃i to extend the problem that is given by equations (4.18)
and (4.19) to include viscosities and the possibility of director dynamics. So, the







+ g̃i = λni, (4.45)
Φ̇ = −λpJi,i. (4.46)
As there is no velocity included in this case, we have
Aij = Wij = 0, (4.47)
g̃i = (α2 − α3)Ni. (4.48)


















g̃i = (α2 − α3)ni,t. (4.51)
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+ g̃i = K
n
1 (∇ · n),i −B0(|∇Φ|+n · a− 2)ai +B1(n · a)ai
+ (α2 − α3)ni,t
= Kn1 θ,xi + (B0u,z +B1)ai + (α2 − α3)ni,t. (4.52)
Following the same procedure in the previous section, we get the matrix system in
θ0 and u0  S + γ1ω iB1qx







where γ1 = α3 − α2 is positive.
As before, non-zero solutions, the determinant of the square matrix on the left-
hand side of (4.53) must equal zero. This condition is given by the following
quadratic equation for ω:
γ1ω
2 + (S + λpγ1Q)ω + λpR = 0. (4.54)
It is clear that all coefficients in equation (4.54) are positive; therefore, by the
Routh-Hurwitz stability criterion [56]
<(ω) < 0, (4.55)
for all wave numbers qx and qz and therefore the initial planar alignment of SmA
is linearly asymptotically stable to small perturbations.
4.2.3 Flow included
Here, we extend Stewart’s problem in [79], which includes flow and the dynamic
term g̃i. In this problem, κ1 is ignored; this is a "coupling viscosity" that is
commonly neglected in elementary investigations. Substituting the results in (4.35)
and (4.52) into the dynamic equations (4.7)-(4.13), they are given explicitly to first
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order as
v1,x + v3,z = 0, (4.56)
ρv1,t = −p̃,x +
1
2
(α4 − τ2)v1,xx +
1
2
(α4 + τ2)v1,zz, (4.57)







(α4 + 2τ1 + 3τ2)v3,zz, (4.58)
Kn1 θ,xx = B1(θ + u,x) + (α3 − α2)θ,t, (4.59)
v3 − u,t = λp[Ka1uxxxx −B1(θ,x + u,xx)−B0u,zz]. (4.60)
where the unknown functions p̃, θ, u, v1 and v3 are given in the spatially periodic
forms











where P is a constant, p0, θ0, u0, v10 and v30 are small constants. Inserting (4.61)
into (4.56)-(4.60) we get the matrix system
0 0 0 qx qz
iqx 0 0 ρω +X 0
iqz −iB1qx Q 0 ρω + Z
0 S + γ1ω iB1qx 0 0
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where,












qx2(α4 + τ2) + qz
2(α4 + 2τ1 + 3τ2)
]
. (4.65)
For non-zero solutions, the determinant of the square matrix on the left-hand side

























x + λpT )R,
and

















Since a priori, we have α4 + τ2 > 0 and 2α4 + τ1 + 2τ2 > 0 [79], we addition-
ally impose the further modelling restriction α4 + τ1 + τ2 > 0 as supposed by
Stewart [79]. The dissipation function (equation (5.4) and Appendix A equation
(1.4) in Stewart [79]) can be calculated explicitly for the case of a = ẑ to reveal
the aforementioned inequalities, for more details, see Appendix D. These are ac-
tually necessary conditions, with no further assumptions required to reach this
conclusion. For stability, we can see clearly that a0 is always positive; therefore,
using Routh-Hurwitz stability criterion [56], the equation (4.66) must satisfy the
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following conditions
a1 > 0, (4.68)
a3 > 0, (4.69)
∆ = a1a2 − a0a3 > 0. (4.70)
See Section 2.4 for the explicit criteria used in the cubic case. We need the real
part of ω to be negative. It is clear that the coefficients a0, a1 and a3 are positive.
Also, we can write
∆ = r1γ
2













































It is clear that ∆ > 0. We can therefore conclude that
<(ω) < 0,
for all wave numbers qx and qz and therefore the initial planar alignment of SmA
is linearly asymptotically stable to small perturbations.
4.2.4 Flow included, κ1 included
It is known that stability versus instability in applications is important and we
look at the effect of including a particular viscosity. Here, we extend the problem
in the previous subsection by including the coupling viscosity κ1. Therefore, the
dynamic equations are given explicitly to first order as
v1,x + v3,z = 0, (4.72)
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ρv1,t = −p̃,x +
1
2
(α4 − τ2)v1,xx +
1
2
(α4 + τ2)v1,zz, (4.73)







(α4 + 2τ1 + 3τ2)v3,zz, (4.74)
Kn1 θ,xx = B1(θ + u,x) + (α3 − α2)θ,t − (
1
2
γ2 + κ1)(v1,z + v3,x), (4.75)
v3 − u,t = λp[Ka1uxxxx −B1(θ,x + u,xx)−B0u,zz], (4.76)
for which we have the solution (4.61). Therefore, the corresponding matrix system
is 
0 0 0 qx qz
iqx 0 0 ρω +X 0
iqz −iB1qx Q 0 ρω + Z
0 S + γ1ω iB1qx i
1
2(γ2 + 2κ1)qz i
1
2(γ2 + 2κ1)qx



















For non-zero solutions, the determinant of the square matrix on the left-hand side

























(q2z − q2x)(γ2 + 2κ1)B1q2x,
A3 = (q
2
x + λpT )R.
50
Chapter 4. Dynamic theory for SmA liquid crystals
We can see clearly that the coefficients A0, A1 and A3 are always positive. For
stability (<(ω) < 0), using Routh-Hurwitz stability criterion [56], we should have
the requirement
∆κ = A1A2 − A0A3 > 0. (4.79)






















































We can see from the equations (4.80), (4.81) and (4.82) that there are three
cases.
Case 1: a = 0 if qx = qz. Then, ∆k = b. It is clear that b is always positive.
Therefore, ∆k > 0.


















Case 2: a > 0 if qx < qz. Therefore, ∆k > 0 if κ1 + κc1 > 0.
Case 3: a < 0 if qx > qz. Therefore, ∆k > 0 if κ1 + κc1 < 0.
In conclusion, ∆k > 0 for all wave numbers qx and qz when qx = qz and for those
when qx < qz where κ1 + κc1 > 0 or for those when qx > qz where κ1 + κc1 < 0.
Therefore the initial planar alignment of SmA is linearly asymptotically stable to
small perturbations; otherwise, unstable. The stability criteria in the three cases
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above are evident where the shaded regions represent instability. We remark that
the stability conditions above are novel and give precise and clear conditions for
discriminating between stable and unstable regimes for material parameters. It
is perhaps surprisingly clear given the rather complex mix of material parameters
and are simple criteria to deploy. We now explore this in Figures 4.2-4.5 below,
which use the typical data for the material parameters listed in Table 4.1.
Note that the values of ∆κ are large because of using either small or large
numerical values, see Figure 4.2; for example, if B1 ∼ 107 Nm−2, qx ∼ 10−5 m−1,
α4 ∼ 10−1Pa s and ρ ∼ 103 kg m−3 then ∆κ ∼ 1046.
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d 10−4m
qz 31415.9 m−1
Ka1 5× 10−12 N
Kn1 5× 10−12 N
B0 8.95× 107 N m−2
B1 4× 107 N m−2
λp 10
−16 m2 Pa−1 s−1
α2 −0.0812 Pa s
α3 −0.0036 Pa s
α4 0.0652 Pa s
γ1 = α3 − α2 0.0776 Pa s
τ1 0.0652 Pa s
τ2 0.0652 Pa s
ρ 1000 kg m−3
ε0 8.854× 10−12 F m−1
εa 0.7
Table 4.1: The material parameters used to obtain the results displayed in Figures
4.2-4.5 are given by ( [78], p. 330) and [81]. Note: εa is a dimensionless parameter
whose magnitude is a measure of the propensity for the alignment of the direc-
tor (either parallel or perpendicular, according to whether its sign is accordingly
positive or negative, respectively).
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Figure 4.2: Graph for ∆k = b as a function of the wave number qx for the
stability and instability of the initial planar alignment of SmA for the material
parameters in Table (4.1). The large numerical values for ∆κ are due to the
combination of large and small numerical values that are inserted into its
definition. See the thesis text for details.
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Figure 4.3: Graph for κ1 = −κc1(qx) (when a 6= 0) for the stability and insta-
bility of the initial planar alignment of SmA for the material parameters in
Table (4.1). The stability criteria in case 2 and case 3 above are evident where
the shaded regions represent instability.
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Figure 4.4: Graph for κ1 = −κc1(qx) plotted on a log-log scale for the stability
and instability of the initial planar alignment of SmA; this shows that for high
wave numbers, the system tends to stability.
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These stable regions show that for certain regions of the wave disturbance,
we have stability but only for certain ranges of relatively small numbers as small
magnitudes of κ1. If we imagine κ1 being very close to 0, then we have stability,
see Figure 4.3. Stewart and other collaborators have unpublished results that have
shown that κ1 is a destabilising viscosity, especially in examples. We would expect
restrictions on κ1 that can be positive or negative as a viscosity coefficient, but
the combinations it enters must be linked to real effective viscosity parameters
that are positive (cf. equation (6.247), [78]). This graph explains the situation
quite generally yet precisely. It reveals the potential stability or instability that
can arise as the magnitude of κ1 grows very large (we do not know the apriori
sign of κ1). As it grows too in magnitude, we are going to have increasing regimes
of instability and that is what previous results by Stewart et al. were pointing
towards, but this is the first evidence of it in a more general case. So, there is a
narrow band of small κ1 where there is stability for a wide range of realistic wave
number disturbances. But if κ1 is too big, we will hit regions of instability for
various wave numbers. This confirms the conjecture from other works [4–6,77,81].
These are important graphs because they tell us about stability and influence of
κ1 motivated by the works of Fiona and others [4–6, 75, 77, 81] in the field. Also,
Figure 4.4 shows that for small values of κ1 there is definitely more chance of it
being stable. The behaviour in Figure 4.4 is perhaps physically meaningful: at
high wave numbers, the perturbation decay exponentially rapidly, and as the wave
number decreases, the opportunities for instability increase. As mentioned above,
identifying stability and instability regimes is important in multiple and varied
applications. In Figure 4.5; we are looking at the cut across the critical plane
(blue), and we can see how the influences are changing as F (κ1, qx) (except that
plane) relative to that plane. We can see the surfaces shift across the white line
(when a = 0) effectively. This graph can be useful for doing other analyses in the
58
Chapter 4. Dynamic theory for SmA liquid crystals
future where the instabilities may occur in a non-linear analysis and these are good
starting points for a non-linear analysis in the future. This is because it forms a
basis to build upon the instability when looking at a non-linear analysis. So, we
do a linear analysis first, and then we compare and look at non-linear analysis.
This is used for the future as a basis to build upon for non-linear analysis because
it gives information about the way these curves could behave around the critical
regions that we’ve identified. This gives us an idea of a non-linear analysis and of
where to begin.
4.3 Conclusions and comments
The presumed identical time and space dependencies in the perturbations, in
this chapter, are common practice in an elementary first order approach to stabil-
ity when small perturbations are modelled as being applied to a physical system.
This assumption is sufficient to derive conditions and requirements that math-
ematically guarantee stability. How well this reflects on real physical systems
can only be determined by comparison with actual experiments, again a common
feature, and possible limitation, of this modelling approach. More sophisticated
differing dependencies could be introduced and analysed, but this is beyond the
remit of a first investigation; it is possible to explore this, but the scope is beyond
this present thesis, although it is worthy of a future investigation. In Section 4.2,
we have used the continuum theory for SmA liquid crystals by using the classical
balance laws of continuum theory mechanics when the director n and the layer
normal a are separated and the effect of permeation is considered. The dynamic
equations has been summarised in Subsection 4.2.1. In Subsection 4.2.2, we found
that the system of equations (4.40) is linearly asymptotically stable. When g̃i is
included, the system of equations (4.53) also is linearly asymptotically stable. In
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Subsection 4.2.3, we included flow and found that the system of equations (4.62)
is linearly asymptotically stable. In Subsection 4.2.4, we found that the system in
(4.77) is linearly asymptotically stable in three cases; when qx = qz or for those
when qx < qz where κ1 + κc1 > 0 or for those when qx > qz where κ1 + κc1 < 0;
otherwise, unstable. These cases are illustrated in Figures 4.2-4.5.
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crystals and electric field included
5.1 Introduction
Here we consider and explore further the problem discussed by Stewart [79] to
study the stability of planar alignments of a sample of SmA when an electric field
is applied. The dynamic continuum theory for SmA is used when an electric field
E is applied parallel to the smectic layers. Furthermore, when the electric field is
applied parallel to smectic layers, the magnitude of E is expected to be increased,
and a critical threshold will occur when the director attempts to be aligned to the
electric field.
In Section 5.2, we discuss the cases when an electric field is included to study
stability and instability. In Subsection 5.2.1, flow is ignored to study the simplest
case. The minimum values for the previous problem in Subsection 5.2.1 are also
considered in Subsection 5.2.2. Then we extend this problem by including director
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dynamics via the g̃i term. In Subsection 5.2.3, we consider the case when flow is
included. Response times will also be discussed for stability and instability. In
Subsection 5.2.4, we extend the problem in Subsection 5.2.3 by including the term
g̃i.
5.2 An electric field included
Model





Kn1 (∇ · n)2 +
1
2
















ε0εa(n · E)2. (5.1)
5.2.1 No flow included
In this case, we ignore flow to simplify the problem and illustrate the stability of
planar alignment of SmA. We apply an electric field E (in the x-direction) which
is given in the form
E = (E, 0, 0), E = |E| . (5.2)
Substituting (4.5), (4.6) and (5.2) into (4.18) and (4.11) into (4.18) and following
the same procedure in the previous chapter, we get the matrix system in θ0 and
u0 S − ε0εaE2 B1iqx







For non-zero solutions, the determinant of the square matrix on the left-hand side
of (5.3) must equal zero. This condition is given by the following linear equation
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in ω:
aω + b = 0, (5.4)
where
a = S − ε0εaE2, (5.5)
b = λp(R− ε0εaQE2), (5.6)
and S, Q and R are defined in the previous chapter in equations (4.41), (4.42) and
(4.44) respectively. Note that for stability, we simply require the real part of ω to
be negative, i.e., <(−b/a) < 0. We have two cases,
Case 1: εa < 0
In this case, we can see clearly that the coefficients a and b are both positive, so the
root of the equation (5.4) must be negative. Therefore, ω < 0 for all wave numbers
qx and qz. Thus, the initial planar alignment of SmA is linearly asymptotically
stable to small perturbations.
Case 2: εa > 0
We can see that






and a > 0 if
E < Ea. (5.8)
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and
b > 0 if
E < Eb. (5.10)
It is clear that Ea > Eb. Thus, a < 0 and b < 0 if E > Ea. Also, a > 0 and b > 0
if E < Eb. Consequently, ω < 0 if E > Ea or E < Eb for all wave numbers qx
and qz. Therefore, the initial planar alignment of SmA is linearly asymptotically
stable to small perturbations; otherwise, it is unstable, see Figures 5.1 and 5.2.
Again, these figures use the data in Table 4.1.
We state that, usually, the voltages required for effects in liquid crystal are of
the order of 1 to 100 volts; however, samples are very thin (around 5 to 10 microns)
and so megavolts per meter are required for the electric field.
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Ea
Eb














Figure 5.1: This graph shows the critical electric fields strength Ea and Eb
upon the wave number qx for the stability of the initial planar alignment of
SmA. It is stable when E > Ea or E < Eb; otherwise, it is unstable.
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Ea
Eb















Figure 5.2: This graph shows the critical electric fields strength Ea and Eb
upon the wave number qx for the stability and instability of the initial planar
alignment of SmA plotted on a log-log scale.
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It is clear that there is only one critical value for Ea. We can see that Ea is































































































z −B21 . (5.14)
Note that Eb 6= 0. Also for qx ≥ 0, E
′
b = 0 if qx = 0 or F (qx) = 0.
It is clear that F (qx) is increasing for qx > 0. We can discuss two cases:
Case 1: C∗ > 0 ⇒ F (qx) 6= 0 for qx > 0. Therefore, we have only one critical
value, qx = 0 which means that Eb(0) is the minimum value for Eb.
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Case 2: If C∗ < 0, there is a unique positive value say, qcx where F (qcx) = 0 .
Therefore, F (qx) < 0 for 0 < qx < qcx ⇒ E
′
b < 0 for 0 < qx < qcx ⇒ Eb is decreasing
for 0 < qx < qcx and F (qx) > 0 for qx > qcx ⇒ E
′
b > 0 for qx > qcx ⇒ Eb is increasing
for qx > qcx. Therefore, Eb(qcx) is the minimum value.
Director dynamics included via the g̃i term
If we include g̃i in the previous problem, we will get the following matrix system
in θ0 and u0 S − ε0εaE2 + γ1ω B1iqx







For non-zero solutions, the determinant of the square matrix on the left-hand
side of (5.15) must equal zero. This condition is given by the following quadratic
equation for ω:
A1ω
2 + A2ω + A3 = 0, (5.16)
where,
A1 = γ1,
A2 = (S + γ1λpQ− ε0εaE2),
A3 = λp(R− ε0εaQE2).
(5.17)
Now we can discuss two cases:
Case 1: εa < 0
In this case, we can see clearly that the coefficients A1, A2 and A3 are positive,
using Routh-Hurwitz stability criterion [56], the roots of the equation (5.16) must
satisfy the following condition
<(ω) < 0, (5.18)
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for all wave numbers qx and qz. Therefore, the initial planar alignment of SmA is
linearly asymptotically stable to small perturbations.
Case 2: εa > 0


















However, EcA2 > E
c
A3
, then, A2 and A3 are both positive if
E < EcA3 . (5.19)
Therefore, using Routh-Hurwitz stability criterion [56], the roots of the equation
(5.16) must satisfy the condition
<(ω) < 0, (5.20)
for all wave numbers qx and qz and therefore the initial planar alignment of SmA
is linearly asymptotically stable to small perturbations; otherwise, unstable. See
Figures 5.3 and 5.4. These figures use the data in Table 4.1.
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Figure 5.3: This graph shows the critical electric field strengths EA2 and EA3
upon the wave number qx for the stability and instability of the initial planar
alignment of SmA. It is stable when E < EA3 ; otherwise, it is unstable.
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Figure 5.4: This graph shows the critical electric field strengths EA2 and EA3
upon the wave number qx for the stability and instability of the initial planar
alignment of SmA plotted on a log-log scale.
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5.2.3 Flow included
Now, in this section, we extend the problem in the previous section by including
flow. Also, g̃i is ignored for the present. Therefore, the dynamic equations in
(4.7)-(4.13) are given explicitly to first order as
v1,x + v3,z = 0, (5.21)
ρv1,t = −p̃,x +
1
2
(α4 − τ2)v1,xx +
1
2
(α4 + τ2)v1,zz, (5.22)







(α4 + 2τ1 + 3τ2)v3,zz, (5.23)
Kn1 θ,xx = B1(θ + u,x)− ε0εaE2θ, (5.24)
v3 − u,t = λp
[
Ka1uxxxx −B1(θ,x + u,xx)−B0u,zz
]
, (5.25)
where the solution of this system is given in (4.61). Inserting (4.61) into (5.21)-
(5.25) we obtain the matrix system

0 0 0 qx qz
iqx 0 0 X 0
iqz −iB1qx Q 0 Z
0 S − ε0εaE2 iB1qx 0 0


















where S, Q, R, X and Z are defined in the previous chapter in equations (4.41),
(4.42), (4.44), (4.64) and (4.65), respectively.
For non-zero solutions, the determinant of the square matrix on the left-hand
side of (5.26) must equal zero. This condition is given by the following quadratic
equation for ω:
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c1ω





























Now we can see that there are two cases.
Case 1: εa < 0
In this case, we can see clearly that the coefficients c1, c2 and c3 are positive, so,
the roots of the equation (5.27) must satisfy the following condition
<(ω) < 0, (5.31)
for all wave numbers qx and qz. Therefore, the initial planar alignment of SmA is
linearly asymptotically stable to small perturbations.
Case 2: εa > 0





































. Now, we can see that c1 > 0 if E < Ec1 , and c1 < 0 if E >
Ec1 ,












ε0εa[T + λpρQ(q2x + q
2
z)]
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≡ Ec3 and c3 < 0 if E > Ec3 ,






ε0εaQ [T + λpρQ(q2x + q
2
z)]
. Therefore, it is
clear that
Ec3 < Ec2 < Ec1 . (5.35)
5.2.3.1 Stability
Using the Routh-Hurwitz stability criterion to study the stability, we can sum-
marise the signs of the coefficients of the equation (5.27) in the table below in
Figure 5.6. We also plot graphs of Ec1 , Ec2 and Ec3 to indicate stability and in-
stability of the initial planar alignment of SmA, see Figures 5.6 and 5.7. These
figures use the data in Table 4.1.
Figure 5.5: This is a summary of the signs of the coefficients of the equation
(5.27). We can see clearly that the initial planar alignment of SmA is stable
when 0 < E < Ec3 or E > Ec1 ; otherwise, it is unstable.
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Response times
Now we look for the response times for the cases that are shown in Figure 5.5 by
plotting the eigenvalues, ω of the equation (5.27) and the corresponding response
time, τ , see Figures 5.8-5.15. Note that the response time is defined as |ω|−1. This
is a standard indicative measure of the time it takes for the physical system to
respond to a perturbation.
Stability Regions
We can clearly see from graphs 5.1-5.7; where an electric field is included, that
there is always induced instability. Also, we can see that the instability regions
are greater than stability regions in some cases, especially when the dynamic term
g̃i is included, but they are smaller in other cases for the linear case. This means
that there is an opportunity to have instability in the non-linear case, which can
be investigated in future work.
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(a) First solution, ω+ graph.










(b) First solution, τ+ graph.
Figure 5.8: These graphs show the eigenvalue ω+ of the equation (5.27) and the
consequent decay times that depend on the electric field E for stability when
0 < E < Ec3 for the initial planar alignment of SmA. Graph 5.8b displays
the response time. It is clear that the response time (i.e., the mode with the
slowest decay rate) is given by |ω+|−1.
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(a) Second solution, ω− graph.










(b) Second solution, τ− graph.
Figure 5.9: These graphs show the eigenvalue ω− of the equation (5.27) and
the consequent decay times that depend on the electric field E for stability
when 0 < E < Ec3 for the initial planar alignment of SmA.
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We can see from the graphs above that graph (5.8b) displays the response time.
It is clear that the response time (i.e., the mode with the slowest decay rate) is
given by |ω+|−1. For demonstration purposes, we selected qx = 1000 to investigate
the consequences of the results in Figures 5.8-5.15. These figures use the data in
Table 4.1.
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(a) First solution, ω+ graph.










(b) First solution, τ+ graph.
Figure 5.10: These graphs show the eigenvalue ω+ of the equation (5.27) and
the consequent decay times that depend on the electric field E for instability
when Ec3 < E < Ec2 for the initial planar alignment of SmA. Graph 5.10b
displays the response time.
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(a) Second solution, ω− graph.










(b) Second solution, τ− graph.
Figure 5.11: These graphs show the eigenvalue ω− of the equation (5.27) and
the consequent decay times that depend on the electric field E for instability
when Ec3 < E < Ec2 for the initial planar alignment of SmA.
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Note that the response time in this case for the onset of instability is given in
graph 5.10b. Notice that typical response times for stability in Figure 5.8 are faster
than those for instability in Figure 5.10.
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(a) First solution, ω+ graph.











(b) First solution, τ+ graph.
Figure 5.12: These graphs show the eigenvalue ω+ of the equation (5.27) and
the consequent decay times that depend on the electric field E for instability
when Ec2 < E < Ec1 for the initial planar alignment of SmA.
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(a) Second solution, ω− graph.












(b) Second solution, τ− graph.
Figure 5.13: These graphs show the eigenvalue ω− of the equation (5.27) and
the consequent decay times that depend on the electric field E for instability
when Ec2 < E < Ec1 for the initial planar alignment of SmA. Graph 5.13b
displays the response time.
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(a) First solution, ω+ graph.











(b) First solution, τ+ graph.
Figure 5.14: These graphs show the eigenvalue ω+ of the equation (5.27) and
the consequent decay times that depend on the field E for stability when
E > Ec1 for the initial planar alignment of SmA.
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(a) Second solution, ω− graph.










(b) Second solution, τ− graph.
Figure 5.15: These graphs show the eigenvalue ω− of the equation (5.27) and
the consequent decay times that depend on the field E for stability when
E > Ec1 for the initial planar alignment of SmA. Graph 5.15b displays the
response time.
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Remarks. The instability response times in 5.13 are much faster than those for
stability in Figures 5.8, and those for instability in Figures 5.10, and those for
stability in Figures 5.15. This is based on a linearised set of model equations.
However, the existence of instability criteria from the linear analysis may indicate
that a more intricate non-linear analysis could explore and reveal more potential
restriction bounds on stability criteria.
These theoretical investigations reveal predicted response times for the behaviour
of a general SmA material. These nanosecond response times for SmA liquid crys-
tals (see Figures 5.13) match recently identified experimental response times pub-
lished and patented in 2016 [8]. The γ1 dependence influences the boundaries of
the stability regions. This is purely driven by the dynamics induced by the director
motion by neglecting flow. In the next subsection, we explore the impact of flow
upon the system.
Nematics generally respond in ms and smectics can respond in µs. It has been
reported that some smectics respond in ns [78].
5.2.4 Flow, g̃i and electric field included
Here, we extend Stewart’s problem in [79], which includes flow. We also include
the term g̃i. Substituting the results in (4.35) and (4.52), the dynamic equations
(4.7) to (4.13) are given explicitly to first order as
v1,x + v3,z = 0, (5.36)
ρv1,t = −p̃,x +
1
2
(α4 − τ2)v1,xx +
1
2
(α4 + τ2)v1,zz, (5.37)







(α4 + 2τ1 + 3τ2)v3,zz, (5.38)
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Kn1 θ,xx = B1(θ + u,x) + (α3 − α2)θ,t − ε0εaE2θ, (5.39)
v3 − u,t = λp
[
Ka1uxxxx −B1(θ,x + u,xx)−B0u,zz
]
, (5.40)
where the solution of this system of equations is given in (4.61). Inserting (4.61)
into (5.36)-(5.40), we then obtain the corresponding matrix system
0 0 0 qx qz
iqx 0 0 ρω +X 0
iqz −iB1qx Q 0 ρω + Z
0 S + γ1ω − ε0εaE2θ iB1qx 0 0


















where S, Q, R, X and Z are defined in the previous chapter in equations (4.41),
(4.42), (4.44), (4.64) and (4.65), respectively. For non-zero solutions, the determi-
nant of the square matrix on the left-hand side of (5.41) must equal zero. This
condition is given by the following cubic equation for ω:
a0ω
3 + a1ω




























x + λpT )− ρλp(q2x + q2z)B21q2x,
a3 = (R− ε0εaQE2)(q2x + λpT ).
For stability (<(ω) < 0), it is clear that a0 is always positive; using Routh-Hurwitz
stability criterion [56], the coefficients of equation (5.42) must satisfy the following
conditions
a1 > 0, (5.43)
a3 > 0, (5.44)
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a1a2 − a0a3 > 0. (5.45)
Let F (E) = a1a2 − a0a3. We can rewrite F (E) in the following form


























































































2 + γ1T (q
2








x + λpT )

. (5.50)
It is clear that all coefficients a0, A, B and C are always positive. Now, there are
two cases:
Case 1: If εa < 0, then a1, a3 and F (E) are always positive. Therefore, the initial
planar alignment of SmA is linearly asymptotically stable to small perturbations.
Case 2: If εa > 0, it is straightforward to prove that
a1 > 0 if E <
√
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Moreover, it is easy to verify that Ec3 < Ec1. In the function F (E), we have two
cases:
Firstly, when B2 − 4AC < 0, then F (E) is always positive. Thus, the system
(5.41) is linearly asymptotically stable if the two conditions (5.51) and (5.52) are
satisfied.
Secondly, when B2 − 4AC > 0, there are two positive roots say, E− and E+
where E− < E+. Let F (q, β, E) = AE4 −BE2 + C, where
qx = q cos β, qz = q sin β.
We note here that this mathematical expression has physical units, but its phys-
ical values are not directly of interest to the measures of the values in reality.
It is a mathematical expression that identifies stability; the units are stated in
Figures 5.17, 5.19, 5.21 and 5.23 for reference, as this explains its high numerical
values for the material parameters we use. In order to generalise the stability re-
sults further, unlike the work in the previous Chapters 3, 4 and 5, we do not fix on
a first mode analysis and do not presume a fixed sample depth d where qz = π/d;
introducing the more general form of qz in the above ansatz will allow us to explore
more deeply the stability criteria that will arise.
Take note that qx and qz are related through the relation q2 = q2x+q2z . We remark
that the wavenumber q is controlled by the experimentalist as it is the amplitude
of the physically applied perturbation. Also, the direction of travel of the wave
is determined by β, again controlled by the experimentalist. The combinations of
varying q and β allow the experimentalist to obtain data on critical directions and
amplitudes of the perturbations that induce instability and stability, and these
results can be collated and compared to the theoretical results derived here. It
follows that these results can, in principle, be used for guiding experimentalists in
applications and also allow an analysis of the data obtained that will reveal the
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critical dependencies on crucial material parameters, which will only become evi-
dent after experimental data has been collected and compared with the presented
theoretical results.








Note that E− < E+. Therefore, F (E) > 0 if 0 ≤ E < E− and E > E+. Moreover,
it is easy to prove that Ec3 < E− < E+. So, all conditions (5.43) to (5.45) can be
reduced to one condition, which is
E < Ec3. (5.54)
Therefore, the initial planar alignment of SmA is linearly asymptotically stable to
small perturbations when the condition (5.54) is satisfied. Otherwise, it is unstable:
there exists a finite sensitive regime, E > Ec3, where instabilities can occur. This
system is sensitive only for εa > 0, where stability is determined by the material
parameters and the magnitude of the electric field. At β = π
2
, the system (5.41)




; otherwise, unstable. Also, we





q goes to 0. This value is equal to the value on the critical curve Ec3 at q = 0,
see Figure 5.22. For more investigation, we will look at the different values of β
to see the behaviour of stability and instability, see Figures 5.16-5.23 below. For
demonstration purposes, we selected q = 107 to investigate the consequences of
the results in Figures 5.17, 5.19,5.21 and 5.23.
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Figure 5.16: This shows the graphs of the values E−, E+ and the condition Ec3
for discriminating between stability and instability when β = 0 as a function
of the wave number q. The system (5.41) is linearly asymptotically stable
when E < Ec3; otherwise, unstable.
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Figure 5.17: This shows the graph of the function F (E) = AE4 − BE2 + C
where B2− 4AC > 0 and β = 0. This graph illustrates that the system (5.41)
is asymptotically linearly stable if E < Ec3; otherwise, unstable.
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Figure 5.18: This shows the graphs of the values E−, E+ and the condition Ec3
for discriminating between stability and instability when β = π
6
as a function
of the wave number q. The system (5.41) is linearly asymptotically stable
when E < Ec3; otherwise, unstable.
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Figure 5.19: This shows the graph of the function F (E) = AE4 − BE2 + C
where B2−4AC > 0 and β = π
6
. This graph illustrates that the system (5.41)
is linearly asymptotically stable if E < Ec3; otherwise, unstable.
96



























Figure 5.20: This shows the graphs of the values E−, E+ and the condition Ec3
for discriminating between stability and instability when β = π
4
as a function
of the wave number q. The system (5.41) is linearly asymptotically stable
when E < Ec3; otherwise, unstable.
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Figure 5.21: This shows the graph of the function F (E) = AE4 − BE2 + C
where B2−4AC > 0 and β = π
4
. This graph illustrates that the system (5.41)
is linearly asymptotically stable if E < Ec3; otherwise, unstable.
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Figure 5.22: This shows the graphs of the values E−, E+ and the condition Ec3
for discriminating between stability and instability when β = π
2
as a function
of the wave number q. The system (5.41) is linearly asymptotically stable
when E < Ec3; otherwise, unstable.
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Figure 5.23: This shows the graph of the function F (E) = AE4 − BE2 + C
where B2−4AC > 0 and β = π
2
. This graph illustrates that the system (5.41)
is linearly asymptotically stable if E < Ec3; otherwise, unstable.
From the graphs in Figures 5.16, 5.18, 5.20 and 5.22, we can see that the system
is unstable in some areas for the linear case. Therefore, it is worthwhile to look
for instability in the non-linear case. This needs more advanced work, which is
beyond the scope of this thesis. Notice from the graphs in Figures 5.17, 5.19, 5.21
and 5.23 that the Ec3 criterion curve changes form as β changes. Nevertheless,
regions of stability and instability are clearly distinguished between two separated
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regions.
In conclusion, we can see that applying an electric field to a sample of SmA
liquid crystal can lead to a linear instability for the initial planar alignment of
SmA when εa > 0. When the term g̃i is included, we have linear stability when
the electric field magnitude is less than a critical value. The graphs above display
new qualitative results and an instability criteria. The regions of stability and
instability are intricate and have been investigated in detail.
5.3 Conclusions and comments
In Subsection 5.2.1, we discussed two cases. When εa < 0, we found that
the system of equations (5.3) is always linearly asymptotically stable, while when
εa > 0, we can have regimes of stability or instability, see Figures 5.1 and 5.2.
Minimum values are also discussed in Subsection 5.2.2. When we included the
term g̃i, we still have only stability when εa < 0, and have possible instances of
stability or instability when εa > 0, see Figures 5.3 and 5.4. In Subsection 5.2.3, we
included an electric field and flow. We found that the system of equations (5.26)
is always linearly asymptotically stable when εa < 0. We also found that when
εa > 0, there are three critical curves, Ec1 , Ec2 and Ec3 , where we can see that the
system of equations (5.26) is linearly asymptotically stable when 0 < E < Ec3 or
E > Ec1 ; otherwise, unstable, see Figures 5.5-5.7. We also discussed response times
for the cases in this Subsection. We found that the instability response times when
Ec2 < E < Ec1 are much faster than those in other cases, see Figures 5.8-5.15.
In Subsection 5.2.4, we sought the stability and instability when we incorporate
flow, g̃i and an electric field. We then found that the system of equations (5.41)
is always linearly asymptotically stable when εa < 0. On the other hand, when
εa > 0, we found that the system (5.41) is linearly asymptotically stable when
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E < Ec3 and unstable when E > Ec3; see Figures 5.16-5.23.
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Dynamic continuum theory of
biaxial nematic liquid crystals
6.1 Introduction
A biaxial nematic is a spatially homogeneous liquid crystal with three distinct
optical axes. This is to be contrasted to a simple nematic, which has a single
preferred axis, around which the system is rotationally symmetric. We will apply
the continuum equations for the dynamics of an incompressible biaxial nematic
liquid crystal [50, 51, 80]; the necessary derivations and calculations required to
establish these equations are sophisticated and extensive and are beyond the scope
of this thesis. Nevertheless, the Reader is therefore urged to consult these definitive
texts and review articles for more details if required. We deploy this biaxial theory
and its equations to look at stability and instability.
The biaxial alignment phase can be modelled via a regular rectangular plate with
sides of lengths a, b and c with a > b > c. Although the average molecular shape
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may be changed, it can be made up of plate-like, lozenge-like, cross-shaped, bone-
shaped and boomerang-shaped molecules [53,54,80,89]. Here, the three orthogonal
unit vectors n,m and l are used to describe the orientation of this plate. These
vectors generally depend on the spatial variable x and time t; see Figure 6.1 below.
The vectors n and m are called the major and minor directors, respectively. The
biaxial alignment is described by the orientation of the major and minor directors.
The two vectors n,m and l are related by the relation l = n × m. Moreover,
the major director n and the minor director m are constrained by the following
equations n · n = 1, m ·m = 1, n ·m = 0 [80].
Figure 6.1: This diagram describes the biaxial phase via a biaxial plate. n repre-
sents the major director while m represents the minor director. a, b and c represent
the dimensions of the biaxial plate that represents the constituent local molecular
structure, where a > b > c [80].
In this section, we use the biaxial nematic liquid crystal dynamic equations and
apply the established balance laws. In Section 6.2, we look at oscillatory shear flow
of biaxial nematic liquid crystal. In Section 6.2.1, oscillatory shear flow solutions
will be obtained. Then we add a perturbation to these solutions. In Section 6.3, we
look at stability and instability. In Subsection 6.3.1, we study the linear stability
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of nematic liquid crystals, which guides us to study the linear stability of biaxial
nematics in Subsection 6.3.2. In Section 6.4, an exploration of the dissipation
function is considered.
The biaxial nematic dynamic equations
To apply the dynamic theory to the biaxial nematic liquid crystals, we return
to the general balance laws for linear and angular momentum at the equations
(2.15)-(2.25). It has been shown [52] that the local angular velocity of the liquid
crystal material element w is then the local angular velocity of both the major
and minor directors and [50,51,80] (cf. [14] for the method to find w)
ṅ = w × n, ṁ = w ×m. (6.1)














The co-rotational time flux vectors of n and m defined respectively by
N = ṅ−Wn, M = ṁ−Wm, (6.3)
where, because m · n = 0 and W is skew-symmetric,
M · n + N ·m = 0. (6.4)
If we assume that elastic energy density wel is considered with the inclusion of
the magnetic or electric field, using the balance laws leads us to conclude the
continuum equations for the dynamics of an incompressible biaxial nematic liquid
crystal [80]. The major director n and minor director m obey the constraints, as
noted earlier,
n · n = 1, m ·m = 1, n ·m = 0. (6.5)
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The conservation of mass gives the classical incompressible flow condition
vi,i = 0, (6.6)
and the balance of linear momentum equation is given by
ρv̇i = ρFi − (p+ wel),i + g̃
n






j mj,i + t̃ij,j, (6.7)


















i = τmi + κni, (6.9)
where Gn and Gm are the generalised torques and γ, τ and κ are scalar Lagrange
multipliers (for more details on a comparison, see [79, p 266]). These multipliers
reflect the constraints that n and m are unit vectors and that they are mutually
orthogonal. Notice that the number of equations (6.5)-(6.9) are 13 equations in 13
unknowns. These equations represent the dynamic equations of an incompressible
biaxial nematic liquid crystal. In the absence of elasticity and external fields, the
dynamic equations (6.6)-(6.9) above reduce to the following equations, respectively
vi,i = 0, (6.10)
ρv̇i = −p,i + tij,j, (6.11)
g̃ni = κmi + γni, (6.12)
g̃mi = τmi + κni. (6.13)
The definitions of g̃ni and g̃mi arise from the associated Lagrange multipliers to the
three constraints (6.5), and these, in turn, allow their identification in equations
(6.15) and (6.16) below through constitutive theory as derived in [57,59], where
details can be found on this derivation; we concentrate here on applications of this
theory and leave the interested reader to these references if they wish to delve into
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the derivations further. Also, the constitutive equations for the viscous stress t̃ij
and the vectors g̃ni and g̃mi are given by [78,80]
t̃ij =α1nkAkpnpninj + α2Ninj + α3Njni + α4Aij + α5njAiknk + α6niAjknk
+ β1mkAkpmpmimj + β2Mimj + β3Mjmi + β5mjAikmk + β6miAjkmk
+ (µ1minj + µ2mjni)Npmp + (µ3minj + µ4mjni)nkAkpmp
+ µ5mkAkpmpninj, (6.14)
g̃ni =− (γ1Ni + γ2Aijnj + γ3Njmjmi + γ4njAjkmkmi) , (6.15)
g̃mi =− (λ1Mi + λ2Aijmj) , (6.16)
where the αi, βi and µi are dynamic viscosity coefficients and
γ1 = α3 − α2, γ2 = α6 − α5, γ3 = µ2 − µ1,
γ4 = µ4 − µ3, λ1 = β3 − β2, λ2 = β6 − β5.
(6.17)
We remark that apriori inequalities of the viscosities can be determined in regards
to their relative magnitudes and signs (see the list in the review by Stewart [80],
equation (7.53)). Of particular interest for modelling are the viscosity combina-
tions and inequalities (that often appear in calculations) defined by:
γn = α3 − α2 > 0,
γm = β3 − β2 > 0,
γnm = α3 − α2 + β3 − β2 + µ2 − µ1 > 0.
(6.18)
6.2 Oscillatory shear flow
In this chapter, an analysis will be made of the response of biaxial nematic
liquid crystals to an induced oscillatory shear flow. We will follow [78] to study
stability and instability and extend our analysis to biaxial nematic liquid crystals.
We consider biaxial nematic liquid crystals under oscillatory shear without elas-
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tic contributions; this assumption was made for nematics under oscillatory shear
in [78] and is a common approximation in early investigations [48, 79]. We seek
solutions to the dynamic continuum equations, which are applied to an incom-
pressible biaxial nematic liquid crystals sample for n and m in terms of what are,
effectively, Euler angles θ and φ [80]. A suitable velocity is included to induced
oscillatory shear flow. The motivation for looking at oscillatory shear in biax-
ial liquid crystals is that it is a way to investigate the key material parameters
that include flow by looking at the effect of different material parameters on the
mathematical stability of biaxial. Key influential material parameters are often
identified via critical thresholds or stability/instability thresholds.
6.2.1 Oscillatory shear flow solutions
In this case, the director is strongly anchored parallel to the bounding plates.
The lower plate is subject to sinusoidal oscillations parallel to the initial alignment.
Also, the effect of the surface and inertia are considered. Moreover, we concentrate
on when the impact of the oscillatory flow, induced by the oscillating upper plate, is
supposed. As common in vesco-elastic fluids, it is appropriate to look at the general
Reynolds number and Ericksen number. The Reynolds number is an important






The Ericksen number is a measure of the ratio of viscous to elastic forces and
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where d represents a typical length, v a typical velocity, ρ the density, η a represen-
tative dynamic viscosity and K a typical elastic constant. The Reynolds number
is small in fluid problems [58, 78], whereas the Ericksen number can be large. We
now deploy these ideas and observations to the mathematical modelling.
Now, we consider solutions of the form




n = (cos θ(t), 0, sin θ(t)), m = (− sin θ, 0, cos θ(t)). (6.22)


























































cos θ − θ′ sin θ
 , (6.26)
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sin θ − θ′ sin θ
 . (6.27)
We can see from (6.14) that t̃ij does not depend on any spatial variables, then [78]
t̃ij,j = 0.




, p,y = 0, p,z = 0. (6.28)
For the term g̃ni , substituting (6.22) into (6.12) gives
g̃n1 = κm1 + γn1 = γ cos θ − κ sin θ, (6.29)
g̃n2 = 0, (6.30)
g̃n3 = κm3 + γn3 = γ sin θ + κ cos θ. (6.31)
Also, substituting (6.22), (6.24) and (6.26) into (6.15) gives
g̃n1 =
[













cos(ωt) (γ1 + γ2 + γ3 + γ4 cos(2θ)
]
cos θ. (6.33)
Similar to gmi , substituting (6.22)2 into (6.13) gives
g̃m1 = τm1 + κn1 = −τ sin θ + κ cos θ, (6.34)
g̃m2 = 0, (6.35)
g̃m3 = τm3 + κn3 = τ cos θ + κ sin θ. (6.36)
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(λ1 + λ2) cos(ωt)
]
sin θ. (6.38)
Eliminating γ, κ and τ from (6.86), (6.88),(6.34) and (6.36), we have
(g̃m1 − g̃n3 ) cos θ + (g̃n1 + g̃m3 ) sin θ = 0. (6.39)





γ1 + γ2 cos(2θ)
]aω
2d
cos(ωt) = 0, (6.40)
where,
α2 = α2 − β3 + µ1, α3 = α3 − β2 + µ2,
γ1 = (α3 − α2) = γ1 + γ3 + λ1, γ2 = (α2 + α3) = γ2 + γ4 − λ2,
(6.41)
and
γ1 = α3 − α2, γ2 = α2 + α3, γ3 = µ2 − µ1, γ4 = µ1 + µ2,
λ1 = β3 − β2, λ2 = β2 + β3.
(6.42)
Notice that γ1 = α3 − α2 > 0, whereas γ2 = α2 + α3 is indeterminate in sign. The
















This is analogous to the nematic equation [78] that arises in the oscillatory shear
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of nematic. The solution is easily found by separation of variables [78]:
θ(t) = tan−1{δ tanh (Aδ sin(ωt))}, δ =
√
α, when α > 0, (6.45)
θ(t) = − tan−1{δ tan (Aδ sin(ωt))}, δ =
√
|α|, when α < 0. (6.46)
We note that A and δ are dimensionless, and we can produce some qualitative
plots of these solutions, see Figures 6.2 and 6.3.
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Figure 6.2: The solutions (6.45) and (6.46) where, for demonstration purposes, we
have chosen A = π
2
, δ = 2
π
and ω = 1.
α>0
α<0
Figure 6.3: The solutions (6.45) and (6.46) where, as before, A = π
2
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6.2.1.1 Adding a perturbation
A non-linear analysis of the nematic solutions has been carried out elsewhere
[51, 78]. We now examine the linear stability of these solutions, which were not
considered elsewhere. This will guide our analysis for the linear stability of the
analogous biaxial nematic problem. Firstly, let θ1(t) be given by (6.45) and set
θ(t) = θ1(t) + ε(t), (6.47)
where ε(t) << 1.








γ1 + γ2 cos(2θ1 + 2ε)
]
cos(ωt) = 0, (6.48)
⇒ γ1θ′1 +
[









The last equation can be reduced by using (6.40) to
γ1ε
′ − γ2ε sin(2θ1)
aω
d
cos(ωt) = 0. (6.50)
From (6.45), we can write
sin(2θ1) = 2 sin θ1 cos θ1 =
2δ tanh{Aδ sin(ωt)}
1 + δ2 tanh2{Aδ sin(ωt)}
. (6.51)
Substitution of (6.51) into (6.50), we have
γ1ε
′(t)− aωγ2 cos(ωt) sin{2 tan
−1(δ tanh(Aδ sin(ωt)))}
d
ε(t) = 0. (6.52)
The general solution of the equation (6.52) is
ε(t) = c1
[
1− δ2 + (δ2 + 1) cosh (2Aδ sin(ωt))
] aγ2
Ad (1 + δ2) γ1 , (6.53)
where c1 is a constant. It is now clear that ε(t) is bounded and hence θ1(t) is
linearly stable.
Also, we can set the second solution as θ2 from (6.46) and set
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θ(t) = θ2(t) + ε(t). (6.54)
Substitution of (6.54) into (6.40) gives
γ1ε
′ − γ2ε sin(2θ2)
aω
d
cos(ωt) = 0. (6.55)
From (6.46), we can write
sin(2θ2) = 2 sin θ2 cos θ2 = −
2δ tan [Aδ sin(ωt)]
1 + δ2 tan2 [Aδ sin(ωt)]
. (6.56)
Substitution of (6.56) into (6.55) gives
γ1ε
′(t) +
aωγ2 cos(ωt) sin{2 tan−1(δ tan(Aδ sin(ωt)))}
d
ε(t) = 0. (6.57)
The general solution of the equation (6.57) is
ε(t) = c2
[




Ad (1− δ2) γ1 , (6.58)
where c2 is a constant. We can see, as before, that the perturbed solution (6.58) is
bounded. In this instance, δ < 1 is a necessary requirement and this is physically
meaningful, and by using the definitions in (6.41) and (6.44)1, this requirement
can be checked via data from experiments (which are not yet presently available);
nevertheless, for nematics, where the β and µ terms are absent, this inequality is
valid for MBBA, PAA and 5CB nematic liquid crystals [78, p.330].
Therefore, we conclude that the solutions (6.45) and (6.46) are linearly stable,
although not asymptotically stable.
6.3 Stability and instability
6.3.1 An alternative linear stability of nematics
The nematic non-linear stability has been analysed by Leslie [49, 78] for a 2-
dimensional perturbation. We inspect a linear analysis for this particularly more
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sophisticated perturbation as a precursor to the biaxial linear stability case follow-
ing an alternative perturbed solution in two dimensions. Firstly, we investigate
the nematic linear stability to compare with the biaxial linear stability case. We















where φ(t) and θ(t) are small time-dependent perturbations and note that the
constraint requirement n · n = 1 is satisfied to the second order when |φ(t)| 1
and |θ(t)| 1.
We will use a reformulated version of the dynamic equations where the dissi-














ξ = κ+ τφ, ζ = κφ− τ. (6.61)
The balance law for linear momentum and the balance law for angular momentum
equations are then
ρv̇i = −p,i + tij,j, (6.62)
g̃i = λni, (6.63)
respectively. The constitutive equations for the viscous stress t̃ij and the vectors
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g̃ni are given by [78]
t̃ij =α1nkAkpnpninj + α2Ninj + α3niNj + α4Aij,
+ α5njAiknk + α6niAjknk,
g̃i =− γ1Ni − γ2Aipnp,
γ1 =α3 − α2 ≥ 0,




(vi,j + vj,i) ,
Ni =ṅi −Wijnj, Wij =
1
2
(vi,j − vj,i) .
(6.64)
The dynamic equations for the balances of angular momentum and linear momen-































+ α2τθ =0. (6.69)
The fluid inertial contribution v̇i =
∂vi
∂t








































(α3 + α4 + α6)κ+ (α3 + α6)τφ = σ1(t). (6.73)
As is common practice, suppose that the transverse component σ2(t) of the stress







α4τ + (α3 + α6)κφ
]
= 0. (6.74)





where K = 2α23 − γ1(α3 + α4 + α6) 6= 0.





In equation (6.76), α3, α4 and γ1 are nonzero, therefore,
φ(t) = φ0, (6.77)
where φ0 is a constant. We can see that φ(t) is a constant and, therefore, bounded
and stable.







where θ0 is a constant. We can see from (6.78) that there are two cases,
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Case 1: σ1(t) is a nonzero constant, therefore θ(t) → ∞ and therefore θ(t) is
unstable.
Case 2: σ1(t) is zero or a bounded and oscillatory function, then θ(t) is bounded
and oscillatory and therefore θ(t) is stable.
Physically, we would expect σ1(t) not to be a nonzero constant (otherwise, this
would mean a constant force present in the z-direction). This is based on the
usual interpretation of surface forces arising from a consideration of the viscous
stress tensor component σ1(t) ≡ t̃13 (see Appendix A). The linear solutions are,
therefore, stable but not asymptotically stable. This linear stability result is in
accordance with the non-linear result in [78] but is a new observation that will
guide the linear analysis for a biaxial nematic below.
6.3.2 Linear stability of biaxial nematic
Given the level of complexity for the non-linear analogue of the nematic case
for biaxial nematic, we state the dissipation function for reference at the end of
this Section and for future work, and now concentrate on a linear analysis which is
guided by the novel linear analysis we carried out above for nematics. We denote
the original positions of n and m by
n0 = (1, 0, 0), m0 = (0, 0, 1). (6.79)














, κ0(t) = a
ω
d
cos(ωt), τ0(t) = bω cos(ωt), (6.81)
where b > 0 is a constant. In all the calculations that follow, we will be deriving
governing linear equations to first order in φ(t) and θ(t), i.e., we will ignore second
and higher order contributions that involve these functions; of course, the energies
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involved and the dissipation function when required will correspondingly be taken
to second order, as will be seen below, because functional derivatives of these
entities arise for obtaining the linear dynamic equations.






































































For the term g̃ni , substituting (6.80) into (6.12) gives
g̃n1 = γ − κθ, (6.86)
g̃n2 = γφ, (6.87)
g̃n3 = κ+ γθ. (6.88)
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Similar to gmi , substituting (6.80)1 and (6.80)2 into (6.13) gives
g̃m1 = κ− τθ, (6.92)
g̃m2 = κφ, (6.93)
g̃m3 = κθ + τ. (6.94)












κ0 (λ1 + λ2) θ. (6.97)
From (6.86)-(6.88) and (6.89)-(6.91), we can write













τ0θ − γ1φ′, (6.99)
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From (6.92)-(6.94) and (6.95)-(6.97), we can write




















(λ1 + λ2)κ0 − 2κ
]
θ. (6.105)




κ0 (λ1 − λ2) + λ1θ′. (6.106)








From equations (6.102) and (6.106), we have
2
(








γ1 + γ2 + γ3
+ γ4
)
τ0φ = 0. (6.108)
Note that when we have θ solution in (6.108), the κ in (6.102) must be identical
to κ in (6.106).













γ1 + γ2 + γ3 + γ4 + λ1 + λ2
]
κ0θ. (6.110)
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Now we have two cases to consider;
Case 1: τ0 6= 0, then the equations (6.111) and (6.113) show that θ must be zero,
which means that there is no consistent solution for the system above because if
θ = 0 and using the equation (6.111), the equation (6.112) becomes(









We can see that the last equation is not true, in general, because a and b are given
by the experimentations. Therefore, there is generally no oscillatory transverse
flow. However, in exceptional situations, the terms γ1 + γ2 + γ3 + γ4 and γ1 + γ2 +
γ3 + γ4 + λ1 − λ2 could have the same sign: this means that there is a particular
ω 6= 0 for which there exists transverse oscillatory flow at that frequency.
Case 2: τ0 = 0, then equation (6.113) is true for any value for θ. On the other
hand, the equation (6.112) becomes
2 (γ1 + γ3 + λ1) θ
′ + (γ1 + γ2 + γ3 + γ4 + λ1 − λ2) k0 = 0. (6.115)
Substituting (6.81)2 into (6.115), we obtain
2 (γ1 + γ3 + λ1) θ
′ + (γ1 + γ2 + γ3 + γ4 + λ1 − λ2)
aω
d
cos(ωt) = 0, (6.116)
and its solution is given by
θ(t) = θ0 −
a (γ1 + γ2 + γ3 + γ4 + λ1 − λ2)
2d (γ1 + γ3 + λ1)
sin(ωt), (6.117)
where θ0 is a constant. Recall that θ0 and the coefficient of sin(ωt) in (6.117) have
the dimensions of radians.
Note that τ0 = 0 implies that b = 0, therefore, from equation (6.111), we can see
in this case that φ(t) = 0 and then bounded. Also, from equation (6.117), θ is
oscillatory and bounded. Therefore, the biaxial nematic linear case solutions are
oscillatory and bounded. Then the solutions are linearly stable but not asymptot-
ically stable.
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The Lagrange multipliers γ, τ and κ have some physical meaning. So, identi-
fying them tells us about the constraints we have imposed on the modelling. For
example, the magnitude of κ can be interpreted as indicating how difficult it is for
the vector m to remain as a unit vector. Similarly, the magnitude of γ tells us how




example, tells us which director is the more constrained in an approximate sense
in mechanics, as we will now proceed to discuss.
Now we have ∣∣∣τ
κ
∣∣∣ = |χψ| |θ0 −B sin(ωt)| , (6.118)∣∣∣γ
κ
∣∣∣ = |ψ| |χ− 2(γ2 + λ2)| |θ0 −B sin(ωt)| , (6.119)∣∣∣γ
τ
∣∣∣ = ∣∣∣∣1− 2(γ2 + λ2)χ
∣∣∣∣ = constant, (6.120)
where,
χ = γ1 + γ2 + γ3 + γ4 + λ1 + λ2, (6.121)
ψ =
γ1 + γ3 + λ1
(γ2 + γ4)λ1 + (γ1 + γ3)λ2
, (6.122)
B =
a (γ1 + γ2 + γ3 + γ4 + λ1 − λ2)
2d (γ1 + γ3 + λ1)
. (6.123)
We can see that if
∣∣∣τ
κ
∣∣∣ < 1 then,





|θ0 −B sin(ωt)| > |θ0| − |B sin(ωt)| (6.125)
> |θ0| − |B|, (6.126)
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∣∣∣ > 1 then,
















∣∣∣ < 1 if
|θ0| <
1
|χ− 2 (γ2 + λ2)| |ψ|




∣∣∣ > 1 if
|θ0| >
1
|χ− 2 (γ2 + λ2)| |ψ|

















Chapter 6. Dynamic continuum theory of biaxial nematic liquid crystals


































∣∣ and ∣∣ τ
κ
∣∣ for the Lagrange
multipliers γ, τ and κ where, γ1 = 0.0777, γ2 = −0.0848, γ3 = −0.05, γ4 =
0.02, λ1 = −0.04, λ2 = 0.03, a = d = 10−4, ω = 1 and θ0 = 0.08 .
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∣∣ and ∣∣ τ
κ
∣∣ for the Lagrange
multipliers γ, τ and κ where, γ1 = 0.0777, γ2 = −0.0848, γ3 = 0.05, γ4 =
0.02, λ1 = 0.04, λ2 = 0.03, a = d = 10
−4, ω = 1 and θ0 = 0.08 .
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∣∣ and ∣∣ τ
κ
∣∣ for the Lagrange
multipliers γ, τ and κ where, γ1 = 0.0777, γ2 = −0.0848, γ3 = −0.01, γ4 =
−0.01, λ1 = −0.09, λ2 = −0.01, a = d = 10−4, ω = 1 and θ0 = 0.08.
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∣∣ and ∣∣ τ
κ
∣∣ for the Lagrange
multipliers γ, τ and κ where, γ1 = 0.0777, γ2 = −0.0848, γ3 = −0.0777, γ4 =
0.03, λ1 = −0.03, λ2 = −0.07, a = d = 10−4, ω = 1 and θ0 = 0.08 .
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We can see from equations (6.118)-(6.120) that the magnitude of the Lagrange
multipliers γ, κ and τ (which keeps n and m orthogonal) are sinusoidal functions
to the first order solution. The ratio
∣∣∣τ
κ
∣∣∣ shows that the multiplier τ for keeping
n and m to be orthogonal is more highly constrained than κ that keeps m as a
unit vector if |θ0| < θcc1 , whereas keeping m as a unit vector is more constrained




shows that the Lagrange multiplier γ for keeping n as a unit vector is much larger
than for κ that constrains m to be a unit vector if |θ0| < θcc2 . However, the
constraint that fixes m to be a unit vector is larger than that for fixing n to be
a unit vector if |θ0|< θc2. Moreover, we see that
∣∣∣γ
τ
∣∣∣ is a constant; therefore, the
multiplier τ is a scalar multiplier of γ. Also, the multiplier γ for constraining n







> 1, and τ for keeping n and m to be orthogonal is
much larger than γ for fixing n as a unit vector if 0 <
γ2 + λ2
χ
< 1. Figures 6.4-6.7
show some of the cases above.
6.4 An exploration of the dissipation function
In this section, we carry out a basic investigation of the associated dissipation
function for the problem discussed in the previous section. This may give insight to
the physical interpretation of the results (e.g., a priori inequalities for the viscosity
coefficients, etc.).
From (6.80) and (6.81) in the previous section, we can write:
n = (1, φ(t), θ(t)) = n0 + (0, φ(t), 0) + (0, 0, θ(t)), (6.133)
m = (−θ(t), 0, 1) = m0 + (−θ(t), 0, 0, ), (6.134)
v = (κ0(t)z, τ0(t)z, 0) , κ0(t) = a
ω
d
cos(ωt), τ0(t) = bω cos(ωt). (6.135)
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We made small angular perturbations to these constant state solutions. Because
they are linearly stable but not asymptotically stable, a future non-linear analysis
may be required to look for non-linear stability and instability criteria. Therefore,
the biaxial nematic non-linear case can be investigated by deploying the dissipation
function of biaxial nematic liquid crystals, which has been found by Leslie and
Carlsson [51]. A non-linear stability analysis, such as that carried out by Leslie [49]
for nematics, may be feasible in biaxial as we can see the important role of the
dissipation function to study the stability for the non-linear case. Therefore, the
dissipation function should be included in the non-linear biaxial stability case,
which can be investigated in future work. It is known that the rate of viscous
dissipation D̂ of biaxial nematic liquid crystals is given by [51].
D̂ = α1(nknpAkp)2 + α4AkpAkp + β1(mkmpAkp)2 + (µ3 + µ4)(mknpAkp)2
+ (α5 + α6)AkpnpAkqnq + (β5 + β6)AkpmpAkpmq + 2γ2AkpNknp
+ γ1NpNp + λ1MpMp + γ3(Npmp)
2 + 2λ2AkpMkmp + 2γ4NkmkmpnqAqp
+ τijAij, (6.136)
where,




α = α3 + α2 − γ2, β = β3 + β2 − λ2, µ = µ1 + µ2 − γ4. (6.138)
The dissipation function for biaxial nematic liquid crystals is complicated; it re-
quires extensive calculations and is beyond the scope of this thesis, see Appendix
C. Nevertheless, here we consider the dissipation function to first order in θ and
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(α5 + α6)AkpnpAkqnq =




(β5 + β6)AkpmpAkpmq =
(β5 + β6)ω






































− bdβ + a(α− β + µ) + (α + µ)(a+ bd)φ








(a+ bd) cos(ωt), (6.151)






a2 (2α + 2α4 + α5 + α6− 2β + β5 + β6 + γ1 + 2γ2 + γ3 + 2γ4 + λ1
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−2λ2 + 2µ+ µ3 + µ4) + b2d2 (2α4 − 2β + β5 + β6 + λ1 − 2λ2)















a2(α + µ) + abd(2α + α5 + α6 + γ1 + 2γ2 + γ3 + 2γ4 + 2µ+ µ3














(a+ bd) cos(ωt)φ′. (6.157)
We can see that it is complicated to check the positivity of the dissipation function
in (6.152) for the non-linear case. However, in the previous section, we found that
the solutions of (6.79)-(6.81) in the linear case can be taken in the forms
θ(t) = θ0 −B sin(ωt), φ(t) = 0. (6.158)













2α + 2α4 + α5 + α6 − 2β + β5 + β6 + γ1 + 2γ2 + γ3 + 2γ4 + λ1









2B (β5 + β6 + 2µ5) . (6.162)
We can make D̂ positive by choosing an appropriate value for the arbitrary constant
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θ0. This value must obey the following conditions,
s1θ0 + s2 ≥ 0, s1θ0 + s2 ≥ |s3|. (6.163)
The linear solutions obey the dissipation function positivity requirement (a nec-
essary condition). This checks that we have viable physical perturbations for the
selected viscosities; see Figures 6.8 and 6.9.
134
Chapter 6. Dynamic continuum theory of biaxial nematic liquid crystals






























Figure 6.8: The dissipation function for the linear case, which is given by
(6.159) in 2D under conditions (6.163).
Figure 6.9: The dissipation function for the linear case, which is given by
(6.159) in 3D under conditions (6.163).
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Now we look for second order expansion of the dissipation function. The linear
solutions (6.158) are substituted into the dissipation function for biaxial nematic




































(µ3 + µ4) , (6.167)
(α5 + α6)AkpnpAkqnq =
1
4









































































































































+ 2α(1 + θ0) + µ+ 4µ5) + 2κ0(µ5 + θ0(α− β + 4µ5))
)









β(−1 + θ0)(1 +H + θ0) + α(1 +H + θ0)(1 +H2
− (1 +H)θ0) + µ+H
(
1 +H +H2 − θ0
)

















p0 = (r1 + r2 sin(ωt)) , (6.178)
p1 = r3 (r4 + r5 sin(ωt) + r6 cos(2ωt)) , (6.179)
and
r0, r1, r2, r3, r4, r5 and r6 are functions of the viscosities. The dissipation function
that is given by (6.177) is plotted for some values of θ0 in Figures 6.10-6.12.
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Figure 6.10: The dissipation function for the second order case, which is given
by (6.177) for positive values of θ0.
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Figure 6.11: The dissipation function for the second order case, which is given
by (6.177) for negative values of θ0.
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Figure 6.12: The dissipation function for the second order case, which is given
by (6.177) when −π
2
≤ θ0 ≤ π2 .
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In conclusion, as an approximation when linearisation is around θ0 = 0, we can









. This means that the key result from Figure
6.10 is valid for a positive value of θ0 and for the selected viscosities where the
dissipation function is no longer positive; hence, θ0 must be negative; see Figure
6.11. Both cases are illustrated in 3D in Figure 6.12. Physically, the director in
(6.133) will favour a component in the negative z−direction. Thus, taking the
dissipation function to second order reveals the anticipated perturbation to the
director for maintaining stability.
A key future project is to derive the analogous equations for a biaxial; the extent
of the work is beyond the scope of this thesis.
6.5 Conclusions and comments
In Section 6.1, we introduced biaxial nematic liquid crystals and the biaxial ne-
matic dynamic equations. In Subsection 6.2.1, we obtained oscillatory shear flow
solutions by using the biaxial nematic dynamic equations. These solutions are
plotted in Figures 6.2 and 6.3. Then we added a perturbation to these solutions
to study the linear stability of these solutions. We found that these solutions are
linearly stable but not asymptotically stable. In Subsection 6.3.1, we studied the
stability and instability of nematics by investigating the dynamic equations (6.65)
and (6.66). We found that the solutions (6.77) and (6.78) are stable. In Subsection
6.3.2, we looked at the linear stability of biaxial nematic liquid crystals using the
dynamic equations of biaxial nematics. We concluded that the solutions θ(t) and
φ(t) are linearly stable but not asymptotically stable. We also investigated the








investigated their behaviour, detailed and graphically displayed at the end of Sec-
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tion 6.3. In Section 6.4, we investigated the dissipation function that was required
to study non-linear stability and instability of biaxial nematic liquid crystals. We
found that the dissipation function for biaxial nematic liquid crystals is compli-
cated for the non-linear case. Then we considered the dissipation function for first
order and substituted the solutions from the linear case in equations (6.158), from
which we found that the dissipation function can be positive under some condi-
tions, see Figures 6.8 and 6.9. We also examined second order expansions of the
dissipation function by substituting the linear solutions (6.158) into the dissipation




the dissipation function is positive for only negative values of θ0.
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Conclusions and future work
Chapter 1 introduced a brief history of liquid crystals and their discovery. This
chapter also provided some brief details on the physical descriptions of the three
main types of liquid crystalline phases: nematic, cholesteric and smectic. We also
discussed viscosity and elasticity in liquid crystals and concluded with an outline
of this thesis.
Chapter 2 discussed the development of the continuum theory of liquid crystals.
We considered both the static and dynamic theory of nematics and introduced
the classical equations that arise from the continuum theory. In conjunction with
this work, relevant context around the classical Freedericksz transition was also
summarised in Appendix A, variants of which are used in everyday display devices
for ‘switching’ pixels on flat panel displays. This required the introduction of de-
scribing and modelling the applied electric and magnetic fields used in Freedericksz
transitions. A brief mention of defects was also made.
In Chapter 3, we considered the known phenomenon of the Helfrich-Hurault
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effect in SmA. We discussed the classic effect of an electric field applied to a SmA
sample when the director n and the layer normal a are coincident. The influence
of the layer compression coefficient B0 upon the critical electric field strength is
evident through the identified classical Helfrich-Hurault transition threshold. This
chapter concluded with an exploration of the influence of the layer compression
coefficient, B0 and the wave number threshold qcx for both the classical transition
and the transition when n and a may be uncoupled.
Chapter 4 is an important chapter of developed novel work. We applied the
dynamic theory for SmA liquid crystals, which was developed by Stewart [79],
in which the layer normal a and the director n are not necessarily parallel. The
stability of initially planar alignments of SmA liquid crystal samples was considered
here. We first started with the simplest case where it is presumed that flow is
negligible. We then extended the analysis to problems with included flow and
the incorporation of more sophisticated and relevant combinations of appropriate
viscosities.
Chapter 5 extended work from Chapter 4 in different directions. In this chapter,
the dynamic continuum theory for SmA was used when an applied electric field
is included. We discussed the consequent revisions to the previously identified
critical threshold when an electric field is applied to smectic layers. We found the
conditions for stability and instability to small perturbations for an alignment of
SmA, which is initially planar. The response time was also considered in both
stability and instability cases. Moreover, we extended the problem in this chapter
to include the dynamic contribution g̃i in order to investigate the stability and
instability of the initial planar alignment of a SmA sample.
In Chapter 6, we considered the stability and instability in the dynamics of
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an incompressible biaxial nematic liquid crystals by applying the continuum the-
ory of biaxial nematic liquid crystals. We also considered by assuming, at first,
no elastic contributions. We focused only on the linear stability case because
it quickly became evident that the fully non-linear case became mathematically
intractable and beyond the scope of this thesis; despite this, some progress was
made in the derivation of the non-linear equations and their analysis, albeit very
limited. Nevertheless, a linear analysis was successfully undertaken. Firstly, for
background context, we looked at the linear stability of nematics that has been
studied by Stewart [78] in non-linear stability analysis. This study guided us in the
investigation of a linear stability analysis of biaxial nematics for the reasons high-
lighted in the text. It revealed that the dissipation function can be applied here
to gain useful results and information in the linear case. The Lagrange multipliers







∣∣∣. We concluded this
chapter with ideas for future work, especially looking into anticipated applications
of the dissipation function D̃ for biaxial nematic liquid crystals. We calculated
the dissipation function D̃ explicitly to the first and second orders. Some novel,
but limited, information was obtained, and it was seen that the calculations are
complicated, but tractable, and that a more extended non-linear approach to sta-
bility was clearly beyond the scope of this thesis. Nevertheless, the linear analyses
presented new results as they appear in Chapter 6.
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A.1 Notation and conventions
In this thesis, we will use the classical notation that is adopted by Stewart and is
common throughout continuum mechanics [78]. There are two important relations,
the Kronecker delta δij and the alternator εijk which are defined by
δij =




1 if i, j and k are unequal and in cyclic order,
−1 if i, j and k are unequal and in non-cyclic order,
0 if any two of i, j or k are equal,
(A.2)
where, i, j, k = 1, 2, 3.
We denote the partial derivative of a quantity p with respect to the ith variable
by p,i. Scalar and vector products, gradient, divergence and curl in Cartesian
notation are defined respectively by
a · b = aibi, (A.3)
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a× b = eiεijkajbk, (A.4)
∇p = eipi, (A.5)
∇ · a = ai,i, (A.6)
∇× a = eiεijkakj. (A.7)
where a,b and c are vectors in R3 and p is a scalar field. The dyadic product (or
tensor product) of two vectors a and b is denoted by the symbol ⊗ and is defined
as matrix with components given by
[a⊗ a]ij = aibj. (A.8)
We shall define the divergence of a second order Tij by
Tij,j. (A.9)
As mentioned by Stewart [78], if the tensor Tij is symmetric, that is, Tij = Tji,
then this convention coincides with that given by Goodbody [33], among others.
However, care needs to be exercised in liquid crystal theory because the stress
tensor, a second order tensor, is in general not symmetric: its divergence, therefore,
has to be treated carefully and consistently. Note: the original work on liquid
crystal theory by Leslie in 1966 [45] used a different notational convention.
A.2 Freedericksz transition and defects
When an external electric or magnetic field is applied to a finite sample of
liquid crystals, the director n will change its orientation within layers except at
the surface or boundary when there is strong anchoring. For example, when a
magnetic field H is applied to a thin sample of nematic liquid crystal where the
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magnetic anisotropy satisfies χa > 0, the director n then changes its direction to
be parallel to the field when the magnitude field H = |H| is greater than a specific
value, say, Hc, called the critical field strength. This means that the director
will be influenced by the magnetic field and change its orientation to be parallel
to H only when H > Hc. Similar ideas apply when an electric field is applied
except that the electric field requires more care in the analysis because the electric
field itself can be influenced by the presence of the liquid crystal. The classical
Freedericksz transition in nematics can be classified in three cases: splay, twist and
bend geometries (for more details, see the review by Stephen and Straley [76]).
It is known that the orientation of n can be discontinuous [21,78]. This case can
give rise to defect structures. These defects can be a point, line or a sheet on a
surface. For more details on point and line defects, see [78], and for sheet defects
see de Gennes and Prost [21]. In this thesis, we are only concerned with defect-free
surface alignments of smectic samples. Nevertheless, it is important to be aware of
the complex internal structures that can arise when constraints or perturbations
are made. These can lead to defect structures and other complex behaviour under
dynamics which will not be considered here.
A.3 The Ericksen-Leslie dynamic equations for ne-
matics
This is a summary [78] of the Ericksen-Leslie dynamic equations for nematics in
the incompressible isothermal theory when the director inertial term is neglected.
The director n and the velocity vector must fulfil the constraints,
nini = 1, vi,i = 0, (A.10)
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and the balance laws equations which arise from linear and angular momentum
respectively take the forms







+ g̃i +Gi = λni, (A.12)
where Fi is the external body force per unit mass, Gi is the generalised body
force, ρ is the density, p is the pressure, and wF is the elastic energy density for
nematics. The superposed dot denotes the usual material time derivative defined
in equation (2.15). The scalar function λ is a Lagrange multiplier which can usually
be eliminated or evaluated by taking the scalar product of equation (A.12) with
n. The constitutive equations for the viscous stress t̃ij and the vector g̃i are
t̃ij =α1nkAkpnpninj + α2Ninj + α3niNj + α4Aij, (A.13)
+ α5njAiknk + α6niAjknk, (A.14)
g̃i =− γ1Ni − γ2Aipnp, (A.15)
γ1 =α3 − α2 ≥ 0, (A.16)




(vi,j + vj,i) , (A.18)
Ni =ṅi −Wijnj, Wij =
1
2
(vi,j − vj,i) , (A.19)
where α1, α2, . . . , α6, are the Leslie viscosities, Aij is the rate of strain tensor, Wij
is the vorticity tensor, Ni is the co-rotational time flux of the director n and a
superposed dot again represents the material time derivative.
A.4 Electric field and associated energies
It is common practice to apply a magnetic or an electric field to align samples of
liquid crystals. This was known and applied by researchers from the beginning of
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liquid crystals research. The aim of this idea is to force the director to be parallel or
perpendicular to the field for the majority of the nematics and many cholesterics.
In fact, electric and magnetic fields produce energies, called the electric energy
(produced by an electric field) and the magnetic energy (produced by a magnetic
field). A brief description of these energies is given in this section. For more details,
see [78]. There is a phenomenon that is produced by applying an electric field E
to a sample of liquid crystal. This phenomenon is called polarisation, denoted by
P. There is a relation between the polarisation and the electric field; it is given
by the equation






where χe is called the electric susceptibility tensor, ε0 (unitless) is the permittivity
of free space, χe⊥ and χe‖ represent the electric susceptibilities parallel and per-
pendicular to the director, respectively. It is assumed that n is parallel to the z−
direction, n = n0 = (0, 0, 1). The electric displacement D induced by E and P is
defined by
D = ε0E + P = ε0ε1E + ε0εa (n0 · E)n0, εa = εµ − ε⊥, (A.21)
where ε‖ and ε⊥ are called dielectric Permittivities (known as the dielectric con-
stants) of liquid crystals when the field and director are parallel and perpendicular,
respectively. The quantity εa can be negative or positive. When εa is positive, the
director attempts to be parallel to the field and perpendicular to the field when εa









ε0εa(n · E)2, (A.22)
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where E = |E|. Here, the term −1
2
ε0ε⊥E
2 can be ignored because it is independent




ε0εa(n · E)2. (A.23)
The Maxwell equations must be satisfied on the electric field E and the electric
displacement D. The polarisation can influence on the electric field in a liquid
crystals sample. This interaction is strong with liquid crystals. In general, the
electric field E is not constant and obeys the relevant reduced Maxwell equations,
∇ ·D = 0, ∇× E = 0. (A.24)
It is known to make calculations easier to start by studying a simple case which
needs some assumptions should be imposed. Suppose the influence of the liquid
crystals on the electric field is ignored, then the Maxwell equations are given by
∇ · E = 0, ∇× E = 0, (A.25)
where εa is small.
A.5 Magnetic fields and the magnetic energy
The application of a magnetic field H across a liquid crystal sample induces a
magnetisation M in the liquid crystal due to the weak magnetic dipole moments
imposed upon the molecular alignment by the magnetic field. Similar analogues
for the displacement D in the electric field, the magnetic induction B is defined
by
B = µ0µ⊥H + µ0∆χ(n ·H)n, (A.26)
where,
µ⊥ = 1 + χm⊥ , µ‖ = 1 + χm‖ , ∆χ = µ‖ − µ⊥ = χm‖ − χm⊥ . (A.27)
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The quantity ∆χ is called the magnetic anisotropy, χm‖ and χm⊥ denote the dia-
magnetic susceptibilities (negative) when the field and the director are parallel and
perpendicular, respectively. Similar analogues in the electric field case, when χm⊥
is positive, the director attempts to be parallel to the magnetic field, whereas it
is perpendicular to the magnetic field when χm⊥ is negative. The relevant energy
density follows by an argument that is completely analogous to that for obtaining
the electric energy density welec in equation (A.23). We have that the magnetic










and the simplest magnetic energy density employed in calculations involving a





In general, the magnetic inductionB and magnetic fieldHmust satisfy the relevant
Maxwell field equations
∇ ·B = 0, ∇×H = 0. (A.30)
Moreover, the liquid crystal sample is presumed to have no influence on the applied
magnetic field. Suppose that ∆χ is small, B can be considered as being parallel
to the magnetic field H when considering Maxwell’s equations. Therefore, the
conditions in (A.30) are often replaced by the two equations





This is a brief summary on stress in material systems. The force per unit area is
called stress, the measure of the capacity of the material to carry loads. Stress
at a point in a three-dimensional continuum can be measured in terms of nine
quantities, three per plane (on three mutually perpendicular planes at the point).
These nine quantities can be arranged into a two-dimensional stress tensor. Now,
let n̂ be a unit normal to a given surface. The stress vector (or surface traction) is
a point function of the unit normal n, which denotes the orientation of the plane
on which t acts. The stress vector is defined by (cf: equation (A.8))
t(n̂) = (t1 ⊗ ê1 + t2 ⊗ ê2 + t3 ⊗ ê3) · n̂, (B.1)
where tj denote the stress vectors that act on the faces that are perpendicular to
the xj coordinate axis of a point cube, respectively, as shown in Figure B.1. The
terms t1 ⊗ ê1 + t2 ⊗ ê2 + t3 ⊗ ê3 called stress tensor, denoted σ and defined by
σ = t1 ⊗ ê1 + t2 ⊗ ê2 + t3 ⊗ ê3, (B.2)
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therefore
t = σ · n̂ or ti = σijnj. (B.3)
Figure B.1: Display of stress components in Cartesian rectangular coordinates [67].
We can write t1, t2 and t3 in their orthogonal components in the Cartesian
system, see Figures B.1.
tj = êiσij, i, j = 1, 2, 3, (B.4)
and the stress tensor can be expressed as
σ = tj êj = êiσij êj.
The component σij represents the stress in the xi-coordinate direction and on a
plane perpendicular to the xj coordinate on the faces of a point cube. So, in matrix
form, we can write
t1 = ê1σ11 + ê2e21 + ê3σ31, (B.5)
t2 = ê1σ12 + ê2σ22 + ê3σ32, (B.6)
t3 = ê1σ13 + ê2σ23 + êeσ33. (B.7)
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We call σ11, σ22 and σ33 the normal stresses, whereas the other components σ12,
σ13, σ21, σ23, σ31 and σ32 are called shear stresses.
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The dissipation function D̂ of biaxial
nematic liquid crystals
Here we will calculate the terms of the dissipation function D̂ of biaxial nematic
liquid crystals given by (6.136) for non-linear case to show that calculations are
complicated. Further applications exploiting these expressions are beyond the
scope of this thesis. Nevertheless, these results do reveal structural features of the

























κ20 (µ3 + µ4)
[
− 1 + θ2 −Hφ
]2
, (C.4)
(α5 + α6)AkpnpAkqnq =
1
4




θ2 + (1 +Hφ)2
]
, (C.5)
(β5 + β6)AkpmpAkpmq = −
1
4
κ20 (β5 + β6)
(
1 +H2 − θ
)
(−1 + θ), (C.6)
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−κ0(1 +H2)θ2 + (1 +Hφ)
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− 4 (Hκ0θ − φ′)φ′
+ 4θ′ (κ0 + θ












































− 1 + θ2 −Hφ
][
κ0(1 + θ












α− β + µ+ θ(α + β − µφ) + (α + µ)φ− µθ2
)




− α + β + βH + θ2
(
α− β + αH





(α + µ)φ+ 2µ6(φ+ 1)
2
)








Then we can write the dissipation function D̂ of biaxial nematic liquid crystals in
the form







2(α− (1 +H)β + µ) + κ0
[
α5 + α6 + β5 + β6 + γ1 + 2γ2 + γ3 + 2γ4
+ λ1 − 2λ2 + µ3 + µ4 + 2α4(1 +H2) +H2
(
β5 + β6 + λ1 − 2λ2
)]}
, (C.15)
p1 = (γ1 + γ3 + λ1)θ
′2, (C.16)
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γ1 + γ2 + γ3 + γ4 + λ1 − λ2 + (γ3 − γ4) θ2
]
+ α− β + µ
+ (α + µ)φ+ θ(α + β − µθ) +
[















− 2µ+ κ0 (γ3 − 2γ4 + µ3 + µ4)
]





(1 +H)α− β + (−1 +H)µφ+ 4µ6(1 + φ)
)
κ0×(
4 + (1 +H2)α5 + α6 + 4β1 + β5 + β6 + γ1 − 2γ2 + 2γ3 + λ1 + 2λ2
− 2µ3 − 2µ4 +H
(
2 (4 + γ3 − µ3 − µ4)φ+H
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2(1 +H)(α + µ) + 2H(α + µ) + κ0H (2 + φ)
(
α5 + α6 + γ1 + 2γ2 + γ3













For reference and convenience, in line with the comments on page 48, we quote
the result from Appendix A in Stewart [79] with the Author’s permission. The
dissipation inequality in (2.25) can be reduced to
α4AijAij + τ1 (aiAijaj)
2 + 2τ2aiAijapApj + λp (Ji,i)
2 = D ≥ 0. (D.1)
Without loss of generality, set a = (0, 0, 1). Note that incompressibility of the fluid
means that Aii = 0 and therefore A33 = − (A11 + A22) . Inserting these results into
the inequality (D.1) gives a quadratic form that must satisfy
A211 (2α4 + τ1 + 2τ2) + A
2
22 (2α4 + τ1 + 2τ2) + 2A11A22 (α4 + τ1 + 2τ2)
+ 2A212α4 + 2A
2
13 (α4 + τ2) + 2A
2
23 (α4 + τ2) + λp (Ji,i)
2 ≥ 0. (D.2)
By (4.13), λp ≥ 0, and by (D.2), we must necessarily have
α4 ≥ 0, α4 + τ2 ≥ 0. (D.3)
The first three terms in (D.2) can be written as a quadratic form XTCX where
X = [A11, A22] and C is the unique symmetric matrix
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C =
2α4 + τ1 + 2τ2 α4 + τ1 + 2τ2
α4 + τ1 + 2τ2 2α4 + τ1 + 2τ2
 . (D.4)
This quadratic form is positive semi-definite if and only if the determinants of all
the principal submatrices are non-negative. Therefore, we require
2α4 + τ1 + 2τ2 ≥ 0 and α4 (3α4 + 2τ1 + 4τ2) ≥ 0. (D.5)
Given the result in (D.3)1, the second inequality in (D.5) is sharper than the first
when α4 > 0 because it reduces to 32α4 + τ1 + 2τ2 ≥ 0 .
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