Working memory is essential for intelligent behavior as it serves to guide behavior of humans and nonhuman primates when task-relevant stimuli are no longer present to the senses. Moreover, complex tasks often require that multiple working memory representations can be flexibly and independently maintained, prioritized, and updated according to changing task demands. Thus far, neural network models of working memory have been unable to offer an integrative account of how such control mechanisms are implemented in the brain and how they can be acquired in a biologically plausible manner. Here, we present WorkMATe, a neural network architecture that models cognitive control over working memory content and learns the appropriate control operations needed to solve complex working memory tasks. Key components of the model include a gated memory circuit that is controlled by internal actions, encoding sensory information through untrained connections, and a neural circuit that matches sensory inputs to memory content. The network is trained by means of a biologically plausible reinforcement learning rule that relies on attentional feedback and reward prediction errors to guide synaptic updates. We demonstrate that the model successfully acquires policies to solve classical working memory tasks, such as delayed match-to-sample and delayed pro-saccade/antisaccade tasks. In addition, the model solves much more complex tasks including the hierarchical 12-AX task or the ABAB ordered recognition task, which both demand an agent to independently store and updated multiple items separately in memory. Furthermore, the control strategies that the model acquires for these tasks subsequently generalize to new task contexts with novel stimuli. As such, WorkMATe provides a new solution for the neural implementation of flexible memory control.
Introduction 1
Complex behavior requires flexible memory mechanisms for dealing with information 2 that is no longer present to the senses, but that is still relevant to current task goals. 3 For example, when on the highway, before we decide it is safe to change lanes, we 4 sequentially accumulate evidence in memory from various mirrors and the road ahead of 5 us. Importantly, such complex behavior requires memory operations beyond mere 6 storage: Not every object that we observe on the highway needs to be memorized, while 7 often it is a specific combination of information (e.g. multiple cars and signs) which 8 determines whether it is safe to switch lanes. As any novice driver has experienced, 9 learning to properly apply these operations of selecting, maintaining, and managing the 10 correct information in memory can take quite some effort. Yet, after sufficient practice, 11 we learn to apply these skills and abstract the essence across multiple environments, WorkMATe: generalizable, flexible, trainable WM 140 As laid out above, existing neural network models of flexible memory vary according to 141 their focus of functionality (storage vs. action). Here, we present WorkMATe (Working 142 Memory through Attentional Tagging) a neural network architecture that integrates the 143 core components of these models to arrive at a biologically plausible model of WM that 144 is trainable, flexible and generalizable. The model utilizes a new, gated memory circuit 145 inspired by both PBWM and LSTM, to maintain multiple items separately in WM. We 146 include a straightforward neuronal circuit for a generic matching process that compares 147 the memory content to incoming new stimuli. Last but not least, these structures are 148 embedded in a multilayer neural network that is trained using the simple and 149 biologically plausible reinforcement learning rule of AuGMEnT. We demonstrate how 150 the resulting neural network architecture solves complex, hierarchical tasks with 151 multiple stimuli that have different roles depending on context, and that it can rapidly 152 generalize an acquired task policy to novel stimuli that it has never encountered before. 153 Materials and methods 154 We will first describe the architecture of WorkMATe and how it compares the memory 155 representations to sensory stimuli, as well as how its biologically plausible learning rule 156 resolves the credit assignment problem by combining reinforcement learning with an same in all simulations. An overview of these parameters is given in supporting table S1 172 Table. The details of these computations will be described here, followed by a discussion 173 of our simulations. Code used to implement the architecture and run the simulations is 174 available from an online repository, accessible via 175 https://osf.io/jrkdq/?view_only=e2251230b9bf415a9da837ecba3a7d64. 176 Input representations and Feed-forward sweep 177 The model is a neural network that receives input x at every time step t. Input is 178 composed of sensory representations x s and a representation of time x τ . Sensory 179 representations are, in all simulations, defined binary patterns with activity levels [1, 0] 180 that uniquely identify each stimulus. The time representation is inspired by 'time cells' 181 as identified in multiple cortical and sub-cortical areas [4, 23, 64, 65] . These cells encode 182 time by their delayed response profiles, each peaking at different times relative to the Fixed random connection Modulatory connection Fig 1. A The network architecture used in all simulations: a standard multilayer network, complemented by a gated store composed of two independent memory blocks. The input layer and memory store both project to the hidden layer, which in turn projects to two output modules. There, activity encodes Q-values that drive action selection. B Memory unit within a block, with a 'closed' gate: the memory content is maintained via self-recurrent connections. Additionally, a match value is computed between sensory and memory information, by comparing a projection of the sensory information (m i ) to memory content (m i ). The comparison is performed by two units which respond to positive and negative disparities between the two values. Their output is summed across memory units, yielding one match value for each block. The closed gate inhibits the connection between m i → m i so that the original memory is maintained. Only when a gating action is selected, the recurrent projection is inhibited and m i → m i is opened so that memory content is updated. Fig. 2 illustrates network activity in a task context, and supporting table S1 Table lists the number of units in each layer.
The network projects the input representation x to two different layers. One is a 188 regular hidden layer h in which units are activated via the projection weight matrix 189 W hx . The other layer, activated through projection W Sx is the memory store S, which 190 is composed of two equally sized memory blocks m 1 and m 2 . During the initial 191 feedforward sweep of activity, the projection W Sx · x = S = {m 1 , m 2 } serves to 192 compute the match value between the projected sensory representation m i and the 193 contents of each memory block m i . These match values are denoted as x m1 , x m2 . As noted above, there are a number of hypotheses on how this match value might be 195 computed [19, 20, 24, 25] . Here, we refrained from a specific modeling effort and instead 196 computed the sum of absolute differences between the two representations, which is a 197 common match metric [66] [67] [68] :
Here, n refers to the number of nodes in a block. This computation could be readily 199 implemented by a set of accessory units that are activated by input projections and 200 memory units, and respond to disparities between memory-and sensory information 201 (Fig. 1B) . The summed activation in these units is a measure of dissimilarity, and one 202 minus this value is used as a match signal.
203
The current activity of the memory circuit S * = {S, x m }, which reflects the memory 204 content as well as the match values, is projected to the hidden layer h. This regular 205 hidden layer integrates information from the input layer and memory stores, via:
where b is a bias input vector, and f is a standard sigmoid transfer function.
207
The hidden layer h projects to the output layer q through the weights W qh :
these output values q will, after training, approximate the Q-values of each of the 209 possible response options. The Q-value is the sum of the expected immediate and 210 temporally discounted future rewards for the remainder of the trial that the agent can 211 acquire by selecting that action. The output layer q is divided into two modules: one for 212 external and one for internal actions. External actions reflect the motor response 213 options of the agent, which in our simulations reflect either holding or releasing a lever, 214 or fixating left, right, or in the center of the screen. The internal actions determine 215 memory gating. Based on the action selected in this layer, the currently presented 216 stimulus is either memorized in block 1, in block 2, or it is ignored. On most time steps, 217 the agent will selects internal and external actions associated with the units with the 218 highest activation {argmax(q int ), argmax(q ext )}. On rare exploration time steps,
219
(determined by exploration rate ), the agent will select a random action, determined by 220 a Boltzmann controller operating over the q-values within each module.
221
Storage and Gating
222
The memory layer S in WorkMATe is functionally similar to that used in PBWM.
223
Separate memory representations are maintained via self-recurrent projections in the 224 memory store. This is a strong abstraction of the neurophysiological mechanisms of 225 WM maintenance in the primate brain, as there is no consensus in the literature as to 226 whether items in WM are functionally organized into slots [69, 70] , continuous 227 resources [71] [72] [73] , hierarchically organized feature bundles [74] , or through interactions 228 with long-term memory representations [75] . Here, we remain largely agnostic regarding 229 the precise representation, but choose a mechanism where items in memory can be 230 maintained separately, can be updated separately, and can be selectively ignored to 231 prevent interference [1] . We will show that this approach allows us to investigate how 232 complex cognitive control over the content of WM can be acquired via reinforcement 233 learning.
234
After feedforward processing is completed and the Q-values in the output layer have 235 been computed, the agent selects a gating action from {g 1 , g 2 , g ∅ }, in order to either from entering the memory store altogether. Note that unlike in PBWM, a memory 238 representation m i is not a direct copy of sensory information. Rather, it is a compressed 239 representation of the input representation, encoded via the weights W Sx . This allows 240 for generalization of learned task rules to novel stimuli. 241 Importantly, unlike the other, trained projections in the model, W Sx remains fixed 242 throughout each model run at the connection strengths it obtains through random 243 initialization. As a result, memory representations of a stimulus are not tuned to the 244 task at hand, and will differ dependent on whether they are encoded in block 1 or block 245 2. Previous work [76] [77] [78] has demonstrated that utrained random projections can be 246 used for memory encoding in a useful manner, as long as dissociable memory 247 representations can be formed. This is not to say that memory encoding in the brain is 248 necessarily random and untrained, but we will use this architecture to illustrate that 249 without additional tuning, the model can successfully encode stimuli in a generic 250 manner, an will explore whether learned policies generalize to novel stimulus sets.
251
Learning 252 Learning in the model follows the AuGMEnT-algorithm [36] , which was in turn derived 253 from the AGREL learning rule [39] . At every time step, the model predicts the Q-value 254 of each of its possible actions. These values are represented in the motor-and the 255 gating-module in the network's output layer. Based on these values, the gating module 256 selects an internal action and the motor module an external action, in parallel. The sum 257 of the two Q-values associated with the selected actions, q int (t) + q ext (t), reflect the 258 total Q-value Q t , i.e. the network's estimate of the sum of discounted rewards predicted 259 for the remainder of the trial. Note that there is no a priori constraint on how these two 260 values are weighted, though in all the tasks simulated here we found the Q-values in value of these tags gradually decays at each time step with a rate α = 1 − λγ, where γ 271 is a temporal discounting factor. (discussed below). The update of a tag depends on the 272 contributions of a synapse to a selected action. Formally, this means that in each plastic 273 connection in the weight matrices W Sx , W hx , W hS * , W qh , each Tag ji between 274 presynaptic unit i and postsynaptic unit j is updated according to: 275 for the connections h → q :
and for the connections x → h and S → h :
with:
Here, the term h j refers to the output of hidden unit j, and σ is the derivative of 276 the sigmoid transfer function. The term w j indicates the amount of recurrent feedback 277 from the action vector z onto the hidden layer nodes. This feedback is determined by 278 the weight between the hidden nodes and the selected actions where z k = 1 if action k is 279 selected, and z j = 0 for all non-selected actions j Feedback connections are updated via 280 the same learning rule as the feedforward connections. Therefore, the feedforward and 281 feedback connections remain or become reciprocal, which has been observed in 282 neurophysiology [79] .
283
Synaptic connections are updated when the synaptic tags interact with a global 284 reward-prediction error (RPE) signal. This signal, δ(t) is modeled after striatal 285 dopamine, and reflects the signed difference between the expected and obtained reward. 286 This is expressed in the SARSA temporal difference rule:
That is, the model values the previous actions on the basis of the obtained reward r(t) 288 plus the amount of expected future reward Q(t) multiplied by a temporal discounting 289 factor γ ∈ [0, 1], and contrasts this valuation with the previously expected value 290 Q(t − 1). The RPE then triggers a global, neuromodulatory signal that spreads 291 uniformly throughout the network, and interacts with the synaptic tags to modify 292 weights. That is:
where β is the learning rate. Note that the two forces that determine weight updates are 294 the RPE and the synaptic tags. The RPE signal assures that once the model accurately 295 predicts rewards, the resulting δ(t) = 0 and the weights remain unchanged, which allows 296 the model to converge on an on-policy solution. The synaptic tags, on the other hand, 297 solve the credit assignment problem by means of attention gated feedback: units in the 298 hidden layer whose activity had a larger influence on the Q-value of chosen actions 299 receive stronger feedback and form stronger tags, whereas units that did not contribute 300 to the selected action will not have weight updates. Previous work has established the 301 relation between the AuGMEnT learning rule and error-backpropagation [36] .
302
In all simulations, the model was trained using the same, general principles that are 303 in line with typical animal learning. Changes in the environment, and the reward that 304 was delivered, depended on the external actions of the agent, whereas internal actions 305 that pertain to WM updates were never directly rewarded. Trials were aborted without 306 reward delivery whenever the model selected an incorrect motor response. Reward could 307 be obtained twice in a trial. First, all tasks required the agent to perform a 'default 308 action' throughout the trial (such as maintaining gaze at a central fixation point or 309 holding a response lever) until a memory-informed decision had to be made. We 310 encouraged the initial selection of this action by offering a small 'shaping' reward 311 (r = 0.2) for selecting this action at the first time step. At the end of a trial, if the 312 correct decision was made in response to a critical stimulus, a large reward (r = 1.5) 313 was delivered. In our model assessments, trials were only considered 'correct' when both 314 rewards were obtained.
315
Although not all inputs and computations were strictly necessary or useful in every 316 task, the network architecture, parameter values and the representation of inputs were 317 kept constant across simulations; Across tasks, we modified only the external action 318 module to represent the valid motor responses for the different tasks.
Results

320
Task 1: Delayed Match to Sample
321
Arguably one of the most straightforward WM tasks is the Delayed Match-to-Sample 322 (DMS) task, where an agent is presented with one stimulus, and has to determine 323 whether a second stimulus, presented after a delay without a stimulus, is the same or 324 not. Here, we show that random, untrained encoding projections can be used to solve 325 this task and that the solution generalizes to stimuli that the agent has not observed 326 before. We trained the agent on a simple DMS task, where it was sequentially presented 327 with a fixation cross, a probe stimulus, another fixation cross, and a test stimulus that 328 would either match the probe or not ( Fig. 2A,B ). Stimuli consisted of unique binary 329 patterns of six values (See Fig. 2B for two example stimuli). One additional seventh 330 input was used to signal the presence of the fixation dot. The agent had to withhold a 331 response until the test stimulus appeared and it then had to make one of two choices to 332 indicate whether the test stimulus matched the probe (we used a 'leftwards/rightwards' 333 saccade for 'match/mismatch'). We modeled a total of 750 networks with randomly 334 initialized weights. During initial training, the probe-and test-stimuli were chosen from 335 a set of three unique stimuli (Set 1). Once performance had converged ( ¿ 85% correct 336 trials), the stimulus set was replaced by a set of three novel stimuli (Set 2) This process 337 was repeated until performance had converged for six sets of stimuli.
338
In these and all other simulations, we will report convergence rates based on all 339 trials including those with exploratory actions. each memory block to currently presented stimulus: "Match 1" and "Match 2" for the 350 comparison with the content in 'memory block 1' and 'memory block 2' respectively.
351
The example agent learned to store the probe stimulus in 'block 2' and to correctly 352 maintain the probe item throughout the trial, so that match signal from this block 353 could be used for the final match-versus mismatch decision. The example trial is a 354 mismatch, but the right panel of Fig. 2C also illustrates the activity of the match node 355 on a trial in which the test matched this probe (dashed line and cross).
356
Output layer activity on this example trial is depicted in Fig. 2D . Activity in this 357 layer approximates the value associated with the different gating-and motor actions, 358 which influence the RPE and thereby drive learning. The total estimated Q-value, i.e. 359 the sum Q-values of selected actions in the two modules is plotted in the left panel.
360
They reasonably approximate the real Q-values, which sufficed for an adequate policy -361 they would become even more accurate after further training. The other two panels of 362 Fig. 2D show the Q-values for all possible actions at each time step, separately per 363 module. Note that the individual Q-values in these modules do not allow for 364 straightforward interpretation, as they are free to vary as long as their sum provides a 365 good Q-value estimate. In practice, however, we found that the two modules evenly 366 contributed to the Q-value estimate.
367
To examine whether the policy acquired by the agents generalized to novel stimuli, 368 we assessed the number of trials that an agent required to converge after each switch to 369 a new set. The results in Fig. 3 illustrate that agents were able to generalize across 1,994 trials. We note that 85 trials is the absolute minimum number of trials before any 377 agent could reach our criterion of 85% accuracy). 378 We next assessed performance in the first 100 to 500 trials with each new set, to 379 explore how fast the agents learned the task with novel stimuli (Fig. 3 ). Initial 380 performance on Set 1 (after 100 trials) was near chance level, which was approximately 381 1% correct in this task (four consecutively correctly selected actions chosen from three 382 response options). Performance gradually increased, reaching 18.5% accuracy within the 383 first 500 trials. Following the first switch (to Set 2), performance did not drop back to 384 chance: rather, agents immediately performed 55.8% correct on the first 100 trials, and 385 were 66.3% correct after 500 trials. On each subsequent set switch, immediate 386 performance with never-before seen stimuli kept increasing, with performance at 70.3% 387 for the final set. On the final two sets, criterion performance (85%) was acquired within 388 500 trials. These results suggest that agents were indeed able to generalize the acquired 389 policy to novel contexts, although each set switch still required some additional learning. 390 We suspected that one important reason why the model failed to immediately 391 generalize on new sets, might have been that agents broke fixation for novel stimuli.
392
Note that a completely novel input pattern makes use of connections that have not been 393 used before in the task, which could due to their random initialization trigger erroneous 394 saccades. To account for such errors, we also assessed the accuracy of agents on the first 395 trial in which they encountered a novel probe and maintained fixation until the test 396 stimulus. We observed an average accuracy of 87.1% across agents on their first 397 encounter with a novel stimulus from Set 2. This accuracy score also increased for 398 subsequent sets, with an average accuracy of ≈ 92.6% correct for the first encounters 399 with stimuli from Set 5 and 6. Thus, the model learned the matching task in a manner 400 that allows almost immediate generalization to new stimulus sets: the vast majority 401 errors in later sets were caused by fixation breaks.
402
Task 2: 12-AX 403 We next examined the performance of WorkMATe on the 12-AX task, a task that was 404 used to illustrate the ability of PBWM to flexibly update WM content. The 12-AX task 405 is a hierarchical task with two contexts: '1' and '2'. In the task, letters and numbers are 406 sequentially presented, and each require a 'go' or a 'no-go' response. Whenever a '1' has 407 been presented as the last digit, the '1'-context applies. In this context, an 'A' followed 408 by an 'X' should elicit a go response to the 'X', whereas every other stimulus requires a 409 no-go response. When a '2' is presented, the second context applies: now only a 'B' 410 immediately followed by a 'Y' should elicit a go response. Agents must separately 411 maintain and update both the context ('1' or '2') and the most recently presented 412 stimulus, in order to make the correct go response to the imperative stimuli 'X' or 'Y'. 413 Human participants can do this hierarchical task after verbal instruction, but to techniques [56, 58, 80] , but [55] showed that agents can also learn this task using a 418 simpler SARSA(λ) reinforcement learning scheme. To our knowledge, no data have 419 been published on humans or other primates learning a task of this complexity through 420 reinforcement learning alone. . On the first set, convergence is relatively slow, but on subsequent sets, agents learn much faster. The convergence rates keep increasing with each new set. B: Performance with new stimuli immediately after a switch increases with each switch, indicating that the agents generalize the task to new stimulus sets. C: Accuracy for the first encounter with a novel test stimulus, i.e. on the first trial in which the model maintained fixation until the test stimulus was presented. Note that accuracy is 87.1% on Set 2, after the first stimulus switch. The agents then further generalize the rule across contexts, because accuracy is 90% or higher for all subsequent set switches.
A C B
Here, we used a trial-based version of the task, where on every trial a sequence of 422 symbols with unpredictable length is presented, which ends with an 'X' or a 'Y'. During 423 this sequence, the agent had to respond as outlined above. Given the complexity of the 424 task, we trained the agents through 'curriculum learning' [50, 81, 82] , a training scheme 425 in which trials were organized into 'levels', which gradually increased in difficulty. Once 426 an agent showed sufficient performance on a level, training for the next levels 427 commenced. Example sequences at different difficulty levels are shown in Fig. 4A . Key 428 to curriculum learning is that trial types from previous, easier levels are also presented 429 in order to prevent unlearning of the simpler cases. In our curriculum, 50% of the trials 430 were always of the highest difficulty level, and the other 50% simpler cases drawn from 431 one of the previous levels with equal probability for all previous levels. The difficulty 432 was increased when performance on the last 100 trials was over 85% correct.
433
This trial-based curriculum not only facilitated training, but it also had another 434 benefit over previous approaches to train 12-AX [1, 55, 83] . In previous implementations, 435 the imperative X/Y stimulus always occurred at one of a few critical moments after the 436 Curriculum Level Fig 4. Training on trial-based 12AX. A: The curriculum used to train the agent, with example trial sequences to illustrate the difficulty levels. As soon as the agent performs correct on 85% of the trials, a higher difficulty level is introduced and presented on 50% of the trials (critical trials), with the other 50% sampled from the lower levels. B: Policy on an example trial (cf. Fig. 2E ), acquired by an illustrative model agent converging on the highest difficulty level. The agent correctly updates memory content on each stimulus, but is only rewarded on the basis of its final motor action in response to the target symbol (X/Y). This agent stored the task context (1/2) in the memory block 1, and stored the last seen stimulus, target or distractor, in block 2. C: Cumulative Histogram from 500 agents depicting the number of trials needed for convergence on each difficulty level. Training on higher difficulty levels does not start until lower levels have been learned. The graph on the right depicts convergence rates considering only the trials drawn from the highest difficulty.
context rule, whereas here we intermixed sequences of very different lengths. Without 437 this variation, we found that models could meet the convergence criterion on the basis 438 of timing alone, without fully acquiring the task rules. In the current curriculum 439 learning scheme, the agents truly solved the task, applying the appropriate storage 440 policies to all difficulty levels and trial lengths.
441
All 500 agents converged and were able to accurately perform the task at the highest 442 difficulty level. The policy acquired by one of these agents is depicted in Fig. 4B , which 443 illustrates an example trial at the highest difficulty. Throughout the sequence, the agent 444 selected the 'hold' action, while it updated each last-presented stimulus, encoding these 445 into block 2. However, stimuli denoting the rule context (1/2) were encoded into 446 memory slot 1, and only updated when the context changed. Once presented with the 447 imperative stimulus ('Y', in this case), this gating policy allowed the agent to use the memory of the current context ('2') and the previous stimuli ('B') to decide to yield a 449 correct 'go' response. 450 Convergence rates for this task are depicted in Fig. 4C . Despite the complexity of 451 this task, all agents reached criterion performance, within a median of ≈62,000 trials 452 (95% range 11,566, -180,988 ). A large proportion of these trials were repetitions of 453 easier levels, and the number of critical (final level) trials before convergence was lower, 454 with a median of ≈42,000 trials (95% 8,700 -121,208 ). Thus, the model was able to 455 acquire the rules of complex, hierarchical task which requires flexible gating of items 456 into and out of WM, based only on relatively sparse rewards that were given only at the 457 end of correctly performed trials. In a series of elegant studies, Miller and colleagues [2, 3, 15, 84] , reported data from 460 macaques trained in tasks in which multiple visual stimuli needed to be maintained in 461 WM. For example, in the 'ordered recognition task', the monkey was trained to 462 remember two sequentially presented visual stimuli (A and B), and to report whether 463 the stimuli were later presented again, in the same order. On match trials the same 464 objects were repeated (ABAB), and the monkey responded after a match to both 465 objects, i.e on the fourth stimulus in the sequence. There were mismatch trials in which 466 the first or the second stimulus was replaced by a third stimulus C (ABAC or ABCB) as 467 well as mismatch trials with the same stimuli (A and B), but in reverse order (ABBA). 468 In case of a mismatch, the monkey waited until the A and B were shown in the correct 469 order as the fifth and sixth stimuli (e.g. ABACAB), and thus responded to the sixth 470 stimulus. In each recording session, three novel visual stimuli were used to form the 471 sequences, where each of these stimuli could take on the 'role' of A, B or C on any trial. 472 This ordered recognition task requires selective updating and read-out of memories 473 in a way that shares features with the 12-AX and DMS tasks from the previous sections. 474 As in the 12-AX task, two stimuli need to be maintained and updated separately, and 475 the task goes beyond simply memorizing two items: the order of stimuli also needs to be 476 stored and determines the correct action sequence. As with the DMS task, monkeys 477 reached reasonable accuracies, even though novel stimuli were presented in each session, 478 implying that they could generalize their policy to new stimulus sets. 479 We tested WorkMATe on this ordered recognition task. We trained 750 model 480 agents, randomly selecting stimuli from the same set as we had used for the DMS 481 simulation described above. Half of the trials were 'match' sequences, and the other half 482 consisted of the three possible mismatch sequences, in equal proportion. Criterion 483 performance was defined as an accuracy of at least 85% on the last 100 trials, with an 484 added requirement of at least 75% accuracy on the last 100 trials in each of the four 485 conditions. In the 'static' training regime, we kept the three selected stimuli identical 486 for an agent throughout a training run. In the 'dynamic' regime, the three stimuli were 487 replaced by three new randomly selected stimuli after 3,000 trials. This meant that each 488 of the three stimuli took on the role of A, B or C approximately 1,000 times before they 489 were replaced by a new set.
490
The convergence rates for the static regime are plotted as solid lines in Fig. 5A . The 491 agents learned the full task after a median number of ≈106,000 trials (95% of the agents 492 between 25,880 -856,868 trials). Under the static regime, we found that learning the 493 overall task was primarily hindered by the condition 'Mismatch 1' (ABCB).
494
Convergence on this condition typically took much longer (median: 86,390) than on the 495 other conditions (medians: 3,128, 24,076, 28,858 trials for 'Match', 'Swap', and 496 'Mismatch 2' respectively). The increase in complexity under the dynamic regime 497 caused a total training time that was five to six times longer (Fig. 5A, dashed lines) 498 than in the static regime, with convergence after a median of ≈641,000 Trials (95% of 499
The ABAB ordered recognition task. A: Convergence of 500 agents on the full task (black traces) and on different conditions separately (colored traces) under two training regimes: static (same stimuli used throughout training) or dynamic (new stimulus sets after each 3,000 trials). In both regimes the task is typically learned in approximately 10 5 trials, but convergence varies across conditions. Note the logarithmic time axis. B: The 'memorized mismatch'. C: The 'memorized storage time' policy. Both policies reflect generic, common solutions found amongst converged agents, and are discussed in the main text. Both are plotted following Fig. 2E . the models converged within 139,907 -3,797,200 trials ). Interestingly, compared to the 500 static regime, initial convergence was comparatively quick on each of the mismatch 501 conditions, within a median of ≈13,000 trials (75% correct). The reason for this is that 502 many agents initially learned to withhold their response until the end of the trial, but 503 did not learn to store or update the appropriate stimuli in WM. Even though all 504 mismatch conditions initially converged rather quickly, we noticed that during training, 505 increases in 'Match' condition performance were often paired with decreases in 506 performance on the 'Mismatch 1' condition. 507 We qualitatively investigated the policies of converged agents to explore why the 508 'Mismatch 1' posed such a challenge for the model. Note that on trials from the other 509 conditions ('Match', 'Swap', and 'Mismatch 2', which together make up 83.3% of all 510 trials) the correct response can be determined based on relatively simple inferences: The 511 agent merely has to learn to encode the second stimulus (B), and maintain it for two 512 time steps, and utilize its time cell input to identify the fourth and sixth stimulus 513 presentation. Then, if the stimulus at t = 4 matches the stimulus that was encoded at 514 t = 2 a Go-response is needed, otherwise it is to be held until t = 6. The 'Mismatch 1' 515 condition, however, demands complex memory management. The agent must store both 516 the initially presented A and B, detect the mismatch at t = 3, and somehow convey this 517 mismatch in a manner that prevents responses to the matching stimulus (B) at t = 4.
However, in the present architecture, WorkMATe has no way to encode this mismatch, 519 so the agent is not capable of such meta-cognition. 520 Nevertheless, agents typically found a solution that fell into one of two classes: In 521 both solutions, the first two stimuli (A/B) were separately encoded in the two memory 522 blocks. The first solution, which we call the 'memorized mismatch' strategy ( Fig. 5B) , 523 essentially followed the following rule: If the stimulus at t = 3 does not match either 524 stimulus in memory -and the trial must therefore be of the 'Mismatch 1' condition -525 the agent replaced the 'B'-stimulus in memory with the 'new' stimulus C. As a result, 526 stimulus 'B' at t = 4 no longer matched any stimulus in memory, which led the agent to 527 withhold a response. A second solution, the 'memorized storage time' strategy, made 528 use of the temporal information encorporated in the memory representation of the 529 stimulus. In this strategy, the key step was that if the stimulus at t = 3 did not match 530 the 'A', the initial A-stimulus was overwritten in memory. At t = 4, the correct decision 531 could then be made by only responding if stimulus matched the 'B' in memory, and if 532 the other memory block contained temporal information from the first time step.
533
To conclude, these simulations demonstrate that WorkMATe can acquire complex To compare WorkMATe to its 'gateless' predecessor AuGMEnT [36] , we simulated 539 agents learning the delayed pro-/ antisaccade task, a classic task in both human and 540 non-human primate memory research, and on which AuGMEnT was also trained and 541 evaluated. The task (Fig. 6A) requires an agent to maintain fixation at a central and now the agent has to make an eye movement in a direction opposite to the 547 remembered cue location, after the memory delay. 548 We trained 500 instances of our network and all learned the task (¿ 85% correct) 549 within 100,000 trials (Fig. 6B, solid line ) . The median number of trials was ≈ 15,000 550 (95% 6,835 -56,155 trials). This convergence rate is faster than that of monkeys, who 551 typically learn such a task only after several months of daily training with ≈ 1,000 trials 552 per session. However, training took approximately three to four times longer than with 553 the original AuGMEnT architecture. There are several differences between AuGMEnT 554 and WorkMATe that could account for this. For example, the parameters governing 555 Q-learning were not optimized for WorkMATe, but adopted from AuGMEnT to 556 facilitate comparison. The most critical difference between models, however, is that the 557 gated memory store which is the core of the WorkMATe model, was overly flexible for 558 this task. The gateless AuGMEnT architecture encoded all relevant stimuli into its 559 memory so that an accumulation of relevant information was available at the 'go' signal. 560 The WorkMATe architecture first had to acquire an appropriate gating policy (Fig. 6C) , 561 to make sure that the correct decision can be made based the fixation color and probe 562 location on the 'go' display when no information is available anymore. Notably, the 563 gating policy can be the same for all conditions: if cue and probe are separately 564 available in memory, a correct decision can be made.
565
To examine if the added complexity of learning a gating policy could account for the 566 difference in learning speeds between WorkMATe and AuGMEnT, we trained a new set 567 of 'gateless' agents on this task. These agents were identical to WorkMATe, except that 568 the gating actions were, from the start, predefined to match those depicted in Fig. 6C . 569 A: Illustration of the four conditions in the prosaccade/antisaccade task. The agent has to memorize the location of the probe, and make a pro-or anti-saccade after a delay, dependent on the trial type indicated by the cue (white or black fixation point).
The agent thus has to integrate the information throughout the trial, and make an "exclusive or" decision upon presentation of the go-signal. Of note, the gating policy in this trial, depicted in C, is applicable in each of the four conditions in this task. B: Convergence rates for 2 × 500 simulated agents of two different types. The solid line depicts convergence with WorkMATe. The dotted line depicts performance with a modified version of the model, where the gating policy is not learned, but correctly predefined and fixed beforehand. C: Policy (cf. Fig. 2E ) of an example agent after convergence, during an antisaccade trial with a 'left' probe. This gating policy applies to all trial conditions. With this setup, the complexity was comparable to that of the AuGMEnT architecture. 570 Indeed, convergence rates for these gateless agents (median number of trials ≈ 5,000; 571 95% 2,076 -20,334 trials ) were very similar to those for AuGMEnT, and were 572 approximately three times faster than those with gated WorkMATe (Fig. 6B ).
573
These simulations highlight the strengths and weaknesses of 'gateless' and 'gated' 574 memory architectures. Simpler, gateless models that project all stimuli to memory 575 suffice for tasks like pro-/antisaccade task. These tasks do not require selective 576 updating of memory representations, nor do they contain distractor stimuli that 577 interfere with the memory representation. On the other hand, gating is essential for 578 tasks in which access to WM needs to be controlled in a 'rule-based' fashion. In both 579 the ABAB ordered recognition task and the 12-AX task, a stimulus' access to memory 580 is contingent on other items that are presented in the history of the trial. We envisage 581 that both types of WM, gated and ungated, might exist in the brain, so that the 582 advantages of both strategies can be exploited when useful. performance remains stable across variability in these parameters, we ran a grid-search 592 exploration of the parameter space for different values of λ and β.
593
For this grid search we used versions of the tasks defined for the simulations above. 594 For the DMS task, we used only three stimulus sets. For ABAB ordered recognition 595 task we only ran the 'Static' learning regime (solid lines in Fig. 5A ). For 12-AX, we 596 again used curriculum learning, and count only the 'critical' trials at the highest 597 difficulty level (cf. Fig. 4C ). The pro-/antisaccade task was ran as-is (solid line in maximum number of iterations (trials) held for these tasks. The maximum number of 604 iterations in each task was ≈ 1, 870, 000 in the Delayed Match to Sample task, 605 ≈ 1, 700, 000 critical trials in the 12-AX task, ≈ 790, 000 trials for ABAB ordered 606 recognition, and ≈ 500, 000 in the Pro-/ Antisaccade task. The number of iterations 607 reported in Fig. 7 are the median number of iterations computed across all runs in 608 which convergence was reached. In general, we found that model runs with a high β had 609 relatively low convergence rates, an effect that was particularly pronounced for the 610 ABAB task. To yield better insight into model stability for this task, we ran additional 611 simulations where we varied β at a more fine-grained scale β = [0.025, 0.05, 0.075...1.0]. 612 The results are depicted in Fig. 7 . Across all tasks, a similar pattern was found: space. Large learning rates can therefore prevent convergence by rendering previously 626 learned state-action pairings irrelevant. Although these sudden changes also occur with 627 lower β values, they are less frequent so that the models can adapt. Of note, the 628 influence of β and λ on learning was similar to that observed with previous 629 models [36, 55] . We conclude that there are large regions of the parameter space with Model stability across the four different tasks. Each tile represents a parameter combination. The blue shading of the tiles indicates the convergence rate, and the color of the dots the median number of iterations for convergence. Note that the color axis for iterations is different for each task, and the x-axis is different for the ABAB ordered recognition task (bottom left). The green outline indicates the single parameter combination that was used in all simulations in the preceding sections. It can be seen that model performance is largely independent of values for λ, and that lower β values were generally associated with faster convergence. the ABAB ordered recognition task. Furthermore, we show that the agent can learn 638 gating policies that are largely independent of the stimulus content, and applies these 639 policies successfully to solve tasks with stimuli that were not encountered before. Thus, 640 WorkMATe exhibits a number of crucial properties of WM: trainability, flexibility, and 641 generalizability.
stimuli. Previous studies have noted that the gap between traditional artificial neural 653 network architectures and symbolic systems is one of the great challenges to be 654 overcome by artificial intelligence [86] . Previous neural network models that attempt to 655 implement a similar approach to memory control have relied on predetermined, 656 hand-coded sequences of memory operations hard-coded into the model ( [87] [88] [89] , but 657 see [50] ). Here we show, for the first time, that such control over WM can be acquired 658 in a neural system by means of biologically plausible reinforcement learning.
659
These strengths of WorkMATe originate from the combination of design features of 660 previous neural network models of WM. We sought to overcome problems faced by 661 action-oriented models such as PBWM, LSTM and AuGMEnT by combining the 662 AuGMEnT learning rule with a memory circuit inspired by more generic memory 663 models. WorkMATe can store arbitrary representations, and has the built-in capacity to 664 compute the degree of match between the representations in memory and incoming 665 sensory information. The generality of the model follows from our finding that it is 666 unnecessary to first learn specific memory representations, and that instead a fixed, 667 random projection for encoding suffices. The properties of such an encoding scheme 668 have been explored before [76, 77] , indicating that this is a functionally rich approach 669 that can be applied to a range of memory tasks. Our simulations with the 670 pro-/antisaccade task demonstrate that such random feedforward encoding suffices for 671 at least some tasks where the relevant features are given as feedforward inputs to the 672 model. It seems likely however, that it will be insufficient for other tasks, in which the 673 memoranda require specific and non-linear combinations of inputs. Recently, [78] 674 proposed a working memory storage architecture that was defined by two separate 675 layers of neurons: a structured, sensory layer with separate pools for separate items, 676 which projected to a shared 'unstructured' layer via random recurrent connections, with 677 their only constraint being that excitation and inhibition were balanced for each neuron. 678 The resulting architecture could also store arbitrary representations, and gave rise to 679 capacity limits and forgetting dynamics that are also observed in humans. Future work 680 might explore how WorkMATe might also benefit from a more sophisticated memory 681 maintenance architecture, be it a multi-layer subsystem or one with recurrent 682 connections to the sensory inputs, while still allowing for the generic, built-in matching 683 computations. Indeed, it is this matching process that endows WorkMATe with the 684 flexibility of dealing with stimuli that were not previously encountered by the model.
685
WorkMATe makes several simplifying assumptions that touch on contended topics in 686 WM research, and therefore require further discussion. First, all our simulations made 687 use of two, independently maintained memory blocks to store content, which proved 688 sufficient for these tasks. There is an ongoing debate regarding the storage capacity 689 limits of WM, and to what extent these speak to the functional organization of items in 690 memory. Two opposing views are slot-based models [69] , which state that storage is 691 limited by a discrete number of 'slots' in memory, and resource-based models which 692 propose that there is no limit on the number of items that can be stored, but the total 693 fidelity is limited by a certain amount of 'resources' [71, 72, 90] . Our memory circuit 694 most closely aligns with the slot-based view, but it is conceivable that similar results 695 might have been obtained with a resource-based implementation. However, an approach 696 with independent memory blocks allows for independent matching, gating and updating 697 of memoranda, for which resource-based architectures would require additional 698 assumptions (See [68] for one potential approach). Furthermore, while two blocks 699 sufficed for the tasks simulated here, it is conceivable that other tasks performed by 700 humans might require more blocks, because the capacity limit of WM in humans is 701 larger than two items [70, 91, 92] . Our focus, however, was not on slot-based A second simplifying assumption that we have made here is that matches between 705 sensory-and memory representations are computed automatically and in parallel.
706
Whether multiple memory objects can be 'matched' at once by a single percept is a 707 topic of debate in cognitive psychology [93] [94] [95] [96] [97] . The tasks that we have chosen to focus 708 on here take place at relatively slow speeds, which would allow for serial comparisons, 709 but previous research has shown that at high speeds, matching multiple memory targets 710 comes at a cost [98] . A serial comparison circuit might introduce additional control 711 operations to determine which representation should be prioritized for matching. Here, 712 we refrained from simulating such additional operations. Related to this, some models 713 such as LSTM can also gate WM output, in addition to the input. These might come 714 into play in task-switching setups, where multiple goals need to be maintained but only 715 one should drive behavior [99] [100] [101] [102] [103] [104] , and in sequential visual search tasks where multiple 716 items may be held in WM but only one drives attentional selection [95, [105] [106] [107] [108] [109] [110] .
717
Recordings in Macaque PFC suggest that sequential search tasks, which require such 718 'prioritization', of one memory item over another are characterized by elevated cortical 719 representation of the prioritized stimulus in preparation of search [2, 3, 15] . Future 720 extensions of WorkMATe might investigate tasks that could benefit from such output 721 gating operations, and whether they can be learned through plasticity rules related to 722 those studied here.
723
Interestingly, not every task benefited from a gated memory. Notably, training on 724 the pro-/antisaccade task actually took 3-4 times longer with the gated model than with 725 a model without these gates. This is important, as it shows that for certain tasks, it 726 may indeed be beneficial to merely accumulate relevant information into memory and 727 learn a policy that relies on these accumulated representations. These types of memory 728 tasks are actually more akin to perceptual decision-making tasks, which require an 729 agent to aggregate information until a threshold is reached that triggers a 730 decision [111, 112] , rather than to flexibly store, update and maintain memory 731 representations. This qualitative dissociation between different types of tasks might 732 warrant a model that is comprised of separate routes to a decision: one relying on the 733 automatic integration of relevant information, and one describing a more controlled 734 process that stores and updates information as variables to be used in a task [113] . 735 Intriguingly, recent work by [114] used a very different approach to WM modeling but 736 arrived at a similar conclusion. They trained networks with recurrent pools of units 737 using a supervised stochastic gradient descent algorithm, in order to solve different 738 working memory tasks. Their findings indicated that functionally very different types of 739 circuits were used to solve different working memory tasks, dependent on the degree of 740 dynamic control and updating that the task demanded. Our simulations similarly 741 suggest a dissociation between tasks that rely on the simple integration of relevant 742 information whereas others may benefit from, or even demand additional levels of 743 control. We may therefore use models like WorkMATe to predict more precisely which 744 tasks will rely on flexible, controlled memory, and which tasks can be solved without the 745 necessity for flexible control structures (the actual 'work').
746
Conclusion 747
To conclude, we have presented a neural network model of primate WM that is able to 748 learn the correct set of internal and external actions based on a biologically plausible 749 neuronal plasticity rule. The network can be trained to execute complex hierarchical 750 memory tasks, and generalize these policies across stimulus sets that were never seen 751 before. We believe this to be an important step towards unraveling the enigmatic 752 processes that make WM 'work': that is, be used as an active, flexible system with 753 capabilities beyond the mere short-term storage of information.
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