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Abstract
Connections between weak solutions of stochastic differential inclusions and solutions of partial differ-
ential inclusions, generated by given set-valued mappings are considered. The main results are based on
some continuous approximation selection theorem and weak compactness of the set of all weak solutions
to a given stochastic differential inclusion.
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1. Introduction
The main results of the paper deal with some relations between weak solutions of stochastic
differential inclusions and solutions of partial differential inclusions generated by given set-
valued mappings. The first papers concerning general stochastic differential inclusions are due
to F. Hiai [5] and M. Kisielewicz [7,8], where independently stochastic differential inclusions of
the form
xt − xs ∈ clL2
( t∫
s
F (τ, xτ ) dτ +
t∫
s
G(τ, xτ ) dBτ
)
(1)
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chastic process (xt )0tT for every 0  s < t  T , i.e. by an Ft -nonanticipative square in-
tegrable process (xt )0tT that is continuous with respect to the norm topology of the space
L2(Ω,F ,Rn). Such inclusions were considered on a given complete filtered probability space
(Ω,F , (Ft )0tT ,P ) satisfying the usual hypotheses, i.e. with a filtration (Ft )0tT such that
F0 contains all P -null sets of F and Ft = ⋂ε>0Ft+ε . Apart from the set-valued mappings
F : [0, T ]×Rn → Cl(Rn) and G : [0, T ]×Rn → Cl(Rn×m) or with values in Cl(H), where H is
a Hilbert space, some Ft -Brownian motions (Bt )0tT and (Wt)0tT with values at Rm or H ,
respectively, also have been given. As usual Cl(X) denotes the space of all nonempty closed
subsets of a metric space (X,ρ). Similarly as in the theory of stochastic differential equations,
the process (xt )0tT mentioned above, is said to be a strong solution to (1). Such solutions
have been considered by N.U. Ahmed [1], J.P. Aubin and G. Da Prato [2], G. Da Prato and
H. Frankowska [3], J. Motyl [13–15] and others. For the existence of strong solutions some Lip-
schitz type continuity for F(t, ·) and G(t, ·) is needed. Such type assumptions are often too strong
for practical applications. For instance in optimal control problems we have to deal with multi-
functions defined by F(t, x) = {f (t, x,u): u ∈ U} and G(t, x) = {g(t, x,u): u ∈ U}, where U
is a metric space whereas f and g are given functions on [0, T ]×Rn ×U with values in Rn and
R
n×m
, respectively. Usually such multifunctions are measurable and continuous if f and g have
such properties. In general they are not Lipschitz continuous, even if f and g are Lipschitz con-
tinuous. Therefore, we are interested in a weaker notion of solutions that are not restrictive in the
existence theory and are extremely useful and fruitful in both theory and applications. Such type
of solutions is known as weak ones (see [7,10]). In the present paper we shall consider inclusions
(1) with F and G taking their values in the spaces Conv(Rn) and Conv(Rn×m) of all nonempty
compact convex subsets of Rn and Rn×m, respectively. In such a case (see [8]) the stochastic
differential inclusion (1) has the form
xt − xs ∈
t∫
s
F (τ, xτ ) dτ +
t∫
s
G(τ, xτ ) dBτ (2)
and its solution (xt )0tT is a continuous process on (Ω,F ,P ). A weak solution to (2) is
understood as a system including a complete filtered probability space (Ω,F , (Ft )0tT ,P )
satisfying the usual hypotheses, an Ft -Brownian motion (Bt )0tT and an Ft -nonanticipative
continuous processes (xt )0tT satisfying the relation (2) when F and G are given. In what
follows we shall identify such system with the pair (x,B) of process x = (xt )0tT and
B = (Bt )0tT or simply by a process (xt )0tT defined on the above filtered probability space.
We will say that x = (xt )0tT is a weak solution to (2) on (Ω,F , (Ft )0tT ,P ). If (xt )0tT
is such that Px−10 = μ, where μ is a given probability measure on the Borel σ -algebra β(Rn)
and Px−10 denotes the distribution of x0 then we say that x = (xt )0tT is a weak solution to (2)
on (Ω,F , (Ft )0tT ,P ) with an initial distribution μ on β(Rn).
It was proved in [7] that for the existence of weak solutions to (2) with a given initial dis-
tribution it is enough to assume that F and G are Borel measurable, bounded, convex-valued
and such that F(t, ·) and G(t, ·) are lower semicontinuous for fixed t ∈ [0, T ]. Stochastic differ-
ential inclusions considered in [7] and [8] are defined for one-dimensional Brownian motions.
In the present paper we shall consider the general case with m-dimensional Brownian motions.
Therefore G has to take its values from the space Cl(Rn×m), where Rn×m denotes the space of
all n × m-type matrices. We shall consider Rn×m as a normed space with the norm defined by
‖g‖ = (∑ni=1∑mj=1 g2 )1/2 for g = (gij )n×m. In particular Rn×1 is simply denoted by Rn.ij
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convex-valued (see [10]), i.e. that the set {g · gT : g ∈ G(t, x)} is convex for every fixed (t, x) ∈
[0, T ] ×Rn, where gT denotes the transposition of g. It can be verified (see [10, Proposition 2])
that a set-valued mapping G with convex values in R1×m is diagonally convex.
Finally, let us recall that a continuous n-dimensional stochastic process x = (xt )0tT on
(Ω,F , (Ft )0tT ,P ) can be equivalently defined as an (F , β(CnT ))-measurable random func-
tion x :Ω → CnT , where CnT = C([0, T ],Rn) and β(CnT ) denotes the Borel σ -algebra on CnT .
Such defined continuous process determines on β(CnT ) its distribution denoted by Px−1 and
understood as a probability measure on β(CnT ) of the form (Px−1)(A) = P(x−1(A)) for every
A ∈ β(CnT ), where x−1(A) = {ω ∈ Ω: X(ω) ∈ A}. It admits the definition of the convergence in
distribution of sequences of continuous processes called also a weak convergence. It is well
known (see [6]) that a sequence (xr )∞r=1 of continuous processes xr defined on probability
spaces (Ωr,F r ,P r) with r = 1,2, . . . , weakly converges to a continuous process x defined
on (Ω,F ,P ) if limr→∞ Erf (xr) = Ef (x) for every continuous bounded function f :CnT →R,
where Er and E denote the expections with respect to P r and P , respectively. In particular, for
continuous processes x and x˜ on (Ω,F ,P ) and (Ω˜, F˜ , P˜ ), respectively such that Px−1 = P˜ x˜−1
we have Ef (x) = E˜f (x˜) for every continuous bounded function f :CnT →R.
2. Weak compactness of weak solutions set of stochastic differential inclusions and
continuous selection theorem
For given F : [0, T ]×Rn → Cl(Rn) and G : [0, T ]×Rn → Cl(Rn×m) and a probability mea-
sure μ on β(Rn) we denote by Xμ(F,G) the set of all weak solutions of (2) with an initial
distribution μ. A sequence (xr )∞r=1 of Xμ(F,G) is said to be convergent in distribution if there
is a probability measure P on β(CnT ) such that P(xr)−1 → P weakly in the space M(CnT ) of
all probability measures on β(CnT ) as r → ∞. It was proved in [10] that for every bounded
compact convex-valued mappings F and G satisfying Carathéodory conditions and such that G
is diagonally convex-valued the set Xμ(F,G) is nonempty and sequentionally weakly closed
with respect to the convergence in distributions. We shall verify that by the above assumptions
Xμ(F,G) is also sequentionally weakly compact with respect to the convergence in distribution.
Such result for the martingal problem has been proved in [11].
Theorem 1. Let F : [0, T ]×Rn → Cl(Rn) and G : [0, T ]×Rn → Cl(Rn×m) be bounded measur-
able and convex-valued mappings such that F(t, ·) and G(t, ·) are continuous for fixed t ∈ [0, T ].
Assume G is diagonally convex-valued. Then for every probability measure μ on β(Rn) the set
Xμ(F,G) is nonempty and sequentionally weakly compact with respect to the convergence in
distribution.
Proof. By [10, Theorem 12] the set Xμ(F,G) is nonempty and sequentionally weakly closed
with respect to the convergence in distribution. Let (xr ,Br)∞r=1 be a sequence of Xμ(F,G) on
filtered probability spaces (Ωr,F r , (F rt )0tT ,P r) such that (xr ,Br) satisfies (2) for every r =
1,2, . . . . By [8, Theorem 4] for every r = 1,2, . . . there are f r ∈ S(F ◦ xr) and gr ∈ S(G ◦ xr)
such that dxrt = f rt dt + grt dBr for t ∈ [0, T ]. Similarly as in [6, Theorems IV.2.2 and I.4.2] we
can prove that there are a subsequence (rk)∞k=1 of (r)∞r=1, a probability space (Ω˜, F˜ , P˜ ) and a
continuous process x˜ on (Ω˜, F˜, P˜ ) such that P(xrk )−1 → P x˜−1 weakly in M(CnT ) as k → ∞.
Hence, by the sequentional weak closedness of Xμ(F,G) it follows that x˜ ∈Xμ(F,G). 
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(Y, | · |) and (Z,‖ · ‖) be Polish and Banach spaces, respectively and denote by Cl(Y ) a family
of all nonempty closed subsets of Y . Recall that a set-valued mapping F :X → P(Y ), where
P(Y ) denotes a family of all nonempty subsets of Y is said to be lower semicontinuous (l.s.c.)
at x¯ ∈ X if for every open set U in Y with F(x¯)∩ U = ∅ there is a neighbourhood Vx¯ of x¯ such
that F(x)∩U = ∅ for every x ∈ Vx¯ .
Lemma 2. Let λ :X × Y → Z and u :X → Z be continuous and let F :X → P(Y ) be lower
semicontinuous such that u(x) ∈ λ(x,F (x)) for x ∈ X. Then for every lower semicontinuous
function ε :X → (0,∞) a set-valued mapping Φ :X → P(Y ) defined by
Φ(x) = F(x)∩ {u ∈ Y : ∥∥λ(x,u)− u(x)∥∥< ε(x)} (3)
is lower semicontinuous on X.
Proof. Let η > 0 be given and let (x¯, u¯) ∈ Graph(Φ). There is σ > 0 such that ‖λ(x¯, u¯) −
u(x¯)‖ = ε(x¯)−σ . There is δ > 0 such that ‖λ(x,u)−λ(x¯, u¯)‖ < 1/3σ for every (x,u) ∈ X×Y
satisfying max(ρ(x, x¯), |u− u¯|) < δ. By the lower semicontinuity of F there is σ1 > 0 such that
for every x ∈ X satisfying ρ(x, x¯) < σ1 there is yx ∈ F(x) such that |yx − u¯| < min(η,1/3σ, δ).
There is σ2 > 0 such that ‖u(x) − u(x¯)‖ < 1/3σ for every x ∈ X satisfying ρ(x, x¯) < σ2. Fur-
thermore by the lower semicontinuity of ε there is σ3 > 0 such that ε(x) > ε(x¯)−1/3σ for every
x ∈ X such that ρ(x, x¯) < σ3.
Now for every x ∈ X satisfying ρ(x, x¯) < min(δ, σ1, σ2, σ3) one gets∥∥λ(x, yx)− u(x)∥∥ ∥∥λ(x, yx)− λ(x¯, u¯)∥∥+ ∥∥λ(x¯, u¯)− u(x¯)∥∥+ ∥∥u(x¯)− u(x)∥∥
< 1/3σ + ε(x¯)− σ + 1/3σ < ε(x).
Then yx ∈ Φ(x) and ‖yx − u¯‖ < η. Let us observe now that for every open set U ⊂ Y such that
U ∩ Φ(x¯) = ∅ there are u¯ ∈ Φ(x¯) and η > 0 such that (u¯ + ηB0) ⊂ U . To such u¯ ∈ Φ(x¯) and
η > 0 we can select ε¯ = min(δ, σ1, σ2, σ3) such that (u¯ + ηB0) ∩ Φ(x) = ∅ for x ∈ (x¯ + ε¯B0).
Therefore for every open set U ⊂ Y such that U ∩Φ(x¯) = ∅ there is ε¯ > 0 such that U ∩Φ(x) ⊃
(u¯+ ηB0)∩Φ(x) = ∅ for every x ∈ (x¯ + ε¯B0). 
Now we can prove the following selection theorem.
Theorem 3. Let λ :X × Y → Z and u :X → Z be continuous and F :X → Cl(Y ) be l.s.c. such
that u(x) ∈ λ(x,F (x)) for x ∈ X. Assume λ(x, ·) is affine and F(x) are convex subsets of Y for
fixed x ∈ X. Then for every ε > 0 there is a continuous function fε :X → Y such that fε(x) ∈
F(x) and ‖λ(x,fε(x))− u(x)‖ ε for x ∈ X.
Proof. By virtue of Lemma 2 for every ε > 0 a set-valued mapping Φε :X → P(Y ) defined
by (3) with ε(x) ≡ ε is l.s.c. Therefore the set-valued mapping cl(Φε) is also l.s.c. on X. Further-
more by the convexity of F(x) and the properties of λ(x, ·) it follows that Φε(x) and cl(Φε)(x)
are convex subsets of Y for every x ∈ X. Hence by Michael’s continuous selection theorem
(see [9, Theorem II.4.1]) there is a continuous selector fε for cl(Φε). It is clear that fε satisfies
conditions our theorem. 
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Denote by C20(R
d) the space of all continuous functions h :Rd → R with continuous deriv-
atives up to the order two with compact supports in Rd . For given functions f :Rd → Rd and
g :Rd →Rd×m let us define on C20(Rd) the differential operator Afg of the form:
(Afgh)(x) =
〈
∂xh(x), f (x)
〉+ 1
2
tr
(
∂xxh(x) ·
(
g · gT )(x))
for x ∈Rd and h ∈ C20(Rd), where ∂x = (∂x1 , . . . , ∂xd ) and ∂xx = (∂xixj )1id,1jd .
Let us observe that if m = 1 then we can define (Afgh)(x) only for f,g,h :R1 → R1 and
(Afgh)(x) = f (x)h′(x) + 12g2(x)h′′(x). Therefore the theory of diffusion processes defined by
stochastic differential equations with multidimensional noises is technically much more compli-
cated then with one-dimensional Brownian motions. Let CdT = C([0, T ],Rd) and let β(CdT ) be
the Borel σ -algebra on CdT .
The diffusion measures determined by the operator Afg or simply the Afg-diffusion is de-
fined as a system {Px : x ∈Rd} of the strong Markov’s probability distributions on (CdT ,β(CdT ))
satisfying the following conditions:
(I) Px({w ∈ CdT : w(0) = x}) = 1 for x ∈Rd ,
(II) h(w(t))−h(w(0))−∫ t0 (Afgh)(w(s)) ds is a (Px,βt (CdT ))-martingale for every h ∈ C20(Rd)
and x ∈Rd , where βt (CdT ) = σ(
⋃
w∈CdT {w(s): 0 s  t}).
We say that anAfg-diffusion satisfies the uniqueness condition if for every system {P ′x : x ∈Rd}
of the strong Markov’s probability distributions on (CdT ,β(C
d
T )) satisfying conditions (I) and (II)
we have P ′x = Px for x ∈Rd .
A stochastic process X :Ω → CdT on (Ω,F ,P ) is said to be Afg-diffusion process if its
distribution PX−1 satisfies(
PX−1
)
(·) =
∫
Rd
Px(·)μ(dx),
where {Px : x ∈Rd} is Afg-diffusion and μ is the probability distribution of X(0).
Let f :Rd → Rd and g :Rd → Rd×m be continuous and bounded and consider a stochastic
differential equation
dxt = f (xt ) dt + g(xt ) dBt . (4)
Similarly as it was mentioned above by a weak solution to (4) we mean a system contain-
ing a continuous Ft -adapted stochastic process X, an m-dimensional Ft -Brownian motion
B = (Bt )0tT on a complete filtered probability space (Ω,F , (Ft )0tT ,P ) satisfying the
usual hypothesis and such that the pair (X,B) satisfies (4). It will be still denoted by X. We
will say that (4) has a weak uniqueness property if for every its weak solutions X and X′ de-
fined on (Ω,F , (Ft )0tT ,P ) and (Ω ′,F ′, (F ′t )0tT ,P ′), respectively with the same initial
distributions we have PX−1 = P(X′)−1.
Given d × m-matrix g(x) for x ∈ Rd by λi(g · gT )(x) we denote the eigenvalues of
(g · gT )(x) for i = 1,2, . . . , d . We say that g generates a uniformly positive symmetric ma-
trix if supx∈Rd inf1id λi(g · gT )(x) > 0. In such a case we will also say that g is the uniformly
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bounded and g is the uniformly positive generator then a family {Px : x ∈Rd} of distributions of
a family {Xx : x ∈ Rd} of weak solutions to (4) satisfying Xx(0) = x with (P .1) is an Afg-dif-
fusion. Hence in particular it follows that for every x ∈Rd the weak solution Xx to (4) satisfying
Xx(0) = x with (P .1) is a time-homogeneous Itô diffusion process with the generator Afg sat-
isfying
(Afgh)(x) = lim
t↘0
Eh(Xx(t))− h(x)
t
for t ∈ (0, T ] and every h :Rd → R such that the above limit exists for all x ∈ Rd . Therefore
the backward Kolmogorov’s theorem (see [16, Theorem 8.1.1]) is also true for such diffusions.
The above result is also true (see [4, Theorem III.7]) for continuous mappings f :Rd →Rd and
g :Rd →Rd×d such that g−1 is locally bounded and there is C > 0 such that∥∥f (x)∥∥+ ∥∥g(x)∥∥<C(1 + ‖x‖),
and
lim sup
x→x0
tr
(
l(g)(x)− l(g)(x0)
)2
<
∥∥l(g−1)(x0)∥∥,
for every x ∈Rd and x0 ∈Rd , where l(v) = v · vT for v ∈Rd×d .
Let us observe that solutions of non-autonomous stochastic differential equations are not time-
homogeneous processes (see [16, p. 108]) and therefore are not strong Markov. However with an
extra argument, by extending their state spaces, we can reduce such equations to the autonomous
case. In what follows we apply such procedure to weak solutions of non-autonomous stochastic
differential equations. Assume b : [0, T ] × Rn → Rn and σ : [0, T ] × Rn → Rn×m are contin-
uous and bounded and let f = (1, bT )T and g = (0, σ1, . . . , σn)T with 0, σi ∈ R1×m, where
0 = (0, . . . ,0) and σi denotes the ith row of σ for i = 1, . . . , n. If σ is a uniformly positive gen-
erator then by virtue of [6, Theorem IV.2.2] and the Strook and Varadhan uniqueness theorem
(see [17]) for every x ∈Rn there is exactly one weak solution Xx to
dxt = b(t, xt ) dt + σ(t, xt ) dBt (5)
satisfying Xx(0) = x with (P .1). Therefore for every x ∈ Rn there is exactly one weak solution
Y(0,x)(t) = (t,XTx (t))T to (4) with f and g defined above such that Y(0,x)(0) = (0, x) with (P .1).
Indeed, it is easy to see that Y(0,x) satisfies (4) with f and g defined above. To verify the unique-
ness in law of Y(0,x) let us assume that Xx and X˜x are solutions to (5) with Brownian motions
B and B˜ on probability spaces (Ω,F , (Ft )0tT ,P ) and (Ω˜, F˜, (F˜t )0tT , P˜ ), respectively.
By the Strook and Varadhan uniqueness theorem we have PX−1x = P˜ X˜−1x on β(CnT ) that is
equivalent to P(Xx(t1), . . . ,Xx(tr ))−1 = P˜ (X˜x(t1), . . . , X˜x(tr ))−1 on β(Rnr ) for every 0 
t1 < · · · < tr  T . Let Y(0,x)(t) = (t,XTx (t))T and Y˜(0,x)(t) = (t, X˜x(t))T and put Q= {A × B:
A ∈ β([0, T ]r ), B ∈ β(Rnr )}. It is clear that Q is π -system such that β([0, T ]r ×Rnr) = σ(Q).
For every 0 t1 < · · · < tr  T and A×B ∈Q one has P(Y(0,x)(t1), . . . , Y(0,x)(tr ))−1(A×B) =
1A(t1, . . . , tr )P (Xx(t1), . . . ,Xx(tr ))−1(B) = 1A(t1, . . . , tr )P˜ (X˜x(t1), . . . , X˜x(tr ))−1(B) =
P˜ (Y˜(0,x)(t1), . . . , Y˜(0,x)(tr ))−1(A×B). Hence by Dynkin’s theorem it follows P(Y(0,x)(t1), . . . ,
Y(0,x)(tr ))−1 = P˜ (Y˜(0,x)(t1), . . . , Y˜(0,x)(tr ))−1 on σ(Q) for every 0  t1 < · · · < tr  T that is
equivalent to PY−1
(0,x) = P˜ Y˜−1(0,x) on β(C1+nT ). Therefore Y(0,x) is a time-homogeneous Itô dif-
fusion with the generator Afg . Then by virtue of [16, Theorem 8.1.1] it follows that for every
h˜ ∈ C2(R1+n) the function U(t, (0, x)) = Eh˜(Y(0,x)(t)) belongs to C1,2([0, T ] ×Rn+1,R) and0
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Thus the function u(t, x) = U(t, (0, x)) satisfies u′t (t, x) = (Afgu(t, ·))(t, x), u(0, x) = h˜(0, x)
and u(t, x) = Eh˜((t,XTx (t))T ) for (t, x) ∈ [0, T ] × Rn. Taking h˜ = h ◦ ΠRn for h ∈ C20(Rn),
where ΠRn denotes the orthogonal projection of R1+n onto Rn we obtain u(t, x) = Eh(Xx(t)),
u′t (t, x) = (Afgu(t, ·))(t, x) and u(0, x) = h(x) for (t, x) ∈ [0, T ] ×Rn. Let us observe that for
f and g defined above and h˜ ∈ C1,20 ([0, T ] ×Rn,R) one has
(Afgh˜)(t, x) = h˜′t (t, x)+ (Lbσ h˜)(t, x)
for t ∈ [0, T ] and x ∈Rn, where
(Lbσ h˜)(t, x) =
n∑
i=1
h˜′xi (t, x)bi(t, x)+
1
2
n∑
i=1
n∑
j=1
h˜′′xixj (t, x)aij (t, x),
where aij (t, x) denote for i, j = 1, . . . , n elements of the matrix a(t, x) = σ(t, x) · σT (t, x) for
t ∈ [0, T ] and x ∈Rn. In a particular case for h ∈ C20(Rn) we have (Afgh)(t, x) = (Lbσ h)(t, x)
for t ∈ [0, T ] and x ∈Rn. Therefore for every h ∈ C20(Rn) a function u(t, x) = Eh(Xx(t)) satis-
fies u′t (t, x) = (Lbσ u(t, ·))(t, x) and u(0, x) = h(x) for (t, x) ∈ [0, T ] ×Rn.
Conversely, if b and σ are such as above and υ ∈ C1,2([0, T ] ×Rn,R) is bounded such that
υ(0, x) = h(x) and υ ′t (t, x) = (Lbσ υ(t, ·))(t, x) for h ∈ C20(Rn), t ∈ [0, T ] and x ∈ Rn then for
every x ∈ Rn there exists exactly one weak solution Xx to (5) satisfying Xx(0) = x with (P .1)
and such that υ(t, x) = Eh(Xx(t)). Indeed, by virtue of [6, Theorem IV.2.2] and the Strook and
Varadhan uniqueness theorem for every x ∈ Rn there is exactly one weak solution Xx such that
Xx(0) = x with (P .1). Fix (s, x) ∈ [0, T ] ×Rn and define a process Y(0,x) by taking Y(0,x)(t) =
(s − t,XTx (t)) for t ∈ [0, T ]. Let A be defined by (Aw)(t, x) = −w′t (t, x) + (Lbσw(t, ·))(t, x)
for w ∈ C1,2([0, T ] ×Rn,R) and t ∈ [0, T ]. We have (Aυ)(t, x) = 0 for t ∈ [0, T ] and x ∈Rn.
We can verify that A is the generator of Y(0,x). Therefore, by Dynkin’s formula (see [16, Theo-
rem 7.4.1]) we obtain υ(s, x) = E[υ(Y(0,x)(t))] for t ∈ [0, T ]. In particular, choosing t = s we
get υ(t, x) = E[υ(Y(0,x)(t))] = E[υ((0,XTx (t))T )] = E[h(Xx(t))]. Quite similar by virtue of
[16, Theorem 8.2.1] we can obtain the Feynman–Kac type formulas for non-autonomous sto-
chastic differential equations.
We can formulate the following theorems.
Theorem 4. Let f : [0, T ] ×Rn →Rn and g : [0, T ] ×Rn →Rn×m be continuous and bounded
and let g be a uniformly positive generator. Assume for every x ∈ Rn a process Xx :Ω → CT
is a weak solution to the stochastic differential equation dxt = f (t, xt ) dt + g(t, xt ) dBt de-
fined on a filtered probability space (Ω,F , (Ft )0tT ,P ) such that Xx(0) = x with (P .1). Let
u(t, x) = E[exp(∫ t0 c(τ,Xx(τ)) dτ)h(Xx(t))] for h ∈ C20(Rn), c ∈ Cb([0, T ]×Rn,R), t ∈ [0, T ]
and x ∈Rd . Then u ∈ C1,2([0, T ] ×Rn,R) and⎧⎨⎩
∂u(t, x)
∂t
= (Lfgu(t, ·))(t, x)+ c(t, x)u(t, x) for t ∈ [0, T ], x ∈Rd,
u(0, x) = h(x) for x ∈Rn.
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If g is a uniformly positive generator and v ∈ C1,2([0, T ] ×Rn,R) is bounded and such that⎧⎨⎩
∂v(t, x)
∂x
= (Lfgv(t, ·))(t, x)+ c(t, x)v(t, x) for t ∈ [0, T ], x ∈Rn,
v(0, x) = h(x) for x ∈Rn,
for c ∈ Cb([0, T ] × Rn,R) and h ∈ C20(R) then for every x ∈ Rn there is exactly one weak
solution Xx to the stochastic differential equation dxt = f (t, xt ) dt + g(t, xt ) dBt defined on
a filtered probability space (Ω,F , (Ft )0tT ,P ) satisfying an initial condition Xx(0) = x
with (P .1) and such that v(t, x) = E[exp(∫ t0 c(τ,Xx(τ)) dτ)h(Xx(t))] for t ∈ [0, T ] and x ∈Rn.
4. Set-valued diffusion generator and continuous approximation selection theorems
For given h ∈ C20(Rn), u ∈Rn and v ∈Rn×m let us define (Luvh)(x) by setting (Luvh)(x) =
〈∂xh(x),u〉 + 12 tr(∂xxh(x) · vvT ) for x ∈ Rn, where ∂x = (∂x1 , . . . , ∂xn) and ∂xx =
(∂xixj )1in,1in. If F : [0, T ] × Rn → Cl(Rn) and G : [0, T ] × Rn → Cl(Rn×m) we de-
fine LFG on C20(Rn) by taking (LFGh)(t, x) = {(Luvh)(x): u ∈ F(t, x), v ∈ G(t, x)} for
h ∈ C20(Rn), t ∈ [0, T ] and x ∈ Rn. It is convenient to put (LFGh)(t, x) = γ (h(x),
F (t, x)× l(G(t, x)) for t ∈ [0, T ], x ∈Rn and h ∈ C20(R), where γ (h(x),u,σ ) = 〈∂xh(x),u〉 +
1
2 tr(∂xxh(x) · σ) for u ∈ F(t, x) and σ ∈ l(G(t, x)), where l(v) = v · vT for v ∈Rn×m.
We shall show that for some lower semicontinuous bounded set-valued mappings F : [0, T ]×
R
n → Cl(Rn) and G : [0, T ] × Rn → Cl(Rn×m), every k = 1,2, . . . and a bounded function
u ∈ C1,2([0, T ] × Rn,R) satisfying u′t (t, x) ∈ (LFGu(t, ·))(t, x) for (t, x) ∈ [0, T ] × Rn
there are continuous selectors fk and gk for F and G, respectively such that |u′t (t, x) −
(Lfkgku(t, ·))(t, x)|  1k for (t, x) ∈ [0, T ] × Rn. Let us observe first that if F : [0, T ] × Rn →
Cl(Rn) and D : [0, T ] × Rn → Cl(Rn×n) are lower semicontinuous and bounded then a set-
valued mapping F × D : [0, T ] ×Rn → Cl(Rn ×Rn×n) is lower semicontinuous and bounded,
too. Furthermore for a given u ∈ C1,2([0, T ] × Rn,R) the function λ :X × Y → R defined
by λ((t, x), (u,σ )) = γ (u(t, x), u,σ ) for (t, x) ∈ X and (u,σ ) ∈ Y with X = [0, T ] × Rn and
Y =Rn ×Rn×n satisfies the assumptions of Theorem 3. Therefore, immediately from this theo-
rem the following result follows.
Lemma 6. Let F : [0, T ] × Rn → Cl(Rn) and D : [0, T ] × Rn → Cl(Rn×n) be lower semicon-
tinuous and bounded with convex values and assume u ∈ C1,2([0, T ] × Rn,R) is such that
u′t (t, x) ∈ γ (u(t, x),F (t, x) × D(t, x)) for t ∈ [0, T ] and x ∈ Rn. Then for every k = 1,2, . . .
there are continuous selectors fk and σk of F and D, respectively such that |u′t (t, x) −
γ (u(t, x), fk(t, x), σk(t, x))| 1k for (t, x) ∈ [0, T ] ×Rn.
Given G : [0, T ] × Rn → Cl(Rn×m) we shall consider the set-valued function D defined by
D(t, x) = l(G(t, x)) for (t, x) ∈ [0, T ] × Rn, where l(v) = v · vT for v ∈ Rn×m. It is clear
that there are a lot of set-valued mappings G˜ : [0, T ] × Rn → Cl(Rn×m) such that l(G(t, x)) =
l(G˜(t, x)). Therefore we introduce in Rn×m an equivalent relation Rl by setting xRly if and
only if l(y) = l(x). Put X = Rn×m and let X˜ = X /Rl be the Rl-quotient space. Let q :X → X˜
be the quotient mapping defined in the usual way by setting X  x → q(x) = [x] ∈ X˜ , where
[x] = {z ∈ X : zRlx}. Denote by TX a norm topology in X and let T˜l be a natural topology
in X˜ defined by T˜l = {V ⊂ X˜ : q−1(V ) ∈ TX }. It is clear that q is (TX , T˜l )-continuous. Let us
introduce in X a topology Tl = {q−1(V ): V ∈ T˜l}. We have Tl ⊂ TX .
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R
n×m be continuous and such that l(f (t, x)) ∈ l(G(t, x)) for t ∈ [0, T ] and x ∈ Rn. There is
an (TRn+1 ,Tl )-continuous selector g of G such that l(f (t, x)) = l(g(t, x)) for t ∈ [0, T ] and
x ∈Rn, where TRn+1 denotes a norm topology in Rn+1.
Proof. For every (t, x) ∈ [0, T ] × Rn we can select utx ∈ G(t, x) such that l(f (t, x)) = l(utx).
Put g(t, x) = utx for t ∈ [0, T ] and x ∈Rn. We have q(g(t, x)) = q(f (t, x)). By the (TRn+1 , T˜l )-
continuity of q(f (·)) for every V ∈ T˜l we have (qf )−1(V ) ∈ TRn+1 . Then g−1(q−1(V )) =
f−1(q−1(V )) ∈ TRn+1 for every V ∈ T˜l . Therefore for every U ∈ Tl we have g−1(U) =
f−1(q−1(V )) ∈ TRn+1 because by the definition of Tl for every U ∈ Tl there is V ∈ T˜l such
that U = q−1(V ). 
We shall show that if G : [0, T ] × Rn → Cl(Rn×n) is such that det(utx) = 0 for every
(t, x,utx) ∈ Graph(G) and a set-valued mapping D : [0, T ] × Rn → Cl(Rn×n) defined by
D(t, x) = l(G(t, x)) for t ∈ [0, T ] and x ∈ Rn has a continuous selector σ then there is an
(TRn+1 ,Tl )-continuous selector g of G such that σ(t, x) = l(g(t, x)) for t ∈ [0, T ] and x ∈ Rn.
The result will follow from the properties (see [12, pp. 81, 153]) of positive defined symmetric
matrices. To present the proof of the result let us recall that a matrix v ∈Rn×n with elements vij
is said to be a down triangular matrix if vii = 0 for i = 1,2, . . . , n, and all elements of v laying
below its left–right diagonal are equal to zero. It can be proved (see [12, pp. 81–82]) that for
every symmetric matrix σ ∈ Rn×n of the range r such that dk = 0 for k = 1,2, . . . , r , with dk
defined below there is the down triangular matrix v = (vij )n×n such that σ = v ·vT and elements
vij of such matrix v are defined by
vij =
⎧⎪⎨⎪⎩
1√
dj dj−1
σ
(
1 2 · · · j − 1 i
1 2 · · · j − 1 j
)
, j = 1,2, . . . , r, i = j, j + 1, . . . , n,
0, j = r + 1, r + 2, . . . , n,
(6)
where σ
( i1 i2 ··· ik
j1 j2 ··· jk
)
denotes the kth order minor consisting of elements of σ laying on the
crossing of k rows with indexes i1, . . . , ik and of k columns with indexes j1, . . . , jk and
dp = σ
( 1 2 ··· p
1 2 ··· p
)
for p = 1,2, . . . , r .
Lemma 8. Let G : [0, T ] × Rn → Cl(Rn×n) be such that det(utx) = 0 for every (t, x,utx) ∈
Graph(G) and such that a set-valued mapping D = l(G) has a continuous selector σ . Then
there is an (TRn+1 ,Tl )-continuous selector g for G such that σ(t, x) = l(g(t, x)) of t ∈ [0, T ]
and x ∈Rn.
Proof. For every t ∈ [0, T ] and x ∈ Rn there is utx ∈ G(t, x) such that σ(t, x) = utx · (utx)T
and det(utx) = 0. Then (see [12, p. 153]) σ(t, x) is symmetric positively defined for every
t ∈ [0, T ] and x ∈ Rn. Therefore, for every t ∈ [0, T ] and x ∈ Rn there is the down triangu-
lar matrix v(t, x) = (vij (t, x))n×n such that σ(t, x) = v(t, x) · vT (t, x) and such that all its
elements vij (t, x) are defined by (6) with r = n. By the continuity of σ all its minors are
continuous, too. Therefore, by (6) all elements vij of v are continuous on [0, T ] × Rn. Then
v : [0, T ] × Rn → Rn×n is a continuous matrix such that σ(t, x) = l(v(t, x)) for t ∈ [0, T ] and
x ∈ Rn. By the definitions of D and σ we get l(v(t, x)) ∈ l(G(t, x)) for every t ∈ [0, T ] and
x ∈ Rn. Therefore, by virtue of Lemma 7 there is an (TRn+1 ,Tl )-continuous selector g for G
such that σ(t, x) = l(g(t, x)) for t ∈ [0, T ] and x ∈Rn. 
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Theorem 9. Let F : [0, T ] × Rn → Cl(Rn) and G : [0, T ] × Rn → Cl(Rn×n) be l.s.c. and
bounded set-valued mappings with convex and diagonally convex values, respectively. Assume
det(utx) = 0 for every (t, x,utx) ∈ Graph(G) and let u ∈ C1,2([0, T ] × Rn,R) be such that
u′t (t, x) ∈ (LFGu(t, ·))(t, x) for t ∈ [0, T ] and x ∈ Rn. Then for every k = 1,2, . . . there are
continuous and (TRn+1 ,Tl )-continuous selectors fk and gk of F and G, respectively such that
|u′t (t, x)− (Lfkgku(t, ·))(t, x)| 1k for t ∈ [0, T ] and x ∈Rn.
Theorem 10. Let F : [0, T ] × Rn → Cl(Rn) and G : [0, T ] × Rn → Cl(Rn×n) be l.s.c. and
bounded set-valued mappings with convex and diagonally convex values, respectively. As-
sume G is such that utx is a down triangular matrix for every (t, x,utx) ∈ Graph(G) and let
u ∈ C1,2([0, T ] × Rn,R) be such that u′t (t, x) ∈ (LFGu(t, ·))(t, x) for t ∈ [0, T ] and x ∈ Rn.
Then for every k = 1,2, . . . there are continuous selectors fk and gk of F and G, respectively
such that |u′t (t, x)− (Lfkgku(t, ·))(t, x)| 1k for t ∈ [0, T ] and x ∈Rn.
Proof. Similarly as in the proof of Lemma 8 it can be verified that for every continuous se-
lector σ of D there is a continuous down triangular matrix function v : [0, T ] × Rn → Rn×n
such that σ(t, x) = l(v(t, x)) for t ∈ [0, T ] and x ∈ Rn. On the other hand by σ(t, x) ∈
l(G(t, x)) there is utx ∈ G(t, x) such that σ(t, x) = l(utx) for t ∈ [0, T ] and x ∈ Rn. But
every utx ∈ G(t, x) is a down triangular matrix for t ∈ [0, T ] and x ∈ Rn. Therefore the pos-
itive defined and symmetric matrix σ(t, x) has two representations σ(t, x) = l(v(t, x)) and
σ(t, x) = l(utx) for t ∈ [0, T ] and x ∈ Rn. By virtue of (6) all elements matrices v(t, x)
and utx are defined by the same formulas by elements of σ(t, x). Therefore v(t, x) = utx
for every t ∈ [0, T ] and x ∈ Rn. Taking g(t, x) = v(t, x) for t ∈ [0, T ] and x ∈ Rn we
get g(t, x) ∈ G(t, x) and σ(t, x) = l(g(t, x)) for t ∈ [0, T ] and x ∈ Rn. We also have
σ(t, x) = l(−v(t, x)) for t ∈ [0, T ] and x ∈ Rn but −g does not have to be a selector
of G. Now by virtue of Lemmata 6 and 8 we can see that for every k = 1,2, . . . there are contin-
uous selectors fk and gk of F and G, respectively such that |u′t (t, x) − (Lfkgku(t, ·))(t, x)| 1k
for t ∈ [0, T ] and x ∈Rn. 
For a given set-valued mapping G : [0, T ] ×Rn → Cl(Rn×m) and a continuous selector σ of
D = l(G), we are interested in the existence of a continuous selector g of G that is a uniformly
positive generator of σ .
We have the following results.
Lemma 11. Let G : [0, T ] ×Rn → Cl(Rn×m) be such that a set-valued mapping D = l(G) has
a continuous selector σ and that there exists a positive number L > 0 such that l(u
t
x )(u,u)‖u‖  L
for (t, x,utx) ∈ Graph(G) and u ∈Rn with ‖u‖ = 0, where l(utx)(u,u) denotes a quadratic form
on Rn with the matrix l(utx) = utx · (utx)T . Then there exists an (TRn+1 ,Tl )-continuous selector g
of G that is a uniformly positive generator of σ .
Proof. Let us observe (see [12, p. 165]) that for every (t, x,utx) ∈ Graph(G) a number
λ = sup
t∈[0,T ]
sup
x∈Rn
min
u∈Rn
l(utx)(u,u)
‖u‖
u =0
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. . . , n, the eigenvalues of the symmetric matrix utx · (utx)T . Therefore a matrix function [0, T ] ×
R
n  (t, x) → utx · (utx)T ∈ Rn×n is uniformly positive defined because λ L > 0. Similarly as
above for every (t, x) ∈ [0, T ]×Rn we can select utx ∈ G(t, x) such that σ(t, x) = l(utx). Now by
the statements presented above it follows that σ is uniformly positive defined. Then there exists
a continuous matrix function v : [0, T ] ×Rn → Rn×n such that σ(t, x) = l(v(t, x)) ∈ l(G(t, x))
for every (t, x) ∈ [0, T ] × Rn. Hence by virtue of Lemma 7 there is an (TRn+1 ,Tl )-continuous
selector g of G such that l(v(t, x)) = l(g(t, x)) for (t, x) ∈ [0, T ] ×Rn. But σ(t, x) = l(g(t, x))
for (t, x) ∈ [0, T ] ×Rn and σ is uniformly positive defined. Then g is an (TRn+1 ,Tl )-continuous
selector of G that is a uniformly positive generator of σ . 
Similarly as above we can also prove the following selection theorem.
Theorem 12. Let F : [0, T ] × Rn → Cl(Rn) and G : [0, T ] × Rn → Cl(Rn×n) be l.s.c. and
bounded set-valued mappings with convex and diagonally convex values, respectively. Assume
G is such that utx is a down triangle matrix for every (t, x,utx) ∈ Graph(G) and such that
for every continuous selector ϕ of G there is a number Lϕ > 0 such that l(ϕ(t,x))(u,u)‖u‖2  Lϕ
for every (t, x) ∈ [0, T ] × Rn and u ∈ Rn with ‖u‖ = 0. Let υ ∈ C1,2([0, T ] × Rn,R)
be such that υ ′t (t, x) ∈ (LFGυ(t, ·))(t, x) for every t ∈ [0, T ] and x ∈ Rn. Then for every
k = 1,2, . . . there are continuous selectors fk and gk of F and G, respectively such that
|υ ′t (t, x)− (Lfkgkυ(t, ·))(t, x)| 1k for t ∈ [0, T ] and x ∈Rn. Furthermore for every k = 1,2, . . .
the symmetric matrix function σk = l(gk) is uniformly positive defined.
5. Stochastic differential inclusions and diffusion processes
Denote by G a family of all l.s.c. bounded and diagonally convex values set-valued mappings
G : [0, T ] × Rn → Cl(Rn×m) such that for every G1,G2 ∈ G we have l(G1) = l(G2) and such
that for every G ∈ G and a continuous selector σ of D = l(G) there is a continuous selector
g of G that is a uniformly positive generator for σ . Let us observe that for every G,G˜ ∈ G
one has Graph(G) ∈ [0, T ] × Rn × Cl(Rn×m) and Graph(G˜) ∈ [0, T ] × Rn × Cl(Rn×m˜) for
positive integers m and m˜. In fact the class G contains set-valued mappings G and G˜ with val-
ues in Rn×m and Rn×m˜, respectively with arbitrarily taken integers m and m˜ if l(G) = l(G˜)
and the multifunctions G and D = l(G) possess the properties presented above. In particu-
lar G ∈ G implies that G is diagonally convex-valued and that every continuous selector σ of
D = l(G) is uniformly positive defined. Furthermore there is a continuous selector g of G such
that σ = l(g). It is clear that G = ∅ because it contains all set-valued mappings Rl-equivalent
to the set-valued mapping G : [0, T ] × Rn → Cl(Rn×n) satisfying the assumptions of Theo-
rem 12.
We shall prove now the main results of the paper.
Theorem 13. Let F : [0, T ] ×Rn → Cl(Rn) be l.s.c. and bounded and let G ∈ G. Assume F has
convex values. Then for every x ∈Rn there are a filtered probability space (Ω,F , (Ft )0tT ,P )
and an (n + 1)-dimensional diffusion process Y(0,x) = (t,XTx (t))T0tT on (Ω,F ,P ) such
that
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xt − xs ∈
t∫
s
F (τ, xτ ) dτ +
t∫
s
G(τ, xτ ) dBτ for 0 s  t  T , (7)
on (Ω,F , (Ft )0tT ,P ) satisfying Xx(0) = x with (P .1),
(ii) for every h ∈ C20(Rn) a function u : [0, T ] × Rn → R defined by u(t, x) = E[h(Xx(t))] for
t ∈ [0, T ] and x ∈ Rn belongs to C1,2([0, T ] ×Rn,R) and is a solution to a partial differ-
ential inclusion
u′t (t, x) ∈
(LFGu(t, ·))(t, x)
for t ∈ [0, T ] and x ∈Rn satisfying the initial condition u(0, x) = h(x) for x ∈Rn.
Proof. Let f and g be continuous selectors for F and G, respectively such that the matrix
function σ = l(g) is uniformly positive defined. Such selectors exist by Michael’s continuous
selection theorem (see [9, Theorem II.4.1]) and the properties of the family G. Consider now a
stochastic differential equation
dxt = f (t, xt ) dt + g(t, xt ) dBt . (8)
By virtue of [6, Theorem IV.2.2] and the uniqueness theorem of Strook and Varadhan
(see [17]) for every x ∈ Rn there exists exactly one weak solution (Xx,B) to (8) on a fil-
tered probability space (Ω,F , (Ft )0tT ,P ) such that Xx(0) = x with (P .1). Similarly as
above we can verify that the unique in law process Y(0,x) = (t,XTx )T satisfies dY(0,x)(t) =
f˜ (Y(0,x)(t)) dt+ g˜(Y(0,x)(t)) dBt and Y(0,x)(0) = (0, x) P -a.s. for t ∈ [0, T ] where f˜ = (1, f T )T
and g˜ = (0, g1, . . . , gn)T , with 0, gi ∈ R1×m, where 0 = (0, . . . ,0) and gi denotes the ith
row of g for i = 1, . . . , n. Then by virtue of [6, Theorem IV.6.1] and [16, Theorem IV.6.1]
it follows that (Y(0,x)(t))t∈[0,T ] is the diffusion process. Furthermore by Dynkin’s formula
(see [16, Theorem 7.4.1]) it follows that the function U(t, (0, x)) = E[(h ◦ ΠRn)(Y(0,x)(t))]
defined for h ∈ C20(Rn) belongs to C1,2([0, T ] × Rn+1,R) and satisfies U ′t (t, (0, x)) =
E[A
f˜ g˜
(h ◦ ΠRn)(Y(0,x)(t))] for t ∈ [0, T ] and x ∈ Rn. Similarly as in the proof of [16, The-
orem 8.1.1] it follows that U ′t (t, (0, x)) = (Af˜ g˜U(t, ·))(t, (0, x)) for t ∈ [0, T ] and x ∈ Rn.
We can easily verify that the function u(t, x) = U(t, (0, x)) satisfies u(t, x) = Eh(Xx(t)),
u′(t, x) = (Lfgu(t, ·))(t, x) and u(0, x) = h(x) for t ∈ [0, T ] and x ∈ Rn. By the properties
of f and g hence it follows{
u′t (t, x) ∈ (LFGu(t, ·))(t, x) for t ∈ [0, T ], x ∈Rn,
u(0, x) = h(x) for x ∈Rn. 
Theorem 14. Let F : [0, T ]×Rn → Cl(Rn) be continuous and bounded and let G ∈ G be contin-
uous. Assume F and G have convex values. For every bounded function v ∈ C1,2([0, T ]×Rn,R)
and h ∈ C20(Rn) such that{
v′t (t, x) ∈
(LFGv(t, ·))(t, x) for t ∈ [0, T ], x ∈Rn,
v(0, x) = h(x) for x ∈Rn, (9)
there is a weak solution X˜x to the stochastic differential inclusion (2) on a filtered probability
space (Ω˜, F˜ , (F˜t )0tT , P˜ ) satisfying an initial condition X˜x(0) = x with (P˜ .1) and such that
v(t, x) = E˜[h(X˜x(t))] for t ∈ [0, T ] and x ∈Rn.
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2, . . . there are continuous selectors fk and σk of F and D, respectively such that |v′t (t, x) −
γ (v(t, x), fk(t, x), σk(t, x))| 1k for (t, x) ∈ [0, T ] ×Rn. By the properties of the family G for
every k = 1,2, . . . there is a continuous selector gk of G such that σk = l(gk) is uniformly positive
defined. It is clear that fk and gk satisfy an inequality |v′t (t, x) − (Lfkgk v(t, ·))(t, x)|  1k for
every (t, x) ∈ [0, T ]×Rn and k = 1,2, . . . . By the properties of fk and gk for every k = 1,2, . . .
there is exactly one weak solution (Xkx,Bk) to the stochastic differential equation
dxt = fk(t, xt ) dt + gk(t, xt ) dBt (10)
on a filtered probability space (Ωk,Fk, (Fkt )0tT ,P k) satisfying the initial condition
Xkx(0) = x with (P k.1) It is clear that (Xkx)∞k=1 is a sequence of weak solutions to the sto-
chastic differential inclusion (2) such that Xkx(0) = x with (P k.1). Then Xkx ∈ Xx(F,G) for
every k = 1,2, . . . . By virtue of Theorem 1 the set Xx(F,G) is sequentionally weakly com-
pact with respect to the convergence in distribution. Therefore (see [6, Theorem I.2.7]) there
are a subsequence (nk)∞k=1 of (k)∞k=1, a probability space (Ω˜, F˜, P˜ ) and continuous stochas-
tic processes X˜nkx , X˜x on (Ω˜, F˜ , P˜ ) such that P(X˜nk )−1 = P(Xnkx )−1 for k = 1,2, . . . , and
P(X˜
nk
x )
−1 → P(X˜x)−1 weakly in M(CnT ) as k → ∞. Then (Xnkx )∞k=1 converges in distribu-
tion to X˜x as k → ∞ that is equivalent to E˜[l(X˜nkx )] → E˜[l(X˜x)] for every l ∈ Cb(CnT ,R).
By the weak compactness of Xx(F,G) it follows that X˜x ∈Xx(F,G). Therefore there is an F˜t -
Brownian motion (B˜t )0tT on the probability space (Ω˜, F˜ , P˜ ) such that (X˜x, B˜) satisfies (2)
and X˜x(0) = x with (P˜ .1).
Let σr = inf{t ∈ [0, T ]: X˜x(t) /∈ Kr} for r = 1,2, . . . , where Kr = {y ∈ Rn: |y| r}. Since
X˜x ∈Xx(F,G) then by [8, Theorem 4] there are F˜t -nonanticipative selectors f˜ and g˜ of (F ◦ X˜)
and (G ◦ X˜) such that
X˜(t) = x +
t∫
0
f˜τ dτ +
t∫
0
g˜τ dB˜τ
for t ∈ [0, T ] with (P˜ .1). By the boundedness of F and G also f˜ and g˜ are bounded. Therefore,
limr→∞ σr = ∞ with (P˜ .1). Then for every t ∈ [0, T ] we have
lim
r→∞
∫
{σrt}
v
(
t − σr, X˜x(σr)
)
dP˜ = 0. (11)
Let us observe that
Enk
[
l
(
Xnkx
)]= ∫
Rn
l(x)P nkx (dx) =
∫
Rn
l(x)P˜ nkx (dx) = E˜
[
l
(
X˜nkx
)]
for every k = 1,2, . . . , where Pnkx = P(Xnkx )−1 = P(X˜nkx )−1 = P˜ nkx . Then for every k = 1,2, . . . ,
one has
Enk
[
v′t
(
t,Xnkx (t)
)− (Lfnk gnk v(t, ·))(t,Xnkx (t))]
= E˜[v′t(t, X˜nkx (t))− (Lfn gn v(t, ·))(t, X˜nkx (t))].k k
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k = 1,2, . . . . Therefore,
Xnkx (t) = x +
t∫
0
fnk
(
τ,Xnkx (τ )
)
dτ +
t∫
0
gnk
(
τ,Xnkx (τ )
)
dBnkτ
for t ∈ [0, T ] with (P nk .1) for k = 1,2, . . . . Hence by Itô’s formula it follows
Enk
[
v
(
t0 − t ∧ σr,Xnkx (t ∧ σr)
)]− v(t0, x)
= Enk
[ t∧σr∫
0
{(Lfnk gnk v(t0 − s, ·))(s,Xnkx (s))− ∂v∂t (t0 − s,Xnkx (s))
}
ds
]
for every k, r = 1,2, . . . , t0 ∈ (0, T ] and 0 t  t0. Therefore, by the equality presented above
for every k, r = 1,2, . . . we also have
E˜
[
v
(
t0 − t ∧ σr, X˜nkx (t ∧ σr)
)]− v(t0, x)
= E˜
[ t∧σr∫
0
{(Lfnk gnk v(t0 − s, ·))(s, X˜nkx (s))− ∂v∂t (t0 − s, X˜nkx (s))
}
ds
]
.
Hence it follows∣∣E˜[v(t0 − t ∧ σr, X˜nkx (t ∧ σr))]− v(t0, x)∣∣
 E˜
t∧σr∫
0
∣∣∣∣(Lfnk gnk v(t0 − s, ·))(s, X˜nkx (s))− ∂v∂t (t0 − s, X˜nk (s))
∣∣∣∣ds
 E˜
t∧σr∫
0
sup
x∈Rn
∣∣∣∣(Lfnk gnk v(t0 − s, ·))(s, x)− ∂v∂t (t0 − s, x)
∣∣∣∣ds  1nk E˜(t ∧ σr) (12)
for every k, r = 1,2, . . . , and t ∈ [0, t0]. Passing to the limit in (12) by k → ∞ we obtain
E˜
[
v
(
t0 − t ∧ σr, X˜x(t ∧ σr)
)]= v(t0, x)
for 0 t  t0 and r = 1,2, . . . . Then
v(t0, x) =
∫
{σrt}
v
(
t0 − σk, X˜x(σr)
)
dP˜ +
∫
{σr>t}
v
(
t0 − t, X˜x(t)
)
dP˜
for 0 t  t0 and r = 1,2, . . . . Hence by (11) we obtain
v(t0, x) = lim
r→∞
∫
{σr>t}
v
(
t0 − t, X˜x(t)
)
dP˜ = E˜[v(t0 − t, X˜x(t))].
Passing to the limit in the last equality by t → t0 we get
v(t0, x) = lim
t→t0
E˜
[
v
(
t0 − t, X˜x(t)
)]= E˜[v(0, X˜x(t0))]= E˜[h(X˜x(t0))]
for t0 ∈ (0, T ] and x ∈ Rn. It is clear that we have also v(0, x) = h(x) = E˜[h(X˜x(0)] for
x ∈Rn. 
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Theorem 15. Let F : [0, T ] ×Rn → Cl(Rn) be l.s.c. and bounded and let G ∈ G. Assume F has
convex values. Then for every x ∈Rn there are a filtered probability space (Ω,F , (Ft )0tT ,P )
and an (n+ 1)-dimensional diffusion process Yx = (t,XTx (t))T0tT such that
(i) Xx is a weak solution to the stochastic differential inclusion (2) on (Ω,F , (Ft )0tT ,P )
satisfying Xx(0) = x with (P .1),
(ii) for every h ∈ C20(Rn) and c ∈ Cb([0, T ] ×Rn,R) a function u : [0, T ] ×Rn →R defined by
u(t, x) = E
[
exp
( t∫
0
c
(
τ,Xx(τ)
)
dτ
)
h
(
Xx(t)
)]
for t ∈ [0, T ] and x ∈ Rn belongs to C1,2([0, T ] × Rn,R) and is a solution to a partial
differential inclusion
u′t (t, x) ∈
(LFGu(t, ·))(t, x)+ c(t, x)u(t, x)
for t ∈ [0, T ] and x ∈Rn satisfying an initial condition u(0, x) = h(x) for x ∈Rn.
Theorem 16. Let F : [0, T ]×Rn → Cl(Rn) be continuous and bounded and let G ∈ G be contin-
uous. Assume F and G have convex values. Let v ∈ C1,2([0, T ] ×Rn,R) be bounded and such
that {
v′t (t, x) ∈
(LFGv(t, ·))(t, x)+ c(t, x)u(t, x) for t ∈ [0, T ], x ∈Rn,
v(0, x) = h(x) for x ∈Rn,
with h ∈ C20(Rn) and c ∈ Cb([0, T ] × Rn,R). Then there exists a weak solution X˜x to the sto-
chastic differential inclusion (2) on a filtered probability space (Ω˜, F˜, (F˜t )0tT , P˜ ) satisfying
an initial condition X˜x(0) = x with (P˜ .1) and such that v(t, x) = E˜[exp(
∫ t
0 c(τ, X˜x(τ )) dτ)×
h(X˜x(t))] for t ∈ [0, T ] and x ∈Rn.
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