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Abstract
In this paper we will look at the relationship between the intersection num-
ber c2 and its diameter for a distance-regular graph. And also, we give some
tools to show that a distance-regular graph with large c2 is bipartite, and a
tool to show that if kD is too small then the distance-regular graph has to be
antipodal.
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1 Introduction
In this paper we will look at the relationship between the intersection number c2 and
its diameter for a distance-regular graph. (For definitions see next section.)
Let us first start with diameter three. A distance-regular graph Γ with diameter
three and valency k, can have c2 = k− 1. This occurs exactly when Γ is the Kk+1,k+1
minus a perfect matching. But if Γ is not bipartite, then it is fairly straightforward
to show that c2 ≤ 23k. (In Theorem 5 below we see that one of the following holds: Γ
is bipartite, a Taylor graph or c2 ≤ 12k.)
We will show a similar behavior for c2 when the diameter is larger, that is non-
bipartite distance-regular graphs have a significant smaller c2 than bipartite distance-
regular graphs with the same diameter in general.
First, we concentrate on the situation when Γ has diameter at least four containing
a quadrangle.
Recall that Terwilliger (see [2, Corollary 5.2.2]) showed that if Γ is a distance-
regular graph with diameter D and valency k, having an induced quadrangle, then
a1 + 2 ≤ 2Dk. Our first result shows that a similar result holds for the intersection
number c2 in this case:
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Theorem 1 Let Γ be a distance-regular graph with valency k and diameter D ≥ 4.
If Γ contains a quadrangle, then c2 ≤ 2Dk. And equality if and only if D = 4 and Γ
is a Hadamard graph or D ≥ 5 and Γ is a D-cube.
Remarks: (i) Note that Kk+1,k+1 minus a perfect matching shows that for diam-
eter three it is not true.
(ii) For c2 = 1, the above result is not true, as the Foster and Biggs-Smith graphs
show (with D ≥ 7). But, if k ≥ 3 and D ≥ 4 we expect that c2 ≤ 2Dk holds, with a
finite number of exceptions.
For diameters 4, 5, 6, 7 we improve Theorem 1 and show that a similar behavior
like diameter three occurs.
Theorem 2 Let Γ be a distance-regular graph with valency k ≥ 3 and diameter D.
If D ∈ {4, 5}, then either c2 ≤ 13k or Γ is one of the following:
(i) D = 4 and Γ is a Hadamard graph,
(ii) D = 5 and Γ is the 5-cube.
Theorem 3 Let Γ be a distance-regular graph with valency k ≥ 3 and diameter D.
If D ≥ 6, then either c2 ≤ 14k or one of the following holds:
(i) D = 6 and Γ is either the generalized dodecagon of order (1, 2) or the 6-cube,
(ii) D = 7 and Γ is either the Biggs-Smith graph or the 7-cube,
(iii) D = 8 and Γ is the Foster graph.
In order to show the above results, we first give preliminaries and definitions in
next section. In Subsection 3.1, we give some tools to show that a distance-regular
graph with large c2 is bipartite, and in Subsection 3.2 we show that if kD is too small
then the distance-regular graph has to be antipodal. In Section 4, we give a proof of
Theorem 1, and in Section 5 we show Theorem 2 and Theorem 3.
2 Definitions and preliminaries
All the graphs considered in this paper are finite, undirected and simple (for unex-
plained terminology and more details, see [2]). Suppose that Γ is a connected graph
with vertex set V (Γ) and edge set E(Γ), where E(Γ) consists of unordered pairs of
two adjacent vertices. The distance dΓ(x, y) between any two vertices x and y in
a graph Γ is the length of a shortest path connecting x and y. If the graph Γ is
clear from the context, then we simply use d(x, y). We define the diameter D of Γ
as the maximum distance in Γ. For a vertex x ∈ V (Γ), define Γi(x) to be the set
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of vertices which are at distance precisely i from x (0 ≤ i ≤ D). In addition, define
Γ−1(x) = ΓD+1(x) := ∅. We write Γ(x) instead of Γ1(x).
A connected graph Γ with diameterD is called distance-regular if there are integers
bi, ci (0 ≤ i ≤ D) such that for any two vertices x, y ∈ V (Γ) with d(x, y) = i, there are
precisely ci neighbors of y in Γi−1(x) and bi neighbors of y in Γi+1(x), where we define
bD = c0 = 0. In particular, any distance-regular graph is regular with valency k := b0.
Note that a (non-complete) connected strongly regular graph is just a distance-regular
graph with diameter two. We define ai := k− bi− ci for notational convenience. Note
that ai =| Γ(y) ∩ Γi(x) | holds for any two vertices x, y with d(x, y) = i (0 ≤ i ≤ D).
For a distance-regular graph Γ and a vertex x ∈ V (Γ), we denote ki := |Γi(x)| and
pijh := |{w|w ∈ Γj(x) ∩ Γh(y)}| for any y ∈ Γi(x). It is easy to see that ki = b0b1···bi−1c1c2···ci
and hence it does not depend on x. The numbers ai, bi−1 and ci (1 ≤ i ≤ D)
are called the intersection numbers, and the array {b0, b1, · · · , bD−1; c1, c2, · · · , cD} is
called the intersection array of Γ. A distance-regular graph with intersection array
{k, µ, 1; 1, µ, k} is called a Taylor graph.
Suppose that Γ is a distance-regular graph with valency k ≥ 2 and diameter
D ≥ 2, and let Ai be the matrix of Γ such that the rows and the columns of Ai are
indexed by the vertices of Γ and the (x, y)-entry is 1 whenever x and y are at distance
i and 0 otherwise. We will denote the adjacency matrix of Γ as A instead of A1. The
eigenvalues of the graph Γ are the eigenvalues of A.
Some standard properties of the intersection numbers are collected in the following
lemma.
Lemma 4 ([2, Proposition 4.1.6])
Let Γ be a distance-regular graph with valency k and diameter D. Then the following
holds:
(i) k = b0 > b1 ≥ · · · ≥ bD−1 ;
(ii) 1 = c1 ≤ c2 ≤ · · · ≤ cD ;
(iii) bi ≥ cj if i+ j ≤ D .
Suppose that Γ is a distance-regular graph with valency k ≥ 2 and diameterD ≥ 1.
Then Γ has exactly D + 1 distinct eigenvalues, namely k = θ0 > θ1 > · · · > θD ([2,
p.128]).
Recall that a clique of a graph is a set of mutually adjacent vertices and that a
co-clique of a graph is a set of vertices with no edges. A clique C of a distance-regular
graph with valency k, diameter D ≥ 2 and smallest eigenvalue θD, is called a Delsarte
clique if C contains exactly 1− k
θD
vertices.
A graph Γ is called bipartite if it has no odd cycle. (If Γ is a distance-regular
graph with diameter D and bipartite, then a1 = a2 = . . . = aD = 0.) An antipodal
graph is a connected graph Γ with diameter D > 1 for which being at distance 0 or
D is an equivalence relation. If, moreover, all equivalence classes have the same size
r, then Γ is also called an antipodal r-cover.
Recall the following results.
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Theorem 5 (cf. [6, Proposition 5]) Let Γ be a distance-regular graph with valency
k and diameter D. If D = 3, then one of the following holds:
(i) c2 ≤ 12k, b2 ≤ 12k3 and c3 ≤ 12k2,
(ii) Γ is bipartite,
(iii) Γ is a Taylor graph.
Lemma 6 (cf.[2, Proposition 4.4.6]) Let Γ be a distance-regular graph with diameter
D ≥ 2 and distinct eigenvalues k = θ0 > θ1 > · · · > θD. Then:
(i) The number of vertices of a clique C in Γ is bounded by
| C |≤ 1− k
θD
.
Moreover, equality holds if and only if the clique C is a Delsarte clique.
(ii) If Γ contains a nonempty induced complete bipartite subgraph Ks,t, then
2st
s+ t
≤ b1
θ1 + 1
+ 1.
Theorem 7 (cf.[4]) Let m ≤ n be two positive integers. Let A be an n× n matrix,
that is similar to a (real) symmetric matrix, and let B be a principal m×m submatrix
of A. Then, for i = 1, . . . , m,
θn−m+i(A) ≤ θi(B) ≤ θi(A)
holds, where A has eigenvalues θ1(A) ≥ θ2(A) ≥ . . . ≥ θn(A) and B has eigenvalues
θ1(B) ≥ θ2(B) ≥ . . . ≥ θm(B).
Lemma 8 Let Γ be a distance-regular graph with valency k and diameter D. If
a1 6= 0, then c⌊D
2
⌋ ≤ 13k
Proof : This follows immediately from [2, Proposition 5.5.6].
3 Some preliminary results
In this section, we give some preliminary results which are helpful to prove our results
in section 4 and section 5. We first give some tools to show that a distance-regular
graph with large c2 is bipartite, and then we show that if kD is too small then the
distance-regular graph has to be antipodal.
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3.1 Tools to show bipartiteness
The following lemma is useful to check whether a distance-regular graph is bipartite,
from a condition of the intersection numbers ci.
Lemma 9 Let Γ be a distance-regular graph with valency k ≥ 3 and diameter D ≥ 4.
For an integer i ∈ {2, 3, . . . , D}, if ai 6= 0 and 2ci + cD−i > k, then ai−1 6= 0.
Proof : Let x, y and z be vertices such that d(x, y) = i, d(x, z) = D−i and d(y, z) = D.
As ai 6= 0, there exists y′ which is adjacent to y and at distance i from x. Then
Γ(x)∩ΓD−i−1(z) has cardinality cD−i and is disjoint from Γ(x)∩ (Γi−1(y)∪Γi−1(y′)).
Hence, k = |Γ(x)| ≥ |Γ(x)∩ΓD−i−1(z)|+(|Γ(x)∩Γi−1(y)|+ |Γ(x)∩Γi−1(y′)|− |Γ(x)∩
(Γi−1(y) ∩ Γi−1(y′))|) ≥ cD−i + 2ci − p1i−1i−1 = cD−i + 2ci − ki−1k ai−1. This shows the
lemma.
As a consequence of previous two lemmas, we have the following lemma.
Lemma 10 Let Γ be a distance-regular graph with valency k ≥ 3 and diameter
D ≥ 4. If c2 > 13k, then D ≤ 5 and Γ is bipartite.
Proof : As c2 >
1
3
k and D ≥ 4, we know a1 = 0 by Lemma 8. Hence, a2 = 0 by
Lemma 9. Now, we have c3 ≥ 32c2 > 12k by [2, Theorem5.4.1]. Then, we have ai = 0
for i ≥ 3 by Lemma 9. So, Γ is bipartite. Now, c3 > 12k implies c3 > b3 and hence
D ≤ 5.
The next lemma shows that if Γ is a bipartite distance-regular graph with even
diameter, then the intersection number c2 divides the valency k.
Lemma 11 Let Γ be a distance-regular graph with valency k ≥ 3 and diameter
D = 2t for some integer t ≥ 2. If Γ is bipartite, then k2 = α(k − 1) for some integer
α.
Proof : Let Γ
1
2 be the halved graph of Γ, and let x be a vertex of Γ. We may as-
sume that Γ(x) ∪ Γ3(x) ∪ · · · ∪ ΓD−1(x) is the vertex set of Γ 12 . Here note that the
halved graph Γ
1
2 has valency k2 and diameter t. As Γ is bipartite, for any two vertices
y, z ∈ Γ(x), dΓ(y, z) = 2. i.e. Γ 12 contains a clique C with k =| Γ(x) | vertices. As
2d
Γ
1
2
(C,w) = dΓ(C,w) ≤ D − 2 = 2t − 2 for any vertex w of Γ 12 , one can easily see
that C is a completely regular code with covering radius t−1 (see, [2, Chapter 11.1]),
and hence C is a Delsarte clique of Γ
1
2 . So, k =| C |= 1 − k2
θmin(Γ
1
2 )
, where θmin(Γ
1
2 )
is the smallest eigenvalue of Γ
1
2 . As θmin(Γ
1
2 ) is an algebraic integer, θmin(Γ
1
2 ) should
be an integer.
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3.2 A tool to show antipodality
The following theorem is helpful to check whether a distance-regular graph with small
kD is antipodal.
Theorem 12 Let Γ be a distance-regular graph with valency k ≥ 3 and diameter
D ≥ 3. If aD = 0 and kD−1 < 2k, then one of the following holds:
(i) kD = 1 and Γ is an antipodal 2-cover;
(ii) D = 3 and Γ is bipartite.
Proof : If kD = 1, then the graph Γ is an antipodal 2-cover. So, we may assume
kD ≥ 2. If D = 3, then by Theorem 5, kD−1 ≥ 2cD = 2k or Γ is bipartite. So, the
theorem is true for D = 3. Hence, we may assume D ≥ 4. As b2 ≥ c2(Lemma 4),
we have c2 ≤ 12k. As aD = 0, we have pDD2 = aD(aD−1−a1)+cD(bD−1−1)c2 =
k(bD−1−1)
c2
, and
this implies bD−1 =
c2pDD2
k
+ 1 ≤ c2(kD−1)
k
+ 1 ≤ 1
2
(kD + 1), as c2 ≤ 12k. But kD−1 < 2k
implies bD−1 >
1
2
kD. So, bD−1 should be equal to
1
2
(kD + 1) as kD is an integer, and
this implies equality in the previous inequality. i.e. c2 =
1
2
k. Then by Lemma 10, Γ
is bipartite and D ≤ 4, as c3 ≥ 32c2 = 34k and b2 = 12k.
For D = 4, we put b3 = α, whence k4 = 2α− 1 and c3 = k − α. As k4 is odd and
more than one, k4 ≥ 3 and hence α ≥ 2. As kb1 = c2k2 and k2b2 = c3k3, we have
k2 = 2(k − 1) and k3 = k−1k−αk. Then, we find 2α − 1 = k4 = b3c4k3 = k−1k−αα, and this
gives (2− k−1
k−α
)α = 1. As k−α = c3 ≥ 34k, we know k−1k−α ≤ k−13k/4 < 43 , and this implies
1 = (2− k−1
k−α
)α > 2
3
α ≥ 4
3
. This is a contradiction. This shows the theorem.
4 Proof of Theorem 1
In this section we give a proof of Theorem 1. Before showing Theorem 1, we first
show Proposition 13. Then we use this proposition to prove Theorem 1.
Proposition 13 Let Γ be a distance-regular graph with valency k and diameter
D. Let t ≥ 2 be an integer. If D ≥ 2t, c2 > 1t+1k and ci > ci−1 holds for any
i ∈ {2, 3, . . . , D}, then D ∈ {2t, 2t+ 1} and one of the following holds:
(i) D = 4 and Γ is a Hadamard graph,
(ii) D ≥ 5 and Γ is a D-cube.
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Proof : As the sequence (ci)i=1,...,D is a strictly increasing sequence, we know that
ci ≥ i2c2 holds for 2 ≤ i ≤ D by [2, Theorem 5.4.1] and [5, Proposition 1 (ii)], and
this implies c⌊D
2
⌋ ≥ ct ≥ t2c2 > t2(t+1)k ≥ 13k, as t ≥ 2. By Lemma 8, we have
a1 = 0. Also, 2ci + cD−i ≥ ic2 + D−i2 c2 ≥ ic2 + 2t−i2 c2 > 2t+i2 × 1t+1k ≥ k holds for any
i ∈ {2, 3, . . . , D}. i.e. a2 = a3 = · · · = aD = 0 by Lemma 9. So, the graph Γ is bi-
partite. As ct+1 >
1
2
k, Γ has diameter at most 2t+1 by Lemma 4. i.e. D ∈ {2t, 2t+1}.
Here note that if D = 2t, then k2 =
k(k−1)
c2
< (t+1)(k− 1) should divide k− 1 by
Lemma 11, and this shows c2 ≥ 1tk. But then D = 2t, and k − D−i2 c2 ≥ k − cD−i =
bD−i ≥ ci ≥ i2c2 (2 ≤ i ≤ D) implies that c2 ≤ 1tk. This means that c2 = 1tk and
ci = bD−i =
i
2
c2 =
i
2t
k holds for i ∈ {2, 3, . . .D − 2} (where c1 = 1 and b1 = k − 1).
Then one can easily see that kD−1 < 2k and this shows that the graph Γ is an an-
tipodal 2-cover by Theorem 12.
If t = 2, then D ∈ {4, 5}. For D = 4, one can easily show that Γ has an intersec-
tion array {k, k−1, 1
2
k, 1; 1, 1
2
k, k−1, k}, as c2 = 12k and Γ is antipodal and bipartite.
So, Γ is a Hadamard graph.
Now we assume D = 5, and consider the halved graph Γ
1
2 of Γ to show that the graph
Γ has at most 132 vertices. And then we can check the feasible intersection arrays in
[2, p.418] to show that the graph Γ is the 5-cube. Clearly, the halved graph Γ
1
2 of Γ
is a strongly regular graph with valency k2 and diameter 2. As c2 >
1
3
k, c3 >
1
2
k and
c4 >
2
3
k, Γ has at most 12k vertices, as k2 < 3(k − 1), k3 < 4(k − 1), k4 < 3(k − 1)
and k5 < k − 1.
For a fixed vertex x of Γ, we may assume that Γ
1
2 has vertex set Γ(x)∪Γ3(x)∪Γ5(x).
Then, the set Γ(x) is a clique of Γ
1
2 , and this implies that the smallest eigenvalue
θmin(Γ
1
2 ) of Γ
1
2 is bigger than −3 by Lemma 6 (i). So, θmin(Γ 12 ) = −2 or Γ 12 is a
conference graph, as θmin(Γ
1
2 ) = −1 implies that Γ 12 is a complete graph.
If Γ
1
2 is a conference graph, then one can see that Γ
1
2 has at most 21 vertices, as
θmin(Γ
1
2 ) > −3. i.e. Γ has at most 42 vertices in this case.
So, we may assume θmin(Γ
1
2 ) = −2. As Γ has at most 12k vertices, the halved graph
Γ
1
2 has at most 6k vertices, and this implies that the number of vertices of Γ
1
2 is at
most 6×(the maximum number of vertices of any clique in Γ 12 ), as k =| Γ(x) |≤ the
maximum number of vertices of any clique in Γ
1
2 . As θmin(Γ
1
2 ) = −2, we know that
Γ
1
2 is a triangular graph T (n), a square grid n × n, a complete multipartite graph
Kn×2, or one of the graphs of Petersen, Clebsch, Schlafli, Shrikhande, or Chang by
[2, Theorem 3.12.4].
If Γ
1
2 is a triangular graph T (n), then Γ
1
2 has at most 66 vertices, as T (n) has n(n−1)
2
vertices and a maximum clique with n− 1 vertices.
If Γ
1
2 is a square grid n× n, then Γ 12 has at most 36 vertices, as n× n has n2 vertices
and a maximum clique with n vertices
If Γ
1
2 is a complete multipartite graph Kn×2, then Γ
1
2 has at most 12 vertices, as Kn×2
has 2n vertices and a maximum clique with 2 vertices
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If Γ
1
2 is one of the graphs of Petersen, Clebsch, Schlafli, Shrikhande, or Chang, then
Γ
1
2 has at most 28 vertices (see, [2, p.103-105]).
So, the graph Γ has at most 132 vertices. Then we check the feasible intersection
arrays in [2, p.418], and we find that the only possible case is that the graph Γ is the
5-cube. Here note that the Clebsch graph is isomorphic to the halved 5-cube.
Now, we assume t ≥ 3. i.e. D ≥ 6. If D = 6, then Γ is the 6-cube by [2, Corollary
5.8.3], as Γ is bipartite and an antipodal 2-cover. So, we may assume D ≥ 7. We
first show that the second largest eigenvalue θ1 of Γ is at least
1
2
k, and then we show
the graph Γ is the D-cube by showing c2 = 2.
Let x and y be vertices of Γ such that they are at distance D in Γ. Let Γt−10 be the
induced subgraph of Γ such that it has vertex set
t−1⋃
i=0
Γi(x) ∪
t−1⋃
j=0
Γj(y). Here note
that Γt−10 of Γ consists of two disjoint isomorphic components, and hence the second
largest eigenvalue θ1 of Γ is at least the largest eigenvalue of a component of Γ
t−1
0 by
Theorem 7.
Let us consider the right lower 3 × 3 principal submatrix Pt of Q(Γt−10 ). As Pt =

0 bt−3 0
ct−2 0 bt−2
0 ct−1 0

 has eigenvalues 0,±√ct−1bt−2 + ct−2bt−3, the second largest eigen-
value θ1 of Γ is at least
√
ct−1bt−2 + ct−2bt−3.
If t = 3, then θ1 ≥
√
ct−1bt−2 + ct−2bt−3 =
√
c2(k − 1) + k >
√
1
4
k(k + 3) > 1
2
k holds,
as c2 >
1
t+1
k = 1
4
k.
If t ≥ 4, then θ1 ≥
√
ct−1bt−2 + ct−2bt−3 ≥ √ct−1ct+2 + ct−2ct+3 > 12k holds, as D ≥ 2t
and ci ≥ i2c2 > i2(t+1)k holds for D ≥ i ≥ 2. So, the second largest eigenvalue of θ1 of
Γ is at least 1
2
k.
Now, we show c2 = 2. Take a vertex z in Γ2(x), then the induced subgraph of Γ
on {x, z} ∪ (Γ(x) ∩ Γ(z)) is a complete bipartite K2,c2. By Lemma 6 (ii), we have
2×2×c2
c2+2
≤ b1
θ1+1
+ 1 < 3. i.e. c2 ∈ {2, 3, 4, 5}.
To show c2 = 2, we first show that 2c2 > c3 holds. Clearly, the inequality is true for
even diameter. So, we assume that the graph Γ has odd diameter and c3 ≥ 2c2 holds.
Then one can show that c2j+1 ≥ (j+1)c2 holds for j ∈ {1, 2, . . . , t} by [5, Proposition
1 (ii)]. i.e. c2t+1 ≥ (t + 1)c2 > k. This is a contradiction. So, 2c2 > c3 holds. Then,
by [3, Theorem 2.2], we have c3 − 1 − c2(c2 − 1) ≥ − c2(c2−1)(c2−2)22b2 , and this implies
2c2 − 1− c2(c2 − 1) > − c2(c2−1)(c2−2)22b2 , as 2c2 > c3.
If c2 ∈ {3, 4, 5}, then the previous inequality shows b2 ≤ 2c2, which implies D ≤ 6 as
2c2 ≤ c4. This contradicts D ≥ 7.
So, we find c2 = 2 and this implies k ≤ 2t+ 1, as 2 = c2 > 1t+1k.
If D = 2t, then clearly the graph Γ is the D-cube, as ci = bD−i =
i
2
c2 = i for any
i ∈ {1, . . . , D}.
If D = 2t + 1, then one can easily see that ci = i holds for any i ∈ {1, . . . , D}, as
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c2 = 2, c2t+1 = cD = k ≤ 2t + 1 and ci > ci−1 holds for any i ∈ {2, . . . , D}. So,
ci = i for any i ∈ {1, . . . , D}, and hence the graph Γ is the D-cube, as k = 2t+1 and
bi = cD−i(0 ≤ i ≤ D − 1).
This shows the proposition.
Now, we give a proof of Theorem 1
Proof of Theorem 1: As Γ contains a quadrangle, we have D ≤ 2
a1+2
k by [2, Corol-
lary 5.2.2]. i.e. a1 + 2 ≤ 2Dk.
Hence if c2 ≤ a1 + 2, then clearly c2 ≤ 2Dk holds. Also, c2 = 2Dk implies c2 ≥ a1 + 2.
So, we may assume c2 ≥ a1 + 3. Then the sequence (ci)i=1,...,D is strictly increasing
by [2, Theorem 5.2.5], and hence ci ≥ i2c2 holds for 2 ≤ i ≤ D by [2, Theorem 5.4.1]
and [5, Proposition 1 (ii)]. So, c2 ≤ 2DcD ≤ 2Dk holds.
Now, we assume that equality holds. Then, c2 ≥ a1 + 2 > a1, and hence the se-
quence (ci)i=1,...,D is strictly increasing. This in turn shows that
i
D
k = bD−i = ci hold
for i ∈ {2, 3, . . . , D − 2}. As a consequence we find ai = 0 for i ∈ {2, 3, . . . , D − 2}.
As a2 = 0, we have a1 = 0 by [2, Proposition 5.5.1], and [2, Proposition 5.5.4]
implies aD−1 = aD = 0, as aD−2 = 0 and cD−2 >
1
2
k. So, Γ is bipartite. As
i
D
k = bD−i = ci (i ∈ {2, 3, . . . , D − 2}), cD−1 ≥ cD−2 = D−2D k and D ≥ 4, we have
kD−1 =
kb1b2···bD−2
c2c3···cD−1
≤ D
D−2
(k − 1) < 2k. Then, by Theorem 12, Γ is an antipodal
2-cover.
Let t be the maximal integer such that D ≥ 2t. Then D ∈ {2t, 2t+ 1}. For both
cases, 2
D
k = c2 >
1
t+1
k holds. So, the graph Γ is either a Hadamard graph(D = 4) or
the D-cube by Proposition 13.
One can easily see that the converse is true.
5 Proofs of Theorem 2 and Theorem 3
In this section, we give the proofs of Theorem 2 and Theorem 3.
Proof of Theorem 2: Assume D ≥ 4 and c2 > 13k, then by Lemma 10, D ≤ 5 and
Γ is bipartite. Now c2 > a1 implies that the sequence (ci)i=1,...,D is strictly increasing,
and, by Proposition 13, we see that the graph Γ is a Hadamard graph or the 5-cube.
Proof of Theorem 3: Suppose c2 >
1
4
k. Here note that if k = 3, then the graph
Γ is the generalized dodecagon of order (1, 2), the Biggs-Smith graph or the Foster
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graph by [2, Theorem 7.5.1](cf. [1, Table 1]). So, we may assume k ≥ 4, and hence
c2 ≥ 2. As c2 ≥ 2, we have c3 ≥ 32c2 ≥ 38k by [2, Theorem 5.4.1]. Then by Lemma 8,
we find a1 = 0. As c2 ≥ 2 and c2 > a1, by [2, Theorem 5.2.5] the sequence (ci)i=1,...,D
is strictly increasing. By taking t = 3 in Proposition 13, the graph Γ is either the
6-cube or the 7-cube.
6 Acknowledgments
J.H. Koolen was partially supported by the Basic Science Research Program through
the National Research Foundation of Korea(NRF) funded by the Ministry of Educa-
tion, Science and Technology (Grant number 2009-0089826).
References
[1] N.L. Biggs, A.G. Boshier and J. Shawe-Taylor, Cubic distance-regular graphs, J.
London Math. Soc. 33 (1986) 385-394
[2] A.E. Brouwer, A.M. Cohen and A. Neumaier, Distance-Regular Graphs,
Springer-Verlag, Berlin, 1989.
[3] J.S. Caughman, IV, Intersection numbers of bipartite distance-regular graphs,
Discrete Math. 163 (1997) 235-241
[4] W.H. Haemers, Interlacing eigenvalues and graphs, Linear Algebra Appl. 226/228
(1995), 593-616.
[5] J.H. Koolen, On subgraphs in distance-regular graphs, J. Algebraic Combin. 1
(4) (1992), 353-362.
[6] J.H. Koolen, Jongyook Park, Distance-regular graphs with large a1 or c2,
arXiv:1008.1209v1.
10
