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CAPÍTULO 1: INTRODUCCIÓN 
 
n este primer capítulo se exponen los objetivos generales hacia los que 
va dirigido este proyecto, así como un breve resumen del mismo. 
También se detallan brevemente los contenidos de cada uno de los 









1.1.Resumen y objetivos del proyecto 
 
Los algoritmos de clasificación por vecindad pertenecen al grupo de las técnicas de 
clasificación supervisadas, que nos permiten obtener un modelo para clasificar casos 
futuros. Los métodos de clasificación exigen la definición de una cierta medida de 
disimilitud (o distancia) entre los distintos elementos, es decir, precisan de una métrica 
que ayude a comparar las distancias entre los distintos objetos.  
Los algoritmos genéticos (AGs) son mecanismos de búsqueda basados en las leyes de 
la selección natural y de la genética. Combinan la supervivencia de los individuos mejor 
adaptados junto con operadores de búsqueda genéticos como la mutación y el cruce, de 
ahí que sean comparables a una búsqueda biológica. Estos algoritmos se utilizan con 
éxito para gran variedad de problemas de optimización y que no permiten una solución 
eficiente a través de la aplicación de técnicas convencionales. 
 
El principal objetivo de este proyecto es diseñar y desarrollar un sistema que utilice un 
algoritmo genético para optimizar funciones de distancia para el algoritmo de 
clasificación K-NN. Normalmente, K-NN utilizar la distancia euclídea 
independientemente del dominio, pero en este proyecto se pretende encontrar la 
distancia más apropiada para cada dominio.  Este proceso es igual a encontrar la matriz 
M que define la función de distancia d en la ecuación 1 (a estas distancias se las 
denomina distancias euclídeas generalizadas). En caso de que la matriz M sea la 
identidad, la distancia d se convierte en la distancia euclídea: 
     BAMMBABAd TT ,  
Ecuación 1: Distancia euclídea ponderada 
Una distancia euclídea generalizada es equivalente a una transformación lineal de los 
datos, como demuestra la siguiente ecuación, donde se ve que d(A,B) es equivalente a 
una distancia euclídea entre A’=MA y B’=MB, una vez que se han transformado los 
datos mediante la matriz M: 
         '''', BABAMBMAMBMABAd TT   
Ecuación 2: Transformación lineal de los datos
 
 
Una vez implementado el sistema, se realizarán experimentaciones con distintos 
dominios de datos, para comprobar si efectivamente se encuentran matrices que 




permitan a K-NN encontrar porcentajes de aciertos mejores que si se hubiera usado la 
distancia euclídea normal. 
Se compararan los resultados que obtiene K-NN utilizando la distancia euclídea, con los 
resultados que se obtienen utilizando la función anterior, ponderada con matrices 
evolucionadas por el algoritmo genético que serán de distintos tipos: matrices 
completas, simétricas y diagonales. 
  




1.2.Estructura del proyecto 
 
A continuación se detallan de forma breve los contenidos de cada uno de los capítulos 
del proyecto: 
 
1.2.1. Capítulo 2: Algoritmos Genéticos 
 
Este capítulo constituye una introducción a los Algoritmos Genéticos, utilizados como 
sistema de búsqueda y optimización, que forma una parte fundamental del proyecto. 
 
Se detallaran las generalidades de los algoritmos genéticos, así como su historia y la 
equivalencia de la terminología que se usa respecto a la usada de forma habitual en la 
genética biológica. A continuación se detallan los distintos tipos de codificación que se 
pueden utilizar, así como una descripción general de los operadores genéticos 
 
1.2.2. Capítulo 3: Algoritmos de clasificación. Distancias y proyecciones. 
 
A lo largo de este capítulo hablaremos de los algoritmos de clasificación, los diferentes 
tipos que existen y entraremos un poco más en detalle en el algoritmo de clasificación 
utilizado para la realización de este proyecto. 
Además, hablaremos de las distancias y proyecciones, las cuales son utilizadas por gran 
parte de los algoritmos de este tipo. 
 
1.2.3. Capítulo 4: Sistema implementado 
 
En este capítulo se describe todo el trabajo realizado en el proyecto. 
Se comienza el análisis del sistema en el que se describe el objetivo del proyecto y la 
configuración del algoritmo de clasificación y del algoritmo genético utilizados. A 
continuación se describen los requisitos y el funcionamiento global del sistema. Se 
sigue con el diseño del sistema, en el que se decide cómo llevar a cabo el trabajo 
descrito en dicho análisis 
1.2.4. Capítulo 5: Experimentación 
 
El valor aportado por el proyecto se ha obtenido en la fase de experimentación, en la 
que se han ido obteniendo resultados con el sistema implementado. 
En esta fase del desarrollo del proyecto se han utilizado diferentes dominios de datos 
para probar el funcionamiento del programa y poder obtener finalmente unos resultados. 
Los resultados obtenidos nos ayudarán a extraer conclusiones acerca de la combinación 




del algoritmo de clasificación KNN y de algoritmos genéticos para encontrar la matriz 
de distancias más adecuada que nos permita obtener las mejores tasas de aciertos en la 
clasificación de datos desconocidos. 
1.2.5. Capítulo 6: Conclusiones 
 
En este capítulo se detallaran las conclusiones a las que se han llegado tras la 
realización de este proyecto. 
 
Además de estos contenidos, se añaden dos anexos con la siguiente información: 
 ANEXO A: Que contiene las matrices resultado de las experimentaciones 
llevadas a cabo en este proyecto 
 ANEXO B: Que contiene el presupuesto de coste que se realizó para este 
proyecto. 
 





CAPÍTULO 2: ALGORITMOS 
GENÉTICOS 
 
ste capítulo constituye una introducción a los algoritmos genéticos, utilizados 
como sistema de búsqueda y optimización, que forma una parte fundamental del 
proyecto. 
 
Se detallaran las generalidades de los algoritmos genéticos, así como su historia y la 
equivalencia de la terminología que se usa respecto a la usada de forma habitual en la 
genética biológica. 
 
Se pretende aclarar los conceptos generales que se utilizarán más adelante en el 
proyecto. Para una introducción más detallada, el lector puede consultar [Mitchell, 
1996].   
E 




2. Algoritmos Genéticos 
2.1.¿Que son los algoritmos genéticos? 
 
Basados en modelos computacionales de la evolución biológica natural, los algoritmos 
genéticos pertenecen a la clase de los algoritmos evolutivos, junto con la programación 
evolutiva, la evolución de estrategias y la programación genética.  
 
Los algoritmos genéticos (AGs) son mecanismos de búsqueda basados en las leyes de 
la selección natural y de la genética. Combinan la supervivencia de los individuos mejor 
adaptados junto con operadores de búsqueda genéticos como la mutación y el cruce, de 
ahí que sean comparables a una búsqueda biológica. Fueron desarrollados por John 
Holland [Holland, 1975] y Rechemberg [Rechemberg, 1973] que crearon algoritmos de 
optimización imitando los principios básicos de de la naturaleza. Estos algoritmos se 
utilizan con éxito para gran variedad de problemas que no permiten una solución 
eficiente a través de la aplicación de técnicas convencionales. 
 
Tiene asimismo aplicaciones variadas en ingeniería, como es el diseño de piezas 
(turbinas, rotores, etc.), diseño y control de redes, planificación de tareas, síntesis de 
mecanismos, diseño de tolerancias, etc. y aplicaciones en otros gremios como en 
sistemas de computación paralelos (paralelización automática de programas 
secuenciales), química (optimización de procesos de producción, diseño tecnológico y 
de instalaciones), negocios y comercio (modelización de sistemas económicos 
complejos, predicción de mercados), medicina (análisis de datos en medicina, 
diagnóstico automático) o gestión (análisis de datos en gestión, asistentes de gestión, 
sistemas automáticos de decisión). 
Para la ingeniería, los algoritmos genéticos y la programación evolutiva en general 
presentan oportunidades de plantearse problemas que no permiten una solución eficiente 
a través de la aplicación de técnicas convencionales.  
A continuación, nos centraremos en los algoritmos genéticos, ya que las técnicas 
empleadas en este proyecto se basan en estos algoritmos evolutivos. 
  






Los algoritmos genéticos tienen sus antecedentes en la biología y comienzan con 
Darwin, que con su libro El origen de las especies por medio de la selección natural o 
la preservación de las razas favorecidas en su lucha por la vida [Darwin, 1859], nos 
habla sobre los principios de la selección natural. 
 
 
Ilustración 1: Charles Darwin 
Los principios básicos de los algoritmos genéticos se derivan de las Leyes de la Vida 
Natural descritos por Darwin [Darwin, 1859]: 
 
• Existe una población de individuos con diferentes propiedades y habilidades. 
Así mismo existe una limitación sobre el número de individuos que existen en 
una determinada población. 
 
• La naturaleza crea nuevos individuos con propiedades similares a los individuos 
existentes. 
 
• Los individuos más prometedores se seleccionan más a menudo para la 
reproducción de acuerdo con la selección natural. 
 
Los algoritmos genéticos imitan los principios de la vida descritos y los utilizan para 
propósitos de optimización. 
 
Una de las principales deficiencias del argumento de Darwin es que, a pesar de que la 
herencia juega un papel preponderante en su teoría, no ofrece una explicación acerca de 
su funcionamiento. Sin embargo, desde Mendel [Mendel, 1865] se conoce que la 
herencia se produce a través del código genético presente en las células reproductivas. 
  






Las características principales de los algoritmos genéticos son: 
 
• Son algoritmos estocásticos. Dos ejecuciones distintas pueden dar dos 
soluciones distintas. 
• Son algoritmos de búsqueda múltiple, luego dan varias soluciones. Realizan la 
búsqueda mediante toda una generación objetos, no buscan un único elemento.  
• Es una búsqueda paramétricamente robusta. Por lo tanto, tiende a converger a 
• medida que se realizan las generaciones. 
• No trabajan directamente con los objetos, sino con la codificación de esos 
objetos, que pueden ser un número, un conjunto de parámetros, etc. A esta 
codificación la llamamos cromosoma. En este proyecto se representa a cada 
individuo por un cromosoma definido por una sucesión de números reales, que 
representan los elementos de la matriz, es decir, se usa representación con 
números reales.  
• Utilizan una función objetivo que da la información de lo adaptados que están 
los individuos, y no las derivadas u otra información auxiliar. 
• Las reglas de transición son probabilísticas, no determinísticas.  
• Los mecanismos de los algoritmos genéticos simples son sorprendentemente 
fáciles, dado que los mecanismos que utiliza son el mecanismo de copia y el de 
intercambio de partes de las cadenas de cromosomas. 
 
La razón del funcionamiento de este mecanismo es algo más sutil, y el efecto 
combinado de simplicidad de la operación y la potencia de su efecto son dos de las 
principales atracciones de la aproximación mediante algoritmos genéticos. 
 
Algunos de los principales atractivos de los algoritmos genéticos como método de  
optimización son: 
 
• Se pueden utilizar como método de optimización global o semilocal, según  
interese. 
• No hace uso de ningún gradiente, ni conceptos similares. Por lo que se puede 
usar con señales con mucho ruido, en las que no tienen sentido las ideas 
asociadas a la derivada. No obstante, si las funciones son derivables, los 
algoritmos genéticos se pueden usar en la primera fase de minimización para 
encontrar las cuencas de atracción, y a continuación utilizar, por ejemplo, un 
método basado en el gradiente. 
• Se pueden utilizar en línea. 
 
Los principales inconvenientes son: 
 




• El número de operaciones y por tanto el coste computacional puede ser muy alto 
si no se toman precauciones en forma de ajuste de la población, migraciones, 
mutaciones, etc. 
• Se puede emplear fácilmente computación en paralelo. Como es lógico, este tipo 
de método es apropiado cuando se trabaja con funciones que no son suaves, no 
son convexas y que no se deben aplicar a casos sencillos en que son más rápidos 
y precisos otros métodos, como los basados en el gradiente. 
 
En el diseño de un algoritmo genético, a la hora de modelar el problema, es muy 
importante elegir una buena representación de las soluciones posibles y diseñar 
cuidadosamente la función de evaluación de dichas soluciones. Para acertar en los 
parámetros del método, se deben asignar correctamente las tasas de probabilidad a los 
operadores de selección y cruce. 
  






Todos los organismos vivos están constituidos por células, y cada célula contiene uno o 
más cromosomas (cadenas de ADN), que le sirven como una especie de “plano” al 
organismo. Un cromosoma puede ser conceptualmente dividido en genes cada uno de 
los cuales codifica una proteína. En términos generales, se puede decir que un gen se 
codifica como si fuera un rasgo, como puede serlo el color de ojos. Cada gen se 
encuentra en una posición particular del cromosoma, y está formado por alelos. 
  
 
Ilustración 2: Cromosoma 
 
Se supone que los individuos (posibles soluciones del problema), pueden representarse 
como un conjunto de parámetros  (que denominaremos genes), los cuales agrupados 
forman una ristra de valores, a menudo referida como cromosoma. Debe existir una 
representación de estos genes para poder utilizarlos posteriormente en el algoritmo 
genético y dotarles de unos valores. Se pueden considerar tres tipos básicos de 
representación o codificación de los genes:  
 
• Binaria: en ella se utiliza un vector cuya longitud es la del número de genes de 
cada individuo y el valor que puede tomar cada elemento es un número binario.  
 
 









• Entera: en ella se utiliza un vector cuya longitud es la del número de genes de 
cada individuo y el valor que puede tomar cada elemento es un número entero.  
 
 
Ilustración 4: Ejemplo de cromosoma de representación entera 
 
 
• Real: en ella se utiliza un vector cuya longitud es la del número de genes de cada  




Ilustración 5: Ejemplo de cromosoma de representación real 
 
La representación real de un cromosoma es la que se utiliza en este proyecto. 
 
Un individuo es una solución potencial al problema que se trata. Cada individuo 
contiene un cromosoma. A un conjunto de individuos se le denomina población. El 
fitness de un individuo es la evaluación de la función de evaluación e indica qué tan 
bueno es el individuo (es decir, la solución al problema) con respecto a los demás.  
  






Desarrollado por John H. Holland [Holland, 1975], el algoritmo genético opera 
entonces a nivel de genotipo de las soluciones mediante la siguiente secuencia: 
 
1. Comenzar con una población inicial, la cual puede ser generada de manera aleatoria. 
2. Calcular el fitness (aptitud) de cada individuo. 
3. Aplicar el operador de selección con base en el fitness de la población. 
4. Aplicar los operadores genéticos de reproducción, cruce y mutación a la población 
actual para generar a la población de la siguiente generación. 
5. Ir al paso 2 hasta que la condición de parada se satisfaga. 
6. Cuando se cumple la condición de parada, se devuelve al mejor individuo 
encontrado (bien el mejor de todas las generaciones, bien el mejor de la última 
generación). 
 
Al igual que en muchas otras heurísticas, el comportamiento del algoritmo genético es 
altamente dependiente de los parámetros iniciales (tamaño de la población, porcentaje 
de cruce, porcentaje de mutación, número de generaciones, etc.), por lo que será 
necesario ajustar esos parámetros para tratar de mejorar la solución para los objetivos 
del problema. 
 
A cada iteración de este proceso se le denomina una generación. Un algoritmo genético 
típicamente se itera de 50 a 500 o incluso más generaciones. El conjunto entero de 
generaciones se denomina una ejecución. Al final de una ejecución existen a menudo 
uno o varios cromosomas altamente adecuados en la población, y que pueden ser 
elegidos como solución al problema. 
 
La función de evaluación o de fitness de un problema es realmente la función que se 
desea optimizar. Su diseño es junto con el del genotipo, una de las características más 
importantes a la hora de encontrar la mejor solución a un problema. 
 
Como se ha podido ver en el algoritmo, en cada generación se selecciona a un conjunto 
de los mejores individuos (paso 3) y se les modifica para generar la siguiente generación 
mediante los llamados operadores genéticos (paso 4). Estos operadores son tres: 
reproducción, cruce y mutación. El operador de cruce intenta simular la reproducción 
sexual, de tal manera que los individuos resultantes del cruce contendrán información 
de varios individuos. El operador de mutación simula la mutación biológica, de tal 
manera que los individuos mutados serán ligeramente diferentes de los individuos 
originales. El operador de reproducción simplemente copia sin modificación un 
individuo de una generación a la siguiente. Así en la siguiente generación, algunos 
individuos simplemente habrán sido copiados, y otros cruzados y/o mutados. 
 
  




2.6.Función de evaluación y función de aptitud (fitness) 
 
La función de evaluación generalmente es la función objetivo, es decir, es lo que se 
quiere llegar a optimizar. Es necesario decodificar la solución presente en el cromosoma 
para evaluarla.  
 
La función de aptitud (fitness) es la que permite valorar la aptitud de los individuos y 
debe tomar siempre valores positivos. 
 
Ambas funciones suelen ser iguales, pero puede ser que la función objetivo sea muy 
compleja, tome valores negativos, o no proporcione un valor numérico y, por lo tanto, 
sea necesario definir una función de aptitud diferente. 
 
En un algoritmo genético la información ha de codificarse para poder trabajar 
adecuadamente con ella. Cómo hemos visto, existen numerosos sistemas de 
codificación, aunque nosotros utilizaremos la codificación real. 
 
Una vez definido el sistema de codificación a emplear se verá cómo actúan los 
operadores básicos de selección, cruce y mutación sobre este código. 
  






En su forma más simple, un algoritmo genético consta de los siguientes operadores 




El proceso de selección sirve para escoger a los individuos de la población mejor  
adaptados, para que actúen de progenitores de la siguiente generación. En la naturaleza 
existen varios factores que intervienen para que un individuo pueda tener descendencia. 
El primero de todos es que consiga sobrevivir, ya sea porque no es devorado por 
depredadores, o porque sea capaz de procurarse alimento. Lo segundo es que encuentre 
pareja para reproducirse. El último factor es que la combinación de ambos individuos 
sea apta para crear un nuevo individuo. 
Sin embargo, en la realidad es posible que “el mejor” individuo no pueda reproducirse, 
pero otro individuo de “peor calidad” pueda conseguirlo. Aunque este hecho es menos 
probable, sigue siendo posible. 
En los algoritmos genéticos, la selección es un conjunto de reglas que sirven para elegir 
a los progenitores de la siguiente generación. Estos progenitores se reproducirán 
(cruzamiento genético) y generarán descendencia. 
Un sistema muy utilizado en los algoritmos genéticos es la selección por torneo (la 
utilizada para este proyecto). Este sistema consiste en escoger aleatoriamente de la 
población un cierto número de individuos. De esos individuos se escoge el mejor de 
todos para ser el padre. Para escoger la madre se repite el proceso: se escoge 
aleatoriamente a un número de individuos de la población y se elige al individuo con 
mejor calidad. Este sistema garantiza un mínimo de diversidad, ya que no siempre se 
elegirá al mejor individuo de la población para tener descendencia. Pero, por el 
contrario, existen grandes posibilidades de que éste tenga descendencia, ya que si es 




En este contexto, se entenderá por “reproducción” la clonación de un individuo. Es 
decir, un individuo pasará a la siguiente generación sin modificación. De esta manera, la 
reproducción es un operador genético que se contrapone al cruce y la mutación, puesto 
que estos últimos modifican los individuos que pasan a la siguiente generación. El 
objetivo de la reproducción es mantener en la siguiente generación a individuos con 
fitness alta de la presente generación. 




Relacionado con el concepto de reproducción está el de “elitismo”, el cual mantiene a 





Durante esta fase se cruzan o mezclan los individuos seleccionados en la fase anterior. 
Es decir, los genes de los dos padres se mezclan entre sí para dar lugar a los diferentes 
hijos. Existen diversos métodos de cruce, pero los más utilizados son los siguientes: 
 Cruce basado en un punto: los dos individuos seleccionados para jugar el papel 
de padres, son recombinados por medio de la selección de un punto de corte, 
para posteriormente intercambiar las secciones que se encuentran a la derecha de 
dicho punto. Es decir, los genes del padre1 a la izquierda del punto de corte 
forman parte del hijo1 y los situados a la derecha formaran parte del hijo2, 
mientras que con el padre2 sucederá lo contrario. 
 
Ilustración 6: Ejemplo de cruce por un punto 
 Cruce punto a punto: este tipo de cruce es similar al anterior pero realizándose 
para cada gen de los padres. Por tanto, en este cruce los genes pares del padre1 
formarán parte del hijo1 y los genes impares formarán parte del hijo2, mientras 
que para el padre2 sucederá lo contrario. 
 Cruce multipunto: en este tipo de cruce se selecciona aleatoriamente la cantidad 
de puntos que se van a utilizar para el cruce. De esta forma, y de manera análoga 
al anterior cruce, se irán intercambiando los genes para formar los dos nuevos 
hijos. 
 





Ilustración 7: Ejemplo de cruce multipunto de dos puntos 
 Cruces específicos de codificaciones no binarias: Nuestro proyecto utiliza una 
codificación de números reales. Para este tipo de codificación se pueden definir, 
además de los anteriores, otros tipos de operadores de cruce: 
 
o Media: el gen de la descendencia toma el valor medio de los genes de los 
padres. Tiene la desventaja de que únicamente se genera un descendiente 
en el cruce de dos padres. 
o Media geométrica: cada gen de la descendencia toma como valor la raíz 
cuadrada del producto de los genes de los padres. Presenta el problema 
añadido de qué signo dar al resultado si los padres tienen signos 
diferentes. 
o Extensión: se toma la diferencia existente entre los genes situados en las 
mismas posiciones de los padres y se suma el valor más alto o se resta 
del valor más bajo. Solventa el problema de generar un único 
descendiente. 
2.7.4. Mutación  
 
La mutación se considera un operador básico, que proporciona un pequeño elemento de 
aleatoriedad en los individuos de la población. Si bien se admite que el operador de 
cruce es el responsable de efectuar la búsqueda a lo largo del espacio de posibles 
soluciones, el operador de mutación es el responsable del aumento o reducción del 
espacio de búsqueda dentro del algoritmo genético y del fomento de la variabilidad 
genética de los individuos de la población. Existen varios métodos para aplicar la 
mutación a los individuos de una población, pero el más comúnmente utilizado es el de 
mutar un porcentaje de los genes totales de la población.  
Este porcentaje de genes a mutar se puede seleccionar de dos maneras, de forma fija, 
especificando el mismo porcentaje de mutación a todas las generaciones del algoritmo 
genético y de forma variable, es decir, modificando el porcentaje de mutación de una 
generación a otra, por ejemplo reduciéndolo. De esta manera, se consigue hacer una 
búsqueda más amplia y global al principio e ir reduciéndola en las siguientes 
generaciones. 





Ilustración 8: Ejemplo de mutación 
Con otro tipo de codificaciones (por ejemplo codificación real) existen otras opciones 
de mutación, aplicadas con una probabilidad generalmente pequeña: 
 
 Mutación al azar: Modifica el valor de un gen asignando con un nuevo valor que 
se encuentra dentro de un determinado rango. El nuevo valor es independiente 
del valor previo del gen. 
 Mutación gaussiana: Dado un cromosoma p con un gen seleccionado para la 
mutación i, se le aplica una distribución normal N de media pi y desviación 
estándar σ (parámetro). Alternativamente se puede disminuir el valor de σ a 
medida que aumenta el número de generaciones.





CAPÍTULO 3: ALGORITMOS DE 
CLASIFICACIÓN. DISTANCIAS Y 
PROYECCIONES 
 
lo largo de este capítulo hablaremos de los algoritmos de clasificación, los 
diferentes tipos que existen y entraremos un poco más en detalle en el 
algoritmo de clasificación utilizado para la realización de este proyecto. 
Además, hablaremos de las distancias y proyecciones, las cuales son utilizadas por gran 








3. Algoritmos de Clasificación. Distancias y proyecciones 
3.1.Introducción 
 
Uno de los principales objetivos dentro de la Inteligencia Artificial es el de construir 
sistemas capaces de aprender por sí mismos. El aprendizaje no sólo se encarga de 
obtener el conocimiento, sino también la forma en que este se representa. El entender 
también como estas pueden aprender nos puede ayudar a entender las capacidades y 
limitaciones humanas de aprendizaje. 
 
Existen diversas tareas que se pueden hacer con sistemas de aprendizaje. Entre ellas 
podemos destacar la segmentación, la estimación, optimización y búsqueda, y la 
clasificación, que es la que nos concierne. 
 
A continuación se definen tres conceptos básicos bajo este contexto: 
 
 Conjunto de datos: Se distinguen dos tipos, el conjunto de entrenamiento y el 
conjunto de prueba. Para obtener estos, dividimos los datos muéstrales en dos 
partes; una parte se utiliza como conjunto de entrenamiento para determinar los 
parámetros del clasificador y la otra parte, llamada conjunto de prueba (o test) se 
utiliza para estimar el error de generalización ya que el objetivo final es que el 
clasificador consiga un error de generalización pequeño evitando el sobreajuste 
(o sobre-entrenamiento 
  Modelo: o clasificador, es una conexión entre las variables que son dadas y las 
que se van a predecir. Usualmente las variables que se van a predecir 
denominadas variables dependientes y las restantes, variables independientes. 
 Aprendiz: es cualquier procedimiento utilizado para construir un modelo a partir 
del conjunto de datos de entrenamiento. Desde el punto de vista técnico, el 
aprendizaje se define como el proceso mediante el cual un sistema mejora y 
adquiere destreza en la ejecución de sus tareas, y tiene la capacidad de poseer 
inferencia inductiva sobre estas.  
 
 
Los sistemas de aprendizaje, se pueden encuadrar en cinco tipos: 
 
 Aprendizaje inductivo: Creamos modelos de conceptos a partir de generalizar 
ejemplos simples. Buscamos patrones comunes que expliquen los ejemplos. Se 
basa en el razonamiento inductivo: Obtiene conclusiones generales de 
información específica. El conocimiento obtenido es nuevo. No preserva la 
verdad (nuevo conocimiento puede invalidar lo obtenido). No tiene una base 
teórica bien fundamentada. 
 Aprendizaje analítico o deductivo: Aplicamos la deducción para obtener 
descripciones generales a partir de un ejemplo de concepto y su explicación. Se 
basa en el razonamiento deductivo: Obtiene conocimiento mediante el uso de 
mecanismos bien establecidos. Este conocimiento no es nuevo (ya está presente 
implícitamente). Nuevo conocimiento no invalida el ya obtenido. Se fundamenta 
en la lógica matemática. 




 Aprendizaje analógico: Buscamos soluciones a problemas nuevos basándonos 
en encontrar similitudes con problemas ya conocidos y adaptando sus 
soluciones. 
 Aprendizaje genético: Aplica algoritmos inspirados en la teoría de la evolución 
para encontrar descripciones generales a conjuntos de ejemplos. 
 Aprendizaje conexionista: Busca descripciones generales mediante el uso de la 
capacidad de adaptación de redes de neuronas artificiales. 
 
 










El aprendizaje inductivo es la capacidad de obtener nuevos conceptos más generales a 
partir de ejemplos. Este tipo de aprendizaje conlleva un proceso de 
generalización/especialización sobre el conjunto de ejemplos de entrada. Los algoritmos 
implementados son, además, incrementales, es decir, el procesamiento de los ejemplos 
se realiza uno a uno. 
Esta característica, permite visualizar el efecto causado por cada uno de los ejemplos de 
entrada, en el proceso de obtención del concepto final. Además de la generalización de 
conceptos, el programa permite clasificar conjuntos de ejemplos a partir de los 
conceptos obtenidos anteriormente. De este modo, se puede comprobar, para cada 
ejemplo de un conjunto dado, a que clase pertenece dicho ejemplo. 
 
Este campo lo podemos dividir en dos grandes grupos: los algoritmos supervisados y los 
no supervisados. Mientras que los algoritmos no supervisados consisten en encontrar la 
partición más adecuada del conjunto de entrada a partir de similitudes entre sus 
ejemplos, los algoritmos supervisados intentan extraer aquellas propiedades que 
permiten discriminar mejor la clase de cada ejemplo, y como consecuencia requieren de 
una clasificación previa (supervisión) del conjunto de entrenamiento. En este caso, los 
ejemplos que forman el conjunto de entrenamiento normalmente se componen por pares 
del estilo <objeto de entrada, clase del objeto>, donde el objeto de entrada suele estar 
representado por un vector de atributos (o propiedades del objeto). La misión de los 
algoritmos de aprendizaje automático supervisados es por tanto encontrar el conjunto de 
atributos que permite predecir con mayor precisión la clase de cada objeto del conjunto 
de entrenamiento. 
  




3.3.Algoritmos de clasificación por vecindad 
 
Los algoritmos de clasificación por vecindad pertenecen al grupo de las técnicas de 
clasificación supervisadas, que nos permiten obtener un modelo clasificatorio válido 
para permitir tratar casos futuros. Los métodos de clasificación exigen la definición de 
una cierta medida de disimilitud (o distancia) entre los distintos elementos, es decir, 
precisan de una métrica que ayude a comparar las distancias entre los distintos objetos.  
El algoritmo más conocido de este tipo es el algoritmo K-NN o algoritmo de k vecinos 
más cercanos (k-Nearest Neighbor). K-NN es un algoritmo del tipo Instance-Based 
Learning. Este tipo de algoritmos almacena los datos o instancias utilizadas durante la 
fase de almacenamiento (conjunto de datos de entrenamiento) para realizar una 
estimación o clasificación basada en dicho conjunto. 
Un objeto es clasificado por la clase más común de sus k vecinos más cercanos. K es un 
número entero positivo, típicamente pequeño y de valor impar. Si k=1, entonces el 
objeto obtienen la clase del vecino más cercano. Toman los vecinos de un sistema de 
objetos para los cuales se sabe la clasificación correcta. 
Para obtener la distancia a sus vecinos, estos son representados por vectores de posición 
en un espacio multidimensional, y se usa la función de la distancia euclídea para obtener 
la distancia hacia ellos, aunque existen variaciones (mas adelante en este capítulo, en el 
punto de distancias y proyecciones, hablaremos de esta métrica y sus variaciones). 
3.3.1. Algoritmo KNN 
El algoritmo K-NN funciona de la siguiente manera: 
1. Se dispone de un conjunto de datos de entrenamiento o instancias ya 
clasificadas. 
2. Se calcula la distancia de la instancia a clasificar, a las instancias del conjunto de 
datos de entrenamiento. 
3. Se calculará la distancia Euclídea de la nueva instancia respecto a cada una de 
todas las instancias con las que ya cuenta el algoritmo.  
4. Es en este punto, donde entra en funcionamiento el valor k que introduce al 
algoritmo. La clase resultante de la instancia a clasificar será calculada respecto 
a las k instancias que minimicen la distancia Euclídea o k vecinos más cercanos. 
Por ello finalmente la clase será la que más veces se repita en estos k vecinos 
más cercanos (en caso de igualdad, será aleatoriamente una de ella). 
 
  





A continuación mostramos un ejemplo de funcionamiento. Se pretende clasificar una 
nueva instancia mediante el uso de este algoritmo. Se proponen varias situaciones, 
variando el valor de k. 
 
 
Ilustración 9: Ejemplo algoritmo KNN 
 
Para k =1 (círculo más pequeño), la clase de la nueva instancia sería la Clase 1, ya que 
es la clase de su vecino más cercano. 
En cambio para k = 3, la clase deducida sería Clase 2, ya que entre sus tres mejores 
vecinos, dos de ellos tendrían dicha clase. Vemos lo importante que es definir un buen 
valor de k, ya que si k=5, volvería a salir ganadora la Clase 1. 
La mejor elección de k depende fundamentalmente de los datos; generalmente, valores 
grandes de k reducen el efecto de ruido en la clasificación, pero crean límites entre 
clases parecidas. Un buen k puede ser seleccionado mediante una optimización de uso. 
El caso especial en que la clase es predicha para ser la clase más cercana al ejemplo de 
entrenamiento (cuando k = 1) es llamada Nearest Neighbor Algorithm, algoritmo del 
vecino más cercano, y es el caso que se ha utilizado para este proyecto. 
  






Como hemos comentado anteriormente, los algoritmos de clasificación precisan de una 
métrica que ayude a comparar las distancias entre los distintos objetos. Existen 
diferentes formas o funciones para determinar la distancia. Lo más común es utilizar la 
distancia euclídea no ponderada, pero existen variaciones que permiten conseguir una 
mejor clasificación de los datos.  
A continuación vamos a describir en que consiste la distancia euclídea, y veremos dos 
de sus variaciones, que hemos utilizado durante este proyecto: distancia euclídea 
ponderada en diagonal y distancia plenamente ponderada. 
3.4.1. Distancia euclídea no ponderada  
 
La distancia euclídea es la que normalmente se utiliza en el cálculo de distancias, y por 
ello es la más conocida y usada. Se define como la longitud del segmento que une dos 
puntos. 
Su función es: 








Ecuación 3: Fórmula de la distancia Euclídea no ponderada 
Donde A y B son dos puntos del espacio. 
En el siguiente ejemplo se puede observar como para esta función la distancia entre dos 
puntos es espacio que los separa. Por ello, cualquier punto situado en alguno de los 
círculos se encuentra a la misma distancia punto central. 
 
Ilustración 10: Ejemplo de función de distancia euclídea no ponderada 




3.4.2. Distancia euclídea ponderada en diagonal  
 
La distancia euclídea ponderada en diagonal es una función de distancia basada en la 
función de distancia euclídea no ponderada, pero con un factor de ponderación positivo 
para cada diferencia al cuadrado. 
Su función es: 







Ecuación 4: Fórmula de la distancia Euclídea ponderada en diagonal 
 
M en este caso, será una matriz diagonal. El efecto que provoca esta función de 
distancia es similar a escalar cada una de las dimensiones. 
En el siguiente ejemplo, se puede ver como esta función de distancia recoge que dos 
puntos se encuentran a la misma distancia si se encuentran en el mismo óvalo. Por 
ejemplo, cualquier punto situado en el óvalo verde de la imagen se encuentra más 
“cerca” del centro que cualquier punto del óvalo azul por ejemplo. 
 
 
3.4.3. Distancia euclídea plenamente ponderada 
 
La distancia euclídea plenamente ponderada es una función que complica un paso más 
con respecto al caso anterior, la forma de determinar la distancia entre dos puntos. 
Su función es: 
Ilustración 11: Ejemplo de función de distancia euclídea ponderada diagonalmente 




     BAMMBABAd TT ,  
Ecuación 5: Fórmula distancia euclídea plenamente ponderada 
 
En este caso M será una matriz compuesta por cualquier combinación de valores en sus 
elementos. En el siguiente ejemplo, se puede ver como esta función de distancia recoge 
que dos puntos se encuentran a la misma distancia si se encuentran en la misma elipse. 
Por ejemplo, cualquier punto situado en la elipse amarilla de la imagen se encuentra 
más “cerca” del centro que cualquier punto de la elipse verde por ejemplo. 
 
Ilustración 12: Ejemplo de función de distancia euclídea plenamente ponderada 






La proyección de los datos permite convertir cada dato en un nuevo dato que 
denominaremos dato proyectado. Este nuevo dato obtenido será un dato al cual se le 
habrán aplicado una serie de factores a cada uno de los atributos o parámetros que 
componen el dato.  
El nuevo dato obtenido, tal y como se ha mencionado con anterioridad, tendrá unos 
nuevos atributos de acuerdo a la importancia o a los factores que tenga la matriz 
utilizada. 
En el ejemplo que a continuación se presenta, el dato se representa como b y la matriz 
que se utilizará para realizar la proyección del dato es a. El resultado de la proyección 
será el dato proyectado b’.  
 
 
Ilustración 13: Proyección de un dato 
No hemos utilizado proyección de datos en este proyecto, por lo que no entraremos más 
en detalle sobre ello. 




CAPÍTULO 4: SISTEMA 
IMPLEMENTADO 
 
n este capítulo se describe todo el trabajo realizado en el proyecto. 
Se comienza el análisis del sistema en el que se describe el objetivo, los 
requisitos y el funcionamiento global del sistema. Se sigue con el diseño del 
sistema, en el que se decide cómo llevar a cabo el trabajo descrito en dicho 
análisis. 
A continuación, se realiza una descripción detallada de la implementación del algoritmo 








4. Sistema Implementado 
4.1.Objetivos y descripción del sistema 
4.1.1. Objetivo del proyecto 
 
El principal objetivo de este proyecto es desarrollar un sistema que utilice un algoritmo 
genético para optimizar funciones de distancia para el algoritmo de clasificación K-NN. 
Este proceso es equivalente a encontrar la matriz M que define la función de distancia d 
en la ecuación: 
     BAMMBABAd TT ,  
Ecuación 6: Distancia euclídea ponderada 
            
 
La distancia euclídea es equivalente a usar una matriz M igual a la matriz identidad. Se 
pretende que el algoritmo genético encuentre una matriz M que permita a K-NN 
encontrar porcentajes de aciertos mejores que la distancia euclídea.  
Se van a evolucionar tres tipos de matrices: 
- Completa: todos los elementos de la matriz formarán parte del cromosoma del 
individuo a evolucionar. 
- Simétrica: Sólo la diagonal y la parte superior formará parte del cromosoma del 
individuo a evolucionar. 
- Diagonal: Sólo la diagonal de la matriz formará parte del cromosoma del 
individuo a evolucionar, el resto de los elementos de la matriz serán 0. 
Los valores de los elementos de la matriz, se han acotado entre -1 y 1. Esto no debería 
ser problemático porque si dM es la distancia correspondiente a la matriz M y dkM es la 
distancia correspondiente a la matriz M vemos que dkM(A,B)=k*dM(A,B). El multiplicar 
todas las distancias por una constante no afecta al algoritmo del vecino más cercano. 
A continuación se detalla la configuración del algoritmo genético y detalles de su 
implementación. 
4.1.2. Definición del algoritmo genético 
 
Para la implementación del algoritmo genético, se ha decidido utilizar un framework 
para Java llamado JGAP (Java Genetic Algorithms Package) [JGAP, 
http://jgap.sourceforge.net/]. 




JGAP proporciona los métodos y mecanismos básicos para  implementar un 
algoritmo genético en Java. Fue diseñado para que fuera muy fácil de usar, siendo 
altamente modular y configurable, llegando a ser realmente fácil crear incluso nuevos y 
personalizados operadores genéticos. 
Está distribuido bajo licencia GPL. En su página web podemos encontrar gran variedad 
de ejemplos de uso y documentación. 
A continuación podemos ver el diagrama de clases implementado en JGAP: 
 
 
Ilustración 14: Diagrama de clases JGAP 
 
Se han utilizado los siguientes operadores genéticos, proporcionados por JGAP: 
 Mutación gaussiana con desviación del 0.5. 
 Operador de cruce basado en un punto. 
 Selección por torneo de 2 elementos con una probabilidad de 0.7. 
El framework JGAP se encarga de ejecutar los operadores en cada ejecución, 
devolviendo el individuo con mayor Fitness (permitiéndonos incluso obtener cualquier 
individuo de la población en cualquier ejecución). 




Para la representación de los cromosomas, se ha optado por una representación con 
números reales debido a la naturaleza del problema (matrices con elementos de valores 
reales). A continuación se muestra un esquema de representación de cada uno de los 
tipos de matrices como cromosomas para el algoritmo genético. 
Matriz diagonal 
 
Una matriz diagonal es una matriz cuadrada donde las entradas son todas nulas salvo en 

























Una matriz simétrica es una matriz cuadrada donde se cumple que aij = aji para todo i, j 










































Como vemos, solo los elementos de la diagonal, y los elementos superiores de la matriz 
forman parte del cromosoma, ya que los elementos inferiores serán una copia de los 




El termino matriz completa no es estándar, aquí lo utilizamos para saber que se van a 





















Como vemos, todos los elementos de la matriz forman parte del cromosoma. Se recorre 
la matriz de izquierda-derecha y de arriba-abajo. 
 
4.1.3. Función de Fitness 
 
El algoritmo genético maximiza el valor de la función de Fitness. 
La función de Fitness implementada en este sistema es la siguiente: 
- Para evaluar el cromosoma A, se transforma en la matriz M según corresponda, 
dependiendo del tipo de matriz que se está evolucionando. 
- Se pasa esta matriz como parámetro a la ejecución del algoritmo de clasificación 
KNN.  
- Se ejecuta el algoritmo de clasificación KNN. 























4.2.Análisis del sistema 
 
En este apartado vamos a definir los requisitos funcionales y no funcionales del sistema. 
De cada requisito se especifica: 
 Identificador: identifica de forma unívoca cada uno de los requisitos. 
 Nombre: resumen del requisito. 
 Descripción: explicación con detalle del requisito. 




Descripción El sistema debe poder ejecutarse en el mayor número de sistemas 




Descripción Se deberá optimizar dentro de lo posible el coste de ejecución de cada 
una de las evoluciones, así como la ejecución completa del programa, 




Nombre Lenguaje de programación 
Descripción Se utilizará como lenguaje de programación Java, utilizando como 
mínimo la versión de kit de desarrollo JDK 1.5 
 




Descripción Toda configuración del sistema se podrá realizar de forma rápida y a 
través de un único fichero de configuración. Podrá ser mediante un 




Nombre Ficheros externos 
Descripción El sistema debe obtener los datos, tanto para los datos de pruebas o 
entrenamiento y test, de ficheros externos en texto plano. Cada 
individuo estará en líneas separadas por un retorno de carro. Las 
características de cada individuo deberán estar separadas mediante 
comas, tabulaciones o espacios. 







Nombre Fichero único 
Descripción El sistema debe ser capaz de usar el mismo fichero tanto para 
entrenamiento como para test, pudiendo usar la validación cruzada 





Nombre Número de vecinos 
Descripción El número de vecinos a evaluar utilizado por el algoritmo de búsqueda 




Nombre Evolución de la matriz 
Descripción El sistema deberá permitir evolucionar la matriz con la que se optimiza 
la fórmula del cálculo de la distancia en el algoritmo de búsqueda 
KNN, de tres formas distintas: 
- Completa: todos los elementos de la matriz formarán parte del 
cromosoma del individuo a evolucionar. 
- Simétrica: Sólo la diagonal y la parte superior formará parte del 
cromosoma del individuo a evolucionar. 
- Diagonal: Sólo la diagonal de la matriz formará parte del 
cromosoma del individuo a evolucionar, el resto de los 
elementos de la matriz serán 0. 
 
Identificador F-06 
Nombre Número de evoluciones 
Descripción El número total de evoluciones o generaciones del algoritmo genético 
se debe poder configurar para cada ejecución. 
 
Identificador F-07 
Nombre Desviación de la mutación 




Nombre Tamaño de la población 




Nombre Ejecuciones con matriz identidad 
Descripción El sistema debe permitir ejecuciones con la matriz identidad, 
simulando una ejecución de KNN con distancia euclídea normal. 






Nombre Ficheros de resultados 
Descripción Las ejecuciones deben dejar un sistema de trazas en un archivo para 
poder realizar consultas posteriores de los resultados. 
 
  




4.3.Funcionamiento global del sistema 
 
Vamos a intentar detallar el funcionamiento global del sistema. La ejecución será 
distinta si vamos a usar validación cruzada o no:  
 Si vamos a realizar validación cruzada, se usará el mismo fichero para 
entrenamiento y test, dividiendo los datos del fichero en n particiones 
(parámetro configurable). Se crearan entonces n hilos de ejecución, cada uno de 
ellos usando un grupo distinto de n – 1 particiones para entrenamiento y 1 
partición para test. 
 Si no vamos a realizar validación cruzada, se deberá pasar un fichero para 
entrenamiento y otro fichero para test, realizándose la ejecución sobre el fichero 
de entrenamiento y el resultado se evaluará contra el fichero de test. 
La ejecución también depende de si se va a realizar una evolución de la matriz o no: 
 Si no se va a realizar evolución de la matriz, la ejecución lo único que hará es 
ejecutar el algoritmo de clasificación K-NN usando la matriz identidad, por lo 
tanto, usando la distancia euclídea normal, y no se usará el algoritmo genético 
para evolucionar dicha matriz. 
 Si se va a evolucionar la matriz (esta es la ejecución más usada), se usará el 
algoritmo genético para obtener el mejor individuo, pudiéndose evolucionar la 
matriz de tres maneras distintas: 
o Completa: todos los elementos de la matriz formarán parte del 
cromosoma del individuo a evolucionar. 
o Simétrica: Sólo la diagonal y la parte superior formará parte del 
cromosoma del individuo a evolucionar. 
o Diagonal: Sólo la diagonal de la matriz formará parte del cromosoma del 
individuo a evolucionar, el resto de los elementos de la matriz serán 0. 
La mayoría de las ejecuciones se han realizado con validación cruzada, pero se 
especificará en el capítulo de experimentación la opción elegida en este aspecto. 
En el caso de evolucionar la matriz, por cada uno de los dominios se han realizado 
cuatro ejecuciones distintas: 
1. Una con la matriz euclídea, para luego poder comparar si mejora o no el 
uso del algoritmo genético. La menos costosa de todas ya que no se usa 
el algoritmo genético. 
2. Evolucionando una matriz completa. Esta es la ejecución más costosa. 
3. Evolucionando una matriz simétrica. Al reducirse el número de 
cromosomas del individuo, la ejecución fue menos costosa que en el caso 
anterior. 




4. Evolucionando una matriz diagonal. Al reducirse aun más el número de 
cromosomas del individuo del algoritmo genético, fue incluso menos 
costosa que la anterior. 
A continuación se muestra el flujo de funcionamiento del sistema en el caso de 






















Calculo de Fitness = 
número de aciertos de 
clasificación ejecutando 
algoritmo KNN con 








Si se ha alcanzado el 
número máximo de 
generaciones o 
solución óptima 
Ilustración 15: Flujo de ejecución 




4.4.Diseño del sistema 
 
A continuación se detalla el diseño del sistema. Hemos separado la parte del Algoritmo 
genético y la parte del algoritmo de búsqueda en distintos paquetes. 
A continuación vemos la relación de los paquetes y entraremos en detalle en cada uno 
de ellos, para finalmente ver un diagrama de clases global. 
 
 
Ilustración 16: Diagrama de clases de paquetes 
  
Como vemos en la ilustración, el paquete principal es “main” el cual se encargara de la 
ejecución del programa. Vemos la separación entre la codificación del algoritmo 
genético (paquete “control.ga”) y el algoritmo de búsqueda (“control.knn”). El paquete 
“model” contiene todas las clases que necesitamos para acceder a los ficheros de los 













4.4.1. Paquete “main” 
 
A continuación vemos el diagrama de clases del paquete “main”. 
 
 
Ilustración 17: Clases del paquete main 
Como podemos observar, la clase principal es “Main”. La clase “Ejecucion” hereda de 
la clase “Thread”. El sistema divide, por cada una de las particiones realizadas del 
fichero de entrenamiento, la ejecución en hilos individuales, intentando optimizar el 
rendimiento del sistema. 
 
4.4.2. Paquete “model” 
 
El paquete “model” contiene una única clase, que es la encargada de parsear los ficheros 
con los datos de entrenamiento y test, según las especificaciones de los requisitos. 
 
Ilustración 18: Clases del paquete model 
  




4.4.3. Paquete “control.util” 
 
A continuación vemos el diagrama de clases del paquete “control.util”. 
 
Ilustración 19: Clases del paquete control.util 
 
La clase “Configuracion”, es la encargada de recoger la configuración elegida para la 
ejecución del sistema. Recoge propiedades como el tamaño de la población, situación de 
los ficheros de entrenamiento y test, tipo de la evolución del matriz, etc. 
La clase “MatrixUtil” contiene funciones útiles para el manejo de matrices, cosa 
indispensable en el proyecto. Utiliza la clase “RealMatrix” del commons.math de 
apache. Tiene funciones para imprimir la matriz, generar un cromosoma (para el 
algoritmo genético) a partir de una matriz, etc. 




La clase “Resultado” es la encargada de ir almacenando los resultados de cada iteración 
de ejecución del algoritmo genético (cada generación). Guarda la matriz resultado, el 
fitness, etc. 
 
4.4.4. Paquete “control.knn” 
 
Este paquete contiene las clases necesarias para implementar el algoritmo de búsqueda 
Knn. A continuación mostramos el diagrama de clases. 
 
 
Ilustración 20: Clases del paquete control.knn 
La clase Knn ejecuta el algoritmo de búsqueda Knn. Evalúa cada uno de los individuos 
IndividuoKNN, adjudicándoles la clase obtenida a partir de los k mejores vecinos, que 
son obtenidos utilizando la formula de distancia euclídea modificada por la matriz 
candidata M: 
     BAMMBABAd TT ,  
Ecuación 7: Fórmula de la distancia euclídea ponderada 




La clase “Situacion” recoge la situación actual de la ejecución, con todos los individuos 
de la población de entrenamiento y de test, los resultados obtenidos hasta el momento, y 
funciones que nos sirven para evaluar el resultado final de la ejecución, comparando la 
clase deducida con la clase real de cada uno de los individuos, para obtener el número 
de aciertos que servirá para evaluar la matriz usada como individuo del algoritmo 
genético. 
 
4.4.5. Paquete “control.ga” 
 
Este paquete contiene las clases que implementan el algoritmo genético. A continuación 
mostramos el diagrama de clases: 
 
 
Ilustración 21: Clases del paquete control.ga 
La clase Ga, es la que implementa el algoritmo genético. Como comentamos 
anteriormente, se ha utilizado el framework para Java llamado JGAP (Java Genetic 
Algorithms Package) [JGAP, http://jgap.sourceforge.net/].  
La clase FitnessKnn implementa la función de Fitness que utiliza el algoritmo genético. 
Lo único que hace es ejecutar el algoritmo de clasificación K-NN, con el individuo que 
va a ser evaluado (la matriz), y devuelve el número de aciertos que tiene el algoritmo.





CAPÍTULO 5: EXPERIMENTACIÓN 
 
l valor aportado por el proyecto se ha obtenido en la fase de experimentación, en 
la que se han ido obteniendo resultados con el sistema implementado. 
En esta fase del desarrollo del proyecto se han utilizado diferentes dominios de 
datos para probar el funcionamiento del programa y poder obtener finalmente unos 
resultados. Los resultados obtenidos nos ayudarán a extraer conclusiones acerca de la 
combinación del algoritmo de clasificación KNN y de algoritmos genéticos para 
encontrar la matriz de distancias más adecuada que nos permita obtener las mejores 
tasas de aciertos en la clasificación de datos desconocidos. 
  
E 





5.1.Dominios utilizados en la experimentación 
 
En este capítulo se presentan los resultados obtenidos para una serie de dominios de 
datos seleccionados. Los resultados obtenidos serán comparados entre para extraer las 
conclusiones correspondientes. 
Como comentamos en el capítulo anterior, el objetivo de la experimentación es 
encontrar la matriz de distancias que nos devuelva mejores resultados de clasificación 
para el algoritmo K-NN. Se muestran tanto los resultados de la clasificación usando 
distancia euclídea, como de las distancias euclídeas generalizadas correspondientes a 
distintos tipos de matrices que se han evolucionado, que como recordamos son: 
 Evolución de una matriz simétrica. 
 Evolución de una matriz diagonal. 
 Evolución de una matriz completa. 







 Aleatorio girado. 
 EEG. 
 
Para cada uno de los dominios, aparecerá un resumen con información acerca de la 
configuración utilizada tanto para el algoritmo de clasificación K-NN, como para el 
algoritmo genético. 
También se describirá cada uno de estos dominios, indicando los atributos que 
componen los datos de los mismos y las clases. 
 
En el Anexo A de este proyecto, se muestran las matrices con las que se obtuvieron 
todos estos resultados. 
  






5.2.1. Descripción del dominio 
 
El dominio de datos Ripley contiene instancias que han sido generadas artificialmente. 
Cada una de las instancias cuenta con dos valores reales como coordenadas y una clase 
que puede 0 o 1. La generación de la clase corresponde a una distribución bimodal que 
es una composición equilibrada de dos distribuciones. El único cambio referente a las 
dos distribuciones es centro de ambas. 
 
 
Ilustración 22: Datos del dominio Ripley 
 
Información acerca de los datos utilizados: 
Instancias totales Atributos Clases 
1000 2 2 
Tabla 1: Características del dominio Ripley 
Nota: Los atributos no incluyen el atributo que describe la clase de la instancia. 
Los atributos que componen las instancias del dominio Ripley son: 
1. Coordenada x (número real). 
2. Coordenada y (número real). 
3. Variable de clase : 
 0 






Se ha realizado validación cruzada, dividiendo el dominio en 5 particiones, por lo tanto 
se han obtenido cinco resultados, utilizando en cada uno una selección distinta de cuatro 




La configuración utilizada para el algoritmo genético es la siguiente: 
 Nº de generaciones: 50 
 Desviación en la mutación: 0.5 
 Número de individuos: 80 
Para el algoritmo de clasificación K-NN: 
















Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 89,13% 91,00% 90,00% 91,50% 89,75% 89,50% 90,00% 92,00% 
1 90,00% 87,50% 91,50% 83,50% 90,25% 86,50% 91,63% 84,00% 
2 90,25% 85,50% 91,38% 85,00% 90,63% 84,50% 91,25% 85,00% 
3 90,75% 83,50% 91,63% 81,50% 91,50% 82,00% 91,63% 84,00% 
4 87,63% 98,00% 88,63% 98,00% 87,75% 98,00% 88,63% 98,00% 
MEDIA 89,55% 89,10% 90,63% 87,90% 89,98% 88,10% 90,63% 88,60% 
VARIANZA 0,02% 0,32% 0,02% 0,46% 0,02% 0,38% 0,02% 0,39% 
Tabla 2: Resultados del dominio Ripley 
Pueden verse las tasas de acierto (en porcentaje) para cada partición, correspondientes a 
la distancia euclídea y a las diferentes distancias generalizadas que corresponden a las 
mejores matrices encontradas de los tipos simétrica, diagonal y completa. Se indican 




tanto los resultados obtenidos con el conjunto de entrenamiento (columna Prueba) como 
con el conjunto de test (columna Test). 
Como podemos observar, todas las evoluciones de la matriz mejoran los resultados 
obtenidos en los conjuntos de datos de entrenamiento o prueba, pero no así en los datos 
de test, cuyo resultados son ligeramente inferiores a los obtenidos utilizando distancia 
euclídea. 





Ilustración 23: Resultados del dominio Ripley 
  






5.3.1. Descripción del dominio 
 
El dominio Diabetes contiene datos que fueron seleccionados de una base de datos 
mayor. Concretamente, los datos que se han utilizado corresponden a pacientes que son 
mujeres con al menos 21 años. Además, todas estas mujeres pertenecen a los Indios 
PIMA. 
Información acerca de los datos utilizados: 
Instancias totales Atributos Clases 
768 8 2 
Tabla 3: Características del dominio Diabetes 
Nota: Los atributos no incluyen el atributo que describe la clase de la instancia. 
Los atributos que componen las instancias del dominio Diabetes son: 
1. Número de veces embarazada. 
2. Concentración de glucosa en plasma 2 horas en una prueba de tolerancia oral a 
la glucosa. 
3. Presión arterial diastólica (mmHg). 
4. Espesor del pliego tricipital (mm). 
5. 2 horas de insulina en suero (muU/ml). 
6. Índice de masa corporal (kg/m2). 
7. Diabetes función pedigrí. 
8. Edad (años). 




Se ha realizado validación cruzada, dividiendo el dominio en 5 particiones, por lo tanto 
se han obtenido cinco resultados, utilizando en cada uno una selección distinta de cuatro 
particiones para prueba o entrenamiento, y una para test. 







La configuración utilizada para el algoritmo genético es la siguiente: 
 Nº de generaciones: 50 
 Desviación en la mutación: 0.5 
 Número de individuos: 80 
Para el algoritmo de clasificación K-NN: 
















Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 69,77% 62,09% 74,35% 69,28% 75,00% 67,97% 75,82% 67,32% 
1 70,75% 60,78% 75,49% 61,44% 76,31% 54,90% 75,82% 53,59% 
2 66,99% 62,75% 72,88% 64,05% 73,69% 68,63% 72,22% 63,16% 
3 63,56% 75,16% 70,42% 74,51% 71,90% 76,47% 70,42% 61,44% 
4 68,95% 66,67% 75,00% 65,36% 74,35% 62,75% 74,67% 66,01% 
MEDIA 68,01% 65,49% 73,63% 66,93% 74,25% 66,14% 73,79% 62,30% 
VARIANZA 0,08% 0,34% 0,04% 0,26% 0,03% 0,64% 0,06% 0,29% 
Tabla 4: Resultados del dominio Diabetes 
Como podemos observar todas las evoluciones de la matriz mejoran los resultados 
obtenidos en los conjuntos de datos de entrenamiento o prueba. También se mejoran los 
resultados con los datos de test, salvo en la evolución de la matriz completa. 
 A continuación se muestra una gráfica comparando todos estos resultados: 
 





Ilustración 24: Resultados del dominio Diabetes 
 
 




5.4.Rectas Ruido 0 grados 
 
5.4.1. Descripción del dominio 
 
Dominio con datos generados de forma sintética que representan dos rectas horizontales 
con ruido.  
Los datos de una clase han sido generados a intervalos regulares sobre una recta 
horizontal que pasa por el punto (0,0). Los datos de la clase contraria se han generado 
en una recta paralela que pasa por el punto (0,1). También están situados a intervalos 
regulares de forma que el vecino más cercano a cada punto corresponde al situado en la 
otra recta, es decir es de la clase contraria. Se ha añadido ruido gaussiano a los puntos 




Ilustración 25: Datos del dominio Rectas ruido 0 grados 
 
Información acerca de los datos utilizados: 
Instancias totales Atributos Clases 
200 2 2 
Tabla 5: Características del dominio Rectas ruido 0 grados 


















Los atributos que componen las instancias del dominio Rectas ruido son: 
1. Coordenada X del punto. 
2. Coordenada Y del punto. 
3. Variable de clase: 
 0 
 1 
Se ha realizado validación cruzada, dividiendo el dominio en diez particiones, por lo 
tanto se han obtenido diez resultados, utilizando en cada uno una selección distinta de 
nueve particiones para prueba o entrenamiento, y una para test. 
Tal como está diseñado el dominio,  deberá sacar malos resultados con la distancia 





La configuración utilizada para el algoritmo genético es la siguiente: 
 Nº de generaciones: 50 
 Desviación en la mutación: 0.5 
 Número de individuos: 80 
Para el algoritmo de clasificación K-NN: 
























Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 9,44% 65,00% 100,00% 90,00% 100,00% 95,00% 100,00% 85,00% 
1 8,33% 55,00% 99,44% 80,00% 100,00% 100,00% 100,00% 80,00% 
2 5,56% 30,00% 100,00% 70,00% 100,00% 70,00% 100,00% 65,00% 
3 10,00% 15,00% 100,00% 65,00% 100,00% 80,00% 100,00% 80,00% 
4 8,89% 50,00% 100,00% 85,00% 100,00% 90,00% 100,00% 75,00% 
5 8,89% 35,00% 100,00% 80,00% 100,00% 95,00% 100,00% 80,00% 
6 9,44% 35,00% 100,00% 60,00% 100,00% 60,00% 100,00% 60,00% 
7 10,00% 45,00% 100,00% 80,00% 100,00% 95,00% 99,44% 80,00% 
8 7,22% 65,00% 100,00% 85,00% 100,00% 95,00% 100,00% 85,00% 
9 6,11% 50,00% 100,00% 80,00% 100,00% 80,00% 100,00% 100,00% 
MEDIA 8,39% 44,50% 99,94% 77,50% 100,00% 86,00% 99,94% 79,00% 
VARIANZA 0,03% 2,52% 0,00% 0,90% 0,00% 1,71% 0,00% 1,21% 
Tabla 6: Resultados del dominio Rectas ruido 0 grados 
Como podemos observar, se cumplen nuestras expectativas: hay malos resultados con la 
distancia euclídea y como basta con comprimir uno de los ejes, la matriz diagonal es 
suficiente para obtener buenos resultados. También se obtienen buenos resultados con 
las otras matrices. 
A continuación se muestra una gráfica comparando todos los resultados: 
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5.5.Rectas Ruido 45 grados 
 
5.5.1. Descripción del dominio 
 
Este domino es similar al dominio anterior, pero los datos han sido girados 45º. 
 
 
Ilustración 27: Datos del dominio Rectas ruido 45 grados 
En esta imagen se puede apreciar como los datos de ambas clases se encuentran muy 
juntos. Para obtener una mejor visión del  conjunto de datos utilizados en este dominio 
se ha realizado un zoom de una sección de los datos: 
 
Ilustración 28: Datos del dominio Rectas ruido 45 grados 
El zoom realizado muestra como los datos de cualquiera de las clases tienen como único 

















ejecutemos el algoritmo se podrá observar que usando la distancia euclídea el porcentaje 
de acierto es muy bajo. 
 
Información acerca de los datos utilizados: 
Instancias totales Atributos Clases 
200 2 2 
Tabla 7: Características del dominio Rectas Ruido 45 grados 
Nota: Los atributos no incluyen el atributo que describe la clase de la instancia. 
Los atributos que componen las instancias del dominio Rectas ruido son: 
4. Coordenada X del punto. 
5. Coordenada Y del punto. 




Se ha realizado validación cruzada, dividiendo el dominio en diez particiones, por lo 
tanto se han obtenido diez resultados, utilizando en cada uno una selección distinta de 
nueve particiones para prueba o entrenamiento, y una para test. 
 
Decir que ahora no basta con re-escalar los ejes sino que es necesario hacer un giro y un 




La configuración utilizada para el algoritmo genético es la siguiente: 
 Nº de generaciones: 50 
 Desviación en la mutación: 0.5 
 Número de individuos: 80 
Para el algoritmo de clasificación K-NN: 
 Número de vecinos (K): 1 



















Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 8,89% 35,00% 100,00% 90,00% 10,00% 35,00% 99,44% 95,00% 
1 7,78% 35,00% 100,00% 90,00% 9,44% 35,00% 100,00% 35,00% 
2 10,00% 50,00% 100,00% 100,00% 10,56% 50,00% 100,00% 100,00% 
3 7,78% 45,00% 100,00% 95,00% 8,33% 45,00% 99,44% 55,00% 
4 7,22% 55,00% 100,00% 90,00% 10,00% 55,00% 100,00% 95,00% 
5 7,78% 55,00% 100,00% 100,00% 8,89% 55,00% 100,00% 100,00% 
6 8,33% 60,00% 99,44% 70,00% 13,33% 60,00% 99,44% 70,00% 
7 9,44% 50,00% 100,00% 75,00% 10,00% 50,00% 100,00% 75,00% 
8 9,44% 45,00% 100,00% 100,00% 10,56% 45,00% 99,44% 85,00% 
9 10,00% 70,00% 100,00% 100,00% 11,11% 70,00% 100,00% 100,00% 
MEDIA 8,67% 50,00% 99,94% 91,00% 10,22% 50,00% 99,78% 81,00% 
VARIANZA 0,01% 1,17% 0,00% 1,16% 0,02% 1,17% 0,00% 4,93% 
Tabla 8: Resultados del dominio Rectas ruido 45 grados 
 
Como podemos observar todas las evoluciones de la matriz mejoran los resultados 
obtenidos tanto en los conjuntos de datos de entrenamiento o prueba, como en los de 
test, pero los resultados con la matriz diagonal no son satisfactorios. Esto se debe a la 
naturaleza del dominio, donde para encontrar una solución optima se debe realizar un 
giro en las coordenadas de la recta, cosa que una matriz diagonal es incapaz de realizar.  
 
 A continuación se muestra una gráfica comparando todos estos resultados: 
 








































Resultados dominio Rectas Ruido 45 grados
Entrenamiento
Test






5.6.1. Descripción del dominio 
 
El dominio Rectas4D contiene datos que representan puntos de rectas en un plano de 
cuatro dimensiones, formando un ángulo de 45 grados con los ejes de coordenadas. Es 
similar al dominio de Rectas Ruido 45 grados, pero ahora con cuatro dimensiones. 
 
Información acerca de los datos utilizados: 
Instancias totales Atributos Clases 
200 4 2 
Tabla 9: Características del dominio Rectas4D-45g 
Nota: Los atributos no incluyen el atributo que describe la clase de la instancia. 
Los atributos que componen las instancias del dominio Rectas4D-45g son: 
1. Coordenada X del punto. 
2. Coordenada Y del punto. 
3. Coordenada Z del punto. 
4. Coordenada W del punto. 




Se ha realizado validación cruzada, dividiendo el dominio en 5 particiones, por lo tanto 
se han obtenido cinco resultados, utilizando en cada uno una selección distinta de cuatro 
particiones para prueba o entrenamiento, y una para test. 
 
En este dominio tampoco basta con re-escalar los ejes sino que es necesario hacer un 
giro y un re-escalado, con lo que una matriz diagonal tampoco debería obtener buenos 
resultados, igual que en el dominio anterior. 







La configuración utilizada para el algoritmo genético es la siguiente: 
 Nº de generaciones: 50 
 Desviación en la mutación: 0.5 
 Número de individuos: 80 
Para el algoritmo de clasificación KNN: 















Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 0,00% 0,00% 100,00% 97,50% 5,63% 7,50% 100,00% 97,50% 
1 0,63% 0,00% 100,00% 100,00% 6,25% 5,00% 100,00% 97,50% 
2 0,63% 2,50% 100,00% 90,00% 6,88% 2,50% 100,00% 92,50% 
3 1,25% 5,00% 100,00% 95,00% 6,88% 7,50% 99,38% 95,00% 
4 0,63% 5,00% 100,00% 97,50% 6,25% 5,00% 100,00% 100,00% 
MEDIA 0,63% 2,50% 100,00% 96,00% 6,38% 5,50% 99,88% 96,50% 
VARIANZA 0,00% 0,06% 0,00% 0,14% 0,00% 0,04% 0,00% 0,08% 
Tabla 10: Resultados del dominio Rectas 4D 45 grados 
Como podemos observar todas las evoluciones de la matriz mejoran los resultados 
obtenidos tanto en los conjuntos de datos de entrenamiento o prueba, como en los de 
test, pero los resultados con la matriz diagonal no son satisfactorios. Esto se debe a la 
naturaleza del dominio, donde para encontrar una solución óptima se debe realizar un 
giro en las coordenadas de la recta, cosa que una matriz diagonal es incapaz de realizar. 
 
 A continuación se muestra una gráfica comparando todos estos resultados: 
 





Ilustración 30: Resultados del dominio Rectas 4D 45 grados 
 
  






5.7.1. Descripción del dominio 
 
El dominio aleatorio contiene instancias generadas sintéticamente. Las instancias de 
este dominio contienen 4 atributos. Dos de ellos representan una recta diagonal, y los 
otros solamente sirven para generar ruido. 
Información acerca de los datos utilizados: 
Instancias totales Atributos Clases 
300 4 2 
Tabla 11: Características del dominio Aleatorio 
Nota: Los atributos no incluyen el atributo que describe la clase de la instancia. 
Los atributos que componen las instancias del dominio Diabetes son: 
1. Coordenada 1 (número real). 
2. Coordenada 2 (número real). 
3. Coordenada 3 (número real). 
4. Coordenada 4 (número real). 




Se ha realizado validación cruzada, dividiendo el dominio en 5 particiones, por lo tanto 
se han obtenido cinco resultados, utilizando en cada uno una selección distinta de cuatro 
particiones para prueba o entrenamiento, y una para test. 
Las coordenadas x3 y x4 están en el rango de 0..1. Decir que tal como está diseñado, K-
NN sacará relativamente malos resultados en la euclídea debido a la influencia de los 
atributos aleatorios x3 y x4 aunque si el rango en estos atributos fuera mayor, su 
influencia sería mucho más grande. 
 







La configuración utilizada para el algoritmo genético es la siguiente: 
 Nº de generaciones: 50 
 Desviación en la mutación: 0.5 
 Número de individuos: 80 
Para el algoritmo de clasificación KNN: 
















Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 91,67% 83,33% 99,17% 93,33% 97,50% 91,67% 99,17% 88,33% 
1 91,67% 90,00% 99,17% 96,67% 97,50% 93,33% 99,17% 91,67% 
2 92,08% 76,67% 99,17% 93,33% 97,50% 95,00% 99,58% 91,67% 
3 90,83% 86,67% 98,33% 91,67% 97,92% 100,00% 99,58% 90,00% 
4 89,17% 81,67% 97,92% 90,00% 98,33% 93,33% 98,75% 95,00% 
MEDIA 91,08% 83,67% 98,75% 93,00% 97,75% 94,67% 99,25% 91,33% 
VARIANZA 0,01% 0,26% 0,00% 0,06% 0,00% 0,10% 0,00% 0,06% 
Tabla 12: Resultados  del dominio Aleatorio 
 
Como podemos observar todas las evoluciones de la matriz mejoran los resultados 
obtenidos tanto en los conjuntos de datos de entrenamiento o prueba, como en los de 
test.  
Con la matriz diagonal es con la que se obtienen mejores resultados en test, porque 
basta con anular los atributos aleatorios x3 y x4, y con una matriz de dicho tipo nos 
basta. Con las otras dos matrices también se consiguen buenos resultados.  
 A continuación se muestra una gráfica comparando todos estos resultados: 






Ilustración 31: Resultados del dominio Aleatorio 
 





5.8.1. Descripción del dominio 
 
Dominio con datos generados a partir del dominio Aleatorio (ver punto anterior). Los 
datos de este nuevo dominio han sido generados mediante la multiplicación de los datos 
del dominio Aleatorio por una matriz 4D. Esta multiplicación provoca una proyección 
de los datos. 
Información acerca de los datos utilizados: 
Instancias totales Atributos Clases 
300 4 2 
Tabla 13: Características del dominio Aleatorio Girado 
Nota: Los atributos no incluyen el atributo que describe la clase de la instancia. 
Los atributos que componen las instancias del dominio Diabetes son: 
6. Coordenada 1 (número real). 
7. Coordenada 2 (número real). 
8. Coordenada 3 (número real). 
9. Coordenada 4 (número real). 




Se ha realizado validación cruzada, dividiendo el dominio en 5 particiones, por lo tanto 
se han obtenido cinco resultados, utilizando en cada uno una selección distinta de cuatro 




La configuración utilizada para el algoritmo genético es la siguiente: 
 Nº de generaciones: 50 
 Desviación en la mutación: 0.5 
 Número de individuos: 80 




Para el algoritmo de clasificación K-NN: 
















Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 88,33% 85,00% 95,42% 81,67% 93,33% 83,33% 95,83% 81,67% 
1 86,25% 86,67% 95,00% 86,67% 90,42% 86,67% 96,67% 91,67% 
2 89,17% 78,33% 95,83% 78,33% 91,67% 81,67% 95,00% 78,33% 
3 89,17% 83,33% 97,08% 86,67% 92,50% 83,33% 96,25% 88,33% 
4 83,33% 86,67% 95,42% 86,67% 88,75% 80,00% 95,00% 93,33% 
MEDIA 87,25% 84,00% 95,75% 84,00% 91,33% 83,00% 95,75% 86,67% 
VARIANZA 0,06% 0,12% 0,01% 0,15% 0,03% 0,06% 0,01% 0,42% 
Tabla 14: Resultados del dominio Aleatorio Girado 
 
Como podemos observar todas las evoluciones de la matriz mejoran los resultados 
obtenidos tanto en los conjuntos de datos de entrenamiento o prueba, como en los de 
test, pero los resultados con la matriz diagonal no son satisfactorios en el conjunto de 
test, que han empeorado respecto a los resultados con la distancia euclídea. Esto es 
debido a que este tipo de matrices no permite realizar giros.  
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5.9.1. Descripción del dominio 
 
El dominio de datos EEG contiene instancias basadas en el registro de la actividad 
bioeléctrica cerebral. Este registro de actividad bioeléctrica cerebral se basa en una 
exploración neurofisiológica y proviene de la electroencefalografía (EEG). Se pueden 
tomar datos en diferentes situaciones o condiciones, como por ejemplo: en reposo, 
durante el sueño, realizando diferentes actividades, etc. 
A continuación se muestra una imagen en la que se indica la posición de los electrodos 
en la cabeza: 
 
Ilustración 33: Datos del dominio EEG 
En esta ocasión, se han utilizado dos conjuntos de datos, uno para entrenamiento o 
prueba, y otro para test. Además, se disponía de tres conjuntos de pruebas/test distintos, 
en las que se mezclaban datos de diferentes clases: 
- Un primer conjunto con clases 2 y 3  
Instancias totales 
entrenamiento 
Atributos Clases Instancias 
totales test 
6384 6 2 2064 
Tabla 15: Características del dominio EEG con clases 2 y 3 
Nota: Los atributos no incluyen el atributo que describe la clase de la instancia. 
1. C3-2. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo C3-2. 
2. C3-3. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo C3-3. 
3. C4-2. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo C4-2. 




4. C4-3. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo C4-3. 
5. CP1-2. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo CP1-2. 
6. CP1-3. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo CP1-3. 




- Un segundo conjunto con clases 2 y 7  
Instancias totales 
entrenamiento 
Atributos Clases Instancias 
totales test 
7072 6 2 2480 
Tabla 16: Características del dominio EEG con clases 2 y 7 
Nota: Los atributos no incluyen el atributo que describe la clase de la instancia. 
1. C3-2. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo C3-2. 
2. C3-3. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo C3-3. 
3. C4-2. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo C4-2. 
4. C4-3. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo C4-3. 
5. CP1-2. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo CP1-2. 
6. CP1-3. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo CP1-3. 








- Un segundo conjunto con clases 3 y 7  
Instancias totales 
entrenamiento 
Atributos Clases Instancias 
totales test 
7600 6 2 2464 
Tabla 17: Características del dominio EEG con clases 3 y 7 
Nota: Los atributos no incluyen el atributo que describe la clase de la instancia. 
1. C3-2. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo C3-2. 
2. C3-3. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo C3-3. 
3. C4-2. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo C4-2. 
4. C4-3. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo C4-3. 
5. CP1-2. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo CP1-2. 
6. CP1-3. Actividad eléctrica espontánea en la corteza cerebral medida por el 
electrodo CP1-3. 





Volvemos a destacar que para esta experimentación no se ha realizado validación 
cruzada ya que los datos utilizados para realizar experimentaciones se encontraban 




La configuración utilizada para el algoritmo genético es la siguiente: 
 Nº de generaciones: 40 
 Desviación en la mutación: 0.5 




 Número de individuos: 20 
Para el algoritmo de clasificación K-NN: 




En el siguiente cuadro se muestran el resumen con los resultados obtenidos en las 
experimentaciones: 










Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 83,83% 90,02% 84,21% 88,71% 85,26% 90,07% 83,94% 90,02% 
Tabla 18: Resultados del dominio EEG con clases 2 y 3 
Como podemos observar todas las evoluciones de la matriz mejoran los resultados 
obtenidos en el conjunto de datos de entrenamiento, pero no así en los de test, que sólo 
mejora la matriz diagonal como en los de test. Los mejores resultados se obtienen con la 
evolución de la matriz diagonal. 
 A continuación se muestra una gráfica comparando todos estos resultados: 
 
Ilustración 34: Resultados del dominio EEG con clases 2 y 3 















Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 87,33% 93,27% 88,32% 93,31% 88,91% 93,23% 87,33% 93,27% 
Tabla 19: Resultados del dominio EEG con clases 2 y 7 
Como podemos observar todas las evoluciones de la matriz mejoran los resultados 
obtenidos, salvo la matriz completa, que obtiene los mismos resultados. Los mejores 
resultados se obtienen con la evolución de la matriz diagonal. 
 A continuación se muestra una gráfica comparando todos estos resultados: 
 
Ilustración 35: Resultados del dominio EEG con clases 2 y 7 
 











Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 82,03% 85,63% 82,99% 88,31% 84,53% 90,22% 82,03% 85,63% 
Tabla 20: Resultados del dominio EEG con clases 3 y 7 




Como podemos observar todas las evoluciones de la matriz mejoran los resultados 
obtenidos, salvo la matriz completa, que obtiene los mismos resultados, ya que no ha 
encontrado durante su ejecución ninguna matriz mejor a la matriz identidad. Los 
mejores resultados se obtienen con la evolución de la matriz diagonal. 
 A continuación se muestra una gráfica comparando todos estos resultados: 
 
 
Ilustración 36: Resultados del dominio EEG con clases 3 y 7 





CAPÍTULO 6: CONCLUSIONES 
 
amos a realizar un pequeño resumen de las conclusiones a las que 
podemos llegar después de la ejecución del proyecto, comentando 










El principal objetivo de este proyecto era diseñar y desarrollar un sistema que utilizara 
un algoritmo genético para optimizar funciones de distancia para el algoritmo de 
clasificación K-NN. Podemos decir que este proceso se ha llevado a cabo de forma 
satisfactoria, y que los resultados han sido los esperados. 
En casi la totalidad de las experimentaciones, el uso de las funciones de distancia 
evolucionadas para el algoritmo clasificación K-NN mediante el algoritmo genético han 
mejorado los resultados obtenidos usando la función de distancia euclídea. A 












Test Test Test Test 
RIPLEY 89,10% 87,90% 88,10% 88,60% 
DIABETES 65,49% 66,93% 66,14% 62,30% 
RECTAS 0 44,50% 77,50% 86,00% 79,00% 
RECTAS 45 50,00% 91,00% 50,00% 81,00% 
RECTAS 4D 2,50% 96,00% 5,50% 96,50% 
ALEATORIO 83,67% 93,00% 94,67% 91,33% 
ALEATORIO 
GIRADO 
84,00% 84,00% 83,00% 86,67% 
EEG23 90,02% 88,71% 90,07% 90,02% 
EEG27 93,27% 93,31% 93,23% 93,27% 
EEG37 85,63% 88,31% 90,22% 85,63% 
 
68,82% 86,67% 74,69% 85,43% 
Tabla 21: Resumen de resultados 
En casi la totalidad de las experimentaciones, se han encontrado matrices que 
mejoraban los resultados de K-NN, salvo en aquellos dominios donde la clasificación de 
la matriz euclídea era ya bastante buena. Esto es debido a un sobre aprendizaje de las 
matrices, ya que en los conjuntos de entrenamiento todas han mejorado, o como poco, 
obtenían los mismos resultados. 
Como cabía esperar, observando el porcentaje medio de acierto, las matrices simétricas 
o completas parecen que dan mejores resultados que la matrices diagonales. Pero esto 
no es del todo cierto, ya que si no consideramos los dominios en los que obtener una 
buena matriz diagonal era imposible por la característica de estos, como son RECTAS 
45 o RECTAS 4D, los resultados se igualan bastante, por lo que se podría proponer 
como un trabajo futuro comprobar este hecho. Personalmente creo que es porque, al 
tratarse de un individuo genético más pequeño que las otras dos matrices, a la hora de 
evolucionar mediante el algoritmo genético parece que lo hace de mejor manera. 
Aumentando el número de ejecuciones de las otras matrices, tal vez se llegarían a 




obtener mejores resultados, pero como he comentado, sería un buen trabajo para realizar 
en el futuro. 
También la lógica nos dice que las matrices completas deberían ser mejores que las 
simétricas, pero esto ocurre sólo en el 50% de los casos. Puede ser debido a que el 
número de parámetros extra conlleve un sobre aprendizaje o que requieran de más 
ciclos genéticos para ser optimizados.  
Evolucionar la matriz simétrica parece ser suficiente, ya que en general, es la que 
mejores resultados ha obtenido. 





ANEXO A: MATRICES RESULTADO 
 
ste anexo contiene las matrices resultado (la que mejor resultado obtuvo en la 
ejecución del algoritmo genético) de cada una de las ejecuciones de la 
experimentación. 
Se volverá a mostrar el resumen de los resultados obtenidos y veremos las matrices con 
las que se obtuvieron dichos resultados. 
  
E 




ANEXO A: Matrices Resultado 
1. Matrices resultado del dominio Ripley 
 











Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 89,13% 91,00% 90,00% 91,50% 89,75% 89,50% 90,00% 92,00% 
1 90,00% 87,50% 91,50% 83,50% 90,25% 86,50% 91,63% 84,00% 
2 90,25% 85,50% 91,38% 85,00% 90,63% 84,50% 91,25% 85,00% 
3 90,75% 83,50% 91,63% 81,50% 91,50% 82,00% 91,63% 84,00% 
4 87,63% 98,00% 88,63% 98,00% 87,75% 98,00% 88,63% 98,00% 
MEDIA 89,55% 89,10% 90,63% 87,90% 89,98% 88,10% 90,63% 88,60% 
VARIANZA 0,02% 0,32% 0,02% 0,46% 0,02% 0,38% 0,02% 0,39% 
Tabla 22: Resultados del dominio Ripley 




                                     




                                       




                                       




                                     




                                     
                                     
  









                      




                      




                     




                     




                      
                       
  
 




                                       




                                      




                                     




                                     
                                    
  






                                      









2. Matrices resultado del dominio Diabetes 
 











Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 69,77% 62,09% 74,35% 69,28% 75,00% 67,97% 75,82% 67,32% 
1 70,75% 60,78% 75,49% 61,44% 76,31% 54,90% 75,82% 53,59% 
2 66,99% 62,75% 72,88% 64,05% 73,69% 68,63% 72,22% 63,16% 
3 63,56% 75,16% 70,42% 74,51% 71,90% 76,47% 70,42% 61,44% 
4 68,95% 66,67% 75,00% 65,36% 74,35% 62,75% 74,67% 66,01% 
MEDIA 68,01% 65,49% 73,63% 66,93% 74,25% 66,14% 73,79% 62,30% 
VARIANZA 0,08% 0,34% 0,04% 0,26% 0,03% 0,64% 0,06% 0,29% 
Tabla 23: Resultados del dominio Diabetes 











                                                                                                                                                      
                                                                                                                                                     
                                                                                                                                                       
                                                                                                                                                 
                                                                                                                                              
                                                                                                                                                 
                                                                                                                                                  


















                                                                                                                                                   
                                                                                                                                                  
                                                                                                                                                           
                                                                                                                                                         
                                                                                                                                                       
                                                                                                                                                         
                                                                                                                                                        


















                                                                                                                                                      
                                                                                                                                                   
                                                                                                                                                       
                                                                                                                                                      
                                                                                                                                                    
                                                                                                                                                     
                                                                                                                                                     


















                                                                                                                                                 
                                                                                                                                                       
                                                                                                                                                  
                                                                                                                                                      
                                                                                                                                                         
                                                                                                                                                          
                                                                                                                                                     

























                                                                                                                                                    
                                                                                                                                                    
                                                                                                                                                        
                                                                                                                                                      
                                                                                                                                                  
                                                                                                                                                    
                                                                                                                                                





















                                        
                                        
                                        
                                        
                                         
                                       
                                        


















                                       
                                         
                                        
                                        
                                         
                                        
                                         


















                                      
                                        
                                           
                                         
                                        
                                        
                                       


















                                       
                                        
                                      
                                        
                                         
                                       
                                       


















                                       
                                      
                                       
                                         
                                        
                                       
                                       




















                                                                                                                                                 
                                                                                                                                                    
                                                                                                                                                         
                                                                                                                                                   
                                                                                                                                                    
                                                                                                                                                  
                                                                                                                                                    























                                                                                                                                                  
                                                                                                                                                        
                                                                                                                                                         
                                                                                                                                                      
                                                                                                                                                      
                                                                                                                                                        
                                                                                                                                                    


















                                                                                                                                                  
                                                                                                                                                      
                                                                                                                                                     
                                                                                                                                                   
                                                                                                                                                
                                                                                                                                                      
                                                                                                                                                        


















                                                                                                                                                        
                                                                                                                                                        
                                                                                                                                                 
                                                                                                                                                     
                                                                                                                                                         
                                                                                                                                                   
                                                                                                                                                      


















                                                                                                                                                    
                                                                                                                                                   
                                                                                                                                                       
                                                                                                                                                          
                                                                                                                                                   
                                                                                                                                                      
                                                                                                                                                     















3. Matrices resultado del dominio Rectas Ruido 0 grados 
 












Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 9,44% 65,00% 100,00% 90,00% 100,00% 95,00% 100,00% 85,00% 
1 8,33% 55,00% 99,44% 80,00% 100,00% 100,00% 100,00% 80,00% 
2 5,56% 30,00% 100,00% 70,00% 100,00% 70,00% 100,00% 65,00% 
3 10,00% 15,00% 100,00% 65,00% 100,00% 80,00% 100,00% 80,00% 
4 8,89% 50,00% 100,00% 85,00% 100,00% 90,00% 100,00% 75,00% 
5 8,89% 35,00% 100,00% 80,00% 100,00% 95,00% 100,00% 80,00% 
6 9,44% 35,00% 100,00% 60,00% 100,00% 60,00% 100,00% 60,00% 
7 10,00% 45,00% 100,00% 80,00% 100,00% 95,00% 99,44% 80,00% 
8 7,22% 65,00% 100,00% 85,00% 100,00% 95,00% 100,00% 85,00% 
9 
6,11% 50,00% 100,00% 80,00% 100,00% 80,00% 100,00% 
100,00
% 
MEDIA 8,39% 44,50% 99,94% 77,50% 100,00% 86,00% 99,94% 79,00% 
VARIANZA 0,03% 2,52% 0,00% 0,90% 0,00% 1,71% 0,00% 1,21% 
Tabla 24: Resultados del dominio Rectas Ruido 0 grados 




                                         




                                       




                                         




                                        
                                       
  
 






                     




                                       




                                       




                                        




                                        




                                          
                                        
  
 




                        




                       




                      




                       
                     
  






                       




                      




                       




                       




                       




                      
                      
  
 




                                        




                                      




                                      




                                        
                                     
  






                                         




                                         




                                      




                                        




                                        




                                        
                                      
  
  



















Test Prueba Test Prueba Test Prueba Test 
0 8,89% 35,00% 100,00% 90,00% 10,00% 35,00% 99,44% 95,00% 
1 7,78% 35,00% 100,00% 90,00% 9,44% 35,00% 100,00% 35,00% 
2 10,00% 50,00% 100,00% 100,00% 10,56% 50,00% 100,00% 100,00% 
3 7,78% 45,00% 100,00% 95,00% 8,33% 45,00% 99,44% 55,00% 
4 7,22% 55,00% 100,00% 90,00% 10,00% 55,00% 100,00% 95,00% 
5 7,78% 55,00% 100,00% 100,00% 8,89% 55,00% 100,00% 100,00% 
6 8,33% 60,00% 99,44% 70,00% 13,33% 60,00% 99,44% 70,00% 
7 9,44% 50,00% 100,00% 75,00% 10,00% 50,00% 100,00% 75,00% 
8 9,44% 45,00% 100,00% 100,00% 10,56% 45,00% 99,44% 85,00% 
9 10,00% 70,00% 100,00% 100,00% 11,11% 70,00% 100,00% 100,00% 
MEDIA 8,67% 50,00% 99,94% 91,00% 10,22% 50,00% 99,78% 81,00% 
VARIANZA 0,01% 1,17% 0,00% 1,16% 0,02% 1,17% 0,00% 4,93% 
Tabla 25: Resultados del dominio Rectas Ruido 45 grados 
 




                                     




                                     




                                     




                                       




                                     
                                     
  






                                     




                                     




                                     




                                     




                                      
                                      
  




                     




                      




                     




                     




                      
                     
  
 






                     




                     




                    




                     




                      
                     
  
 




                                     




                                    




                                     




                                     




                                      
                                     
  







                                     




                                       




                                     




                                      




                                    
                                      
  
  




5. Matrices resultado del dominio Rectas4D-45g 
 











Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 0,00% 0,00% 100,00% 97,50% 5,63% 7,50% 100,00% 97,50% 
1 0,63% 0,00% 100,00% 100,00% 6,25% 5,00% 100,00% 97,50% 
2 0,63% 2,50% 100,00% 90,00% 6,88% 2,50% 100,00% 92,50% 
3 1,25% 5,00% 100,00% 95,00% 6,88% 7,50% 99,38% 95,00% 
4 
0,63% 5,00% 100,00% 97,50% 6,25% 5,00% 100,00% 
100,00
% 
MEDIA 0,63% 2,50% 100,00% 96,00% 6,38% 5,50% 99,88% 96,50% 
VARIANZA 0,00% 0,06% 0,00% 0,14% 0,00% 0,04% 0,00% 0,08% 
Tabla 26: Resultados del dominio Rectas4D 45 grados 




                                                                              
                                                                           
                                                                           





                                                                            
                                                                           
                                                                            




                                                                           
                                                                         
                                                                         




                                                                            
                                                                          
                                                                          
                                                                            
  
 






                                                                            
                                                                          
                                                                            
                                                                           
  
 




                              
                           
                            




                             
                            
                            




                            
                            
                           




                            
                             
                            




                            
                           
                            
                           
  




                                                                              
                                                                         
                                                                          
                                                                           
  
 






                                                                           
                                                                         
                                                                             




                                                                               
                                                                           
                                                                           




                                                                            
                                                                          
                                                                           




                                                                            
                                                                           
                                                                          
                                                                           
  
  




6. Matrices resultado del dominio Aleatorio 
 











Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 91,67% 83,33% 99,17% 93,33% 97,50% 91,67% 99,17% 88,33% 
1 91,67% 90,00% 99,17% 96,67% 97,50% 93,33% 99,17% 91,67% 
2 92,08% 76,67% 99,17% 93,33% 97,50% 95,00% 99,58% 91,67% 
3 90,83% 86,67% 98,33% 91,67% 97,92% 100,00% 99,58% 90,00% 
4 89,17% 81,67% 97,92% 90,00% 98,33% 93,33% 98,75% 95,00% 
MEDIA 91,08% 83,67% 98,75% 93,00% 97,75% 94,67% 99,25% 91,33% 
VARIANZA 0,01% 0,26% 0,00% 0,06% 0,00% 0,10% 0,00% 0,06% 
Tabla 27: Resultados del dominio Aleatorio 
 




                                                                           
                                                                         
                                                                            




                                                                          
                                                           
                                                                          




                                                                           
                                                                         
                                                                          




                                                                          
                                                                          
                                                                        
                                                                           
  
 






                                                                          
                                                                          
                                                                           
                                                                             
  
 




                           
                           
                             




                            
                           
                            




                             
                           
                               




                            
                            
                             




                          
                           
                              
                            
  




                                                                           
                                                                          
                                                                          
                                                                                
  
 






                                                                           
                                                                          
                                                                             




                                                                          
                                                                          
                                                                         




                                                                            
                                                                            
                                                                             




                                                                          
                                                                             
                                                                        
                                                                          
  




7. Matrices resultado del dominio Aleatorio Girado 
 











Partición Prueba Test Prueba Test Prueba Test Prueba Test 
0 88,33% 85,00% 95,42% 81,67% 93,33% 83,33% 95,83% 81,67% 
1 86,25% 86,67% 95,00% 86,67% 90,42% 86,67% 96,67% 91,67% 
2 89,17% 78,33% 95,83% 78,33% 91,67% 81,67% 95,00% 78,33% 
3 89,17% 83,33% 97,08% 86,67% 92,50% 83,33% 96,25% 88,33% 
4 83,33% 86,67% 95,42% 86,67% 88,75% 80,00% 95,00% 93,33% 
MEDIA 87,25% 84,00% 95,75% 84,00% 91,33% 83,00% 95,75% 86,67% 
VARIANZA 0,06% 0,12% 0,01% 0,15% 0,03% 0,06% 0,01% 0,42% 
Tabla 28: Resultados del dominio Aleatorio Girado 




                                                                            
                                                                           
                                                                             




                                                                          
                                                                          
                                                                          




                                                                           
                                                                            
                                                                           




                                                                         
                                                                         
                                                                           










                                                                           
                                                                            
                                                                        
                                                                            
  
 




                            
                          
                            




                            
                           
                            




                           
                            
                            




                           
                           
                           




                           
                           
                           
                            
  




                                                                          
                                                                        
                                                                             
                                                                          
  
 






                                                                            
                                                                           
                                                                            




                                                                          
                                                                         
                                                                           




                                                                           
                                                                              
                                                                           




                                                                           
                                                                            
                                                                              
                                                                           
  
  




8. Matrices resultado del dominio EEG 
 
8.1. Conjunto de datos con clases 2 y 3 
 


















90,02% 84,21% 88,71% 85,26% 90,07% 83,94% 90,02% 









                                                                                                             
                                                                                                             
                                                                                                           
                                                                                                        
                                                                                                          
















                                
                                
                                 
                                
                                 















                  
                  
                  
                  
                  












8.2. Conjunto de datos con clases 2 y 7 
 


















93,27% 88,32% 93,31% 88,91% 93,23% 87,33% 93,27% 









                                                                                                           
                                                                                                       
                                                                                                              
                                                                                                            
                                                                                                           
















                                  
                                 
                                  
                                 
                                















                  
                  
                  
                  
                  







No se mejoró el resultado de la matriz euclídea. 
  




8.3. Conjunto de datos con clases 3 y 7 
 


















85,63% 82,99% 88,31% 84,53% 90,22% 82,03% 85,63% 









                                                                                           
                                                                                          
                                                                                            
                                                                                                               
                                                                                                         
















                                 
                                 
                                   
                                   
                                  














                  
                  
                  
                  
                  







No se mejoró el resultado de la matriz euclídea. 




ANEXO B: PRESUPUESTO 
 
ste anexo contiene el presupuesto asociado al desarrollo del proyecto. Se detalla 
la estimación de los gastos que supondrá realizar este proyecto en un entorno 
universitario, estimando los costes y la duración del mismo. 








ANEXO B: Presupuesto 
1. Costes de Personal 
 
El personal que ha realizado el proyecto es el siguiente: 
CATEGORIA Nº PERSONAS COSTE/HORA 
Programador 1 25 Euros 
Analista 1 100 Euros 
Expertos en IA 2 120 Euros 
Tabla 32: Personal 
Los costes de personal no incluiran beneficios, ya que se trata de un proyecto fin de 
carrera de una Universidad. 
 
La duración del proyecto se estima que sea de 900 horas de trabajo, repartidas entre 200 
horas para análisis, 300 horas de programación y 400 de experimentación y pruebas. 
Las tareas de experimentación y pruebas, las realizará el programador. Además, se 
requerirán de unas 100 horas de asesoramiento por parte de expertos en Inteligencia 
Artificial. 
 
Por tanto, los costes asociados a personal ascenderían a: 
 
CATEGORIA Nº HORAS COSTE 
Programador 700 17.500 Euros 
Analista 200 2.000 Euros 
Expertos en IA 100 12.000 Euros 
TOTAL 1000 31.500 Euros 
Tabla 33: Costes de Personal 
 
2. Costes de Material 
 
El proyecto se desarrollará sobre un ordenador personal de sobremesa con las siguientes 
características: 
 
 Intel Core 2 Quad Q9400 2.66GHz 
 Sistema Operativo Ubuntu 10.04 
 
Esta máquina está valorada aproximadamente en 650 Euros. 
 
El Sistema Operativo que se utilizará será Ubuntu [UBUNTU, 
http://www.ubuntu.com/], cuyo coste es gratuito. 
 




El IDE de desarrollo a utilizar será Eclipse [ECLIPSE, http://www.eclipse.org/], cuyo 
coste es gratuito. Además, el framework JGAP[JGAP, http://jgap.sourceforge.net/] que 
se utilizará para la codificación del algoritmo genético, también es gratuito. 
Se han añadido también gastos de fungibles como papel, etc. El total de costes de 
material ascienden a: 
 
MATERIAL COSTE 
PC 650 Euros 
FUNGIBLE 50 Euros 
TOTAL 700 Euros 
Tabla 34: Costes de Material 
 
 
3. Presupuesto Final 
 
 
A continuación se calcula el coste total del proyecto, teniendo en cuenta el coste de los 
recursos humanos y materiales necesarios para la realización del mismo, así como los 
riesgos y gastos indirectos y los beneficios asociados al mismo: 
 
CONCEPTO COSTE 
Costes de Personal 31.500 Euros 
Costes de Material 700 Euros 
Riesgos y costes indirectos (10%) 3.220 Euros 
Beneficio (0%) 0 Euros 
TOTAL 35.420Euros 
Tabla 35: Presupuesto Final 
 
 








[Darwin, 1859] Darwin, C. (1859). On the origin of species by means of natural 
selection, or the preservation of favoured races in the struggle for life. John Murray, 
London, (1), 1–556. 
 
[Mitchell, 1996] Mitchell, M. (1996) An Introduction to Genetic Algorithms. 
Cambridge, MA: MIT Press. 
[Rechemberg, 1973] Rechenberg, I. (1973). Evolutionsstrategie: Optimierung 
technischer Systeme nach Prinzipien der biologischen Evolution. Ph.D. thesis, TU 
Berlin. 
 
[Holland, 1975]  Holland, J. H. (1975). Adaptation in Natural and Artificial Systems. 
Ann Arbor, MI: University of Michigan Press. 
 
[Mendel, 1865] Gregor Mendel. (1865). Experiments in Plant Hibridization. Read at 
the February 8th, and March 8th, 1865, meetings of the Brünn Natural History Society.  
[JGAP, http://jgap.sourceforge.net/] 
[ECLIPSE, http://www.eclipse.org/] 
[UBUNTU, http://www.ubuntu.com/] 
 
 
 
 
 
