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• Introduction. -This work is motivated by growing interest in single-molecule spectroscopy, in particular by single-particle tracking. Distinguishing between normal and anomalous diffusion in the cytoplasm of living cells is a challenging problem [1] [2] [3] [4] . It is usually based on the analysis of the mean-squared displacement (MSD) of the diffusing particles. In particular, subdiffusive systems are characterized by the sublinear pattern x 2 (t) ∼t a , 0 <a<1, [5] [6] [7] [8] [9] .
The origin of subdiffusive dynamics in a given system is often unknown [1, 10, 11] . Therefore, determining the appropriate model of subdiffusive dynamics is an important and timely problem; see [1, [11] [12] [13] [14] for discussion on the origins of anomaly in the case of single-protein fluctuations and intracellular diffusion.
Many distinct processes have been proposed to account for subdiffusion: continuous-time random walk (CTRW) and the corresponding fractional Fokker-Planck equation [5] , fractional Brownian motion (FBM), [15] which is a generalization of the classical Brownian motion, obstructed diffusion (OD) and fractional Langevin equation [2, 3] . For example, the MSD of FBM satisfies x 2 (t) ∼t 2H ,w h e r e0 <H<1 is the Hurst exponent. Thus, for H<1/2 we obtain the subdiffusive dynamics, (a) E-mail: krzysztof.burnecki@pwr.wroc.pl [16, 17] . The heavy-tailed waiting times in CTRW correspond to non-stationary increments and give rise to sublinear MSD of the particle. Although temporal averages of heavy-tailed CTRW and FBM have been shown to differ [11, [18] [19] [20] [21] , the issue of determining the underlying process is still open.
Recent developments show that fractional autoregressive integrated moving average (FARIMA(p, d, q)) time series [22] are universal models for subdiffusion when the memory parameter d is negative [23, 24] . Let us note that FARIMA models (called also ARFIMA) have already appeared in the physical literature [25] [26] [27] [28] .
Inthisletterw eproposeapracticalapproac hastoho w to fit the best subdiffusive model. It is based on statistical analysis. Let us suppose that we track experimentally a particle which is moving in the subdiffusive regime. We obtain a relatively long trajectory of the motion of the particle. In the case of the Golding and Cox video [1] we have exactly 1801 observations. Based on this one trajectory, we show how to identify the type of subdiffusion. Namely, we extract the corresponding time series from this video by image segmentation method and present its detailed statistical analysis. We find that this trajectory was not included in the data set already studied in the literature [29] [30] [31] and has different statistical properties. It can be best fitted by the normal-inverse Gaussian (NIG) 10004-p1
distribution. In contrast to earlier studies, this means that FBM is not the proper model for the dynamics documented in this video. However, we find that the dynamics is best fitted by a FARIMA model with NIG noise and negative memory. In [29] [30] [31] only FBM and fractional Lévy stable motion (FLSM) were identified and CTRW was rejected. The main difference between the studied video case and the other data is that the latter were stationary.
Extraction of the time series from a microscopy video. -In this section, we describe the method used to extract single mRNA molecule time series from the Golding and Cox microscopy video [1] . The analyzed video has 1801 frames of size 59 × 76 pixels, which present location of mRNA molecule at the time t k = k s, for k = 1,...,1801. The centre of pixel in the upper-left and bottom-right corner of each frame has coordinates (1,1) and (59,76), respectively. Here we propose to identify the position of a molecule at the time t k with the position of its mass centre (x(t k ),ȳ(t k )), which is calculated based on image segmentation results obtained by application of the approach introduced in [32] .
Let Ω be an open and bounded subset of R 2 .W edenote by f k :Ω→ R, an image in the k-th frame of analyzed video. Each value f k (x) corresponds to gray intensity of this image at the point x ∈ Ω. In order to find a contour of molecule presented in f k , we base on the well-known active contour model of Chan and Vese [32] . This model is based on a simple observation that contours of meaningful objects (here a single molecule) in an image f k must satisfy a minimum of the functional
where c 1 and c 2 denote average intensity value of f k inside and outside of the contour C, respectively. Here |C| is the length of C and α, λ 1 , λ 2 are some positive parameters. In order to be able to find a minimizer of the functional F , we use the level set formulation, in which, the contour C is represented by the zero level set of a function φ:Ω→ R, such that
With this definition, we can replace the unknown variable C by φ and reformulate the functional F to
where the function H ε : R → R, defined by 
Minimization of the functional F ε by using standard results of variational calculus, yields the Euler-Lagrange equation for a function that we denote by φ k .Thatis,the function φ k satisfies the minimum of F ε with the image f k given and its zero level set corresponds to an optimal contour of a molecule at time t k . Parametrization of the descent direction by an artificial time t 0 gives us the following evolution equation:
defined for all x ∈ Ωa n dt ∈ (0,T], with the associated Neumann boundary condition equal to zero and the initial condition φ k (x, 0) = φ 0 (x) for all x ∈ Ω. Having the solution φ k to the above evolution equation for some T>0, we may calculate the position of the mass centre (x(t k ),ȳ(t k )) of a molecule at the time t k using the formula
In fig. 1 the evolution of the active contour in the image f 0 is presented. As an initial condition for all φ k ,w i t h k =1,...,1801, we have taken the function φ 0 , whose zero level set is presented in the first image in the upper row of fig. 1 . In order to improve the quality of analyzed images, we have increased the contrast and performed pre-smoothing by convolution with the Gaussian kernel with the standard deviation σ = 2. In all cases we have used the same set of parameters α =1, λ 1 =2, λ 2 =1 and ε = 1. The evolution equation for φ k has been solved using the explicit finite difference scheme with 10 iterations and the time step 1. After each iteration, we have performed reinitialization of φ k to the signed distance function to the zero level set of φ k .
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Statistical modelling of subdiffusive dynamics In fig. 2 we present final results of image segmentation in the first nine frames. The point inside of a contour is the mass centre (x(t k ),ȳ(t k )) of the detected molecule, for k =1,...,9.
Finally, we obtain the 2D data set of (x(t k ),ȳ(t k ), for k =1,...,1801. These data form time series of a single mRNA molecule in the analyzed microscopy video.
Data analysis. -We study here the data from the video movie of Golding and Cox describing the motion of individual fluorescently labelled mRNA molecules inside live E. coli cells [1] . We analyze a 2D trajectory {(X n ,Y n ):= (x(t n ),ȳ(t n )): n =1,...,1801} and concentrate on the increments of x and y coordinates. All further analysis is based on two sets of increments {X n+1 − X n : n =1,...,1800} and {Y n+1 − Y n : n =1,...,1800} of coordinates x and y, respectively.
Trajectories and their increments of both coordinates of the data are presented in fig. 3 . A simple examination of the presented increments tells us that the data are not stationary in general. They demonstrate two different regimes. Hence, by using the variance change point test [33] we split the data for two stationary subsets. The changing points are the 702th and 715th observation for x and y coordinates, respectively. In sum, we obtain four subsets which we denote by X1, X2, Y 1a n dY 2. To check the subdiffusive behaviour of the data we calculated the sample MSD:
which is a time average MSD on a finite sample regarded as a function of difference τ between observations. In general, it is a random variable in contrast to the ensemble average which is deterministic. If the sample comes from a fractional Lévy stable motion (FLSM) (in particular a FBM) with self-similarity index H or equivalently a FARIMA process with the memory parameter d with noise belonging to the domain of attraction of the Lévy α-stable law (Gaussian and nonGaussian), then for large N
where d = H − 1/2o rd = H − 1/α, respectively, and d ∼ means similarity in distribution [30] .
In particular, for the FBM we obtain the well known result that M N (τ ) ∼ τ 2H , and for the Brownian motion we arrive at the diffusion case, namely M N (τ ) ∼ τ since d = 0, see also [22, 34, 35] . As a consequence, we can see that the memory parameter d controls the type of anomalous diffusion.
We calculated sample MSD for all four subsets of the data: X1, X2, Y 1a n dY 2 and also for entire coordinates X = X1 ∪ X2a n dY = Y 1 ∪ Y 2. The results are shown in table 1. We can see that in all cases d<0 (the negative dependence case), hence the process clearly follows the subdiffusive dynamics.
Next, we performed various statistical tests to identify the underlying distribution of the increments for all four subsets of data. To this end we employed the Kolmogorov-Smirnov, Kuiper, Cramér-von Mises and Anderson-Darling tests following the procedure introduced in [36] and exploited in [30, 37] for the 5% 
confidence level. We took into account three well-known possible probability laws, namely Gaussian, stable and NIG [38] [39] [40] . The NIG process was introduced in [40] by the following subordination N (t)=B(G(t)) + βG(t)+µt, where B(t) is a standard Brownian motion and the process G(t)=inf{s>0; B(s)+γs = δt} is the inverse Gaussian subordinator. Here B(s) is an independent standard Brownian motion and constants δ>0,γ>0. It is crucial to point out that the NIG distribution has tails which are heavier than the Gaussian ones, but lighter than power law. Moreover, the NIG process N (t) can be obtained as a limit of a rescaled CTRW with uncorrelated jumps separated by independent and identically distributed (i.i.d.) waiting times, see [41] . In table 2 we summarize the results of our statistical procedure. The NIG distribution seems to be the best choice.
FARIMA model. -Statistical tests demonstrated that increments of the data are not Gaussian, but are best fitted with the NIG distribution, see table 2. This implies the FBM cannot be considered as the proper model. Since the 2-variation test [29] [30] [31] shows that the data do not f o l l o wt h eC T R Wm o d e l ,w eh a v et ol o o kf o ra n o t h e r model.
We fit here a FARIMA model [22, 23, 26] to the four time series. The model generalizes three broad classes of time series, namely the autoregressive (AR), the integrated (I), and the moving average (MA) models. In the Gaussian case they possess the property of exponentially decaying correlation function. The generalization allows for a power-law correlation structure which leads to the notion of long-range dependence, fully characterized by (ψ 1 ,d,θ 1 ) . The orders of the model were chosen to minimize the Akaike information criterion [42] . It appeared that the FARIMA (1, d, 1 )model was sufficient to describe the data well. The FARIMA(1, d, 1 ) process X(t)i s 
Subset
Model
FA R I M A ( 1 , −0.07, 1) 0.48 0.67 Table 4 : Possible distributions for residuals of the fitted FARIMA model for four subsets of the analyzed data. "−" refers to the case where all four statistical tests rejected the distribution, whereas "+" refers to the case where all statistical tests could not reject the distribution.
represented by the following equation:
where B is the shift operator: BX(t)=X(t − 1), d<1 − 1/α takes fractional values, either positive or negative, and {Z(t)} is a noise sequence [42] . The fractional difference operator (1 − B) d is defined by means of the binomial expansion, namely (1
and Γ is the Gamma function. The noise sequence defined by Z(t) consists of i.i.d. random variables belonging to the domain of attraction of the Lévy stable law [43, 44] . Hence, the noise may be either Gaussian, non-Gaussian with finite variance or they may have infinite variance. The results of the FARIMA procedure for the four studied data sets are presented in table 3.
After fitting the FARIMA model we calculated its residuals, i.e. noise. Their independence could not be rejected for Ljung-Box, turning points, difference-sign and rank tests [42, 45] . We also repeated the same distribution testing procedure as for the increments. The results are presented in table 4. We can see that the NIG law is the recommended choice as it is the only one that cannot be rejected for any part of the data. To check the goodness of fit of the model, we also calculated the sample MSD for 1000 simulated trajectories of FARIMA models with parameters given in table 3 and compared the results with the MSD values depicted in table 1. We can see in fig. 4 that the fitted FARIMA processes reproduce the sample MSD well.
A physical or macroscopic explanation of the FARIMA model is very natural. The model is a discrete-time
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Statistical modelling of subdiffusive dynamics analogue of the fractional Langevin equation that takes into account the memory parameter d [27, 28, 34] . The FARIMA process as a universal model for subdiffusive dynamics in biological cells will be studied in more detail in [24] . The observed dynamics is more complex than it was found in the previous studies: CTRW, FBM, FLSM or OD. The proposed FARIMA model is universal, nevertheless, it turns out, that the four stationary subsets of the 2D trajectory have different parameters (ψ 1 ,d,θ 1 ), see table 3. This is due to the fact that our single-particle tracking analysis is not a mean-value approach as it was done in [1] . Observe that the shape of the cells and crowded fluid characteristic of the cytoplasm influence the dynamics of the labelled mRNA molecules. In particular, we believe that the parameters of the fitted FARIMA models can provide some insight into the physical reasons for subdiffusive motion of the molecule. Namely, the parameters d in both x and y directions are influenced by the shape of the cell. Simulations show that, e.g.,a st h e width of the biological cell gets smaller then the memory parameter becomes "more negative". Recall that both the self-similarity index H and type of distribution 1/α have impact on d since d = H − 1/α. Two additional parameters ψ 1 and θ 1 which are responsible for short-time effects are influenced by shortdistance interactions in a crowded fluid environment in the cytoplasm.
Conclusions and discussion. -In this letter we analyzed a 2D sample path extracted by the image segmentation method from the original Golding and Cox microscopy video [1] . We examined x and y coordinates as well as the 2D trajectories separately for the observed two stationary regimes in the data. The sample MSD presented (table 3) with NIG noise, which is in contrast to earlier studies [29] where FBM model was suggested. This demonstrates that FARIMA models are more universal than FBM or FLSM and provide new tools for modelling subdiffusion in biological data.
We also performed the following simulations for a confined system. We modeled the cell by three possible shapes: a circle, an ellipse with the major axis along the x-axis, and an ellipse with the major axis along the yaxis. A two-dimensional FARIMA process was used for the underlying dynamics of the molecules. It appeared that for the circle the calculated memory values for both coordinates were similar, whereas for the ellipse the situation was quite different. For the case with the major axis along the x-axis, the memory parameter corresponding to the y-coordinate was more negative than for the x-coordinate. For the last considered case, the results were quite reverse. To conclude, we checked that the shape influences the resulting memory parameters for both coordinates. If the cell has size smaller with respect to some direction, then the molecule has less space there, 10004-p5 K. Burnecki et al.
hence it "bounces" off the cell walls more frequently, which makes the memory parameter more negative in this direction, which is equivalent to a stronger subdiffusive behaviour.
Finally, we checked whether the data can be described by a CTRW. However, the 2-variation test [29, 30] shows that the data do not follow the CTRW model.
We hope that the statistical approach proposed here brings more light to the complexity of subdiffusive dynamics. Fortunately, the statistical methodology for FARIMA models is efficient and well established [22, 42] . * * *
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