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Abstract
Let p be a prime and for a finite p-group G let (0)(G) = G and (i)(G) = 1((i−1)(G)) for
i ∈ N. A theorem is proved stating that, if exp(G) = q > and cl(G) = c, then the length of the (i)-
series cannot be bounded by a function of q alone; an upper bound in terms of q and c is given which
is shown to be attained in p-groups of arbitrarily large class.
 2004 Elsevier Inc. All rights reserved.
Throughout this paper, let p be a prime, let 1 < e ∈ N, and let q = pe . Let G be a
finite p-group of exponent q . We are investigating the series (i)(G) of subgroups of
G defined by (0)(G) = G and (i)(G) = 1((i−1)(G)) for i ∈ N. In his paper [5],
A. Shalev introduced the notion of upper exponent, denoted by exp(G), defined as
exp(G) = min{pn | (n)(G) = 1}. The same author proved in [4] that if cl(G) = c, then,
for k = [logp c] if c + 1 is not divisible by p and k = [logp(c + 1)] if it is, (e+k)(G) = 1;
for a real number a denote by a the least integer not smaller than a. In [1], Y. Berkovich
raised the question whether exp(G) could be bounded by a function of q . We show that this
question must be answered in the negative by proving Shalev’s bound to be almost sharp.
Thus, an explicit bound for exp(G) in terms of e and cl(G) is given, which for fixed e is an
unboundedly increasing function of cl(G). Finally, we prove this bound to be sharp in the
sense that, for any e, there are finite p-groups of arbitrarily large class and exponent pe in
which it is attained.
We will use customary notation and denote the ith term of the lower central series of
the group H by γi(H). Also recall that B(r, q) denotes the r-generator Burnside group of
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prove the following theorem.
Theorem.
(1) Let p be a prime and G a finite p-group of class c pm and exponent q = pe , e > 1.
If p is odd, then exp(G) pm+e−1 .
(2) Let m ∈ N and let Bm = B(pm,q)/γpm+1(B(pm,q)). If p is odd, then exp(Bm) =
pm+e−1 . If p = e = 2, then exp(Bm) = 2m+1, while, if p = 2 < e, then exp(Bm) 
2m+e−2.
1. Notation and auxiliary results
The proof is going to rely heavily on results and arguments to be found in [6]; the greater
part of the material in this section has been almost directly lifted off Chapters 2.4 and 4.1.
For group or Lie ring elements x and y let [x,1 y] = [x, y], and for k > 2 let [x,k y] =
[x,k−1 y, y]. For elements x, y1, . . . , yn of an arbitrary group or Lie ring and a nonempty
subset S of {1, . . . , n}, S = {i1, . . . , ik}, i1 < · · · < ik , let [x, yS] = [x, yi1, . . . , yik ].
Lemma 1. Let H be any group, H = 〈x, y1, . . . , y〉. Let X = 〈xH 〉. Then [x, y1, . . . , y] ≡∏
∅=S⊆{1,...,}[x, yS] (modX′).
Proof. (See [6, p. 32].) Induction on , using the commutator identity [u,vw] =
[u,w][u,v][u,v,w].
Let x1, . . . , x+1 be elements of a group of finite exponent, and define the term special
commutator in x1, . . . , x+1 by stipulating that x1, . . . , x+1 be special commutators
and that, if α and β are special commutators, then [α,β] be a special commutator,
too. Note that the commutator identities [a, bc] = [a, b][a, c][[a, c], [a, b]][a, b, c] and
[ab, c] = [a, c][b, c][a, c, b][[a, c, b], [b, c]] say that commutators of products of special
commutators are again products of special commutators. Furthermore, if u1, . . . , uk
and v1, . . . , v are arbitrary group elements, the just-cited commutator identities imply
that [u1 . . .uk, v1 . . . v] = ∏1ik∏1j[ui, vj ] · γ , where γ is a product of special
commutators in u1, . . . , uk , v1, . . . , v that each involve elements of both the sets
{u1, . . . , uk} and {v1, . . . , v}, and from at least one of these two sets involve at least two
elements. This observation leads to the following useful, if somewhat trivial, lemma. 
Lemma 2. Let c(x1, . . . , xt ) be a special commutator in x1, . . . , xt , let i ∈ {1, . . . , t}, and
let c(y) be the result of replacing xi in c by y throughout. Then c(ab)= c(a)c(b)γ , where
γ is a product of special commutators in x1, . . . , xi−1, a, b, xi+1, . . . , xt , each of which
involves all the xj with j = i that are involved in c and also involves a and b.
Proof. This can be seen using the inductive definition of a special commutator: If
c = xj for some j , j ∈ {1, . . . , t}, then all is well. Suppose that c = [c1, c2] for special
commutators c1 and c2, and [c1(ab), c2(ab)] = [c1(a)c1(b)γ1, c2(a)c2(b)γ2] where γ1
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di and ej involving every xi involved in c1 or c2, respectively, and also involving both a
and b. Then [c1(a), c2(b)], [c1(b), c2(a)] and all of [c1(a), ej ′ ], [c1(b), ej ′ ], [dj , c2(a)],
[dj , c2(b)], or [dj , ej ′ ], 1  j  k, 1  j ′  , are special commutators in x1, . . . , xt that
involve every xj with j = i involved in c1 or in c2 and also involve a and b. The remark
immediately preceding the lemma now yields the result. 
For Lie ring elements x1, . . . , xn+1 let
Kq,n+1 = Kq,n+1(x1, . . . , xn+1) =
q∑
r=2
(∑(q
r
)
[x1, xS(1), . . . , xS(r−1)]
)
,
where the sum inside the brackets is taken over all ordered sequences S(1), . . . , S(r − 1)
of pairwise disjoint nonempty subsets S(i) of {2, . . . , n+ 1} with S(1)∪ · · · ∪ S(r − 1) =
{2, . . . , n + 1}. Then
Lemma 3 [6, Theorem (2.4.7)]. If H is any group of exponent dividing q , then the
associated Lie ring of H has characteristic dividing q and satisfies the identities
Kq,n+1 = 0 (n 1).
Furthermore,
Lemma 4 [6, Theorem (2.5.1)]. Every multilinear identity which holds in the associated
Lie ring of every group of exponent q is a consequence of the identities qx = 0, Kq,n+1 = 0
(n 1).
Remark. In the proof of the theorem just cited, Vaughan-Lee actually shows that any
multilinear identity in r variables which holds in the associated Lie ring of B(r, q) is a
consequence of the identities qx = 0, and Kq,n+1 = 0 (n 1). The lemma will be applied
in this stronger form.
It follows from the proof of [6, Theorem (2.5.1)] (see [6, pp. 44–45]), that if the Lie
ring L is embedded in an associative ring A with Lie bracket multiplication defined by
[x, y] = xy − yx , x, y ∈ A, then every element contained in the ideal generated by the
words Kpe,n+1(x1, . . . , xn+1) is contained in the ideal (in A) generated by the elements Ts
with 1 s  n + 1 and
Ts = Ts(y1, . . . , ys) =
q∑
t=1
((
q
t
)∑
yS(1) . . . yS(t)
)
.
Here, each S(i) = {i1, . . . , is(i)}, i1 < i2 < · · · < is(i), is a nonempty subset of {1, . . . , s},
yS(i) = yi1yi2 . . . yis(i) , and the sum inside the brackets is taken over all partitions of
{1, . . . , s} into an ordered sequence of t disjoint nonempty subsets.
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(1) Suppose that p is odd. Let k  1 and let M2(pk) be the Lie ring of 2×2-matrices over
Z/pkZ, with Lie bracket multiplication [a, b] = ab − ba. If e  k + 1, then M2(pk)
satisfies the identities pex = 0 and Kpe,n+1 = 0, n 1.
(2) Let M3(2k) be the Lie ring of 3 × 3-matrices over Z/2kZ. If e  k + 3, then M3(2k)
satisfies the identities pex = 0 and K2e,n+1 = 0, n 1.
Proof. This is a very slight modification of the arguments of [6, (4.1.1)].
Let M = M2(pk) for odd p, and M = M3(2k) if p = 2. Let s  n, t  q and consider
a fixed partition S(1)∪ · · · ∪ S(t) of {1, . . . , s}. Let y1, . . . , ys ∈ M and for 1 i  t write
yS(i) = ai . The given partition then contributes the summand
(
q
t
)∑
σ∈St aσ(1)aσ(2) . . . aσ(t)
to Ts , given that the bracket-enclosed sum in Ts is taken over all ordered partitions. Let
B be a (Z/pkZ-module) basis of M and note that |B| = 4 if p is odd and |B| = 9 for
p = 2. Writing each ai as a linear combination of basis elements and then expanding the
product according to the distributive laws yields that
∑
σ∈St aσ(1)aσ(2) . . . aσ(t) is a linear
combination of terms
∑
σ∈St bσ(1)bσ(2) . . . bσ(t) with b1, . . . , bt ∈ B . If  ∈ N such that
t  |B|( − 1) + 1, then for some b ∈ B there is k   with bij = b for k values of j .
Accordingly, the number of times a fixed monomial bj1bj2 . . . bjt , {j1, . . . , jt } = {1, . . . , t},
occurs as a summand in
∑
σ∈St bσ(1)bσ(2) . . . bσ(t) is always divisible by !.
Note that [16/9] = 2 and [32/9] = 4, while, if h 6, then 2h−4! is divisible by 2h−3.
Furthermore, [9/4] = 3, [27/4] = 7 and if h  4, then 3h−2! is divisible by 3h−1; if
p  5 and h 2, then ph  4(ph−1 − 1)+ 1 anyway.
Let t  q and ph be the highest power of p dividing t . It is well known that
(
q
t
)
is then
divisible by pe−h. Let y1, . . . , ys ∈ M and let X =∑yS(1) . . . yS(t); we have seen that X is
of the form [ph/|B|]!z with B a basis of M and z ∈ M . The previous paragraph shows that,
under the constraints placed on k in the premiss of the lemma, pe−h[ph/|B|]! is always
divisible by pk , which completes the proof. 
We will also employ the series of modular dimension subgroups Dn(G), n ∈ N, of the
group G; the series Dn(G) is the fastest-descending series of subgroups of G satisfying the
conditions D1(G) = G, [Di(G),Dj (G)]Di+j (G), and1(Di(G))Dpi(G), i, j ∈ N.
Lazard’s closed formula
Dn(G) =
∏
jpin
i(γj (G))
will also prove to be useful; the following properties of the dimension subgroup series are
to be found in [2].
Lemma 6. For n ∈ N let Dn = Dn(G), G a group. Then
(a) [2, 11.14(i)] If k  n, then [Dn,Dk] γn+k(G)Dn+pk .
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→ xp , x ∈ Dn, induces a well-defined map
Dn/Dn+1 → Dpn/Dpn+1 . If x, y ∈ Dn, then
(xy)p ≡ xpyp
p−1∏
i=1
si(x, y) mod Dpn+1,
where si(x, y) = [x, z1, . . . , zp−1], with  ∈ {1, . . . , p − 1} such that i ≡ 1 mod p
and where the product is taken over all (p − 1)-tuples (z1, . . . , zp−1) with zj = x for
i − 1 values of j and cj = y for the remaining p − i values of j . (As D′pn Dpn+1,
the length p-commutators in the product si may be ordered anyhow.)
2. Proof of the theorem
The proof falls into two parts; we are first going to prove part of part (2), namely, that
exp(Bm) pm+e−1 for odd primes p and exp(Bm) 2m+e−2 for p = 2.
(a) The case p odd.
Let F be the free group freely generated by x1, . . . , x; via induction on i it is readily
seen that each group homomorphism F → H maps (i)(F ) into (i)(H ); accordingly,
F/(i)(F ) is a relatively free group, with relatively free generators x1(i)(F ), . . . ,
x(i)(F ). The exponent of this group is at most pi , so is certainly finite.
For group elements x and y let w(x,y) = w1(x, y) = x−py−p(yx)p, and for i ∈ N let
wi = wi(x1, . . . , x2i ) = w(wi−1(x1, . . . , x2i−1),wi−1(x2i−1+1, . . . , x2i )). Then wi ∈ (i),
so if exp(H)= pm, then wm(x1, . . . , x2m) = 1 whenever x1, . . . , x2m ∈ H . We are going to
transform the identity wm = 1 into a multilinear identity that is valid in the associated Lie
ring of every group of upper exponent pm.
Let H be a group of finite exponent with H = 〈x, y1, . . . , ys〉 and let X = 〈xH 〉.
As H is of finite exponent, every element g of H is a product of elements taken from
{x, y1, . . . , ys}; as xg = x[x,g], successive applications of the commutator product rules
[a, bc] = [a, c][a, b][a, b, c] and [ab, c] = [a, c][a, c, b][b, c] yield that every element
of X is a product of special commutators involving x; as X′ is generated by the set
{[u,v]|u,v ∈ X}, every element of X′ is a product of special commutators that involve
x in at least 2 different places.
Following the calculations in [6, see p. 32], we derive
w(x,y) = x−pxyp−1 . . . xy2xyx ≡ x1+y+y2+···+yp−1−p (mod X′),
and
(
yp − 1)/(y − 1)− p =
p∑
r=1
(
p
r
)
(y − 1)r−1 − p,
so w(x,y) ≡∏p [x,r−1 y](pr ) (modX′).r=2
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yS(r−1)] (mod X′), the product taken over all sequences S(1), . . . , S(r − 1) of nonempty
subsets of {1, . . . , p − 1}.
Let u(x, y1, . . . , yp−1) = ∏pr=2(∏[x, yS(1), yS(2), . . . , yS(r−1)](pr )), the product inside
the brackets being taken over all (ordered) sequences S(1), . . . , S(r − 1) of nonempty
subsets of {1, . . . , p− 1}. There is an ambiguity in the definition which could be overcome
by imposing an order on the subsets of {1, . . . , p}, yet what we are really interested in is u
modulo X′, so this is immaterial.
We have seen that
w(x,y1 . . . yp−1) = u(x, y1, . . . , yp−1) · d1d2 . . . d, (1)
where each dk is a special commutator in x, y1, . . . , yp−1 involving x in at least two
different places.
Throughout the following, H will be supposed to be the relatively free group of upper
exponent pm on pm free generators x1, . . . , xpm . Let xˆ, yˆ1, . . . , yˆp−1 be words of the form
wm−1(xi1, . . . , xi2m−1 ), with 2
m−1 distinct generators xij from {x1, . . . , xpm}. Also suppose
that each generator x1, . . . , xpm occurs in at most one of xˆ, yˆ1, . . . , yˆp−1. Now (1) yields
u(xˆ, yˆ1, . . . , yˆp−1) = dˆ1dˆ2 . . . dˆ, (1∗)
where dˆ1, . . . , dˆ are special commutators in xˆ, yˆ1, . . . , yˆp−1, each involving xˆ in two
different places. Being relatively free, the group H has got endomorphisms ϕj sending
xi to 1 for those of the generators xi involved in yˆj and sending xi to xi otherwise. Let
ϕ0 = id and suppose that, by applying the mappings ϕ0, . . . , ϕk (0 k  p− 1) to Eq. (1∗)
one after another, we obtained the equation
p∏
r=2
( ∏
S(1)∪···∪S(r−1)⊇{1,...,k}
[
xˆ, yˆS(1), yˆS(2), . . . , yˆS(r−1)
](pr ))= c′1c′2 . . . c′s, (1′)
with each c′i a special commutator in xˆ, yˆ1, . . . , yˆp−1, involving xˆ in 2 different places and
involving all of yˆ1, . . . , yˆk . The formula ab = ba[a, b] yields that we may, at the expense
of introducing new special commutators that also involve xˆ in at least 2 (indeed, at least 4)
different places and involve each of yˆ1, . . . , yˆk+1, move those of the c′i that do not involve
yˆk+1 to the left of those that do; so suppose the ones not involving yk+1 to be c′1, . . . , c′t .
Applying ϕk+1 to both sides of (1′) then yields
p∏
r=2
( ∏
k+1/∈S(1)∪···∪S(r−1)⊇{1,...,k}
[
xˆ, yˆS(1), yˆS(2), . . . , yˆS(r−1)
](pr))= c′1c′2 . . . c′t ,
so
p∏( ∏ [
xˆ, yˆS(1), yˆS(2), . . . , yˆS(r−1)
](pr))= c′t+1 . . . c′s .
r=2 S(1)∪···∪S(r−1)⊇{1,...,k+1}
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p∏
r=2
( ∏
S(1)∪···∪S(r−1)={1,...,p−1}
[
xˆ, yˆS(1), yˆS(2), . . . , yˆS(r−1)
](pr ))= c1 . . . ck, (2)
where each ci is a special commutator in xˆ, yˆ1, . . . , yˆp−1 involving xˆ in at least two distinct
places and involving all the yˆi , 1 i  p − 1.
Let y1, y2, . . . , yp be elements of the group K , let
v(x, y1, . . . , yp−1) = v1(x, y1, . . . , yp−1)
=
p∏
r=2
( ∏
S(1)∪···∪S(r−1)={1,...,p−1}
[x, yS(1), yS(2), . . . , yS(r−1)](pr )
)
,
and let vi+1(y1, . . . , ypi+1) = v(vi(y1, . . . , ypi ), . . . , vi(y(p−1)pi+1, . . . , ypi+1)). Suppose
that, for z1, . . . , zpi ∈ K , vi(z1, . . . , zpi ) = vi−1(v(z1, . . . , zp), . . . , v(zpi−p+1, . . . , zpi )).
Letting y1, . . . , ypi+1 ∈ K , and yˆj = v(y(j−1)p+1, . . . , yjp), j = 1, . . . , pi and then
applying the inductive hypothesis to v(vi−1(yˆ1, . . .), . . . , vi−1(. . . yˆpi )), we find that
vi(yˆ1, . . . , yˆpi ) = vi+1(y1, . . . , ypi+1). Next we will need to investigate what happens to
the expression v(z1, . . . , zp) if, say, zi is replaced by a product ab, a, b ∈ K; we will
start with  = 1.
According to its definition, g = v(z1, . . . , zp) is a product of left-normed commu-
tators c = c(z1, . . . , zp) in z1, . . . , zp , all of which involve each of z1, . . . , zp . For
y ∈ K let g(y) = v(z1, . . . , zi−1, y, zi+1, . . . , zp). We may apply Lemma 2 to the
various c to obtain that g(ab) is a product of elements c(a)c(b)δc where c(y) =
c(z1, . . . , zi−1, y, zi+1, . . . , zp), y ∈ K , and δc is a product of special commutators in
z1, . . . , zi−1, a, b, zi+1, . . . , zp , each of which involves each of z1, . . . , zi−1, zi+1, . . . , zp
as well as a and b. If c1, c2 are among the left-normed factors c that make up the product
g(ab), then [c1(a), c2(b)] involves each of z1, . . . , zp, a, b. Using the rule uv = vu[u,v],
we may therefore rearrange the c(a) and c(b) and move the δj to the right, adding more
special commutators on the way that involve all the zk with k = i and that involve a and
b-note that the cj are themselves special commutators in z1, . . . , zp. Hence
v(z1, . . . , zi−1, ab, zi+1, . . . , zp)
= v(z1, . . . , zi−1, a, zi+1, . . . , zp)v(z1, . . . , zi−1, b, zi+1, . . . , zp)γ, (3)
where γ is a product of special commutators in z1, . . . , zi−1, a, b, zi+1, . . . , zp , involving
each of z1, . . . , zi−1, zi+1, . . . , zp as well as a and b.
Next consider the word f = v(z1, . . . , zi−1, ab, zi+1, . . . , zp). We assume that
(j − 1)p−1 + 1  i  jp−1. Let zˆk = v−1(z(k−1)p−1+1, . . . , zkp−1)), 1  k  p,
and for y ∈ K let zˆj (y) = v−1(z(j−1)p−1+1, . . . , zi−1, y, zi+1, . . . zjp−1). We assume
inductively that zˆj (ab) = zˆj (a)zˆj (b)γ with γ a product of special commutators in
z(j−1)p−1+1, . . . , zi−1, a, b, zi+1, . . . , zjp−1 , all of which involve each of the zj with j = i
as well as both a and b. Applying (3) to f = v(zˆ1, . . . , zˆi−1, zˆj (a)zˆj (b)γ, zˆi+1, . . . , zˆp),
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f (a)f (b)ϑ , where ϑ is a product of special commutators in zˆ1, . . . , zˆj−1, zˆj (a), zˆj (b),
zˆj+1, . . . , zˆp , that each involve every zˆk (k = j ), and that each involve at least two out of
the three elements zˆj (a), zˆj (b), γ . For k = j , zˆk is itself a product of special commuta-
tors in z(k−1)p−1+1, . . . , zkp−1 each of which involves all of the respective z, and, but
for zi being replaced by a or b, respectively, the same is true for zˆj (a) and zˆj (b). Ap-
plying Lemma 2 again, ϑ therefore decomposes into a product of special commutators in
z1, . . . , zi−1, a, b, zi+1, . . . , zp , each of which involves each of these words. Hence
v(z1, . . . , zi−1, ab, zi+1, . . . , zp)
= v(z1, . . . , zi−1, a, zi+1, . . . , zp)v(z1, . . . , zi−1, b, zi+1, . . . , zp)	, (4)
with 	 a product of special commutators in z1, . . . , zi−1, a, b, zi+1, . . . , zp , involving each
of z1, . . . , zi−1, zi+1, . . . , zp and a and b, too.
We are now going to return to the group H , the relatively free group of upper exponent
pm in the relatively free generators x1, . . . , xpm . With the notation introduced in the
meantime, Eq. (2) takes the shape
v1
(
wm−1(x¯1), . . . ,wm−1(x¯p)
)= c1c2 . . . ck,
with x¯j denoting the tuple (xj1, . . . , xj2m−1 ) and with the cj special commutators in the
words wm−1(x¯j ), each involving all of these words and involving wm−1(x¯1) in at least two
different places.
Let k  m and 1  i  pk ; for 1  r  i − 1 and 1    p(i − 1) let z =
wm−k−1(x,1, . . . , x,2m−k−1) and let xˆr = v(zp(r−1)+1, . . . , zpr ). For i  r  pk let x˜r =
wm−k(xr,1, . . . , xr,2m−k ). Here xr,j ∈ {x1, . . . , xpm} for every r and j , and no two of the xr,j
are to be the same. We inductively assume that
vk(xˆ1, . . . , xˆi−1, x˜i , . . . , x˜pk ) = d1d2 . . . d, (∗)
where d1, . . . , d are special commutators in the words z1, . . . , zp(i−1) and x˜i , . . . , x˜pk each
involving every single one of the zj and the x˜j , while involving at least one of them in at
least two different places.
As the group H is relatively free, Eq. (∗) stays valid upon replacing x˜i by w(σ,
τ1τ2 . . . τp−1), with both σ and τ1, . . . , τp−1 words of the form wm−k−1(y1, . . . , y2m−k ),
yj ∈ {x1, . . . , xpm} and yj = y for 1  j <  2m−k ; furthermore, we take the yj to be
chosen such that a generator xr , r ∈ {1, . . . , pm}, is involved in at most one of the words
zj , x˜j , σ , τ1, . . . , τp−1.
Applying (1), we obtain that x˜i = u(σ, τ1, . . . , τp−1)d ′1d ′2 . . . d ′r , with the d ′i special
commutators in σ, τ1, . . . , τp−1, all of which involve σ in at least two different places.
Let u = u(σ, τ1, . . . , τp−1) and ϑ = d ′1d ′2 . . . d ′r ; by (4),
vk(xˆ1, . . . , xˆi−1, uϑ, x˜i+1, . . . , x˜pk ) = vk(xˆ1, . . . , xˆi−1, u, x˜i+1, . . . , x˜pk )δ1δ2 . . . δr ,
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all of the xˆj and x˜j except for x˜i and also involves ϑ . Now every xˆj is itself
a product of special commutators in zp(j−1)+1, . . . , zpj , so, applying Lemma 2, the
product δ1δ2 . . . δr decomposes into a product of special commutators in z1, . . . , zp(i−1),
σ, τ1, . . . , τp−1, x˜i+1, . . . , x˜pk , all of which involve every zr and x˜j , j = i , while involving
σ in at least two different places. Since H is of finite exponent, δ−1j is a power of δj ,
1 j  r , so we may multiply (∗) with δ−1j on both sides without changing the right-hand
side’s status as a product of special commutators that involve the appropriate variables in
the appropriate number of places.
Next consider a special commutator ds taken from the right side of Eq. (∗). If y ∈ H ,
let ds(y) be ds with x˜i replaced by y throughout. By Lemma 2, ds(uϑ) = ds(u)γs , where
γs is a product of special commutators involving each of z1, . . . , zp(i−1), x˜i+1, . . . , x˜pk
as well as ϑ . Each of d ′1, . . . , d ′r involves σ in two different places, whence another
application of Lemma 2 yields that γs decomposes into a product of special commutators
in z1, . . . , zp(i−1), x˜i+1, . . . , x˜pk , σ, τ1, . . . , τp−1, involving each of the zr listed and each
of the x˜j with j = i , while involving σ in at least two different places. Furthermore,
ds(u) involves all of the zr and every x˜j with i = j . Finally, u is itself a product of
special commutators in σ, τ1, . . . , τp−1, each involving σ . Now there is either a zr or x˜j
with j = i involved in ds(u) in at least two different places, in which case we need only
decompose u and ϑ by Lemma 2, or else x˜i is involved in ds in two different places. But
then again Lemma 2 implies that ds(u) decomposes into a product of special commutators
in z1, . . . , zp(i−1), x˜i+1, . . . , x˜pk , σ, τ1, . . . , τp−1 that involve σ in at least two different
places, while involving each of the zj and x˜j at least once. Either way, we obtain
vk(xˆ1, . . . , xˆi−1, u, x˜i+1, . . . , x˜pk ) = d˜1d˜2 . . . d˜n, (∗∗)
where d˜1, . . . , d˜n are special commutators in z1, . . . , zp(i−1), x˜i+1, . . . , x˜pk , σ, τ1, . . . , τp−1,
involving all of the zr and x˜j (j = i) and involving at least one of those or else σ in at least
two different places.
As before, let ϕ0 = id and for 1  j  p − 1 let ϕj be the endomorphism of H that
maps every xj occurring in τj to 1 and maps each of the remaining xj to itself. Let u0 = u
and for 1 j  p − 1 let
uj =
p∏
r=2
( ∏
{1,...,j}⊆S(1)∪···∪S(r−1)
[σ, τS(1), τS(2), . . . , τS(r−1)](pr)
)
.
Assume inductively that
vk(xˆ1, . . . , xˆi−1, uj−1, x˜i+1, . . . , x˜pk ) = e1e2 . . . er , (∗∗∗)
where e1, . . . , er are special commutators with all the properties we have shown d˜1, . . . , d˜n
(i.e., the commutators on the right side of (∗∗)) to possess and the additional property of
involving each of τ1, . . . , τj−1.
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u′j−1 =
p∏
r=2
( ∏
{1,...,j}∩S(1)∪···∪S(r−1)={1,...,j−1}
[σ, τS(1), τS(2), . . . , τS(r−1)](pr)
)
.
The formula st = ts[s, t] then implies that uj−1 = u′j−1uj ·ϑ , with ϑ a product of special
commutators in σ, τ1, . . . , τp−1, each involving τ1, . . . , τj , while involving σ in at least
two different places. By use of (4) and the fact that H is of finite exponent, we may thus
replace uj−1 by u′j−1uj in (∗∗∗), while another application of first (4) and then Lemma 2
yields that
vk
(
xˆ1, . . . , xˆi−1, u′j−1uj , x˜i+1, . . . , x˜pk
)
= vk
(
xˆ1, . . . , xˆi−1, u′j−1, x˜i+1, . . . , x˜pk
)
vk(xˆ1, . . . , xˆi−1, uj , x˜i+1, . . . , x˜pk )	
with 	—and thus 	−1—a product of special commutators in xˆ1, . . . , xˆi−1, σ, τ1, . . . , τp ,
x˜i+1, . . . , x˜pk , that each involve all the xˆj and x˜j listed as well as σ, τ1, . . . , τj and involve
σ in two different places; hence they are of a kind with the special commutators we have
placed on the right side of (∗∗∗). We may therefore safely multiply (∗∗∗) by ρ−1 on both
sides. Applying the rule ts = st[t, s] to change the order of the factors on the right-hand
side of (∗∗∗) such that those that do not involve τj are moved to the left of those that do
only adds more special commutators with all the properties, we ascribed to e1, . . . , er and
that also involve τj .
Hence, equivalently to (∗∗∗), we could have said
vk
(
xˆ1, . . . , xˆi−1, u′j−1, x˜i+1, . . . , x˜pk
)
= vk(xˆ1, . . . , xˆi−1, uj , x˜i+1, . . . , x˜pk ) = e′1e′2 . . . e′s,
where, of course, e′1, . . . , e′s are special commutators with all the features e1, . . . , er were
supposed to possess, and where, moreover, there is t ∈ {1, . . . , s} such that e′1, . . . , e′t do
not involve τj and the others do. Upon applying the map ϕj to both sides of (∗∗∗), we
therefore obtain
vk(xˆ1, . . . , xˆi−1, uj , x˜i+1, . . . , x˜pk ) = e′t+1 . . . e′s . (∗∗∗∗)
We may now set σ = zp(i−1)+1, τ1 = zp(i−1)+2, . . . , τp−1 = zpi and set xˆi = v(zp(i−1)+1,
. . . , zpi), to obtain
vk(xˆ1, . . . , xˆi−1, xˆi , x˜i+1, . . . , x˜pk ) = f1f2 . . . fr , (5)
where f1, . . . , fr are special commutators in z1, . . . , zpi , x˜i+1, . . . , x˜pk , each involving all
of these zj and x˜j and involving at least one of them in at least two different places.
We have remarked upon the fact that vk+1(x1, . . . , xpk+1) = vk(v(x1, . . . , xp), . . . ,
v(xpk+1−p+1, . . . , xpk+1)).
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no two of the xj,r are the same. Hence the fact that (5) follows from (∗) constitutes the
inductive step towards, at first,
vk+1(z1, . . . , zpk+1) = c1c2 . . . cs , (6)
where c1, . . . , cs are special commutators in the z1, . . . , zpk+1 each involving all of them
and involving at least one in at least two different places. Induction on k—starting with
Eq. (2)—now yields
vm(x1, . . . , xpm) = d1d2 . . . dt , (7)
where d1, . . . , dt are special commutators in x1, . . . , xpm , in which all of x1, . . . , xpm are
involved and in which at least one of them is involved in at least two different places.
If z, y1, . . . , yp−1 are elements of the group K , set
v′(z, y1, . . . , yp−1) = v′1(z, y1, . . . , yp−1) =
p∏
r=1
(∏
[z, yS(1), . . . , yS(r−1)](pr)
)
,
where the product inside the brackets is taken over all partitions of {1, . . . , p − 1} into an
ordered sequence of r − 1 disjoint nonempty subsets. For i > 1 let
v′i (y1, . . . , ypi ) = v′
(
v′i−1(y1, . . . , ypi−1), . . . , v′i−1(ypi−1(p−1)+1, . . . , ypi )
)
.
Via induction on i , it is easily seen that if, for  ∈ {1, . . . , pi}, yi ∈ γs(i)(K) and t =
s(1)+ s(2)+ · · · + s(pi), then
vi(y1, . . . , ypi ) ≡ v′i (y1, . . . , ypi )
(
modγt+1(K)
)
. (8)
Since the identity (7) has been seen to hold in H , it also holds in any group of upper
exponent pm. Accordingly, suppose that G = γ1  γ2  · · · γt  · · · is the lower central
series of a group G of upper exponent pm, and that, for 1  i  pm, yi ∈ γs(i); let
t = s(1)+ s(2)+ · · · + s(pm). Then Eqs. (7) and (8) imply that
v′m(y1, . . . , ypm) ∈ γt+1. (9)
Let Li = γi/γi+1, and let L = L1 ⊕ L2 ⊕ · · · be the associated Lie ring of G. For Lie ring
elements z1, . . . , zp let
f (z1, . . . , zp) = f1(z1, . . . , zp) =
p∑
r=1
(∑(p
r
)
[zS(1), . . . , zS(r−1)]
)
,
where the sum inside the brackets is again taken over all ordered partitions of {2, . . . , p}
into r − 1 disjoint nonempty subsets. Let
fi(z1, . . . , zpi ) = f
(
fi−1(z1, . . . , zpi−1), . . . , fi−1(zpi−1(p−1)+1, . . . , zpi )
)
.
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fi(y1γs(1)+1, . . . , ypi γs(i)+1) = v′(y1, . . . , ypi )γti+1. This is certainly true for i = 1 (i.e.,
for v′) and then immediately follows via induction on i . Furthermore, fi(. . .) is multilinear,
seeing that fi(y1, . . . , ypi ) is a sum of special commutators in y1, . . . , ypi in each of which
each yj , 1 j  pi is involved exactly once. Accordingly, (8) translates to
fm(y1, . . . , ypm) = 0 (10)
whenever y1, . . . , ypm ∈ L.
Next, let M2(pk) be defined as in Lemma 5. We are going to show that in M2(pk) the
identity pk−1fm(y1, . . . , ypm) = 0 is not valid.
To this end, consider the elements
a =
(
1 0
0 −1
)
, b =
(
0 1
0 0
)
, and c =
(
0 0
1 0
)
of M = M2(p). Then [a, b] = 2b, [b, c] = a, [c, a] = 2c.
Furthermore, charM = p, so for elements y, z1, . . . , zp−1 of M , f (y, z1, . . . , zp−1) =∑
σ∈Sp−1[y, zσ(1), . . . , zσ(p−1)] (in characteristic p, f = 0 is equivalent to the (p − 1)-
Engel condition). Now f (b, a, . . . , a) = (p − 1)!2p−1b, f (c, a, . . . , a) = (p − 1)!2p−1c,
whereas f (c, b, a, . . . , a) = (p − 2)![c, a, . . . , a, b] = (p − 2)!2p−2a. Accordingly, each
of the elements a, b and c actually is a word f (y, z1, . . . , zp−1) for some p-tuple
(y, z1, . . . , zp−1) of elements of M . It is immediately clear from the recursive definition of
fi that the same must be true if f is replaced by fi , i ∈ N.
For d ∈ Z/pkZ with d = x + pkZ let d¯ = d + pZ. Let M = M2(pk) and let ϕ :M →
M2(p) be the epimorphism defined by
ϕ :
(
a1 a2
a3 a4
)

→
(
a¯1 a¯2
a¯3 a¯4
)
· y,
z1, . . . , zpm−1 of M with ϕ(fm(y, z1, . . . , zpm−1)) = 0, hence pk−1fm(y, z1, . . . ,
zpm−1) = 0.
By Lemma 5(1), the identities Kpe,n = 0 (n  2) are valid M2(pe−1), so, according
to Lemma 4, the associated Lie ring of the group B(pm,pe) does not satisfy the identity
pe−2fm = 0.
Let g = v′(x1, . . . , xpm) ∈ B = B(pm,pe), let γi denote the ith term of the lower
central series of B , and let L = L(pm,pe) be the associated Lie ring of B . As we have
seen, gγpm+1 = fm(x1γ2, . . . , xpmγ2)γpm+1 in L and g ∈ (m)(B)γpm+1. Furthermore,
the identity pe−2fm = 0 is not valid in L, so, x1, . . . , xpm being relatively free generators,
gp
e−2 ∈ γpm ∩(m+e−2)(B)γpm+1 \ γpm+1. Now let Bm = B/γpm+1 as in the statement of
the theorem and let y¯ denote the image of y ∈ B under the canonical homomorphism
B(pm,pe) → Bm. Then g¯ ∈ γpm(Bm) ∩ (m)Bmγpm+1(Bm), so g ∈ (m)(Bm) and
gp
e−2 = 1. We have now shown exp(Bm) pm+e−1 for every odd prime p.
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The observant reader may have noticed that for p = 2 Razmyslov’s theorem [3], stating
that, if d = [log2 r], then for q  4 the d th term of the derived series of the associated Lie
ring of the group B(r, q), is nontrivial, already supplies a negative answer to Berkovich’s
question, seeing that it implies that for any natural number d there is r such that some
finite nilpotent quotient H of B(r, q) has derived length greater than d . This is because,
if p = 2, then the ith term of the derived series of G is contained in (i−1)(G). So, for
e ∈ {2,3}, there is nothing further to do. If e 4, then let M = M3(2e−2), the latter defined
as in Lemma 5. Lemma 5(2) says that for n  2 M satisfies the identity K2e,n = 0. Let
ϕ :M → M3(2) be as above; then it is well known that ϕ(M) is insoluble, indeed, M3(2)′
is a simple Lie algebra.
For group or Lie ring elements z1, z2, . . . , let δ(z1, z2) = [z1, z2] and δi(z1, . . . , z2i ) =
δ(δi−1(z1, . . . , z2i−1), δi−1(z2i−1+1, . . . , z2i )). We have just seen that M3(2e−2)) does not
satisfy the identity 2e−3δm = 0 for any m ∈ N.
Now Lemma 4 again says that in the associated Lie ring of B(2m,2e) the identity
2e−3δm = 0 does not hold. Let Bm = B(2m,2e)/γ2m+1(B(2m,2e)), and let x¯1, . . . , x¯2m
be the images of 2m relatively free generators for B(2m,2e) in Bm. As before we show that
δm(x¯1, . . . , x¯2m)2
e−3 = 1, which proves part (2) of the theorem for p = 2.
We will now turn to proving part (1) of the theorem; we are going to need two more
lemmas, the first of which very close to being a corollary of Lemma 3.
Lemma 7. Let  ∈ N and let y0, y1, . . . , yp−1 be elements of the group H with yi ∈
γj (i)(H), 0 i  p − 1. Let
f (y0, y1, . . . , yp) =
( ∏
σ∈Sp−1
[y0, yσ(1), yσ(2), . . . , yσ(p−1)]p−1
)
with an arbitrary ordering on elements of Sp−1 and let K = 〈y0, . . . , yp−1〉. If p is odd,
then f ∈(K)γj (0)+···+j (p−1)+1(H).
Proof. Let Γ = γj (0)+···+j (p−1)+1(H) and let ϕ be the obvious homomorphism ϕ :K →
K = KΓ/(K)Γ . According to [6, Eq. (2.4.5)], the deduction of which we copied in
deriving Eq. (2) above,
p∏
r=2
(∏
[y0, yS(1), . . . , yS(r−1)](p

r )
)
= c1c2 . . . ck,
where the product inside the brackets is taken over all partitions of {1, . . . , p − 1} into an
ordered sequence of r − 1 disjoint nonempty subsets (again, the subsets may be arranged
in any order) and where each cj is a special commutator in y0, . . . , yp−1 involving each
of the yi , i  1, as well as involving y0 in at least two different places. The greatest
power of p dividing
(
p
p
)
is p−1, while, for r < p,
(
p
r
)
is divisible by p. Applying
the homomorphism ϕ to both sides of the above equation thus yields the result. 
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Then (Dd(H))′  1(Dd(H)) and the map x 
→ xp induces a surjective homomorphism
Dd(H)/Dd+1(H)→ Dpd(H)/Dpd+1(H). Furthermore, Ddpe−1+1(H)= 1.
Proof. Let Di = Di(H) and γi = γi(H), i ∈ N. The second assertion of the lemma follows
immediately from Lazard’s formula, since, if jpi  dpe−1 + 1, then i  e or j  d .
Furthermore, Lemma 6(a) says that, as d  c, Dd  γ2dD(p+1)d  Dpd+1. If, moreover,
jpi  d and i (γj ) = 1, then j  c  d whence i  1 and jpi−1  d ; accordingly,
Dpd =∏jpipd i (γj ) 1(Dd). Another application of Lemma 6(a) yields γp(Dd)
Dd+(p−1)pd  Dpd+1, so, according to Lemma 6(b), if x, y ∈ Dd , then (xy)p ≡ xpyp
mod Dpd+1.
Via induction on i it is obvious that (i)(H )  Dpi (H) for all i , so, to finish off the
proof of the theorem, it should be sufficient to show that, if H is a p-group (p odd) and
cl(H) pm, then exp(1(Dpm−1(H))) pe−1; we will proceed to do just that.
Let H be as specified, for i ∈ N let Di = Di(H), and let 1(Dpm−1) = N . We claim
that if y ∈ N , then yp = z1z2 where z1 is a product of p2th powers of elements of Dpm−1
and z2 ∈ Dpm+1+1.
According to Lemma 6(b) , N/(N ∩Dpm+1) is contained in the subgroup generated by
the elements vp(N ∩Dpm+1) and si(u, v)(N ∩Dpm+1), where u,v ∈ Dpm−1 and si(u, v) is
as defined in Lemma 6. According to Lemma 8, the map x 
→ xp induces a homomorphism
Dpm/Dpm+1 → Dpm+1/Dpm+1+1, whence it is sufficient to show that if w ∈ Dpm is of one
of these two types of elements, then wp is as claimed. If w = vp , v ∈ Dpm−1 , then wp =
vp
2
and we need do no more. Recall that, for x, y ∈ H and i ∈ {1, . . . , p − 1}, si(x, y) =
(
∏[x, z1, . . . , zp−1])i−1 , the product being taken over all (p − 1)-tuples (z1, . . . , zp−1)
with zj = x for i − 1 values of j and zj = y for the remaining p − i values. The stabilizer
in Sp−1 of an (i − 1)-element subset of {1, . . . , p − 1} has order (i − 1)!(p − i)!, so,
setting z1 = · · · = zi−1 = x and zi = · · · = zp−1 = y , we obtain that si(x, y)i!(p−i)! ≡∏
σ∈Sp−1[x, zσ(1), . . . , xσ(p−1)], modDp+1(〈x, y〉). Accordingly, Lemma 7 implies that,
if u,v ∈ Dpm−1 , then si (u, v)p = t1t2 with t1 a product of p2th powers of elements
of Dpm−1 and t2 ∈ γp+1(u, v). According to Lemma 6(a), γk(〈u,v〉)  Dpm−1+(k−1)pm,
k ∈ N, whence γp+1(〈u,v〉)  Dpm+1+pm−1  Dpm+1+1, which proves the truth of the
claim.
Together with Lemma 8—and taking note of the fact that a p2th power of an
element of Dpm−1 is already contained in Dpm+1 —the claim implies that, for i  1,(i)(N)  i+1(Dpm−1)Dpm+i+1, in particular, (e−1)(N)  e(Dpm−1)Dpm+e−1+1 = 1.
The theorem is now fully proved.
Remark. The reader will have observed that there is an unfortunate gap in the theorem as
regards the case p = 2; I am hoping to be able to clarify this in the not too distant future.
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