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Abstract—Subspace clustering aims to find groups of similar
objects (clusters) that exist in lower dimensional subspaces from a
high dimensional dataset. It has a wide range of applications, such
as analysing high dimensional sensor data or DNA sequences.
However, existing algorithms have limitations in finding clusters
in non-disjoint subspaces and scaling to large data, which impinge
their applicability in areas such as bioinformatics and the Inter-
net of Things. We aim to address such limitations by proposing
a subspace clustering algorithm using a bottom-up strategy. Our
algorithm first searches for base clusters in low dimensional
subspaces. It then forms clusters in higher-dimensional subspaces
using these base clusters, which we formulate as a frequent
pattern mining problem. This formulation enables efficient search
for clusters in higher-dimensional subspaces, which is done using
FP-trees. The proposed algorithm is evaluated against traditional
bottom-up clustering algorithms and state-of-the-art subspace
clustering algorithms. The experimental results show that the
proposed algorithm produces clusters with high accuracy, and
scales well to large volumes of data. We also demonstrate
the algorithm’s performance using real-life data, including ten
genomic datasets and a car parking occupancy dataset.
Index Terms—Subspace clustering; bottom-up clustering; fre-
quent pattern mining; bioinformatics; internet of things
I. INTRODUCTION
Subspace clustering aims to find groups of similar objects,
or clusters, that exist in lower dimensional subspaces from a
high dimensional dataset. This has a wide range of applica-
tions, including the rapidly growing fields of the Internet of
Things (IoT) [1] and bioinformatics [2]. Applications such as
these generate large volumes of high dimensional data, which
bring new challenges to the subspace clustering problem. In
this paper we propose a novel approach to subspace cluster-
ing that addresses two key challenges in these applications:
scalability to large datasets and non-disjoint subspaces.
The first challenge lies in handling large inputs. This is
essential for many applications nowadays since the captured
data can grow to million of records in a short period of time.
It has been shown [3], [4] that many existing algorithms have
high computational costs and take considerable time to cluster
relatively small inputs, e.g., STATPC [3] needs more than
13 hours to cluster 7,500 records of 16 dimensions. Table I
illustrates how our algorithm can scale to inputs with large
volumes of data, in comparison to state-of-the-art subspace
clustering algorithms SWCC [2], SSC [5], and LRR [6]. The
running time of our algorithm over 100,000 data points is
half that required by SWCC (which is a highly efficient co-
clustering algorithm, but cannot find clusters in non-disjoint
subspaces). The state-of-the-art subspace clustering algorithms
SSC and LRR also suffer as the number of data points
increases. SSC triggers memory errors when the numbers of
data points reaches 15,000, while LRR cannot terminate in 12
hours for just 5,000 points.
5,000 10,000 15,000 20,000 50,000 100,000
Ours 6.7 13.2 20.7 28.7 127.9 184.5
SWCC 9.8 19.9 37.8 93.94 198.96 374.48
SSC 226.1 416.9 1506.4 - - -
LRR - - - - - -
TABLE I: Clustering time (in seconds) on 10-dimensional
datasets. The volume ranges from 5,000 to 100,000 points.
The second challenge involves finding clusters in non-
disjoint subspaces [7]. Many recent algorithms [5], [6] assume
that clusters are located in disjoint subspaces, which do not
have any intersection except for the origin. This is a strong
assumption that can be unrealistic, because real-life data may
be correlated in different overlapping subsets of dimensions,
also known as the property of local feature relevance [8]. For
example, with gene expression data, a particular gene can be
involved in multiple genetic pathways, which can result in
different symptoms among different sets of patients [9]. Hence,
a gene can belong to different clusters that have dimensions
in common while differing in other dimensions [10]. Figure 1
presents another example of clusters in non-disjoint subspaces
that are observed in data collected from IoT applications. The
heatmap visualizes the subspace clustering results of a car
parking occupancy dataset at 10 locations from 9am to 1pm,
where each column represents a car parking bay, and each row
represents an hour of the day. It can be observed that clusters
C1 and C2 are in non-disjoint subspaces since they share the
dimensions of parking bays P2 and P3 in common. In the case
of C1, this can be interpreted as the utilisation of these two
parking bays following some pattern that is also observed at
P1 between 9am-10am. On the other hand, cluster C2 shows
that P2 and P3 follow a different pattern between 11am-1pm,
and share that pattern with P4 and P5. Further analysis of
the data can suggest that {P2, P3, P1} are busy parking bays
during morning peaks, whereas {P2, P3, P4, P5} have higher
occupancy levels during lunch time.
C1
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C5
C3
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Fig. 1: An illustration of clusters in non-disjoint subspaces for
car parking occupancy data. Clusters are highlighted to show
simultaneous groupings of points and dimensions.
To address these challenges, we propose a novel algorithm
that can find clusters in non-disjoint subspaces and scale well
with large inputs. The algorithm follows a bottom-up strategy
and comprises two phases. First, it searches for potential
clusters in low dimensional subspaces, which we call base
clusters. We start with base clusters instead of dense units
in separate dimensions, which are used in existing bottom-
up clustering algorithms [8]. This allows our algorithm to
preserve the covariance of data between different dimensions,
which is also a critical factor when clustering high dimensional
data, as we further elaborate in Section 4.1. In addition, this
approach makes our algorithm more stable and tolerant to
variations in parameters settings.
In the second phase, base clusters that share similar sets
of data points are aggregated together to form clusters in
higher dimensional subspaces. This process of aggregation
is non-trivial. One of the main challenges lies in keeping
the number of aggregated clusters tractable. This not only
directly affects the computational costs of the algorithm, but
also ensures that the final result is presented in an appropriate
number of meaningful clusters. Many existing algorithms [11],
[12] depend on combinatorial search to combine low dimen-
sional clusters (dense units). If there are on average m dense
units in each dimension, the first level of aggregation of
CLIQUE [11] (to combine one-dimensional dense units into
two-dimensional clusters) would need to check |m|d pairwise
possible aggregations, where d is the number of dimensions.
Further aggregation would need to be applied sequentially for
each subsequent higher dimension. We alleviate this heavy
computation by transforming the aggregation problem into a
frequent pattern mining problem [13] to achieve efficient and
robust aggregation of base clusters. This approach also allows
us to avoid the construction of a similarity matrix, which
has quadratic complexity with respect to the input volume.
Therefore, we reduce both time and space complexity and
enable the algorithm to work with very large inputs. During
this process, a base cluster may be aggregated into more than
one cluster in different higher dimensional subspaces that have
overlapping dimensions, which enables us to find non-disjoint
subspace clusters. The general steps of our algorithms are
summarized in Figure 2 and are detailed in Section 4.
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Fig. 2: Framework of the proposed algorithm
We make the following contributions:
• We propose a novel subspace clustering algorithm that
can find clusters in non-disjoint subspaces and handle
very large inputs. The novelty of our approach is reflected
in both phases of the algorithm. First, we search for base
clusters in low dimensional subspaces to preserve the
covariance of data between different dimensions. Second,
we transform the process of sequential aggregation of
low dimensional clusters to a problem of frequent pattern
mining to construct high dimensional clusters.
• We demonstrate that the proposed algorithm outperforms
traditional subspace clustering algorithms using bottom-
up strategies, as well as state-of-the-art algorithms with
other clustering strategies, in terms of accuracy and
scalability on large volumes of data.
• We conduct a range of experiments to demonstrate the
effectiveness of our algorithm in different practical ap-
plications. Specifically, we present how the algorithm
can be applied to (1) real-life sensor data from the City
of Melbourne, Australia [14], and (2) 10 different gene
expression datasets [9], and produce comparable or better
results than state-of-the-art algorithms.
II. RELATED WORK
Subspace clustering is an active research field that aims to
partition high dimensional datasets into groups of objects that
are similar in subspaces of the data space. The attributes of
high dimensional data lead to multiple challenges for subspace
clustering. A major challenge is referred to as local feature
relevance [8], which states that clusters only exist in subspaces
(or subsets of dimensions) rather than the full dimensional
space. In addition, the subspaces where a cluster exists vary
for different subsets of data points. This phenomenon makes
traditional similarity measures, such as Euclidean distance,
Manhattan distance, and cosine similarity ineffective. The
reason is that these measures use all dimensions, both relevant
and irrelevant, when computing similarity. Moreover, since
subspaces vary for different (and unknown) subsets of points,
common dimensionality reduction techniques, such as PCA
[15], MDS [16], and feature selection methods [17] that apply
global changes to the data, are not effective.
Subspace clustering methods. Subspace clustering meth-
ods can be categorised into five groups: iterative methods,
algebraic methods, statistical methods, matrix factorisation-
based methods, and spectral clustering based methods. We
briefly describe each group with representative algorithms. A
detailed survey of these algorithms is in [4].
Iterative methods suchs as K-subspaces [18] iteratively al-
ternate between assigning points to the subspaces and updating
subspaces to refine the clusters. K-subspaces is simple, fast,
and is guaranteed to converge. However, it needs to know the
number of clusters as well as the dimensions of each cluster
beforehand. The algorithm is also sensitive to outliers and only
converges to a local optimum.
Statistical methods, such as MPPCA [19], assume that
the data in each subspace follow a known distribution, such
as a Gaussian distribution. The clustering process alternates
between clustering the data and adjusting the subspaces by
maximizing the expectation of the principle components of
all subspaces. These algorithms need to know the number of
clusters as well as the number of dimensions of each subspace.
Moreover, their accuracy heavily depends on the initialization
of the clusters and subspaces.
GPCA [20] is a representative algorithm of the algebraic
methods. It considers the full data space as the union of s
underlying subspaces, and hence represents the input data
as a polynomial P (x) of degree s: P (x) =
∏s
i=1 b
⊤
i x =
(b⊤1 x)...(b
⊤
s x) = 0 where bi and b
⊤
i x are the normal vector
and the equation of subspace Si respectively. The subspaces
are then identified by grouping the normal vectors ~ni of all
the points, which are the derivatives at the values xi. GPCA
needs to know the number of dimensions of each subspace,
and is sensitive to noise and outliers. Besides, GPCA has
high computational complexity and does not scale well to the
number of subspaces or their dimensionalities.
Matrix factorization based algorithms use low-rank factor-
ization to construct the similarity matrix over the data points.
Specifically, given the input N ∈ Rn×d containing n points
in d-dimensions, matrix factorization based algorithms [21],
[22] find the SVD [15] of the input to subsequently construct
the similarity matrix Z , where Zij = 0 if points i and j
belong to different subspaces. The final clusters are obtained
by thresholding the entries of Z . These methods assume the
subspaces to be independent and noise free.
SSC [5] and LRR [6] are two state-of-the-art algorithms that
use spectral clustering techniques. They initially express each
data point xi ∈ N as a linear combination of the remaining
data xi = Σ
n
i6=jzijxj , and use the coefficients zij to construct
the similarity matrix Z ∈ Rn×n. The algorithms then optimize
Z to make zij = 0 for all points xi, xj that do not belong to
the same subspace. SSC uses L1-norm regularization [23] to
enforce Z to be sparse, while LRR enforces the matrix to
be low-rank by using nuclear norm regularization [24]. Both
algorithms assume the underlying subspaces to be disjoint.
In addition, both have high computational complexity, which
grows rapidly with the number of input records.
Bottom-up subspace clustering algorithms. From an algo-
rithmic point of view, clustering algorithms can be classified
into bottom-up algorithms and top-down algorithms [8]. As
our algorithm follows a bottom-up strategy, we briefly discuss
the relevant algorithms of this class to highlight our contribu-
tions.
The bottom-up strategy involves searching for dense units
in individual dimensions, and subsequently aggregating these
dense units to form clusters in higher dimensional subspaces.
The difference among bottom-up algorithms lies in the def-
inition of dense units and the method of aggregating lower
dimensional clusters. For example, CLIQUE [11] divides
individual dimensions into fixed size cells, and defines dense
units as cells containing more than a predefined number of
points. It then aggregates adjacent dense units to construct
higher dimensional clusters. CLIQUE heavily depends on
setting appropriate values of the cell size and density threshold.
This can be challenging because the value ranges differ in
different dimensions and there might not be a single set of
parameters that suit all dimensions. In addition, searching
for dense units in separate dimensions omits the covariance
between dimensions, which can lead to either missing clusters
or redundant combinations of dense units. We discuss this
phenomenon in more detail in Section 4.1. SUBCLU [12] does
not rely on fixed cells. Instead, it uses DBSCAN [8] to search
for dense units in each dimension, and iteratively constructs
higher dimensional subspaces. The algorithm invokes a call
of DBSCAN for each candidate subspace, which can lead
to a high running time. We propose to perform clustering
only at the beginning of the algorithm while still guaranteeing
that the aggregation of these 2-dimensional clusters form
valid high dimensional clusters, which achieves a much lower
computational cost.
Co-clustering. Another relevant topic is co-clustering (a.k.a
bi-clustering or pattern-based clustering) [25]. Co-clustering
can be considered as a more general class of clustering high di-
mensional data by simultaneously clustering rows (points) and
columns (dimensions). The main point that differentiates co-
clustering from subspace clustering lies in the approach to the
problem, and the homogeneous methodology to find clusters in
both axis-parallel and arbitrarily oriented subspaces [8]. In this
paper, we also compare the performance of our algorithm on
gene expression data with a range of co-clustering algorithms,
including SWCC [2], BBAC-S [26], ITCC [27], FFCFW [28],
and HICC [29].
III. PROBLEM STATEMENT
We first present the notation used in this paper.
• S
(k)
i is a subspace of k dimensions, which is repre-
sented as a set of its component dimensions: S
(k)
i =
{di1, ..., dij , ..., dik}, dij represents the j
th dimension.
• Xj or {xj} is a set of points; xj denotes a point: xj =
{xji}ki=1, xji is the coordinate in the i
th dimension.
• C
Xj
Si
is a cluster formed by points Xj in subspace Si.
Let X = {xi ∈ Rd : i = 1..n} be a set of n points in a
d-dimensional space, and Xj be a subset of X . The set of all
subspace clusters is denoted as Y = {C
Xj
Si
, i : 1..s, j : 1..c}.
Here, s denotes the number of subspaces containing clusters,
and c denotes the number of all clusters. More than one cluster
can exist in a subspace, i.e., c ≥ s. Our subspace clustering
algorithm finds all clusters by identifying their corresponding
subspaces and point sets.
We take a bottom-up approach to find the clusters in
subspaces starting from finding base clusters in low dimen-
sional subspaces. The algorithm to find the base clusters is
orthogonal to our study. We use k-means in the experiments for
simplicity, although any low dimensional clustering algorithms
may be used. Once the base clusters are found, our algorithm
aggregates them to form clusters in higher-dimensional sub-
spaces. We follow a probabilistic approach together with the
downward closure property of density to guarantee the validity
of the formation of clusters in higher dimensional subspaces.
This is formulated as Lemma 1.
Lemma 1: Given two points x1 and x2 in subspace Si,
the probability that x1 and x2 belong to the same cluster in
subspace Si is proportional to the cardinality |{Si′}| (Si′ ⊂
Si) in which x1 and x2 belong to the same cluster.
Proof: Let CSi denote the event where two points x1 and
x2 belong to the same cluster in subspace Si. Assume that we
already perform clustering in lower dimensional subspaces and
find that these two points belong to the same cluster in a set
of p subspaces S = {Si1, ..., Sij , ..., Sip} (Sij ⊂ Si). Given
this knowledge, the probability that x1 and x2 belong to the
same cluster in Si is:
P1 = P (CSi | CSi1 , ..., CSip) =
P (CSi , CSi1 , ..., CSip)
P (CSi1 , ..., CSip)
We show that the probability P1 increases as new evidence
of the cluster formation of x1 and x2 is found in other
subspaces of Si. Specifically, let these two points also belong
to a cluster in a certain subspace Sim ⊂ Si (Sim 6⊂ S, i.e.,
Sim is indeed a newly discovered subspace in which x1 and x2
belong to the same cluster). The probability of them belonging
to the same cluster in Si becomes:
P2 = P (CSi | CSi1 , ...,CSip , CSim) =
P (CSi , CSi1 , ...,CSip , CSim )
P (CSi1 , ...,CSip , CSim )
By applying the chain rule, we can show that P2 > P1:
P2
P1
=
P (CSi , CSi1 , ..., CSip , CSim)
P (CSi1 , ..., CSip , CSim)
×
P (CSi1 , ..., CSip)
P (CSi , CSi1 , ..., CSip)
According to the downward closure property of den-
sity, if x1 and x2 are near in Si, they are also
near in all subspaces of Si, including Sim. Hence,
P (CSim | CSi) = 1, or P (CSim , CSi) = P (CSi). Therefore,
P (CSi , CSi1 , ..., CSip , CSim) = P (CSi , CSi1 , ..., CSip). The
previous equation can then be rewritten as:
P2
P1
=
P (CSi1 , ..., CSip)
P (CSi1 , ..., CSip , CSim)
=
∑
CSim
P (CSi1 , ..., CSip , CSim)
P (CSi1 , ..., CSip , CSim)
By marginalising the numerator over CSim , we can deduce
that P2
P1 ≥ 1. We therefore show that additional evidence of
x1 and x2 belonging to the same cluster in another subspace
Smi ⊂ Si increases the probability that these two points
belong to the same cluster in Si. Thus, Lemma 1 is proved.
The intuition of Lemma 1 is that the formation of clusters
in lower dimensional subspaces can be used as evidence
to reinforce and increase the posterior probability of the
formation of a cluster for the same set of points in the higher
dimensional super subspaces. Therefore, we say that there is
a high probability that a set of points form a cluster in a high
dimensional subspace if they form clusters in a sufficiently
large number of its subspaces.
IV. PROPOSED METHOD
We propose a two-phase subspace clustering algorithm as
summarised in Algorithm 1.
Algorithm 1: Bottom-up clustering using FP-Tree
Input : X ∈ Rn×d
num of subspaces, min cluster size
Output: FP = {Fi : i = 1..q}: set of frequent patterns that
represent the clusters
// Phase 1: search for base clusters in
lower dimensional subspaces
1 Z = 0n,num of subspaces
2 for i :=1 to num of subspaces do
3 Ssample ← sample(S) // sample a rand subspace
4 Z∗,i ← cluster(XSsample )
5 end
// Phase 2: Extract clusters from FP-Tree
6 min sup← min cluster size
n
7 T ← build fp tree(Z,min sup)
// Analyse freq at each level to prune T
8 T ← prune tree(T )
9 {FPi, Zi} ← extract maximal frequent sets(T )
10 return {FPi, Zi}
A. Phase 1: Base Cluster Search
Our first phase searches for lower dimensional clusters.
These are called base clusters as they are the basis that
form higher dimensional clusters. Unlike traditional bottom-
up subspace clustering algorithms such as CLIQUE [11],
ENCLUS and MAFIA [12] that search for dense units in
individual dimensions, we search for base clusters in subspaces
with two or more dimensions. This approach can preserve
the covariance between different dimensions. Not only is the
proximity between points in each dimension important but also
the covariances of values in different dimensions are critical to
decide the formation of clusters. Figure 3a shows a distribution
of 300 points in a 3-dimensional space. Points {xi}100i=1 are
from a normal distribution N (1, 2) and form a dense unit
in dimension d1. Similarly, {xi}
200
i=101 and {xi}
300
i=201 follow
two normal distributions N (7, 2) and N (10, 2) in d2 and d3,
and form two dense units in these dimensions respectively.
When clustering these points in 2D and 3D spaces, where
covariance is implicitly implied, these points do not form any
cluster, as confirmed by k-means or visual inspection of Figure
3a. This can be explained with the normal probability density
distribution in Figure 3b. While the first 100 points {xi}100i=1
are close to each other in d1, the same set of points have
large variances in d2 and d3, and cannot be considered close
in higher dimensional space. The correlation between different
dimensions is omitted when each dimension is considered
separately.
Figure 3c shows an example where missing clusters can be
prevented. It contains 300 points whose coordinates in each
20
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Fig. 3: (a) Distribution of 300 points in 3-dimensional space; (b) Estimated normal probability density of 200 points in each
dimension; (c) Distribution of 300 points having the same distribution as (a) in each dimension, but with small covariances;
(d) Estimated normal probability density of (c).
dimension are sampled from three equal size normal distribu-
tions N(1, 2), N(7, 2) and N(10, 2). In fact, if we consider
each dimension separately, the values in each dimension are
the same as the previous distribution shown in Figure 3a.
However, in this example, we enforce that for each point
xi, its coordinates in all dimensions must be drawn from the
same distribution. No dense units are found in each individual
dimension since the points are normally distributed, as can be
observed from the probability density distributions in Figure
3d (which do not show any significant peaks, compared to
Figure 3b). With no dense unit, no cluster is found by the
aforementioned methods. However, it is visually evident that
3 clusters exist in this dataset.
Note that the dimensionality of the final clusters is higher
than p if the search for base clusters starts with a p-dimensional
subspace. For example, if the algorithm performs phase 1 with
3-dimensional (3D) subspaces, it assumes there is no cluster
in 2D or 1D subspaces. For this reason, it is ideal to start
phase 1 in subspaces that are low dimensional, i.e., keeping p
small. Another factor that affects the algorithm is the number
of subspaces that need to be searched. If the dimensionality
of the full space is low, it is feasible to perform the search in
all of its p-dimensional subspaces. As an example with a 50D
dataset, the total number of 2D subspaces is
(
50
2
)
= 1225. If
the number of dimensions is high, it is possible to perform
sampling of subspaces instead of considering all of them, as
long as each dimension is sampled sufficiently frequently. In
this paper, we search for base clusters in all 2D subspaces if
the number of dimensions is less than 100, while in higher
dimensional datasets we perform subspace sampling. We find
that in practice this provides a good balance between clustering
quality and computational complexity.
Table II shows an example of the output of phase 1.
Note that we use the following notation: CSi,j denotes the
jth cluster in the subspace Si. It searches for clusters in 6
subspaces {S1, ..., S6} of the full data space S. Points x1, x2
and x3 belong to the same cluster CS1,1 in subspace S1. They
also belong to cluster CS2,1 in subspace S2, while sharing no
common cluster in other subspaces.
The base clusters found that cover similar sets of data
points are aggregated together to form clusters in higher
dimensional subspaces. Subspace Si of a high dimensional
cluster is constituted of all the dimensions of its aggregated
base clusters. According to Lemma 1, these base clusters can
be considered as evidence to increase the posterior probability
of the formation of the high dimensional cluster.
B. Phase 2: High Dimensional Cluster Construction
Phase 2 learns the patterns of proximity among the points
from the output of phase 1, which is denoted as Z (Ta-
ble II), to derive the final clusters and present them in a
succinct and interpretable way. To this end, we consider Z
as a transaction database where each point corresponds to
a transaction and the base clusters covering that point are
the items of that transaction. From Table II, the first row
is the transaction of point x1, and the corresponding items
are CS11, CS21, CS31, CS61. Subsequently, we use Z as the
input to build an FP-Tree [13], in which each branch is an
aggregation of base clusters and represents a high dimensional
cluster. Effectively, each frequent pattern mined from the tree
indicates a sufficiently large group of points that form clusters
in a high dimensional subspace. The minimal size of a cluster
is controlled by the minimum support (min_sup) [13] of the
frequent pattern mining process. In practice, the choice of the
min_sup parameter can be guided by the expected minimum
cluster size. Note that not all frequent patterns are useful as
they can produce redundant clusters. For any cluster defined
by the frequent pattern Fi, all subsets of Fi are also frequent,
and correspond to clusters in lower dimensions, but none of
them form a cluster as complete as Fi does. Therefore, we
only need to mine the maximal frequent patterns.
In addition, it is important to control the number of frequent
patterns since these can quickly grow. Prior to the extraction
of maximal frequent patterns, phase 2 analyses the frequencies
of patterns at different levels of the FP-Tree, and prunes small
branches with low frequencies. These branches correspond to
insignificant patterns and only reflect the characteristics of a
small portion of the points that do not justify a cluster. This
Subspaces of base clusters
Points S1 S2 S3 S4 S5 S6
x1 CS1,1 CS2,1 CS3,1 ∅ ∅ CS6,1
x2 CS1,1 CS2,1 CS3,2 CS4,1 ∅ CS6,1
x3 CS11 CS2,1 CS3,3 ∅ CS5,1 CS6,1
x4 CS1,2 CS2,2 CS3,4 CS4,2 CS5,1 CS6,1
x5 CS1,2 CS2,2 CS3,4 CS4,2 CS5,2 CS6,1
TABLE II: Base clusters in six subspaces of the dataset.
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Fig. 4: FP-Tree built from Table II
Points Patterns
C1 {x1, x2, x3} {CS6,1, CS1,1, CS2,1}
C2 {x4, x5} {CS6,1, CS1,2, CS2,2, CS3,4}
TABLE III: Clusters extracted from FP-Tree of the base
clusters shown in Figure 4.
is essential to prevent the algorithm from producing a huge
number of small and meaningless clusters. To this end, phase 2
first performs a scan on the FP-Tree and records the frequency
on each branch at each depth level of the tree. It then finds
the knee-point [30], which indicates the level after which the
frequencies significantly drop. Subsequently, the remainder of
that branch is pruned. We present a running example using
Table II as the input, with min_sup set to 0.4. Figure 4 shows
the FP-Tree before being pruned. The pruning eliminates the
node CS51, which has a frequency of 1 (i.e., the patterns only
apply to x3) and hence should not justify a separate cluster.
The branch that starts at node CS51 on the right branch of the
tree is also pruned (the patterns only apply to x4). Eventually,
two clusters are found as presented in Table III.
The process of building the tree and mining maximal
frequent patterns only requires two passes over the input Z .
The process of pruning the tree performs one traversal of
the tree, which is linear with respect to the size of Z . This
contributes to the low computational complexity and therefore
improves the scalability of the algorithm.
V. EVALUATION
We evaluate our algorithm using real-life datasets from a
variety of applications. First, we apply our algorithm to ten
gene expression datasets, and compare its accuracy with six
clustering algorithms that are commonly used for biomedical
data. Next, we apply the algorithm to a real-life dataset of car
parking occupancy in a major city, and quantitatively evaluate
the result. Finally, we evaluate the algorithm using synthetic
datasets of different sizes and dimensions, and compare the
results with traditional bottom-up clustering algorithms [3] as
well as other state-of-the-art subspace clustering algorithms
[5], [6]. We also evaluate the scalability of our algorithm on
large datasets. All experiments are conducted with MATLAB
on an Intel Core i7-4790 3.6GHz CPU and 16GB of RAM.
A. Clustering Gene Expression Data
We first perform clustering on ten gene expression datasets
that were widely used in different studies [2]. The sizes
and characteristics of these datasets are summarised in Table
IV. The performance of our proposed algorithm is compared
with 7 other algorithms, including EWKM [31], BBAC-S
Abbr. Name #Patients #Genes #Classes
ADE adenocarcinoma 76 9868 2
BRA brain 42 5597 5
BR2 breast.2.class 78 4869 2
BR3 breast.3.class 96 4869 3
COL colon 62 2000 2
LEU leukemia 38 3051 2
LYM lymphoma 62 4026 3
NCI nci 60 61 5244 8
PRO prostate 102 6033 2
SRB srbct 63 2308 4
TABLE IV: Characteristics of 10 gene expression datasets.
[26], ITCC [27], FFCFW [28], HICC [29], and SWCC [2].
The metric used to measure the correctness of the result is
normalised mutual information (NMI) [32]. Note that we also
used precision, recall, f-measure, and accuracy to evaluate
the clustering results but do not present the comparison
numbers here because they are not directly comparable to
those presented in the previous papers [2]. Our approach to
true/false positives and true/false negatives for clustering is
slightly different from the one used in the aforementioned
papers. After finding the clusters, these algorithms use the
Hungarian algorithm [33] to find the best mapping between the
clustering result and the given labels. However, the Hungarian
algorithm requires that the algorithms find the correct number
of clusters, which is guaranteed in [2] because this is given as
an input parameter. Our algorithm does not require the number
of clusters to be specified in advance, and hence it is not
always guaranteed to produce the correct number of clusters.
Instead, we use the approach presented in [32] to determine
true/false positives and true/false negatives.
Next, we present the parameter settings for the algorithms
in this experiment. In phase 1, we start the search for base
clusters in two-dimensional subspaces (2D), and use k-means
to find the base clusters in each of these subspaces. Therefore,
there are only two parameters required by our algorithm:
the number of base clusters k in each subspace, and the
expected minimum size of a cluster, reflected in min sup. We
conducted the experiment with 5 values of k {25, 20, 15, 10, 5}
and 6 values ofmin sup {0.25, 0.2, 0.15, 0.1, 0.07, 0.05}, i.e.,
30 runs in total. The other algorithms are provided with the
correct number of clusters. The full parameter settings of the
other methods are described in detail in [2].
Data Ours EWKM BBAC-S ITCC FFCFW HICC SWCC
ADE 0.03 0.00 0.00 0.01 0.00 0.01 0.02
BRA 0.25 0.19 0.45 0.00 0.00 0.13 0.40
BR2 0.05 0.01 0.04 0.00 0.00 0.01 0.06
BR3 0.09 0.08 0.21 0.00 0.00 0.02 0.22
COL 0.07 0.02 0.04 0.00 0.00 0.01 0.04
LEU 0.13 0.21 0.43 0.00 0.00 0.05 0.34
LYM 0.2 0.33 0.62 0.00 0.07 0.04 0.47
NCI 0.3 0.23 0.61 0.00 0.24 0.15 0.53
PRO 0.05 0.01 0.02 0.00 0.00 0.01 0.03
SRB 0.25 0.14 0.26 0.00 0.00 0.07 0.20
TABLE V: Comparison of clustering results (using NMI) of
our algorithm with 6 other clustering algorithms. A white
cell indicates a worse result than our algorithm, a black
cell indicates a better result, a grey cell shows no statistical
differences between results.
We compute NMI for each clustering result and compare
the average results of all algorithms in Table V. A t-test
[34] is performed with a significance level of 5% to deter-
mine if the average NMI values produced by our algorithm
are significantly different from those produced by the other
algorithms. In Table V, the cells of the other algorithms
are color-coded to highlight the relative performance of our
algorithm. A white cell of a baseline algorithm indicates
that the baseline algorithm performs worse than ours with
statistical significance, a black cell indicates the baseline
algorithm has a higher NMI value than ours, whereas a grey
cell shows no statistical difference between the results. For
example, the last row of the table indicates that the result of
our algorithm is better than most of the other algorithms, has
no statistical difference compared to BBAC-S, and is worse
than k-means. It can be observed from the results that our
algorithm produces comparable or better results than all other
algorithms for the datasets of ADE, BR2, COL, PRO, and SRB
(except for k-means). Our algorithm also performs better than
ITCC, FFCFW, and HICC on all datasets.
In summary, this demonstrates that we can achieve as
good or better accuracy than state-of-the-art algorithms over a
variety of genomic datasets.
B. Clustering Car Parking Occupancy Data
Next, we demonstrate the capability of our algorithm to
work with data collected from a real-life IoT application.
The City of Melbourne has deployed sensors to record
parking events at parking bays around the central business
district (CBD). We extract the start and end time of all parking
events to compile the parking occupancy at 276 locations at
15 minutes intervals between 09:00-18:00, yielding an input
of size 276×36 for each day. The aim is to find clusters of car
parking spots that have similar patterns of occupancy at certain
times of the day. Each clustering task is performed on five
days worth of data to find the patterns of parking occupancy
during weekdays. Parking occupancy is an important metric
that indicates the efficiency of car park utilisation [35], which
heavily affects traffic, ease of commute and business in the
CBD. Analysing the car occupancy can reveal patterns in
parking behaviour at different car parks during different times
of the day, which can then be used to review the parking
hotspots or tariffs.
By clustering the parking occupancy data, each cluster
C
Xj
Si
represents a parking pattern observed at the locations
(points) Xj during the times (dimensions) defined by Si. The
results are evaluated using two methods. First, we analysed
the coherence of each cluster by statistically verifying whether
the clustered parking bays have small deviations in the values
of parking occupancy during the corresponding time periods,
compared to the rest of the data. The examples of two clusters
are shown in Figure 5, where each blue bar represents the
mean and standard deviation of the parking occupancy at a
certain time of the day, observed at parking bays grouped by
the cluster. For example, Cluster 1 in Figure 5a shows the
pattern shared by a group of parking bays during 9:00-10:30
and 14:45-17:45 with small standard deviations, compared
to significant deviations at other times of the day. Similarly,
Cluster 2 shows another pattern that has an occupancy rate
of 55% around midday, while such correlation is not observed
at other times of the day.
Second, to quantify the effectiveness of the method, we use
the clusering result to construct an ensemble prediction model
to predict the parking occupancy over the next few hours, and
compare the accuracy of our model with other models. The
details of the prediction models are as follows:
• Model 1 applies decision tree regression [36] directly on
the occupancy data.
• Model 2 first clusters the data using the proposed algo-
rithm and then fits a decision tree regression on the set
of car parks in each cluster separately.
• Model 3 follows the same approach as Model 2 except
that it uses the k-means algorithm in the first phase.
Each cluster ideally represents a pattern of parking occu-
pancy shared by a group of parking bays. Fitting a submodel
to each cluster allows each submodel to learn the data in
more detail and predict with higher accuracy if the values
are coherent. Therefore, the accuracy of the prediction model
directly reflects the quality of the clusters. This approach
of using clustering in an ensemble prediction model has
previously been used in [37], [38].
Each prediction model uses the values between 09:00-12:45
as training data to predict the occupancy rates of the next two
hours. The coefficient of determination (R2) [39] is used to
measure the accuracy. Figure 6 shows that our model (m2)
outperforms the other two, reflected in higher R2 scores. It can
also be observed that Model 3, which relies on k-means, is not
as accurate as Model 1, which implies that fitting submodels to
the input does not always translate to higher accuracy. In fact,
the accuracy can deteriorate if the values in each submodel
are not coherent.
In summary, by incorporating the clustering results into
decision tree regression to improve the prediction accuracy, we
quantitatively show that our clustering algorithm can cluster
data into meaningful partitions that share similar patterns. It
also demonstrates its capability of handling real datasets with
high levels of noise and outliers.
C. Experiments with Synthetic Data
We further evaluate our algorithm on a variety of synthetic
datasets in order to assess (1) its capability to find clusters in
disjoint and non-disjoint subspaces, and (2) its capability to
scale with large inputs. Figure 7 shows the grayscale heatmap
of a sample dataset containing 900 points in a 35-dimensional
space. The points {xi}300i=1 form a cluster in the subspace S1:10,
which is constituted by the dimensions {d1, ...d10}; points
{xi}600i=301 form a cluster in the subspace S11:30, which is
constituted by the dimensions {d11, ..., d30}. The points within
the same clusters are more coherent, which is reflected by
the more uniform shade of gray of the heatmap. These two
clusters intersect only at the origin and hence are disjoint. On
the other hand, Figure 7b is an example of data having clusters
Time of day
0          09:30      12:00 14:30 17:00
O
cc
up
an
cy
 ra
te
0
0.2
0.4
(a) Cluster 1
Time of day
0          09:30      12:00 14:30 17:00
O
cc
up
an
cy
 ra
te
0.2
0.3
0.4
0.5
0.6
(b) Cluster 2
Fig. 5: Verification of cluster quality.
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residing in non-disjoint subspaces, in which Cluster 1
spans subspace S6789 and Cluster 2 spans subspace S5678.
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Fig. 7: (a) Clusters in disjoint subspaces with no outliers.
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In this experiment, we start the search for base clusters in
2D subspaces. k-means is used to find base clusters in phase
1. Two parameters are required for our algorithm, which is the
number of base clusters k in each subspace, and the minimum
support min_sup required for the construction of the FP-
Tree. Note that the value of min_sup can be deduced from
the minimum expected number of points of a cluster. Setting an
appropriate value for k is non-trivial. As we argued earlier, the
purpose of phase 1 is to find the similarity in cluster member-
ship of the points in the low dimensional subspaces, rather than
the exact cluster of each point. We invoke 12 iterations of our
algorithm with k ∈ {3, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55}
and take the best result. For the baseline algorithms, we also
analyse the properties of the synthetic data to derive the
data density, the correct number of clusters, and the average
dimensions of clusters to provide the ideal range of parameters.
The parameters for CLIQUE, SUBCLU, DOC, and STATPC
are replicated from [3]. Each of the baseline algorithms is
executed 30 times and the average results are recorded.
1) Initial Tests against Baseline Algorithms: In this sec-
tion we benchmark our algorithm with clustering algorithms
including CLIQUE, SUBCLU, DOC, P3C, and STATPC [3],
as well as state-of-the-art algorithms including SSC [5], LRR
[6], and SSWC [2]. The number of points of the datasets
is set to 1000 and the number of dimensions varies from
10 to 100. The running time limit of each algorithm is set
to 30 minutes. The result is summarized in Table VI. It
can be observed that our algorithm produces comparable or
better results compared to SSC and SWCC across all the
datasets. These three algorithms, along with STATPC, are the
only algorithms that can run to completion within the time
threshold. DOC gives consistently high accuracy provided that
all five parameters of the algorithm are well-tuned. However,
it has significantly higher running time and cannot cluster data
larger than 1000× 40 within 30 mintues.
We also analyse the effect of the setting for the parameter
k on the clustering results, as shows in Figure 8a. This shows
that the clustering results of our algorithm are reasonably
insensitive to the setting of k over a wide range of values. For
each dataset, there is a value of k at which the clustering result
peaks, after which the result deteriorates. We can also observe
there is a wide range of k values for which the clustering
results are reasonably stable. In practice, the algorithm can be
set to run multiple times with different parameters to find the
ideal setting.
Algo 10D 20D 30D 40D 50D 60D 70D 80D 90D 100D
CLIQUE 0.72 0.47 0.41 0.25 0.29 0.21 0.31 0.10 0.15 0.19
SUBCLU 0.64 - - - - - - - - -
DOC 0.82 0.85 0.87 - - - - - - -
STATPC 0.8 0.7 0.71 0.68 0.73 0.71 0.77 0.73 0.67 0.7
SSC 0.82 0.79 0.73 0.67 0.73 0.87 0.79 0.73 0.83 0.73
LRR 0.79 0.87 0.74 0.6 0.25 0.16 0.62 - - -
SWCC 0.79 0.9 0.84 0.75 0.73 0.74 0.61 0.76 0.52 0.81
Our algo 0.86 0.88 0.84 0.78 0.81 0.80 0.79 0.77 0.79 0.75
TABLE VI: Evaluation of algorithms on synthetic datasets
(using NMI). The best result for each dataset is highlighed.
2) Clustering Non-disjoint Subspaces: We verify the ca-
pability of our algorithm to find clusters in non-disjoint
subspaces. In this evaluation we use 1000 data points, where
the number of dimensions varies between 20 and 100, and
the clusters reside in overlapping subspaces, as illustrated
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Fig. 8: Evaluation with synthetic data.
in Figure 7b. The other algorithms that produce comparable
results in the previous section are not included since they
are not able to find clusters in overlapping subspaces: SSC
and LRR are only able to find clusters in disjoint subspaces
[5][6]. Moreover, SWCC assigns weights for each column
according to its membership to all clusters and the weights
of each column are summed up to 1. This indicates that
the memberships of each column to different clusters are
exclusive. The result of this evaluation is presented in Figure
8b. The consistently high NMI values (≥ 0.5) confirm the
capability of the proposed algorithm in finding clusters in non-
disjoint subspaces.
3) Scalability Tests against SSC and SWCC: We evaluate
the scalability of our algorithm to the number of data points by
generating data having 10 dimensions and varying the number
of data points from 1,000 to 1,000,000. We include only SSC
and SSWC in this scalability evaluation because they are the
fastest baseline algorithms with high accuracy. The execution
time is presented in Figure 8c. It shows that our algorithm
and SWCC can cluster up to 1 million data points while SSC
triggers memory errors when the number of points exceeds
15,000.
In summary, these tests on the synthetic datasets demon-
strate that our algorithm is relatively insensitive to the choice
of parameter settings, while achieving the best overall perfor-
mance as the number of data points increases.
VI. CONCLUSION
We proposed a subspace clustering algorithm to find clus-
ters in non-disjoint subspaces. Unlike traditional bottom-up
clustering algorithms, our algorithm starts the search for base
clusters in low dimensional subspaces instead of in individual
dimensions, in order to capture the covariances of values
between dimensions, and to increase the tolerance of the
algorithm to variations in the parameter settings. Our algo-
rithm aggregates the base clusters to form clusters in higher
dimensional subspaces based on the technique of frequent
pattern mining. Our approach not only avoids the combina-
torial complexity of existing bottom-up algorithms, but also
ensures more meaningful clustering results by keeping the
numbers of final clusters tractable. Our experiments show
that the proposed algorithm finds subspace clusters with high
accuracy and scales to large inputs, in terms of both the
number of records and the number of dimensions. This makes
the algorithm practical to many applications in real life,
as demonstrated in clustering gene expression data and car
parking occupancy data.
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