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V  úvodu  této  bakalářské  práce  je  rozebrána  problematika  filtrování  provozu  v  síti  a  podstata 
klasifikace paketů. Dále se zabývá studiem vlastností několika základních klasifikačních algoritmů. 
Ve  druhé  části  je  detailně  představen  algoritmus  Distributed  Crossproducting  of  Field  Labels. 
V závěru práce je popsán způsob implementace v jazyce Python a vyhodnocení činnosti programu 
v závislosti na různých množinách vstupních filtračních pravidel. 
Abstract
In the beginning of this bachelor's thesis, the packet filtering and a base of the packet classification 
are discussed. It studies several basic classification algorithms. In the second half of this work, the 
Distributed  Crossproducting  of  Field  Labels  algorithm is  shown  in  detail.  Finally,  the  software 
implementation in Python is  described and the evaluation containing the memory dependence on 
various rule sets is presented.
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Internet  ve  své  dnešní  podobě  představuje  globální  systém propojující  miliony  počítačových  sítí
a umožňující komunikaci miliardám koncových uživatelů. V uplynulém desetiletí zaznamenal 380% 
nárůst  v  počtu  připojených  uživatelů  a  v  současné  době  využívá  internet  již  více  než  čtvrtina 
celosvětové populace. [1]
Tento nárůst  si  vyžádal  změnu  oproti  původnímu návrhu internetu,  který počítal  s  jednoduchým 
modelem provozu zvaným best-effort, a bylo nutné začít vytvářet další modely umožňující zajistit 
požadovanou kvalitu služeb. Tím se stal  v průběhu devadesátých let  model  integrovaných služeb
a následně model diferenciovaných služeb, který mimo jiné využívá ke svému běhu právě klasifikaci 
paketů.
Klasifikace paketů má širokou oblast užití – od routerů, přes firewally, QoS (Quality of Service) až 
po IDS (Intrusion Detection System) systémy. Může být řešena jak softwarově, tak hardwarově.
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2 Filtrování provozu v síti
Jak již  bylo  v úvodu řečeno,  s  rychlým  vývojem počítačových  sítí  a  s  prudkým nárůstem jejich 
užívání bylo nutné ke klasickému návrhu chodu sítě zavést další  mechanizmy,  které by umožnily 
celkově zefektivnit komunikaci po síti.
Jedním z prvních a základních kroků v tomto směru se stalo filtrování paketů.
2.1 Základní pojmy
Pro další výklad je nutné nejdříve vysvětlit základní pojmy, které budou použity nejenom v textu této 
kapitoly, ale i celé práci.
2.1.1 Model ISO/OSI
Referenční model  OSI byl  definován organizací ISO (International Standard Organization) a jeho 
účelem  je  popis  architektury  počítačových  sítí.  Mnoho  dnes  využívaných  protokolů  má  svoji 
architekturu vytvořenou právě podle tohoto modelu. Jedná se o teoretický model, který nebyl nikdy 
zcela implementován.
Struktura modelu ISO/OSI je rozdělena do sedmi vrstev, z nichž každá definuje protokoly konkrétní 
vrstvy a komunikaci mezi jednotlivými procesy. [2]
Fyzická vrstva (Physical layer)
První  vrstva  definuje  fyzickou  komunikaci.  Specifikuje  elektrické  a  fyzikální  vlastnosti  zařízení. 
Hlavní funkcí vrstvy je zahájení a ukončení spojení s komunikačním médiem a převod digitálních dat 
na signál používaný konkrétním médiem k přenosu.
Linková vrstva (Data link layer)
Popisuje  přenos  dat  po  konkrétní  lince.  Data  z  fyzické  vrstvy uspořádává  do  rámců.  Popisují  ji 
protokoly Ethernet, PPP, Frame Relay aj.
Síťová vrstva (Network layer)
Síťová vrstva zajišťuje adresování a směrování dat Poskytuje také mechanizmy nutné ke směrování
v sítí a rovněž informuje o problémech při doručování dat.
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Transportní vrstva (Transport layer)
Transportní  vrstva  zajišťuje  přenos  dat  mezi  koncovými  uzly.  Představují  ji  protokoly  TCP 
(spolehlivý přenos) a UDP (nespolehlivý přenos).
Relační vrstva (Session layer)
Tato vrstva umožňuje vytvoření spojení mezi dvěma procesy, jeho synchronizaci  a ukončení. 
Prezentační vrstva (Presentation layer)
Prezentační vrstva má za úkol transformovat data do podoby,  ve které jsou využívána aplikacemi 
nejvyšší vrstvy. Zahrnuje odlišné formáty dat, jejich kompresi a kódování.
Aplikační vrstva (Application layer)
Poslední vrstva definuje aplikace komunikující po síti. Do této vrstvy spadají protokoly jako DNS, 
FTP, DHCP a další.
2.1.2 TCP/IP
Komunikace v internetu a v naprosté většině počítačových sítích vůbec je založena na sadě protokolů 
TCP/IP, jehož architektura je jednodušší než architektura referenčního modelu ISO/OSI. Na rozdíl od 
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Ilustrace 1: Porovnání modelů ISO a TCP/IP.
modelu ISO/OSI se tedy jedná o prakticky využívaný model. TCP/IP se dělí do čtyř vrstev, kde každá 
vrstva zajišťuje konkrétní činnost během síťové komunikace. [3]
Vrstva fyzického rozhraní (network interface layer, network access layer)
Nejnižší  vrstva  popisuje  standardy  pro  fyzické  médium a  funkce  pro  přístup  k  němu.  Zajišťuje 
zabalení  IP  datagramů  do  rámců  pro  fyzický  přenos.  Konkrétním příkladem může  být  Ethernet, 
Token Ring či Frame Relay.
Síťová vrstva (network layer, IP layer)
Síťová přebírá pakety z vyšší vrstvy a vytváří z nich datagramy, které adresuje a směřuje k cíli. Pro 
adresaci  a  směrování  je  využíváno  protokolu  IP.  Mimo  něj  jsou  rovněž  využity  protokoly  ARP
a RARP pro mapování IP adres na MAC adresy a zpět nebo protokoly ICMP a IGMP pro řízení toku 
a detekci nedosažitelných uzlů.
Transportní vrstva (transport layer)
Tato vrstva zajišťuje přenos dat od zdrojového zařízení k cílovému. Data z aplikační vrstvy rozděluje 
do menších jednotek, paketů, které jsou přenášeny po síti. Poskytuje jak spojovaný (protokol TCP), 
tak nespojovaný (protokol UDP) přenos dat. Který z protokolů pro přenos bude zvolen, záleží na 
aplikaci z aplikační vrstvy modelu.
Aplikační vrstva (application layer)
Aplikační vrstva je tvořena procesy, které spolu po síti navzájem komunikují. Protokoly této vrstvy se 
dělí  do  dvou  skupin.  V  první  skupině  jsou  protokoly,  které  poskytují  službu  přímo  uživateli 
(uživatelské protokoly), druhou skupinou jsou systémové protokoly, mezi něž patří například DNS, 
SNMP apod. Pro rozlišení jednotlivých aplikací se používají čísla aplikací, porty.
2.1.3 IP adresa
K identifikaci síťového zařízení slouží na síťové vrstvě OSI modelu slouží IP adresa. Tato adresa je 
32-bitová  (IPv4)  nebo  128-bitová  (IPv6).  Dále  se  budeme  v  tomto  textu  zabývat  pouze  verzí
4 protokolu IP, kde je adresa uváděna po jednotlivých bytech oddělených tečkami.
Prefix adresy
Prefix adresy obecně udává určitý počet horních bitů z této adresy. Například prefix 24 značí první tři 
byty z IP adresy. 
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Wildcard
V případě wildcard se jedná o prefix nulové délky,  to znamená,  že takovémuto prefixu vyhovují 
všechny hodnoty.
2.1.4 Longest Prefix Match
Longest prefix match (LPM) představuje algoritmus, jenž ke vstupní adrese vyhledává takový prefix, 
který se shoduje v nejvíce prvních bitech se vstupní adresou.
2.2 Firewally
Firewall bývá označován jako kontrolní bod sítě, který definuje pravidla komunikace mezi  sítěmi
s různou důvěryhodností, jež spojuje. Zpravidla je umísťován  na hranici jednotlivých sítí. Firewall 
podle předem daných pravidel kontroluje tok všech paketů mezi jednotlivými sítěmi a rozhoduje, zda 
paket propustit dále nebo zahodit.
Z  hlediska  přístupu  k  vyhodnocení  zadaných  pravidel  rozdělujeme  firewally  do  dvou  skupin. 
Inkluzivní  přístup  firewallu  povoluje  pouze  pakety,  které  splňují  daná  pravidla.  Ostatní  jsou 
implicitně blokovány. Naproti tomu exkluzivní přístup propouští vše a uvádí se pouze pravidla, která 
určují, co se má zakázat.
Dále je možné firewally dělit podle toho, zda se uchovávají informace o jednotlivých propouštěných 
tocích či nikoliv. Prostý paketový filtr provádí filtrování pouze na základě hlavičky daného paketu. 
Jeho výhodou je rychlost a snadnější implementovatelnost. Druhým typem je stavový filtr, který si 
pamatuje  informace  o  procházejících  tocích  či  sekvenční  čísla  paketů  a  na  jejich  základě  může 
rozhodnout o zahození v případě, že příchozí paket je neočekávaný.
2.3 Bezstavové firewally
Bezstavové firewally jsou založené na bázi prostého filtrování paketů. O tom, zda bude daný paket 
zahozen či ne, rozhoduje firewall na základě informací  obsažených v paketu. Jsou jimi nejčastěji 
zdrojová a cílová IP adresa, zdrojový a cílový port a typ použitého protokolu.
Výhodou  tohoto  firewallu  je  vysoká  rychlost  zpracování,  nevýhodou  pak  nízká  kontrola 
procházejícího  spojení  z  pohledu  protokolů  vyšších  vrstev.  Na  rozdíl  od  stavového  firewallu  si 
neuchovává informace o již povolených spojeních.
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3 Klasifikace paketů
Klasifikace paketů představuje algoritmický problém,  kdy je z předem dané uspořádané množiny 
pravidel pro každý paket jedno odpovídající vybráno.  Systém klasifikace paketů porovnává hlavičku 
každého  paketu  s  danou  množinou  pravidel  a  vybírá  odpovídající  pravidlo  s  nejvyšší  prioritou. 
Konkrétní klasifikační algoritmy pak mohou v některých případech používat i všechna odpovídající 
pravidla.
Díky tomu, že specifikace pravidla může obsahovat prefixy adres, wildcard a rozsahy portů, může 
každé pravidlo z množiny odpovídat velkému počtu paketů.         
Protože klasifikace paketů probíhá nejčastěji  na hardwarových zařízeních,  jako jsou směrovače či 
firewally, je nutné, aby klasifikační algoritmy pracovaly rychle a efektivně. V opačném případě by 
klasifikační proces způsoboval značné zdržení při doručování paketů. Celý proces je tedy omezen 
rychlostí, pamětí a procesorovým výkonem konkrétního zařízení.
Každý paket je popsán  n-ticí informací z hlavičky.  Porovnávanými informacemi jsou nejčastěji IP 
adresa  zdroje  a  cíle,  zdrojový  a  cílový  port  a  typ  použitého  protokolu.  Jednotlivá  pole  jsou 
označována jako dimenze. Klasifikace poté probíhá jako prohledávání prostoru o N dimenzích, kde 
počet dimenzí je stejný jako počet hlaviček pro vyhledávání. V případě jedné hlavičky se tedy jedná 
vyhledávání v  lineárním diskrétním prostoru.  
Klasifikátor se skládá z množiny pravidel. Ta mohou být buď řazená jako je tomu v případě firewallů, 
anebo neřazená,  tak  jako  u  routovací  tabulky.  V  prvním  případě  je  hledán  první  odpovídající 
výsledek, ve druhém případě ten nejlepší.
Porovnávání  může probíhat  třemi  způsoby;  exact match,  nejčastěji  používaný pro porovnání typu 
protokolu  a  hledající  přesnou shodu,  porovnání  prefixu,  který je  využit  při  porovnání  IP  adresy
a daného prefixu a porovnává, zda konkrétní IP adresa odpovídá definovanému prefixu v pravidle,
a  intervalové  porovnávání,  které  je  využito  například  při  zadání  rozsahu  povolených  nebo 
blokovaných portů.
U filtrování je rozhodující pořadí uvedených pravidel, protože jako výsledek klasifikace je v tomto 
případě bráno pravidlo, které jako první vyhovuje danému paketu.
3.1 Typy a způsob vyhledávání
Typy vyhledávání jsou rozdělovány podle různých kritérií. Jedním z nejjednodušších z nich může být 





Další kritériem pro dělení typu vyhledávání je například zvolená technika vyhledávání:
• lineární vyhledávání,
• stromové vyhledávání,
• vyhledávání pomocí kartézského součinu,
• použití bitového součinu,
• rozhodovací stromy apod.
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4 Algoritmy pro klasifikaci paketů
V následující části budou stručně popsány základy některých používaných klasifikačních algoritmů.
4.1 Recursive Flow Classification
Jedním z důvodů k vytvoření algoritmu Recursive Flow Classification (RFC) byl průzkum reálných 
klasifikátorů, při němž bylo zjištěno,  že množina pravidel klasifikátorů obsahuje například obrovské 
množství  redundantních  pravidel,  což  může  být  využito  pro  zvolení  správného  klasifikačního 
postupu.
Na základě průzkumu reálných klasifikátorů, zveřejněného v [7] bylo zjištěno, že:
• Převážná většina klasifikátorů obsahuje méně než 1000 pravidel, přičemž střední hodnou je 
50 pravidel.
• Pravidla  klasifikátory  neobsahují  více  než  osm  hlaviček.  Kromě  pěti  zmiňovaných
v předchozí kapitole (zdrojová a cílová IP adresa, zdrojový a cílový port a použitý protokol) 
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Ilustrace 2: Algoritmus RFC.
jimi  mohou  být  ještě  například  pole  type-of-service  (TOS)  z  hlavičky IP  paketu  či  pole 
příznaků protokolu transportní vrstvy.
• Pole protokolu transportní vrstvy obsahují jen malé množství použitých protokolů.
• Pravidla obsahují velké množství rozdílných specifikací zdrojových a cílových portů.
• 14%  klasifikátorů  z  celkové  vstupní  množiny  obsahovalo  nejméně  jedno  pravidlo
s nespojitou maskou.
• Mnoho jednotlivých pravidel jednoho klasifikátoru sdílí stejné pole s dalšími pravidly.
• 15% pravidel bylo redundantních.
Z výše  uvedených zjištění  je  zřejmé,  že celý proces klasifikace může být  značně zefektivněn při 
správném návrhu algoritmu.
Algoritmus RFC na klasifikaci paketů nahlíží jako na mapování S bitů z hlavičky paketu na T-bitový 
identifikátor odpovídajícího pravidla [7]. Toto mapování provádí v několika krocích, kdy v každém 
kroku danou množinu zredukuje na menší.
V prvním kroku jsou všechna sledovaná pole z hlavičky paketu rozdělena do několika částí, které 
jsou poté využívány jako ukazatele do pamětí. V následujících krocích jsou pak indexy do paměti 
vytvářeny lineárním kombinováním výsledků vyhledávání z předchozích kroků. V konečném kroku 
pak  zbývá  jeden  výsledek  vyhledáváním,  který  díky  přepočítaným  obsahům  pamětí  odpovídá 
identifikátoru hledaného pravidla.
4.2 Hierarchical Intelligent Cuttings
Hierarchical  Intelligent  Cuttings  (HiCuts)  je  algoritmem  schopným  přizpůsobit  svoji  datovou 
strukturu konkrétnímu klasifikátoru a může tedy lépe využívat jeho strukturu a redundanci pravidel. 
Využívá jednoduché heuristiky k rozdělení prohledávaného prostoru do jednotlivých dimenzí.
HiCuts  vytváří  rozhodovací  strom,  jehož  vnitřní  uzly  obsahují informace  nutné  k  provádění 
algoritmu, listy pak obsahují  určité množství pravidel. Při přijetí paketu algoritmus nejprve provede 
průchod stromem a následně pomocí  sekvenčního hledání projde pravidla z množiny listu stromu
a  najde  odpovídající  pravidlo  pro  vstupní  paket.  Počet  pravidel  v  množině  listu  stromu  nesmí 
překročit specifikovaný práh. Tvar rozhodovacího stromu určený jeho hloubkou, stupněm každého 
uzlu  a  typem  vyhledáváni  (rozhodování)  v  každém uzlu  je  určen  v  závislosti  na  charakteristice 
konkrétního klasifikátoru během jeho předzpracování před zahájením klasifikace. 
Činnost  algoritmu  pro  n dimenzi  je  následující.  Kořenový  uzel  představuje  celý  prohledávaný 
geometrický prostor, každý uzel stromu pak část tohoto prostoru. Prohledávaný prostor je v každém 
uzlu rozdělen podle jedné z n dimenzí a vzniklé podprostory jsou reprezentovány jednotlivými uzly, 
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na které je rodičovský uzel rozdělen. Podprostory jsou dále rekurzivně rozdělovány, dokud obsahují 
více pravidel než je specifikováno prahem. V opačném případě jsou ponechány jako listové uzly.








Tabulka 1: Číselný rozsah pravidel z Ilustrace 3. Zdroj: [7].
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Ilustrace 3: Příklad rozložení pravidel ve dvoudimenzionálním 
prostoru.  Zdroj: [7].
4.2.1 Heuristiky používané pro sestavení rozhodovacího 
stromu
HiCuts  algoritmus  používá  několik  heuristik,  které  v  závislosti  na  struktuře  klasifikátoru  sestaví 
výsledný rozhodovací strom použitý pro následnou klasifikaci paketu.
První používaná heuristika určuje vhodný počet dělení prohledávaného prostoru. Čím vyšší je počet 
dělení prostoru, tím menší je výsledná hloubka rozhodovacího stromu, což má za následek zrychlení 
procesu vyhledávání, ale také vyšší spotřebu požadované paměti. Funkce má za úkol určit vhodné 
vyvážení tohoto poměru.
Další  heuristika  říká,  kterou  dimenzí  se  má  prostor  daného uzlu  dělit,  aby  dané  dělení  bylo  co 
nejefektivnější.
Je rovněž dobré maximalizovat počet možných opakovaných využití některých uzlů, neboť jak bylo 
již v předchozím textu uvedeno, mnoho podmnožin pravidel se v celkové množině opakuje.
Poslední z využívaných heuristik se snaží eliminovat redundanci pravidel ve více uzlech stromu.
13
Ilustrace 4: Příklad rozhodovacího stromu s prahem 
nastaveným na hodnotu 2. Vychází z pravidel uvedených 
v Ilustraci 3. Zdroj: [7].
4.3 MSCA
Jedná se o rychlý a paměťově efektivní algoritmus založený na Bloomově filtru [9] a na hashovací 
funkci. Vychází ze základního algoritmu využívajícího kartézský součin [8]. Množinu všech pravidel 
rozděluje do podmnožin a následně pro každou sestavuje tabulku součinů,  čímž snižuje spotřebu 
paměti, která je u základního algoritmu obrovská. Díky využití Bloomova filtru není nutné prohledání 
každé  vytvořené  podmnožiny,  tj.  i  podmnožin  které  neobsahují  žádné  pravidlo  odpovídající 
příchozímu paketu.
V původním textu [8], kde je algoritmus představen, je pro využívaný kartézský součin použit název 
crossproduct, který zpravidla značí vektorový součin. V případě algoritmu MSCA je však vhodnější 
mluvit o kartézském součinu (cartesian) a tato terminologie je použita i v rámci této práce.
Celkem je nutné vykonat 4+p přístupů do paměti. První čtyři přístupy připadají na vykonání operace 
longest prefix match (LPM) pro zdrojovou a cílovou IP adresu a zdrojový a cílový port. Další jsou 
závislé na vyhledávání odpovídajících pravidel pro daný paket, kterých je právě p. Algoritmus zvládá 
zpracovat množiny stovek až tisíců pravidel, přičemž průměrná spotřeba paměti je 32 – 45 bytů na na 
každé pravidlo.
4.3.1 Bloomův filtr
Bloomův  filtr  představuje  datovou  pravděpodobnostní  strukturu,  která  je  využívána  k  testování 
příslušnosti prvku do množiny.  Při stanovování příslušnosti prvku ke konkrétní množině může při 
použití filtru dojít k chybám. Možné chyby stanovené příslušnosti jsou však pouze pozitivní, nikdy 
negativní. To znamená, že prvek, jež je označen jako patřící do množiny,  do ní spadat nemusí, ale 
pokud je prvek prohlášen za nepatřící k určité množině, pak do této množiny nepatří. Čím více je 
prvků v množině, tím větší je možnost pozitivní chyby.
Konkrétní  popis  algoritmu  Bloomova  filtru  není  předmětem  této  práce  a  je  možné  jej  dohledat
v literatuře [9].
4.3.2 Algoritmus využívající kartézský součin
Základní algoritmus
Základní  algoritmus využívající  kartézský součin provádí  pro každé pole operaci  LPM. Následně 
vyhledá v hashovací tabulce klíč tvořený jednotlivými  vrácenými  hodnotami.  Výsledek vyhledání
v tabulce značí, zda je dané pravidlo obsažené v tabulce a pokud ano, vrací jeho odpovídající číslo.
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Ilustrace 5: Příklad základního algoritmu využívajícího kartézský součin nad dvěma4-bitovými poli.
Pro zachování správnosti vyhledávání jsou k množině pravidel přidávána další pseudopravidla. Těch 
však může být v případě multidimenzionálního vyhledávání velice mnoho a s množstvím přidaných 
pravidel roste i spotřeba paměti. Proto algoritmus MSCA využívá upravený algoritmus, který dělí 
množinu pravidel do více podmnožin, se kterými následně pracuje.





Tabulka 2: Pravidla z Ilustrace 5.
Algoritmus upravený pro více podmnožin
Jak již bylo řečeno, v základní variantě algoritmu je prováděno jedno vyhledání v hashovací tabulce. 
Upravený algoritmus, který používá MSCA, využívá rozdělení pravidel do více podmnožin, vytváří 
hash tabulku pro každou podmnožinu a následně nezávisle přistupuje do každé tabulky. Díky tomu je 
možné značně omezit počet přidávaných pseudopravidel a tím celkovou spotřebu paměti. Rozdělení 
do  podmnožin  pravidel  s  sebou  přináší  jiné  potřebné  přístupy  do  paměti,  které  je  však  možné 
redukovat či omezit.
Protože nejdelší  prefix v jedné podmnožině nemusí  být  nejdelším prefixem v ostatních,  je  nutno 
operaci LPM provádět zvlášť pro každou podmnožinu. Tomuto je však možné se vyhnout, pokud pro 
každé  pole  zachováme  tabulku  prefixů,  která  obsahuje  prefixy  ze  všech  podmnožin.  Poté  stačí 
vykonat operaci LPM nad touto tabulkou a je zřejmé, že nalezený prefix bude nejdelším ve všech 
daných podmnožinách.
Druhým problémem je  nutný přístup  do  hash  tabulky pro  každou podmnožinu  pravidel.  Využití 
Bloomova  filtru  však  umožňuje  nepřistupovat  do  hash  tabulek,  v  nichž  není  žádný odpovídající 
výsledek.
4.4 PHCA
Algoritmus patří do skupiny algoritmů, založených na dekompozici. V dekompoziční metodě je celý 
proces  klasifikace  rozdělen  do  několika  kroků.  V prvním kroku se  pro  každou  dimenzi  provádí 
operace LPM. Po jejím vykonání jsou výsledky ze všech dimenzí zkombinovány a je vybráno číslo 
odpovídajícího pravidla.
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Klasifikační proces algoritmu PHCA se skládá ze třech základních částí. První částí je, jak již bylo 
řečeno,  LPM  operace.  Její  výsledky  u  každého  pole  jsou  předány  perfektní  hashovací  funkci 
využívající řízené kolize, která vybere jedno odpovídající pravidlo. Pokud paket neodpovídá žádnému 
zadanému pravidlu, hashovací funkce mu nějaké číslo pravidla přiřadí. Kvůli tomuto namapování je 
nutné vykonat ještě třetí krok klasifikace, jímž je porovnání daného paketu s vybraným pravidlem.
Části jsou víceméně nezávislé a každou z nich je možné nahradit případným lepším mechanizmem. 
Algoritmus redukuje přístupy do externí paměti čipu pro každý příchozí paket. Celou tabulku pravidel 
ukládá do paměti čipu a přístup do externí paměti využívá jen pro vyhledání konkrétního pravidla.
4.4.1 Perfektní hashovací funkce
Účelem  perfektní  hashovací  funkce  je  nalézt  mechanizmus,  jakým  způsobem  mapovat 
pseudopravidla  na  pravidla  z  dané  množiny.  Pseudopravidlo  je  vytvořeno  z  výsledných  prefixů 
vrácených  operací  LPM  pro  každé  pole  pravidla.  Problém  pseudopravidel,  která  neodpovídají 
žádnému pravidlu,  je  vyřešen  v poslední  části  PHCA algoritmu  porovnáním s  množinou daných 
pravidel.  Algoritmus  využívá statického hashování,  které  má oproti  dynamickému výrazně  menší 
režii, protože při přidání nebo odebíraní pravidel tabulku přepočítává.
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Ilustrace 6: Algoritmus PHCA.Zdroj [10].
5 Distributed Crossproducting of Field 
Labels
Algoritmus Distributed Crossproducting of Field Labels (DCFL) představuje kombinaci více různých 
klasifikačních technik, které rozšiřují využívání vnitřní struktury konkrétního klasifikátoru a zároveň 
využívají  i možnosti  hardwarového paralelizmu. Poskytuje výkonné vyhledávání,  efektivní využití 
paměti a podporuje rovněž rychlé aktualizace množiny pravidel. Vychází z faktu, ze počet unikátních 
hodnot jednotlivých polí pravidla je nesrovnatelně menší než celkový počet pravidel v dané množině 
a  že  počet  těchto unikátních hodnot,  které  odpovídají  některému paketu,  je  rovněž nesrovnatelně 
menší v poměru k celkovému počtu pravidel množiny.
Jak již bylo zmíněno, DCFL algoritmus využívá hardwarového paralelizmu, díky němuž vyhledává
v každém poli  samostatně a  získané výsledky ve své vnitřní  agregační  síti  kombinuje  a  dostává 
všechna odpovídající  pravidla  z množiny a následně z  nich dle  priorit  vybere  výsledné  pravidlo. 
Oproti  algoritmům  nevyužívajícím  paralelizmus  nedosahuje  DCFL  exponenciální  složitosti  ani 
časové, ani paměťové.
5.1 Činnost algoritmu
Činnost algoritmu je popsána na Ilustraci 7. Ve schématu, stejně jako v popisu algoritmu, je 
použita následující notace, která byla převzata z [11], kde je algoritmus představen:
• Fi - množina unikátních hodnot pro i-té pole pravidla
• Fi(x) -  podmnožina  množiny  hodnot  i-tého  pole  pravidla  Fi,  které  odpovídá  paketu
s hodnotou x v hlavičce i
• Fi,j - množina unikátních dvojic hodnot v i-tém a j-tém poli pravidla
• Fi,j(x,y) – podmnožina množiny dvojic hodnot z množiny  Fi,j, které odpovídají paketu
s hodnotami x v i-tém poli hlavičky a hodnotou y v j-tém poli hlavičky
• Fquery(x,y) -  množina  dvojic  hodnot  vytvořená  kartézským  součinem  množin  F1(x)
a F2(y)
• Lze vytvářet i další množiny jako Fi,j,k, Fi,j,k(x,y,z) apod.
18
Předpokládejme, že klasifikační proces, tak jak je uveden na Ilustraci 7, probíhá ve čtyřech dimenzích 
a pole příchozího paketu mají  hodnoty  w,  x,  y a  z.  Paralelně jsou nalezeny podmnožiny  F1(w), 
F2(x),  F3(y) a  F4(z).  Dále  jsou  rovněž  paralelně  vyhledány  podmnožiny  F1,2(w,x)
a  F3,4(y,z). K jejich vytvoření je nejdříve sestrojena množina  Fquery(w,x), resp.  Fquery(y,z). 
Každá  hodnota  z  množiny  Fquery(w,x) je  vyhledávána  v  množině  F1,2.  Pokud ji  tato  množina 
obsahuje, je hodnota přidána do množiny F1,2(w,x). Identicky je za pomoci množin Fquery(y,z)
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Ilustrace 7: Činnost algoritmu DCFL. Zdroj [11].
a  F3,4 vytvořena  množina  F3,4(y,z).  Následně  je  na  základě  množiny  F1,2,3,4 a  množiny 
Fquery(w,x,y,z) vytvořené  kartézským  součinem  množin  F1,2(w,x) a  F3,4(y,z) získána 
množina  F1,2,3,4(w,x,y,z).  Z  ní  je  dle  priorit  vybráno  jedno,  případně  více,  odpovídajících 
pravidel jako výsledek klasifikace. Je nutné si uvědomit, že způsob klasifikačního procesu tak, jak byl 
popsán a jak je předveden na Ilustraci 7, není jediným možným způsobem klasifikace dle algoritmu 
DCFL. Během své činnosti může využívat i jiné množiny, například F1,2,3(w,x,y) apod.
Jak již bylo naznačeno, algoritmus se skládá ze tří základních částí. První z nich je soubor paralelních 
vyhledávacích mechanizmů pro každé pole hlavičky. Každý nezávisle na ostatních vyhledává prefixy 
odpovídající  vstupnímu  paketu.  Další  častí  je  agregační  síť,  která  má  za  úkol  převzít  výsledky 
jednotlivých vyhledávání a na jejich základě najít všechna odpovídající pravidla z množiny. Funkcí 
poslední  části  je  dle  priorit  nalezených  pravidel  rozhodnuto,  které  pravidlo  či  pravidla  budou 
prohlášeny za výsledek klasifikace.
5.2 Značkování hodnot
Algoritmus značkuje každou unikátní hodnotu pole a ke každé uchovává její počet. Ten je následně 
využíván  při  aktualizaci  množiny  pravidel.  Datovou  strukturu  algoritmu  či  strukturu  jejich 
jednotlivých uzlů je nutné měnit pouze v případě, kdy se počet konkrétní hodnoty pole změní z 0 na 1 
nebo naopak, tj. v případě, že se v některém z poli pravidel objeví nová unikátní hodnota nebo je 
pravidlo s unikátní hodnotou pole odebráno.
Označení  unikátních  kombinací  hodnot  více  polí  může  být  provedeno  buď  konkatenací  značek 
jednotlivých polí v kombinaci a nebo vytvořením nové metaznačky (přeznačení hodnot polí v dalších 
vrstvách novou značkou). Použití metaznaček snižuje velikost značek jednotlivých prvků v množině 
unikátních kombinaci.
5.3 Agregační síť
Agregační  síť,  jak  již  bylo  zmíněno,  slouží  k  nalezení pravidel  odpovídajících  klasifikovanému 
paketu. Skládá se z množiny uzlů, kterým jsou nejprve poskytnuta vstupní data - množiny unikátních 
hodnot. Na jejich základě je vytvořena množina F1,2(w,x), F3,4(y,z) apod., z níž jsou za pomocí 
množiny F1,2 (F3,4 aj.) vybrána odpovídající pravidla. Činnost agregační sítě představuje Ilustrace 8.
Uzly agregační sítě pracují paralelně, a proto je její výkon závislý na výkonu uzlů s nejvyšším počtem 
přístupů do paměti. Tento parametr bývá nazýván jako query set size. Nejvyšší hodnota query set size 
bývá označována jako cena dané agregační sítě. Uzel agregační sítě může mít na vstupu dvě a více 
množin (unikátních) pravidel, v praxi se však používá omezení na dvě vstupní množiny. Při vytváření 
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svojí vnitřní datové struktury se algoritmus snaží vybrat nejoptimálnější sestavení uzlu a sestavit síť 
takovým způsobem, aby měla celkově nejmenší cenu. 
5.4 Optimalizace
5.4.1 Dělení jednotlivých polí
Velikost  množiny  Fquery je  závislá  na  velikosti  množin  unikátních  označkovaných  hodnot
v předchozích uzlech, neboť se jedná o jejich kartézský součin. Bylo zjištěno, že velikost množiny 
Fi(x) je pro množiny pravidel reálných klasifikátorů relativně malá [11]. Tohoto faktu je následně 
využíváno ke zvyšování  vyhledávací  rychlosti  pro již  existující  sady pravidel  a  k  zachování  této 
rychlosti  při  zvyšujícím se  zanořování  jednotlivých  prefixů  adres  a  překrývání  se  rozsahů portů. 
Rovněž  je  nutné  mít  na  paměti,  že  velikost  množiny  unikátních  hodnot  pro  pole  jako  protokol 
transportní vrstvy, flagů, protokolu apod. je v případě porovnání exact match vždy |Fi(x) ≤ 2|. 
Množství prefixů, které odpovídají dané adrese, může být  sníženo jejich rozdělováním do množin 
kratších prefixů. Každému unikátnímu prefixu v takto vzniklých množinách je opět přiřazena značka 
a vyhledávání prefixů probíhá ve všech těchto množinách. Každý prvek původní množiny vytváří
v  každé  z  nových  množin  právě  jeden  záznam.  Prefixy z  původní  množiny jsou tedy vyjádřeny 
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Ilustrace 8: Obecné schéma agregační sítě pro vyhledávání nad d poli. Zdroj: [11].
unikátní kombinací záznamů (značek) odpovídajících jim ve vytvořených podmnožinách. Spolu se 
sestrojenými  podmnožinami  jsou  vytvořeny  také  datové  struktury  pro  každou  z  nich.  Nejčastěji 
používanou datovou strukturou je v tomto případě rozhodovací strom. Následné vyhledávání probíhá 
paralelně  a  je  nutné  nalézt  všechny  odpovídající  prefixy.  Agregace  nalezených  hodnot  (značek)
z  podmnožin  nemusí  být  provedeny  do  společného  následného  uzlu,  ale  výsledky  mohou  byt 
agregovány s jakýmkoliv dalším polem.
Jednou z vlastností, která nejvíce ovlivňuje výkon algoritmu, je velikost množiny unikátních hodnot 
pole.  Z tohoto důvodu je  vhodné specifikovat  určitý práh,  který určuje,  kolik maximálně  hodnot 
mohou množiny obsahovat a v případě, že počet prvků množiny tuto hodnotu překročí, je na množinu 
aplikováno dělení a jsou vytvořeny dvě či více podmnožin. Počet podmnožin, do kterých je původní 
množina rozdělena, je určen jednoduchým algoritmem [11].
Proces dělení začíná na množině pravidel, která jsou uspořádána dle délky prefixu v neklesajícím 
pořadí. Seznam pravidel je sekvenčně procházen a každý prefix je přidán do binárního stromu, který 
je  tímto  algoritmem  vytvářen.  Při  vytváření  stromu  je  rovněž  ukládán  počet  přidaných  uzlů.
V případě, že je provedeno dělení, je počet vynulován. Všechna dělení ve vytvářeném stromě jsou 
uložena ve zvláštním seznamu či poli indexovaném délkou prefixu. Dosáhne-li počet dělení stromu 
předem zvoleného prahu, je vytvořeno rozdělení.
V případě polí zdrojových a cílových portů jsou místo prefixu adres použity rozsahy portů a dělení do 
podmnožin je prováděno stejným způsobem.
5.4.2 Agregační uzly
V této kapitole budou představeny některé způsoby, jimiž je možné snížit počet přístupů do paměti 
nutných  k  vytváření  následných  množin  značek,  kdy  jsou  prvky  množiny  Fquery vyhledávány
v množině F1,2,..,i (viz kapitola 5.1).
Pole Bloomových filtrů
Optimalizace  algoritmu  založená  na  množině  Bloomových  filtrů  indexované  výsledky  hashovací 
funkce  H(L) provedené před použitím filtrů.  Před vykonáním dotazu na příslušnost  konkrétního 
prvku do množiny se značkou L je přečtena hodnota z paměti na adrese určené výsledkem hashovací 
funkce  H(L).  Poté  jsou  porovnávány  všechny  bity  získané  jako  výsledky  hashovacích  funkcí 
h1(L),...,hk(L) a pokud jsou všechny bity nastavené na  1, je prvek se značkou  L přidán do 
množiny obsahující shodné prvky F1,...,i(a,...,x).




V případě, že jsou při vytváření agregačních uzlů použity metaznačky, může být dosaženo určitého 
snížení využívané paměti. Kombinace hodnot polí v množině F1,..,i může být značena konkatenací 
metaznačky prvních  i-1 polí  L1,...,i-1 a značky i-tého pole  Li. Podle metaznačky L1,...,i-1 jsou 
tyto složené značky seřazené do  košů. Pro každý koš je vytvořen seznam značek  Li, kde je každý 
záznam tvořen značkou  Li a novou metaznačkou vytvořenou pro kombinaci  i polí  L1,...,i.  Tyto 
seznamy jsou ukládány do pole indexovaného metaznačkou  L1,...,i-1, což umožňuje omezit počet 
dotazů  vykonávaných  ke  zjištění  příslušnosti  prvků  do  množin  počtem  metaznaček  obdržených
z předchozích uzlů sítě.
5.5 Mechanizmy prohledávání polí
Algoritmus  DCFL  umožňuje  použít  pro  každé  pole  pravidla  jiný  vyhledávací  mechanizmus 
optimalizovaný pro konkrétní typ.
5.5.1 Porovnávání prefixů (Prefix matching)
Algoritmus vyžaduje, aby vyhledávací mechanizmy pro zdrojovou a cílovou adresu vracely všechny 
odpovídající prefixy pro danou adresu (All Prefixes Matching - APM). K tomuto může být využita 
jakákoliv technika LPM, i když ne všechny pracují pro tento typ vyhledávání efektivně. Za jeden
z  nejefektivnějších  způsobů  pro  provedení  operace  LPM  je  považován  algoritmus  binárního 
vyhledávání na délkách prefixu (Binary Search on Prefix lengths), který v případě použití známých 
optimalizací  vyžaduje  maximálně  pět  hashování  pro  vyhledání  32  bitové  ip  adresy,  přičemž  při 
praktickém využití je výkon lepší, protože reálné množiny pravidel zpravidla obsahují pouze malé 
množství unikátních prefixů.
Aby mohla vyhledávací technika Binary Search on Prefix Lengths realizovat APM, musí předpočítat 
všechny odpovídající prefixy v každém listovém uzlu, který je definován množinou prefixů adres. 
Kvůli  prvotnímu  předpočítávání  je  do  jisté  míry  omezena  výkonnost  dynamického  aktualizování 
pravidel, neboť každá aktualizace může vyžadovat mnoho přístupů do paměti.
5.5.2 Porovnávání rozsahů portů (Range matching)
Technika range matching může být za předpokladu, že jsou použity paralelní vyhledávací techniky, 
prováděno velice efektivně. Algoritmus rozlišuje několik tříd portů. Vyhledávací  mechanizmy pro 
první tři třídy, WC (wildcard), LO (0 - 1023) a HI (1024 - 65535), obsahují flagy, které značí, zda 
některé pravidlo specifikuje daný rozsah portů či nikoliv a registr obsahující značku odpovídajícího 
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rozsahu. Porty tříd EM (exact matching, přesně určené číslo portu) a AR (arbitrary ranges, libovolně 
zvolené rozsahy portů) mohou byt efektivně vyhledány za použití speciálních datových struktur, které 
jsou pro tento typ  vyhledávání  určené.  Záznamy obsahují  pouze značku a číslo portu,  respektive 
jejich rozsah.
5.5.3 Přesné porovnání (Exact matching)
Pole protokolu či flagu mohou být snadně vyhledána za pomoci datových struktur určených pro typ 
vyhledávání exact match, jako například hashovací tabulky.
5.6 Aktualizace množiny pravidel
Aktualizace množiny filtrů, tj. přidání či smazání nového pravidla, probíhá stejně rychle jako operace 
vyhledávání  a  je  také  stejným  způsobem  prováděna.  Při  vkládání  pravidla  je  pravidlo  nejdříve 
rozděleno  na  jednotlivá  pole  a  každá  hodnota  je  předána  na  vstup  příslušného  vyhledávacího 
mechanizmu. Poté jsou paralelně provedena jednotlivá vyhledávání.  Pokud byla vkládaná hodnota 
nalezena, je zvýšena hodnota počitadla konkrétní hodnoty. Nebyla-li hodnota nalezena, je přidána do 
datové struktury odpovídajícího pole a je jí  přiřazena následující volná značka ze seznamu všech 
dostupných volných značek pro dané pole. Při mazání hodnoty je postupováno obdobně. Nejdříve je 
nalezena hledaná hodnota pole, poté o jedna sníženo počitadlo konkrétní hodnoty a následně, pokud 
je  hodnota  počitadla  rovna  nule,  je  smazán  celý  záznam.  Uvolněná  značka  je  přidána  na  konec 
seznamu dostupných volných značek.
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6 Implementace algoritmu Distributed 
Crossproducting of Field Labels
Cílem praktické části  práce je softwarová implementace algoritmu Distributed Crossproducting of 
Field  Labels  (DCFL),  který  byl  detailně  rozebrán  v  kapitole  5.  Implementace  bude  provedena 
v jazyce Python.
6.1 Návrh skriptu a implementace
Cílem vytvořeného skriptu je klasifikace paketů na vstupu dle předem dané množiny pravidel. Skript 
sestavuje  agregační  síť  s  ohledem  na  co  možná  nejmenší  spotřebu  paměti,  vytváří  strukturu 
jednotlivých uzlů a na jejím základě provádí klasifikaci.
Celá  implementace  algoritmu  je  realizována  pomocí  hlavní  třídy  DCFL a  jejích  dvou  metod 
load_ruleset a classiffy_packet. Jak již jejich názvy napovídají, úkolem první z nich je 
načíst množinu vstupních pravidel a zpracovat ji, druhá pak následně klasifikuje jednotlivé pakety na 
vstupu.
Program probíhá v jedné hlavní funkci, která nejprve načte parametry spuštění programu, kterými 
jsou předávány soubory se vstupními daty, jimiž je množina filtračních pravidel a pakety určené ke 
klasifikaci. Poté jsou volány již zmiňované metody, které nejdříve vytvoří strukturu klasifikátoru a 
poté klasifikují všechny pakety ze vstupu. Klasifikace se provádí dle pěti nejčastějších dimenzí, jimiž 
jsou zdrojová a cílová IP adresa, zdrojový a cílový port a použitý protokol.
6.1.1 Sestavení agregační sítě
Agregační  síť  je  sestavena  v  závislosti  na  vypočtených  parametrech  query  set  size  pro  různé 
kombinace množin vstupních hodnot. Hodnota tohoto parametru určuje, kolik přístupů do paměti je 
v každém uzlu potřeba a odvíjí se od ní tedy celková velikost paměti využitá vytvořeným skriptem. 
Z toho vyplývá,  že je nejvhodnější  použít  takovou kombinaci množin na vstupu, pro kterou bude 
query set size pro jednotlivé následně vytvářené uzly nejmenší.
Skript při sestavování struktury sítě bere první pole pro klasifikaci a hledá další, se kterým bude mít 
množina kombinací unikátních hodnot těchto dvou polí nejmenší počet prvků. Poté ze zbývajících 
třech vybere opět dvě, jejichž množina kombinací prvků je nejmenší. Následně je vytvořen uzel, který 
kombinuje  tyto  dvě množiny z  předchozího kroku a  nakonec je  kombinace  prvních čtyř  množin 
zkombinována  s   poslední  množinou  unikátních  prvků  pátého  pole.  Všechny kombinace  hodnot 
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v jednotlivých uzlech skript uchovává předpočítané pro pozdější klasifikaci a zároveň také udržuje 
informaci  o tom,  která  pole jsou spolu kombinována.  Dle tohoto poté kombinuje  jednotlivá  pole 
vstupního  paketu  a  množiny  hodnot  v  jednotlivých  uzlech  sítě  testuje  na  přítomnost  hodnot 
z konkrétního klasifikovaného paketu.
Kombinace  jednotlivých  polí  a  vstupy  jednotlivých  uzlů  tak,  jak  je  využívá  vytvořený  skript, 
znázorňuje Ilustrace 9. Kombinace množin F1, F2, F3, F4 a F5 je pouze ilustrační, protože, jak již bylo 
řečeno, algoritmus vybírá nejvhodnější kombinace množin v závislosti na pravidlech vstupní množiny 
a může tedy jednotlivé množiny kombinovat  jinak.  Základní struktura však zůstává stále stejná a 
mění se pouze vstupy daných množin.
V kapitole 5 byla představena problematika značkování unikátních hodnot z množiny pravidel, kdy je 
každé unikátní  hodnotě  přiřazena  značka  a  počet  udávající,  kolikrát  je  hodnota  obsažena v sadě 
pravidel.  Jak  bylo  uvedeno,  implementace  algoritmu  nejdříve  načítá  pravidla  a  vytváří  strukturu 
klasifikátoru, následně klasifikuje všechny dodané pakety a poté končí svůj běh. Z tohoto důvodu 
není nutné vytvářet  mapování  unikátních hodnot  na značky a udržovat  jejich počet  například pro 
pozdější  aktualizaci  vnitřní struktury z důvodu změn v sadě vstupních pravidel,  protože struktura 
klasifikátoru a sestavení jednotlivých uzlů se vytváří při spuštění programu a poté se využívá pro 
všechny klasifikované pakety. Namísto využití značek pro jednotlivé hodnoty program nejdříve načte 
všechna  pravidla,  rozdělí  je  do  skupin  pro  každé  klasifikované  pole  a  poté  z  nich  za  využití 
pythonovské struktury Set odstraní opakující se hodnoty. Tím vznikne množina unikátních hodnot 
pro každé pole a algoritmus poté využívá přímo tyto hodnoty.  V důsledku toho pak v množinách 
kombinací nevyužívá ani metaznaček a spojuje přímo konkrétní hodnoty z množin. Díky tomuto je 
v závěru možné určit  odpovídající  pravidla pouhým porovnáním výsledků klasifikace s množinou 
vstupních filtračních pravidel.
6.1.2 Klasifikace
Program nejdříve v hlavní funkci načte všechny pakety ze vstupního souboru. Ty ukládá do předem 
vytvořené struktury a poté na každý z nich volá metodu  classify_packet třídy  DCFL,  která 
provádí klasifikaci.  Nejdříve jsou z množiny pravidel pomocí  funkcí reprezentujících vyhledávací 
mechanizmy pro jednotlivá pole nalezeny všechny hodnoty, které odpovídají hodnotám z polí paketu. 
Ty  jsou  poté  dle  již  dříve  vytvořené  struktury  agregační  sítě  kombinovány  a  porovnávány 
s množinami vytvořenými v jednotlivých uzlech sítě.
Na konci klasifikace jsou v závislosti na volbě uživatele při spuštění programu vrácena metodou buď 
všechna odpovídající pravidla, která vyhovují danému vstupnímu paketu, anebo pouze jedno pravidlo 
s nejvyšší prioritou. V závěru program informuje uživatele o počtu nalezených pravidel pro každý 
paket s uvedením všech těchto pravidel.
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Ilustrace 9: Schéma činnosti naprogramovaného algoritmu.
6.2 Vyhodnocení
Tato  kapitola  shrnuje  vyhodnocení  implementovaného  algoritmu  a  analýzu  paměťových  nároků 
v závislosti na různých souborech filtračních pravidel. V tabulkách 3 - 7 je uveden souhrn dat, na 
kterých  byl  vytvořený  skript  testován.  Jednotlivé  tabulky uvádí  počty unikátních  prvků v  každé 
množině (uzlu), od nichž se odvíjí velikost spotřebované paměti pro konkrétní uzel. Označení množin 
bylo zvoleno s ohledem na Ilustraci 9.
Počet pravidel 44
Počet unikátních hodnot pole zdrojové IP adresy (F1) 17
Počet unikátních hodnot pole cílové IP adresy (F2) 13
Počet unikátních hodnot pole zdrojového portu (F3) 1
Počet unikátních hodnot pole cílového portu (F4) 2
Počet unikátních hodnot pole použitého protokolu 2
Kombinace množin F1xF3, F2xF5
Počet prvků množiny F1,2 17
Počet prvků množiny F2,3 26
Počet prvků množiny F1,2,3,4 442
Počet prvků množiny F1,2,3,4,5 884
Celkový počet hodnot v uzlech / počet pravidel ~32
Tabulka 3: Počty prvků množin jednotlivých uzlů agregační sítě.
Počet pravidel 97
Počet unikátních hodnot pole zdrojové IP adresy (F1) 42
Počet unikátních hodnot pole cílové IP adresy (F2) 25
Počet unikátních hodnot pole zdrojového portu (F3) 4
Počet unikátních hodnot pole cílového portu (F4) 5
Počet unikátních hodnot pole použitého protokolu 1
Kombinace množin F1xF5, F2xF3
Počet prvků množiny F1,2 42
Počet prvků množiny F2,3 100
Počet prvků množiny F1,2,3,4 4200
Počet prvků množiny F1,2,3,4,5 21000
Celkový počet hodnot v uzlech / počet pravidel ~262
Tabulka 4: Počty prvků množin jednotlivých uzlů agregační sítě. Počet unikátních hodnot v 
polích zdrojové a cílové IP adresy je v tomto případě několikanásobně vyšší než počty 
hodnot v dalších polích.
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V Tabulkách 3, 4 a 5 jsou uvedena data z různých sad pravidel. V Tabulce 3 a 4 byla tato pravidla 
zvolena tak, aby hodnoty v některých z polí byly řádově vyšší než hodnoty ve zbývajících. S ohledem 
na výzkum reálných klasifikátorů publikovaný v [7] byla  za tato pole vybrána pole zdrojových a 
cílových IP adres. Sada pravidel reprezentovaná Tabulkou 5 byla zvolena tak, aby počty unikátních 
hodnot v jednotlivých polích byly srovnatelné, pouze počet hodnot v poli použitého protokolu byl 
ponechán několikrát menší.
Počet pravidel 43
Počet unikátních hodnot pole zdrojové IP adresy (F1) 10
Počet unikátních hodnot pole cílové IP adresy (F2) 10
Počet unikátních hodnot pole zdrojového portu (F3) 10
Počet unikátních hodnot pole cílového portu (F4) 10
Počet unikátních hodnot pole použitého protokolu 3
Kombinace množin F1xF5, F2xF4
Počet prvků množiny F1,2 30
Počet prvků množiny F2,3 100
Počet prvků množiny F1,2,3,4 3000
Počet prvků množiny F1,2,3,4,5 30000
Celkový počet hodnot v uzlech / počet pravidel ~771
Tabulka 5: Počty prvků množin jednotlivých uzlů agregační sítě, kde je počet unikátních 
hodnot v polích zdrojové a cílové adresy a zdrojového a cílového portu stejný.
Počet pravidel 44
Počet unikátních hodnot pole zdrojové IP adresy (F1) 17
Počet unikátních hodnot pole cílové IP adresy (F2) 13
Počet unikátních hodnot pole zdrojového portu (F3) 2
Počet unikátních hodnot pole cílového portu (F4) 2
Počet unikátních hodnot pole použitého protokolu 2
Kombinace množin F1xF5, F2xF4
Počet prvků množiny F1,2 34
Počet prvků množiny F2,3 26
Počet prvků množiny F1,2,3,4 884
Počet prvků množiny F1,2,3,4,5 1768
Celkový počet hodnot v uzlech / počet pravidel ~62
Tabulka 6: Počty prvků množin jednotlivých uzlů agregační sítě. Velikosti množin jsou stejné 
jako v příkladu z Tabulky 3, pouze přibyla jedna další hodnota do pole zdrojového portu.
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Z uvedených  dat  v  Tabulkách  4  a  5  je  dobře  patrné,  že  z  důvodu vytváření  kombinací  hodnot 
jednotlivých  množin  pomocí  kartézských  součinů  se  celková  spotřeba  paměti  vyjádřená  pomocí 
mohutnosti množin v jednotlivých uzlech agregační sítě může značně lišit v závislosti na rozložení 
unikátních hodnot přes všechna pole. V případě hodnot Tabulky 4, kde je v součtu všech vstupních 
množin celkem 77 unikátních hodnot, a Tabulky 5, kde je unikátních hodnot pouze 43, vidíme, že 
výsledná spotřeba paměti je vyšší ve druhém případě. I přesto, že počet hodnot v polích zdrojové a 
cílové  adresy  je  několikanásobně  menší,  je  mohutnost  množin  následných  uzlů  v  důsledku 
kartézských součinů vstupů větší.
Tabulky 6 a  7  reprezentují  již  uvedené sady pravidel,  u  kterých  byly  provedeny drobné  změny. 
V případě pravidel Tabulky 6 byla použita  stejná sada pravidel jako v Tabulce 3 rozšířená o jednu 
další  unikátní  hodnotu  v  poli  zdrojového  portu.  Z  uvedených  hodnot  je  zřetelné,  že  ve  všech 
následných uzlech množiny F1 jsou počty hodnot v důsledku přidané hodnoty dvojnásobné. Tabulka 7 
zobrazuje sadu pravidel z Tabulky 5 s jednou další unikátní hodnou v poli zdrojové IP adresy. I zde je 
patrné promítnutí se další hodnoty do všech následných uzlů agregační sítě.
Je rovněž zřejmé, že výsledná paměťová náročnost programu nezávisí na celkovém počtu filtračních 
pravidel vstupní sady,  protože algoritmus operuje s unikátními hodnotami v jednotlivých polích a 
v případě velkého počtu pravidel s malým počtem unikátních hodnot, které se v rámci konkrétních 
pravidel opakují, může výsledná potřeba paměti být menší než v případě množiny s počtem pravidel 
relativně menším, avšak obsahujícím větší počet hodnot neopakujících se v dalších polích pravidel 
množiny. Poslední hodnota v tabulkách vyjadřuje celkový počet hodnot ve všech uzlech přepočítaný 
na počet pravidel. Čím je tato hodnota menší, tím úspornější je algoritmus na dané množině pravidel.
Počet pravidel 44
Počet unikátních hodnot pole zdrojové IP adresy (F1) 11
Počet unikátních hodnot pole cílové IP adresy (F2) 10
Počet unikátních hodnot pole zdrojového portu (F3) 10
Počet unikátních hodnot pole cílového portu (F4) 10
Počet unikátních hodnot pole použitého protokolu 3
Kombinace množin F1xF5, F2xF4
Počet prvků množiny F1,2 33
Počet prvků množiny F2,3 100
Počet prvků množiny F1,2,3,4 3300
Počet prvků množiny F1,2,3,4,5 33000
Celkový počet hodnot v uzlech / počet pravidel ~829
Tabulka 7: Počty prvků množin jednotlivých uzlů agregační sítě. Velikosti množin jsou stejné 
jako v příkladu Tabulky 5. Do pole zdrojových adres přibyla jedna unikátní hodnota.
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7 Závěr
Cílem této  práce  bylo  seznámení  s  problematikou  filtrování  provozu v  síti,  principem a  účelem 
klasifikace paketů a nastudování vybraných klasifikačních algoritmů. Byly představeny principy čtyř 
základních algoritmů a jejich nejdůležitější vlastnosti.
Následně byl  detailně rozebrán pokročilý algoritmus Distributed Crossproducting of Field Labels. 
Práce  uvádí  základní  principy,  z  nichž  algoritmus  vychází,  a  poté  popisuje  jeho  činnosti.  Byly 
prostudovány jeho nejdůležitější součásti a rovněž známé optimalizace, které je možno využít  pro 
snížení paměťové náročnosti. Byly rovněž uvedeny různé typy vyhledávacích mechanizmů, které je 
možno  použít  v  závislosti  na  typu  pole  pravidla.  Z  teoretického  hlediska  byl  rozebrán  problém 
aktualizace a změn v množině vstupních pravidel.
V praktické  části  byla  vytvořena  softwarová  implementace  algoritmu  DCFL,  která  umožňuje  na 
základě  souboru  množiny  filtračních  pravidel  klasifikovat  dané  vstupní  pakety  a  vybrat  jim 
odpovídající pravidla. Následně byly zanalyzovány paměťové nároky implementace pro pět různých 
souborů filtračních pravidel a byly porovnány velikosti množin prvků v jednotlivých uzlech agregační 
sítě algoritmu a jejich změny v závislosti na změnách velikostí množin různých polí. Při zhodnocení 
spotřeby paměti byla jako rozhodné kritérium uvažována mohutnost sledovaných množin, protože 
právě ta vyjadřuje počet prvků, které je nutno uložit do paměti pro správnou činnost algoritmu.
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Příloha 1. DVD obsahující technickou zprávu v elektronické podobě, zdrojový text skriptu, testovací 
soubory a dokumentaci
33
