INTRODUCTION
Systems of consumer expenditure functions, or more specifically Engel functions, estimated from individual data has been in the focus of a substantial number of theoretical and empirical papers over the years. [See Deaton (1986) and Blundell (1988) with an income variable considered as observed without error, and often no distinction is made between income and total consumption expenditure.
In the present paper, the estimation of systems of consumer expenditure functions is reconsidered in a wider perspective. First, panel data from household budget surveys, with two observations from each respondent are used. It is well known that panel data in general offer a far richer opportunity for analyzing individual effects and, in particular, for controlling for individual 'nuisance' variables than conventional data types [cf. Mundlak (1978) , Hausman and Taylor (1981) , and Griliches and Hausman (1986) ]. This is also the case for the data set used in the present study, even if the number of replications is the smallest possible. Second, in order to allow for imperfect measurement of income and consumption, they are considered as latent variables. Third, the distribution of latent total consumption expenditure across households, and its evolution over time, is identified and estimated simultaneously with the demand system. Fourth, individual differences in preferences, represented by individual time invariant latent variables, are allowed for. An important purpose of the investigation is to quantify these differences. Fifth, within this framework, an attempt is made to go one step further by investigating the possible correlation between income and preferences. The availability of data with more than one replication makes it possible to test for such correla- The paper represents an extension of previous research by Biørn and Jansen (1982) and Aasness (1983) . In the former, individual differences in consumption are analyzed by means of a complete demand system (including prices) with an error components specification of the disturbance vector, although with errors of measurement in income and consumption disregarded.
The latter uses cross section data, thus neglecting the panel aspect, but
focuses on the errors of measurement and identifies and estimates a distribution of latent total consumption expenditure across households simultaneously with a system of Engel functions. The present work integrates the two approaches, and extends them by, inter aha, incorporating information on observed incomes from tax records.
MODEL AND BASIC NOTATION

The Engel functions and the measurement equations
Let the consumption be divided into I commodity groups and assume that data from H households observed over 1.2 years are available. The expenditure on the i'th group is assumed to be a linear function of the total expenditure which is considered as latent and M.2 observed demographic variables, tures, the observed expenditure (y ith ) will typically be purchase expenditures during a relatively short period. The true expenditures (n dth ) could be defined precisely within a specific consumer theory, and for a durable good it could for instance be the user cost of its service flow. The measurement error (vith ) will then contain the difference between the purchase expenditure during a short period and the true consumption expenditure.
Assume that K (observed) indicators of the latent total expenditure
(e.g. taxable income) exist, and let Wkth be the value of the k'th of these indicators for household h in period t. Rather than considering the w's as 'extraneous' instruments, as is a common practice when using errors-invariables models for cross sectional data, we formalize -in the spirit of the LISREL model -the correlation in the form of K linear relationships, denoted as the measurement equations, where dkt , ek , and f km are (unrestricted) coefficients and E kth is an error term. Since the relationships between these indicators and the total expenditure may also depend on socioeconomic variables and other individual characteristics, we include the z's as well as a latent variable Xic in the equations. Again, the time subscript on the constant term indicates that the equations are allowed to shift between the two years.
Of course, the interpretation of the d's, the e's, and the f's and of the X's depend on the specific definition of the w's. If a w is an income variable recorded for tax purposes (there may be several, as is the case in for instance Norway), eq. (6) may represent, on the one hand, the savings behaviour of the household, on the other hand the definition of the taxable income in the tax code and (possibly also) the 'tax payment behaviour' of the household. The X's may for instance represent both the thriftiness of the household and its attitude to (legal and illegal) tax evasion.
Like the Ws, the X's will be denoted as 'preference variables' in the following. It is then difficult to give (6) the status as structural relationships with a similar degree of autonomy as the expenditure functions (1).
Rather they represent the reduced or semi-reduced form of a (possibly complex) model of the income distribution, the statutory tax system, and the spending, saving, and tax paying activity of the individual household.
From (1) and (5) it follows that the Engel functions expressed in terms of observed expenditures read 
V th = E V ith t = 1,2,
represents the error of measurement in the total expenditure. Eq. (9) is of the form (6), with dkt = , = 1, km =0 ( t=1,2, m=1,2).
The model in matrix notation. Stochastic specification
We assume that all observations relating to different households are uncorrelated. Suppress then from now on the household subscript and let
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The system of Engel functions (7) and of measurement equations (6) can then be written as which open for testing of several interesting hypotheses. To ensure identification, some further restrictions on the second order moments may be needed (cf. section 2.5).
Restrictions on the second order moments
Two kinds of restrictions on the second order moments to obtain a more easily interpretable and a more parsimonious parametrization of the covariance structure (15)-(17) are presented below.
A. Restrictions on the distribution of latent total expenditure
We assume that the latent total expenditure is generated by
where (g,u 1 ,u 2 ) are mutually uncorrelated, with expectations (04 ,0,0) and to one item will in general be reflected in both of these two linear aggregates. Thus we will expect the errors of measurement and individual effects to be positively correlated for these two income variables, and we will take account of this in the specification of E and E . ce XX The covariance matrix of all the observed variables is given in table Bl in Appendix B. This is all the data input we use for our econometric analysis.
Let S symbolize the sample covariance matrix of our observed variables, with realized values given in table Bl. Let E(e) symbolize the theoretical covariance matrix of the observed variables (E) as a function of the unknown parameters (e) in our model, as described in Appendix A and further specified in section 4. The estimates of 0 are the values that minimize the function
Minimization of F is equivalent to maximization of the likelihood function when assuming that all the observed variables (i.e. the y's, the w's and the z's) are multinormally distributed. This, however, is subject to the qualification that there is no information in the first order moments that could be used to estimate parameters e appearing in the second order moments. This is true in our ca'se since our 2(I+K)+M first order moments have to be used to estimate the 2(I+K)+M independent parameters (a l ,a 2 ,d i ,d 2 ,0z , 0 ,q o ) of which neither are contained in the covariance matrix E(0). The g estimation of these "first order parameters" can be done "recursively", i.e. as a second step after the estimation of 0. (If, however, we introduce restrictions on these "first order parameters", e.g. q 0 .0, then the principle of maximum likelihood and the normality assumption strictly demands simultaneous estimation of all parameters from the first and second order sample moments).
If one is not willing to assume normality, which in the present context is a rather restrictive assumption, then the estimators derived from minimizing F above can be labeled quasi maximum likelihood estimators.
Many of the properties of these estimators are robust w.r.t. important departures from normality, see e.g. Anderson, Fang and Hsu (1986), Shapiro and Brown (1987) and especially Anderson and Amemiya (1988) .
Our model can be formalized as a special case of the LISREL model (cf. e.g. Jöreskog (1977) ), and the computer program LISREL VI (cf. Jöre-skog and Sörbom (1984) ) is used to solve the numerical calculations. The only restriction we could not handle directly by applying LISREL VI, is the restriction that the b's which occur additively in (11) also enter multiplicatively in (24). This could, however, be handled by applying LISREL VI in a stepwise manner, where in each step we treat the b's in (11) as free parameters and the b's in (24) as fixed parameters with values taken from the estimates in the preceeding step, and continue until the b's in (11) and (24) converge to the same values. In this paper, we have not followed up this idea. However, for each model version using restriction (24) At the minimum of F, the information matrix is computed and used to estimate asymptotic standard errors and t-values.
We test a specific model 0 (the null hypothesis) against a more general model 1 (the maintained hypothesis) by a likelihood ratio test. Let 
Hierarchy of models
A lot of variants of the general model in section 2 can be estimated and tested with our data. We concentrate on some issues which we find particularly important. The classifications of the models is shown in table 1. Three "dimensions" of assumptions are selected, and for each dimension we have picked out 2 or 3 alternative assumptions of particular interest.
The E dimension relates to the development of the distribution of latent total expenditure over time, the P dimension concerns the covariance structure of the preference variables (1,X), and the C dimension concerns the covariation between preference variables and latent total expenditure. Combining our assumptions in all possible ways, we obtain 3x3x2.18 models, of which 2 are unidentified and 3 are equivalent to other models, leaving us with 13 specific models, as shown in is non-diagonal), since we have strong a priori reasons to believe that they are positively correlated, cf. section 3. As already remarked, the preference variables p. and X are assumed to be uncorrelated with the demographic variables. for an explicit analysis of these biases in a similar but simpler model).
Likelihood ratio tests
The coefficient of variation of latent total expenditure, which can be calculated from table 4 and the first order moments given in Appendix B, varied around 0.5. The hypothesis that the coefficient of variation is constant over time (i.e. q 0 =0, cf. section 2.3.A) could not be rejected.
Distribution of preferences
The distribution of preferences across the population of consumers is, in one interpretation of our model, equivalent to the distribution of the individual effects in the Engel functions (0 and in the income measdrement equations (X). The variances and covariances of these preferencevariables are given in table 5 for the P3 models, and in table 6 for the P2 models. (Table 6 reports the variances of the independent a variables from which the whole covariance matrix of the dependent tå t variables can be computed, cf. (24)).
Note that:
All the estimated variances of the preference variables are positive, and the estimated covariance matrices of any combinations of preference variables are positive semidefinite, which was not imposed as constraints on the estimation procedure.
ii) We cannot find any parameter estimate of unreasonable size.
iii) The hypothesis of no variation in preferences (P1) is strongly rejected, cf. tables 2 and 3.
iv)
The results are clearly robust with respect to model specification.
Thus our econometric interpretation of the statistical model makes sense, and confirms that this model represents a fruitful approach to consumer econometrics.
Since the Ws add to zero they will tend to be negatively correla- an unrestricted E will be very demandina in terms of degrees of freedom, 411 while a block diagonal E aa could be appropriate.
Observe that the individual effects of the two income measures are significantly positively correlated, and the covariance is of a large magnitude, in accordance with our a priori considerations in section 3.
Covariation of preferences and latent total expenditure
A maintained hypothesis in most empirical work of consumer behavior is independence of preferences and income (or total expenditure). Our panel data with two replications makes it possible to subject this to formal tests. The likelihood ratio tests in table 2 reject the hypothesis (CI against C2). From table 7 we see that preference variable for Food, beverages and tobacco is significantly positively correlated with latent total expenditure, while the opposite is true for Travel and recreation. Furthermore, the X-variables are significantly positively correlated with latent total expenditure, for both income measures. One possible interpretation of this result is that the preferences for savings are positively correlated with total expenditure and income. However, this correlation could also be explained by a progressive tax system, or by a negative correlation between the degree of tax evasion activities and income, cf. section 2.1. Note that the estimates of the Engel elasticity for Food, beverages and tobacco, are lower in the C2 models than in the Cl models. This is in agreement with the result that the preference variable for this commodity group is positively correlated with total expenditure in C2 models, which accounts for some of the covariance between the consumption for Food, beverages and tobacco and latent total expenditure. Correspondingly, the preference variable for Travel and recreation is estimated to be negatively correlated with total expenditure, and thus the estimated Engel elasticity should be expected to be larger in the C2 models than in the Cl models, which is in fact the case.
Engel elasticities
Estimates of e l and e2 , which are reduced form parameters reflecting saving behavior and other effects, cf. section 2.1, are also presented in table 8. All the estimates of e l and e 2 are significantly positive, confirming our hypothesis that both income measures are good indicators of latent total expenditure. Viewed as measures of "true income", both these income measures contain not only random, but dlso systematic measurement errors, making it difficult to give clear interpretations about saving behavior from the sizes of the parameters. The estimates of ek vary considerably between the three main groups of models, the largest estimates are obtained in the P1 models (with no preference variables) and the smallest estimates are obtained in the C2 models (with preference variables that can be correlated with latent total expenditure).
Demographic effects
The estimated effects on consumption of household size and composition are given in table 10. Again, the results are quite robust, although the estimates vary somewhat between the main groups of the models.
The effect on food consumption of an additional child or of an additional adult, given the level of latent total expenditure, is significantly positive in all models, in agreement with Engel's law. The estimated effects on Clothing and footwear are also positive in all models, both for children and adults, but these effects are small in magnitude and not significantly different from zero. The effect of the demographic variables on the expenditure on Housing, fuel and furniture is negative in all models, and significantly so for adults. An additional child significantly decreases the consumption of Travel and recreation, given total expenditure, according to all models. The estimated effects on the consumption of Travel and recreation of an additional adult, vary between the models, but are not significantly different from zero according to C2 models. The number of adults and children affect expenditure on Other goods and services negatively in all models, but not significantly, and the magnitudes are small. Table 11 gives the estimates of the covariance matrices of measurement errors, i.e. E which is assumed to be diagonal and E ee which is a yy full 2x2 matrix. The estimates of the variances and the covariance are much larger in the models which do not permit individual differences in preferences (P1) than in the models that allow for this (P2 and P3). A plausible explanation is that with no allowance for differences in preferences, the estimated variances (and covariance) of measurement errors also pick up variation (and covariation) which is due to preference differences. Within these two classes of models the estimates are very robust with respect to the model specification.
Measurement errors
For all our models we obtain significantly positive estimates of the variances of the measurement errors, which again confirms our econometric interpretation of the statistical models (cf. section 3). The covariance between the measurement errors attached to the two different income 2 measures (a l ) is also significantly positive in all our models, which is EC congruent with our a priori considerations (cf. section 3). Table 12 presents the estimates of the squared coefficient of multiple correlation, as defined in (30a). This is one type of measure of the relative variance of the measurement error, cf. (30b). The squared coefficient of multiple correlation are much lower in P1 models than in the these population parameters are very robust to the model specification. The squared coefficient of multiple correlation always increases from the first to the second report, since our estimates of the variances of the observed variables increases, cf. (30b).
The incremental form of the model
The estimation results for the incremental form are reported in Tables 13, 14 We may get some information on the izes of these possible biases by reestimating our models with a more detailed commodity grouping. More satisfactory measurement methods and a more explicit modeling of consumer durables seems to be an important area for future research with these types of models. Travel and recreation where the estimated variance is somewhat lower in the incremental form. This may be due to the no autocorrelation assumption of the measurement errors and the assumption that the variance of the measurement error in the level form is equal for both periods, which may be inappropriate for this commodity group.
The estimated variance of the increase in total expenditure from the incremental form and from the level formulations are reported in Table   15 . The former is higher than the latter. The difference is most pronounced when the incremental specification is compared to those level versions in which correlation between preference variables and total expenditure is disregarded. There is a substantial variation in preferences across households, conditional on latent total expenditure and the demographic variables. Our model can be interpreted as relating to a population of households, each having a Stone-Geary utility function. An assumption of independently distributed "necessity quantities" places strong restrictions on the covariance structure of the "preference variables" in our econometric model, but these restrictions are not rejected. This independence assumption thus seems to be a good approximation in our setting with five broad commodity aggregates.
CONCLUSIONS
A fundamental assumption in all cross-section estimation of demand functions is that preferences and total expenditure are uncorrelated across
households. This hypothesis is tested and clearly rejected. The preference variable for Food, beverages and tobacco is positively correlated with latent total expenditure, implying a positive bias in the estimator of the Engel elastisicity when assuming zero correlation. The preference variable for Travel and recreation is negatively correlated with total expenditure, implying a negative bias in the estimator of the Engel elasticity when assuming zero correlation. These results should not be taken too far, but they indicate a fruitful area for future research. 13) (1.13) (1.00) Table 4 Distribution of latent total expenditurea ) . i.e. persons with age,>_ 16 years. We have used the observations on these variables from the first period and analyze the data as if they were the same in both periods, i.e. individual specific. (The effects of one year ageing of each household member will then be captured by the period specific constant term.) For ten households. the number of household members (z 1 +z 2 ) changed by more than one beetween the two periods. These where deleted from our sample, since they could hardly be considered as the same household in both periods and might also dominate the results to an undesired degree when transforming the model to its incremental form. (This was not done by Bjorn and Jansen (1982) which explains why they used 418 households versus our 408 households.)
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The covariance matrix of all the observed variables are given in table Bl. This is all the data input we use for our econometric analysis.
We have used the same five commodity group classification, aggregated from a more detailed grouping with 28 groups, as described in detail in Biørn and Jansen (1980) .
The covariance matrix did not look like the one in table Bl at the initial stages of our calculations. An inspection showed that the covariances, especially those for the incremental variables, were extremely sensitive to a few extreme observations. Some sort of robust procedure was needed, cf. Huber (1981) or Hampel et al. (1986) . We found the idea of winsorizing the observations, i.e. to replacg all observations of expenditure and incomes larger (lower) than an upper (lower) bound with this bound, particularly promising in our setting. We chose to winsorize moderately, by setting the maximum value of each variable equal to the 9th largest observation (i.e. an estimate of the 0.98 quantile) in the original sample. (It was not necessary to introduce a minimum bound on the variables since zero was such a lower limit in the original data.) This procedure was followed for all the basic expenditure and income variables in our data file, for each of the two periods, while all the derived variables were defined, as before, as functions of the basic variables. Thus our expenditure data was winsorized by applying the above rule routinely on each of the commodities in the most detailed grouping (28 groups) in each period. Then we aggregated over groups and calculated first differences etc. Our econometric analysis in this paper is based on the distribution of these modified observations. The first order sample moments of our observed variables are, y 1 : (10.5581,4.3886,9.8937,11.9299,2.9802), y2. (10.5655,4.4365,10.5787, 13.8448,3.3036 
