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 L’avenir appartient a` ceux qui se le`vent toˆt. 
3
Re´sume´
Dans les syste`mes de spins quantiques, la frustration et la basse dimensionnalite´ ge´ne`rent
des fluctuations quantiques et donnent lieu a` des phases exotiques. Cette the`se e´tudie un mode`le
d’e´chelle de spins avec des couplages frustrants le long des montants, motive´ par les expe´riences
sur le cuprate BiCu2PO6. Dans un premier temps, on pre´sente une me´thode variationnelle ori-
ginale pour de´crire les excitations de basse e´nergie d’une seule chaˆıne frustre´e. Le diagramme de
phase de deux chaˆınes couple´es est ensuite e´tabli a` l’aide de me´thodes nume´riques. Le mode`le
exhibe une transition de phase quantique entre une phase dime´rise´e est une phase a` liens de
valence re´sonnants (RVB). La physique de la phase RVB et en particulier l’apparition de l’in-
commensurabilite´ sont e´tudie´es nume´riquement et par un traitement en champ moyen.
On e´tudie ensuite les effets d’impurete´s non-magne´tiques sur la courbe d’aimantation et
la loi de Curie a` basse tempe´rature. Ces proprie´te´s magne´tiques sont tout d’abord discute´es a`
tempe´rature nulle a` partir d’arguments probabilistes. Puis un mode`le effectif de basse e´nergie
est de´rive´ dans la the´orie de la re´ponse line´aire et permet de rendre compte des proprie´te´s
magne´tiques a` tempe´rature finie.
Enfin, on e´tudie l’effet d’un de´sordre dans les liens, sur une seule chaˆıne frustre´e. La me´thode
variationnelle, introduite dans le cas non-de´sordonne´, donne une image a` faible de´sordre de
l’instabilite´ de la phase dime´rise´e, qui consiste en la formation de domaines d’Imry-Ma de´limite´s
par des spinons localise´s. Ce re´sultat est finalement discute´ a` la lumie`re de la renormalisation
dans l’espace re´el a` fort de´sordre.
Mots-cle´s : e´lectrons fortement corre´le´s, magne´tisme quantique, chaˆınes de spins, frustra-
tion, de´sordre.
Abstract
In quantum spins systems, frustration and low-dimensionality generate quantum fluctuations
and give rise to exotic quantum phases. This thesis studies a spin ladder model with frustrating
couplings along the legs, motivated by experiments on cuprate BiCu2PO6. First, we present an
original variational method to describe the low-energy excitations of a single frustrated chain.
Then, the phase diagram of two coupled chains is computed with numerical methods. The model
exhibits a quantum phase transition between a dimerized phase and resonating valence bound
(RVB) phase. The physics of the RVB phase and in particular the onset of incommensurability
are studied numerically and by a mean-field treatment.
Afterwards, we study the effects of non-magnetic impurities on the magnetization curve
and the Curie law at low temperature. These magnetic properties are first discussed at zero
temperature with probability arguments. Then a low-energy effective model is derived within
the linear response theory and is used to explain the magnetic properties at finite temperature.
Eventually, we study the effect of bonds disorder, on a single frustrated chain. The variational
method introduced in the non-disordered case gives a low disorder picture of the dimerized phase
instability, which consists in the formation of Imry-Ma domains delimited by localized spinons.
This result is finally discussed in the light of the strong disorder real space renormalization.
Keywords : strongly correlated electrons, quantum magnetism, spin chains, frustration,
disorder.
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Introduction
Un solide est constitue´ d’atomes, espace´s re´gulie`rement, qui interagissent par le biais
des e´lectrons de leur couche externe. La the´orie des bandes de´crit la de´localisation de la
fonction d’onde d’un e´lectron sur le re´seau atomique et permet de bien expliquer les pro-
prie´te´s physiques de nombreux mate´riaux me´talliques, isolants ou semi-conducteurs. Mais
cette the´orie ne´glige les interactions entre e´lectrons, dont les effets parfois pre´ponde´rants,
peuvent donner lieu a` des proprie´te´s physiques exceptionnelles, comme par exemple le
magne´tisme des isolants de Mott, la supraconductivite´ a` haute tempe´rature, ou encore
l’effet Hall quantique fractionnaire. L’e´tude de ces proprie´te´s constitue le domaine de la
physique des e´lectrons fortement corre´le´s.
Un des mode`les les plus simples qui prend en compte les interactions entre e´lectrons,
est le mode`le de Hubbard, dans lequel les e´lectrons peuvent se de´placer sur un re´seau
atomique et n’interagissent que lorsqu’ils se trouvent sur le meˆme site. Cette interaction
est une fac¸on approche´e de de´crire l’interaction Coulombienne, e´crante´e par les autres
e´lectrons de valence. Le hamiltonien du mode`le de Hubbard s’e´crit :
H = −t
∑
(i,j)
∑
σ
(c†i,σcj,σ + c
†
j,σci,σ) + U
∑
i
ni,↑ni,↓ , (1)
ou` (i, j) indique que la somme est restreinte aux sites i et j connecte´s, σ =↑, ↓ repre´sente
le spin d’un e´lectron, t est l’inte´grale de saut d’un site a` l’autre, U > 0 mesure la re´pulsion
sur site, c† et c sont les ope´rateurs de cre´ation et d’annihilation d’un e´lectron. Ce mode`le
a e´te´ largement e´tudie´ et pre´sente un diagramme des phases tre`s riche. En particulier,
lorsque le nombre d’e´lectrons est e´gal au nombre de sites et que l’interaction est suffisante
(U  t), chaque e´lectron est localise´ sur un site et le syste`me est dans une phase isolante,
dite isolant de Mott. Cependant, si deux e´lectrons voisins ont des spins antiparalle`les, ils
peuvent momentane´ment passer sur le meˆme site. Ce gain d’e´nergie cine´tique pour des
spins antiparalle`les se traduit par une interaction antiferromagne´tique, dite interaction
d’e´change. Plus pre´cise´ment, le traitement au deuxie`me ordre en t/U de la the´orie des
perturbations de la partie cine´tique du hamiltonien, conduit a` un hamiltonien effectif,
qui ne fait plus apparaˆıtre que le spin des e´lectrons :
H = 4t
2
U
∑
(i,j)
Si · Sj , (2)
ou` Si est le spin de l’e´lectron localise´ sur le site i. C’est le hamiltonien de Heisenberg !
Les isolants de Mott sont en ge´ne´ral des oxydes de me´taux de transition. La pre´sence
d’un anion tel que O2−, entre deux sites, donne lieu a` un me´canisme similaire a` l’e´change
cine´tique, ou` les e´lectrons de valence peuvent effectuer des sauts virtuels sur les orbitales
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de l’anion. L’interaction re´sultante, dite de supere´change, peut eˆtre aussi bien antiferro-
magne´tique que ferromagne´tique.
Malgre´ son apparente simplicite´, le hamiltonien de Heisenberg posse`de une physique
extreˆmement riche. La nature du fondamental est tre`s sensible a` la dimension et a` la
ge´ome´trie du re´seau. Sur un re´seau bipartite, des moments magne´tiques classiques s’or-
ganisent selon un ordre antiferromagne´tique (ordre de Ne´el). Pour des spins 1/2, c’est
aussi le cas a` deux et trois dimensions, mais a` une dimension, les fluctuations quantiques
de´truisent l’ordre a` longue porte´e et le fondamental change de nature (c’est un liquide
de Luttinger). Par ailleurs, si l’on conside`re des interactions aux seconds voisins ou si
la ge´ome´trie du re´seau fait apparaˆıtre des boucles impaires, le fondamental classique
n’est plus antiferromagne´tique. On parle alors de frustration. Les grandes fluctuations
quantiques dues a` la frustration donnent ge´ne´ralement lieu a` des transitions de phases
quantiques vers de nouveaux e´tats de la matie`re tels que des liquides de spins (RVB :
resonating valence bond state) ou des cristaux de dime`res (VBS : valence bond solid state).
Enfin, les solides ne sont ge´ne´ralement pas parfaits, ils contiennent souvent des de´fauts
cristallins ou des impurete´s. S’il est parfois anodin, le de´sordre peut aussi comple`tement
changer les proprie´te´s des mate´riaux. Par exemple, dans certains mate´riaux, les impu-
rete´s s’organisent a` basse tempe´rature. Elles peuvent meˆme ge´ne´rer de nouveaux e´tats
magne´tiques qui pre´sentent notamment une dynamique extreˆmement lente, les verres de
spins. Expe´rimentalement, les impurete´s servent aussi de sonde : l’introduction d’impu-
rete´s dans les syste`mes fortement corre´le´s permet justement de mettre en e´vidence ces
corre´lations et d’en observer les caracte´ristiques.
Cette the`se met en e´vidence plusieurs effets de la frustration et du de´sordre dans
des syste`mes de spins unidimensionnels, notamment les e´chelles de spins. Le chapitre
1 pre´sente quelques the´ore`mes ge´ne´raux sur le magne´tisme localise´ ainsi que les princi-
paux mode`les a` une dimension. La the`se s’articule autour du mode`le de l’e´chelle a` deux
montants avec des couplages aux seconds voisins le long des montants. Le diagramme de
phase de ce syste`me frustre´ est e´tudie´ au chapitre 3 et pre´sente deux phases :
– une phase dime´rise´e (VBS) dont les excitations e´le´mentaires correspondent essen-
tiellement a` celles d’une seule chaˆıne et sont e´tudie´es dans le chapitre 2,
– une phase RVB dont les excitations e´le´mentaires sont e´tudie´es dans le chapitre 3.
Le chapitre 4 est consacre´ a` l’e´tude d’impurete´s non-magne´tiques dans la phase RVB, dont
la physique de basse e´nergie est de´crite par un hamiltonien de´sordonne´ avec des couplages
frustrants au-dela` des premiers voisins. Un cas particulier de ce type de hamiltonien est
e´tudie´ au chapitre 5. Les me´thodes nume´riques utilise´es tout au long de cette the`se sont
de´taille´es dans l’annexe A.
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Chapitre 1
Magne´tisme quantique a` une
dimension
Le mode`le de Heisenberg rend compte des interactions d’e´change et de supere´change
dans les isolants de Mott. De manie`re ge´ne´rale, le hamiltonien s’e´crit
H =
∑
(i,j)
JijSi · Sj . (1.1)
Les couplages Jij de´pendent du re´seau et de la forme des orbitales atomiques. Ils peuvent
eˆtre ferromagne´tiques (J < 0) ou antiferromagne´tiques (J > 0), mais dans la suite on
conside`rera essentiellement des couplages antiferromagne´tiques qui donnent lieu a` une
physique plus riche a` cause de la frustration qui augmente les fluctuations quantiques.
Les ope´rateurs de spin Si ve´rifient les relations de commutations
1
[Sαi , S
β
j ] = iδijαβγS
γ
i , (1.2)
ou` α, β, γ repre´sentent les composantes x, y, z, δij est le symbole de Kronecker et αβγ le
tenseur de Levi-Civita. Le hamiltonien se re´e´crit a` l’aide des ope´rateurs S±j = S
x
j ± iSyj :
H =
∑
(i,j)
Jij
[
1
2
(
S+i S
−
j + S
−
i S
+
j
)
+ Szi S
z
j
]
. (1.3)
Pour des moments magne´tiques classiques, le fondamental s’ordonne de fac¸on a` sa-
tisfaire les couplages les plus importants. La the´orie des ondes de spin, qui consiste a`
partir du fondamental classique et a` conside´rer des excitations quantiques autour de ce
fondamental, est ge´ne´ralement une bonne approximation a` deux et trois dimensions ou
pour des spins grands. Ici, nous allons e´tudier des syste`mes unidimensionnels de spins
1/2. Les fluctuations quantiques sont alors pre´ponde´rantes et la the´orie des ondes de spin
s’e´croule. D’apre`s le the´ore`me de Mermin-Wagner [60], il ne peut alors y avoir d’ordre
magne´tique a` longue porte´e. De plus, la frustration ge´ne´re´e par la compe´tition entre les
diffe´rents termes du hamiltonien donne lieu a` des phases exotiques.
1. Dans toute cette the`se, on prend ~ = 1 et kB = 1.
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The´ore`me de Mermin-Wagner
– Il n’y a pas de brisure spontane´e de syme´trie continue a` tempe´rature finie, dans
les syste`mes de dimension infe´rieure ou e´gale a` 2, avec des interactions a` courte
porte´e 2.
– A` tempe´rature nulle, il n’y a pas de brisure spontane´e de syme´trie continue dans
les syste`mes a` une dimension.
Le hamiltonien commute avec le spin total Stot, et les ope´rateursH, S2tot et Sztot forment un
ensemble d’observables qui commutent. On peut donc diagonaliser H dans les diffe´rents
secteurs de´finis par les nombres quantiques Stot et S
z
tot. Le the´ore`me de Marshall [56, 49, 5]
pre´cise dans quel secteur chercher le fondamental.
The´ore`me de Marshall Pour un hamiltonien antiferromagne´tique (∀(i, j), Jij ≥ 0)
sur un re´seau bipartite, de sous-re´seaux A et B :
– l’e´tat de plus basse e´nergie du secteur Sztot a un spin total Stot = S
z
tot ;
– le fondamental se trouve dans le secteur de spin total Stot = |NA − NB|/2, ou` NA
et NB sont les nombres de sites appartenant respectivement aux sous-re´seaux A et
B.
Enfin, Lieb, Schultz, Mattis et Aﬄeck ont relie´ la possibilite´ d’avoir une de´ge´ne´rescence
dans le niveau fondamental a` la structure du spectre de basse e´nergie, selon que l’on
conside`re une chaˆıne de spins entiers ou demi-entiers [50, 2, 25].
The´ore`me de Lieb-Schultz-Mattis Une chaˆıne de spins demi-entiers invariante par
translation, avec des interactions isotropes a` courte porte´e, ne peut exhiber que deux
types de comportement a` la limite thermodynamique :
– soit le spectre d’excitation est non-gappe´,
– soit le spectre d’excitation est gappe´ ; dans ce cas, le fondamental est de´ge´ne´re´ et
brise une syme´trie discre`te.
1.1 Chaˆıne XXZ
Conside´rons d’abord le cas strictement 1D de la chaˆıne antiferromagne´tique, avec une
e´ventuelle anisotropie dans la direction z. Le hamiltonien de ce syste`me s’e´crit
H =
∑
i
Jxy
2
(
S+i S
−
i+1 + S
−
i S
+
i+1
)
+ JzS
z
i S
z
i+1 . (1.4)
Dans la limite Jxy = 0, il s’agit du mode`le d’Ising et dans la limite Jz = 0, du mode`le
XY.
2. Par interactions a` courte porte´e, on entend des interactions qui de´croissent exponentiellement ou
plus rapidement avec la distance (comme des interactions aux seconds voisins, par exemple).
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1.1.1 Transformation de Jordan-Wigner
On peut transformer les ope´rateurs de spins 1/2 en ope´rateurs fermioniques. Pour
cela, on introduit des ope´rateurs c†j et cj, tels que :
S+j = c
†
je
ipiφj ,
S−j = e
−ipiφjcj ,
Szj = c
†
jcj −
1
2
,
(1.5)
ou`
φj =
∑
l<j
c†l cl .
On ve´rifie alors que c†j et cj satisfont les relations d’anticommutation fermioniques
{ci, cj} = {c†i , c†j} = 0 ,
{ci, c†j} = δij ,
(1.6)
si et seulement si les spins Si ve´rifient les relations de commutation canoniques (1.2). De
plus, on fait la transformation ci → (−1)ici si bien que le hamiltonien s’e´crit alors en
terme des ope´rateurs c†i et ci
H =
∑
i
−Jxy
2
(
c†i+1ci + c
†
ici+1
)
+ Jz
(
c†ici −
1
2
)(
c†i+1ci+1 −
1
2
)
. (1.7)
On a ainsi mappe´ la chaˆıne de spins 1/2 sur des fermions sans spin en interaction. Le
secteur de spin Sztot et le nombre de fermions N sont relie´s par
Sztot = N −
L
2
, (1.8)
ou` L est la taille de la chaˆıne. Ainsi le secteur du fondamental Sztot = 0 correspond au
demi-remplissage.
La relation de dispersion a` une particule est :
ωk = −Jxy cos k . (1.9)
En l’absence d’interactions (Jz = 0), le fondamental du hamiltonien (1.7) est une mer de
Fermi. Au demi-remplissage, le vecteur d’onde de Fermi est kF = pi/2. Les excitations
e´le´mentaires, repre´sente´es figure 1.1(a), sont la combinaison d’une particule d’impulsion
k1 ∈ [pi2 , 3pi2 ] et d’un trou d’impulsion k2 ∈ [−pi2 , pi2 ]. Par conse´quent, la relation de dis-
persion d’une excitation particule-trou en fonction de l’impulsion totale K = k1 − k2,
repre´sente´e figure 1.1(b) est un continuum
εK,q = ωk1 − ωk2 = 2Jxy sin(K/2) sin(q/2) , (1.10)
ou` q = k1 + k2 est restreint a` l’intervalle [pi − K, pi + K]. Pour q = pi ± K, on ob-
tient la branche infe´rieure εK = Jxy sin(K) et pour q = pi, la branche supe´rieure
εK = 2Jxy sin(K/2) qui se trouve dans un continuum a` plusieurs excitations particule-
trou.
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Figure 1.1 – (a) Excitation particule-trou dans la mer de Fermi. (b) Spectre de basse
e´nergie de la chaˆıne XY au demi-remplissage.
1.1.2 Liquide de Luttinger
La physique de basse e´nergie du mode`le (1.7) peut eˆtre e´tudie´e par la technique de
bosonisation, qui consiste a` line´ariser le spectre a` une particule (1.9) autour du niveau
de Fermi. Pour une description plus comple`te, on pourra se re´fe´rer a` [29] ou [62].
Pour Jz < Jxy, la the´orie des champs de´crivant les excitations de basse e´nergie du
mode`le (1.4) est la the´orie du liquide de Luttinger :
H = 1
2pi
∫
dx
[
uK (piΠ(x))2 +
u
K
(∇Φ(x))2
]
, (1.11)
ou` les champs Φ et Π ve´rifient les relations de commutation canoniques
[Φ(x),Π(y)] = iδ(x− y) . (1.12)
Dans la limite continue, les spins s’expriment en fonction des champs Φ et Π :
S+(x = ja) =
S+j√
a
=
e−iθ(x)√
2pia
(
(−1)xa + cos 2Φ(x)) ,
Sz(x = ja) =
Szj
a
= −∇Φ(x)
pi
+
(−1)xa
pia
cos 2Φ(x) ,
(1.13)
ou` a est le pas de re´seau et ou` le champ θ est relie´ au champ Π par pi∇θ = Π. On peut
utiliser ces expressions pour calculer les fonctions de corre´lation a` tempe´rature nulle, ce
qui donne : 〈
S+i S
−
i+r)
〉 ∼ (−1)r
r
1
2K
,〈
Szi S
z
i+r
〉 ∼ (−1)r
r2K
.
(1.14)
Les fonctions de corre´lation de´croissent en loi de puissance et il n’y a pas de gap ; on parle
de quasi-ordre a` longue porte´e.
Lorsque Jz > Jxy, la description par le liquide de Luttinger n’est plus valable. Le
syste`me est dans une phase gappe´e avec un ordre antiferromagne´tique selon z : c’est la
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phase d’Ising antiferromagne´tique. Au point critique Jz = Jxy, la correction au mode`le de
Luttinger est marginale irrelevante et ge´ne`re seulement des corrections logarithmiques.
L’invariance par rotation impose que le parame`tre de LuttingerK vaut 1/2 et les fonctions
de corre´lation s’e´crivent : 〈
Sαi S
α
i+r
〉 ∼ (−1)r
r
√
ln r . (1.15)
1.1.3 Ansatz de Bethe
La chaˆıne XXZ est exactement soluble par l’ansatz de Bethe. Cette me´thode consiste
a` e´tudier les de´viations de spin par rapport a` l’e´tat totalement aligne´ |↑↑ ... ↑〉. Dans
un secteur Sztot donne´, il faut conside´rer L/2 − Sztot de´viations. Le calcul dans le secteur
Sztot = 0 permet d’obtenir le fondamental et son e´nergie. Le calcul dans le secteur S
z
tot =
±1 donne les excitations e´le´mentaires et la relation de dispersion [94]. Pour la chaˆıne de
Heisenberg (Jz = Jxy = J) la relation de dispersion s’e´crit
εQ = −pi
2
J(cos k1 + cos k2) , (1.16)
ou` k1,2 ∈ [−pi2 , pi2 ] 3 et Q = pi − k1 − k2 est l’impulsion totale. Remarquablement, ce
spectre (repre´sente´ sur figure 1.2) est a` un facteur pi/2 pre`s, celui obtenu au point XY
(Jz = 0) pour une excitation particule-trou, c’est-a`-dire un continuum a` deux particules
libres. En effet, les excitations e´le´mentaires de la chaˆıne de Heisenberg se de´composent en
deux excitations fractionnaires de spin 1/2, appele´es spinons. Ces spinons ne sont pas des
particules libres, mais ceci reste cache´ dans la densite´ d’e´tats et la relation de dispersion
est celle de particules libres [89, 29].
Les e´tats propres obtenus par l’ansatz de Bethe sont difficiles a` manipuler et ne per-
mettent pas de calculer directement les fonctions de corre´lation. Cependant, comme la
forme asymptotique des fonctions de corre´lation est donne´e par les e´quations (1.13), l’an-
satz de Bethe peut simplement eˆtre utilise´ pour calculer des grandeurs thermodynamiques
et en extraire les parame`tres u et K du liquide de Luttinger. Pour la chaˆıne XXZ, l’ansatz
de Bethe donne l’expression analytique du parame`tre de Luttinger :
K =
pi/2
pi − arccos(Jz/Jxy) . (1.17)
Dans la suite, on ne conside`re que des couplages isotropes, c’est-a`-dire Jz = Jxy.
1.2 E´chelle a` deux montants
A` deux dimensions, le mode`le de Heisenberg posse`de un ordre antiferromagne´tique a`
longue porte´e a` tempe´rature nulle. A` une dimension, il n’y a pas de brisure spontane´e de
la syme´trie continue SU(2) (the´ore`me de Mermin-Wagner) et l’ordre devient un quasi-
ordre avec une de´croissance alge´brique des fonctions de corre´lation. Que se passe-t-il
alors lorsque l’on couple plusieurs chaˆınes ? C’est le proble`me des e´chelles de spins. Pour
un nombre pair de montants, le quasi-ordre a` longue porte´e est de´truit quel que soit le
3. Par rapport a` la partie 1.1.1, on a fait le changement de variable k1 → pi − k1 de sorte que k1 et
k2 jouent le meˆme roˆle.
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Figure 1.2 – (a) Spectre d’excitation de la chaˆıne de Heisenberg (b) Intensite´ de neu-
trons diffracte´e dans la direction φ = 8˚ , qui montre des pics de diffraction ine´lastique
correspondants au spectre. (Figure issue de la re´fe´rence [79].)
couplage transverse, alors que pour un nombre impair de montants, le syste`me est a` peu
pre`s e´quivalent a` une chaˆıne simple de spins demi-entiers et reste critique [34].
On conside`re ici une e´chelle a` deux montants, c’est-a`-dire deux chaˆınes de Heisenberg
couple´es par un couplage transverse J⊥, de longueur L, avec des conditions aux limites
pe´riodiques. Le hamiltonien de ce syste`me s’e´crit :
H = J
∑
j=1,2
∑
i
Si,j · Si+1,j + J⊥
∑
i
Si,1 · Si,2 . (1.18)
Figure 1.3 – (a) Mode`le de l’e´chelle a` deux montants. (b) Image qualitative du fonda-
mental RVB.
1.2.1 Approche perturbative
Pour comprendre la nature de la phase de ce syste`me, on peut conside´rer la limite
J⊥  J . Dans cette limite, le syste`me se re´duit simplement a` des barreaux de´couple´s. On
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peut diagonaliser le hamiltonien sur chaque barreau : le fondamental est l’e´tat singulet
d’e´nergie −3J⊥/4,
|s〉 = s†|0〉 = 1√
2
(|↑↓〉 − |↓↑〉) , (1.19)
et les e´tats excite´s sont les e´tats triplets d’e´nergie J⊥/4,
|tx〉 = t†x|0〉 = −
1√
2
(|↑↑〉 − |↓↓〉) , (1.20)
|ty〉 = t†y|0〉 =
i√
2
(|↑↑〉+ |↓↓〉) , (1.21)
|tz〉 = t†z|0〉 =
1√
2
(|↑↓〉+ |↓↑〉) . (1.22)
On a introduit les ope´rateurs de lien s† et t†α qui cre´ent respectivement un singulet ou
un triplet sur un barreau [73]. Dans la limite J⊥  J , le fondamental |ψ0〉 est donc un
produit de singulets
|ψ0〉 = |ss...s〉 , (1.23)
d’e´nergie
E
(0)
0 = −
3
4
LJ⊥ . (1.24)
Les premiers e´tats excite´s |i, α〉 consistent a` cre´er un triplet sur un barreau i :
|i, α〉 = t†i,αsi|ψ0〉 = |ss...st(i)α s...s〉 (1.25)
et leur e´nergie est
E
(0)
1 = −
3
4
LJ⊥ + J⊥ . (1.26)
Le premier niveau est donc 3L fois de´ge´ne´re´. Les niveaux supe´rieurs sont obtenus en
cre´ant des triplets supple´mentaires, chacun couˆtant une e´nergie J⊥.
Partant de cette limite, le couplage J peut eˆtre traite´ perturbativement [9]. Pour
cela, il est pratique de se placer dans la base singulet-triplets sur chaque barreau. Les
ope´rateurs de spins s’expriment en seconde quantification dans cette base :
Sα1 =
1
2
(
s†tα + t
†
αs− iαβγt†βtγ
)
,
Sα2 =
1
2
(
−s†tα − t†αs− iαβγt†βtγ
)
.
(1.27)
On impose que les ope´rateurs de lien ve´rifient les relations de commutation bosoniques :
[s, s†] = 1
[tα, t
†
β] = δαβ
[s, t†α] = 0 .
(1.28)
Comme il y a exactement un singulet ou triplet sur chaque barreau, il faut de plus imposer
la contrainte :
s†s+ t†αtα = 1 , (1.29)
17
avec une somme sur l’indice re´pe´te´ α. On ve´rifie alors que les ope´rateurs de spin satisfont
les relations de commutation canoniques (1.2). Le hamiltonien se re´e´crit a` l’aide des
ope´rateurs de lien :
H = H0 +H1 +H2 , (1.30)
avec
H0 = J⊥
∑
i
(
−3
4
s†isi +
1
4
t†iαtiα
)
, (1.31)
H1 = J
2
∑
i
(
t†iαti+1αs
†
i+1si + t
†
iαt
†
i+1αsi+1si + h.c.
)
, (1.32)
H2 = J
2
∑
i
(δαβ − 1)
(
t†iαt
†
i+1αti+1βtiβ − t†iαt†i+1βti+1αtiβ
)
. (1.33)
Bien suˆr, H commute avec la contrainte (1.29) et donc conserve le nombre d’excitations
(singulet ou triplets) sur chaque barreau.
Appliquons maintenant la the´orie des perturbations au niveau fondamental et aux
premiers niveaux excite´s. H0 est le hamiltonien non-perturbe´ et H1 +H2 est la pertur-
bation. Calculons d’abord la correction a` l’e´nergie E0 du fondamental |ψ0〉. H2 applique´
a` |ψ0〉 donne 0 et H1 cre´e deux triplets sur deux barreaux voisins. On obtient finalement
au deuxie`me ordre :
E
(2)
0 = −
3
4
LJ⊥ − 3
8
J21
J⊥
L . (1.34)
Calculons maintenant la correction sur l’e´nergie des premiers e´tats excite´s, c’est-a`-dire les
e´tats contenant un seul triplet, en appliquant la the´orie des perturbations pour un niveau
de´ge´ne´re´. La` encore, H2 applique´ aux e´tats a` un triplet donne 0, mais H1 va partiellement
lever la de´ge´ne´rescence entre premiers e´tats excite´s. Il faut donc diagonaliser la restriction
deH1 au sous-espace ge´ne´re´ par les e´tats |i, α〉. Il suffit pour cela de passer en transforme´e
de Fourier :
|k, α〉 = 1√
L
∑
j
eikj|j, α〉 , (1.35)
et alors
H1|k, α〉 = J cos(k)|k, α〉 , (1.36)
d’ou` la correction au premier ordre
E
(1)
1 (k) = −
3
4
LJ⊥ + J⊥ + J cos k . (1.37)
Cette e´nergie est encore 6 fois de´ge´ne´re´e (|±k, α〉 avec α = x, y, z). A priori, la correction
du deuxie`me ordre s’obtient en diagonalisant la restriction au sous-espace de´ge´ne´re´ de
l’ope´rateur
Uk = H1
 ∑
|ψn〉6=|±k,α〉
|ψn〉〈ψn|
E
(0)
1 − E(0)n
H1 , (1.38)
ou` les |ψn〉 de´signent les e´tats propres de H0 et les E(0)n , leurs e´nergies respectives. Ce-
pendant cet ope´rateur ne le`ve pas la de´ge´ne´rescence :
Uk|±k, α〉 = − 3J
2
8J⊥
(L− 2)|±k, α〉 , (1.39)
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d’ou` la correction au deuxie`me ordre :
E
(2)
1 (k) = −
3
4
LJ⊥ + J⊥ + J cos k − 3J
2
8J⊥
(L− 2) . (1.40)
On en de´duit la relation de dispersion des magnons :
ωk ' J⊥ + 3J
2
4J⊥
+ J cos k . (1.41)
Les e´tats d’e´nergie supe´rieure sont des excitations a` plusieurs magnons, qui peuvent
former des e´tats lie´s. La forme du continuum a` plusieurs magnons dans les e´chelles est
e´tudie´e dans la re´fe´rence [8].
1.2.2 Phase liquide de spin
L’image de la phase a` fort J⊥ est donc un produit de singulets ou` les excitations de
basse e´nergie peuvent eˆtre vues comme des triplets qui sautent d’un barreau a` l’autre
(magnons). En fait, le syste`me reste dans cette phase gappe´e dite rung-singlet, quel que
soit J⊥ > 0. L’image du fondamental a` J⊥ . J , sche´matise´e figure 1.3(b), est une
superposition de pavages de singulets a` petite distance, qui donne lieu a` des corre´lations
a` courte porte´e [87]. Ce type d’e´tat liquide de spin est appele´ e´tat resonating valence bond
(RVB). A` petit J⊥/J , les e´tudes nume´riques ont montre´ que le gap s’ouvre line´airement
∆ ∼ 0.4J⊥/J , avec des corrections logarithmiques [32, 45].
1.3 Chaˆıne frustre´e
Une autre fac¸on de coupler deux chaˆınes est de faire une chaˆıne zigzag, c’est-a`-dire une
chaˆıne avec des interactions aux seconds voisins. Le hamiltonien de ce syste`me s’e´crit :
H =
∑
i
J1Si · Si+1 + J2Si · Si+2 . (1.42)
La particularite´ de ce mode`le est qu’il pre´sente de la frustration. On note L, la longueur
de la chaˆıne.
Figure 1.4 – (a) Repre´sentations de la chaˆıne frustre´e. (b) Allure du fondamental clas-
sique.
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1.3.1 Mode`le classique
Pour commencer, conside´rons des spins classiques (S  1). On peut re´e´crire l’e´nergie
du syste`me classique dans l’espace de Fourier :
E =
∑
k
JkSk · S−k , (1.43)
ou`
Jk = 2J1 cos k + 2J2 cos 2k , (1.44)
Sk =
1√
L
∑
j
eikjSj . (1.45)
Il faut minimiser l’e´nergie E avec la contrainte S2i = 1 pour tout i. E´tant donne´e l’inva-
riance par translation, on peut e´tudier le proble`me sous la contrainte plus faible :∑
i
S2i =
∑
k
Sk · S−k = L . (1.46)
Il s’agit donc de minimiser Jk. Il faut distinguer deux cas :
– si J2 ≤ J1/4, alors Jk est minimum en q = ±pi et le fondamental est antiferro-
magne´tique ;
– si J2 > J1/4, alors Jk est minimum en
q = ± arccos
(
− J1
4J2
)
, (1.47)
et le fondamental est une he´lice avec un vecteur d’onde incommensurable q,
sche´matise´e figure 1.4(b).
Bien suˆr, ce re´sultat n’est pas du tout valable pour des spins 1/2, mais il permet tout de
meˆme de mettre en e´vidence l’incommensurabilite´ engendre´e par la frustration. De plus,
on verra que le vecteur incommensurable de l’he´lice classique apparaˆıt dans la limite de
fort couplage de l’e´chelle frustre´e.
1.3.2 Mode`le quantique
Dans le cas de spins 1/2, le syste`me a e´te´ largement e´tudie´ par la the´orie des champs
[33, 88] et par des me´thodes nume´riques (diagonalisation exacte [24] et DMRG [67, 17,
88]). Le syste`me admet une transition de phase quantique en J c2 ' 0.241J1. La phase a`
J2 < J
c
2 est le quasi-ordre antiferromagne´tique critique de la chaˆıne de Heisenberg. La
phase a` J2 < J
c
2 est une phase dime´rise´e et gappe´e qui brise la syme´trie de translation
Z2. Ce syste`me est une tre`s bonne illustration du the´ore`me de Lieb-Schultz-Mattis, car
il montre les deux cas possibles pour une chaˆıne de spins 1/2 : un fondamental non-
de´ge´ne´re´ non-gappe´ ou un fondamental de´ge´ne´re´ gappe´ qui brise une syme´trie discre`te.
Le parame`tre d’ordre est la dime´risation le long de la chaˆıne :
Dchain = 〈Si · Si+1〉 − 〈Si · Si−1〉 . (1.48)
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Le gap ∆ et le parame`tre d’ordre Dchain s’ouvrent exponentiellement a` la transition
∆ ∝ Dchain ∝ e−A
J1
J2−J
c
2 , (1.49)
et de´croissent exponentiellement quand J2/J1 → +∞
∆ ∝ Dchain ∝ e−B
J2
J1 , (1.50)
ou` A et B sont des constantes.
A` cause du gap, les fonctions de corre´lation de´croissent exponentiellement dans la
phase dime´rise´e. Le vecteur d’onde q des fonctions de corre´lation devient incommensurable
et la longueur de corre´lation est minimale au point de Majumdar-Ghosh (MG) J2 = J1/2.
Le comportement du gap et de q sont relativement en accord avec les pre´dictions de la
the´orie des champs a` fort J2 [88]. Dans la limite J2/J1 → +∞, le syste`me correspond
a` deux chaˆınes de Heisenberg de maille double faiblement couple´es et q tend naturelle-
ment vers pi/2. Enfin, a` cause de la longueur de corre´lation finie, l’incommensurabilite´
n’apparaˆıt dans le facteur de structure qu’au point de Lifshitz JL2 ' 0.52J1 (la meˆme
remarque peut eˆtre faite pour la chaˆıne de spins 1 [75, 30]). Pour une chaˆıne impaire, le
point de Lifshitz est sensiblement diffe´rent : JL2 ' 0.53J1, comme on le de´montre dans la
partie 2.2.2.
1.3.3 Chaˆıne de Majumdar-Ghosh
Au point Majumdar-Ghosh (MG) J2 = J1/2 = J , le fondamental quantique prend
une forme simple et peut eˆtre e´tudie´ exactement [54, 55]. En ce point, le hamiltonien
peut se mettre sous la forme d’une somme de projecteurs :
HMG = J
∑
i
(2Si · Si+1 + Si · Si+2) = 3
2
J
∑
i
(
Pi − 1
2
)
, (1.51)
ou`
Pi =
1
3
(Si−1 + Si + Si+1)
2 − 1
4
(1.52)
est le projecteur sur le sous-espace Stot = 3/2 de trois spins voisins i− 1, i et i + 1. Par
conse´quent, le fondamental est obtenu en construisant un e´tat ou` trois spins conse´cutifs
sont toujours dans le secteur Stot = 1/2. Un tel e´tat |MG〉 est un produit de singulets sur
deux sites conse´cutifs :
|MG〉 = | 〉 , ou` | 〉 = 1√
2
(|↑↓〉 − |↓↑〉) . (1.53)
Bien suˆr, il y a deux e´tats de MG selon le sous-re´seau sur lequel commencent les dime`res.
Ces deux e´tats sont de´ge´ne´re´s pour des conditions aux limites pe´riodiques. Remarquons
qu’a` taille finie, ils ne sont pas tout a` fait orthogonaux : leur recouvrement vaut
〈MG|MG’〉 = −
(
−1
2
)L
2
−1
. (1.54)
21
L’e´nergie de |MG〉 ne de´pend pas des conditions aux limites et vaut :
EMG = −3
4
LJ . (1.55)
Un terme de dime´risation explicite δ dans le hamiltonien permet de lever la
de´ge´ne´rescence :
H =
∑
i
J1Si · Si+1 + J2Si · Si+2 + (−1)iδSi · Si+1 . (1.56)
Cette stabilisation de la dime´risation rend compte d’interactions entre chaˆınes (ou d’effets
magne´to-e´lastiques). Ce hamiltonien a e´te´ e´tudie´ nume´riquement [17, 72] et par une
approche variationnelle [76, 83] e´quivalente a` celle pre´sente´e dans le chapitre 2. L’e´tat
de MG avec les dime`res sur le sous-re´seau correspondant a` la dime´risation +δ reste e´tat
propre le long de la ligne Shastry-Sutherland de´finie par δ + 2J2 = J1. On le ve´rifiera
plus tard, a` l’aide de l’e´quation (5.3). De plus, au-dela` de cette ligne, un vecteur d’onde
incommensurable apparaˆıt dans les fonctions de corre´lation.
1.4 Contexte expe´rimental
En 1987, le prix Nobel de physique a re´compense´ la de´couverte des cuprates supra-
conducteurs. Ces mate´riaux posse`dent des tempe´ratures critiques jusqu’a` Tc ∼ 100K,
tre`s supe´rieures a` celles des supraconducteurs me´talliques. Les me´canismes a` l’origine de
la supraconduction dans ces mate´riaux ne sont toujours pas clairs et restent l’une des
grandes questions de la physique actuelle. Les cuprates supraconducteurs sont des com-
pose´s quasi-2D : les e´lectrons supraconducteurs se de´placent dans des plans (CuO2), ou` le
cuivre est dans son degre´ d’oxydation +II. Les ions Cu2+ ont une structure e´lectronique
en 3d9 et posse`dent donc un trou sur les orbitales d qui se comporte comme un spin 1/2.
En l’absence de dopage, le fort recouvrement des orbitales dx2−y2 avec les oxyge`nes fait
de ces mate´riaux des isolants de Mott, antiferromagne´tiques.
Il est possible de synthe´tiser des oxydes (de cuivre ou d’autres me´taux de transition)
qui posse`dent plutoˆt une structure unidimensionnelle. Bien suˆr, aucun mate´riau n’est
rigoureusement 1D et ces compose´s posse`dent ge´ne´ralement une mise en ordre 3D an-
tiferromagne´tique a` basse tempe´rature. Mais lorsque les couplages sont beaucoup plus
grands dans une direction que dans les autres, le compose´ est alors bien mode´lise´ par des
chaˆınes ou des e´chelles de spins, sur une large gamme de tempe´ratures. Ces mate´riaux
posse`dent des proprie´te´s magne´tiques peu communes et leur e´tude, expe´rimentale comme
the´orique, constitue un premier pas vers la compre´hension des supraconducteurs haute
Tc.
1.4.1 Observations sur quelques compose´s
Le compose´ Sr2CuO3 (tout comme Ca2CuO3) constitue une excellente re´alisation de
chaˆınes CuO de´couple´es. Les mesures de susceptibilite´ magne´tique sur ce compose´ et son
de´rive´ SrCuO2 [63] sont conformes aux pre´dictions pour la chaˆıne antiferromagne´tique
[23]. Ces mesures pre´disent une constante de couplage J ∼ 2000K et une tempe´rature de
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mise en ordre Ne´e´l (3D) tre`s infe´rieure, de l’ordre de 5K. Le continuum d’excitations a`
deux spinons de la chaˆıne antiferromagne´tique a e´te´ observe´ par diffraction de neutrons
dans KCuF3 [79] (figure 1.2) et dans SrCuO2 [92].
La structure de SrCuO2 est en re´alite´ plus proche d’une chaˆıne J1-J2 avec J2  J1
[57], mais ce mode`le reste e´quivalent a` celui d’une chaˆıne simple pour des tempe´ratures
interme´diaires J1 < T < J2. La transition spin-Peierls vers une phase dime´rise´e a e´te´
observe´e dans un autre compose´, CuGeO3, a` partir de mesures de susceptibilite´ [35].
La tempe´rature critique est estime´e a` 14K. Des calculs nume´riques ont montre´ que ce
compose´ est bien mode´lise´ par une chaˆıne frustre´e J1-J2 avec J1 ' 160K et J2 ' 0.36J1 >
J c2 [70].
De nombreuses expe´riences ont e´galement e´te´ re´alise´es sur les e´chelles de spins [18]. Des
e´chelles a` (n+ 1)/2 montants sont notamment bien re´alise´es par la famille des compose´s
Srn−1Cun+1O2n. Les mesures de susceptibilite´ confirment respectivement l’existence et
l’absence d’un gap dans les e´chelles a` deux et trois montants SrCu2O3 et SrCu3O5 [7]. La
courbe de susceptibilite´ de SrCu2O3 est bien reproduite pour un gap de l’ordre de 420K,
ce qui reste a` peu pre`s cohe´rent avec l’e´tude par re´sonance magne´tique nucle´aire (RMN)
sur les noyaux de 63Cu, qui pre´dit un gap d’environ 680K [40]. Enfin, les mesures par
µ-SR (muon spin relaxation/rotation) confirme l’absence d’ordre a` longue porte´e dans
SrCu2O3, alors que SrCu3O5 exhibe un ordre magne´tique en dessous de 50K environ
[43].
L’e´chelle a` deux montants SrCu2O3 peut eˆtre dope´e avec du zinc (3d
10 4s2) : Cu2+ →
Zn2+ (non-magne´tique). L’e´tude de la susceptibilite´ montre le gap est rapidement sup-
prime´ lorsqu’on augmente la concentration en impurete´s (Zn) et on observe une transition
vers e´tat antiferromagne´tique au alentours de 8K [6, 18].
Figure 1.5 – Repre´sentation de la structure cristalline de BiCu2PO6, extraite de [68] :
(a) sche´ma de la maille e´le´mentaire orthorhombique, (b) vue en perspective d’une e´chelle
dans le plan bˆ-cˆ (c) vue d’une chaˆıne zigzag d’ion Cu2+ dans le plan aˆ-bˆ.
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1.4.2 Le compose´ BiCu2PO6
Le mode`le d’e´chelle frustre´e e´tudie´ dans cette the`se est particulie`rement pertinent pour
un compose´ particulier : BiCu2PO6. En effet, la structure de ce compose´, pre´sente´e figure
1.5, re´ve`le la pre´sence d’e´chelles zigzag a` deux montants avec des couplages aux seconds
voisins [1, 59]. Par ailleurs des calculs de structure de bandes ont mis en e´vidence que
les couplages aux seconds voisins sont en fait alterne´s [82]. Les mesures de susceptibilite´
(pre´sente´es figure 1.6) et de chaleur spe´cifique, ainsi que la courbe d’aimantation montrent
l’existence d’un gap de l’ordre de 30K [44, 82]. De plus, la courbe d’aimantation exhibe
un comportement line´aire en dessous du gap, qui est attribue´ a` une anisotropie de type
Dzyaloshinksy-Moriya [82]. L’extraction des diffe´rentes constantes de couplage est de´licate
et les diffe´rentes e´tudes ne sont pas d’accord. Ne´anmoins, il semble clair que les e´chelles
sont a` peu pre`s isotropes (J1 ∼ J4 ∼ 100K) et que la frustration (J2), tout comme le
caracte`re 2D (J3) ne peuvent eˆtre ne´glige´s.
Figure 1.6 – Susceptibilite´ de BiCu2PO6 en fonction de la tempe´rature (figure extraite
de [44]). Sont e´galement repre´sente´s les re´sultats de simulations pour une e´chelle isole´e et
pour un re´seau carre´ avec J1 = 80K. La re´duction du maximum ne peut s’expliquer que
par la prise en compte de couplages aux seconds voisins et de couplages entre e´chelles.
L’encadre´ repre´sente la susceptibilite´ normalise´e a` laquelle on a retranche´ la contribution
des impurete´s.
Une autre signature importante de la frustration est la pre´sence d’incommensurabilite´
dans les fonctions de corre´lation de spin. Cette incommensurabilite´ a pu eˆtre mise en
e´vidence expe´rimentalement par des mesures de diffraction de neutrons [58, 68]. La figure
1.7 montre la pre´sence d’un vecteur incommensurable dans la direction bˆ des e´chelles.
Les oscillations de la moyenne de ω dans la direction transverse cˆ mettent en e´vidence
l’importance du couplage entre e´chelles J3.
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L’effet d’impurete´s non-magne´tiques a e´te´ e´tudie´ en dopant BiCu2PO6 avec du zinc
[10, 3, 16]. Les mesures de RMN et µ-SR montrent que chaque impurete´ induit autour
d’elle un petit nuage polarise´ antiferromagne´tique, de volume Vξ. A basse tempe´rature
(T . 5K), ces petits moments magne´tiques s’organisent et la nature de la phase change.
Le comportement de la tempe´rature critique avec la concentration x en impurete´s est
donne´ par le couplage effectif moyen entre impurete´s, proportionnel a`
xVξ
1+xVξ
.
Enfin, BiCu2PO6 posse`de une physique sous champ particulie`rement riche, qui a fait
l’objet d’e´tudes re´centes [42, 15].
Figure 1.7 – Figure extraite de [68]. (a) - (c) Intensite´ obtenue dans les directions bˆ, cˆ
et aˆ de´finies figure 1.5, par diffraction ine´lastique de neutrons a` 6K. Le vecteur d’onde
est parame´tre´ par (hpi, kpi, lpi). (d) Facteur de structure dans la direction bˆ obtenu par
inte´gration sur ω. (e),(f) Moyenne de ω dans les directions cˆ et aˆ.
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Chapitre 2
Excitations e´le´mentaires dans la
chaˆıne de Majumdar-Ghosh
Dans ce chapitre, on e´tudie les excitations de la chaˆıne J1-J2 dans la phase dime´rise´e,
au voisinage du point MG (partie 1.3.3). Comme dans la chaˆıne antiferromagne´tique
(partie 1.1), les excitations e´le´mentaires de la phase dime´rise´e sont la combinaison de
deux spinons (excitations fractionnaires de spin Stot = 1/2), mais dans le cas de la chaˆıne
dime´rise´e les spinons sont gappe´s et peuvent eˆtre de´crites par une me´thode variationnelle
[76, 12, 83].
La plupart des re´sultats pre´sente´s dans ce chapitre ont e´te´ de´montre´s nume´riquement
dans la litte´rature. On montre ici que dans certains cas, on peut obtenir des expres-
sions analytiques de la relation de dispersion. Il suffit pour cela d’e´crire explicitement
la projection du hamiltonien sur le sous-espace variationnel, plutoˆt que de re´soudre
nume´riquement un proble`me aux valeurs propres ge´ne´ralise´ (ce qui est ge´ne´ralement
fait dans la litte´rature). Cette de´marche permet notamment d’obtenir une expression
analytique pour la relation de dispersion d’un spinon, qui pre´dit l’apparition de l’incom-
mensurabilite´. On e´tudie ensuite les excitations a` deux spinons en de´rivant la condition
de contact dans les secteurs singulet et triplet. La condition de contact dans le secteur
triplet permet d’obtenir analytiquement la relation de dispersion de l’e´tat lie´ qui avait
e´te´ observe´ nume´riquement [76]. Enfin, on e´tudie l’effet d’une dime´risation explicite : on
commence par reprendre les calculs des re´fe´rences [83, 12] pour les e´tats a` un spinon,
puis on de´termine, a` l’aide de la condition de contact, le spectre a` deux spinons dans les
secteurs singulet et triplet.
2.1 Approche variationnelle
Pour e´tudier la dynamique d’un seul spinon, il suffit de travailler sur une chaˆıne de
taille L impaire. On suppose des conditions aux limites ouvertes, si bien que le spinon ne
se de´place que sur un seul sous-re´seau. Des conditions aux limites pe´riodiques permettent
au spinon de changer de sous-re´seau en bout de chaˆıne et sont donc e´quivalentes a` un
doublement de la taille du syste`me. Nous allons travailler dans le sous-espace ge´ne´re´ par
les e´tats |2i〉 = | 〉 avec un spinon a` la position 2i (i ∈ [0, L−1
2
]). Il s’agit
d’une approche variationnelle, dans le sens ou` ces e´tats forment une famille libre, mais
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pas ge´ne´ratrice du secteur {Stot = 1/2, Sztot = 1/2} (voir annexe B). 1 Par ailleurs, cette
famille n’est pas orthogonale, on note
[O] la matrice des recouvrements dont les e´le´ments
sont :
〈2i|2j〉 =
(
−1
2
)|i−j|
. (2.1)
Hamiltonien effectif
L’approche variationnelle consiste a` diagonaliser H˜ la restriction de H au sous-espace
ge´ne´re´ par les e´tats |2i〉
H˜ = PHP , (2.2)
ou` P est le projecteur orthogonal sur ce sous-espace. En tant que projecteur orthogonal,
P est auto-adjoint, donc le hamiltonien effectif H˜ l’est e´galement, ce qui assure que les
e´nergies variationnelles sont bien re´elles. Diagonaliser H˜ dans la base des e´tats |2i〉, c’est-
a`-dire trouver les e´tats propres
|ψ〉 =
∑
i
ψi|2i〉 , (2.3)
et les e´nergies E correspondantes, e´quivaut a` re´soudre le proble`me aux valeurs propres
ge´ne´ralise´ : ∑
i
〈2j|H|2i〉ψi = E
∑
i
〈2j|2i〉ψi . (2.4)
Insistons sur le fait que les 〈2j|H˜|2i〉 ne sont pas les e´le´ments de matrice [H˜]
ij
de H˜ dans
la base des e´tats |2i〉, car cette base n’est pas orthogonale. On peut passer des uns aux
autres a` l’aide du projecteur P , qui s’e´crit dans cette base comme l’inverse de la matrice
des recouvrements :
P =
∑
ij
[O−1]
ij
|2i〉〈2j| , (2.5)
d’ou` [H˜]
ij
=
∑
k
[O−1]
ik
〈2k|H|2j〉 . (2.6)
Dans le cas d’une chaˆıne, l’inverse de la matrice des recouvrements prend une forme
tridiagonale simple :
[O−1] = 1
3

4 2
2 5 2
2 5 2
. . . . . . . . .
2 5 2
2 4

, (2.7)
ce qui permet de traiter le proble`me analytiquement.
1. Si on inclue les e´tats ou` le spinon est sur l’autre sous-re´seau, la famille ge´ne´ratrice est sur-comple`te
(voir annexe B). C’est pourquoi on pre´fe`re choisir des conditions aux limites ouvertes, quitte a` conside´rer
une chaˆıne infinie pour avoir l’invariance par translation.
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Profil d’aimantation
Le profil d’aimantation, de´fini par
mi =
〈ψ|Szi |ψ〉
〈ψ|ψ〉 , (2.8)
peut eˆtre facilement calcule´ dans la base des e´tats |2i〉 [83]. Pour une fonction d’onde
variationnelle (2.3), on a
〈ψ|ψ〉 =
∑
j,k
ψ∗kψj〈2k|2j〉 ,
〈ψ|Sz2i|ψ〉 =
1
2
∑
k≤i≤j
ψ∗kψj〈2k|2j〉+ c.c. ,
〈ψ|Sz2i+1|ψ〉 = −
1
2
∑
k≤i<j
ψ∗kψj〈2k|2j〉+ c.c. ,
(2.9)
Si |ψi| varie lentement par rapport a` (1/2)i, les sommes (2.9) peuvent eˆtre approxime´es
par
〈ψ|ψ〉 ' 3
∑
i
|ψi|2 ,
〈ψ|Sz2i|ψ〉 '
7
2
|ψi|2 ,
〈ψ|Sz2i+1|ψ〉 ' −
(|ψi|2 + |ψi+1|2) .
(2.10)
2.2 Dynamique d’un seul spinon
2.2.1 Relation de dispersion au point Majumdar-Ghosh
Regardons l’effet des diffe´rents termes du hamiltonien de MG (1.51) sur un e´tat |2j〉 =
| 〉 :
S2j · S2j+1| 〉 = 1
4
| 〉+ 1
2
| 〉 , (2.11)
S2j · S2j+2| 〉 = 1
4
| 〉 − 1
2
| 〉
= −1
4
| 〉 − 1
2
| 〉 ,
(2.12)
S2j−1 · S2j+1| 〉 = 1
4
| 〉+ 1
2
| 〉 . (2.13)
On peut remarquer que ce dernier e´tat (2.13) est orthogonal au sous-espace variationnel
ge´ne´re´ par les e´tats |2j〉. On en de´duit la restriction de HMG au sous-espace variationnel :(
H˜MG − EMG
)
|2j〉 = J
2
(
|2j − 2〉+ 5
2
|2j〉+ |2j + 2〉
)
, (2.14)
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ou` EMG (1.55) est extrapole´e aux tailles impaires. On s’est ainsi ramene´ a` un hamiltonien
a` une particule que l’on peut diagonaliser a` l’aide de la transforme´e de Fourier :
|k〉 =
∑
j
eik2j|2j〉 , (2.15)
ou` k ∈ [pi
2
, pi
2
] car le spinon saute de deux en deux (repliement de la premie`re zone de
Brillouin). On en de´duit la relation de dispersion d’un spinon :
ω(k) = J
(
5
4
+ cos 2k
)
. (2.16)
2.2.2 Incommensurabilite´
Que devient cette relation de dispersion lorsqu’on s’e´carte un peu du point MG? Le
hamiltonien (1.42) de la chaˆıne J1-J2 se met sous la forme
H = HMG + η
∑
i
Si · Si+1 , (2.17)
ou` on a pose´ J2 = J et η = J1 − 2J . La correction en η applique´e a` un e´tat |2j〉 ge´ne`re,
en plus des termes diagonaux, des e´tats de la forme
S2i−1 · S2i|2j〉 = 1
4
|2j〉+ 1
2
|[2i− 2, 2i+ 1], 2j〉 (i < j) , (2.18)
S2i · S2i+1|2j〉 = 1
4
|2j〉+ 1
2
|2j, [2i− 1, 2i+ 2]〉 (i > j) , (2.19)
ou`
|[2i− 2, 2i+ 1], 2j〉 = | 〉 (2.20)
de´signe l’e´tat avec un spinon sur le site 2j et un singulet entre les sites 2i− 2 et 2i + 1.
Le recouvrement de ces e´tats avec les e´tats |2j〉 sont :
〈2j|[2n− 2, 2n+ 1], 2i〉 = −1
2
〈2j|2i〉(1 + 3Θ(n− j − 1)) , (2.21)
〈2j|2i, [2n− 1, 2n+ 2]〉 = −1
2
〈2j|2i〉(1 + 3Θ(j − n− 1)) , (2.22)
ou` Θ de´signe la fonction de Heaviside avec le choix Θ(0) = 1. On en de´duit leur projection
sur le sous-espace variationnel :
P |[2n− 2, 2n+ 1], 2i〉 = −1
2
|2i〉 −
(
−1
2
)i−n+1
|2n〉+
(
−1
2
)i−n
|2n− 2〉 , (2.23)
P |2i, [2n− 1, 2n+ 2]〉 = −1
2
|2i〉 −
(
−1
2
)n−i+1
|2n〉+
(
−1
2
)n−i
|2n+ 2〉 . (2.24)
Ainsi, la correction au hamiltonien de MG ge´ne`re des sauts a` toute porte´e, dont l’ampli-
tude de´croˆıt exponentiellement avec la distance. Finalement, la restriction du hamiltonien
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au sous-espace variationnel s’e´crit :
(
H˜ − E0
)
|2j〉 =
(
5
4
J +
7
8
η
)
|2j〉+ 1
2
(J + η) (|2j − 2〉+ |2j + 2〉)
+ η
∑
n<j
(
−1
2
)j−n(
1
4
|2n〉+ 1
2
|2n− 2〉
)
+ η
∑
n>j
(
−1
2
)n−j (
1
4
|2n〉+ 1
2
|2n+ 2〉
)
, (2.25)
ou`
E0 = EMG − 3
8
ηL (2.26)
est prise comme nouvelle origine des e´nergies. La relation de dispersion est obtenue en
prenant la transforme´e de Fourier :
ω(k) =
5
4
J +
7
8
η + (J + η) cos(2k)
+
η
2
∑
n>0
(
−1
2
)n
(cos (2kn) + 2 cos [2k(n+ 1)]) . (2.27)
La somme se calcule en faisant apparaˆıtre la se´rie ge´ome´trique de raison −e2ik/2. La
relation de dispersion s’e´crit alors
ω(k) =
7
8
J1 − 1
2
J2 + (J1 − J2) cos 2k + 4(J1 − 2J2) sin
2 2k
5 + 4 cos 2k
. (2.28)
La meˆme expression avec un terme de gap diffe´rent a e´te´ obtenue par une autre me´thode
dans la re´fe´rence [11].
L’incommensurabilite´ apparaˆıt en J2/J1 = 9/17 ' 0.53, re´sultat conforme a` une e´tude
nume´rique re´cente [20]. Dans le re´gime incommensurable, la position q∗ du minimum de
la relation de dispersion est donne´e par
q∗ =
1
2
arccos
(
−5
4
+
3
4
√
2− J1
J2
)
. (2.29)
Le de´veloppement de arccos au voisinage de −1 fait apparaˆıtre l’exposant 1/2, d’ou` le
de´part de q∗ au voisinage de J2/J1 = 9/17 :
pi
2
− q∗ ∝
(
J2
J1
− 9
17
)1/2
. (2.30)
2.2.3 E´volution de la relation de dispersion
La figure 2.1 montre l’e´volution du spectre de basse e´nergie dans la chaˆıne J1-J2 im-
paire, calcule´ en diagonalisation exacte. La relation de dispersion d’un spinon est se´pare´e
d’un continuum d’excitations a` plusieurs spinons. Cette relation de dispersion est tre`s
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Figure 2.1 – E´volution de la relation de dispersion dans la chaˆıne J1-J2 impaire avec
le rapport J2/J1. La courbe cyan repre´sente la relation de dispersion d’un spinon (2.28)
obtenue par la me´thode variationnelle. La courbe orange indique le bas du continuum
obtenu pour trois spinons inde´pendants. Les symboles correspondent aux re´sultats de
diagonalisation exacte, la zone grise´e indique les e´tats dans Sztot = 3/2.
bien capte´e par l’approche variationnelle au voisinage du point MG et de l’apparition de
l’incommensurabilite´ (J1/2 . J2 . 9J1/17). Le bas du continuum a` plusieurs spinons
peut eˆtre approximativement pre´dit en conside´rant trois spinons inde´pendants avec la
relation de dispersion (2.28). Lorsqu’on s’e´carte du point MG en diminuant J2/J1, le gap
diminue. La me´thode variationnelle pre´voit la fermeture du gap pour J2 = J1/4. Cette
valeur est a` comparer avec la position exacte du point critique J c2 ' 0.241J1, obtenue
nume´riquement. Dans la phase liquide de Luttinger (J2 < J
c
2), on retrouve l’allure de la
relation de dispersion d’un spinon dans la chaˆıne de Heisenberg, ωk ∝ | cos k|, qui peut
eˆtre obtenue par l’ansatz de Bethe (voir patrie 1.1). Dans la limite J2  J1, le syste`me
est e´quivalent a` deux chaˆınes pratiquement de´couple´es et la relation de dispersion est
celle d’une chaˆıne de Heisenberg de maille double, ωk ∝ | cos 2k|.
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2.3 E´tats a` deux spinons
2.3.1 Me´thode variationnelle
On e´tudie maintenant les excitations e´le´mentaires d’une chaˆıne paire (au point
MG), c’est-a`-dire des excitations a` deux spinons. On reprend l’approche variationnelle
pre´ce´dente mais on travaille maintenant sur le sous-espace ge´ne´re´ par les e´tats a` deux
spinons |x1, x2〉 = | 〉 (x1 < x2), dans chaque secteur de spin : singulet ou
triplet 2. Comme discute´ dans l’annexe B, ces e´tats forment des familles libres, mais pas
des bases des secteurs singulet et triplets. On suppose la chaˆıne infinie (des deux coˆte´s) 3
, avec des conditions aux limites ouvertes. Les spinons ne peuvent donc pas changer de
sous-re´seau : x1 est pair et x2 impair.
E´quation de Schro¨dinger
Tant que les spinons ne sont pas sur des sites voisins (x1 + 3 ≤ x2), le hamiltonien
effectif agit se´pare´ment sur chacun des spinons selon (2.14) et inde´pendamment du secteur
de spin :(
H˜MG − EMG
)
|x1, x2〉 = 5
2
J |x1, x2〉
+
J
2
(|x1 − 2, x2〉+ |x1 + 2, x2〉+ |x1, x2 − 2〉+ |x1, x2 + 2〉) . (2.31)
On se place dans le re´fe´rentiel du centre de masse pour exploiter l’invariance par trans-
lation :
X =
x1 + x2
2
, x = x2 − x1 ; (2.32)
x prend des valeurs impaires positives et X des valeurs demi-entie`res. Pour une valeur de
x, toutes les valeurs de X ne sont possibles et re´ciproquement :
x = 4i± 1⇔ X = 2j ± 1
2
. (2.33)
On effectue une transforme´e de Fourier sur la coordonne´e X du centre de masse :
|K, x = 4i± 1〉 =
∑
X=2j± 1
2
eiKX |X, x〉 , (2.34)
ou` la premie`re zone de Brillouin est K ∈ [−pi
2
, pi
2
], car pour x fixe´, le centre de masse saute
de deux en deux. Le hamiltonien effectif s’e´crit dans cette base :(
H˜MG − EMG
)
|K, x〉 = 5
2
J |K, x〉+ J cosK (|K, x− 2〉+ |K, x+ 2〉) , (2.35)
ou` x ≥ 3. Si on cherche une fonction d’onde variationnelle
|ψ〉 =
∑
i∈N
∫ pi
2
−pi
2
dK
pi
ψi(K)|K, x = 2i+ 1〉 , (2.36)
2. L’invariance par rotation dans l’espace des spins permet de se contenter de l’e´tude d’un seul triplet,
ici |↑↑〉.
3. Chuck Norris a compte´ jusqu’a` l’infini, deux fois...
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on obtient l’e´quation de Schro¨dinger discre`te :
(E − EMG)ψi(K) = 5
2
Jψi(K) + J cosK [ψi−1(K) + ψi+1(K)] , (2.37)
ou` i > 1.
Conditions limites
Lorsque les spinons sont sur des sites voisins (x = 1), il faut distinguer les secteurs
singulet et triplet. Dans le secteur singulet, l’e´tat |X, x = 1〉 (∀X) n’est rien d’autre que
l’e´tat |MG〉, e´tat propre avec l’e´nergie EMG. On en de´duit les conditions limites dans le
secteur singulet :
(E − EMG)ψ1(K) = 5
2
Jψ1(K) + J cos(K)ψ2(K) , (2.38)
(E − EMG)ψ0(K) = J cos(K)ψ1(K) . (2.39)
Il faut distinguer deux cas :
– si ψ0(K) 6= 0, alors E = EMG et on retrouve le fondamental |MG〉,
– si ψ0(K) = 0, alors l’e´quation (2.38) est e´quivalente a` l’e´quation de Schro¨dinger
(2.37) pour i = 1 et on n’a plus qu’une condition limite
ψ0(K) = 0 . (2.40)
On re´sout (2.37) avec la condition (2.40) : les seules solutions possibles pour le mouvement
relatif des deux spinons sont des ondes stationnaires de vecteur d’onde q. On obtient un
continuum de diffusion, repre´sente´ figure 2.2 :
ω(K, q) =
5
2
J + 2J cos(K) cos(2q) , (2.41)
ou` K ∈ [−pi
2
, pi
2
] et q ∈ [−pi
2
, pi
2
].
Dans le secteur triplet, l’action du hamiltonien effectif H˜MG sur un e´tat |x, x+ 1〉, ou`
les deux spinons sont en contact est :(
H˜MG − EMG
)
|x, x+ 1〉 = 3J |x, x+ 1〉
+
J
2
|x− 2, x− 1〉+ J
2
|x+ 2, x+ 3〉+ J |x− 2, x+ 1〉+ J |x, x+ 3〉 , (2.42)
soit en transforme´e de Fourier dans le re´fe´rentiel du centre de masse(
H˜MG − EMG
)
|K, 1〉 = J(3 + cos 2K)|K, 1〉+ 2J cosK|K, 3〉 . (2.43)
On en de´duit les conditions limites dans le secteur triplet :
(E − EMG)ψ1(K) = 5
2
Jψ1(K) + J cos(K)ψ2(K) + 2J cos(K)ψ0(K) , (2.44)
(E − EMG)ψ0(K) = J(3 + cos 2K)ψ0(K) + J cos(K)ψ1(K) . (2.45)
En faisant le changement de variable ψ0(K) → ψ0(K)/2, l’e´quation (2.44) redonne
l’e´quation de Schro¨dinger (2.37) et la condition (2.45) devient
(E − EMG)ψ0(K) = J(3 + cos 2K)ψ0(K) + 2J cos(K)ψ1(K) . (2.46)
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Figure 2.2 – Spectre de basse e´nergie de la chaˆıne MG, calcule´ par la me´thode varia-
tionnelle. Les pointille´s repre´sentent le prolongement de la relation de dispersion (2.48),
pour lequel il n’y a pas d’e´tats.
E´tat lie´
La condition limite (2.46) est toujours compatible avec des solutions en onde station-
naire, et le continuum de diffusion (2.41) est quatre fois de´ge´ne´re´. Cependant, la condition
limite (2.46) autorise maintenant a` conside´rer le cas ou` le discriminant de l’e´quation ca-
racte´ristique de l’e´quation de Schro¨dinger (2.37) est positif. On obtient alors un e´tat
triplet lie´, trois fois de´ge´ne´re´, de la forme :
ψi(K) = φ(K)e
−2i/ξ(K) , (2.47)
ou` ξ(K) est la distance caracte´ristique entre les spinons. La condition limite (2.46) permet
de de´terminer la relation de dispersion de l’e´tat lie´ :
ω(K) =
5
2
J − J
√
4 cos2K +
(
1
2
+ cos 2K
)2
, (2.48)
ou` K ∈ [pi
3
, 2pi
3
], si bien que l’e´tat lie´ n’existe qu’en dehors du continuum (figure 2.2). En
K = pi/2, l’e´tat lie´ est simplement l’e´tat |K = pi
2
, x = 1〉, c’est-a`-dire un triplet sur deux
sites voisins. On peut directement voir dans l’e´quation (2.14) que cet e´tat est bien e´tat
propre du hamiltonien effectif. La taille caracte´ristique ξK de l’e´tat lie´ pour K 6= pi/2 est
de´termine´e par :
e−2/ξ(K) =
√
4 cos2K +
(
1
2
+ cos 2K
)2 − 1
2
− cos 2K
2 cosK
, (2.49)
en particulier ξ(K)→ +∞ quand K → pi
3
+.
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Figure 2.3 – E´volution du spectre de basse e´nergie de la chaˆıne J1-J2 (paire), avec le
rapport J2/J1. La zone gris clair indique le continuum d’e´tats a` deux spinons. La zone
gris fonce´ indique le continuum d’e´tats a` quatre spinons.
2.3.2 E´volution du spectre
La me´thode variationnelle est compare´e aux re´sultats nume´riques obtenus en diagona-
lisation exacte sur la figure 2.3. Dans la phase liquide de Luttinger, on retrouve la relation
de dispersion (1.16) obtenue par l’ansatz de Bethe. Le bas du continuum a` deux spinons
est tre`s bien capte´ par la me´thode variationnelle au point MG. On ve´rifie e´galement que la
relation de dispersion de l’e´tat lie´ (2.48) correspond a` l’e´tat triplet qui sort du continuum
autour de k = pi/2.
Pour J2 > J1/2, la forme du bas du continuum peut eˆtre reproduite en conside´rant les
e´tats de diffusion a` deux spinons avec la relation de dispersion (2.28) ; sur la figure 2.3,
la courbe correspondante est le´ge`rement de´cale´e en e´nergie pour ajuster le gap. On peut
de meˆme obtenir le bas du continuum a` quatre spinons en conside´rant quatre spinons
inde´pendants. Remarquons qu’autour de k = pi/2 le continuum a` quatre spinons descend
en dessous du continuum a` deux spinons, ce qui explique la pre´sence d’e´tats dans le
secteur Sztot = 0 sous le continuum a` deux spinons.
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2.4 Effet d’un terme de dime´risation explicite
On e´tudie maintenant l’effet d’une petite dime´risation explicite δ dans le hamiltonien.
On se place sur la ligne de Shastry-Sutherland δ+2J2 = J1 [76], sur laquelle le hamiltonien
s’e´crit
H =
∑
i
(2J + δ)Si · Si+1 + JSi · Si+2 + (−1)iδSi · Si+1 . (2.50)
Le fondamental exact de ce hamiltonien est l’e´tat de MG avec les dime`res sur les liens
forts (2i, 2i+ 1), d’e´nergie par site
EMG
L
= −3
4
(J + δ) . (2.51)
L’autre e´tat de MG n’est plus e´tat propre. Au premier ordre en δ, son e´nergie par site
est −3
4
J .
2.4.1 Confinement au voisinage d’une impurete´
On conside`re une chaˆıne impaire ou, autrement dit, une chaˆıne paire avec une impurete´
non-magne´tique au site 0, de sorte que la chaˆıne commence par un lien faible −δ. La
leve´e de de´ge´ne´rescence entre les deux e´tats de MG ge´ne`re un potentiel attractif entre
le spinon et l’impurete´, proportionnel a` la distance. L’effet d’un tel potentiel confinant
a e´te´ e´tudie´ analytiquement dans la limite continue [83, 12] et en DMRG [72]. Le terme
de dime´risation explicite modifie e´galement la partie cine´tique du hamiltonien effectif
et ge´ne`re notamment des termes de saut au dela` du premier voisin, qui donnent lieu
a` l’incommensurabilite´ au dessus-de la ligne de Shastry-Sutherland (δ > J1 − 2J2). En
supposant que δ  J , on peut ne´gliger la correction cine´tique, mais le terme potentiel ne
peut eˆtre ne´glige´ a` grande distance. Dans cette approximation, l’e´quation de Schro¨dinger
pour une fonction d’onde variationnelle 4
|ψ〉 =
∑
i
(−1)iψi|2i+ 1〉 , (2.52)
s’e´crit
(E − EMG)ψi =
(
5
4
J +
3
2
δi
)
ψi − J
2
(ψi−1 + ψi+1) , (2.53)
avec la condition limite ψ−1 = 0. Cette e´quation peut eˆtre re´solue en passant a` la limite
continue [83, 12]. On suppose que ψi varie lentement avec i. A` la limite continue, l’e´quation
de Schro¨dinger devient
−2Jψ′′(x) + 3δ
4
(x− ε)ψ(x) = 0 , (2.54)
ou` ψ(x = 2i+ 1) = ψi et ε =
4
3δ
(E − EMG)− J3δ , soit
ψ′′(y)− yψ(y) = 0 , (2.55)
4. Le minimum de la relation (2.41) e´tant a` k = pi/2, il est judicieux de choisir une fonction d’onde
qui oscille de´ja` a` cette fre´quence pour pouvoir conside´rer la limite continue.
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Figure 2.4 – (a) Fonctions d’ondes (dans la limite continue) des premiers e´tats confine´s
au voisinage d’une impurete´ en x = 0. (b) Niveaux d’e´nergie pour δ = 0.01J .
apre`s le changement de variable
y =
1
ξconf
(x− ε) , avec ξconf =
(
8J
3δ
)1/3
. (2.56)
Dans la limite δ  J , on a ξconf  1, ce qui justifie la limite continue. Une base des
solutions de l’e´quation diffe´rentielle (2.55) sont les fonctions d’Airy Ai et Bi qui oscillent
pour x < 0 et dont le comportement a` l’infini est :
Ai(x) −→
x→+∞
0 , Bi(x) −→
x→+∞
+∞ . (2.57)
Les conditions limites ψ(x = −1) = 0 et ψ(x) −→
x→+∞
0 donnent les e´nergies possibles,
soit
En = EMG +
J
4
− 3δ
4
(1 + anξconf) , (2.58)
ou` les an < 0 sont les ze´ros de la fonction Ai. Les fonctions d’ondes associe´es s’e´crivent
ψn(x) ∝ Ai
(
x+ 1
ξconf
+ an
)
, (2.59)
et sont repre´sente´es figure 2.4. Les profils d’aimantation correspondants ont e´te´ compare´s
au calcul en DMRG dans les re´fe´rences [83] et [21]. Ainsi, le spinon reste confine´ au
voisinage de l’impurete´ sur une longueur caracte´ristique ξconf.
2.4.2 E´tats a` deux spinons
Dans le cas d’une chaˆıne paire (et infinie des deux coˆte´s) avec deux spinons, la
dime´risation explicite ge´ne`re un potentiel attractif entre les spinons. L’e´quation de
Schro¨dinger (2.37) dans le re´fe´rentiel du centre de masse devient a` la limite continue :
−4J cos(K)∂2xψ(K, x) +
3δ
4
[x− ε(K)]ψ(K, x) = 0 , (2.60)
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ou`
ε(K) =
4δ
3
(E − EMG)− 2J
3δ
(5− 4 cosK) . (2.61)
On peut se ramener a` l’e´quation (2.55) a` l’aide du changement de variable
y =
x− ε(K)
ξconf(K)
, avec ξconf(K) =
(
16J
3δ
cosK
)1/3
. (2.62)
Lorsque K → pi/2, ξconf → 0 et la limite continue n’est plus valable. En K = pi/2,
l’e´quation de Schro¨dinger s’e´crit simplement
(E − EMG)ψi =
(
5
2
J +
3
2
δi
)
ψi . (2.63)
Les e´tats propres correspondent donc a` des positions relatives entre spinons xi = 2i + 1
constantes. Leurs e´nergies sont donne´es par
ωi(pi/2) =
5
2
J +
3
2
δi , (i > 0) . (2.64)
Dans le secteur triplet il y a toujours l’e´tat lie´ a` i = 0 dont l’e´nergie ω0(pi/2) ' 2J est
donne´e par la condition limite (2.46).
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Figure 2.5 – Spectre de basse e´nergie de la chaˆıne de MG avec une dime´risation explicite
δ = 0.05J , calcule´ par la me´thode variationnelle dans la limite continue. Dans le secteur
triplet, les symboles correspondent a` la re´solution nume´rique de la condition limite (2.67)
et les lignes sont extrapole´es.
Pour K < pi/2, les e´tats propres sont des fonctions d’Airy shifte´es
ψ(K, x) ∝ Ai
(
x− ε(K)
ξconf(K)
)
, (2.65)
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c’est-a`-dire des e´tats lie´s avec une taille caracte´ristique ξconf(K). Les e´nergies sont ob-
tenues a` partir des conditions limites, (2.40) dans le secteur singulet et (2.46) dans le
secteur triplet. La condition limite du secteur singulet donne directement la relation de
dispersion en fonction des ze´ros an de la fonction d’Airy Ai :
ωn(K) = J
(
5
2
− 2 cosK
)
+
3δ
4
[1− anξconf(K)] . (2.66)
Dans le secteur triplet, l’e´quation limite se re´e´crit
− 2J cos(K) Ai
(
3− ε(K)
ξconf(K)
)
=(
3
4
δε(K)− 1
2
J − 2J cosK − J cos 2K
)
Ai
(
1− ε(K)
ξconf(K)
)
, (2.67)
et peut eˆtre re´solue nume´riquement. Les relations de dispersion des premiers e´tats sin-
gulets et triplets sont repre´sente´es figure 2.5. La dime´risation explicite δ discre´tise le
continuum (2.41) et se´pare les e´tats triplet et singulet. Cette formation d’e´tats lie´s peut
e´galement eˆtre e´tudie´e en partant de la limite de dime`res faiblement couple´s (J1−δ  J1)
par des de´veloppements en se´ries a` des ordres e´leve´s [93].
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Chapitre 3
Effet de la frustration dans les
e´chelles
Plusieurs compose´s en e´chelle posse`dent une structure en zigzag qui donne lieu a` des
couplages aux seconds voisins le long des montants. Le meilleur exemple est le BiCu2PO6
(partie 1.4.2). Nous allons e´tudier le mode`le ge´ne´ral d’e´chelle frustre´e, de´fini par le ha-
miltonien suivant :
H =
∑
j=1,2
∑
i
(J1Si,j · Si+1,j + J2Si,j · Si+2,j) + J⊥
∑
i
Si,1 · Si,2 . (3.1)
Ce mode`le peut eˆtre vu alternativement comme deux chaˆınes frustre´es J1-J2 couple´es,
ou comme deux e´chelles J2-J⊥ couple´es en zigzag. L’e´tude pre´sente´e dans ce chapitre a
donne´ lieu a` la publication [47].
Figure 3.1 – Mode`le de l’e´chelle frustre´e.
On commence par e´tudier le diagramme de phase du mode`le qui fait apparaˆıtre une
transition entre une phase dime´rise´e et une phase RVB. La nature de cette transition est
de´termine´e en e´tudiant le scaling du parame`tre d’ordre et de l’entropie d’intrication au
point critique. On discute ensuite la physique de la phase RVB a` fort J⊥, notamment
par un traitement en champ moyen. En particulier, l’apparition de l’incommensurabilite´
dans la relation de dispersion, le facteur de structure et les fonctions de corre´lation est
e´tudie´e en de´tail.
3.1 Diagramme de phase
Diffe´rents cas limites, selon les valeurs des couplages J1, J2 et J⊥, ont e´te´ e´tudie´s au
chapitre 1.
41
– A` J⊥ = 0, le mode`le correspond a` deux chaˆınes J1-J2 de´couple´es qui pre´sentent une
transition vers une phase dime´rise´e en J c2 ' 0.241J1 (partie 1.3.2).
– A` J2 = 0, le mode`le est une e´chelle simple dont la phase est un e´tat RVB dit
rung-singlet (partie 1.2).
– A` J1 = 0, le mode`le correspond a` deux e´chelles J2-J⊥ de maille double de´couple´es,
e´galement dans la phase rung-singlet.
Partant de la limite J⊥ = 0, on couple progressivement deux chaˆınes frustre´es. Pour
J2 < J
c
2 , les fluctuations RVB de´truisent le quasi-ordre antiferromagne´tique quel que soit
J⊥. Pour J2 > J
c
2 , le gap prote`ge la phase dime´rise´e a` petit J⊥. Pour avoir une image
de cette phase, on peut faire un calcul perturbatif en J⊥ au point MG ou` on connaˆıt
exactement le fondamental non-perturbe´ [12]. Pour deux chaˆınes de MG, il y a quatre
fondamentaux de´ge´ne´re´s : deux avec les dime`res aligne´s (figure 3.2(a)) et deux avec les
dime`res alterne´s (figure 3.2(b)). On peut montrer que le couplage transverse J⊥ le`ve la
de´ge´ne´rescence entre ces deux configurations au deuxie`me ordre. Le fondamental est la
configuration aligne´e, dite phase colonnaire (columnar-dimer) [12, 84]. La phase alterne´e
peut eˆtre stabilise´e par des couplages entre chaˆınes croise´s [84] ou par un e´change a` quatre
spins [64].
Figure 3.2 – (a) Phase dime´rise´e colonnaire (columnar-dimer). (b) Phase dime´rise´e
alterne´e. (c) Phase RVB rung-singlet. (d) Phase rung-singlet dans la limite de fort J⊥.
Le diagramme de phase obtenu nume´riquement est pre´sente´ figure 3.3. La ligne de
transition a un comportement non-monotone que l’on peut de´duire du comportement du
parame`tre d’ordre (ou du gap) dans la chaˆıne J1-J2 : plus la dime´risation Dchain le long
des montants de l’e´chelle est grande, plus il faut un couplage transverse J⊥ important
pour de´truire le cristal de dime`res. Au voisinage de la transition, la dime´risation a un
comportement critique en (J c⊥ − J⊥)1/8, e´tudie´ dans la partie 3.2.1. On en de´duit qu’a`
petit couplage critique J c⊥, la ligne de transition doit suivre la courbe :
J c⊥(J2/J1) ∝ [Dchain(J2/J1)]8 . (3.2)
En particulier, l’existence d’un maximum de dime´risation dans la chaˆıne J1-J2 se traduit
par une re´entrance non-triviale de la phase RVB. De plus, la courbe J c⊥(J2/J1) a un
comportement exponentiel quand J2 tend vers J
c
2 et +∞, donne´ par les e´quations (1.49)
et (1.50). Ce comportement est par ailleurs difficile a` mettre en e´vidence nume´riquement.
3.2 Nature de la transition
Dans cette partie, on montre nume´riquement que la transition entre les phases
columnar-dimer et rung-singlet appartient a` la classe d’universalite´ d’Ising (2D).
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Figure 3.3 – Diagramme de phase de l’e´chelle frustre´e J1-J2. La transition entre les
phases columnar-dimer et rung-singlet, repre´sente´e par la ligne violette, appartient a` la
classe d’universalite´ d’Ising (pour J⊥ 6= 0). La ligne violette en pointille´s conjecture le
comportement de la ligne de transition au voisinage de J c2 ' 0, 241J1. La ligne verte in-
dique l’apparition de l’incommensurabilite´ dans les fonctions de corre´lation dans l’espace
re´el.
3.2.1 Parame`tre d’ordre
Le meilleur moyen de distinguer les deux phases est de calculer le parame`tre d’ordre
de la phase dime´rise´e, c’est-a`-dire la dime´risation le long des montants :
Di = 〈Si,j · Si+1,j〉 − 〈Si,j · Si−1,j〉 . (3.3)
Ce parame`tre d’ordre local est calcule´ en DMRG avec des conditions aux limites ouvertes.
On a ve´rifie´ que la dime´risation est la meˆme le long des deux montants (Di ne de´pend
pas de j) et que par conse´quent, la phase dime´rise´e est bien la phase colonnaire. La
dime´risation pre´sente des oscillations de Friedel pre`s des bords qui de´croissent exponen-
tiellement dans les deux phases. Ces oscillations ont lieu a` un vecteur incommensurable
dans le re´gime incommensurable. Le comportement de l’enveloppe des oscillations de
Friedel est, d’apre`s la the´orie des champs [48],
Dx ' D∞ + A
xα
e−x/ξdimer , (3.4)
ou` x est la distance au bord, D∞ la valeur du parame`tre d’ordre dans le bulk a` la
limite thermodynamique, A une constante et ξdimer la longueur de corre´lation associe´e aux
fluctuations des dime`res. L’exposant α rend compte de corrections en loi de puissance,
notamment au voisinage de la transition. Comme on le verra dans la partie 3.3.4, la
longueur ξdimer associe´e a` l’ordre des dime`res est diffe´rente de la longueur caracte´ristique
ξspin extraite des fonctions de corre´lation de spin et diverge a` la transition.
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Figure 3.4 – (a) E´volution du parame`tre d’ordre a` travers la transition a` J2 = 0.6J1
fixe´. La limite thermodynamique D∞ est extrapole´e par un fit polynomial dans la phase
ordonne´e et par un fit selon l’e´quation (3.6) proche du point critique. (b) Scaling du pa-
rame`tre d’ordre au voisinage du point critique. Le scaling au point critique fait apparaˆıtre
une loi de puissance avec l’exposant critique de la classe d’universalite´ d’Ising.
La figure 3.4(a) montre le comportement du parame`tre d’ordre au milieu de l’e´chelle
DL/2 en fonction de J⊥/J1 a` J2 = 0.6J1 fixe´. Au voisinage de la transition, le parame`tre
d’ordre extrapole´ a` la limite thermodynamique exhibe un comportement critique
D∞(J⊥) ∝ (J c⊥ − J⊥)α , (3.5)
en accord avec la classe d’universalite´ d’Ising pour laquelle α = 1/8. L’exposant critique
α et la position du point critique J c⊥ peuvent eˆtre extraits pre´cise´ment en utilisant le
scaling a` taille finie :
DL/2 −D∞ ∝ e
−L/2ξdimer
Lα
, (3.6)
ou` ξdimer → +∞ a` la transition. L’exposant obtenu nume´riquement α = 0.121± 0.05 est
en tre`s bon accord avec l’exposant d’Ising 1/8 (figure 3.4(b)).
3.2.2 Entropie d’intrication
La description par la the´orie des champs des excitations de basse e´nergie de deux
chaˆınes couple´es, fait apparaˆıtre quatre fermions de Majorana, un dans le secteur singulet
et trois dans le secteur triplet [64, 77]. La transition vers la phase alterne´e correspond a`
la fermeture du gap triplet. Par contre, la transition vers la phase colonnaire correspond
a` la fermeture du gap singulet et doit donc faire apparaˆıtre la charge centrale d’un seul
fermion de Majorana c = 1/2, caracte´ristique de la classe d’universalite´ d’Ising.
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Figure 3.5 – (a) Entropie d’intrication d’un bloc de taille i en fonction de i au point
critique de la figure 3.4 (J2 = 0.6J1). Le fit par la formule (3.7) donne une charge centrale
c ' 0.47, en accord avec la valeur c = 1/2 de la classe d’universalite´ d’Ising. (b) Scaling
de l’entropie d’intrication du demi-syste`me avec la taille totale L. Un fit par c
6
ln(L)+cste
permet d’extraire la charge centrale c ' 0.46.
La charge centrale peut eˆtre extraite en utilisant les re´sultats de la the´orie conforme
[13, 14] sur l’entropie d’intrication (de´finie dans l’annexe A.3.2) d’un bloc de taille x
avec le reste du syste`me. Pour des conditions aux limites ouvertes, le comportement de
l’entropie d’intrication Sx est donne´ par :
Sx =
c
6
ln
[
L+ 1
pi
sin
(
pix
L+ 1
)]
+ a 〈Sx+1,1 · Sx,1〉+ b , (3.7)
ou` a, b et c sont des parame`tres de fit. L’entropie d’intrication est facilement calcule´e en
DMRG. Le scaling (3.7) n’est observable que tre`s proche du point critique et pour des
tailles assez grandes. Comme le montre la figure 3.5, le fit directement par l’e´quation (3.7),
ou le scaling de SL/2 avec la taille L du syste`me, permettent d’extraire une charge centrale
compatible avec la valeur the´orique c = 1/2. Ce re´sultat est une autre confirmation de la
classe d’universalite´ d’Ising de la transition.
3.2.3 Spectres d’excitations
On e´tudie maintenant la nature des excitations de basse e´nergie, comme signature des
deux phases. Sur la figure 3.6, on a repre´sente´ les spectres de basse e´nergie en fonction
du vecteur d’onde longitudinal kx, obtenus par diagonalisation exacte dans les diffe´rents
secteurs de parite´ (ky = 0, pi) et de spin (singulet et triplet).
1
1. Les secteurs singulets et triplets sont identifie´s en utilisant la syme´trie d’inversion de spin dans le
secteur Sztot = 0.
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Figure 3.6 – (a)-(d) Spectres des excitations de basse e´nergie, calcule´s par diagonali-
sation exacte dans les diffe´rents secteurs de syme´trie, pour diffe´rents rapports J⊥/J1 le
long de la ligne J2 = 0.6J1. Les symboles pleins et hachure´s sont respectivement pour
L = 18 et L = 16. La fle`che indique le vecteur d’onde incommensurable q∗ du minimum
de la relation de dispersion des magnons. (e) Scaling des gaps singulets et triplets au
point critique. Les excitations dans le secteur triplet restent gappe´es, tandis qu’un mode
non-gappe´ apparaˆıt dans le secteur singulet autour de k = (pi, 0), comme le montre la
fermeture du gap singulet en k = (pi − 2pi
L
, 0).
Dans la phase dime´rise´e (figure 3.6(a)), le spectre a quatre e´tats singulets de basse
e´nergie, pratiquement de´ge´ne´re´s, qui correspondent aux diffe´rentes combinaisons de deux
chaˆınes dime´rise´es. Le couplage transverse J⊥ le`ve la de´ge´ne´rescence et stabilise les deux
configurations colonnaires, alors que les deux configurations alterne´es ont un gap controˆle´
par J⊥. Au-dessus de ces e´tats singulets, il y a des excitations gappe´es a` deux spinons. La
leve´e de de´ge´ne´rescence entre les configurations colonnaires et alterne´es agit comme une
dime´risation explicite δ ∝ J⊥, qui induit un potentiel attractif entre les deux spinons. Les
e´tats de basse e´nergie correspondants sont des e´tats lie´s, de´crits dans la partie 2.4.2. La
dime´risation δ le`ve la de´ge´ne´rescence singulet/triplet, comme on peut le voir sur la figure
2.5.
Au voisinage du point critique (figure 3.6(b)), les excitations du secteur triplet restent
gappe´es. Par contre, un mode non-gappe´ apparaˆıt dans le secteur singulet a` k = (pi, 0),
le vecteur d’onde de la deuxie`me configuration colonnaire pratiquement de´ge´ne´re´e avec
le fondamental. L’e´mergence de ce mode et le gap triplet montrent que la transition est
bien ge´ne´re´e par les fluctuations de l’ordre des dime`res. L’image correspondante est la
fusion du cristal de dime`res.
Dans la phase rung-singlet (figure 3.6(c)-(d)), le fondamental n’est plus de´ge´ne´re´ et les
diffe´rentes branches d’excitations se se´parent. La branche de plus basse e´nergie correspond
a` des excitations a` un magnon. A` fort J⊥, cette branche est bien se´pare´e du continuum et
peut eˆtre e´tudie´e analytiquement. Lorsque la frustration J2/J1 est suffisante, la position
kx = q
∗ du minimum de la relation de dispersion des magnons passe de q∗ = pi a` un
vecteur d’onde incommensurable pi/2 < q∗ < pi.
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3.3 Dispersion des magnons et incommensurabilite´
dans la phase RVB
Comme le montrent les re´sultats nume´riques sur la chaˆıne J1-J2 ou sur la chaˆıne de
spins 1 [75, 30], l’apparition de l’incommensurabilite´ diffe`re selon qu’on s’inte´resse au
spectre, aux fonctions de corre´lation ou au facteur de structure 2. Dans le cas de l’e´chelle
frustre´e, la limite a` fort J⊥ permet de calculer explicitement ces diffe´rentes grandeurs et de
comparer le vecteur d’onde incommensurable qui y apparaˆıt. On pre´cise de`s maintenant
la notation des trois vecteurs d’onde longitudinaux dans lesquels apparaˆıt l’incommensu-
rabilite´ :
q : vecteur d’onde d’oscillation des fonctions de corre´lation de spin dans l’espace re´el,
q¯ : position du maximum du facteur de structure,
q∗ : position du minimum de la relation de dispersion.
On reprend la description en terme des ope´rateurs de lien introduits dans la partie
1.2.1, mais on se place dans la base des triplets t†σ (σ = ±1, 0) sur chaque barreau, 3
de´finie par
|t+〉 = t†+|0〉 = |↑↑〉 , (3.9)
|t−〉 = t†−|0〉 = |↓↓〉 , (3.10)
|t0〉 = t†0|0〉 =
1√
2
(|↑↓〉+ |↓↑〉) . (3.11)
Les relations de changement de base sont :
t†x =
1√
2
(
t†− − t†+
)
, (3.12)
t†y =
i√
2
(
t†+ + t
†
−
)
, (3.13)
t†z = t
†
0 , (3.14)
et la contrainte (1.29) reste inchange´e :
s†s+ t†σtσ = 1 . (3.15)
En ne´gligeant la partie d’interaction entre triplets 4, le hamiltonien se re´e´crit dans cette
base :
H = J⊥
4
(
−3s†isi + t†iσtiσ
)
+
J1
2
(
t†iσti+1σs
†
i+1si + t
†
iσt
†
i+1σsi+1si + h.c.
)
+
J2
2
(
t†iσti+2σs
†
i+2si + t
†
iσt
†
i+2σsi+2si + h.c.
)
, (3.16)
ou` la somme sur les indices re´pe´te´s est implicite.
2. Le facteur de structure statique est de´fini comme la transforme´e de Fourier de la fonction de
corre´lation
S(k) =
∑
r
eik·r 〈S0 · Sr〉 . (3.8)
3. Les proprie´te´s d’aimantation sont plus faciles a` calculer dans cette base.
4. On a vu dans la partie 1.2.1 que la partie interaction (1.33) du hamiltonien ne contribue pas aux
premiers ordres de la the´orie des perturbations.
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3.3.1 Calcul perturbatif de la relation de dispersion
Le calcul au deuxie`me ordre en J1/J⊥ et J2/J⊥ de la relation de dispersion (voir partie
1.2.1), donne
ωk ' J⊥ + 3
4
J21 + J
2
2
J⊥
+ J1 cos k + J2 cos 2k . (3.17)
Par rapport a` la relation de dispersion (1.41) de l’e´chelle standard, la frustration ge´ne`re
l’harmonique 2k a` l’origine de l’incommensurabilite´. En effet, la position du minimum de
la relation de dispersion (3.17) est{
q∗ = pi si J2 ≤ J14 ,
q∗ = ± arccos
(
− J1
4J2
)
si J2 >
J1
4
.
(3.18)
C’est pre´cise´ment le re´sultat du calcul classique de la partie 1.3.1, sur la chaˆıne J1-J2,
mais ici le calcul est exact dans la limite a` fort J⊥.
3.3.2 Approximation de champ moyen
On peut affiner le calcul de la relation de dispersion par une the´orie de champ moyen
[73, 31]. 5 Cette me´thode est non-perturbative mais suppose quand meˆme J⊥ > J1,2.
L’approximation consiste a` supposer qu’a` cause du gap, les singulets vont condenser,
c’est-a`-dire que 〈si〉 = s¯ (s¯ est choisi re´el). De plus, on se place dans l’ensemble grand
canonique : la contrainte (3.15) est impose´e en moyenne sur chaque barreau i a` l’aide
d’un potentiel chimique µi. L’invariance par translation implique µi = µ. On obtient alors
un hamiltonien quadratique :
Hm = L
(
−3
4
J⊥s¯
2 − µs¯2 + µ
)
+
(
J⊥
4
− µ
)
t†iσtiσ
+
s¯2
2
[
J1
(
t†iσti+1σ + t
†
iσt
†
i+1σ
)
+ J2
(
t†iσti+2σ + t
†
iσt
†
i+2σ
)
+ h.c.
]
. (3.19)
En transforme´e de Fourier, ce hamiltonien s’e´crit :
Hm = L
(
−3
4
J⊥s¯
2 − µs¯2 + µ
)
+
∑
k
[
Akt
†
kσtkσ + Bk
(
t†kσt
†
−kσ + tkσt−kσ
)]
, (3.20)
ou`
Ak =
J⊥
4
− µ+ 2Bk , (3.21)
Bk =
s¯2
2
(J1 cos k + J2 cos 2k) . (3.22)
5. Le terme d’interaction entre triplet qu’on a ne´glige´ dans le hamiltonien (3.16) peut e´galement eˆtre
traite´ par une approximation de champ moyen sur les ope´rateurs t†t et t t, mais le ne´gliger ne modifie
pratiquement pas les re´sultats pour J⊥ > J1,2, c’est-a`-dire dans le re´gime ou` l’approximation de champ
moyen sur s est valide [31].
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On peut diagonaliser ce hamiltonien a` l’aide d’une transformation de Bogoliubov :
bkσ = uktkσ + vkt
†
−kσ , (3.23)
ou` les uk et vk peuvent eˆtre choisis re´els et pairs et doivent ve´rifier u
2
k − v2k = 1, de sorte
que les bkσ ve´rifient les relations de commutation bosoniques. On cherche les parame`tres
uk, vk tel que le hamiltonien soit diagonal dans la base des bkσ :
Hm = E0 +
∑
k
ωkb
†
kσbkσ , (3.24)
ce qui donne Ak = ωk(u
2
k + v
2
k) et Bk = ωkukvk. On en de´duit :
ω2k = A
2
k − 4B2k , (3.25)
E0 = L
(
−3
4
J⊥s¯
2 − µs¯2 + 3
2
µ− J⊥
8
)
+
1
2
∑
k
ωk . (3.26)
Les parame`tres µ et s¯2 sont obtenus en minimisant E0, ce qui donne le syste`me d’e´quations
µ = −3
4
J⊥ +
1
2L
∑
k
J1 cos(k) + J2 cos(2k)√
1 + d1 cos(k) + d2 cos(2k)
,
s¯2 =
3
2
− 1
4L
∑
k
2 + d1 cos(k) + d2 cos(2k)√
1 + d1 cos(k) + d2 cos(2k)
,
(3.27)
ou` on a pose´
d1 =
2s¯2J1
1
4
J⊥ − µ et d2 =
2s¯2J2
1
4
J⊥ − µ . (3.28)
Ce syste`me auto-cohe´rent peut eˆtre re´solu nume´riquement. 6 On peut aussi de´velopper µ
et s¯ en J1,2/J⊥, ce qui introduit une approximation supple´mentaire mais permet de ne
pas avoir recours au nume´rique. A` l’ordre ze´ro, on obtient
µ ' −3
4
J⊥ et s¯ ' 1 . (3.29)
La relation de dispersion des magnons dans l’approximation de champ moyen s’e´crit
ωk =
(
J⊥
4
− µ
)√
1 + d1 cos(k) + d2 cos(2k) . (3.30)
Comme d2/d1 = J2/J1, on retrouve la meˆme condition d’apparition de l’incommensu-
rabilite´ et le meˆme vecteur d’onde q∗ donne´s par l’e´quation (3.18), qu’avec la the´orie
des perturbations. En de´veloppant les e´quations (3.27) et (3.28) au deuxie`me ordre en
J1,2/J⊥, la relation de dispersion (3.30) devient
ωk ' J⊥ + J1 cos k + J2 cos 2k + J
2
1 + J
2
2
4J⊥
− 1
2J⊥
(J1 cos k + J2 cos 2k)
2 . (3.31)
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Figure 3.7 – Relation de dispersion des magnons dans l’e´chelle frustre´e pour J⊥ = 3J1
et J2 = 0.6J1. Les calculs en the´orie des perturbations (e´quation (3.17)) et champ moyen
(e´quation (3.30)) sont compare´s aux re´sultats nume´riques obtenus en diagonalisation
exacte.
On retrouve la meˆme correction au premier ordre que dans la relation de dispersion (3.17),
obtenue par l’approche perturbative. Cependant, le deuxie`me ordre est diffe´rent ; le gap
notamment est mal estime´.
On peut comparer les relations de dispersion (3.17) et (3.30) obtenues analytiquement
au calcul nume´rique en diagonalisation exacte sur des e´chelles de taille L ≤ 18. Comme
pre´vu, la figure 3.7 montre un tre`s bon accord dans le re´gime de fort couplage transverse.
Le champ moyen pre´dit un peu mieux la forme de la relation de dispersion mais ne´cessite
une correction de 0.7(J21+J
2
2 )/J⊥ pour reproduire correctement le gap [31]. Enfin, comme
pour l’e´chelle non-frustre´e, l’image du triplet qui saute de barreau en barreau a` la limite
de fort J⊥ reste qualitativement valable jusqu’a` l’e´chelle isotrope J1 ' J⊥ (comme on
peut en juger sur la figure 3.6(c)).
3.3.3 Fonctions de corre´lation et facteur de structure
Pour les syste`mes antiferromagne´tiques sans frustration, la tendance a` s’ordonner
selon Ne´el se traduit par le fait qu’en ge´ne´ral q = q∗ = q¯ = pi. En pre´sence de frustration,
ces trois vecteurs d’onde sont a priori diffe´rents dans la mesure ou` les valeurs des couplages
pour lesquels ils s’e´cartent de pi sont diffe´rents. Pour un syste`me gappe´, la diffe´rence entre
q et q¯ s’interpre`te a` l’aide du crite`re de Rayleigh. En effet, les fonctions de corre´lation
oscillent a` un vecteur d’onde q, sur une longueur caracte´ristique ξspin. La transforme´e de
Fourier posse`de alors une structure avec deux pics correspondant a` q et 2pi − q, dont la
6. La re´solution nume´rique du syste`me (3.27) de manie`re auto-cohe´rente converge de plus en plus
difficilement, au fur a` mesure que J1 et J2 se rapprochent de J⊥. On ne peut espe´rer de´terminer µ et s¯
2
nume´riquement que pour J⊥ & 2J1,2.
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largeur est controˆle´e par 1/ξspin. Par conse´quent, q¯ est le´ge`rement plus grand que q :
q¯ − q ∝ 1
ξspin
. (3.32)
De plus, lorsque q est trop proche de pi, c’est-a`-dire
pi − q . 1
ξspin
, (3.33)
l’incommensurabilite´ n’apparaˆıt pas dans le facteur de structure, qui posse`de un seul pic
aplati en q¯ = pi. A` partir de ce crite`re de Rayleigh, Nomura a propose´ une interpre´tation
phe´nome´nologique de l’apparition de l’incommensurabilite´ dans les e´tats VBS, comme
la fusion puis la se´paration de points de branchement dans le prolongement au plan
complexe du facteur de structure [65]. Comme nous allons le voir, ce scenario se ve´rifie
e´galement dans la phase RVB. Dans cette phase, on peut calculer le facteur de struc-
ture dans l’approximation de champ moyen et la proposition de Nomura peut se ve´rifier
analytiquement.
En l’absence de frustration dans la direction transverse y, la relation de dispersion a`
un magnon est dans le secteur ky = pi, et le facteur de structure est clairement maximal
dans ce secteur. Le facteur de structure a` k = (k, pi) est la transforme´e des fonctions de
corre´lation
Sk =
L∑
x=1
eikx 〈(Sx,1 − Sx,2) · (S1,1 − S1,2)〉 . (3.34)
A` l’aide de l’expression des ope´rateurs de spin (1.27), on obtient l’expression en fonction
des ope´rateurs de lien :
Sk = s¯
2
〈(
tkσ + t
†
−kσ
)(
t†kσ + t−kσ
)〉
. (3.35)
En inversant la transformation de Bogoliubov (3.23), on obtient l’expression du facteur
de structure a` tempe´rature nulle :
Sk = 3s¯
2(uk − vk)2 = 3s¯
2
√
1 + d1 cos k + d2 cos 2k
, (3.36)
ou` d1 et d2 sont de´finis par l’e´quation (3.28). Comme Sk ∝ 1/ωk, le maximum du facteur
de structure correspond au minimum de la relation de dispersion, c’est-a`-dire
q¯ = q∗ = arccos
(
− J1
4J2
)
. (3.37)
Cependant, cette e´galite´ n’est vraie que dans le re´gime de fort J⊥ car la branche a` un
magnon est bien se´pare´e du reste du spectre (figure 3.6). On a ve´rifie´ nume´riquement
que pour J⊥ = J1 par exemple, la position q¯ du maximum du facteur de structure ne
correspond plus a` q∗, celle de la relation de dispersion.
Comme sugge´re´ par la re´fe´rence [65], l’incommensurabilite´ peut s’interpre´ter en
e´tudiant les singularite´s du facteur de structure e´tendu au plan complexe. Pour cela,
on introduit le polynoˆme
P (X) = 2d2X
2 + d1X + 1− d2 , (3.38)
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Figure 3.8 – E´volution dans le plan complexe (a, b) des singularite´s du facteur de struc-
ture calcule´ en champ moyen, lorsqu’on augmente la frustration. Les lignes vertes sont
les lignes de coupures et les points vert, les points de branchements. Les points noirs sont
des poˆles. Les lignes en pointille´s repre´sentent les points tels que Im[P (cos k)] = 0.
tel que le facteur de structure se re´e´crive
Sk =
3s¯2√
P (cos k)
. (3.39)
On pose k = a+ ib ou` a ∈ [0, 2pi] et b ∈ R, ce qui donne
P (cos k) = 1 + d1 cos(a) ch(b) + d2 cos(2a) ch(2b)
− i sin(a) sh(b) [4d2 cos(a) ch(b) + d1] . (3.40)
Sur la figure 3.8, on a repre´sente´ les lignes de coupures (ou` P (cos k) < 0) et les singularite´s
(ou` P (cos k) = 0) du facteur de structure. Le discriminant de P change de signe en
d2 = d2,c avec
d2,c =
1
2
(
1−
√
1− d
2
1
2
)
' d
2
1
8
. (3.41)
– Pour d2 < d2,c, P a deux racines re´elles, infe´rieures a` −1. Par conse´quent, Sk a des
lignes de coupures et quatre points de branchement sur l’axe Re[k] = pi, de parties
imaginaires ±1/ξ±spin (ξ+spin > ξ−spin), ou`
ξ±spin = argch
−1
(
d1 ∓
√
d21 − 8d2(1− d2)
4d2
)
' argch−1
(
J1 ∓
√
J21 − 4J2J⊥
4J2
)
, (3.42)
dans la limite de fort J⊥.
– Pour d2 = d2,c, P se factorise exactement et la racine carre´e disparaˆıt de Sk. Il n’y a
plus de ligne de coupure. Les points de branchement fusionnent pour donner deux
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poˆles sur l’axe Re[k] = pi, de partie imaginaire ±1/ξspin, ou`
ξspin = argch
−1
(
J1
4J2
)
, (3.43)
– Pour d2 > d2,c, les racines de P ont une partie imaginaire non-nulle. Par conse´quent,
les points de branchement quittent l’axe Re[k] = pi. Leurs affixes s’e´crivent±q±iξ−1spin
ou` q et ξspin ve´rifient le syste`me d’e´quations suivant :
cos(q) ch(ξ−1spin) = −
d1
4d2
, (3.44)
sin(q) sh(ξ−1spin) =
√
8d2(1− d2)− d21
4d2
. (3.45)
Dans la limite de fort J⊥, on obtient :
q ' arccos
(
− J1
2
√
J2J⊥
)
, (3.46)
ξspin ' argch−1
(
1
2
√
J⊥
J2
)
. (3.47)
Le de´part de q par rapport a` pi
pi − q ∼
(
J2
J1
− J1
4J⊥
)1/2
, (3.48)
fait apparaˆıtre le meˆme exposant que le de´part de q∗ et q¯
pi − q∗ ∼
(
J2
J1
− 1
4
)1/2
. (3.49)
Cet exposant est aussi celui de l’expression (2.30) du vecteur d’onde incommensurable
dans la chaˆıne J1-J2 impaire (partie 2.2.2). De plus, ce re´sultat est en accord avec les
re´sultats nume´riques de la re´fe´rence [75], sur la chaˆıne de spins 1.
La fonction de corre´lation dans l’espace re´el est obtenue en prenant la transforme´e de
Fourier inverse du facteur de structure, soit a` la limite thermodynamique :
〈(Sx,1 − Sx,2) · (S1,1 − S1,2)〉 = 3s¯
2
2pi
∫ 2pi
0
eikx√
P (cos k)
dk . (3.50)
Le calcul de cette inte´grale par le the´ore`me des re´sidus est de´licat a` cause des lignes de
coupures, mais le comportement en x est essentiellement donne´ par eiz1x et eiz2x, ou` z1
et z2 sont les singularite´s de Sk dans le demi-plan supe´rieur. De plus, la pre´sence de la
racine sugge`re que le re´sultat se comporte comme l’inte´grale :∫ +∞
0
eikx√
k2 + ξ−2
dk ∼
xξ
e−x/ξ√
x
. (3.51)
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En effet, comme pour les corre´lations dans la chaˆıne J1-J2 [88], la correction en 1/
√
x
permet de mieux fitter les corre´lations calcule´es nume´riquement. 7 Remarquons qu’au
changement de re´gime, cette correction disparaˆıt et la de´croissance est purement expo-
nentielle. On en de´duit le comportement des fonctions de corre´lation selon les valeurs de
d2.
– Pour d2 < d2,c, on est dans le re´gime commensurable :
〈(Sx,1 − Sx,2) · (S1,1 − S1,2)〉 ∼ (−1)
x
√
x
(
Ae−x/ξ
+
spin −Be−x/ξ−spin
)
, (3.52)
ou` ξ±spin sont donne´s par l’e´quation (3.42) et A, B sont des constantes qui de´pendent
respectivement de ξ±spin.
– A` la transition (d2 = d2,c), on a :
〈(Sx,1 − Sx,2) · (S1,1 − S1,2)〉 ∼ C(−1)xe−x/ξspin , (3.53)
ou` ξspin est donne´ par l’e´quation (3.43) et C est une constante, fonction de ξspin.
– Pour d2 > d2,c, on est dans le re´gime incommensurable :
〈(Sx,1 − Sx,2) · (S1,1 − S1,2)〉 ∼ C ′ e
−x/ξspin
√
x
cos(qx+ φ) , (3.54)
ou` q et ξspin sont respectivement donne´s par les e´quations (3.46) et (3.47), et C
′, φ
sont des constantes, fonctions de q et ξspin.
Enfin, pour comple´ter la discussion, l’incommensurabilite´ n’apparaˆıt dans le facteur de
structure Sk que lorsque d2 atteint d1/4 > d2,c. On peut interpre´ter cette transition
graphiquement : la position q¯ du maximum de Sk est donne´e par l’intersection de l’axe
re´el avec les courbes d’e´quation
cos(a) ch(b) +
d1
4d2
= 0 , (3.55)
c’est-a`-dire Im[P (cos k)] = 0. Comme le montre la figure 3.8, ces courbes sont simplement
les prolongements des lignes de coupures.
Pour ve´rifier ces pre´dictions, et notamment l’expression (3.46) du vecteur d’onde in-
commensurable q, on a calcule´ en DMRG les fonctions de corre´lation ainsi que leurs
transforme´es de Fourier pour diffe´rentes valeurs de J2/J1 et J⊥/J1. Les fonctions de
corre´lation sont extrapole´es par une loi de la forme
〈(Sx,1 − Sx,2) · (S1,1 − S1,2)〉 = A
xα
(−1)xe−x/ξspin , (3.56)
dans le re´gime commensurable et
〈(Sx,1 − Sx,2) · (S1,1 − S1,2)〉 = A
xα
e−x/ξspin cos(qx+ φ) , (3.57)
7. Cette correction n’est observable que lorsque la longueur de corre´lation ξspin n’est pas trop petite,
et donc quand J⊥ n’est pas trop grand devant J1,2.
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(a) E´chelle semi-logarithmique. (b) E´chelle dilate´e montrant les oscillations dans le re´gime
incommensurable.
dans le re´gime incommensurable (A, α, q et φ sont des parame`tres de fit). Comme le
montre la figure 3.9, l’exposant α est proche de 1/2 dans les re´gimes commensurable et
incommensurable et est fortement re´duit au voisinage du changement de re´gime. La figure
3.10 montre un excellent accord des expressions (3.37) et (3.46) du champ moyen, avec
les valeurs de q et q¯ de´termine´es nume´riquement. Plus J⊥ augmente, plus la diffe´rence
entre q et q¯ est importante. Dans la limite J⊥  J1,2, l’incommensurabilite´ apparaˆıt pour
J2
J1
>
J1
4J⊥
−→
J⊥J1
0 (3.58)
dans les fonctions de corre´lation, tandis qu’elle n’apparaˆıt que pour
J2
J1
>
1
4
(3.59)
dans le facteur de structure et la relation de dispersion. Par ailleurs, remarquons que pour
J⊥ = J1, la situation est particulie`rement trompeuse. En effet, pour cette valeur de J⊥,
l’apparition de l’incommensurabilite´ dans l’espace re´el, donne´e par la condition (3.58),
co¨ıncide exactement avec son apparition dans l’espace de Fourier a` fort J⊥, donne´e par
la condition (3.59). Le de´part de pi est le meˆme pour q (3.48) et q∗ (3.49). La diffe´rence
entre q et q∗ n’est observe´e que proche de pi/2, dans le re´gime a` fort J2.
Enfin, on peut se demander si q, q∗ et q¯ atteignent pi/2 avant que la limite J1 = 0 ne
soit atteinte, de la meˆme fac¸on que q, q∗ et q¯ restent bloque´s a` pi, avant l’apparition de
l’incommensurabilite´. Cette question est cependant difficile a` trancher nume´riquement.
S’il y a un blocage a` pi/2, on s’attend a` ce qu’il ait lieu dans le re´gime non-perturbatif
J2 & J⊥ & J1.
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3.3.4 Gap de spin et longueurs de corre´lation
E´volution a` J⊥/J1 fixe´
Dans la limite de fort J⊥, le gap de spin ∆S est de´duit de la relation de dispersion
(3.17) de l’approche perturbative :
∆S =

J⊥ − J1 + J2 + 3
4
J21 + J
2
2
J⊥
pour J2 ≤ J1/4 ,
J⊥ − J2 − J
2
1
8J2
+
3
4
J21 + J
2
2
J⊥
pour J2 ≥ J1/4 .
(3.60)
Pour J⊥ = 3J1, la figure 3.11(b) montre de´ja` un tre`s bon accord avec le calcul nume´rique
en DMRG. Remarquablement, le gap augmente puis diminue avec la frustration, passant
par un maximum local. Ce maximum est atteint pour une valeur de J2/J1 plus grande que
1/4, qui correspond a` l’apparition de l’incommensurabilite´ dans q∗ ' q¯. A` l’ordre ze´ro en
J2/J⊥, le maximum de (3.60) a lieu a` J2 ' J1/
√
8, en accord avec la figure 3.11(b). Pour
l’e´chelle isotrope (J⊥ = J1), l’expression (3.60) n’est plus quantitative, mais l’existence
d’un maximum local et sa position au-dela` de l’apparition de l’incommensurabilite´ restent
ve´rifie´es (figure 3.11(a)).
Le comportement de la longueur de corre´lation de spin ξspin est diffe´rent de celui
du gap. L’expression de ξspin dans l’approximation de champ moyen est donne´e par les
e´quations (3.42), (3.43) et (3.47). Le comportement de ξspin est singulier au changement
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de re´gime. Du coˆte´ commensurable, ξspin a le meˆme comportement critique (3.48) que q
du coˆte´ incommensurable :
ξ±spin − argch
(
J⊥
J1
)
∼ ±
(
J1
4J⊥
− J2
J1
)1/2
, (3.61)
Du coˆte´ incommensurable, la de´rive´e de ξspin reste finie, comme pour q du coˆte´ commen-
surable, sauf que la de´rive´e de ξspin n’est pas nulle. La figure 3.11(b) montre un bon accord
avec le nume´rique, dans le re´gime de fort J⊥. Cependant, l’accord est moins bon que pour
le vecteur d’onde q (figure 3.10), car il faut se rappeler que le gap n’est pas bien reproduit
dans l’approximation de champ moyen (voir partie 3.3.2). On a ve´rifie´ en DMRG que
ce comportement singulier de ξspin reste valable tout le long de la ligne d’apparition de
l’incommensurabilite´ dans les fonctions de corre´lation repre´sente´e sur le diagramme de
phase de la figure 3.3. Par ailleurs, comme ξ−spin  1, l’existence de la seconde longueur de
corre´lation ξ−spin du coˆte´ commensurable est difficile a` mettre en e´vidence nume´riquement.
E´volution a` J2/J1 fixe´
On e´tudie maintenant le comportement du gap de spin a` travers la transition de phase,
en augmentant le couplage transverse J⊥/J1 le long de la ligne J2 = 0.6J1. Les re´sultats
obtenus en DMRG sont repre´sente´s figure 3.12.
– Le gap de´pend peu de J⊥ dans la phase columnar-dimer, car les excitations de spins
(paires de spinons) restent essentiellement localise´es sur un montant de l’e´chelle. Le
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couplage transverse induit a` la fois des fluctuations RVB dans l’ordre de dime`res et
un faible e´change des paires de spinons entre les deux montants, qui donne au gap
un comportement non-monotone.
– Dans la phase rung-singlet, le gap est essentiellement controˆle´ par la formation
de triplets sur les barreaux et croˆıt line´airement avec J⊥ dans le re´gime de fort
couplage, d’apre`s l’expression (3.60).
– Au voisinage de la transition, le gap admet un minimum local non-trivial, pour une
valeur de J⊥ le´ge`rement supe´rieure a` la valeur critique.
Il est inte´ressant de comparer ce comportement a` ceux des longueurs caracte´ristiques
du syste`me : la longueur de corre´lation de spin ξspin et la longueur associe´e a` l’ordre
des dime`res ξdimer. Conforme´ment aux pre´dictions de la partie 3.2.1, ξdimer diverge a` la
transition, alors que ξspin reste finie. Comme le gap de spin, ξ
−1
spin admet un minimum
proche de la transition, pour une valeur de J⊥ le´ge`rement supe´rieure a` celle du minimum
du gap de spin.
E´volution du gap de spin a` travers le diagramme de phase
La figure 3.13 montre le comportement du gap a` travers la totalite´ du diagramme de
phase. Le minimum local, observe´ pre`s de la ligne de transition, et le maximum local,
au voisinage de l’apparition de l’incommensurabilite´, donnent lieu a` un point selle a` peu
pre`s a` l’intersection des lignes de transition.
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Figure 3.13 – Gap triplet calcule´ en DMRG pour L = 64, en fonction de J⊥ et J2, a` J1
fixe´.
3.4 Thermodynamique
Dans cette partie, on discute quelques questions lie´es a` la thermodynamique du
mode`le. Les courbes de susceptibilite´ magne´tique et de chaleur spe´cifique, en fonction
de la tempe´rature, peuvent eˆtre calcule´es nume´riquement en diagonalisant comple´tement
le hamiltonien. Les moyens de calcul restreignent cette me´thode a` des e´chelles de taille
maximale L = 10. Dans la re´gion du diagramme de phase ou` les e´chelles d’e´nergie sont
petites (voir figure 3.13), les longueurs de corre´lations sont grandes et on s’attend a` des
effets de taille finie importants. C’est pourquoi on discute le cas d’e´chelle dans la phase
rung-singlet, avec un J⊥ suffisamment grand. On peut cependant faire quelques commen-
taires qualitatifs sur la thermodynamique de la phase columnar-dimer. Comme on l’a vu
sur la figure 3.6, il existe quatre e´tats de basse e´nergie dans le secteur singulet, qui sur des
e´chelles de taille finie, contribuent a` la chaleur spe´cifique, mais pas a` la susceptibilite´. Au
point critique, a` cause du mode non-gappe´ qui se de´veloppe dans le secteur singulet, on
peut supposer que la chaleur spe´cifique a un comportement line´aire a` basse tempe´rature
(en accord avec l’exposant universel de la classe d’universalite´ d’Ising), alors que la sus-
ceptibilite´ magne´tique tend vers ze´ro exponentiellement, avec une e´chelle d’e´nergie donne´e
par le gap de spin. Les tailles de syste`me auxquelles on a acce`s sont malheureusement
trop petites pour de´montrer ce sce´nario.
On e´tudie maintenant la susceptibilite´ magne´tique dans la phase rung-singlet. Comme
on a une expression analytique (3.17) pour la relation de dispersion ωk a` un magnon dans
le re´gime de fort couplage J⊥, on peut de´river la susceptibilite´ en supposant les magnons
inde´pendants. Le proble`me est que les magnons ne sont ni des bosons, ni des fermions,
car il ne peuvent pas eˆtre a` deux sur le meˆme barreau, mais peuvent eˆtre plusieurs dans
le meˆme e´tat (k, σ). En effet, le nombre d’e´tats a` N magnons sur L barreaux est 3N
(
L
N
)
.
L’approximation propose´e par Troyer et al. [81] consiste a` modifier le´ge`rement la fonction
de partition grand canonique Ξ de sorte que chaque N contribue avec la bonne entropie :
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on prend
Ξ =
L∑
N=0
3N
(
L
N
)
(3L)N
ZN , (3.62)
ou` ZN est la fonction de partition canonique pour N magnons discernables. On en de´duit
une expression approche´e de la susceptibilite´ magne´tique :
χ(β) = β
z(β)
1 + 3z(β)
, (3.63)
ou` β = 1/kBT est la tempe´rature inverse, et
z(β) =
1
L
∑
k
e−βωk (3.64)
la fonction de partition a` un magnon. Le re´sultat de cet ansatz avec la relation de disper-
sion (3.17) est compare´ avec le calcul nume´rique sur la figure 3.14. Le gap e´tant bien capte´
par la relation de dispersion perturbative (3.17), le comportement a` basse tempe´rature
χ(β) ∝
√
βe−β∆S , (3.65)
pour lequel les effets a` plusieurs magnons (a` la fois d’interaction et de statistique) sont
ne´gligeables, est bien reproduit. Dans la limite haute tempe´rature, on retrouve la bonne
loi de Curie :
χ(β) ' β
4
, (3.66)
mais cette loi est tout aussi bien capte´e par des barreaux de´couple´s (figure 3.14). A`
tempe´rature interme´diaire T ∼ ∆S/kB, dans la re´gion du maximum, la comparaison est
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la plus mauvaise, illustrant le fait que la valeur et la position du maximum de χ sont un
proble`me difficile [41].
On peut cependant se faire une ide´e qualitative de l’effet de la frustration dans la
limite de fort J⊥, en de´veloppant les expressions (3.63) et (3.64) en J1,2/J⊥. On obtient
alors
χ(β) ' χ0(β)
[
1− 1
1 + 3e−βJ⊥
(
3
4
Jeff
J⊥
(βJeff)− 1
4
(βJeff)
2
)]
, (3.67)
ou`
χ0(β) = β
e−βJ⊥
1 + 3e−βJ⊥
(3.68)
est la susceptibilite´ de barreaux J⊥ de´couple´s et Jeff =
√
J21 + J
2
2 . En de´pit d’approxi-
mations se´ve`res, cette formule rend compte de la re´duction du maximum avec Jeff. Dans
la mesure ou` Jeff augmente avec la frustration, on s’attend a` ce que le maximum de χ
de´pende largement de la frustration.
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Pour pre´ciser l’effet de la frustration dans la phase rung-singlet, on a trace´ sur la
figure 3.15, la susceptibilite´ d’une e´chelle isotrope de taille L = 10, pour plusieurs valeurs
de J2. L’e´volution de ces courbes est a` la fois controˆle´e par le gap et la frustration. Le
gap peut eˆtre extrait du comportement a` basse tempe´rature, mais comme celui-ci a un
comportement non-monotone avec la frustration (figure 3.11), sa seule de´termination ne
suffit pas a` de´terminer J2. Le re´gime a` haute et moyenne tempe´ratures est lui davantage
controˆle´ par Jeff/J⊥ et montre une re´duction syste´matique du maximum. La position du
maximum par contre, a un comportement non-monotone en fonction de J2/J1, re´miniscent
du comportement du gap. Ce comportement non-trivial du maximum peut certainement
eˆtre capte´e par des de´veloppements a` haute tempe´rature tels que ceux pre´sente´s dans la
re´fe´rence [66].
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Chapitre 4
Impurete´s non-magne´tiques dans les
e´chelles
Ce chapitre est consacre´ a` l’effet d’impurete´s non-magne´tiques dans le mode`le d’e´chelle
frustre´e du chapitre 3. Cette e´tude est motive´e par les expe´riences sur les compose´s
SrCu2O3 et BiCu2PO6 dope´s avec du zinc [6, 10].
Dans un premier temps, on e´tudie l’aimantation a` champ nul et la constante de
Curie, a` tempe´rature nulle, par des arguments probabilistes introduits par la re´fe´rence
[78]. De plus, la distribution des tailles d’e´chelles due aux coupures par les impurete´s est
de´termine´e exactement. En s’appuyant sur les re´sultats du chapitre pre´ce´dent, on e´tudie
ensuite les interactions effectives entre impurete´s dans le cas frustre´. Enfin, on discute les
effets des impurete´s sur la courbe d’aimantation a` bas champ et sur la loi de Curie a` basse
tempe´rature. On montre notamment, en introduisant un mode`le de dime`res ale´atoires,
que la courbe d’aimantation et le comportement en tempe´rature de la constante de Curie
permettent tous deux de sonder la distribution des couplages effectifs entre impurete´s.
On note z la concentration en impurete´s et la moyenne sur le de´sordre est indique´e
par une barre.
4.1 Re´sultats exacts sur un re´seau bipartite a`
tempe´rature nulle
En l’absence de frustration, on peut de´terminer certaines proprie´te´s a` tempe´rature
nulle, et notamment la constante de Curie. Les re´sultats obtenus dans cette partie consti-
tuent une ame´lioration de re´sultats obtenus par Sigrist et Furusaki [78]. Ces re´sultats
sont plus ge´ne´raux que le cas de l’e´chelle a` deux montants : les seules hypothe`ses sont
d’avoir un re´seau bipartite et que le re´seau percole, c’est a` dire qu’on ne forme pas de
domaines de´connecte´s.
4.1.1 Distribution du spin total
Frischmuth et al. ont de´termine´ la distribution du spin total sur une chaˆıne de lon-
gueur ` avec des couplages (uniquement aux premiers voisins) ale´atoires ferromagne´tiques
ou antiferromagne´tiques [27, 28]. Dans ce cas, le spin total est simplement une marche
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ale´atoire a` une dimension de longueur `. Le re´sultat est sensiblement diffe´rent lorsque les
spins (ou les vacances) sont dispose´s ale´atoirement sur un re´seau sous-jacent.
On conside`re un re´seau bipartite de N sites, de sous-re´seaux A et B, dont on sup-
pose qu’ils ont le meˆme nombre de sites N/2. Ni = zN impurete´s sont distribue´es uni-
forme´ment sur le re´seau et on note respectivement NAi et N
B
i le nombre d’impurete´s sur
chaque sous-re´seau. On suppose en outre que les impurete´s ne se´parent pas le re´seau
en deux re´seaux de´connecte´s. Suivant l’ide´e originale de Sigrist et Furusaki [78], on ap-
plique le the´ore`me de Marshall pre´sente´ au chapitre 1. Pour une configuration d’impurete´s
donne´e, le spin du fondamental est
Stot =
1
2
|NAi −NBi | =
1
2
|2NAi −Ni| . (4.1)
La probabilite´ d’avoir une configuration avec NAi = n impurete´s sur le sous-re´seau A, et
donc NBi = Ni − n sur le sous-re´seau B, s’e´crit
P(NAi = n) =
(
N/2
n
)(
N/2
Ni−n
)(
N
Ni
) , (4.2)
d’ou` la probabilite´ d’avoir un spin total S :
P(Stot = S) =
( N/2
Ni
2
+S
)( N/2
Ni
2
−S
)
(
N
Ni
) (2− δS,0) , (4.3)
ou` S ∈ [0, Ni
2
]. Ce re´sultat exact va nous permettre de calculer nume´riquement le spin
total moyen et la constante de Curie a` tempe´rature nulle. Dans la limite Ni  1 (et z
fixe´), d’apre`s le the´ore`me central limite, P (Stot) converge vers une loi gaussienne. Une
approximation de point selle donne le comportement asymptotique suivant :
P(Stot = S) ' 2√
2piσ2S
e−S
2/2σ2S , (4.4)
ou` la variance est donne´e par
σ2S =
Ni
4
(1− z) . (4.5)
L’expression (4.4) permet de calculer le spin moyen et le spin carre´ moyen 1 dans la
limite Ni  1, soit
Stot '
√
1− z
2pi
√
Ni et S2tot '
1− z
4
Ni . (4.7)
On a ve´rifie´ nume´riquement ces expressions sur la figure 4.1. Sous ces hypothe`ses, le spin
moyen par impurete´ tend vers ze´ro a` la limite thermodynamique ; il n’y a pas d’aiman-
tation spontane´e, meˆme a` tempe´rature nulle, et le syste`me est paramagne´tique.
1. Le spin carre´ moyen peut se calculer exactement a` partir de la distribution de probabilite´ (4.3).
On obtient alors
S2tot =
1(
N
Ni
) [N2i
4
(
N
Ni
)
−N(Ni − 1)
(
N − 1
Ni − 1
)
+N(N − 1)
(
N − 2
Ni − 2
)]
. (4.6)
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Figure 4.1 – (a) Corrections de taille finie sur le spin total moyen Stot, pour quatre
concentrations z diffe´rentes. Le calcul nume´rique exact (points) est compare´ a` l’e´quation
(4.7). (b) Corrections de taille finie sur la constante de Curie a` tempe´rature nulle, com-
pare´es avec l’e´quation (4.13). La ligne a` 1/12 montre le re´sultat ge´ne´ralement admis.
4.1.2 Loi de Curie
On e´tudie maintenant la susceptibilite´ magne´tique uniforme du syste`me avec impu-
rete´s
χ(T ) =
∂m
∂H
(H = 0) , (4.8)
ou` m est la densite´ d’aimantation de´finie par
m(H, T ) =
2 〈Sztot〉
N
. (4.9)
En l’absence d’interactions entre impurete´s, ou a` des tempe´ratures supe´rieures a` l’e´chelle
d’e´nergie J0 de ces interactions, la contribution des Ni = zN impurete´s libe´rant chacune
un spin 1/2 est la fonction de Brillouin
m(H, T ) = z th
(
H
2T
)
. (4.10)
La susceptibilite´ correspondante est une loi de Curie χ(T ) = c/T ou` c = z/2 est la
constante de Curie de´finie par
c = T
∂m
∂H
(H = 0) =
2
〈
Sztot
2
〉
N
. (4.11)
A` tempe´rature nulle, on a 〈
Sztot
2
〉
=
1
3
Stot(Stot + 1) , (4.12)
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donc d’apre`s les expressions (4.7)
cz,Ni(T = 0) =
z(1− z)
6
[
1 +
√
8
pi(1− z)N
−1/2
i
]
. (4.13)
Les effets de taille finie sur c a` tempe´rature nulle sont repre´sente´s sur la figure 4.1. Ils
sont essentiels pour interpre´ter les simulations a` taille finie. A` la limite thermodynamique
et dans la limite dilue´e z  1, on retrouve la valeur c ' z/6 obtenue par la re´fe´rence [78]
en ne´gligeant l’effet du re´seau.
Ainsi, la constante de Curie passe de z(1 − z)/6 a` tre`s basse tempe´rature, a` z/2
pour des tempe´ratures interme´diaires infe´rieures au gap ∆S. A` haute tempe´rature, tous
les spins se comportent essentiellement comme des spins libres et la constante de Curie
atteint (1 − z)/2 [78]. Pour un syste`me qui posse`de un gap de spin ∆s en l’absence
d’impurete´s, le plateau interme´diaire n’existe que si l’e´chelle d’e´nergie J0 correspondant
aux interactions entre impurete´s et ∆S sont bien se´pare´s. Comme on va le voir, ce n’est
pas le cas dans les e´chelles ou` J0 ∼ J⊥ ∼ ∆S (figure 4.6).
4.1.3 Effets des coupures
Les re´sultats a` tempe´rature nulle Stot = 0 et c = z(1− z)/6 sont exacts en supposant
qu’il n’y ait pas de coupure du re´seau. Cependant, dans le cas de l’e´chelle non-frustre´e 2,
la connectivite´ est coupe´e lorsque
– deux impurete´s sont sur le meˆme barreau,
– deux impurete´s sont sur la diagonale d’une plaquette (figure 4.7(a)).
A` cause de ces coupures, le syste`me a` la limite thermodynamique est compose´ d’un
ensemble d’e´chelles de taille finie de´connecte´es et il faut moyenner les expressions (4.7)
sur la distribution des tailles des sous-syste`mes ρ(`) [78]. 3 Par ailleurs, Trinh et al. ont
montre´ que ces coupures induisent, pour la longueur de corre´lation du syste`me dope´, une
valeur maximale de l’ordre de z−2, qui n’est cependant atteinte que pour des tre`s basses
tempe´rature [80].
Distribution des tailles
Si on conside`re une impurete´ a` la position (x, 0), il y a trois positions pour une seconde
impurete´ qui brisent l’e´chelle : (x−1, 1), (x, 1) et (x+1, 1). Dans la limite dilue´e z  1, la
densite´ de coupures est donc 3z2 et la longueur moyenne des e´chelles ¯`' 1/3z2. Comme
les positions des coupures ne sont pas corre´le´es (a` suffisamment grandes distances), il est
raisonnable de supposer que le nombre de coupures suit un processus de Poisson, soit
ρ(`) ' ζe−ζ` , (4.14)
avec ζ ' 3z2.
2. En pre´sence de couplages aux seconds voisins, les coupures sont e´galement possibles, mais beaucoup
plus rares puisqu’elles ne´cessitent d’avoir quatre impurete´s sur une plaquette.
3. En re´alite´, la concentration en impurete´s fluctue d’un sous-syste`me a` l’autre, autour de la valeur
moyenne z. Rigoureusement, il faudrait donc conside´rer la distribution jointe des tailles et des nombres
d’impurete´s. Cependant, l’approximation qui consiste a` ne´gliger ces fluctuations c’est-a`-dire a` supposer
qu’un sous-syste`me de taille ` contient Ni = 2`z impurete´s donne des re´sultats satisfaisants.
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Figure 4.2 – Chaˆıne de Markov correspondant a` une configuration d’impurete´s. La
plaquette de de´part brise l’e´chelle, mais est conside´re´e comme dans l’e´tat 2.
En fait, la distribution des tailles peut eˆtre calcule´e exactement. Pour cela, l’e´chelle
est de´crite par une chaˆıne de Markov (Xn)n≥0, ou` Xn repre´sente la configuration des
impurete´s sur la plaquette n constitue´e des barreaux n et n + 1. Ce processus ve´rifie
bien la proprie´te´ de Markov : la configuration sur la plaquette n + 1 ne de´pend que
de la configuration sur la plaquette n, avec laquelle elle partage un barreau. Les 24
configurations sur une plaquette n sont classe´es en trois e´tats, correspondant aux valeurs
possibles pour la variable Xn :
1. la plaquette ne brise pas l’e´chelle et il n’y a pas d’impurete´ sur le barreau n+ 1,
2. la plaquette ne brise pas l’e´chelle et il y a une impurete´ sur le barreau n+ 1,
3. la plaquette brise l’e´chelle.
Les probabilite´s de transition a` partir de l’e´tat 3 ne sont pas utiles et on peut prendre
cet e´tat comme un e´tat pie`ge. La matrice de transition Q, dont les e´le´ments Qij sont les
probabilite´s de passer de l’e´tat i a` l’e´tat j, s’e´crit
Q =
 Q˜ z2z
0 0 1
 , (4.15)
ou`
Q˜ =
(
(1− z)2 2z(1− z)
(1− z)2 z(1− z)
)
. (4.16)
La distribution ρ(`) est la distribution des distances pour atteindre l’e´tat 3, donne´e par
ρ(`) = P (X` = 3, X`−1 6= 3, . . . , X0 6= 3) = ζ`−1
`−2∏
n=0
(1− ζn) , (4.17)
ou`
ζn = P (Xn+1 = 3|Xn 6= 3) = z
2
P(Xn = 1) + zP(Xn = 2)
P(Xn = 1) + P(Xn = 2)
. (4.18)
Partant d’une distribution initiale pour X0
P0 =
(
p 1− p 0) , (4.19)
on montre par re´currence que
P(Xn = i) = (P0Q
n)i . (4.20)
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On en de´duit l’expression de ζn
ζn =
(
p 1− p) Q˜n(z2
z
)
(
p 1− p) Q˜n(1
1
) . (4.21)
La distribution exacte (4.17) est diffe´rente de la loi (4.14) mais ζn converge rapidement
vers une constante inde´pendante de p
ζ =
1
2
(
1 + z − (1− z)
√
1 + 4z(1− z)
)
∼
z1
3z2 . (4.22)
Par conse´quent, la loi (4.17) est pratiquement une loi ge´ome´trique de parame`tre ζ :
ρ(`) ' ζ(1− ζ)`−1 , (4.23)
dont la limite continue est bien la loi (4.14).
Aimantation et constante de Curie a` la limite thermodynamique (T = 0)
Les expressions (4.7) du spin total et du spin total au carre´ doivent eˆtre moyenne´es
sur les diffe´rentes tailles ` de sous-syste`mes, soit, en ne´gligeant les fluctuations du nombre
d’impurete´s,
Stot '
+∞∑
`=1
ρ(`)
√
z
pi
(1− z)` et S2tot '
+∞∑
`=1
ρ(`)
z
2
(1− z)` . (4.24)
En utilisant l’approximation par une loi ge´ome´trique (4.23) pour la distribution des
tailles 4, on en de´duit
Stot ' 1
2
√
z
ζ
(1− z) et S2tot '
z
2ζ
(1− z)(1− ζ) . (4.25)
Il faut ensuite multiplier ces expressions par la densite´ de sous-syste`mes ζ.
En particulier, la densite´ de spin total n’est pas nulle a` la limite thermodynamique.
Par conse´quent, l’aimantation a` tempe´rature nulle saute a` une valeur δm finie pour un
champ infinite´simal :
m(T = 0) −→
H→0+
δm . (4.26)
L’aimantation et la constante de Curie a` tempe´rature nulle s’e´crivent
δm ' 1
2
√
zζ(1− z) et c ' z
6
(1− z)(1− ζ) + 1
6
√
zζ(1− z) , (4.27)
soit dans la limite dilue´e z  1
δm ∼
√
3
2
z3/2 et c ∼ z
6
+
z3/2
2
√
3
− z
2
6
. (4.28)
4. Pour calculer le spin moyen, il faut approcher la somme par une inte´grale et utiliser la limite
continue (4.14) pour la distribution des tailles. On fait ainsi apparaˆıtre Γ(3/2) =
√
pi/2.
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4.2 Mode`le effectif de basse e´nergie
4.2.1 Hamiltonien effectif
On va maintenant de´river le hamiltonien de basse e´nergie qui rend compte des inter-
actions effectives entre impurete´s, pour un mode`le ge´ne´ral de N spins en interaction. Le
hamiltonien sans impurete´s se met sous la forme
Hclean = 1
2
∑
r,r′
Jr−r′Sr · Sr′ , (4.29)
ou` JR est la forme ge´ne´rale des couplages microscopiques.
5 On conside`re maintenant Ni
impurete´s non-magne´tiques aux positions I du re´seau. Le hamiltonien s’e´crit alors
H = 1
2
∑
r6=I
∑
r′ 6=I
Jr−r′Sr · Sr′ , (4.30)
c’est-a`-dire
H = Hclean +Himp , (4.31)
ou`
Himp = −
∑
r
∑
I
Jr−ISr · SI . (4.32)
Remarquons qu’on a introduit des ope´rateurs de spin effectifs aux positions I des impu-
rete´s, alors que ces sites sont justement vacants. Le hamiltonien (4.32) se met sous la
forme
Himp = −
∑
r
Heff
r
· Sr , (4.33)
ou`
Heff
r
=
∑
I
Jr−ISI (4.34)
est un champ magne´tique effectif. On suppose que l’on peut traiter Himp en perturbation
de Hclean, autrement dit que la pre´sence des impurete´s ne modifie pas trop le fondamental
de Hclean. On peut alors remplacer l’ope´rateur de spin en transforme´e de Fourier Sk, par
sa valeur moyenne dans la the´orie de la re´ponse line´aire
Sk ' 〈Sk〉 ' χkHeffk , (4.35)
ou` χk est la susceptibilite´ statique du syste`me pur et H
eff
k
la transforme´e de Fourier de
Heff
r
, soit
Heff
k
= Jk
∑
I
SIe
ik·I . (4.36)
La perturbation Himp se met alors sous la forme suivante :
Himp =
∑
I,J
Jeff
I−JSI · SJ , (4.37)
5. JR est une fonction paire de R.
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ou`
Jeff
R
= −
∑
k
|Jk|2χke−ik·R , (4.38)
est une interaction effective entre impurete´s. Si le syste`me sans impurete´s posse`de un gap
de spin et une longueur caracte´ristique associe´e ξspin, la susceptibilite´ χR, et donc l’in-
teraction effective Jeff
R
, de´croissent exponentiellement avec ‖R‖. Pour une concentration
en impurete´s z suffisamment faible (c’est-a`-dire z  1/ξspin a` une dimension), les inter-
actions effectives entre impurete´s restent petites devant le gap. Pour des tempe´ratures
infe´rieures au gap, le hamiltonien Hclean est a` peu pre`s gele´ dans son fondamental et le
syste`me est alors de´crit par le hamiltonien effectif Himp de l’e´quation (4.37). De plus, si le
hamiltonien effectif Himp est non-frustrant, on peut intuiter que les re´sultats de la partie
4.1 restent valables meˆme si le re´seau microscopique n’est pas bipartite (J2 6= 0).
4.2.2 Calcul de la susceptibilite´ dans l’approximation de champ
moyen
On reprend le hamiltonien (3.1) de l’e´chelle frustre´e. La susceptibilite´ statique du
syste`me sans impurete´s peut eˆtre calcule´e en utilisant les re´sultats de la partie 3.3.2.
Comme on l’a vu dans la partie 3.2.3, le gap de spin se trouve dans le secteur ky = pi
et la branche d’excitation dans ce secteur est bien se´pare´e du reste du spectre autour du
gap (figure 3.6). La contribution principale de la susceptibilite´ se situe donc a` ky = pi,
signature de la tendance des spins a` s’anti-aligner dans la direction transverse y. Pour
simplifier, on ne´glige la contribution a` ky = 0 qui de´croit plus rapidement avec la distance
selon x. Cette approximation est d’autant plus valable que le couplage transverse J⊥ est
grand.
Pour calculer la susceptibilite´ a` k = (k, pi), on regarde l’effet d’un champ magne´tique
a` cette fre´quence :
Hr = H cos(k · r) ez . (4.39)
Dans l’approximation de champ moyen pre´sente´e partie 3.3.2, le hamiltonien se re´e´crit :
H = E0 +
∑
k′,σ
ωk′b
†
k′σbk′σ −
L
2
Hs¯ (uk − vk)
(
bk0 + b−k0 + b
†
k0 + b
†
−k0
)
. (4.40)
On peut calculer la correction a` l’e´nergie au deuxie`me ordre de la the´orie des perturbations
en H :
E ' E0 − Ls¯2 (uk − vk)
2
2ωk
H2 , (4.41)
En identifiant cette expression a` l’e´nergie dans la the´orie de la re´ponse line´aire
E ' E0 − L(χk + χ-k)H2 , (4.42)
on en de´duit l’expression de la susceptibilite´ statique :
χk,pi =
s¯2
(J⊥ − 4µ)P (cos k) , (4.43)
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Figure 4.3 – Profil d’aimantation dans le secteur Sztot = 1/2 induit par une impurete´
non-magne´tique au site (0, 0), dans une e´chelle isotrope (J⊥ = J1), calcule´ en DMRG.
(a) J2 = 0 : re´gime commensurable. Les de´croissances du profil d’aimantation et de l’in-
teraction effective entre impurete´s sont compare´es avec la de´croissance de la fonction de
corre´lation de spin. La longueur caracte´ristique ξspin est la meˆme pour les trois grandeurs.
L’aimantation et l’interaction effective ont une de´croissance purement exponentielle tan-
dis que la fonction de corre´lation posse`de une correction en 1/xα. (b) J2 = J1 : re´gime
incommensurable. Les re´sultats du DMRG sont fitte´s par l’expression (4.52).
ou` P est le polynoˆme de´fini par l’e´quation (3.38). La susceptibilite´ fait donc apparaˆıtre
les meˆmes singularite´s que le facteur de structure, selon les valeurs de J2 (voir partie
3.3.3). Dans la limite de fort J⊥, on a :
χk,pi ' 1
4J⊥ + 8J1 cos k + 8J2 cos 2k
. (4.44)
4.2.3 Aimantation induite par une impurete´
Avant d’e´tudier l’interaction effective entre impurete´s, on conside`re le cas d’une
seule impurete´, a` la position I0. Le champ magne´tique effectif correspondant (de´fini par
l’e´quation (4.34)) est simplement Heff
r
= Jr−I0SI0 . La valeur moyenne de l’ope´rateur de
spin Sr est alors donne´e par la the´orie de la re´ponse line´aire, soit en transforme´e de
Fourier
〈Sk〉 ' χkHeffk . (4.45)
Cette expression perturbative n’est valable que la` ou` l’impurete´ ne perturbe pas trop
le fondamental de Hclean, c’est-a`-dire loin de l’impurete´. Le profil d’aimantation dans le
secteur Sztot = 1/2 s’e´crit donc〈
Sz
I0+R
〉 ' 1
2
√
2L
∑
k
e−ik·RχkJk . (4.46)
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ou` la forme ge´ne´rale du couplage correspondant au hamiltonien (3.1) de l’e´chelle frustre´e
est
Jk =
1√
2L
(2J1 cos kx + 2J2 cos 2kx + J⊥ cos ky) . (4.47)
A` l’aide de l’expression de la susceptibilite´ dans l’approximation de champ moyen (4.43),
on en de´duit l’expression du profil d’aimantation a` la limite thermodynamique :
〈
Szx,y
〉 ' 1
8
(−1)y 1
2pi
∫ 2pi
0
eikx
P (cos k)
dk , (4.48)
ou` (x, y) sont les coordonne´es par rapport a` la position de l’impurete´. On peut calculer
cette inte´grale a` l’aide du the´ore`me des re´sidus, en inte´grant sur un rectangle de hauteur
infinie entre 0 et 2pi. On a de´ja` e´tudie´ les racines du de´nominateur dans la partie 3.3.3.
– Dans le re´gime commensurable (J2
J1
< J1
4J⊥
), on obtient
〈
Szx,y
〉 ' 1
8
(−1)x+y
(
e−x/ξ
+
spin
sh
(
1/ξ+spin
)
P ′
[− ch (1/ξ+spin)]
+
e−x/ξ
−
spin
sh
(
1/ξ−spin
)
P ′
[− ch (1/ξ−spin)]
)
, (4.49)
ou` ξ±spin sont de´finis par l’e´quation (3.42).
– Dans le re´gime incommensurable (J2
J1
> J1
4J⊥
), on obtient
〈
Szx,y
〉 ' 1
4
(−1)ye−x/ξspin Im
[
eiqx
sin
(
q + iξ−1spin
)
P ′
[
cos
(
q + iξ−1spin
)]] , (4.50)
ou` q et ξspin sont de´finis par les e´quations (3.46) et (3.47).
– Exactement au changement de re´gime, P se factorise exactement : il n’y a plus
qu’un poˆle d’ordre 2 et le re´sidu est nul, soit
〈
Szx,y
〉
= 0.
Lorsque l’on tend vers le changement de re´gime, du coˆte´ commensurable ou incommen-
surable, chaque re´sidu pris se´pare´ment diverge, mais la somme des deux tend vers ze´ro.
Par contre l’amplitude de
〈
Szx,y
〉
, elle, tend vers +∞.
Sur la figure 4.3, on a calcule´ le profil d’aimantation dans le secteur Sztot = 1/2 induit
au voisinage d’une impurete´ en DMRG. Les expressions (4.49) et (4.50) donnent un bon
ordre de grandeur, mais en pratique il est pre´fe´rable de fitter le profil d’aimantation par
une fonction de la forme 〈
Szx,y
〉
= C(−1)x+y+1e−x/ξspin , (4.51)
dans le re´gime commensurable et〈
Szx,y
〉
= C(−1)y+1e−x/ξspin cos(qx+ φ) , (4.52)
dans re´gime incommensurable. Ces expressions restent valable a` petite distance, jusqu’a`
x = 1. On peut ve´rifier que le parame`tre C posse`de un pic au voisinage du changement de
re´gime. Contrairement aux fonctions de corre´lation, on n’attend pas de correction en loi
de puissance dans les profils d’aimantation. Sur la figure 4.3(a), le fit par une enveloppe
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Figure 4.4 – Longueur de corre´lation ξspin et vecteur d’onde extraits du profil d’aiman-
tation induit par une impurete´ et de l’interaction effective entre impurete´. Les re´sultats
du DMRG sont compare´s avec les pre´dictions du champ moyen dans le re´gime de fort
J⊥.
de la forme e−x/ξspin/xα donne un exposant α pratiquement nul pour le profil d’aiman-
tation induit par une impurete´ et un exposant α ' 1/2 dans le cas des corre´lations,
conforme´ment aux re´sultats de la partie 3.3.3. La comparaison des parame`tres de fit ξspin
et q avec les re´sultats du champ moyen donnent de bons re´sultats, comme le montre la
figure 4.4.
Physiquement, tout se passe comme si l’impurete´ libe´rait un spinon soumis a` un po-
tentiel attractif, qui le localise au voisinage de l’impurete´ sur une longueur caracte´ristique
ξspin.
4.2.4 Interaction effective entre impurete´s
Comportement a` grande distance
Dans l’approximation de champ moyen et dans le re´gime de fort J⊥, l’interaction
effective entre impurete´s (4.38) s’e´crit a` la limite thermodynamique
Jeffx,y '
J⊥
8
(−1)y+1 1
2pi
∫ 2pi
0
Q2(cos k)
P (cos k)
eikxdk , (4.53)
ou`
Q(X) = 1 + 2
J2
J⊥
− 2 J1
J⊥
X − 4 J2
J⊥
X2 . (4.54)
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Figure 4.5 – Comportement de l’interaction effective entre deux impurete´s en fonction de
leur distancerelative x, pour J⊥ = 3J1 et J2 = J1/2. Les re´sultats du DMRG (symboles)
sont fitte´s par l’expression (4.58).
Comme pour le profil d’aimantation, l’inte´grale peut eˆtre calcule´e par le the´ore`me des
re´sidus. On obtient alors
Jeffx,y '
1
8
(−1)x+y+1
(
Q2
[− ch (1/ξ+spin)]
sh
(
1/ξ+spin
)
P ′
[− ch (1/ξ+spin)]e−x/ξ+spin
+
Q2
[− ch (1/ξ−spin)]
sh
(
1/ξ−spin
)
P ′
[− ch (1/ξ−spin)]e−x/ξ−spin
)
, (4.55)
dans le re´gime commensurable et
Jeffx,y '
1
4
(−1)y+1e−x/ξspin Im
[
Q2
[
cos
(
q + iξ−1spin
)]
sin
(
q + iξ−1spin
)
P ′
[
cos
(
q + iξ−1spin
)]eiqx] , (4.56)
dans le re´gime incommensurable. Comme pour le profil d’aimantation, l’amplitude de Jeffx,y
diverge au voisinage du changement de re´gime, meˆme si elle est nulle exactement a` celui-
ci. De plus, on n’attend pas non plus de correction en loi de puissance (cette de´croissance
purement exponentielle avait de´ja` e´te´ mise en e´vidence nume´riquement en l’absence de
frustration [61]).
L’interaction effective peut eˆtre calcule´e nume´riquement en comparant les e´nergies
dans les secteurs singulet et triplet :
Jeff = EStot=1 − EStot=0 . (4.57)
Comme le secteur triplet apparaˆıt aussi dans le secteur Sztot = 0, l’amplitude |Jeff| est
donne´e par la diffe´rence des deux premie`res e´nergies dans le secteur Sztot = 0. Le signe de
Jeff est obtenu en comparant avec l’e´nergie dans le secteur Sztot = 1. Sur la figure 4.5, les
re´sultats sont fitte´s par une fonction de la forme
Jeffx,y = J0(−1)y+1e−x/ξspin cos(qx+ φ) , (4.58)
ou` q = pi et φ = 0 dans le re´gime commensurable. Comme attendu, le vecteur d’onde q et
la longueur caracte´ristique ξspin correspondent exactement a` ceux du profil d’aimantation
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Figure 4.6 – Amplitude J0 de l’interaction effective. (a) E´volution a` J2 = 0 en fonction
de J⊥/J1. (b) E´volution a` J⊥ = 3J1 en fonction de J2/J1, montrant la divergence a`
l’apparition de l’incommensurabilite´.
ou de la fonction de corre´lation. Le comportement de J0 n’est pas quantitativement pre´dit
par l’approximation de champ moyen, notamment car le comportement de ξspin n’est pas
tre`s bien reproduit. Mais, comme on peut le voir sur la figure 4.6, l’amplitude J0 montre
une divergence au voisinage de l’apparition de l’incommensurabilite´, comme pre´dit par
les expressions (4.55) et (4.56).
Comportement a` faible distance
Le comportement a` courte distance de l’interaction effective calcule´e en DMRG
(repre´sente´e figure 4.5) ne suit plus la loi (4.58). En effet, l’approximation de la re´ponse
line´aire n’est a priori plus valable dans ce re´gime. On peut ne´anmoins avoir une ide´e du
signe de Jeff en e´tudiant chaque configuration.
En l’absence de couplages aux seconds voisins (J2 = 0), l’interaction effective oscille
a` k = (pi, pi), meˆme a courte distance, sauf en r = (1, 1) ou` l’interaction est quasi-nulle
(d’apre`s le DMRG). En effet, cette situation repre´sente´e figure 4.7(a) brise l’e´chelle. Les
spinons libe´re´s par chaque impurete´ sont sur des segments diffe´rents et se comportent
essentiellement comme deux spins libres. Par conse´quent, le premier e´tat singulet est
de´ge´ne´re´ avec les premiers triplets et l’interaction effective est nulle. Remarquons que si
les impurete´s sont face a` face, r = (0, 1), l’e´chelle est e´galement brise´e mais il n’y a pas
de spinon libe´re´ et l’interaction effective est alors donne´e par le gap de spin.
En pre´sence de frustration, on peut constater sur la figure 4.5 que les configurations
r = (1, 1) et r = (0, 1) n’ont pas le signe pre´vu par l’oscillation incommensurable a` grande
distance (4.58). Les figures 4.7(b) et (c) montrent que les spinons libe´re´s par les impurete´s
ont alors tendance a` s’anti-aligner. Dans ces deux cas, on comprend donc que l’interaction
effective soit positive, conforme´ment au DMRG (figure 4.5).
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Figure 4.7 – Configurations d’impurete´s ou` l’interaction effective n’a pas le signe pre´vu
par la loi (4.58) : (a) r = (1, 1) avec J2 = 0, (b) r = (1, 1) avec J2 6= 0 et (c) r = (2, 1)
avec J2 6= 0.
4.3 Mode`le de dime`res ale´atoires
La physique de basse e´nergie du syste`me est controˆle´e par le hamiltonien effectif
(4.37). Ce hamiltonien est particulie`rement difficile a` traiter car tous les spins effectifs sont
connecte´s. C’est pourquoi on conside`re un mode`le rudimentaire dans lequel les impurete´s
forment des dime`res inde´pendants dont les couplages sont distribue´s selon la distribution
p(J) des couplages effectifs aux premiers voisins. La physique de tre`s basse e´nergie ne
peut pas eˆtre capte´e par ce mode`le, mais celui-ci permet de comprendre la re´ponse du
syste`me pour des e´chelles d’e´nergie interme´diaires H, T . J0.
4.3.1 Courbe d’aimantation
L’aimantation d’un seul dime`re avec un couplage J est donne´e par
mdimer(H, T ; J) =
2 sh(H/T )
1 + eJ/T + 2 ch(H/T )
. (4.59)
Le nombre total de dime`res est Ni/2 si bien que la densite´ d’aimantation totale s’e´crit
m(H, T ) = 2z
∫
p(J)dJ
sh(H/T )
1 + eJ/T + 2 ch(H/T )
. (4.60)
Dans la limite T  J0, on retrouve la fonction de Brillouin (4.10) et la courbe sature a` z
quand H → +∞. Les limites H → 0 et T → 0 ne sont pas intervertibles. A` tempe´rature
nulle, la courbe d’aimantation est simplement relie´e a` la fonction de re´partition R des
couplages :
m(H, T = 0) = zR(H) = z
∫ H
−∞
p(J)dJ . (4.61)
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La limite de champ nul a` tempe´rature finie donne une constante de Curie de´pendante de
la tempe´rature
c(T ) = 2z
∫
p(J)dJ
1
3 + eβJ
, (4.62)
qui rejoint la limite z/2 des impurete´s libres a` haute tempe´rature.
4.3.2 Distribution des couplages
On discute maintenant la distribution des couplages entre impurete´s premie`res voisines
p(J), re´sultant de la forme ge´ne´rale de l’interaction effective en fonction de la distance
r = (x, y),
J(r) = J0(−1)y+1 cos(qx+ φ)e−x/ξ . (4.63)
On conside`re Ni impurete´s distribue´es de manie`re uniforme sur une e´chelle de N = 2L
sites. La concentration z = Ni/N est simplement la probabilite´ pour un site d’eˆtre occupe´
par une impurete´. Parcourant l’e´chelle en zigzag en partant d’une impurete´, la probabilite´
de trouver l’impurete´ suivante a` une distance r = (nx, ny), ou` nx, ny ∈ N, est une loi
ge´ome´trique de parame`tre z
Pnx,ny = z(1− z)2nx+ny−1 , avec nx + ny > 0 . (4.64)
On a alors les re´sultats suivants pour les distances longitudinales et transverses moyennes :
x =
1
z
(
1− z
2− z
)
, (4.65)
y =
1
2− z , (4.66)
qui re´sultent de la possibilite´ de mettre deux impurete´s sur le meˆme barreau. Dans la
limite dilue´e z  1, on retrouve le re´sultat intuitif y ' 1/2 et x ' 1/(2z) = 1/z′,
comme si les impurete´s e´taient dispose´es sur une chaˆıne avec une concentration z′ = 2z.
Formellement, la distribution des couplages est de´finie par
p(J) =
∫∫
dxdy p(r)δ(J − J(r)) , (4.67)
ou`
p(r) =
∑
(nx,ny)
Pnx,nyδ(x− nx)δ(y − ny) . (4.68)
Enfin, on choisit 6 comme e´chelle d’e´nergie caracte´ristique, a` comparer avec le champ
magne´tique H applique´ au syste`me, la moyenne des couplages antiferromagne´tiques J+,
de´finie par
J+ =
∫∞
0
Jp(J)dJ∫∞
0
p(J)dJ
. (4.69)
6. Ce choix est motive´ par le mode`le des dime`res ale´atoires, car les liens ferromagne´tiques sont alors
imme´diatement polarise´s pour un champ magne´tique infinite´simal.
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Re´gime commensurable
Dans le re´gime commensurable, on a q = pi et φ = 0. Dans ce cas, la distribution
des couplages a e´te´ e´tudie´e dans la re´fe´rence [80]. On pre´cise ici certains re´sultats. Le
changement de variable r→ J se fait en utilisant la relation
δ(J − J(r)) = ξ|J |δ (x− n(J)) δ
(
y − (−1)
x sgn(J) + 1
2
)
, (4.70)
ou` n(J) = ξ ln(J0/|J |) et sgn est la fonction signe.
Limite continue Dans un premier temps, on se place dans la limite z  1 et ξ  1
a` zξ fixe´. La distribution p(x) peut alors eˆtre approxime´e par une loi exponentielle de
parame`tre z′, 7
p(x) = z′e−z
′x , (4.73)
d’ou`, pour J ∈ [−J0, J0]
p(J) =
zξ
J0
(
J0
|J |
)1−2zξ
. (4.74)
On en de´duit
R(J) =
1
2
[
1 + sgn(J)
( |J |
J0
)2zξ]
, (4.75)
et
J+ =
2zξ
1 + 2zξ
J0 . (4.76)
Une expression similaire a` trois dimensions a e´te´ utilise´e pour interpre´ter la tempe´rature
a` laquelle s’ordonnent les impurete´s dans les expe´riences sur le compose´ BiCu2PO6 dope´
[10].
Cas discret La limite continue n’est pas tre`s justifie´e dans les syste`mes avec une petite
longueur de corre´lation de spin, comme les e´chelles 8. Dans le cas discret, la distribution
des couplages est un peigne de Dirac
p(J) =
∑
n∈N
P (J)δ(n− n(J)) , (4.77)
7. On a en fait approxime´ le nombre d’impurete´s Ni(x) sur une distance x par un processus de Poisson.
La probabilite´ de trouver n impurete´s sur une distance x est alors une loi de Poisson :
P [Ni(x) = n] =
(z′x)n
n!
e−z
′x , (4.71)
et la distribution des distances x aux (n+ 1)e`mes voisins pn(x) s’e´crit
pn(x) = z
′ (z
′x)n
n!
e−z
′x . (4.72)
8. Rappelons que pour une e´chelle isotrope, on a trouve´ ξspin ' 3 (voir figures 3.11 et 3.12).
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Figure 4.8 – Echelle d’e´nergie de la distribution de couplages effectifs en fonction de la
concentration z, pour une longueur de corre´lation typique ξ = 3.
ou`
P (J) =
zξ
(1− z)J0
(
J0
|J |
)1+2ξ ln(1−z)
(4.78)
pour J ∈ [−J0, J0]. On en de´duit le comportement de la fonction de re´partition des
couplages antiferromagne´tiques
R+(J) =
R(J)−R(0)
1−R(0) ∼
(
J0
J
)2ξ ln(1−z)
. (4.79)
En particulier, l’exposant n’est plus une fonction de zξ, mais une fonction de z et ξ. On
peut aussi calculer exactement l’e´chelle d’e´nergie caracte´ristique
J+ =
[1− (1− z)4] [1 + (1− z)e−1/ξ]
(2− z) [1− (1− z)4e−2/ξ] J0 . (4.80)
On retrouve l’expression (4.76) dans la limite ξ  1 et z  1 a` zξ fixe´. L’effet du re´seau
est illustre´ sur la figure 4.8.
Re´gime incommensurable
Lorsque q s’e´carte de pi, on peut avoir des petits couplages pour des distances pourtant
petites. Autrement dit, la pre´sence du cosinus diminue le poids des couplages forts et
augmente le poids des couplages faibles. Sur la figure 4.9, on a repre´sente´ la fonction de
re´partition pour diffe´rents q. La fonction de re´partition a` q 6= pi est toujours au-dessus
de celle a` q = pi : il y a toujours plus de petits couplages dans le cas q 6= pi. Cet effet se
traduit par un changement significatif de l’e´chelle d’e´nergie J+. Lorsque q est diffe´rent
de pi mais commensurable avec le re´seau, des plateaux apparaissent dans la fonction de
re´partition, traduisant l’accumulation de couplages a` certaines valeurs. 9 Lorsque q est
incommensurable, la distribution des couplages est peu affecte´e et reste bien capte´e par
la loi de puissance (4.79). Le principal effet de q est alors de le´ge`rement baisser l’e´nergie
caracte´ristique J+.
9. Sur la figure 4.9, comme φ = 0, les couplages s’accumulent a` J = 0 et les plateaux pour q = pi/2
et 3pi/4 sont respectivement a` 1/2 et 1/4.
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4.4 Constante de Curie
Dans la limite de champ faible a` tempe´rature finie, le comportement de l’aimantation
ge´ne´ralement attendu est une loi de Curie de la forme
m(H, T ) =
c(T )
T
H . (4.81)
Dans cette partie, on e´tudie le comportement de la constante de Curie c avec la
tempe´rature.
4.4.1 Mode`le de dime`res ale´atoires
La formule (4.62) du mode`le de dime`res ale´atoires montre de´ja` une de´pendance non
triviale de c avec la tempe´rature. Dans la limite continue (4.74) de la distribution de
couplage, le de´veloppement a` haute tempe´rature de la constante de Curie conduit a`
c(T ) =
z
2
[
1− 1
16
α
α + 2
(
J0
T
)2
+
5
768
α
α + 4
(
J0
T
)4
− 77
184320
α
α + 6
(
J0
T
)6
+ . . .
]
, (4.82)
ou` α = 2zξ est l’exposant de la distribution. Un de´veloppement de type Sommerfeld dans
la limite de basse tempe´rature fait apparaˆıtre une loi de puissance :
c(T )
2z
=
1
6
+Kα
(
T
J0
)α
, (4.83)
avec une constante
Kα =
4
9
∫ 1
0
du(− ln u)α 1− u
2(
1 + 10
3
u+ u2
)2 , (4.84)
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Figure 4.10 – Constante de Curie du mode`le de dime`res ale´atoires (α = 2zξ). Encart :
comportement de la constante Kα.
de l’ordre de 0.1 (K0 = 1/12 ' 0.0833 , K1 = ln 36 ' 0.1831 . . .). Dans la limite dilue´e
α 1, on a Kα = 1/12+K ′α, ou` K ′ ' 0.05. La courbe c(T ) est repre´sente´e sur la figure
4.10 pour diffe´rentes valeurs de α et montre que l’expression (4.83) reste valide sur une
large gamme de tempe´ratures. Le comportement en loi de puissance (4.83) n’est bien suˆr
pas universel et n’apparaˆıt que parce que la distribution des couplages est elle-meˆme une
loi de puissance.
4.4.2 Diagonalisation exacte
Le hamiltonien effectif de basse e´nergie (4.37) peut eˆtre diagonalise´ nume´riquement
dans tous les secteurs de spin Sztot. L’absence de syme´tries limite cette proce´dure a` une
dizaine d’impurete´s et ne´cessite de moyenner sur beaucoup d’e´chantillons (typiquement
10000). La connaissance de toutes les e´nergies dans tous les secteurs permet de calculer
la constante de Curie a` toute tempe´rature.
Le comportement c(T ) obtenu dans le re´gime commensurable (q = pi) est repre´sente´
sur la figure 4.11(a). La constante de Curie passe de z/2 a` haute tempe´rature a` cz,Ni(T =
0) dont la valeur approche´e est donne´e par l’expression (4.13), mais qui peut eˆtre calcule´e
exactement a` l’aide de la formule (4.3). En retranchant cette valeur a` la courbe cz,Ni(T ),
on fait apparaˆıtre une loi de puissance a` basse tempe´rature repre´sente´e 4.11(b) :
cz,Ni(T ) ' cz,Ni(T = 0) +KT α , (4.85)
ou` les constantes K et α de´pendent a priori de z, ξ et Ni. La figure 4.11(c) montre que
l’exposant est celui pre´dit par le mode`le de dime`res ale´atoires α ' 2zξ.
4.4.3 Comportement universel a` basse tempe´rature
Le mode`le effectif est celui d’une chaˆıne avec des interactions ale´atoires a` courte porte´e.
Dans le re´gime commensurable, le signe de l’interaction effective respecte la biparticite´
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du re´seau, tandis que dans le re´gime incommensurable, les interactions deviennent frus-
trantes. Cependant, la de´croissance exponentielle de l’interaction fait que dans le re´gime
dilue´ zξ  1, les deux cas correspondent essentiellement a` une chaˆıne avec des interac-
tions aux premiers voisins ale´atoires, ferromagne´tiques ou antiferromagne´tiques (F-AF).
Le groupe de renormalisation dans l’espace re´el (RSRG, de´crit dans l’annexe C) applique´
a` ce syste`me converge vers un point fixe de de´sordre fini, qui correspond a` une phase de
grands spins effectifs faiblement couple´s [85, 86].
Tout comme le mode`le de dime`res ale´atoires, le RSRG pre´voit un comportement
universel de la constante de Curie en loi de puissance. L’exposant n’est pas universel
lorsque l’exposant de la distribution initiale des couplages est supe´rieur a` une valeur
critique de l’ordre de 0.7 [85, 86], ce qui correspond ici a` 2zξ < 0.3. C’est le cas sur la figure
4.11, pour les cinq premie`res concentrations. Ne´anmoins, il n’est pas possible, au travers
de cette e´tude, de de´terminer si le comportement observe´ correspond au comportement
universel du RSRG avec un exposant α ' 2zξ, ou s’il s’agit simplement de l’effet de
la distribution initiale de´ja` visible dans le mode`le de dime`res ale´atoires. Si l’exposant
du RSRG est diffe´rent de 2zξ, on s’attend a` l’observer a` des tempe´ratures tre`s faibles
(T < 10−12J0 pour 2zξ < 0.05), probablement inaccessibles expe´rimentalement.
Le RSRG pre´dit l’existence d’un exposant universel de l’ordre de 0.2 dans la constante
de Curie, si l’exposant de la distribution initiale est infe´rieur a` 0.7, c’est-a`-dire 2zξ > 0.3.
Dans ce cas, nous n’avons pas observe´ l’exposant universel mais bien l’exposant 2zξ
(concentration z = 0.1 sur la figure 4.11). Comme les effets de taille finie (Ni = 10)
pour 2zξ > 0.3 se font sentir a` des tempe´ratures assez hautes (T > 10−4J0), cette
e´tude ne permet pas de savoir si les courbes rejoignent l’exposant universel a` plus basse
tempe´rature. Cependant, le re´gime 2zξ > 0.3 ne correspond plus a` la limite dilue´e et
l’application des re´sultats de la chaˆıne F-AF aux e´chelles avec impurete´s, peut eˆtre remis
en question. Une autre explication est la nature discre`te de la distribution des couplages,
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qui fait que cette distribution est en fait beaucoup plus singulie`re que l’approximation
continue [80]. L’exposant universel de la constante de Curie a e´te´ observe´ dans la chaˆıne
F-AF a` l’aide du Monte-Carlo quantique qui permet de traiter des syste`mes beaucoup
plus grands [27, 28].
4.5 Courbe d’aimantation a` bas champ
En l’absence d’interactions entre impurete´s, la courbe d’aimantation a` bas champ est
donne´e par la fonction de Brillouin (4.10). Quel est l’effet des interactions effectives entre
impurete´s sur cette courbe ?
4.5.1 Tempe´rature nulle
A` la limite T = 0, la fonction de Brillouin devient une marche
m(H, T = 0) =
{
0 pour H = 0 ,
z pour H > 0 .
(4.86)
Le mode`le de dime`res ale´atoires pre´voit de´ja` une correction a` cette re´ponse, puisque la
courbe d’aimantation est donne´e par la fonction de re´partition des couplages. Dans le cas
de la distribution continue (4.74), on obtient un comportement en loi de puissance
m(H, T = 0) =
z
2
[
1 +
(
H
J0
)2zξ]
, (4.87)
pour H ≤ J0. 10 Le mode`le de dime`res pre´voit une aimantation δm = z/2 quand H → 0+,
due aux couplages ferromagne´tiques. En re´alite´, la limite δm de l’aimantation quand
H → 0+ est donne´e par la densite´ de spin total dans le fondamental δm = Stot/L. Dans
le re´gime commensurable, cette aimantation n’est pas ne´gligeable sur un syste`me de taille
finie 11 et est donne´e par la formule (4.7)
δm '
√
z(1− z)
piL
. (4.88)
Ce re´sultat peut eˆtre incorpore´ au mode`le de dime`res ale´atoires en e´tirant l’expression
(4.61) selon l’ansatz :
m(H, T = 0) ' δm+ (z − δm)R(H)−R(0)
1−R(0) ' δm+ (z − δm)
(
H
J0
)2zξ
. (4.89)
Dans le re´gime incommensurable, l’expression (4.88) n’est plus valable. A` cause de la
frustration, la valeur de Stot/L est plus faible et on peut prendre δm ' 0.
10. Remarquons que pour des concentrations z supe´rieures a` z∗ = 1/2ξ, la courbure de la courbe
d’aimantation passe de concave a` convexe. Cette situation peut s’ave´rer physique pour des syste`mes
ou` la longueur de corre´lation est grande et pour des concentrations importantes, d’autant plus que le
ve´ritable exposant est −2ξ ln(1− z) > 2zξ.
11. L’expression (4.88) ne´glige l’effet des coupures ; on a vu dans la partie 4.1.3 que δm reste finie a` la
limite thermodynamique.
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Figure 4.12 – Courbe d’aimantation a` tempe´rature nulle pour une e´chelle isotrope (J1 =
J⊥) de taille L = 100 avec une concentration en impurete´s z = 0.05 : (a) J2 = 0, (b)
J2 = 0.8J1.
La courbe d’aimantation peut e´galement eˆtre obtenue en diagonalisant nume´riquement
le hamiltonien de basse e´nergie (4.37) pour des e´chantillons d’une dizaine d’impurete´s.
Enfin, le DMRG sur le hamiltonien microscopique (4.30) permet de calculer ab initio la
courbe d’aimantation a` T = 0. Sur la figure 4.12, les re´sultats nume´riques sont compare´s
a` l’ansatz (4.89) en prenant les couplages effectifs exacts issus du DMRG. La courbe d’ai-
mantation est essentiellement capte´e par la fonction de re´partition. La courte longueur
de corre´lation ξspin ' 3 fait que la discre´tisation des couplages est tre`s visible, y com-
pris sur la courbe en DMRG. La diagonalisation exacte permet de capter un peu plus
pre´cise´ment la courbe, notamment a` basse tempe´rature. A` longueur de corre´lation e´gale
(comme c’est le cas sur la figure 4.12), la frustration ne change pratiquement pas l’allure
de la courbe : l’abaissement de l’aimantation re´siduelle quand H → 0+ est compense´
par le changement de la distribution des couplages qui augmente le poids de petits J .
Bien entendu, le mode`le effectif Himp ne capte pas la contribution des magnons que l’on
observe en DMRG pour des champs supe´rieurs au gap de spin ∆S.
4.5.2 Tempe´rature finie
La re´ponse pour des champs infe´rieurs a` la tempe´rature est essentiellement donne´e
par la loi de Curie (4.81). Le re´gime de tre`s bas champ est donc controˆle´ par la constante
de Curie dont on a e´tudie´ la de´pendance avec T dans la partie 4.4. Dans le re´gime H & T ,
les interactions effectives entraˆınent une de´viation par rapport a` la courbe de Brillouin,
qui peut eˆtre capte´e par le mode`le de dime`res ale´atoires. Comme a` T = 0, il convient
de remplacer la contribution des dime`res ferromagne´tiques par δm = Stot/L en e´tirant
l’aimantation du mode`le de dime`res (4.60) selon l’ansatz (4.89), soit
m(H, T ) ' δm th
(
H
2T
)
+
z − δm
1−R(0)
∫
J>0
p(J)dJ
2 sh(H/T )
1 + eJ/T + 2 ch(H/T )
. (4.90)
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Figure 4.13 – Contribution des impurete´s a` la courbe d’aimantation dans une e´chelle
frustre´e (J1 = J⊥ et J2 = 0.8J1) pour une concentration z = 0.05. L’ansatz (4.90) cor-
respondant essentiellement a` des dime`res inde´pendants est compare´ a` la diagonalisation
exacte du mode`le effectif sur des e´chantillons de dix impurete´s.
Cette expression n’est valable que pour des tempe´ratures infe´rieures au gap ∆S. Au-dela` il
est ne´cessaire de prendre en compte l’activation thermique des magnons, proportionnelle
a` e
H−∆S
T . Comme on peut le voir sur la figure 4.13, l’ansatz (4.90) capte parfaitement
la re´ponse des impurete´s au champ magne´tique, calcule´e en diagonalisant exactement
le hamiltonien effectif. L’e´cart a` la courbe de Brillouin a` basse tempe´rature est d’autant
plus important que l’exposant de la fonction de re´partition 2zξ est grand. Cette de´viation
pourrait eˆtre ve´rifie´e expe´rimentalement.
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Chapitre 5
De´sordre dans la chaˆıne de
Majumdar-Ghosh
Comme on l’a vu dans la partie pre´ce´dente, la pre´sence d’impurete´s dans un syste`me
magne´tique conduit naturellement a` un hamiltonien effectif de basse e´nergie avec des cou-
plages de´sordonne´s. Ce hamiltonien peut meˆme eˆtre frustrant dans le cas de corre´lations
incommensurables. Il existe a priori deux approches pour e´tudier ce type de hamiltonien
de´sordonne´, selon la force du de´sordre. Lorsque le de´sordre est faible, on peut envisager
de traiter celui-ci perturbativement (en bosonisation par exemple). A fort de´sordre, la
me´thode usuelle est la renormalisation dans l’espace re´el (RSRG [53, 19, 26, 38]), mais
cette dernie`re n’est exacte que dans le cas d’un point fixe de de´sordre infini. C’est no-
tamment le cas d’une chaˆıne de´sordonne´e avec uniquement des couplages aux premiers
voisins, mais ce n’est pas le cas des e´chelles ou des chaˆınes frustre´es [36]. Par ailleurs,
les approches nume´riques sont tre`s difficiles dans les syste`mes de´sordonne´s a` cause des
effets de taille finie. En effet, la physique y est souvent controˆle´e par des e´ve´nements rares
difficilement observables sur les tailles de syste`me accessibles nume´riquement.
Dans ce chapitre, on e´tudie les effets du de´sordre sur une chaˆıne frustre´e, avec des
couplages aux premiers et seconds voisins. Ce travail a donne´ lieu a` la publication [46].
Le hamiltonien s’e´crit :
H =
∑
i
αiSi · Si+1 + βiSi−1 · Si+1 , (5.1)
ou` les αi et βi sont des variables ale´atoires de valeurs moyennes respectives α et β.
On prendra dans la suite des distributions de couplages uniformes, mais la plupart des
re´sultats qui suivent restent valables pour des distributions avec une valeur minimale.
En utilisant la me´thode variationnelle introduite au chapitre 2, on identifie deux
me´canismes de localisation pour les spinons. Le premier est une localisation de type
Anderson ; la longueur de localisation associe´e et la densite´ d’e´tats a` basse e´nergie cor-
respondantes sont de´termine´es analytiquement. Le second me´canisme est un mecanisme
de confinement ale´atoire qui de´truit le gap en ge´ne`rant l’apparition de domaines d’Imry-
Ma de´limite´s par des spinons. Cette image a` faible de´sordre est finalement discute´e a` la
lumie`re de la renormalisation a` fort de´sordre.
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5.1 Condition de Majumdar-Ghosh ge´ne´ralise´e
L’ide´e de base de ce travail est d’utiliser la description variationnelle des spinons au
point MG, mais en pre´sence de de´sordre. Pour cela, il est pre´fe´rable que les e´tats de
MG restent e´tats propres du hamiltonien de´sordonne´. Appliquons les diffe´rents termes
du hamiltonien a` l’e´tat |MG〉 = | 〉 (ou` les singulets sont sur les liens
(2j, 2j + 1)) :
S2j · S2j+1| 〉 = −3
4
| 〉
S2j−1 · S2j| 〉 = 1
4
| 〉+ 1
2
| 〉
S2j−1 · S2j+1| 〉 = 1
4
| 〉 − 1
2
| 〉
= −1
4
| 〉 − 1
2
| 〉 .
(5.2)
On obtient donc :
H|MG〉 = 1
4
∑
j
(−3α2j + α2j+1 − β2j − β2j+1) |MG〉
+
1
2
∑
j
(α2j−1 − β2j − β2j−1) |[2j − 2, 2j + 1]〉 . (5.3)
Une expression similaire est obtenue pour l’autre e´tat de MG. Les deux e´tats de MG
restent ainsi e´tats propres (et de´ge´ne´re´s), pourvu que pour tout i :
αi = βi + βi+1 . (5.4)
En moyenne, cette condition redonne bien la condition de MG : α = 2β. 1 Compte-tenu
de cette condition de MG ge´ne´ralise´e (5.4), il est assez naturel de se´parer le hamiltonien
en deux [90] :
H = HRMG + λHdim , (5.5)
ou`
HRMG =
∑
i
(βi + βi+1)Si · Si+1 + βiSi−1 · Si+1 (5.6)
ve´rifie (5.4) et λHdim est la partie restante. Pour comprendre les effets de HRMG et de
Hdim sur la dynamique des spinons, nous allons utiliser l’approche variationnelle de la
partie 2.1.
5.2 Localisation d’un spinon
Dans un premier temps, on e´tudie uniquement la partie MG de´sordonne´e du hamil-
tonien HRMG. Cela revient a` supposer que les αi sont entie`rement corre´le´s aux βi par la
condition de MG ge´ne´ralise´e (5.4).
1. L’e´quation (5.3) permet aussi de retrouver la ligne de Shastry-Sutherland le long de laquelle l’e´tat de
MG avec les dime`res sur les liens forts reste e´tat propre (et e´tat fondamental) dans la chaˆıne explicitement
dime´rise´e J1-J2-δ (partie 1.3.3). En effet, on a alors βi = J2 et αi = J1+ (−1)iδ et la condition (5.4) sur
les liens faibles donne J1 − δ = 2J2.
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5.2.1 Mode`le effectif et localisation
On applique l’approche variationnelle de´crite dans la partie 2.1 a` HRMG (5.6). La
restriction de HRMG au sous-espace variationnel s’e´crit :(
H˜RMG − EMG
)
|2j〉 = β2j
2
(
|2j − 2〉+ 5
2
|2j〉+ |2j + 2〉
)
, (5.7)
ou`
EMG = −3
4
∑
i
βi (5.8)
est l’e´nergie des e´tats de MG extrapole´e aux tailles impaires. Dans la suite, on prend EMG
comme origine des e´nergies. Le hamiltonien effectif 2 (5.7) est un hamiltonien d’Anderson
avec de´sordre diagonal et hors-diagonal. Ce type de hamiltonien a e´te´ largement e´tudie´
et on pourra se re´fe´rer a` [52] pour une description ge´ne´rale. En appliquant le hamiltonien
effectif (5.7) a` une fonction d’onde variationnelle
|ψ〉 =
∑
j
ψj|2j〉 , (5.9)
on obtient l’e´quation de Schro¨dinger :
β˜j
2
(
ψj−1 +
5
2
ψj + ψj+1
)
= Eψj , (5.10)
ou` on a pose´ β2j = β˜j. Comme les coefficients de l’e´quation (5.10) sont re´els, on peut
choisir les ψj re´els e´galement. Cette e´quation se re´e´crit sous forme matricielle :(
ψj+1
ψj
)
= Tj
(
ψj
ψj−1
)
, (5.11)
2. Comme on travaille dans une base non-orthogonale, le hamiltonien (5.7) est repre´sente´ par une
matrice non-hermitienne
[H˜RMG] = 1
2

5
2
β1 β1
β2
5
2
β2 β2
β3
5
2
β3
. . .
. . .
. . .

.
La similitude avec une matrice hermitienne est facile a` de´montrer lorsque ∀i, βi > 0. Dans ce cas,
la matrice de passage diagonale
[
D
]
d’e´lements
[
D
]
ij
=
√
βiδij transforme
[H˜RMG] en une matrice
syme´trique re´elle :
[
D
]−1[H˜RMG][D] = 1
2

5
2
β1
√
β1β2
√
β1β2
5
2
β2
√
β2β3
√
β2β3
5
2
β3
. . .
. . .
. . .

.
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ou` Tj est une matrice de transfert ale´atoire donne´e par
Tj =
(
2E
β˜j
− 5
2
−1
1 0
)
. (5.12)
Le comportement asymptotique de la fonction d’onde est donc donne´ par le produit d’un
grand nombre de matrices ale´atoires 2×2. Ce produit est caracte´rise´ par l’existence d’un
exposant de Lyapunov γ :
γ = lim
j→+∞
1
N
ln
∣∣∣∣∣Tr
[∏
j<N
Tj
]∣∣∣∣∣ , (5.13)
L’existence d’un exposant de Lyapunov strictement positif te´moigne de la de´croissance
exponentielle de la fonction d’onde a` l’infini. C’est la localisation d’Anderson.
Pour valider le hamiltonien effectif (5.7) obtenu dans l’approche variationnelle, le profil
d’aimantation obtenu par cette me´thode (voir partie 2.1) est compare´ a` des simulations
DMRG dans le secteur Sztot = 1/2. Comme on le voit sur la figure 5.1(a), le spinon est bien
localise´ et le mode`le effectif donne des re´sultats quantitatifs pour l’aimantation. Le profil
de dime´risation di = 〈Si · Si+1〉 (figure 5.1(b)) montre que le spinon se´pare clairement
deux domaines MG diffe´rents.
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Figure 5.1 – (a) Profil d’aimantation dans le secteur Sztot = 1/2, calcule´ en DMRG.
Encart : e´chelle verticale logarithmique. (b) Profil de dime´risation calcule´ en DMRG,
montrant les domaines de MG.
5.2.2 Me´thode de Dyson-Schmidt
Le comportement de l’exposant de Lyapunov peut eˆtre e´tudie´ a` l’aide de la me´thode
de Dyson-Schmidt [22, 52]. On commence par introduire les variables de Riccati :
Rj =
ψj+1
ψj
. (5.14)
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L’e´quation de Schro¨dinger effective (5.10) donne une relation de re´currence sur les va-
riables de Riccati :
Rj +
5
2
+
1
Rj−1
=
2E
β˜j
. (5.15)
On suppose que la densite´ de probabilite´ des variables de Riccati Rj converge vers une
distribution invariante F (R) de mesure dW (R) = F (R)dR quand j → +∞. Il s’agit main-
tenant de relier l’exposant de Lyapunov γ(E) a` cette mesure invariante. Par de´finition
des variables de Riccati, on a :
ψj = ψ0
j−1∏
i=0
Ri , soit ln |ψj| = ln |ψ0|+
j−1∑
i=0
ln |Ri| . (5.16)
Comme les variables de Riccati sont asymptotiquement distribue´es selon la mesure inva-
riante dW (R), on en de´duit : ln |ψj| ∼ jγ(E), ou` γ(E) est l’exposant de Lyapunov de´fini
par :
γ(E) = lim
j→+∞
1
j
j−1∑
i=0
ln |Ri| =
∫
ln |R|dW (R) . (5.17)
On peut ge´ne´raliser l’expression de l’exposant de Lyapunov et la notion de mesure inva-
riante a` des variables de Riccati complexes. On introduit ainsi l’exposant caracte´ristique,
de´fini pour des e´nergies complexes :
Ω(E) =
∫
ln(R)dW (R) , (5.18)
ou` R est maintenant une variable complexe et dW (R) une mesure a` support complexe.
D’apre`s (5.17) l’exposant de Lyapunov est simplement la partie re´elle de Ω(E). On peut
montrer que la partie imaginaire de Ω(E) est relie´e a` la densite´ d’e´tats inte´gre´e [52], selon
la formule
Ω(E + i0+) = γ(E) + ipi(1−N(E)) . (5.19)
En ite´rant la relation de re´currence (5.15), on peut calculer nume´riquement la distribution
F (R) des variables de Riccati et en de´duire l’exposant de Lyapunov et la densite´ d’e´tat.
5.2.3 De´veloppement de faible de´sordre
On conside`re d’abord le cas non-de´sordonne´ ou` tous les βi sont e´gaux a` β. Dans ce
cas, on a vu (partie 2.2.1) que le spectre est donne´ par la relation de dispersion :
E(k) = β
(
5
4
+ cos k
)
. (5.20)
On peut parame´trer l’e´nergie sur R par k, avec 0 < Re[k] < pi et Im[k] < 0, de sorte que
la partie imaginaire de l’e´nergie soit positive. Le segment k ∈ [0, pi] correspond au spectre
E ∈ [β/4, 9β/4] ; les lignes k = −it et k = pi− it avec t > 0 de´crivent les e´nergies hors du
spectre, respectivement E > 9β/4 et E < β/4. Dans le cas non-de´sordonne´, la relation
de re´currence sur les variables de Riccati est simplement :
Rj = 2 cos(k)− 1
Rj−1
= f(Rj−1) (5.21)
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La fonction f a deux points fixes R = e±ik, l’un stable (eik car Im[k] < 0), l’autre
instable (e−ik). On en de´duit la densite´ de probabilite´ invariante des variables de Riccati,
F (R) = δ(R− eik) et l’exposant caracte´ristique, Ω = ik. On peut simplifier l’application
de f en effectuant le changement de variable :
y =
R− eik
R− e−ik . (5.22)
On ve´rifie en effet qu’en terme des variable yj, la relation de re´currence devient :
yj = e
−2ikyj−1 , (5.23)
dans le cas non-de´sordonne´ et
yj = e
−2ik yj−1 − gj(1− yj−1)
1− gj(1− yj−1) , (5.24)
ou`
gj =
(
5
4
+ cos k
) (
β˜j − β
)
i sin(k)β˜j
, (5.25)
dans le cas de´sordonne´. Dans la limite de faible de´sordre, les gj deviennent infiniment
petits et les variables yj tendent exponentiellement vers 0 (car Im[k] < 0). On peut alors
de´velopper l’exposant caracte´ristique en terme des moments de la distribution des gj et
donc des β˜j . Le de´veloppement a` l’ordre le plus bas donne :
Ω = ik − g
2
2
+O
(
g3
)
. (5.26)
Ce calcul est valable quelle que soit la distribution des β˜j, pourvu qu’elle posse`de un
moment d’ordre 2. Si on prend pour les β˜j une densite´ de probabilite´ uniforme de largeur
2∆ centre´e en β, on peut calculer l’exposant de Lyapunov :
– pour E < β
4
et E = β
(
5
4
− ch t) : γ ' t− 1
6
((
5
4
− ch t)∆
sh(t)β
)2
,
– pour β
4
< E < 9β
4
et E = β
(
5
4
+ cos k
)
: γ ' 1
6
((
5
4
+ cos k
)
∆
sin(k)β
)2
,
– pour E > 9β
4
et E = β
(
5
4
+ ch t
)
: γ ' t− 1
6
((
5
4
+ ch t
)
∆
sh(t)β
)2
.
Ces re´sultats sont compare´s au calcul exact en tirant nume´riquement les variables de
Riccati, sur la figure 5.2. En particulier, on peut calculer la longueur de localisation
ξloc = 1/γ a` l’e´nergie minimale Emin = βmin/4 (ou` βmin = min β˜j) :
ξloc '
√
2β
∆
, (5.27)
en unite´ de la maille du sous-re´seau 2a. Comme l’aimantation est relie´e a` la densite´ de
probabilite´ |ψi|2 (voir partie 2.1), c’est aussi la longueur qui intervient dans l’aimantation
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Figure 5.2 – (a) Exposant de Lyapunov γ en fonction de l’e´nergie E du mode`le effectif.
(b) Effets de taille finie sur l’exposant de Lyapunov γ.
en unite´ de a. Cette longueur de localisation n’est en aucun cas relie´e a` la longueur de
corre´lation de spin dans l’e´tat de MG et ne peut pas non plus eˆtre capte´e par RSRG.
Sur la figure 5.2(b), cette expression (5.27) est compare´e aux longueurs de localisation
extraites de la fonction d’onde calcule´e par diagonalisation exacte du hamiltonien effectif
(5.7) et du profil d’aimantation calcule´ en DMRG. Comme nous allons le voir, la diffe´rence
s’explique par les effets de taille finie.
5.2.4 Argument de Lifshitz pour la densite´ d’e´tat
Pour de´crire les effets de taille finie, il faut e´tudier la densite´ d’e´tat. On peut
de´terminer la forme de la densite´ d’e´tat a` basse e´nergie en adaptant l’argument de Lif-
shitz [51]. A cause du coefficient 5/4 dans l’e´quation de Schro¨dinger (5.10), le spinon
gagne plus a` minimiser son e´nergie potentielle que son e´nergie cine´tique. Par conse´quent,
les e´tats de basse e´nergie sont localise´s sur des amas ou` les β˜j sont petits. Le cas le plus
favorable est un amas infini avec β˜j = βmin quel que soit j. Dans ce cas, l’e´nergie du
fondamental vaut
Emin =
βmin
4
, (5.28)
qui est l’e´nergie d’un spinon a` la limite thermodynamique. Supposons maintenant que la
fonction d’onde soit localise´e sur un amas de taille ` (en unite´ de 2a), sur lequel les β˜j
sont tous pratiquement e´gaux a` βmin. Les e´nergies possibles sont alors les e´nergies d’une
particule libre dans une boˆıte avec des conditions aux limites ouvertes :
En = βmin
(
5
4
+ cos
npi
`+ 1
)
, (5.29)
avec 0 < n < `+ 1. En particulier, l’e´nergie la plus basse est :
E` ' βmin
(
1
4
+
pi2
2`2
)
. (5.30)
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Figure 5.3 – (a) Densite´ d’e´tat inte´gre´e du mode`le effectif pour un spinon. (b) Correction
de taille finie sur l’e´nergie du fondamental.
Cette estimation est bonne tant que les variations des β˜j sur l’amas restent ne´gligeables
devant E` − Emin, c’est-a`-dire tant que∣∣∣β˜j − βmin∣∣∣ < C (E` − Emin) , (5.31)
ou` C est une constante inde´termine´e. Pour une distribution uniforme des β˜j, la probabilite´
d’avoir un tel amas sur un syste`me de taille L ` est :
P` ∼ L
[
C(E` − Emin)
2∆
]`
. (5.32)
C’est aussi la probabilite´ d’avoir un e´tat d’e´nergie E < E`. On en de´duit donc la forme
de la densite´ d’e´tats inte´gre´e, par unite´ de longueur, a` basse e´nergie :
N(E) ∼ exp
{
−pi
√
βmin
2(E − Emin) ln
[
2∆
C(E − Emin)
]}
, (5.33)
qui posse`de une singularite´ essentielle en E = Emin, dite singularite´ de Lifshitz. Comme le
montre la figure 5.3(a), ce comportement est en tre`s bon accord avec le calcul nume´rique
de la densite´ d’e´tat sur le mode`le effectif.
De plus, la forme de la densite´ d’e´tat renseigne sur les effets de taille finie. En effet,
l’e´nergie EL d’un spinon sur une chaˆıne de longueur effective L est telle que N(EL) =
1/L. La figure 5.3(b) montre que ce re´sultat reproduit tre`s bien les effets de taille finie
du mode`le effectif obtenus nume´riquement. Asymptotiquement, on s’attend donc a` des
corrections de taille finie de la forme :
EL ' Emin +Kβmin
[
ln(lnL)
lnL
]2
, (5.34)
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ou`K est une constante. La limite thermodynamique correspondant a` des amas de Lifshitz
rares, les effets de taille finie (et d’e´chantillonnage) sont tre`s importants. Ils expliquent
notamment la diffe´rence observe´e figure 5.1(d) entre l’exposant de Lyapunov dans le
fondamental a` taille finie et a` la limite thermodynamique. L’exposant de Lyapunov a` taille
finie γ(EL) est en effet sensiblement diffe´rent de la limite thermodynamique γ(Emin).
5.3 Transition vers une phase paramagne´tique
Ces re´sultats sur la dynamique d’un seul spinon permettent de comprendre la physique
de basse e´nergie du hamiltonien HRMG (5.6). Tant que les spinons couˆtent une e´nergie
Emin > 0, les e´tats de MG restent les fondamentaux et le syste`me reste gappe´. Les
premiers e´tats excite´s consistent a` cre´er une paire de spinons localise´s. Tant que les deux
e´tats de MG restent localement de´ge´ne´re´s, les spinons ont uniquement une interaction de
contact. Ils ne peuvent former un e´tat lie´ que dans les secteurs d’impulsion du centre de
masseK ∈ [pi/3, 2pi/3], l’e´nergie de l’e´tat lie´ restant de toute fac¸on supe´rieure au gap dans
les secteurs K = 0, pi (partie 2.3). Par conse´quent, les deux spinons localisent de manie`re
inde´pendante sur des amas a priori e´loigne´s. On peut ve´rifier ce sce´nario en calculant par
DMRG le profil d’aimantation dans le secteur Sztot = 1. Le re´sultat est trace´ figure 5.4
pour une re´alisation typique du de´sordre. Le profil d’aimantation est bien reproduit en
diagonalisant exactement le mode`le effectif pour chaque spinon, c’est-a`-dire sur chaque
sous-re´seau. A` la limite thermodynamique, le gap de spin ∆S est simplement l’e´nergie
des deux spinons :
∆S = 2Emin =
βmin
2
, (5.35)
ou` βmin = β −∆ pour la distribution uniforme. Cette expression est en bon accord avec
le gap minimum calcule´ avec le DMRG sur cent re´alisations du de´sordre pour L = 200,
repre´sente´ figure 5.4(c). On a e´galement trace´ le gap estime´ a` l’aide du mode`le effectif sur
les meˆmes re´alisations du de´sordre, pour montrer que l’e´cart au comportement line´aire
(5.35) est principalement duˆ aux effets de taille finie.
Si on augmente encore le de´sordre, l’e´nergie Emin (5.28) des spinons devient ne´gative
et le gap (5.35) se ferme. La cre´ation d’une ou plusieurs paires de spinons devient
e´nerge´tiquement favorable. Les e´tats de MG restent e´tats propres mais ne sont plus
les fondamentaux. Il y a donc une transition de phase quantique vers une phase para-
magne´tique de spinons localise´s, dont la nature sera discute´e par le RSRG (partie 5.5).
Au voisinage de la transition, les spinons sont suffisamment dilue´s pour ne´gliger leurs
interactions. La densite´ de spinons ρ est alors simplement la densite´ d’e´tats a` un spinon
d’e´nergie ne´gative, c’est-a`-dire ρ = N(0). Les calculs en DMRG confirment cette image
de la phase de´sordonne´e, montrant que le fondamental et les premiers e´tats excite´s sont
pratiquement de´ge´ne´re´s, avec des spinons localise´s visibles dans le profil d’aimantation.
La susceptibilite´ a` basse tempe´rature passe d’un comportement active´ en χ ∼ e−∆S/T
a` une loi de Curie χ ∼ N(0)/4T lors de la transition. La transition est continue pour une
distribution continue des βi et du premier ordre pour une distribution discre`te. Cepen-
dant, la forme de N(E) a` basse e´nergie n’est plus donne´e par la singularite´ de Lifshitz
(5.33) pour Emin ' 0. En effet, lorsque βmin ' 0, l’argument de Lifshitz n’est plus valable
car l’e´nergie sur un amas de taille ` donne´e par la formule (5.29) ne de´pend plus de `. Par
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(triplet). (c) E´volution du gap de spin et de la densite´ de spinons en fonction du de´sordre.
contre, le nombre d’e´tats d’e´nergie ne´gative est simplement e´gal au nombre de βi ne´gatifs.
On en de´duit la densite´ d’e´tats d’e´nergie ne´gative pour la distribution uniforme :
N(0) =
∆− β
2∆
, (5.36)
et l’exposant critique associe´ a` la densite´ de spinon est simplement 1, en accord avec la
figure 5.4.
On a ne´glige´ l’interaction magne´tique re´siduelle entre spinons. Les spinons dans le
secteur singulet ne peuvent pas eˆtre en contact car cet e´tat est un e´tat de MG qui est
e´tat propre du hamiltonien. Par contre, il existe une condition limite de contact dans le
secteur triplet que l’on a de´rive´e dans la partie 2.3 pour le cas non-de´sordonne´. Cette
condition permet d’abaisser l’e´nergie du secteur triplet et il en re´sulte une interaction
ferromagne´tique entre spinons. L’amplitude est a` peu pre`s donne´e par le recouvrement
des fonctions d’onde des deux spinons et par conse´quent de´croˆıt exponentiellement avec
la distance.
5.4 Dime´risation ale´atoire
On e´tudie maintenant le hamiltonien Hdim. Pour cela, on introduit un parame`tre
λ ∈ [0, 1] qui de´corre`le progressivement les αi des βi :
αi = (1− λ)(βi + βi+1) + λδi , (5.37)
ou` les δi sont des nouvelles variables ale´atoires de´corre´le´es des βi. Le cas λ = 0 correspond
a` la condition de MG ge´ne´ralise´e (5.4). On peut calculer les corre´lations entre les αi et
les βi :
αiβi − αiβi = (1− λ)σ2β , (5.38)
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ou` σ de´signe l’e´cart-type. On montre ainsi que les αi et les βi deviennent parfaitement
de´corre´le´es pour λ = 1. De plus, on choisit d’imposer la condition de MG (5.4) pour
les diffe´rents moments de la distribution : αi = 2βi, σ
2
α = 2σ
2
β, etc. Ainsi, pour une
forme de distribution des βi donne´e (la distribution uniforme par exemple), le de´sordre
est entie`rement de´crit par seulement deux parame`tres : la force du de´sordre ∆ et la
de´corre´lation λ. En se´parant le hamiltonien selon l’e´quation (5.5), on obtient :
Hdim =
∑
i
ηiSi · Si+1 , (5.39)
ou` on introduit des nouvelles variables ale´atoires ηi = δi − βi − βi+1 de valeur moyenne
nulle. Par clarte´, on a liste´ ci-dessous les diffe´rentes variables ale´atoires, ainsi que leur
moyenne, variance et corre´lations avec les βi.
variable moyenne variance σ2 corre´lations
βi β σ
2
β
αi = (1− λ)(βi + βi+1) + λδi α = 2β σ2α = 2σ2β αiβi − αβ = (1− λ)σ2β
δi δ = 2β σ
2
δ = 2
2−λ
λ
σ2β δiβi − δβ = 0
ηi = δi − βi − βi+1 0 σ2η = 4λσ2β ηiβi = −σ2β
La de´corre´lation λ permet de traiter Hdim en perturbation de HRMG. A` faible de´sordre
(∆ < β), les e´tats fondamentaux non-perturbe´s de HRMG sont les e´tats de MG. La
perturbation Hdim (5.40) est un terme de dime´risation ale´atoire, qui au premier ordre en
λ, le`ve localement la de´ge´ne´rescence entre les deux e´tats de MG.
5.4.1 Confinement d’un spinon
L’effet de Hdim sur la dynamique d’un spinon peut eˆtre a` nouveau compris par
l’approche variationnelle. On a e´tudie´ l’application de Hdim a` un e´tat |2j〉 dans le cas
non-de´sordonne´ (ηi = η, ∀i) dans la partie 2.2.2 : Hdim ge´ne`re des e´tats de la forme
|[2i− 2, 2i+ 1], 2j〉 ou |2j, [2i− 1, 2i+ 2]〉 dont les projections sur le sous-espace varia-
tionnel sont donne´es par les e´quations (2.23) et (2.24). On en de´duit la restriction de
Hdim au sous-espace variationnel :
H˜dim|2j〉 =
[
−3
4
(∑
i<j
η2i +
∑
i≥j
η2i+1
)
+
1
4
(η2j−1 + η2j)
]
|2j〉
+
1
2
η2j−1|2j − 2〉+ 1
2
η2j|2j + 2〉+
∑
i<j
(
−1
2
)j−i
η2i−1
(
1
4
|2i〉+ 1
2
|2i− 2〉
)
+
∑
i>j
(
−1
2
)i−j
η2i
(
1
4
|2i〉+ 1
2
|2i+ 2〉
)
. (5.40)
Comme η = 0, tous ces termes sont nuls en moyenne. Et les termes de sauts notamment
n’influent pas beaucoup sur la dynamique.
Le principal effet de Hdim est d’induire un potentiel chimique ale´atoire :
µj = 〈2j|Hdim|2j〉 = −3
4
(∑
i<j
η2i +
∑
i≥j
η2i+1
)
. (5.41)
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Les ηi sur un meˆme sous-re´seau e´tant des variables inde´pendantes, ce potentiel est sim-
plement la somme de deux marches ale´atoires de longueur totale fixe´e. Si on de´veloppe
ce potentiel autour d’un minimum µ0 en j0, le premier terme est un terme line´aire pro-
portionnel a` ση de la forme
µj = µ0 + |j − j0|cση , (5.42)
ou` c est une constante inde´termine´e. Ce potentiel est analogue au potentiel de confinement
dans la chaˆıne explicitement dime´rise´e (partie 2.4). Si on ne´glige le de´sordre sur la partie
cine´tique, l’e´quation de Schro¨dinger pour la fonction d’onde variationnelle du spinon
s’e´crit :
Eψj =
β
2
(ψj+1 − ψj−1) + λ|j − j0|cσηψj , (5.43)
ou` on a pris l’e´nergie potentielle en j0 comme origine des e´nergies. Dans la limite continue,
cette e´quation se re´e´crit (voir partie 2.4.1) :
εψ(x) = −ξ3confψ′′(x) + |x|ψ(x) , (5.44)
ou` ξconf est la longueur caracte´ristique de confinement dont le comportement est donne´
par
ξconf ∝
(
β
λση
) 1
3
∝
(
β√
λ∆
) 1
3
. (5.45)
Cette longueur est a` comparer avec la longueur de localisation ξloc donne´e par l’e´quation
(5.27).
La fonction d’onde du spinon re´sulte de la compe´tition entre le confinement induit
par la dime´risation ale´atoire Hdim et la localisation due a` la partie MG du hamiltonien
HRMG. L’e´tude nume´rique de la position moyenne du spinon sur une chaˆıne de taille finie
montre un crossover entre la localisation d’Anderson a` petit λ et la minimisation du
potentiel chimique effectif a` λ . 1. Cependant, a` la limite thermodynamique, le potentiel
chimique (5.41) peut devenir tre`s ne´gatif et pour λ > 0, la position du spinon est toujours
controˆle´e par Hdim a` grande e´chelle. Par contre, la de´croissance de la fonction d’onde fait
intervenir les deux me´canismes : localisation et confinement. Le rapport
ξloc
ξconf
∝
(
λβ
∆
) 1
6
(5.46)
montre que la localisation domine a` petit λ et fort de´sordre alors que le confinement
domine a` grand λ et faible de´sordre.
La forme de la fonction d’onde est bien reproduite en diagonalisant le hamiltonien
effectif complet H˜RMG + λH˜dim. Sur la figure 5.5, le profil d’aimantation ainsi obtenu est
compare´ avec le re´sultat en DMRG pour une re´alisation typique. Le profil d’aimantation
est mieux reproduit par une fonction d’Airy que par une de´croissance exponentielle pure,
montrant que les parame`tres λ et ∆ correspondant a` la figure, se situent plutoˆt dans le
re´gime de confinement que de localisation.
5.4.2 Argument d’Imry-Ma et formation de domaines
Par ailleurs, le potentiel chimique effectif stabilise certains e´tats a` plusieurs spinons.
Ces spinons se´parent des domaines MG qui minimisent l’e´nergie due a` la dime´risation
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Trace´ en e´chelle semi-logarithmique montrant e´galement un fit par des fonctions d’Airy
et le potentiel chimique effectif µj duˆ a` la dime´risation ale´atoire.
ale´atoire. L’abaissement de l’e´nergie des domaines de MG compense le couˆt de cre´ation des
spinons. Ce raisonnement est un cas particulier de l’argument d’Imry-Ma [39], qui pre´dit
la formation de domaines dans une phase ordonne´e en champ ale´atoire. 3 Par conse´quent a`
la limite thermodynamique, le gap se ferme quelque soit λ non nul. Pour s’en convaincre,
on peut comparer l’e´nergie moyenne d’un e´tat |[2i, 2j + 1]〉 = | 〉 avec un
dime`re a` longue porte´e, a` l’e´nergie moyenne des e´tats de MG (qui reste inchange´e meˆme
si les e´tats de MG ne sont plus e´tats propres). A` l’aide de l’e´quation (5.40), on obtient :
〈[2i, 2j + 1]|H|[2i, 2j + 1]〉 − EMG = 3
4
(
β2i + β2j+1
)− λ3
4
2j+1∑
n=2i
(−1)nηn . (5.47)
Le premier terme qui vient de HRMG rend compte de l’e´nergie de cre´ation des deux
spinons. Le second terme vient de Hdim et peut eˆtre interpre´te´ comme une interaction
ale´atoire (dans l’espace des positions) entre les spinons. Cette interaction est nulle en
moyenne, mais localement les ηn ne se compensent pas force´ment. Sur un grand syste`me,
il est toujours possible de trouver une re´gion assez grande pour que la diffe´rence d’e´nergie
(5.47) devienne ne´gative.
Cette image reste ne´anmoins perturbative en λ car les e´tats de MG ne sont pas
e´tats propres de Hdim. Rien ne prouve que ce scenario reste valable a` λ = 1. Les profils
d’aimantation et de dime´risation calcule´s en DMRG montrent en fait qu’a` petit de´sordre,
cette image survit bien jusqu’a` λ = 1. Sur la figure 5.6, on a exhibe´ un e´chantillon a` λ = 1,
pour lequel le gap de spin est nul a` la pre´cision nume´rique pre`s. Le profil d’aimantation
3. Dans notre cas, le terme Hdim dans le hamiltonien peut eˆtre vu au premier ordre en λ comme
l’action d’un champ couple´ au parame`tre d’ordre de la phase dime´rise´e. Lorsque le parame`tre d’ordre
posse`de une syme´trie discre`te (ici Z2), les domaines apparaissent en dimension d < 2. Dans le cas d’une
syme´trie continue, les domaines apparaissent en dimension d < 4 [39].
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dans les secteurs de´ge´ne´re´s Sztot = 0, 1, 2 montre la pre´sence de quatre spinons dans
le fondamental. 4 Le profil d’aimantation de chaque spinon est bien reproduit par les
premiers e´tats obtenus en diagonalisant nume´riquement le hamiltonien effectif a` un spinon
sur chaque sous-re´seau. De plus, le profil de dime´risation montre clairement les domaines
de MG. La moyenne de Hdim calcule´e sur chaque domaine confirme le me´canisme de
formation des spinons.
5.4.3 Statistique des domaines
Pour des couplages de´corre´le´s (λ = 1), la position moyenne des spinons est essentiel-
lement controˆle´e par la dime´risation. La de´croissance de la fonction d’onde re´sulte de la
compe´tition entre les me´canismes de confinement et de localisation, mais on peut suppo-
ser qu’elle est suffisamment rapide pour que l’e´nergie d’un e´tat a` deux spinons soit bien
approxime´e par l’e´nergie moyenne (5.47) de l’e´tat ou` chaque spinon est localise´ sur un site.
Pour avoir une image approche´e du fondamental sur un e´chantillon donne´, il s’agit alors
de de´terminer le nombre de spinons et leurs positions qui minimisent l’e´nergie moyenne.
Ce proble`me statistique est facilement re´solu par re´currence. On cherche d’abord un e´tat
a` deux spinons qui minimise l’e´nergie (5.47). La position des deux premiers spinons ainsi
4. A priori, la syme´trie SU(2) impose que l’aimantation locale soit nulle dans le secteur Sztot = 0, meˆme
en pre´sence de spinons dans le fondamental. Cependant, le DMRG construit des e´tats variationnels avec
une aimantation non-nulle a` la position des spinons. En effet, les couplages magne´tiques re´siduels entre
spinons sont tre`s faibles et le gap singulet-triplet est en ge´ne´ral infe´rieur a` la re´solution du DMRG. Par
conse´quent, le DMRG ne distingue pas les e´tats de diffe´rents Stot dans le secteur S
z
tot = 0 et retourne
une superposition de ceux-ci avec une aimantation locale non-nulle. En pratique, c’est cette limite du
DMRG qui permet de mettre en e´vidence la pre´sence de spinons dans le fondamental.
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fixe´e, on minimise l’e´nergie en rajoutant deux nouveaux spinons. On proce`de ainsi jusqu’a`
ce qu’on ne puisse plus abaisser l’e´nergie.
0.1 1
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ρ
a = 1.64
Figure 5.7 – Densite´ de spinons ρ a` λ = 1 en fonction du de´sordre, obtenue en moyennant
sur mille e´chantillons de taille L = 1000.
Cet algorithme est facile a` imple´menter nume´riquement. Sur la figure 5.7, on a
repre´sente´ la densite´ de spinons ρ ainsi obtenue. A` petit de´sordre ∆/β, le comporte-
ment de la densite´ de spinons avec le de´sordre est une loi puissance ρ ∼ (∆/β)a avec un
exposant non-trivial : a = 1.64±0.05. Sur la figure 5.8, on a trace´ la distribution p(d) des
tailles des domaines de MG pour diffe´rentes valeurs du de´sordre ∆/β. Cette distribution
a un comportement non-trivial a` courtes distances et tend naturellement vers une loi
exponentielle a` grandes distances
p(d) ∝
d1/ρ
e−ρ
∗d , (5.48)
ou` le parame`tre ρ∗ est diffe´rent de ρ a` cause du comportement de p(d) a` courte distance. Le
scaling du parame`tre de la loi exponentielle avec le de´sordre ρ∗ ∼ (∆/β)b fait apparaˆıtre
un exposant b sensiblement diffe´rent de a qu’on e´value nume´riquement a` b = 1.46 ±
0.05. La distribution des tailles des domaines de MG est importante car c’est elle qui
va controˆler la distribution des couplages magne´tiques re´siduels entre spinons et par
conse´quent la physique de basse e´nergie.
5.5 Lien avec la renormalisation a` fort de´sordre
Jusqu’a` pre´sent, on a ne´glige´ l’interaction magne´tique re´siduelle entre spinons. Pour
λ 6= 0, on a ve´rifie´ en DMRG que l’interaction effective entre spinons peut eˆtre fer-
romagne´tique ou antiferromagne´tique. Son amplitude est a` peu pre`s donne´e par le re-
couvrement des fonctions d’onde des deux spinons et par conse´quent on s’attend a` une
de´croissance avec la distance d en e−d dans le re´gime de localisation et en e−d
3/2
dans le
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re´gime de confinement 5. La distribution des distances ayant une queue exponentielle, la
distribution des couplages effectifs est approximativement une loi de puissance (comme
pour les impurete´s dans les e´chelles). Le mode`le effectif de spinons est donc e´quivalent a`
la chaˆıne F-AF e´tudie´e par la renormalisation a` fort de´sordre dans l’espace re´el (RSRG)
dans l’annexe C.3. Par ailleurs, il a e´te´ montre´ en appliquant directement le RSRG au
hamiltonien (5.1) de la chaˆıne frustre´e de´sordonne´e que ce syste`me tombe dans la phase
large-spin de la chaˆıne F-AF [91, 36]. Hoyos et Miranda ont e´tudie´ l’e´volution de l’expo-
sant dynamique z (de´fini dans l’annexe C.3) avec les distributions initiales de couplages
et ont montre´ que le re´gime universel de la chaˆıne F-AF n’est jamais atteint dans la
chaˆıne frustre´e [36].
On a applique´ les re`gles de de´cimation de´crites dans l’annexe C.1 a` la chaˆıne frustre´e
avec des distributions de couplages uniformes et pour diffe´rentes valeurs de λ et ∆/β.
Pour les premie`res de´cimations, si αi est le lien le plus fort, les spins i et i+1 sont de´cime´s
et les couplages renormalise´s sont
J˜i−1,i+2 =
(αi−1 − βi)(αi+1 − βi+1)
2αi
=
(βi−1 + ληi−1)(βi+2 + ληi+1)
2αi
J˜i−2,i+2 =
βi−1(αi+1 − βi+1)
2αi
=
βi−1(βi+2 + ληi+1)
2αi
J˜i−1,i+3 =
(αi−1 − βi)βi+2
2αi
=
(βi−1 + ληi−1)βi+2
2αi
J˜i−2,i+3 =
βi−1βi+2
2αi
(5.50)
Ainsi, pour λ = 0, on se retrouve avec quatre couplages de´ge´ne´re´s, implicitement remi-
niscents de la de´ge´ne´rescence des deux e´tats de MG, ce qui rend la suite de la proce´dure
5. En effet, la forme asymptotique de la fonction d’Airy est donne´e par
Ai(x) ∼
+∞
e−
2
3
x3/2
2
√
pix1/4
. (5.49)
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instable nume´riquement. Un petit λ 6= 0 est suffisant pour lever la de´ge´ne´rescence et faire
converger le RSRG.
On a ve´rifie´ que pour tout λ 6= 0, la phase de spinons localise´s que l’on a mise en
e´vidence a` faible de´sordre est continument connecte´e a` la phase large-spin du RSRG.
Comme le montre la figure 5.9, l’application nume´rique du RSRG engendre la formation
de spins effectifs dont la taille moyenne S et la densite´ n suivent une loi de puissance
avec l’e´chelle d’e´nergie Ω :
n ∼ Ω1/z et S ∼ Ω−1/2z . (5.51)
Les valeurs de l’exposant 1/z obtenues pour diffe´rentes valeurs de λ et ∆/β sont pre´sente´es
dans le tableau suivant.
λ = 0.1 λ = 0.5 λ = 1
∆ = β 0.059 0.080 0.084
∆ = 1.5β 0.107 0.110 0.109
∆ = 2β 0.157 0.157 0.156
Ces re´sultats sommaires montrent que dans le re´gime ∆ > β ou` la chaˆıne initiale contient
des couplages ferromagne´tiques, l’exposant dynamique z ne semble plus de´pendre de λ.
On peut donc supposer que la phase de´sordonne´e a` ∆ > β de la ligne λ = 0 est connecte´e
a` la phase large-spin a` λ 6= 0. Enfin, il serait instructif de ve´rifier sur une re´alisation du
de´sordre donne´e que le RSRG construit bien les domaines d’Imry-Ma observe´s en DMRG
(tels que ceux de la figure 5.6).
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Figure 5.9 – Scaling de la distance moyenne entre spins effectifs ` = 1/n et du spin
effectif moyen S avec l’e´chelle d’e´nergie Ω pour une chaˆıne initiale de 106 spins avec un
de´sordre ∆ = β.
103
104
Conclusion
Les expe´riences sur le compose´ BiCu2PO6 [44, 58, 42, 68] ont souleve´ la question
des effets de la frustration engendre´e par des couplages aux seconds voisins le long des
montants dans les e´chelles de spin 1/2. Les effets de ces couplages sur une chaˆıne simple
e´taient de´ja` bien connus, a` savoir l’existence d’une phase dime´rise´e et l’apparition de
l’incommensurabilite´ dans les fonctions de corre´lation. Cependant, l’application de la
me´thode variationnelle initialement propose´e par Shastry et Sutherland [76] nous a permis
de pre´ciser ces re´sultats en calculant analytiquement la relation de dispersion autour du
point Majumdar-Ghosh. Pour une chaˆıne impaire, on a ainsi mis en e´vidence l’apparition
de l’incommensurabilite´ dans la relation de dispersion d’un spinon. Pour une chaˆıne paire,
on a e´tudie´ la dispersion de l’e´tat lie´ en de´rivant pre´cise´ment la condition de contact des
deux spinons dans le secteur triplet.
Le mode`le de l’e´chelle frustre´e exhibe une transition de phase quantique entre deux
phases gappe´es. On a montre´ que cette transition appartient a` la classe d’universalite´
d’Ising en e´tudiant les lois d’e´chelle du parame`tre d’ordre et de l’entropie d’intrication.
Cette transition se´pare une phase dime´rise´e de la phase RVB typique des e´chelles. Les
excitations e´le´mentaires de la phase dime´rise´e correspondent aux excitations a` deux spi-
nons d’une seule chaˆıne, mais la pre´sence de la deuxie`me chaˆıne agit comme un terme de
dime´risation explicite qui ge´ne`re un potentiel attractif entre les spinons. La conse´quence
est la formation d’e´tats lie´s dont on a calcule´ la relation de dispersion dans les secteurs
singulet et triplet. Les excitations e´le´mentaires de la phase RVB sont des triplets qui
sautent de barreau en barreau et peuvent eˆtre de´crites par une approximation de champ
moyen.
Outre l’existence de la phase dime´rise´e, la principale signature de la frustration est
l’apparition dans les deux phases d’un re´gime ou` les fonctions de corre´lation oscillent
a` un vecteur d’onde incommensurable. Le changement de re´gime peut eˆtre e´tudie´ en
de´tail dans la phase RVB a` l’aide de l’approximation de champ moyen. L’e´tude des
singularite´s du facteur de structure dans le plan complexe du vecteur d’onde k montre
que le changement de re´gime s’interpre`te comme une fusion de points de branchement
en un poˆle sur l’axe Re[k] = pi. L’apparition de l’incommensurabilite´ dans l’espace re´el
correspond a` la re-se´paration du poˆle en deux points de branchement avec Re[k] 6= pi. Le
comportement de la longueur de corre´lation ξspin = Im[k]
−1 est e´galement singulier au
changement de re´gime. Comme ξspin reste finie, l’incommensurabilite´ n’apparaˆıt pas tout
a` fait au changement de re´gime dans le facteur de structure et la relation de dispersion.
Ce changement de re´gime est e´galement mis en e´vidence par l’introduction d’im-
purete´s non-magne´tiques. Les oscillations incommensurables apparaissent dans le profil
d’aimantation induit par une impurete´ et dans les interactions effectives entre impurete´s.
Le mode`le effectif de basse e´nergie qui re´sulte de ces interactions fait apparaˆıtre une loi
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de Curie modifie´e a` basse tempe´rature avec un exposant non-universel 2zξspin, ou` z est
la concentration en impurete´s. Cet exposant ne semble pas rejoindre le re´gime universel
observe´ dans la chaˆıne F-AF pour des distributions peu singulie`res. Si cette modification
de la constante de Curie paraˆıt difficile a` observer expe´rimentalement, la courbe d’ai-
mantation des impurete´s montre une de´viation importante par rapport a` la fonction de
Brillouin, qui semble eˆtre observe´e dans les expe´riences sur BiCu2PO6. L’e´tude de l’inter-
action effective montre que le gap s’ouvre un peu avant que la saturation des impurete´s
ne soit atteinte. L’effet de l’incommensurabilite´ sur la constante de Curie et la courbe
de Brillouin modifie´e semble faible mais reste encore a` pre´ciser. S’il est acquis que la
renormalisation dans l’espace re´el conduit a` la meˆme phase dans les deux re´gimes [4], la
de´pendance des exposants avec l’incommensurabilite´ n’a pas e´te´ e´tudie´e en de´tail.
L’ide´e originale de l’e´tude du de´sordre dans la chaˆıne de Majumdar-Ghosh e´tait de
se ramener a` un hamiltonien d’Anderson a` une particule avec la me´thode variationnelle
pour mettre en e´vidence la localisation des spinons. Le proble`me s’est en fait re´ve´le´ plus
complexe, car le hamiltonien effectif a` un spinon se se´pare en deux termes : un terme
type Anderson qui donne bien lieu a` la localisation, mais aussi un terme de confinement
ale´atoire qui stabilise plusieurs spinons dans le fondamental. Cette e´tude donne une image
de la phase a` faible de´sordre particulie`rement attrayante a` la lumie`re de la renormali-
sation dans l’espace re´el qui de´crit bien le re´gime de fort de´sordre. Meˆme si le choix de
distributions uniformes n’est pas tre`s pertinent expe´rimentalement, ce travail montre une
approche diffe´rente des techniques habituelles et ouvre ainsi de nouvelles perspectives
dans l’e´tude des syste`mes de spins de´sordonne´s.
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Annexe A
Me´thodes nume´riques
Il existe essentiellement trois types de me´thodes nume´rique pour e´tudier le magne´tisme
quantique :
– les algorithmes de diagonalisation exacte, qui permettent de de´terminer exactement
les e´tats de basse e´nergie mais se limitent aux petits syste`mes,
– le groupe de renormalisation de la matrice densite´ (DMRG) qui n’est efficace que
pour les syste`mes unidimensionnels avec des conditions aux limites ouvertes,
– les me´thodes de Monte-Carlo quantique qui permettent de calculer des observables
a` tempe´rature finie, mais ne s’appliquent pas aux syste`mes frustre´s.
Seules les deux premie`res me´thodes ont e´te´ utilise´es dans cette the`se.
A.1 Utilisation des syme´tries
L’e´tude des syste`mes quantiques en ge´ne´ral consiste essentiellement a` diagonaliser le
hamiltonien Hˆ. Ce proble`me, a priori simple a` re´soudre nume´riquement, est la principale
difficulte´ de la physique a` N corps, car la taille de l’espace de Hilbert croˆıt exponentiel-
lement avec le nombre de particules. Pour N spins 1/2 localise´s, une base de l’espace de
Hilbert est la famille des e´tats |Sz1 , Sz2 , . . . , SzN〉, ou` ∀i, Szi = ±12 et la dimension est 2N .
Cependant, le hamiltonien posse`de un certain nombre de syme´tries 1 et peut donc eˆtre
diagonalise´ par blocs, ce qui re´duit conside´rablement la taille des matrices a` diagonaliser.
Pour le hamiltonien d’Heisenberg, on utilise toujours la syme´trie U(1) de rotation du
spin autour de l’axe z. Le ge´ne´rateur des rotations d’axe z est la projection selon z de
l’ope´rateur de spin total Sˆztot. L’utilisation de cette syme´trie est donc tre`s simple, car les
e´tats |Sz1 , Sz2 , . . . , SzN〉 sont de´ja` e´tats propres de Sˆztot.
En ge´ne´ral, pour une syme´trie quelconque, la construction d’une base d’e´tats
syme´trise´s n’est pas aussi simple. Prenons l’exemple de la syme´trie discre`te de trans-
lation dans la direction x, pour un syste`me de longueur L avec des conditions aux limites
pe´riodiques selon x. Ce groupe est constitue´ des ope´rateurs Tˆx (ou` x ∈ N) qui trans-
latent un e´tat de x sites. Ce groupe est ge´ne´re´ par l’ope´rateur d’impulsion selon x, pˆ : les
ope´rateurs de translation s’e´crivent Tˆx = e
ipˆx. Comme TˆL = e
ipˆL = Iˆ, les valeurs propres
de pˆ s’e´crivent k = 2pi
L
n, ou` n = 0, 1, . . . , L − 1. On cherche a` diagonaliser Hˆ dans le
1. Par syme´trie, on entend ici un groupe (au sens mathe´matique) d’ope´rateurs qui laissent invariants
le mode`le, c’est-a`-dire qui commutent avec le hamiltonien.
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sous-espace propre associe´ a` k. Pour cela, il faut construire une base de ce sous-espace et
exprimer les e´le´ments de Hˆ dans cette base. Soit |ψ〉 un e´tat quelconque, par exemple un
e´tat |Sz1 , Sz2 , . . . , SzN〉. On peut syme´triser |ψ〉 en appliquant l’ope´rateur de syme´trisation
Sˆk =
L−1∑
x=0
eikxTˆx . (A.1)
On obtient alors un e´tat propre de pˆ a` partir de |ψ〉
|ψk〉 = 1√Nk(ψ) Sˆk|ψ〉 , (A.2)
ou`
Nk(ψ) = 〈ψ|Sˆ†kSˆk|ψ〉 . (A.3)
On peut ve´rifier que |ψk〉 est bien e´tat propre de pˆ avec la valeur propre k. Comme les
e´tats |Sz1 , Sz2 , . . . , SzN〉 se de´duisent les uns des autres par application des ope´rateurs de
translation, des |ψ〉 diffe´rents peuvent donner le meˆme |ψk〉. Le facteur Nk(ψ) de´pend de
cette de´ge´ne´rescence. En pratique, chaque e´tat syme´trise´ |ψk〉 est repre´sente´ par l’un de
ses ge´ne´rateurs |ψ〉, appele´ repre´sentant. Les e´le´ments de matrice de Hˆ dans le secteur k
se de´duisent des e´le´ments de matrice dans la base des repre´sentants :
〈ψ′k|Hˆ|ψk〉 =
√
Nk(ψ)
Nk(ψ′)〈ψ
′|Hˆ|ψ〉 . (A.4)
Cette proce´dure de syme´trisation de l’espace de Hilbert se ge´ne´ralise aux autres
syme´tries. Les syme´tries utiles pour les mode`les e´tudie´s dans cette the`se sont re´sume´es
dans le tableau suivant.
syme´trie nombre quantique associe´
rotation de spin d’axe z Sztot = −N2 ,−N2 + 1, . . . , N2
inversion de spin (dans le secteur Sztot = 0) parite´ du spin : ±1
translation selon x kx =
2pi
L
n, ou` n = 0, 1, . . . , L− 1
translation selon y (dans les e´chelles) ky = 0, pi
re´flexion par rapport au centre du re´seau r = ±1
A.2 Algorithme de Lanczos
Il peut eˆtre utile de diagonaliser comple`tement le hamiltonien H, si l’on souhaite
calculer des grandeurs thermodynamiques notamment. En ge´ne´ral, on s’inte´resse plutoˆt
aux excitations de basse e´nergie et la connaissance du fondamental et des premiers e´tats
excite´s est suffisante. L’algorithme de Lanczos est une me´thode variationnelle qui permet
de calculer rapidement les e´tats de basse e´nergie : elle consiste a` construire un sous-espace
de l’espace de Hilbert et a` diagonaliser la restriction du hamiltonien a` ce sous-espace.
On part d’un e´tat |0〉 ale´atoire et on lui applique H. On peut alors construire un e´tat
normalise´ orthogonal a` |0〉
|1〉 = 1
b1
(H|0〉 − a0|0〉) , (A.5)
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en prenant
a0 = 〈0|H|0〉 et b1 = ‖H|0〉 − a0|0〉‖ . (A.6)
On construit ensuite un nouvel e´tat
|2〉 = 1
b2
(H|1〉 − b1|0〉 − a1|1〉) , (A.7)
ou`
a1 = 〈1|H|1〉 et b2 = ‖H|1〉 − b1|0〉 − a1|1〉‖ , (A.8)
de sorte que |2〉 soit normalise´ et orthogonal a` |0〉 et |1〉. En ite´rant cette construction,
on construit une famille d’e´tats orthonormale. A` chaque e´tape, l’e´tat |n+ 1〉 est obtenu
a` partir des e´tats |n〉 et |n− 1〉 en appliquant la formule de re´currence
|n+ 1〉 = 1
bn+1
(H|n〉 − bn|n− 1〉 − an|n〉) , (A.9)
ou`
an = 〈n|H|n〉 et bn+1 = ‖H|n〉 − bn|n− 1〉 − an|n〉‖ , (A.10)
D’apre`s l’e´quation (A.9), la restriction Hn du hamiltonien au sous-espace engendre´ par
les e´tats |0〉, |1〉, . . . |n〉 prend une forme tridiagonale dans cette base
[Hn] =

a0 b1 0
b1 a1 b2
. . .
0 b2
. . . . . . 0
. . . . . . an−1 bn
0 bn an

. (A.11)
A` chaque e´tape, on diagonalise la matrice
[Hn], les premiers e´tats propres variationnels
convergent exponentiellement vers les e´tats propre de basse e´nergie de H.
A.3 Groupe de renormalisation de la matrice densite´
A.3.1 Algorithme
Le groupe de renormalisation de la matrice densite´ (DMRG) est une me´thode varia-
tionnelle, base´e sur la renormalisation dans l’espace re´el. A` chaque e´tape, on fait croˆıtre
le re´seau, mais l’espace de Hilbert est tronque´ afin de garder le meˆme nombre de degre´s
de liberte´.
Croissance e´le´mentaire du re´seau On suppose qu’a` une certaine e´tape de l’algo-
rithme, on a obtenu un syste`me unidimensionnel, avec des conditions aux limites ouvertes.
Ce syste`me se de´compose en deux blocs, PS a` gauche et UMP a` droite, et chaque bloc est
de´crit par une base de NPS (respectivement NUMP) e´tats |nPS〉 (respectivement |nUMP〉)
de´termine´s a` l’e´tape pre´ce´dente. L’espace de Hilbert du syste`me total est engendre´ par
les e´tats |nPS〉⊗|nUMP〉. On fait alors croˆıtre le syste`me en ajoutant un site a` chaque bloc,
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dans le bulk du syste`me. Le site • ajoute´ au bloc PS (respectivement UMP) posse´dant
m degre´s de liberte´ |σ〉, 2 le bloc PS• (respectivement •UMP) est de´crit par la base des
mNPS (respectivement mNUMP) e´tats |nPS〉 ⊗ |σPS〉 (respectivement |σUMP〉 ⊗ |nUMP〉).
Le principe de la renormalisation est de tronquer cette base de PS•, c’est-a`-dire de ne
garder que NPS e´tats pour de´crire ce nouveau bloc.
Figure A.1 – Etape e´le´mentaire du DMRG : croissance du re´seau puis troncation de
l’espace de Hilbert.
Troncation de l’espace de Hilbert Pour de´crire le bloc PS•, on choisit de ne garder
que les NPS e´tats qui ont le plus de poids dans la matrice densite´ re´duite de ce bloc ρPS•.
La matrice densite´ re´duite du bloc PS• est de´finie comme la trace partielle sur les e´tats
du bloc •UMP de la matrice densite´ ρ du syste`me total PS • •UMP :
ρPS• = Tr•UMP [ρ] . (A.12)
ou` ρ = |ψ0〉〈ψ0| avec |ψ0〉 est le fondamental (variationnel) du syste`me PS • •UMP. 3 A`
chaque e´tape, il faut donc de´terminer le fondamental |ψ0〉 (a` l’aide de l’algorithme de
Lanczos par exemple) et les NPS plus grandes valeurs propres λi de la matrice densite´
re´duite ρPS• ainsi que les vecteurs propres correspondants.
On peut montrer que ce choix minimise la distance de |ψ0〉 a` sa projection sur l’espace
tronque´. L’erreur commise a` chaque e´tape est mesure´e par le poids rejete´
ε = 1−
NPS∑
i=1
λi . (A.14)
Warm-up En partant de deux sites ••, on ite`re cette proce´dure, jusqu’a` atteindre un
syste`me de taille souhaite´e (c’est la phase dite de warm-up). A` chaque e´tape, on renor-
malise e´galement les e´tats du bloc •UMP : on utilise la syme´trie de re´flexion par rapport
2. Pour des spins 1/2, on a simplement m = 2 et |σ〉 = |↑〉, |↓〉.
3. Si l’on souhaite de´terminer les premiers e´tats |ψi〉 avec les poids pi, on conside`re la matrice densite´
d’un e´tat me´lange
ρ =
∑
i
pi|ψi〉〈ψi|. (A.13)
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au centre du syste`me, pour de´duire les e´tats de •UMP des e´tats de PS•. Le fondamental
variationnel que l’on construit ainsi est encore assez loin du ve´ritable fondamental. En
effet, les e´tats que l’on a garde´s pour de´crire les syste`mes de petite taille ne sont pas
forcement adapte´s a` la description d’un grand syste`me.
(a)
.....
(b)
Figure A.2 – Figure extraite de [71] : (a) Warm-up. (b) Sweep.
Sweeps Pour ame´liorer cette description, la phase de warm-up est suivie d’une phase
de sweeps, durant laquelle on balaye le syste`me en ajoutant un site au bloc PS et en
retirant un site au bloc UMP, puis inversement. On optimise ainsi le choix des e´tats pour
chaque taille de bloc. En pratique, on re´alise plusieurs sweeps en augmentant petit a` petit
le nombre d’e´tats conserve´s. Les calculs DMRG de cette the`se ont e´te´ faits en gardant de
400 a` 1000 e´tats selon le syste`me a` de´crire.
A.3.2 Entropie d’intrication
L’entropie d’intrication du bloc de gauche PS avec le bloc de droite UMP est de´finie
par
SPS = −TrPS [ρPS ln (ρPS)] . (A.15)
Si le fondamental est un e´tat se´parable |ψ0〉 = |ψ(PS)0 〉 ⊗ |ψ(UMP)0 〉, alors ρPS n’a qu’une
valeur propre non-nulle, e´gale a` 1, et l’entropie d’intrication est nulle. De manie`re ge´ne´rale,
SPS mesure le degre´ d’intrication du bloc PS avec le bloc de droite UMP. Le crite`re de
troncation des e´tats du DMRG revient en fait a` maximiser cette entropie d’intrication.
L’entropie d’intrication augmente avec la taille du plus petit bloc, et donc avec la taille
L du syste`me si on coupe le syste`me au milieu. Pour un syste`me avec des corre´lations
a` courte porte´e, elle tend vers une constante, mais pour un syste`me critique avec des
corre´lations en loi de puissance, elle diverge en lnL.
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Annexe B
Bases d’e´tats a` liens de valence
On pre´cise ici certains re´sultats qui permettent de mieux comprendre l’approche va-
riationnelle des excitations e´le´mentaires dans la chaˆıne de MG de´crite dans le chapitre
2. On cherche a` construire une base des diffe´rents secteurs de spins {Stot, Sztot} pour un
ensemble de N spins 1/2. Stot peut prendre les valeurs positives
N
2
, N
2
− 1, N
2
− 2, ... et
Sztot les valeurs Stot, Stot − 1, ... −Stot. Une base du secteur {Sztot = M} est obtenue en
gardant les e´tats avec N
2
+M spins ↑ et N
2
+M spins ↓, d’ou` la dimension de ce secteur
dim{Sztot =M} =
(
N
N
2
+M
)
. (B.1)
La construction d’une base d’un secteur a` Stot fixe´ est plus de´licate. Cependant, un secteur
{Stot} a la meˆme contribution dans tous les secteurs {Sztot =M} avec −Stot ≤M ≤ Stot.
On en de´duit la dimension des secteurs a` Stot et S
z
tot fixe´s :
dim{Stot = S, Sztot =M} = dim{Sztot = S} − dim{Sztot = S + 1} , (B.2)
inde´pendante de M .
Secteur Stot = 0
Un re´sultat bien connu est qu’une base de {Stot = 0} est obtenue en ordonnant les N
spins sur une chaˆıne ouverte et en conside´rant la famille B0 des pavages de singulets au
dessus de la chaˆıne, qui ne se croisent pas [74]. Ce re´sultat se de´montre en deux e´tapes :
on peut montrer que B0 est ge´ne´ratrice d’une part, et qu’elle a la bonne dimension d’autre
part.
Un famille ge´ne´ratrice de {Stot = 0} est obtenue en prenant tous les pavages de
singulets. Pour montrer que B0 est ge´ne´ratrice, il suffit de montrer que tout pavage de
singulets peut se de´composer sur B0. Conside´rons donc un e´tat forme´ par pavage de
singulets quelconque. Pour l’un des croisements de singulets, on peut de´composer cet
e´tat en utilisant la relation
| 〉 = | 〉+ | 〉 . (B.3)
On a ainsi de´compose´ l’e´tat sur deux e´tats avec un croisement de moins. En ite´rant cette
de´composition, on peut de´croiser tous les singulets et donc obtenir une de´composition
sur B0.
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Figure B.1 – Base du secteur {Stot = 0} pour six spins.
Par ailleurs, le nombre de pavages sans croisement pour N spins peut eˆtre vu comme le
nombre d’expressions correctes que l’on peut former a` l’aide de N/2 paires de parenthe`ses
(). Ce nombre est un nombre de Catalan
CN
2
=
1
N
2
+ 1
(
N
N
2
)
=
(
N
N
2
)
−
(
N
N
2
+ 1
)
, (B.4)
qui d’apre`s (B.2) est bien la dimension de {Stot = 0}.
On a ainsi montre´ que la famille B0 des pavages de singulets qui ne se croisent pas,
est une base du secteur singulet {Stot = 0}. On a conside´re´ une chaˆıne ouverte, mais on
peut e´galement fermer la chaˆıne et conside´rer les pavages de singulets a` l’inte´rieur de la
chaˆıne.
Secteur Stot =
1
2
En utilisant le re´sultat pre´ce´dent, on va construire une base des secteurs {Stot = 12 ,
Sztot = ±12}. On place les spins sur une chaˆıne ouverte de longueur N impaire. Pour
construire une famille ge´ne´ratrice de {Stot = 12 , Sztot = 12}, on peut choisir un spin ↑
(qu’on appelle spinon) et mettre les N − 1 spins restants dans un e´tat Stot = 0. Comme
on connaˆıt une base de {Stot = 0}, on construit ainsi une famille ge´ne´ratrice de {Stot = 12 ,
Sztot =
1
2
} de cardinal
NCN−1
2
=
N + 3
4
dim{Stot = 1
2
, Sztot =
1
2
} . (B.5)
Cette famille est donc sur-comple`te. Une base de {Stot = 12 , Sztot = 12} est obtenue en
ne gardant que les e´tats ou` aucun singulet ne passe au dessus du spinon. Remarquons
que le spinon est alors restreint a` un sous-re´seau car il doit y avoir un nombre pair de
sites de part et d’autre du spinon. De plus, la coupure dans la chaˆıne a maintenant son
importance car il faut pouvoir de´finir la gauche et la droite du spinon. On note B1 la
famille des e´tats a` un spinon et un pavage de singulets qui ne se croisent pas et qui ne
passent pas au-dessus du spinon.
Montrons que la famille B1 est ge´ne´ratrice. Soit un e´tat avec un spin ↑ sur un site
quelconque et les autres spins dans un e´tat singulet, qu’on peut supposer eˆtre dans B0.
Conside´rons le premier singulet au-dessus du spinon. On peut de´composer cet e´tat de la
manie`re suivante :
| 〉 = | 〉+ | 〉 . (B.6)
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Figure B.2 – Base du secteur {Stot = 12 , Sztot = 12}, pour cinq spins.
En ite´rant cette de´composition, on peut de´composer n’importe quel e´tat de {Stot = 12 ,
Sztot =
1
2
} sur la famille B1.
Calculons maintenant le cardinal de B1 :
cardB1 =
n∑
p=0
CpCn−p , (B.7)
ou` n = N−1
2
et Cn est le nombre de Catalan de´fini par la formule (B.4). Or les nombres
de Catalan ve´rifient la relation de re´currence :
n∑
p=0
CpCn−p = Cn+1 . (B.8)
On en de´duit
cardB1 = dim{Stot = 1
2
, Sztot =
1
2
} . (B.9)
Ainsi, la famille B1 est bien une base du secteur {Stot = 12 , Sztot = 12}.
Secteur Stot quelconque
Par re´currence, on peut construire une base, non-orthogonale, de chaque secteur
{Stot = S, Sztot = S}. Il suffit de conside´rer 2S spinons ↑ et de mettre les autres spins
dans un produit de singulets qui ne se croisent pas et qui ne passent pas au-dessus d’un
spinon. 1 On peut ge´ne´raliser le re´sultat a` {Stot = S, Sztot = M} : il faut alors mettre les
2S spinons dans l’e´tat a` 2S spins de spin total Stot = S et de projection S
z
tot =M .
1. Le spinon le plus a` gauche est alors restreint au sous-re´seau A, le suivant au sous-re´seau B, le
troisie`me au sous-re´seau A, etc.
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Figure B.3 – Base du secteur {Stot = 1, Sztot = 1} pour six spins.
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Annexe C
Renormalisation dans l’espace re´el a`
fort de´sordre
Dans un syste`me fortement de´sordonne´, les he´te´roge´ne´ite´s spatiales ge´ne`rent des fluc-
tuations dans les e´nergies des diffe´rents degre´s de liberte´. La me´thode introduite par
Ma-Dasgupta-Hu [53] pour de´crire les chaˆınes de spins de´sordonne´es consiste a` renorma-
liser le syste`me en conside´rant les degre´s de liberte´ avec le plus grand gap comme gele´s
dans leur e´tat fondamental. Autrement dit, on suppose que les fluctuations thermiques
et quantiques sont ne´gligeables par rapport aux fluctuations du de´sordre. On peut dis-
tinguer trois cas selon l’e´volution de l’amplitude relative du de´sordre au fur et a` mesure
que l’on abaisse l’e´chelle d’e´nergie :
– si cette amplitude diverge, on parle de point fixe de de´sordre infini ;
– si elle tend vers une constante, on parle de point fixe de de´sordre fini ;
– si elle tend vers ze´ro, on parle de point fixe pur.
Pour une revue ge´ne´rale des applications de cette me´thode, on pourra se re´fe´rer a` [38].
On de´taille ici son application aux syste`mes de spins unidimensionnels.
C.1 Re`gles de de´cimation
On conside`re un syste`me de spins quelconques avec des couplages de Heisenberg
ale´atoires. Comment en pratique de´cime-t-on le degre´ de liberte´ de plus grand gap ?
Isolons un lien qui couple deux spins S1 et S2 avec un constante de couplage J12. Le gap
sur ce lien isole´ ∆12 entre le fondamental et le premier e´tat excite´ est donne´ par
∆12 =
{
−J12(S1 + S2) si J12 < 0 ,
J12 (|S1 − S2|+ 1) si J12 > 0 .
(C.1)
On choisit de de´cimer le lien qui posse`de le plus grand gap Ω, en gelant ce lien dans son
secteur de spin S de plus basse e´nergie. On a
S =
{
S1 + S2 si J12 < 0 ,
|S1 − S2| si J12 > 0 .
(C.2)
Le syste`me est alors renormalise´ selon les re`gles suivantes.
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1. Si S 6= 0, le lien est remplace´ par un spin effectif S˜. Prenons un spin Si qui e´tait
lie´ a` S1 ou S2. L’ancien hamiltonien entre ces trois spins
H = J12S1 · S2 + Ji1Si · S1 + Ji2Si · S2 (C.3)
est remplace´ par le hamiltonien effectif
H˜ = J˜i Si · S˜ , (C.4)
en prenant le de´veloppement au premier ordre en ∆i1,∆i2/Ω de la the´orie des
perturbations sur le sous-espace S de S1, S2. On obtient alors
1
J˜i =
S(S + 1) + S1(S1 + 1)− S2(S2 + 1)
2S(S + 1)
Ji1
+
S(S + 1) + S2(S2 + 1)− S1(S1 + 1)
2S(S + 1)
Ji2 . (C.5)
Figure C.1 – Re`gle 1 : formation d’un spin effectif.
2. Si S = 0, les deux spins sont de´cime´s. Dans ce cas, il faut renormaliser les couplages
entre tous les spins qui e´taient lie´s a` S1 ou S2. Pour une paire Si,Sj, l’ancien
hamiltonien
H = J12S1 · S2 + Ji1Si · S1 + Ji2Si · S2 + J1jSj · Sj + J2jS2 · Sj + JijSi · Sj (C.6)
est remplace´ par le hamiltonien effectif
H˜ = J˜ij Si · Si , (C.7)
en prenant pour J˜ij le de´veloppement au deuxie`me ordre de la the´orie des pertur-
bations, soit
J˜ij = Jij +
2
3
S1(S1 + 1)
(Ji1 − Ji2)(J2j − J1j)
J12
. (C.8)
A priori, la topologie du re´seau n’est pas conserve´e au cours de la renormalisation, sauf
dans le cas d’une chaˆıne avec uniquement des couplages aux premiers voisins. Cepen-
dant pour un syste`me unidimensionnel avec des interactions initiales a` courte porte´e, les
couplages au-dela` des premiers voisins disparaissent 2 au cours de la renormalisation.
1. Le calcul est de´taille´ dans la re´fe´rence [86].
2. En pratique, on fixe un cut-off en e´nergie en dessous duquel les couplages sont pris e´gaux a` zero.
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Figure C.2 – Re`gle 2 : de´cimation d’un singulet.
C.2 Chaˆıne antiferromagne´tique ale´atoire
Le premier syste`me auquel cette proce´dure de de´cimation a e´te´ applique´e est la chaˆıne
antiferromagne´tique avec uniquement des couplages aux premiers voisins, tous distribue´s
selon une meˆme loi 3 [53, 19, 26]. Dans ce cas, seule la re`gle 2 est utilise´e : a` chaque e´tape
on de´cime les deux spins voisins Si et Si+1 avec le plus fort couplage Ω et on introduit
un couplage entre les spins Si−1 et Si+2 selon l’e´quation (C.8) qui devient
J˜i−1,i+2 =
Ji−1,iJi+1,i+2
2Ω
. (C.9)
La distribution des gaps a` l’e´chelle d’e´nergie Ω est simplement la distribution des cou-
plages p(J,Ω), qui ve´rifie alors l’e´quation
∂p
∂Ω
(J,Ω) = −p(Ω,Ω)
∫∫
p(J1,Ω)dJ1p(J2,Ω)dJ2δ
(
J − J1J2
2Ω
)
. (C.10)
Fisher a montre´ que cette e´quation posse`de un point fixe de de´sordre infini
p(J,Ω) =
α(Ω)
Ω
(
Ω
J
)1−α(Ω)
Θ(Ω− J) , (C.11)
ou` α(Ω) = −1/ ln Ω et Θ est la fonction de Heaviside. La phase correspondante est la
phase dite de singulets ale´atoires (random-singlet phase) : a` tempe´rature nulle, les spins
sont couple´s deux a` deux dans un e´tat singulet a` des distances arbitrairement grandes.
A` basse e´nergie, le comportement de la densite´ de spins non-apparie´s n avec l’e´chelle
d’e´nergie Ω est donne´ par
dn
dΩ
= 2np(Ω,Ω) , (C.12)
soit n ∼ α(Ω)2. Ces spins sont essentiellement libres et contribuent a` la susceptibilite´
magne´tique sous forme d’une loi de Curie
χ(T ) ∼ n(T )
T
∼ 1
T (lnT )2
, (C.13)
qui diverge a` basse tempe´rature.
3. Si la distribution est diffe´rente pour les liens pairs et impairs, il a e´te´ montre´ que le syste`me
appartient a` une classe d’universalite´ diffe´rente correspondant a` une phase de Griffiths [37]
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C.3 Chaˆıne ferromagne´tique et antiferromagne´tique
ale´atoire
Dans cette partie, on conside`re toujours une chaˆıne avec des couplages ale´atoires
aux premiers voisins, mais avec une certaine proportion de couplages ferromagne´tiques.
Ce mode`le a e´te´ e´tudie´ par Westerberg et al. [85, 86]. Les couplages ferromagne´tiques
ge´ne`rent des spins supe´rieurs a` 1/2, par la re`gle 1. Les simulations nume´riques montrent
que le spin moyen S croˆıt en loi de puissance au fur et a` mesure que Ω diminue. La
fraction de liens ferromagne´tiques tend vers une constante x 6= 0 et les distributions
des gaps pF(∆,Ω) et pAF(∆,Ω) sur les liens ferromagne´tiques et antiferromagne´tiques
convergent vers des lois de puissance
pF(∆,Ω) =
αF
Ω
(
Ω
∆
)1−αF
Θ(Ω−∆) ,
pAF(∆,Ω) =
αAF
Ω
(
Ω
∆
)1−αAF
Θ(Ω−∆) .
(C.14)
Il s’agit d’un point fixe de de´sordre fini. A` basse e´nergie, le syste`me est de´crit par des amas
qui se comportent comme des grands spins faiblement couple´s ; cette phase est appele´e
large-spin phase. Comme on forme des spins de plus en plus grands, seule la re`gle 1 est
utilise´e asymptotiquement. La densite´ n de spins restant a` l’e´nergie Ω est alors donne´e
par
dn
dΩ
= n [xpF(Ω,Ω) + (1− x)pAF(Ω,Ω)] , (C.15)
soit n ∼ Ω1/z, ou` z = [xαF + (1− x)αAF]−1 est appele´ exposant dynamique. Cet exposant
n’est pas universel : il de´pend de la distribution initiale des gaps. Cependant, pour des
distributions initiales moins singulie`res que 1/∆0.7, les simulations nume´riques pre´disent
un point fixe universel avec 1/z ' 0.44 [86]. Comme chaque e´tape consiste a` additionner
ou soustraire ale´atoirement deux spins voisins, la taille des spins effectifs suit une marche
ale´atoire. Par conse´quent, le spin carre´ moyen est S2 = 1/4n et le spin moyen se comporte
comme
S ∼ 1√
n
∼ Ω− 12z . (C.16)
Chaque spin effectif contribue a` la susceptibilite´ magne´tique selon une loi de Curie, d’ou`
le comportement de la susceptibilite´ a` basse tempe´rature [27, 28] :
χ(T ) =
n
T
S(S + 1)
3
=
1
T
(
1
12
+KT
1
2z
)
, (C.17)
ou` K est une constante.
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eu pendant ces trois ans, Siiilvia, Yassar, et tous les autres. Merci de m’avoir fait autant
rigoler. Si ces trois anne´es ont e´te´ aussi enrichissantes, c’est largement graˆce a` vous. Ce
manuscrit est pour vous, meˆme si cette page est probablement la seule que vous lirez, et
encore, si vous la trouvez.
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