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Resumo
A imagem de ultrasons é uma ferramenta de diagnóstico importante e cada vez mais aplicada
na deteção do cancro da mama. No entanto, este tipo de exame é, intrinsecamente, degradado
por ruído e pelo baixo contraste, resultando em dificuldades na deteção de massas ou nódulos
e, acima de tudo, na avaliação do seu tamanho e forma. Neste sentido, as técnicas de diag-
nóstico assistido por computador surgem como um factor de suporte importante para a análise
deste tipo de imagem.
No presente trabalho, uma abordagem bifaseada para um método de segmentação de ultrasons
mamários, totalmente automático, é apresentada. A primeira etapa procura realizar uma seg-
mentação inicial da imagem, que permita a localização primária da Região de Interesse (ROI).
A segunda parte foca-se na área definida na etapa anterior, tendo como objectivo a melhoria
da resolução espacial da segmentação.
Na primeira etapa de segmentação, diversas técnicas de classificação binária são aplicadas para
realizar a segmentação da imagem, utilizando características multiresolução para o descriptor
de pixel - filtragem FIR passa-banda e difusão não linear e curvatura scale-space de alta escala.
Estas técnicas de processamento de imagem são aplicadas para a redução da influência dos
componentes de ruído inerentes aos ultrasons e, simultaneamente, recolher informação estru-
tural e estatística adequada para a segmentação das massas. Os dados são classificados usando
Support Vector Machines e Análise Discriminante.
Na segunda fase, as máscaras obtidas a partir da segmentação inicial são dilatadas, produzindo
uma área restrita que contém a ROI. Considerando apenas os pixéis pertencentes a esta região,
uma nova segmentação é executada, através do algoritmo AdaBoost, usando a difusão não lin-
ear e curvaturas de menor escala. Um algoritmo de contornos activos é, também, aplicado para
melhorar os resultados da segmentação, sendo as máscaras da segmentação inicial utilizadas
como contornos iniciais.
Os resultados finais confirmam a metodologia proposta como sendo uma solução promissora para
a segmentação de massas em imagens de ultrasons da mama, revelando, em termos globais,
bons resultados de acurácia - 97,58% (AdaBoost) e 97,70% (Contornos Activos) -, sensibilidade
- 76,46% (AdaBoost) e 75,40% (Contornos Activos) - e de precisão - 87,26% (AdaBoost) e 87,51%
(Contornos Activos).
Palavras-chave
Ultrasons Peitorais, Segmentação de Imagem, Difusão Não Linear, Filtragem FIR Passa-banda,
Curvatura Scale-space, Support Vector Machines, Análise Discriminante, AdaBoost, Contornos
Activos
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Abstract
Breast ultrasound imaging is an important and increasingly applied diagnostic tool for breast
cancer detection. However, this type of exam is intrinsically degraded by noise, resulting in a
difficult detection of masses or nodules, and, most importantly, the evaluation of their size and
shape. Computer-aided diagnosis arises as a major help factor, for the analysis of this type of
medical imaging.
In this work, a two-stage approach towards a fully automated BUS segmentation method is
presented. The first stage attempts an initial segmentation of the BUS image, used to track
the ROI. The second part focuses on the area surrounding the ROI defined in the first stage,
improving the spatial resolution of the segmentation.
In the first segmentation stage, several binary classfication techniques are applied to perform
image segmentation, using multi-resolution features to construct the pixel descriptor - FIR band-
pass filtering and high scale non-linear diffusion and scale-space curvature. These processing
techniques were chosen to reduce the influence of noise components that are inherent to ultra-
sound images and, simultaneously, select structural and statistical information suitable for the
segmentation of masses. The data is classified using Support Vector Machines and Discriminant
Analysis.
In the second stage, the masks obtained from the initial segmentation are dilated, yielding a
restricted area containing the ROI. Considering only the pixels inside this region, a new seg-
mentation task is performed. The images are classifed using an AdaBoost classifier, using lower
scale non-linear diffusion and scale-space curvature measures. Active contours are also used
to improve the segmentation results, being the initial segmentation masks are used as initial
contours.
Final results confirm the proposed methods as a promising solution for mass segmentation in BUS
images, achieving good overall accuracy - 97.58% for (AdaBoost) and 97.70% (Active Contours)
-, recall - 76.46% (AdaBoost) and 75.40% (Active Contours) - and precision - 87.26% (AdaBoost)
and 87.51% (Active Contours) - results.
Keywords
Breast Ultrasound Images, Image Segmentation, Non-linear diffusion, Band-pass FIR Filtering,
Scale-space Curvature, Support Vector Machines, Discriminant Analysis, AdaBoost, Active Con-
tours
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Capítulo 1
Introdução
O cancro da mama é a causa de morte com maior prevalência nas mulheres, tendo sido reg-
istado, globalmente, como um dos quatro tipos de cancro com maior taxa de mortalidade.
Em 2008, foram estimadas, pela Organização Mundial de Saúde (OMS), 458 000 mortes asso-
ciadas ao cancro da mama, com um total de 1 384 milhões de novos casos diagnosticados
[DCSJ10, LBL+05, SFC+06]. Nas últimas décadas, tem-se assistido a um aumento da incidên-
cia de novos casos. Por outro lado, tem-se assistido a uma redução gradual da taxa de mor-
talidade relacionada com o cancro da mama. Esta redução, apesar de generalizada, verifi-
ca-se especialmente em países mais desenvolvidos e com maior poder económico, onde os
meios de diagnóstico se encontram mais divulgados e são mais aplicados, dado que a deteção
precoce desempenha um papel fulcral no tratamento, com êxito, deste tipo de patologias
[DCSJ10, LBL+05, SFC+06]. Constata-se, portanto, uma necessidade crescente de desenvolvi-
mento e aplicação de novos meios de diagnóstico, na deteção precoce e na monitorização de
novas ocorrências.
O diagnóstico do cancro da mama poderá recorrer a diversas técnicas. Desde logo, os exames
físicos como a palpação, bem como a análise do historial clínico e dos factores de risco as-
sociados ao paciente, surgem como os métodos mais tradicionais e mais aplicados. Outras
ferramentas de apoio ao diagnóstico têm sido introduzidas ao longo do tempo, como sejam os
métodos imagiológicos - Ressonância magnética, mamografia e ultrasons - ou a biópsia, sendo
esta aplicada, normalmente, apenas como último recurso ou como exame complementar para a
confirmação do diagnóstico. De entre estas, a mamografia e os ultrasons são os mais frequente-
mente usados como exames complementares.
Actualmente, a mamografia é extensivamente aplicada na avaliação de casos assintomáticos. A
mamografia perfila-se como um instrumento útil na deteção de microcalcificações, conseguindo
um desempenho superior ao dos ultrasons. Apesar deste facto, a interpretação das mamografias
pode ser difícil para os radiologistas, levando a uma taxa elevada de falsos positivos submeti-
dos a biópsia. Além de ser um método altamente invasivo, desconfortável e caro, a taxa de
obtenção de resultados positivos através da utilização da biópsia é baixa, situando-se entre os
10% e os 31% [CWM+03], o que torna este procedimento evitável.
As imagens de diagnóstico por ultrasons são adquiridas através do uso de ondas acústicas longi-
tudinais, com frequências situadas, tipicamente, entre 1MHz e 20MHz [HR02, ES08]. As imagens
obtidas representam a medida da reflexão das ondas ultrasonoras por parte dos tecidos onde
estas incidem.
A sonografia permite a representação de estruturas corporais, com base na sua densidade ou
nas suas propriedades elásticas. Consoante o modo de tratamento dos dados recolhidos pelo
transdutor, é possível definir três tipologias principais, que resultam em diferentes âmbitos de
análise da informação.
O modo A representa, graficamente, a amplitude da onda recebida em função do tempo. Sendo
o modo mais básico de utilização dos ultrasons, é aplicado na caracterização de superfícies. A
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relação tempo-distância pode ser, também inferida por este modo, sendo calculada dividindo a
velocidade de propagação das ondas ultrasonoras por 2 (propagação em direção ao tecido alvo
e de volta ao transdutor).
O modo B é o modo mais comum de aplicação de ultrasons, especialmente no que toca à medic-
ina e permite a visualização de imagens bidimensionais. No caso concreto do diagnóstico de
lesões mamárias, este modo é amplamente utilizado e é, por esse motivo, sobre este tipo de
imagens que o presente trabalho se debruça. A amplitude recebida é traduzida em intensi-
dade, para uma dada localização do tecido alvo. As interfaces entre tecidos com diferentes
impedâncias apresentam intensidade superior à registada em zonas com impedâncias semel-
hantes, como sejam regiões internas de um dado órgão ou estrutura, por exemplo. A figura 1.1
apresenta um exemplo de um exame de ultrasons em modo B.
Figura 1.1: Exemplo de imagem de ultrasons peitoral (modo B).
Finalmente, o modo M é utilizado para a descrição de estruturas em movimento, quer pela
representação das estruturas em função do tempo, quer pela medição da frequência do sinal
- imagens Doppler. Este modo de aplicação de ultrasons é extensivamente aplicado em cardi-
ologia, nomeadamente, em ecocardiografias e na análise do fluxo vascular. Normalmente, os
resultados de exames em modo M são apresentados sobre exames em modo B, o que permite a
localização de estruturas de interesse.
Contrariamente à mamografia, a ultra-sonografia não utiliza radiação ionizante, é uma técnica
não invasiva e praticamente inofensiva. Além disso, o equipamento de ultrasom é portátil, de
baixo custo e permite o diagnóstico em tempo real. Por estas características, os ultrasons têm
sido aplicados como um método valioso para a deteção e caracterização precoce de nódulos
mamários, com particular incidência em mulheres jovens ou grávidas. Este tipo de exame rev-
ela, também, melhores resultados comparativamente à mamografia, no que toca à triagem de
mulheres com tecidos mamários densos.
Não sendo aplicáveis, de forma extensiva, ao rastreio precoce para o cancro da mama, dada
a sua inconsistência na deteção de sinais primordiais de cancro, como sejam as microcalcifi-
cações, os ultrasons assumem grande relevância em exames regulares, tendo sido demonstrado
que o uso deste método, como procedimento complementar para a mamografia, aumenta a
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sensibilidade de 74% a 97% [CWMC05, LMF+00, BSGRH04, HJCM07, TLC+10]. Os ultrasons
são, ainda, considerados como sendo a melhor modalidade para a análise de nós linfáticos
[BMCB+02], e foram vistos como a melhor maneira de distinguir se o nó é sólido ou contém
líquido [LMF+00, BSGRH04, CKC+02, SaMRH+04, TLC+10], atingindo uma precisão próxima de
100% em imagens observadas por radiologistas experientes. Para além das suas característi-
cas atractivas, no que concerne à segurança e conforto na utilização, os ultrasons permitem o
acesso a imagem tridimensional, fornecendo informação de difícil obtenção, podendo ajudar a
reduzir o recurso a biópsias desnecessárias [ZLL+07, SaMRH+04, CCK+05, CCC+05, CCCM03].
Contudo, os ultrasons apresentam, tipicamente, baixo contraste na escala de cinzas e elevada
quantidade de ruído de alta frequência, intrínsecos ao processo de aquisição da imagem. De
igual modo, o aparecimento de sombras e outros artefactos são, também, comuns neste método
imagiológico, degradando a qualidade da imagem. Na análise de ultrasons, verifica-se uma ele-
vada subjectividade na distinção entre tecidos benignos e malignos, levando à necessidade de
radiologistas experientes. Por estes motivos, a introdução de técnicas de Diagnóstico Assistido
por Computador (DAC) tornou-se um factor importante, no apoio ao diagnóstico de patologias
mamárias.
1.1 Objectivos e descrição do trabalho
O presente trabalho propõe um método completamente automatizado para a segmentação de
massas em imagens de ultrasons peitorais. As metodologias implementadas aplicam diferentes
técnicas de processamento de imagem e de segmentação, com o intuito de obter os contornos
de massas presentes neste tipo de exames.
O método proposto subdivide-se em duas fases, de modo a responder às especificidades dos
ultrasons e conseguir uma segmentação correcta e precisa. Numa primeira fase, o objectivo do
trabalho passa por obter uma segmentação inicial, através da aplicação de classificadores sobre
os pixeis da imagem. O uso de classificadores baseia-se na extração de descriptores de pixel,
contruídos com o recurso a técnicas de processamento que permitam, simultaneamente, mel-
horar a qualidade da imagem, fundamentalmente, através da redução da influência do ruído,
e evidenciar características significantes da imagem, homogeneizando regiões da imagem ou
melhorando o contraste nos limiares.
Neste sentido, são utilizadas a difusão não linear, a filtragem passa-banda com filtros FIR e a
curvatura obtida em diferentes escalas da imagem original. O resultado destes processamen-
tos vai permitir a definição de um descriptor de pixel. Usando esste descriptor, são testados
vários classificadores distintos - Support Vector Machines (SVM) e Análise Discriminante (AD) -
para segmentar as imagens, resultando em máscaras binárias. Sobre os resultados destes clas-
sificadores, uma série de métodos heurísticos são aplicados, com o objectivo de seleccionar a
Região de Interesse (ROI) e evitar o eventual ruído das segmentações com os classificadores,
preparando estes resultados para a segunda fase do método.
Na primeira fase, no caso da difusão não linear e da curvatura, a imagem será analisada em
escalas altas, o que permite uma maior redução do ruído da imagem. Juntamente com a
diminuição do nível de pormenor, dever-se-á favorecer o treino dos classificadores, tendo em
vista a localização correcta da ROI e a redução do ruído na segmentação pelos classificadores.
Contudo, esta opcção acarreta a perda de definição espacial dos resultados.
Na segunda fase do método proposto no presente trabalho, a imagem é sujeita a novo processo
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de segmentação, sendo este focado na ROI detectada na primeira fase. O principal objectivo
desta segunda fase passa por melhorar a resolução espacial dos resultados iniciais. Para tal, e
tendo em conta que este novo estágio será mais focado numa região mais reduzida que contém
a ROI, a análise da imagem é feita em escalas mais baixas, que permitem a melhoria dessa res-
olução. As técnicas testadas na segmentaccão fina da ROI são o classificador AdaBoost, usando
um descriptor de pixel composto pela difusão não linear e pela curvatura em escalas mais baixas
da imagem, e o método de contornos activos sem limiares. De forma semelhante ao realizado
na primeira fase, são também usados métodos heurísticos para a melhoria dos resultados finais.
Neste trabalho, e focando os objectivos definidos, apenas são utilizados exemplos de exames
contendo massas. Todas as implementações necessárias ao desenvolvimento deste trabalho, em
termos experimentais, são efectuadas com o software MATLAB R2011b, da MathWorks.
Além desta introdução, o trabalho encontra-se, essencialmente, dividido em cinco capítulos.
No capítulo 2, é apresentado o estado de arte, onde são descritas as aplicações mais rele-
vantes, no que concerne ao processamento e segmentação de ultrasons mamários. No capítulo
seguinte, são descritas todas as técnicas utilizadas no trabalho, cujo fluxo e esquematização se
encontra no capítulo 4. Seguidamente, no capítulo 5 são apresentados e discutidos os resulta-
dos experimentais deste trabalho, culminando numa análise sumativa e conclusiva, constante
do sexto e último capítulo da presente dissertação.
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Capítulo 2
Estado de arte
O processamento de imagem envolve várias técnicas, que poderão visar o melhoramento da
qualidade de imagem, a extração de características úteis à análise e classificação da mesma
ou a identificação de regiões de interesse. Os métodos utilizados neste campo são vastos e
variados e a sua seleção e aplicação influenciam, no caso concreto da imagem médica, a quali-
dade do diagnóstico final. Por sua vez, a especificidade das imagens e das próprias patologias,
bem como os recursos computacionais disponíveis, condicionam a escolha das técnicas de pro-
cessamento e os resultados obtidos. O processamento de imagem, no âmbito dos sistemas de
apoio ao diagnóstico, poderão ser enquadrados em diferentes etapas, com objectivos distintos:
pré-processamento, segmentação, extração de características e desenvolvimento de descrip-
tores e a classificação da informação.
Figura 2.1: Organização do processo de diagnóstico assistido por computador.
No interesse deste trabalho, serão descritos, nesta secção, vários métodos e o seu âmbito de
aplicação, no pré-processamento e segmentação de imagens de ultrasons mamários.
2.1 Pré-processamento
As técnicas de pré-processamento procuram melhorar a qualidade da imagem, reduzindo o ruído
e homogeneizando regiões da imagem, sem perda de características e informação necessária
à análise da imagem. Outro dos aspectos fundamentais das técnicas aplicadas ao pré-proces-
samento de imagem consiste no realce de características importantes, como os contornos ou
texturas, bem como a melhoria do contraste.
Filtragem
Os filtros lineares são o tipo mais simples de filtros, sendo de fácil implementação e apre-
sentando bons resultados na remoção de ruído gaussiano. Os filtros médios são exemplo de
filtragem linear. São muito utilizados para suavização da imagem. Este filtro opera sobre a
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imagem atribuindo, a cada pixel, o valor médio da intensidade na vizinhança, o que promove
a homogeneidade da imagem e elimina a sobre-segmentação. Contudo, a aplicação deste tipo
de filtro destròi a informação de arestas da imagem, à semelhança da generalidade dos filtros
lineares. Os filtros médios adaptativos procuram responder a esta limitação, removendo o ruído
localmente e preservando as arestas.
Um dos filtros lineares mais aplicados no processamento de imagem é o filtro gaussiano. Sendo
caracterizado por uma curva gaussiana, comporta-se como um filtro passa-baixo, o que permite
remover componentes de alta frequência, como sejam o ruído característico dos ultrasons. A
filtragem gaussiana permite a análise em scale-space. Cada filtragem sobre a imagem aumenta
a escala, eliminando pormenores e simplificando a constituição estrutural da imagem. Apesar
de reduzir o fenòmeno de sobre-segmentação, este método pode eliminar limiares ou detal-
hes importantes da imagem, além de apresentar fraca definição espacial [IG98]. Não obstante
a boa resposta no que concerne à redução de ruído, os filtros lineares, na sua generalidade,
demonstram alguma falta de eficácia no melhoramento da qualidade de imagem, quer ao nível
do contraste, quer das suas características estruturais [KSSC85, Lee80, FSSH82].
A filtragem não linear oferece maior diversidade e eficiência no melhoramento da imagem. Os
filtros medianos calculam, para cada pixel, a mediana dos valores de intensidade na vizinhança,
mediante uma determinada janela. Sendo dos filtros não lineares mais simples, resultam mel-
hor que os filtros médios na definição dos contornos da imagem, apesar de alguns autores terem
constatado a remoção de alguma informação importante de arestas.
A difusão não-linear é um filtro adaptativo, que recorre a Equações Diferenciais Parciais. A par-
tir do cálculo de gradientes direccionais para cada pixel, relativamente à sua vizinhança, são
calculados coeficientes de difusão em função dos gradientes calculados. A difusão não-linear
demonstra maior eficiência na redução de ruído e na conservação de características importantes
da imagem, relativamente a filtragens lineares [YEB08]. Dada a sua actuação perante arestas
e zonas de grandes variações de intensidade, esta técnica revela-se útil na deteção dos limites
de uma lesão em ultrasons mamários [AH11].
Os filtros máximos a posteriori estimam o sinal de forma a maximizar o teorema de Bayes,
através de uma função de densidade de probabilidade. Em [YEB08] são testados estes filtros
em BUS, aplicando janelas adaptativas. A sua aplicação demonstrou bons resultados ao nível do
contraste da imagem, nomeadamente, o de Pearlman-Gauss, que utiliza uma função de densi-
dade de probablidade com distribuição gaussiana.
Alguns autores procuram ainda combinar diversos tipos filtros, de forma a melhorar os resul-
tados da aplicação individual. Em [YEB08], a difusão não linear da imagem foi aplicada, jun-
tamente com filtragem gaussiana. Enquanto a difusão não linear reduz o ruído, a filtragem
gaussiana alisa as arestas, conservadas pelo primeiro método, de modo a evitar a sobre-seg-
mentação.
Outro exemplo de filtragem híbrida, em [JYMK04], descreve a aplicação, sobre a imagem de
vários filtros medianos distintos. Foram usados filtros de janela quadrada (4x4), em simultâneo
com filtros de máscaras com formatos não regulares, tendo sido obtidos bons resultados na mel-
horia da qualidade de imagem, como o realce de arestas e o aumento do contraste da ROI, de
forma a possibilitar a sua deteção através de thresholding binário.
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Equalização de histograma
A equalização do histograma da imagem tem por objectivo estandardizar e homogeneizar os
níveis de intensidade. No caso das BUS, esta técnica é, particularmente, útil para uniformizar
o contraste no caso de imagens de fontes distintas [HRL10]. Contudo, outros âmbitos de apli-
cação são possíveis, como a evidenciação da informação de textura da imagem. Em [SCH+10],
os autores aplicaram um método de equalização polimodal ao histograma de BUS, obtendo bons
resultados na resolução da textura da imagem.
Operações morfológicas
O uso de operações morfológicas sobre a imagem, nomeadamente a abertura e o fecho, permite
a simplificação das estruturas, o que previne a sobre-segmentação. Em [CCC10] e [CCC+05],
os autores aplicam estas operações sobre a imagem, em escala de cinzentos. Além da simplifi-
cação estrutural da imagem, as operações morfológicas conseguem bons resultados na filtragem
de ruído.
Wavelet
Uma wavelet é uma onda de muito curta duração, com valor médio nulo. As suas características
tornam-nas apropriadas para a análise de descontinuidades e pormenores em imagem. Numa
decomposição pela transformada Wavelet, são realizadas operações consecutivas nas linhas e
nas colunas da imagem, calculando os coeficientes de correlação entre zonas da imagem e a
wavelet utilizada, que constituem um mapa de similaridade entre os componentes da imagem
e a wavelet. Estas operações são realizadas com diferentes escalas da wavelet, ou seja, a
wavelet é escalada de modo a permitir a análise de aproximações ou detalhes. A correlação
das aproximações da imagem originam os coeficientes de passa-baixo, obtidos com a wavelet
em alta escala. Por outro lado, os detalhes são representados pelos coeficientes de passa-alto,
calculados através da wavelet em baixa escala.
Esta transformada, nomeadamente a Transformada Wavelet Digital apresenta algumas pro-
priedades que a tornam atractiva para o processamento e análise de ultrasons. A possibilidade
de decompor o sinal de forma a analisar detalhes de diferentes tamanhos nas escalas apropri-
adas - multiresolução - permite, através de thresholding dos coeficientes da passa-alto, reduzir
a presença de componentes de alta frequência, como o ruído, na reconstrução do sinal. Esta
técnica foi aplicada, com thresholding adaptativo, em [SSS07] para melhorar imagem BUS, re-
duzindo o ruído e conseguindo melhorias de contraste significativas.
2.2 Segmentação
A segmentação de imagem é, em geral, uma tarefa difícil, que depende de particularidades
do tipo de imagem a segmentar e pode requerer uma grande quantidade de informação para
que possa ser aplicada correcta e produzir resultados fiáveis. Contudo, em situações restritas,
surgem casos de sucesso na segmentação de imagem. Um dos mais conhecidos é o trabalho em
reconhecimento facial usando o classificador AdaBoost, realizado por Viola e Jones [VJ01].
No caso da imagem médica e, mais especificamente dos ultrasons, as características da imagem,
como sejam o baixo contraste e o ruído, já referidas anteriormente, dificultam a segmentação
de lesões. Por tal motivo, o desenvolvimento de procedimentos de segmentação adequados e
eficazes para a ultra-sonografia tem vindo a ser alvo de bastante investigação e considerado um
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campo de elevado interesse. No interesse deste trabalho, são de seguida apresentadas algumas
aplicações à segmentação de lesões em ultrasons mamários.
Thresholding de histograma
O uso de thresholds sobre o histograma de intensidade da imagem é uma técnica simples e que
não requer treino. Através da aplicação de limiares de intensidade ao histograma, é possível
definir intervalos na escala de cinzentos, de modo a seleccionar determinadas regiões da im-
agem. Esta técnica demonstrou poder ser aplicada com algum sucesso na identificação de ROI
e delimitação de lesões em ultrasons mamários [YEB08, CSJ+10].
Contudo, o facto de a utilização do histograma de intensidade da imagem ser sensível ao ruído
pode conduzir a resultados imprecisos. A aplicação de thresholding automático e adaptativo
demonstra mais eficácia na presença de ruído, relativamente ao uso de thresholding simples.
Este método mostrou uma grande correlação com as segmentações manuais [YCFC]. O uso de
thresholds sobre o histograma apresenta limitações no caso de imagens com histogramas uni-
modais. Porém, esta técnica permite a delimitação simultânea de ROI múltiplas [JYMK04].
Watershed
O algoritmo watershed consiste num modelo não supervisionado, muito usado na segmentação
de imagem. Este método particiona a imagem em regiões, tratando a imagem como um mapa
topográfico e fazendo corresponder, a cada mínimo local M uma zona B(M). Esta zona é enten-
dida como uma porção na qual a água se acumula, escorrendo em direcção ao ponto mínimo
M. As linhas que separam estas concavidades, são designadas por watersheds e correspondem a
máximos de intensidade na imagem [Sar10].
Tipicamente, o algoritmo é aplicado ao gradiente da imagem, em detrimento da própria im-
agem. O cálculo do gradiente realça as descontinuidades na imagem, apresentando valores
máximos em zonas de arestas, facilitando a deteção de contornos pelo algoritmo. Um dos prin-
cipais problemas que decorrem do utilização deste método é a sobre-segmentação da imagem.
Este fenómeno ocorre devido ao elevado número de mínimos locais que poderão existir. [Sar10]
Em [CCC10], foi aplicado este algoritmo para a extração semi-automática dos contornos da
lesão, em BUS, tendo sido obtidos resultados superiores à segmentação manual. Após a definição
manual de uma ROI, os autores utilizaram uma versão modificada do algoritmo, recorrendo a op-
erações morfológicas (abertura e fecho) sobre a imagem, para a obtenção precisa dos contornos
da lesão. O uso de operações morfológicas permite prevenir a sobre-semgentação caracterís-
tica do watershed. O algoritmo watershed foi, também, aplicado em [ZRHL11] para deteção
automática da lesão. As imagens foram pré-processadas por filtros médios e por thresholding
de histograma. Os resultados apresentaram elevada acurácia, próxima da obtida manualmente.
K-means
O algoritmo K-means é um método iterativo não supervisionado, que efectua clustering de
pixeis em k clusters, com base em descriptores que contêm informação de atributos ou car-
acterísticas associadas a cada pixel [Sar10]. Este algoritmo é inicializado pela definição, quer
de forma aleatória, quer de uma forma fixa, de K valores médios, designados centroides, que
correspondem à média de cada cluster. De seguida, e considerando o caso da imagem, é cal-
culada a distância de cada pixel a todos os centroides, sendo atribuído ao pixel o cluster com
média mais próxima. Após a atribuição de um cluster a todos os pixeis, as médias dos clusters
são novamente calculadas e as distâncias são reavaliadas. Este algoritmo procura, portanto,
minimizar uma função de distância, de modo a particionar os dados.
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O critério de paragem poderá ser definido de modo a que o resultado final seja devolvido logo
que, entre duas iterações, a constituição dos clusters permaneça inalterada ou poderá ser es-
tabelecido um número máximo de iterações, por exemplo. A aplicação do algortimo k-means
representa a imagem em k níveis de cinzento, o que possibilita melhorar a separação entre
zonas de características distintas. Um dos principais problemas poderá advir da proximidade
que, normalmente, se verifica ao nível da intensidade na imagem, entre a ROI e sombras ou
artefactos na imagem, o que poderá levar à inclusão, no mesmo cluster, de pixeis representa-
tivos de ambas as situações. Em [BBGB98], o algoritmo k-means foi aplicado à segmentação
de BUS, usando um método adaptativo, com base em informação da textura para classificar os
tecidos.
Contornos activos
No âmbito da segmentação de ultrasons, os modelos de contorno activo, também designados
por snakes têm sido bastante aplicados. Estes métodos dinâmicos baseiam-se na deformação
iterativa de um contorno inicial, procurando minimizar a energia derivada das variações de in-
tensidade na imagem ou de outras características, como por exemplo, a textura. A modificação
activa do contorno inicial pretende convergir para a acomodação deste aos limites das ROI.
Existem vários exemplos de parametrizações, como sejam Balloon ou Gradient Vector Flow.
Em [JRIM10], estes modelos paramétricos foram aplicados à segmentação de massas em BUS,
após filtragem mediana e equalização do histograma. A refinação da segmentação poderá ser
conseguida através da inclusão de alguma informação obtida a-priori, como, por exemplo, a
curvatura da imagem ou mesmo conhecimento empírico. A definição do critério de paragem,
como o uso do gradiente direccional, é, também, influente na segmentação final.
Level set
O modelo level set é, também, um modelo dinânico, à semelhança dos contornos activos. Uma
curva fechada é expressa em termos de um conjunto de superfícies planares τ(t). Cada super-
fície τ(t) representa a interseção do plano xy com a curva, num instante t, sendo phi(x, y, t)
a expressão da curva a cada instante. A evolução de φ(x, y, t) é determinada por uma função
de velocidade F , com direcção normal ao planoxy. Esta função baseia-se em parâmetros da
imagem, como a intensidade, para determinar a propagação da curva, bem como parâmetros
que controlam o grau de variação da forma da superfície a cada instante. Relativamente aos
contornos activos, este método permite a deteção de movimentos complexos em interfaces
da imagem com maior precisão. Este método foi aplicado à segmentação de lesões em BUS,
em [WM08, CWMC05, HJCM07]. O contorno inicial foi obtido após o uso da MCDE (difusão de
curvatura modificada), para remover o ruído e realçar os contornos da imagem e thresholding
binário automatizado. Os resultados obtidos foram superiores, em comparação com vários mod-
elos de contorno activos, bem como com a segmentação manual das lesões.
Apesar dos resultados satisfatórios na segmentação de massas em ultrasons mamários e da baixa
sensibilidade ao ruído, este tipo de modelos (contornos activos e level set) colocam algumas di-
ficuldades, desde logo, por dependerem de uma definição apropriada do contorno inicial, sendo
a sua definição automática complicada. Além deste facto, o processo de deformação activa
poderá consumir bastante tempo e recursos computacionais, pela quantidade de informação
que poderá ser necessária para a convergência do método. Outra das dificuldades deste tipo de
modelos auto-adaptativos, com base na minimizaçãoo de estados de energia, reside na gestão
de mínimos locais da imagem.
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Wavelet
Para além da utilidade no campo do pré-processamento da imagem, em termos de segmen-
tação a transformada wavelet apresenta algumas características importantes para a deteção de
arestas ou a extração de características. Coeficientes de correlação elevados correspondem a
descontinuidades ou pormenores, facilitando a sua deteção. Além deste facto, as propriedades
de resolução espacial da transformada possibilitam a segmentação de regiões, com precisão,
através da deteção de arestas. Em [CCK+02a], a transformada wavelet foi aplicada para seg-
mentar massas em BUS, com bons resultados.
2.2.1 Segmentação usando classificadores - Redes Neuronais e Support Vector
Machines
A segmentação de lesões em ultrasons peitorais pode ser entendida como uma tarefa de classi-
ficação dos tecidos, como sendo pertencentes, ou não, à lesão. Têm sido bastante aplicados, à
segmentação de ultrasons, classificadores como as Redes Neuronais (RN) e as SVM. A aplicação
de classificadores requer treino e uma apropriada seleção de descriptores de pixel, apresen-
tando grandes potencialidades, quer usadas individualmente ou em conjunto com outros méto-
dos.
Em [CCK+02b], uma RN foi aplicada com sucesso, em combinação com a análise wavelet da
imagem para segmentação de ultrasons. A variância e a auto-correlação do contraste foram
aplicadas como características de entrada para a rede, sendo a rede treinada por retropropa-
gação do erro. O estudo realizado em [HC04] utilizou, em conjunto, a classificação com uma RN
e o algoritmo watershed para extrair os contornos de tumores em ultrasons. A análise textural
da imagem foi utilizada para treinar a rede e classificar as imagens.
Uma RN Bayesiana, com cinco camadas escondidas foi aplicada, em [DGH+02], usando infor-
mação da textura, do gradiente e informação acústica da imagem, para segmentar massas em
BUS. A informação do gradiente foi utilizada para localizar pontos de interesse, em torno dos
quais seria aplicado um algoritmo de crescimento de regiões para obter contornos candidatos.
Finalmente, estes seriam segmentados e seleccionados pela RN. Contudo, o método revelou-se
falível, especialmente, no caso de a ROI não ser compacta.
Em [SYWH04], os autores usaram mapas auto-organizáveis, usando informação local da textura,
com o objectivo de obter um contorno inicial. Este contorno seria, posteriomente, segmentado
com contornos activos, culminando num método completamente automatizado e com boa pre-
cisão.
Em [LHZ05], foi, também aplicado em classificador para a segmentação. Aplicando SVM com
informação textural, os autores propuseram um método robusto e com elevada precisão para a
semgnetação de massas em BUS.
Apesar de o uso de classificadores para segmentar imagens de ultrasons ter vindo a apresentar
resultados promissores, o treino necessário e a seleção das caracterśticas adequadas para a sua
aplicação podem tornar a tarefa complicada e demorada [HC04].
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Capítulo 3
Descrição das metodologias
Para segmentar as massas em imagens BUS, foram aplicadas técnicas de processamento de
imagem, com o objectivo de construir descriptores de pixel, baseados em características mul-
ti-resolução. Sobre os descriptores obtidos, foram aplicadas técnicas de classificação binária,
tendo em vista a diferenciação dos tecidos. Com este método, são obtidas segmentações inici-
ais, onde tecidos classificados como positivos são assumidos como pertencentes a massas. De
forma análoga, tecidos classificados como negativos (background), serão considerados como
não pertencentes a massas.
Diferentes abordagens para tentar a segmentação das imagens foram definidas, combinando
diferentes métodos de classificação e descriptores de pixel. Nesta secção, são descritas, de um
modo geral, as técnicas utilizadas, quer para a descrição da imagem, quer para a classificação.
No capítulo, são esquematizadas, no seu todo, as diferentes abordagens, cujos resultados são
apresentados e discutidos adiante.
3.1 Técnicas de processamento de imagem - Descriptor de pixel
3.1.1 Difusão Não-linear
A difusão não linear foi introduzida por Perona e Malik, em 1990 [PM90, VESS04]. Esta téc-
nica permite a descripção multi-escala de imagens, assumindo modificações relativamente ao
paradigma da análise multi-escala linear. No caso da difusão linear, que usualmente se processa
usando filtros gaussianos, e onde o coeficiente de difusão c é uma constante, independemente
da localização espacial. A escolha de um coeficiente de difusão constante, apesar de simplificar
a análise de imagem em muitos casos, permite a interacção entre regiões distintas, levando à
perda de informação estrutural que pode ser relevante, como sejam os limiares da imagem.
Neste sentido, o objectivo da difusão não linear passa pela definição de um coeficiente c(x, y, t)
que permita satisfazer três condições essenciais:
• Causalidade: O aumento da escala da imagem não deverá introduzir detalhes inexistentes
nas escalas anteriores. Todos os máximos e mínimos da imagem numa dada escala devem
pertencer à imagem original;
• Resolução espacial: A cada escala, os limiares da imagem deverão coincidir com os limi-
ares semânticamente significantes para essa resolução;
• Manutenção e realce dos limiares: A difusão intra-regiões deverá ocorrer preferencial-
mente, relativamente à difusão inter-regiões.
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A resultante da difusão da imagem é dada pela relação seguinte:
I1 = div(c(x, y, t)∇I) = c(x, y, t)∆I +∇c · ∇I (1)
onde div representa o operador de divergência, ∇ o operador de gradiente e ∆ o operador
Laplaciano.
Os coeficientes de condução podem ser calculados, a cada iteração, usando a função de condu-
tividade de Charbonnier:
g(∇I) = 1




g(∇I) = e(−(||∇I||/K)2) (3)
A função (2) privilegia a homogeneização intraregional, levando à conservação de regiões rela-
tivamente extensas da imagem, em detrimento de regiões menores. Por outro lado, a função
(3) privilegia arestas de elevado contraste, em detrimento de arestas com contraste menor.
A constante K é calculada de um modo adaptativo, através do método de estimativa de ruído,
descrito por Canny. A cada iteração, é traçado o histograma de valores absolutos do gradiente
da imagem. O valor de K é fixado de modo a corresponder a uma determinada percentagem
do histograma. O carácter adaptativo do cálculo dos coeficientes de difusão contribui para a
definição das arestas, fomentando a manutenção da integridade das principais estruturas.
Na equação anterior, ∇I refere-se ao gradiente de intensidade, que é obtido direccionalmente
para cada pixel, de acordo com as equações seguintes:
5Ni,j = Ii−1,j − Ii,j (4)
5Si,j = Ii+1,j − Ii,j (5)
5Wi,j = Ii,j−1 − Ii,j (6)
5Ei,j = Ii,j+1 − Ii,j (7)
Uma vez calculadas as diferenças direccionais, os coeficientes de condução são obtidos, usando
a equação de Charbonnier, já apresentada, para cada direcção do esquema numérico que seja
definido (equações (4) a (7)). A escolha de um esquema baseado na utilização de 4 vizinhos de
cada pixel resulta numa discretização simples do esquema de difusão contínuo, que permite,
ainda assim, preservar as propriedades da mesma equação.
CNi,j = g(| 5N Ii,j |) (9)
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CSi,j = g(| 5S Ii,j |) (10)
CWi,j = g(| 5W Ii,j |) (11)
CEi,j = g(| 5E Ii,j |) (12)
Finalmente, a resultante da difusão Idif é obtida, iterativamente, através de:
It+1dif (i, j) = I
t
dif (i, j) + λ(5NI · CN +5SI · CS +5W I · CW +5EI · CE) (13)
(a) Imagem original (b) Difusão não-linear após 50 iterações
Figura 3.1: Exemplo de resultado da difusão não linear (b), relativamente à imagem original (a).
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3.1.2 Filtragem Passa-banda
As filtragens passa-banda fornecem informação importante sobre limiares da imagem. Simul-
taneamente, estes filtros rejeitam as componentes de alta frequência, reduzindo a influência
do ruído típico dos ultrasons [SPH09].
Os filtros FIR aplicados são filtros bidimensionais, obtidos de filtros FIR 1-D reais e com fase
linear, de ordem N, aplicando a transformada de McClellan. Esta transformação, usando ma-
triz de transformação Tfilter (equação (14)) permite obter filtros bididmensionais quadrados e
circularmente simétricos, de dimensão (N + 1)× (N + 1).
T =
1 2 12 −4 2
1 2 1
 /8 (14)
As bandas de passagem são construídas pela combinação de filtragens passa-baixo e passa-alto,
tomando a frequência de corte ωc os valores do vector ω = [ω1 ω2 ω3], sabendo que ω3 > ω2 >
ω1.
As filtragens de cada imagem são obtidas através da convolução, pixel a pixel, da imagem
com os filtros. Para a formação das filtragens passa-banda, sobre o resultado de uma primeira
filtragem passa-baixo, com uma frequência de corte ωc = ω (n+ 1), é realizada uma filtragem
passa-alto, com ωc = ω (n), conforme esquematizado na figura seguinte.
Figura 3.2: Esquema da filtragem passa-banda.
Na imagem 3.3, é apresentado um exemplos de resultado da filtragem passa-banda.
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(a) Imagem original (b) 0.031π < ω < 0.056π
Figura 3.3: Exemplo de resultado das filtragens passa-banda (b), relativamente à imagem original (a).
3.1.3 Curvatura scale-space
Uma técnica de processamento de imagem, aplicada na constituição do descriptor de pixel,
que produz características discriminatórias para os métodos de classificação utilizados é a cur-
vatura scale-space [SCBP12]. Esta técnica consiste no cálculo da curvatura média da imagem,
após filtragens gaussianas.
O uso da filtragem gaussiana, apesar da perda de definição espacial da imagem resultante, con-
trariamente ao que sucede com a resultante da difusão nao-linear, é eficaz na redução de ruído
de alta frequência que compromete a definição dos limites entre regiões distintas e reduz a
estabilidade dentro das mesmas, dado o perfil passa-baixo dos filtros gaussianos.
Para o cálculo da curvatura no scale-space, as imagens são filtradas, ao longo de várias iter-
ações, com um filtro gaussiano Fgauss. Este é um filtro bidimensional de dimensão 5x5. A
dimensão do filtro, bem como o seu desvio padrão σ, são mantidos constantes em todas as
iterações, sendo σ2 =
√
2/2. Cada iteração do processo de filtragem resulta num aumento da
escala t da imagem.
A curvatura média destas filtragens é calculada a partir das curvaturas horizontal Lxx e vertical
Lyy. Tais curvaturas representam segundas derivadas ou gradientes direcionais da imagem
filtrada Igauss e são obtidas numericamente. Inicialmente, as primeiras derivadas direcionais
Lx e Ly são calculadas como descrito nas equações seguintes:
Lx (i, j) = Igauss (i, j)− Igauss (i+ 1, j) (15)
Ly (i, j) = Igauss (i, j)− Igauss (i, j + 1) (16)
Tomando estes resultados, os gradientes de segunda ordem são calculados de forma similar,
através de:
Lxx (i, j) = Lx (i, j)− Lx (i+ 1, j) (17)
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Lyy (i, j) = Ly (i, j)− Ly (i, j + 1) (18)
O resultado final da curvatura H para cada pixel consiste na média aritmética destes gradientes






A curvatura média resulta numa boa representação das transições entre regiões, apresentando
máximos locais em pontos de elevado gradiente, isto é, nas localizações de pontos de inflexão,
onde ocorre uma grande variação dos níveis de intensidade da imagem. As massas em exames
de ultrasons apresentam, normalmente, níveis médios de intensidade inferiores e díspares das
regiões circundantes. A combinação desta medida com a filtragem gaussiana permite que o el-
evado ruído característico deste tipo de imagens tenha uma influência mínima no mapeamento
destas transições.
(a) Imagem original (b) T = 200
Figura 3.4: Exemplo de resultado do cálculo da curvatura no scale-space (b) e (c), relativamente à
imagem original (a).
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3.2 Métodos aplicados na segmentação de massas
3.2.1 Support Vector Machines
Uma das ferramentas de classificação mais utilizadas actualmente são as SVM. As SVM têm sido
propostas para um grupo muito abrangente de aplicações, apresentando elevada eficácia na
resolução de diversos problemas de classificação, para o que contribui as suas propriedades de
generalização [CWM+03].
O conceito de classificação de dados associado às SVM consiste na definição de um hiperplano
de separação óptimo, que permita a atribuição de uma classe a um conjunto de pontos, com
base num espaço de características associadas a estes. As SVM são, inerentemente, desenhadas
para efectuar classificação binária, do tipo positivo/negativo. O algoritmo de classificação ap-
resentado tem por objectivo, de forma semelhante, classificar pixeis como pertencentes ou não
a massas em BUS - classificação binária.




, tendo cada ponto xi ∈ Rnuma classe
yi ∈ {−1, 1} associada, a aplicação de uma SVM procura encontrar uma solução óptima para
particionar este conjunto de treino, de modo a que todos os pontos xi pertencentes à mesma
classe yi sejam posicionados no mesmo lado do hiperplano que separa T . Simultaneamente,
a SVM procura maximizar a distância entre os pontos mais próximos de cada classe yi e o
hiperplano de separação.
No caso do conjunto de treino T ser linearmente separável, existe pelo menos um hiperplano
de separação, definido por:
w · x+ b = 0 (20)
que satisfaça a condição:
yi (w · xi + b) > 0, i = 1, ... , N (21)
A resolução do problema da separação do conjunto T reside em encontrar o par (w, b) que sat-
isfaz a condição anterior.
Poderão existir vários hiperplanos de separação que satisfaçam esta condição. Contudo, deverá
existir um hiperplano óptimo, que possibilite maximizar a distância entre o ponto mais próximo
do hiperplano. Se a inequalidade (21) for redefinida como:
yi (w · xi + b) ≥ 1, i = 1, ... , N (22)
a distância d para o hiperplano será d = 1/||w||. A margem, que representa uma medida da
capacidade de generalização do modelo de classificação, é dada por 2/||w||. A maximização
destas medidas permite obter o parâmetro w da equação do hiperplano de separação óptimo.
Este hiperplano é definido de forma a minimizar a ocorrência de classificações erradas no con-
junto de treino e o seu cálculo recorre ao método dos multiplicadores de Lagrange. Sabendo
que ||w||2 é uma função convexa e impondo a restrição da equação (22), o hiperplano óptimo é









αiαjyiyjxi · xj (23)
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onde α = (α1, ..., αN ) representa o conjunto dos N multiplicadores de Lagrange não-negativos,
associados À restrição da equação e para os quais se verifica a relação:
N∑
i=1
αiyi = 0. (24)
Os pontos (xi, yi) do conjunto de treino que correspondem a αi são designados por vectores de






que determina w e, finalmente,
αi(yi(w · xi + b)− 1) = 0, i = 1, 2, ..., N. (26)
A função de decisão do classificador, no caso de um conjunto linearmente separável e associado
a apenas duas classes, será dada por:




ᾱiyixi · z + b̄
)
(27)
Quando o conjunto de treino T não é linearmente separável, o problema poderá ser solucionado
de duas formas: a introdução de variáveis de tolerância no modelo linear ou a utilização de
modelos não lineares para o hiperplano de separação. Permitindo uma margem de tolerância
a classificações erradas, pela introdução de uma variável ξi > 1, na inequalidade (22). Deste
modo, o obtenção do hiperplano de separação óptimo baseia-se na minimização da expressão:
1
2




Um aumento do parâmetro de regularização C leva à tendência da minimização do número de
pontos classificados erradamente, enquanto que a sua diminuição promove a maximização da
distância d = 1/||w||. A utilização da variável de tolerância ξ conduzirá, contudo, a resultados
não optimizados, dado que se baseia na permissão de classificações não correctas. A utilização
de modelos não-lineares para o hiperplano de separação procura otpimizar a classificação de









αiαjyiyjK (xi, xj) (29)
Deste modo, a função de decisão para classificadores não lineares é dada por:




αiyiK (xi, z) + b
]
(30)
onde K (xi, z) representa o kernel considerado. Uma grande variedade de kernels tem sido de-
senvolvido e aplicado para a classificação de conjuntos multidimensionais de dados. No âmbito
deste trabalho, a classificação com SVM aplicou vários kernels distintos, de modo a maximizar
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a priori a probabilidade de obter boa performance na classificação com o descritor de pixel
pretendido. As funções testadas na classificação da base de dados de BUS foram os seguintes:
Linear:
K (x, z) = x · z (31)
Quadrático:
K (x, z) = (γ · x · z + a)2 (32)
Polinomial:
K (x, z) = (γ · x · z + a)r (33)
Radial Basis Function:






K (x, z) = tanh (γ · x · z + coef) (35)
3.2.2 Análise Discriminante
Os classificadores por AD analisam estatisticamente um conjunto de amostras, procurando obter
uma separação dos dados em K classes [Krz88, Seb84]. Considerando o problema da classifi-
cação binária, com base num conjunto de treino T = (X1, Y1), ..., (Xn, Yn), são obtidas regras
discriminantes de modo a construir o classificador C(X,L) : X → {1, 2}.
Os classificadores aplicados neste trabalho assumem, para cada classe, um distribuição de prob-
abilidade gaussiana, caracterizada por:
P (X|Y = k) ∼ N(µk,Σk) (36)
onde µk e Σk representam, respectivamente, o vector médio e a matrix de covariância de cada
classe do conjunto de treino T .
Calculando estes parâmetros estatísticos, poderá ser inferida uma regra discriminante, que
associe cada observação do conjunto de teste a uma classe. No presente trabalho, foram





Estas tipologias distinguem-se por assumirem, para a construção da regra discriminante, difer-
entes cenários no que concerne às distribuições de probabilidade dos dados.
No caso da AD linear, assume-se que ambas as classes apresentam a mesma matriz de covariân-
cia Σ, sendo esta estimada pelo conjunto de treino, através de:
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(nk − 1)Sk/(n−K)) (37)
onde Sk é a matriz de covariância de cada classe k.
A regra discriminante para o caso linear é dada pela expressão:
C(X) = argmink
{
(X − µk)Σ−1(X − µk)T
}
(38)
que atribui, a cada observação X, a classe k que minimiza esta equação.
No caso quadrático, são assumidas, para cada classe, matrizes de covariância Σk distintas,
dadas pelas próprias matrizes Sk de cada classe. Nestas condições, a regra discriminante será:
C(X) = argmink
{
(X − µk)Σ−1k (X − µk)T + log|Σk|
}
(39)
A AD diagonal é aplicaável em casos em que as matrizes de covariância das classes sejam
diagonais. De forma similar aos casos anteriores, se a matriz de covariância for igual para
ambas as classes, e dada por:
∆k = diag(σ
2
k1 , ..., σ
2
kg ) (40)
o problema da definição da regra discriminante é linear. Se, por outro lado, as matrizes foram
distintas, a regra discriminante é quadrática. Portanto, para o caso diagonal linear, a regra



















Além das tipologias já descritas, é ainda testada, neste trabalho, um outro tipo de classificador,
baseado na distância de Mahalanobis. De forma semelhante aos classificadores anteriores, é
calculada a matriz de covariância Sk para cada classe, com base no conjunto de treino T .
Obtendo, igualmente, o vector médio das classes µk, a distância de Mahalanobis é dada por:
DM (x) =
√
(x− µk)TS−1(x− µk) (43)
No caso de a matriz de covariância ser diagonal (s2k), esta distância passa a ser a distância







A cada observação x será atribuída a classe k para a qual a distância seja minimizada.
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3.2.3 AdaBoost
O algoritmo de classificação AdaBoost foi introduzido por Freund e Schapire em 1995 [FS99,
VJ01]. O conceito deste método baseia-se em estudar o comportamento de classificadores
fracos, sobre os quais não seja expectável obter resultados muito melhores que um método
aleatório, e melhorar, iterativamente, a sua performance, através de uma cascata de classifi-
cadores fracos ou de base.
Considere-se o problema da classificação binária de um conjunto de treino S = (xi, yi)...(xm, ym),
em que cada ponto xi se encontra associado a um espaço de características X e cada classe yi
poderá tomar valores do conjunto. Ao longo de T iterações, o algoritmo define uma distribuição
de pesos a atribuir aos exemplos de treino considerados. Para cada exemplo de treino (xi, yi),
na iteração t, o respectivo peso é dado por Dt (i). Inicialmente, os pesos são distribuídos equi-
tativamente por todos os exemplos de treino, sendo D1 (i) = 1/m, onde m se refere ao tamanho
da amostra de treino.
Cada classificador fraco apresenta, como resultado, um conjunto de hipóteses ht sobre a classifi-
cação dos exemplos de treino X, com base na distribuição Dt (i). Em cada iteração t = 1, ..., T ,
o erro associado à hipótese ht, que permite avaliar a performance de cada classificador, é cal-
culado através da própria distribuição de pesos, considerando os casos em que a hipótese dada
pelo classificador não corresponde À classe yi de cada exemplo de treino, de acordo com:




Após o cálculo do erro associado a ht, é obtido um parâmetro αt, que é determinante na











A aplicação do parâmetro α confere ao algoritmo um carácter adaptativo, relativamente ao erro
de cada iteração. Este parâmetro determina a importância atribuída a uma dada hipótese ht,
isto é, ao resultado de cada classificador de base, no contexto da decisão final H (x). Atentando
à variação de αt, consoante o valor do erro de cada iteração (εt), é possível verificar que
este parâmetro varia inversamente com o erro, assumindo valores não negativos para qualquer
εt ≤ 1/2. A definição de αt permite aferir que o classificador global tende a atribuir maior
importância a exemplos ambíguos ou sobre os quais seja difícil obter uma decisão. Para efeitos
de classificação binária de um conjunto de teste, a função de decisão - hipótese final H (x) - é
definida pelo somatório dos resultados das diversas hipóteses intermédias ht (x):







onde o sinal do resultado da soma pesada de ht determina a classe a atribuir a um exemplo x.
A implementação do algoritmo AdaBoost utilizada neste trabalho baseia-se num classificador
fraco que aplica, sobre uma determinada dimensão do conjunto de treino, uma série de limiares
(thresholds) definidos entre os valores mínimos e máximos dessa dimensão. O objectivo é
encontrar o limiar que apresente o menor erro, na separação dos pontos dessa dimensão do
conjunto de treino em duas classes.
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3.2.4 Contornos activos sem limiares
Os modelos de segmentação usando contornos activos baseiam-se na evolução de uma curva C,
definida por um conjunto de pontos, sujeitando-a a restrições resultantes de características de
uma dada imagem u0. Partindo de um contorno inicial definido, por exemplo, em torno de um
objecto na imagem, a curva move-se segundo a normal interior e deverá parar nos limites desse
objecto.
Os modelos clássicos de contornos activos [KWT87] usam detectores de limiares para parar a
evolução da curva C nos limites do objecto. Tipicamente, este detector baseia-se numa função




1 + |∇Gσ ∗ u0|2
(48)
onde Gσ ∗ u0 é a convolução da imagem com um filtro gaussiano. A função g(∇u0) é estrita-
mente positiva em regiões homogéneas da imagem e próxima de zero nos limiares. Deste modo,
a curva C é movida usando g(∇u0) como factor de variação da velocidade, levando a que, perto
dos limites de um objecto, a curva varie com uma velocidade menor.
Este tipo de modelos, dependentes do gradiente da imagem, apenas são aplicáveis a objectos
com limiares caracterizados por um gradiente bem definido. Se a imagem u0 apresenta ruído,
o filtro gaussiano aplicado teria de ser forte, o que reduziria o ruído mas levaria a perda de
definição dos limiares. As imagens de ultrasons são, intrisecamente, ruidosas e com fraco con-
traste, significando que estes modelos não serão, à partida, eficientes para a sua segmentação.
O método de contornos activos aplicado neste trabalho baseia-se no procedimento descrito em
[CV01], que assenta na minimização de um modelo de energia. Sendo C o contorno activo,
denotam-se por c1 e c2 as constantes que respresentam os valores médios interno e externo
de u0, respectivamente, relativamente a C. Assume-se, ainda, que a imagem u0 se encontra
dividida em duas regiões, de intensidades aproximadamente constantes localmente, de valores
ui0 e u
o
0. Considerando que o objecto de interesse tem como limite a curva X, tem-se que
u0 ≈ ui0 dentro do objecto e u0 ≈ uo0 no exterior do mesmo.
Figura 3.5: Contornos activos.
Partindo destes termos, é formulada uma equação de energia, dada por:
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F1(C) + F2(C) =
∫
Ci
|u0 − c1|2dxdy +
∫
Co
|u0 − c2|2dxdy (49)
A equação (49) pode incluir termos de regularização, respeitantes às caracterśticas do contorno
activo. Logo, esta pode ser reformulada como:
F (C, c1, c2) = µ · L(C) + v ·A(C) + λ1
∫
Ci
|u0 − c1|2dxdy + λ2
∫
Co
|u0 − c2|2dxdy (50)
onde A(C) representa a área interna do contorno activo, L(C) o seu comprimento e λ1 e λ2 são
parâmetros regularizadores. O termo da área do contorno pode ser utilizado, fixando v > 0,
forçando, deste modo, o contorno a mover-se apenas para o seu interior.
O problema de segmentação é resolvido pela minimização da equação anterior, sendo F1(X) +
F2(X), que representa a energia correspondente à curva limite do objecto, o termo que a min-
imiza. Conforme o esquema apresentado na figura 3.5, se o contorno se encontra totalmente
fora dos limites do objecto, tem-se F1(C) > 0 e F2(C) ≈ 0. Nestas condições, o contorno é
forçado a mover-se para o interior, segundo a normal de cada ponto que a constitui, de forma a
reduzir a energia F1(C). Por outro lado, se o contorno se encontrar completamente dentro dos
limites do objecto, resulta que F2(C) > 0 e F1(C) ≈ 0. Portanto, nestas condições, o contorno
mover-se-á segundo a normal exterior, de encontro à curva X.
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Capítulo 4
Segmentação de massas
Para obter a segmentação inicial das imagens, foram aplicados dois classificadores distintos
- SVM e AD -, usando um descriptor de pixel comum a ambos os métodos. Este descriptor
considera 5 características obtidas pelos métodos de processamento de imagem descritos ante-
riormente.





Figura 4.1: Base de dados (1).
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Figura 4.2: Base de dados (2).
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Figura 4.3: Base de dados (3).
4.2 Treino e aplicação dos classificadores
Aplicou-se, para o descriptor de pixel, o resultado da difusão não-linear, obtido após 60 iter-
ações, com K dinâmico, a ser definido para igualar 90% do integral do histograma do gradiente
da imagem e com λ = 1/8. Foram, ainda, aplicados os textitoutputs de duas filtragens pas-
sa-banda (- Ibp1 e Ibp2) -, sendo a primeira filtragem caracterizada por 0.031π < ω < 0.056π,
e a segunda por 0.056π < ω < 0.1π. Finalmente, dois cálculos da curvatura scale-space da
imagem foram considerados, em duas escalas diferentes - T = 200 e T = 300. Para cada pixel,
os valores do descriptor são obtidos partindo do pixel correspondente nas imagens resultantes
de cada processamento. Na figura 4.4, são apresentados exemplos de todas as características
incorporadas no descriptor de pixel, para um dado exemplo (4.4(a)).
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O treino dos classificadores para a segmentação inicial foi realizado com o descriptor de pixel
descrito anteriormente. Os dados do conjunto de treino foram recolhidos, de forma aleatória,
de 1243 pixeis seleccionados de duas imagens de ultrasons. As máscaras de segmentação man-
ual, realizadas por um oncologista, foram usadas como referência para a distribuição espacial
do treino positivo e negativo (figura 4.5(a)).
As amostras de treino foram seleccionadas em localizações próximas e em torno do limite destas
máscaras. Para efectuar essa seleção, a máscara é dilatada e erodida, através de morfologia
binária com elementos estruturantes de forma circular, com diferentes raios. A faixa de pixeis
positivos foi obtida pela diferença entre a erosão da máscara com raio 3 e com raio 5, resul-
tando numa faixa com 2 pixeis de largura, contornando o limite da máscara pelo seu interior
(figura 4.5(b)). Por seu turno, a faixa de pixeis negativos foi criada pela diferença entre a
dilatação da máscara com raio e 5 e com raio 3 (figura 4.5(c)).
Partindo destas duas faixas, foram seleccionados, aleatoriamente, 20% dos pixeis pertencentes
a essas zonas, resultando em 614 pixeis de treino positivos e 629 negativos (figura 4.5(d)). O
facto de a faixa exterior ser maior que a interior resulta num número ligeiramente superior de
amostras negativas.
O treino dos classificadores foi, posteriormente, aplicado para a classificação de um conjunto de
teste composto por 20 imagens de ultrasons. Nesta fase de segmentação inicial foram testados
dez classificadores distintos, de acordo com os kernels apresentados nas secções 3.2.1 e 3.2.2:











– Distância de Mahalanobis
4.3 Métodos heurísticos para a seleção da ROI
Após a segmentação inicial do conjunto de teste, são implementados alguns métodos heurísti-
cos sobre o resultado binário dos classificadores, tendo em vista a seleção da ROI. Estes passos
assumem um papel preponderante na possibilidade destas metodologias serem totalmente au-
tomatizadas, influindo diretamente na melhoria global dos resultados da segmentação inicial.
Devido à utilização de pixeis em torno dos limites das massas, para a constituição do conjunto
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(a) Imagem original (b) Difusão não linear
(c) FIR (Ibp1) (d) FIR (Ibp2)
(e) Curvatura (t = 200) (f) Curvatura (t = 300)
Figura 4.4: Descriptor de pixel para a segmentação inicial.
de treino dos classificadores, será expectável que a segmentação das massas possa resultar em
contornos fechados, contendo falhas no interior dessas regiões. Tendo em consideração este
facto, os resultados são sujeitos a uma operação de fecho morfológico, de modo a suprimir qual-
quer região classificada como background cuja vizinhança seja, na sua totalidade, composta por
pixeis positivos.
Estes resultados apresentam, à partida, a ROI, juntamente com regiões de pixeis classificados
incorrectamente como positivos, devido à semelhança de características com as massas. A
presença de sombras e outros artefactos na imagem contribui, directamente, para a obtenção
destas regiões. Geralmente, as sombras em exames de ultrasons situam-se na porção inferior da
imagem (conforme é possível aferir em alguns casos da base de dados utilizada - figuras 4.2(d)
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(a) (b)
(c) (d)
Figura 4.5: Seleção dos pixeis de treino para a segmentação inicial com SVM e AD.
e 4.2(f)). Com base nesta constatação, e assumindo que a ROI não estará conectada aos limites
da imagem, é realizada a etiquetagem de objectos na imagem, eliminando, posteriormente,
quaisquer objectos que contenham pixeis localizados correspondentes aos limites da imagem
(figuras 4.6(b) e 4.6(c)).
Estes passos de supressão de regiões preparam a imagem para os consequentes métodos de
seleção da ROI, ao eliminar regiões de dimensões consideráveis, que possam competir com a
ROI e inviabilizar a automatização da seleção da mesma. Os resultados, após a aplicação da
série de métodos heurísticos descritos, apresentarão a ROI, juntamente com pequenas regiões
indevidamente classificadas, consideradas como ruído.
De forma a reduzir a influência deste ruído nos resultados de segmentação e finalizar a seleção
automática da ROI, duas abordagens distintas foram testadas. A primeira abordagem procura
reduzir a influência de pequenas áreas no resultado final. Sendo as imagens binárias, pequenos
objectos respondem à operação de abertura morfológica. Os objectos da imagem foram etique-
tados, antes da abertura, que se realizou, em todos os casos, usando um elemento estruturante,
de dimensão fixa, com formato circular e raio 8 (figura 4.7(c)). Após esta operação, os objec-
tos não suprimidos totalmente, onde se pressupõe a presença a ROI, foram recuperados, na
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(a) Máscara. (b) Segmentação inicial. (c) Supressão nos limites.
Figura 4.6: Supressão de objectos ligados aos limites da imagem.
forma original, que apresentam antes da abertura morfológica. A semelhança entre objectos
não sumprimidos pela abertura e os objectos correspondentes no resultado inicial é visível nas
figuras 4.7(b) e 4.7(d).
(a) Máscara. (b) Segmentação inicial.
(c) Operação de abertura. (d) Recuperação da forma original.
Figura 4.7: Abertura com recuperação da forma original.
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A segunda abordagem leva em consideração a elevada probabilidade de a ROI apresentar maior
área, relativamente a quaisquer outras regiões classificadas como positivas. Os objectos con-
stantes da segmentação inicial foram etiquetados, sendo depois recuperado, para o resultado
final, o objecto com maior área (figuras 4.8(b) e 4.8(c)).
(a) Máscara. (b) Segmentação inicial. (c) seleção da maior área.
Figura 4.8: Seleção de regiões com a maior área.
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Capítulo 5
Refinação da segmentação
A seconda fase do método de segmentação proposto neste trabalho procura melhorar a res-
olução espacial da segmentação inicial, obtida através da classificação de pixeis com SVM e
AD. Para a refinação da segmentação, foram aplicados dois métodos distintos: classificação
de pixeis usando AdaBoost e a aplicação do método de contornos activos, também já descrito
anteriormente. Para a aplicação de ambos os métodos, são utilizados os resultados da seleção
da maior área, relativamente aos métodos de segmentação inicial. No capítulo seguinte en-
contra-se a comparação dos métodos de seleção da ROI, aplicados na etapa anterior, onde são
discutidas as vantagens do método da maior área, relativamente ao método da abertura mor-
fológica.
As máscaras resultantes são usadas como pontos de iniciação e regulação da aplicação destes
métodos. No caso específico dos resultados das SVM, dado que são aplicados diversos kernels,
foi definido um critério para a seleção de resultados, com o objectivo de simplificar a análise
da eficácia dos algoritmos de segmentação fina. Dentro do grupo de resultados das SVM para
cada imagem, é escolhido o resultado com maior acurácia.
5.1 Segmentação fina usando o algoritmo AdaBoost
Um dos métodos aplicados na segmentação fina da ROI aplica o algoritmo AdaBoost, de forma
similar ao realizado na fase anterior. O algoritmo é aplicado numa região resultante da di-
latação dos resultados da segmentação inicial. Apenas os pixeis pertencentes a esta região são
classificados com o AdaBoost, sendo todos os pixeis externos considerados automaticamente
com background.
O algoritmo AdaBoost aplicado baseia-se num classificador simples, que define um limiar para
cada dimensão do espaço de características da imagem, individualmente, que separa a infor-
mação em duas classes. Na fase de treino, este classificador fraco é chamado iterativamente,
adaptando o limiar de cada dimensão de forma a minimizar o erro de classificação do conjunto
de treino. O treino do algoritmo resulta numa estrutura que armazena os limiares aplicados a
cada dimensão do espaço de características que minimizam aquele erro.
O descriptor de pixel usado para a segmentação fina utiliza algumas características similares às
aplicadas na primeira fase. Contudo, tendo como objectivo a melhoria da resolução espacial
dos resultados, a parametrização do processamento de imagem para a extração de caracterís-
ticas é alterada. Para além desta necessidade, a limitação da área sujeita à classificação de
pixeis reduz, directamente, a presença de ruído e de outras regiões com características semel-
hantes à ROI, que possam competir com a mesma no processo de classificação. Deste modo,
o descriptor de pixel é construído com informação resultante da curvatura scale-space e da
difusão não linear em baixa escala, com base na melhor resolução espacial que apresentam,
quando comparadas com escalas mais altas.
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O conjunto de treino aplicado ao algoritmo AdaBoost foram obtidos com base na máscara da
segmentação manual. O conjunto de treino negativo é constituído por 50% dos pixeis localizados
numa faixa definida em torno da máscara, obtida pela diferença de duas regiões, resultantes da
dilatação da máscara com dois elementos estruturantes circulares de raios distintos, sendo um
de 12 e outro de 8 pixeis (figura 5.1(b)) . Para constituir o conjunto de treino positivo, foram
recolhidos 20% dos pixeis interiores ao limite da mesma máscara (figura 5.1(a)).
(a) (b)
(c)
Figura 5.1: Seleção dos pixeis de treino para a segmentação fina com AdaBoost.
Do conjunto de treino usado para o algoritmo AdaBoost constam 2429 pontos, dos quais 1392
são positivos e 1037 negativos. O classificador foi treinado e aplicado ao conjunto de imagens
usando 200 iterações. O descriptor de pixel foi formado com os resultados da curvatura scale-s-
pace obtidos nas escalas t = 20 e t = 30, juntamente com a difusão não linear da imagem, após
30 iterações usando a equação de condutividade de Charbonnier, sendo λ = 1/8 e K dinâmico,
definido para igualar 90% do integral do histograma do gradiente da imagem original. Para a
classificação do conjunto de teste, as áreas a classificar foram definidas pela dilatação dos re-
sultados da segmentação inicial, usando um elemento estruturante circular de raio 8 (figuras ??
e ??). O raio do elemento estruturante foi definido, após experimentação, de forma a manter
um compromisso entre a seleção da maior área possível e o foco na ROI, evitando a exposição
a regiões passíveis de influir na segmentação.
À semelhança dos resultados da segmentação inicial, o resultado binário do classificador Ad-
aBoost é sujeito a uma operação de preenchimento e, posteriormente, à seleção da maior
área, de modo a eliminar algum ruído que possa provir da classificação da imagem, para pro-
duzir a segmentação final.
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(a) Resultado da segmentação inicial (b) Dilatação da segmentação
(c) Imagem original sujeita à restrição
Figura 5.2: Restrição da área da classificação com o algoritmo AdaBoost.
5.2 Segmentação fina usando Contornos Activos
O outro método aplicado para a segmentação fina das massas em ultrasons baseia-se na utiliza-
ção de contornos activos, através do método descrito na secção 3.2.4.
A máscara resultante da segmentação inicial é directamente utilizada como contorno inicial
para o algoritmo de contornos activos. O algoritmo foi aplicado em 200 iterações e o resultado
final, no forma de contorno, é convertido em máscara binária. Os pixeis interiores ao contorno
são classificados como positivos, enquanto os exteriores são definidos como negativos.
O resultado da segmentação foi, finalmente, sujeito à seleção do objecto com maior área, de
modo a eliminar quaisquer objectos que possam resultar de eventuais desfragmentações do
contorno principal.
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Na figura 4.6 são apresentados exemplos comparativos de resultados da segmentação inicial e
da supressão de objectos ligados aos limites da imagem. Torna-se evidente, com o exemplo
apresentado, que este procedimento simples traz grande eficiência ao algoritmo, ao eliminar
directamente grandes áreas erradamente classificadas como positivas. Na sua generalidade,
esta regiões resultam, como foi discutido anteriormente, de sombras e outros artefactos da
imagem.
Os resultados dos métodos de seleção da ROI, usados para finalizar a etapa da segmentação
inicial podem ser analisados através das tabelas 6.1, 6.2 e 6.3. O método da seleção da maior
área, apesar de apresentar perdas na deteção de positivos verdadeiros - o que advém de casos
com ROI múltiplas -, melhora a precisão em 49.7%. Por seu turno, o método da abertura regista
uma melhoria de apenas 4,1%, o que é justificado pelas regiões de falsos positivos que não são
suprimidos pelo elemento estruturante escolhido (figura 4.7(d)). O uso de um elemento estrutu-
rante maior poderia melhorar os resultados deste método correndo o risco, porém, de eliminar
ROI de pequenas dimensões.
Tabela 6.1: Resultados segmentação inicial.
Imagem Acurácia Sensibilidade Precisão
1 0.9660 0.9234 0.7289
2 0.8662 0.7994 0.1534
3 0.9384 0.7901 0.4820
4 0.9063 0.5837 0.3325
5 0.8783 0.7834 0.2342
6 0.9150 0.5580 0.3119
7 0.9334 0.7728 0.4607
8 0.9295 0.7797 0.2256
9 0.9257 0.7782 0.5665
10 0.8490 0.9463 0.2029
11 0.8318 0.6847 0.5307
12 0.9055 0.7839 0.3402
13 0.9375 0.7784 0.4147
14 0.8788 0.6987 0.2806
15 0.9237 0.7693 0.3095
16 0.9489 0.7922 0.6780
17 0.9065 0.6712 0.3701
18 0.9264 0.6523 0.3281
19 0.8226 0.5575 0.1532
20 0.8865 0.7774 0.6143
0.9038 0.7440 0.3859
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Tabela 6.2: Resultados seleção maior área.
Imagem Acurácia Sensibilidade Precisão
1 0.9862 0.9183 0.9183
2 0.9843 0.7619 0.7619
3 0.9805 0.7765 0.7765
4 0.9524 0.3501 0.3501
5 0.9812 0.6091 0.6091
6 0.9693 0.4422 0.4422
7 0.9835 0.7258 0.7258
8 0.9881 0.5139 0.5139
9 0.9610 0.6115 0.6115
10 0.9732 0.9182 0.9182
11 0.9351 0.6447 0.6447
12 0.9881 0.7839 0.7839
13 0.9863 0.7784 0.7784
14 0.9704 0.6983 0.6983
15 0.9862 0.6548 0.6548
16 0.9686 0.6818 0.6818
17 0.9762 0.6645 0.6645
18 0.9848 0.6523 0.6523
19 0.9527 0.4905 0.4905
20 0.9459 0.6707 0.6707
0.9727 0.6674 0.8830
Tabela 6.3: Resultados abertura
Imagem Acurácia Sensibilidade Precisão
1 0.9680 0.9234 0.7434
2 0.8786 0.7994 0.1672
3 0.9400 0.7901 0.4900
4 0.9437 0.5837 0.5203
5 0.8898 0.7834 0.2541
6 0.9200 0.5527 0.3292
7 0.9354 0.7728 0.4705
8 0.9070 0.7756 0.1775
9 0.9366 0.7782 0.6205
10 0.8664 0.9463 0.2237
11 0.8594 0.6482 0.6079
12 0.9246 0.7839 0.4011
13 0.9480 0.7784 0.4702
14 0.9034 0.6983 0.3382
15 0.8986 0.7470 0.2424
16 0.9647 0.7922 0.8022
17 0.9303 0.6645 0.4661
18 0.9443 0.6523 0.4132
19 0.8454 0.5319 0.1696
20 0.8925 0.7766 0.6330
0.9148 0.7389 0.4270
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Estes resultados revelam que o método da seleção da maior área apresenta maior potencial
para a automatização do método, ao eliminar muito mais regiões erradamente classificadas. O
desvio da precisão, no caso deste método, assenta em alguns exemplos do conjunto de teste,
cuja segmentação inicial do objecto de interesse se encontra ligada a outras regiões indese-
jadas, que não poderão ser, deste modo, eliminadas pelo método.
A etapa de segmentação inicial assume a importância de definir a localização correcta da ROI,
que permanece inalterada na etapa seguinte. Analisando a tabela 6.1, é possível verificar que,
para todos os casos do conjunto de teste, a ROI é correctamente localizada, com maior ou
menor resolução dos seus contornos. Para o aumento da resolução espacial da segmentação,
foram aplicados os métodos de segmentação fina já descritos e cujos resultados são apresenta-
dos e discutidos de seguida.
6.2 Segmentação fina
Na tabela 6.4 são apresentados os resultados globais das segmentações finais, quer usando o Ad-
aBoost, quer usando os contornos activos, relativamente ao resultado selecionado do conjunto
de segmentações iniciais, com SVM e AD, apresentados anteriormente.
Atentando aos resultados globais para a segmentação inicial, o primeiro facto a ressalvar pren-
de-se com a sensibilidade algo baixa. Estes valores ficar-se-ão a dever a vários factores, sendo
que o de maior influencia será o critério de seleção da maior área, utilizado para a escolha de
exemplos de teste para a segunda fase do método de segmentação proposto. A aplicação deste
critério reduz, directamente, a eficácia do processo no caso de imagens que contenham ROI
múltiplas, como é o caso de algumas imagens que integram a base de dados usada no trabalho
(figura 6.2). Deste modo, os algoritmos de segmentação fina, apesar de serem ambos aplicáveis
a múltiplas regiões de uma mesma imagem, em simultâneo, encontram-se também limitados à
partida.
Tabela 6.4: Resultados globais dos métodos de segmentação fina.
Inicial AdaBoost Contornos activos
Acurácia 0.9727 0.9758 0.9770
Sensibilidade 0.6674 0.7646 0.7540
Precisão 0.8830 0.8726 0.8751
Outro dos factores que afectam os resultados da semgentação inicial relaciona-se, intrinsica-
mente, com as propriedades do descriptor de pixel usado para os classificadores. O uso da
curvatura e da difusão não-linear em escalas mais altas causa a perda de definição espacial na
segmentação, levando a que, na generalidade, os contornos obtidos sejam menores do que o
pretendido. Contudo, o uso de escalas mais baixas para a segmentação inicial levaria a um
aumento do ruído, pela segmentação de um maior número de áreas não relacionadas com as
massas. A aplicação da seleção da maior área sobre as segmentações iniciais poderia atenuar
estas consequências, sob pena, contudo, de expor os resultados a uma maior probabilidade de
perder a localização correcta da ROI, no caso de existirem área com área superior a esta região.
Finalmente, um outro factor afecta, globalmente, a sensibilidade do método de segmentação
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proposto, tendo em conta que os resultados são avaliados relativamente a máscaras resultantes
da segmentação manual, efectuada por um oncologista. Normalmente, devido ao fraco con-
traste dos ultrasons no que respeita aos limiares da imagem, a segmentação manual tende a
definir contornos um pouco maiores, o que terá influência directa, ainda que não muito acentu-
ada, na avaliação da qualidade das segmentações obtidas.
Analisando a tabela 6.4 e os exemplos de resultados obtidos pelos métodos de segmentação
fina - AdaBoost (figura 6.1(c)) e contornos activos (figura 6.1(d) - é possivel confirmar que a
sensibilidade é superior, relativamente à segmentação inicial (figura 6.1(b)). Estes resultados
permitem afirmar que a resolução espacial das massas detectadas na primeira fase de segmen-
tação é melhorada pela utilização de ambos os métodos de segmentação fina. Comparando os
dois métodos, o algoritmo AdaBoost obtém uma melhoria de 9.7% na sensibilidade, enquanto os
contornos activos permitem uma melhoria de 8.7%. Apesar do número superior de deteções de
verdadeiros positivos, expressa na sensibilidade mais elevada, o método de contornos activos
revelou, na generalidade, uma melhor definição dos contornos, após análise visual dos resulta-
dos (figuras 6.1(c) e 6.1(d)).
Em alguns casos, o resultado da segmentação inicial apresentam áreas muito inferiores às mas-
caras da segmentação manual. Por este motivo, alguns exemplos de aplicação do algoritmo
AdaBoost são afectados, devido ao raio fixo do elemento estruturante usado para criar a região
a classificar, levando a que não seja possível obter uma segmentação de toda a ROI (figura
6.4(c)). No entanto, evitando uma dilatação excessiva do resultado inicial, é reduzida a ex-
posição a outras regiões que competem directamente com a massa a segmentar. Esta limitação
poderia ser ultrapassada, com a definição de vários ciclos de segmentação, dilatando sequen-
cialmente os resultados do AdaBoost. Contudo, seria necessária a definição de um critério de
paragem, de forma a prevenir o afastamento da ROI.
No caso do contornos activos, estes ajustam-se aos contornos das massas desde o interior,
relembrando que o contorno inicial é definido pelo resultado da segmentação inicial e, por-
tanto, menos que o contorno ideal da ROI. Contudo, em alguns exemplos em que o contorno
inicial seja afectado pela presença de falsos positivos, o contorno poderá afastar-se dos limi-
ares da ROI, por influência do baixo contraste dos contornos da imagem e da falta da definição
de uma restrição, que permite o alcance de sombras que estejam junto à massa a segmentar
(figura 6.3(d)). O desvio do contorno activo da ROI aumenta o número de falsos positivos e pode
levar à deformação do contorno, o que, em alguns casos, pode baixar a sensibilidade. A redução
do número de iterações do algoritmo ajuda a reduzir a probabilidade de o contorno se desviar
da ROI. Porém, reduziria igualmente a área segmentada, afectando também a sensibilidade do
método.
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(a) Segmentação manual (b) Segmentação inicial
(c) AdaBoost (d) Contornos activos
Figura 6.1: Exemplo de resultados (1).
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(a) Segmentação manual (b) Segmentação inicial
(c) AdaBoost (d) Contornos activos
Figura 6.2: Exemplo de resultados (2).
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(a) Segmentação manual (b) Segmentação inicial
(c) AdaBoost (d) Contornos activos
Figura 6.3: Exemplo de resultados (3).
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(a) Segmentação manual (b) Segmentação inicial
(c) AdaBoost (d) Contornos activos
Figura 6.4: Exemplo de resultados (4).
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Capítulo 7
Considerações finais
Na presente dissertação foi proposta a aplicação de uma série de metodologias, tendo como
objectivo a obtenção de um processo automatizado de segmentação de massas em imagens
de ultrasons peitorais. Os métodos desenvolvidos foram testados numa base de dados de ul-
trasons, sendo que todos os exemplos utilizados continham massas - o objectivo central do
trabalho consistia na definição dos contornos das massas, em detrimento da segmentação man-
ual das mesmas, e não a criação de um sistema que detecte lesões caso existam.
De uma forma sumarizada, o método proposto contempla duas fases distintas. Numa primeira
fase, são constituídos descriptores de pixel, com características multi-resolução:
• Difusão não-linear;
• Curvatura scale-space;
• Filtragem FIR passa-banda;
Usando este descriptor de pixel, foram testados classificadores binários - SVM e AD -, com o
intuito de classificar os pixeis de cada imagem como sendo positivos (pertencentes a massas)
ou negativos. Os resultados destes classificadores foram submetidos a uma série de métodos
heurísticos, para a melhoria de resultados e seleção da ROI.
Numa segunda fase, foram utilizados dois métodos distintos para a segmentação fina da área
obtida inicialmente. O algoritmo AdaBoost, usando um descriptor de pixel, com características
semelhantes às utilizadas na primeira semgentação mas obtidas em escalas mais baixas (Difusão
não-linear e curvatura) e um algoritmo de contornos activos foram aplicados.
Os resultados experimentais revelam que a metodologia proposta é promissora para a segmen-
tação de massas em ultrasons peitorais, podendo vir a ser aplicada como apoio na caracteriza-
ção e no diagnóstico deste tipo de leões. Conforme fora descrito anteriormente, as caracterís-
ticas das imagens de ultrasons dificultam a análise da imagem, desde logo, no estabelecimento
de um processo totalmente automatizado. Os métodos aplicados revelam-se adequados na re-
sposta às particularidades das imagens, tendo conseguido localizar correctamente, em todos os
exemplos do conjunto de teste, as massas existentes.
Ainda assim, o trabalho realizado no âmbito desta dissertação deixa espaço a trabalho futuro,
tendo como objectivo a melhoria dos resultados do método proposto. Em primeiro lugar, o
alargamento da aplicação a uma base de dados mais extensa é necessária para uma melhor
avaliação dos resultados apresentados neste trabalho.
Relativamente à fase de segmentação inicial, um estudo aprofundado sobre a performance de
cada classificador seria importante, de modo a poder dispensar a bateria de classificadores tes-
tados neste trabalho. Juntamente com esta avaliação, um estudo sobre novas características
da imagem que possam ser incluídas no descriptor de pixel e, ainda, a adaptação dos caracterís-
ticas já utilizadas poderão trazer melhorias para a etapa inicial de segmentação que, conforme
sustentam os resultados apresentados neste trabalho, funciona como principal factor limitador
45
Segmentação de Massas em Ultrasons Peitorais usando Técnicas Multiresolução
do método.
Em termos de definição dos contornos das massas, o procedimento proposto neste trabalho
revelou algumas dificuldades. Apesar de, após análise visual aos resultados e por comparação
com as máscaras de segmentação manual, a maioria dos casos revelar boa resolução espacial,
em outros exemplos não foi possível contornar a totalidade das massas, devido a limitações
derivadas da forma como a aplicação dos métodos da segunda fase foi definida. Porém, tais
restrições e problemas de funcionamento são mais influenciadas pelos resultados da primeira
fase do que pela metodologia implementada na segunda.
Finalizando, o trabalho realizado constitui uma boa base de trabalho para desenvolvimentos
futuros, em direcção à criação de métodos simples e eficazes para o apoio ao diagnóstico do
cancro da mama, usando a ultra-sonografia. A adequação destes métodos às imagens de ultra-
sons deixa em aberto a possibilidade da sua extensão a outro tipo de lesões ou outros tecidos.
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Abstract
Breast ultrasound images are an important diagnos-
tic factor for breast cancer detection. However, ultra-
sound imaging is intrinsically degraded by noise, re-
sulting in a difficult detection of masses or nodules, and,
most importantly, the evaluation of their size and shape.
Computer-aided diagnosis figures as a major help fac-
tor, when it comes to analyzing this type of medical
imaging. A fully automated and computationally effi-
cient method for breast ultrasound segmentation is pro-
posed. The algorithm classifies the images, with Sup-
port Vector Machines and Discriminant Analysis clas-
sifiers, based on a pixel descriptor formed with the in-
formation from anisotropic diffusion, band-pass filter-
ing and scale-space curvature. The final segmentation
results after the application of a set of heuristic rules for
the selection of the classifiers’ result, based on the ultra-
sound image characteristics. The final segmentation re-
sults yielded good overall accuracy, precision and also
recall rates.
1. INTRODUCTION
Breast cancer is one of the major mortality causes
among women, with special incidence in developed
countries. Early detection of masses and nodules can
help to reduce the mortality rate [1, 9]. Thus, imaging
techniques are an important step towards breast cancer
diagnosis. Different techniques are used by radiologists
including mammography, magnetic resonance imaging
and ultrasound imaging. Being practically harmless and
due to its non-invasiveness, real-time diagnosis capa-
bilities and cost effectiveness, breast ultrasound imag-
ing has been emphasized as a valuable method for early
cancer detection and diagnosis [1, 9]. Typically ultra-
sound images contain a large amount of high-frequency
noise that is intrinsic to the imaging acquisition process.
Moreover, the appearance of shadows and other arte-
facts that degrade the image quality are common in this
type of technique. The presence of noise and artefacts
can result in a difficult breast ultrasound images analy-
sis, requiring experienced radiologists [1, 9].
For this reason, the introduction of computer-aided
diagnosis became an important helping factor for ra-
diologists. Several image segmentation methods have
been proposed to respond to this problem [1, 3, 4, 9].
However, many of them require manual selection of the
region of interest (ROI), not being fully automated and
depending the mass location and segmentation on the
initial region selection [9]. Furthermore, the character-
istics of ultrasound images often cause problems when
applying image processing methods. Thus, the features
selection becomes an important factor, when trying to
classify breast cancer images.
In this paper, we describe the application of a fully
automatic mass segmentation method to classify breast
ultrasound images, using Support Vector Machines
(SVM) or Discriminant Analysis. The features used
to classify the image pixels result from a set of multi-
resolution image processing methods. Those methods
will create a pixel descriptor obtained from band-pass
FIR filtering [6], scale-space curvature [7] and non-
linear diffusion [5] of the image.
2. METHODS
2.1. Image processing
In order to classify the Ultrasound images, Sup-
port Vector Machines (SVM) and Discriminant Anal-
ysis methods were applied, using a pixel descriptor
with 5 different features. The features considered were
the non-linear diffusion [5] result after 60 iterations, 2
band-pass FIR filter [6] outputs with band pass intervals
of 0.031π < ω1 < 0.056π and 0.056π < ω2 < 0.1π re-
spectively of the original image, and 2 different mean
curvature measures, taken from Gaussian smoothing of
the original image on scales t = 200 and t = 300 [2, 7].
The non-linear diffusion of the images Idi f was ob-
tained through the method described by Perona and Ma-
lik, using an adaptive constant K computation for each
iteration [5]. The histogram of the absolute values of
the gradient in every iteration is computed K was set to
90% of its integral. The conduction coefficients were







where ∇I refers to the intensity gradient. This diffusiv-
ity function privileges the conservation of wide regions,
promoting intraregion smoothing and thus reducing the
influence of noise.
The non-linear difusion images incorporated in the
pixel descriptors were obtained with 60 iterations and
the constant λ = 1/8 (figure 1(b)).
Moreover, considering the original image, band-pass
FIR filtering of the images was performed, obtaining
two different results, both used as descriptors: Ibp1,
a lower band-pass (0.031π < ω < 0.056π) and Ibp2, a
higher band-pass filtering (0.056π < ω < 0.1π) (fig-
ures 1(c) and 1(d)). The filter was obtained using the
McClellan transformation over a 1-D FIR filter with
N = 150 [6]. Both band-pass filters provide valuable
information on region transitions, while rejecting most
of the high-frequency noise components.
Another image processing technique that produces
effective features for the proposed classification method
is the scale space curvature. It consists on comput-
ing the mean curvature of Gaussian filtered image [7].
Despite having poor spatial definition, unlike the non-
linear diffusion, Gaussian smoothing also reduces di-
rectly the presence of high frequency components that
compromise the definition of edges between regions of
the image and deteriorate the stability within those re-
gions [2]. Firstly, Gaussian smoothing was performed
on the original image, over a series of iterations. The
Gaussian filter Fgauss consisted on a 5× 5 square ma-
trix. Filter size and standard deviation σ were constant




Two curvature scales were used. The first one with
200 iterations. The second, with 300 iterations (figures
1(e) and 1(f)). Considering these Gaussian smoothing
results, the principal curvatures Lxx and Lyy were com-
puted. The use of Gaussian smoothing, prior to the
(a) Original image (b) Non-linear diffusion
(c) Lower band-pass fil-
tering
(d) Higher band-pass fil-
tering
(e) Mean curvature from
Gaussian filtering (t =
200)
(f) Mean curvature from
Gaussian filtering (t =
300)
Figure 1. Original image and pixel de-
scriptor components.
computation of the mean curvature, seeks to reduce the
influence of noise, which would degrade the curvature
results as it represents a mapping of the intensity vari-
ation on the image [7]. Lxx and Lyy are second order
directional derivatives of the Gaussian smoothed image
Igauss. These derivatives were obtained numerically by
calculating initially the gradients Lx and Ly as shown in
the following equations:
Lx (i, j) = Igauss (i, j)− Igauss (i+1, j) (3)
Ly (i, j) = Igauss (i, j)− Igauss (i, j+1) (4)
Then, the second order gradients were calculated in
a similar manner:
Lxx (i, j) = Lx (i, j)−Lx (i+1, j) (5)
Lyy (i, j) = Ly (i, j)−Ly (i, j+1) (6)
Finally, the mean curvature H was calculated com-
puting the arithmetic mean of the principal curvatures
[7]. Considering that the principal curvatures k1 and k2
correspond to Lxx and Lyy, the mean curvature expres-
sion can be reformulated:
(a) SVM Output (b) Border cleaning (c) Opening
Figure 2. Example of outputs: SVM clas-






The mean curvature of the images has local maxima
in the inflexion points localizations. In these points, a
pronounced variation of the intensity occurs. There-
fore, the curvature yields a good representation of re-
gion transitions.
2.2. SVM and Discriminant Analysis training
The SVM and Discriminant Analysis classifiers
training dataset consisted on the aforementioned de-
scriptors’ information, retrieved from 654 pixels ran-
domly selected from 2 ultrasound images. The respec-
tive binary mask images containing the image segmen-
tations have been manually segmented by a oncologist.
The training samples were selected close to the mask
border. For that, the mask was dilated and eroded using
morphological operations with different sized circular
structuring elements. These operations resulted in the
creation of a strip of positive pixels and another of neg-
ative pixels surrounding the true edge pixels from the
mask. From those two strips 20% pixels locations were
randomly selected for the two training sets, resulting in
313 positive pixels and 341 negative pixels (the strip
outside the mask is larger, resulting in a larger number
of negative samples).
2.3. SVM and Discriminant Analysis classifica-
tion
The image processing methods were applied to de-
fine the pixels descriptors of a database of 10 grayscale
ultrasound images. Those descriptors where classi-
fied with a SVM classifier using the Linear, Quadratic,
Polynomial, Radial Basis Function and the Multilayer
Perceptron kernels, and also the Discriminant Analysis
classification using the types Linear, Quadratic, Diag-
onal Linear, Diagonal Quadratic and Mahalanobis Dis-
tance.
Table 1. Specificity results for every clas-
sifier and different ROI definition method.












After the SVM and Discriminant Analysis image
pixel classification, a filling operation was performed.
This step took into consideration the fact that the train-
ing dataset was composed by edge pixels. Therefore,
it was expected that some segmentation results pre-
sented closed edges, containing holes inside segmented
objects. Afterwards, several methods were applied to
those binary images, as an approach to improve the re-
sults. Object labelling was first applied to the classifiers
output. Then, any foreground region connected to the
borders of the images was suppressed, assuming that
they were not part of the ROI. Most of these objects
result from artefacts or shadows in the ultrasound im-
ages that tend to be considered as ROI, because of their
similar grayscale intensity values. This object suppress-
ing operation yielded binary images containing the ROI
and, in most cases, small misclassified isolated objects
that were considered as noise.
To reduce the influence of these small objects in the
final results, different approaches were considered. The
first of these approaches implied the execution of mor-
phological opening over the images, using an eight pixel
radius circular structuring element (figure 2(c)). For the
final segmentation results, regions that were not sup-
pressed by the opening operation were retrieved, main-
taining the original shape, prior to the morphological
operation (figure 3(b)). Suppressed regions were re-
moved from the final results. The second approach con-
sisted on selecting only the largest area region. Both
methods considered that the ROIs have a larger area
than misclassified objects.
3. RESULTS AND DISCUSSION
In this section, we present an overview of the image
processing and final segmentation results. Moreover the
classification performance measures are also reported.
Table 2. Recall, Accuracy and Precision rate.
Recall Accuracy Precision
Classifier Opening Selection Largest Area Opening Selection Largest Area Opening Selection Largest Area
LIN-SVM 97,77% 98,31% 94,04% 94,53% 95,91% 95,92%
QUAD-SVM 95,97% 98,48% 92,79% 94,06% 96,26% 95,30%
POLY-SVM 95,78% 99,03% 93,15% 96,14% 96,78% 96,86%
RBF-SVM 95,98% 98,87% 91,85% 93,94% 95,23% 94,83%
LIN-DA 95,67% 97,59% 92,42% 93,88% 96,10% 95,93%
Figure 1 shows an example of pixel descriptor com-
ponents, for the original image in 1(a). In figure 2 both
the initial classification results and the result of the im-
age border cleaning operation are shown. It is evident
that this simple step brings great effectiveness to the al-
gorithm, eliminating a great area of shadow and arte-
facts related to misclassified regions. The initial clas-
sification step assumes the importance of defining the
contour of the ROI, which remains unaltered through
the following steps.
Specificity results for every SVM and Discriminant
Analysis classifier are shown in table 1. Low specificity
results are an indication of the influence of misclassified
isolated regions, present in some segmentation results.
Table 2 presents the recall rate, accuracy and preci-
sion of the 5 classifiers that achieved better global speci-
ficity results, considering the two ROI selection oper-
ations. These values indicate that, globally, the pro-
posed method correctly locates the ROI. However, all
classifiers yielded a slightly smaller segmented region
when compared to manual segmentation masks. Hence,
these measures diverge lightly from its possible maxi-
mum values. Using new descriptor features extracted
in low scales, as well as tuning the features used in the
present algorithm may help to improve these results.
Figure 3 shows an example of the final segmenta-
tion results, obtained using the SVM classifier with the
Polynomial kernel and both ROI selection methods. It is
possible to conclude that the largest area selection gives
the best overall results (figure 3(c)). However the selec-
tion of the largest area will miss a second ROI area, in
case it exists. Using only the selection from the mor-
phological opening yields misclassified areas in the fi-
nal result, as shown in figure 3(b). If a larger structuring
element is used, fewer areas will result. However, ROI
small areas may also be suppressed.
The proposed method results in an effective and re-
liable solution mass segmentation in breast ultrasound
images. These methods yield a fully automated process,
that relies on a set of image features applied to a clas-
sification method and some heuristic rules. Presently,
a larger Ultrasound images database is being collected,
which might allow the extension of the algorithm appli-
cation to a larger database in the near future.
(a) ROI mask (b) Opening Selection (c) Largest Area
Figure 3. Final segmentation results.
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Abstract
Breast ultrasound images offer several attractive properties which make
them suitable and an interesting tool for breast cancer detection. However,
due to their intrinsic high noise rate and low contrast properties, mass de-
tection and segmentation becomes a challenging task. In this paper, a
semi-automated two-stage breast mass segmentation method is proposed.
Initially, ultrasound images are segmentated using Support Vector Ma-
chines or Discriminant Analysis with a multi-resolution pixel descriptor
extracted using non-linear diffusion, band-pass filtering and scale-space
curvature. A set of heuristic rules complements the initial segmentation
task, selecting the ROI in a fully automated manner. In the second seg-
mentation stage, two different methods are used to attempt a refined seg-
mentation of the area retrieved in the first stage. The first uses an Ad-
aBoost algorithm, using curvature measures and non-linear diffusion of
the original image at lower scales, and in the second active contours are
applied to improve the spatial resolution of the ROI.
1 Introduction
Breast cancer is one of the major mortality causes among women, with
special incidence in developed countries. Early detection and diagnosis of
masses and nodules is crucial to reduce the mortality rate [2, 10]. Imaging
techniques are an important aid for breast cancer diagnosis. Several dif-
ferent techniques are commonly used by radiologists including ultrasound
images, mammography and magnetic resonance. Ultrasound imaging is
a harmless, non-invasive and cost effective diagnosis method that offers
real-time diagnosis capabilities. For its attractive properties it has been
emphasized as a valuable tool for early breast cancer detection and diag-
nosis [2].
Due to the image acquisition process, ultrasound images tipically contain
a large ammount of high-frequency noise rates and low contrast proper-
ties. In addition, this type of image commonly present shadows and other
artefacts that result in a difficult analysis of the exam, even for experi-
enced radiologists [2]. Thus, computer-aided diagnosis becomes an im-
portant help factor for radiologists. Several image segmentation methods
have been proposed to respond to this problem [2, 3, 4, 10]. Neverthe-
less, many segmentation methods require manual selection of the region
of interest (ROI) and typical ultrasound image characteristics make the
segmentation of masses a difficult task.
The proposed framework implements a two-step automated method, de-
pending the selection of the final result on human decision. The first stage
uses Support Vector Machines (SVM) or Discriminant Analysis (DA) to
obtain an initial segmentation. A second approach based on the initial




The ultrasound images were initially segmented with the method described
in [7], applying SVM or DA with several multi-resolution features. The
features included in the pixel descriptor were the non-linear diffusion [5]
of the original image after 60 iterations using the Charbonnier conduc-
tivity equation, with λ = 1/8 and using an adaptive K set to match 90%
of the integral of the gradient histogram, two band-pass FIR filter outputs
[8] obtained with two different passbands - 0.031π < ω1 < 0.056π and
0.056π < ω2 < 0.1π - and two different mean curvature measures of the
gaussian smoothing outputs [9], at scales t = 200 and t = 300. These fea-
tures are classified with a SVM classifier [6] using the Linear, Quadratic,
Polynomial, Radial Basis Function and the Multilayer Perceptron kernels
and a DA classifier using the types Linear, Quadratic, Diagonal Linear,
Diagonal Quadratic and Mahalanobis Distance. The SVM and DA train-
ing dataset consisted on the aforementioned descriptors’ information, re-
trieved from 654 pixels randomly selected from 2 ultrasound images. The
respective binary segmentation masks have been manually segmented by
an oncologist. The training dataset was formed with 323 positive pixels
and 331 negative pixels, retrieved from two strips around the mask edge.
This segmentation step was performed in a set of 20 ultrasound images
containing masses. Considering the results of the initial segmentation
task, heuristic methods were applied to those results as an attempt to se-
lect the ROI and eliminate misclassified regions. Objects connected to
the image borders were suppressed and the output of this operation was
subjected to a binary filling operation, closing holes inside regions. In
order to retrieve a ROI for subsequent segmentation tasks it is desirable to
select only one region among all regions classified as foreground. Thus,
the largest area object was selected which is used as a starting point for
the refining segmentation stage.
2.2 Refined ROI segmentation
The second stage of the proposed segmentation method attempts to im-
prove the spatial resolution of the initial segmentation. For that purpose,
two distinct methods were applied. In both methods, the results from
the largest area selection performed in the first stage are used as starting
points, indicating the ROI location. Considering that several SVM and
DA kernels were tested in the initial segmentation of the images, yielding
a set of 10 results for each image, a simple selection criteria was imposed
to simplify the analysis of the refined segmentation performance. Only
results with better accuracy were used.
2.2.1 Segmentation using AdaBoost
One of the methods applied to refined segmentation of the ROI uses an
AdaBoost classifier [6] on a dilated region around the initial segmented
area. The AdaBoost algorithm relies on a simple weak classifier, that
establishes a threshold for each feature or data dimension individually,
which divides data samples in two classes. This classifier is called itera-
tively, adapting the threshold in each data dimension to minimize the clas-
sification error. The training phase yields a model that stores the sequence
of data dimensions and thresholds that minimize the training error. The
pixel descriptor used for this segmentation step was constructed with fea-
tures similar to some of those applied to the classifiers in the initial stage.
However, different parametrization was used allowing the improvement
of the spatial resolution of the output. Moreover, focusing on smaller ar-
eas around the masses directly reduces the presence of noise and other
objects that competed directly with the ROI on the initial segmentation.
Thus, lower scale curvature measures and non-linear diffusion outputs
were chosen, based on their better spatial resolution when compared to
the scales used previously.
The AdaBoost training samples were retrieved based on the true segmen-
tation mask of the training image. The negative training dataset retrieved
50% of the pixels located in a strip defined around the segmentation mask.
The positive training dataset was formed using 20% of true positive mask
pixels. The training dataset contained 2429 points, from which 1392 were
positive samples and 1037 were negative. The classifier was trained and
applied to the images with 200 iterations. The features included in the
pixel descriptor were scale-space curvature measures at scales t = 20 and
t = 30 and non-linear diffusion of the original image after 30 iterations
using the Charbonnier conductivity equation, with λ = 1/8 and adaptive
K set to match 90% of the integral of the gradient histogram. In the clas-
sifying phase, the initial segmentation masks were dilated with a circular
shaped structuring element with radius 8. This value was defined after ex-
perimentation, to mantain a trade-off between the selection of the biggest
possible area without losing focus on the ROI. Only the pixels inside the
dilated region were considered as inputs to the AdaBoost classifier, while
pixels outside this area were automatically considered as background.
2.2.2 Segmentation using Active Contours
The other method applied for segmentation refining of the masses relies
on active contours without edges. The algorithm implements the method
described in [1]. Similarly to the AdaBoost methods, results from the
SVM and DA segmentation were selected using the maximum accuracy
criteria. The initial ROI segmentation was used to define the initial con-
tour for the algorithm.
Active contours were applied with 200 iterations. The output of the al-
gorithm was submitted to the selection of the largest area object, in order
to eliminate any objects resulting from the defragmentation of the main
contour, to produce the final segmentation.
(a) Manual segmentation (b) Initial SVM or DA segmentation
(c) AdaBoost segmentation (d) Active contour segmentation
Figure 1: Example of segmentation outputs.
3 Results
In table 1 are presented the overall segmentation performance measures.
The somewhat low recall rates are due to two major factors. Firstly, the
largest area criteria used to select the ROI directly reduces the efficiency
of the algorithm in cases with multiple ROI. In this database, some of the
images present two masses. Although the refined segmentation methods
are applicable to more than one region simultaneously, further applica-
tion results would be limited a priori (figure 1(a), 1(b)). Another factor,
directly related to the properties of the initial segmentation algorithm, is
the loss of spatial resolution resulting from high non-linear diffusion and
curvature scales. Nevertheless, using lower scales on the entire image
could result in the loss of ROI detection and increase the segmentation
noise. For this reason, the segmentation refining methods are applied.
Furthermore, human segmentation masks used to evaluate segmentation
performance tend to define larger contours, due to poor edge definition of
the images, which also has an influence on recall rates.
Both AdaBoost and active contour methods achieve higher overall recall
rates than the initial segmentation algorithm using SVM or DA, indicat-
ing that the spatial resolution of the detected masses is improved (figure
1(b), 1(c), 1(d)). Comparing directly the two refined segmentation meth-
ods, AdaBoost improves the recall rate in 9.7%, while active contours
improve this measure in 8.7%.
In some cases, the initial segmentation outputs are much smaller than
true positive masks. This affects some AdaBoost segmentations due to the
fixed size of the structuring element that dilates the initial mask, meaning
that it may not be possible to obtain a full segmentation of the ROI. This
Initial AdaBoost Active Contour
Accuracy 0.9727 0.9758 0.9770
Recall 0.6674 0.7646 0.7540
Precision 0.8830 0.8726 0.8751
Table 1: Segmentation performance measures.
shortcoming of the AdaBoost method might be improved, defining sev-
eral segmentation cycles sequentially dilating the output of the previous
segmentation. However, a stopping criteria would be necessary to prevent
deviation from the ROI. On the other hand, this constriction focuses the
AdaBoost on the ROI detected initially by the SVM or the DA classifiers,
meaning that other image regions that might compete with the mass are
out of reach.
When using active contours, these are adjusted to the mass contour from
the inside, considering the properties of most initial segmentations. How-
ever, in some examples, where the initial contour is influenced by false
positives in the initial segmentation, the contour can depart from the ROI,
due to low contrast resolution in edges and the lack of a limiting region,
exposing the active contour to shadows nearby the ROI (figure 1(d)). This
deviation directly increases false positive ocurrences and can lower recall
rates due to the deformation of the contour.
Both proposed pathways achieve promising segmentation results, how-
ever, with some drawbacks, mainly regarding the overall recall rates.
These could influence the clinical decision, leading to inaccurate diagno-
sis it terms of tumor size and shape. Although the refinement of the seg-
mentation boosts the final results, the improvement of the training sam-
ples in the first stage (SVM or DA classification) or the introduction of
new features may help to further reduce this limitation of the proposed
methods.
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