We derive representations of higher order dual measures of risk in L p spaces as suprema of integrals of Average Values at Risk with respect to probability measures on (0, 1] (Kusuoka representations). The suprema are taken over convex sets of probability measures. The sets are described by constraints on the dual norms of certain transformations of distribution functions. For p = 2, we obtain a special description of the set and we relate the measures of risk to the Fano factor in statistics.
Introduction
Recently mathematical models of risk attract much attention. In many practical applications presence of uncertainty is paramount and influences crucial quantities involved in decision making. Examples of applications, where the stochastic nature of the system cannot be neglected, are the design and operation of a network that should carry uncertain traffic, insurance and investment policy that should perform safely, supplying distribution centers to cover uncertain demand, production yield optimization in semiconductor and chemical industry, etc. One way of dealing with that is to optimize the system on average, if the average performance is representative for our decision problem. This is usually not the case when high uncertainty is involved. Another way suggests constraining probabilities of undesirable events, i.e. formulating probabilistic or chance constraints. In the presence of high uncertainty, it is beneficial to use risk functionals, which assign to a random variable X a nonnegative number (X ) representing a "safe equivalent" that offsets X . These functionals capture the entire distribution of X and account for undesirable events in an aggregate way. Precursors of risk measures were mean-risk models in finance, such as the Markowitz mean-variance model [16, 17] , or signal to noise measures used in engineering and statistics, such as the Fano factor [8] or the index of dispersion (see, e.g., [6] ).
A systematic theory of measures of risk was initiated by Artzner, Delbaen, Eber and Heath in [3] . The central concept of this theory is that of a coherent measure of risk, which we present here in a more general setting analyzed in [24] . Let p ∈ [1, ∞] and let (Ω, F, P) be a probability space. The notation L p (Ω, F, P), or simply L p (Ω), is used for the space of measurable functions X : Ω → R such that |X | p is integrable. We use R to denote the extended real line R∪{+∞}∪{−∞}. A coherent measure of risk is a functional : L p (Ω) → R satisfying the following axioms:
Positive Homogeneity: If t > 0 then (t X ) = t (X ) for any X .
This concept was introduced in [3] for functionals defined on L ∞ (Ω). It extended the earlier axiomatic approach of [11] , which did not have the monotonicity axiom. For further developments, we refer the reader to [23, 24, 25] and the references therein. The essence of the convexity axiom is to model the benefits of diversification: risk of a combination of outcomes is no larger than combination of risks. The monotonicity axiom reflects our preference to larger outcomes. The translation property allows to remove the effect of certain gains or losses from the risk evaluation. Finally, the homogeneity axiom makes the risk analysis independent on the units in which the outcomes are expressed. Several important classes of coherent measures of risk were proposed and analyzed in the literature (see. e.g, [1, 4, 9, 12, 18, 19, 20, 22, 24, 25] and the references therein).
Our objective is to consider a particular family of coherent measures of risk, higher moment dual risk measures, and to derive their Kusuoka representation.
The symbol P(I ) denotes the set of probability measures on an interval I ⊂ R. Given a random variable X ∈ L p (Ω), p ∈ (1, +∞], we define X + = max{X, 0}.
Average Value at Risk and Kusuoka Representations
A general assumption throughout the paper is the law-invariance of the measures of risk, i.e., we assume that (·) has the same value for random variables with the same distributions. For a random variable X ∈ L 1 (Ω), with distribution function F X (η) = P{X ≤ η}, we consider the left-continuous inverse of the cumulative distribution function defined as follows: [15] , as the cumulative quantile function:
and
Relative Lorenz functions are widely used in economics for comparison of positive random variables, relative to their (positive) expectations (see [2, 10] 
and the references therein). This function is defined as
It is just a normalized absolute Lorenz curve due to representation of the expectation as integral of quantiles, i.e., F
In the theory of measures of risk a special role is played by the functional called the Average Value at Risk and denoted AVaR(·) (see [1, 22] ). The Average Value at Risk of X at level α is defined as
We call : L p (Ω) → R a Kusuoka measure of risk, if there exists a convex set M ⊂ P(I ), where I = (0, 1], such that for all X we have
A fundamental result in the theory of coherent measures of risk is the following theorem : For a nonatomic space Ω, every law invariant, finite-valued coherent measure of risk on L p (Ω), p ∈ [1, ∞] is a Kusuoka measure. In the case of p = ∞ this result was proved in [13] . The proof for p ∈ [1, ∞) can be found in [25, Thm. 6.24] .
Kusuoka representations are useful in the analysis of models involving law invariant measures of risk. For example, in [5] analytical results for models involving the Average Value at Risk are extended to general law invariant measures of risk with the use of Kusuoka representations. Furthermore, Kusuoka representations allow to extend statistical estimators of Lorenz curves to law invariant measures of risk [7] .
The Lorenz curve is closely related to stochastic orders and coherent measures of risk. For a random variable X ∈ L p (Ω) we consider the second order distribution function:
We observe that both F
X (·) and F (−2) X (·) are well defined for any random variable X ∈ L p (Ω) and convex. Recall that for a function f :
The following result [20, Thm. 3 .1] establishes relations between (1) and (3): For every integrable random variable X we have
In particular, from equations (2) and (4) we obtain an extremal representation of AVaR α (X ) (see also [22] ):
This extremal representation of AVaR α (X ) was generalized in [12] to suggest the following higher moment measures of risk:
They are special cases of a more general family considered in [4] . Let us note the relation of the Lorenz curve to the second order stochastic dominance relation, which is a fundamental relation used both in statistics and economics. The stochastic dominance relation of order k = 1, 2 is defined as follows:
We may fully characterize the second order dominance relation by using the conjugate function F (−2) X (·):
A risk measure on L p (Ω) is consistent with stochastic dominance if the following implication is true: X (2) Y ⇒ (X ) ≤ (Y ). This concept was introduced in [18] and analyzed in [19, 20] , where several classes of risk measures consistent with the second order stochastic dominance were identified. Leitner [14] extends the Kusuoka theorem for p = ∞ to the case of general probability spaces and coherent risk measures consistent with the second order stochastic dominance.
Kusuoka Representation of Higher Order Measures
We shall show that it has a Kusuoka representation with the set
Theorem 1. The functional c, p given by (9) with p ∈ (1, ∞) has a Kusuoka representation of the following form:
Proof. Define the function
We observe that ϕ µ (·) is nonnegative and nonincreasing. Moreover, we have
The second equation is obtained by changing the order of integration. These observations imply that ϕ can be viewed as a density function. Let B be the σ -algebra of Borel sets on I , and denote the Lebesgue measure on I . We denote the Banach space L p (I, B, ) by L p (I ). The norms in L p (I ) and in L p (Ω) are written · p ; it will not lead to any confusion. We observe that the condition µ ∈ M q is equivalent to ϕ µ q ≤ c. Thus, ϕ µ can be identified with an element in L q (I ). Another way to represent the set M q is the following:
For any probability measure µ ∈ P(I ), we define the functional T X : P → R as follows
Notice that µ(dα)/α = −dϕ µ (α), with ϕ µ (·) defined in (11) . Integrating by parts and using (1) we obtain
The postulated Kusuoka representation of c, p (X ) is equivalent to the following optimization problem: max
We denote the cone of nonnegative elements in L q (I ) by Q. The following problem is a relaxation of problem (12):
Here ·, · refers to the pairing between the spaces L p (I ) and L q (I ), and 1 denotes the identity function in L p (I ). The relaxation is due to the fact that we do not require in (13) that the function ϕ(·) is nonincreasing. With this requirement added, one-to-one correspondence between measures µ ∈ M q and feasible functions ϕ in (13) exists. However, we shall show that the optimal solution of (13) is in fact nonincreasing, so that the corresponding µ ∈ M q is well defined and solves problem (12) .
The set defined by the first two constraints of (13),
is non-empty whenever c ≥ 1. Moreover, it is closed and convex. Problem (13) fits into the problem setting of [21, Example 4', p. 26], with ϕ ∈ Q as a generalized operator constraint. In this setting, let u ∈ L q (I ) be the perturbation of the right hand side of the operator constraint. We consider the function:
In order to apply [21, Theorem 17] , we have to show that g is bounded in a neighborhood of 0. Let u ∈ L q (I ) be such that u q ≤ ε < 1 and let ϕ 0 be the solution associated with g(0). For γ ∈ (0, 1), we define
We shall show that we can choose γ ∈ (0, 1), so that ϕ u is feasible for the problem on the right hand side of (14) . In the first constraint we have
We observe that for γ = 1, these relations yield ϕ u , 1 = u 1 ≤ u q ≤ ε < 1. On the other hand, for γ = 0, we obtain ϕ u , 1 > ϕ 0 , 1 = 1. Therefore, we can choose γ ∈ (0, 1) such that
We also observe that ϕ u (α) − u(α) ≥ 0 for all α ∈ I , thus implying
Having in mind that c > ε, we get
This inequality, together with (16) and (15), implies that ϕ u is a feasible solution for the problem at the right hand side of (14) . Thus, we have the following estimate:
Therefore, the assumptions of [21, Theorem 17] are satisfied. The subdifferential of the first constraint function ϕ q − c in (13) is
Recall that the normal cone to Q at ϕ is given by
We have that y ∈ N Q (ϕ) if and only if y(α) ≤ 0 and ϕ(α)y(α) = 0 for almost all α ∈ I .
By virtue of [21, Theorem 17] , an element y ∈ N Q (ϕ) and a subgradient s ∈ ∂ ϕ q exist, along with a nonnegative number ν and a number λ, such that
Applying the functional ϕ to both sides of this equation, we obtain
We consider two cases.
Case 1: ν = 0. From (19) and (18) we conclude that
This implies that X is bounded from below almost surely and λ ≤ essinf(X ). Denoteᾱ = P(X = λ). From (21) we deduce that y(α) < 0 for α ∈ (ᾱ, 1]. By (18) , ϕ(α) = 0 for α ∈ (ᾱ, 1]. As ϕ, 1 = 1,ᾱ must be positive. Therefore λ = essinf(X ) andᾱ = P(X = essinf(X )). The smallest value of ϕ q is attained atφ
This solution is feasible in problem (13) if and only ifᾱ ≥ c − p . As all optimality conditions are satisfied,φ is also optimal. We observe that it is a nonincreasing function of α, and thus corresponds to a measure µ ∈ M q according to formula (11) . Owing to (20) , the optimal value of problem (12) in this case takes on the form
We shall show that λ is a minimizer in the problem on the right hand side of (9) . Consider the function h(η) = c (η − X ) + p − η. It is convex. If η < essinf(X ), then h(·) is differentiable with h (η) = −1. Consider η > essinf(X ). Then h(·) is differentiable as well with
where Y = (η − X ) + . As P(λ < X < η) → 0 as η ↓ λ, we have
Substituting this into the formula for the derivative in the numerator (with p − 1) and in the denominator, we conclude that
Ifᾱ ≥ c − p then this limit is nonnegative. Therefore, the subdifferential of h(·) at λ contains 0, and thus λ is a minimizer of h(·). The value of the risk measure equals in this case c, p (X ) = −λ = − essinf(X ) and is the same as the optimal value of problem (13).
Case 2: ν > 0. Equations (19) and (17) imply that
We have the following chain of relations:
using Hölder's inequality ≤ ν ϕ q . using (24) Consequently, we have equality everywhere in the chain and in (24) . We conclude that
Furthermore, λ1 − y − F 
Assuming that η X < 1, the equation h (η X ) = 0 becomes:
which yields η X = 4 3c 2 . The requirement η X < 1 implies that c > 2/ √ 3.
If p = 2, we can derive another equivalent description of the set of probability measures in the Kusuoka representation of (9). Lemma 1. The set M 2 has the following equivalent description:
where F µ denotes the cumulative distribution function of the probability measure µ, i.e., F µ (t) = µ([0, t]).
Proof. Integrating by parts, we obtain Remark 3. The measure of risk given by the formula (9) is convex and law-invariant. This implies, that it is consistent with stochastic dominance of second order, i.e., if a random variable X dominates a random variable Y , then c, p (X ) ≤ c, p (Y ) for any p > 1.
