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FINITE-DIMENSIONAL IRREDUCIBLE MODULES OF THE
UNIVERSAL ASKEY–WILSON ALGEBRA AT ROOTS OF UNITY
HAU-WEN HUANG
Abstract. Let F denote an algebraically closed field and assume that q ∈ F is a primitive
d th root of unity with d 6= 1, 2, 4. The universal Askey–Wilson algebra △q is a unital
associative F-algebra defined by generators and relations. The generators are A,B,C and
the relations assert that each of
A+
qBC − q−1CB
q2 − q−2 , B +
qCA− q−1AC
q2 − q−2 , C +
qAB − q−1BA
q2 − q−2
commutes with A,B,C. We show that every finite-dimensional irreducible △q-module is of
dimension less than or equal to {
d if d is odd;
d/2 if d is even.
Moreover we provide an example to show that the bound is tight.
Keywords: Askey–Wilson algebras, Chebyshev polynomials, q-Racah sequences.
1. Introduction
Suppose that F is an algebraically closed field. In [28] A. Zhedanov introduced the Askey–
Wilson algebras to link the Askey–Wilson polynomials [2] and representation theory. The
algebras are unital associative F-algebras defined by generators and relations. The relations
are slightly complicated, which involve a nonzero parameter q and five additional parameters.
To resolve the objection, P. Terwilliger proposed a central extension of the main confluence
of the Askey–Wilson algebras defined as follows:
Definition 1.1 (Definition 1.2, [22]). Let q denote a nonzero scalar in F with q4 6= 1. The
universal Askey–Wilson algebra △q is a unital associative F-algebra generated by A,B,C
and the relations assert that each of
A+
qBC − q−1CB
q2 − q−2 , B +
qCA− q−1AC
q2 − q−2 , C +
qAB − q−1BA
q2 − q−2(1)
is central in △q.
The Askey–Wilson algebras and the universal Askey–Wilson algebra △q are related to
the integrable systems [1, 27], the quantum harmonic oscillator [3, 26], the quantum algebra
Uq(sl2) [4,5,11,12,21], the q-Onsager algebra [22,24], the double affine Hecke algebras of type
(C∨1 , C1) [13,15–17,19,20,23], the distance-regular graphs [18,25] and the Leonard pairs [8].
The classification of finite-dimensional irreducible △q-modules for q not a root of unity was
given in [9] and has found connections to the representation theory of related algebras [7,11].
However the research on the representation theory of △q at roots of unity is rarely seen.
The research is supported by the Ministry of Science and Technology of Taiwan under the project MOST 106-
2628-M-008-001-MY4. Part of the research was done when the author was visiting International Christian
University. He would like to thank Prof. Hiroshi Suzuki for his hospitality.
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Throughout the rest of this paper, suppose that q is a primitive d th root of unity with
d 6= 1, 2, 4 and set
d¯ =
{
d if d is odd;
d/2 if d is even.
Note that d¯ is the order of the root of unity q2. The intention of this paper is to prove the
following result:
Theorem 1.2. If V is a finite-dimensional irreducible △q-module then the dimension of V
is less than or equal to d¯.
Given any nonzero a, b, c ∈ F and any integer n ≥ 0, an (n + 1)-dimensional △q-module
Vn(a, b, c) is constructed in [9, §4.1]. According to [9, Theorem 4.4] the (n+ 1)-dimensional
△q-module Vn(a, b, c) is irreducible if and only if 0 ≤ n ≤ d¯ − 1 and
abc, a−1bc, ab−1c, abc−1 6∈ {q2i−n−1 | i = 1, 2, . . . , n}.(2)
Since an algebraically closed field is infinite, for all 0 ≤ n ≤ d¯ − 1 there are infinitely many
nonzero a, b, c ∈ F satisfying the condition (2). This establishes the existence of irreducible
△q-modules with dimensions between 1 to d¯. Therefore the bound given in Theorem 1.2 is
sharp.
The organization of this paper is as follows: In §2 we present the preliminaries on△q, espe-
cially the link of the q-Racah sequences to the center of△q. In §3 we display some properties
of q-Racah sequences and classify the q-Racah sequences into five types. In §4 we decompose
the finite-dimensional irreducible △q-modules with respect to the corresponding q-Racah
sequences. In §5 we investigate the actions of several operators on the finite-dimensional
irreducible △q-modules. In §6 we give a proof for Theorem 1.2.
2. Preliminaries
For notational convenience, we set α, β, γ to be the multiplication of (1) by q + q−1. In
other words
α
q + q−1
= A+
qBC − q−1CB
q2 − q−2 ,(3)
β
q + q−1
= B +
qCA− q−1AC
q2 − q−2 ,(4)
γ
q + q−1
= C +
qAB − q−1BA
q2 − q−2 .(5)
By Definition 1.1 each of α, β, γ is a central element of △q.
Lemma 2.1. The algebra △q is generated by A,B, γ. Moreover
α =
B2A− (q2 + q−2)BAB + AB2 + (q2 − q−2)2A+ (q − q−1)2Bγ
(q − q−1)(q2 − q−2) ,(6)
β =
A2B − (q2 + q−2)ABA +BA2 + (q2 − q−2)2B + (q − q−1)2Aγ
(q − q−1)(q2 − q−2) .(7)
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Proof. By (5) the element C can be expressed in terms of A,B, γ as follows:
C =
γ
q + q−1
− qAB − q
−1BA
q2 − q−2 .(8)
Therefore A,B, γ form a set of generators of △q. To get (6) and (7) substitute (8) into (3)
and (4), respectively. 
Recall from [22, 28] that the celebrated central element
Ω = qABC + q2A2 + q−2B2 + q2C2 − qAα− q−1Bβ − qCγ
is called the Casimir element of △q.
Lemma 2.2 (Theorem 7.5, [22]). The elements
AiBjCkΩℓαrβsγt for all integers i, j, k, ℓ, r, s, t ≥ 0 with ijk = 0
are an F-basis for △q.
For each integer n ≥ 0 we define the polynomial
Tn(x) =
⌊n/2⌋∑
i=0
(−1)i
((
n− i
i
)
+
(
n− i− 1
i− 1
))
xn−2i.
Here we set
(
−1
−1
)
= 1 and
(
n
−1
)
= 0 for all n ≥ 0. Note that 1
2
Tn(2x) is the nth Chebyshev
polynomial of the first kind for all n ≥ 0 [14, §9.8.2].
Lemma 2.3 (Theorem 3.2, [10]). Td¯(A), Td¯(B), Td¯(C) are central in △q.
Let Z denote the additive group of integers. Let {θi}i∈Z/d¯Z denote a sequence in F of the
form
θi = aq
−2i + a−1q2i for all i ∈ Z/d¯Z,(9)
where a is a nonzero scalar in F. We call the sequence {θi}i∈Z/d¯Z a q-Racah sequence. It
follows from [10, Equation 17] that
Td¯(x) =
∏
i∈Z/d¯Z
(x− θi) + ad¯ + a−d¯ for all i ∈ Z/d¯Z.
This, combined with Lemma 2.3, yields that
Lemma 2.4 (Proposition 3.5, [10]). If {θi}i∈Z/d¯Z is a q-Racah sequence then each of∏
i∈Z/d¯Z
(A− θi),
∏
i∈Z/d¯Z
(B − θi),
∏
i∈Z/d¯Z
(C − θi)
is central in △q.
Lemma 2.5. The elements
Ai0Bj0Ck0Td¯(A)
i1Td¯(B)
j1Td¯(C)
k1Ωℓαrβsγt
for all i0, j0, k0 ∈ {0, 1, . . . , d¯ − 1} and all integers i1, j1, k1, ℓ, r, s, t ≥ 0 with (i0 + i1)(j0 +
j1)(k0 + k1) = 0 form an F-basis for △q.
Proof. Combine Lemmas 2.2 and 2.3. 
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Lemma 2.6. If V is a finite-dimensional irreducible △q-module then each central element
of △q acts on V as a scalar multiplication.
Proof. Immediate from Schur’s lemma. 
Proposition 2.7. If V is a finite-dimensional irreducible △q-module then the dimension of
V is less than or equal to
√
3d¯2 − 3d¯ + 1.
Proof. Let π : △q → End(V ) denote the corresponding representation. According to Burn-
side’s theorem on matrix algebras [6], the representation π is onto. By Lemma 2.6 the images
of Td¯(A), Td¯(B), Td¯(C), α, β, γ,Ω under π are scalar multiples of the identity. Combined with
Lemma 2.5, it follows that End(V ) is spanned by
π(A)i0π(B)j0π(C)k0 for all i0, j0, k0 ∈ {0, 1, . . . , d¯ − 1} with i0j0k0 = 0(10)
over F. The number of (10) is d¯3 − (d¯ − 1)3 = 3d¯2 − 3d¯ + 1. Therefore
dimV =
√
dimEnd(V ) ≤
√
3d¯2 − 3d¯ + 1.
The proposition follows. 
3. The q-Racah sequences
In this section we show some properties of the q-Racah sequences and divide the q-Racah
sequences into five types.
Lemma 3.1. Let {θi}i∈Z/d¯Z denote a q-Racah sequence. For all i ∈ Z/d¯Z the following (i),
(ii) hold:
(i) θi−1 + θi+1 = (q
2 + q−2)θi.
(ii) θi−1θi+1 = θ
2
i + (q
2 − q−2)2.
Proof. It is straightforward to verify (i), (ii) by using (9). 
Lemma 3.2. Let {θi}i∈Z/d¯Z denote a q-Racah sequence. For each i ∈ Z/d¯Z the following
are equivalent:
(i) θi−1 = θi+1.
(ii) (q2 + q−2)θi = 2θi−1.
(iii) (q2 + q−2)θi = 2θi+1.
(iv) θi ∈ {±2}.
Proof. Since {θi}i∈Z/d¯Z is a q-Racah sequence there exists a nonzero scalar a ∈ F such that
(θi−1, θi, θi+1) = (aq
2 + a−1q−2, a+ a−1, aq−2 + a−1q2).(11)
Using (11) yields that each of (i)–(iv) holds if and only if a ∈ {±1}. Therefore (i)–(iv) are
equivalent. 
Given any two sequences {θi}i∈Z/d¯Z and {θ′i}i∈Z/d¯Z in F, we say that {θi}i∈Z/d¯Z is congruent
to {θ′i}i∈Z/d¯Z if there exists an element j ∈ Z/d¯Z such that
θi = θ
′
i+j for all i ∈ Z/d¯Z.
Note that the congruence relation is an equivalence relation and the set of q-Racah sequences
is closed under the congruence relation.
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Definition 3.3. (i) A q-Racah sequence {θi}i∈Z/d¯Z is said to be of type D if there exists a
nonzero a ∈ F with a2 6∈ {q2i | i ∈ Z/d¯Z} such that
θi = aq
−2i + a−1q2i for all i ∈ Z/d¯Z.
(ii) A q-Racah sequence {θi}i∈Z/d¯Z is said to be of type O(2) if d¯ is odd and
θi = q
2i + q−2i for all i ∈ Z/d¯Z.
(iii) A q-Racah sequence {θi}i∈Z/d¯Z is said to be of type O(−2) if d¯ is odd and
θi = −q2i − q−2i for all i ∈ Z/d¯Z.
(iv) A q-Racah sequence {θi}i∈Z/d¯Z is said to be of type E(2) if d¯ is even and
θi = q
2i + q−2i for all i ∈ Z/d¯Z.
(v) A q-Racah sequence {θi}i∈Z/d¯Z is said to be of type E(q + q−1) if d¯ is even and
θi = q
2i−1 + q1−2i for all i ∈ Z/d¯Z.
Proposition 3.4. Let {θi}i∈Z/d¯Z denote a q-Racah sequence. If {θi}i∈Z/d¯Z is not of type D,
then {θi}i∈Z/d¯Z is congruent to the q-Racah sequence of type O(2), O(−2), E(2) or E(q+q−1).
Proof. Since {θi}i∈Z/d¯Z is not of type D it follows from Definition 3.3(i) that {θi}i∈Z/d¯Z is
congruent to one of the following sequences:
{q2i + q−2i}i∈Z/d¯Z,(12)
{−q2i − q−2i}i∈Z/d¯Z,(13)
{q2i−1 + q1−2i}i∈Z/d¯Z,(14)
{−q2i−1 − q1−2i}i∈Z/d¯Z.(15)
We divide the argument into the two cases: (i) d¯ is odd; (ii) d¯ is even.
(i): By Definition 3.3(ii) the sequence (12) is of type O(2). By Definition 3.3(iii) the
sequence (13) is of type O(−2). Let {θ′i}i∈Z/d¯Z denote the sequence (14). Observe that
θ′
i+ d¯+1
2
= q2i+d¯ + q−d¯−2i for all i ∈ Z/d¯Z.
Since d¯ is the order of q2, the scalar qd¯ ∈ {±1}. It follows that (14) is congruent to the
q-Racah sequence of type O(2) if qd¯ = 1; the q-Racah sequence of type O(−2) if qd¯ = −1.
Similarly (15) is congruent to the q-Racah sequence of type O(−2) if qd¯ = 1; the q-Racah
sequence of type O(2) if qd¯ = −1. Therefore {θi}i∈Z/d¯Z is congruent to the q-Racah sequence
of type O(2) or O(−2).
(ii): By Definition 3.3(iv) the q-Racah sequence (12) is of type E(2). By Definition 3.3(v)
the q-Racah sequence (14) is of type E(q + q−1). Let {θ′i}i∈Z/d¯Z denote the sequence (13).
Observe that qd¯ = −1 whenever d¯ is even. Hence θ′i = q2i−d¯ + qd¯−2i for all i ∈ Z/d¯Z. It
follows that
θ′
i+ d¯
2
= q2i + q−2i for all i ∈ Z/d¯Z.
This implies that {θ′i}i∈Z/d¯Z is congruent to the q-Racah sequence of type E(2). By a sim-
ilar argument the sequence (15) is congruent to the q-Racah sequence of type E(q + q−1).
Therefore {θi}i∈Z/d¯Z is congruent to the q-Racah sequence of type E(2) or E(q + q−1). The
proposition follows. 
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Proposition 3.5. (i) If {θi}i∈Z/d¯Z is a q-Racah sequence of type D then the scalars {θi}i∈Z/d¯Z
are mutually distinct.
(ii) If {θi}i∈Z/d¯Z is the q-Racah sequence of type E(2), O(2) or O(−2) then θi = θj if and
only if i ∈ {j,−j} for any i, j ∈ Z/d¯Z.
(iii) If {θi}i∈Z/d¯Z is the q-Racah sequence of type E(q + q−1) then θi = θj if and only if
i ∈ {j, 1− j} for any i, j ∈ Z/d¯Z.
Proof. (i): Using Definition 3.3(i) yields that θi − θj is equal to
(qi−j − qj−i)(a−1qi+j − aq−i−j)(16)
for i, j ∈ Z/d¯Z. Since the root of unity q2 is of order d¯, the first multiplicand of (16) is zero
if and only if i = j. Since a2 6∈ {q2i | i ∈ Z/d¯Z} the second multiplicand of (16) is nonzero.
The statement (i) follows.
(ii): Using Definition 3.3(ii)–(iv) yields that θi − θj is equal to
±(qi−j − qj−i)(qi+j − q−i−j)(17)
for i, j ∈ Z/d¯Z. Observe that the first multiplicand of (17) is zero if and only if i = j; the
second multiplicand of (17) is zero if and only if i = −j. The statement (ii) follows.
(iii): Using Definition 3.3(v) yields that θi − θj is equal to
(qi−j − qj−i)(qi+j−1 − q1−i−j)(18)
for i, j ∈ Z/d¯Z. Observe that the first multiplicand of (18) is zero if and only if i = j; the
second multiplicand of (18) is zero if and only if i = 1− j. The statement (iii) follows. 
4. The decompositions of finite-dimensional irreducible △q-modules
For the rest of this paper, we adopt the following notations: Let V denote a finite-
dimensional irreducible △q-module. For all integers n ≥ 1 and all θ ∈ F, let
V (n)(θ) = {v ∈ V | (B − θ)nv = 0}
and we simply write V (θ) = V (1)(θ). Note that V (n)(θ) is B-invariant for all n ≥ 1 and all
θ ∈ F. Let {θi}i∈Z/d¯Z stand for a q-Racah sequence such that V (θi) 6= {0} for some i ∈ Z/d¯Z.
Since F is algebraically closed, the sequence {θi}i∈Z/d¯Z exists.
Lemma 4.1. The element ∏
i∈Z/d¯Z
(B − θi)(19)
vanishes on V .
Proof. Recall from Lemma 2.4 that (19) is central in △q. Combined with Lemma 2.6 the
action of (19) on V is a scalar multiple. By the choice of {θi}i∈Z/d¯Z there exists an i ∈ Z/d¯Z
such that V (θi) 6= {0}. For any nonzero v ∈ V (θi), the operator (19) sends v to zero. It
follows that (19) acts on V as a scalar multiplication by zero. The lemma follows. 
In the following we describe the decomposition of V with respect to the types of {θi}i∈Z/d¯Z.
Proposition 4.2. (i) If {θi}i∈Z/d¯Z is of type D then
V =
d¯−1⊕
i=0
V (θi).
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(ii) If {θi}i∈Z/d¯Z is of type O(2) or O(−2) then
V = V (θ0)⊕
d¯−1
2⊕
i=1
V (2)(θi).
(iii) If {θi}i∈Z/d¯Z is of type E(2) then
V = V (θ0)⊕
d¯
2
−1⊕
i=1
V (2)(θi)⊕ V (θ d¯
2
).
(iv) If {θi}i∈Z/d¯Z is of type E(q + q−1) then
V =
d¯
2⊕
i=1
V (2)(θi).
Proof. (i): By Proposition 3.5(i) the scalars {θi}i∈Z/d¯Z are mutually distinct. Combined with
Lemma 4.1 this implies (i).
(ii): By Proposition 3.5(ii) and since d¯ is odd, the scalars θ0 and {θi}
d¯−1
2
i=1 are all distinct
values in the sequence {θi}i∈Z/d¯Z. Moreover θ0 is of multiplicity 1 and each of {θi}
d¯−1
2
i=1 is of
multiplicity 2 in {θi}i∈Z/d¯Z. Combined with Lemma 4.1 the statement (ii) follows.
(iii), (iv): Similar to the proof of (ii). 
5. The operators associated with q-Racah sequences
Define
K
(n)
i = (B − θi−1)n(B − θi+1)nA,
T
(n)
i = (B − θi−1)n(B − θi)n(B − θi+1)nA,
E
(n)
i = (B − θi)n(B − θi+1)nA
for all i ∈ Z/d¯Z and n = 1, 2. In this section we investigate the actions of the above operators
on V . For short we write Ki = K
(1)
i , Ti = T
(1)
i , Ei = E
(1)
i for all i ∈ Z/d¯Z.
Proposition 5.1. For all i ∈ Z/d¯Z the following hold:
(i) KiV (θi) ⊆ V (θi) and Ki acts on V (θi) as a scalar multiplication.
(ii) Ti vanishes on V (θi).
(iii) EiV (θi) ⊆ V (θi−1).
Proof. (i): Pick any v ∈ V (θi). Applying v to either side of (6) yields that
(B2 − (q2 + q−2)θiB + θ2i + (q2 − q−2)2)Av = (q − q−1)(q2 − q−2)αv − (q − q−1)2θiγv.(20)
By Lemma 3.1 the left-hand side of (20) can be factored into
(B − θi−1)(B − θi+1)Av = Kiv.
By Lemma 2.6 the right-hand side of (20) is a multiplication of v by a scalar which is
independent of the choice of v ∈ V (θi). Therefore (i) follows.
(ii): Since Ti = (B − θi)Ki the statement (ii) is immediate from (i).
(iii): Since Ti = (B − θi−1)Ei the statement (iii) is immediate from (ii). 
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Lemma 5.2. For all i ∈ Z/d¯Z the F-subspace AV (θi) of V is contained in

V (θi−1) + V (θi) + V (θi+1) if θi−1, θi, θi+1 are mutually distinct,
V (2)(θi) + V (θi+1) if θi = θi−1,
V (2)(θi) + V (θi−1) if θi = θi+1,
V (2)(θi−1) + V (θi) if θi−1 = θi+1.
Proof. Immediate from Proposition 5.1(ii). 
Lemma 5.3. For all i ∈ Z/d¯Z the F-subspace V (2)(θi) of V is invariant under
Ki − ((q2 + q−2)B − 2θi)A(B − θi).(21)
Proof. Let v ∈ V (2)(θi) be given. Applying v to either side of (6) and using Lemma 3.1, a
direct calculation yields that the image of v under (21) is equal to
(q − q−1)(q2 − q−2)αv − (q − q−1)2Bγv.(22)
By Lemma 2.6, the vector (22) is in V (2)(θi). The lemma follows. 
Proposition 5.4. For all i ∈ Z/d¯Z the following hold:
(i) K
(2)
i V
(2)(θi) ⊆ V (2)(θi).
(ii) T
(2)
i vanishes on V
(2)(θi).
(iii) E
(2)
i V
(2)(θi) ⊆ V (2)(θi−1).
Proof. (i): From Lemma 5.3 we see that
KiV
(2)(θi) ⊆ V (2)(θi) + ((q2 + q−2)B − 2θi)AV (θi).
Applying Lemma 5.2 yields that
KiV
(2)(θi) ⊆


V (θi−1) + V
(2)(θi) + V (θi+1) if θi−1, θi, θi+1 are mutually distinct,
V (2)(θi) + V (θi+1) if θi = θi−1,
V (2)(θi) + V (θi−1) if θi = θi+1,
V (2)(θi−1) + V
(2)(θi) if θi−1 = θi+1.
Combined with K
(2)
i = (B − θi−1)(B − θi+1)Ki the statement (i) follows.
(ii): Since T
(2)
i = (B − θi)2K(2)i the statement (ii) is immediate from (i).
(iii): Since T
(2)
i = (B − θi−1)2E(2)i the statement (iii) is immediate from (ii). 
6. Proof of Theorem 1.2
We are devoted to proving Theorem 1.2 in the final section.
Lemma 6.1. For all i ∈ Z/d¯Z the following are equivalent:
(i) Ei|V (θi) is not injective.
(ii) There exists an eigenvector of (B − θi+1)A in V (θi).
Proof. The implication from (ii) to (i) is trivial. We show the implication from (i) to (ii).
(i) ⇒ (ii): First suppose that θi−1 = θi. Note that Ei = Ki in this case. By (i) the
operator Ki vanishes at some nonzero vector of V (θi). Combined with Proposition 5.1(i)
the element Ki vanishes on V (θi). It follows that V (θi) is (B − θi+1)A-invariant. Since F is
algebraically closed, there exists an eigenvector of (B − θi+1)A in V (θi).
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Next consider the case θi−1 6= θi. By (i) there exists a nonzero v ∈ V (θi) such that Eiv = 0.
It follows that
(B − θi+1)Av ∈ V (θi).(23)
Using (23) yields that
Kiv = (θi − θi−1)(B − θi+1)Av.
On the other hand, Kiv is a scalar multiplication of v by Proposition 5.1(i). Since θi−1 6= θi
it follows that v is an eigenvector of (B − θi+1)A.
We have shown that the implication from (i) to (ii) is true in either case. The lemma
follows. 
Lemma 6.2. For any i ∈ Z/d¯Z, if there exists an eigenvector v of (B − θi+1)A in V (θi)
then
(B − θi+j)Ajv
is an F-linear combination of v, Av, . . . , Aj−1v for all j = 0, 1, . . . , d¯ − 1.
Proof. Since v ∈ V (θi) the statement is true for j = 0. Since v is an eigenvector of (B−θi+1)A
the statement is true for j = 1. Suppose that j ≥ 2. Applying Aj−2v to either side of (7) we
have
A2BAj−2v − (q2 + q−2)ABAj−1v +BAjv + (q2 − q−2)2BAj−2v(24)
is equal to
(q − q−1)(q2 − q−2)Aj−2βv − (q − q−1)Aj−1γv.(25)
By Lemma 2.6 the term (25) is an F-linear combination of Aj−2v and Aj−1v. Applying
induction hypothesis the term (24) is equal to
(θi+j−2 − (q2 + q−2)θi+j−1 +B)Ajv(26)
plus an F-linear combination of v, Av, . . . , Aj−1v. Using Lemma 3.1(i) yields that (26) is
equal to (B − θi+j)Ajv. Combining the above comments, the lemma follows. 
Theorem 6.3. If there exists an i ∈ Z/d¯Z such that Ei|V (θi) is not injective, then V is of
dimension less than or equal to d¯.
Proof. By Lemma 6.1 there exists an eigenvector v of (B − θi+1)A in V (θi). Let W denote
the F-subspace of V spanned by
v, Av, . . . , Ad¯−1v.
Apparently W is γ-invariant by Lemma 2.6. It follows from Lemma 6.2 that BAjv is an
F-linear combination of v, Av, . . . , Ajv for all j = 0, 1, . . . , d¯ − 1. Hence W is B-invariant.
Since Td¯(A) is central in △q by Lemma 2.3, it follows from Lemma 2.6 that Td¯(A)v is a
scalar multiplication of v. Since Td¯(x) is of degree d¯, it follows that A
d¯v ∈ W . Hence W
is A-invariant. Since W is invariant under A,B, γ it follows from Lemma 2.1 that W is a
△q-submodule of V . Since v 6= 0 and the △q-module V is irreducible, it follows that V = W .
By construction W is of dimension less than or equal to d¯. The theorem follows. 
We now deal with the case that Ei|V (θi) is injective for each i ∈ Z/d¯Z.
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Lemma 6.4. If Ei|V (θi) is injective for each i ∈ Z/d¯Z then
V (θi) for all i ∈ Z/d¯Z
are of the same dimension.
Proof. By Proposition 5.1(iii) and since Ei|V (θi) is injective for all i ∈ Z/d¯Z, it follows that
dimV (θi) ≤ dimV (θi−1) for all i ∈ Z/d¯Z.
Since Z/d¯Z is a finite cyclic group this implies that dimV (θi) are equal for all i ∈ Z/d¯Z.
The lemma follows. 
Lemma 6.5. Suppose that Ei|V (θi) is injective for each i ∈ Z/d¯Z. If {θi}i∈Z/d¯Z is not of type
D then
dimV (2)(θ1) = 2 · dimV (θ1).(27)
Proof. Without loss we may assume that {θi}i∈Z/d¯Z is of type O(2), O(−2), E(2), or E(q +
q−1) by Proposition 3.4.
Suppose that {θi}i∈Z/d¯Z is of type O(2), O(−2) or E(2). By Proposition 5.1(iii) and since
θ−1 = θ1 by Proposition 3.5(ii), we have the map
E0|V (θ0) : V (θ0)→ V (θ1).(28)
We decompose (28) into a composition of (B − θ0)A|V (θ0) : V (θ0)→ V (2)(θ1) followed by
(B − θ1)|V (2)(θ1) : V (2)(θ1)→ V (θ1).(29)
Since (28) is injective and by Lemma 6.4 it follows that (28) is an isomorphism. Hence (29)
is surjective. Now, applying the rank-nullity theorem to (29) the equality (27) follows.
Suppose that {θi}i∈Z/d¯Z is of type E(q + q−1). By Proposition 5.1(iii) and since θ0 = θ1
by Proposition 3.5(iii), we have the map
E1|V (θ1) : V (θ1)→ V (θ1).(30)
We decompose the map (30) into a composition of (B−θ2)A|V (θ1) : V (θ1)→ V (2)(θ1) followed
by
(B − θ1)|V (2)(θ1) : V (2)(θ1)→ V (θ1).(31)
Since (30) is injective it follows that (30) is an isomorphism. Hence (31) is surjective. Now,
applying the rank-nullity theorem to (31) the equality (27) follows. 
Lemma 6.6. For any i ∈ Z/d¯Z with θi 6∈ {θi−1,±2}, if Ei|V (θi) is injective then E(2)i |V (θi)
is injective.
Proof. Suppose that v lies in the kernel of E
(2)
i in V (θi). We show that v = 0. It follows
from Proposition 5.1(iii) that
Eiv ∈ V (θi−1).
Applying (B − θi)(B − θi+1) to Eiv yields that E(2)i v is equal to the scalar multiplication of
Eiv by
(θi−1 − θi)(θi−1 − θi+1).(32)
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Since θi 6∈ {±2} it follows from Lemma 3.2 that θi−1 6= θi+1. Combined with θi 6= θi−1 the
scalar (32) is nonzero. Since E
(2)
i v = 0 this forces that Eiv = 0. By the assumption that
Ei|Vi(θi) is injective, the vector v = 0. The lemma follows. 
Lemma 6.7. For any i ∈ Z/d¯Z with θi 6∈ {θi−2, θi−1,±2}, if Ei|V (θi) is injective then
E
(2)
i |V (2)(θi) is injective.
Proof. Suppose that v lies in the kernel of E
(2)
i in V
(2)(θi). In light of Lemma 6.6 it suffices
to show that v ∈ V (θi). It follows from Lemma 5.3 that
Kiv ∈ ((q2 + q−2)B − 2θi)A(B − θi)v + V (2)(θi).(33)
Applying (B − θi+1)(B − θi)2 to either side of (33) yields that
(B − θi−1)E(2)i v = ((q2 + q−2)B − 2θi)(B − θi)Ei(B − θi)v.(34)
Since E
(2)
i v = 0 the left-hand side of (34) is zero. Since (B − θi)v ∈ V (θi) it follows from
Proposition 5.1(iii) that
Ei(B − θi)v ∈ V (θi−1).
Hence the right-hand side of (34) is equal to the scalar multiplication of Ei(B − θi)v by
((q2 + q−2)θi−1 − 2θi)(θi−1 − θi).(35)
Since θi 6= θi−2 it follows from Lemma 3.2 that (q2+q−2)θi−1 6= 2θi. Combined with θi 6= θi−1
the scalar (35) is nonzero. Therefore
Ei(B − θi)v = 0.
Since Ei|V (θi) is injective it follows that v ∈ V (θi). The lemma follows. 
Lemma 6.8. Suppose that Ei|V (θi) is injective for each i ∈ Z/d¯Z. Then the following hold:
(i) If {θi}i∈Z/d¯Z is of type O(2) or O(−2) then
V (2)(θi) for all i = 1, 2, . . . ,
d¯ − 1
2
are of the same dimension.
(ii) If {θi}i∈Z/d¯Z is of type E(2) then
V (2)(θi) for all i = 1, 2, . . . ,
d¯
2
− 1
are of the same dimension.
(iii) If {θi}i∈Z/d¯Z is of type E(q + q−1) then
V (2)(θi) for all i = 1, 2, . . . ,
d¯
2
are of the same dimension.
Proof. By Proposition 5.4(iii) we have the map
E
(2)
i |V (2)(θi) : V (2)(θi)→ V (2)(θi−1)(36)
for each i ∈ Z/d¯Z.
(i): By Definition 3.3(ii), (iii) the scalar θi ∈ {±2} if and only if i = 0. Combined with
Lemma 3.2 this yields that θi = θi−2 if and only if i = 1. It follows from Proposition
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3.5(ii) that θi = θi−1 if and only if i =
d¯+1
2
. Therefore the map (36) is injective for each
i ∈ Z/d¯Z \ {0, 1, d¯+1
2
} by Lemma 6.7. It follows that
dimV (2)(θ d¯−1
2
) ≤ dimV (2)(θ d¯−3
2
) ≤ . . . ≤ dimV (2)(θ1);(37)
dimV (2)(θd¯−1) ≤ dimV (2)(θd¯−2) ≤ . . . ≤ dimV (2)(θ d¯+1
2
).(38)
By Proposition 3.5(ii) we have θi = θd¯−i for i = 1, 2, . . . ,
d¯−1
2
. Combined with (37) and (38)
this yields (i).
(ii): By Definition 3.3(iv) the scalar θi ∈ {±2} if and only if i ∈ {0, d¯2}. Combined with
Lemma 3.2 this yields that θi = θi−2 if and only if i ∈ {1, d¯2 +1}. By Proposition 3.5(ii) none
of i ∈ Z/d¯Z satisfies θi = θi−1. Therefore (36) is injective for each i ∈ Z/d¯Z \ {0, 1, d¯2 , d¯2 +1}
by Lemma 6.7. It follows that
dim V (2)(θ d¯
2
−1) ≤ dimV (2)(θ d¯
2
−2) ≤ . . . ≤ dimV (2)(θ1);(39)
dim V (2)(θd¯−1) ≤ dimV (2)(θd¯−2) ≤ . . . ≤ dimV (2)(θ d¯
2
+1).(40)
By Proposition 3.5(ii) we have θi = θd¯−i for all i = 1, 2, . . . ,
d¯
2
− 1. Combined with (39) and
(40) this yields (ii).
(iii): By Definition 3.3(v) none of the scalars {θi}i∈Z/d¯Z is in {±2}. Combined with Lemma
3.2 none of {θi}i∈Z/d¯Z satisfies θi = θi−2. Using Proposition 3.5(iii) yields that θi = θi−1 if
and only if i ∈ {1, d¯
2
+1}. Therefore (36) is injective for each i ∈ Z/d¯Z\{1, d¯
2
+1} by Lemma
6.7. It follows that
dim V (2)(θ d¯
2
) ≤ dimV (2)(θ d¯
2
−1) ≤ . . . ≤ dim V (2)(θ1);(41)
dim V (2)(θd¯) ≤ dimV (2)(θd¯−1) ≤ . . . ≤ dimV (2)(θ d¯
2
+1).(42)
By Proposition 3.5(iii) we have θi = θd¯+1−i for all i = 1, 2, . . . ,
d¯
2
. Combined with (41) and
(42) this implies (iii). 
Lemma 6.9. If Ei|V (θi) is injective for each i ∈ Z/d¯Z then
dimV = d¯ · dim V (θ1).(43)
Proof. To see this we break the argument into four cases: (i) {θi}i∈Z/d¯Z is of type D; (ii)
{θi}i∈Z/d¯Z is of type O(2) or O(−2); (iii) {θi}i∈Z/d¯Z is of type E(2); (iv) {θi}i∈Z/d¯Z is of type
E(q + q−1).
(i): It follows from Proposition 4.2(i) that
dimV =
∑
i∈Z/d¯Z
dimV (θi).
Combined with Lemma 6.4 this yields (43).
(ii): It follows from Proposition 4.2(ii) that
dimV = dimV (θ0) +
d¯−1
2∑
i=1
dimV (2)(θi).
Combined with Lemmas 6.4 and 6.5 along with Lemma 6.8(i), this yields (43).
(iii), (iv): Similar to the proof of (ii). 
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Theorem 6.10. If Ei|V (θi) is injective for each i ∈ Z/d¯Z then V is of dimension d¯.
Proof. Since 3n2−3n+1 < 4n2 for all n ≥ 1 it follows from Proposition 2.7 that dimV < 2d¯.
Combined with Lemma 6.9 this forces that dimV = d¯. The result follows. 
Proof of Theorem 1.2. Combine Theorems 6.3 and 6.10.
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