Abstract. For degenerate stochastic differential equations driven by fractional Brownian motions with Hurst parameter H > 1/2, the derivative formulas are established by using Malliavin calculus and coupling method, respectively. Furthermore, we find some relation between these two approaches. As applications, the (log) Harnack inequalities and the hyperbounded property are presented.
Introduction
The derivative formula initiated in [9] is a powerful tool for stochastic analysis. This, together with the integration by parts formula [13] , enables one to derive regular estimates on the commutator, which is important for the study of flow properties [19] . Recently, by using a coupling technique or Malliavin calculus, the derivative formulas have been extended and applied to various models for the study of Lévy processes. One can see, for instance, [35] for SDEs; [4, 20, 31, 38, 43] for degenerate SDEs; [5, 12, 14, 37, 42] for SPDEs. We remark that, the derivative formulas for damping stochastic Hamiltonian systems have been established in [43] and [20] respectively, where the degenerate part is linear. Afterwards, Wang and Zhang [38] extended the results derived in [43, 20] to the non-linear degenerate case. But, to the best of our knowledge, explicit derivative formula for degenerate SDEs in a non-Lévy context is not yet available.
In this paper, we are concerned with degenerate SDEs driven by fractional Brownian motions, whose noises are not Levy processes and even more not semimartingale when H = 1/2. Now, in essence there exist two mainly different integration theories to define and study the fractional stochastic integral: the pathwise Riemann-Stieltjes integral originally due to [40] and the divergence operator (or the Skorohod integral) (e.g. [1, 11] ) defined as the adjoint of the derivative operator in the framework of the Malliavin calculus. Then, there are numerous works to investigate SDEs driven by fractional Brownian motions. For instance, [10, 28] proved the existence and uniqueness result; [6, 25, 29] , [21, 22] , [34] and [7, 17] studied the distributional regularities, the ergodicity, the Talagrand transportation inequalities and the logarithmic Sobolev inequalities for the solutions, respectively. For other results involved with paths regularity of fractional Brownian motions, one may refer to [3, 23, 39] and references therein. Recently, in the previous papers [15] and [18] , we obtained derivative formulas for SDEs with fractional noises for H < 1/2 and H > 1/2, respectively. Motivated by the work [38] , where the derivative formulas were shown for the stochastic Hamiltonian system by using Malliavin calculus, we will be able to establish the derivative formulas for degenerate SDEs with fractional noises (H > 1/2), which will imply Harnack type inequalities as well as hyperbounded property. That is the main purpose of this article.
The rest of the paper is organized as follows. In Section 2, we recall some basic results about fractional calculus and fractional Brownian motion. The derivative formulas by means of Malliavin calculus and coupling argument will be addressed in Section 3 and 4, respectively. In Section 5, with helps of these formulas, we present some applications to the dimensional-free Harnack type inequalities and the hyperbounded property.
Preliminaries

Fractional Integrals and Derivatives
For later use, we introduce some basic facts about fractional calculus, which can be found in [33] .
Let a, b ∈ R with a < b. For α > 0 and f ∈ L 1 (a, b), the left-sided (resp. right-sided) fractional Riemann-Liouville integral of f of order α on [a, b] is defined as
where x ∈ (a, b) a.e., (−1) −α = e −iαπ , Γ stands for the Euler function. In particular, when α = n ∈ N, they reduced to the usual n-order iterated integrals.
) and 0 < α < 1, then the Weyl derivative reads as follow
where the convergence of the integrals at the singularity y = x holds pointwise for almost all x if p = 1 and in L p -sense if 1 < p < ∞.
Suppose that f ∈ C λ (a, b) (the set of λ-Hölder continuous functions on [a, b] ) and g ∈ C µ (a, b) with λ+µ > 1. By [40] , the Riemann-Stieltjes integral 
where
. This can be regarded as fractional integration by parts formula.
Fractional Brownian Motion
In this part, we shall recall some important definitions and results concerning the fractional Brownian motion. For a deeper discussion, we refer the reader to [1, 8, 11] and [26] .
Let H ∈ (1/2, 1). The d-dimensional fractional Brownian motion with Hurst parameter H on the probability space (Ω, F , P) can be defined as the centered Gauss process
By the above covariance function, one can show that E|B For each t ∈ [0, T ], let F t be the σ-algebra generated by the random variables {B H s : s ∈ [0, t]} and the P-null sets.
Denote E by the set of step functions on [0, T ]. Let H be the Hilbert space defined as the closure of E with respect to the scalar product
By bounded linear transform theorem, the mapping (
can be extended to an isometry between H and the Gaussian space H 1 associated with B H . Denote this isometry by φ → B H (φ).
On the other hand, from [11] , we know that the covariance kernel R H (t, s) has the following integral representation
where K H is a square integrable kernel given by
in which F (·, ·, ·, ·) is the Gauss hypergeometric function (for details see [11] or [24] ). Now, define the linear operator
By integration by parts, it is easy to see that this can be rewritten as
Due to [1] , for all φ, ψ ∈ E , there holds
Hence, according to [1] again, the process
} is a Wiener process, and B H has the following integral representation
By [11] , it is an isomorphism and for each
As a consequence, for every
H is of the form
The remaining part will be devoted to the Malliavin calculus of fractional Brownian motion.
Let Ω be the canonical probability space C 0 ([0, T ], R d ), the set of continuous functions, null at time 0, equipped with the supremum norm. Let P be the unique probability measure on Ω such that the canonical process {B H t ; t ∈ [0, T ]} is a d-dimensional fractional Brownian motion with Hurst parameter H. Then, the injection R H = K H • K * H : H → Ω embeds H densely into Ω and (Ω, H, P) is an abstract Wiener space in the sense of Gross. In the sequel we will make this assumption on the underlying probability space.
Denote S by the set of smooth and cylindrical random variables of the form
, the set of f and all its partial derivatives are bounded,
For any p ≥ 1, we define the Sobolev space D 1,p as the completion of S with respect to the norm
. While we will denote by δ and Domδ the divergence operator of D and its domain. Let us finish this section by giving a transfer principle that connects the divergence operators of both processes B H and W . 
formed by the adapted processes), then u ∈ Domδ.
Derivative Formulas by Malliavin Calculus
The objective of this section is to study the following degenerate SDE with fractional noise
Remark that, as in the Brownian motion case, when taking the special choices of b,b and σ, this model will be reduced to stochastic Hamiltonian system with fractional noises. We shall use (X z t , Y z t ) to denote the solution with the initial value z :
We begin with the assumption (H1) (i) b is Lipschitz continuous in z:
and for each
and σσ * is invertible so that (σσ * ) −1 is bounded;
where L andL are both nonnegative constants.
Due to [28, Theorem 2.1], the condition (H1) ensures that there exists a unique adapted solution to the equation (3.1). We aim to establish the Bismut type derivative formulas for the operator P T by means of Malliavin calculus. That is, for any v = (v 1 , v 2 ) ∈ R d 1 +d 2 , we are to find h ∈ Domδ such that
To this end, for a stochastic process with differentiable paths (g(t)) 0≤t≤T , let g solve the following linear equation
and then put
Here we use the notations ∇ 1 and ∇ 2 to represent the gradient operators on R d 1 and R d 2 respectively, and recall that the operator R H is defined as K H • K * H in Section 2. Our main result reads as follow.
) 0≤t≤T be a stochastic process with differentiable paths such thatg(0) = v 2 ,g(T ) = 0, and g, h given in (3.3),(3.4), respectively. If h ∈ Domδ and g(T ) = 0, then there holds
Proof. By [18, Lemma 3.1 and the proof of Proposition 3.3] we have X
Hence, we can reformulate (3.6) as
On the other hand, by a direct calculation we show that the directional derivative processes satisfy that, for any v 1 ∈ R d 1 and v 2 ∈ R d 2 ,
and
(3.10)
Note that, taking into accountg(0) = v 2 , (3.3) and (3.4), we obtain
This, together with (3.8), leads to
(3.13) By (3.11), (3.13) and the uniqueness of solutions of the ODE, we get
, then it follows by Remark 2.2 that h ∈ Domδ. Therefore, Theorem 2.1 and (3.4) allow to conclude the equation (3.5).
Next, we intend to apply Theorem 3.1 with concrete choices ofg and then g, h. To this end, in the rest of the paper, we consider a special case of equation (3.1), when b(x, y) = Ax + By. That is, we consider the following fractional degenerate SDE
For the equation (3.14), we impose additional condition on the coefficientb needed to state our result: (H2) ∇b is bounded and Hölder continuous:
where γ ∈ (1 − 1/(2H), 1], ̺ ∈ (H − 1/2, 1] and K is a nonnegative constant.
We now have Theorem 3.2 Assume (H1)(ii) and (H2). Let α i , i = 1, 2 and ρ be three functions such that
Remark 3.3 In order to ensure that (3.15) in the above theorem holds, one needs to impose some non-degeneracy condition on the matrix B. For instance, set the following Kalman rank condition:
There exists an integer number
and ρ(t) =
, where C i , i = 1, 2 are both positive constants. For more details, one can refer to [38, Theorem 4.2] .
Before proving Theorem 3.2, we will first give a technical lemma concerning the estimation of the solution to (3.14). The proof is identical to Lemma 3.4 proposed in [16] and so we omit it.
Lemma 3.4 Assume that (H1)(ii) and (H2) are fulfilled. Then, there hold
where C is a positive constant and λ is taken satisfying λγ > H − 1/2 and λ ∈ (1 − δ, H).
Proof of Theorem 3.2. We observe first that g(t) defined in (3.17) satisfies equation (3.3) due to ∇ 1 b = A and ∇ 2 b = B. By (3.15) , it is easy to check that U t is invertible for all t ∈ (0, T ]. As a consequence, we are able to chooseg(t) as in (3.18 ) to obtain g(T ) = 0, and then with the help of the values of α i , i = 1, 2 at the interval endpoints, we deduce thatg(0) = v 2 ,g(T ) = 0. More precisely,
and since α 1 (0) = 1, α 1 (T ) = 0 and α 2 (0) = 0, α 2 (T ) = 0, by (3.18) we verify easily that
Now, to show (3.16), by Theorem 3.1 it remains to verify that
It is obvious that the operator K
−1
H preserves the adaptability property. Due to (2.1), we have
Note that by (3.15) , there holds U
Therefore, combining this with (3.17), (3.18) and the hypotheses, we show that η is bounded. Moreover, noting that 
+H
dr < ∞ and the fact: σ * (σσ * ) −1 is δ-order Hölder continuous, we conclude that
, by a direct calculus it reduces to the following two terms: 
Derivative Formulas by Coupling Method
In this section, our objective is to give derivative formula for (3.1) by coupling argument.
Recall that, in terms of Brownian motion, when b is non-linear, it seems very hard to construct successful couplings to derive derivative formulas and Harnack type inequalities.
In [38] , the authors split b into two terms: a linear term and a non-linear term, and then controlled the latter part by the former part in some way. In order to improve readability and to clarify the relations between Malliavin calculus and coupling method in dealing with derivative formulas, we study the equation (3.14) . That is,
For the convenience of the notations, let
whereh is given (4.4) below.
Let us give now a statement for the derivative formula to the equation (4.1). We mention that the formula in the following theorem is indeed the same as Theorem 3.2 (see Remark 4.2 below), but here, we use a different approach, i.e. coupling argument. 
2)
Next, we rewrite the equation (4.5) as
Observe that,
Some Applications: (log) Harnack Inequalities and The Hyperbounded Property
In this section, we give some applications of the derivative formulas. To derive the explicit Harnack type inequalities and the hyperbounded property from Theorem 4.1, we let
It is not hard to verify that underh there also holds (
. Besides, we assume that A n 0 = 0 for some n 0 ∈ Z + . As a consequence, we may choose α i , i = 1, 2 as follows
where the coefficients a i , 1 ≤ i ≤ n 0 + 1 satisfy
Remark 5.1 For (5.1), the choosing of α 1 is not unique. For instance, we may take α 1 another form
where the coefficientã i , 1 ≤ i ≤ n 0 + 1 satisfy
Besides, we make use of the following Kalman rank condition (see also Remark 3.3): (A) There exists an integer number
Using the above assumptions, we get the following Harnack type inequalities and the hyperbounded property. Then integrating both sides with respect to µ(dẑ) implies
Consequently, for every υ > 1, we have
Then, we conclude that
Remark 5.3 Going back to the above proof, we also obtain the gradient-entropy inequality, that is (5.4). Besides, as a direct application of the Harnack type inequalities, according to [30, Proposition 4 .1] we get the strong Feller property of P T . That is, the expression lim |z−z|→0 P T f (z) = P T f (z) holds for each f ∈ B b (R d 1 +d 2 ) and z ∈ R d 1 +d 2 . For the applications of these inequalities to invariant probability measure, Entropy-cost inequalities and heat kernel estimates, one can refer to the monograph [36] .
Remark 5.4 As in [43, 38] , we may generalize the above results to the following stochastic Hamiltonian system driven by fractional Brownian motion:
where H is a Hamiltonian function.
