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Quadruple integral equations for the charged disc and coplanar annulus 
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ABSTRACT 
The axisymmetric potential problem for a plane circular electrode of 
radius a and a concentric annulus b < r < c (a< b) is formulated in terms of 
quadruple integral equations for the Hankel transform of the potential, and 
reduced to a single Fredholm equation. For small or large values of some com-
binations of the geometrical parameters a, band c this equation is solved 
asymptotically. 
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I • INTRODUCTION 
The potential problem is formulated as follows: Find the solution of 
Laplace's three dimensional equation 
(1. I) t¢ = 0 
in the half space z > 0, with prescribed values of¢ at z = 0 at the disc 
r < a and at the annulus b < r < c, a< b, and with zero values of 3¢/az at 
the remaining parts a< r < b, r > c of the z = 0 plane. 
We pose the problem with symmetry about z = 0 and we write the poten-
tial ¢(r,z) as the Hankel transform of an arbitrary function A(s) in the 
form 
( I • 2) 
CX) 
</,(r,z) = f s- 1A(0Jo(sr)e-l zlsd.;, 
0 
which is a solution of (I .I) with cylindrical symmetry, and is symmetrical 
about z = 0. A(s) is to be determined from the boundary conditions on the 
plane z = 0, namely 
¢(r,O) = V 0 < r < a I 
3¢(r,z) j 
= 0 a < r < b 
cl z I z=O 
¢(r,O) = V 3 b < r < c 
a¢(r,z)I 
= 0 C < r, 
clz z=O 
where the given values v1 and v3 are not depending on rand have opposite 
signs. The above mixed boundary value problem leads to the quadruple inte-
gral equations with unknown A('): 
(I. 3a) 
00 
J s-1A(s)J 0 (,r)ds = V1 
0 
0 < r < a 
2 
0:, 
( 1 • 3b) I A(~)J0 (~r) d~ = 0 a < r < b 
0 
0:, 
( l. 3c) f ~- 1A(~)Jo(~r)d~ = v3 b < r < c 
0 
0:, 
( 1 • 3d) I A(~)J0 (~r)df,; = 0 C < r. 
0 
As is well known, these four equations for A(~) can be reduced to a 
single Fredholm equation for a function related to A(f,;), from which A, and 
hence~ of (1.2), can be obtained. It is not possible to solve this Fredholm 
equation explicitly. Therefore we investigate it for limits of some combina-
tions of the parameters a, band c. That is, we write 
(1. 4) a= sb, c = (l+µ)b, 0 < s <I,µ> 0 
and we consider the Fredholm equation for s ➔ 0 ors ➔ 1 and forµ ➔ 0 or 
µ + oo and for combinations of s and µ limits. It is possible, by scaling of 
r, to fix the value of b. 
We give two different methods for obtaining the Fredholm equation; each 
method gives a different type of equation for a different function. The first 
method can be found in the literature, see, for instance, GUPTA & CHATURVEDI 
(1970) and COOKE (1972). In both papers a more general set of equations is 
considered, that is, with more general functions in the right-hand sides of 
(1.3) and with Bessel functions J (~r) with general order v. 
V 
Cooke solved the equations by using the so-called Erdelyi-Kober opera-
tors, which are in fact generalizations of the operators associated with the 
Abel integral equations. In this paper we do not use these operators. We 
translate the results of GUPTA & CHATURVEDI (1970) for the special case con-
sidered here and we modify the resulting inhomogeneous Fredholm equation 
somewhat. This will be done in Section 2. In Section 3 we derive a homogen-
eous Fredholm equation, which appears to be a good starting point for obtain-
ing asymptotic solutions. In Section 4 we give a Fredholm equation of the 
first kind and the asymptotic expansions (based on the results of Section 3) 
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will be considered in Section 5. It turns out that the asymptotic solutions 
for the several cases can be given in terms of the complete elliptic integral 
of the first kind. The methods are based on the papers by SPENCE (1970), 
(1971). 
AaknowZedgement. We are indebted to Dr. A. van Oosterom (Laboratory of Medi-
cal Physics, University of Amsterdam) for suggesting the investigation. 
2. AN INHOMOGENEOUS FREDHOLM EQUATION OF THE SECOND KIND 
In this section we summarize the results of GUPTA & CHATURVEDI (1970) 
for the solution of (1.3). 
It is convenient to introduce the functions 
V(r) = <P(r, 0), j (r) = _ cl<j)(r,z) I 
clz z=0 
We consider the restrictions V., j. of these functions on the four intervals 
l. 1. 
I I = (0, a), 12 = (a,b), 13 = (b,c), r4 = (c,00). 
Then v1, v3 , j 2 , J 4 are known and v2 , v4 , j 1, j 3 are to be determined. We 
have 
(2. 1) 
(X) 
V(r) 
= f 
0 
(X) 
j(r) = f A(~)J0 (~r)d~. 
0 
Hankel inversion gives 
a C 
(2. 2) A(~) = ~ f rj 1(r)J0(sr)dr + ~ f rj 3 (r) J 0 (sr) dr 
0 b 
and substitution of this in the first equation of (2.1) yields 
a C 
(2. 3) V(p) = f rj 1 (r)L(r,p)dr + f rj 3 (r)L(r,p)dr, 
0 b 
4 
where 
00 
(2.4) L(r,p) 
= I J 0(xr)J0(xp)dx = 2 K( 21xy) TI(x+y) x+y 
0 
min(r,p) 
I 2 'IT ds 
0 /i 2 2 2 2 (x -s )(y -s) 
K is the well-known elliptic integral of the first kind. A first result of 
GUPTA & CHATURVEDI (19 7 0) l.S (see their formula (5. 7)) 
C tj 3(t)lt2-a2 (2.5) j 1 (r) 2 [V - f = 2 2 dt] 1 ~ TI a r b t -r 
which expresses the unknown j 1 in terms of the unknown j 3 and from which 
follows the type of singularity of j 1(r) for r ➔ a.We have 
2V1 j 1(r) = --- [l +0(1)], 
'IT~ 
r ➔ a. 
It is interesting to compare this result with the case of the absent annulus. 
The known solution of this much simpler problem is 
=--
'IT 
arcsin 1; (a), 
(2.6) 
from which follows that 
0 ::;; r ::;; a 
'IT 
arcsin (a/r), a ::;; r 
a< r. 
5 
Hence, in our case, the charge density j 1 (r) has the same type of singularity 
at r = a as j 0 (r) of the simpler problem. It follows from (2.5) that the dif-
ference is just an integral over the annulus. More analogues between the two 
cases will follow from the results of Section 3. 
The next result in GUPTA & CHATURVEDI (1970) (see their equation (5.17)) 
is the inhomogeneous Fredholm equation 
(2. 7) 
where 
(2. 8) 
C 
m(s) = f(s) - (-'!T2) 2 I m(u)K(u s)du 
' ' 
b < s < c, 
b 
C 
= f rj3(r) 
m(s) --- dr, 
sN 
b < s < c, 
s f(s) = --- 2 [V -- V 3 TI 1 arcsin ~] + l V b TI 1 arcsin 
us /z:z ,/"'27 
K(u,s) = 2 2 [ /TI L(u) -/TI L(s)], 
2(u -s) s -b u -b 
L(t) = _!_ ln (t+b)(t-a) 
t (t-b)(t+a) . 
/27 
cf ITIJ, 
s -a 
The kernel K(u,s) of (2.7) is synnnetric in u ands and it is singular at the 
boundary of the square b s s s c, b s us c in the (s,u)-plane. By inverting 
the Abel equation (2.8), see (2.11), we obtain 
C 
(2.9) 2 d f sm(s) rj 3 (r) = -; dr ~ ds, 
r ✓s--r-
b < r < c, 
from which the functions in (2.5), (2.3) and (2.2) can be computed. 
It is possible to give a Fredholm equation of the first kind for j 3 (r) 
itself. This will be done in Section 4. To conclude this section we modify 
(2.7) into a some-what simpler form. 
To do so, we remark that a necessary condition for convergence of the 
integral in (2.7), at u =bis 
6 
lim m(u) /42 -b 2 = O. 
uib 
Hence, by multiplying (2.7) by~ and taking the limit sib we obtain 
C 
_!!:_ I um(u) L(u)du = 
1T2 b /42_b2 
2V1 [ . a] s v3 --:;- arcsin b . 
Using this in (2.7) we find 
(2.10) 
m(s) 
/42_b2 
=----
I""?? 1r ✓s~-b~ 
C 
• a f2::i 
arc sin[b/T"z] + 
s -a 
4 
2 
1T 
f m(u) su ~ 2 2 
b ✓u2-b2 2(s -u ) 
[L(u) - (L(s)]du. 
A similar kernel occurs in the next section (see (3.21) or (3.23)). 
The Abel equations used in this paper are of the form 
X 
g(x) = r 
f (t) dt 
J lxV a X t 
(2. I la) a < x < b 
b 
g(x) = f f(t) dt !tQ X 
with the respective solutions 
t 
f (t) =_?__i_f x~(x) dx 
TI dt !tQ a t X 
(2. l lb) a < t < b 
b 
f (t) 
=-¾ddtf 
t 
xg(x) dx 
!tQ 
where g and g' are supposed to be continuous on (a,b). 
3.1. Homogeneous Fredholm equations of the second kind 
We write the unknown function A of (1.2) and (1.3) in the form 
(3. 1) 
(X) 
A(s) = J B(t)sinstdt, 
0 
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where Bis to be determined. The restriction of Bon the four intervals 
(O,a), etc., are labelled B1(t), etc. In this section we show that B1 and B4 
vanish identically on (O,a), (c,cx,) respectively, and that B2 and B3 can be 
obtained by solving a homogeneous Fredholm equation of the second kind. 
By using (3.1) and (see GRADSHTEYN & RYZHIK (1965), 6.752(1)) 
(X) 
J -I -zE; s J 0 (E;r)e sinE;tdE; = arcsin s(t), 
0 
where s(t) is defined in (2.6), we can transform (1.2) into 
(3.2) 
a, 
~(r,z) = I B(t)arcsin s(t)dt. 
0 
This integral reduces to a finite integral over (a,c) since, as will be 
shown, B vanishes outside this interval. Moreover, (3.2) does not contain 
the Bessel function J 0 (x). This simplifies the computations when~ is to be 
evaluated numerically. We proceed with the construction of the equations 
for the functions B .. 
l. 
From (3.2), or by substituting (3.1) into (2.1), we obtain 
(X) 
V(r) = I B(t)H(r,t)dt 
0 
(3. 3) 
(X) 
j (r) = f B(t)G(r,t)dt 
0 
with 
(3.4) 
I if t ~ r > 0 {2' H(r,t) = 
arcsin t/r if 0 ~ t ~ r 
0 if r > t ~ 0 
(3.5) G(r, t) = { /4V I/ t r if t > r > 0 
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It follows that 
(3.6) 
min(t,r) 
H(r,t) = f 
a 
dy 
l?2 ✓r--y-
Substituting this formula into the first of (3.3) and interchanging the order 
of integration, we obtain 
r 
(3. 7) V(r) = J 
F(y)dy 
r > O, 
~ 0 r y 
with 
00 
(3.8) F(y) = J B(t)dt, y > o. 
y 
This result also follows from partial integration of (3.2) at z = 0. 
(3. 9) 
Inverting the Abel equation (3.7) we find, using (2.11), 
y 
F(y) == l ~ J rV(r) dr, 
,r dy ;::r::}. 
0 }y -r 
y > o. 
When we take y < a in this integral then V(r) = v1 , see (1.3a), and thus we 
obtain 
(3.10) F(y) 
Hence 
y 
= 2VI ~ I 
,r dy 
a 
rdr 
IT7 ✓y--r- 1T 
constant, 
dF(t) 
BI ( t) = - dt = 0, 0 < t < a. 
Furthermore, ( 1. 3d), (3.3) and (3.5) give for r > c 
00 00 
I B(t)G(r,t)dt J B4 (t) dt O, = = ~ 0 r t r 
hence 
0 < y < a. 
Consequently, using (3.8) we find 
F(y) = o, y > c. 
Incidentally it follows that (3. I) can be replaced by 
C 
(3. 11) A(~) = J B(t)sin~tdt 
a 
and in (3.2) the integral can be taken over (a,c) as well. 
Up to now we used the boundary conditions (1.3a) and (1.3d), with the 
results B1 = B4 = O. As an extra result we obtain from (3.8) and (3.10) 
C 
(3. 12) f B ( t) dt = ¾ VI, 
a 
which gives a normalization for the functions B2 and B3• 
For a< r < c we have 
r C 
(3. 13) V(r) = f B(t)arcsin(t/r)dt + ½ rr f B(t)dt. 
a r 
Hence, in view of (3.12), we have 
r 
v2 (r) = v1 - f B2(t)arccos(t/r)dt, 
a 
r C 
a< r < b, 
v3 (r) = I B(t)arcsin(t/r)dt + ~ rr J B3(t)dt, b < r < c, 
a r 
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where we used (3.12). Since v2(b) = v3, a second normalization follows from 
b 
(3. 14) J B3 (t)arccos(t/b)dt = v1 - v3• 
a 
Approximations for B2(t), given in Section 5, have a fixed sign on (a,b); 
in that event they have the sign of v1 - v3 , as follows from (3.14). Thus 
v2(r) is a monotonous function on (a,b). For r > c we have 
C 
(3. 15) v4 (r) = v3 + f B(t)[arcsin(t/r) - arcsin(t/c)]dt, 
a 
10 
which equals v3 at r = c. 
Differentiating (3.13) with respect tor, b < r < c, we find 
(3.16) 
r 
f tB(t) dt = O, !?? 
a ✓r--t-
b < r < c. 
Finally, using (3.3) and (1.3b), we obtain 
C 
( 3. 1 7) f B (t) dt = O, 
r~ 
a< r < b. 
From (3.16) and (3.17) and the normalization in (3.14) the functions B2 and 
B3 can be obtained. Let us first write (3.16) and (3.17) in the form 
r I tB3 (t) 
b lrV 
t tB2 (t) 
dt 
-I dt, = w a r t b < r < c, 
(3.18) 
C B3 (t) 
dt 
- f dt, = 1t22 b t -r 
a < r < b, 
giving two Abel equations. Inversion yields 
C ~ 
B2 (t) -2t I B3 (T) T b dT = ff-; 2 2 T -t 1T b t b a < t < b, 
(3. 19) 
b ~ 
Bit) = -2 I TB2(T) b , dT 2 2 ~ t -T 1T t b a b < t < c. 
Substituting these relations into each other we obtain two homogeneous 
Fredholm equations of the second kind 
(3.20) 
with 
b 
y(t) = ~ f y(s)K2 (s,t;b,c)ds, 
1T 
a 
a< t < b, 
(3.21) 
and 
(3. 22) 
with 
(3. 23) 
K2 (s,t;b,c) = 
C 
2 2 2 (s -t ) 
[ t .t'..n ~ b+s _ s .t'..n c-t b+t] 
c+s b-s c+t b-t 
z(t) = ~ J z(s)K3 (s,t;a,b)ds, b < t < c, 
7T b 
l K3 (s,t;a,b) = 2 2 
2(t -s) 
[ o s+b s-a s-1..-n----
s-b s+a 
t .t'..n t+b t-a]. 
t-b t+a 
The nonnalization for the solutions y and z of these equations can be ob-
tained from (3.15) and, for instance, from 
b 
(3. 24) z(t) = ; I 
a 
-ry('r) 
2 2 d-r. 
t -T 
3.2. Similarity aspects of the equations and their solutions 
l 1 
In Section 5, asymptotic solutions of the equations (3.20) and (3.22) 
are given fore+ O, e +I,µ+ 0, µ + 00 , where e andµ are defined in (1.4). 
In the asymptotic analysis we can fix the parameter b. This follows from the 
following lemma. 
LEMMA 1. Lety(t;a,b,c) be a solution of (3.20). Then y(t) = vy(H;Aa,Ab,k) 
is also a solution, where v and A are arbitrary real numbers (Af 0). 
PROOF. Let y(cr) = y(cr;a,S,y) denote the solution of the equation 
s 
y(T) = I y(cr)K2(a,-r;S,y)dcr, 
a 
where a = Aa, S = Ab, y = Ac (1. E JR, ). ,f 0). Writing a = As, T = At, we de-
duce that y(At) is a solution of (3.20), which is denoted by y(t;a,b,c). 
This proves the lennna. D 
12 
There is also similarity between the equations (3.20) and (3.22), and 
between their solutions. The next lemma shows that, up to a transformation, 
(3.20) and (3.22) are the same. 
LEMMA 2. Let z(t;a,b,c) denote a soiution of (3.22). Then 
(3. 25) ( b ) = ~ z (bB. ~ a bB) Y t;a, ,c t t ' c ' µ ' a ' 
where v and B a1"e arbitY'ary reai numbers (Bf,. 0)., is a soiution of (3.20). 
PROOF. Let us write in (3.20) s = ).,b/a, t = ).,b/-r, )., E lR, )., f,. 0. Then we ob-
tain 
4 
U(T) = z 
1f 
).,b/a 
I 
A 
u(cr) I [ t a-a er+).. T ln T-a T+A]dT 2 2 cr ncr+a er-)., - T+a T-A ' 
2 ( T -cr ) 
where a= )..b/c and u(T) is given by ,u(T) = y(Ab/T;a,b,c). With A= S, 
y = Ab/a this equation is of the form of (3.22), i.e., u(T) = z(T;a,8,y), 
from which the lennna follows. D 
Lennna 2 is useful in the investigation of the asymptotic expansions. 
For instance, if we consider (3.20) with a= Eb, E ➔ 0, then we cover also 
the analysis for (3.22) with c/b ➔ ~. 
A remarkable situation occurs when the parameters a, band care such 
that 
(3.26) ac. 
In this situation we can choose the free parameter S such that (3.25) be-
comes (with 8 = b) 
y(t;a,b,c) V 2 = t z(b /t;a,b,c). 
Proceeding with this special situation we deduce that B2 and B3 are re-
lated to each other according 
13 
for someµ not depending on T. Substituting this in the second equation of 
(3.19), we find the rather simple equation 
(3. 27) g (er) 1T 
with 
1 
f 
a/b 
g(T) 
2 2 dT' 
1-cr T 
under the assumption (3.26); A is some real parameter. An explicit solution 
of (3.27) is not known to us. However, the equation 
I 
= I rr2 f go(T) dT 
go ( (J) 1T V 1 2 2 0 -, cr 
(3.28) 
is considered in Section 5. The solution of this equation is 
(3.29) ( ) cr l 1 +cr go er = -r.-:;-- n 1-cr . 
✓ I -er"" 
It is expected that the solution of (3.27) can be described in terms 
of g0 (cr) when small values of a/b = b/c are considered in a perturbation 
analysis. Also, it is expected that A of (3.27) will approach 1 in that 
event. 
4. A FREDHOLM EQUATION OF THE FIRST KIND 
In this section we derive an equation for the function j 3 (r) introduced 
in Section 3. In that Section the problem was solved by the equation (2.7) 
(or (2.10)) for the function m(s) defined in terms of j 3 (r) in (2.8). It is 
useful to have an equation for j,3 (r) itself. 
Starting point is (2.5), which is written as 
( 4. 1) 2 tz2 j 1 (p) = [-; v1+h(p)]//a"'"-p ... , 0 < p < a, 
defining the function h(p) as 
14 
(4.2) h(p) 
C 
== - ; J 
b 
rj 3(r)/rQ 
2 2 
r - P 
dr. 
From (2.3) i"t follows that 
a 
V(r) ==; v1 J p L(r,p)dp 
r:f7. 0 ✓a--p-
(4. 3) 
a 
+ J ph(p) L(r,p)dp 
0~ 
C 
+ f p j /P) L ( r, p) dp 
b 
with L(r,p) given in (2.4). The first integral is easily computed. It reduces 
to 
a co 
2 V I ; 2 I Jo(l;p)Jo(l;r)dl;dp = 1T 1 
o~o 
co a 
2v I J 0(/;r) J P J 0(1;p)dpdl; = 1T 1 ro 0 0 p 
; VI j JO(l;r) si;l;a di; 
0 
V . 
== { I 
¾ v1 arcsin(a/r) 
0 s r s a 
if r ;?!: a 
where we used well-known relations for the Bessel functions (see, for in-
stance, GRADSHTEYN & RYZHIK (1965, 6.554(2) and 6.693(1)). 
The second integral of (4.3) gives 
C a 
- ; f 
b 
tj (t)lt2-a2 J pL(r,p) 
3 122 2 2 0 ✓a .. -p .. (t -p) 
C 
-¾ f tj 3 (t)N(t,r)dt, 
b 
where for r > a 
dpdt = 
N(t,r) 
(4.4) 
a 
; /t2-a2 f---
o W 
a 
f ds 
J 2 2 2 2 0 {(r -s )(t -a) 
pf ds 
~ 2 2 2 2 0 (r -s )(p -s) 
So, for b < r < c, (4.3) can be written as 
C 
f pj 3 (p)[L(r,p)-¾N(r,p)]dp = v3 -¾ VI arcsin a/r. 
b 
Using (4.4) and (2.4), we obtain for r > a, p > a 
ds 
dp = 
ds = 
min(r,p) 
M(r,p) = L(r,p) - 1 N(r,p) = 1 f 
1f 1f 
a 
~ 2 2 2 2 (r -s ) (p -s ) 
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which is an incomplete elliptic integral. The integral equation for j 3 thus 
becomes 
C 
(4. 5) ; J 2 pj 3 (p)M(r,p)dp = v3 - TI VI arcsin(a/r), b < r < c, 
b 
in which the symmetric•kernel M(r,p) is singular at r = p. The behaviour of 
M(r,p) for r ➔ pis given by 
In terms of standard elliptic functions we have for r < p 
I M(r,p) = - F(~,r/p), p 
. Pfi22 22 sin~= - (r -a )/(p -a), 
r 
where F(~,k) is the well-known elliptic integral of the first kind 
sin~ 
F(~ ,k) J dx 
~ 2 2 2 0 (I-x )(1-k x) 
For a= O, M reduces to the complete elliptic integral. 
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5. ASYMPTOTIC EXPANSIONS OF SOLUTIONS 
In this section we consider limit solutions of the equations (3.20) for 
a+ O, a+ b, c + b, c + 00 , From Lermna of Section 3.1 it follows that we 
can fix the parameter b. From Lermna 2 we can derive equivalent results for 
the solution of (3.22). However, in some cases it is better to use the second 
of (3.19). After normalizing the asymptotic solution of (3.20) by using 
(3.14) the proper normalization of B3 is thus obtained at the same time. 
Let us introduce new parameters s, µ by writing 
(5. l) 
Then (3.20) 
(5. 2) 
a = sb, C = (l+µ)b, 0 < £ < l, µ > O. 
becomes with u(I;) = y(bl;) 
I 
u(I;) = ~ f u(n) [I; .tn l+µ-n l+n _ 
2 2 i::-2 l+µ+n 1-n 
TI n -,;, 
£ 
We can consider this equation in the limits£+ 0, £+I,µ + O, µ + 00 , where 
£andµ limits may be combined with one another. Limiting forms of (5.2) 
appear to be the two equations 
(5. 3) 
2 
v(O = 2 
7T 
I I v(n) /-,2 
0 
I 
[l;.tn !~~ - n.tn !:~Jdn, 
w(I;) = -1 f w(n) Un l;-.tn nJdn, 2 l;-n 
7T 0 
with the respective solutions (see SPENCE (1971)) 
(5.4) I; 1 +I; v(i::-) = ~--- 0 n 
', .-{.. 1-1; ' 
li-1;2 
The Gaussian hypergeometric function is in fact the elliptic integral K, 
according to K(m) = ~ 1T l i <½,½; l ;m). 
REMARK. SPENCE (1971) introduced for the proof of the v-function the opera-
tor 
17 
1 
Tf(x) = 1 f f(y)dy 
,r 2 2 
Q 1-y X 
and he remarked that Tv(~) = v(~)/~ 2 and K = T2, where K is defined by writ-
ing the first equation of (5.3) as Kv = v. His proof for thew-function is 
based on Wiener-Hopf techniques and Mellin transforms. A simpler proof•is 
possible, however, by introducing as for the v-case a similar operator for 
thew-case. Let us define the operator 
1 
Sf(x) = ..!. f !..hl dy. 
,r 1-xy 
0 
A well-known result for the hypergeometric functions is Sf= f with f(x) = 
(1-x)-½ 2F1(!,!;l;x). Furthermore, it is easily shown that s2 is related to 
the integral operator of the second equation of (5.3). 
By giving an example we will show how the analysis proceeds. We consi-
der (5.2) forµ+ O, £+I. In the analysis we restrict ourselves to first 
order approximations. It is possible to give approximations of higher order. 
For more information on this point see SPENCE (1971). 
EXAMPLE. µ + O, £ + 1, (1-e)/µ bounded. 
The transformations 
n = t - µq, ~ = 1 - µp, u(~) = (1-µp) = f(p) 
transform (5.2) into 
y 
f(p) =-¼ I 
'IT 0 
f(q) [ (1- ) l l+q 2-µq 
l µp n q 2+µ+µq (p-q) ct - F (p+q) J 
~ 2-µp 
- (1-µq) ln P Z+µ+µp]dq, 
with y = (1-e)/µ. If y is bounded then p, q are bounded and we obtain the 
reduced equation 
y 
=~ I 
1T 0 
f O ( q) ln ~ _p_ d • 
p-q q l+p q 
A further transformation 
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gives 
......9.,_ = ~t 1 u , +q 
1 
~ = ~s 1 u , +p 0 = J_ l+y' 
=~I w(t) 
1T 0 
w(s) lnt-lns ----dt t-s 
w(t) = 
of which the solution is given in (5.3). In terms of the original variables 
we have 
;\ 1 1 c-b t-a 
y( t) = ----- l 1 (2'2; 1 ;b-a c-t)' 
✓ (c-t) (b-t) 
where;\ is to be determined by normalization. To compute;\ we use (3.14) and 
y(t) = B2 (t) /b2-t2 • This results in the equation 
b 1 1 c-b t-a I l t (2,2 ; 1 ;b-a c-t)arccos(t/b) ;\ ------_ -_ -_-_-_-_-_--- d t = 
a (b~t) /(b+t) (c-t) 
again under the conditions e: +I,µ+ O, such that y = (1-e:)/µ is bounded. 
Using 
arccos (t/b) = 2 arcsin ~ 
1 t-a 
and writings= ---we obtain the equation y c-t 
I 
_Alc-=a I 
c-b 
0 
1 1 . /1-e: 1-s 
2F I (2 ,2 ; 1 ;s)arcs1n - 2- l+ys ds = 
(1-s) ✓ l+e:+ys(2+µ) 
For e: + 1, µ + 0 we obtain 
(5.5) ;\ = 
2(V 1 -v3) ✓b(c-a)/(b-a) 
1 1 
1t2F1 (2,2 ;t;(b-a)/(c-a)) 
where we used the known result 
19 
0 
which is also mentioned in the above remark. 
Hence, a first approximation for the function B2 on (a,b) is given by 
(5.6) 2 (VI-V3) b(c-a) ½ 
= TI(b-t) [(b-a)(c-t)(b+t)] 
1 I c-b t-a 
2F 1 <2'2; 1 ;lHi M) 
1 I b-a 
2F 1 (2'2; 1; c-a) 
Note that B2 has a non-integrable singularity at t = b. As a conseqqence, 
some integrals of Section 3 have to be interpreted as Cauchy principal value 
integrals. The function B3 has a similar singular behaviour at the left end 
point of the interval (b,c). We compute B3 by using the second of (3.19), 
again under the conditions E + 1, µ + O, y bounded. We obtain as a first 
approximation 
(5. 7) 
where A is given by (5.5) 
Remark that apart from the singularity 1/(t-b) in B2 and B3, another 
(logarithmic) singularity at t =bis caused by the 2F1 function. It is easy 
to show that 
B2 (b-t) 
lim B (b+t) = 
t-+O 3 
-1. 
This limit is expected for Cauchy principal value integrals as (3.1), (3.2), 
(3.3), (3.8), (3.12), etc. The functions y(t) and z(t) of (3.20) and (3.22) 
are integrable at t = b. 
Other examples can be elaborated in the same way. For instance, the 
case E + I, µ+~has the first order approximations 
B2 (t) = 
20 
-2)d~ 1 l b-a 
B 3 ( t) = -----::.-:.-:.-:.-:.-:.-:.-:.-=: 2F l ( 2' 2; l ; t-} ' 
(a-t)(t-b)l(t+b)(t-a) 
(V 1-v3)b 
;\ = ----
In the cases ➔ 0, µ ➔ 00 , (5.2) reduces to the first equation of (5.3), with 
solution v(~) of (5.4). 
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