This paper is concerned with the resolvent operator of one dimensional singular Dirac operator with transmission conditions. We study the Titchmarsh-Weyl function of this problem. Later, we construct a Green function and a spectral function for regular and singular problems. With the help of these functions, we obtain an expansion into a Fourier series of resolvent in regular case. Furthermore, we give integral representations in terms of the spectral function for the resolvent of this operator with transmission conditions in singular case. Finally, we obtain a formula for the Titchmarsh-Weyl function in terms of the spectral function of the singular Dirac system.
Introduction
Recently, much attention has been paid to the boundary value problems with transmission conditions, or discontinuous boundary value problems. It has been shown that they are closely related to various physically interesting models and theories, such as the heat and mass transfer theory (see [22] ), radio science (see [23] ), and geophysics (see [19] ). For further references consider [1-16, 19, 21-28, 30, 32, 34-37] .
On the other hand, the Dirac systems play an important role in the theory of relativistic quantum mechanics since basic physics of relativistic quantum mechanics was governed by the Dirac operators. For example, they predict the existence of a positron and elucidate the origin of spin 1/2 of an electron (see [29] ). Dirac systems in the finite interval have been considered in [20] , [33] whereas the Dirac system in the infinite interval were considered in [20] . Direct or inverse spectral problems for Dirac operators with transmission conditions were studied in [6-8, 13, 16, 24, 36] . In [14] , Hıra and Altınışık investigated asymptotic behavior of eigenvalues and eigenfunctions of discontinuous Dirac system which includes an eigenvalue parameter in a transmission condition. In [30] , Tharwat and Bhrawy computed the eigenvalues of a discontinuous regular Dirac systems with transmission conditions at the point of discontinuity numerically. In [15] , Kablan and Özden studied a Dirac system with transmission conditions and eigenparameter in the boundary condition. They investigated the existence of the solution and some spectral properties of this problem. For the classical Sturm-Liouville equation, the integral representation of the resolvent was first proved by H. Weyl in 1910. Similar theorems were proved by E. C. Titchmarsh [31] and [20] . Levitan and Sargsjan obtained the integral representation of the resolvent for one dimensional Dirac operators ( [20] ).
The main result of the paper is obtaining an integral representations in terms of the spectral function for the resolvent of the one dimensional singular Dirac operator with transmission conditions. This paper is organized as follows. In Section 2, we consider one dimensional singular Dirac operator with transmission (or impulsive) conditions. In Section 3, we study the Titchmarsh-Weyl function of one dimensional singular Dirac operator with transmission conditions. We will define limit-point and limit-circle singularities. In Section 4, we construct a Green function and a spectral function for regular problem. With the help of these functions, we obtain an expansion into a Fourier series of resolvent in regular case. In Section 5, we give the main result of this paper. We obtain integral representations in terms of the spectral function for the resolvent of this operator with transmission conditions in singular case. Finally, in Section 6, we obtain a formula for the Titchmarsh-Weyl function in terms of the spectral function of the singular Dirac system.
Preliminaries
We consider one dimensional Dirac expression τ (y) := 0 −1 1 0
and Ω 1 := [a, c), Ω 2 := (c, b], −∞ < a < c < b < +∞. We assume that the points a, b and c are regular for the differential expression τ. p and r are realvalued, Lebesgue measurable functions on Ω and p, r
Let us consider the Dirac system
with the boundary conditions y 1 (a) cos β + y 2 (a) sin β = 0, (2.2)
and transmission (or impulsive) conditions
where λ is a complex spectral parameter and M 2 (R) denotes the the 2 × 2 matrices with entries from R. Now, we introduce the direct sum Hilbert space H = L 2 (Ω 1 ; E) · + L 2 (Ω 2 ; E) (where E := C 2 ) of vector-valued functions with values in C 2 and with the inner product
Denote by D the linear set of all vector-valued functions y ∈ H such that y 1 , y 2 are locally absolutely continuous functions on Ω, one-sided limits y 1 (c±), y 2 (c±) exist and are finite and τ (y) ∈ H. The operator L defined by Ly = τ (y) (y ∈ D) is called the maximal operator on H.
For two arbitrary vector-valued functions y, z ∈ D, we have Green's formula
Now, we introduce the Hilbert space
We will denote by
We will denote by θ(x, λ) + m b (λ) ϕ(x, λ) the solution of the equation (2.1) which satisfy the boundary condition (θ
.
It is clear that m b (λ) is a meromorphic function of λ, since θ(x, λ) and ϕ(x, λ) are entire functions of λ. Furthermore, since the eigenvalues of the regular problem are real, all poles of m b (λ) are real and simple. The function m b is called the Titchmarsh-Weyl function of the regular problem (1)-(4). If cot β is replaced by a complex variable z, then we have
For every λ, the equality (3.1) is a one-to-one conformal mapping in z, which follows from the theory of Möbius transformations [17] . Hence, if Im λ = 0, then m b (λ, z) varies on a circle C b (λ) with a finite radius in the m b -plane as z varies over the real axis of the z-plane.
Using this notation we now state the result from [6] .
be two linearly independent solution of the system (2.1) satisfying the initial conditions (2.7) and transmission conditions (2.8) . Then, the solution
If b → ∞, then C b tends either to limit-circle C ∞ or to the limit-point m ∞ . In the first case, all solutions of the system are in the space H. In the second case, if Im λ = 0, one linearly independent solution is in the space H. In the limit-circle case, a point is on
Let us define
Then, we have the following lemma.
Proof. It is clear that
where χ(x, λ) ∈ H and m b (λ) is a point of the circle. According to [20] , [6] |m
An expansion of the resolvent in regular case
In this section, we will obtain an expansion into a Fourier series of resolvent in regular case. We will construct a Green function and a spectral function for this problem. With the help of these functions, we will obtain an expansion into a Fourier series of resolvent.
Let two functions χ b (x, λ) and ϕ(x, λ) be as in (3.2) and (2.6), respectively. Putting
Hence, we have 
and (4.4)
From (4.3), it follows that
The validity of of the other equation in (2.1) is proved similarly. Hence the function y(x, λ) = y 1 (x, λ) y 2 (x, λ) in (4.2) is the solution of the system (2.1).
We check at once that (4.2) satisfies the conditions (2.2)-(2.4). Let λ m,b (m ∈ Z := {0, ±1, ±2, ...}) denote the eigenvalues of the selfadjoint problem (1)-(4) and by
the corresponding eigenfunction which satisfy the conditions (2)-(4). If
Then we have
which is called the Parseval equality. Now, let us define the nondecreasing step function ̺ b on R by
for λ ≥ 0.
Then equalities (4.5) can be written as
By letting b → ∞, we have the Parseval equality for the problem (2.1), (2.2), (2.4). Now, we will give a definition. A function f defined on an interval [a, b] is said to be of bounded variation if there is a constant C > 0 such that 
Proof. Let sin β = 0. Since ϕ
by condition ϕ (1) 1 (a, λ) = sin β, there is a positive number k and near by a such that
From (4.6), (4.8) and (4.9), we get
which proves the inequality (4.8).
If sin β = 0, then we define the function f k (
So, we obtain the inequality (4.8) by applying the Parseval equality. Now, we will obtain an expansion into a Fourier series of resolvent if one knows the expansion of the function f (.) .
By integration by parts, we find c a τ (y (1) ), ϕ
Since y(x, λ) satisfies the system τ (y) = λy +f (x ∈ Ω, f ∈ H) and conditions (2.2)-(2.4), we get
Then, we obtain
and
Hence, the expansion of the resolvent is
Lemma 4.2. Let z be a non real number and x be a fixed number. Then we have
Proof. Putting f (x) = ϕ m,b (x) in (4.10), we get
since the eigenfunctions ϕ m,b (x) are orthogonal. Using (4.13), if we apply the Parseval equality to
Since the last integral convergent, the statement of lemma follows.
Integral representations for the resolvent operator in singular case
In this section, we will obtain integral representations for the resolvent in singular case. Now, we recall that the following well-known theorems of Helly's.
Theorem 5.1 ([18] ). Let (w n ) n∈N be a uniformly bounded sequence of real nondecreasing function on a finite interval a ≤ λ ≤ b. Then there exists a subsequence (w n k ) k∈N and a nondecreasing function w such that
Theorem 5.2 ([18] ). Assume (w n ) n∈N is a real, uniformly bounded, sequence of nondecreasing function on a finite interval a ≤ λ ≤ b, and suppose
If f is any continuous function on a ≤ λ ≤ b, then
By Lemma 3, the set{̺ b (λ)} is bounded. Using Theorems 5 and 6, we can find a sequence {b k } such that the function ̺ b k (λ) converge to a monotone function ̺ (λ) . Then we have a lemma.
Lemma 5.3. Let z be a non real number, and let ϕ(x, λ) be as in (2.6) . Then we have
where x be a fixed number.
Proof. By the inequality (4.12), for arbitrary η > 0, we have
Letting η → ∞ and b → ∞, we get the desired result.
Lemma 5.4. For arbitrary η > 0, we have the following inequalities.
and the statement of lemma follows.
Lemma 5.5. Let f (.) ∈ H, and let
Then c a (Rf ) (x, z)
Letting b → ∞, we get the desired result.
The main result of the paper is the following theorem.
Theorem 5.6. For every nonreal z and for each f (.) ∈ H, one has the following equality
and ϕ(x, λ) is defined by (2.6) .
Proof. Let ς be an arbitrary positive number and the real-valued function
satisfies the following conditions:
2) The function f ξ (x) has a continuous derivative.
From (4.11), we get
Now, we will estimate I 1 . By (4.10), we get (5.5)
By integration by parts, we find
By Lemma 4, we have
Using Bessel inequality, we get
By similar method, one can prove that |I 3 | ≤ C2 ς . Then I 1 and I 3 tend to zero as ς → ∞, uniformly in b. Using Theorems 5 and 6 in (5.4), we obtain
As is known, if f (.) ∈ H, then one can find a sequence {f ξ (x)} ∞ ξ=1 which satisfy the previous conditions and tend to f (x) as ξ → ∞. From the Parseval equality, the sequence of Fourier transform converges to the transform of f (x). By Lemmas 7 and 9, we can pass to the limit ξ → ∞ in (5.7). So, we obtain the assertion of the theorem.
The formulas for the Titchmarsh-Weyl function and the spectral function
In this section, we will derive formulas for the Titchmarsh-Weyl function m (z) and the spectral function ̺ (λ) with the help of the integral representation of the resolvent.
Firstly, we recall the Stieltjes inversion formula. Let σ (λ) = σ 1 (λ) + iσ 2 (λ) be a complex valued function of bounded variation on the entire line. We put Hence, (6.3)
Since there are matrices on both sides in (6.3), their corresponding elements are equal. So, using (4.1) and the definition of the product ϕ(t, λ)ϕ T (u, λ) , and then putting t = u = a and taking the initial conditions (2.7), we get
(ii) From (6.1), we get
By Theorem 11, we have For τ > 0, we obtain the formula (6.2) using (6.4) and (6.5). Thus, the theorem is proved.
