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Fonti utilizzate: [AB64], [Dur12], [FR63], [GOM72], [Hij11], [MH08], [Sch66], [WS10]
Sin dalla nascita del calcolo si pose il problema di studiare la funzione fattoriale n! con n ∈ N








Leonhard Euler (1707-1783), nello stesso periodo trovo` il modo di prolungare il dominio della
funzione fattoriale dai naturali a tutti i numeri reali positivi determinando una funzione e(x)
definita mediante una formula per ogni x > 0 con la proprieta` di interpolare i valori e(n) = n! in
corrispondenza dei numeri naturali. La costruzione proposta da Eulero e` esposta in una lettera
a Christian Goldbach (1690-1764) che pose, assieme a Daniel Benoulli (1700-1784), il problema











Usando la rappresentazione integrale (1.2) Eulero studio` le principali proprieta` della funzione
fattoriale. Successivamente Adrien Marie Legendre (1752-1833) introdusse la notazione Γ(x)




e−ttx−1dt, x > 0. (1.3)
Confrontando (1.2) e (1.3) vediamo che Γ(x + 1) = e(x). Infatti usando il cambio di variabile













Stante il fatto che e` in effetti possibile individuare infinite funzioni f(x) di classe C∞ per x > 0 con
la proprieta` f(n) = n! per ogni n ∈ N per quale ragione la funzione Euleriana e` il prolungamento
naturale del fattoriale? La ragione principale e` che oltre che a soddisfare la relazione fattoriale
Γ(n + 1) = n! la gamma risolve l’equazione funzionale Γ(x + 1) = xΓ(x) per ogni x > 0.
Ulteriori giustificazioni verranno poi dal Teorema di Bohr-Mollerup, di cui ci occuperemo in
seguito. E` importante sottolineare che la funzione Γ(x) appare in moltissime formule dell’analisi
matematica, della fisica e della statistica matematica.
Teorema 1.1. Per ogni x > 0
Γ(x+ 1) = xΓ(x) (1.4)
In particolare se x = n ∈ N allora Γ(n+ 1) = n!
1James Stirling (1692-1770)
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t x e−t dt =





t x−1 e−t dt = xΓ(x),






Γ(2) = 1 · Γ(1) = 1, Γ(3) = 2 · Γ(2) = 2, Γ(4) = 3 · Γ(3) = 3 · 2 . . .
il che per un elementare ragionamento induttivo permette di concludere che Γ(n+ 1) = n!.
La funzione Γ(x) per x > 0 e` continua ed infinite volte derivabile. Le sue derivate si ottengono













e−ttx−1(ln t)n dt (1.6)




Γ(x), `∞ = lim
x→∞Γ(x)













per concludere che `0 = +∞. Per quanto attiene a `∞, per il fatto che sappiamo a priori che
tale limite esiste, esso puo` essere calcolato limitandosi a considerare valori interi della variabile,
dunque:
`∞ = lim
n→∞Γ(n) = limn→∞(n− 1)! = +∞
Il fatto che Γ(2) = Γ(1) comporta, per il teorema di Rolle, l’esistenza di un punto ξ ∈]1, 2[
per cui Γ′(ξ) = 0. D’altra parte per il fatto che Γ(2)(x) > 0 la derivata Γ′(x) e` una funzione
strettamente crescente per cui esiste un solo valore di ξ per cui Γ(ξ) = 0 e per di piu` si ha che
0 < x < ξ =⇒ Γ′(x) < 0 e x > ξ =⇒ Γ′(x) > 0. Il punto ξ e` dunque punto di minimo assoluto
per Γ(x) per x ∈]0,∞[. I valori numerici di ξ e di Γ(ξ) sono stati calcolati da Legendre e Carl
Friedrich Gauss (1777-1855):
ξ = 1, 4616321449683622 Γ(ξ) = 0, 8856031944108886
Teorema 1.2. La funzione Γ(x) e` logaritmicamente convessa (cioe` la sua derivata logaritmica
e` crescente).
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ricordate le (1.3), (1.5a) e (1.5b) si ottiene la disuguaglianza(
Γ′(x)








La proprieta` funzionale (1.4) puo` essere evidentemente iterata, se n ∈ N e x > 0
Γ(x+ n) = (x+ n− 1)(x+ n− 2) · · · (x+ 1)xΓ(x) (1.7)




= (x+ n− 1)(x+ n− 2) · · · (x+ 1)x (1.8)
viene detto simbolo di Pochhammer (fattoriale crescente)
Il simbolo di Pochhammer e`, come vedremo, usato nella teoria delle funzioni ipergeometriche.
Se scriviamo (1.7) come
Γ(x) =
Γ(x+ n)
(x+ n− 1)(x+ n− 2) · · · (x+ 1)x (1.7b)
possiamo estendere la definizione di Γ(x) a valori negativi di x purche´ non interi. Ad esempio


































Dunque la funzione Euleriana e` definita su tutta la retta reale escludendo i punti singolari
x = 0, −1, −2, · · · Il grafico di Γ(x) e` rappresentato in figura. Infine per la relazione fattoriale













Γ(α− n+ 1) (1.9)
Si ha anche lo sviluppo in serie binomiale:
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Figura 1: Grafico di Γ(x)
Funzione Beta




t x−1(1− t) y−1dt, x, y > 0 (1.11)
Usando il cambio di variabile t = 1 − s si trova la proprieta` di simmetria B(x, y) = B(y, x).
Nel seguito ci avvarremo anche di una definizione alternativa di Beta ottenuta con il cambio di
variabile t = cos2 ϑ nell’integrale in (1.11) che conduce a
B(x, y) = 2
∫ pi/2
0
cos2x−1 ϑ sin2y−1 ϑdϑ (1.11b)
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Passando a coordinate polari {
u = ρ cos ϑ















2 cos2x−1 ϑ sin2y−1 ϑdϑ
Pertanto la tesi scende da (1.11b).
Osservazione 1.5. Il teorema 1.4 puo` anche essere provato, senza ricorrere alle coordinate







usando il cambio di variabile t = uv, s = u(1− v).
Dalla formula (1.12) si ottengono il valore di Γ(1/2) e il valore dell’integrale di probabilita`.
Infatti nel caso in cui x = z, e y = 1− z, con 0 < z < 1, si ha:
Γ(z) Γ(1− z) = B(z, 1− z) =
∫ 1
0









Usando il cambio di variabile y = t (1− t)−1, troviamo:





























L’integrale generalizzato a secondo membro in (1.15) evidentemente converge, per calcolarlo











dx = 2 lim
b→∞
[arctan b] = pi.









Dottorato di Ricerca in Metodologia statistica per la ricerca scientifica XXIX ciclo AA 2013/2014 19/08/2014 at 15:34:38
Introduzione alle funzioni speciali 7

















da cui segue, evidentemente, (1.16).
Usando ancora una volta il cambio di variabile s = t (1 − t)−1 ma ora partendo dalla




















E` utile il seguente risultato che caratterizza con la massima generalita` gli integrali di tipo
beta.
Teorema 1.6. Se x, y > 0 e a < b allora∫ b
a
(s− a)x−1(b− s)y−1ds = (b− a)x+y−1B(x, y) (1.17)
Dimostrazione. Nella definizione (1.11) della beta cambiamo variabile ponendo t = (s−a)/(b−a)














In particolare e` interessante il caso a = −1 e b = 1 che porge∫ 1
−1
(1 + s)x−1(1− s)y−1ds = 2x+y−1B(x, y) (1.17b)
Beta e i coefficienti binomiali
Dalla valutazione (1.14) di Γ(12) si deduce usando la proprieta` funzionale della Gamma (1.7)
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= (−1)n (2n− 1)!!
2nn!
(1.21)
Dalla (1.21) si deduce poi un interessante sviluppo in serie di potenze che coinvolge quello che








L’identita` (1.22) segue da un ragionamento induttivo, che per completezza qui presentiamo. Per













(n+ 1)![2(n+ 1)− (n+ 1)]!
Ora
[2(n+ 1)]!
(n+ 1)![2(n+ 1)− (n+ 1)]! =
(2n+ 2)(2n+ 1)(2n)!
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Sicche´ ricordata la (1.22) si trova la tesi (1.23).
pi
Il rapporto fra la funzione Beta e i coefficienti binomiali permette di costruire serie numeriche






Dimostrazione. Se n ∈ N si ha







D’altra parte e` anche, direttamente dalla definizione:


































2x2 − 2x+ 1dx
La sommazione della serie e` quindi demandata al calcolo di un integrale elementare. Si ha















Dunque la nostra affermazione e` dimostrata.
Con tecnica simile, ma computazioni decisamente piu` pesanti si dimostra anche la cosiddetta
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D’altra parte e` anche
B(2n+ 1, n+ 1) =
∫ 1
0









) = (3n+ 1) ∫ 1
0
x2n(1− x)ndx (1.28)
Sostituiamo (1.28) nella serie a secondo membro di (1.27), osservata anche la liceita` dello scambio


























Qui iniziano le difficolta` computazioni, che in [AKP03] sono risolte mediante computer algebra.
Usando Mathematica R© troviamo
In[1]:= â
n=0




8 I-6 + 97 x2 - 97 x3 + 28 x4 - 56 x5 + 28 x6M
I2 - x2 + x3M3
Figura 2: Script di sommazione













28x6 − 56x5 + 28x4 − 97x3 + 97x2 − 6)
(x3 − x2 + 2)3 dx
Per calcolare l’integrale ci affidiamo ancora una volta alla computer algebra
In[2]:= à 8 I-6 + 97 x2 - 97 x3 + 28 x4 - 56 x5 + 28 x6MI2 - x2 + x3M3 âx
Out[2]= 4
x I-8 - x + 37 x2 - 29 x3 + x4M
I2 - x2 + x3M2 - ArcTan@1 - xD
Figura 3: Script di integrazione
Dottorato di Ricerca in Metodologia statistica per la ricerca scientifica XXIX ciclo AA 2013/2014 19/08/2014 at 15:34:38
Introduzione alle funzioni speciali 11
Infine calcoliamo l’integrale definito
In[3]:= à
0
1 8 I-6 + 97 x2 - 97 x3 + 28 x4 - 56 x5 + 28 x6MI2 - x2 + x3M3 âx
Out[3]= Π
Figura 4: Script di integrazione definita




¥ H50 n - 6L






















Figura 5: Script di sommazione
ma valutando numericamente la formula ottenuta si trova pi
In[5]:= N@%, 50D
Out[5]= 3.1415926535897932384626433832795028841971693993751
In[6]:= % - Π
Out[6]= 0. ´ 10-50
Figura 6: Script di sommazione numerica
Formula di duplicazione di Legendre































































La (1.29) segue da (1.30) e da (1.12).
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La formula (1.29) si estende con la formula di moltiplicazione di Gauss












Usando la funzione gamma si possono calcolare integrali non esprimibili elementarmente. Come






































































il che dimostra (1.32).
Rappresentazione di Γ mediante prodotto infinito
Prodotti infiniti
Fonti: [Loy06], [Dur12].
Sia (bn) una successione di numeri complessi. Un prodotto infinito
∞∏
n=1
bn = b1 · b2 · b3 · · · (1.33)







n→∞ (bm · bm+1 · · · bn) (1.34)
converge ad un numero complesso non nullo, che indicheremo con p. In questa situazione
definiamo ∞∏
n=1
bn := b1 · b2 · · · bm−1 · p
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La definizione e` indipendente dal valore scelto di m per i quale i termini bn sono supposti non
nulli per ogni n ≥ m.
Il prodotto infinito (1.33) diverge se esso non converge, il che significa che o esistono infiniti
indici k per cui bk = 0 oppure che il limite (1.34) diverge o converge a zero. In questo ultimo
caso si dice che il prodotto infinito (1.33) diverge a zero.
Come nel caso di successione e serie il primo indice da cui far partire un prodotto infinito




si introduce con ovvie modifiche della precedente definizione.
Teorema 1.11. Se un prodotto infinito converge, allora i suoi fattori tendono a uno. Inoltre
un prodotto infinito ha valore 0 se e solo esso ha un fattore nullo.
Dimostrazione. La seconda affermazione segue immediatamente dalla definizione di convergenza.
Se nessuno dei bn e` nullo per n ≥ m allora, posto pn = bm · bm+1 · · · bn, si ha che pn → p 6= 0 e,
quindi
bn =
bm · bm+1 · · · bn






Stante che i fattori di un prodotto infinito convergente tendono a uno, e` conveniente scrivere
la successione dei fattori bn = 1 + an in modo che il prodotto infinito (1.33) prende la forma
∞∏
n=1
(1 + an) (1.33b)
per modo che la convergenza del prodotto infinito (1.33b) implica che an → 0.
Fra prodotti infiniti e serie infinite c’e` un legame naturale quando la successione (an) che
compare in (1.33b) e` reale e non negativa.
Teorema 1.12. Un prodotto infinito rappresentato nella forma (1.33b) con termini non negativi












Sia (pn) che (sn) sono due successioni crescenti e dunque convergenti se e solo se limitate. Ora
ricordata la disuguaglianza valida per ogni x ∈ R, x > 0, 1 ≤ 1 + x ≤ ex abbiamo che
1 ≤ pn =
n∏
k=1





k=1 ak = esn
Questa relazione implica che se la successione (sn) e` limitata allora anche la successione (pn) e`
limitata e dunque convergente. Il suo limite deve essere ≥ 1 e quindi non zero. D’altra parte
pn = (1 + a1)(1 + a2) · · · (1 + an) ≥ 1 + a1 + a2 + · · ·+ an = 1 + sn
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in quanto a primo membro a moltiplicazione eseguita oltre alla somma 1 + a1 + a2 + · · · + an
compaiono solo ulteriori termini non negativi. Questo mostra che se la successione (pn) e` limitata
allora anche la successione (sn) e` limitata.
Nel caso di successioni reali, ma non necessariamente non negative, vale il seguente risultato,
per il quale rimandiamo a [Loy06] pagine 357-358.
Teorema 1.13. Per una successione reale (an) il prodotto infinito (1.33) converge se e solo se
an → 0 e la serie ∞∑
n=m+1
ln(1 + an)
a partire da un opportuno indice m+ 1 converge. Inoltre se s e` la somma della serie allora
∞∏
n=1
(1 + an) = (1 + a1) · · · (1 + am)es
Formula di Eulero per il seno
Il piu` famoso e importante prodotto infinito, formula (1.35), fu scoperto da Eulero, che rappre-
sento` come prodotto infinito la funzione seno. Questa rappresentazione ci servira` per dimostrare
una fondamentale proprieta` della funzione Gamma che studieremo piu` avanti: la formula di
riflessione di Eulero, equazione (1.42).










Non diamo la dimostrazione formale di (1.35), ci limitiamo a darne un’idea intuitiva, esponendo
quello che fu il ragionamento di Eulero stesso rinviando a [Mel11] capitolo 2 pagine 17-28 per
svariate dimostrazioni di (1.35), o a [Wal04] pagine 188-189 per una dimostrazione rigorosa fatta
con metodi elementari. L’idea di Eulero parte da questo presupposto. Supponiamo assegnato
un polinomio di grado n con tutte le radici distinte r1, r2, . . . , rn e supponiamo inoltre che il
termine noto sia 1, il che significa che il prodotto delle n radici vale esattamente 1 e che il

































+ · · ·
come un polinomio con infinite radici, che evidentemente sono assunte nei multipli interi di ±npi












La (1.35) allora viene dalla moltiplicazione di tutti i fattori. In realta` il passaggio al limite
andrebbe gestito in modo piu` rigoroso e per questo si rinvia, come gia` indicato a [Mel11] o a
[Wal04].
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Formula di Gauss (Eulero)
Per rappresentare la funzione Gamma con un prodotto infinito ci serviremo di un importante
formula dovuta a Gauss.




x(x+ 1) · · · (x+ n) (1.36)
Dimostrazione. Partiamo dall’integrale∫ 1
0




(x+ n)(x+ n− 1) · · ·xΓ(x) =
n!
(x+ n)(x+ n− 1) · · ·x
Nell’integrale a primo membro facciamo il cambio di variabile t/n al posto di t ottenendo
n!


















per 0 ≤ t ≤ n
0 per n < t <∞
abbiamo la relazione
n!nx




in cui la successione di funzioni gn(t) converge crescendo per n → ∞ alla funzione e−t. Il
passaggio al limite sotto il segno di integrale e` lecito per un risultato dovuto a Ulisse Dini








il che completa la dimostrazione di (1.36).
Costante γ











L’esistenza del limite (1.37) e` conseguenza del seguente teorema (Eulero MacLaurin3).
Teorema 1.15. Se f : [0,∞[→ R e` una funzione positiva, continua e decrescente, allora posto








la successione (ϕn) e` convergente.
2Lorenzo Mascheroni (1750-1800)
3Colin MacLaurin (1698-1746)
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Dimostrazione. La tesi e` provata dimostrando che (ϕn) e` decrescente ed inferiormente limitata















e cos`ı nell’intervallo [k, k + 1] ricordando che f(x) e` decrescente da (1.39) segue che
f(k + 1) ≤
∫ k+1
k
f(x)dx ≤ f(k) (1.39b)
Da (1.39b) segue che





















f(x)dx ≤ f(n+ 1)− f(n+ 1) = 0






















f(k) = f(n) ≥ 0
L’esistenza del limite (1.37) e` un caso particolare del teorema 1.15: f(x) = 1/x.
Il prodotto infinito per Γ
Fatta questa lunga serie di indispensabili premesse dimostriamo la formula di rappresentazione
per la funzione Gamma mediante un prodotto infinito dovuta a Karl Weierstrass (1815-1897).














vale per ogni x ∈ R
Dimostrazione. In primo luogo osserviamo che il prodotto infinito a secondo membro in (1.40)
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Figura 7: Grafico di 1/Γ(x)














Formula di riflessione di Eulero
Dalla rappresentazione di Gamma tramite prodotto infinito vista nel corollario 1.17, formula
(1.41), si deduce rapidamente la formula di riflesssione di Eulero.
Teorema 1.18. Per ogni x ∈]0, 1[ si ha
Γ(x)Γ(1− x) = pi
sin(pix)
(1.42)
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Dimostrazione. Partiamo dalla rappresentazione del seno come prodotto infinito, nella formula










D’altra parte per la relazione funzionale Γ(u+ 1) = uΓ(u) si ha che
Γ(1− x) = −xΓ(−x)
e quindi usando prima (1.41) e poi (1.35b)






































Dalla formula di riflessione si deduce immediatamente una notevole formula di integrazione
definita.








Dimostrazione. Dalla formula di riflessione (1.42) e da (1.12) si trae
B(x, 1− x) = Γ(x)Γ(1− x) = pi
sin(pix)
(1.44)
D’altra parte B(x, 1 − x) e` stato gia` calcolato nella formula (1.13) di pagina 6. La tesi (1.43)
segue allora confrontando (1.44) e (1.13).
La formula di riflessione (1.42) ha come ulteriore conseguenza una relazione analoga valida
























in cui dobbiamo assumere che sia p 6= n+ 12 , n = 0, 1, . . . Ritornando alla variabile x si ha anche
che
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Calcolo di integrali definiti
I due integrali euleriani di prima e seconda specie consentono il calcolo di numerosi integrali
definiti di notevole interesse. Ne presentiamo alcuni tratti da [Mai05]. Osserviamo che faremo
uso della fondamentale formula di riflessione (1.42) e della sua diretta conseguenza (1.45).
Teorema 1.20. Se n ≥ 1 si ha∫ 1
0
dx√








Dimostrazione. Il teorema 1.20 e` dovuto a A.M. Legendre, [Leg26] at p. 377, equazioni (z). Per
























































Si noti che nel secondo integrale abbiamo usato la rappresentazione di Beta mediante l’equazione





























































il che e` quanto volevasi.
Si osservi che con la stessa tecnica si dimostra anche che
Teorema 1.21. Se vale 2a < n allora∫ 1
0
xa−1√
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La tesi (1.48) segue dalla formula di riflessione (1.42).










Dimostrazione. Poniamo 1+xn =
1
t
















































La tesi (1.49) segue dalla formula di riflessione (1.42).
Il prossimo teorema sfrutta la formula (1.20).


















Poniamo 1 + x2 =
1
t




































si trova la tesi (1.50)
Teorema di Bohr-Mollerup
Analizziamo qui il fatto importante che la funzione gamma e` univocamente determinata dalla
equazione funzionale Γ(x+1) = xΓ(x) unitamente alla condizione iniziale Γ(1) = 1 e dal fatto che
ln Γ(x) e` una funzione convessa, proprieta` dimostrata nel Teorema 1.2. Harald Bohr e Johannes
Mollerup [BM22] hanno scoperto che la funzione gamma e` principalmente caratterizzata dalla
sua convessita` logaritmica. Il ragionamento di Bohr e Mollerup e` stato poi ben precisato e
chiarificato da Artin [AB64].
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Teorema 1.25. Sia G(x) una funzione positiva definita per x > 0 e tale che
i) G(x+ 1) = xG(x)
ii) G(1) = 1
iii) lnG(x) e` convessa
Allora G(x) = Γ(x)
Dimostrazione. Dall’ipotesi i) segue che per n ∈ N, G(n+1) = n!. Osservato che per ogni n ∈ N
e per 0 < x ≤ 1 vale l’identita`, che esprime il numero n+ x come una combinazione convessa di
degli interi successivi n e n+ 1
n+ x = (1− x)n+ x(n+ 1)
per l’ipotesi convessita` iii) abbiamo che
lnG(n+ x) ≤ (1− x) lnG(n) + x lnG(n+ 1)
Quest’ultima, per le proprieta` del logaritmo si scrive come





[n!]x = n!nx−1 (d1)
Analogamente la combinazione convessa
n+ 1 = x(n+ x) + (1− x)(n+ x+ 1)
implica la disuguaglianza
n! = G(n+ 1) ≤ Gx(n+ x)G1−x(n+ x+ 1) = G(n+ x)(n+ x)1−x (d2)
in quanto G(n+x+1) = (n+x)G(n+x) in forza della proprieta` i). Combinando le disuguaglianze
(d1) e (d2) troviamo
n!(n+ x)x−1 ≤ G(n+ x) ≤ n!nx−1 (1.51)
D’altra parte la proprieta` i) puo` essere iterata fornendo
G(x+ n) = x(x+ 1) · · · (x+ n− 1)G(x)
e cos`ı la disuguaglianza (1.51) prende la forma
n!(n+ x)x−1
x(x+ 1) · · · (x+ n− 1) ≤ G(n) ≤
n!nx−1
x(x+ 1) · · · (x+ n− 1) (1.52)
Se ora mandiamo n → ∞ possiamo invocare il Teorema 1.14, equazione (1.36) in (1.52) per
concludere che
Γ(x) ≤ G(x) ≤ Γ(x)
il che permette di concludere che G(x) = Γ(x) per 0 < x ≤ 1. L’estensione a tutte le x > 0 segue
dalle due identita` G(x+ 1) = xG(x) e Γ(x+ 1) = xΓ(x).
Osservazione 1.26. La disuguaglianza (1.52) puo` essere utilizzata per dimostrare l’esistenza
del limite (1.36) in Teorema 1.14 e mostrare che esso e` uguale a G(x). Inoltre siccome il
ragionamento vale anche per Γ(x) oltre alla conseguente uguaglianza G(x) = Γ(x) abbiamo una
dimostrazione alternativa del Teorema 1.14.
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Formula di Stirling
Concludiamo dando la dimostrazione, cos`ı come proposta in [Pat89] della formula di Stirling




































Cambiamo variabile ponendo u =
√
























ove abbiamo introdotto la funzione
ϕx(v) =










per v ≥ −√x













+ · · ·
abbiamo che per ogni fissato v





per x→∞ quindi lim
x→∞ϕx(v) = e
−v2
Poi osserviamo che ϕx(v) raggiunge il massimo per
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−v2 = O(e−v2) per x→∞
e questo consente, [Rud64] pagina 194, di passare al limite sotto il segno di integrale anche nel






































+ · · ·
)
2 Funzione ψ
La funzione ψ (o anche Digamma) e` la derivata logaritmica della funzione Gamma ed e` dunque




Il modo piu` semplice per ottenerne una rappresentazione analitica si ottiene attraverso la
relazione di Weierstrass (1.40).
Teorema 2.1. Per ogni x 6= 0, −1, −2, . . . vale la formula di rappresentazione







n− 1 + x
)
(2.1)
Dimostrazione. Calcolando il logaritmo dei due lati di (1.40) il prodotto infinito si trasforma in
una serie e cos`ı si ottiene





























Portando x dentro la sommatoria si ottiene la tesi (2.1).
Dalla (2.1) si deduce immediatamente la relazione ricorsiva soddisfatta da ψ(x).
Corollario 2.2.
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Dimostrazione. Si ha

































e dunque si ha la (2.3)
La (2.3) si generalizza mediante ragionamento induttivo: se n ∈ N si ha che






+ · · ·+ 1
x+ n− 1 (2.3b)
Dalla definizione (2.1) si vede che ψ(1) = Γ′(1) = −γ quindi i valori di ψ(x) in corrispondenza
degli interi positivi sono legati ai numeri armonici in quanto (2.3b) per x = n ∈ N fornisce





+ · · ·+ 1
n
= −γ +Hn (2.4)
Formula di riflessione
In conseguenza della formula di riflessione per la gamma (1.42) si deduce:
Teorema 2.3. Per ogni x ∈]0, 1[ si ha





























In conseguenza della formula di duplicazione per la funzione gamma, equazione (1.29), possiamo
dedurre la formula di duplicazione per la digamma.
Teorema 2.4.
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Dimostrazione. Calcoliamo il logaritmo di ambo i membri di (1.29)
















e poi deriviamo, ottenendo:






il che conclude la dimostrazione di (2.6)
Rappresentazioni integrali
Per la ψ valgono svariate formule di rappresentazione integrale. Qui ne riportiamo due.
Teorema 2.5. Valgono per x > 0 le formule




1− u du (2.7)




1− e−t dt (2.8)
Dimostrazione. Evidentemente i due integrali in (2.7) e (2.8) coincidono: basta partire da (2.8)
e cambiare variabile ponendo e−t = u. Sara` quindi sufficiente provare (2.7) per dimostrare il












1− u du (2.9)
Infatti, nell’integrale a secondo membro in (2.9) sviluppiamo il fattore 11−u in serie geometrica e

























Osserviamo che da (2.7) si deduce la formula di integrazione definita in cui a, b > 0∫ 1
0
ua − ub
1− u du = ψ(b+ 1)− ψ(a+ 1)
Infine la (2.4) e la (2.7) per x = n + 1 ∈ N forniscono la rappresentazione integrale dei numeri
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Valori razionali di ψ














































(n− 1 + x)2 (3.2)
Dalla (3.2) vediamo che la trigamma verifica la relazione ricorsiva
ψ1(x+ 1) = ψ1(x)− 1
x2
(3.3)

























Ora la somma dei reciproci dei quadrati dei numeri dispari e` legata alla somma dei reciproci di



























































Dalla rappresentazione integrale (2.7) di teorema (2.5), derivando termine a termine, si





1− t dt (3.4)
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4 Funzione zeta







Osservazione 4.1. In sostanza si puo` limitare la sommazione ai soli indici dispari. Infatti,





































Osservazione 4.2. Dire funzione zeta di Riemann e` storicamente non corretto, se e` ben vera
la fondamentale importanza del contributo di Riemann nello studio del prolungamento analitico
della funzione ζ, questa nella sua definizione (4.1) fu introdotta e studiata da Eulero, si veda
[Ayo74].








ex − 1dx (4.2)
Dimostrazione. Consideriamo l’integrale:∫ ∞
0
xs−1
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e dunque abbiamo mostrato la tesi (4.2).
La funzione zeta e` uno strumento fondamentale nella teoria analitica dei numeri. Nonostante
il suo nome sia associato a Riemann, che studio` il prolungamento di zeta nel campo complesso,
i prossimi risultati sono dovuti a Eulero.
Definizione 4.4. Date due funzioni reali di una variabile reale f(x) e g(x), definite in un intorno






In tal caso scriveremo f(x) ∼ g(x)
Teorema 4.5. Per x→ 1+ si ha che
ζ(x) ∼ 1
x− 1




x− 1 = 1
























+ · · · (4.3)











+ · · · (4.4)
La serie a secondo membro in (4.4) e` una serie a termini alterni convergente5 che per x = 1 ha























x− 1 = ln 2
5Criterio di Leibniz (Gottfried Wilhelm von Leibniz 1646-1716)
6Guillaume Franc¸ois Antoine de Sainte Mesme, marchese de l’Hoˆpital (1661-1704)
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La zeta ha uno stretto rapporto con i numeri primi. Ricordiamo il teorema fondamentale
dell’Aritmetica.
Teorema 4.6. Ogni numero naturale maggiore di 1 o e` un numero primo o si puo` esprimere
come prodotto di numeri primi. Tale rappresentazione e` unica, se si prescinde dall’ordine in cui
compaiono i fattori.
Cio` premesso enunciamo il fondamentale risultato di Eulero.


























ove 2 - n significa che 2 non divide il naturale n con n > 1. Analogamente sottraendo 1/3x volte





























in cui p1, . . . , pN sono i primi N numeri primi. D’altra parte p1, . . . pN - n e n > 1 implica





che va a zero per N →∞
Connessioni con la Probabilita`
Numeri liberi da quadrati
Definizione 4.8. Un numero intero libero da quadrati e` un numero che non e` divisibile per
nessun quadrato perfetto tranne 1.
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Ad esempio, 10 e` privo di quadrati, mentre 18 no, in quanto e` divisibile per 9 = 32. Poniamo
ora il problema:
Quale e` la probabilita` P che un numero naturale, scelto casualmente, sia libero da
quadrati?




Cerchiamo di dimostrare questo risultato. Cominciamo con una osservazione. Dato un numero
naturale k quale e` la probabilita` che un numero naturale scelto a caso sia divisibile per k?
Osserviamo che siccome l’insieme dei numeri naturali e` infinito non possiamo usare lo schema
casi favorevoli/casi possibili, dobbiamo modificarlo per tenere conto che sia i casi favorevoli che
quelli possibili sono infiniti. Useremo quindi la seguente definizione di probabilita` frequentistica:
prob(A) = lim
n→∞
numero di occorrenze di A su n eventi
n
Con questa definizione vediamo che la probabilita` di che un numero naturale scelto a caso sia
divisibile per k e` 1/k. Infatti fra i primi n numeri naturali 1, 2, . . . , n ve ne sono bn/kc che sono
divisibili per k, usiamo il simbolo bxc per indicare la parte intera del numero reale x. Dunque









Ad esempio la probabilita` che un numero scelto a caso sia divisibile per k = 1 e` 1, che sia
divisibile per k = 2 e` 1/2 e cos`ı via.
Ora torniamo al problema della probabilita` che un numero scelto a caso sia libero da quadrati.
Dal teorema fondamentale dell’aritmetica abbiamo che un numero n ∈ N scelto casualmente e`
libero da quadrati se p2 - n per ogni numero primo p ∈ P. Ne segue che
prob(n libero da quadrati) = prob(22 - n) · prob(32 - n) · prob(52 - n) · prob(72 - n) · · ·
D’altra parte per il ragionamento che abbiamo premesso e per la proprieta` degli eventi comple-
mentari abbiamo che
prob(p2 - n) = 1− prob(p2 | n) = 1− 1
p2
Quindi
prob(n libero da quadrati) =
∏
p∈P











Poniamo ora un secondo problema probabilistico, che coinvolge nella sua soluzione ζ(2). Pre-
mettiamo una nozione di aritmetica elementare, che sicuramente e` nota.
Definizione 4.9. Due numeri naturali m, n ∈ N sono coprimi (relativamente primi) se il loro
massimo comune divisore e` 1
7Peter Gustav Lejeune Dirichlet (1805-1859)
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Dunque m, n ∈ N sono coprimi se non hanno fattori comuni eccettuato 1 e dunque per ogni
numero primo p ∈ P questo significa che p - m e p - m
Poniamo ora il seguente problema risolto da E. Cesa`ro (1859-1906) nel 1881: quale e` la
probabilita` che due numeri naturali scelti a caso siano co primi? Si veda anche [HW80] teorema
332.
Per il ragionamento precedente avremo che
prob(m, n co primi) =
∏
p∈P
prob(p - m, n)
D’altra parte usando ancora una volta la nozione di eventi complementari prima e quella di
eventi indipendenti dopo, abbiamo






In conclusione anche in questo caso:
prob(m, n co primi) =
∏
p∈P

















risale a Eulero (1735). Da allora sono state prodotte decine di dimostrazioni alternative. Qui

















sono equivalenti. La dimostrazione di [Rit13] dimostra la seconda delle (4.7) partendo dall’inte-





(1 + y)(1 + x2y)
. (4.8)
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Quindi uguagliando (4.9) e (4.10) troviamo∫ ∞
0
lnx




Ora spezziamo il domino di integrazione di (4.11) far [0, 1] e [1,∞) e cambiamo variabile x = 1/u
nel secondo integrale, in modo che∫ ∞
0
lnx



















Da (4.11) e (4.12) otteniamo ∫ 1
0
lnx




La seconda delle (4.7) si ottiene sviluppando il denominatore dell’integrando a primo membro
di (4.13) in serie geometrica e usando il teorema di Beppo Levi. Pertanto abbiamo:∫ 1
0
lnx









(−x2n lnx) dx. (4.14)
Integrando per parti∫ 1
0

















cosicche´ ricordando (4.15), possiamo scrivere (4.14) come∫ 1
0
lnx






e cos`ı abbiamo la tesi uguagliando (4.13) e (4.16).
La dimostrazione di [Pac11] e` probabilistica. Date due variabili aleatorie indipendenti X, Y





Se assumiamo che le variabili aleatorie siano positive con densita` positive definite su [0,∞[ la
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Ora calcoliamo, con y > 0 la densita` del quoziente di due variabili aleatorie standard semi-
























(y2 − 1) (1 + x2y2) −
x


















Ora siccome X e Y sono ugualmente distribuite abbiamo che
prob(Z ≤ 1) = prob(Y ≤ X) = 1/2











che coincide con la (4.13) il che porta a ripetere il ragionamento precedente che ci ha portato
all’espressione esatta di ζ(2).
Calcolo di ζ(4)


















Si verifica con il calcolo diretto che vale la relazione:
f(m,n)− f(m+ n, n)− f(m,m+ n) = 2
m2n2
(4.17)





(f(m,n)− f(m+ n, n)− f(m,m+ n)) (4.18)
Ora nell’eseguire la somma (4.18) osserviamo che se in una coppia di indici naturali (i, j) assu-
miamo i 6= j necessariamente vale una delle due relazioni (i, j) = (m+n, n) o (i, j) = (m,m+n).
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5 Funzione ipergeometrica di Gauss
Fonti [Sea91], [Dur12], [AAR99].
Soluzioni in serie di potenze di equazioni differenziali
Definizione 5.1. Assegnata una equazione differenziale lineare del secondo ordine a coefficienti
variabili
u′′ + p(t)u′ + q(t)u = 0 (5.1)
un punto t0 ∈ R si dice punto regolare per l’equazione (5.1) se esiste un intorno di t0 in cui
entrambi i coefficienti p(t) e q(t) possono essere sviluppati in serie di potenze di centro t0.
In corrispondenza di un punto regolare e` sempre possibile determinare una coppia di soluzioni
indipendenti. Facciamo vedere come con un esempio. Partiamo dall’equazione
u′′ + 2tu′ + 2u = 0 (E)















Sostituendo queste espressioni nell’equazione (E) troviamo
∞∑
k=0










Questo impone che tutti i coefficienti dello svilupppo in serie di potenze debbano annullarsi
cosicche´
(k + 2)(k + 1)ck+2 + 2(k − 1)ck = 0
o cio` che e` lo stesso
ck+2 = − 2
k + 2
ck, k = 0, 1, 2. . . . (R)
Questo comporta che i primi due coefficienti dello sviluppo in serie di potenze possono essere
scelti in modo arbitrario, mentre i restanti sono individuati dalla equazione ricorsiva (R). Infatti
si ha





c0, c6 = −1
3
c4 = − 1
3!
c0, . . .
c3 = −2
3




1 · 3 · 5c1, . . .
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c0 e c2k+1 =
(−1)k2k
(2k + 1)!!
c1, k = 1, 2, 3, . . .












Tutte e due le serie hanno raggio di convergenza infinito e quindi la derivazione termine a termine
e` giustificata.
Questo metodo fallisce se t0 e` un punto singolare, cioe` un punto non regolare per l’equazione
(5.1). Tuttavia in certe situazioni e` ancora possibile trovare una soluzione in serie di potenze in
t0.
Definizione 5.2. Un punto singolare t0 dell’equazione differenziale (5.1) si dice punto singolare
regolare se (t− t0)p(t) e (t− t0)2q(t) sono sviluppabili in serie di potenze in un intorno di t0
In presenza di punti singolari regolari la ricerca di soluzioni in serie di potenze va modificata
seguendo il metodo di Frobenius8. Qui non siamo interessati all’esposizione dettagliata del
metodo, per la quale rinviamo a [CL55]. Ci limitiamo a trattare l’esempio che ci interessa,
quello dell’equazione ipergeometrica.
Consideriamo l’equazione differenziale lineare del secondo ordine nella funzione incognita
u = u(t)
x(1− x)u′′ + [c− (a+ b+ 1)x] u′ − ab u = 0 (5.2)
nota come equazione ipergeometrica di Gauss. I parametri a, b, c non dipendono dalla variabile
indipendente t Cerchiamo una soluzione analitica dell’equazione (5.2) in un intorno dell’origi-
ne che e` punto singolare regolare dell’equazione (5.2). Il metodo di Frobenius in questo caso






















an(n+ s)(n+ s+ c− 1)xn+s−1 −
∞∑
n=0
an [(n+ s)(n+ s+ a+ b) + ab]x
n+s = 0
Scriviamo il primo termine della prima sommatoria e poi cambiamo indici nella prima somma-








an [(n+ s)(n+ s+ a+ b) + ab]x
n+s = 0
8Ferdinand Georg Frobenius (1849–1917)
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sicche´ otteniamo le relazioni:
s(s+ c− 1)a0 = 0
an+1 =
(n+ s)(n+ s+ a+ b) + ab
(n+ 1 + s)(n+ s+ c)
an
(I)







1 · 2 · c(c+ 1)
a3 = a0
a(a+ 1)(a+ 2)b(b+ 1)(b+ 2)
1 · 2 · 3 · c(c+ 1)(c+ 2)
Per scrivere le cosa piu` efficacemente ricorriamo ai simboli di Pochhamer (a)n, n ∈ N:{
(a)0 := 1
(a)n = a(a+ 1)(a+ 2) · · · (a+ n− 1)
(5.3)












, · · ·




















Il raggio di convergenza della serie e` uno, eccettuato il caso in cui a o b siano degli interi negativi.













Se, invece a = −m oppure b = −m con m ∈ N la serie si arresta e 2F1 si riduce ad un polinomio
ipergeometrico. Questo per le proprieta` dei simbolo di Pochhammer, che se a = −m vale
(a)n =
{
(−m)n se m ≥ n
0 se m < n




∣∣∣∣ t) = 1− 2bc t+ b(b+ 1)c(c+ 1) t2
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Al bordo del cerchio di convergenza |x| = 1 il comportamento della serie si studia con il criterio







> 1 ⇐⇒ 1− a− b+ c > 1 ⇐⇒ a+ b < c
e divergenza per a+ b ≥ c.
La funzione 2F1 dunque e` soluzione del problema di Cauchy:













∣∣∣∣x) = abc 2F1
(
1 + a, 1 + b
1 + c
∣∣∣∣x)
Per trovare la soluzione generale dell’equazione (5.2) occorre trovare la seconda soluzione in
s della prima delle equazioni in (I), che e` detta equazione indiciale. Tale soluzione s = 1− c se
c non e` un intero non negativo fornisce la seconda soluzione indipendente di (5.2)
x1−c 2F1
(
1 + a− c, 1 + b− c
2− c
∣∣∣∣x)
in cui c non e` un intero positivo ≥ 2. Dunque l’integrale generale dell’equazione (5.2) per |x| < 1
e`




∣∣∣∣x)+B x1−c 2F1( 1 + a− c, 1 + b− c2− c
∣∣∣∣x)
La trattazione completa dell’equazione con soluzioni in corrispondenza degli altri punti singolari
conduce alle 24 soluzioni di Kummer9 per la quale rimandiamo a [Sla66].











































u(0) = u0, u˙(0) = 0
9Ernst Eduard Kummer (1810-1893)
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Rappresentazione integrale di Eulero di 2F1
Ricordata la definizione (5.4) di simbolo di Pochhammer enunciamo il fondamentale teorema di
rappresentazione integrale di Eulero









(1− xs)b ds (5.6)
























































Γ((a+m) + (c− a))
Ricordata la definizione del simbolo di Pochhammer abbiamo:
Γ (a+m) = (a)mΓ(a), Γ (c+m) = (c)mΓ(c)
e allora otteniamo la tesi (5.6).
La formula di rappresentazione integrale (5.6) consente di prolungare la funzione ipergeo-
metrica a tutto il piano complesso, privato del tratto dell’asse reale costituito dalla semiretta
costituita dai punti (x, 0) con x ≥ 1. Inoltre la sua validita` si estende al caso di parametri
a, b c ∈ C dovendosi mutare l’ipotesi c > b > 0 in Re(c) > Re(b) > 0.
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Esaminando la struttura della formula (5.5) vediamo che i parametri a e b sono intercam-



























Pertanto anche la (5.6) gode della proprieta` di scambiabilita` dei coefficienti, dunque vale anche













(1− t s)b ds (5.6a)
L’uguaglianza dei due integrali in (5.6) e in (5.6a) non e` effettivamente ovvia da verificarsi








(1− uvt)c dudv (5.8)
Le funzioni ipergeometriche soddisfano una enorme quantita` di interessanti identita`, qui
daremo qualche esempio. Cominciamo con una conseguenza del teorema 5.3 dovuta a Srinivasa
Ramanujan10



















Dimostrazione. Usiamo la formula di rappresentazione integrale (5.6) con a = 1/2, b = x, c =






















































Semplificando si trova la tesi (5.9).





















= (1− t)c−a−b 2F1
(





10Srinivasa Aiyangar Ramanujan (1887–1920)
11Johann Friedrich Pfaff (1765-1825)
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Dimostrazione. Nella formula di rappresentazione integrale (5.6) cambiamo variabile ponendo













(1− t+ tu)a du










































= (1− t)c−b 2F1
(











= (1− t)c−a−b 2F1
(





Il prossimo risultato e` noto come formula di sommazione di Gauss, in cui si calcola il valore
della funzione ipergeometrica nel punto singolare x = 1 sotto opportune ipotesi sui parametri
a, b, c










Dimostrazione. Per semplicita` diamo la dimostrazione facendo l’ipotesi aggiuntiva c > b >
0 rinviando per esempio a [Dur12] pagine 352-353 per il caso generale. L’ipotesi aggiuntiva
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Un’altra conseguenza della formula di rappresentazione integrale (5.6) e` la formula di som-









Γ(1 + a− b) Γ(1 + a2 )








in cui per assicurare la convergenza assumiamo a > 0 e b < 1. Cambiando variabile in (5.13)












1 + a2 − b
) .







dalla formula di rappresentazione integrale (5.6), otteniamo:
A2(a, b) =
Γ(a)Γ(1− b)
Γ(1− a− b) 2F1
(
a; b

















otteniamo la tesi (5.12)
Concludiamo la breve rassegna della conseguenze del teorema 5.3 (rappresentazione integrale)
osservando che un suo caso particolare consente di valutare integrali molto simili agli integrali
euleriani di prima specie.
Teorema 5.8. Se a > 1 e b ∈ R allora∫ 1
0










Dimostrazione. Basta osservarere che nel teorema di rappresentazione integrale 5.3 si prende
a = a, b = −b, c = a+ 1.
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6 Funzioni ipergeometriche generalizzate
Fonti [Sla66], [MH08], [Rai60]. Una serie ipergeometrica generalizzata e` una serie di potenze in
cui il rapporto di due coefficienti consecutivi rispetto all’indice di sommazione k e` una funzione
razionale di k. Tale serie, se convergente, definisce una funzione ipergeometrica generalizzata,
che puo` eventualmente essere prolungata ad un dominio piu` esteso del raggio di convergenza
della serie per prolungamento analitico. Noi ci occuperemo di particolari serie ipergometriche
generalizzate, quello di tipo gaussiano. La funzione ipergeometrica generalizzata gaussiana e`
definita dalla serie di potenze
pFq
(
a1, . . . , ap






(a1)k · · · (ap)k
(b1)k · · · (bq)k
xk
k!




= a(a+ 1) · · · (a+ k − 1)
Se uno qualsiasi dei parametri a numeratore ai e` o zero o un intero negativo, la serie si arresta,
riducendosi ad un polinomio. Le funzioni ipergeometriche generalizzate ricomprendono come casi
particolari numerosissime funzioni elementari e non. Ad esempio se non compaiono parametri a






















zk = (1− x)−a, |z| < 1












, |x| < 1












, |x| < 1
In conseguenza del criterio del rapporto abbiamo che, [Rai60]:
• se p > q + 1 la serie ipergeometrica diverge per ogni x 6= 0.
• Se p = q + 1 la serie ipergeometrica converge per |x| < 1 e diverge per |x| > 1.
• se p ≤ q, la serie converge per ogni x.
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Equazione differenziale ipergeometrica
Nel caso in cui p = q + 1 se si definisce l’operatore differenziale δ := x d/dx allora la funzione
pFq =q+1 Fq risolve l’equazione differenziale:
δ (δ + b1 − 1) · · · (δ + bq − 1) y = x (δ + a1) · · · (δ + ap) y (6.1)
l’integrale generale dell’equazione (6.1) e` completato dalle funzioni:
x1−bν q+1Fq
(
1 + a1 − bν , . . . , 1 + aq+1 − bν
1 + b1 − bν , . . . ∗ . . . , 1 + bq − bν , 2− bν ;x
)
per ν = 1, . . . , q e dove ∗ indica che 1 + bν − bν e` omessa dalla successione dei “denominatori”.







risolve l’equazione differenziale lineare del terzo ordine
(1− x)x2y(3) − x [x(a1 + a2 + a3 + 3)− b1 − b2 − 1] y′′+
[b1b2 − x(a1a2 + a1a3 + a2a3 + a1 + a2 + a3 + 1)] y′ − a1a2a3y = 0
Il cui integrale generale e`










a1 − b1 + 1, a2 − b1 + 1, a3 − b1 + 1






a1 − b2 + 1, a2 − b2 + 1, a3 − b2 + 1
2− b2, b1 − b2 + 1 ;x
)
Teorema di rappresentazione integrale
Il teorema di rappresentazione integrale di Eulero, formula (5.6) si estende alle funzioni ipergeo-
metriche generalizzate.




a1, . . . , ap










a2, . . . , ap





Dimostrazione. Seguiamo [Rai60] teorema 28 pagina 85. Le ipotesi sui coefficienti assicurano
la convergenza dell’integrale a secondo membro di (6.2). Indicato con I tale integrale, si ha
esplicitando la serie ipergeometrica generalizzata e osservato che nelle ipotesi dichiarate possiamo
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(a2)n · · · (ap)n







(a2)n · · · (ap)n









(a2)n · · · (ap)n
(b2)n · · · (bq)n
xn
n!




(a2)n · · · (ap)n
(b2)n · · · (bq)n
xn
n!





(a2)n · · · (ap)n








(a1)n(a2)n · · · (ap)n







a1, . . . , ap





7 Funzioni euleriane incomplete
Funzione Gamma incompleta
Questa funzione ha interesse in statistica.









γ(a, x) si chiama gamma incompleta inferiore e Γ(a, x) gamma incompleta superiore.
Dalla definizione segue che
Γ(x) = γ(a, x) + Γ(a, x)
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La funzione 1F1 e` nota anche con il nome di funzione ipergeometrica confluente di prima specie
(di Kummer), che e` soluzione dell’equazione differenziale, detta equazione di Kummer
xu′′ + (b− x)u′ − au = 0 (7.4)


















La funzione di Kummer viene anche rappresentata con la lettera M :




















ha raggio di convergenza infinito, come si vede immediatamente usando per esempio il criterio















va a zero per n→∞ per ogni x.
Anche per la funzione di Kummer si ha un teorema euleriano di rappresentazione integrale.













Dimostrazione. Calcoliamo l’integrale a secondo membro di (7.3) sviluppando in serie di potenze
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Usiamo ancora una volta la proprieta` (5.4) per dedurre che Γ(a + n) = (a)nΓ(a) e Γ(b + n) =

















e quindi la tesi (7.5) e` dimostrata.
L’integrale generale dell’equazione (7.4) e` completato dalla funzione ipergeometrica confluen-




















Tale funzione ha la rappresentazione integrale, valida per a > 0, x > 0





e−xtta−1(1 + t)b−a+1dt (7.7)
La funzione degli errori






















Per dimostrare (7.9) si sviluppa in serie l’esponenziale e−t2 e si integra termine a termine






























La funzione beta incompleta si definisce come




ove come per la beta a > 0, b > 0 e ove 0 < x ≤ 1.
12Francesco Giacomo Tricomi (1897-1978)
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Teorema 7.4. Se a > 0, b > 0 e 0 < x ≤ 1 allora










Dimostrazione. Se nell’integrale in (7.10) si fa il cambio di variabile t = xu la beta incompleta
si esprime mediante la funzione ipergeometrica di Gauss, infatti
B(x; a, b) =
∫ 1
0





Nel secondo membro di (7.12) riconosciamo il teorema di rappresentazione integrale di Eulero,
teorema 5.6 sicche´



















Il che mostra (7.11)
8 Funzioni ipergeoemetriche di due o piu` variabili
8.1 Funzione di Appell



















Anche in questo caso si ha un teorema di rappresentazione integrale.













(1− xu)b1 (1− y u)b2 du. (8.1)




























Cio` premesso possiamo valutare l’integrale a secondo membro di (8.1) integrando per serie:∫ 1
0
ua−1 (1− u)c−a−1


























ua−1+m1+m2 (1− u)c−a−1 du
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Ora l’ultimo integrale si esprime attraverso la beta∫ 1
0
ua−1+m1+m2 (1− u)c−a−1 du = Γ(c− a)Γ (a+m1 +m2)
Γ (c+m1 +m2)
ma ricordata la definizione del simbolo di Pochhammer abbiamo che
Γ (a+m1 +m2) = (a)m1+m2Γ(a), Γ (c+m1 +m2) = (c)m1+m2Γ(c)
e quindi otteniamo la tesi (8.1).
Dal teorema di rappresentazione integrale vediamo che nel caso particolare in cui x = y la














Una ulteriore formula di riduzione in un caso speciale, in cui F1 e` espressa in termini della










∣∣∣∣ x− y1− y
)
(8.4)
Dimostrazione. Cambiamo variabile nell’integrale (8.1)
u =
v
1− x+ vx =⇒ du =
1− x
(1− x+ vx)2 dv.
La tesi si ottiene semplicemente facendo i calcoli tenendo a mente che
1− ux = 1− x
1− x+ vx, 1− uy =
1− x+ vx− vy
1− x+ vx , 1− u =
(1− x)(1− v)
1− x+ vx
8.2 Un teorema sul prolungamento della 2F1
Usando il teorema di rappresentazione integrale per la funzione di Appell e la formula di riduzione
(8.4) abbiamo un teorema, [MSR11] Teorema 3.11, che consente di calcolare, per particolari valori
dei parametri, la 2F1 con argomento 2.
Teorema 8.3. Se 2α− β > 1 allora:
2F1
(






















in cui le potenze complesse sono riferite all’argomento principale.
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la formula (8.6) si ottiene con il cambio di variabili u = arctan t ricordando la rappresentazione
goniometrica della beta:





ed il teorema 1.4 formula (1.12).
Ricalcoliamo l’integrale (8.6) per via iperegeometrica. Cambiamo variable in (8.6) ponendo








[1− 2u+ 2u2]α du
Usando la fattorizzazione 1−2u+2u2 = [1− (1− i)u] [1− (1 + i)u] possiamo invocare il teorema









2α− β − 1;α, α
2α
∣∣∣∣∣ 1− i, 1 + i
)
(8.7)
in cui gli argomenti sono complessi coniugati. Ora siccome la somma dei parametri di tipo b















uguagliando ad (8.6), otteniamo la tesi (8.5), dopo aver usato la formula di duplicazione, che











per semplificare alcuni coefficienti.



























vedi [Tem96] pagina 120.



















mentre la (8.9) e` in questo caso inefficace.
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8.3 Funzioni di Lauricella






a; b1, . . . , bn
c








(a)m1+···+mn(b1)m1 · · · (bn)mn
(c)m1+···+mnm1! · · ·mn!
xm11 · · ·xmmn





a; b1, . . . , bn
c








(1− x1u)b1 · · · (1− xnu)bn du. (8.10)
9 Variabili casuali continue
Fonti [Pal10], [MH08].
9.1 t di Student

















, x ∈ R
Si verifica che la definizione e` ben posta, usando la definizione alternativa della funzione beta






























































































ove con sign(x) indichiamo la funzione segno e B(x; a, b) e` la funzione beta incompleta. Per
provare (9.1) bisogna dividere il calcolo fra x > 0 e x < 0. Nel primo caso, sfruttando la






























1− t da cui
u = 0 =⇒ t = 0u = x =⇒ t = x2
n+ x2
(9.2)
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tenendo conto del fatto che la densita` e` una funzione pari troviamo, usando il cambio di variabile




























































































il che completa la dimostrazione di (9.1).
Per il fatto che la densita` di probabilita` e` una funzione pari, la media della t di Student e`
nulla assieme a tutti i momenti di ordine dispari. Il calcolo dei momenti di ordine pari impiega
ancora una volta la funzione beta, dopo aver fatto opportune ipotesi sull’esistenza degli integrali,









































































































− 3 = 6
n− 4
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9.2 Variabile causale beta





ove 1A denota la funzione caratteristica dell’insieme A
1A(x) =
{
1 se x ∈ A
0 se x /∈ A
Osserviamo che se si prendono i parametri a = b = 1 si ottiene la variabile casuale uniforme con
densita` f(x) = 1[0,1](x).














xa−1(1− x)b−1dx = 1
Il generico momento dall’origine di ordine k della distribuzione beta e`
E(Xk) =
Γ(k + a)Γ(a+ b)
















B(k + a, b)
B(a, b)





Infatti preso k = 1 in (9.3) si ha
E(X) =
Γ(1 + a)Γ(a+ b)




e quindi semplificando si ottiene (9.4).
Analogamente si vede che la varianza e`
Var(X) =
ab
(a+ b)2(a+ b+ 1)
(9.5)
Infatti per il calcolo della varianza si ricorre alla differenza tra il momento secondo ed il quadrato
del momento primo secondo la ben nota relazione
Var(X) = E(X2)− (E(X))2
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Pertanto preso k = 2 in (9.3) e ricordato il precedente calcolo relativo alla media si trova
Var(X) =
Γ(2 + a)Γ(a+ b)






















e da qui si ottiene (9.5).








B(2 + a, b)
)2
− 3 = (a+ 2)(a+ 3)(a+ b)(a+ b+ 1)
a(a+ 1)(a+ b+ 2)(a+ b+ 3)
− 3









ta−1(1− t)b−1dt = B(x; a, b)
B(a, b)
ove B(x; a, b) e` la beta incompleta.
La funzione generatrice dei momenti e` esprimibile in termini della funzione ipergeometrica
confluente di Kummer attraverso il teorema di rappresentazione integrale 7.3 formula (7.5)




















9.3 Variabile causale beta-2





Per provare la proprieta` fondamentale ∫ ∞
−∞
f(x)dx = 1























xa−1(1 + x)−(a+b)dx = 1
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Il generico momento dall’origine di ordine k della distribuzione beta-2 e` definito per b > k e vale
E(Xk) =

















B(k + a, b− k)
B(a, b)
=
Γ(k + a)Γ(b− k)
Γ(b)Γ(a)
Se b > 1 e` possibile considerare la media che vale
E(X) =





Se b > 2 e` definita la varianza,il suo valore e`
Var(X) = E(X2)− (E(X))2
=

























Γ(2 + a)Γ(b− 4)
)2
− 3 = (a+ 2)(a+ 3)(b− 2)(b− 1)
a(a+ 1)(b− 4)(b− 3) − 3







La F (x) e` rappresentabile in termini della funzione ipergeometrica di Gauss, mediante il teorema

















La funzione generatrice dei momenti e` esprimibile in termini della funzione ipergeometrica
confluente di Tricomi attraverso la formula (7.7) in cui t < 0














U (a, 1− b;−t)
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9.4 Variabile causale gamma





















































− b2c2 = b2c(c+ 1)− b2c2 = b2c

















− 3 = 2
(
3 + c− c2)
c(c+ 1)

























Calcoliamo la funzione generatrice dei momenti, che qui e` definita per t− 1
b
< 0















A questo punto osservato che vale la formula di integrazione definita, valida per c > 0 e per













)c = 1(1− bt)c
Ricordiamo il seguente risultato, vedi ad esempio [CK07] proposizione 6.16 pagina 177
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Teorema 9.1. Se X, Y sono variabili aleatorie indipendenti di rispettive densita` fX(x) e fY (x)




fX,Y (x, z − x)dx =
∫ +∞
−∞
fX(x)fY (z − x)dx
Cio` premesso verifichiamo che la somma di due variabili aleatorie X e Y indipendenti gamma
distribuite con parametri b e c e` una variabile gamma con parametri b e 2c. Per prima cosa occorre
osservare se si vuole calcolare la convoluzione di due funzioni f(x) e g(x) con supporto [0,∞[
abbiamo che per x > 0
















































Quanto visto si generalizza alla somma di due variabili gamma X e Y con parametri b, c1 e b, c2













bc1+c2Γ (c1) Γ (c2)
xc1+c2−1Γ (c1) Γ (c2)









dunque la somma di due variabili gamma con parametri b, c1 e b, c2 e` una variabile gamma di
parametri b, c1 + c2.
Se infine si considera la situazione piu` generale in cui X e` gamma distribuita con parametri
b1, c1 e Y e` gamma distribuita con parametri b2, c2 la densita` della variabile somma e` data
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in cui abbiamo invocato il teorema di rappresentazione integrale 7.3.
9.5 Variabile casuale logistica
La distribuzione logistica e` una distribuzione di probabilita` la cui funzione di densita`, definita
























Per calcolare media e varianza di questa distribuzione usiamo la funzione generatrice dei mo-
menti:

























































(1− y)−btybtdy = eat B(1 + bt, 1− bt)
dovendosi supporre che valgano 1 − bt > 0 e 1 + bt > 0 cosa possibile per t in un opportuno
intorno dello zero. Ora esprimiamo la funzione generatrice dei momenti in termini di gamma
g(t) = etaΓ(1 + bt)Γ(1− bt)
Per trovare la media dobbiamo calcolare g′(0). Si ha usando il fatto che Γ′(t) = Γ(t)ψ(t)
g′(t) = aeatΓ(1− bt)Γ(1 + bt)− beatΓ(1− bt)Γ(1 + bt)ψ(1− bt) + beatΓ(1− bt)Γ(1 + bt)ψ(1 + bt)
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e dunque ricordato che ψ(1) = −γ si conclude
E(X) = g′(0) = a
Per calcolare la varianza iniziamo calcolando il momento secondo che e` dato da g′′(0). Ora
g′′(t) = eatΓ(1− bt)Γ(1 + bt) [a2 + 2abψ(1 + bt)− 2bψ(1− bt)(a+ bψ(1 + bt))+
+b2ψ2(1− bt) + b2ψ2(1 + bt) + b2ψ′(1− bt) + b2ψ′(1 + bt)]
cos`ı ricordato che ψ′(1) = pi2/6 abbiamo





Var(X) = E(X2)− (E(X))2 = a2 + pi
2
3




9.6 Variabile di Bose-Einstein
La funzione di densita` di questa variabile casuale e` per a, b > 0
f(x) =
b1[0,∞[(x)
ln (1− e−a) (1− ea+bx)






ln (1− e−a) (1− ea+bx)dx = 1





































Il calcolo di media e varianza richiede integrali calcolabili usando rispettivamente il dilogaritmo
ed il trilogaritmo. Cominciamo con il provare la formula di integrazione definita, valida per

















con |x| < 1 e che questa funzione puo` essere espressa in termini
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e` il trilogaritmo in cui deve essere |x| < 1.































Var(X) = E(X2)− (E(X))2 = − 2Li3(e
−a)




10 Medie e integrali ellittici
Definizione 10.1. Chiameremo media stretta una funzione di due variabili M : R+×R+ → R+
tale che per ogni x, y ∈ R+
(i) M(x, y) = M(y, x)
(ii) M(x, x) = x
(iii) se x < y allora x < M(x, y) < y
(iv) per ogni a > 0 vale M(ax, ay) = aM(x, y)
Esempi
Sono medie le seguenti funzioni




2. G(x, y) =
√
xy (media geometrica)









4. L(x, y) =

x− y
lnx− ln y se x 6= y
x se x = y
(media logaritmica)








x2 cos2 t+ y2 sin2 t
)−1
(media aritmetico geometrica)
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10.1 La media logaritmica
E` ben noto che, fissati due numeri positivi distinti x, y vale la disuguaglianza:
G(x, y) < A(x, y) (10.1)
che, per evidenti motivi, e` detta disuguaglianza fra la media aritmetica e la media geometrica.
B.C. Carlson [Car72] ha stabilito il seguente risultato.
Teorema 10.2. Se 0 < x, y e x 6= y, allora:
G(x, y) < L(x, y) < A(x, y). (10.2)
Dimostrazione. Sfrutteremo (10.1) per ben tre volte. Sia t > 0, allora:
0 < (t+
√
xy)2 = xy + 2t
√
xy + t2













Passando ai reciproci, vediamo che:
1(
t+ x+y2
)2 < 1(t+ x)(t+ y) < 1(t+√xy)2 . (10.3)
Integrando la doppia disuguaglianza (10.3) rispetto a t sull’intervallo [0,∞[ , gli integrali sono
















dopo avere osservato che:∫
dt(
t+ x+y2





















da cui segue (10.2).
Ad esempio se x = 9 e y = 25 (10.2) fornisce:
15 <
8
ln 5− ln 3 < 17.
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10.2 La media aritmetico-geometrica
Date due medie strette M, N : R+ × R+ → R+ fissati x, y ∈ R+, lo schema iterativo{
x1 := x, y1 := y,
xn+1 := M(xn, yn), yn+1 := N(xn, yn) (n ∈ N)
e` chiamata iterazione di Gauss determinata dalla coppia (M, N) con valori iniziali (x, y) ∈ R+.
E` stato dimostrato, [DP02] che se M(x, y) and N(x, y) sono medie strette le successioni (xn)
e (yn) sono convergenti ad un limite comune che viene indicato con M⊗N(x, y) che e` una media
stretta dei valori x e y.
La media stretta M ⊗ N definita da questo procedimento e` chiamata la composizione di
Gauss di M e N .
La media aritmetico geometrica e` la composizione di Gauss fatta per M(x, y) = A(x, y)
media aritmetica e N(x, y) = G(x, y) media geometrica.
Dimostriamo la convergenza dell’iterazione aritmetico geometrica, partendo da un risultato
sulle successioni reali.
Teorema 10.3. Siano (xn), (yn) due successioni reali tali che per ogni n ∈ N
xn ≤ xn+1, yn ≥ yn+1, xn ≤ yn
Allora
1. (xn) e (yn) sono convergenti e vale
lim
n→∞xn ≤ limn→∞ yn
2. Se xn − yn → 0 per n→∞ allora
lim
n→∞xn = limn→∞ yn
Dimostrazione. La successione (xn) e` crescente e superiormente limitata in quanto verifica la
disuguaglianza xn ≤ y1 per ogni n ∈ N mentre la successione (yn) e` decrescente e inferiormente
limitata in quanto yn ≥ x1 quindi le due successioni convergono e vale
lim
n→∞xn ≤ limn→∞ yn
Il che dimostra la prima affermazione. La seconda e` immediata.
Dal Teorema 10.3 si deduce la convergenza dell’iterazione aritmetico geometrica. Fissati due
numeri positivi 0 < x < y poniamox1 := x, y1 := y,xn+1 = G(xn, yn) = √xnyn, yn+1 := A(xn, yn) = xn + yn
2
(n ∈ N)
Ora dalla disuguaglianza fra media geometrica e media aritmetica (10.1) abbiamo che per ogni
n ∈ N si ha xn ≤ yn e da qui si tra anche che
xn+1 =
√





≤ yn + yn
2
= yn
Dottorato di Ricerca in Metodologia statistica per la ricerca scientifica XXIX ciclo AA 2013/2014 19/08/2014 at 15:34:38
Introduzione alle funzioni speciali 62
Quindi per il Teorema 10.3 (xn) e (yn) sono convergenti. Inoltre
0 ≤ yn+1 − xn+1 ≤ yn+1 − xn = yn − xn
2
e da qui ragionando induttivamente si vede che
0 ≤ yn − xn ≤ y1 − x1
2n
e da qui essendo yn − xn → 0 si deduce che
lim
n→∞xn = limn→∞ yn.
Questo limite dipende dalla scelta dei valori iniziali x1 = x e y1 = y e` la media aritmetico-
geometrica di x e y e lo si denota con il simbolo
agm(x, y)
La media aritmetico geometrica e` collegata alle funzioni speciali. Iniziamo con il seguente
importante risultato
Teorema 10.4. Sia, per a > b > 0






a2 cos2 ϑ+ b2 sin2 ϑ
(10.5)
Allora




Dimostrazione. Cambiamo variabile in (10.5). Posto
t = b tanϑ =⇒ ϑ = arctan t
b
ricordato che:
cos arctan z =
1√
z2 + 1









































inoltre per t→ 0+ si ha u→ −∞ e per t→∞ si ha u→∞ quindi
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Semplificando



































Confrontando (4) con l’ultima relazione ottenuta abbiamo la fondamentale proprieta` di inva-
rianza














abbiamo che T (an+1, bn+1) = T (an, bn) e d’altra parte e` ben vero che, fissati a, b > 0 le due
successioni (an), (bn) convergono ad un limite comune che indicheremo con agm(a, b) e pertanto:
































10.3 Integrale ellittico completo di prima specie
L’integrale (10.5) che definisce il reciproco della media aritmetico geometrica appartiene alla











1− k2 sin2 ϑ
in cui si assume che sia k2 < 1. Il numero k viene chiamato modulo ellittico.
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L’integrale T (a, b) in (10.5) e` un integrale ellittico completo, infatti











































La teoria degli integrali ellittici e` troppo vasta per essere affrontata in questa sede, rinviamo per
esempio a [BF71], [Wal96], [AE06], tuttavia l’integrale ellittico completo e` esprimibile in termini





































Uno dei piu` importanti risultati concernenti gli integrali ellittici riguarda le trasformazioni mo-
dulari: dato un integrale ellittico completo di prima specie lo si puo` sempre trasformare in un
secondo integrale ellittico di modulo diverso, usando quelle che viene, erroneamente dal pun-
to di vista della ricostruzione storica, chiamata trasformazione di Landen13. Dimostriamo per
via ipergeometrica il teorema sulla trasformazione modulare seguendo la bella dimostrazione di
Bruce Berndt [Ber06] pagina 112.








= (1 + k)K(k) (10.9)
13John Landen (1719-1790). Una ricostruzione della storia scientifica della trasformazione modulare con la sua
corretta attribuzione al contributo di Lagrange e Legendre e` esposta in [MSRS12].
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1 + k2 + 2k − 4k sin2 ϕ
(1 + k)2
=
1 + k2 + 2k(1− 2 sin2 ϕ)
(1 + k)2
=
1 + k2 + 2k cos 2ϕ
(1 + k)2
=
1 + k2 + k(e2iϕ + e−2iϕ)
(1 + k)2
A questo punto, calcolando le radici in k dell’equazione k2 + (e2iϕ + e−2iϕ)k + 1 = 0 abbiamo
la scomposizione in fattori (1 + e2iϕk)(1 + e−2iϕk) = k2 + (e2iϕ + e−2iϕ)k + 1. Tenendo conto di




















(1 + ke2iϕ)−1/2(1 + ke−2iϕ)−1/2dϕ
(10.9c)



























































= (1 + k)K(k)
10.5 Integrale ellittico completo di seconda specie











1− x2 dx (10.10)
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L’aggettivo ellittico viene dal fatto che se e` assegnata una ellisse di equazioni parametriche{
x = a cosϕ
y = b sinϕ
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