To prove (2) we use Jacobi's relation
I t**)-^! + »(!)}.
Since the right-hand side of (2) is an analytic function of s for all complex values of s, we use (2) to define f (s) over the whole s-plane. It easily follows from (2) that where £ runs through all primes. Equation (5) follows immediately from the so-called unique factorization theorem of arithmetic, which states that a positive integer can be decomposed into a product of primes in one and only one way.
An address delivered before the Annual Meeting of the Society at New York on December 28, 1949 by invitation of the Committee to Select Hour Speakers for Annual and Summer Meetings; received by the editors December 23, 1950 and, in revised form, December 5, 1951. Equation (4) is the "functional equation" of the zeta function due to Riemann. From (3), (4) , and (5) it easily follows that except for the "trivial" zeros of f(s) at 5= -2, -4, -6, •• -, all the remaining zeros of f (s) lie in the critical strip 0 <<x < 1. In fact it also follows from the Hadamard theory of integral functions that there is an infinity of complex zeros in this strip.
The "Riemann hypothesis," one of the most famous and difficult of unsolved problems today, states that all the nonreal zeros 5 of f (s) satisfy <r = l/2. It can also be stated as follows:
If 1-*-2~*+3-°-4-*+-• • • =0 (0<<r<l), then or -1/2. This follows from the fact that Rademacher and Lehmer hope to substantially extend the range of these calculations. Should these or any authors find a zero off the line <r = l/2, such a discovery would certainly be sensational. It would, however, be a sad thing for mathematics, as it would destroy in one cruel blow the beautiful and harmonious structure which has been built on the assumption of the Riemann hypothesis.
2. On f (5), continued. We owe to A. Selberg the sharpest known estimate on the number of zeros 5 of f (s) with <r = 1/2, O^t^T. Call the number of such zeros N 0 (T). Hardy was the first to prove in 1915 that
No(T) -* 00
[r-00]. Later Hardy and Littlewood sharpened this estimate to
No(T) > cT,
where c is a positive constant independent of T. Selberg proved that
No(T) > cT log T.
Denote by N(T) the number of zeros s of f (s) with 0<<r<l,0St^T. H. von Mangoldt proved Riemann's conjecture that
From the last two relations

No(T)
> c.
N(T)
In his 1943 paper A. Selberg proved more; namely, he proved the following:
Let U^T a , where a>l/2; then there is an A=A(a)>0 and a To = To(a) such that
No(T + U) -N 0 (T) > AU log T (T > T Q )
(p. 46 of Selberg). Let p n denote the nth. prime. Erdös has conjectured that
This would imply
On the Riemann hypothesis A. Selberg proved that
Pn^ X Pn
Denote by N(T) the number of zeros (3+iy of Ç(s) for which 0<7<T, if Z* is not equal to any 7; otherwise we put
It is well known that 
Selberg proved some remarkable theorems about the distribution of the zeros of the functions L(s, x) where xM is a character (mod k).
If \ti\ ^fe 1/4~« and A=A(e) is chosen sufficiently great, at least k/2 of the k -2 different functions L(s, x) (here k is a prime, and the character x is nonprincipal) have a zero in the interval described by
Also the total number of zeros of the functions L(s, x) in the rectangle 0<cr<l, *i<*</i+4/log k is 0(k).
3. On f (s), continued. In some unedited papers left by Riemann (these were in a very untidy state-often with only one side of a formula), Siegel recently found the following result (the proofs were not clear and many details were supplied by Siegel) : nS2.10-
and the coefficients au are fixed by the recursion formula
Here T = j^i/2, a " = o(r»'*«»'«). This formula enables one (theoretically at least!) to obtain rapid approximations to f (s), for example when a = 1/2 and £ is large. The principal term of the semi-convergent series for f (5), namely, was also found by Hardy and Littlewood. In place of Riemann's development of 5, they gave only an upper bound of the absolute value of the "Rest." Siegel says, "Wie stark Riemanns analytische Technik war, geht besonders deutlich aus seiner Ableitung und Uniformung der semikonvergenten Reihe für f (s) hervor." 4. On f (s) 9 continued. We shall now make a few remarks on "Gram's law." These remarks are due to Atle Selberg. Define ê = arg where {-"r(f)},
The function #(/), thus defined, first decreases to a minimum between -2w and -w (when t increases from 0 to 00) and is from this point onward steadily increasing. For large t we have (5) is fundamental for all estimates of 7r(x), the number of primes not exceeding x.
On 7r(x). The equation
Euclid proved that
Legendre and Gauss independently (the latter at a very early age) surmised that
The sign of asymptotic equality
expresses that
Riemann, apparently, developed his whole theory of the function f (s) in an attempt to prove the beautiful relation (6), now known as the Prime Number Theorem. He did not succeed, and it was left to Hadamard and de la Vallée Poussin (independently) to give complete and rigorous proofs of (6). These proofs leaned heavily on properties of f (s). Landau simplified these proofs considerably, using essentially Cauchy's theorem and the fact that f (s) ^Oon the line a = 1 (or in a region slightly to the left of this line). Wiener proved (6) without using Cauchy's theorem, but used f (s) 5*0 for <r = l. It was reserved to Atle Selberg [33] to give a really elementary proof of (6)-a proof which mentions neither the zeta function nor the complex variable. This proof was a great achievement. It rests on Selberg's fundamental lemma, namely,
where ê(x) = E log p.
pu x
This result can be proved very simply. From it one can deduce without much difficulty that
which is equivalent to (6) . Another proof of (6), also based on Selberg^ fundamental lemma, was published by Paul Erdös. 
+ ••• .
In fact the series on the right is convergent for <r>0. One easily proves
For the proof of Dirichlet's theorem it is fundamental that Hl) = £ xW^1 * 0, l where xM is a character (mod k) such that the series is convergent. The L-functions have many properties similar to the zeta function. They can be continued over the whole 5-plane; they possess functional equations ; and the Riemann hypothesis for the L-functions simply states that if L(s, x) =0 for 0<cr<l, then <r = l/2.
It is noteworthy that if one assumes the "extended Riemann hypothesis" (the assumption that the Riemann hypothesis is true for all Dirichlet's L-functions), one proves, as Hardy and Littlewood did, that all large odd numbers are expressible as a sum of three odd primes. Vinogradoff proved this result in 1937 without any assumption.
Even the statement where (x) is a prime ideal.
9. Functions allied to f (s), continued. We shall now consider an entirely different type of L-series whose introduction into numbertheory has had astounding results. For an account of these see Davenport [15] .
Let fi(x) f • • • , f r (x) be any polynomials with integer coefficients, p a prime. We define a normalized polynomial as a polynomial with integer coefficients whose highest coefficient is 1. Further (ƒ, g), the resultant of ƒ and g, is defined as n/(*), where 0 runs over the roots of g(x) = 0.
We then define p* p2* p(K-~l)9
where
where the x' s are characters (mod £), i£ = sum of degrees of the ƒ s which are irreducible (mod p), and the summation is over all normalized polynomials of degree v (in the definition of <r" above).
These L-functions also have a functional equation and a Riemann hypothesis which André Weil proved. However, the proof is exceedingly difficult, and assumes a knowledge of the recent treatment of algebraic geometry which is due to André Weil himself.
In the special case r = l, fi = x z -\-ax+b, we obtain 10. Some unsolved problems. In this section we collect together a few problems of interest whose solution depends on the theory of different types of zeta functions.
(1) Let J be a positve integer; let fin) have the period k, i.e.,
let fix) be a number-theoretic function; suppose further that not all fin) are 0 ; then £M"o n-i n whenever the series is convergent.
This problem was suggested by Paul Erdös. If true, it naturally includes a result like due to Dirichlet. Here Q is Legendre's symbol. I proved this under the assumptions ƒ (x) = -ƒ( -#), & = a prime, (k -1)/2 =a prime. Professor Siegel, to whom I showed my proof, proved the result under only the first of the above three assumptions, namely, whenever
REMARK. The condition for the convergence of our series is of course It is also known (Heilbronn and Linfoot) that there is at most one more negative d with hid) = 1. This -d must necessarily be a prime p of the form 8k+3. Chowla and Selberg [14] proved that for such a prime p we would have 00 / n \ r( 7 )«-»'<o ; so that the "extended Riemann hypothesis" would certainly be false! Another interesting way of stating the conjecture that h(d) = 1 has no tenth solution with d<0 is the following (which I have not seen before).
If p is a prime =3 (8), greater than 163, then we can write This problem is due to Ankeny and Chowla. It has been communicated to several mathematicians, and it appears that the answer is probably in the affirmative, but a proof seems difficult. The problem actually arose in a question concerning zeta functions.
(4) There are infinitely many primes which do not divide a given irreducible polynomial of degree n^2 with integer coefficients.
Professor Siegel, to whom I showed this problem, gave a proof which depends on the theory of the Dedekind zeta function. It does not seem easy to give an "elementary" proof, in particular one which avoids infinite series. 
