Abstract. In this paper we propose a method for learning the reasons why groups of consumers prefer some food products instead of others of the same type. We emphasize the role of groups given that, from a practical point of view, they may represent market segments that demand different products. Our method starts representing in a metric space people preferences; there we are able to define similarity functions that allow a clustering algorithm to discover significant groups of consumers with homogeneous tastes. Finally in each cluster, we learn, with a SVM, a function that explains the tastes of the consumers grouped in the cluster. Additionally, a feature selection process highlights the essential properties of food products that have a major influence on their acceptability. To illustrate our method, a real case of consumers of lamb meat was studied. The panel was formed by 773 people of 216 families from 6 European countries. Different tastes between Northern and Southern families were enhanced.
Introduction
Consumer preferences for food products address the strategies of industries and breeders, and should be carefully considered when export and commercial policies are designed. In this paper we present a method to deal with data collected from panels of consumers in order to discover groups with differentiated tastes; these groups may constitute significant market segments that demand different kinds of food products. Additionally, our approach studies the factors that contribute to the success or failure of food products in each segment.
From a conceptual point of view, the panels are made up of untrained consumers; these are asked to rate their degree of acceptance or satisfaction about the tested products on a scale. The aim is to be able to relate product descriptions (human and mechanical) with consumer preferences. Simple statistical methods can not cope with this task. In fact, this is not a straightforward task; the reason is that when we are aiming to induce a function that maps object descriptions into ratings, we must consider that consumers' ratings are just a way to express their preferences about the products presented in the same testing session. Additionally, it is necessary to realize that numerical ratings do not mean the same for all the people, the scales used may be quite different. Discussions about ratings and preferences can be found in [1] , in the context of food preferences in [2, 3, 4] .
To illustrate our method, we used a data set that collects the ratings of a panel of lamb meat consumers. Let us recall that the world market for this meat is quite important; in fact, among all meats, lamb meat is the most internationally traded, 15% of total world production is exported.
The panel studied was formed by 216 European families, from 6 countries, that ordered, according to their preferences, 12 kinds of lambs [5, 6] . The purpose of the study was to discover what features of lambs may explain why significant groups of consumers prefer some lamb types. Thus, we start looking for significant clusters of families with similar tastes.
The main assumption behind the approach presented in this paper is that we are able to map people's preferences into a metric space in such a way that we can assume some kind of continuity. In the case of lamb meat panel, the mapping can be simply given by a ranking vector of lamb types provided by each consumer or family of consumers. However, this is not the general case. Thus, we extended the method proposed here to situations where the size of the sample of food prevents panellist from testing all products. We must take into account that usually we can not ask our panellist to spend long periods of time rating the whole set of food samples. Typically, each consumer only participates in one or a small number of testing sessions, usually in the same day. Notice that tasting a large sample of food may result physically impossible, or the number of tests performed would damage the sensory capacity of consumers. In this case we will codify people preferences by the weighting vector of a linear function in a high dimensional space; the space where we represent the descriptions of food products. Thus, the similarity is defined by means of the kernel attached to the representation map. This approach has been successfully applied in [7] .
Once we have people's preferences represented in a metric space, and we have defined a similarity function, then we use a clustering algorithm. Although there are other possibilities, we used the nonparametric hierarchical clustering algorithm of Dubnov et al. [8] that uses a proximity matrix of pairwise relations that directly captures the intention of the similarity functions. Then in each cluster, we learn a ranking function from the descriptions of each object involved in testing sessions; so we will be able to explain why the group of consumers of the cluster prefers some kind of products instead of others. Moreover, a feature selection algorithm will point out the essential characteristics that make the difference between success and failure in the market segment that clusters represent.
The paper is organized as follows. In the next section we describe how it is possible to measure similarities between preference criteria of two consumers. In the third section we explain the clustering algorithm used. The last section is devoted to report the results achieved in the case of the data from the panel of European lamb meat consumers. We spell out the steps followed by our method in this real world case, and we review the implications both to lamb breeders and to designers of future commercial strategies.
Computing distances between preference criteria
This section is devoted to show how preference criteria of consumers can be mapped into a metric space where it is possible to define a similarity measure. We distinguish two situations. In the first one, each consumer already provides a ranking vector, while we require a kernel based method in the most general case.
When everybody tastes everything: using explicit rankings
In some cases, we have situations where there are a fixed set of food items that each tester can order in a ranking of preferences. Then, the similarity of tester preferences can be straightforward measured. In this section we analyze one of these cases, the data collected on a large panel of European families testing 12 different types of lambs.
Both lambs and families were selected from 6 different countries: Greece, Italy, and Spain (Southern countries in the European Union), and France, Iceland, and United Kingdom (Northern countries). A total of 36 families in each country rated each lamb sample (a total of 216 families); we considered the average rating of each family as the unit expression of their preferences; a total of 773 people were involved in the panel. The decision of averaging the ratings into each family is justified on [5] , where it was noticed that there is more agreement in the rates between individuals within a household than between households; that means that there exists an important effect that might be called family halo in people's gastronomic preferences.
The panel was asked to rate several aspects of lamb meat on a numerical scale from 0 to 100; however, we are only going to deal with their overall judgement. Testing was done over a period between 3 and 6 months depending of the country. Each family received 12 hind leg joints (one from each lamb type), and they were asked to roast the joints using their own cooking criteria. It is important to notice that 108 lambs per type were used, what means 1296 animals, and 2592 hind legs. The sample is a quite wide range of lamb covering different breeds, diets, age at slaughter and weights of carcass; see Table 1 for more details. The preferences expressed by each family were summarized by the ranking of lamb types ordered according to their rates. Then, the similarity of the preferences of two families was computed as the number of pairs where both rankings coincide in their relative ordering; in this case, an integer from 0 to 66. In symbols, if r 1 and r 2 are two rankings, we define
where LT is the set of lamb types; 1 (p(x)) returns 1 when p(x) is true and 0 otherwise; and r i (t j ) stands for the ordinal number of lamb type t j in ranking r i .
In a general case: using ranking functions
In this section we deal with a more general case (see [7] ) than that of lambs spelled out in the previous section. Now we assume that the consumers involved in a panel can be divided into sociological categories or units, and that each person has rated a limited number of samples in one or a few sessions. Therefore it is not straightforward to compute a ranking of food products for each unit. Instead of that, we are going to induce a function able to captures somehow the criteria used to express unit preferences. Then we will manage to define similarities in the space of those functions.
Although there are other approaches to learn preferences, following [9, 10, 11] we will try to induce a real preference, ranking, or utility function f from the space of object descriptions, say R d , in such a way that it maximizes the probability of having f(x) > f(y) whenever x is preferable to y; we call such pairs, preference judgments. This functional approach can start from a set of objects endowed with a (usually ordinal) rating, as in regression; but essentially, we only need a collection of preference judgments.
When we have a set of ratings given by members of a unit u, we most take into account the session where the ratings have been assessed [2, 4] . Thus, for each session we consider the average of all ratings given by members of the unit to each sample presented in the session; then we include in the set of preference judgments PJ u the pairs (x, y) whenever the sample represented by x had higher rating than the sample represented by y. In this way, we can overcome the batch effect: a product will obtain a higher/lower rating when it is assessed together with other products that are clearly worse/better. In fact, if we try to deal with sensory data as a regression problem, we will fail [3] ; due to the batch effect, the ratings have no numerical meaning: they are only a relative way to express preferences between products of the same session.
In order to induce the ranking function, we can use the approach presented by Herbrich et al. in [9] . So, we look for a function
Then, the ranking function
Given the set of preference judgments PJ u , we can specify F u by means of the constraints
Therefore, PJ u gives rise to a set of binary classification training set
Nevertheless, a separating function for E u does not necessarily fulfill (2). Thus, we need an additional constraint about the antisymmetrical role that we require for the objects of E u entries. So, if we represent each object description x in a higher dimensional feature space by means of φ(x), then we can represent pairs (x, y) by φ(x) -φ(y). Hence, a classification SVM can induce the function of the form:
where <x, y> stands for the inner product of vectors x and y; SV u is the set of support vectors, notice that they are formed by two d-dimensional vectors ) , (
while the scalars z s represent the class +1 or -1. Trivially, F u fulfils the condition (2) . Notice that if k is a kernel function defined as the inner product of two objects represented in the feature space, that is, k(x, y) = <φ(x), φ(y)>, then the kernel function used to induce F u is
Usually it is employed a linear or a simple polynomial kernel; that is, k(x, y) = 〈x, y〉, or k(x, y) = (〈x, y〉+ c) g , with c = 1 and g = 2.
Once we have a function F u for a unit u fulfilling (2), then a utility function f u is given by
Therefore, f u can be represented by the weight vector w u in the higher dimensional space of features such that
where ( )
Now we only need to define the distance of unit preferences. Given that preferences are codified by those weighting vectors, we define the similarity of the preferences of units u and u' by the cosine of their weighting vectors. In symbols, Given that this definition uses scalar products instead of coordinates of weighting vectors, we can easily rewrite (10) in terms of the kernels used in the previous derivations. The essential equality is:
Generalizing preferences from consumers to groups
Once we have defined a reasonable similarity measure for preference criteria, we proceed to look for clusters of consumers with homogeneous tastes. In principle, we could use any available clustering algorithm. However, we avoided those methods, like k-means, that require frequent recomputations of the centroids of each cluster. The reason is that the updating of (11) would result very uncomfortable. Additionally, we need a mechanism able to estimate a reasonably number of clusters directly from the data, without any explicit manual intervention.
Hence, we applied a nonparametric pairwise algorithm of Dubnov et al. [8] , although this is not probably the only possibility. The following paragraphs sketch a description of this algorithm as we used it in the experimental results reported in the last section.
The clustering algorithm
Let S = (s ij ) be a square matrix where s ij stands for the similarity between data points i and j; in our case, data points are the vectorial representation of the preference criteria of consumer units, and similarities are given by equations (1) or (10) . In the following, S will be called the proximity matrix.
The matrix S is transformed iteratively, following a two step procedure that makes it to converge to a binary matrix, yielding a bipartition of the data set into two clusters. Then, recursively, the partition mechanism is applied to each of the resulting clusters represented by their corresponding submatrices. To guarantee that only meaningful splits take places, Dubnov et al. [8] provide a cross validation method that measures an index that can be read as a significance level; we will only accept splits in which the level is above 95%.
The basic iterative transformation uses the following formulae to go from iteration t to t+1: The first step gives rise to (p ij ) normalizing the columns of the proximity matrix using the L ∞ norm; then the proximities are re-estimated using the Jensen-Shannon divergence. The idea is to formalize that two preference criteria are close (after these two steps) if they were both similar and dissimilar to analogous sets of criteria before the transformation.
This method of clustering preference criteria is quite different from a work presented in [12] . That approach is based on the estimation of learning errors in the data sets of groups; therefore, the method requires a lot of data available, what make difficult its use when we are dealing with sensory data since the amount of data available is usually very scarce. Additionally, that method is a bottom-up clustering algorithm which tends to produce many clusters. In sensorial analysis applications, we don't expect that many market segments exist, so a top-down clustering is more adequate.
The preference function of groups
Given a set of clusters {Cluster(j): j = 1:n}, we have to explain the reasons that make people of each cluster to have those similar criteria that make them different from people of other clusters. The best way to achieve this is to induce a preference function using product descriptions. The learning algorithm is the SVM explained in section 2.2, but notice that now instead of using the preference judgments PJ u sets of individual units, we consider for each cluster the union
The preference functions (see equation (7)) will be useful for two different things. First, we can compute the average ranking of the cluster, and the estimation of the ranking position of future products given their descriptions. Second, we can determine the influence of each feature that describes food products in the acceptability by consumers of the market segment represented by clusters. Therefore, we will be able to design policies to improve the acceptability by different kinds of consumers.
Feature influence analysis is not a straightforward task and it must be handled with care to obtain useful results. Different approaches must be used depending if we deal with linear or non-linear functions [13, 14, 15, 16] . For the aims of this paper, we use adaptations of these selection algorithms to preference learning [2, 4, 11] . Fig. 1 . Trace of the clustering algorithm. In each node we report the total number of families, the number of families of each country, and the sum of families from Southern and Northern European countries
Experimental results
In this section we report the results obtained with the data base of the European lamb panel. As was described in section 2.1, the distances between the preferences of two families was computed as the number of pairs with a disagreement in their relative order. The clustering algorithm [8] returns the tree of 4 leaves depicted in Figure 1 . All split nodes achieved a high confidence level: 100%, 95% and 97% respectively from top to bottom. Clusters 1 and 4 are the biggest; they sum 105 and 53 families, while the other two clusters represent minority market segments of 28 and 30 families each. The rankings of lamb types that capture the preferences of each cluster are reported at Table 2 .
The degree of consensus achieved into the clusters can be estimated by the cross validation error of the classification SVM used to compute the rankings of each cluster when we merged the preference judgments of all families involved. In this case, each lamb type was described by 98 attributes reporting the data included in Table 1 , chemical and physical properties of the meat, and a sensory description given by a set of trained experts. The cross validation estimations for these errors are, for cluster 1 to 4, 29.25%, 35.59%, 30.94%, and 36.64%, respectively. It is important to notice here that if, for each pair of lambs, we choose the most frequent relative ordering in each cluster, then the number of disagreements would be, 28.52%, 30.02%, 29.32%, and 32.31%, respectively in the four clusters. Therefore, the estimation of accuracy of the preferences functions induced is quite high.
Additionally, the processes of preference learning provide us the scores reported in Table 2 ; they are computed as the normalized values (in the range [0, 100]) returned by the corresponding ranking functions f u (equation 7) of the clusters. These values can be interpreted as the average ratings into the clusters, but considering the individual ratings just as preference judgments instead of numeric values. Table 2 . . Composition and rankings for each cluster. We report the number of families from South and North European countries. The ranking of lamb types is shown by columns; cells shaded correspond to types with a country of origin in the South of Europe; the score column gives the normalized (between 0 and 100) outputs of the ranking function (learned for the corresponding cluster) in each lamb type 
Implications for lamb markets and breeders
In general, it is well known that meat qualities are mainly the result of a set of complex factors somehow inherent in animal's breed, rearing system, and feeding background. With the panel available, we can try to quantify these biological complexities with the additional difficulty of measuring meat qualities through the sensorial appreciations of people with different geographical extractions. In this sense, there are several conclusions that can be drawn from Table 2 . First, we observe that the lamb type of code 11, the oldest and heaviest (see Table 1 ), divides the preferences of clusters; so while in clusters 1 and 4 this lamb type is the least appreciated, on the other two clusters, it is the most appreciated lamb type. This is a lamb with a very strong flavor and odor what arouses vivid reactions.
However, the most striking result is that the most representative clusters arrange the majority of families from Southern and Northern European countries respectively. Moreover, lamb types with origin in southern countries are the most appreciated in Southern countries, and the same happens if we refer to Northern countries and lambs. Most people like best the kind of lambs that they are used to eat at home. In other words, European lamb consumers seem to be very influenced by their culinary and cultural background.
To illustrate this point, we only have to observe the opposite role played by the sequence of lamb types 4, 3, and 12. While they occupy the leading positions in the mainly Southern cluster 1; they are relegated to the bottom of the list in the cluster of the mainly Northern families (clusters 4 and 3). These lamb types are the lightest (if we exclude the type 7) with a milk and concentrate diets.
Another important source of information is the relevancy of the features that take part in the learning process. In this case, the most relevant descriptors of lamb types in each cluster ranking are phospholipids (php) fraction, and neural lipid (nl) fatty acids fraction. However, from a practical point of view this information is not directly practicable; since it is not obvious at all how we can improve the php or the nl of lambs. Notice that the term 'improve' is a relative expression in this context, since its exact meaning depends on the cluster.
The question is what visible lamb features can be identified with people's preferences? Or how can a breeder produce lambs for a given market segment? To answer these questions we have to realize that there are some features like age, weight, and feeding, that are easily modifiable by breeders. Moreover, using only these features and their products, it is possible to explain the rankings of each cluster. Thus, these features are not only visible and modifiable, but they content also enough information so as to approach a guide to breeders and designers of marketing strategies. Table 3 reports the contribution of these features to the ranking of each cluster. To obtain these data, from the preference judgments expressed by the ranking of each cluster, we built one classification training set. Each lamb type (see Table 1 ) was described using 5 features: age, weight, and 3 binary features, one to describe if the feeding background was or not milk, another for grass, and a third one for concentrate. Then if t 1 was preferred to t 2 , we included t 1 -t 2 with class +1, and t 2 -t 1 with class -1 in the corresponding training set. Notice that each of these training sets has 132 examples.
According to section 2.2, the coefficients of the hyperplane that separates the positive and negative classes are the weights of the features in the ranking function: a computational model of the preferences of the cluster. In Table 3 we report the signs of these coefficients. Notice that there is not any feature with the same sign in all clusters. On the other hand, we observe that the differences in sign from cluster 1 to the other 3 is the biggest of any single cluster; this would explain, from another point of view, the clustering distribution proposed by the algorithm of Dubnov et al. [8] . The split of clusters 2, 3 and 4 can even be conjectured from their sign distributions.
In addition to sign we include in Table 3 , the order of relevancy of each of the features. Here we used a procedure based on the Gram-Schmidt orthogonalization, see [16] . The information provided by this ordering allows us to gain insight into the strength of the features of lamb types when they are used to explain the preferences of a cluster.
From cluster 1 and cluster 4, related with South and Northern families respectively, we observe as in the South young animals, with small slaughter weight, reared with milk or concentrate are preferred. Whereas in the North countries, grass or concentrate fed lambs, with high carcass weights, are the most appreciated. These results are related with the culinary habits of the consumers, as was pointed out in [17] ; additionally, the results justify the idea that it is necessary to produce lamb meat taking into consideration the destination market.
Conclusions
In this paper we propose a method for learning the reasons why groups of consumers prefer some food products instead of others of the same type. To illustrate our method, a real case of consumers of lamb meat was studied and we pointed out some practical conclusions that can allow breeders to design policies to improve the acceptability of lamb meat by different market segments.
The proposed method stresses that it is possible to map with continuity people's preferences into a metric space, where it is possible to compute the similarity between preference criteria. In this context we distinguish two kinds of situations: i) all consumers rate all products, then the similarity is computed as the number of preference judgements pairs where their rankings coincide; and ii) each consumer only rates some products of the sample, then we codify their preferences by linear functions in a high dimensional space and compute the similarity between these ranking functions by means of a kernel based method.
Once we have a reasonable similarity measure for preference criteria, the main goal is to discover different groups of consumers (or market segments) and explain why consumers of each group prefer some kind of products. For this purpose, we use three learning tools: i) to group people with similar preferences, a hierarchical clustering algorithm that directly captures the intention of the similarity functions using a proximity matrix of pairwise relations; ii) a SVM algorithm to learn preferences functions using the descriptions of the products; and iii) a feature selection algorithm to point out the essential characteristics that make the difference between success and failure in the market segment that each cluster represents.
