We investigate the inside structure of one-dimensional reaction-diffusion traveling fronts. The reaction terms are of the monostable, bistable or ignition types. Assuming that the fronts are made of several components with identical diffusion and growth rates, we analyze the spreading properties of each component. In the monostable case, the fronts are classified as pulled or pushed ones, depending on the propagation speed. We prove that any localized component of a pulled front converges locally to 0 at large times in the moving frame of the front, while any component of a pushed front converges to a well determined positive proportion of the front in the moving frame. These results give a new and more complete interpretation of the pulled/pushed terminology which extends the previous definitions to the case of general transition waves. In particular, in the bistable and ignition cases, the fronts are proved to be pushed as they share the same inside structure as the pushed monostable critical fronts. Uniform convergence results and precise estimates of the left and right spreading speeds of the components of pulled and pushed fronts are also established.
Introduction
In this paper, we explore the spatial structure of traveling wave solutions of some reaction-diffusion equations. Namely, we consider the following one-dimensional reaction-diffusion model:
where u(t, x) ∈ [0, 1]. This equation arises in various scientific domains of application, namely, population dynamics where the unknown quantity u typically stands for a population density [9, 10, 16, 29, 35] , chemistry [7, 12] , and combustion [4] . In the context of population dynamics, f (u) corresponds to the population's growth rate. The nonlinear growth term f in (1.1) is assumed to satisfy and to be either of the monostable, bistable or ignition type:
front. This means that the front is pushed from behind by the nonlinear growth rate in the nonlinear front region itself. A substantial analysis which is not restricted to the monostable case and which relies on the variational structure and the exponential decay of the fronts for more general gradient systems has been carried out in [27, 28] .
In the present paper, we use a completely different and new approach, which we believe to be simpler and more intuitive, by analyzing the dynamics of the inside structure of the fronts. The results we obtain on the large-time behavior of the components of the fronts in the moving frame and in the whole real line (the precise statements will be given below) shed a new light on and are in keeping with the pulled/pushed terminology in the monostable case as well as with the fact that the bistable or ignition fronts can be viewed as pushed fronts. Even if more general equations or systems could have been considered, we present the results for the one-dimensional equation (1.1) only, for the sake of simplicity and since this simple one-dimensional situation is sufficient to capture the main interesting properties of the spatial structure of the fronts (however, based on the results of the present paper and on some recent notions of generalized transition waves, we propose in Section 2.2 some definitions of pulled and pushed transition waves in a more general setting).
Let us now describe more precisely the model used in this paper. Following the ideas described in [18, 19, 41] , we assume that the fronts are made of several components and we study the behavior of these components. Namely, we consider a traveling wave solution u(t, x) = U (x − ct) of (1.1), where the profile U satisfies (1.3) and c is the front speed, and we assume that u is initially composed of different groups (υ i 0 (x)) i∈I such that, for every i ∈ I, Moreover, all groups υ i are assumed to share the same characteristics in the sense that they diffuse and grow with the same manner inside the front u(t, x), see [18, 19, 41] . This means that the diffusion coefficient of each group is equal to 1 and that the per capita growth rate of each group depends only on the entire population and is the same as that of the global front, namely
g(u(t, x)) := f (u(t, x)) u(t, x)
for all t ≥ 0 and x ∈ R.
In other words, the groups (υ i (t, x)) i∈I satisfy the following equation: Of course it follows from the uniqueness of the solution that u(t, x) = i∈I υ i (t, x) for all t > 0 and x ∈ R, which implies that the per capita growth rate g(u(t, x)) = g i∈I υ i (t, x) could be viewed as a coupling term in the system (1.5). The following inequalities also hold from maximum principle 0 < υ i (t, x) ≤ u(t, x) < 1 for all t > 0, x ∈ R and i ∈ I. (1.6) Because the components υ i in (1.5) have identical growth and dispersal characteristics, we only have to focus on the behavior of one arbitrarily chosen component υ i -we call it υ in the sequel -to understand the behavior of all the components. This is in sharp contrast with standard competitive systems such as the model of competition between a resident species and an invading species for large open space mentioned in [35] (see Section 7.2), where usually one of the elements is in some sense stronger than the other one and thus governs the propagation. Even if the equation (1.1) is homogeneous and the system (1.5) is linear, one of the main difficulties in our study comes from the fact that a space-time heterogeneity is present in the per capita growth rate g(u(t, x)) of each element. It turns out that this heterogeneity does not fulfill any periodicity or monotonicity property. Comparable problems have been studied in [6, 20, 21] . In these papers, the authors have considered a reaction term of the form f (x−ct, υ), where the function υ → f (x, υ) is of the monostable or bistable type for every x and is nonpositive for υ large enough uniformly in x. These properties are not fulfilled here by the function (t, x, υ) → g(u(t, x)) υ. For instance, if the reaction term f is of type (A), then g(u(t, x)) is always positive. Actually, we prove that the behavior of the groups υ i mainly depends on the type of f , as well as on the initial condition. The next section is devoted to the statement of our main results. We begin by recalling some asymptotic properties of the solution U (y) of (1.3), as y → +∞. Then, the evolution of the density of a group υ solving (1.5) is described in two theorems. Theorem 1 deals with the monostable pulled case and Theorem 2 deals with the monostable pushed case and the bistable and ignition cases. These results show striking differences between the composition of the fronts in the pulled and pushed cases. They lead us to propose new notions of pulled and pushed transition waves in a general setting. The proofs of our results are detailed in Sections 3 and 4.
Main Results
Let u(t, x) = U (x−ct) be a traveling wave solution of (1.1) associated to a front (c, U ) solving (1.3), where f is either of type (A), (B) or (C). In order to understand the dynamics of a component υ solving (1.4)-(1.5), inside the traveling wave solution, it is natural to make the following change of variables:
The functionυ corresponds to the solution υ in the moving reference at speed c and it obeys the following equation:
Thus, the equation (1.5) which contains a space-time heterogeneous coefficient reduces to a the reactiondiffusion equation with a spatially heterogeneous coefficient g(U (x)), which only depends on the profile U of the front. As we will see, the leading edge of U, and therefore its asymptotic behavior as x → +∞, plays a central role in the dynamics of the solutions of (2.7). Before stating our main results, we recall some useful known facts about the asymptotic behavior of the fronts.
Monostable case (A).
On the one hand, a pulled critical front (c * , U ), whose speed c * satisfies c * = 2 f ′ (0), decays to 0 at +∞ as follows [1, 2] : 
then A > 0. On the other hand, a pushed critical front (c * , U ), whose speed c * is such that c * > 2 f ′ (0), satisfies the following asymptotic property:
Thus, the asymptotic behavior of a monostable critical front does depend on its pulled/pushed nature. Lastly, a super-critical front (c, U ), where c satisfies c > c * , also decays at an exponential rate slower than c/2:
as y → +∞, (2.10)
Bistable case (B).
If follows from [1, 2, 13] that the unique front decays to 0 at +∞ as follows: where A > 0. We notice that the asymptotic behaviors as y → +∞ of the fronts in the monostable pushed critical case and the bistable and ignition cases are quite similar. In all cases, the exponential decay rate is faster than c/2, where c is the speed of the front. Let us now state our main results.
The inside structure of the fronts
We first investigate the case where the nonlinearity f is of the monostable type (A) and (c, U ) is a pulled front. 
1 Notice that the max in (2.14) is reached from (1.6) and the continuity of υ(t, ·) for all t > 0.
In other words, any single component υ of the pulled front u, which initially decays faster than the front itself, in the sense of (2.13), cannot follow the propagation of the front. In particular, the formula (2.14) implies that υ(t, x + ct) → 0 uniformly on compacts as t → +∞. (2.15)
The conclusion of Theorem 1 holds if υ 0 is of the type υ 0 ≡ U 1 (−∞,a) or more generally if υ 0 satisfies (1.4) and its support is included in (−∞, a) for some a ∈ R. This means that the propagation of the traveling wave u(t, x) = U (x − ct) is due to the leading edge of the front. This characterization agrees with the definition of pulled fronts proposed by Stokes [37] . It is noteworthy that pulled critical fronts and supercritical fronts share the same inside structure. Note that (2.14) also implies that υ cannot propagate to the right with a positive speed, in the sense that max
for all ε > 0. Actually, under some additional assumptions on υ 0 , which include the case where υ 0 is compactly supported, a stronger uniform convergence result holds:
Proposition 1 Under the assumptions of Theorem 1, and if υ 0 satisfies the additional condition
In the pushed case, the dynamics of υ is completely different, as shown by the following result: 
where
From (2.9), (2.11) and (2.12), p(υ 0 ) is a well defined positive real number. Theorem 2 is in sharp contrast with Theorem 1. Indeed, formula (2.18) in Theorem 2 implies that any small group inside a pushed front is able to follow the traveling wave solution in the sense
(2.21)
The conclusion (2.21) holds even if υ 0 is compactly supported. This formula means that an observer who moves with a speed c will see the component υ approach the proportion p(υ 0 ) of the front U . Thus, at large times, the front is made of all its initial components υ i 0 defined in (1.4), each one with proportion p(υ i 0 ). In other words the front is pushed from the inside. Theorem 2 also shows that the inside structure of the pushed monostable critical fronts and of the bistable and ignition fronts share the same dynamics.
The second formula (2.20) in Theorem 2 shows that the left spreading speed of the group υ inside the front is at least equal to 0 in the reference frame. More precisely, the group spreads over intervals of the type (α √ t, x 0 + ct) for all α ∈ R and x 0 ∈ R. In fact, the next proposition proves that, if the initial condition υ 0 is small at −∞, then the solution υ spreads to the left with a null speed in the reference frame in the sense that υ is asymptotically small in any interval of the type (−∞, α √ t) for −α > 0 large enough: 
Notice that without the condition (2.16), the conclusion (2.22) may not hold. Take for instance υ 0 ≡ U, then υ(t, x) = U (x − ct) for all t ≥ 0 and x ∈ R, and sup x≤α √ t υ(t, x) = 1 for all α ∈ R and t ≥ 0.
Remark 1 a) One can observe that in the pulled case the function x → U (x)e cx/2 does not belong to
, from (2.8) and (2.10). Thus, we can set p(υ 0 ) = 0 for any compactly supported initial condition υ 0 satisfying (1.4). From Theorems 1 and 2, we can say with this convention that for any monostable reaction term f and any compactly supported υ 0 fulfilling (1.4), the solution υ of (1.5) is such that 
The minimal speed c * a is given by [17] 
Thus, if a ∈ [0, 2], the critical front U a associated with f a is pulled (c *
). Up to shift, one can normalize U a so that U a (0) = 1/2 for all a ≥ 0. A direct computation shows that if a ≥ 2 then the profile of U a is then given by
where κ a = a/2. It is easy to check that, if a > 2, then the function 
Thus, with the convention p(υ 0 ) = 0 in the pulled case, this shows the proportion p(υ 0 , a) is right-continuous at a = 2, which corresponds to the transition between pushed fronts and pulled fronts.
Notions of pulled and pushed transition waves in a more general setting
Our results show that the fronts can be classified in two categories according to the dynamics of their components. This classification agrees with the pulled/pushed terminology introduced by Stokes [37] in the monostable case and shows that the bistable and ignition fronts have same inside structure as the pushed monostable fronts. This classification also allows us to define the notion of pulled and pushed transition waves in a more general framework. Let us consider the following reaction-dispersion equations: 
and uniformly positive, the fractional Laplacian, and the integro- 
= +∞ for all t > 0, and 3) for all ε > 0 there exists M > 0 such that for all t ∈ (0, +∞) and
where d is the classical distance between subsets of R. The wave u for problem (2.23) is also assumed to have a limit u(0, ·) at t = 0 (usually, it is defined for all t ∈ R, and f and p + are defined for all t ∈ R as well). In the case of Theorems 1 and 2, the travelling front u(t, x) = U (x − ct) is a transition wave connecting 0 and p + = 1, the interface Γ t can be reduced to the single point Γ t = {x t } = {ct} and the two subsets Ω ± t can be defined by Ω − t = (x t , +∞) and Ω + t = (−∞, x t ) for all t > 0.
Definition 1 (Pulled transition wave)
We say that a transition wave u connecting 0 and p + is pulled if for any subgroup υ satisfying
24)
there holds sup 
The description of pulled fronts
We first prove the annihilation of υ in the moving frame, that is property (2.15). Then we prove the result (2.14) of Theorem 1 and the result (2.17) described in Proposition 1 under the additional assumption (2.16). The proof of (2.15) draws its inspiration from the front stability analyzes in [33, 34, 39] and especially from the paper of Eckmann and Wayne [11] . It is based on some integral estimates of the ratio r =υ/U in a suitable weighted space. The proofs of (2.14) and (2.17) are based on the convergence result (2.15) and on the maximum principle together with the construction of suitable super-solutions.
Local asymptotic extinction in the moving frame: proof of (2.15)
Let f be of type (A) and let (c, U ) denote a pulled front satisfying (1.3) , that is c is such that either c = c
Let υ be the solution of (1.4)-(1.5) satisfying the condition (2.13) and let us setυ(t, x) = υ(t, x + ct) for all t ≥ 0 and x ∈ R. The functionυ solves (2.7), while (1.6) implies that
Then, let us define the ratio
The function r is at least of class C 1 with respect to t and of class C 2 with respect to x in (0, +∞) × R. It satisfies the following Cauchy problem:
Lemma 1 There exists a constant k > 0 such that
Proof. The proof uses standard elementary arguments. We just sketch it for the sake of completeness. If we set q = U and p = U ′ , then ψ ′ = c + 2p/q and
Here we use that q ′ = p
is bounded. Thus we only need to bound p/q. Proposition 4.4 of [2] implies that either p/q → −c/2 at +∞ if c = c
since p/q → 0 at −∞ and p/q is continuous, we conclude that p/q is bounded, which proves Lemma 1.
Let us now define a weight function σ as follows:
Since U satisfies the asymptotic properties (2.8) or (2.10), one has lim inf x→+∞ σ(x) > 0. A direct computation shows that
In order to lighten the proof, we introduce some norms associated to the weight function σ:
where the supremum is understood as the essential supremum, and we define the standard L 2 (R) and L ∞ (R) norms as follows:
Notice that the hypothesis (2.13) implies that r(0, ·) is in the weighted space
which is a Hilbert space endowed with the inner product
Lemma 2 The solution r of the linear Cauchy problem (3.28) satisfies the following properties:
and, for any constant
Proof. We first set some properties of the operator L in the Hilbert space
, where w ′ and w ′′ are the first-and second-order derivatives of w in the sense of distributions. The domain
This equation can be solved by approximation (namely, one can first solve the equation
, then show that the sequence ( w n H 2 σ (−n,n) ) n∈N is bounded and thus pass to the limit as n → +∞ to get a solution w). Moreover, the operator L is symmetric since
Since L is maximal, monotone and symmetric, it is thus self-adjoint. Then, since υ 0 is in L 
Let K be a positive constant satisfying K ≥ |ψ ′′ | ∞ + 1. We define the function Z as follows:
The functions W and Z are of the class C ∞ on (0, +∞) and W is continuous on [0, +∞). Since r satisfies (3.28) and (3.31) and σ obeys (3.29), we get that
for all t > 0. On the other hand, since r satisfies (3.31), there holds
for all t > 0. One can also observe that, for all t > 0,
Notice that all above integrals exist and all integrations by parts are valid from the density of C 
for all x ∈ R. Thus, the last integral in (3.32) is bounded from above by
Then, for all t > 0,
from the choice of K. The proof of Lemma 2 is thereby complete. 
On the other hand, for all t > 0, there holds
Using Cauchy-Schwarz inequality, we can see that the first term goes to 0 as t → +∞ since ∂ x r(t, ·) 2 goes to 0 and r(t, ·) 2 is bounded. If σ ′ were nonnegative on R, we could drop the modulus in the second term and then, integrating by parts, we would get as above that r
However, the function σ ′ may not be nonnegative on R. Let us now prove that r 2 (t, ·) ∞ still goes to 0 as t → +∞ in the general case. First, since ψ ′ is bounded from Lemma 1 and σ(x) ∼ e cx as x → −∞, there Finally, in all cases it is possible to construct a constant S > 0 and a function ρ ∈ C 1 (R) such that ρ ′ ≥ 0 on R and
The norms associated to ρ are equivalent to those defined by σ. Then, denoting
and w ρ,∞ = sup x∈R |ρ(x)w(x)|, and applying equation (3.33) to these norms, one infers that
for all t > 0. Since r(t, ·) 2 is bounded and ∂ x r(t, ·) 2 → 0 as t → +∞, it follows that
Moreover, (3.27) implies that for all A ∈ R, where we recall that the maxima in (3.35) are reached from (1.6) and the continuity of υ(t, ·) for all t > 0.
Extinction in (α √ t, +∞) and in R: proofs of Theorem 1 and Proposition 1
Before completing the proof of Theorem 1 and Proposition 1, let us first state two auxiliary lemmas. They provide some uniform estimates of υ in intervals of the type (α √ t, A + ct) or the whole real line R when bounds for υ(t, ·) are known at the positions A + ct, in the intervals (A + ct, +∞) and/or at −∞. These two lemmas will be used in all cases (A), (B) and (C). 
Lemma 3 Let f be of type (A), (B) or (C), let (c,
for some p ∈ [1, +∞), and lim sup t→+∞ max x≥A+ct υ(t, x) ≤ µ for all A ∈ R. Then
The proofs of Lemmas 3 and 4 are postponed at the end of this section.
End of the proof of Theorem 1. Let υ be the solution of (1.5) with υ 0 satisfying (1.4) and (2.13). To get (2.14), pick any ε > 0 and observe that property (2.15) and Lemma 3 with µ = 0 (and an arbitrary A 0 ) yield the existence of α 0 > 0 and A ∈ R such that lim sup
Property (2.14) follows then from (3.35) . This proves Theorem 1.
End of the proof of Proposition 1. We make the additional assumption (2.16). Notice that the assumptions of Lemma 4 are fulfilled with λ = µ = 0, from (2.16) and (3.35) . It follows that the inequality (3.37) holds with λ = µ = 0, which implies that υ(t, x) → 0 uniformly on R as t → +∞. The proof of Proposition 1 is thereby complete.
The proofs of Lemmas 3 and 4 are based on the construction of explicit sub-or super-solutions of (1.5) in suitable domains in the (t, x) coordinates, and on the fact that the coefficient g (u(t, x) yield the existence of a real number A < min(A 0 , 0) such that
From the assumptions made in Lemma 3, there is t 0 > 0 such that
Now, let us define the function υ by
where h solves the heat equation
Let us check that υ is a supersolution of (1.5) in the domain t ≥ t 0 and
for all t ≥ t 0 and x ∈ [A + ct 0 , A + ct] since µ + ε < 2 and 0 < j ε < ε on (−∞, 0). It follows from (3.26) that
On the other hand,
Lastly, from (3.40) and (3.41), the function υ satisfies, for all t > t 0 and x ∈ (A + ct 0 , A + ct),
The maximum principle applied to (1.5) implies that
Let α ≥ α 0 and t 1 > t 0 be such that A + ct 0 < α
Since ε > 0 is arbitrarily small, the conclusion (3.36) follows. As far as the lower bounds are concerned, with the same type of arguments as above and since g(U (y)) is nonnegative near −∞, one can show that for any ε ∈ (0, 1), there exist A < A 0 and t 0 > 0 such that
where h solves the heat equation in R with initial condition h(0,
The proof of Lemma 3 is thereby complete.
Proof of Lemma 4.
Let λ ∈ [0, 1] and µ ∈ [0, 1] be given as in the statement and pick any ε > 0. Let j ε be the function defined as in (3.38) and let A < 0 be such that 
for some p ∈ [1, +∞), then by writing υ 0 ≤ λ + max (υ 0 − λ, 0), the previous arguments and the linearity of (1.5) imply that lim sup x→−∞ υ(t, x) ≤ λ for all t > 0. In any case, at time t = t 0 , there exists B ≤ A such that
Let us check that υ is a supersolution of (1.5) in the domain t ≥ t 0 and x ≤ A + ct. Firstly, observe that
for all t ≥ t 0 and x ≤ A + ct, from (3.26), (3.38) and the maximum principle applied to the heat equation (3.46). Then, from equation (3.44), we get that
Moreover, by definition of υ(t 0 , ·), there holds
Finally, from (3.43) and (3.47), υ satisfies the following inequality, for all t > t 0 and x ∈ (−∞, A + ct),
(3.48)
Next, we claim that
Indeed, since υ(t 0 , ·) satisfies (3.44) and (3.45), the initial condition h(0, ·) of h is the sum of the constant max (λ, µ) + ε and a nonnegative compactly supported continuous function. By linearity and standard properties of the heat equation on R, it follows that h(t, ·) → max (λ, µ) + ε uniformly on R as t → +∞.
Then, from equation (3.44) we get that
Since ε > 0 is arbitrary, the conclusion (3.37) follows and the proof of Lemma 4 is complete. 
The description of pushed fronts
This section is devoted to the proofs of Theorem 2 and Proposition 2. We begin by proving formula (2.21). The proof of this formula draws its inspiration from the front stability analysis [33, 34] and especially from the lecture notes of Gallay [15] . It is based on some properties of the self-adjoint Schrödinger operator L defined by or (C). The properties of the semigroup generated by − L play an essential role in the large time behavior of the solutionυ of the Cauchy problem (2.7). Indeed, the function υ * defined by υ * (t, x) = e cx/2υ (t, x) for all t ≥ 0 and x ∈ R (4.50) satisfies the Cauchy problem
The main spectral properties of L are stated in Section 4.1. Then, Section 4.2 is devoted to the proof of formula (2.21). The proofs of Theorem 2 and Proposition 2 are given in Section 4.3.
Preliminary lemmas
Let X c/2 be the weighted space defined by iii) The following spectral decomposition of L 2 (R) holds:
where the operator P :
Proof. It uses standard results and it is just sketched here for the sake of completeness.
i) The coefficients of the operator L are not constant but converge exponentially to two limits as x → ±∞. It follows that L is a relatively compact perturbation of the operator L 0 defined by
, where
Then, Theorem A.2 in [22] implies that the essential spectrum σ e ( L) of the operator L is equal to the spectrum σ(
ii) The operator L is a self-adjoint operator in L 2 (R), so the eigenvalues of L are in R. Moreover, since (c, U ) satisfies equation (1.3) and U belongs to X c/2 , one has necessarily that c 2 > 4f ′ (0) (whatever the sign of f ′ (0) be) and the function x → φ(x) = U (x)e cx/2 is in L 2 (R) (and then in H 2 (R) by adapting the arguments used the proof of Lemma 1). Furthermore, φ is an eigenvector of L associated to the eigenvalue λ = 0, that is Lφ = 0, and the eigenvalue is simple, from elementary arguments based on the exponential behavior at ±∞. On the other hand, since φ is positive, Sturm-Liouville theory implies that λ = 0 is the lowest value of the spectrum of L. Together with i), we finally get that the point spectrum of L is a discrete subset of the interval 0, c
is a normalized eigenvector of L associated to the eigenvalue 0. Since L is self-adjoint, the operator P : 
Proof. From Lemma 5, the decomposition (4.53) is stable by L. Moreover, the restriction of L to the space ker(P ) is a sectorial operator whose spectrum is included in {z ∈ C | ℜe(z) > η} for some small η > 0. The conclusion (4.54) follows from [22, 30] .
Proof of formula (2.21)
Let f satisfy the assumptions of Theorem 2 and let (c, U ) be either the pushed critical front when c = c * > 2 f ′ (0) in case (A) or the unique front satisfying (1.3) in cases (B) and (C). Let υ be the solution of the Cauchy problem (1.4)-(1.5) and letυ be defined byυ(t, x) = υ(t, x + ct). First of all,υ solves (2.7) and from the maximum principle the comparison (3.26) still holds. Moreover, since U satisfies (2.9), (2.11) or (2.12), U andυ(t, ·) -for all t ≥ 0 -belong to the weighted space X c/2 defined by (4.52). Next, let υ * be defined by (4.50). Sinceυ(t, ·) is in X c/2 for all t ≥ 0, the function υ
Furthermore, ϕ and υ * (0, ·) belong to L ∞ (R) from (2.9), (2.11) and (2.12). From (4.51) and Lemma 5, the initial condition υ * (0, ·) can be split in L 2 (R) as follows:
for all x ∈ R,
Since Lϕ = 0, it follows that
Lemma 6 yields the existence of C > 0 and η > 0 such that
Equation (4.55) and the definition (4.50) of υ * imply then that, for all t > 0 and x ∈ R,
where p(υ 0 ) ∈ (0, 1] is given in (2.19). It follows from (4.56) that υ(t, x + ct) − p(υ 0 )U (x) → 0 uniformly on compacts as t → +∞ and even uniformly in any interval of the type [A, +∞) with A ∈ R. This proves (2.21).
Under an additional assumption on υ 0 , the following lemma holds:
Lemma 7 Under the assumptions of Theorem 2, if υ 0 satisfies the additional assumption
Proof. The proof of (4.58) is a consequence of (2.21) and Lemma 4. More precisely, let ε be any positive real number in (0, 1) and let A be any real number. From the previous paragraph there is t 0 > 0 such that
Lemma 4 applied with
On the other hand, since lim inf t→+∞ sup R υ(t, ·) ≥ p(υ 0 ) from (2.21) and U (−∞) = 1, we get that sup R υ(t, ·) → p(υ 0 ) as t → +∞.
Remark 3
As in Remark 2, the above proof implies that if υ 0 satisfies (1.4) and
Spreading properties inside the pushed fronts: proofs of Theorem 2 and Proposition 2
The previous section 4.2 shows that, in the pushed case, the right spreading speed of υ in the reference frame is equal to c, in the sense that
In this section, we prove that in the pushed case the left spreading speed of υ is actually at least equal to 0. More precisely, we prove that the solution υ moves to the left in the reference frame, at least at a sublinear rate proportional to √ t, in the sense that lim inf t→+∞ υ(t, α √ t) > 0 for all α ≤ 0 (and, in fact, for all α ∈ R). This corresponds to formula (2.20) in Theorem 2. We also obtain some estimates, which are more precise than (2.21), on the asymptotic profile of the solution υ in sets of the type (α √ t, +∞) with α > 0 large enough. Lastly, we prove Proposition 2, which shows that the solution υ cannot spread to the left with a positive speed if υ 0 is small near −∞, in the sense of (2.16). The proofs of the pointwise estimates stated in Theorem 2 are based on formula (2.21) and on the construction of explicit sub-and super-solutions of (1.5) in the reference frame. . Therefore, since ε > 0 can be arbitrarily small, it follows that, under the assumptions of Proposition 2, lim sup t→+∞ υ(t, x) ≤ p(υ 0 )/2 locally uniformly in x ∈ R, and finally υ(t, x) → p(υ 0 )/2 as t → +∞ locally uniformly in x ∈ R.
