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NONLINEAR MAXWELL-SCHRO¨DINGER SYSTEM AND
QUANTUM MAGNETO-HYDRODYNAMICS IN 3D
PAOLO ANTONELLI, MICHELE D’AMICO, AND PIERANGELO MARCATI
Abstract. Motivated by some models arising in quantum plasma dynamics, in this
paper we study the Maxwell-Schro¨dinger system with a power-type nonlinearity.
We show the local well-posedness in H2(R3)×H3/2(R3) and the global existence of
finite energy weak solutions, these results are then applied to the analysis of finite
energy weak solutions for Quantum Magnetohydrodynamic systems.
1. Introduction
In this paper we investigate the existence of local and global in time solutions to the
following 3–D nonlinear Maxwell-Schro¨dinger system
(1)
{
i∂tu = − 12∆Au+ φu+ |u|2(γ−1)u
A = PJ(u,A)
with the initial data
u(0) = u0, A(0) = A0, ∂tA(0) = A1.
Here all the physical constants are normalized to 1, ∆A = (∇ − iA)2 denotes the
magnetic Laplacian, φ = φ(ρ) = (−∆)−1ρ, with ρ := |u|2, represents the Hartree-
type electrostatic potential, while the power nonlinearity describes the self-consistent
interaction potential. J(u,A) = Im(u¯(∇ − iA)u) is the electric current density and
P = I − ∇ div∆−1 denotes the Leray-Helmholtz projection operator onto divergence
free vector fields.
The Maxwell-Schro¨dinger system
(2)


i∂tu = −1
2
∆Au+ φu
−∆φ− ∂t divA = ρ
A+∇(∂tφ+ divA) = J,
is used in the literature to describe the dynamics of a charged non-relativistic quantum
particle, subject to its self-generated (classical) electro-magnetic field, see for instance
[32, 8]. In particular the Maxwell-Schro¨dinger system (2) can be seen as a classical
approximation to the quantum field equations for an electro-dynamical non-relativistic
many body system. It is well known to be invariant under the gauge transformation
(3) (u,A, φ) 7→ (u′, A′, φ′) = (eiλu,A+∇λ, φ − ∂tλ),
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therefore for our convenience we can decide to work in the Coulomb gauge, namely by
assuming divA = 0. Consequently under this gauge the system (2) takes the form
 i∂tu = −
1
2
∆Au+ φu
A = PJ(u,A).
It is straightforward to verify that also power-type nonlinearities of the previous form
are gauge invariant.
The Maxwell-Schro¨dinger system (2) has been widely studied in the mathematical lit-
erature in the various choice of gauges, for instance among the first mathematical treat-
ments we mention [26, 40], where the authors studied the local and global well-posedness
in high regularity spaces by means of the Lorentz gauge. The global existence of finite
energy weak solutions has been investigated in [15], by using the method of vanishing
viscosity. However the uniqueness and the global well-posedness of the finite energy
weak solutions is not easily achievable with this approach. In [27, 28], by using the
semigroup associated to the magnetic Laplacian following Kato’s theory [19, 20] and
hence by means of a fixed point argument, the authors obtained global well-posedness
with higher order Sobolev regularity.
More recently a global well-posedness result in the energy space has been proven
in [6] by using the analysis of a short time wave packet parametrix for the magnetic
Schro¨dinger equation and the related linear, bilinear, and trilinear estimates. Therefore
strongH1 solutions to (2) are obtained as the unique strong limit ofH2 solutions. More-
over in the same paper the authors obtained a continuous dependence on initial data in
the energy space. The asymptotic behavior and the long-range scattering of solutions
to (2) has been studied for instance in [11, 12, 33] (see also the references therein). The
global well-posedness in the space of energy for the 2D Maxwell-Schro¨dinger system in
Lorentz gauge has been investigated by [41] .
In the present paper we focus on the Cauchy problem for the Maxwell-Schro¨dinger sys-
tem with a power-type nonlinearity; our interest in this problem is motivated by the
possibility to develop a general theory for quantum fluids in presence of self-induced elec-
tromagnetic interacting fields. The related Quantum Magneto-Hydrodynamic (QMHD)
systems, with a nontrivial pressure tensor, arise in the description of quantum plasmas,
for example in astrophysics, where magnetic fields and quantum effects are non negligi-
ble, see [16, 17, 34, 35] and the references therein. The hydrodynamic equations describ-
ing a bipolar gas of ions and electrons can be recovered from the Maxwell-Schro¨dinger
system (1) by applying the Madelung transforms as done in [1], where the authors stud-
ied a general class of quantum fluids in the non-magnetic case. We refer to the Section
5 for a more detailed discussion concerning the connection between QMHD and the
Maxwell-Schro¨dinger system (1).
We state in the sequel the two main results of this paper. The first one regards the local
well-posedness theory for (1) in H2(R3)×H 32 (R3). More precisely let us denote by
X :=
{
(u0, A0, A1) ∈ H2(R3)×H3/2(R3)×H1/2(R3) s.t. divA0 = divA1 = 0
}
.
.
Theorem 1.1 (Local wellposedness). Let γ > 32 . For all (u0, A0, A1) ∈ X there exists
a (maximal) time 0 < Tmax ≤ ∞ and a unique (maximal) solution (u,A) to (1) such
that
• u ∈ C([0, Tmax);H2(R3)),
• A ∈ C([0, Tmax);H 32 (R3) ∩ C1([0, Tmax);H 12 (R3)), divA = 0
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• Let Γ(u0, A0, A1) = (u(·), A(·), ∂tA(·)), then
Γ ∈ C(X ;C([0, T ];X)), for any 0 < T < Tmax
The following blowup alternative holds: either Tmax =∞ or Tmax <∞ and
lim
t↑Tmax
‖u(t)‖H2(R3) =∞, lim
t↑Tmax
‖A(t)‖
H
3
2 (R3)
=∞, lim
t↑Tmax
‖∂tA(t)‖
H
1
2 (R3)
=∞ .
Our proof plays on the the construction of the evolution operator associated to the
magnetic Laplacian, based on Kato’s approach [19, 20], then we perform a fixed point
argument to approximate the solutions to the Maxwell-Schro¨dinger system by the clas-
sical Picard iteration. Differently from [28], in our case the solutions obtained by this
method cannot be extended globally in time, indeed the power-type nonlinearity does
not lead to a Gronwall type inequality capable to bound the higher order norms of the
solution at any time, see also [30] for a similar problem.
To circumvent this difficulty we regularize the system (1) by making use of the so-called
Yosida approximations of the identity, hence we are able to get the global well-posedness
for the approximating system in H2(R3) ×H3/2(R3). Moreover, by using the uniform
bounds provided by the higher order energy, defined by the norm of X , we prove the
existence of a finite energy weak solution to (1), in the sense defined in [15]. This is
established by the following theorem.
Theorem 1.2 (Global Weak Solutions). Let 1 < γ < 3, (u0, A0, A1) ∈ X, then
there exists, globally in time, a finite energy weak solution (u,A) to (1), such that
u ∈ L∞(R+;H1(R3)), A ∈ L∞(R+;H1(R3)) ∩W 1,∞(R+;L2(R3)).
Remark 1.3. The same results can be obtained in a straightforward way, by using the
previous results on the Coulomb gauge, in any other admissible gauge.
Remark 1.4. It is possible to include a Hartree (nonlocal) nonlinear potential of the
form (| · |−α ∗ |u|2)u, with 0 < α < 3. It can be dealt in the same fashion as for power
nonlinearities.
The final goal of this paper is to develop a suitable theory for the QMHD system (39).
The major obstacle in this direction, which is also the major difference with respect to
the usual usual QHD theory, regards the possibility to give sense to the nonlinear term
related to the Lorenz force. For sake of simplicity we will consider the case without
the nonlinear potential. Let us recall the definition of the macroscopic hydrodynamic
variables via the so-called Madelung transformations, namely
ρ := |u|2 J := Re(u¯(−i∇−A)u)
From the Maxwell equations we have
E = −∂tA−∇φ B = ∇∧ A FL := ρE + J ∧B,
where E,B, FL, φ denote the Electric field, the Magnetic field, the Lorenz force and the
(scalar) electrostatic potential, respectively. The fields equations are supplemented by
the involution of the magnetic field and in the Coulomb gauge by the Poisson equation
(here all the physical constants are normalized to one), namely
divB = 0, divE = −∆φ = ρ
The usual energy estimates on the Maxwell-Schro¨dinger system (1), as we will see
in the Section 5, lead to J√ρ ∈ L∞t L2x, ∇
√
ρ ∈ L∞t L2x, J ∈ L∞t L3/2x , B ∈ L∞t L2x,
∇ ∧ J ∈ L∞t L1x ∩ L∞t W−1,3/2x . Unfortunately these bounds are not sufficient to apply
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the compensated compactness of Tartar [24, 25, 37] and in particular the argument in
the Lecture 40 of [38], indeed J /∈ L2x and B /∈ L3x (the boundedness in at least one
of these norms would be sufficient). Therefore the analysis of the Lorenz force for fi-
nite energy solutions needs still to be better understood. In [4],the authors investigate
the weak stability of the Lorentz force by a detailed frequency analysis, in the case
of incompressible dynamics (where J ∈ L2). In [6] the authors obtain a global well-
posedness result, in the sense that finite energy strong solutions are the unique limit
of H2 regular solutions, but however these solutions do not allow to treat the Lorenz
force term. The results of [27, 28], obtained without the nonlinear potential, include
global well-posedness in higher order Sobolev spaces which combined with the methods
of [1, 2] allows instead to analyze the pressureless QMHD case.
The additional difficulty introduced by the power nonlinearity in the Maxwell-Schro¨dinger
system (1) in 3–D, namely a nonlinear pressure term in the QMHD system, can’t be
easily managed. Usually the proof of higher order well-posedness for the NLS, com-
bines higher order energy estimates with the use of sharp Strichartz estimates. However
Strichartz estimates of the same type are not, to our knowledge, available for the sys-
tem (1), while a brute force higher order energy estimate would end up in a superlinear
Gronwall inequality and hence into an upper bound which blows up in finite time.
Our theory deals with the presence of a hydrodynamic pressure and it will provide a
local well-posedness of QMHD in the higher regularity framework.
The paper is organized as follows. In Section 2 we collect some estimates which will be
used afterwards and we study the evolution operator associated to the linear magnetic
Schro¨dinger equation. In Section 3 we prove Theorem 1.1. In Section 4 we introduce an
approximating system to (1) for which we show global existence of solutions and then
we pass to the limit, proving Theorem 1.2. Finally, in Section 5 we discuss about the
application of our main results to the existence theory for the QMHD system.
2. Notation and Preliminaries
In this Section we introduce the notation and we review some preliminary results we
are going to use throughout the paper.
Let A,B be two quantities, we say A . B if A ≤ CB for some constant C > 0. We
denote by Lp(R3) the usual Lebesgue spaces, Hs,p(R3) are the Sobolev spaces defined
throught the norms ‖f‖Hs,p := ‖(1 − ∆)s/2f‖Lp . For a given reflexive Banach space
X we let C([0, T ];X ) (resp. C1([0, T ];X ))) denote the space of continuous (resp. dif-
ferentiable) maps [0, T ] 7→ X . Analogously, Lp(0, T ;X ) is the space of functions whose
Bochner integral ‖f‖Lp(0,T ;X ) :=
(∫ T
0 ‖f(t)‖X dt
)1/p
is finite.
Lemma 2.1 (Generalized Kato-Ponce inequality). Suppose 1 < p < ∞, s ≥ 0, α ≥ 0,
β ≥ 0 and 1p = 1pi + 1qi with i = 1, 2, 1 < q1 ≤ ∞, 1 < p2 ≤ ∞. Setting Λs = (I −∆)
s
2
we have
‖Λs(f1f2)‖Lp(R3) . ‖Λs+α(f1)‖Lp1(R3)‖Λ−α(f2)‖Lq1 (R3)
+ ‖Λ−β(f1)‖Lp2(R3)‖Λs+β(f2)‖Lq2(R3)
Proof. Those estimates are generalization of Kato-Ponce commutator estimates, for a
proof of this Lemma see for example Theorem 1.4 in [22]. 
Lemma 2.2. Let p, q be such that 1 ≤ q < 32 < p ≤ ∞, then
(4) ‖(−∆)−1f‖L∞ . ‖f‖θLp‖f‖1−θLq ,
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where θ ∈ (0, 1) is given by θ = (q′−3)p′3(q′−p′) . Furthermore, the following estimates hold
‖(−∆)−1(f1f2)f3‖L2(R3) . ‖f1‖L2(R3)‖f2‖L3(R3)‖f3‖L3(R3)(5)
‖(−∆)−1|f |2‖L∞(R3) . ‖f‖2L2(R3) + ‖f‖2L∞(R3)(6)
Proof. Let R > 0, then we have
4π((−∆)−1f)(x) =
∫
1
|y|f(x− y) dx =
∫
|y|<R
1
|y|f(x− y) dx+
∫
|y|≥R
1
|y|f(x− y) dx,
then by Ho¨lder’s inequality we have
‖(−∆)−1f‖L∞ .
(∫
|y|<R
|y|−p′ dy
)1/p′
‖f‖Lp +
(∫
|y|≥R
|y|−q′ dy
)1/q′
‖f‖Lq .
The two integrals on the right hand side are finite by the assumptions on p, q. By
optimizing the above inequality in R we then get (4). To prove (5) we apply Ho¨lder
and Hardy-Littlewood-Sobolev inequality to get
‖(−∆)−1(f1f2)f3‖L2 ≤ ‖(−∆)−1(f1f2)‖L6‖f3‖L3 . ‖f1f2‖L6/5‖f3‖L3 .
Using again Ho¨lder inequality for ‖f1f2‖
L
6
5 (R3)
we get (5).
Inequality (6) follows from (4) by choosing p = ∞, q = 1 and by applying Young’s
inequality. 
Next Lemma will be useful to estimate the Hartree term in the fixed point argument
in Section 3.
Lemma 2.3. Let u ∈ H2(R3), then
(7) ‖(−∆)−1(|u|2)u‖H2 . ‖u‖2H3/4‖u‖H2 .
Proof. We have
‖(−∆)−1(|u|2)u‖H2 .‖(−∆)−1(1−∆)(|u|2)u‖L2 + ‖(−∆)−1(|u|2)(1−∆)u‖L2
.‖(−∆)−1(1−∆)|u|2‖L6‖u‖L3 + ‖(−∆)−1|u|2‖L∞‖(1−∆)u‖L2.
By the Hardy-Littlewood-Sobolev inequality we have
‖(−∆)−1(1−∆)|u|2‖L6 . ‖(1−∆)|u|2‖L6/5 . ‖u‖L3‖(1−∆)u‖L2 ,
where the last inequality follows from Lemma 2.1. On the other hand, by using (4),
with p, q sufficiently close to 32 , and Sobolev embedding we see that
‖(−∆)−1|u|2‖L∞ . ‖u‖2
H
1
2
+ε
.
Consequently,
‖(−∆)−1(|u|2)u‖H2 . ‖u‖2
H
1
2
+ε
‖u‖H2.

Lemma 2.4. Let A ∈ H1(R3) and u ∈ H2(R3). Then the following estimates hold:
‖(∇− iA)u‖H1(R3) . (1 + ‖A‖H1(R3))‖u‖H2(R3),(8)
‖PJ(u,A)‖
H
1
2 (R3)
. ‖u‖H1(R3)‖u‖H2(R3) + ‖A‖H1(R3)‖u‖2H2(R3),(9)
‖∆Au‖L2 . ‖u‖H2 + ‖A‖4H1‖u‖L2,(10)
‖u‖H2 . ‖∆Au‖L2 + ‖A‖4H1‖u‖L2,(11)
‖(∇+ iA)u‖L6 . ‖u‖H2 + ‖A‖4H1‖u‖L2.(12)
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Proof. We begin with the proof of (8). By using Lemma 2.1 we have
‖(∇− iA)u‖H1(R3) ≤ ‖∇u‖H1(R3) + ‖Au‖H1(R3)
. ‖u‖H2(R3) + ‖A‖H1(R3)‖u‖L∞(R3) + ‖A‖L6(R3)‖u‖H1,3(R3)
. ‖u‖H2(R3) + ‖A‖H1(R3)‖u‖H2(R3) + ‖A‖H1(R3)‖u‖H 32 (R3),
where in the last inequality we used the Sobolev embedding theorem. Thus (8) is proved.
We now consider (9); by Lemma 2.1,
‖u∇u‖
H
1
2 (R3)
. ‖u‖
H
1
2
,3(R3)
‖∇u‖L6(R3) + ‖u‖L6(R3)‖∇u‖H 12 ,3(R3)
. ‖u‖
H
1
2
,3(R3)
‖∇u‖H1(R3) + ‖u‖H1(R3)‖∇u‖H 12 ,3(R3)
. ‖u‖H1(R3)‖u‖H2(R3)
and
‖A|u|2‖
H
1
2 (R3)
. ‖A‖
H
1
2 (R3)
‖u‖2L∞(R3) + ‖A‖L6‖|u|2‖H 12 ,3(R3)
. ‖A‖H1(R3)‖u‖2H2(R3).
By adding the two estimates above we then obtain
‖PJ‖H1/2 . ‖J‖H1/2 . ‖u‖H1‖u‖H2 + ‖A‖H1‖u‖2H2 .
For (10) we have
‖∆Au‖L2 .‖u‖H2 + ‖A · ∇u‖L2 + ‖|A|2u‖L2
.‖u‖H2 + ‖A‖H1‖u‖H3/2 + ‖A‖2H1‖u‖H1
.‖u‖H2 + ‖A‖H1‖u‖1/4L2 ‖u‖
3/4
H2 + ‖A‖2H1‖u‖
1/2
L2 ‖u‖
1/2
H2 .
By using Young’s inequality we obtain (10). Estimate (11) is proved in an analogous
way. Finally, for (12) we have
‖(∇− iA)u‖L6 .‖∇(∇− iA)u‖L2
.‖∆Au‖L2 + ‖A(∇− iA)‖L2
.‖∆Au‖L2 + ‖A‖H1‖u‖H3/2 + ‖A‖2H1‖u‖H1
and proceed as for the previous estimates. 
Let us now state the Strichartz estimates for the wave equation we are going to use
in our paper. For a proof see for example [10, 36] and references therein.
Lemma 2.5 (Strichartz estimates for the wave equation). Let I be a time interval, and
let B : I × R3 7→ C be a Schwartz solution to the wave equation B = F with initial
data B(0) = B0, ∂tB(0) = B1. Then the following estimate holds
‖B‖LqtLrx(I×R3) + ‖B‖CtH˙sx(I×R3) + ‖∂tB‖CtH˙s−1x (I×R3)
. ‖B0‖H˙s(R3) + ‖B1‖H˙s−1 + ‖F‖Lq˜′t Lr˜′x (I×R3)
whenever s ≥ 0, 2 ≤ q, q˜ ≤ ∞ and 2 ≤ r, r˜ <∞ obey the scaling condition
1
q
+
3
r
=
3
2
− s = 1
q˜′
+
3
r˜′
− 2
and the wave admissibility condition
1
q
+
1
r
,
1
q˜
+
1
r˜
≤ 1
2
As a consequence we also obtain the following energy estimate.
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Lemma 2.6. Let s ∈ R, B0 ∈ Hs(R3), B1 ∈ Hs−1(R3) and F ∈ L1([0, T ];Hs−1(R3)),
T > 0, then
B ∈ C([0, T ];Hs(R3)) ∩Hs−1([0, T ];Hs−1(R3))
defined as in previous Lemma satisfies
‖B‖CtHsx([0,T ]×R3) + ‖∂tB‖CtHs−1([0,T ]×R3)
. (1 + T )(‖B0‖Hs(R3) + ‖B1‖Hs−1(R3) + ‖F‖L1tHs−1x ([0,T ]×R3)).
(13)
We conclude this Section by recalling some results concerning the Schro¨dinger prop-
agator associated to the magnetic Laplacian ∆A. More precisely, let A be a given,
time dependent, divergence-free vector field, we then consider the following initial value
problem
(14)
{
i∂tu = − 12∆Au
u(s) = f,
and we study the properties of its solution.
Proposition 2.7. Let 0 < T <∞ and let us assume that A ∈ C([0, T ];H1(R3)), ∂tA ∈
L1([0, T ];L3(R3)). Then there exists a unique u ∈ C([0, T ];H2(R3))∩C1([0, T ];L2(R3))
solution to (14). Moreover, it holds
(15) ‖u‖L∞(0,T ;H2(R3)) . ‖f‖H2
(
1 + ‖A‖4L∞t H1x
)
e
‖∂tA‖L1tL3x .
Proposition 2.8. Let A ∈ L∞([0, T ];H1(R3))∩W 1,1([0, T ];L3), f ∈ L1([0, T ];H−2(R3))
and let v ∈ C([0, T ];L2(R3)) ∩W 1,1([0, T ];H−2(R3)) be solution to
i∂tv = −1
2
∆Av + f
Then for every t0 ∈ [0, T ],
v(t) = UA(t, t0)− i
∫ t
t0
UA(t, s)f(s)ds
Proof. See [28] for a proof of Propositions 2.7 and 2.8. 
From Proposition 2.7 we can then define the propagator UA(t, s) associated to (14),
i.e. UA(t, s)f = u(t), where u is the solution in Proposition 2.7, and UA satisfies the
following properties:
• UA(t, s)H2 ⊂ H2, for any t, x ∈ [0, T ];
• UA(t, t) = I;
• UA(t1, t2)UA(t2, t3) = UA(t1, t3), for any t1, t2, t3 ∈ [0, T ].
Moreover, by (15) we have
K2 := sup
t,s∈[0,T ]
‖UA(t, s)‖H2→H2 ≤
(
1 + ‖A‖4L∞t H1
)
e
‖∂tA‖L1tL3x .
From the unitarity of UA(t, s) in L
2, ‖UA(t, s)f‖L2 = ‖f‖L2, and by interpolation, we
can then infer
sup
t,s∈[0,T ]
‖UA(t, s)f‖Hs→Hs <∞, ∀ s ∈ [0, 2].
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3. Local well-posedness
In this section we are going to prove the local well-posedness result stated in Theorem
1.1 by using a fixed point argument. We split the proof in two parts: in Proposition
3.1 we are going to show the existence and uniqueness of a local solution by means of a
fixed point argument, then Proposition 3.2 will be about the continuous dependence of
the solution on the initial data.
Proposition 3.1. Let γ > 32 . For all (u0, A0, A1) ∈ X there exists Tmax > 0 and
a unique maximal solution (u,A) to (1) such that u ∈ C([0, Tmax);H2(R3)), A ∈
C([0, Tmax);H
3
2 (R3) ∩ C1([0, Tmax);H 12 (R3)), div A = 0. Moreover the blowup alter-
native holds true.
Proof. First of all, let us define the space
XT := {(u,A) s.t. u ∈ C([0, T ], H2(R3)), A ∈ C([0, T ], H 32 (R3)) ∩ C1([0, T ], H 12 (R3)),
divA = 0, ‖u‖L∞t H2x(R3) ≤ R1, ‖A‖L∞t H 32 (R3) + ‖∂tA‖L∞t H
1
2
x (R3)
≤ R2} ,
(16)
where R1, R2, T > 0 will be chosen later. It is straightforward to see that XT , endowed
with the distance
(17) d((u1, A1), (u2, A2)) = max{‖u1 − u2‖L∞t L2x(R3), ‖A1 −A2‖L4tL4x(R3)} ,
is a complete metric space. We also define
(18) ‖(u,A)‖XT := ‖u‖L∞t H2x([0,T ]×R3) + ‖A‖L∞t H3/2x ([0,T ]×R3) + ‖∂tA‖L∞t H1/2x ([0,T ]×R3).
Let (u0, A0, A1) ∈ X , we define the map Φ : XT → XT , (u,B) = Φ(u,A), (u,A) ∈ XT ,
where
(19) u(t) = UA(t, 0)u0 − i
∫ t
0
UA(t, s)(φu + |u|2(γ−1)u)(s)ds
and
B(t) = cos(t
√−∆)A0 + sin(t
√−∆)√−∆ A1 +
∫ t
0
sin(t
√−∆)√−∆ PJ(u,A)(s)ds
Let us first show that Φ maps XT into itself. By (15) we have that for any s ∈ [0, T ],
‖UA(t, s)f‖H2 ≤ ‖f‖H2
(
1 + ‖A‖4L∞t H1x
)
e
‖∂tA‖L1tL3x
and since ‖∂tA‖L1tL3x . T ‖∂tA‖L∞t H1/2x , we have
‖UA(t, s)f‖H2 ≤ C(1 +R42)eTR2‖f‖H2 .
Let us consider the nonlinear terms in (19). Since γ > 32 the function z 7→ |z|2(γ−1)z is
C2(C;C), then by the Sobolev embedding H2 →֒ L∞ and by Lemma 2.1 we have
‖|u|2(γ−1)u‖L∞t H2x . ‖u‖
2γ−1
L∞t H
2
x
. R2γ−11 .
Furthermore, from (7) we have
‖φu‖L∞t H2x . ‖u‖2L∞t H3/4x ‖u‖L∞t H2x . R
3
1.
so that by putting everything together, we obtain
‖u‖L∞t H2x ≤ C1(1 +R42) exp(TR2)
(
‖u0‖H2 + TR2γ−11 + TR31
)
.
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On the other hand, by using the Strichartz estimates for the wave equation stated in
Lemma 2.5 we have
‖B‖
L∞t H
3/2
x
+ ‖∂tB‖L∞t H1/2x . (1 + T )
(
‖A0‖H3/2 + ‖A1‖H1/2 + ‖PJ‖L1tH1/2x
)
.
By (9) we have
‖PJ‖
L∞t H
1/2
x
. R21(1 +R1),
so that
‖B‖
L∞t H
3/2
x
+ ‖∂tB‖L∞t H1/2x ≤ C2(1 + T )
(‖A0‖H3/2 + ‖A1‖H1/2 + TR21(1 +R1)) .
Let us now choose R1, R2, T ; without loss of generality we can assume that T < 1. Let
R2 := 4C2‖A0‖H3/2 + ‖A1‖H1/2
R1 := 2C1(1 +R
4
2)e
R2‖u0‖H2
Then
‖u‖L∞t H2x(R3) ≤
R1
2
+ C1(1 +R
4
2)Te
R2R1(R
2(γ−1)
1 +R
2
1)
‖B‖
L∞t H
3
2
x (R3)
+ ‖∂tB‖
L∞t H
1
2
x (R3)
≤ R2
2
+ 2C2R
2
1(1 +R2)T
Now by choosing T such that
max
{
C1(1 +R
4
2)e
R2(R
2(γ−1)
1 +R
2
1)T,
2C2R
2
1(1 +R2)
R2
T
}
<
1
2
,
we see that Φ maps XT into itself
We now prove that, possibly choosing a smaller value for T > 0, the map Φ is indeed
a contraction on XT . Let us define
(u1, B1) = Φ(u1, A1)
(u2, B2) = Φ(u2, A2) .
By writing the difference of the equations for u1 and u2 we write
(u1 − u2)(t) = −i
∫ t
0
UA(t, s)F (s) ds,
where F is given by
F = 2i(A1 −A2) · ∇u2 + (|A1|2 − |A2|2)u2 + (φ(|u1|2)− φ(|u2|2))u2
+ φ(|u1|2)(u1 − u2) +
∣∣∣|u1|2(γ−1)u1 − |u2|2(γ−1)u2∣∣∣ =: 5∑
j=1
Fj .
(20)
Hence we have
(21) ‖u1 − u2‖L∞t L2x .
∑
j
‖Fj‖L1tL2x .
We now estimate term by term; by using Ho¨lder’s inequality and Sobolev embedding
we have
‖F1‖L1tL2x . T 3/4‖∇u2‖L∞t H1x‖A1 −A2‖L4t,x ,
‖F2‖L1tL2x . T 3/4‖u2‖L∞t,x
(‖A1‖L∞t H1x + ‖A2‖L∞t H1x) ‖A1 −A2‖L4t,x
By using (5), the third term is estimated by
‖F3‖L1tL2x . T
(‖u1‖L∞t H1x + ‖u2‖L∞t H1x) ‖u2‖L∞t H1x‖u1 − u2‖L∞t L2x .
10 PAOLO ANTONELLI, MICHELE D’AMICO, AND PIERANGELO MARCATI
For the term F4 we use (6) and Sobolev embedding to get
‖F4‖L1tL2x . T ‖u1‖2L∞t H2x‖u1 − u2‖L∞t L2x .
The last term is estimated by
‖F5‖L2(R3) . (‖u1‖2(γ−1)L∞ + ‖u2‖2(γ−1)L∞ )‖u− u′‖L2(R3) . R2(γ−1)1 ‖u1 − u2‖L2(R3) ,
where we used the following inequality
||u1|2(γ−1)u1 − |u2|2(γ−2)u2| . (|u1|2(γ−1) + |u2|2(γ−1))|u1 − u2|
By putting everything together in (21), and by using Ho¨lder’s inequality in time, we
obtain
(22) ‖u1 − u2‖L∞t L2x . (T 3/4 + T )C(R1, R2)d((u1, A1), (u2, A2)).
Analogously, for B1, B2 we write
(23) (B1 −B2)(t) =
∫ t
0
sin((t− s)√−∆)√−∆ G(s) ds,
where G =
∑3
j=1Gj is given by:
G = P Im{(u1 − u2)(∇− iA1)u1 − iu1u2(A1 −A2)− (u1 − u2)(∇+ iA2)u2} .
Here we have used the fact that P(u2∇(u1 − u2)) = −P((u1 − u2)∇u2). Using the
Strichartz estimates in Lemma 2.5 with q = r = q˜ = r˜ = 4, we get
(24) ‖B1 −B2‖L4t,x ≤ ‖G‖L 43t,x
We estimate the three terms in G. The terms G1 and G3 are treated similarly, by
Sobolev embedding and by using (8) we have
‖G1‖L4/3t,x + ‖G3‖L4/3t,x .
T 3/4
(
1 + ‖A1‖L∞t H1x + ‖A2‖L∞t H1x
) (‖u1‖L∞t H2x + ‖u2‖L∞t H2x) ‖u1 − u2‖L∞t L2x .
By using Ho¨lder’s inequality, G2 is bounded by
‖G2‖L4/3t,x . T
1/2‖u1‖L∞t H1x‖u2‖L∞t H1x‖A1 −A2‖L4t,x .
Resuming, by estimating the terms in (24) we obtain
(25) ‖A1 −A2‖L4t,x . (T 1/2 + T 3/4)C(R1, R2)d((u1, A1), (u2, A2)).
By summing up (22) and (25), we finally get
d((u1, B1), (u2, B2)) ≤ (T 1/2 + T )C(R1, R2)d((u1, A1), (u2, A2)).
Thus, if T > 0 is chosen sufficiently small, then Φ is a contraction. This proves that
for any initial data (u0, A0, A1) ∈ X , there exists a unique local solution (u,A) to
(1) such that u ∈ C([0, T ];H2(R3)), A ∈ C([0, T ];H3/2(R3)) ∩ C1([0, T ];H1/2(R3)).
By a standard argument it is straightforward to show that it may be extended to a
maximal solution (u,A), with u ∈ C([0, Tmax);H2(R3)), A ∈ C([0, Tmax);H3/2(R3)) ∩
C1([0, Tmax);H
1/2(R3)) and that the blow-up alternative holds true, namely if Tmax <
∞ then we have
lim
t→T−max
(‖u(t)‖H2 + ‖A(t)‖H3/2 + ‖∂tA(t)‖H1/2) =∞.

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Next Proposition states the continuous dependence of solution on the initial data.
Its proof goes through a series of technical lemmas and it follows this strategy: first we
prove the continuous dependence for more regular solutions, then by an approximation
argument we prove the general result for solutions (u,A) ∈ X . This will finish the proof
of Theorem 1.1. In the remaining part of the Section we state the Proposition and the
Lemmas needed to prove the continuous dependence for regular solutions. Then we
show how to extend it to arbitrary solutions (u,A) ∈ X . The proofs of Lemmas 3.3, 3.4
and 3.5 will be given in the Appendix.
Proposition 3.2 (Continuous dependence on the initial data). Let 0 < T < Tmax, then
the mapping (u0, A0, A1) 7→ (u,A, ∂tA), where (u,A) is the solution to (1) is continuous
as a mapping from X to C([0, T ];X).
For the lemmas we consider two different solutions (u,A), (u′, A′) defined from two
sets of initial data (u0, A0, A1), (u
′
0, A
′
0, A
′
1) ∈ X such that
‖(u0, A0, A1)‖X , ‖(u′0, A′0, A′1)‖X ≤ R.
Moreover, we are also going to exploit the uniform bounds given by the total energy of
system (1),
(26) E(t) =
∫
1
2
|(∇− iA)u|2 + 1
2
|∂tA|2 + 1
2
|∇A|2 + 1
2
|∇φ|2 + 1
γ
|u|2γ dx.
It is straightforward to see that it is conserved along the flow of solutions to (1), thus
if (u,A), resp. (u′, A′), is the solutions emanated from (u0, A0, A1), resp. (u′0, A
′
0, A
′
1),
then we may consider E > 0 such that
E(t), E′(t) ≤ E,
where E(t), resp. E′(t), is the total energy associated to (u,A), resp. (u′, A′).
Lemma 3.3. Let (u,A), (u′, A′) be solutions to (1) defined as above, then we have
‖u− u′‖L∞t H2x .‖∂t(u− u′)(0)‖L2 + T ‖∂tu′‖L∞t H2x
(
‖A−A′‖
L∞t H
1/2
x
+ ‖u− u′‖L∞t L2x
)
+ T ‖(u,A)− (u′, A′)‖XT ,
where the constant depends only on R,E defined as above.
Lemma 3.4. Let (u,A), (u′, A′) be solutions to (1) defined as above, then we have
‖u− u′‖L∞t L2x + ‖A−A′‖L∞t H1/2x . ‖(u0, A0, A1)− (u
′
0, A
′
0, A
′
1)‖L2×H1/2×H−1/2 ,
where the constant depends only on R,E defined as above.
Lemma 3.5. We have
‖∂tu‖L∞t H2x . ‖u0‖H4 + ‖A0‖H5/2 + ‖A1‖H3/2 ,
where the constant depends only on T,R,E.
Proof of Proposition 3.2. By combining the above Lemmas, it is possible to show the
continuous dependence for solutions whose initial data are (u0, A0, A1) ∈ H4 ×H5/2 ×
H3/2. Indeed Lemmas 3.3, 3.4 and 3.5 imply the following estimate
‖(u,A)− (u′, A′)‖XT . ‖(u0, A0, A1)− (u′0, A′0, A′1)‖X
+ T (‖u′0‖H4 + ‖A′0‖H5/2 + ‖A′1‖H3/2) ‖(u0, A0, A1)− (u′0, A′0, A′1)‖L2×H1/2×H−1/2
+ T ‖(u,A)− (u′, A′)‖XT .
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A straightforward bootstrap argument yields to
(27)
‖(u,A)− (u′, A′)‖XT . ‖(u0, A0, A1)− (u′0, A′0, A′1)‖X
+ T (‖u′0‖H4 + ‖A′0‖H5/2 + ‖A′1‖H3/2) ‖(u0, A0, A1)− (u′0, A′0, A′1)‖L2×H1/2×H−1/2 .
Let us now consider general initial data (u0, A0, A1) ∈ X and let us consider a mollified
ηδ(x) = δ−3η(x/δ), δ > 0, where η ∈ C∞c (R3) is a smooth, radial function with
∫
η = 1.
We define uδ0 = η
δ ∗ u0, Aδ20 = ηδ
2 ∗ A0, Aδ21 = ηδ
2 ∗ A1. It is straightforward to check
that this definition implies
‖u0‖H4 + ‖Aδ
2
0 ‖H5/2 + ‖Aδ
2
1 ‖H3/2 . δ−2 (‖u0‖H2 + ‖A0‖H3/2 + ‖A1‖H1/2)
and that
‖u0 − uδ‖L2 + ‖A0 −Aδ
2
0 ‖H1/2 + ‖A1 −Aδ
2
1 ‖H−1/2 = 0(δ2).
By using (27) above we then infer
(28)
‖(u,A)− (uδ, Aδ2)‖XT . ‖(u0, A0, A1)− (uδ0, Aδ
2
0 , A
δ2
1 )‖X
+ T
(
‖uδ0‖H4 + ‖Aδ
2
0 ‖H5/2 + ‖Aδ
2
1 ‖H3/2
)
‖(u0, A0, A1)− (uδ0, Aδ
2
0 , A
δ2
1 )‖L2×H1/2×H−1/2
.‖(u0, A0, A1)− (uδ0, Aδ
2
0 , A
δ2
1 )‖X + TO(δ2)o(δ−2).
Consequently we have that (uδ, Aδ
2
) converges to (u,A) in XT as δ → 0. Let now
{(u0,n, A0,n, A1,n} ⊂ X be a sequence converging to (u0, A0, A1) ∈ X . We want to
prove that the solutions (un, An) emanated from (u0,n, A0,n, A1,n) converge to (u,A)
in XT . To do this, we regularize the initial data by considering (u
δ
0,n, A
δ2
0,n, A
δ2
1,n).
From (28) we know that {(uδn, Aδ
2
n )} converges to (u,An) in XT , as δ → 0, where
(un, An) is the solution to (1) with initial data (u0,n, A0,n, A1,n). On the other hand,
{(uδ0,n, Aδ
2
0,n, A
δ2
1,n)} generate regular solutions, so that by (27) we have that {(uδn, Aδ
2
n )}
converges to (uδ, Aδ
2
) in XT , for n → ∞. The triangular inequality then yields the
convergence of (un, An) to (u,A) in XT . 
4. Global existence
In the previous Section we proved the local well-posedness of (1) in H2 × H3/2.
However, the presence of the power-type nonlinearity in (1) prevents us to obtain a
global bound for ‖(u(t), A(t), ∂tA(t))‖X . This is different, for example, from what can
be proven in [22]. Indeed, while in the case of Hartree nonlinearity it is possible to use
(7) which is linear in the higher order norm, in the case of the power-type nonlinearity
one has
‖|u|2(γ−1)u‖H2(R3) . ‖u‖2(γ−1)L∞(R3)‖u‖H2(R3) ,
which requires to bound u in Hs(R3), with s > 32 . Therefore it follows that the related
Gronwall type inequality becomes superlinear in the higher order norm, hence it blows
up in finite time.
Our strategy to investigate global in time existence will be based on the regularization
of the nonlinear terms, provided by the classical Yosida approximations of the identity.
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We then consider the following approximating system
(29)


iuεt =−
1
2
∆A˜εu
ε + φεuε +Nε(uε)
Aε =J εPJε
uε(0) =u0, A
ε(0) = A0, ∂tA
ε(0) = A1,
where J ε = (I−ε∆)−1, A˜ε = J εAε, Nε(uε) = J ε (|J εuε|2(γ−1)J εuε), Jε = J(uε, Aε),
φε = φ(|uε|2) and we denote ∇A˜ε = ∇ − iA˜ε. The total energy of this approximating
system is given by
(30) E =
∫
R3
{
|∇A˜εuε|2 +
1
2
|∇φε|2 + 1
2
|∇Aε|2 + 1
2
|∂tAε|2 + 1
γ
|J εuε|2γ
}
dx
which is conserved along the flow of solutions. A local well-posedness result, analogous
to Theorem 1.1, can be proved for the system (29) in a straightforward way.
Proposition 4.1. For all (u0, A0, A1) ∈ X, there exists T εmax > 0 and a unique maximal
solution (uε, Aε) to (29) such that uε ∈ C([0, T εmax);H2(R3)), Aε ∈ C([0, T εmax);H3/2(R3))∩
C1([0, T εmax);H
1/2(R3)) and the usual blow-up alternative holds true. Moreover, the so-
lution depends continuously on the initial data.
Proof. We only remark here that the local well-posedness result for system (29) holds
for any γ ∈ (1,∞), while in Theorem 1.1 we restrict the range to γ ∈ (32 ,∞). Indeed,
because of the Yosida regularisation, we have
‖Nε(uε)‖H2 . ‖|J εuε|2(γ−1)J εuε‖L2 . ‖uε‖2γ−1H2 .

The regularisation of the nonlinear terms yields indeed the global existence of solu-
tions.
Proposition 4.2. The solution obtained in Proposition (4.1) exists globally in time,
namely ‖(uε(t), Aε(t), ∂tAε(t))‖X is finite for any t ∈ R.
The proof of Proposition 4.2 is based on the following
Lemma 4.3. Let ε > 0, then for every t ∈ R,
(31) ‖uε(t)‖H2 ≤ C(‖u0‖L2, E)e
t‖∂tAǫ‖
L∞t H
1/2
x .
Proof. By (11) we have
‖uε‖H2 .‖∆A˜εuε‖L2 + ‖Aε‖4H1‖uε‖L2
≤C(‖u0‖L2, E)‖∆A˜εuε‖L2 ,
therefore it is convenient to estimate the norm ‖∆A˜εuε‖L2 instead of ‖u‖H2(R3). By a
standard energy method it follows that
d
dt
(‖(∆A˜εuε)(t)‖L2) ≤ ‖∆A˜ε(φεuε)‖L2 + ‖∆A˜εNε(uε)‖L2 + ‖[∂t,∆A˜ε ]uε‖L2 .
The first term can be estimated by using (10) and (7),
‖∆A˜ε(φεuε)‖L2 .‖φεuε‖H2 + ‖Aε‖4H1‖φεuε‖L2
.‖uε‖2H3/4
(‖∆A˜εuε‖L2 + ‖Aε‖4H1‖uε‖L2)
≤C(‖u0‖L2 , E)‖∆A˜εuε‖L2 .
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The nonlinear term Nε(uε) can be controlled by exploting the regularization given by
J ε
‖∆A˜εNε(uε)‖L2 .‖Nε(uε)‖H2 + ‖Aε‖4H1‖Nε(uε)‖L2
.‖|J εuε|2(γ−1)J εuε‖L2 + ‖Aε‖4H1‖Nε(uε)‖L2
.‖uε‖2(γ−1)H1
(‖uε‖H2 + ‖Aε‖4H1‖uε‖L2) ,
where the last inequality follows from Sobolev embedding. The commutator [∂t,∆A˜ε ]u
ε =
2∂tA˜
ε(∇ + iA˜ε)uε can be estimated by using the Ho¨lder’s inequality and the Sobolev
embedding
‖∂tA˜ε · (∇+ iA˜ε)uε‖L2 ≤‖∂tA˜ε‖L3‖(∇+ iA˜ε)uε‖L6
.‖∂tAε‖H1/2
(‖∆A˜εuε‖L2 + ‖Aε‖4H1‖uε‖L2) .
By summing up the previous three terms
d
dt
(‖(∆A˜εuε)(t)‖L2) ≤ C(‖u0‖L2, E)‖∂tAε‖H1/2‖∆A˜εuε‖L2 ,
hence (31). 
Proof of Proposition 4.2. In order to get a bound on the H2 norm of the approxi-
mating solution uǫ, by Lemma 4.3 it is sufficient to control ‖∂tAε‖L∞t H1/2x . Using the
energy estimate for the wave equation
‖Aε‖
L∞t H
3/2
x
+ ‖∂tAε‖L∞t H1/2x . C(T )
(
‖A0‖H3/2 + ‖A1‖H1/2 + ‖J εPJε‖L∞t H1/2x
)
,
and, by exploiting the Yosida regularization, we get
‖J εPJε‖
L∞t H
1/2
x
. ‖PJε‖
L∞t H
−1/2
x
. ‖Jε‖
L∞t L
3/2
x
≤ C(E).
It follows that ‖Aε(t)‖H3/2 + ‖∂tAε(t)‖H1/2 is uniformly bounded on compact time
intervals and consequently by (31) also ‖uε(t)‖H2 is finite. Hence, by the blow-up
alternative, the solution (uε, Aε) to (29) exists globally in time. 
Now we conclude the proof of Theorem 1.2 by showing that (uε, Aε) converges to a
solution to (1), as ε→ 0. This will conclude the proof of Theorem (1.2).
The conservation of mass and energy yields the following a priori bounds
(32)
‖uε‖L∞t H1x(R×R3) ≤ C,
‖Aε‖L∞t H1x(R×R3) ≤ C, ‖∂tAε‖L∞t L2x(R×R3) ≤ C ,
which imply that, up to subsequences, there exist u ∈ L∞t H1x, A ∈ L∞t H1x ∩W 1,∞t L2x,
such that
uε
∗
⇀ u in L∞t H
1
x(R× R3)(33)
Aε
∗
⇀ A in L∞t H
1
x(R× R3)(34)
∂tA
ε ∗⇀ ∂tA in L∞t L
2
x(R× R3)(35)
Proposition 4.4. The weak limit (u,A) in (33), (34) is a finite energy weak solution
to the Cauchy problem (1), with initial datum (u0, A0, A1).
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Proof. Let us consider uε, by using equation (29) and the a priori bounds given by the
energy we have {∂tuε} is uniformly bounded in L∞(R;H−1(R3)). Hence, by using the
Aubin-Lions lemma and from the assumption 1 < γ < 3 we may infer
(36) uε → u in L4loc(R× R3) ∩ L2γloc(R× R3) .
This also implies that |uε|2 ⇀ |u|2 in L2tL6/5x , and consequently from Hardy-Littlewood-
Sobolev we obtain
(37) (−∆)−1(|uε|2)⇀ (−∆)−1(|u|2), inL2tL6x.
Analogously for Aε, the a priori bounds yield
(38) Aε → A in L4loc(R× R3) .
We are now able to show the convergence for the nonlinear terms Kε(uε, Aε), Nε(uε),
J εPJε, where
Kε(uε, A˜ε) = iA˜ε · ∇uε + 1
2
|A˜ε|2uε + φ(uε)uε ,
Indeed, by using the convergences (33)-(38) we may conclude
Kε(uε, A˜ε)⇀K(u,A) in L
4
3
loc(R× R3) ,
PJ(uε, A˜ε)⇀ PJ(u,A) in L
4
3
loc(R× R3) ,
Nε(uε)⇀ N(u), in L
2γ
2γ−1
loc (R× R3).
It remains to see that the initial condition is satisfied. We have that ∂tA ∈ L∞t L2x(R×
R3) and ∂2tA, ∂tu ∈ L∞t H−1x (R×R3), and consequently (u,A, ∂tA) ∈ C(R;H−1 ×L2×
H−1). Moreover, the energy bounds imply (u,A, ∂tA) ∈ L∞(R;H1 × H1 × L2) and
hence we may also infer the weak continuity (u,A, ∂tA) ∈ Cw(R;H1 ×H1 × L2).
Since Aε ∈ L2(0, T ;H1(R3)) and ∂tAε ∈ L2(0, T ;L2(R3)), integrating by parts we have∫ T
0
〈Aε(t)∂tf(t) + ∂tAε(t)f(t), ϕ〉H1,H−1 ds = −〈A0, ϕ〉
for every ϕ ∈ L2(R3) and all f ∈ C∞(R) with f(0) = 1 and f(T ) = 0. As ε → 0 we
obtain ∫ T
0
{A(t)∂tf(t) + ∂tA(t)h(t)} dt = −A0
in L2(R3), which implies A|t=0 = A0. Now we have∫ T
0
〈
∂tA
ε∂tf(t) + {∆Aε − PJ(uε, A˜ε)}f(t), η
〉
= 〈A1, η〉 ,
and as ε→ 0, we find ∫ T
0
{∂tA(t)∂tf(t) + ∂2tA(t)f(t)} = A1
in H−1(R3), which gives us ∂tA|t=0 = A1. Applying the same argument to uε we deduce
that u|t=0 = u0. 
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5. Quantum Magnetohydrodynamics
Our last Section is devoted to point out the relation between the nonlinear Maxwell-
Schro¨dinger system (1) and quantum magnetohydrodynamic (QMHD) models. Such
hydrodynamic systems have been introduced in the physics literature, motivated by
various applications to semiconductor devices, dense astrophysical plasmas (e.g. in
white dwarfs), or laser plasmas [16, 17, 34, 35]. As a simplification, let us consider
a one-spiecies charged quantum fluid with self-generated electromagnetic fields. The
dynamics is described by the following system
(39)


∂tρ+ div J = 0
∂tJ + div
(
J ⊗ J
ρ
)
+∇P (ρ) = ρE + J ∧B + 1
2
ρ∇
(
∆
√
ρ√
ρ
)
,
where ρ denotes the charge density and J the current density of the quantum fluid.
Here all the constants are normalized to one. The pressure term P (ρ) is assumed to be
isentropic of the form P (ρ) = γ−1γ ρ
γ , 1 < γ < 3. The last term in the equation for the
current density can be written in different ways
(40)
1
2
ρ∇
(
∆
√
ρ√
ρ
)
=
1
4
∇∆ρ− div(∇√ρ⊗∇√ρ) = 1
4
div(ρ∇2 log ρ).
and it can be seen as a self-consistent quantum potential (the so called Bohm potential)
or as a quantum correction to the stress tensor. Mathematically speaking, this is a third
order nonlinear dispersive term. The hydrodynamical system above is complemented
by the Maxwell equations for the electromagnetic fields E and B
(41)
{
divE = ρ, ∇ ∧ E = −∂tB
divB = 0, ∇ ∧B = J + ∂tE.
In recent years a global existence theory of finite energy weak solutions for a class a
quantum hydrodynamic systems has been established by the first and third author of
this paper in [1, 2, 3]. By means of a polar factorization techinque it is possible to define
the hydrodynamic quantities by considering the Madelung transform of a wave function
solution to a nonlinear Schro¨dinger equation. In this way the definition of the velocity
field in the nodal regions is no longer needed. We also mention in the H2 case the
construction given in [9]. Furthermore it could be interesting to consider also confining
potentials as in [5], generated by external magnetic fields. The aim of this Section is to
show the existence of a finite energy weak solution to (39)-(41) by taking advantage of
our results on the system (1).
Definition 5.1. Let ρ0, J0, E0, B0 ∈ L1loc(R3), then a finite energy weak solution to
system (39)-(41) in the space-time slab [0, T )×R3 is given by a quadruple (√ρ,Λ, φ, A)
such that
(1)
√
ρ ∈ L∞([0, T );H1(R3)), Λ ∈ L∞([0, T );L2(R3)), φ ∈ L∞([0, T );H1(R3)),
A ∈ L∞([0, T );H1(R3)) ∩W 1,∞([0, T );L2(R3));
(2) ρ := (
√
ρ)2, J :=
√
ρΛ, E := −∂tA−∇φ, B := ∇ ∧ A;
(3) J ∈ L2([0, T );L2loc(R3));
(4) ∀ η ∈ C∞c ([0, T )× R3),∫ T
0
∫
R3
ρ∂tη + J · ∇η dxdt+
∫
R3
ρ0(x)η(0, x) dx = 0;
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(5) ∀ζ ∈ C∞c ([0, T )× R3;R3),∫ T
0
∫
R3
J · ∂tζ + Λ⊗ Λ : ∇ζ + P (ρ) div ζ + ρE · ζ + (J ∧B) · ζ
+∇√ρ⊗∇√ρ : ∇ζ + 1
4
ρ∆div ζ dxdt+
∫
R3
J0(x) · ζ(0, X) dx = 0;
(6) E,B satisfy (41) in [0, T )× R3 in the sense of distributions;
(7) (finite energy) the total mass and energy defined by
(42) M(t) :=
∫
R3
ρ(t, x) dx,
(43) E(t) =
∫
R3
1
2
|∇√ρ|2 + 1
2
|Λ|2 + f(ρ) + 1
2
|∂tA|2 + 1
2
|∇A|2 + 1
2
|∇φ|2 dx
respectively, are finite for every t ∈ [0, T ). Here f(ρ) = 1γ ργ .
Proposition 5.2. Let (ρ0, J0, B0, E0) be such that ρ0 := |u0|2, J0 := Re(u¯0(−i∇ −
A0)u0), B0 := ∇∧A0, E0 := −A1−∇φ0, φ0 := (−∆)−1|u0|2 for some (u0, A0, A1) ∈ X,
then there exists Tmax > 0 such that (
√
ρ,Λ, φ, A) is a finite energy weak solution to (39)-
(41) with initial data (ρ0, J0, B0, E0) in the space-time slab [0, Tmax) × R3. Moreover,
the energy is conserved for all t ∈ [0, Tmax).
To prove this Proposition we are going to use a polar factorization argument, in
analogy with the electrostatic case treated in [1, 2].
Given any complex valued fuction u ∈ H1(R3), we may define the set of its polar factors
as
P (u) := {ϕ ∈ L∞(R3) : ‖ϕ‖L∞ ≤ 1, u = √ρϕ a.e. in R3},
where
√
ρ := |u|. Thus, for any ϕ ∈ P (u), we have |ϕ| = 1 √ρ dx a.e. in R3 and ϕ is
uniquely defined
√
ρ dx a.e. in R3. Clearly the polar factor is not uniquely defined in
the nodal regions, i.e. in the set {ρ = 0}.
In the following Lemma we exploit the polar factorization of a given wave function ψ in
order to define the hydrodynamical quantities associated to ψ. This approach overcomes
the WKB ansatz in the finite energy framework and allows to define the hydrodynamical
quantities almost everywhere in the space, without passing through the construction of
the velocity field, which is not uniquely defined in the nodal region. Furthermore, we
show how this definition which uses the polar factorization is stable in H1(R3).
Lemma 5.3. Let u ∈ H1(R3), A ∈ L3(R3), and let √ρ := |u|, ϕ ∈ P (u). Let us define
Λ := Re(ϕ¯(−i∇−A)u) ∈ L2(R3), then we have
• √ρ ∈ H1(R3) and ∇√ρ = Re(ϕ¯∇u);
• the following identity holds a.e. in R3,
(44) Re{(−i∇−A)u ⊗ (−i∇−A)u} = ∇√ρ⊗∇√ρ+ Λ⊗ Λ.
Moreover, let {un} ⊂ H1(R3), {An} ⊂ L3(R3) be such that un converges strongly to u
in H1 and An converges strongly to A in L
3, then we have
∇√ρn → ∇√ρ, Λn → Λ, in L2(R3),
where
√
ρn := |un|, Λn := Re(ϕ¯n(−i∇−An)un).
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Proof. Let u ∈ H1(R3) and let us consider a sequence of smooth functions converging
to u, {un} ⊂ C∞c (R3), un → u in H1(R3). For each un we may define
ϕn(x) :=


un(x)
|un(x)| if un(x) 6= 0
0 if un(x) = 0.
The ϕn’s are clearly polar factors for the wave functions un. Since ‖ϕn‖L∞ ≤ 1, then
(up to subsequences) there exists ϕ ∈ L∞(R3) such that
(45) ϕn
∗
⇀ ϕ, L∞(Rd).
It is easy to check that ϕ is indeed a polar factor for u. Since {un} ⊂ C∞c (R3), we have
∇√ρn = Re(ϕ¯n∇un), a.e. in R3.
It follows from the convergence above
∇√ρn → ∇√ρ, L2(R3)
Re(ϕ¯n∇un)⇀ Re(ϕ¯∇u), L2(R3),
thus ∇√ρ = Re(ϕ¯∇u) in L2(R3) and consequently the equality holds a.e. in R3.
It should be noted that here we have ∇√ρ = Re(ϕ¯∇u), where ϕ is the weak−∗ limit in
(45). However the identity above for ∇√ρ does not depend on the choice of ϕ. Indeed,
by Theorem 6.19 in [23] we have ∇u = 0 for almost every x ∈ u−1({0}) and, on the
other hand, ϕ is uniquely determined on {x ∈ R3 : |u(x)| > 0} almost everywhere.
Consequently, for any ϕ1, ϕ2 ∈ P (u), we have Re(ϕ¯1∇u) = Re(ϕ¯2∇u) = ∇√ρ. The
same argument applies for Λ := Re(ϕ¯(−∇− A)u). Let us now prove the identity (44).
Recall that we have |ϕ| = 1 √ρ dx a.e. in R3, hence again by invoking Theorem 6.19 in
[23] we have
Re{(−i∇−A)u ⊗ (−i∇−A)u} =Re
{(
ϕ(−i∇−A)u
)
⊗ (ϕ¯(−i∇−A)u)
}
=Re{ϕ(−i∇−A)u} ⊗ Re{ϕ¯(−i∇−A)u}
− Im{ϕ(−i∇−A)u} ⊗ Im{ϕ¯(−i∇−A)u}
=Λ⊗ Λ +∇√ρ⊗∇√ρ,
a.e. in R3. Furthermore, by taking the trace on both sides of the above equality we
furthermore obtain
(46) |(−i∇−A)u|2 = |∇√ρ|2 + |Λ|2.
For the second part of the Lemma, let us consider a sequence {un} ⊂ H1 strongly
converging to u ∈ H1 and vector fields {An} ⊂ L3 strongly converging to A ∈ L3. As
before it is straightforward to show that
Re(ϕ¯n∇un)⇀Re(ϕ¯∇u), L2
Re(ϕ¯n(−i∇−An)un)⇀Re(ϕ¯(−i∇−A)u), L2.
Moreover, from (46), the strong convergence of un and the weak convergence for∇√ρn,Λn,
we obtain
‖(−i∇−A)u‖2L2 =‖∇
√
ρ‖2L2 + ‖Λ‖2L2 ≤ lim infn→∞
(‖∇√ρn‖2L2 + ‖Λn‖2L2)
= lim
n→∞
‖(−i∇−An)un‖2L2 = ‖(−i∇−A)u‖2L2 .
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Hence, we obtain ‖∇√ρn‖L2 → ‖∇√ρ‖L2 and ‖Λn‖L2 → ‖Λ‖L2. Consequently, from
the weak convergence in L2 and the convergence of the L2 norms we may infer the
strong convergence
∇√ρn → ∇√ρ, Λn → Λ, in L2(R3).

In view of Lemma 5.3 we can now prove Proposition 5.2. Let (u0, A0, A1) ∈ X
be given, then by our main Theorem 1.1 there exists a unique solution (u,A) to (1)
in [0, Tmax) × R3 such that u ∈ C([0, Tmax);H2(R3)), A ∈ C([0, Tmax);H3/2(R3)) ∩
C1([0, Tmax);H
1/2(R3)). Let us now define
√
ρ := |u|, Λ := Re(ϕ¯(−i∇+A)u), where ϕ
is a polar factor for u, and let φ := (−∆)−1ρ. By differentiating ρ with respect to time
we have
∂tρ =2Re
{
u¯
(
− i
2
(−i∇−A)2u− iφu− i|u|2(γ−1)u
)}
=Im
{
u¯(−i∇−A)2u}
=Im
{
−i div
(
u¯(−i∇−A)u+ (−i∇−A)u · (−i∇−A)u
)}
=− div (Re(u¯(−i∇−A)u)) .
Hence by defining J = Re (u¯(−i∇−A)u) = √ρΛ we obtain the continuity equation for
ρ
∂tρ+ div J = 0.
Now let us differentiate J with respect to time,
∂tJ =Re
{(
i
2
(−i∇−A)2u+ iφu¯+ i|u|2(γ−1)u¯
)
(−i∇−A)u
}
+Re
{
u¯(−i∇−A)
(
− i
2
(−i∇−A)2u− iφu− i|u|2(γ−1)u
)}
− ρ∂tA
=
1
2
Im
{
u¯(−i∇−A) ((−i∇−A)2u)− (−i∇−A)2u(−i∇−A)u}
+Re
{
u¯(φ + |u|2(γ−1))∇u− u¯∇
(
φu + |u|2(γ−1)u
)}
− ρ∂tA.
Now the last line equals ρ∇φ − ρ∇ργ−1 − ρ∂tA = ρ(−∂tA − ∇φ) + ∇P (ρ), where
P (ρ) = γ−1γ ρ
γ . After some tedious but rather straightforward calculations we may see
that
1
2
Im
{
u¯(−i∇−A) ((−i∇−A)2u)− (−i∇−A)2u(−i∇−A)u}
=
1
4
∇∆ρ− div
(
Re
{
(−i∇−A)u ⊗ (−i∇−A)u
})
+ J ∧ (∇ ∧A).
By putting everything together we then obtain
∂tJ + div
(
Re{(−i∇−A)u ⊗ (−i∇−A)u}
)
+∇P (ρ) =
ρ(−∂tA−∇φ) + J ∧ (∇ ∧ A) + 1
4
∇∆ρ.
We now use the polar factorization Lemma to infer that
Re{(−i∇−A)u⊗ (−i∇−A)u} = ∇√ρ⊗∇√ρ+ Λ⊗ Λ
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and consequently we get
∂tJ + div(Λ ⊗ Λ) +∇P (ρ) = ρE + J ∧B + 1
4
∇∆ρ− div(∇√ρ⊗∇√ρ).
By recalling identity (40) we see that this is the equation for the current density in
the QMHD system (39). The above calculations are rigorous only when (u,A) are suf-
ficiently regular, however for solutions to (1) considered in Theorem 1.1 they can be
rigorsouly justified in the weak sense, namely in the sense of Definition 5.1 by regularis-
ing the initial data and by exploiting the continuous dependence showed in Proposition
3.2 and the H1−stability of the polar factorization stated in Lemma 5.3.
It only remains to prove that E,B satisfy the Maxwell equations, but this comes in a
straightforward way from the wave equation in (1) and the definitions E = −∂tA−∇φ,
B = ∇∧ A.
Finally we remark that for solutions (u,A) to (1) considered in Theorem 1.1 the total
energy (26) is conserved. Again by using Lemma 5.3 we see that the energy in (26)
equals the one defined in (43) this equals the energy defined in (43). This concludes the
proof of Proposition 5.2.
6. Appendix - Continuous dependence
In this Appendix we are going to prove the Lemmas 3.3, 3.4, 3.5 used to show
the continuous dependence stated in Proposition 3.2. We consider two initial data
(u0, A0, A1), (u
′
0, A
′
0, A
′
1) ∈ X such that
‖(u0, A0, A1)‖X , ‖(u′0, A′0, A′1)‖X ≤ R,
and whose energies, defined as in (26), satisfy
E(t), E′(t) ≤ E.
All throughout this Appendix we are going to denote by (u,A), (u′, A′) the solutions to
(1) emanated from (u0, A0, A1), (u
′
0, A
′
0, A
′
1) ∈ X , respectively. First of all we are going
to prove Lemma 3.3; we will split it into two steps, see the two Lemmas 6.1 and 6.2
below.
Lemma 6.1. We have
‖u− u′‖L∞t H2x(R3) .R,E ‖∂t(u− u′)‖L∞t L2x(R3) + ‖u− u′‖L∞t L2x(R3)
+ ‖A−A′‖
L∞t H
1
2
x (R3)
.
(47)
Proof. Let us consider the equation for the difference u− u′; we have
i∂t(u− u′) = −∆(u− u′) + 2iA · ∇(u− u′) + |A|2(u − u′) + F
where
F = 2i(A−A′) · ∇u′ + (|A|2 − |A′|2)u′ + (φ(|u|2)− φ(|u′|2))u′
+ φ(|u|2)(u − u′) + |u|2(γ−1)u− |u′|2(γ−1)u′ .
This implies
‖∆(u− u′)‖L2(R3) ≤ ‖∂t(u− u′)‖L2(R3) + ‖A · ∇(u − u′)‖L2(R3)
+ ‖|A|2(u− u′)‖L2(R3) + ‖F‖L2(R3)
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From Ho¨lder’s inequality and Sobolev embedding theorem we have
‖A · ∇(u− u′)‖L2(R3) ≤ ‖A‖L6(R3)‖∇(u− u′)‖L3(R3) . ‖∇A‖L2(R3)‖u− u′‖H 32
.E ‖u− u′‖
H
3
2 (R3)
.E ‖u− u′‖
1
4
L2(R3)‖u− u′‖
3
4
H2(R3)
.E C(ε)‖u− u′‖L2(R3) + ε‖u− u′‖H2(R3) ,
where we do not consider the explicit dependence of the constants on R and E. Similarly
we have
‖|A|2(u− u′)‖L2(R3) . ‖A‖2L6‖u− u′‖H1(R3) .E C(ε)‖u− u′‖L2(R3) + ε‖u− u′‖H2(R3)
We can deal with F as already done previously, getting
‖F‖L2(R3) .R,E ‖A−A′‖H 12 (R3) + ‖u− u
′‖L2(R3)
Finally, putting all togheter the previous inequality, we have
‖u− u′‖L∞t H2x(R3) ≤ ‖u− u′‖L∞t L2x(R3) + ‖∆(u− u′)‖L∞t L2x(R3)
.R,E C(ε)‖u− u′‖L∞t L2x(R3) + ‖∂t(u− u′)‖L∞t L2x(R3)
+ ‖A−A′‖
L∞t H
1
2
x (R3)
+ ε‖u− u′‖L∞t H2x(R3) .
Now, by choosing ε sufficently small, we get (47). 
We note that in the same way we can prove that
(48) ‖∂t(u − u′)‖L∞t L2x(R3) .R,E ‖u− u′‖L∞t H2x(R3) + ‖A−A′‖L∞t H
1
2
x (R3)
In order to estimate the term ‖∂t(u− u′)‖L∞t L2x(R3) we use next lemma.
Lemma 6.2. The following inequality holds:
‖∂tu− ∂tu′‖L∞t L2x(R3) .R,E ‖∂t(u− u′)(0)‖L2(R3)
+ T ‖∂tu′‖L∞t H2x(R3)
(‖A−A′‖
L∞t H
1
2
x (R3)
+ ‖u− u′‖L∞t L2x(R3)
)
+ T ‖(u− u′, A−A′, ∂tA− ∂tA′)‖X
(49)
Proof. We start by differentiating in time the equation
i∂tu = −∆Au+ φ(u)u+ |u|2(γ−1)u.
We then get
i∂2t u = −∆A∂tu+ φ(u)∂tu+ (2i∂tA(∇− iA) + ∂tφ)u+ ∂t(|u|2(γ−1)u)
Writing the corresponding equation for ∂2t u
′ and taking the difference with the previous
one we get
(50) i∂2t (u− u′) = −∆A(∂tu− ∂tu′) + F ,
where F is given by
F =
[
2i(A−A′)
(
∇− i
2
(A+A′)
)
+ (φ − φ′)
]
∂tu
′ + φ(∂tu− ∂tu′)
+ (2i∂tA(∇− iA) + ∂tφ)(u − u′) + ∂t(|u|2(γ−1)u− |u′|2(γ−1)u′)
+ (2i∂t(A− A′)(∇− iA)− 2i(A−A′)∂tA′ + ∂t(φ− φ′))u′ .
(51)
Using the unitarity in L2(R3) of UA(t, s) we get
(52) ‖∂t(u− u′)(t)‖L2(R3) ≤ ‖∂t(u − u′)(0)‖L2 +
∫ t
0
‖F (s)‖L2(R3)ds .
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We estimate the inhomogenous term F , we have∥∥∥∥[2i(A−A′)(∇− i2(A+A′)) + (φ − φ′)
]
∂tu
′
∥∥∥∥
L2(R3)
.R,E
(
‖u− u′‖L2(R3) + ‖A−A′‖H 12 (R3)
)
‖∂tu′‖H2(R3)
This inequality follows from∥∥∥∥(A−A′)
(
∇− i
2
(A+A′)
)
∂tu
′
∥∥∥∥
L2(R3)
≤ ‖A−A′‖L3(R3)
∥∥∥∥
(
∇− i
2
(A+A′)
)
∂tu
′
∥∥∥∥
L6(R3)
. ‖A−A′‖
H
1
2 (R3)
{‖∇∂tu′‖H1(R3) + ‖A+A′‖L6(R3)‖∂tu‖L∞(R3)}
. ‖A−A′‖
H
1
2 (R3)
‖∂tu‖H2(R3)
(
1 + ‖∇A‖L2(R3) + ‖∇A′‖L2(R3)
)
.E ‖A−A′‖
H
1
2 (R3)
‖∂tu′‖H2(R3)
and
‖(φ− φ′)∂tu′‖L2(R3) ≤ ‖∆−1((u − u′)u + (u− u′)u′)∂tu′‖L2(R3)
. ‖u− u′‖L2(R3)‖u‖L3(R3)‖∂tu‖L3(R3) + ‖(u− u′)‖L2(R3)‖u′‖L3(R3)‖∂tu‖L3(R3)
.R ‖u− u′‖L2(R3)‖∂tu′‖H2(R3)
where we used Ho¨lder inequality, the Sobolev embeddingsH1(R3) →֒ L6(R3), H 12 (R3) →֒
L3(R3) and (5).
Furthermore, from (6) we may infer
‖φ(∂tu− ∂tu′)‖L2(R3) .R ‖∂tu− ∂tu′‖L2(R3) .
Again,
‖2i∂tA(∇− iA)(u− u′)‖L2(R3) . ‖∂tA‖L3(R3)‖(∇− iA)(u − u′)‖L6
.R,E ‖u− u′‖H2(R3)
and, by using (8) and (5),
‖∂tφ(u − u′)‖L2(R3) . ‖(∆−1(2Re(u∂tu)))(u− u′)‖L2(R3)
. ‖∂tu‖L2(R3)‖u‖L3(R3)‖u− u′‖H2(R3)
.R ‖u− u′‖H2(R3) .
Observe that one has
∂t(|u|2(γ−1)u) = γ|u|2(γ−1)∂tu+ (γ − 1)|u|2(γ−2)u2∂tu,
therefore it follows
∂t(|u|2(γ−1)u− |u′|2(γ−1)u′) = γ∂tu(|u|2(γ−1) − |u′|2(γ−1)) + γ|u′|2(γ−1)∂t(u− u′)
+ (γ − 1)∂tu(|u|2(γ−2)u2 − |u′|2(γ−2)u′2)
+ (γ − 1)|u′|2(γ−2)u2∂t(u − u′)
We then have
‖∂t(|u|2u− |u′|2u′)‖L2(R3) .R ‖∂t(u− u′)‖L2(R3) + ‖u− u′‖H2(R3) ,
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where we used the following two inequalities∣∣∣|z|2(γ−1) − |z′|2(γ−1)∣∣∣ . (|z|2γ−3 + |z′|2γ−3)|z − z′|∣∣∣|z|2(γ−2)z2 − |z′|2(γ−2)z′2∣∣∣ . (|z|2γ−3 + |z′|2γ−3)|z − z′| .
For the last term, with similar computations, we have
‖∂t(A−A′)(∇− iA)u′‖L2(R3) .R,E ‖∂t(A−A′)‖H 12 (R3)
‖∂tA′(A−A′)u′‖L2(R3) . ‖∂tA′‖L3(R3)‖A−A′‖L6(R3)‖u′‖L∞(R3)
.R ‖A−A′‖
H
3
2 (R3)
‖(∂tφ− ∂tφ′)u′‖L2(R3) .R ‖∂tu− ∂tu′‖L2(R3) + ‖u− u′‖H2(R3) .
By putting everything together, we obtain
‖∂tu− ∂tu′‖L∞t L2x(R3) .R,E ‖∂t(u− u′)(0)‖L2(R3) + T ‖∂tu− ∂tu′‖L∞t L2x(R3)
+ T ‖∂tu′‖L∞t H2x(R3)
(‖A−A′‖
L∞t H
1
2
x (R3)
+ ‖u− u′‖L∞t L2x(R3)
)
+ T
(‖u− u′‖L∞t H2x(R3) + ‖A−A′‖L∞t H 32x (R3) + ‖∂t(A− A′)‖L∞t H 12x (R3)
)
,
which gives (49), by using (48) for the term ‖∂t(u− u′)‖L∞t L2x(R3) in the righthand side
of the previous inequality. 
By putting together the two previous Lemmas we then have Lemma 3.3. Now we are
going to estimate the term ‖A−A′‖
L∞t H
1
2
x (R3)
+ ‖u− u′‖L∞t L2x(R3).
Lemma 6.3. Let (u,A), (u′, A) be as in previous lemmas, then
‖A−A′‖
L∞t H
1
2 (R3)
+ ‖u− u′‖L∞t L2(R3)
.R,E ‖(u0 − u′0, A0 −A′0, A1 −A′1)‖L2(R3)×H 12 (R3)×H− 12 (R3)
(53)
Proof. Writing the difference equation for A and A′ we get
(A−A′) = G ,
with
G = P Im{(u− u′)(∇− iA)u− iuu′(A−A′)− (u − u′)(∇+ iA′)u′}
where we used the fact that P(u′∇(u−u′)) = −P((u−u′)∇u′). By applying the energy
estimate (13) we get
‖A−A′‖
L∞t H
1
2
x (R3)
. (1 + T )‖(A0 −A′0, A1 −A′1)‖H 12 (R3)×H− 12 (R3)
+ (1 + T )‖G‖
L1tH
−
1
2
x (R3)
Using the embedding L
3
2 (R3) →֒ H− 12 (R3) we have
‖(u− u′)(∇− iA)u‖
L
3
2 (R3)
≤ ‖u− u′‖L2(R3)‖(∇− iA)u‖L6(R3)
. ‖u− u′‖L2(R3)
{‖∇u‖H1(R3) + ‖Au‖L6(R3)}
. ‖u− u′‖L2(R3)‖u‖H2(R3)
(
1 + ‖∇A‖L2(R3)
)
.R,E ‖u− u′‖L2(R3) .
Analogously
‖(u− u′)(∇ + iA)u′‖
L
3
2 (R3)
.R,E ‖u− u′‖L2(R3)
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and
‖uu′(A−A′)‖
L
3
2 (R3)
.R ‖A−A′‖
H
1
2 (R3)
In a similar way, using the difference of the equations for u and u′ we get
‖u− u′‖L∞t L2(R3) .R,E ‖u0 − u′0‖L2(R3)
+ T
{‖A−A′‖
L∞t H
1
2 (R3)
+ ‖u− u′‖L∞t L2(R3)
}
Putting all togheter, taking T sufficiently small, we get (53). 
Now, using (53) in (49), we get
‖∂tu− ∂tu′‖L∞t L2(R3) . ‖∂t(u− u′)(0)‖L2(R3)
+ T ‖∂tu′‖L∞t H2(R3)‖(u0 − u′0, A0 −A′0, A1 −A′1)‖X0, 12
+ T ‖(u− u′, A−A′, ∂tA− ∂tA′)‖X
(54)
On the other hand, by analogous arguments, we have the following estimate for the
Maxwell part
‖A−A′‖
L∞t H
3
2 (R3)
+ ‖∂tA− ∂tA′‖
L∞t H
1
2 (R3)
. ‖(A0 −A′0, A1 −A′1)‖H 32 (R3)×H 12 (R3)
+ T ‖(u− u′, A−A′, ∂tA− ∂tA′)‖X
(55)
In order to get the estimate for ‖(u − u′, A − A′, ∂tA − ∂tA′)‖X we put togheter (47),
choosing a sufficiently small T , (54) and (55) to get
‖(u− u′, A−A′, ∂tA− ∂tA′)‖X . ‖(u0 − u′0, A0 −A′0, A1 −A′1)‖X
+ (‖∂tu′‖L∞t H2(R3) + 1)‖(u0 − u′0, A0 −A′0, A1 −A′1)‖X0, 12
(56)
where we applied (48) to the term ‖∂t(u− u′)(0)‖L2(R3).
Finally we are going to estimate the term ‖∂tu′‖L∞t H2(R3).
Lemma 6.4. The following estimate holds:
(57) ‖∂tu‖L∞t H2(R3) ≤ ‖∂2t u‖L2(R3) + C(E,R)
Proof. From the equation
i∂2ttu = −∆∂tu+ 2iA · ∇∂tu+ |A|2∂tu+ 2i∂tA · ∇u+ 2A · ∂tAu
+ ∂tφu + φ∂tu+ ∂t(|u|2(γ−1)u)
we can estimate ‖∂tu‖H2(R3). Indeed
‖∂tu‖H2(R3) ≤ ‖∂tu‖L2(R3) + ‖∆∂tu‖L2(R3) ≤ C(R) + ‖∆∂tu‖L2(R3)
So we have
‖∆∂tu‖L2(R3) ≤ ‖∂2ttu‖L2(R3) + ‖A · ∇∂tu‖L2(R3) + ‖|A|2∂tu‖L2(R3)
+ ‖∂tA · ∇u‖L2(R3) + ‖A · ∂tAu‖L2(R3)
+ ‖∂tφu+ φ∂tu‖L2(R3) + ‖∂t(|u|2(γ−1)u)‖L2(R3)
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We begin with the estimate of the right-hand side of the previous inequality.
‖A · ∇∂tu‖L2(R3) . ‖A‖L6(R3)‖∇∂tu‖L3(R3) . ‖∇A‖L2(R3)‖∂tu‖H 32 (R3)
.
√
E‖∂tu‖
1
4
L2(R3)‖∂tu‖
3
4
H2(R3) .
√
E(C(ε)‖∂tu‖L2(R3) + ε‖∂tu‖H2(R3))
. C(E,R) + C(R)ε‖∂tu‖H2(R3)
In the same way
‖|A|2∂tu‖L2(R3) . ‖A‖2L6(R3)‖∂tu‖L6(R3) . ‖∇A‖2L2(R3)‖∂tu‖H1(R3)
. (1 + ε‖∂tu‖H2(R3))
The other terms are all bounded by C(R); for instance
‖∂tA∇u‖H2(R3) . ‖∂tA‖H 12 (R3)‖u‖H2(R3) ≤ C(R)
or
‖∂t(|u|2(γ−1)u)‖L2(R3) . ‖|u|2(γ−1)∂tu‖L2(R3)
. ‖u‖2(γ−1)L∞ ‖∂tu‖L2(R3) ≤ C(R)
We can deal with the remaining terms analogously. Finally we get
‖∂tu‖H2(R3) . ‖∂2ttu‖L2(R3) + C(E,R) + C(R)ε‖∂tu‖H2(R3)
which gives (57) for sufficiently small ε. 
To complete the estimates we have to deal with ‖∂2t u‖L∞t L2(R3). We write the equation
for the time derivative ∂2t u
i∂3t u = −∆u+ 2iA · ∇∂ttu+ |A|2∂ttu+G
where
G = 4i∂tA · ∇∂tu+ 4A · ∂tA∂tu+ 2i∂2tA(∇u− iAu) + 2(∂tA)2u
+ 2∂tφ∂tu+ ∂
2
t φu + ∂
2
t uφ+ ∂
2
t (|u|2(γ−1)u)
Using Duhamel’s representation in Lemma (2.8) we have
‖∂ttu‖L∞t L2(R3) . ‖∂ttu(0)‖L2(R3) + T ‖G‖L∞t L2(R3)
Proceeding as before we finally get
‖∂2t u‖L2(R3) . ‖∂2t u(0)‖L2(R3)
+ TC(R,E)
{
‖∂tu‖L∞t H2(R3) + ‖A‖L∞t H 52 (R3) + ‖∂tA‖L∞t H 32 (R3)
}
We estimate the right-hand side of the previous inequality. We have
‖A‖
L∞t H
5
2 (R3)
+ ‖∂tA‖
L∞t H
3
2 (R3)
. (1 + T )‖(A0, A1)‖
H
5
2 (R3)×H 32 (R3)
+ T (1 + T )‖J‖
L∞t H
3
2 (R3)
For the term with J , proceeding as in (9), we have
‖u∇u‖
H
3
2 (R3)
. C(R)‖u‖H4(R3)
and
‖A‖u|2‖
H
3
2 (R3)
. C(R,E)
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So
‖A‖
L∞t H
5
2 (R3)
+ ‖∂tA‖
L∞t H
3
2 (R3)
. (1 + T )‖(A0, A1)‖
H
5
2 (R3)×H 32 (R3)
+ T (1 + T )‖u‖L∞H4(R3)
Moreover since ‖u‖H4(R3) . ‖u‖L2(R3)+‖∆u‖H2(R3) and by the equation for u it follows
‖∆u‖H2(R3) . ‖∂tu‖H2(R3) + ‖A · ∇u+ |A|2u‖H2 + ‖φu‖H2 + ‖|u|2(γ−1)u‖H2(R3),
then by estimating the right-hand side as before, we obtain
‖u‖L∞t H4(R3) . C(E,R)
(
‖∂tu‖L∞t H2(R3) + ‖A‖L∞t H 52 (R3)
)
Putting all together
‖∂tu‖L∞t H2(R3) . ‖∂ttu(0)‖L2(R3) + ‖(A0, A1)‖H 52 (R3)×H 32 (R3),
moreover one has
‖∂ttu(0)‖L2(R3) . ‖u0‖H4(R3) + C(E,R)‖A0‖H 52 (R3),
then we get
(58) ‖∂tu‖L∞t H2(R3) . ‖u0‖H4(R3) + ‖(A0, A1)‖H 52 (R3)×H 32 (R3)
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