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Most of time series analysis methods are based on an assumption of linear 
models. However, most observed time series are very complicated or non-linear. In 
the past, higher-order spectral methods have been developed to distinguish the 
non-linear time series from linear time series. The objective of this study is to use the 
time series decomposition method to examine the difference between the linear and 
non-linear time series. According to the results of synthetic data of linear and 
non-linear models generated in this study, the autocorrelation function is more 
attenuated as the time series is more skewed. 
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????A(0,1,Cs)???Cs= -3, -2, -1, 
0, 1, 2, 3?????? 




















    ????????????????
??????????????????













































































































































7. Akaike,H. Information theory and an 
extension of the maximum likelihood 
principle, Proc.2nd International 
Symposium on Information Theory, (Eds. 
B. N. Petrov and F. Csaki), pp.267-281, 
Akademiai Kiado, Budapest. 1973. 
8. Granger, C. W. J. and Anderson, A. P., An 
Introduction to Bilinear Time Series 
Analysis , Vandenhoeck and Ruprecht , 
Gottingen, 1978. 
9. Hinich M. J., “Estimating the Lag 
Satructure of a Nonlinear Time Series”, 
Journal of the American Satisitical 
Association, 74, pp.449-452, 1979. 
10. Kumar, K. “On the identification of 
some bilinear time series models”. 
Journal of Time Series Analysis 7, 
pp.117-122, 1986. 
11. Li, W. K. “On the autocorrelation 
structure and identification of some 
bilinear time series”. Journal of Time 
Series Analysis 5, pp.172-181, 1984. 
12. Liu, J. and Brockwell, P. J. “On the 
general bilinear time series models”. 
Journal of Applied Probability 25, 
pp.553-564, 1988. 
13. Nicholls D. F. and Barry G. Quinn, 
Random Coefficient Autoregressive 
Models?An Introduction, Springer-Verlag 
New York, 1982. 
14. Priestley M. B., “Nonlinear Model in 
Time Analysis”, The Statistician, 27, 
pp.159-176, 1978. 
15. Rao T. S., “On the Theory of Bilinear 
Time Series Models”, J. R. Statist. Soc., 
B.43, 2, pp.244-255, 1981. 
16. Shanmugan K. S. and Breipohl A. M., 
Random Signals, pp83-87. 
17. Tong, H, Dimension Estimation and 
Models, Word Scientific Publishing. Co. 
Pte. Ltd, 1993. 
18. Tong, H, Non-linear Time Series?A 
Dynamical System Approach, Oxford 
University Press , 1990. 
19. Tong, H, Threshold models in 
Non-linear Time Series Analysis, 
Springer-Verlag, N.Y, 1983. 
20. Wei, W. S. Time Series Analysis 
Univariate and Multivariate Methods, 
Addison-Wesley, New York, 1990. 
-4-






AR(1) 10.5t t tZ Z a−= ∗ +  ? (3.1) 
AR(2) 1 21.1 0.3t t t tZ Z Z a− −= ∗ − ∗ +  ? (3.2) 
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3.3 4.45 3.135 1.2154
0.24552 0.02016
t t t t
t t t t
Z Z Z Z
Z Z Z a
− − −
− − −
= ∗ − ∗ + ∗ −
∗ + ∗ − ∗ +
 (3.6) 
MA(1) 10.9t t tZ a a −= − ∗  ? (3.7) 
MA(2) 1 20.9 0.8t t t tZ a a a− −= − ∗ − ∗  ? (3.8) 
MA(3) 1 2 30.9 0.8 0.7t t t t tZ a a a a− − −= − ∗ − ∗ − ∗   (3.9) 
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= − ∗ − ∗ − ∗
− ∗ − ∗ − ∗
  (3.12) 
ARMA(1,1) 1 10.5 0.5t t t tZ Z a a− −= ∗ + ∗ +  ? (3.13) 
ARMA(1,2) 1 1 20.5 0.3 0.4t t t t tZ Z a a a− − −= ∗ − ∗ − ∗ +   (3.14) 
ARMA(2,1) 1 2 11.1 0.3 0.3t t t t tZ Z Z a a− − −= ∗ − ∗ − ∗ +   (3.15) 







BL(1,0,1,1) 1 1 10.5 0.2t t t t tZ Z Z a a− − −= ∗ + ∗ ∗ +  ? (3.17) 
BL(1,0,1,1) 1 1 10.5 0.5t t t t tZ Z Z a a− − −= ∗ + ∗ ∗ +  ? (3.18) 
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= ∗ + ∗ ∗
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  (3.20) 
BL(2,0,1,1) 
1 2 1 10.3 0.2 0.2t t t t t
t
Z Z Z Z a
a
− − − −
= ∗ + ∗ + ∗ ∗
+
  (3.21) 
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RCA(1) ??? 1 110.1 0.3β = =∑  ? (3.22) 
RCA(1) ??? 1 110.1 0.5β = =∑  ? (3.23) 
RCA(1) ??? 1 110.2 0.5β = =∑  ? (3.24) 
RCA(1) ??? 1 110.3 0.4β = =∑   (3.25) 




???? ????? ?? 
?? 
???????? ( )0,1tX Normal:  (3.27) 
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4. 
( )6.0 cos 2 12t tZ t Xπ= ∗ ∗ ∗ +
1 1 10.2 0.8
(0,1)
t t t t t
t
X X X a a
a Normal
− − −
= ∗ − ∗ ∗ +




?? 2 ???????????????? A(0,1,Cs=-3,-2,-1,0,1,2,3)? ACF??? 
 Cs=-3 Cs=-2 Cs=-1 Cs=0 Cs=1 Cs=2 Cs=3 
AR(1) 1.2638 1.2948 1.3203 1.3304 1.3185 1.2992 1.2689
AR(2) 2.2042 2.3099 2.3829 2.4093 2.3790 2.3216 2.2233
MA(1) 1.1482 1.1826 1.2215 1.2451 1.2296 1.2065 1.1766





ARMA(1,1) 1.5596 1.6136 1.6534 1.6681 1.6518 1.6214 1.5694
AR(1) 1.3018 1.3339 1.3565 1.3587 1.3308 1.2949 1.2496
AR(2) 2.2277 2.3289 2.3980 2.4219 2.3906 2.3313 2.2307
MA(1) 1.1495 1.1842 1.2231 1.2450 1.2284 1.2054 1.1767





ARMA(1,1) 1.5758 1.6285 1.6665 1.6800 1.6614 1.6280 1.5744
AR(1) 1.2464 1.2947 1.3430 1.3767 1.3763 1.3584 1.3246
AR(2) 2.2099 2.3190 2.3979 2.4320 2.4081 2.3548 2.2585
MA(1) 1.1434 1.1772 1.2173 1.2434 1.2297 1.2087 1.1813





ARMA(1,1) 1.5669 1.6257 1.6709 1.6903 1.6780 1.6501 1.5973
 
?? 3 ????????????????? A(0,1,Cs=-3,-2,-1,0,1,2,3)? ACF??? 
 Cs=-3 Cs=-2 Cs=-1 Cs=0 Cs=1 Cs=2 Cs=3 
BL(1,0,1,1) 1 1.1523 1.1941 1.2558 1.3496 1.4134 1.4334 1.4328
BL(1,0,1,1)_2 1.0783 1.1141 1.1780 1.2957 1.4048 1.4535 1.4707
BL(1,0,1,1)_3 1.0592 1.0835 1.1254 1.2002 1.2824 1.3264 1.3468
RCA(1)_1 1.0160 1.0156 1.0143 1.0131 1.0133 1.0136 1.0140





RCA(1)_3 1.0462 1.0450 1.0415 1.0382 1.0391 1.0406 1.0419
BL(1,0,1,1) 1 1.1436 1.1826 1.2393 1.3217 1.3689 1.3754 1.3661
BL(1,0,1,1)_2 1.0338 1.0568 1.1028 1.1920 1.2757 1.3135 1.3241
BL(1,0,1,1)_3 1.0110 1.0183 1.0365 1.0806 1.1391 1.1711 1.1792
RCA(1)_1 1.0115 1.0113 1.0107 1.0104 1.0104 1.0108 1.0111 





RCA(1)_3 1.0305 1.0303 1.0288 1.0279 1.0280 1.0287 1.0291
BL(1,0,1,1) 1 1.1025 1.1449 1.2124 1.3173 1.3953 1.4236 1.4252
BL(1,0,1,1)_2 1.0715 1.1086 1.1775 1.3136 1.4437 1.5025 1.5307
BL(1,0,1,1)_3 1.1983 1.2293 1.2746 1.3501 1.4464 1.5072 1.5456
RCA(1)_1 1.0194 1.0208 1.0204 1.0185 1.0208 1.0225 1.0231




Cs=-2 RCA(1)_3 1.0602 1.0626 1.0610 1.0572 1.0628 1.0675 1.0697











A( 0 , 1 , Cs=0,2,-2) 
ACFCs=1 > ACFCs=2 > ACFCs=3 









(3.3) AR(3) 72 93 
(3.4) AR(4) 65 87 
(3.5) AR(5) 52 76 
(3.6) AR(6) 56 70 
(3.9) MA(3) 52 88 
(3.10) MA(4) 53 83 
(3.11) MA(5) 58 86 
(3.12) MA(6) 69 93 
(3.14) ARMA(1,2) 64 93 
(3.15) ARMA(2,1) 76 95 
(3.16) ARMA(2,2) 61 99 
(3.20) BL(1,0,2,1) 96 100 
(3.21) BL(2,0,1,1) 75 87 
(3.25) RCA(1)_1 79 96 














?? 6 ???????????????????? 
100????????????  
??????(3.27) ???????(3.28) 
200 58 65 
1000 94 89 
 










200 52 65 51 86 
1000 93 96 63 78 
 




















































































?? 1 ???????????????? A(0,1,Cs=-3,-2,-1,0,1,2,3)???? ACF?
???????????? Cs=0??? ACF???? 0 
 
at ~ N(0,1) 
at ~ A(0,1,Cs=2) 
at ~ A(0,1,Cs=-2) 
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?? 2 ?????—Bilinear Model????????????A(0,1,Cs=-3,-2,-1,0,1,2,3)
???? ACF????????????? Cs=0??? ACF???? 0 
 
at ~ N(0,1) 
at ~ A(0,1,Cs=2) 
at ~ A(0,1,Cs=-2) 
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?? 3 ?????—RCA  Model???????????? A(0,1,Cs=-3,-2,-1,0,1,2,3)
??? ? ACF????????????? Cs=0??? ACF???? 0 
 
at ~ N(0,1) 
at ~ A(0,1,Cs=2) 
at ~ A(0,1,Cs=-2) 
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