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GROUPES DE GARSIDE
Patrick DEHORNOY
Abstract. Define a Garside monoid to be a cancellative monoid where right
and left lcm’s exist and that satisfy additional finiteness assumptions, and a
Garside group to be the group of fractions of a Garside monoid. The family
of Garside groups contains the braid groups, all spherical Artin groups, and
various generalizations previously considered1. Here we prove that Garside
groups are biautomatic, and that being a Garside group is a recursively enu-
merable property, i.e., there exists an algorithm constructing the (infinite) list
of all small Gaussian groups. The latter result relies on an effective, tractable
method for recognizing those presentations that define a Garside monoid.
Re´sume´. Les mono¨ıdes de Garside sont introduits comme mono¨ıdes sim-
plifiables ou` existent ppcm et pgcd et ou` sont satisfaites des conditions con-
venables de finitude, et les groupes de Garside comme groupes de fractions de
mono¨ıdes de Garside. La famille des groupes de Garside contient les groupes de
tresses, les groupes d’Artin sphe´riques, et diverses ge´ne´ralisations conside´re´es
ante´rieurement2. Dans cet article, nous montrons que les groupes de Gar-
side sont bi-automatiques, et qu’eˆtre un groupe de Garside est une proprie´te´
re´cursivement e´nume´rable, c’est-a`-dire qu’il existe un algorithme e´nume´rant la
liste infinie de tous ces groupes. Ce re´sultat repose sur une me´thode effective
pour reconnaˆıtre les pre´sentations des mono¨ıdes de Garside.
Key words : Presentations of monoids and groups; word problem; rewriting
systems; Cayley graph; braid groups; Artin groups.
MSC 2000 : 20M05, 20F36, 05C25, 68Q42.
L’objet de cet article est l’e´tude par des me´thodes alge´briques et combinatoires
d’une classe de groupes, appele´s groupes de Garside, qui contient en particulier les
groupes de tresses classiques, tous les groupes d’Artin sphe´riques, et diverses exten-
sions de ces groupes pre´ce´demment introduites. Les groupes de Garside sont de´finis
comme groupes de fractions des mono¨ıdes de Garside, ces derniers e´tant de´finis par
l’existence de notions convenables de plus petit commun multiple (ppcm) et de plus
1 In particular, the Garside groups considered in [17] are special cases of those
considered here; the latter had been called ”small Gaussian” in earlier works; the
name has been changed in order to uniformize the terminology with works by
Bessis, Charney, Michel, and other authors
2 En particulier, les groupes de Garside introduits dans [17] sont un cas particulier
de ceux conside´re´s ici, qui, eux, avaient e´te´ appele´s petits groupes gaussiens; ce
changement de nom a e´te´ de´cide´ afin d’uniformiser la terminologie avec d’autres
travaux re´cents de Bessis, Charney, Michel, entre autres.
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grand commun diviseur (pgcd), et la satisfaction de conditions de noethe´rianite´ et
de ge´ne´ration finie. On de´montre ici :
The´ore`me A. Tout groupe de Garside est bi-automatique.
The´ore`me B. Etre un groupe de Garside et un mono¨ıde de Garside sont des
proprie´te´s Σ01, c’est-a`-dire re´cursivement e´nume´rables.
Le the´ore`me A, qui re´sout positivement une conjecture de [17] (e´nonce´e en ter-
mes de petit groupe gaussien), implique en particulier que tout groupe de Garside
a un proble`me de mot et un proble`me de conjugaison de´cidables, et qu’il satisfait
une ine´galite´ isope´rime´trique quadratique.
Le the´ore`me B signifie qu’il existe un algorithme (the´orique) qui e´nume`re
syste´matiquement toutes les pre´sentations de groupes de Garside et de mono¨ıdes
de Garside. Il repose sur l’existence d’un crite`re effectif caracte´risant certaines
pre´sentations des mono¨ıdes de Garside. Plus pre´cise´ment, il existe des conditions
explicites (∗∗) de complexite´ Σ01 telle qu’on ait les re´sultats suivants, dont les
termes seront de´finis plus bas :
The´ore`me B’. (i) Si M est un mono¨ıde de Garside, et si f est un se´lecteur
de ppcm sur une partie ge´ne´ratrice Σ de M , alors M admet la pre´sentation
comple´mente´e 〈Σ;Rf 〉
+, et celle-ci satisfait aux conditions (∗∗).
(ii) Inversement, si 〈Σ;Rf 〉
+ est une pre´sentation comple´mente´e satisfaisant aux
conditions (∗∗), alors le mono¨ıde qu’elle de´finit est un mono¨ıde de Garside, et f
est un se´lecteur de ppcm sur Σ.
Si la de´monstration du the´ore`me B’, qui occupe la plus grande partie de l’article,
est assez de´licate, les conditions (∗∗) qu’il met en jeu sont simples, et, en particulier,
leur implantation sur ordinateur est aise´e. La conjonction des the´ore`mes A et B’
permet donc de construire de nombreux exemples de groupes automatiques.
Les proprie´te´s alge´briques des groupes de tresses et de leurs extensions ont
fait l’objet de nombreux travaux. Dans le cas des groupes de tresses, la plupart
des re´sultats classiques sur les proble`mes de mots et de conjugaison, les formes
normales, et l’automaticite´ sont pre´sents ou implicites dans les travaux de Garside
[21] et Thurston [27] — voir aussi [2] [19]. On sait que les me´thodes et les re´sultats
s’e´tendent a` des classes de groupes plus vastes : groupes d’Artin sphe´riques [5]
[18] [8] [9], groupes des tresses des groupes de re´flexions complexes [6], groupes de
Garside au sens de [17] et [4] — qu’on appellera ici «groupes de Garside au sens
restreint» . La classe des groupes de Garside conside´re´s ici, et introduits dans [17]
sous l’appellation «petits groupes gaussiens» , inclut strictement toutes les classes
pre´ce´dentes. Par exemple, les groupes 〈a, b ; abpa = bq〉 sont pour q ≥ p ≥ 1 des
groupes de Garside n’appartenant a` aucune des familles pre´ce´dentes.
Un groupe de Garside est le groupe de fractions d’un mono¨ıde dans lequel existe
une bonne the´orie de la divisibilite´ et des ppcm (la de´finition pre´cise sera donne´e
au de´but de la section 1). De´ja` releve´e chez Garside et Deligne, l’importance des
ppcm dans les mono¨ıdes de tresses a e´te´ de´gage´e explicitement par Thurston dans
la construction de formes normales et, de la`, de structures automatiques [27] [20], et
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elle est au centre de l’e´tude de´veloppe´e dans [17] pour les groupes dits de Garside.
En un sens, le the´ore`me A n’est qu’une extension naturelle du re´sultat analogue
e´tabli dans [17] pour les groupes de Garside au sens restreint, lequel ne fait que
reprendre l’argument de [9] pour les groupes d’Artin sphe´riques, qui, a` son tour,
n’est qu’une adaptation de l’argument original de [27]. Le point nouveau consiste
ici a` s’affranchir d’une hypothe`se technique superflue incluse dans la de´finition
des groupes de Garside au sens restreint, a` savoir la proprie´te´ (ve´rifie´e dans le
cas des tresses et des groupes d’Artin) que l’e´le´ment fondamental ∆ est le ppcm
des ge´ne´rateurs minimaux. L’inte´reˆt de la pre´sente approche ne tient pas tant
a` l’affaiblissement des hypothe`ses obtenu qu’a` l’argument utilise´ pour e´tablir le
re´sultat, a` savoir l’utilisation syste´matique des comple´ments : siM est un mono¨ıde
admettant la simplification a` gauche, et ou` deux e´le´ments quelconques admettent
un unique ppcm a` droite, nous appellerons comple´ment (a` droite) de x dans y, et
noterons x\y, l’unique e´le´ment z tel que xz est le ppcm a` droite de x et y. L’e´tude
pour elles-meˆmes de l’ope´ration \ et de sa contrepartie a` gauche / semble nouvelle.
Nous montrons ici comment construire a` l’aide de ces ope´rations des formes nor-
males explicites et des structures automatiques. De telles constructions sont de´ja`
pre´sentes dans [27] et [20] dans le cas des tresses, et le passage aux groupes de
Garside serait une extension facile si toutes les hypothe`ses avaient e´te´ conserve´es.
La taˆche en fait n’est pas si aise´e, car les constructions initiales utilisaient au
moins trois conditions que nous e´liminons ici : pre´servation de la longueur dans
les relations de´finissant le groupe, existence d’une structure de groupe de Cox-
eter sous-jacente (le groupe syme´trique et ses ope´rations de treillis dans le cas
des tresses), centralite´ de l’e´le´ment ∆2. S’affranchir de telles hypothe`ses exige de
reprendre l’e´tude du de´but, avec des arguments et un enchaˆınement diffe´rents,
tout en aboutissant a` des de´monstrations plus simples et naturelles que celles
de [8] et [17]. Il semble donc que les groupes de Garside constituent un cadre bien
adapte´, ce que confirment d’autres travaux re´cents : [14], ou` il est montre´ que les
groupes de Garside, et, plus ge´ne´ralement, les groupes gaussiens sont sans torsion,
[23], ou` est adapte´e la solution du proble`me de conjugaison de´crite par Morton et
ElRifai [19] dans le cas des tresses, [24], ou` il est montre´ que tout groupe de Garside
se de´compose en produit croise´ de groupes de Garside avec centre monoge`ne.
Sauf dans des cas triviaux, il est tre`s difficile de reconnaˆıtre les proprie´te´s
combinatoires d’un groupe a` partir d’une pre´sentation, et de nombreux re´sultats
d’inde´cidabilite´ sont connus [3]. Il existe en particulier tre`s peu de crite`res permet-
tant de reconnaˆıtre qu’un mono¨ıde se plonge dans le groupe de meˆme pre´sentation
[1] [25], et on sait que la preuve d’un tel re´sultat par Garside dans le cas des groupes
de tresses est a` l’origine de la plupart des de´veloppements alge´briques ulte´rieurs
sur ces groupes. Le the´ore`me B repose sur une nouvelle me´thode dans cette direc-
tion. L’outil essentiel utilise´ ici est une ope´ration combinatoire sur les mots appele´e
redressement. Introduite dans [11], et conside´re´e sous une forme similaire dans [26],
puis e´tudie´e syte´matiquement dans [13], cette ope´ration est une contrepartie syn-
taxique a` l’ope´ration de comple´ment : a` partir d’une certaine fonction f de´termine´e
par la pre´sentation lorsque celle-ci est d’un certain type dit comple´mente´, le re-
dressement permet de de´finir une ope´ration binaire \f sur les mots de sorte que,
si M est un mono¨ıde engendre´ par un ensemble Σ, et si u, v sont des mots sur Σ
repre´sentant respectivement les e´le´ments x et y deM , alors le mot u\fv repre´sente
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l’e´le´ment x\y, sous la condition que la fonction f , c’est-a`-dire la pre´sentation con-
side´re´e, ve´rifie une certaine condition dite proprie´te´ du cube, de´ja` implicite dans
le the´ore`me H de [21]. Il a e´te´ montre´ dans [17] que tous les groupes de Garside
admettent une pre´sentation comple´mente´e, et, re´ciproquement, on y a donne´ des
conditions suffisantes pour qu’une pre´sentation comple´mente´e de´finisse un groupe
de Garside. Ces conditions au demeurant sont d’inte´reˆt pratique limite´, car elles
ne´cessitent d’une part d’e´tablir la noethe´rianite´ d’une relation et, d’autre part,
de ve´rifier la proprie´te´ du cube pour une infinite´ de mots : dans les deux cas, il
s’agit de conditions de type infinitaire (conditions respectivement Π11 et Π
0
1 dans
le langage de la the´orie de la re´cursivite´, c’est-a`-dire mettant en jeu une quantifi-
cation universelle portant respectivement sur les suites de mots et les mots). Dans
certains cas particuliers, comme celui des tresses et, plus ge´ne´ralement, lorsque
les relations de la pre´sentation conside´re´e pre´servent la longueur, la condition de
noethe´rianite´ est triviale, et la proprie´te´ du cube se re´duit a` une ve´rification finie,
qui constitue le travail de Garside dans [21]. Notre travail ici consiste a` montrer
que, dans le cas ge´ne´ral, la condition de noethe´rianite´ peut eˆtre de´duite de con-
ditions effectives plus faibles, et qu’il est suffisant de ve´rifier la proprie´te´ du cube
pour des triplets de mots pris dans un certain ensemble fini. De la sorte, et comme
e´nonce´ dans le the´ore`me B’, nous obtenons un crite`re algorithmique — et simple :
si, par exemple, nous entrons la pre´sentation standard d’un mono¨ıde de tresses
dans l’algorithme, celui-ci re´pondra en un temps fini qu’il s’agit d’un mono¨ıde de
Garside, et il fournira une description explicite d’une structure automatique. Le
prix a` payer pour ces re´sultats est une analyse fine du processus de redressement
des mots — lequel jouait de´ja` un roˆle technique essentiel dans la construction d’un
ordre total sur les tresses [16].
Le plan de l’article est le suivant. Dans la section 1, nous de´finissons les notions
de mono¨ıde de Garside et de groupe de Garside; nous e´tablissons des proprie´te´s
de base des ope´rations de comple´ment, et nous de´crivons un treillis fini attache´
a` chaque mono¨ıde de Garside et qui le caracte´rise. Dans la section 2, on e´tablit
des formules de dualite´ reliant les ope´rations de ppcm, pgcd, et comple´ment a`
gauche et a` droite dans tout mono¨ıde de Garside. En fait, on travaille ici dans un
cadre plus ge´ne´ral : ainsi, on obtient a` la fois des formules de dualite´ utiles pour
la preuve du the´ore`me A, et une caracte´risation des mono¨ıdes de Garside par des
hypothe`ses plus faibles (mais moins naturelles) que celles de la de´finition initiale,
lesquelles seront prises comme point de de´part pour la preuve du the´ore`me B’.
Dans la section 3, on de´montre le the´ore`me A. Graˆce au pgcd, on de´finit une
forme normale unique pour les e´le´ments de tout groupe de Garside : cette forme, la
«mixed canonical form» de [20], est bien connue dans le cas des tresses, le point
spe´cifique ici e´tant la simplicite´ de la preuve d’automaticite´, ainsi que la possibilite´
de construire effectivement des automates (ou des transducteurs) calculant les
formes normales. En particulier, on montre comment calculer le pgcd a` gauche et
le pgcd a` droite avec l’e´le´ment ∆ au moyen d’un automate dont les e´tats sont des
fonctions sur la cloˆture des atomes par comple´ment (et non des diviseurs de ∆ ainsi
qu’il est classique pour le pgcd a` gauche). Dans la section 4, on montre que tout
groupe de Garside admet une pre´sentation de forme syntactique particulie`re, dite
comple´mente´e, et que toutes les ope´rations du mono¨ıde, ppcm, pgcd, comple´ments,
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peuvent se calculer a` partir de l’ope´ration de redressement des mots de´duite de la
pre´sentation. Ceci donne en particulier une solution effective au proble`me de mot
(du mono¨ıde et du groupe). Dans la section 5, et graˆce a` la caracte´risation de la
section 2, on montre que les pre´sentations comple´mente´es de groupes de Garside
satisfont a` certaines conditions ne´cessaires et suffisantes, dont la proprie´te´ du cube.
A ce stade, le the´ore`me B’ n’est pas e´tabli, car le crite`re obtenu requiert de ve´rifier
la proprie´te´ du cube pour tous les triplets de mots : l’objet de la section 6 est alors
de montrer qu’il suffit d’effectuer cette ve´rification pour un ensemble fini de mots, a`
savoir la cloˆture des ge´ne´rateurs par l’ope´ration \f . Ceci e´tablit le re´sultat cherche´,
et fournit un crite`re pratique, ainsi que l’illustre un exemple.
Si Σ est un alphabet, et R une famille de relations sur Σ, c’est-a`-dire une famille
de paires de mots sur Σ, nous noterons 〈Σ ; R〉+ le mono¨ıde engendre´ par Σ et
pre´sente´ par les relations R, et 〈Σ ; R〉 le groupe correspondant.
L’auteur remercie Matthieu Picantin pour ses remarques judicieuses.
1. Calcul des comple´ments
Si M est un mono¨ıde, et x, y des e´le´ments de M , on dira que x est diviseur
a` gauche de y, ou, de fac¸on e´quivalente, que y est multiple a` droite de x, s’il
existe z ve´rifiant xz = y; on parlera de diviseur ou de multiple propre si, en outre,
on a z 6= 1. De la` une notion naturelle de plus petit multiple commun (ppcm) a`
droite : z est un ppcm a` droite de x et y si z est un multiple a` droite de x et de y,
et un diviseur a` gauche de tout multiple a` droite commun a` x et y. De la meˆme
fac¸on, z est un plus grand commun diviseur a` gauche, ou pgcd a` gauche, de x et y
si z est un diviseur a` gauche de x et y, et un multiple a` droite de tout diviseur a`
gauche commun a` x et y.
Il n’y a en ge´ne´ral aucune raison pour qu’un ppcm z de x et y, s’il existe, soit
unique, non plus que l’e´le´ment y′ ve´rifiant z = xy′. Cependant, des conditions
assez faibles garantissent cette unicite´.
Lemme 1.1. Soit M un mono¨ıde simplifiable a` gauche ou` 1 est le seul e´le´ment
inversible. Alors la relation «eˆtre un diviseur a` gauche propre» est un ordre partiel
surM , et les ppcm a` droite et pgcd a` gauche de deux e´le´ments sont uniques quand
ils existent.
De´monstration. Par hypothe`se, la conjonction de x 6= 1 et y 6= 1 implique xy 6= 1
dans M , donc la relation «eˆtre un diviseur a` gauche propre» est transitive; que M
soit simplifiable a` gauche entraˆıne que cette relation est irre´flexive, et c’est donc
un ordre (strict). Quand ils existent, le ppcm a` droite et le pgcd a` gauche de deux
e´le´ments x, y sont la borne supe´rieure et la borne infe´rieure de x et y dans l’ordre
ci-dessus.
De´finition 1.2. Sous les hypothe`ses du lemme pre´ce´dent, nous noterons x∨y le
ppcm a` droite de x et y, quand il existe; dans ce cas, l’unique e´le´ment z ve´rifiant
x∨ y = xz sera note´ x\y, lu «x sous y» , et appele´ comple´ment a` droite de y sur x.
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On a donc
x ∨ y = x(x\y) = y(y\x) (1.1)
de`s que x∨y est de´fini. De fac¸on syme´trique (donc sous l’hypothe`se que le mono¨ıde
est simplifiable a` droite), nous notons x ∨˜ y le ppcm a` gauche de x et y quand il
existe, et x/y l’unique e´le´ment z ve´rifiant x ∨˜ y = zx. La contrepartie de (1.1) est
alors
x ∨˜ y = (x/y)y = (y/x)x (1.2)
(Figure 1.1). Noter que x est un diviseur a` gauche de y si et seulement si y\x est
de´fini et e´gal a` 1 : dans ce cas, x\y est le quotient «x−1y» et, de meˆme, x/y est le
quotient «xy−1» dans le cas ou` y est un diviseur a` droite de x — ce qui explique
et justifie nos notations.
Figure 1.1. Comple´ment a` droite et a` gauche
L’objet de notre e´tude est la famille des mono¨ıdes appele´s gaussiens dans [17]
et [14]. Ceux-ci sont de´finis en termes de ppcm et de pgcd : essentiellement, un
mono¨ıde gaussien est un mono¨ıde avec uniques ppcm et pgcd a` droite et a` gauche,
et un mono¨ıde de Garside est un mono¨ıde gaussien satisfaisant une condition forte
de ge´ne´ration finie. Pour une de´finition pre´cise, nous aurons besoin d’une notion
supple´mentaire :
De´finition 1.3. Soit M un mono¨ıde. On dit qu’un e´le´ment x de M est un
atome si x est distinct de 1 et que x = yz entraˆıne y = 1 ou z = 1. On dit
que M est atomique si M est engendre´ par ses atomes et si, de plus, pour tout x
dans M , la norme ||x|| de x, de´finie comme la borne supe´rieure des longueurs des
de´compositions de x en produit d’atomes, est finie.
On remarquera que 1 est ne´cessairement le seul e´le´ment inversible dans un
mono¨ıde atomique, puisque, par de´finition, on a ||xy|| ≥ ||x|| + ||y|| pour tous x, y,
et ||x|| ≥ 1 pour x 6= 1.
La de´finition suivante d’un mono¨ıde gaussien apparaˆıt dans [17] :
De´finition 1.4. (i) On dit qu’un mono¨ıde M est gaussien si M est atomique,
simplifiable, et si deux e´le´ments quelconques de M admettent un ppcm a` droite
et a` gauche, et un pgcd a` droite et a` gauche.
(ii) On dit qu’un mono¨ıde gaussien M est un mono¨ıde de Garside s’il contient
un e´le´ment de Garside, ce dernier e´tant de´fini comme un e´le´ment ∆ tel que les
diviseurs a` gauche de ∆ co¨ıncident avec les diviseurs a` droite de ∆, ils soient en
nombre fini, et ils engendrent M .
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(iii) Tout mono¨ıde gaussien satisfait aux conditions de Ore, et admet donc un
groupe de fractions. On dit qu’un groupe G est un groupe gaussien (resp. un groupe
de Garside) s’il existe un mono¨ıde gaussien M (resp. un mono¨ıde de Garside M)
tel que G soit le groupe de fractions de M .
Exemple 1.5. Les groupes de tresses [21] et, plus ge´ne´ralement, tous les groupes
d’Artin sphe´riques, c’est-a`-dire associe´s a` un groupe de Coxeter fini, sont des
groupes de Garside [5] [18], l’e´le´ment dit fondamental e´tant un e´le´ment de Garside.
Plus ge´ne´ralement, tous les groupes de Garside au sens de [17] sont des groupes
de Garside au sens ci-dessus, mais la re´ciproque est fausse : un groupe de Garside
au sens restreint de [17] est un groupe de Garside dans lequel, de surcroˆıt, le ppcm
a` droite des atomes est un e´le´ment de Garside. Un contre-exemple typique est
〈a, b ; aba = b2〉+ : il y a ici deux atomes, a` savoir a et b, dont le ppcm est b2, qui
n’est pas un e´le´ment de Garside, puisque ab est un diviseur a` gauche mais pas a`
droite de b2; par contre, l’e´le´ment ∆ = b3 est un e´le´ment de Garside.
Nous allons dans la suite e´tablir divers re´sultats sur les mono¨ıdes de Garside, en
particulier l’e´quivalence de la de´finition originale avec plusieurs de´finitions alter-
natives. Tous ces re´sultats reposent sur les proprie´te´s alge´briques des ope´rations
de ppcm et de comple´ment, que nous allons e´tablir maintenant. Il sera utile de
disposer de telles proprie´te´s dans un cadre plus ge´ne´ral que celui des mono¨ıdes
de Garside. En particulier, nous conside´rerons le cas ou` l’ope´ration de ppcm (a`
droite) n’est pas ne´cessairement partout de´finie. Pour ce faire, nous utiliserons un
symbole ⊥ signifiant «non de´fini» : de la sorte, x ∨ y = ⊥ signifie que x et y n’ont
pas de ppcm, et une e´galite´ telle que x ∨ y = x′ ∨ y′ signifie que soit x ∨ y et x′ ∨ y′
sont de´finis et ils sont e´gaux, soit ni x ∨ y, ni x′ ∨ y′ ne sont de´finis. On convient
qu’on a toujours x⊥ = ⊥x = ⊥. Ainsi les e´galite´s (1.1) et (1.2) sont toujours
satisfaites, que les ppcm et comple´ments mentionne´s soient de´finis ou non.
Pour formuler de fac¸on compacte nos hypothe`ses, nous utiliserons les
abre´viations suivantes :
De´finition 1.6. On dira qu’un mono¨ıde M satisfait la condition
- (C0) si l’e´le´ment 1 est le seul inversible de M ;
- (C+0 ) si M est atomique;
- (C1) si M admet la simplification a` gauche;
- (C˜1) si M admet la simplification a` droite;
- (C2) si deux e´le´ments deM admettant un multiple a` droite commun admettent
un ppcm a` droite;
- (C+2 ) si deux e´le´ments quelconques de M admettent un ppcm a` droite;
- (C3) si M posse`de une partie ge´ne´ratrice finie P close par \, c’est-a`-dire telle
que x, y ∈ P entraˆıne x\y ∈ P ;
- (C+3 ) si M posse`de une partie ge´ne´ratrice finie S close par \ et ∨, c’est-a`-dire
telle que x, y ∈ S entraˆıne x\y ∈ S et x ∨ y ∈ S.
Noter que (C+0 ) entraˆıne (C0), et, de meˆme, (C
+
2 ) entraˆıne (C2), et (C
+
3 ) en-
traˆıne (C3). La conjonction de (C0), (C1) et (C2) est le cadre naturel pour que
les ope´rations de ppcm et de comple´ment a` droite soient bien de´finies — donc, en
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particulier, pour que (C3) et (C
+
3 ) aient un sens — et (C
+
2 ) est la condition addi-
tionnelle garantissant que ces ope´rations soient partout de´finies. Sous l’hypothe`se
que (C0), (C1) et (C2) sont satisfaites, l’e´galite´ (1.1) est toujours valable, de meˆme
que x ∨ y = y ∨ x, et
(xy) ∨ (xz) = x(y ∨ z). (1.3)
Lemme 1.7. Soit M un mono¨ıde satisfaisant (C0), (C1) et (C2). Pour tous
x, y, z dans M , on a :
(xy)\z = y\(x\z), z\(xy) = (z\x) · ((x\z)\y) (1.4)
(x ∨ y)\z = (x\y)\(x\z) = (y\x)\(y\z), z\(x ∨ y) = (z\x) ∨ (z\y) (1.5)
De´monstration. Pour (1.4), on a, en utilisant (1.1) et (1.3),
xy((xy)\z) = (xy)∨z = (xy)∨(x∨z) = (xy)∨(x(x\z)) = x(y∨(x\z)) = xy(y\(x\z)),
z((xy)\z) = (xy) ∨ z = xy((z\x)\y) = x(z\x)(y\(z\x)) = z(x\z)(y\(z\x)),
et on simplifie a` gauche par xy dans le premier cas, et par z dans le second.
Pour (1.5), appliquer (1.4) a` x ∨ y = x(x\y) donne directement (x ∨ y)\z =
(x\y)\(x\z). Comme ∨ est syme´trique, cette expression est aussi (y\x)\(y\z).
Enfin, on trouve, en appliquant (1.4), l’e´galite´ pre´ce´dente, et (1.1),
z\(x∨y) = z\(x(x\y)) = (z\x)((x\z)\(x\y)) = (z\x)((z\x)\(z\y)) = (z\x)∨(z\y).
(Figure 1.2). Remarquer que les formules sont valides lorsqu’un des ppcm n’est
pas de´fini, chacune des expressions ayant alors la valeur ⊥, c’est-a`-dire e´tant non
de´finie.
Figure 1.2. Comple´ment ite´re´
Dans le contexte pre´ce´dent, pour X,Y ⊆M et k ≥ 1, on pose X\Y = {x\y ;x ∈
X, y ∈ Y }, Xk = {x1 · · ·xk ; x1, . . ., xk ∈ X}, et X
0 = {1}.
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Lemme 1.8. Soit M un mono¨ıde satisfaisant aux conditions (C0), (C1) et (C2),
et P une partie ge´ne´ratrice deM close par \. Alors, pour tout k, on aM\P k ⊆ P k,
P k est close par \ et par diviseur a` droite, et M satisfait a` la condition (C+2 ).
De´monstration. Onmontre par induction sur i+k que la conjonction de x ∈ P i et
y ∈ P k entraˆıne x\y ∈ P k. Pour k = 0, c’est-a`-dire pour y = 1, on a x\y = 1, et le
re´sultat est vrai. Supposons k = 1. Pour i = 0, soit x = 1, le re´sultat est vrai. Pour
i = 1, le re´sultat est l’hypothe`se que P est clos par \. Pour i ≥ 2, e´crivons x = x1x
′
avec x1 ∈ P et x
′ ∈ P i−1. Par (1.4), on a x\y = x′\(x1\y). L’hypothe`se d’induction
donne x1\y ∈ P , d’ou` x
′\(x1\y) ∈ P . Supposons enfin k ≥ 2. On e´crit y = y1y
′
avec y′ ∈ P et y′ ∈ P k−1. Par (1.4), on a x\y = (x\y1)((y1\x)\y
′). L’hypothe`se
d’induction donne x\y1 ∈ P et y1\x ∈ P
i. On de´duit (y1\x)\y
′ ∈ P k−1, d’ou`
x\y ∈ P k.
On a ainsi montre´ P i\P k ⊆ P k pour tout i, d’ou`M\P k ⊆ P k si P engendreM ,
c’est-a`-dire que M est la re´union des ensembles P i. On a aussi P k\P k ⊆ P k, donc
P k est clos par l’ope´ration \. De plus, supposons y ∈ P k et y = zx. On a alors
x = z\y, donc x ∈ P k.
Les calculs pre´ce´dents montrent que x\y, donc aussi x ∨ y, existent pour tout x
dansM et tout y dans P k, pour tout k. Comme P engendreM , on de´duit que x\y
et x∨y existent pour tous x, y dansM , etM satisfait donc a` la condition (C+2 ).
Lemme 1.9. Soit M un mono¨ıde satisfaisant (C0), (C1) et (C2), et P un sous-
ensemble de M clos par \. Soit S la cloˆture de P par ∨.
(i) L’ensemble S est clos par \ et ∨. Si P est fini, alors S est fini, on a card(S) ≤
2card(P ); par conse´quent, la condition (C3) entraˆıne la condition (C
+
3 ).
(ii) Pour tous i, k, on a Si\Sk ⊆ Sk et Si ∨ Sk ⊆ Ssup(i,k); en particulier, Sk est
clos par \ et ∨ pour tout k.
De´monstration. (i) Par construction, tout e´le´ment de S peut eˆtre exprime´ comme
ppcm a` droite d’un sous-ensemble fini de P , donc, si P a n e´le´ments, S a au plus
2n e´le´ments. Par construction, S est clos par ∨, et il s’agit de montrer qu’il est
e´galement clos par \. Supposons x = x1∨· · ·∨xp, y = y1∨· · ·∨yq avec x1, . . ., yq ∈ P .
Nous voulons e´tablir x\y ∈ S. D’abord, (1.5) entraˆıne x\y = (x\y1) ∨ · · · ∨ (x\yq),
donc il suffit de montrer x\yj ∈ P pour tout j. On utilise une induction sur p ≥ 1.
Pour p = 1, le re´sultat est l’hypothe`se que P est clos par ppcm a` droite. Sinon,
posons x′ = x1 ∨ · · · ∨ xp−1. Par (1.5), nous obtenons
x\yj = (x
′
∨ xp)\yj = (x
′\xp)\(x
′\yj);
L’hypothe`se d’induction entraˆıne x′\xp ∈ P et x
′\yj ∈ P , d’ou` (x
′\xp)\(x
′\yj) ∈
P puisque P est clos par \.
(ii) L’ensemble S e´tant clos par \, le lemme 1.8 donne Si\Sk ⊆ Sk directement.
On e´tablit la relation Si ∨ Sk ⊆ Ssup(i,k) par re´currence sur inf(i, k). Le re´sultat
est trivial pour inf(i, k) = 0. Pour inf(i, k) = 1, soit par exemple k = 1, on utilise
une re´currence sur i : supposant x ∈ Si et y ∈ S, on pose x = x1x
′ avec x1 ∈ S et
x′ ∈ Si−1. Par les formules du lemme 1.7, on trouve
x ∨ y = (x1 ∨ y)((x1\y)\x
′) ∈ S · Si−1 = Si.
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Supposons enfin inf(i, k) ≥ 2. On e´crit x = x1x
′, y = y1y
′ avec x1, y1 ∈ S,
x1 ∈ S
u−1, et y′ ∈ Sk−1. Les re`gles du lemme 1.7 donnent
x ∨ y = (x1 ∨ y1) (((x1\y1)\x
′) ∨ ((y1\x1)\y
′)).
On a alors x1 ∨ y1 ∈ S, puis, d’apre`s ce qui pre´ce`de, (x1\y1)\x
′ ∈ Si−1, et
(y1\x1)\y
′ ∈ Sk−1, d’ou` ((x1\y1)\x
′) ∨ ((y1\x1)\y
′) ∈ Sinf(i−1,k−1) par hypothe`se
de re´currence, et, finalement, x ∨ y ∈ Ssup(i,,).
Sous les hypothe`ses pre´ce´dentes, tout e´le´ment de S qui s’exprime comme le ppcm
a` droite de k e´le´ments de P peut aussi s’exprimer comme produit de k e´le´ments
de P . En effet, on peut e´tablir par re´currence une formule ge´ne´rale du type
x ∨ y ∨ z ∨ · · · = x · (x\y) · ((x\y)\(x\z)) · · · · .
Nous allons dans la suite donner plusieurs de´finitions e´quivalentes des mono¨ıdes de
Garside. La premie`re provient de la remarque que, siM est un mono¨ıde de Garside
et que ∆ est un e´le´ment de Garside dansM , alors l’ensemble S des diviseurs de ∆
est clos par les ope´rations de ppcm, pgcd et comple´ment a` droite et a` gauche.
L’existence d’un tel ensemble peut en fait eˆtre prise comme de´finition :
Proposition 1.10. SoitM un mono¨ıde gaussien, ∆ est e´le´ment de M , et S une
partie de M . Alors il y a e´quivalence entre
(i) ∆ est e´le´ment de Garside, et S est l’ensemble des diviseurs (a` gauche ou a`
droite) de ∆;
(ii) S est une partie ge´ne´ratrice finie de M qui est close par diviseur, ppcm,
comple´ment et pgcd a` droite et a` gauche, et ∆ est le ppcm a` droite de S.
De´monstration. Supposons (i). Supposons x ∈ S et x = yz : alors il existe x′
ve´rifiant xx′ = ∆ , d’ou` y(zx′) = ∆, et y est dans S. Ainsi, S est clos par diviseur
a` gauche, et, par un argument syme´trique, par diviseur a` droite.
Soient maintenant x, y dans S. Par hypothe`se, ∆ est multiple a` droite de x et y,
donc de x∨y. Par conse´quent, x∨y est dans S, et il en est de meˆme de x\y, qui en est
un diviseur a` droite. Le cas du ppcm et du comple´ment a` gauche est syme´trique;
le cas des pgcd est trivial. Enfin, ∆, e´tant e´le´ment de S, en est ne´cessairement
ppcm a` droite et a` gauche puisque S est clos par ces ope´rations.
Re´ciproquement, supposons (ii). Le premier proble`me est de montrer que
l’ensemble S˜ des diviseurs a` gauche de ∆ co¨ıncide avec S. D’abord, par construc-
tion, tout e´le´ment de S est diviseur a` gauche de ∆, et S est donc inclus dans S˜. Soit
x un e´le´ment quelconque de S˜. Il existe donc x′ ve´rifiant xx′ = ∆, d’ou` x = ∆/x′.
Par le lemme 1.9, on a M\S ⊆ S, et donc, syme´triquement, S/M ⊆ S, d’ou` en
particulier x = ∆/x′ ∈ S. Donc S est l’ensemble des diviseurs a` gauche de ∆.
Le second proble`me est de montrer de meˆme que S co¨ıncide avec l’ensemble
des diviseurs a` droite de ∆. Ce point re´sultera du calcul pre´ce´dent (renverse´ par
syme´trie) pourvu qu’on montre que ∆ est le ppcm a` gauche de S. Comme ∆ est
dans S, il s’agit de montrer que tout e´le´ment x de S est un diviseur a` droite de ∆.
Soit x un tel e´le´ment. Par hypothe`se, x∨˜∆ existe et est dans S : il existe y ve´rifiant
x ∨˜ ∆ = y∆, et, puisque y∆ est dans S, il existe z ve´rifiant y∆z = ∆. Comme
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∆ est dans S, et que S est clos par diviseur a` gauche et a` droite, y et z sont
dans S. Il existe donc y′ dans S, a` savoir y′ = y\∆, ve´rifiant yy′ = ∆, et, puisque
la simplification a` gauche est possible, on de´duit y′ = ∆z. Puisque y′ est dans S, il
existe ensuite y′′ dans S, a` savoir y′′ = y′\∆, ve´rifiant y′y′′ = ∆, d’ou` ∆ = ∆zy′′.
Ceci entraˆıne zy′′ = 1, d’ou` z = y′′ = 1, donc y∆ = ∆, et, finalement, y = 1, ce
qui montre que x est diviseur a` droite de ∆.
On notera que l’argument pre´ce´dent utilise seulement (C0), et non (C
+
0 ).
De´finition 1.11. SiM est un mono¨ıde de Garside, on appelle primitifs a` droite
les e´le´ments de la cloˆture des atomes deM par l’ope´ration \, et simples les e´le´ments
de la cloˆture des e´le´ments primitifs par l’ope´ration ∨ — qui est aussi la cloˆture des
atomes par \ et ∨.
Si M est un mono¨ıde de Garside, alors l’ensemble des atomes de M est la
partie ge´ne´ratrice minimale de M , l’ensemble des e´le´ments primitifs a` droite est la
partie ge´ne´ratrice close par \ minimale, l’ensemble S des e´le´ments simples est la
partie ge´ne´ratrice close par \ et ∨ minimale, et son ppcm est l’e´le´ment de Garside
de norme minimale1. Avec les notations pre´ce´dentes, la structure (S, ∨, ∧) est un
treillis (fini), et il en est de meˆme de la structure syme´trique (S, ∨˜, ∧˜).
Proposition 1.12. Un mono¨ıde de Garside est de´termine´ par l’ensemble de ses
e´le´ments primitifs a` droite et la restriction de l’ope´ration \ a` ces e´le´ments.
De´monstration. SoitM un mono¨ıde de Garside, et P l’ensemble de ses e´le´ments
primitifs a` droite. Par hypothe`se, P engendre M , donc il suffit de montrer
que, pour tous x1, . . ., xp, y1, . . ., yq dans P , la condition x1 · · ·xp = y1 · · · yq
peut s’exprimer en terme de la restriction de \ a` P . Or x1 · · ·xp = y1 · · · yq
e´quivaut a` (x1 · · ·xp)\(y1 · · · yq) = (y1 · · · yq)\(x1 · · ·xp) = 1, et les re`gles de cal-
cul du lemme 1.7 montrent que (x1 · · ·xp)\(y1 · · · yq) s’exprime comme produit de
q e´le´ments de P de´termine´s de proche en proche a` partir de x1, . . ., yq a` l’aide de
l’ope´ration \. Par exemple, pour p = q = 2, on trouve
(x1x2)\(y1y2) = (x2\(x1\y1))·(((x1\y1)\x2)\((y1\x1)\y2)).
En vertu de la condition (C0), le produit de ces q e´le´ments vaut 1 si et seulement
chacun d’eux vaut 1, ce qui donne une condition du type requis. Par exemple,
x1x2 = y1y2 est e´quivalent a` la conjonction des quatre e´galite´s
x2\(x1\y1) = 1, ((x1\y1)\x2)\((y1\x1)\y2) = 1,
y2\(y1\x1) = 1, ((y1\x1)\y2)\((x1\y1)\x2) = 1.
Proposition 1.13. Un mono¨ıde de Garside M est de´termine´ par son graphe
caracte´ristique, de´fini comme la restriction aux e´le´ments simples du graphe de
Cayley atomique, c’est-a`-dire la famille des triplets (x, a, y) ou` x et y sont simples
et a est un atome ve´rifiant xa = y.
1 dans le cas des groupes d’Artin, les e´le´ments simples sont aussi appele´s re´duits
dans la litte´rature
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De´monstration. Notons S l’ensemble des e´le´ments simples deM , et Γ son graphe
caracte´ristique. D’apre`s la proposition pre´ce´dente, il suffit de montrer que, pour
x, y dans S, la valeur de x\y est de´termine´e par Γ. Soient x, y des e´le´ments de S,
donc des sommets de Γ. Le ppcm a` droite de x et y est la borne supe´rieure de x
et y dans Γ, c’est-a`-dire l’unique sommet z accessible depuis x et y dans Γ tel que,
pour tout sommet z′ accessible depuis x et y, z′ soit accessible depuis z. Alors
x\y est l’unique sommet y′ de Γ tel qu’il existe un chemin de 1 a` y′ qui porte les
meˆmes e´tiquettes que le chemin de x a` z. En effet, si a1, . . ., ak est la suite des
e´tiquettes du chemin de x a` z dans Γ, on a x\y = a1 · · · ak dans M . Le seul point
a` justifier est l’existence d’un chemin e´tiquete´ a1, . . ., ak depuis 1 dans Γ : or, pour
i ≤ k, a1 · · · ai est un diviseur a` gauche de x\y, donc un e´le´ment de S, et donc
l’areˆte (a1 · · · ai−1, ai, a1 · · ·ai) appartient bien a` Γ.
Exemple 1.14. La figure 1.3 montre le graphe caracte´ristique dans le cas du
mono¨ıde 〈a, b ; aba = b2〉+, dont les crite`res de la section 6 montreront qu’il est un
mono¨ıde de Garside : il y a ici 8 e´le´ments simples. Noter que le ppcm a` droite des
atomes, a` savoir b2, n’est pas l’e´le´ment ∆, qui est b3.
Figure 1.3. Graphe caracte´ristique du mono¨ıde 〈a, b ; aba = b2〉+
(Les areˆtes pleines repre´sentent a, les tirete´es b)
En effac¸ant les e´tiquettes du graphe caracte´ristique, on obtient le diagramme
de Hasse du treillis des e´le´ments simples. Ce graphe ne de´termine pas le mono¨ıde
a` isomorphisme pre`s. Par exemple, les mono¨ıdes 〈a, b ; ab = ba〉+ et 〈a, b ; a2 =
b2〉+ sont tous deux des mono¨ıdes de Garside; les graphes de Cayley associe´s sont
respectivement
Les graphes non e´tiquete´s sous-jacents sont identiques, alors que les mono¨ıdes ne
sont pas isomorphes, puisque les graphes e´tiquete´s ne le sont pas.
Lorsque M est le mono¨ıde d’Artin associe´ a` un groupe de Coxeter fini W , les
e´le´ments simples de M sont en bijection avec les e´le´ments de W , et le graphe
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caracte´ristique de M s’obtient a` partir du graphe de Cayley de W en orien-
tant les fle`ches, c’est-a`-dire en supprimant les relations de torsion x2 = 1. Cette
proprie´te´ ne s’e´tend pas au cas d’un mono¨ıde de Garside ge´ne´ral, puisque, dans
l’exemple 1.14, tous les sommets du graphe n’ont pas le meˆme degre´, ce qui exclut
que ce dernier soit la projection du graphe de Cayley d’un groupe.
Question 1.15. Le graphe caracte´ristique d’un mono¨ıde de Garside est-il la
projection du graphe de Cayley d’un mono¨ıde quotient de M obtenu en ajoutant
des relations de torsion ?
Le re´ponse est positive dans le cas de l’exemple 1.14 : si W est le mono¨ıde
obtenu en ajoutant a` la pre´sentation les relations de torsion a2 = 1 et b4 = b
(la seconde est en fait conse´quence de la premie`re), alors le graphe caracte´ristique
deM s’obtient a` partir du graphe de Cayley deW en supprimant des areˆtes de tor-
sion (Figure 1.4). Le groupe 〈a, b ; aba = b2〉 est le groupe de tresses B3, pre´sente´
a` partir des ge´ne´rateurs a = σ1 et b = σ2σ1. Le groupe B3 est e´galement le
groupe de fractions du mono¨ıde de Garside B+3 , dont le groupe de Coxeter associe´
est le groupe syme´trique S3. Remarquer que ce dernier admet la pre´sentation
〈a, b ; aba = b2, a2 = 1, b3 = 1〉, et qu’il s’obtient donc a` partir du mono¨ıde
〈a, b ; aba = b2, a2 = 1, b4 = b〉+ en quotientant par la relation b3 = 1.
Figure 1.4. Graphe de Cayley du mono¨ıde 〈a, b ; aba = b2, a2 = 1, b4 = b〉+
(Les areˆtes pleines repre´sentent a, les tirete´es b)
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2. Dualite´ dans les mono¨ıdes de Garside
L’objet de cette section est a` la fois d’e´tablir des formules de calcul valables
dans tout mono¨ıde de Garside (lemmes 2.5 et 2.6), et de donner une nouvelle ca-
racte´risation de ceux-ci par des conditions plus faibles que celles de la de´finition
initiale qui seront utilise´es dans la section 5. Le re´sultat est le suivant :
Proposition 2.1. Un mono¨ıde est un mono¨ıde de Garside si, et seulement si, il
ve´rifie les conditions (C0), (C1), (C2), (C3), et (C˜1).
Tout mono¨ıde gaussien satisfait par de´finition aux conditions (C0), (C1), (C2)
et (C˜1), et tout mono¨ıde de Garside satisfait en outre la condition (C3) d’apre`s
la proposition 1.10, donc les conditions de la proposition 2.1 sont ne´cessaires. Le
proble`me est de montrer que ces conditions sont aussi suffisantes, et, en particulier,
de montrer qu’elles entraˆınent l’existence des ppcm a` gauche qui n’y sont pas men-
tionne´s, non plus que l’atomicite´. La de´monstration comporte plusieurs re´sultats
interme´diaires, et repose sur l’existence d’une dualite´ e´changeant division a` gauche
et a` droite pour les e´le´ments simples.
Lemme 2.2. SoitM un mono¨ıde satisfaisant aux conditions (C0), (C1) et (C
+
2 ),
S une partie ge´ne´ratrice de M close par \ et ∨, et admettant un ppcm a` droite ∆.
(i) Pour tout entier k, l’ensemble Sk est clos par \ et ∨, tout diviseur a` droite
de ∆k appartient a` Sk, et tout e´le´ment de Sk est un diviseur a` gauche de ∆k.
(ii) Posons x∗ = x\∆ pour x ∈ S. Alors, on a x∗ ∈ S et xx∗ = ∆. Pour x, y
dans S, y∗ est un diviseur a` droite de x∗ si x est un diviseur a` gauche de y, et
l’implication re´ciproque est vraie si M admet la simplification a` droite.
(iii) La fonction x 7→ x∗∗ s’e´tend en un endomorphisme φ de M qui envoie Sk
dans lui-meˆme pour tout k, et, pour tout x dans M , on a
x∆ = ∆φ(x). (2.1)
De´monstration. (i) Le lemme 1.9(iii) affirme que Sk est clos par \ et ∨, et le
lemme 1.8 que tout diviseur a` droite de ∆k appartient a` Sk, puisque ∆k est
e´le´ment de Sk par construction.
Supposons x ∈ Sk. On de´montre par re´currence sur k que x est un diviseur a`
gauche de ∆k. Pour k = 0, on a x = 1, et le re´sultat est trivial. Pour k = 1, le
re´sultat de´coule de la de´finition de ∆. Supposons x ∈ Sk avec k ≥ 2. On e´crit
x = x1x
′ avec x1 ∈ S et x
′ ∈ Sk−1. Par (1.4), on a
∆k\x = (∆k\x1) · ((x1\∆
k)\x′).
Puisque x1 est dans S, il est diviseur a` gauche de ∆, donc de ∆
k, donc on a
∆k\x1 = 1, et, d’autre part, toujours par (1.4),
x1\∆
k = (x1\∆)·((∆\x1)\∆
k−1) = (x1\∆)·(1\∆
k−1) = (x1\∆)·∆
k−1.
On de´duit
∆k\x = ((x1\∆)∆
k−1)\x′ = ∆k−1\((x1\∆)\x
′).
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Par le lemme 1.8, (x1\∆)\x
′ est dans Sk−1, donc, par hypothe`se de re´currence,
cet e´le´ment est un diviseur a` gauche de ∆k−1. On de´duit ∆k−1\((x1\∆)\x
′) = 1,
soit finalement ∆k\x = 1, et x est diviseur a` gauche de ∆k.
(ii) Supposons x ∈ S. Comme ∆ est dans S, on a x∗ = x\∆ ∈ S puisque, par
hypothe`se, S est clos par \. Par de´finition, x est diviseur a` gauche de ∆, donc on
a xx∗ = x ∨ ∆ = ∆. Supposons que x et y soient dans S et x est un diviseur a`
gauche de y, disons y = xz. On a alors xx∗ = ∆ = yy∗ = xzy∗, d’ou` x∗ = zy∗, et
y∗ est diviseur a` droite de x∗. Inversement, x∗ = zy∗ entraˆıne yy∗ = xzy∗, donc
xz = y si la simplification a` droite par y∗ est permise.
(iii) Supposons x ∈ S. Alors x∗ est dans S, donc x∗∗ est de´fini, et on obtient
x∆ = x(x∗x∗∗) = (xx∗)x∗∗ = ∆x∗∗. (2.2)
Soit x un e´le´ment quelconque de M . Puisque S engendre M , il existe une
de´composition, en ge´ne´ral non unique, de x comme produit d’e´le´ments de S. Sup-
posons x = x1 · · ·xp = y1 · · · yq, avec x1, . . ., xp, y1, . . ., yq ∈ S. Par (2.2), on obtient
∆x∗∗1 · · ·x
∗∗
p = x1 · · ·xp∆ = x∆ = y1 · · · yq∆ = ∆y
∗∗
1 · · · y
∗∗
q ,
et, puisque ∆ est simplifiable a` gauche, il n’y a pas d’ambigu¨ıte´ a` de´finir φ par
φ(x) = x∗∗1 · · ·x
∗∗
k . Alors, par construction, φ est un endomorphisme de M , et
(2.1) est ve´rifie´e pour tout x dans M . Enfin, x ∈ Sk entraˆıne φ(x) ∈ Sk par
construction.
Nous introduisons de´sormais la condition de finitude (C3) dans les hypothe`ses.
Notons que, meˆme si M est un mono¨ıde de type fini, les conditions (C0), (C1)
et (C+2 ) ne garantissent pas (C3), c’est-a`-dire l’existence d’une partie ge´ne´ratrice
finie close par \ : le mono¨ıde de Baumslag–Solitar 〈a, b ; ab2 = ba〉+ est un contre-
exemple, car on a alors a\bn = b2n pour tout n, et la cloˆture par \ de l’ensemble
des atomes {a, b} est infinie.
D’apre`s le lemme 1.9, si M est un mono¨ıde ve´rifiant les conditions (C0), (C1),
(C2) et (C3), il existe une partie finie S close par \ et ∨. En particulier, S admet un
ppcm a` droite ∆, qui est e´le´ment de S, et M ve´rifie les hypothe`ses du lemme 2.2.
Lemme 2.3. SoitM un mono¨ıde ve´rifiant les conditions (C0), (C1), (C2) et (C3),
et S une partie ge´ne´ratrice finie de M close par \ et ∨. Soient ∗, φ comme dans le
lemme 2.2. Alors les conditions suivantes sont e´quivalentes :
(i) Le mono¨ıde M satisfait (C˜1), c’est-a`-dire admet la simplification a` droite;
(ii) L’application x 7→ x∗ est une permutation de S;
(iii) Il existe m tel que φm(x) = x soit ve´rifie´ pour tout x dans S;
(iv) L’application φ est un automorphisme de M , et une permutation de Sk
pour tout k.
De´monstration. Notons ∆ le ppcm a` droite de S. Puisque S est fini, (ii) et (iii)
sont e´quivalents, et, puisque φ est un endomorphisme, que S engendre M , et que
φ envoie Sk dans lui-meˆme pour tout k, il en est de meˆme de (ii) et (iv).
Supposons x, y ∈ S et x∗ = y∗. On a alors xx∗ = ∆ = yy∗ = yx∗, d’ou` x = y
si M admet la simplification a` droite. Donc (i) entraˆıne l’injectivite´ de ∗ sur S,
donc (ii) puisque S est fini.
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Inversement, supposons xz = yz. Pour k assez grand, x, y et z sont dans Sk,
donc z est un diviseur a` gauche de ∆k, et xz = yz entraˆıne x∆k = y∆k. Par (2.1),
on trouve
∆kφk(x) = x∆k = y∆k = ∆kφk(y),
d’ou` φk(x) = φk(y), et x = y si (iv) est ve´rifie´e. Donc (iv) entraˆıne (i).
Nous supposons de´sormais, jusqu’a` la fin de cette section, queM est un mono¨ıde
satisfaisant aux conditions (C0), (C1), (C2), (C3), et (C˜1), et que S est une partie
ge´ne´ratrice finie de M close par \ et ∨. Gardant les conventions pre´ce´dentes, nous
notons ∆ le ppcm a` droite de S, et, pour x dans S, nous posons x∗ = x\∆, et
nous notons φ l’automorphisme de M induit par x 7→ x∗∗.
Lemme 2.4. (i) Les implications du lemme 2.2(i) sont des e´quivalences : pour
tout k, il y a e´quivalence entre eˆtre diviseur a` gauche de ∆k, eˆtre diviseur a` droite
de ∆k, et appartenir a` Sk.
(ii) Tout e´le´ment de Sk admet au plus card(S)k diviseurs a` gauche.
(iii) Le mono¨ıde M est atomique, et x ∈ Sk entraˆıne ||x|| ≤ card(S)k; en parti-
culier, on a ||∆|| ≤ card(S).
(iv) Deux e´le´ments quelconques de M ont un pgcd a` gauche. La structure
(M, ∨, ∧) est un treillis, et (S, ∨, ∧) est un treillis fini de minimum 1 et de maxi-
mum ∆.
De´monstration. (i) Par le lemme 2.3, φ est un automorphisme de M . Supposons
que x divise a` gauche ∆k, soit xz = ∆k. On a alors
φ−k(z)xz = φ−k(z)∆k = ∆kz,
d’ou`, en simplifiant a` droite, ∆k = φ−k(z)x, et x divise a` droite ∆k.
(ii) D’apre`s (i), tout diviseur a` gauche d’un e´le´ment de Sk est lui-meˆme e´le´ment
de Sk, d’ou` le re´sultat puisqu’on a card(Sk) ≤ card(S)k.
(iii) Supposons x ∈ Sk, et x = x1 · · ·xn avec x1, . . ., xn 6= 1. Par construction,
x1 · · ·xi est un diviseur a` gauche de x, donc de ∆
k, pour tout i, ce qui entraˆıne
x1 · · ·xi ∈ S
k. Les conditions (C0) et (C1) entraˆınent x1 · · ·xi 6= x1 · · ·xj pour
i 6= j. On a donc n ≤ card(Sk) ≤ card(S)k, soit ||x|| ≤ card(S)k.
(iv) D’apre`s le lemme 2.4(ii), l’ensemble des diviseurs a` gauche de tout e´le´ment
de M est fini. Donc, pour x, y quelconques dans M , l’ensemble des diviseurs a`
gauche communs de x et y est fini, et il admet un ppcm a` droite, lequel est un
pgcd a` gauche de x et y par construction. Que (M, ∨, ∧) soit un treillis est alors
standard. Pour S, nous remarquons que, pour x, y ∈ S, l’ensemble des diviseurs a`
gauche de x et y est inclus dans S et donc que le ppcm a` droite de cet ensemble,
qui est x ∧ y, appartient a` S.
L’e´tape suivante consiste a` utiliser la dualite´ x 7→ x∗ pour montrer la syme´trie
de la structure. Par le lemme 2.3, nous savons que l’application x 7→ x∗ est une
permutation de S. Pour x dans S, nous noterons ∗x l’unique e´le´ment de S ve´rifiant
(∗x)∗ = x. Alors, pour tout x dans S, nous avons
∆ = x · x∗ = ∗x · x, (2.3)
16
et, donc, ∗(x∗) = x. D’apre`s le lemme 2.2(ii), si x et y sont dans S, x est diviseur
a` gauche de y si et seulement si y∗ est diviseur a` droite de x∗, et, par conse´quent,
x est diviseur a` droite de y si et seulement si ∗y est diviseur a` gauche de ∗x.
Lemme 2.5. (i) Deux e´le´ments quelconques deM admettent un ppcm a` gauche
et un pgcd a` droite.
(ii) L’ensemble S est clos par les ope´rations /, ∨˜ et ∧˜, et, pour x, y ∈ S, on a
x/y = (∗x ∧ ∗y)\∗y, x ∨˜ y = (∗x ∧ ∗y)∗, x ∧˜ y = (∗x ∨ ∗y)∗. (2.4)
(iii) L’e´le´ment∆ est ppcm a` gauche de S, et, pour tout x dans S, on a ∗x = ∆/x.
De´monstration. (i) Soient x, y quelconques dans M . Alors il existe k tel que x
et y appartiennent a` Sk, ce qui, par le lemme 2.4, entraˆıne que ∆k est un multiple
a` gauche de x et de y. D’apre`s [17, Proposition 2.4], ceci est suffisant pour assurer
l’existence d’un ppcm a` gauche et d’un pgcd a` droite pour x et y
(ii) Par de´finition, ∗x ∧ ∗y est un diviseur a` gauche de ∗x et ∗y, donc (∗x ∧ ∗y)∗
est un multiple a` gauche de x et y, et donc de x ∨˜ y. Donc, en particulier, x ∨˜ y est
dans S, et ∗(x∨y) est de´fini. Ensuite, x et y sont des diviseurs a` droite de x∨˜y, donc
∗(x ∨˜ y) est un diviseur a` gauche de ∗x et de ∗y, donc de ∗x ∧ ∗y. Par conse´quent,
(∗x ∧ ∗y)∗ est un diviseur a` droite de x ∨˜ y, et nous de´duisons x ∨˜ y = (∗x ∧ ∗y)∗.
On trouve ensuite
∗yy = ∆ = ∗(x ∨˜ y)(x ∨˜ y) = (∗x ∧ ∗y)(x/y)y,
d’ou` ∗y = (∗x ∧ ∗y)(x/y), qui donne x/y = (∗x ∧ ∗y)\∗y.
L’argument est semblable pour le pgcd a` droite. Comme ∗x et ∗y sont des di-
viseurs a` gauche de ∗x ∨ ∗y, (∗x ∨ ∗y)∗ est diviseur a` droite de x et de y, donc
de x ∧˜ y. D’un autre coˆte´, x ∧˜ y est un diviseur a` droite d’un e´le´ment de S, donc
il est e´le´ment de S. Puisque x ∧˜ y est diviseur a` droite de x et y, ∗x et ∗y sont
diviseurs a` gauche de ∗(x ∧˜ y), donc ∗x ∨ ∗y est diviseur a` gauche de ∗(x ∧˜ y), et
x ∧˜ y est diviseur a` droite de (∗x ∨ ∗y)∗.
(iii) On a de´ja` note´ que ∆ est multiple a` gauche de tout e´le´ment de S. Puisque
∆ appartient a` S, ceci entraˆıne que ∆ est ppcm a` gauche de S. Soit x quelconque
dans S : on a alors ∗xx = ∗x(∗x)∗ = ∆ = ∆ ∨˜ x = (∆/x)x, d’ou` ∗x = ∆/x.
Nous avons ainsi comple´te´ la de´monstration de la proposition 2.1. En effet, il
s’agissait de montrer qu’un mono¨ıde M comme ci-dessus est un mono¨ıde de Gar-
side. Or, d’apre`s le lemme 2.4(iii), M est atomique; par de´finition, deux e´le´ments
quelconques de M admettent un ppcm a` droite; ils admettent un pgcd a` gauche
par le lemme 2.4(iii), et un ppcm a` gauche et un pgcd a` droite par le lemme 2.5,
donc M est un mono¨ıde gaussien. Enfin, la partie S conside´re´e ci-dessus est finie,
elle engendre M , et on a vu qu’elle est close par chacune des ope´rations \, /, ∨
et ∨˜. Par la proposition 1.10, on de´duit que M est un mono¨ıde de Garside.
Les formules de dualite´ (2.4) sont valables dans tout mono¨ıde de Garside, et
elles de´terminent les ope´rations /, ∨˜ et ∧˜ en termes de leurs contreparties \, ∨
et ∧. Ces formules ne s’appliquent qu’aux e´le´ments de l’ensemble S conside´re´, ce
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qui n’est pas une restriction ve´ritable : pour des e´le´ments x, y arbitraires, on peut
de´terminer les valeurs de x/y, x ∨˜ y et x ∧˜ y soit en utilisant une de´composition
de x et y en produit d’e´le´ments de S, soit — ce qui est essentiellement e´quivalent
— en remplac¸ant S par une puissance Sk telle que x et y appartiennent a` Sk;
on sait alors que l’ensemble Sk a la meˆmes proprie´te´s de cloˆture que S. Nous
terminerons cette section par une formule ge´ne´rale exprimant le pgcd de deux
e´le´ments arbitraires en termes des ope´rations de comple´ment \ et /.
Lemme 2.6. Soit M un mono¨ıde gaussien. Alors, pour tous x, y dans M , on a
x ∨ y = (x ∧ y)·((x\y) ∨˜ (y\x)), (2.5)
et, donc, x ∧ y = (x ∨ y)/((x\y) ∨˜ (y\x)).
De´monstration. Posons x′ = y\x, y′ = x\y, x′′ = x′/y′, et y′′ = y′/x′. Par
de´finition, nous avons
x ∨ y = xy′ = yx′ et x′ ∨˜ y′ = x′′y′ = y′′x′.
D’apre`s la premie`re e´galite´, x ∨ y est un multiple a` gauche de x′ et y′, donc il
existe z ve´rifiant x ∨ y = z(x′ ∨˜ y′). On de´duit xy′ = zx′′y′, donc x = zx′′, et, de
meˆme, y = zy′′. Donc z est un diviseur a` gauche de x et y, donc de x ∧ y.
Re´ciproquement, supposons x = z1x1 et y = z1y1. On a z1x1y
′ = z1y1x
′ = x∨y,
donc x1y
′ = y1x
′. Il existe donc z′′ ve´rifiant x1 = z
′′x′′ et y1 = z
′′y′′. On de´duit
z1z
′′x′′y′ = z1z
′′y′′x′ = x ∨ y, d’ou` z1z
′′ = z. Par conse´quent, z1 est un diviseur a`
gauche de z, et on conclut que z est le pgcd a` gauche de x et y.
3. Structure automatique
Nous e´tablissons ici que tout groupe de Garside est bi-automatique (The´ore`me A
de l’introduction), et, de surcroˆıt, que cette structure automatique s’explicite tre`s
simplement en termes des ope´rations de comple´ment.
Dans un premier temps, nous allons construire une forme normale dans tout
groupe gaussien (de Garside ou non). Soit M un mono¨ıde quelconque, et S une
partie ge´ne´ratrice de M . Alors tout e´le´ment de M s’e´crit comme produit fini
d’e´le´ments de S. L’ide´e pour obtenir une de´composition distingue´e, classique pour
les groupes de tresses depuis [18] [2] [20] [19], consiste a` pousser les e´le´ments de S
par exemple vers la gauche, de sorte que le premier e´le´ment soit maximal.
De´finition 3.1. Soit M un mono¨ıde, et S une partie de M . Pour x, y ∈ M ,
on dira que x ⊥S y est ve´rifie´ si, pour tout diviseur a` gauche s de y appartenant
a` S \ {1}, on a xs /∈ S.
Le point crucial de la construction est le re´sultat suivant, qui est une conse´quence
imme´diate des re`gles du calcul des comple´ments :
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Lemme 3.2. Soit M un mono¨ıde ve´rifiant les conditions (C0), (C1) et (C2), et
S une partie de M close par \ et ∨. Soit (x1, . . ., xp) une suite d’e´le´ments de S
ve´rifiant xi ⊥S xi+1 pour tout i. Alors on a x1 ⊥S x2 · · ·xp.
De´monstration. (Figure 3.1) Supposons x1s1 ∈ S, avec s1 ∈ S et s1 6= 1. Il s’agit
de montrer que s1 n’est pas un diviseur a` gauche de x2 · · ·xp. Posons de proche
en proche si = xi\si−1 pour 2 ≤ i ≤ p, et montrons par re´currence sur i qu’on a
xisi ∈ S, si ∈ S et si 6= 1. Pour i = 1, ce sont les hypothe`ses pose´es plus haut.
Pour i ≥ 2, on a si = xi\si−1 et xisi = xi ∨ si−1, d’ou` si ∈ S et xisi ∈ S, puisque
xi est dans S, si−1 aussi par hypothe`se de re´currence, et S est clos par \ et ∨; par
ailleurs, la conjonction de xi−1si−1 ∈ S et xi−1 ⊥S xi entraˆıne que si−1 n’est pas
un diviseur a` gauche de xi, c’est-a`-dire que xi\si−1, qui est si, ne vaut pas 1. On
a donc sp 6= 1. Or, par les re`gles du lemme 1.7, on a sp = (x2 · · ·xp)\s1, et sp 6= 1
signifie donc que s1 n’est pas un diviseur a` gauche de x2 · · ·xp.
Figure 3.1. De´composition normale
Proposition 3.3. Soit M un mono¨ıde gaussien — ou, plus ge´ne´ralement, un
mono¨ıde ve´rifiant (C+0 ), (C1), et (C
+
2 ) — et S une partie ge´ne´ratrice de M close
par \ et ∨. Alors tout e´le´ment de M posse`de une unique de´composition x1 · · ·xp
avec x1, . . ., xp ∈ S et xi ⊥S xi+1 pour tout i.
De´monstration. On prouve d’abord l’existence d’une de´composition comme ci-
dessus pour tout e´le´ment x de M par re´currence sur la norme ||x||. Pour ||x|| = 0,
on a x = 1, et le re´sultat est vrai. Supposons x 6= 1. Notons Div(x) l’ensemble
des diviseurs a` gauche de x. Soit x1 un e´le´ment de norme maximale dans Div(x).
Comme y ∈ Div(x) entraˆıne ||y|| ≤ ||x||, un tel e´le´ment x1 existe, et, comme Div(x)
contient au moins un atome, on a x1 6= 1. Ecrivons x = x1x
′. On a alors ||x′|| ≤
||x||− ||x1|| < ||x||, donc, par hypothe`se de re´currence, x
′ posse`de une de´composition
x′ = x2 · · ·xp avec xi ∈ S et xi ⊥S xi+1 pour i ≥ 2. On a alors x = x1x2 · · ·xp, et il
s’agit de montrer x1 ⊥S x2. Soit x un diviseur a` gauche propre de x2 appartenant
a` S. Alors x1x est un diviseur a` gauche de x1x2, donc de x, et on a ||x1x|| ≥
||x1||+ ||x|| > ||x1||, ce qui, par de´finition de x1, entraˆıne x1x /∈ S.
Pour l’unicite´, il suffit de montrer que, si (x1, . . ., xp) est une suite d’e´le´ments
de S ve´rifiant xi ⊥S xi+1 pour 1 ≤ i < p, alors x1 est de´termine´ par le pro-
duit x1 · · ·xp. En effet, puisque M est simplifiable a` gauche, une re´currence mon-
tre ensuite que x2, . . ., xp sont de´termine´s de meˆme. Posons x = x1 · · ·xp. Par
construction, x1 appartient a` Div(x) ∩ S. Supposons que x1s soit un diviseur a`
gauche de x : alors s est un diviseur a` gauche de x2 · · ·xp, par le lemme 3.2, on
a x1 ⊥S x2. . .xp, et donc on de´duit x1s /∈ S. Ceci signifie que x1 est un e´le´ment
de norme maximale dans Div(x) ∩ S, ce qui de´termine x1 de fac¸on unique, car
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Div(x) ∩ S est clos par ppcm a` droite et, si x1 et x
′
1 e´taient deux e´le´ments dis-
tincts de norme maximale dans Div(x) ∩ S, l’e´le´ment x1 ∨ x
′
1 contredirait cette
maximalite´.
On conside`re maintenant le cas des mono¨ıdes de Garside. Supposons queM soit
un mono¨ıde de Garside. Nous savons que M admet une unique partie ge´ne´ratrice
minimale, a` savoir l’ensemble A de ses atomes, et que la cloˆture S de A par \
et ∨ est la plus petite partie ge´ne´ratrice de M qui soit close par ces ope´rations.
Notons que S est e´galement la cloˆture de A par les ope´rations a` gauche / et ∨˜.
En effet, d’apre`s le lemme 2.5(ii), l’ensemble S est clos par / et ∨˜, donc, si S˜
de´signe la cloˆture de A par / et ∨˜, nous avons S˜ ⊆ S. Comme les hypothe`ses sont
syme´triques, un argument similaire donne S ⊆ S˜, d’ou` S = S˜. On note ∆ le ppcm
de S, et les ope´rations de dualite´ re´fe`rent au comple´ment dans ∆ : pour x dans S,
on pose x∗ = x\∆, et ∗x = ∆/x.
Nous allons appliquer la proposition 3.3 en prenant pour S l’ensemble des
e´le´ments simples. En fait, la minimalite´ n’est requise nulle part, et nous pour-
rions aussi bien utiliser a` la place de S une partie ge´ne´ratrice quelconque qui soit
close pour \ et ∨, en particulier toute partie Sk avec k ≥ 1.
La condition d’orthogonalite´ mentionne´e dans la construction s’exprime simple-
ment en termes de pgcd.
Lemme 3.4. Soit M un mono¨ıde de Garside, et S l’ensemble de ses e´le´ments
simples. Pour x, y dans S, x ⊥S y e´quivaut a` x
∗
∧ y = 1.
De´monstration. On a x ⊥S y si et seulement si, pour tout diviseur a` gauche
simple s de y distinct de 1, xs n’est pas simple, c’est-a`-dire que xs n’est pas un
diviseur a` gauche de ∆ de S, soit encore que s n’est pas un diviseur a` gauche
de x\∆, qui est x∗.
Proposition 3.5. Soit M un mono¨ıde de Garside. Tout e´le´ment x de M admet
une unique de´composition de la forme x1 · · ·xp avec x1, . . ., xp simples distincts de 1
et x∗i ∧ xi+1 = 1 pour tout i. Pour x 6= 1, le premier facteur de la de´composition
est x ∧∆.
De´monstration. D’apre`s la proposition 3.3 et le lemme 3.4, seule la dernie`re
assertion reste a` de´montrer. Supposons x 6= 1, et soit x1 · · ·xp la de´composition
de x donne´e par la proposition. Par construction, x1 est un diviseur a` gauche
simple de x de norme maximale. Puisqu’il est simple, x1 est un diviseur a` gauche
de ∆, donc de x ∧∆, et, de la`, nous avons ||x1|| ≤ ||x ∧∆||. D’un autre coˆte´, x ∧∆
est un diviseur a` gauche simple de x, donc, par de´finition de x1, on doit avoir
||x1|| = ||x ∧∆||, d’ou` x1 = x ∧∆ puisque x1 est un diviseur a` gauche de x ∧∆.
La forme normale pre´ce´dente sera appele´e forme normale a` gauche pour M . De
fac¸on syme´trique, nous avons une forme normale a` droite :
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Proposition 3.6. Soit M un mono¨ıde de Garside. Tout e´le´ment x de M admet
une unique de´composition de la forme xq · · ·x1 avec x1, . . ., xq simples et
∗xi ∧˜
xi+1 = 1 pour tout i. Pour x 6= 1, le dernier facteur de la de´composition est x ∧˜∆.
Conside´rons maintenant le cas des groupes de Garside. Il se rame`ne a` celui des
mono¨ıdes graˆce a` l’existence de fractions irre´ductibles.
Lemme 3.7. SoitM un mono¨ıde de Garside, et G son groupe de fractions. Alors
tout e´le´ment z de G admet une unique de´composition z = x−1y avec x, y ∈ M et
x∧y = 1, et, syme´triquement, une unique de´composition z = x′y′
−1
avec x′, y′ ∈M
et x′ ∧˜ y′ = 1.
De´monstration. Par de´finition, tout e´le´ment z de G admet une de´composition
z = x′
−1
y′ avec x′, y′ ∈ M . Posant x′ = z′x et y′ = z′y avec z′ = x′ ∧ y′, on a
x ∧ y = 1 et z = x−1y par construction. Par le lemme 2.6, on obtient x ∨ y =
x(x\y) = y(y\x) = (x\y) ∨˜ (y\x). Supposons alors z = x′′−1y′′ avec x′′, y′′ ∈ M .
De x−1y = (x\y)(y\x)−1 on de´duit x′′(x\y) = y′′(y\x), donc, puisque x(x\y) est
le ppcm a` gauche de x\y et y\x, l’existence de z′′ ve´rifiant x′′ = z′′x et y′′ = z′′y.
Alors x′′ ∧ y′′ = 1 entraˆıne z′′ = 1, soit x′′ = x et y′′ = y.
De´finition 3.8. Dans le contexte du lemme pre´ce´dent, les e´le´ments x et y seront
appele´s le de´nominateur et le nume´rateur gauches de z, et note´s D(z) et N(z);
syme´triquement, x′ et y′ seront appele´s nume´rateurs et de´nominateurs a` droite,
et note´s N˜(z) et D˜(z). Ainsi, pour tout z dans G, on a
z = D(z)−1N(z) = N˜(z)D˜(z)−1,
avec D(z) ∧N(z) = N˜(z) ∧˜ D˜(z) = 1.
En rassemblant les e´le´ments, nous obtenons l’existence des formes normales
appele´es «mixed canonical forms» dans [20, Chap. 9] :
Proposition 3.9. Soit G le groupe de fractions d’un mono¨ıde de Garside M .
(i) Tout e´le´ment de G admet une unique de´composition de la forme
x−1p · · ·x
−1
1 y1 · · · yq, avec x1, . . ., xp, y1, . . ., yq e´le´ments simples de M ve´rifiant
x1 ∧ y1 = 1, et, pour tout k, x
∗
k ∧ xk+1 = 1, et y
∗
k ∧ yk+1 = 1.
(ii) Tout e´le´ment de G admet une unique de´composition de la forme
xp · · ·x1y
−1
1 · · · y
−1
q , avec x1, . . ., xp, y1, . . ., yq e´le´ments simples de M ve´rifiant
x1 ∧˜ y1 = 1, et, pour tout k,
∗xk ∧˜ xk+1 = 1, et
∗yk ∧˜ yk+1 = 1.
Dans le contexte pre´ce´dent, nous dirons que la suite (x−1p , . . ., x
−1
1 , y1, . . ., yq) est
la forme normale a` gauche de l’e´le´ment z, et que (xp, . . ., x1, y
−1
1 , . . ., y
−1
q ) en est la
forme normale a` droite.
Nous allons montrer que les formes normales pre´ce´dentes sont associe´es a` une
structure (bi)-automatique. La de´monstration est extreˆmement simple, qui con-
traste avec les calculs de [9], repris dans [17]. Les seuls re´sultats dont nous aurons
besoin sont les suivants :
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Lemme 3.10. Soit M un mono¨ıde gaussien.
(i) Supposons que x′ divise a` gauche zx, et y′ divise a` gauche zy. Alors x′ ∧ y′
divise a` gauche z(x∧ y); donc, en particulier, x∧ y = 1 entraˆıne x′ ∧ y′ = x′ ∧ y′ ∧ z.
(ii) Si ∆ est un e´le´ment de Garside de M , on a (xy) ∧∆ = (x(y ∧∆)) ∧∆ pour
tous x, y dans M .
De´monstration. (i) Par de´finition, x′ ∧ y′ divise a` gauche zx et zy, donc il divise
leur pgcd a` gauche, qui est z(x ∧ y). Pour x ∧ y = 1, on de´duit que x′ ∧ y′ divise a`
gauche z, donc x′ ∧ y′ ∧ z.
(ii) Posons y′ = y ∧∆. Alors (xy) ∧∆ est le ppcm a` droite des diviseurs de ∆
qui divisent a` gauche xy, soit (xy)∧∆ =
∨
{s ; ∆\s = (xy)\s = 1}. On a (xy)\s =
y\(x\s); or, pour s divisant ∆, x\s divise ∆, donc la condition y\(x\s) = 1 dans
la formule pre´ce´dente est e´quivalente a` y′\(x\s) = 1, d’ou`
xy ∧∆ =
∨
{s ; ∆\s = y\(x\s) = 1} =
∨
{s ; ∆\s = y′\(x\s) = 1} = xy′ ∧∆.
Il est alors tre`s facile de calculer, pour s simple, la forme normale d’un
e´le´ment zs±1 a` partir de celle de z. Dans le cas de la forme normale a` gauche,
il est commode de de´crire le passage de la forme normale de z a` celle de zs−1, et
a` celle de z∆ : le passage de z a` zs s’en de´duit en e´crivant zs = z∆(s∗)−1.
Lemme 3.11. Soit G le groupe de fractions d’un mono¨ıde de Garside M , et
(y−1q , . . ., y
−1
1 , x1, . . ., xp) la forme normale a` gauche d’un e´le´ment z de G.
(i) Pour s simple, la forme normale a` gauche de zs−1 est (y′−1q+1, . . ., y
′
1
−1, x′1, . . ., x
′
p),
avec sp+1 = s, puis x
′
i = xi/si+1 et si = si+1/xi pour p ≥ i ≥ 1, ensuite t1 = s1,
y′j = tjyj ∧∆ et tj+1 = yj\(tjyj) pour 1 ≤ j ≤ q, et, enfin, y
′
q+1 = tq+1.
(ii) La forme normale a` gauche de z∆ est (y−1q , . . ., y
−1
2 , y
∗
1 , x
∗∗
1 , . . ., x
∗∗
p ).
(iii) La forme normale a` gauche de z∆−1 est (y−1q , . . ., y
−1
1 , (
∗x1)
−1, ∗∗x2, . . .,
∗∗xp).
De´monstration. (i) Par construction, on a x′isi+1 = sixi pour tout i, et y
′
jtj+1 =
tjyj pour tout j, donc le diagramme
commute, et on obtient y′
−1
q+1 · · · y
′
1
−1x′1 · · ·x
′
p = y
−1
q · · · y
−1
1 x1 · · ·xps
−1 = zs−1. La
seule question est de montrer que la suite (y′−1q+1, . . ., y
′
1
−1, x′1, . . ., x
′
p) est bien une
forme normale a` gauche. Par construction, tous les facteurs sont simples, et il s’agit
de ve´rifier les conditions de pgcd.
Conside´rons d’abord le cas de x′i et x
′
i+1. Par de´finition, on a
x′ix
′
i
∗s∗∗i = ∆s
∗∗
i = si∆ = sixix
∗
i = x
′
isi+1x
∗
i ,
donc x′i
∗s∗∗i = si+1x
∗
i , ce qui montre que x
′
i
∗ est un diviseur a` gauche de si+1x
∗
i . Par
ailleurs, on a x′i+1si+2 = si+1xi, donc x
′
i+1 est un diviseur a` gauche de si+1xi+1.
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Comme on a si+1 ∧ x
′
i+1 = 1 par construction, et x
∗
i ∧ xi+1 = 1 par hypothe`se, le
lemme 3.10(i) donne x′i
∗
∧ x′i+1 = 1, comme souhaite´.
Conside´rons maintenant le cas de y′1 et x
′
1. A nouveau, x
′
1 est diviseur a` gauche
de s1x1, et, de meˆme, y
′
1 est diviseur a` gauche de s1y1. On a s1 ∧ x
′
1 = 1 par
construction, et x1 ∧ y1 = 1 par hypothe`se, d’ou` x
′
1 ∧ y
′
1 = 1 par le lemme 3.10(i).
Conside´rons finalement le cas de y′j et y
′
j+1. Par de´finition, on a y
′
j = tjyj∧∆. Or,
par hypothe`se, on a aussi yj = (yj · · · yq)∧∆. Par le lemme 3.10(ii), on de´duit y
′
j =
(tjyj · · · yq)∧∆ = (y
′
jy
′
j+1 · · · y
′
q+1)∧∆, donc, en particulier, y
′
j
∗
∧(y′j+1 · · · y
′
q+1) = 1,
et, a fortiori, y′j
∗
∧ y′j+1 = 1.
(ii) On a xi∆ = ∆x
∗∗
i pour tout i, et, par ailleurs, y1y
∗
1 = ∆, donc le diagramme
est commutatif, et on obtient y−1q · · · y
−1
2 y
∗
1x
∗∗
1 · · ·x
∗∗
p = z∆. La seule question est
a` nouveau de montrer que la suite (y−1q , . . ., y
−1
2 , y
∗
1 , x
∗∗
1 , . . ., x
∗∗
p ) est une forme
normale a` gauche, soit, les facteurs e´tant clairement simples, de montrer que les
conditions de pgcd entre deux termes conse´cutifs sont ve´rifie´es. Or, pour tout i, on
a (x∗∗i )
∗
∧ x∗∗i+1 = (x
∗
i ∧ xi+1)
∗∗ = 1∗∗ = 1, puisque l’application x 7→ x∗∗ induit un
automorphisme de M . Ensuite, on a y∗1 ∧ y2 = 1 par hypothe`se, puis, pour j ≥ 2,
y∗j ∧ yj+1 = 1, toujours par hypothe`se.
(iii) L’argument est similaire. On a cette fois ∗∗xi∆ = ∆xi pour tout i, et
∗x1x1 = ∆, d’ou` le diagramme commutatif
qui donne y−1q · · · y
−1
1 (
∗x1)
−1∗∗x2 · · ·
∗∗xp = z∆
−1. Il s’agit encore de ve´rifier les
conditions de pgcd entre termes voisins : pour tout i, on a (∗∗xi)
∗
∧
∗∗xi+1 =
∗∗(x∗i ∧ xi+1) =
∗∗1 = 1, et, enfin, (∗x1)
∗
∧ y1 = x1 ∧ y1 = 1.
Proposition 3.12. Tout groupe de Garside est bi-automatique.
De´monstration. Soit M un mono¨ıde de Garside, et G son groupe de fractions.
Soit S l’ensemble des e´le´ments simples de M . Conside´rons le langage L forme´ par
les formes normales a` gauche, conside´re´es comme mots sur l’alphabet S ∪ S−1.
D’abord L est un langage re´gulier, car l’appartenance d’un mot a` L est de´finie
par des conditions locales consistant en une liste (finie) de lettres permises apre`s
chaque lettre : apre`s une lettre ne´gative y−1, les lettres autorise´es sont les lettres
positives x ve´rifiant x ∧ y = 1, et les lettres ne´gatives y′−1 ve´rifiant y′∗ ∧ y = 1;
apre`s une lettre positive x, les lettres autorise´es sont les lettres positives x′ ve´rifiant
x∗ ∧ x′ = 1.
Ensuite la formule explicite du lemme 3.11(i) montre que la distance entre la
forme normale d’un e´le´ment z et celle de zs−1 est uniforme´ment borne´e par 2 (en
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termes de l’alphabet S), ce qui e´tablit la proprie´te´ du 2-compagnon de route — ou
«2-fellow traveller property» . On de´duit que le langage des formes normales a`
gauche est associe´ a` une structure automatique.
Enfin, la syme´trie de la forme normale entraˆıne une proprie´te´ de compagnon de
route similaire pour la multiplication a` gauche, et donc le langage L est associe´ a`
une structure bi-automatique.
A coˆte´ du re´sultat d’existence pre´ce´dent, qui ne de´crit pas explicitement les
automates mis en jeu, nous allons maintenant construire des automates tre`s sim-
ples calculant les formes normales. Nous conside´rerons ici seulement le cas des
mono¨ıdes. Le cas des groupes n’est pas directement couvert par cette approche,
mais les algorithmes de´crits a` la section 4 montrent comment se ramener a` des
fractions irre´ductibles, et, de la`, du groupe au mono¨ıde.
Le cas de la forme normale a` droite est le plus facile, et la solution est une
extension naturelle de celle de´crite dans [20, chapitre 9] pour les groupes de tresses.
Nous allons de´crire un automate fini d’alphabet A et d’ensemble d’e´tats S calculant
le dernier facteur de la forme normale a` droite, au sens ou` l’e´tat final obtenu apre`s
lecture d’un mot u par l’automate est u ∧˜ ∆, ou` u de´signe la classe du mot u
dans le mono¨ıde. On rappelle qu’un tel automate est la donne´e d’une fonction T :
S ×A→ S et d’un e´tat initial q; l’e´tat final de l’automate apre`s lecture du mot u
est, par de´finition, l’e´tat T (q, u) de´fini inductivement, en notant ε le mot vide, par
T (q, ε) = q et T (q, ux) = T (T (q, u), x). On part de formules de calcul de pgcd.
Lemme 3.13. Soit M un mono¨ıde de Garside. Pour s, t simples, on a
st ∧∆ = ∗(t∗/s∗∗), et st ∧˜∆ = (∗∗t\∗s)∗. (3.1)
De´monstration. La forme normale a` gauche de s est (s), donc, par le
lemme 3.11(ii), celle de s∆ est (∆, s∗∗), et celle de st, qui est s∆(t∗)−1, est
(∗(t∗/s∗∗), s∗∗/t∗). Or, par de´finition, le premier terme de cette suite est st ∧∆.
Un argument syme´trique montre que la forme normale a` droite de ∆t est (∗∗t,∆),
et que celle de st est (∗s\∗∗t, (∗∗t\∗s)∗). Par de´finition, le dernier terme de cette
dernie`re suite est st ∧˜∆.
Proposition 3.14. SoitM un mono¨ıde de Garside, A l’ensemble de ses atomes,
S l’ensemble de ses simples, et ∆ l’e´le´ment simple maximal. De´finissons T : S ×
A→ S par T (s, a) = (∗∗a\∗s)∗. Alors, pour tout mot u sur A, on a u∧˜∆ = T (1, u),
c’est-a`-dire que le re´sultat de la lecture de u par l’automate (T, 1) est le dernier
terme de la forme normale a` droite de u.
De´monstration. On a trivialement ε ∧˜ ∆ = 1 = T (1, ε), donc, pour montrer le
re´sultat inductivement, il suffit de de´montrer l’e´galite´
xa ∧˜∆ = T (x ∧˜∆, a)
pour x dans M et a dans A. Par le lemme 3.10(ii) (en fait, sa contrepartie pour le
pgcd a` droite), on a (xa) ∧˜∆ = ((x ∧˜∆)a) ∧˜∆. Comme x ∧˜∆ et a sont simples, le
re´sultat de´coule alors imme´diatement de la formule (3.1).
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Remarque. Comme dans [20], nous pouvons conside´rer un transducteur,
de´fini comme un automate muni d’une fonction de sortie O envoyant S × A
dans l’ensemble des mots sur A. On de´finit alors la sortie produite par la lec-
ture du mot u comme le mot O(q, u) inductivement de´fini par O(q, ε) = ε et
O(q, ua) = O(q, u)O(T (q, u), a). La de´monstration pre´ce´dente montre que, si nous
posons O(s, a) = ∗s\∗∗a, alors, pour tout mot u sur A, on a u = O(1, u)·T (1, u) :
c’est dire que le mot O(1, u) repre´sente le reste du mot u lorsque le dernier terme
de la forme normale a` droite a e´te´ retire´. En faisant lire par le transducteur le
mot O(1, u), on obtiendra de meˆme l’avant-dernier terme de la forme normale a`
droite de u, et ainsi de suite. Cette ite´ration fournit un algorithme de complexite´
quadratique de´terminant la forme normale a` droite.
Exemple 3.15. La figure 3.1 repre´sente le transducteur calculant la forme nor-
male a` droite pour le mono¨ıde 〈a, b ; aba = b2〉+. Les e´tats (domaines cercle´s) cor-
respondent aux e´le´ments simples. Les fle`ches pleines repre´sentent la lecture de a,
les tirete´es la lecture de b; la pre´sence d’une e´tiquette u sur une fle`che x entre les
e´tats s et t signifie qu’on a T (s, x) = t et O(s, x) = u, c’est-a`-dire que, partant de
l’e´tat s et lisant la lettre x, on passe dans l’e´tat t en produisant le mot u.
Figure 3.2. Transducteur pour 〈a, b ; aba = b2〉+
Pour la forme normale a` gauche, nous pouvons trivialement obtenir des re´sultats
analogues en conside´rant des pseudo-automates lisant les mots de droite a` gauche,
mais la ve´ritable question est l’existence d’automates standard lisant de gauche
a` droite. L’approche pre´ce´dente e´choue, car il est en ge´ne´ral faux que la valeur
de (xa)∧∆ ne de´pende que des valeurs de x∧∆ et de a : dans le groupe de tressesB3,
on a σ1σ2 ∧∆ = σ1σ
2
2 ∧∆ = σ1σ2, mais σ1σ2σ1 ∧∆ = ∆ 6= σ1σ
2
2σ1 ∧∆ = σ1σ2.
Par contre, la construction est encore possible en prenant comme ensemble d’e´tats
l’ensemble PP , ou` P est l’ensemble des e´le´ments primitifs a` droite de M , c’est-a`-
dire la cloˆture des atomes par l’ope´ration \.
Proposition 3.16. SoitM un mono¨ıde de Garside, A l’ensemble de ses atomes,
et P l’ensemble de ses e´le´ments primitifs a` droite. De´finissons T : PP × A→ PP
par
T (f, a) = ra ◦ f (3.2)
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ou` ra est de´finie pour a ∈ A et p ∈ P par ra(p) = a\p. Alors, pour tout mot u
sur A, on a
u ∧∆ =
∨
{p ∈ P ; T (id, u)(p) = 1}
— et donc l’automate (T, id) de´termine le premier facteur de la forme normale a`
gauche de u.
De´monstration. Pour x dansM , notons fx l’application de P dans P de´finie par
fx(p) = x\p. On a f1 = id par de´finition, et, d’apre`s les formules des comple´ments,
il vient, pour x ∈M , a ∈ A et p ∈ P ,
fxa(p) = (xa)\p = a\(x\p) = a\fx(p) = ra(fx(p)),
soit fxa = ra ◦ fx, et, inductivement, fu = T (id, u) pour tout mot u sur A. Or,
pour p primitif, p est un diviseur a` gauche de x si et seulement si on a x\p = 1, soit
fx(p) = 1. Le seul point a` montrer est donc que x∧∆ est e´gal au ppcm a` droite x
′
des e´le´ments primitifs divisant x a` gauche. Or, tout e´le´ment primitif est simple,
donc x′ est un diviseur a` gauche de x ∧ ∆. Inversement, x ∧ ∆ est simple, donc,
d’apre`s les re´sultats de la section 1, il est un ppcm a` droite d’e´lements primitifs,
lesquels sont ne´cessairement des diviseurs a` gauche de x.
Remarque. L’approche pre´ce´dente s’applique e´galement a` la forme normale a`
droite. Introduisons l’ensemble P˜ des e´le´ments primitifs a` gauche comme la cloˆture
des atomes par l’ope´ration /. Pour x ∈M , de´finissons f˜x : P˜ → P˜ par f˜x(p) = p/x.
Alors la fonction f˜x est calcule´e inductivement par la re`gle f˜xa(p) = f˜x(p/a). On
obtient donc f˜u = T˜ (id, u), ou` T˜ = P˜
P˜ ×A→ P˜ P˜ est de´termine´e par
T˜ (f, a) = f ◦ r˜a, (3.3)
avec ra : p 7→ p/a, formule qui est la contre-partie exacte de (3.2). On obtient
alors, pour tout mot u sur A,
u ∧˜∆ =
∨˜
{p ∈ P˜ ; T˜ (id, u)(p) = 1} :
l’automate (T˜ , id) de´termine le dernier facteur de la forme normale a` droite de u.
Ces re´sultats montrent a` nouveau le roˆle central des ope´rations \ et / : les auto-
mates pre´ce´dents sont essentiellement la table de ces ope´rations sur les cloˆtures
des atomes.
Exemple 3.17. La figure 3.2 montre l’automate calculant le pgcd a` gauche
avec ∆ dans le cas du mono¨ıde de tresses B+3 , de pre´sentation 〈a, b ; aba = bab〉
+.
Il y a deux atomes, a` savoir a et b, et cinq e´le´ments primitifs a` droite (et a` gauche),
a` savoir 1, a, b, ab, ba. On obtient un automate a` 20 e´tats, repre´sente´ sur la figure 3.2
(les fle`ches en plein repre´sentent a, les fle`ches en tirete´ repre´sentent b).
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Figure 3.2. Automate pour le pgcd a` gauche dans B3
4. Pre´sentations
On montre ici que tout groupe de Garside admet une pre´sentation d’un cer-
tain type, dit comple´mente´, et que toutes les ope´rations du mono¨ıde se calculent
a` partir d’une telle pre´sentation au moyen d’une ope´ration combinatoire appele´e
redressement de mots. Les re´sultats du de´but de la section figurent, avec des no-
tations diffe´rentes, dans [17], auquel nous renvoyons pour d’autres de´tails et les
de´monstrations manquantes.
Pour tout ensemble Σ, nous noterons Mo(Σ) l’ensemble des mots sur Σ, c’est-
a`-dire le mono¨ıde libre de base Σ; le mot vide est note´ ε. Si Σ est une partie
ge´ne´ratrice d’un mono¨ıdeM , alors, par de´finition, tout e´le´ment x deM admet des
de´compositions comme produit d’e´le´ments de Σ : pour w dans Mo(Σ), on notera
comme pre´ce´demment w l’image x de w dans M ; on dira alors que w est une
expression de x, et que x est l’e´valuation de w dans M .
De´finition 4.1. Soit M un mono¨ıde ve´rifiant les conditions (C0), (C1) et (C2),
et Σ est une partie ge´ne´ratrice de M . On appelle se´lecteur de ppcm sur Σ toute
application (partielle) f de Σ × Σ dans Mo(Σ) tel que, pour a, b ∈ Σ, f(a, b) est
une expression de a\b lorsque ce dernier existe.
Par de´finition, on a a\a = 1 pour tout a dans Σ, donc, si f est un se´lecteur
de ppcm sur Σ, et si M satisfait a` la condition (C0), c’est-a`-dire n’admet pas
d’inversible autre que 1, alors, ne´cessairement, f(a, a) est le mot vide ε. Par ailleurs,
par de´finition, a\b existe si et seulement si b\a existe, et, par conse´quent, le do-
maine de tout se´lecteur de ppcm est un sous-ensemble syme´trique de Σ× Σ.
De´finition 4.2. Soit Σ un ensemble non vide. On appelle fonction de redresse-
ment sur Σ une application partielle de Σ×Σ dans Mo(Σ) ve´rifiant f(a, a) = ε pour
tout a, et telle que le domaine de f est syme´trique. On note alors Rf la famille des
relations af(a, b) = bf(b, a) pour (a, b) ∈ Dom(f), et ≡
+
f
la congruence sur Mo(Σ)
engendre´e par Rf . On dit qu’une pre´sentation de mono¨ıde est comple´mente´e si elle
est associe´e a` une (ne´cessairement unique) fonction de redressement.
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Proposition 4.3. [17] SoitM un mono¨ıde gaussien — ou, plus ge´ne´ralement, un
mono¨ıde ve´rifiant les conditions (C+0 ), (C1) et (C2). Soit Σ une partie ge´ne´ratrice
quelconque de M , et f un se´lecteur de ppcm sur Σ. Alors f est une fonction de
redressement sur Σ et 〈Σ ; Rf〉
+ est une pre´sentation comple´mente´e de M .
De´monstration. Notons ∼ la congruence sur Mo(Σ) telle que M est Mo(Σ)/∼.
Par de´finition d’un se´lecteur de ppcm, on a af(a, b) ∼ bf(b, a) pour a, b ∈ Dom(f),
donc u ≡
+
f
v entraˆıne u ∼ v puisque les paires {af(a, b), bf(b, a)} engendrent ≡
+
f
.
Re´ciproquement, nous montrons que u ∼ v entraˆıne u ≡
+
f
v par re´currence
sur ||u||. Pour ||u|| = 0, on a u = v = 1, donc, par (C0), u = v = ε, et u ≡
+
f
v.
Supposons u, v 6= ε. On e´crit u = au1, v = bv1, avec a, b ∈ Σ. L’hypothe`se u = v
signifie que u est un multiple commun a` droite de a et b. Par (C2), il existe un
mot w ve´rifiant u = v = (a ∨ b)w, d’ou` u = au1 ∼ af(a, b)w ∼ bf(b, a)w ∼
bv1 = v. Par (C1), on de´duit u1 ∼ f(a, b)w et v1 ∼ f(b, a)w. Or, par (C
+
0 ),
on a ||f(a, b)w|| ≤ ||u|| − ||a|| < ||u||, et, de meˆme, ||f(b, a)w|| < ||u||. Appliquant
l’hypothe`se de re´currence, on de´duit u1 ≡
+
f
f(a, b)w, et v1 ≡
+
f
f(b, a)w, d’ou`
u = au1 ≡
+
f
af(a, b)w ≡
+
f
bf(b, a)w ≡
+
f
bv1 = v, et donc u ≡
+
f
v.
Question 4.4. Le re´sultat pre´ce´dent reste-t-il valable lorsque la condition (C+0 )
(atomicite´) est affaiblie en (C0) (pas d’inversible autre que 1) ?
Si M est un mono¨ıde gaussien, Σ une partie ge´ne´ratrice de M , et f un se´lecteur
de ppcm sur Σ, alors toutes les ope´rations deM se calculent a` partir de f de fac¸on
effective. Pour le de´montrer, nous introduisons une ope´ration combinatoire sur les
mots appele´e redressement («reversing» en anglais).
Par de´finition, si f est un se´lecteur de ppcm sur Σ, le mot f(a, b) est une
expression de l’e´le´ment a\b de M pour tous a, b dans Σ. L’ide´e est d’e´tendre
l’application f en une ope´ration binaire partielle note´e \f sur Mo(Σ) de sorte que,
pour tous mots u, v sur Σ, le mot u\fv soit une expression du comple´ment u\v,
quand ce dernier existe.
Dans toute la suite, lorsque Σ est un alphabet, nous introduirons une copie
disjointe note´e a−1 pour chaque lettre a de Σ, et nous noterons Σ−1 l’ensemble
des lettres a−1. Pour tout mot w sur Σ ∪ Σ−1, on note w−1 le mot obtenu en
e´changeant chaque lettre a avec la lettre a−1 correspondante, et en renversant
l’ordre des lettres. Ainsi, siG est un groupe engendre´ par Σ et si le mot w repre´sente
l’e´le´ment x de G, alors w−1 repre´sente x−1.
De´finition 4.5. [13] [17] Soit f une fonction de redressement sur Σ. Pour w, w′
mots sur Σ ∪ Σ−1, on dit que w est f -redressable en w′, note´ w →f w
′, si on peut
passer de w a` w′ en un nombre fini d’e´tapes consistant a` remplacer un sous-mot
de la forme a−1b avec a, b ∈ Σ par le mot f(a, b)f(b, a)−1 correspondant. Pour u, v
mots sur Σ, on de´finit u\fv comme l’unique mot u
′ sur Σ tel qu’il existe un mot v′
sur Σ ve´rifiant u−1v →f v
′u′
−1
, s’il existe, et u ∨f v comme u·(u\fv).
On associe a` chaque redressement de mot un graphe planaire (voisin d’un dia-
gramme de Dehn) compose´ de fle`ches verticales et horizontales e´tiquete´es par des
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e´le´ments de Σ, et tel que le redressement du mot a−1b en f(a, b)f(b, a)−1 se traduit
par la fermeture du motif
Nous renvoyons a` [16, chapitre II], et conside´rons ici simplement un exemple.
Exemple 4.6. Soit Σ = {a, b}, et soit f l’application de Σ2 dans Mo(Σ) de´finie
par f(a, b) = ba, f(b, a) = b, f(a, a) = f(b, b) = ε. Le mono¨ıde 〈Σ ; Rf 〉
+ est ici
〈a, b ; aba = b2〉+. La figure ci-dessous illustre le redressement du mot a−1ba2 en le
mot bab2ab−1a−1b−1, qui donne donc a\fba
2 = bab2a et ba2\fa = bab.
L’ope´ration \f est en ge´ne´ral une ope´ration partielle sur Mo(Σ), non
ne´cessairement de´finie pour tous les mots : comme \f co¨ıncide avec f sur Σ × Σ,
c’est le cas si f n’est pas partout de´finie sur Σ × Σ, mais, meˆme si f est partout
de´finie, il se peut que le redressement d’un mot ne se termine pas en un nombre fini
d’e´tapes. Comme dans la section 1, nous noterons u\fv = ⊥ quand u\fv n’existe
pas, et nous e´tendons \f en une ope´ration partout de´finie sur Mo(Σ) ∪ {⊥} en
posant u\f⊥ = ⊥\fu = ⊥\f⊥ = ⊥ pour tout u, et de meˆme pour le produit
des mots. De meˆme, nous e´tendons ≡+
f
en une congruence sur Mo(Σ) ∪ {⊥} en
de´clarant ⊥ ≡
+
f
⊥ vrai, et u ≡
+
f
⊥ faux pour tout u dans Mo(Σ).
Lemme 4.7. [13] Soit f une fonction de redressement sur Σ. Alors, pour tous
mots u, v sur Σ, on a u(u\fv) ≡
+
f
v(v\fu).
D’apre`s nos conventions, le re´sultat pre´ce´dent signifie que soit u\fv et v\fu
sont de´finis et on a l’e´quivalence annonce´e, soit ni l’un ni l’autre n’est de´fini. La
de´monstration est une induction facile sur le nombre d’e´tapes e´le´mentaires de
redressement.
Proposition 4.8. [17] Soit M un mono¨ıde gaussien — ou, plus ge´ne´ralement,
un mono¨ıde ve´rifiant les conditions (C+0 ), (C1) et (C2)—, Σ une partie ge´ne´ratrice
de M , et f un se´lecteur de ppcm sur Σ. Alors, pour tous mots u, v dans Mo(Σ),
le mot u\fv existe dans Mo(Σ) si et seulement si l’e´le´ment u\v existe dans M , et,
dans ce cas, u\fv est une expression de u\v, et u ∨f v est une expression de u ∨ v.
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De´monstration. Le lemme 4.7 montre que, si u\fv est de´fini, alors la classe
de u ∨f v est un multiple a` droite commun des classes de u et v, donc, par (C2), le
ppcm a` droite de ces classes existe.
Inversement, montrons par induction sur n que, si u et v sont deux mots tels
que u ∨ v existe et qu’on ait ||u ∨ v|| = n, alors u\fv existe et repre´sente u\v. Pour
n = 0, on a u = v = ε, et les re´sultats ont triviaux. Supposons n ≥ 1. Pour u = ε
ou v = ε, les re´sultats sont a` nouveau triviaux. Supposons u = au1 et v = bv1 avec
a, b ∈ Σ, et soit z = u ∨ v. Par hypothe`se, z est multiple a` droite commun a` a et b,
donc f(a, b) et f(b, a) sont de´finis. Ensuite z est multiple a` droite commum de au1
et af(a, b), donc u1 et f(a, b) ont un multiple a` droite commun, donc un ppcm
a` droite. Or, par construction, on a ||u1 ∨ f(a, b)|| ≤ ||z|| − ||a|| = n − 1, donc, par
hypothe`se de re´currence, u1\ff(a, b) existe et il repre´sente u1\f(a, b). De meˆme,
v1\ff(b, a) existe et repre´sente v1\f(b, a); finalement, en posant u2 = f(a, b)\fu1
et v2 = f(xy, a)\fv1, on a de meˆme que u2\fv2 existe et repre´sente u2\v2. Donc
u\fv est de´fini, et il repre´sente
(v1\f(b, a))·((f(b, a)\v1)\(f(a, b)\u1)),
lequel est, d’apre`s les formules de comple´ment, u\v.
De´finition 4.9. Soit f une fonction de redressement sur Σ. Pour u, v mots sur Σ,
on dit que u ≡
++
f
v est ve´rifie´ si on a u\fv = v\fu = ε, c’est-a`-dire u
−1v →f ε. On
e´tend ≡
++
f
de sorte que ⊥ ≡
++
f
⊥ soit vrai, et u ≡
++
f
⊥ et ⊥ ≡
++
f
u faux pour tout
mot u.
Par le lemme 4.7, u ≡
++
f
v entraˆıne u ≡
+
f
v. Dans le cas d’un mono¨ıde gaussien,
la proposition 4.8 affirme que cette implication est une e´quivalence. Nous allons en
de´duire une solution pour le proble`me de mot du mono¨ıde par redressement, et,
pour celui du groupe associe´, par double redressement. On notera ≡
f
la congruence
sur Mo(Σ ∪ Σ−1) engendre´e par ≡+
f
et les paires {aa−1, ε} et {a−1a, ε} pour a
dans Σ, de sorte que le groupe 〈Σ ; Rf 〉 est Mo(Σ ∪ Σ
−1)/ ≡
f
. Remarquons que,
par construction, w→f w
′ entraˆıne w ≡
f
w′ pour tous w,w′ mots sur Σ ∪ Σ−1.
Proposition 4.10. Soit M un mono¨ıde gaussien — ou, plus ge´ne´ralement, un
mono¨ıde ve´rifiant les conditions (C+0 ), (C1) et (C2) —, Σ une partie ge´ne´ratrice
de M , et f un se´lecteur de ppcm sur Σ.
(i) Deux mots u, v sur Σ repre´sentent le meˆme e´le´ment de M si et seulement on
a u ≡
++
f
v, c’est-a`-dire u−1v →f ε.
(ii) Supposons que M ve´rifie de surcroˆıt la condition (C+2 ), et soit G le groupe
de fractions deM . Alors un mot w sur Σ∪Σ−1 repre´sente 1 dans G si et seulement
si il existe deux mots u, v sur Σ ve´rifiant w →f uv
−1 et u−1v →f ε.
De´monstration. (i) Par le lemme 4.7, la condition est suffisante. Inversement,
u = v entraˆıne u\v = v\u = 1, d’ou` u\fv = v\fu = ε par la proposion 4.8.
(ii) La condition est suffisante, car w →f w
′ entraˆıne w ≡
f
w′. Inversement,
supposons w →f uv
−1. Alors w ≡
f
ε entraˆıne u ≡
f
v, donc u ≡+
f
v puisque M se
plonge dans G, d’ou` u−1v →f ε par (i).
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Si M est un mono¨ıde gaussien, les ope´rations \ et ∨ de M se de´terminent par
redressement a` partir de tout se´lecteur de ppcm. Le pgcd, ainsi que les ope´rations
syme´triques de ppcm a` gauche et de pgcd a` droite, peuvent e´galement eˆtre calcule´es
a` l’aide de redressements, a` condition d’introduire, a` coˆte´ d’un se´lecteur a` droite
associe´ au ppcm a` droite comme ci-dessus, une notion syme´trique de se´lecteur
a` gauche et de redressement a` gauche : supposant Σ partie ge´ne´ratrice de M , on
appellera se´lecteur de ppcm a` gauche sur Σ une application f˜ de Σ×Σ dans Mo(Σ)
telle que, pour tous a, b dans Σ, f˜(a, b) repre´sente l’e´le´ment a/b, s’il existe. Si
f˜ est une fonction de redressement sur Σ, et si w,w′ sont deux mots sur Σ ∪
Σ−1, on dira que w est f˜ -redressable a` gauche en w′, note´ w →˜f˜ w
′, si on peut
passer de w a` w′ en un nombre fini d’e´tapes consistant a` remplacer un factuer du
type ab−1 avec a, b ∈ Σ par le facteur f˜(b, a)−1f˜(a, b) correspondant. Les re´sultats
sont alors syme´triques : introduisant u/˜f v comme l’unique mot u
′ tel qu’il existe v′
ve´rifiant uv−1 →˜f˜ v
′−1u′, et u ∨˜f˜ v comme (u/˜f v)·v, on obtient que u/˜f v repre´sente
l’e´le´ment u/v, et u ∨˜f˜ v l’e´le´ment u ∨˜ v. On de´duit alors du lemme 2.6 :
Proposition 4.11. SoitM un mono¨ıde gaussien, Σ une partie ge´ne´ratrice deM ,
et f et f˜ respectivement un se´lecteur de ppcm a` droite et a` gauche sur Σ. Alors,
pour tous mots u, v sur Σ, le mot (u ∨f v)/˜f ((u\fv) ∨˜f˜ (v\fu)) repre´sente u ∧ v.
On obtient donc le pgcd a` gauche de u et v par un triple redressement :
on redresse a` droite u−1v en v′u′−1, qu’on redresse a` gauche en u′′−1v′′, et un
repre´sentant du pgcd a` gauche de u et v est obtenu en redressant a` gauche le
mot uu′′−1. Les ope´rations du groupe de fractions se calculent de fac¸on semblable.
En particulier, de´nominateurs et nume´rateurs se de´terminent par double redresse-
ment.
Proposition 4.12. Soit G le groupe de fractions d’un mono¨ıde gaussien M , Σ
une partie ge´ne´ratrice deM , et f et f˜ respectivement un se´lecteur de ppcm a` droite
et a` gauche sur Σ. Soit z un e´le´ment quelconque de G, et w un mot sur Σ ∪ Σ−1
repre´sentant z. Soient u, v, u′, v′ les mots sur Σ ve´rifiant w →f vu
−1 →˜f˜ u
′−1v′.
Alors u′ repre´sente D(z), et v′ repre´sente N(z).
De´monstration. Par construction, on a z = u′−1v′, donc, d’apre`s le lemme 3.7, il
suffit de montrer u′ ∧ v′ = 1. Or, par construction, on a u′ = u/˜f v et v
′ = v/˜f u : si
u′ et v′ avaient un diviseur a` gauche non trivial commun, u′v et v′u ne pourraient
repre´senter un ppcm a` gauche de u et v.
Comme z = 1 e´quivaut a` D(z) = N(z) = 1, nous en de´duisons une solution
alternative du proble`me de mot.
Corollaire 4.13. Sous les meˆmes hypothe`ses, un mot w sur Σ∪Σ−1 repre´sente 1
dans G si, et seulement si, il existe deux mots u, v sur Σ ve´rifiant w →f uv
−1 →˜f˜ ε.
Enfin, le lemme 3.11 montre comment calculer par redressement la forme
normale (a` gauche) de tout e´le´ment d’un groupe de Garside : supposant que
(vq
−1, . . ., v1
−1, u1, . . ., up) soit la forme normale de z, on obtient la forme nor-
male de z∆ en de´terminant les e´le´ments ui
∗∗
, donc par double redressement
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face a` un mot repre´sentant ∆. Pour w repre´sentant un e´le´ment simple, on ob-
tient le nume´rateur de la forme normale de zw−1 en redressant a` gauche le mot
u1 · · ·upw
−1; le de´nominateur s’obtient alors par une succession de calculs de pgcd,
donc e´galement par redressement. Noter que le lemme 3.13 permet de de´terminer
successivement chaque facteur du de´nominateur a` l’aide d’un unique redressement.
5. Reconnaˆıtre les mono¨ıdes de Garside
Nous avons vu dans la section pre´ce´dente que tout mono¨ıde de Garside admet
une pre´sentation comple´mente´e 〈Σ;Rf 〉
+, ou` f est une fonction de redressement
sur Σ, et qu’alors toutes les ope´rations du mono¨ıde et celles de son groupe de frac-
tions se de´terminent par f -redressement. Nous abordons ici la question re´ciproque
de reconnaˆıtre quand une pre´sentation comple´mente´e de´finit un mono¨ıde de Gar-
side.
Le fait d’admettre une pre´sentation comple´mente´e est une hypothe`se faible, et
des conditions sur la fonction de redressement conside´re´e doivent eˆtre ajoute´es
pour que le mono¨ıde associe´ ait de bonnes proprie´te´s. Nous allons e´tablir une liste
de conditions ne´cessaires ve´rifie´es par tout se´lecteur de ppcm dans un mono¨ıde de
Garside, puis montrer que ces conditions sont suffisantes. Nous partirons (une fois
encore) des proprie´te´s de l’ope´ration \.
Lemme 5.1. SoitM un mono¨ıde gaussien — ou, plus ge´ne´ralement, un mono¨ıde
ve´rifiant les conditions (C0), (C1) et (C2). Alors, pour tous x, y, z dans M , on a
(x\y)\(x\z) = (y\x)\(y\z). (5.1)
De´monstration. D’apre`s le lemme 1.7, le membre de gauche dans (5.1) est e´gal
a` (x∨y)\z, et celui de droite a` (y∨x)\z : comme ∨ est une ope´ration commutative,
les deux sont e´gaux. Par ailleurs, si l’une des expressions n’est pas de´finie, il en est
de meˆme de l’autre.
Lemme 5.2. SoitM un mono¨ıde gaussien — ou, plus ge´ne´ralement, un mono¨ıde
ve´rifiant les conditions (C+0 ), (C1) et (C2) —, Σ une partie ge´ne´ratrice quelconque
deM , et f un se´lecteur de ppcm sur Σ. Alors, pour tous mots u, v, w dans Mo(Σ),
on a
(u\fv)\f(u\fw) ≡
++
f
(v\fu)\f(v\fw). (5.2)
De´monstration. Compte tenu de la proposition 4.8, la formule (5.2) est la tra-
duction directe de la formule (5.1).
De´finition 5.3. Soit f une fonction de redressement sur Σ.
(i) PourX ⊆ Mo(Σ)∪{⊥}, on dit que f a la proprie´te´ du cube (resp. la proprie´te´
du cube faible) sur X si la relation (5.2) (resp. la relation
(u\fv)\f(u\fw) ≡
+
f
(v\fu)\f(v\fw) ) (5.3)
est ve´rifie´e pour tous u, v, w dans X .
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(ii) On dit que f ve´rifie la condition (∗) s’il existe une partie finie X de Mo(Σ)
qui est close par \f , c’est-a`-dire telle que, pour tous u, v dans X , u\fv existe et
appartient a` X , et si, de plus, la cloˆture X∨ de X par ∨f est finie et il existe Ω
dans X
∨
tel que, pour tout u dans X
∨
, on ait Ω\fu = ε et il existe v dans X
∨
ve´rifiant v\fΩ ≡
++
f
u.
Affirmer que f a la proprie´te´ du cube sur un triplet {u, v, w} signifie, lorsque
tous les mots mis en jeu sont de´finis, que le cube repre´sente´ sur la figure 5.1 se
ferme au sens ou`, partant des trois areˆtes e´tiquete´es u, v, w et utilisant le redresse-
ment de mots pour construire les six faces, le redressement des trois petites faces
triangulaires restantes se termine avec des mots vides.
Figure 5.1. Proprie´te´ du cube
Proposition 5.4. SoitM un mono¨ıde de Garside, Σ une partie ge´ne´ratrice finie
de M , et f un se´lecteur de ppcm sur Σ. Alors la fonction f a la proprie´te´ du cube
sur Mo(Σ) et elle ve´rifie la condition (∗).
De´monstration. Le lemme 5.2 exprime que f a la proprie´te´ du cube sur Mo(Σ).
Notons X l’ensemble des expressions des e´le´ments primitifs a` droite deM . Comme
Σ est fini, et que la longueur des expressions dans Mo(Σ) de chaque e´le´ment x deM
est borne´e supe´rieurement par ||x||, l’ensemble X est fini. Supposons u, v ∈ X . Par
la proposition 4.8, le mot u\fv est une expression de u\v : comme u et v sont
primitifs a` droite, il en est de meˆme de u\v, et u\fv appartient a` X . Donc X est
clos par \f .
Par le meˆme raisonnement, l’ensemble Y des expressions des e´le´ments simples
de M est un ensemble fini de mots qui est clos par les ope´rations \f et ∨f , et qui
inclut X . Par conse´quent, la cloˆture X∨ de X par ∨f est finie, et elle contient au
moins une expression pour chaque e´le´ment simple de M . Soit Ω une expression
quelconque de l’e´le´ment ∆ dans X
∨
. Pour tout mot u dans X
∨
, le mot Ω\fu
repre´sente ∆\u, qui est 1, et on a donc ne´cessairement Ω\fu = ε. Inversement, si
Ω ve´rifie Ω\fu = ε pour tout u dans X
∨
, Ω repre´sente ne´cesairement ∆, puisqu’il
repre´sente un e´le´ment qui est un multiple de tous les e´le´ments simples.
D’apre`s la proposition 2.1, l’application s 7→ s\∆ est surjective sur les simples
deM . Donc, pour tout mot u dans X∨, il doit exister un e´le´ment simple s ve´rifiant
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u = s\∆. Cet e´le´ment s a au moins une expression v dans X
∨
, et la condition
u = v\∆ entraˆıne u ≡++
f
v\fΩ. Par conse´quent, la condition (∗) est ve´rifie´e.
Nous allons maintenant montrer que les conditions ne´cessaires de la proposi-
tion 5.4 sont aussi suffisantes, et, pour cela, utiliser la caracte´risation de la propo-
sition 2.1 en termes des conditions (Ci). La condition (C0) est gratuite.
Lemme 5.5. Soit f une fonction de redressement sur Σ. Alors le mono¨ıde
〈Σ ; Rf 〉
+ satisfait a` la condition (C0), c’est-a`-dire n’a d’autre inversible que 1.
De´monstration. Par construction, u ≡
+
f
ε n’est possible que pour u = ε.
Le point crucial est le re´sultat suivant, qui montre l’importance de la proprie´te´
du cube.
Proposition 5.6. Soit f une fonction de redressement sur Σ. Alors les condi-
tions suivantes sont e´quivalentes :
(i) La fonction f a la proprie´te´ du cube sur Mo(Σ);
(ii) Les relations ≡+
f
et ≡++
f
co¨ıncident;
(iii) La relation ≡
+
f
est compatible avec l’ope´ration \f , au sens ou` la conjonction
de u′ ≡
+
f
u et v′ ≡
+
f
v entraˆıne u′\fv
′ ≡
+
f
u\fv.
De´monstration. Supposons (i), et montrons (ii). Par le lemme 4.7, la rela-
tion ≡
++
f
est toujours incluse dans la relation ≡
+
f
. Pour prouver l’inclusion
re´ciproque, puisque, par de´finition, ≡
+
f
est la relation d’e´quivalence engendre´e
par les paires (uaf(a, b)v, ubf(b, a)v) avec a, b ∈ Σ et u, v ∈ Mo(Σ), il suffit de
montrer qu’on a uaf(a, b)v ≡
++
f
ubf(b, a)v, soit
v−1f(b, a)−1b−1u−1uaf(a, b)v→f ε,
ce qui est trivial, et que ≡
++
f
est une relation d’e´quivalence. Re´flexivite´ et syme´trie
sont claires, et seule la transitivite´ fait proble`me. Supposons u ≡
++
f
v ≡
++
f
w.
Par hypothe`se, les mots v\fu, u\fv, v\fw et w\fv existent et sont vides. Donc
(v\fu)\f(v\fw) existe, et il est vide. Comme f a la proprie´te´ du cube sur {v, u, w},
ceci entraˆıne (u\fv)\f(u\fw) ≡
+
f
ε, donc (u\fv)\f(u\fw) = ε. L’existence du mot
(u\fv)\f(u\fw) entraˆıne en particulier celle de u\fw. De plus, u\fv = ε entraˆıne
(u\fv)\f(u\fw) = u\fw. Nous avons donc u\fw = ε. Un argument syme´trique
donne w\fu = ε, donc u ≡
++
f
w. Donc ≡
++
f
est transitive, et (i) entraˆıne (ii).
Supposons maintenant (ii), et montrons (iii). Puisque la relation ≡+
f
est
syme´trique et transitive, il suffit de montrer que, si u\fv existe et qu’on a v
′ ≡
+
f
v,
alors u\fv
′ existe aussi et on a u\fv
′ ≡
+
f
u\fv et v
′\fu ≡
+
f
v\fu. Or, sous ces
hypothe`se, le lemme 4.7 entraˆıne u(u\fv) ≡
+
f
v(v\fu), donc u(u\fv) ≡
+
f
v′(v\fu),
soit, par (ii), u(u\fv) ≡
++
f
v′(v\fu), et donc (v
′(v\fu))\f(u(u\fv)) = ε. Ceci en-
traˆıne en particulier (v′(v\fu))\fu = ε, soit, par (1.4),
(v\fu)\f(v
′\fu) = ε. (5.4)
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Nous de´duisons que v′\fu, et, par conse´quent, u\fv
′, existent. Comme v et v′ jouent
maintenant des roˆles syme´triques, le calcul pre´ce´dent donne (v′\fu)\f(v\fu) = ε,
ce qui, conjugue´ a` (5.4), de´montre v′\fu ≡
++
f
v\fu, donc v
′\fu ≡
+
f
v\fu. Un calcul
semblable donne (u\fv)\f(u\fv
′) = ε et (u\fv
′)\f(u\fv) = ε, d’ou` u\fv ≡
++
f
u′\fv, et, finalement u\fv ≡
+
f
u′\fv. Donc (ii) implique (iii).
On sait que u′ ≡
++
f
u entraˆıne u′ ≡
+
f
u. Inversement, supposons u′ ≡
+
f
u. Par
construction, on a u−1u →f ε, c’est-a`-dire u\fu = ε. Si (iii) est vraie, on de´duit
que u′ ≡
+
f
u entraˆıne l’existence de u\fu
′ et u′\fu, et qu’on a u
′\fu ≡
+
f
u\fu = ε,
et u\fu
′ ≡+
f
u\fu = ε, soit u
′ ≡++
f
u. Ceci montre que (iii) entraˆıne (ii).
Finalement, supposons (ii) et (iii), et soient u, v, w des mots quelconques
sur Σ. Si u\fv n’est pas de´fini, v\fu ne l’est pas non plus, et (u\fv)\f(u\fw)
et (v\fu)\f(v\fw) sont tous deux ⊥, donc (5.2) est vraie. Supposons que
u\fv et v\fu soient de´finis. Par (1.4), on a (u\fv)\f(u\fw) = (u(u\fv))\fw
et (v\fu)\f(v\fw) = (v(v\fu))\fw. Supposons (u(u\fv))\fw de´fini. Par le
lemme 4.7, on a u(u\fv) ≡
+
f
v(v\fu), donc u (u\fv) ≡
+
f
v (v\fu). Alors (iii)
entraˆıne que (v(v\fu))\fw est e´galement de´fini, et qu’on a (v(v\fu))\fw ≡
+
f
(u(u\fv))\fw. Par (ii), on de´duit (v(v\fu))\fw ≡
++
f
(u(u\fv))\fw, donc en
particulier ((u(u\fv))\fw)\f((v(v\fu))\fw) = ε. Un calcul syme´trique donne
((v(v\fu))\fw)\f((u(u\fvu))\fw) = ε, d’ou` (u(u\fv))\fw ≡
++
f
(v(v\fu))\fw, qui
est la condition (5.2) pour u, v, w. Donc (ii) et (iii) entraˆınent (i).
Il est alors facile d’e´tablir les conditions (C1) et (C2).
Lemme 5.7. Soit f une fonction de redressement sur Σ ayant la proprie´te´ du
cube sur Mo(Σ). Alors le mono¨ıde 〈Σ ; Rf 〉
+ satisfait a` la condition (C1), c’est-a`-
dire admet la simplification a` gauche.
De´monstration. SoitM le mono¨ıde 〈Σ ; Rf 〉
+. Supposons u v = u v′ dansM , soit
uv ≡
+
f
uv′. Par la proposition 5.6, on a uv ≡
++
f
uv′, c’est-a`-dire (uv)−1(uv′)→f ε.
Par construction, on a (uv)−1(uv′) →f v
−1v′, donc, par unicite´ du re´sultat du
redressement, v−1v′ →f ε, soit v ≡
++
f
v′, qui entraˆıne v ≡
+
f
v′, et v = v′.
Lemme 5.8. Soit f une fonction de redressement sur Σ ayant la proprie´te´ du
cube sur Mo(Σ). Alors, quels que soient les mots u, v sur Σ, il y a e´quivalence
entre
(i) les mots u\fv et v\fu sont de´finis;
(ii) les e´le´ments u et v admettent un multiple a` droite commun dans le
mono¨ıde 〈Σ;Rf 〉
+.
Dans ce cas, u et v admettent un ppcm a` droite, a` savoir u ∨f v, et u\fv
repre´sente u\v.
De´monstration. Supposons (i). Par le lemme 4.7, on a u(u\fv) ≡
+
f
v(v\fu), et
la classe commune de ces deux mots est un multiple a` droite commun pour les
classes de u et v. Donc (ii) est ve´rifie´e.
Inversement, supposons (ii). Il existe des mots u′ et v′ ve´rifiant uv′ ≡+
f
vu′.
Puisque f a la proprie´te´ du cube, ceci implique uv′ ≡
++
f
vu′ par la proposition 5.6,
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soit v′
−1
u−1vu′ →f ε. Ainsi, le redressement du mot v
′−1u−1vu′ converge, et, a
fortiori, celui du sous-mot u−1v converge aussi, ce qui est dire que les mots u\fv et
v\fu existent, et on a (i). De plus, l’hypothe`se v
′−1u−1vu′ →f ε implique l’existence
de mots u′′, v′′ satisfaisant
v′
−1
(u\fv)→f v
′′−1, (v\fu)
−1u′ →f u
′′, v′′
−1
u′′ →f ε.
Ainsi, u′ est un multiple a` droite de la classe de v\fu, et, donc, vu′ est un multiple
a` droite de la classe de v ∨f u : cette dernie`re est donc ppcm a` droite de u et v.
Lemme 5.9. Soit f une fonction de redressement sur Σ ayant la proprie´te´ du
cube sur Mo(Σ). Alors le mono¨ıde 〈Σ ; Rf 〉
+ satisfait a` la condition (C2) : toute
paire d’e´le´ments ayant un multiple a` droite commun admet un ppcm a` droite.
De´monstration. Supposons que u et v admettent un multiple a` droite commun
dans M . Par le lemme 5.8, les mots u\fv et v\fu sont de´finis, et u ∨f v et v ∨f u
repre´sentent un ppcm a` droite de u et v.
Nous passons a` la condition (C3).
Lemme 5.10. Soit f une fonction de redressement sur Σ, telle qu’il existe une
partie X de Mo(Σ) close par \f . Alors le f -redressement converge toujours, et
donc l’ope´ration \f est partout de´finie sur Mo(Σ). De plus, si le redressement de
tout mot u−1v avec u, v ∈ X requiert au plus k e´tapes et se termine avec un mot
de longueur au plus ℓ, alors le redressement d’un mot quelconque sur Σ ∪ Σ−1
requiert au plus 14k· lg(w)
2 e´tapes, et il se termine avec un mot de longueur au
plus ℓ· lg(w).
De´monstration. Soit w un mot sur Σ∪Σ−1. Ecrivons w = ue11 · · ·u
er
r avec ui ∈ X ,
ei = ±1 pour chaque i, et r ≤ lg(w). Soit p le nombre d’exposants ei positifs. Un
argument inductif illustre´ sur la figure 5.2 montre qu’il existe des mots v1, . . ., vr
dans X tels que w soit f -redressable en v1 · · · vpv
−1
p+1 · · · v
−1
r , et que le redressement
se de´compose en p(r − p) redressements de mots de la forme w−11 w2 avec w1, w2
dans X . Les bornes en re´sultent, puisqu’on a toujours p(r − p) ≤ r2/4.
Figure 5.2. Convergence du redressement
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Lemme 5.11. Soit f une fonction de redressement sur Σ, ayant la pro-
prie´te´ du cube sur Mo(Σ), et telle que f satisfasse a` la condition (∗). Alors le
mono¨ıde 〈Σ ; Rf 〉
+ satisfait a` la condition (C3).
De´monstration. Soit X la cloˆture de Σ par l’ope´ration \f . D’apre`s le lemme 5.10,
l’ope´ration \f est partout de´finie sur 〈Σ ; Rf 〉
+. Il re´sulte du lemme 5.8 que
l’ensemble des e´le´ments du mono¨ıde repre´sente´s par un mot de X est clos par
l’ope´ration \, et qu’il engendre le mono¨ıde puisqu’il inclut Σ.
Finalement, nous de´duisons la re´ciproque de la proposition 5.4 :
Proposition 5.12. Soit f une fonction de redressement sur Σ, ayant la proprie´te´
du cube sur Mo(Σ), et satisfaisant a` la condition (∗). Alors le mono¨ıde 〈Σ ; Rf 〉
+
est un mono¨ıde de Garside, et, donc, le groupe 〈Σ ; Rf 〉 est un groupe de Garside.
De´monstration. Par la proposition 2.1, il suffit d’e´tablir que le mono¨ıde 〈Σ ; Rf 〉
+
satisfait aux conditions (C0), (C1), (C2), (C3) et (C˜1). Les quatre premie`res con-
ditions re´sultent des lemmes 5.5, 5.7, 5.9 et 5.11. Enfin, pour (C˜1), d’apre`s le
lemme 2.3, il suffit d’e´tablir la surjectivite´ de l’application x 7→ x∗ sur les e´le´ments
simples; compte tenu de la correspondance entre ope´ration \ surM et ope´ration \f
sur Mo(Σ), et entre e´galite´ dans M et ≡
++
f
-equivalence dans Mo(Σ) due a` la sat-
isfaction par f de la priorie´te´ du cube, la condition (∗) donne le re´sultat.
6. Crite`res pour la proprie´te´ du cube
La proprie´te´ du cube pour la fonction f est primordiale pour l’e´tude du mono¨ıde
〈Σ ; Rf 〉
+ : si elle n’est pas satisfaite, on ne sait essentiellement rien dire, alors que,
si elle l’est, on peut controˆler la divisibilite´ et l’e´galite´ a` l’aide de redressements de
mots et, en particulier, e´tablir assez simplement l’e´ventuel caracte`re petit gaussien
du mono¨ıde. Il est donc crucial de savoir reconnaˆıtre si une fonction de redresse-
ment donne´e satisfait ou non la proprie´te´ du cube.
Si f est une fonction de redressement sur un ensemble (fini) Σ, et u, v, w des
mots sur Σ, e´tablir la proprie´te´ du cube en u, v, w se fait de fac¸on effective a`
l’aide de redressements. Plus pre´cise´ment, il existe un processus consistant en une
suite finie de redressements tel que, si la condition est ve´rifie´e, alors le processus se
termine en un nombre fini d’e´tapes et il donne une preuve de la condition cherche´e.
Cette situation, plus faible que la de´cidabilite´ puisqu’il se peut, si la condition n’est
pas ve´rifie´e, qu’on n’obtienne pas de re´ponse en un temps fini, est typique d’une
condition re´cursivement e´nume´rable — ou semi-de´cidable, ou Σ01 [3].
Conside´rons maintenant la proprie´te´ du cube sur l’ensemble Mo(Σ) entier :
comme il existe une infinite´ de triplets de mots dans Mo(Σ), e´nume´rer ceux-
ci syste´matiquement et ve´rifier la condition pour chacun d’eux ne permet pas
d’e´tablir, meˆme de fac¸on the´orique, la proprie´te´ en un nombre fini d’e´tapes. On ne
peut obtenir un crite`re effectif que si on sait par avance que la proprie´te´ du cube
sur un certain sous-ensemble fini de Mo(Σ) entraˆıne la proprie´te´ du cube partout.
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Nous rappellons d’abord deux re´sultats partiels dans cette direction obtenus
ante´rieurement. Le premier est implicite dans la preuve de Garside que le mono¨ıde
des tresses B+n satisfait aux conditions (C1) et (C2).
Proposition 6.1. [13] [15] Soit f une fonction de redressement sur Σ telle que
le mono¨ıde 〈Σ ; Rf 〉
+ satisfasse (C+0 ). Alors f a la proprie´te´ du cube sur Mo(Σ)
si et seulement si elle a la proprie´te´ du cube sur Σ, si et seulement si elle a la
proprie´te´ du cube faible sur Σ.
Le crite`re pre´ce´dent s’applique aux pre´sentations standards des groupes d’Artin,
la condition (C+0 ) e´tant ve´rifie´e puisque les relations pre´servent la longueur : les
re´sultats de [5] montrent alors la proprie´te´ du cube sur les ge´ne´rateurs. Il en est de
meˆme pour les pre´sentations de groupe conside´re´s dans [7] : elles sont associe´es a`
des fonctions de redressement f telles que f(a, b) n’est de´fini que pour a dans A et
b dans B, {A,B} e´tant une partition de l’ensemble des ge´ne´rateurs : la proprie´te´ du
cube sur les lettres est triviale car tout triplet contient ne´cessairement deux lettres
de A, ou deux lettres de B, pour lesquelles aucun redressement n’est possible; les
groupes ainsi pre´sente´s ne sont pas gaussiens, puisque, dans le mono¨ıde associe´,
deux e´le´ments de A, ou de B, n’ont pas de multiple commun.
Mis a` part de tels cas, il est en ge´ne´ral difficile d’e´tablir la condition (C+0 ), et
aucune me´thode uniforme n’est connue — voir [23] pour un exemple mettant en
jeu l’algorithme de Knuth-Bendix.
Un autre crite`re pour la proprie´te´ du cube est e´tabli dans [15], a` partir d’une
de´finition alternative de celle-ci :
Lemme 6.2. Soit f une fonction de redressement sur Σ, et X une partie
de Mo(Σ). Alors f a la proprie´te´ du cube sur X si et seulement si on a
w\f(u(u\fv)) ≡
+
f
w\f(v(v\fu)), et (u(u\fv))\fw ≡
+
f
(v(v\fu))\fw (6.1)
pour tous u, v, w dans X .
De´monstration. La relation (1.4) donne (u\fv)\f(u\fw) = (u(u\fv))\fw et
(v\fu)\f(v\fw) = (v(v\fu))\fw, donc (5.2) est e´quivalente a` la seconde des rela-
tions (6.1). Pour la premie`re, en utilisant (1.4) et le lemme 4.7, et en supposant
(5.2) satisfaite pour (u,w, v) et pour (w, v, u), on obtient
w\f(u(u\fv)) = (w\fu) · ((u\fw)\f(u\fv))
≡
+
f
(w\fu) · ((w\fu)\f(w\fv))
≡+
f
(w\fv) · ((w\fv)\f(w\fu))
≡
+
f
(w\fv) · ((v\fw)\f(v\fu)) = w\f(v(v\fu)).
De´finition 6.3. Soit f une fonction de redressement sur Σ, et X une partie
de Mo(Σ). Pour u ≡
+
f
v, de´finissons df(u, v) comme le nombre minimal de Rf -
relations ne´cessaires pour transformer u en v. On dit alors que f est k-cohe´rente
sur X si, pour tous u, v, w dans X , on a
df(w\fu(u\fv), w\fv(v\fu)) + df((u(u\fv))\fw, (v(v\fu))\fw) ≤ k (6.2)
Par de´finition, si X est fini, et si f a la proprie´te´ du cube (faible) sur X , alors
elle est k-cohe´rente pour un certain k. Un crite`re suffisant mais non ne´cessaire est :
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Proposition 6.4. [15] Si f est une fonction de redressement sur Σ qui est
1-cohe´rente sur Σ, alors f a la proprie´te´ du cube sur Mo(Σ).
Le crite`re de la proposition 6.4 est automatiquement ve´rifie´ dans le cas de deux
ge´ne´rateurs, mais il l’est rarement dans le cas ge´ne´ral.
Nous allons maintenant e´tablir un nouveau crite`re, qui s’applique dans tous les
cas et ne ne´cessite aucune ve´rification pre´alable.
Proposition 6.5. Soit f une fonction de redressement sur Σ, et X une partie
de Mo(Σ) ∪ {⊥} qui inclut Σ et est close par \f . Alors f a la proprie´te´ du cube
sur Mo(Σ) si, et seulement si, elle a la proprie´te´ du cube sur X .
Il est e´vident que la condition est ne´cessaire, et tout le travail consiste a` montrer
qu’elle est suffisante. La de´monstration est de´compose´e en plusieurs e´tapes. Jusqu’a`
la fin de la section, nous supposons que f est une fonction de redressement fixe´
sur Σ, que X est une partie de Mo(Σ) ∪ {⊥} qui inclut Σ et est close par \f , et
que f a la proprie´te´ du cube sur X . D’apre`s la proposition 5.6, il suffit que nous
montrions la compatibilite´ de l’ope´ration \f et de la relation ≡
+
f
.
Lemme 6.6. Pour u, v, v′ ∈ X , la relation v′ ≡
++
f
v entraˆıne v′\fu ≡
++
f
v\fu et
u\fv
′ ≡
++
f
u\fv.
De´monstration. Suppsons que v\fu existe. Par hypothe`se, nous avons v
′\fv =
v\fv
′ = ε. Comme f a la proprie´te´ du cube sur {v, v′, u}, nous de´duisons
v′\fu = ε\f(v
′\fu) = (v
′\fv)\f(v
′\fu) ≡
++
f
(v\fv
′)\f(v\fu) = ε\f(v\fu) = v\fu.
Ceci entraˆıne en particulier que v′\fu et donc u\fv
′ existent. Utilisant la proprie´te´
du cube en {u, v, v′}, nous trouvons
(u\fv)\f(u\fv
′) ≡
++
f
(v\fu)\f(v\fv
′) = (v\fu)\fε = ε,
qui entraˆıne (u\fv)\f(u\fv
′) = ε. On obtient (u\fv
′)\f(u\fv) = ε syme´triquement,
d’ou` on de´duit u\fv
′ ≡++
f
u\fv.
Lemme 6.7. (i) La relation ≡
++
f
est transitive sur X .
(ii) Pour u, v, u′, v′ dans X , la conjonction de u′ ≡++
f
u et v′ ≡++
f
v entraˆıne
v′\fu
′ ≡
++
f
v\fu.
De´monstration. (i) Supposons u, v, w ∈ X et u ≡
++
f
v ≡
++
f
w. Par hypothe`se, on
a u\fv = v\fu = ε. Appliquant le lemme 6.6 a` v ≡
++
f
w, on obtient u\fw ≡
++
f
ε
et w\fu ≡
++
f
ε, donc u\fw = w\fu = ε, soit u ≡
++
f
w.
(ii) Supposons que v\fu existe. En appliquant le lemma 6.6, on obtient
v′\fu
′ ≡++
f
v′\fu ≡
++
f
v\fu,
qui entraˆıne v′\fu
′ ≡
++
f
v\fu par (i), puisque v
′\fu
′, v′\fu et v\fu appartiennent
a` X , ce dernier e´tant suppose´ clos par \f .
Nous introduisons maintenant des raffinements de la relation ≡
++
f
.
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De´finition 6.8. Pour u, u′ dans Mo(Σ) ∪ {⊥}, on dira que u ≡
(0)
f,Y
u′ est ve´rifie´
si on a u = u′ = ε, et, pour p ≥ 1, que u ≡
(p)
f,Y
u′ est ve´rifie´ s’il existe deux
de´compositions u = u1 · · ·up, u
′ = u′1 · · ·u
′
p telles qu’on ait u1, . . ., u
′
p ∈ X et
u′j ≡
++
f
uj pour tout j.
Ainsi, u′ ≡
(1)
f,Y
u est la conjonction de u′ ≡
++
f
u et de u, u′ ∈ X .
Lemme 6.9. (i) Toute relation u ≡
(p)
f,Y
u′ entraˆıne u ≡
++
f
u′.
(ii) La conjonction des relations u′ ≡
(p)
f,Y
u et v′ ≡
(q)
f,Y
v entraˆıne u′\fv
′ ≡
(q)
f,Y
u\fv
et v′\fu
′ ≡
(p)
f,Y
v\fu.
De´monstration. (i) Le re´sultat est clair par re´currence sur p (noter que, meˆme
pour u, u′ ∈ X , il n’y a en ge´ne´ral aucune raison pour que, re´ciproquement, u ≡
++
f
u′ entraˆıne u ≡
(p)
f,Y
u′).
(ii) Observons d’abord que le re´sultat est vrai pour p = 0 et pour q = 0. En
effet, pour p = 0, on a u′ = u = ε, donc u′\fv
′ = ε = u\fv, et, pour q = 0, on a
v′ = v = ε, donc v′\fu
′ = u′ et v\fu = u.
Ensuite, nous utilisons une re´currence sur p+q. Supposons u′ ≡
(p)
f,Y
u et v′ ≡
(q)
f,Y
v.
D’apre`s ce qui pre´ce`de, nous pouvons supposer p ≥ 1 et q ≥ 1. Alors, on peut
e´crire u = u1u2, u
′ = u′1u
′
2 avec u
′
1 ≡
++
f
u1 et u
′
2 ≡
(p−1)
f,Y
u2, et, de meˆme, v = v1v2,
v′ = v′1v
′
2 avec v
′
1 ≡
++
f
v1 et v
′
2 ≡
(q−1)
f,Y
v2. Posons u0,j = uj et vi,0 = vi, puis
ui,j = vi−1,j\fui,j−1 et vi,j = ui,j−1\fvi−1,j (Figure 6.1). L’hypothe`se que X est
close par \f entraˆıne inductivement que tous les mots ui,1, u
′
i,1, vi, et v
′
i sont
dans X ∪ {⊥}. Le lemme 6.7(ii) donne u′1,1 ≡
++
f
u1,1 et v
′
1,1 ≡
++
f
v1,1. Ensuite,
l’hypothe`se de re´currence donne u′1,2 ≡
(p−1)
f,Y
u1,2 et v
′
1,2 ≡
++
f
v1,2. Elle donne
de meˆme u′2,1 ≡
++
f
u2,1 et v
′
2,1 ≡
(q−1)
f,Y
v2,1, et, finalement, u
′
2,2 ≡
(p−1)
f,Y
u2,2 et
v′2,2 ≡
(q−1)
f,Y
v2,2. Re´unissant les relations, on de´duit u
′\fv
′ = u′2,1u
′
2,2 ≡
(p)
f,Y
u2,1u2,2 =
u\fv, et v
′\fu
′ = v′1,2v
′
2,2 ≡
(q)
f,Y
v1,2v2,2 = v\fu.
Figure 6.1. De´monstration du lemme 6.9
De´finition 6.10. Pour v, v′ dans Mo(Σ)∪{⊥}, on dira que v ≡
+++
f,Y
v′ est ve´rifie´
s’il existe deux de´compositions v = v0v1v2v3, v
′ = v′0v
′
1v
′
2v
′
3 et deux entiers q, r
ve´rifiant
(i) v′0 ≡
(q)
f,Y
v0, et v
′
3 ≡
(r)
f,Y
v3,
(ii) v1, v2, v
′
1, v
′
2 ∈ X , et v
′
2 ≡
++
f
v1\fv
′
1, et v2 ≡
++
f
v′1\fv1.
Lemme 6.11. La relation v ≡
+++
f,Y
v′ entraˆıne v ≡
++
f
v′.
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De´monstration. Avec les notations de la de´finition, on a d’abord v′0 ≡
++
f
v0
et v′3 ≡
++
f
v3 par le lemme 6.9(i), soit v
−1
0 v
′
0 →f ε et v
−1
3 v
′
3 →f ε. De meˆme,
par hypothe`se, on a v2 ≡
++
f
v′1\fv1, soit v
−1
2 (v
′
1\fv1) →f ε, et, syme´triquement,
v′2
−1
(v′1\fv1)→f ε. On trouve alors
v−1v′ = v−13 v
−1
2 v
−1
1 v
−1
0 v
′
0v
′
1v
′
2v
′
3
→f v
−1
3 v
−1
2 v
−1
1 v
′
1v
′
2v
′
3 →f v
−1
3 v
−1
2 (v1\fv
′
1)(v
′
1\fv1)
−1v′2v
′
3 →f v
−1
3 v
′
3 →f ε,
lorsque tous les mots vi, v
′
i sont dans Mo(Σ), et on conclut que v ≡
++
f
v′ est vrai.
D’un autre coˆte´, si au moins un des mots vi est ⊥, le mot v
′
i correspondant est
e´galement ⊥, et on a v = v′ = ⊥, donc v ≡
++
f
v′.
Lemme 6.12. La conjonction de u′ ≡
(p)
f,Y
u et v′ ≡
+++
f,Y
v entraˆıne u′\fv
′ ≡
+++
f,Y
u\fv
et v′\fu
′ ≡
(p)
f,Y
v\fu.
De´monstration. Nous raisonnons par re´currence sur p. Supposons u′ ≡
(p)
f,Y
u et
v′ ≡
+++
f,Y
v. Pour p = 0, la seule possibilite´ est u′ = u = ε, donc u′\fv
′ = v′ ≡
+++
f,Y
v = u\fu, et le re´sultat est vrai. Supposons p = 1. Fixons des de´compositions
v = v0v1v2v3, v
′ = v′0v
′
1v
′
2v
′
3 comme dans la de´finition 6.10. On pose u0 = u et
u′0 = u
′, et on de´finit de proche en proche uj = vj−1\fuj−1 et wj = uj\fvj , et, de
meˆme, u′j = v
′
j−1\fu
′
j−1 et w
′
j = u
′
j\fv
′
j .
Par hypothe`se, nous avons u′ ≡
(1)
f,Y
u et v′0 ≡
(q)
f,Y
v0, donc le lemme 6.9 donne
u′1 ≡
(1)
f,Y
u1, (6.3)
w′0 ≡
(q)
f,Y
w0. (6.4)
Par hypothe`se, v1 et v
′
1 sont dans X , donc il en est de meˆme de v1\fv
′
1 et v
′
1\fv1.
Toujours par hypothe`se, nous avons v2 ≡
++
f
v1\fv
′
1 et v
′
2 ≡
++
f
v′1\fv1, donc, par le
lemme 6.6, nous obtenons
u3 = v2\fu2 ≡
++
f
(v1\fv
′
1)\fu2 = (v1\fv
′
1)\f(v1\fu1), (6.5)
w2 = u2\fv2 ≡
++
f
u2\f(v1\fv
′
1) = (v1\fu1)\f(v1\fv
′
1), (6.6)
et, mutatis mutandis,
u′3 ≡
++
f
= (v′1\fv1)\f(v
′
1\fu
′
1), (6.7)
w′2 ≡
++
f
(v′1\fu
′
1)\f(v
′
1\fv1), (6.8)
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Comme f a la proprie´te´ du cube sur X , le mot de droite dans (6.5) est ≡
++
f
-
e´quivalent a` (v′1\fv1)\f(v
′
1\fu1), et, comme tous les mots concerne´s sont dans X
et que ≡
++
f
est transitive sur X d’apre`s le lemme 6.7(ii), nous de´duisons
u3 ≡
++
f
(v′1\fv1)\f(v
′
1\fu1). (6.9)
Nous avons vu que u′1 ≡
++
f
u1 est vrai, et u1, u
′
1, v
′
1 et v
′
1\fv1 sont dans X , donc,
en appliquant le lemme 6.6 deux fois en partant de (6.7) et de (6.9), nous obtenons
u′3 ≡
++
f
u3, et meˆme u
′
3 ≡
(1)
f,Y
u3 puisque u3 et u
′
3 sont dans X par construction.
En appliquant de meˆme la proprie´te´ du cube et la transitivite´ de ≡
++
f
sur X ,
nous obtenons a` partir de (6.6) et (6.8) les relations
w2 ≡
++
f
(u1\fv1)\f(u1\fv
′
1) = w1\f(u1\fv
′
1), (6.10)
w′2 ≡
++
f
(u′1\fv
′
1)\f(u
′
1\fv1) = w
′
1\f(u
′
1\fv1). (6.11)
Comme on a u′1 ≡
++
f
u1, le lemme 6.6 donne d’abord u1\fv
′
1 ≡
++
f
u′1\fv
′
1 = w
′
1,
d’ou`, en utilisant (6.10), le lemme 6.6 a` nouveau, et la transitivite´ de ≡
++
f
sur X ,
w2 ≡
++
f
w1\fw
′
1, (6.12)
et, par un argument syme´trique en partant de (6.11),
w′2 ≡
++
f
w′1\fw1. (6.13)
Maintenant, nous avons vu que u′3 ≡
(1)
f,Y
u3 est ve´rifie´e, et, par hypothe`se, nous
avons v′3 ≡
(r)
f,Y
v3. En appliquant le lemme 6.9, nous de´duisons
u′4 ≡
(1)
f,Y
u4, (6.14)
w′3 ≡
(r)
f,Y
w3. (6.15)
Par construction, on a u\fv = w0w1w2w3 et v\fu = u4, et, de meˆme, u
′\fv
′ =
w′0w
′
1w
′
2w
′
3 et v
′\fu
′ = u′4. Alors, la conjonction de (6.3), (6.12), (6.13) et (6.15)
donne u′\fv
′ ≡
+++
f,Y
u\fv, et (6.14) donne v
′\fu
′ ≡
(1)
f,Y
v\fu, ce qui est le re´sultat
escompte´.
Supposons finalement p ≥ 2. On e´crit u = u1u2, u
′ = u′1u
′
2 avec u
′
1 ≡
(1)
f,Y
u1
et u′2 ≡
(p−1)
f,Y
u2. En appliquant l’hypothe`se de re´currence a` u1, u
′
1, v et v
′, nous
obtenons
u′1\fv
′ ≡
+++
f,Y
u1\fv (6.16)
v′\fu
′
1 ≡
(1)
f,Y
v\fu1. (6.17)
Ensuite, en utilisant (6.16) et en appliquant l’hypothe`se de re´currence a` u2, u
′
2,
u1\fv et u
′
1\fv
′, nous obtenons
u′2\f(u
′
1\fv
′) ≡
+++
f,Y
u2\f(u1\fv) (6.18)
(u′1\fv
′)\fu
′
2 ≡
(p)
f,Y
(u1\fv)\fu2. (6.19)
La relation (6.18) est u′\fv
′ ≡+++
f,Y
u\fv, tandis que la concate´nation de (6.17)
et (6.19) donne v′\fu
′ ≡
(p)
f,Y
v\fu. La de´monstration est donc comple`te.
Nous pouvons maintenant comple´ter la de´monstration de la Proposition 6.5.
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De´monstration. Soit f une fonction de redressement sur Σ, X une partie
de Mo(Σ)∪{⊥} close par \f , et telle que f ait la proprie´te´ du cube sur X . D’apre`s
la proposition 5.6, il suffit que nous montrions que la conjonction de u′ ≡
+
f
u et
v′ ≡
+
f
v entraˆıne u′\fv
′ ≡
+
f
u\fv et v
′\fu
′ ≡
+
f
v\fu. Comme ≡
+
f
est une relation
transitive, il suffit de prouver l’implication dans le cas ou` on a utilise´ exactement
une relation de Rf pour transformer uv en u
′v′. Supposons donc, sans perte de
ge´ne´ralite´ puisque la conclusion cherche´e est syme´trique, u′ = u et que v′ soit
obtenu a` partir de v en utilisant une relation de la pre´sentation, c’est-a`-dire en
remplac¸ant un facteur af(a, b) par le facteur bf(b, a) correspondant. On a donc des
de´compositions v = v0af(a, b)v3 et v
′ = v0bf(b, a)v3. Soient p, q, r les longueurs
des mots u, v0 et v3. Par hypothe`se, Σ est inclus dans X , donc u
′ = u entraˆıne
u′ ≡
(p)
f,Y
u, et, de meˆme, on a v0 ≡
(q)
f,Y
v0 et v3 ≡
(r)
f,Y
v3, et, par conse´quent, on
a v′ ≡
+++
f,Y
v par de´finition. Par le lemme 6.12, on de´duit u\fv
′ ≡
+++
f,Y
u\fv
′ et
v′\fu ≡
(p)
f,Y
v\fu, et, de la`, en particulier, u\fv
′ ≡
+
f
u\fv
′ et v′\fu ≡
+
f
v\fu, ce qui
est exactement ce que nous voulions de´montrer.
Remarque. Au lieu d’utiliser la relation ≡
++
f
, et ses raffinements ≡
(p)
f,Y
et ≡
+++
f,Y
,
nous pourrions espe´rer n’utiliser partout que la relation ≡
+
f
, ce qui simplifierait
la de´monstration, notamment parce que ≡
+
f
est partout transitive. Il est dou-
teux qu’une telle approche na¨ıve puisse aboutir, car la contrepartie du lemme 6.6
n’a aucune raison d’eˆtre vraie : a priori, l’hypothe`se u′ ≡
+
f
u n’implique aucune
conse´quence directe pour les mots u\fu
′ et u′\fu.
Question 6.13. Soit f une fonction de redressement sur Σ, et X une partie
de Mo(Σ) ∪ {⊥} close par \f . Que peut-on de´duire de l’hypothe`se que f a la
proprie´te´ du cube faible sur X — en particulier dans le cas X = Mo(Σ) ?
Cette question, qui est ouverte, est de peu d’inte´reˆt algorithmique car la seule
me´thode syste´matique connue pour e´tablir la proprie´te´ du cube faible (5.3) est
d’e´tablir la proprie´te´ du cube forte (5.2).
En rapprochant les propositions 5.4, 5.12, et 6.5, nous obtenons une version
explicite du the´ore`me B’ de l’introduction :
Proposition 6.14. Pour f fonction de redressement sur Σ, notons (∗∗) la con-
jonction des conditions suivantes :
(i) la cloˆture Σ˜ de Σ pour \f existe et elle est finie;
(ii) la fonction f a la proprie´te´ du cube sur Σ˜;
(iii) notant Σ˜∨ la cloˆture de Σ˜ par ∨f — qui ne´cessairement existe et est finie si
(i) et (ii) sont ve´rifie´es — il existe un mot Ω dans Σ˜∨ tel que, pour tout u dans Σ˜∨,
on ait Ω\fu = ε et il existe v dans Σ˜
∨ ve´rifiant v\fΩ ≡
++
f
u.
Si M est un mono¨ıde de Garside, et si f est un se´lecteur de ppcm sur une
partie ge´ne´ratrice Σ de M , alors f est une fonction de redressement sur Σ, elle
satisfait aux conditions (∗∗) et M admet la pre´sentation 〈Σ;Rf 〉
+. Inversement, si
f est une fonction de redressement sur Σ satisfaisant aux conditions (∗∗), alors le
mono¨ıde 〈Σ;Rf 〉
+ est un mono¨ıde de Garside, et f est un se´lecteur de ppcm sur Σ.
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Les conditions mises en jeu dans la proposition pre´ce´dente sont de type Σ01 :
si le mono¨ıde 〈Σ ; Rf 〉
+ est un mono¨ıde de Garside, alors les conditions (i), (ii)
et (iii) sont ve´rifie´es, donc, partant de l’ensemble fini Σ, on de´terminera en un
nombre fini d’e´tapes la cloˆture de Σ pour \f , puis on e´tablira la proprie´te´ du cube
pour f sur cette cloˆture, et, enfin, la condition (iii), toujours par un nombre fini
de redressements qui, par hypothe`se, convergent tous en un nombre fini d’e´tapes.
Exemple 6.15. Conside´rons la pre´sentation 〈a, b ; aba = b2〉+, associe´e au
comple´ment f de´fini par f(a, b) = ba et f(b, a) = b. La cloˆture de {a, b} par \f
est l’ensemble {a, b, ba, bab, ε, ab}. Que f ait la proprie´te´ du cube sur cet en-
semble se ve´rifie directement — en fait, on peut aussi appliquer ici le crite`re
de la proposition 6.4 car l’alphabet est re´duit a` deux lettres. Enfin, la cloˆture
de {a, b, ba, bab, ε, ab} par ∨f est l’ensemble {a, b, ba, bab, ε, ab, aba, bb, abab, baba},
et il est imme´diat de ve´rifier que les choixΩ = abab et Ω = baba conviennent pour
la condition (iii). (Noter que le groupe 〈a, b ; aba = b2〉 est le groupe de tresses B3
rapporte´ aux ge´ne´rateurs a = σ1 et b = σ2σ1.)
Il est alors facile de de´duire le the´ore`me B de l’introduction. Partant d’une
pre´sentation suppose´e finie d’un groupe G (resp. d’un mono¨ıde M), nous pou-
vons e´nume´rer syste´matiquement toutes les pre´sentations de G (resp. de M) en
appliquant les transformations de Tietze, et, pour chacune d’elles, tester si elle
est comple´mente´e, c’est-a`-dire associe´e a` une fonction de redressement, et si cette
dernie`re satisfait aux conditions de la proposition 6.14. Alors G est un groupe de
Garside (resp. M est un mono¨ıde de Garside) si et seulement si la re´ponse est pos-
itive pour au moins une des pre´sentationss, ce qui se trouvera e´tabli en un nombre
fini d’e´tapes pour autant que les tests des diverses pre´sentations soient mene´s en
paralle`le, c’est-a`-dire sans attendre l’hypothe´tique fin d’un test pour passer au
suivant.
Remarque. Un groupe de Garside peut s’exprimer comme groupe de fractions
de plusieurs mono¨ıdes : par de´finition, au moins un de ceux-ci est un mono¨ıde
de Garside, mais ce n’est pas ne´cessairement le cas des autres. Par exemple, le
groupe de tresses B3 est a` la fois le groupe de fractions des mono¨ıdes 〈a, b ; aba =
bab〉+ et 〈a, b ; aba = b2〉+, qui sont petits gaussiens, et du mono¨ıde 〈a, b ; aba =
baab〉+, qui n’est pas atomique. De la meˆme fac¸on, un mono¨ıde de Garside peut
admettre plusieurs pre´sentations associe´es a` des comple´ments diffe´rents, et les
conditions de la proposition 6.14 ne valent que pour ceux de ces comple´ments qui
sont des se´lecteurs de ppcm : ainsi, le mono¨ıde de Garside 〈a, b, c; ab = bc = ca〉+
admet aussi la pre´sentation 〈a, b, c; ab = bc = ca, aba = caa〉+, pour laquelle le
redressement n’est pas toujours convergent. Il serait donc incorrect d’e´noncer la
proposition 6.14 sous la forme «Le mono¨ıde 〈Σ;Rf 〉
+ est un mono¨ıde de Garside
si et seulement si f satisfait aux conditions (∗∗)» .
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