Abstract-In this work, a multimodal approach is proposed to use the complementary information from fundus photographs and spectral domain optical coherence tomography (SD-OCT) volumes in order to segment the optic disc and cup boundaries. The problem is formulated as an optimization problem where the optimal solution is obtained using a machine-learning theoretical graph-based method. In particular, first the fundus photograph is registered to the 2D projection of the SD-OCT volume. Three in-region cost functions are designed using a random forest classifier corresponding to three regions of cup, rim, and background. Next, the volumes are resampled to create radial scans in which the Bruch's Membrane Opening (BMO) endpoints are easier to detect. Similar to in-region cost function design, the disc-boundary cost function is designed using a random forest classifier for which the features are created by applying the Haar Stationary Wavelet Transform (SWT) to the radial projection image. A multisurface graph-based approach utilizes the in-region and disc-boundary cost images to segment the boundaries of optic disc and cup under feasibility constraints. The approach is evaluated on 25 multimodal image pairs from 25 subjects in a leave-one-out fashion (by subject). The performances of the graph-theoretic approach using three sets of cost functions are compared: 1) using unimodal (OCT only) in-region costs, 2) using multimodal in-region costs, and 3) using multimodal in-region and disc-boundary costs. Results show that the multimodal approaches outperform the unimodal approach in segmenting the optic disc and cup.
I. INTRODUCTION

G
LAUCOMA is among the common causes of blindness worldwide. While visual field tests are the clinical standard for monitoring functional deficits, structural imaging modalities, such as color (stereo) fundus photography and, more recently, spectral-domain optical coherence tomography (SD-OCT) [1] , are also important to monitor the characteristic optic nerve cupping and other structural changes that are characteristic of this progressive disease (Fig. 1 ). For example, one structural parameter of interest that is obtainable from both color fundus photographs and SD-OCT volumes is the cup-to-disc ratio (CDR), which is defined as the cup area over the optic disc area. A larger CDR is associated with glaucomatous damage because of the presence of fewer remaining nerve fiber bundles in the neuroretinal rim.
With the inherent subjectivity and time required for expert optic disc and cup segmentations, there has been great interest in automated approaches. Most prior optic disc and cup segmentation approaches have focused on segmenting color fundus images alone [2] - [10] , with few approaches having been presented for the segmentation within SD-OCT volumes alone [11] - [13] . More specifically, the prior fundus-only approaches for segmenting the disc and cup include pixel-based classification methods [2] , [3] , model-based approaches [4] - [7] , and graph-based approaches [8] - [10] . Initial SD-OCT-only approaches include the work of Lee et al. [11] and Abràmoff et al. [12] where each A-scan (i.e., projected pixel location) was classified as cup, rim, or background from SD-OCT features within the A-scan. While the final approach was an SD-OCT-only approach, the pixel-classification-approach was trained and tested using expert-marked color fundus images.
Another type of SD-OCT approach has focused on directly segmenting the termination of Bruch's membrane at the optic nerve head-Bruch's membrane opening (BMO, Fig. 2 ), also referred to as the neural canal opening (NCO)-within SD-OCT volumes using a graph-based approach [13] . Anatomically, it was originally assumed that the projected location of the BMO would coincide with that of the clinical disc margin visible in a color fundus photograph. (In fact, the automated BMO segmentation work [13] was evaluated via comparisons with the clinical disc margin from color fundus photographs.) While it has been found that the projected location of the BMO often does indeed closely coincide with the clinical disc margin, differences do exist, such as in the presence of externally oblique border tissue [13] - [16] , challenging the original anatomical assumptions behind the fundus-based clinical disc margin. Correspondingly, when available, the BMO (or, more precisely, the projected BMO for computation of 2D parameters) is becoming recognized as an appropriate disc margin definition.
While SD-OCT-only approaches have been shown to outperform fundus-only approaches [2] , [17] (in part due to their ability to provide 3D information of anatomic landmarks such as the BMO) for the segmentation of the disc and cup, the color information and higher resolution in the en-face (i.e., projected plane) in color fundus photographs (6-10 microns in fundus photographs versus 30-100 microns spacing between A-scans of SD-OCT volumes) provides complementary information to help localize such structures. Given that both fundus and SD-OCT images are often acquired for the assessment of glaucoma and with existence of fundus-OCT image-registration algorithms [18] - [21] , it makes sense to combine the complementary information from both sources for the segmentation of the disc and cup. Use of multimodal information is further justified via prior work in the multimodal segmentation of the retinal blood vessels by Hu et al. [21] , where it was shown that approaches that combined the use of fundus and SD-OCT information outperformed SD-OCT-only approaches.
Correspondingly, the purpose of this work is to develop a multimodal approach that utilizes information from both SD-OCT volumes and color fundus photographs to segment the disc and cup. In particular, after fundus-to-OCT image registration, our approach uses a machine-learning strategy to compute the likelihood of each projected pixel belonging to either cup or rim or background classes (from multimodal features) and the likelihood of belonging to the projected BMO boundary locations (from SD-OCT features). These in-region and disc-boundary likelihoods are then used as part of the cost functions in an optimal graph-based approach to simultaneously find the disc and cup boundaries. A preliminary version of our multimodal region-based-classification-only results were presented in [17] , but we did not use a graph-based strategy to find the final boundaries and did not compute the BMO boundary likelihoods. Furthermore, to reflect our updated understanding of the best reference to use for the disc margin, the projected location of the BMO is used as the disc margin reference standard for training/testing in this work rather than the disc margin marked from color fundus photographs. (The expert-marked cup boundary from fundus photographs is still used as the reference standard for the cup.)
II. METHODS
An overall flowchart for the proposed method is shown in Fig. 3 . The four major components are as follows: 1) a preparation step including SD-OCT intraretinal layer segmentation, fundus-to-OCT registration, and radial transformation (Section II.A), 2) in-region cost function computation (Section II.B), 3) disc-boundary cost function computation (Section II.C), and 4) optic disc and cup boundaries segmentation using a theoretical graph-based approach (Section II.D). The in-region and disc boundary cost functions contain the information regarding the likelihood of a pixel belonging to each region (cup, rim, and background) and disc boundary, respectively. Both the in-region and disc-boundary cost functions are created using a machine-learning approach. Features used for in-region cost function computation come from both modalities (a multimodal feature set) and features for the disc-boundary cost function computation are extracted from SD-OCT volumes only. The likelihood maps that are computed, as described in more detail in Sections II.B and II.C, are then utilized in the theoretical graph-based approach described in Section II.D to find the globally optimal (with respect to the cost functions) boundaries of the optic disc and cup.
A. Intraretinal Layer Segmentation, Registration, and Radial Transformation
The first part of the proposed method includes several steps in preparation for the extraction of features from two modalities for use in the machine-learning cost-function design steps.
1) Intraretinal Layer Segmentation:
The intraretinal surfaces are first segmented within the 3D SD-OCT volumes (Fig. 4) using a theoretical multi-resolution graph-based approach [11] , [22] to: (1) enable the creation of a 2D SD-OCT projection image to be used for fundus-to-OCT image registration, and (2) to enable layer-based features to be extracted. In particular, the surface segmentation problem is formulated as an optimization problem with the goal of simultaneously finding a set of feasible surfaces with the minimum cost. The problem is transformed as a minimum-cost closed set graph problem that is solved through computation of a minimum -cut on an additionally transformed graph [22] . Performing the process in a multi-resolution fashion speeds up the segmentation [11] . Three surfaces are used for further computations (although eleven surfaces are originally segmented). The first surface corresponds to the Internal Limiting Membrane (ILM). Surface two is the junction of the inner and outer segments of photoreceptors (IS/OS), and surface three is the outer boundary of the Retinal Pigment Epithelium (RPE), also called the Bruch's membrane surface. Using the method described in [22] a thin-plate spline is fitted to the third surface in order to flatten the OCT images and to enable a consistent optic nerve head shape across patients. Afterwards, an SD-OCT projection image is created by averaging the voxel intensities in the -direction between the IS/OS junction and Bruch's membrane surfaces.
2) Registration: In order to benefit from the complementary information of both modalities at a pixel/A-scan level, registration needs to be performed. The 2D projection image obtained from the 3D SD-OCT volume (Section II.A1) is utilized to register the 2D fundus photograph to the SD-OCT projection image ( Fig. 5) . The registration is performed on the fundus and the SD-OCT projection vessel maps. A pixel classification based vessel segmentation algorithm is used to obtain the vessel probability maps of fundus photographs [23] and SD-OCT projection images [24] . The fundus image vessel map is subsampled using linear interpolation so that the optic disc is about the same size in both images. Next, a skeletonization algorithm is applied to the binary vessel segmentations to obtain the vessel centerlines. All centerline pixels with more than two neighbors are removed to obtain a set of vessel segments. An Iterative Closest Point (ICP) algorithm [25] is then applied in two phases: a first rough initial alignment and a second fine alignment. The rough initial alignment is performed using the simulated annealing optimization algorithm [26] . The finer alignment is performed using the Powell optimization algorithm [27] . The cost function, , in (1) below for both these steps is the same and consists of the distance between closest points, (as in a traditional ICP approach), and additionally the difference between the local vessel orientation in radians between the target and the moving image, :
(
The additional term, , causes the cost function to have a lower value when the centerline pixels are matched and the local orientation of vessels are similar [28] .
3) Radial Transformation and Layer Segmentation:
As a preliminary step in the creation of the disc-boundary costs (Section II.C), each original SD-OCT volume in the Cartesian domain is resampled (with -precision ) using bilinear interpolation to create a radial volume . With such a transformation, each slice contains two BMO endpoints (whereas in the original volume, BMO points become less obvious in slices approximately tangent to the superior/inferior disc boundary, Fig. 6 (a), and are additionally not present in slices that do not intersect with the disc).
Once the radial scans are created, the same approach as explained in [11] is used to segment the ILM surface, IS/OS junction and RPE-complex lower bound. Since the RPE-complex ends at the optic disc margin, the RPE layer segmentation inside the optic disc region is not valid. Therefore, an optic disc margin (1.73 mm from the center) which is larger than the typical optic disc size, is assigned to every volume, and within this margin, the second and third surfaces are interpolated ( Fig. 6(b) ).
A radial projection image ( Fig. 6(c) ) is then created to reflect the (maximum) intensities of the interpolated RPE-complex surfaces. In particular, for each A-scan, the maximum intensity value in the -direction 15 voxels above (29.3 m) the second surface and 15 voxels below the third surface is selected and the projection image is reformatted such that radial values (0, 100] appear on the vertical axis and values [0 , 360 ) appear on horizontal axis. The radial projection image is used in Section II.C. 
B. In-Region Cost Function Computation
The flowchart of the algorithm for creating in-region probability maps is depicted in Fig. 7 . The in-region likelihood maps contain the regional costs associated with each pixel. A lower cost indicates that under feasibility constraints the pixel has a higher chance to be assigned to the corresponding region. Three in-region cost functions corresponding to three classes of cup, rim, and background are computed by training a random forest classifier [29] using a multimodal feature set.
1) SD-OCT Features:
There are eight features extracted for each projected -location from SD-OCT volumes (similar to features in [11] ). The first one is the intensity of the same projection image used for registering the fundus image to SD-OCT volume. The next features are the average intensities of four subvolumes above the reference spline fitted to the outer boundary of RPE (90-120, 60-90, 30-60, 0-30 voxels above) and the average intensities of two subvolumes below the reference spline (0-30 and 30-60 voxels below). The last feature is the optic disc depth information which is extracted by measuring the distance between the ILM surface and the reference spline. An example set of SD-OCT feature is shown in Fig. 8 .
2) Fundus Features: As in [2] three intrinsic color channels of red, green, and blue as well as three color-opponent chan- nels of dark-bright, blue-yellow, and red-green are extracted from fundus photographs. The color-opponent channels are computed as in the equations below:
Note that the original use of the color-opponent channels as in [2] is motivated by the theory of color vision [30] where three signals are produced in the retina by three different cone types in response to a light stimulation. These signals are transformed to three opponents before passing to the brain. The first opponent contains illumination information and is achromatic (the "darkbright" opponent). The other two opponents (the "red-green" and "blue-yellow" opponents) contains color information.
A zero-order Gaussian filter bank is applied to all color channels to extract features in different scales as shown in Fig. 9 .
3) Spatial Features: In the registered fundus-OCT images, it is more likely that the pixel in the center of the image belongs to optic cup than to rim area or background. Therefore, in order to incorporate the a priori expectation of the class of a pixel based on its location in the image, a principal component analysis is performed on all reference standard images in the training set and only the first principal component is kept. The a priori expectation of the class maps of the cup and disc are similar to the shapes of 2D Gaussians. An a priori map describing the rim area is created by subtracting the a priori map of cup from the a priori map of optic disc. Three a priori maps are shown in Fig. 10 . In addition to the three a priori maps, three optic disc center-based features are extracted. In particular, after defining the lowest point (in the -direction) of the first intraretinal surface as the center of the optic disc, the distance of the and positions, as well as the radial distance of each pixel, are measured with respect to this disc center. 
4) Classification:
Once the features are extracted from both modalities, a random forest classifier [29] is used to classify each pixel into optic cup, rim, or background. A summary of the 31 multimodal features that are used for training the random forest classifier are listed in Table I .
Random forests are categorized as ensemble classifiers. Once a feature vector is entered to a random forest classifier, all trees in the forest classify the input feature vector based on the specific number of randomly selected features from the input feature vector at each decision split. The final classification is determined by taking the majority vote over the entire forest. In addition to robustness, the other advantage of this classifier is the very low number of parameters to be tuned. These are the number of trees in the forest and the number of features to be randomly selected at each decision split . Here, we used trees (larger numbers increased the training time without improving the accuracy) and . The likelihood map of each class at a pixel is computed by dividing the number of trees voted for each class by the total number of the trees in the forest. In order to convert the likelihood maps to the in-region cost functions, they are inverted (1-probability map) such that a higher probability value in the likelihood map corresponds to a lower cost in the in-region cost function.
C. Disc-Boundary Cost Function Computation
The flowchart of the disc-boundary cost function design is shown in Fig. 11 . Similar to the in-region cost function design, a machine-learning approach is used to create the disc-boundary cost function. The features come from processing the radial projection image using a stationary wavelet transform (Section II.C1) and spatial features (Section II.C2). The reference standard is the projected location of the BMO endpoints so that, after the classification step (Section II.C3), the disc-boundary cost function will have a low cost at expected boundary positions.
1) Stationary Wavelet Transform:
The Haar stationary wavelet transform [31] is a translation-invariant type of digital wavelet transform and can be used to suppress the effects of the shadows of blood vessels that make the boundary of the BMO difficult to detect in projection images. For example, the multi-scale attribute of SWT makes it capable of capturing different sizes of blood vessels in different decomposition levels. Furthermore, since the blood vessels tend to be vertically placed in the radial SD-OCT projection image (Fig. 6(c) ) the directionality of the SWT enables it to separate the optic disc boundary (appears in horizontal coefficients) from the blood vessel (appears mostly in vertical and diagonal coefficients).
An example of projection image decomposition using the Haar SWT is shown in Fig. 12 . The vessels mostly appear in vertical coefficient images whereas the optic disc boundary is easily recognizable in the horizontal coefficient images. Therefore, the intensity of horizontal coefficients of the 1st, 2nd, 3rd and 4th decomposition levels are added to the feature set. The horizontal coefficients in level 5 and 6 are not considered because at higher decomposition levels (coarser levels), the boundary of interest becomes blurrier. Note that the output of each decomposition level in SWT has the same number of samples (coefficients) as the input which makes the SWT an inherently redundant procedure.
Furthermore, a vessel-free projection image is created from the wavelet coefficients by suppressing all the vertical and diagonal coefficients (setting them to zero) at all levels and keeping the approximation and horizontal components at each level. Applying the Inverse SWT (ISWT) to the modified wavelet coefficients creates a vessel-free projection image (Fig. 13(e) ). The intensity of the vessel-free projection image along with its derivative (Fig. 13(f) ), computed using an averaging derivative of Gaussian filter, are added to the feature set as well.
2) Spatial Features: In addition to the above SWT-based features, there are two spatial features created to learn the position of the optic disc boundary in the radial projection images. The first spatial feature intuitively reflects the radial distance from a rough circular approximation of the optic disc boundary. More specifically, as any circle centered at the optic disc center appears as a horizontal line in the radial vessel-free projection image, , we first locate the first "dark" horizontal line (from the top) in the projection image as follows: (5) where (6)
Once the first dark row is detected using (5), the signed radial distance from this row is considered as the spatial feature. This information helps classifier to narrow the spatial search region for detecting the optic disc boundary ( Fig. 13(g) ).
The second spatial feature contains information regarding the a priori knowledge of the BM-ILM anatomical relationship that dictates that Bruch's membrane (and correspondingly the BMO), even in the severe cases of glaucoma where there is no rim tissue left, may touch the ILM surface, but not cross with it. In order to include that information in the feature set, the radial distance to the crossing location of ILM at the level of the interpolated surface three is also considered as a spatial feature ( Fig. 13(h) ).
3) Classification: The summary of the features used for discboundary classification is as follows: 1) Features 1-4: The intensity of SWT horizontal coefficients of the 1st, 2nd, 3rd and 4th decomposition levels. 2) Feature 5: The intensity of the vessel-free projection image. 3) Feature 6: The intensity of the derivative of the vessel-free projection image. 4) Features 7-8: The spatial features carrying the information regarding the anatomy and shape of the optic disc boundary. Once the feature set is completed, a random forest classifier (with trees and randomly selected features at each decision split) is trained to learn the position of BMO end points using the extracted features to classify the pixels into two classes of boundary and non-boundary (background). The classes are highly imbalanced as for each radial image (100 360), the size of the background class (99 360) is much larger than the size of the boundary class (360). Therefore, the class priors are presented to the random forest classifier as well.
A probability map with low values at the expected boundary locations needs to be used as the disc-boundary cost function for the graph-theoretic step. Hence, similar to in-region cost function computation, the probability map of optic disc boundary is inverted (1-probability map). 
D. Theoretical Graph Based Boundary Detection
The underlying graph-based method that is used for simultaneously segmenting the optic disc and cup boundaries is similar to what is described in [22] . The problem of multiple boundary segmentation can be considered an optimization problem with the goal of finding the feasible optic disc and cup boundaries with the minimum cost. The feasibility constraints include a boundary smoothness constraint to ensure that each individual boundary is smooth and a boundary interaction constraint to specify the minimum and maximum allowed distances between the boundaries. A schematic representation of the problem of segmenting optic disc and cup boundaries is shown in Fig. 14 . The following equations are written in the radial domain. Consider a 2D image in the radial domain of size and assume that the cup and disc boundaries can be defined as and functions (mapping values to values), respectively. Also, assume the functions use a two-neighbor relationship so that for each column, each boundary intersects with each column (each ) once (at ). The cup boundary smoothness constraint for neighboring columns in the -direction is defined as below (9) The smoothness constraint of the optic disc boundary is similar to that of the cup boundary. For the boundary interaction constraints, the minimum allowed distance between the cup boundary and the disc boundary is defined as and similarly the maximum allowed distance is defined as . There are three regions: the optic cup region, the rim region (the region between optic disc and optic cup), and the background. The in-region cost functions associated with the three regions are , and , respectively.
is the disc-boundary cost function. The total cost of a set of boundaries, , can be written as the weighted sum of in-region costs and the disc-boundary cost as given below: (10) where (11) (12) Note that represents the total cost corresponding to pixels on the disc boundary and , and represents the cost related to pixels belonging to cup, rim, background regions, respectively. In (10) implies using boundary information only and implies using region information only.
The in-region cost functions and disc-boundary cost function are computed using a machine-learning approach as described in Sections II.B4 and II.C3 and transferred to the radial domain (Fig. 15) . The two globally optimal feasible boundaries are obtained by finding a minimum closure on the vertex-weighted graph. In order to do that, the constructed graph is transferred to a closely related edge-weighted graph and finding a minimum cut gives us the optimal solution [22] . The value in (10) changes over the range of 0 to 1 in increments of 0.1 and the value that produces the lowest segmentation error is selected (here ). The process is similar to what is outlined in [22] . Moreover, the continuity condition of the boundaries is imposed in constructing the graph by enforcing the constraint that the first and last columns of the image are neighbors.
Once the optimal boundaries are segmented, a postprocessing step is applied to remove any possible remaining errors at the blood vessel locations by fitting a smoothing spline to the optic disc and cup boundaries. The last step is to transfer the segmentation results back to Cartesian coordinates.
III. EXPERIMENTAL METHODS
A. Data
The dataset includes 25 SD-OCT scans of glaucoma patients centered at optic nerve head that were acquired using a Cirrus HD-OCT device (Carl Zeiss Meditec, Inc., Dublin, CA) at the University of Iowa. The size of each scan was 200 200 1024 voxels (in the --direction, respectively) which corresponds to a voxel size of 30 30 2 m, and the voxel depth was 8 bits in grayscale. The stereo color photograph pairs of the optic disc corresponding to each SD-OCT scan were taken from each patient the same day using a stereo-base Nidek 3-Dx stereo retinal camera (Nidek, Newark, NJ). The size of the stereo color photographs was 768 1019 pixels, and the pixel depth was 3 8-bit red, green and blue channels.
B. Reference Standard
The reference standard for the optic cup came from the stereo color photographs. Computer-aided planimetry was performed by three fellowship-trained glaucoma experts on stereo color photographs of the optic disc [2] and the reference standard was obtained based on consensus, meaning that the pixel that has the majority of votes (two of three) for cup region was assigned the optic cup label. The boundary of the region labeled as cup was used as the reference standard of the cup boundary in the evaluation.
To obtain the disc-boundary reference standard, one expert first traced the BMO endpoints on the 3D SD-OCT volume with two additional experts providing corrections resulting in final tracing that was the result of the consensus of three experts through a discussion. The 2D projection of the BMO endpoints produced the optic disc boundary reference standard.
C. Experiments
Three methods were compared based on the optic disc and cup segmentation performance: 1) optic disc and cup segmentation using region information only for which the in-region cost functions were produced by a classifier trained using a unimodal feature set (SD-OCT features as in [11] ); 2) optic disc and cup segmentation using region information only for which the in-region cost functions were produced by a classifier trained using a multimodal feature set (fundus and SD-OCT features); and 3) optic disc and cup segmentation using region and disc-boundary information for which the in-region cost functions were produced by a classifier trained using a multimodal feature set. Note that all three approaches combine use of a machine-learning approach for designing the cost functions for use in a final graph-based step to obtain the final disc/cup boundaries simultaneously. The first two approaches only involve in-region cost function terms (with the first approach using only the SD-OCT features proposed in this work and the second approach using the region-based fundus features in addition to the SD-OCT features), whereas the last approach builds upon the second approach by also incorporating a machine-learned disc-boundary cost function term.
To evaluate the three methods for optic disc and cup segmentation, a leave-one-subject-out experiment (including the training of the classifiers) was carried out on the 25 subjects and the results were compared with the reference standard. Dice similarity coefficient (DSC), as well as unsigned and signed border positioning errors, were used to assess the accuracy of optic disc and cup segmentation. More specifically, for two regions, and , the DSC was given by: (13) The signed and unsigned border positioning errors of the optic disc and cup were calculated in the radial domain. The unsigned border positioning error was calculated by averaging the distances between all boundary points from the segmentation result and the ones from the reference standard. The signed border positioning error was calculated similarly to the unsigned border positioning error, but the signs of the distances were retained. The sign was considered positive if the algorithm's boundary point was farther away from the optic disc center than the boundary point of the reference standard. Paired -tests were performed to compare the segmentation results ( -values were considered significant). The proposed methods were also evaluated based on the CDR values. The mean and standard deviation of absolute difference with the reference standard as well as the Pearson correlation with the reference standard were computed.
IV. RESULTS
An example segmentation result is shown in Fig. 16 . The DSC values are shown in Table II . Based on DSC values for the optic disc segmentation, the multimodal approaches outperformed the unimodal approach . Also, the multimodal approach with inclusion of the disc-boundary information outperformed the region-only multimodal approach for the optic disc segmentation . For the optic cup boundary, Fig. 16 . An example segmentation result. The first row contains the (a) registered fundus photograph with (b) the reference standard boundaries, (c) the boundaries of the first method (using unimodal region costs), (c) the boundaries of the second method (using multimodal region costs), and (d) the boundaries of the third method (using multimodal region plus disc-boundary costs). The blue boundary corresponds to the optic disc boundary and the green boundary corresponds to the cup boundary. The second row contains the boundaries of the methods shown on the SD-OCT projection image. The third row contains a central B-scan of the SD-OCT with green indicating the rim region and red indicating the cup region from the different methods. The last row contains the region-based segmentation results ( ). It is especially noticeable on the inferior (I) and temporal (T) sides of optic disc boundary that the third method has the closest boundary to the reference standard. In addition, the unimodal approach has a relatively smaller optic cup than the multimodal approach in comparison with the reference standard. the multimodal approach outperformed the unimodal approach . As expected, since no cup-boundary cost function was used, both multimodal approaches resulted in the same DSC values for the cup.
The unsigned border positioning errors are reported in Table III . The unsigned border positioning error of the optic cup segmentation of the multimodal methods was significantly lower than the unsigned border positioning error of the optic cup segmentation of the unimodal method . As with the DSC values, the unsigned border positioning errors for the cup were the same for both multimodal approaches. In addition, the unsigned border positioning error of the optic disc segmentation of the multimodal methods were significantly lower than the unsigned border positioning error of the optic disc segmentation of the unimodal method . Moreover, the multimodal method that used the disc-boundary information outperformed the region-only multimodal method as it had a significantly lower unsigned border positioning error of the optic disc segmentation . The signed border positioning errors are reported in Table IV . The multimodal approaches had a significantly smaller positive bias for the optic disc segmentation than the unimodal approach . Also, the positive bias of optic disc segmentation for the multimodal approach that used the disc-boundary information was significantly less than the region-only multimodal method . However, the positive bias of the optic cup segmentation for the multimodal method and the unimodal method weren't significantly different . The CDR correlations (Table V) of the first and second methods with the reference standard were not significantly different . However, the correlation of the third method with the reference standard was significantly better than the correlations of the other two approaches with the reference standard . Similarly, the absolute CDR differences (with the reference standard) of the first and second methods were not significantly different , whereas, the third method had significantly smaller absolute CDR differences with the reference standard than that of the first and second methods.
V. DISCUSSION AND CONCLUSION
In this paper, we presented a unimodal (from SD-OCT volumes only) and two multimodal (from SD-OCT volumes and color fundus photographs) machine-learning graph-based approaches for automated segmentation of the optic disc and cup. Our results showed that both multimodal approaches outperformed the unimodal approach and that the multimodal approach that incorporated an additional disc-boundary cost term outperformed the multimodal approach that only incorporated region-based terms. Our multimodal approaches differ from prior work that has focused on segmenting the optic disc/cup in color fundus images alone [2] - [10] or SD-OCT images alone [11] - [13] . Another difference from prior work is our combined use of a machine-learning approach with a graph-theoretic approach to simultaneously find the globally optimal disc-and cup-boundary pair (with respect to the cost function). Thus, in addition to the novelty of the two multimodal approaches for optic disc/cup segmentation, the unimodal (SD-OCT only) approach was novel as well as prior SD-OCT-only approaches were either classification-based without a graph-based step [11] , [12] or focused on only finding the projected BMO using a graph-based approach without any incorporation of machine-learned costs [13] . An additional, more subtle, difference from prior work is that our reference standard for the disc boundary was defined based on the projective location of the BMO from SD-OCT volumes rather than the fundus-based disc boundary to reflect the current understanding of the most appropriate boundary to use for SD-OCT-based definitions of optic-nerve-head structures.
While our results demonstrated the improved performance using a combined machine-learning and graph-based multimodal approach over that using a combined machine-learning and graph-based SD-OCT-only approach, our results did not explicitly demonstrate the extent the multimodal approach would provide an improvement over a fundus-only approach. However, this comparison is perhaps somewhat less interesting given our prior experience in the improved segmentation results one can obtain using SD-OCT-only information from that of fundus-only information [2] , [17] . For example, in the dataset used in this work, at the intermediate classification stage (i.e., before use of the graph-based step), using the fundus-only and SD-OCT-only defined features in this work, the fundus-only approach has a significantly smaller pixel-based classification accuracy (overall: 86%; cup: 78%; rim: 72%; background: 89%) compared to the SD-OCT-only approach (overall: 95%; cup: 85%; rim: 83%; background: 96%). While it is possible that use of a different approach or a different set of fundus-based features could result in higher fundus-only accuracies than those resulting from the fundus-only features used in this work, the fact that the additional inclusion of the fundus features provides an improvement over the SD-OCT-only approach is important.
Hu et al. previously described a multimodal approach for the segmentation of retinal vessels in color-fundus photographs and SD-OCT volumes and also demonstrated that multimodal approaches outperform SD-OCT-only approaches [21] . In that work, multimodal information was most beneficial for the segmentation of the vessels in the optic-nerve-head region. This is not surprising as the visibility of retinal vessels in SD-OCT projection images is often drastically reduced inside the disc region because of the lack of RPE tissue to offer contrast with the vessel shadows. Correspondingly, the addition of complementary color fundus information to the SD-OCT information was particularly beneficial in the disc region. Our present work is consistent with this prior work as we again find that the complementary color information from fundus photographs to be particularly helpful in the segmentation of structures (rim/cup in this case) in the disc region.
As in the multimodal work of Hu et al. for vessel segmentation [21] , this work includes a registration step to register the fundus photograph to the SD-OCT projection image so that multimodal features can be computed at each projected location. While a modified ICP algorithm was used for registration in this work, it can be expected that other successful fundus-OCT registration approaches could be used as well. However, one potential limitation of the registration step is that any registration errors (e.g., due to motion artifacts) may limit the local accuracy of the multimodal features. While registration errors were not a problem in our dataset, it may be useful in future work to consider developing an approach to automatically assess the quality of the registration to help provide an estimate of the reliability of the multimodal features. In cases where the image registration is deemed unreliable, the approach could depend more on SD-OCT-only features.
The presence of blood vessels near the optic nerve head traditionally presents a challenge for disc/cup segmentation approaches [13] , [21] , [32] . The vessels in this area are wider, and their location near the optic disc/cup boundaries could potentially cause a disturbance of the local geometry and depth measurements (causing misclassification of the A-scans on the vessels used in the cost-function terms or affecting the layer segmentation locally). In this work, the use of smoothed fundus photographs in which the blood vessels are less pronounced in addition to our use of a vessel-free radial projection as a feature for computing the disc-boundary cost function, helped to minimize the impact of the blood vessels. However, development of alternative strategies for dealing with blood vessels may prove beneficial in future work.
Because of the ability of random forests to more naturally deal with low-quality or redundant features during training (compared to other candidate approaches, such as -nearest-neighbor approaches), a feature selection stage was not incorporated for the design of the in-region and disc-boundary cost terms in this work. However, there of course is still potential value in using a smaller subset of features (e.g., a lower computation time). Thus, it may useful in future work to evaluate the accuracy with smaller subsets of features. As a start in this direction, the seven most discriminative features for the classifier used for generating the multimodal in-region costs included the optic disc depth information, the outputs of the Gaussian filter on dark-bright and on red-green channels, the a priori probability of pixel being cup and disc, the OCT projection image, and the average of the intensities of the first SD-OCT sub-volume above the fitted BM spline surface. The three least discriminative features included the average of the intensities of the second SD-OCT sub-volume below the fitted BM spline surface and the outputs of the Gaussian filter on the red and blue channels. While we have only applied our approach to the SD-OCT volumes from a single manufacturer, it is expected that the general scheme of the proposed method (i.e., use of multimodal information and combining a machine-learning with a graph-theoretic approach) would be applicable to other SD-OCT machines as long as the B-scans in the -direction are dense enough to allow the registration of the fundus photograph to the SD-OCT projection image. Moreover, if the B-scans are too sparse, the SD-OCT features proposed in this work may not be meaningful or be possible to extract.
In summary, we showed that we can benefit from use of complementary information from both modalities instead of unimodal information for segmenting the optic disc and cup boundaries. Different features were extracted from registered fundus photographs and SD-OCT volumes to create a multimodal feature set. A random forest classifier was trained using the multimodal feature set to produce three in-region cost functions associated with cup, rim, and background regions. A set of SWTbased features were extracted from SD-OCT volumes to be utilized in training a random forest classifier for producing the disc-boundary cost function. The graph-theoretic approach was able to well-define the boundaries of interest using the cost functions and enabled us to impose the desired constraints to the boundaries. Use of a similar multimodal graph-based strategy is expected to be beneficial in other application areas as well.
