ABSTRACT. The stock of North Sea autumn spawning herring (Clupea harengus L.) has shown an unprecedented sequence of ten years of sharply reduced recruitment, in spite of a high spawning biomass. Recent work has identified this below-expected recruitment as being determined during the larval phase: however, the underlying mechanism remains elusive. In this study we analysed archived larval samples captured before and after the onset of the reduced survival to test the hypothesis of a concurrent change in the larval growth rate. Individual larval growth rates, averaged over the 21 days prior to capture, were estimated for two hundred larvae from four different years using a model-based analysis of the otolith ring-widths. Hydrographic-backtracking models complemented the otolith analysis by reconstructing the environmental history and spawning origin of each larva. A significant reduction in net larval growth rate of 8%, concurrent with the reduced larval survival and recruitment, was identified: after correcting for the effect of other explanatory variables (e.g. temperature changes), the gross reduction was found to be 12%. This reduction is most probably due to changes in either the amount or quality of available food. The study demonstrates the potential in coupling of two different techniques, the otolith microstructure analysis and the hydrographic modelling, for affording new insights into fish earlylife history. Finally, the study provides a novel indication of the association between reduced growth and larvae survival, thereby narrowing the range of potential mechanisms underlying the observed reduction in the recruitment of North Sea autumn spawning herring. 
Introduction

64
In recent years the North Sea autumn spawning herring (Clupea harengus L.) stock has shown a 65 markedly reduced production of juvenile fish (recruitment) (Payne et al. 2008) . Starting from the 66 2002 year class, the stock has produced ten successive weak year classes (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (ICES 67 2012) . This reduced recruitment has occurred in spite of an adult population (spawning stock 68 biomass) that is well above the level where impacts upon the production of juveniles are 69 expected (ICES 2012) . The robustness and enduring stability of the current regime suggests that 70 fundamental changes have taken place in the processes controlling the productivity of this stock. 71
The reduced productivity appears to be a consequence of reduced survival during the 72 relatively long larval phase (from spawning in autumn until metamorphosis in late-winter/early-73 spring) (Payne et al. 2008 ) (Figure 1 ). Such a reduction has occurred previously, albeit over a 74 much shorter period e.g. the 1988-1990 year classes (Nash & Dickey-Collas 2005) . The 75 increased larval mortality has also been traced further back into the early life-history through 76 analysis of field-based observations, and may occur closer to spawning than to metamorphosis 77 (Fässler et al. 2011 ). 78 However, in spite of the insight into the dynamics of this stock and its long history of 79 scientific investigations (Cushing & Bridger 1966 North Sea are also known to have occurred (Edwards et al. 2007 ) and may have changed the 87 quality or suitability of food available for North Sea herring. Parasite indicators have also 88 suggested changes in the feeding patterns (S. Lusseau. Marine Scotland Science. Aberdeen, 89
United Kingdom. Unpublished data). Cannibalism by the adult herring on their own larvae has 90 also been proposed as a possible explanation (Corten 2013 ).
91
A recurring theme amongst these hypotheses is changes in the growth rate of the larvae, 92 either directly or indirectly. For example, changes in the zooplankton community could give rise 93 to changes in either the quantity or quality of available food, and thereby alter the growth rate. 94 Alternatively, changes in water temperature (assuming no changes in food) can alter the energy 95 utilisation of individuals, leading again to changes in growth rate. Altered growth-rates can then 96 influence survival, either indirectly via size/growth-specific predation, or directly through 97 starvation mortality (Leggett & DeBlois 1994 , Houde 2002 . Growth, as suggested elsewhere 98 (Anderson 1988) , represents a "rational theoretical framework" for approaching such a problem. 99 We therefore propose the following hypothesis: 100
The change in larval survival rate of North Sea autumn spawning herring from before to after 101
2001 is associated with a change in the growth rate during the larval phase. 102
Measuring growth rates in the field is typically challenging, and usually impossible in a 103 retrospective manner. However, the analysis of otolith microstructure in archival collections of 104 larvae is a powerful tool for determining life history trajectories such as somatic growth. The 105 otolith microstructure is strongly influenced by the environmental conditions, such as 106 temperature (Folkvord et al. 2004 ) and food availability , experienced 107 during the larval phase. Where feeding conditions are sufficient for growth, herring larvae can 108 deposit daily increments on their otoliths and thus the individual larval otolith microstructure can 109 be used as a proxy for the general growth conditions (Geffen 1982 high temporal and spatial resolutions. By releasing simulated "larvae" into these modelled fields 117
and following them in an individual-based lagrangian manner, it is possible to produce a set of 118 trajectories that describe the advection of these particles and the conditions they experience 119 along the way. Furthermore, by running time backwards from a given point (e.g. the position and 120 time where a larvae was captured), it is possible to infer both where the larvae originated and the 121 environmental history prior to capture. Such an approach can therefore be used to produce a set 122 of environmental parameters that may help explain observed changes in growth rates. 123
In the present work we combine these two techniques, otolith microstructure analysis and 124 hydrographic backtracking, to test the hypothesis of a reduction in larval growth being associated 125 with reduced productivity. We analyse the otolith microstructure of archived larvae from a North 126
Sea sampling program to infer the growth rates obtained close to the point at which they were 127 captured. We compliment these findings with results from the backtracking analyses to "add-128 value" to the observations in a manner that is not otherwise possible. Finally, we apply mixed-129 effects modelling to combine these two data sources into a single analysis that allows us to test 130 the hypothesis in question. 131 An overview picture (20x magnification) was first used to obtain measurements of the 154 major and minor axes of the otolith. Otoliths that were damaged or where it was not possible to 155 obtain reliable measurements of both axes were discarded. A high-magnification grey-scale 156 picture (80-126x magnification) was taken of the edge-region in the direction where the otolith 157 radius was at its largest and the rings most easily resolved. 158
Material and Methods
132
Survey data and Sample Archive
Increment-width profiles were derived from these pictures. The "Caliper" tool in the 159 ImagePro TM 5.0 image-analysis package was used with a profile bandwidth of 10 µm and a 160 "falling point-of-inflection" detection criteria to provide initial measurements. Ring detection 161 was checked by an expert reader, and obviously erroneous measurements were corrected 162 manually. The increment widths and radial distance from the edge of the otolith were recorded. 163
In regions where the increments were unclear, unrealistically small widths (less 0.5 µm) were 164 reported, or where there were no visible ring structures, no data was recorded. A second reader 165 repeated the quality check procedure to minimise subjectivity. The analysis procedure was 166 repeated for at least two nearly-parallel but distinct radii for each otolith to provide both 167 redundancy and increase precision. Finally, the radial size along each of the profiles was 168 determined from the 20x magnification picture. 169 The approach is predicated on the assumption that the relative deposition rate of material 181 on the otolith is independent of direction. The shape of the otolith is therefore maintained during 182 the growth process, with regions with large radii growing faster (in absolute terms) than those 183 with smaller radii. The width of a ring, relative to the radius, is therefore constant i.e.
Otolith profile analysis
where u i () is the absolute width of ring i in some arbitrary direction , R() is the radius of the 186 otolith in the same direction and   ) is the relative width of the same ring.    is assumed to 187 be independent of the angular direction and therefore we can simply write   in place of   ).
188
However, making ring-width measurements is difficult and the associated noise is 189 expected to be large. We therefore apply a spline-smoother to this data to generate an estimate of 190 the underlying mean ring-width, and to merge measurements from separate profiles: 191 8 for a given n to find . Finally, the mean absolute otolith growth rate, g, (in m per ring) over 221 the n rings from the edge can then be calculated as follows: 222
where R is the mean radius of the otolith (i.e. mean of the major and minor axes). 224
The number of rings over which the growth rate was averaged was chosen once all 225 samples had been analysed, based on a trade-off between two constraints. On one hand, using too 226 few rings incorporated a substantial amount of the otolith edge, where the rings are poorly 227 defined and estimates uncertain. On the other hand, the total number of rings visible in each 228 photograph was variable and setting the number of rings too high involved excluding samples 229 than contained fewer rings. The final value was therefore chosen to maximise the number of 230 valid samples, whilst also maximising the number of rings over which growth was averaged. 231
Uncertainties in the smoothed estimate of the mean ring width, s(), were generated as part 232 of the smoothing procedure and propagated through the calculations in the standard manner. All 233 smoothing calculations were performed using the "mgcv" package in R (Wood 2006) . When running in a back-tracking mode, time is run backwards and therefore the trajectories 244 generated are indicative of the source of the particles, rather than their destination. 245
A back-tracking analysis was performed for each haul from which larval otoliths were 246
analysed. The particle-tracking was performed using the Individual Based North-Sea is unstratified during winter, when these simulations occur, and therefore the water 260 column is generally homogenous: the effect of the vertical distribution and possible migratory 261 behaviour is not expected to be large. Furthermore, the herring larvae used in this study were 262 typically less than 40mm in length and therefore do not exhibit active schooling behaviour 263 (Gallego & Heath 1994 ): the assumption of passive horizontal behaviour therefore also appears 264 justified. Particle trajectories were therefore independent of larval size: it was therefore sufficient 265 to generate a single set of trajectories for each haul, and apply the same set for each larva 266 analysed from that haul. 267
Trajectories were analysed and used to assign a most-likely spawning location to the 268 larvae sampled by a given haul. This was necessary since there could be inherent differences in 269 the growth characteristics for each of the components or sub-stocks (Heath et al. 1997 ). Five 270 potential spawning regions and times were defined based on larval surveys of the spawning 271 grounds (i.e. the International Herring Larval Survey, IHLS (Heath 1993) ). For a given haul and 272 point in time, the proportion of particles in each of the spatial spawning regions was calculated 273 and these proportions then averaged over the duration of the corresponding spawning period. The 274 resulting value was then interpreted as a proxy of how many of the larvae observed in the haul 275 originated from each potential spawning ground: all larvae in each individual haul were then 276 assigned a most-likely-spawning origin based upon the component that contributed the largest 277 fraction. 278
Data Analysis
279
The central hypothesis of this work was tested using linear mixed-effects modelling. Estimates of 280 otolith-growth were matched with variables derived from the hydrographic-backtracking to 281 provide a detailed description of the individual larva and the environment that it recently 282 experienced. The modelling procedure followed a backward-selection approach, starting from a 283 multiplicative "beyond-optimal" model (sensu Zuur et al. (2009) , where e i is the relative uncertainty in the estimated growth rate (g i ) 296
and  resid 2 is a parameter to scale this variance accordingly. 297
The random effects elements of the model were tested using likelihood ratio tests based 298 on models fitted by restricted maximum likelihood (REML) (Zuur et al. 2009 ). Refinement of 299 the fixed-effects component was performed using both marginal F-tests (based on REML fits) 300 (Pinheiro & Bates 2000) and likelihood-ratio tests (based on Maximum Likelihood (ML) fits) 301 (Zuur et al. 2009 ) in parallel. The final model, fit using REML, was assessed using standard 302 model diagnostic tools. All mixed-effects models were fitted using the "nlme" package in R 303 (Pinheiro & Bates 2000) . 304 ( Figure 2c ). In total, usable ring-width profiles were obtained for 197 larvae and used for further 315
Results
305
Larval Otoliths
processing. 316
Larval-otolith morphology showed a strong relationship to the length of the preserved 317 larvae. The size of the otoliths (defined here as the mean of the major and minor radii) was 318 significantly and positively correlated with the length of the larvae (Figure 3a ; slope = 14.7±1.0 319 m/mm, R 2 = 0.81, t-test for positive slope: p<0.001). We therefore assume changes in otolith 320 size to be an appropriate conservative proxy for changes in the length of the larvae (and therefore 321 growth rates) in this size range. 322
Otolith shape also changes with increasing larval length (Figure 3b ). The eccentricity 323 (ratio of the major to minor axes) of the otoliths in the smallest larvae was minor (less than 10% 324 difference): however, beyond 25-30mm the larval otoliths start to elongate appreciably. A break-325 point regression model, where the eccentricity is constant below the breakpoint and increases 326 above, suggests that this change occurs around 26 -27mm. Changes in the shape of the otolith 327 may affect the relationship between the size of the otolith and the size of the larvae. However, 328 both visual inspection (e.g. from Figure 3a ) and statistical tests (Quadratic vs linear model, 329 likelihood ratio test: LR = 4.014, df = 1, p=0.045) suggest that deviations from linearity are 330 minor and only weakly support: there is therefore little support for a deviation from the 331 assumption of a linear otolith-size-larval-length relationship. Changes in larval otolith size and 332 growth can therefore reasonably be interpreted as changes in larval length. 333
Otolith-based growth estimation
334
The otolith ring-width approach employed here appears to be capable of handling noisy and 335 missing ring-width measurements. Most of the otolith photographs exhibited regions where it 336
was not possibly to clearly define rings due to irregularities in the ring formation process, the 337 presence of dust, air bubbles and other contaminants on the mounted sample or variations in the 338 focal plane (e.g. Figure 4 ). However, the use of multiple ring-width profiles along nearly 339
parallel-axes added an extra source of information in the obscured regions that could be utilised 340 by the smoothing model applied here (Figure 5a ). The spline smoother also handled regions 341 around the otolith edge, where it is frequently not possible to measure rings. The smoother 342 extrapolates into this region, based on trends in regions where there are data, but also increases 343 the uncertainty associated with the extrapolated ring widths appropriately (Figure 5a ). 344
The structure of the smoothing model permits complex processes in the data to be 345 handled (e.g. autocorrelation in the residuals, systematic differences in ring-widths between 346 profiles: equations 2-5). In around 45% of cases, the Aikaike Information Criteria (AIC)  347 suggested that these extra terms were superfluous (Zuur et 
Hydrographic backtracking
360
Hydrographic backtracking models provided additional information about the recent history of 361 the larvae. Trajectories generated by tracking particles backwards in time provided a distribution 362 of potential trajectories that could lead to the point where each larvae was captured (e.g. Figure  363 6a), allowing the identification of the spawning component where the larvae originated ( Figure  364 6b). Furthermore, environmental history data such as the mean temperature (Figure 6c ) and the 365 mean photoperiod (Figure 6d ) were also generated in the process. 366
The backtracking results gave insight into the larvae analysed. The majority of the larvae 367 (80%) sampled in this study were from the central Banks and Buchan spawning components, 368 with just 10% coming from each of the Downs and Orkney-Shetland components (Figure 7a ). 369
Mean temperatures prior to capture differed between larvae by up to three degrees ( Figure 7b ) 370 and mean photoperiods by up to 1.5 hours (Figure 7c ). These results suggest that there are 371 systematic environmental differences between the larvae that may need to be accounted for in 372 later stages of the analysis. 373
Data Analysis
374
Preliminary data exploration examined the data collected with a view to undertaking linear 375 modelling and followed the protocol suggested by Zuur et al. (2010 and year as significant terms (Table 1) . Model diagnostics of this final model showed an 391 excellent fit to the data: the residuals appeared to be independent of the fitted growth rate ( Figure  392 8a), the length of the preserved larvae (Figure 8b ), the mean temperature (Figure 8c ), and the 393 photoperiod, year and spawning component (not shown) and appeared homoscedastic (constant 394 variance) in all cases. Furthermore, both the residuals (Figure 8d ) and the random-effects (not 395 shown) appeared normally distributed. The model therefore appears to fit the data well. 396
The coefficients of the mixed effects model (Table 1) give insight into the factors 397 affecting the larval growth-rates. The growth-rate is seen to be higher for larger larvae and lower 398 temperatures, both of which are significant at the 1% level. Finally, comparing the contributions of inter-annual variations in temperature with the 409 year effects suggest that the year effect is the stronger of the two. As highlighted above ( Figure  410 7b), there are notable differences between the years in terms of the temperatures experienced by 411 the larvae, which can in turn influence the growth rate. The mean temperature experienced by all 412 the larval samples in each year was therefore used with the fitted model to predict the relative 413 growth rate of an "idealised" larva in each year, and the contribution of each term (Figure 9 ). 414
The inter-annual effect of temperature variations caused an increase in the growth rate of 3% 415 from before to after the onset of reduced productivity, whereas the year effect was associated 416 with a gross reduction in growth of 12%: the combination of the two effects resulted in a net 417 reduction of 8%. analysis but that could contribute to the inter-annual variability, such as the amount or quality of 432 food available to the larvae or predation, end up being grouped into the year effect. The year 433 coefficients (Table 1 ; Figure 9 ) therefore represent the "residual variability", once the other 434 processes have been taken into account. Here we have shown that these processes dominate over 435 (inter-annual) temperature changes, and encapsulate a significant reduction in growth that cannot 436 be explained by the covariates that we have considered. Comparing growth rates before and after 437 the onset of the reduced recruitment, we see that temperature changes have increased the growth 438 rate by 3%, the year effect has decreased growth by 12%, resulting in a net reduction in growth 439 rate of 8% (Figure 9 ). 440 Secondly, our results are based on the surviving larvae: large numbers of larvae died 441 before the survey takes place and are not sampled in this analysis. We make the (implicit) 442 assumption that the sampled larvae are representative of the entire population of spawned larvae, 443 yet, by the very fact that they survived long enough to be sampled, they are in fact outliers 444 themselves. Changes in the growth rates of these survivors may, or may not, reflect the hidden 445 processes occurring at the population level. 446
Otolith microstructure analyses are often predicated on the assumption that one otolith-447 ring corresponds to one day of growth, in spite of ample evidence that this assumption may not 448 hold all of the time (Geffen 1982 , Fox et al. 2003 ). However, the approach employed here is 449 expected to be robust against this issue, as the analysis does not hinge upon this assumption. The 450 approach used here combines two different sources of data with different temporal scales. Otolith 451 microstructure measurements estimate the average growth rate over a period of 21 rings prior to 452 capture whereas the hydrographic backtracking work averages the temperature and photoperiod 453 over a period of 21 days prior to capture. However, as both methods are averaging over a wide 454 temporal window that is roughly comparable, deviations from the one-ring-per-day assumption 455 can therefore be expected to have a relatively minor impact on the rest of the analysis. 456
Another related assumption is that otolith growth rate is a suitable proxy for fish growth 457 rate. This assumption also has its limitations since otoliths appear to more conservatively retain 458 their growth than fish soma does (Mosegaard et al. 1988 ). The observed variation in otolith 459 growth rates may therefore actually reflect an even higher variation in larval growth rates. 460
The conclusions drawn here are also naturally limited by the nature of the larval samples 461 analysed. We have only considered two years before and after the onset of the reduced-462 recruitment regime: adding other years would improve the analysis. Furthermore, our results are 463 strongly biased towards larvae from the Buchan and Banks components that were captured in the 464 central North Sea. Our analysis did not show a significant difference in growth between the 465 spawning components, but it is also possible that we do not have enough samples to detect such a 466 difference. Similarly, we have only considered larvae from the central North Sea: other regions 467 display different growth environments and dynamics (Munk et al. 1991 , Heath et al. 1997 , Payne 468 2010 . Interactions between factors were also not considered, due to the limited coverage of the 469 samples. Expansion of both the temporal and spatial coverage of the larval samples is therefore 470 necessary to increase both the generality and the statistical power of this result. 471 We can consider the potential mechanisms that may lead to the reduction in the observed 472 growth rate. Changes in the food supply could give rise to the observed results. If we assume a 473 reduction in the amount or quality of the food available for herring larvae after the onset of the 474 reduced-recruitment regime, then we would expect, on average, there to be an increased risk of 475 starvation (especially during the winter months). Elevated starvation mortality would lead to a 476 reduction in the total number of survivors (i.e. recruitment) and those that survived would exhibit 477 a reduced growth rate, consistent with observations. 478
There is evidence that the food supply may have changed. Reduced growth rates can also increase mortality even when starvation is not important. 494
Larval mortality is generally recognised as being length-dependent (the "big-is-better" 495 hypothesis (Leggett & DeBlois 1994 , Houde 2002 )), with increasing mortality rates at smaller 496 sizes. Reductions in growth-rate can therefore give rise to an increased amount of time being 497 spent in a length-class, and therefore a greater exposure to predators (the "stage-duration" 498 hypothesis (Houde 2002) ). An overall reduction in growth rate could therefore lead to an 499 increase in predation mortality and a reduction in recruitment (with those that survive growing 500 slower), also consistent with observations. 501
Direct changes in the predation pressure also need to be considered as an alternative 502
mechanism. An increase in a predator population or an influx of new predatory species could 503 easily increase the predation pressure on the larvae and reduce the numbers of larvae that 504 survive. However, an increase in predation mortality would tend to favour survival of the faster 505 growing larvae, thereby increasing the observed growth rate of the survivors: as this outcome is 506 in contrast to the observations at hand, there is therefore little support for this hypothesis. 507
The magnitude of the changes in growth rate appears sufficient to induce the observed 508 reduction in larval survivorship. Although at first inspection an 8% reduction in net growth rate 509 may not appear to be particularly large, it is important to remember that the mortality rates 510 experienced by larval populations are extremely high. A reduction in growth rate of ~10%, and 511 therefore a similar increase in the amount of spent exposed to predation pressure, could easily be 512 multiplied up to a several fold increase in net mortality. A simple calculation using the larval size 513 data supports this. have a determining role. However, this work does not support that hypothesis: the inter-annual 529 variation in growth rate due to temperature is markedly less than that due to the year effects. The 530 implication is therefore that other inter-annually varying processes not captured in this work are 531 associated with greater variability, and are therefore more likely to be important. 532
Changes in the food supply therefore appear to be a likely candidate-mechanism. 533
However, the simplicity of this reasoning may not reflect the complex reality of life in the ocean, 534 and many other processes can be envisaged. Predation in particular is almost certainly not as 535 simple as it is characterised here, and complex interactions can readily arise from the temporal 536 and spatial overlap between species and the interaction between prey-size and predator. 537 Nevertheless, these mechanisms are useful for generating hypotheses and can readily form the 538 basis for future investigations. 539
Conclusion
540
The results gathered here give a unique insight into the processes influencing the survival of 541 larval herring. The initial hypothesis, that the reduction in larval survival during the reduced 542 recruitment regime is associated with a change in growth rate, has been confirmed. The results, 543 however, are limited to the four years considered, to the Buchan and Banks components in the 544 first instance, and to larvae in the central North Sea. The exact mechanism via which the reduced 545 growth-rate causes a reduction in larval survival also remains unclear, although changes in the 546 food supply are a likely candidate. However, this work also introduces a unique and new 547 observation that any hypothesis needs to both incorporate and explain. This result therefore 548 represents a significant milestone on the path to elucidating the mechanism underlying this 549 challenging and enigmatic puzzle. 550 551 
