Abstract. Let (a; q) ∞ be the q-Pochhammer symbol and Li 2 (x) be the dilogarithm function. Let α,β,γ be a finite product with every triple (α, β, γ) ∈ (R >0 ) 3 and S αβγ ∈ R. Also let the triple (A,
Introduction and statement of results
We begin with the definition of Eulerian series, which could be found in [1] . Definition 1. Eulerian series are combinatorial formal power series which are constructed from basic hypergeometric series.
In his last letter to Hardy, Ramanujan listed 17 examples of functions in Eulerian series that he called mock theta functions. The first three pages in which Ramanujan explained what he meant by a "mock theta function" are very obscure. Hardy comments that a mock theta function is a function defined by a q-series convergent when |q| < 1, for which we can calculate asymptotic formulae, when q tends to a "rational point" e 2πis/r of the unit circle, of the same degree of precision as those furnished for the ordinary theta functions by the theory of linear transformation (see [2] ).
In the same latter, Ramanujan also noted that for other Eulerian series, approximations analogous to mock theta function may not exist. He claimed that holds for each integer p ≥ 1, q = e −t , t → 0 + with infinitely many c j = 0. Here we use the the q-Pochhammer symbol (a; q) m = m−1 k=0 (1 − aq k ) for a, q ∈ C, |q| < 1 and m ∈ N ∪ {∞}.
Although this example have been discussed by Watson [2] and McIntosh [3] , we can't prove this claim until today. In same paper [3] , McIntosh also provided the complete asymptotics: Let a, b ∈ R >0 , c, t ∈ R, q = e −t with t → 0 + , then
where C k are constants depends only on a, b and c. He note that his method could applicable to wide variety unimodal series with some limit conditions which required, see Theorem 2 of [4] . Moreover, let A be a positive definite symmetric r × r matrix, B a vector of length r, and C a scalar, all three with rational coefficients. Zagier [ with z ∈ C(ℑz > 0) and ask when f A,B,C (z) is a modular function. Zagier give a method involving the asymptotic expansion of (1.2), with q = e −t for t → 0 + . In [5] , Zagier also outline some methods to computing the asymptotics and solve the question for r = 1. In [6] , Vlasenko and Zwegers use the ideal comes from Zagier to give the asymptotics for r ≥ 2.
Finally, the q-hypergeometric series are q-analogue generalizations of generalized hypergeometric series. In 1940, Wright [7, 8] has been established six theorems on the asymptotic expansion of the generalized hypergeometric function. Zhang [9, 10] has investigated Plancherel-Rotach type asymptotics for certain q-hypergeometric series. However, nothing of the asymptotics as (1.1) is known for more general q-hypergeometric series.
The purposes of this paper is establish a complete asymptotic expansion for more general Eulerian series or q-hypergeometric series. We first fixed the following q-notation: (a; q) z = (a; q) ∞ (aq z ; q) ∞ , (a 1 , a 2 , . . . , a n ; q) z = n j=1 (a j ; q) z for a, a 1 , . . . a n , q ∈ C, |q| < 1 and z ∈ C. We will focus on the formal Eulerian series
where
The asymptotics of the general term of the product in (1.4) has been understood well by McIntosh [11] . Thus we just need consider H(z; q), which could be rewritten as the following simple form
In order to formulate the main result of this paper, we first denote by
with Li 2 (·) is the dilogarithm function be defined by (4.6), f (α j ) = 0 for 1 ≤ j ≤ H and α 1 < α 2 < · · · < α H . Comparing (1.5) and (1.6) we also have
Then, our main results as follows.
Theorem 1.
Let H(z; q), H (z; q) and H −1 (u) be defined as above. If there exist an ε > 0 such that
holds for each p ≥ 0. Furthermore, we have
We shall first prove the following more general results and then Theorem 1 could be derived as special cases. Lemma 1.1. Let F (x, t) and E ℓ (u)(ℓ ∈ Z ≥−1 ) be some real analytic functions in (0, ∞). For each x ≫ 1/t and m ∈ N, suppose that F (x, t) satisfies the complete asymptotics
Also suppose that the set of all local maximum points of E −1 (u) on (0, ∞) is a nonempty finite set S E . Then, for each p ≥ 0, as t → 0
where u m = min
We have the complete asymptotic expansion for above Lemma 1.1
, u m and u M be defined as Lemma 1.1. Let κ 2ℓ (u, t) be defined by (3.16). Then we roughly have for each ℓ ∈ N 1 ,
Further more, we have the asymptotic expansion in κ 2ℓ (u, t) of the form
where k u is the minimum positive integer such that E 2ku −1 (u) = 0, κ 0 (u, t) = 1 and V (u, t) be defined by (3.14) . In particular, we have the leading asymptotics
From the assumption of Lemma 1.1, (3.14) and (3.16) it is not difficult to see that V (u, t) and κ 2ℓ (u, t) have asymptotic expansions in powers of t 1/ku , this implies that the asymptotic expansion of Lemma 1.2 could be rewritten as an asymptotic expansion in powers of t 1/ku of the form
and for each j ∈ N 1 , C F j (u) ∈ R depends only on F (·) and u.
Finally, we obtain the full asymptotic behavior of Eulerian series (1.3) and (1.6). Theorem 2. Let H −1 (u) be defined by (1.7) and H ℓ (u)(ℓ ∈ Z ≥0 ) be defined by Lemma 4.3. Also let S H be the set of all local maximum points of H −1 (u) on (0, ∞). Then, under the assumption of Theorem 1 we have
where N H (t) = 0 for S H is an empty set and if S H nonempty then
with the coefficients C j (u) ∈ R are constant depends only on H(z; ·) and u be determined by (5.15), m u is the minimum positive integer such that H 2mu −1
(u) = 0 and
where the set Λ(H) ⊂ Q >0 satisfy inf λ =µ,λ,µ∈Λ(H) |λ − µ| > 0 be defined by (5.17), and C λ (H) ∈ R for λ ∈ Λ(H) be determined by (5.19) depends only on H(1; ·).
Remark 1.4. We can obtain the complete asymptotic expansion for H (z; q). For each ℓ ∈ N, let the Bernoulli polynomials B ℓ (x) and the Bernoulli number B ℓ be defined by (4.1) and (4.2), respectively. Then, we have
.
Remark 1.5. It is clear that the asymptotic results of [3] and [4] of McIntosh could be derived as special cases of the Eulerian series (1.3) with the conditions which satisfied. Moreover, our theorem is more general, the asymptotic expansion is similar with the definition of the mock theta function of Gordon and McIntosh [12] . Furthermore, some special H (1; q) are generating functions in many partition problems, for example, our results can give the complete asymptotic expansion for all partition generating functions in Bringmann and Mahlburg [13] . Using the Tauberian theorem of Ingham (see [13, Theorem 3 .1] and [14] ), which allows us to describe the asymptotic behavior of the coefficients of a power series using the analytic nature of the partition generating functions H (1; q).
This paper is organized as follows. In Section 2, we first determine the stationary point of F (x, t) and consider it's Taylor expansion at the stationary point. In Section 3, we prove Lemma 1.1 and Lemma 1.2. In Section 4, we first collect properties on Bernoulli numbers, Bernoulli polynomials and the polylogarithm function. Then, we give the asymptotic facts for the general term of the product in (1.4) and prove that the logarithm of general term of H(z; q) satisfies the assumption of F (m, t) in Lemma 1.1. In Section 5 we prove Theorem 1 and Theorem 2. We will prove Theorem 1 in Subsection 5.1-5.3 and prove Theorem 2 in last subsection of this section. In Section 6, we apply our main theorem to the some confluent basic hypergeometric series, some simple Eulerien series and some mock theta functions.
The stationary point of F (x, t)
Lemma 2.1. Let t > 0 sufficiently small be fixed, let F (x, t), E ℓ (u) and S E be defined as Lemma 1.1. Also let S F be the set of all maximum point of F (x, t) for all x ≍ 1/t. Then for each X ∈ S F there exist an u ∈ S E such that
with r u (t) ≪ t 1/(2ku−1) and where k u is the minimum positive integer such that
Thus we have lim t→0 + (Xt) ∈ S E , namely, X ∼ u/t for some u ∈ S E . On the other hand, it is clear that for each u ∈ S E there exist an r u (t) ∈ R with r u (t) = o(t) for t → 0 + such that X = (u + r u (t))/t satisfies (2.1). Further more, the using of Taylor theorem yields
Since u is the maximum point of E −1 (x) in x ∈ (0, ∞), so the minimum positive integer k such that E k+1 −1
(u) = 0 must be an odd integer 2k u − 1. Moreover, we have E 2ku −1 (u) < 0 and
This implies that r u (t) ≪ t 1/(2ku−1) . Which completes the proof of the lemma.
Next, we obtain the Taylor series for F (m, t) at u/t with u ∈ S E .
and S E be defined as Lemma 1.1. Also let t > 0 sufficiently small. Then there exist a constant θ E > 0 depends only on
we have the Taylor expansion
Proof. First, we have for each N ∈ N,
We note that E −1 (u) is real analytic function, then there exist a C u > 0 depends only on u and
Then, by setting
and recalling the Taylor theorem
we immediately obtain the proof of this lemma.
3. The proof of the Lemma 1.1 and Lemma 1.2 3.1. The proof of the Lemma 1.1. Let t > 0 sufficiently small be fixed. We have first
where the number set
and θ u ∈ (1/(2k u + 1), 1/(2k u )) for each u ∈ S E , where k u be defined as Lemma 2.1. It is easily seen that the above is a disjoint union as t → 0 + .
3.1.1. The estimate of R F . For u ∈ S E and m ∈ M u we note that
holds for each ℓ ∈ N 1 , thus the using of Lemma 2.2 yields
holds for t → 0 + . Therefore from the facts that E 2ku −1 (u) < 0 for each u ∈ S E , the monotonicity of F (m, t) and (3.3) we obtain that
for some δ u > 0 depends only on E −1 (·) and u. 
We denote by
then for x ∈ M u and each N ∈ N 1 , it is not hard to prove that 
where ⌊·⌋ and ⌈·⌉ are the greatest integer function and the least integer function, respectively. Using (3.3) it is not hard to see that
where δ u be defined as (3.4) . From Faà di Bruno's formula
and the estimate (3.5), we obtain that
for each N ∈ N 1 , where δ u also be defined as (3.4) . Further more,
holds for each N ∈ N 1 . On the other hand, by (3.3) we see
Thus from (3.6)-(3.10), it is clear that
holds for each p ≥ 0 as t → 0 + .
3.1.3. The final estimate. From (3.4), (3.10) and (3.11), it is obvious that for each p ≥ 0,
holds for t → 0 + . Further more, if we denote by
Then by the monotonicity of F (m, t), we obtain
Combining (3.12), (3.13) and similar with (3.12), we obtain that for each p ≥ 0, as t → 0
Which completes the proof of the Lemma 1.1. 3.2. The proof of the Lemma 1.2. It is not difficult to compute that the integral in (3.11) equals to
where * means that k = 2k u and
(3.14)
and
Further more, we have the estimates
by Newton's generalized binomial theorem. If we write
(3.16)
10
Hence the using of (3.15) and (3.16) implies that
for each ℓ ∈ N. Thus it is not hard to show that
holds for each N ∈ N. Then combining (3.12) we finish the proof of Lemma 1.2.
Preliminary results of H (z; q)
To prove Theorem 1, we first need the following concepts and lemmas.
4.1. some special functions. Recall that the Bernoulli polynomials B ℓ (x) are involved in the generating function is ze
where |z| < 2π. The Bernoulli numbers are given by
It is a well known fact that
The polylogarithm function Li s (z) is Li n−k (a) k! x k holds for |a| < 1 and |x| < min(− log |a|, π).
We need the following asymptotic of q-shifted factorials which proof follows immediately from Theorem 2 of [11] or Theorem 2 of [16] with change of variables. 
Some asymptotic properties of H (z; q).

The asymptotics for the product term of H (z; q). From Lemma 4.2, we have
Namely, we have
Some asymptotic properties of H(z; q). We first denote by
It is not hard to compute that
or, we have
by (1.6). The series F (m, t) converges uniformly on compact subsets of t > 0 and m ≥ 0. Moreover, it is easily seen that the function F (x, t) with (x, t) ∈ (R >0 ) 2 is a real analytic function. Under the following lemma, we can apply Lemma 1.1 to prove Theorem 1. Lemma 4.3. Let F (x, t) be defined as (4.8) and let the real number δ > 0. Then, for all X ≥ t −δ , we have
as t → 0 + for each N, M ∈ N, where H −1 (u) be defined by (1.7) and
by comparing (4.8) and (4.9). In particular, we have for each X ≫ 1/t
Proof. We shall prove the case N = 0, the proof of the cases N ≥ 1 is similar. It is not hard to see that
by using the condition X ≥ t −δ . By (4.2) we have
where as t → 0 + ,
Using (4.4), it is not difficult seen that
Note the fact that
holds for m ≤ | log t|, then Taylor Theorem implies that
for ℓ ≤ M as t → 0 + . Therefore, we obtain that
Thus we obtain that as t → 0 + ,
Namely,
for each M ∈ N. Finally, note that if X ≫ 1/t then Li 1−m (e −bcXt ) ≪ 1, thus we immediately get the proof of (4.10). Which completes the proof of the lemma.
The proof of the main theorem
Let us denote by S H the set of all local maximum points of H −1 (x) with x ∈ R >0 and let t > 0 sufficiently small. We first have S H is a finite point set or an empty set by the definition of H −1 (u) in Lemma 4.3. We rewritten (4.7) as
where f m and f M be defined as follows:
(II). If S H is an empty set, then set f m = f M = 1. We also write by
Note that if S H is nonempty, then by Lemma 4.3 and Lemma 1.1, as t → 0
holds for each p ≥ 0. Thus we just need consider the estimates of Σ 1 , I 1 , Σ 3 and I 3 .
5.1. The treat of Σ 1 and I 1 .
Lemma 5.1. Let F (m, t) be defined as (4.9) and f m be defined as above. Then, we have as
Proof. First of all, let t → 0 + and x ≥ 0. It is not difficult to compute that
Therefore it is not hard seen that
Thus for each X ∈ [1, f m /t] and Y ≫ 1/t, we have
Using Lemma 4.3 we obtain that
Therefore as t → 0 + , we have
Moreover, from the assumption of Theorem 1 and Lemma 4.3 we find that
Which completes the proof of the lemma.
5.2.
The estimate of Σ 3 and
and for x ≫ 1/t,
by Lemma 4.3. The assumption of Theorem 1 implies that
and hence β,γ β −1 S αβγ = 0 for some α. Therefore we can rewritten (5.4) as
Furthermore,
This yields if f (α 1 ) > 0 then ∂F (x, t)/∂x = 0 has only one solution X H for x > C/t with C > 0 be sufficiently large depends only on H(1; ·). Moreover, it is clear to compute that
In this case, we have the following lemma.
holds for each p ≥ 0.
Proof. The proof of this lemma is similar with the proof of (3.11). We first give the estimates of the derivatives of F (x, t) for x > A h | log t|/t with A h = 1/(2 + 2α 1 ). From (5.3) we have
From Lemma 4.3 we have for each N ≥ 2,
Thus similar with (3.7) and (3.8), for each N ∈ N we have
Similar with (3.9), we have for each N ∈ N 1 ,
Further more, it is not not difficult compute that
Thus similar with (3.11) and the using of Euler-Maclaurin formula yields that
holds for each p ≥ 0. On the other hand, it is not difficult seen that F (x, t) has an unique minimal point on
by (5.6). Combining (5.8), (5.7), (5.9) and (5.10) we immediately obtain the proof of the lemma.
We have the following estimate for Σ 3 and I 3 .
Lemma 5.3. Let F (m, t) be defined as (4.8) and f M be defined as above.
k(e kβt − 1)
If f (α 1 ) < 0, then from (5.5) we have ∂F (x, t)/∂x < 0 for x > C 1 /t with C 1 > 0 be sufficiently large depends only on H(1; ·). On the other hand, by (5.4) if x ≫ 1/t then
Thus A > 0 or v < 0 implies that ∂F (x, t)/∂x < 0 holds for x > C 2 /t for some C 2 > 0 sufficiently large depends only on H(z; ·). Therefore under the condition of the lemma, the definition of f M and the estimate of r u (t) in Lemma 2.1 for F (x, t) implies that ∂F (x, t)/∂x < 0 for all x > f M /t. Hence
Moreover, Lemma 4.3 implies that F (x, t) ≪ 1/t for all x ≥ 1/t, hence
Now, the estimate for I 3 is easy to establish. Thus we complete the proof of the lemma.
5.3. The final estimate for H(z; q). From Lemma 2.2, we have for each u ∈ S H , as
where Applying Theorem (1), we define
then lim u→0 + Φ ′ −1 (u) = +∞ and hence r φ s satisfy the assumption of Theorem 1. Therefore we obtain that for each p ≥ 0, as Thus, by Theorem 2 we have
and for j ∈ N 1 , the coefficients C j ∈ R are constant depends only on r φ s (a, b; ·, v). In particular,
6.2. Asymtotics of some simple Eulerian Series. We consider the following Eulerian series.
By ( [5] 24 6.2.2. Some examples on mock theta functions. We now apply our main result to some mock theta functions. It is easy check that there are about a half mock theta functions of the website [17] can directly use Theorem 1 and Theorem 2 to obtain the complete asymptotic expansion. Here just gives the illustration of the following two examples.
Example 1. The following example is a mock theta function of Ramanujan, which were proved in Andrews [18] and Hickerson [19] . We have 
