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We show that the analysis of Keisler’s order can be localized to the study of ϕ-types.
Specifically, if D is a regular ultrafilter on λ such that lcf (ω,D) ≥ λ+ and M is a model
whose theory is countable, thenMλ/D is λ+-saturated iff it realizes all ϕ-types of size λ.
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1. Introduction
The Keisler order is a partial order on countable first-order theories which compares the relative difficulty of producing
saturated regular ultrapowers, i.e., T1 ≤ T2 if for any infinite cardinal λ, any M1 |H T1,M2 |H T2 and any regular ultrafilter
D on λ, we have Mλ2 /D is λ
+-saturated implies Mλ1 /D is λ+-saturated. See Section 1.1 for a discussion. It is known that
countable stable theories fall into precisely two equivalence classes, those with and those without the finite cover property
[5], and that theorieswith SOP3 (and thuswith the strict order property) aremaximal [6], though the identity of themaximal
equivalence class is not known. The classification for unstable theories, in particular unstable theorieswith the independence
property but without SOP3, has remained open.
The Keisler order exposes certain basic, though often surprising, tensions between finite combinatorial problems posed
by fragments of a theory in each index model and infinitary combinatorial problems posed by the aggregate in the
ultrapower. The dividing lines which work on the order has exhibited (nfcp, stability . . .) are of deep, and independent,
model-theoretic interest. Completing the classification of the Keisler order, by analyzing the case of unstable theories, is
thus likely to suggest interesting divisions in the comparably uncharted territory of unstable theories. The main result of
this paper, Theorem 12, is a strong finiteness result in the sense that it shows any failure of saturation (in an ultrapower of
an unstable theory) must come from the omission of a type in a single formula. As a corollary, the Keisler order for unstable
theories rests on a classification of ϕ-types. The conjecture of Shelah that the Keisler order has finitely many classes (five),
linearly ordered, thus seems within reach, though we conjecture that the number is six.
1.1. Statement of the problem
Let T be a first-order countable theory, let M be any model of that theory, λ an infinite cardinal and D an ultrafilter on
λ. D is regular if it contains a regularizing set of size λ, i.e., X ⊂ D , |X | = λ such that any intersection of infinitely many
elements of X is empty. The ultrapower Mλ/D is called regular if D is. Recall that a model N is called λ+-saturated if every
consistent type over a set of size λ is realized in N .
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Definition 1. The Keisler order on countable theories is given by: T1 ≤λ T2 if for any M1 |H T1,M2 |H T2, and D a regular
ultrafilter on λ, ifMλ2 /D is λ
+-saturated then so isMλ1 /D. Say that T1 ≤ T2 if for all infinite λ, T1 ≤λ T2.
That is, any regular ultrafilter on λwhich produces λ+-saturated ultrapowers of models of T2 will produce λ+-saturated
ultrapowers of models of T1. The condition of regularity ensures that the Keisler order is well defined: any two elementarily
equivalent λ-regular ultrapowers are back-and-forth equivalent in a game of length λ by [5] VI.3, so the quantification over
all models of T is justified. (The key fact is that in a regular ultrapower, the realization of a type whose size is no larger than
that of the index set depends on the satisfaction of finitely many conditions in each index model, as explained in Remark 5.)
Weaker partial orderings on theories have been investigated by Shelah and Džamonja [1] and Shelah and Usvyatsov [7].
The Keisler order is understood when T is stable and when T has the strict order property. Prior to the work in this
article, almost nothing was known about the Keisler order for T unstable with the independence property but without SOP3
(a weakening of strict order), as the next section explains.
1.2. Previous work
H. J. Keisler was responsible for the initial work on the order in the 1960s [2]. He isolated several important elements of
the smallest and largest class of theories (this is the origin of the finite cover property). Almost all subsequent work is due
to Shelah; see [5] Chapter VI, sections 3–5, as well as [4,6], and related work of Shelah and Džamonja [1]. This work may be
summarized as follows:
Theorem 2 (Shelah). Let T be a countable first-order theory andD a regular ultrafilter on λ. Then:
(1) (Results on equivalence classes)
(a) The theories which do not have the finite cover property are minimal in the Keisler order, and form an equivalence class.
(b) The theories which are stable and have the finite cover property form an equivalence class.
(c) Theories which have the strict order property are maximal, though this does not characterize maximality (by [6] SOP3, a
weakening of strict order, is also maximal).
(2) (Results on dividing lines)
(a) For any cardinal µ = µℵ0 , ℵ0 < µ ≤ λ+, there exists a regular ultrafilterD on λ with the property that there exists an
unbounded sequence of finite cardinals 〈ni : i < λ〉 such thatΠi<λni/D = µ. Thus, in particular, stable theories break
into two distinct classes (NFCP and FCP) when the filter is taken on λ > ℵ0.
(b) For any cardinal ν = νℵ0 , ℵ0 < ν ≤ λ+, there exists a regular ultrafilterD on λ with the property that lcf (ω,D) = ν
(Definition 3), so in particular, there is a dividing line between stable and unstable theories.
(c) Assuming MA + 2ℵ0 > ℵ1, there exists an ultrafilter on ω which saturates (small) models of the random graph but not
of any theory with the tree property. Thus, it is consistent that there is a dividing line between the random graph and
theories with the tree property.
(d) The filters which saturate maximal theories are precisely the ‘‘good’’ ultrafilters (every monotonic function from finite
subsets of λ into the filter has a multiplicative refinement, i.e. f (a ∪ b) = f (a) ∩ f (b)). λ+-good filters on λ exist by
Kunen [3].
Full proofs can be found in [5] VI.5, but some short remarks will give a flavor of the classification, which is both
surprisingly coarse, and deep. First, the classification of stable theories rests on Shelah’s characterization of saturatedmodels
of stable theories: M is λ-saturated iff it is κ(T )-saturated and all maximal indiscernible sets have size ≥ λ. As regular
ultrapowers are ℵ1-saturated, and indiscernible sets in stable theories have unique average types, the key point is whether
the theory eliminates the quantifier ‘‘there exist infinitely many’’ (if not, profinite indiscernible sets are dependent on the
µ of Theorem 2.2.a being large).
Second, the maximality of the theory of (ω,⊆) follows from its ability to code any failure of goodness in the filter, that
is, to represent any function which fails to have a multiplicative refinement (in the sense of Theorem 2.2.d); these functions
are precisely the ‘‘distributions’’ of types from Definition 5. Shelah shows, however, that strict order alone is maximal (in an
intricate argument in which the set of all finite subsets of types in a given theory, partially ordered by inclusion, is mapped
into a dense linear order in an expanded language so as to give a correspondence between realizing branches and cuts). The
proof that SOP3 implies maximality is more recent [6].
The arguments of the stable case do not extend to unstable theories due to the fundamentally different nature of the
independence property. This paper contains, in Section 3, a proof that the combinatorial barriers to the saturation of unstable
theories are contained inϕ-types. This is a strong restriction and shows the previously intractable realmof the independence
property to be, potentially, quite amenable to classification.
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2. Preliminaries
Recall the following:
Definition 3 (Regular Filters). (1) A regularizing set is a collection {Xi : i < λ} of elements of a filter D with the property
that for any infinite η ⊂ λ,⋂i∈η Xi = ∅.
(2) D is a λ-regular filter (on the index set I) if it contains a regularizing set of cardinality λ.D is regular if it is |I|-regular.
Recall also that regular ultrapowers commute with expansion and reduction of the language, and are ℵ1-compact. The
reader unfamiliar with ultrapowers is referred to [5] Chapter VI.
We now develop the framework for Section 3.
Definition 4 (Tools for Analyzing Regular Ultrapowers). (1) Let R be a relation on some ultrapower Mλ/D . R is induced if
we can expand the language by adding a predicate R′ and interpret R′ on each index model M in such a way that
R′(Mλ/D) = R. In other words, R is definable in the ultrapower expanded to the full theory ofM .
(2) In the context of an ultrapowerMλ/D , smallmeans of cardinality≤ λ.
(3) Let X := 〈ϕi : i < λ〉 enumerate some small consistent [1-]type p in the theory of the ultrapowerMλ/D . A distribution
of p is a map d : X → D whose image is a regularizing family. (Implicit in a distribution of parameters is a choice of
lifting.)
Distributions refer infinite combinatorial problems in regular ultrapowers to finite consistency questions in each index
model. In slightly more detail, then,
Remark 5 (Distributions Exist). Let X := 〈ϕi : i < λ〉 be some enumeration of a small consistent [1-]type in the theory of
the ultrapowerMλ/D . Then there exists a monotonic map d : X → D whose image is a regularizing set.
Proof. Let D be a regular ultrafilter on λ, M a model of the countable theory T , N := Mλ/D , A ⊂ N a small set and
p ∈ S(A) a consistent 1-type. Enumerate p = 〈ϕk(x; ak) : k < λ〉. Fix a lifting of A, and let f : p → D be the Łos map,
i.e., ϕ(x; a) 7→ {i ∈ λ : Mi |H ∃xϕ(x; a[i])} ∈ D . Let X ⊂ D be any regularizing set, enumerated as 〈Xi : i < λ〉. Define
e : p→ D by e(ϕk) := f (ϕk) ∩ Xk. Choose the desired distribution d to be any monotonic refinement of e (for instance by
setting d(x) to be the intersection of d applied to each of the finitely many subsets of x, for x a finite subset of the type). 
Under some distribution, finitely many formulas are assigned to each index model, and each individually has a witness
in that model. However, there is no need for all (or for any subset) to have a common witness in that model. If, almost
everywhere, the distribution ‘‘works’’ in the sense of having chosen formulas which do indeed have a common witness
b[i], the image b in the ultrapower of these witnesses will realize the type, again by Łos’s theorem. If the type is not realized,
none of its possible distributionswork, in the strong sense that no distribution has amultiplicative refinement (a refinement
with the property that d′(φj∧φk) = d′(φj)∩ d′(φk) for all j, k). This illustrates the connection between good ultrafilters and
saturation.
Definition 6 (Traces of Order). (1) Let X ⊂ Mλ/D be a small set. X is true if there exists a distribution d : X → D such
that for any i ∈ λ, i ∈ d(x), d(y) implies x[i] 6= y[i]. (X is the image of a diagonal embedding. All countable sets are true:
refine any distribution so that the nth element is distinct from its finitely many predecessors. This need not be the case
for larger cardinals.)
(2) Let X ⊂ (κ,<)λ/D be a small set. X is order-true if there exists a distribution d : X → D such that for any x < y in X ,
and any i ∈ λ, if i ∈ d(x), d(y) then x[i] < y[i]. (In general, for any relation R one could define R-true; true is 6=-true.)
(3) Let γ ≤ λ be an infinite cardinal. As in [5] VI.4, let lcf (γ ,D) be the reverse cofinality of the set of elements above
the image of the diagonal embedding of γ in (γ ,<)λ/D . We may extend this definition to any γ -indexed sequence of
the ultrapower. Namely, for any infinite cardinal γ ≤ λ, lcf ∗(γ ,D) is: the minimal κY , where Y ⊂ (ω,<)λ/D is of
order-type γ and κY is the reverse cofinality of the set of elements above Y in (ω,<)λ/D . As each κY is a cardinal, the
minimum is well defined. AsM ≡ N → Mλ/D ≡λ Nλ/D , lcf ∗ depends only onD and not on the choiceM = (ω,<).
The importance of lcf (ω,D) (the lower cofinality of ω w.r.t.D) for the Keisler order is given by the following result:
Theorem 7 (Shelah [5] VI Theorem 4.8). If M is a model of an unstable theory T and D is a regular ultrafilter on λ with
lcf (ω,D) = µ, then Mλ/D is not µ+-compact.
The proof shows that any formula with the order property can code a ‘‘cut’’ which is not realized. (As the order is not on a
definable set, the fact that one side of the cut is ω is crucial.) Thus any filter on λwhich produces λ+-saturated ultrapowers
of some unstable theory can be assumed to have lcf (ω,D) ≥ λ+. The construction of the next section uses this fact to
extract ‘‘limit definitions’’ which make types principal in an expanded language.
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3. The reduction to ϕ-types
Themain result of this section is that the problem of realizing types in regular ultrapowers of countable theories reduces
to that of realizing ϕ-types (Theorem 12).
The first lemma says that if lcf (ω,D) is large, so is the reverse cofinality of the set above any ω-indexed sequence in the
ultrapower. The hypothesis that α be countable could be replaced by: α is κ-indexed and order-true, for any infinite cardinal
κ ≤ λ. Trueness is used in defining the various β-sequences, and order-trueness for the final collapse.
Lemma 8. For any regular filterD on λ, lcf ∗(ω,D) ≥ lcf (ω,D).
Proof. Let α ⊂ (λ,<)λ/D be an ω-indexed sequence, and fix some order-true distribution d : α → D . For x ∈ λ, define
δ : λ→ P (Mi) by: x ∈ δ(i) if there exists y ∈ Y such that i ∈ d(y) and y[i] = x. (In other words, for each index i, δ picks out
a finite subset of elements ofMi which are ‘‘hit’’ by elements of α under the distribution d.)
Let γ := 〈γt : t < κY 〉 be a cofinal sequence in the set of elements above α, considered with the reverse order. Let
l : γ → (λ,<)λ be a lifting. Define a sequence β0 from γ as follows: β0t [i] := max{x : x ∈ δ(i), x ≤ l(γt)[i]} if it is defined,
0 otherwise. By Łos’s theorem, for each γt , the set on which [for some j < ω, i ∈ d(αj) and (αj[i] < l(γt)[i])] is large, so the
elements of β0 are almost always nonzero.
As α is order-true, this can be visualized as follows. Each index model contains a finite number of representatives of α
(those in δ(i)) which are ordered correctly and distinct, but may have gaps between them; thus, δ(i) does not look yet like
an initial segment ofω. The elements l(γt)[i]may fall into these gaps. The sequence β0 approximates γ by a sequencewhich
is made up, in Mi, entirely of elements in δ(i). The order-trueness of α ensures that, in the ultrapower, αj ≤ γt iff αj ≤ β0t
(we are just sliding the elements of the descending sequence around in the gaps, without crossing any of the α-boundaries
except on aD-negligible zero-set).
There is no reason for the reverse order-type of β0 to remain a regular cardinal, however. So choose a second sequence
β to be any (reverse-)cofinal sequence in β0.
Let f : δ(i)→ |δ(i)| be an induced order-preserving bijection (collapsing δ(i) onto an initial segment ofω). For any t < ω,
the set of i < λ for which ∧t≤n[i ∈ δ(αt [i])] is large, so in almost every index model, f sends αt onto t . Thus f (αt) = t ∈ ω.
As elements of β lift to elements of δ(i) almost everywhere, f moves β to a corresponding reverse-cofinal sequence above
ω, though again f (β)may no longer be a regular cardinal. Thus lcf (ω,D) ≤ reverse-cof(f (β)) ≤ lcf ∗(ω,D). 
The second lemma says that a strictly descending sequence of induced predicates in a regular ultrapower can be regarded
as describing intervals in some induced discrete linear order, so that the existence of an infinite induced predicate contained
in the intersection (and itself containing some fixed small set X) follows from realization of the analogous ‘‘X, ω’’ cut.
Lemma 9. LetD be a regular ultrafilter on λ such that lcf (ω,D) ≥ λ+.
Fix M countable, N := Mλ/D its regular ultrapower, and X ⊂ N, |X | ≤ λ. Let 〈Pn : n < ω〉 be a sequence of induced
predicates such that Pn ) Pn+1 ⊃ X for all n < ω. Then there exists an induced predicate P∞ such that Pn ) P∞ for all n < ω
and P∞ ⊃ X.
Proof. First, ‘‘distribute the predicates’’ : choose an assignment e : ω→ D of predicates to indexmodels such that for each
index i, andm < n < ω, i ∈ e(m), e(n)→ PMim ) PMin . By Łos’s theorem and the countability of the set of predicates, e exists
(one can always refine a distribution so that wherever Pn appears, it is contained in each of its finitely many predecessors).
Induce a total discrete order on each index model Mi in such a way that if m < n < ω, i ∈ e(m), e(n), we have
∀x, y(PMim (x)∧¬PMin (x) ∧ PMin (y))→ x ≤ y. Without loss of generality, P0 is the entire model (so in particular elements not
in any of the other predicates are placed below the others).
Choose a countable sequence of elements α := 〈αn : n < ω〉 such that Pn(αn) and ¬Pn+1(αn). Under the induced order,
α is a sequence of order-type ω in the ultrapower. Furthermore, for every n, X ⊂ Pn+1 implies that for each x ∈ X , x > αn.
That is, inN , the elements of X , consideredwith the reverse induced order, form a descending sequence above α of cofinality
at most λ. By the previous lemma and the hypothesis on D , there exists c in the ultrapower which is above α and below
X in the induced order. Given a distribution d of X , define P∞ by expanding each index model Mi with a predicate which
contains precisely the elements of X above c[i]. P∞ contains X by construction. On the other hand, every element y in P∞ is
non-α-standard, so it is contained in Pn almost everywhere, for each n. 
In order to apply these lemmas, we isolate an important class of induced predicates: those which give definitions for
types.
Definition 10 (Almost Principal Types). (1) Let A, B ⊂ (Mλ/D)n be disjoint small sets and R(x, y), l(y) = n an induced
relation. Then A, B partition R if the type {R(xa) : a ∈ A} ∪ {¬R(xb) : b ∈ B} is consistent.
(2) Suppose that A, B ⊂ (Mλ/D)n partition the induced relation R (Definition 1.1). The partial type p = {R(xa) : a
∈ A} ∪ {¬R(xb) : b ∈ B} is almost principal just in case there exist induced predicates P,Q , with P ⊃ A, Q ⊃ B
such that (in the expanded language including P,Q , R) we haveMλ/D |H ∃x((a ∈ P → R(xa)) ∧ (b ∈ Q → ¬R(xb))).
(3) For ϕ ∈ L, X ⊂ N := Mλ/D small, a ϕ-type q ∈ Sϕ(X) is almost principal just in case the associated type p from (2)
is [replace ϕ with the corresponding R]. A small type in an infinite language is almost principal just in case all of its
restrictions to ϕ-types are.
224 M.E. Malliaris / Annals of Pure and Applied Logic 157 (2009) 220–224
Though being almost principal is a statement about ‘‘induced’’ definability of the type, note that not all small definable
types (for instance types in ultrapowers of stable theories) are almost principal — this a property of the filter as well as the
theory.
Lemma 11. LetD be a regular ultrafilter, M a countablemodel,ϕ ∈ L(M),ϕ = ϕ(x; y), l(y) = m, p ∈ Sϕ(X), X ⊂ N := Mλ/D
small. Then p is realized just in case it has an induced definition.
Proof. Only if: Ultraproducts commute with expansion and reduction, and the principal [in the expanded language] type
given by ((a ∈ P → R(xa)) ∧ (b ∈ Q → ¬R(xb))) is realized in N and implies p.
If: Let c ∈ N be an element realizing p, and d be a distribution of the sentences obtained when c is substituted into the
formulas of p. Expand each index model Mi using P to name the parameters of positive instances of ϕ assigned to Mi by d,
Q the parameters of negative instances, and R(xy) iff ϕ(x; y). By Łos’s theorem P ⊃ A and Q ⊃ B, and by consistency of the
full theory of each index model, the predicates are disjoint in eachMi, and thus also in the ultrapower. Furthermore, in the
expanded languageL ∪ {P,Q }, each index modelMi satisfies ∃x((a ∈ P → ϕ(x; a)) ∧ (b ∈ Q → ¬ϕ(x; b))). 
In general, if we replace ϕ by finitely many formulas ϕ1, . . . ϕn, the same conclusion holds with associated predicates
P1, . . . , Pn,Q1, . . .Qn. Apply the proof given to each individual ϕ-type (and then, in the ‘‘if’’ direction, use compactness).
We can now reduce the problem of realizing small types in regular ultrapowers to that of realizing ϕ-types, provided
that the language is countable.
Theorem 12. LetD be a regular ultrafilter on λ and N := Mλ/D an infinite regular ultrapower (M countable, Th(M) countable).
Suppose that N realizes all ϕ-types over sets of size≤ λ. Then N is λ+-saturated.
Proof. If Th(M) is stable, by work of Shelah (Theorem 2), it suffices to realize ϕ-types for some ϕ with the finite cover
property. So it remains to consider unstable Th(M). We may assume that lcf (ω,D) ≥ λ+ by Theorem 7; else some ϕ-type
would be omitted for ϕ with the order property.
Let p ∈ S(C) be any small partial type in the ultrapower, its formulas enumerated as 〈ϕi : i < ω〉. In the spirit of the
previous lemma, it would be enough to find predicates Pi,Qi (i < ω) such that type q = {(a ∈ Pi → ϕi(x; a)) ∧ (b ∈ Qi
→ ¬ϕi(x; b)) : i < ω} is consistent in the expanded language L ∪ {Pi,Qi : i < ω} and extends p, because any consistent
such qwill be realized by ℵ1-saturation. The appropriate predicates, called P∞i ,Q∞i below, will be found as the limit of the
countably many finite approximations Pˆni , Qˆ
n
i by applying Lemma 9.
By hypothesis, for each n < ω, pn [p restricted to positive and negative instances of ϕk, k ≤ n] is realized. Applying
Lemma 11 to pn gives induced predicates Pn1 , . . . P
n
n , Q
n
1 , . . .Q
n
n such that qn = {(a ∈ Pnk → ϕk(x; a)) ∧ (b ∈ Q nk →
¬ϕk(x; b)) : k ≤ n} is consistent in the expanded languageL ∪ {Pnk ,Q nk : k ≤ n} and extends p.
For each ϕi, define Pˆ0i , Qˆ
0
i , Ai, Bi to be the induced predicates, and the partition of the parameter set, given by Lemma 11
applied to the restriction of p to ϕi and¬ϕi.
For each ϕi and each n < ω, define Pˆn+1i to be Pˆ
n
i ∩ Pn+1i if i ≤ n+1, and Pˆni otherwise. (Boolean combinations of induced
predicates remain induced. Eventually, each candidate definition of p restricted to some ϕi is refined to be compatible with
each of the others.)
Finally, for each i < ω, let P∞i be the predicate which Lemma 9 assigns in the case where its Pn := Pˆni , X := Ai. Let Q∞i
be the predicate which Lemma 9 assigns in the case where Pn := Qˆ ni , X := Bi.
Let q := {(a ∈ P∞i → ϕi(x; a)) ∧ (b ∈ Q∞i → ¬ϕi(x; b)) : i < ω} ⊃ p. All of its finite subsets are consistent, because
the type {(a ∈ P∞i → ϕi(x; a))∧ (b ∈ Q∞i → ¬ϕi(x; b)) : i ≤ k} is by construction a subset of the consistent type pk, as can
be seen in the (countable) expanded languageL ∪ {P∞i ,Q∞i : i ≤ k} ∪ {Pni ,Q ni : i ≤ k}. So q is consistent in the expanded
languageL ∪ {P∞i ,Q∞i : i < ω}, completing the proof. 
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