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RESUMEN:
Se sabe que el todo conmutador de una integral singular esta acotado en normas
Lp(w), con w un cierto peso, por un operador maximal apropiado. Para conmutadores
de orden k de integrales singulares de Caldero´n-Zygmund (con nu´cleo satisfaciendo la
condicio´n de Lipschitz), el resultado cla´sico es: el operador que controla en normas p
’s es el iterado k + 1 veces del operador maximal de Hardy-Littlewood.
En este trabajo se definen condiciones que debe satisfacer un nu´cleo K de una integral
singular a valores vectoriales para que su conmutador de orden k, es decir K ∈ H†A,X,k,
este acotado en normas p′s por un operador maximal MA¯. Como aplicacio´n de este
resultado estudiaremos el conmutador del operador cuadrado.
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Introduccio´n
Consideremos T una aplicacio´n definida de unK-espacio vectorial en otroK-espacio
vectorial, donde K es R o´ C. En este trabajo consideraremos espacios vectoriales
normados, cuyos elementos son funciones definidas en Rn.
En el caso particular de K = R, dados A y B R-espacios vectoriales, una aplicacio´n
T : A→ B se dice sublineal si satisface:
T (cr + s)(x) ≤ |c|T (r)(x) + T (s)(x),
para todo c ∈ R, para todo r, s ∈ A y para todo x ∈ Rn.
Un operador T sera´ una aplicacio´n lineal o sublineal de A en B, segu´n el caso.
Una pregunta muy recurrente en el ana´lisis es: ¿Cua´ndo un operador T es acotado?
En este trabajo intentaremos responder esta inquietud para cierto tipo de operadores.
Consideremos operadores de la forma:
T : Lp(Rn) −→ {g : Rn → X}, 1 ≤ p ≤ ∞,
con (X = KZ, ‖ · ‖X) espacio de Banach.
Un caso particular de estos operadores son los Operadores Integrales Singulares
(OIS), los cuales viene dados por el valor principal (v.p.) de la convolucio´n con una
funcio´n K que toma valores en KZ y tiene a lo sumo una singularidad en el origen, es
decir si T es un OIS, T es de la forma:
Tf(x) = v.p.
∫
Rn
K(x− y)f(y)dy
=
{
v.p.
∫
Rn
Kl(x− y)f(y)dy
}
l∈Z
.
A la funcio´n K asociada al operador T se la denomina nu´cleo de T .
En este trabajo nos dedicaremos a los Conmutadores de Operadores Integrales
Singulares (COIS), los cuales se definen a partir de un OIS, T , una funcio´n b ∈ BMO
y k ∈ N ∪ {0}. Al COIS lo denotaremos como T kb y es de la forma:
T kb f(x) =
∫
Rn
(b(x)− b(y))kK(x− y)f(y)dy.
Al igual que antes, a K lo llamaremos nu´cleo de T kb .
1
2Una de las te´cnicas ma´s utilizadas para contestar la pregunta anterior es, acotar
al operador por un operador maximal adecuado. En el caso de OIS cla´sicos, es decir
cuando sus nu´cleos K son suaves, y sus conmutadores el operador maximal que lo
controla es el operador maximal de Hardy-Littlewood e iteraciones de e´l (segu´n el
caso).
Estudiaremos las condiciones que debe cumplir el nu´cleo K del COIS para que el
operador T kb este´ acotado por algu´n operador maximal adecuado.
Algunos Resultados Conocidos
Dada K una funcio´n definida de Rn en R decimos que K satisface la condicio´n de
Lipschitz (denotamos K ∈ H∗∞) si: ∃α > 0 y C > 0 tales que:
|K(x− y)−K(x)| ≤ C |y|
α
|x|α+n , ∀ |x| > 2|y|.
Sea T un OIS, donde el nu´cleo K tiene transformada de Fourier acotada y satisface
la condicio´n de Lipschitz. Un resultado cla´sico de Coifman [2], afirma que para este
tipo de operador T , vale: Para todo 0 < p < ∞ y ciertas funciones w, ∃ C > 0 tal
que: ∫
Rn
|Tf(x)|pw(x)dx ≤ C
∫
Rn
(Mf(x))pw(x)dx,
para toda f tal que el lado izquierdo sea finito, donde M es el operador maximal de
Hardy-Littlewood.
En [12] se definen condiciones de tipo Ho¨rmander asociadas a una funcio´n de Young
A, que deben satisfacer el nu´cleo K y se prueban distintos resultados de acotacio´n de
OIS por operadores maximales asociados a una funcio´n de Young.
Concretamente dado T un OIS acotado en algu´n Lp0 , 1 < p0 < ∞, y tal que el
nu´cleo asociado K ∈ HA entonces vale: Para todo 0 < p <∞, ∃ C > 0 tal que:∫
Rn
|Tf(x)|pw(x)dx ≤ C
∫
Rn
(MA¯f(x))
pw(x)dx,
para toda w ∈ A∞ y f tal que el lado izquierdo sea finito, donde MA¯ es el operador
maximal asociado a la funcio´n A¯.
Adema´s, si K es un nu´cleo a valores vectoriales, vale que:∫
Rn
‖Tf(x)‖pXw(x)dx ≤ C
∫
Rn
(MA¯f(x))
pw(x)dx,
para toda f tal que el lado izquierdo sea finito, donde MA¯ es el operador maximal
asociado a la funcio´n A¯.
3En el mismo trabajo, se toma como aplicacio´n el Operador Cuadrado, S, probando
que vale: Para todo p > 0 , ∃ C > 0∫
Rn
|Sf(x)|pw(x)dx ≤ C
∫
Rn
(M3f(x))pw(x)dx,
para toda w ∈ A∞ y f tal que el lado izquierdo sea finito, donde M3 es el operador
maximal de Hardy-Littlewood iterado 3 veces.
Posteriormente en [13], se mejora la cota anterior y se prueba que vale: Para toda
p > 0, ∃ C > 0 ∫
Rn
|Sf(x)|pw(x)dx ≤ C
∫
Rn
(M2f(x))pw(x)dx,
para toda w ∈ A∞ y f tal que el lado izquierdo sea finito, donde M2 es el operador
maximal de Hardy-Littlewood iterado 2 veces.
Actualmente, en [8], se define una condicio´n ma´s de´bil que HA, denotada como H
†
A,
con esta nueva condicio´n se prueba que vale: Si K es un nu´cleo a valores vectoriales
tal que K ∈ H†A, para todo 0 < p <∞, ∃ C > 0 tal que:∫
Rn
‖Tf(x)‖pXw(x)dx ≤ C
∫
Rn
(MA¯f(x))
pw(x)dx,
para toda w ∈ A∞ y f tal que el lado izquierdo sea finito, donde MA¯ es el operador
maximal asociado a la funcio´n de Young A¯.
En cuanto a los COIS, existen varios resultados parecidos a los del OIS.
Un resultado cla´sico de Coifman, Rochberg y Weiss, ver [3], es: Sea Tb es un COIS,
donde el nu´cleo K tiene transformada de Fourier acotada y satisface la condicio´n de
Lipschitz, entonces Tbf es acotado en L
p(dx), 1 < p <∞, si y so´lo si b ∈ BMO.
En [11], los autores definen condiciones que debe satisfacer un nu´cleo K para poder
asegurar que el conmutador de la integral singular T kb este acotado, prueban que si el
nu´cleo asociado satisface K ∈ HB ∩ HA,k, para algunas A y B funciones de Young,
entonces para todo 0 < p <∞ se tiene:∫
Rn
|T kb f(x)|pw(x)dx ≤ C
∫
Rn
(MA¯f(x))
pw(x)dx,
para toda w ∈ A∞ y f tal que el lado izquierdo sea finito, donde MA¯ es el operador
maximal asociado a la funcio´n A¯.
Como aplicacio´n se prueba que el conmutador del operador cuadrado, Skb , cumple la
desigualdad: Para todo p > 0, ∃ C > 0∫
Rn
|Skb f(x)|pw(x)dx ≤ C
∫
Rn
(Mk+3f(x))pw(x)dx,
para toda w ∈ A∞ y f tal que el lado izquierdo sea finito, donde Mk+3 es el operador
maximal de Hardy-Littlewood iterado k + 3 veces.
4Posteriormente, en [13], los autores mejoran la desigualdad anterior, logrando pro-
bar para este operador en particular el siguiente resultado: Para todo p > 0, ∃ C > 0
tal que: ∫
Rn
|Skb f(x)|pw(x)dx ≤ C
∫
Rn
(Mk+2f(x))pw(x)dx,
para toda w ∈ A∞ y f tal que el lado izquierdo sea finito, donde Mk+2 es el operador
maximal de Hardy-Littlewood iterado k + 2 veces.
La idea de este trabajo es definir una nueva condicio´n para los nu´cleos asociado
COIS que generalice la condicio´n definida en [8] y que sea ma´s de´bil que la condicio´n
utilizada en [11]. Con esta nueva condicio´n se probara´ un resultado similar al probado
en [13] y como corolario, la desigualdad:∫
Rn
|Skb f(x)|pw(x)dx ≤ C
∫
Rn
(Mk+2f(x))pw(x)dx,
para toda w ∈ A∞ y f tal que el lado izquierdo sea finito, donde Mk+2 es el operador
maximal de Hardy-Littlewood iterado k + 2 veces.
Cap´ıtulo 1
Preliminares
1 Espacios de Banach
Definicio´n 1.1. Dado X espacio vectorial sobre R o C, una norma sobre X es una
funcio´n ‖ · ‖X : X→ R que satisface:
1. ‖y‖X ≥ 0 y ‖y‖X = 0 si y so´lo si y = 0,
2. ‖cy‖X = |c|‖y‖X,
3. ‖z + y‖X ≤ ‖z‖X + ‖y‖X.
Esta norma induce una me´trica d(y, z) = ‖y − z‖X y llamamos al par (X, ‖ · ‖X)
espacio normado.
Definicio´n 1.2. Un Espacio de Banach es un par (X, ‖·‖X) normado cuya me´trica
inducida es completa.
Ejemplo 1.3. Espacios de Banach:
1. Lp(Rn) = {f : Rn −→ R : ∫Rn |f |p < ∞} con ‖f‖p := (∫Rn |f |p)1/p, para
1 ≤ p <∞.
2. L∞(Rn) = {f : Rn −→ R : sup ess
x∈Rn
|f(x)| <∞} con ‖f‖∞ = sup ess
x∈Rn
|f(x)|.
3. lp(Rn) =
{
{xi}i∈Z :
∑
i∈Z
|xi|p <∞
}
con ‖{xi}i∈Z‖p =
(∑
i∈Z
|xi|p
)1/p
, para
1 ≤ p <∞.
4. l∞(Rn) =
{
{xi}i∈Z : sup
i∈Z
|xi| <∞
}
con ‖{xi}i∈Z‖∞ = sup
i∈Z
|xi|.
Definicio´n 1.4. Sea X = RZ. Una norma ‖ · ‖X cumple la condicio´n del mo´dulo
si ‖ {an} ‖X ≤ ‖{|an|} ‖X.
Definicio´n 1.5. Sea X = RZ. Diremos que una norma ‖ · ‖X es creciente si dadas
{an} y {bn} sucesiones tales que 0 ≤ an ≤ bn ∀n ∈ Z, se tiene que ‖{an}‖X ≤ ‖{bn}‖X.
5
6Las normas ma´s utilizadas son crecientes y cumplen la condicio´n del mo´dulo, al-
gunos ejemplos son las normas lq, 1 < q <∞ y las normas de Luxemburgo asociadas a
una funcio´n de Young, que se definira´n ma´s adelante. Estas condiciones son necesarias
pues no todas las normas las cumplen. Un claro ejemplo es:
Ejemplo 1.6. Sea X = RZ y la norma ‖{xn}‖X :=
(
(x1 − x2)2 +
∑
n6=1
x2n
)1/2
.
Si tomamos {xn}n∈Z tal que x1 = 1, x2 = −1 y xn = 0 si n 6= 1, 2. Se puede ver que
‖{xn}‖X =
√
5 y ‖{|xn|}‖X = 1. Luego esta norma no cumple la condicio´n del mo´dulo.
Si tomamos (..., 0, x1, x2, 0, ...) = (..., 0, 1, 3, 0, ...) y (..., 0, y1, y2, 0, ...) = (..., 0, 2, 3, 0, ...),
se ve que 0 ≤ xi ≤ yi ∀ i ∈ Z, y tenemos que ‖{xn}‖X =
√
13 y ‖{yn}‖X =
√
10. Por
lo tanto, la norma no es creciente.
2 Algunas Nociones de Operadores Acotados
De aqu´ı en ma´s el espacio X sera´ KZ, es decir el espacio vectorial de las sucesiones.
‖.‖X sera´ alguna norma definida en el espacio de sucesiones X que sea creciente y
cumpla la condicio´n del mo´dulo, por ejemplo las normas lp, con 1 ≤ p ≤ ∞, o la
norma de Luxemburgo dada por alguna funcio´n de Young con la cual (X, ‖.‖X) es un
espacio de Banach.
A continuacio´n se presentara´n dos definiciones de operadores acotados.
Definicio´n 1.7. Sean 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞, y T un operador definido en Lp(Rn) en
el espacio de las funciones definidas en Rn que toman valores en el espacio de Banach
(X, ‖.‖X), entonces:
• T se dice de tipo fuerte (p, q) si y so´lo si, ∃ c > 0 tal que,
‖‖Tf‖X‖q ≤ c‖f‖p,
para toda f ∈ Lp(Rn).
• T se dice de tipo de´bil (p, q) si y so´lo si, ∃ c > 0 tal que,
| {x ∈ Rn : ‖Tf(x)‖X > λ} | ≤ c
(‖f‖p
λ
)q
,
para toda f ∈ Lp(Rn).
En el caso particular de que T : Lp(Rn) −→ Lp(Rn), es decir, X = R o´ X = C
tenemos que para toda f ∈ Lp(Rn):
T es de tipo fuerte (p, q) si y so´lo si, ∃ c > 0 talque, ‖Tf‖q ≤ c‖f‖p y
T es de tipo de´bil (p, q) si y so´lo si, ∃ c > 0 talque,
| {x ∈ Rn : |Tf(x)| > λ} | ≤ c
(‖f‖p
λ
)q
.
Observacio´n 1.8. Se prueba que si un operador es de tipo fuerte (p, q) entonces es
de tipo de´bil (p, q). Para hacer la prueba so´lo se utiliza la desigualdad de Tchebycheff.
73 Operadores Maximales y la Clase de Pesos de Muckenhoupt
A continuacio´n se define un caso particular de un operador sublineal:
Definicio´n 1.9 (Maximal de Hardy-Littlewood). Dada f ∈ L1loc(Rn) y x ∈ Rn,
definimos:
Mf(x) := sup
Q3x
1
|Q|
∫
Q
|f(y)|dy,
donde Q son cubos en Rn.
Observacio´n 1.10. El operador M satisface las siguientes propiedades:
1. M es sublineal.
2. M es semicontinua inferiormente.
3. f(x) ≤ Mf(x), para casi todo x ∈ Rn (Por el Teorema de diferenciacio´n de
Lebesgue).
4. M es de tipo fuerte (∞,∞) (se prueba trivialmente).
5. M es de tipo de´bil (1, 1) (utilizando algu´n lema de cubrimiento).
6. M es de tipo fuerte (p, p) para todo 1 < p ≤ ∞. Esta afirmacio´n se deduce us-
ando el Teorema de Interpolacio´n de Marzinkiewicz y los dos incisos anteriores.
Al operador M se lo generaliza a una familia de operadores Mr como se muestra
a continuacio´n:
Definicio´n 1.11. Dada f ∈ L1loc(Rn), r ≥ 0 y x ∈ Rn, definimos:
Mrf(x) := (M(|f |r)(x))1/r =
(
sup
Q3x
1
|Q|
∫
Q
|f(y)|rdy
)1/r
,
donde Q son cubos en Rn.
Observacio´n 1.12. Observar que si 1 ≤ r < ∞, por la desigualdad de Ho¨lder, se
tiene que Mf(x) ≤Mrf(x) ∀x ∈ Rn.
Antes de seguir definiendo operadores maximales, definamos las clases de pesos de
Muckenhoupt.
Definicio´n 1.13. Un peso sera´ una funcio´n w, no negativa y localmente integrable.
Definicio´n 1.14 (Clases de pesos de Muckenhoupt, Ap). Dado w un peso diremos
que:
• w es un peso de la clase Ap, 1 < p <∞, si para todo cubo Q ⊂ Rn,(
1
|Q|
∫
Q
w(y)dy
)(
1
|Q|
∫
Q
w(y)−
1
p−1dy
)p−1
≤ Cp,
con Cp independiente de Q.
8• w es un peso de la clase A1 si
Mw(x) ≤ C1w(x) p.p.x ∈ Rn,
con C1 independiente de x.
Definimos adema´s la clase A∞ :=
⋃
p≥1
Ap.
Se puede probar lo siguiente, para mayor precisio´n ver [5],
Teorema 1.15. Dada w una funcio´n no negativa localmente integrable en Rn y M la
funcio´n maximal de Hardy-Littlewood, entonces son equivalentes:
• w es un peso de la clase Ap con 1 ≤ p <∞.
• M es de tipo de´bil (p, p) con respecto a la medida w(x)dx.
Si consideramos p > 1 son equivalentes:
• w es un peso de la clase Ap con 1 < p <∞.
• M es de tipo fuerte (p, p) con respecto a la medida w(x)dx.
Definicio´n 1.16. Dada f ∈ L1loc(Rn), definimos el Operador Sharp como sigue:
M#f(x) := sup
Q3x
1
|Q|
∫
Q
∣∣∣∣f(y)− 1|Q|
∫
Q
|f(z)|dz
∣∣∣∣ dy,
o´ equivalentemente,
M#f(x) = sup
Q3x
inf
a∈C
1
|Q|
∫
Q
|f(y)− a|dy.
A fines pra´cticos se utiliza la segunda definicio´n del operador Sharp. Adema´s,
este operador esta controlado puntualmente por un mu´ltiplo de la maximal de Hardy-
Littlewood, ma´s concretamente, M#f(x) ≤ 2Mf(x)∀x ∈ Rn.
El siguiente teorema nos da una relacio´n en normas p’s entre los dos operadores
maximales. (ver [5])
Teorema 1.17 (Teorema Sharp). Sea w ∈ A∞, 0 < p <∞. Existe c > 0 tal que:∫
Rn
|Mf(x)|pw(x)dx ≤ c
∫
Rn
|M#f(x)|pw(x)dx,
siempre que el lado izquierdo sea finito.
Definiremos un caso particular de espacio de funciones, que nos sera´ de utilidad.
Definicio´n 1.18. El espacio de funciones con oscilacio´n media acotada, BMO, esta´
definido como
BMO :=
{
f : Rn → R medibles : M#f(x) <∞ para casi todo x ∈ Rn
}
.
Adema´s, tomamos como ‖f‖BMO := ‖M#f‖∞.
Observacio´n 1.19. La ‖ · ‖BMO definida antes no es una norma pues las constantes
tienen oscilacio´n cero. Para que sea una norma, lo que se considera es el espacio
BMO cocientado por el espacio de las funciones constantes. Luego, en este espacio
‖ · ‖BMO es una norma y adema´s este espacio es un espacio de Banach.
94 Funciones de Young y Normas Luxemburgo
En esta seccio´n se definira´ las funciones de Young, las normas de Luxemburgo
y se enunciara´n algunos resultados relacionados a funciones de Young. Para mayor
precisicio´n ver [14].
Definicio´n 1.20. Una funcio´n B : [0,∞) → [0,∞) es una funcio´n de Young si B
es continua, convexa, no decreciente que satisface B(0) = 0 y lim
t→∞
B(t) =∞.
Observacio´n 1.21. Dada una funcio´n de Young se puede probar que existe la funcio´n
inversa y adema´s es no decreciente.
Definicio´n 1.22. Dada una funcio´n de Young B, la funcio´n complementaria B¯,
se define de la siguiente forma: para 0 ≤ x <∞,
B¯(x) := sup
0≤y<∞
(xy − B(y)).
Observacio´n 1.23. La funcio´n complementaria B¯ de una funcio´n B de Young es de
Young.
Ejemplo 1.24. Funciones de Young:
1. Si B(t) = tp, 1 ≤ p <∞ entonces B¯(t) = tp′ con 1
p
+ 1
p′ = 1.
2. Dado k ∈ N ∪ {0}, si B(t) = exp
(
t
1
1+k+
)
− 1 con  ≥ 0, entonces
B¯(t) = t(1 + log(t))1+k+.
Definicio´n 1.25. Se define la norma Luxemburgo de una funcio´n f inducida por
una tal B funcio´n de Young de la siguiente manera:
‖f‖B := inf
{
λ > 0 :
∫
R
B
( |f |
λ
)
≤ 1
}
.
El promedio de la norma Luxemburgo de f en el cubo Q viene dado por:
‖f‖B,Q := inf
{
λ > 0 :
1
|Q|
∫
Q
B
( |f |
λ
)
≤ 1
}
.
Teorema 1.26. (Desigualdad de Ho¨lder para funciones de Young)
• Dada A una funcio´n de Young,
1
|Q|
∫
Q
|fg| ≤ 2‖f‖A,Q‖g‖A¯,Q.
• Si A,B, C son funciones de Young tal que A−1(t)B−1(t)C−1(t) ≤ t, para todo
t ≥ 1, entonces
‖fgh‖L1,Q ≤ c‖f‖A,Q‖g‖B,Q‖h‖C,Q.
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Observacio´n 1.27. Notemos que la segunda desigualdad de Ho¨lder implica
‖fg‖C¯,Q ≤ c‖f‖A,Q‖g‖B,Q y ‖f‖C¯,Q ≤ c‖f‖A,Q.
La primera desigualdad se obtiene por dualidad y la segunda tomando g ≡ 1.
Dada f ∈ L1loc(Rn) se define el operador maximal asociado a una funcio´n de Young
B como:
MBf(x) := sup
Q3x
‖f‖B,Q.
Observacio´n 1.28. Si k ∈ N, se puede probar que el operador ML(1+logL)k es pun-
tualmente equivalente a (k + 1) veces iteraciones del operador M , es decir, a Mk+1.
Ma´s au´n se tiene que:
Mf(x) ≤ cML(1+logL)kf(x) ≤ cMrf(x), ∀ k > 0, r > 1.
La primera desigualdad se obtiene usando la desigualdad de Ho¨lder para las fun-
ciones f y g ≡ 1 y las normas dadas por funciones de Young B(t) = t(1 + log(t))k
B¯(t) = exp
(
t
1
k
)
− 1 respectivamente. Para la segunda desigualdad sale del hecho que
t(1 + log(t))k . tr.
Observacio´n 1.29. Dada una funcio´n de Young, A y (Ω,M, µ) un espacio de me-
dida se puede generalizar la norma de Luxemburgo a funciones definidas en Ω de la
siguiente manera:
LA :=
⋃
SA,a donde SA,a := {f :
∫
Ω
A(|f |)dµ ≤ a}.
Se prueba que:
‖f‖A,a := inf
{
λ > 0 :
∫
Ω
A
( |f |
λ
)
dµ ≤ a
}
,
define una norma completa en LA para todo a ∈ [0,∞). Ma´s au´n todas las normas
‖ · ‖A,a son equivalentes para todo a.
En particular, si consideramos como Ω = Z, µ la medida de contar, entonces queda
definida una familia de normas Luxemburdo en KZ asociadas a la funcio´n de Young A
(definiendo como ‖f‖A,a =∞ si f 6∈ LA). Como las normas ‖ · ‖A,a son equivalentes
para todo a, las denotamos ‖ · ‖A. De esta manera, (KZ, ‖ · ‖A) resulta espacio de
Banach. (Ver [16]).
5 Conmutadores de Operadores Integrales Singulares (COIS)
En esta seccio´n definiremos algunos casos particulares de operadores a valores vec-
toriales: los Operadores Integrales Singulares (OIS) y los Conmutadores de Operado-
res Integrales Singulares (COIS). Para ello comencemos definiendo algunas condiciones
de tipo Ho¨rmander.
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La siguiente definicio´n fue dada en el trabajo [13]. Ah´ı los autores generalizan la
cla´sica condicio´n de Ho¨rmander.
Notacio´n: De ahora en adelante |y| ∼ 2mR := {y ∈ R : 2mR ≤ |y| < 2m+1R}.
Definicio´n 1.30. Sea K una funcio´n a valores vectoriales, A una funcio´n de Young
y k ∈ N ∪ {0}, entonces:
1. K satisface la condicio´n LA,X,k-Ho¨rmander si existen cA > 1 y CA > 0 tales que
para cada x y R > cA|x| se tiene:
∞∑
m=1
(2mR)nmk
∥∥‖K(· − x)−K(·)‖X χ|y|∼2mR(·)∥∥A,B(0,2m+1R) ≤ CA,
o´ equivalentemente, dado x0 ∈ Rn, K satisface la condicio´n LA,X,k-Ho¨rmander
centrada en x0 si existen cA > 1 y CA > 0 tales que para cada x y R > cA|x−x0|
se tiene:
∞∑
m=1
(2mR)nmk
∥∥‖K(· − (x− x0))−K(·)‖X χ|y−x0|∼2mR(·)∥∥A,B(x0,2m+1R) ≤ CA.
Si K satisface la condicio´n LA,X,k-Ho¨rmander se dice que K ∈ HA,X,k.
2. K satisface la condicio´n L∞,X,k-Ho¨rmander si existe C∞ > 0 tal que:
∞∑
m=1
(2mR)nmk sup
|y|∼2mR
‖K(y − x)−K(y)‖X ≤ C∞.
Si K satisface la condicio´n L∞,X,k-Ho¨rmander se dice que K ∈ H∞,X,k.
3. K ∈ H1,X si existe C > 0 tal que:
sup
x∈Rn
∫
|y|>2|x|
‖K(y − x)−K(y)‖Xdy ≤ C ∀y ∈ Rn{0}.
Si k = 0, denotamos HA,X = HA,X,0 y H∞,X = H∞,X,0.
Observacio´n 1.31. Para probar que las dos condiciones en 1. son equivalentes so´lo
hay que realizar el cambio de variable x¯ = x− x0 y y¯ = y − x0 en la definicio´n de la
norma de Young de ‖K(· − (x− x0))−K(·)‖Xχ|y−x0|∼2mR(·).
Observacio´n 1.32. Existen relaciones entre estas clases. Si A es una funcio´n de
Young, usando la desigualdad de Ho¨lder, obtenemos:
1. H∞,X,k ⊂ HA,X,k ⊂ HA,X,k−1 ⊂ · · · ⊂ HA,X,1 ⊂ H1,X .
2. Si A(t) ≤ CB(t) para t > t0, algu´n t0, entonces:
H∞,X,k ⊂ HB,X,k ⊂ HA,X,k ⊂ H1,X,k ⊂ H1,X .
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3. En particular, si A(t) = tr y si denotamos Hr,X = HA,X entonces
H∞,X,k ⊂ Hr2,X,k ⊂ Hr1,X,k ⊂ H1,X,k ⊂ H1,X ∀ 1 < r1 < r2 <∞.
Definiremos ahora las nociones de Operador Integral Singular (OIS) y Con-
mutador de Operador Integral Singular (COIS) a valores vectoriales.
Definicio´n 1.33. (OIS) Consideremos una funcio´n K a valores vectoriales, K(y) =
{Kl(y)}l∈Z, Kl ∈ L1loc(Rn{0}). Definimos:
Tf(x) := v.p.
∫
Rn
K(x− y)f(y)dy = {(Kl ∗ f)(x)}l∈Z
=
{
v.p.
∫
Rn
Kl(x− y)f(y)dy
}
l∈Z
.
El operador T sera´ un Operador Integral Singular (OIS) si es fuerte (p0, p0), para
algu´n p0 > 1, y el nu´cleo K = {Kl}l∈Z ∈ H1,X .
Definicio´n 1.34. (COIS) Dados T un OIS y b ∈ BMO definimos el conmutador de
T de orden k, k ∈ N ∪ {0}, como:
T kb f(x) := v.p.
∫
Rn
(b(y)− b(x))kK(x− y)f(y)dy
=
{
v.p.
∫
Rn
(b(y)− b(x))kKl(x− y)f(y)dy
}
l∈Z
.
Notemos que para k = 0, T kb = T y observemos que T
k
b = [b, T
k−1
b ], k ∈ N.
Observacio´n 1.35. T kb f(x) = [b, T
k−1
b ](f)(x) := b(x)T
k−1
b (f)(x)− T k−1b (bf)(x).
Observacio´n 1.36. Las dos hipo´tesis pedidas al operador T en la defincio´n de OIS,
implican que el operador es de tipo fuerte (p, p) para todo 1 < p < ∞. Para mayor
precisicio´n ver [5].
6 El Conmutador del Operador Cuadrado
Ahora definiremos un COIS, que nos servira´ de ejemplo en este trabajo. Para ello
primero definiremos el operador cuadrado.
Definicio´n 1.37. Sea f una funcio´n medible definida en R. Para cada l ∈ Z consi-
deramos los promedios Alf(x) :=
1
2l+1
∫ x+2l
x−2l f . El operador cuadrado se define como:
Sf(x) :=
(∑
l∈Z
|Alf(x)− Al−1f(x)|2
)1/2
.
Este operador esta relacionado con un OIS, T˜ , que definiremos a continuacio´n:
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Definicio´n 1.38. Dada f localmente integrable en R, definimos T˜ como:
T˜ f(x) :=
{∫
R
(
1
2l+1
χ(−2l,2l)(x− y)−
1
2l
χ(−2l−1,2l−1)(x−y)
)
f(y)dy
}
l∈Z
=
∫
R
K(x− y)f(y)dy,
donde K es
K(z) = {Kl(z)}l∈Z =
{
1
2l+1
χ(−2l,2l)(z)−
1
2l
χ(−2l−1,2l−1)(z)
}
l∈Z
.
Observacio´n 1.39. Se puede probar que ‖T˜ f(x)‖l2 = Sf(x). Para este operador T˜
el espacio de Banach (X, ‖ · ‖X) a considerar es (l2(Z), ‖ · ‖l2).
Ahora podemos definir el conmutador del operador cuadrado.
Definicio´n 1.40. Dados f una funcio´n medible en R, k ∈ N ∪ {0} y b ∈ BMO. Sea
T˜ el OIS asociado al operador cuadrado, definimos:
T˜ kb f(x) :=
∫
R
(b(y)− b(x))kK(x− y)f(y)dy
=
{∫
R
(b(y)− b(x))kKl(x− y)f(y)dy
}
l∈Z
,
donde K es el nu´cleo asociado a T˜ .
Definicio´n 1.41. Dados f una funcio´n medible en R, k ∈ N ∪ {0} y b ∈ BMO.
Definimos el conmutador del operador cuadrado de orden k, como:
Skb f(x) := ‖T˜ kb f(x)‖l2 ,
donde T˜ kb es el conmutador de T˜ de orden k.
7 Resultados conocidos
El principio de Caldero´n-Zygmund asegura que toda integral singular esta´ acotada
en normas Lp(w), w ∈ A∞, por un operador maximal apropiado. Para integrales
singulares de Caldero´n-Zygmund (con nu´cleo satisfaciendo la condicio´n de Lipschitz)
este es el resultado cla´sico de Coifman [2]: el operador que controla en normas p’s es el
operador maximal de Hardy-Littlewood. Para integrales singulares con nu´cleo no tan
suave, por ejemplo con nu´cleo en Hr,X , el operador maximal que controla es mayor
que el de Hardy-Littlewood, es Mr (ver [10] y [15], donde se generaliza para nu´cleos
a valores vectoriales). En [12] los autores generalizan estos resultados probando el
siguiente teorema:
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Teorema 1.42. [12] Sea K un nu´cleo a valores vectoriales tal que K ∈ HA,X y sea
T el operador asociado al nu´cleo K. Supongamos que T es de tipo fuerte (p0, p0) para
algu´n p0 > 1. Entonces ∀ 0 < p <∞ y w ∈ A∞ se tiene,∫
Rn
‖Tf‖pXw ≤ C
∫
Rn
(MA¯f)
pw,
siempre que el lado izquierdo sea finito.
Observacio´n 1.43. Notemos que un operador que satisfaga las hipo´tesis del teorema
anterior es un OIS, pues K ∈ HA,X ⊂ H1,X .
Luego en [11] los autores generalizan el resultado anterior a COIS y tambie´n de-
muestran un corolario para el conmutador del operador cuadrado.
Teorema 1.44. [11] Dados b ∈ BMO y k ∈ N ∪ {0}. Sean A,B funciones de Young
tales que A¯−1(t)B−1(t)C¯−1k (t) ≤ t, con C¯k(t) = exp(t1/k) para t ≥ 1. Si T es un
operador integral con nu´cleo K a valores vectoriales tal que K ∈ HB ∩HA,k, entonces
para todo 0 < p <∞ y w ∈ A∞ se tiene,∫
Rn
‖T kb f‖pXw ≤ C
∫
Rn
(MA¯f)
pw, f ∈ L∞c ,
siempre que el lado izquierdo sea finito.
Corolario 1.45. [11] Dada b ∈ BMO. Sea Skb el conmutador del operador cuadrado
de orden k, k ∈ N ∪ {0}, entonces su nu´cleo K cumple que K ∈ HB,l2 ∩ HA,l2,k con
B(t) = exp(t 11+ ) − 1 y A(t) = exp(t 11+k+ ) − 1 para todo  > 0. Luego para p > 0 y
w ∈ A∞, existe una constante C > 0 tal que:∫
R
(Skb f(x))
pw(x)dx =
∫
R
(‖T˜ kb f(x)‖l2)pw(x)dx ≤ C
∫
R
(Mk+3f(x))pw(x)dx,
siempre que el lado izquierdo sea finito.
En este corolario lo u´nico que hay que ver es que si A(t) = exp(t 11+k+ )−1, entonces
A¯(t) = t(1 + log(t))1+k+. Para  suficientemente pequen˜o A¯(t) ≤ t(1 + log(t))2+k =
D(t) y por lo tanto MDf es puntualmente equivalente a Mk+3f . El Corolario se
probara´ en el Capitulo 2.
Posteriormente en [13], los autores logran mejorar esta cota, con algunas cuentas
trabajando con este operador espec´ıficamente y obtienen:
Corolario 1.46. [13] Dada b ∈ BMO. Sea Skb el conmutador del operador cuadrado
de orden k, k ∈ N∪ {0}. Luego para p > 0 y w ∈ A∞, existe una constante C > 0 tal
que: ∫
R
(Skb f(x))
pw(x)dx ≤ C
∫
R
(Mk+2f(x))pw(x)dx,
siempre que el lado izquierdo sea finito.
15
Actualmente en [8], la autora trabajando con OIS define una condicio´n ma´s de´bil
para el nu´cleo y que permite obtener mejores resultados a los probados en [11] y
generalizar los de [13].
Definicio´n 1.47. Sea T un operador a valores vectoriales, K el nu´cleo asociado a T
y A una funcio´n de Young, entonces:
1. K satisface la condicio´n LA,X† -Ho¨rmander si existen cA > 1 y CA > 0 tales que
para cada x y R > cA|x| se tiene:∥∥∥∥∥
{ ∞∑
m=1
(2mR)n‖(Kl(· − x)−Kl(·))χ|y|∼2mR(·)‖A,B(0,2m+1R)
}
l∈Z
∥∥∥∥∥
X
≤ CA,
o´ equivalentemente, dado x0 ∈ Rn, K satisface la condicio´n LA,X† -Ho¨rmander
centrada en x0 si existen cA > 1 y CA > 0 tales que para cada x y R > cA|x−x0|
se tiene:∥∥∥∥∥
{ ∞∑
m=1
(2mR)n‖(Kl(· − (x− x0))−Kl(·))χ|y−x0|∼2mR(·)‖A,B(x0,2m+1R)
}
l∈Z
∥∥∥∥∥
X
≤ CA.
Si K satisface la condicio´n LA,X† -Ho¨rmander se dice que K ∈ H†A,X .
2. K satisface la condicio´n L∞,X† -Ho¨rmander si existe C∞ > 0 tal que:∥∥∥∥∥
∞∑
m=1
(2mR)n sup
|y|∼2mR
(Kl(y − x)−Kl(y))
∥∥∥∥∥
X
≤ C∞.
Si K satisface la condicio´n L∞,X† -Ho¨rmander se dice que K ∈ H†∞,X .
3. K ∈ H†1,X si existe C > 0 tal que:
sup
x∈Rn
∥∥∥∥∫|y|>2|x|Kl(y − x)−Kl(y)dy
∥∥∥∥
X
≤ C ∀y ∈ Rn{0}.
Observacio´n 1.48. Nuevamente observemos que se dan las siguientes contenciones,
estas se deducen solamente usando la desigualdad de Ho¨lder:
1. H†A,X ⊂ H†1,X .
2. Adema´s si A(t) = tr y si denotamos H†r,X = H†A,X entonces
H†∞,X ⊂ H†r2,X ⊂ H†r1,X ⊂ H†1,X ∀1 < r1 < r2 <∞.
Adema´s tenemos contenciones entre las distintas clases, que se deducen usando la
desigualdad triangular de la norma ‖ · ‖X , estas son:
1. HA,X ⊂ H†A,X .
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2. H1,X ⊂ H†1,X .
3. H∞,X ⊂ H†∞,X .
Teorema 1.49. Sea T OIS a valores vectoriales cuyo nu´cleo K ∈ H†A,X . Sea 0 < p <
∞ y w ∈ A∞, entonces ∃ c > 0 tal que:∫
Rn
‖Tf‖pXw ≤ C
∫
Rn
(MA¯f)
pw,
siempre que el lado izquierdo sea finito.
Como aplicacio´n en [8] la autora prueba que si {Kl} es el nu´cleo asociado al oper-
ador cuadrado entonces {Kl} ∈ H†A,X con A(t) = et − 1.
En este trabajo, inspirados en [8], introducimos la siguiente definicio´n que es una
condicio´n ma´s de´bil que satisfacera´ el nu´cleo, generalizando la condicio´n introducida
en [8], y nos permitira´ obtener mejores resultados a los probados en [11] y generalizar
los de [13] para COIS. El Corolario 1.38 sera´ una aplicacio´n del resultado que
probaremos en los Capitulos 2 y 3 utilizando esta nueva definicio´n.
Definicio´n 1.50. Sean T un operador a valores vectoriales, K el nu´cleo asociado a
T , A una funcio´n de Young y k ∈ N ∪ {0}, entonces:
1. K satisface la condicio´n LA,X,k† -Ho¨rmander si existen cA > 1 y CA > 0 tales que
para cada x y R > cA|x| se tiene:∥∥∥∥∥
{ ∞∑
m=1
(2mR)nmk‖(Kl(· − x)−Kl(·))χ|y|∼2mR(·)‖A,B(0,2m+1R)
}
l∈Z
∥∥∥∥∥
X
≤ CA,
o´ equivalentemente, dado x0 ∈ Rn, K satisface la condicio´n LA,X,k† -Ho¨rmander
centrada en x0 si existen cA > 1 y CA > 0 tales que para cada x y R > cA|x−x0|
se tiene:∥∥∥∥∥
{ ∞∑
m=1
(2mR)nmk‖(Kl(· − (x− x0))−Kl(·))χ|y−x0|∼2mR(·)‖A,B(x0,2m+1R)
}
l∈Z
∥∥∥∥∥
X
≤ CA.
Si K satisface la condicio´n LA,X,k† -Ho¨rmander se dice que K ∈ H†A,X,k.
2. K ∈ H†1,X,k si ∃ C1 > 0 tal que:∥∥∥∥∥
{ ∞∑
m=1
(2mR)nmk‖(Kl(· − y)−Kl(·))χ|y|∼2mR(·)‖L1,B(0,2m+1R)
}
l∈Z
∥∥∥∥∥
X
≤ C1.
3. K ∈ H†∞,X,k si ∃ C∞ > 0 tal que:∥∥∥∥∥
{ ∞∑
m=1
(2mR)nmk‖(Kl(· − x)−Kl(·))χ|y|∼2mR(·)‖L∞,B(0,2m+1R)
}
l∈Z
∥∥∥∥∥
X
≤ C∞.
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Observacio´n 1.51. Si k = 0, H†A,X,0 coincide con H
†
A,X definido en [8].
Observacio´n 1.52. Nuevamente tenemos relaciones entre las clases:
1. Para todo k ∈ N ∪ {0},
H†A,X,k ⊂ H†A,X,k−1 ⊂ · · · ⊂ H†A,X,1 ⊂ H†A,X .
2. Para k fijo y si A(t) ≤ CB(t) para t > t0, algu´n t0, entonces:
(i) H†∞,X,k ⊂ H†B,X,k ⊂ H†A,X,k ⊂ H†1,X,k ⊂ H†1,X .
En particular, si A(t) = tr y si denotamos H†r,X,k = H†A,X,k entonces para todo
1 < r1 < r2 <∞,
(ii) H†∞,X,k ⊂ H†r2,X,k ⊂ H†r1,X,k ⊂ H†1,X,k.
3. HA,X,k ⊂ H†A,X,k.
4. H1,X,k ⊂ H†1,X,k.
5. H∞,X,k ⊂ H†∞,X,k.
Para 1. se utiliza el hecho que dado k ∈ N, mk ≥ mk−1 ∀m ∈ N y la u´ltima inclusio´n
es la desigualdad de Ho¨lder. Para 2. (i) y (ii) nuevamente se utiliza la desigualdad
de Ho¨lder. Para las dema´s relaciones se utiliza la desigualdad triangular de ‖ · ‖X .
Observacio´n 1.53. En 3. la inclusio´n es estricta, es decir, HA,X,k ( H†A,X,k. Un
ejemplo es el nu´cleo asociado al operador cuadrado con X = l2 y A(t) = exp(t 11+k ).
Esta observacio´n se probara´ en el siguiente cap´ıtulo.
En el pro´ximo cap´ıtulo se enunciara el teorema ma´s importante de este trabajo y
sus corolarios y aplicaciones.

Cap´ıtulo 2
Resultados Principales y Aplicaciones
1 Resultados Principales
A continuacio´n enunciaremos el resultado principal de este trabajo. Para ello conside-
raremos nu´cleos que satisfacen la condicio´n H†A,X,k. El enunciado de este teorema es
similar al Teorema 1.42, pero nos permitira´ obtener una acotacio´n ma´s precisa para
el caso del conmutador del operador cuadrado Skb .
Teorema 2.1. Sean b ∈ BMO y k ∈ N ∪ {0}. Sean A, B funciones de Young tales
que A¯−1(t)B−1(t)C¯−1k (t) ≤ t, con C¯k(t) = exp(t1/k) para t ≥ 1. Si T es un operador
integral con nu´cleo K a valores vectoriales tal que K ∈ H†B,X ∩H†A,X,k, entonces para
todo 0 < p <∞ y w ∈ A∞ se tiene,∫
Rn
‖T kb f‖pXw ≤ C
∫
Rn
(MA¯f)
pw, f ∈ L∞c ,
siempre que el lado izquierdo sea finito.
Este teorema se demostrara´ en el siguiente cap´ıtulo. Como aplicacio´n del mismo
recordemos el corolario enunciado en los preliminares:
Corolario. 1.46 Dada b ∈ BMO. Sea Skb el conmutador del operador cuadrado de
orden k, k ∈ N ∪ {0}. Luego para p > 0 y w ∈ A∞, existe una constante C > 0 tal
que: ∫
R
(Skb f(x))
pw(x)dx ≤ C
∫
R
(Mk+2f(x))pw(x)dx,
siempre que el lado izquierdo sea finito.
2 El Conmutador del Operador Cuadrado
El objetivo de esta seccio´n es demostrar el Corolario 1.46, para ello primero veamos
algunas propiedades del nu´cleo del operador cuadrado S.
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2.1 Propiedades del Nu´cleo del Operador Cuadrado
En las siguientes proposiciones denotamos al nu´cleo asociado al operador cuadrado
como K = {Kl}l∈Z.
Proposicio´n 2.2. K 6∈ H∞, l2,k.
Proposicio´n 2.3. K ∈ HA, l2,k con A(t) = exp(t
1
1+k+ )− 1 para todo  > 0.
Proposicio´n 2.4. K ∈ H†A, l2,k ⇔
∥∥∥{ mkA−1(2m8)}
m∈Z
∥∥∥
l2
<∞.
Proposicio´n 2.5. K ∈ H†B, l2 ∩H†A, l2,k con B(t) = et − 1 y A(t) = exp(t
1
1+k )− 1.
Observacio´n 2.6. Como K es par,
K(· − x)−K(·) = K(x− ·)−K(−·).
Entonces podemos cambiarlo en las condiciones de Ho¨rmander definidas en el cap´ıtulo
anterior.
Para demostrar estas propiedades enunciaremos una propiedad de K, demostrada
en [8].
Proposicio´n 2.7. Sean x0 ∈ R, i < j, i, j ∈ Z. Sean x, y ∈ R tales que |x− x0| < 2i,
adema´s y ∈ (x0 − 2j+1, x0 − 2j) o´ y ∈ (x0 + 2j, x0 + 2j+1). Entonces:
|Kl(x− y)−Kl(x0 − y)| =

1
2j+1
χ(x−2j ,x0−2j)∪(x0+2j ,x+2j)(y) si l = j,
1
2j+2
χ(x0−2j+1,x−2j+1)∪(x+2j+1,x0+2j+1)(y)
+ 1
2j+1
χ(x−2j ,x0−2j)∪(x0+2j ,x+2j)(y) si l = j + 1,
1
2j+2
χ(x0−2j+1,x−2j+1)∪(x+2j+1,x0+2j+1)(y) si l = j + 2,
0 si l 6∈ {j, j + 1,+2}
Definicio´n: Definamos algunos conjuntos, estos son:
−F−m := (x− 2m+i,−2m+i) F−m := (x+ 2m+i, 2m+i)
−F+m := (−2m+i, x− 2m+i) F+m := (2m+i, x+ 2m+i)
−Fm :=
{
−F−m si x < 0
−F+m si x > 0
Fm :=
{
F−m si x < 0
F+m si x > 0
Observemos que si |x| < 2i, [−Fm ∪ Fm] ∩ [−Fm−1 ∪ Fm−1] = ∅ ∀m ∈ Z.
Demostracio´n Proposicio´n 2.2. Probemos que el nu´cleo asociado al operador cuadrado
S, K(x) = {Kl(x)}l∈Z 6∈ H∞, l2,k. Como K esta´ definida en R, entonces en la
condicio´n debemos tomar n = 1 y utilizando la Observacio´n 2.6, es decir que,
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K(x) = {Kl(x)} ∈ H∞, l2,k si y so´lo si ∃ c∞ > 1 y C∞ > 0 tales que ∀ R > 0 y
∀ x ∈ R : R > c∞|x| se tiene que:
∞∑
m=1
(2mR)mk sup
|y|∼2m+i
‖K(x− y)−K(−y)‖l2 ≤ C∞.
Para probar que el nu´cleo K no satisface dicha condicio´n basta ver que dado un
R > 0 la sumatoria es infinita.
Sea x0 = 0 (de la proposicio´n anterior) y sean c∞ > 1 y C∞ > 0 fijos, R = 2i para
algu´n i ∈ Z, |x|c∞ < R, j = m + i con m ∈ N y 2j < |y| < 2j+1 entonces por la
Proposicio´n 2.7 se tiene:
sup
|y|∼2j
‖K(x− y)−K(−y)‖l2 = sup
|y|∼2m+i
[(
1
2j+1
)2
χ−F−m∪F+m(y)
+
(
1
2j+2
χ−F+m∪F−m)(y) +
1
2j+1
χ−F−m−1∪F+m−1(y)
)2
+
(
1
2j+2
)2
χ−F+m−1∪F−m−1(y)
]1/2
= sup
|y|∼2j
[
2
22(j+1)
χ−F−m∪F+m(y) +
2
22(j+2)
χ−F+m−1∪F−m−1(y)
]1/2
(2.1)
≥ sup
|y|∼2mj
[
2
22(j+1)
χ−F−m∪F+m(y)
]1/2
= sup
|y|∼2j
1
2j
√
2
χ−F−m∪F+m(y), (2.2)
donde la igualdad (2.1) es debido a que los conjuntos son disjuntos.
Notemos que |y| ∼ 2j = (−2j+1,−2j) ∪ (2j, 2j+1) y adema´s
[(−2j+1,−2j) ∪ (2j, 2j+1)] ∩ [−F−m ∪ F+m ] = [−2j+1,−2j) ∩ −F−m ] ∪ [(2j, 2j+1) ∩ F+m ]
⊃ [(2j, 2j+1) ∩ F+m ] = [(2j, 2j+1) ∩ (2j, x+ 2j)] 6= ∅.
Luego, (2.2) queda:
sup
|y|∼2j
‖K(x− y)−K(−y)‖l2 ≥ sup
|y|∼2j
1
2j
√
2
χ−F−m∪F+m(y) =
1
2j
√
2
∀m ∈ N. (2.3)
Por lo tanto, por (2.3) y como j = m+ i,
∞∑
m=1
(2m+i)mk sup
|y|∼2m+i
‖K(x− y)−K(−y)‖l2 ≥
∞∑
m=1
(2m+i)mk
1
2m+i
√
2
(2.4)
=
∞∑
m=1
mk√
2
=∞. (2.5)
Por lo tanto K 6∈ H∞, l2,k.
Observacio´n 2.8. Como K 6∈ H∞, l2,k no podemos usar el Teorema 2.1 para asegu-
rar que:∫
R
|Skb f(x)|pw(x)dx =
∫
R
‖T˜ kb f(x)‖pl2w(x)dx ≤ C
∫
R
|Mk+1f(x)|pw(x)dx.
Esta u´ltima desigualdad sigue siendo un problema abierto.
22
Demostracio´n Proposicio´n 2.3. Sea A(t) = exp(t 11+k+ )− 1 con  > 0. Por la Obser-
vacio´n 2.6, queremos ver que ∃ cA > 1 y CA > 0 tales que ∀R > 0 y ∀x : R > cA|x|
entonces:
∞∑
m=1
(2mR)nmk
∥∥‖K(x− ·)−K(−·)‖l2χ|y|∼2mR(·)∥∥A,B(0,2m+1R) ≤ CA.
Si x = 0, de la Proposicio´n 2.5 se puede observar que K(x − ·) − K(−·) = 0
entonces la condicio´n anterior se cumple trivialmente.
Consideremos ahora x 6= 0. Sea i ∈ Z y consideramosR = 2i, Im := (−2m+i+1, 2m+i+1)
y −Fm, Fm definidos como antes, entonces |Im| = 2m+i+2. Utilizando la desigualdad
(a+ b)p ≤ ap + bp ∀ a, b ∈ R con 0 < p < 1 (en este caso tomamos p = 1
2
) se tiene que:
2m+i
∥∥∥∥‖K(x− ·)−K(−·)‖l2χ|y|∼2m+i∥∥∥∥
A,Im
≤ 2m+i3
∥∥∥∥ 122(m+i+1)χ−Fm∪Fm
∥∥∥∥1/2
A,Im
+ 2m+i3
∥∥∥∥ 122(m+i+2)χ−Fm+1∪Fm+1
∥∥∥∥1/2
A,Im
≤ 2
m+i3
2m+i+1
‖χ−Fm∪Fm‖1/2A,Im +
2m+i3
2m+i+2
‖χ−Fm+1∪Fm+1‖1/2A,Im
=
3
2
‖χ−Fm∪Fm‖A,Im +
3
22
‖χ−Fm+1∪Fm+1‖A,Im
≤ 2 [‖χ−Fm∪Fm‖A,Im + ‖χ−Fm+1∪Fm+1‖A,Im] . (2.6)
Ahora observemos que,
‖χ−Fm∪Fm‖A,Im = inf
{
λ > 0 :
1
|Im|
∫
Im
A
(χ−Fm∪Fm
λ
)
≤ 1
}
= inf
{
λ > 0 :
1
|Im|
∫
Im
A
(
1
λ
)
χ−Fm∪Fm ≤ 1
}
= inf
{
λ > 0 : A
(
1
λ
) |Im ∩ [−Fm ∪ Fm]|
|Im| ≤ 1
}
= inf
{
λ > 0 : A
(
1
λ
)
≤ |Im||Im ∩ [−Fm ∪ Fm]|
}
= inf
{
λ > 0 :
1
λ
≤ A−1
( |Im|
|Im ∩ [−Fm ∪ Fm]|
)}
= inf
λ > 0 : λ ≥ 1A−1 ( |Im||Im∩[−Fm∪Fm]|)

=
1
A−1
(
|Im|
|Im∩[−Fm∪Fm]|
) = 1
A−1
(
2m+i+2
|Im∩[−Fm∪Fm]|
)
≤ 1
A−1
(
2m+i+2
2|x|
) = 1
A−1
(
2m+i+1
|x|
) , (2.7)
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donde la u´ltima desigualdad se sigue del hecho de que: Im∩ [−Fm∪Fm] ⊂ [−Fm∪Fm]
y |[−Fm ∪ Fm]| ≤ 2|x| ∀ m ∈ N y del hecho que A−1 es creciente.
De forma ana´loga se puede ver que,
‖χ−Fm+1∪Fm+1‖A,Im ≤
1
A−1
(
2m+i+1
|x|
) . (2.8)
Observemos que las acotaciones anteriores valen siempre que:
A−1
( |Im|
|Im ∩ [−Fm ∪ Fm]|
)
6= 0 y A−1
( |Im|
|Im ∩ [−Fm+1 ∪ Fm+1]|
)
6= 0.
Como para este caso particular, A−1(t) = (log(t + 1))1+k+, esto se cumple si y so´lo
si:
|Im|
|Im ∩ [−Fm ∪ Fm]| 6= 0 y
|Im|
|Im ∩ [−Fm+1 ∪ Fm+1]| 6= 0,
y este si y so´lo si se cumple para todo m ∈ N.
Luego, por (2.7) y (2.8), (2.6) queda como,
2m+i
∥∥‖K(x− ·)−K(−·)‖l2χ|y|∼2m+i∥∥A,Im ≤ 2 [‖χ−Fm∪Fm‖A,Im + ‖χ−Fm+1∪Fm+1‖A,Im]
≤ 2
 1
A−1
(
2m+i+1
|x|
) + 1
A−1
(
2m+i+1
|x|
)

=
4
A−1
(
2m+i+1
|x|
)
≤ 4A−1 (2m+1) . (2.9)
Usando el hecho que A(t) ∼ log(t)1+k+, tenemos:
∞∑
m=1
2m+imk
∥∥‖K(x− ·)−K(−·)‖l2χ|y|∼2m+i∥∥A,Im (2.10)
≤
∞∑
m=1
4mk
A−1 (2m+1)
∼
∞∑
m=1
4mk
log (2m+1)1+k+
=
∞∑
m=1
4mk
log (2m+1)1+k+
=
4
log(2)1+k+
∞∑
m=1
mk
(m+ 1)1+k+
≤ 4
log(2)1+k+
∞∑
m=1
1
(m+ 1)1+
. (2.11)
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Definiendo CA := 4log(2)1+k+
∑∞
m=1
1
(m+1)1+
, podemos observar que CA so´lo depende
de k, . Adema´s sabemos que CA <∞ pues
∑∞
m=1
1
(m+1)1+
<∞ ∀  > 0.
Por lo tanto,
∞∑
m=1
2m+imk
∥∥‖K(x− ·)−K(−·)‖l2χ|y|∼2m+i∥∥A,Im ≤ CA.
Esto nos dice que, K ∈ HA, l2,k con A(t) = exp(t
1
1+k+ ).
A continuacio´n demostraremos el Corolario 1.45 utilizando la Proposicio´n 2.3.
Este corolario muestra que podemos acotar al conmutador del operador cuadrado por
un operador maximal adecuado.
Demostracio´n Corolario 1.45. En [8] se probo´ que el nu´cleo del operador cuadrado
cumple la condicio´n LB, l
2
-Ho¨rmander con B(t) = exp(t 11+ ) − 1, es decir, K ∈ HB, l2
con B(t) = exp(t 11+ ) − 1. Por otro lado, en la proposicio´n anterior se probo´ que
K ∈ HA, l2,k con A(t) = exp(t
1
1+k+ ) − 1. Por lo tanto, K ∈ HB, l2 ∩ HA, l2,k. Luego
podemos usar el Teorema 1.44, dado w ∈ A∞, 1 < p <∞, ∃ c > 0 tal que:∫
R
|Skb f(x)|pw(x)dx =
∫
R
‖T˜ kb f(x)‖pl2w(x)dx ≤ c
∫
R
(MA¯f(x))
pw(x)dx
≤ C
∫
R
|Mk+3f(x)|pw(x)dx.
Veamos ahora la u´ltima desigualdad, para eso observemos que si A(t) = exp(t 11+k+ )−
1, entonces por ejemplo 1.24 A¯(t) = t(1 + log(t))1+k+, que esta´ acotada por D(t) =
t(1 + log(t))2+k, por la Observacio´n 1.28, MDf es puntualmente equivalente a
Mk+3f .
Observacio´n 2.9. Si A(t) = exp(t 11+k ) − 1, entonces K 6∈ HA, l2,k pero K ∈ H†A, l2,k.
Lo primero se observa con cuentas similares a las de la demostracio´n de la Proposicio´n
2.3 y utilizando la Observacio´n 2.6, se puede ver que nos quedar´ıa,
∞∑
m=1
2m+imk
∥∥‖K(x− ·)−K(−·)‖l2χ|y|∼2m+i∥∥A,Im ≥ 1log(2)1+k
∞∑
m=1
1
(m+ 1)
=∞.
Por lo tanto, K 6∈ HA, l2,k. En la Proposicio´n 2.5 se prueba que K ∈ H†A, l2,k, por lo
cual K ∈ H†A, l2,k \HA, l2,k como hab´ıamos dicho en la introduccio´n.
Demostracio´n Proposicio´n 2.4. Para esta demostracio´n utilizaremos la Observacio´n
2.6, entonces K ∈ H†A, l2,k si existen cA > 1 y CA > 0 tales que para cada x y
R > cA|x| se tiene:∥∥∥∥∥
{ ∞∑
m=1
(2mR)nmk‖(Kl(x− ·)−Kl(−·))χ|y|∼2mR(·)‖A,B(0,2m+1R)
}
l∈Z
∥∥∥∥∥
X
≤ CA.
Veamos que
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∥∥∥{ mkA−1(2m8)}
m∈Z
∥∥∥
l2
<∞ ⇒ K ∈ H†A,l2,k.
Si consideramos x = 0, (Kl(x − ·) −Kl(−·)) = 0 ∀ l ∈ Z, entonces la condicio´n
se cumple trivialmente.
Consideremos x 6= 0. Sea R = 2i con i ∈ Z, x tal que |x| < 2i, sean Im :=
(−2m+i, 2m+i) y −Fm y Fm como antes. Dado l ∈ Z, tenemos:
∞∑
m=1
2m+imk‖(Kl(x− ·)−Kl(−·))χ|y|∼2m+i‖A,Im+1 = 2l+ilk‖
1
2l+i+1
χ−Fl∪Fl‖A,Il+1
+ 2l−1+i(l − 1)k‖ 1
2l+i+1
χ−Fl∪Fl +
1
2l+i
χ−Fl−1∪Fl−1‖A,Il
+ 2l−2+i(l − 2)k‖ 1
2l + i
χ−Fl−1∪Fl−1‖A,Il−1
≤ 2l+ilk‖ 1
2l+i+1
χ−Fl∪Fl‖A,Il+1 + 2l−1+i(l − 1)k‖
1
2l+i+1
χ−Fl∪Fl‖A,Il
+ 2l−1+i(l − 1)k‖ 1
2l+i
χ−Fl−1∪Fl−1‖A,Il
+ 2l−2+i(l − 2)k‖ 1
2l+i
χ−Fl−1∪Fl−1‖A,Il−1 .
Luego, como ‖ 1
2l+i+1
χ−Fl∪Fl‖A,Il ≤ 2‖ 12l+i+1χ−Fl∪Fl‖A,Il+1 y‖ 1
2l+i
χ−Fl−1∪Fl−1‖A,Il−1 ≤ 2‖ 12l+iχ−Fl−1∪Fl−1‖A,Il tenemos que,
∞∑
m=1
2m+imk‖(Kl(x− ·)−Kl(−·))χ|y|∼2m+i‖A,Im+1
≤ 2.2l+ilk‖ 1
2l+i+1
χ−Fl∪Fl‖A,Il+1 + 2.2l−1+i(l − 1)k‖
1
2l+i
χ−Fl−1∪Fl−1‖A,Il
= 2l+i+1lk
1
2l+i+1A−1
(
2l+i+2
2|x|
) + 2l+i(l − 1)k 1
2l+iA−1
(
2l+i+1
2|x|
)
=
lk
A−1
(
2l+i+2
2|x|
) + (l − 1)k
A−1
(
2l+i+1
2|x|
)
≤ 2l
k
A−1
(
2l+i+1
|x|
) ,
donde la u´ltima desigualdad se debe a que como A es funcio´n de Young, A−1 es
creciente.
Luego, ∀ |x| < 2i, tenemos:∥∥∥∥{ ∞∑
m=1
2m+imk‖(Kl(x− ·)−Kl(−·))χ|y|∼2m+i‖A,tm+1
}
l∈Z
∥∥∥∥
l2
≤
∥∥∥∥∥
{
2lk
A−1
(
2l+i+1
|x|
)}
l∈Z
∥∥∥∥∥
l2
.
En particular, la desigualdad anterior vale para todo |x| < 2i
4
. Como,
|x| < 2
i
4
⇒ 2
l+i+1
|x| > 2
l8,
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tenemos que:∥∥∥∥{ ∞∑
m=1
2m+imk‖(Kl(x− ·)−Kl(−·))χ|y|∼2m+i‖A,Bm+1
}
l∈Z
∥∥∥∥
l2
≤
∥∥∥∥{ 2lk
A−1
(
2l+i+1
|x|
)}
l∈Z
∥∥∥∥
l2
≤
∥∥∥∥{ 2lkA−1 (2l8)
}
l∈Z
∥∥∥∥
l2
= 2
∥∥∥∥{ lkA−1 (2l8)
}
l∈Z
∥∥∥∥
l2
.
Luego, por lo que hemos supuesto por hipo´tesis, tenemos que K ∈ H†A,l2,k.
Ahora veamos K ∈ H†A,l2,k ⇒
∥∥∥{ mkA−1(2m8)}
m∈Z
∥∥∥
l2
<∞ ∀ i ∈ Z. Sabemos por la
hipo´tesis que, ∃ cA > 1 y CA > 0 tales que ∀ R ∈ R y ∀x : |x|cA < 2i vale que:∥∥∥∥{ ∞∑
m=1
2mR mk‖(Kl(x− ·)−Kl(−·))χ|y|∼2mR‖A,Bm+1
}
l∈Z
∥∥∥∥
l2
≤ CA.
Sea i ∈ Z, tomando R = 2i, tenemos |x| < 2i. Luego,∥∥∥∥{ ∞∑
m=1
2m+imk‖(Kl(x− ·)−Kl(−·))χ|y|∼2m+i‖A,Bm+1
}
l∈Z
∥∥∥∥
l2
≥
∥∥∥∥{2l+ilk‖ 12l+i+1χ−Fl∪Fl‖A,Il+1
}
l∈Z
∥∥∥∥
l2
=
∥∥∥∥{2l+ilk 1
2l+1+iA−1
(
2l+i+2
2|x|
)}
l∈Z
∥∥∥∥
l2
=
∥∥∥∥{ lk
2A−1
(
2l+i+1
|x|
)}
l∈Z
∥∥∥∥
l2
=
1
2
∥∥∥∥{ lkA−1 (2l+i+1|x| )
}
l∈Z
∥∥∥∥
l2
,
esto vale para todo |x| < 2i. Luego, tomando supremo, tenemos:
CA ≥ sup
2i−2<|x|<2i−1
∥∥∥∥{ ∞∑
m=1
2mR mk‖(Kl(x− ·)−Kl(−·))χ|y|∼2mR‖A,Bm+1
}
l∈Z
∥∥∥∥
l2
≥ sup
2i−2<|x|<2i−1
1
2
∥∥∥∥{ lkA−1 (2l+i+1|x| )
}
l∈Z
∥∥∥∥
l2
≥ 1
2
∥∥∥∥{ lkA−1 (2l8)
}
l∈Z
∥∥∥∥
l2
.
Por lo tanto, ∥∥∥∥{ lkA−1 (2l8)
}
l∈Z
∥∥∥∥
l2
≤ 2CA <∞.
Demostracio´n Proposicio´n 2.5. Sea A(t) = exp(t1+k)− 1. Veamos que∥∥∥∥{ lkA−1 (2l8)
}
l∈Z
∥∥∥∥
l2
<∞.
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Como A(t) = exp(t1+k) − 1, A−1(t) = log(t + 1)k+1. Observemos que si m = 0,
A−1(2m) = A−1(1) = log(1 + 1)k+1 = log(2)k+1 6= 0, entonces mk
A−1(2m8) = 0. Adema´s,
A−1(2m8) = log(2m8 + 1)k+1 ≥ log(2m8)k+1 ≥ log(2m)k+1.
Entonces tenemos que:
∥∥∥∥{ mkA−1 (2m8)
}
m∈Z
∥∥∥∥2
l2
=
∑
m∈Z
(
mk
A−1(2m8)
)2
=
∑
m∈Z\{0}
(
mk
A−1(2m8)
)2
≤
∑
m∈Z\{0}
(
mk
log(2m)k+1
)2
=
∑
m∈Z\{0}
(
1
log(2)k+1
mk
mk+1
)2
=
1
log(2)2(k+1)
∑
m∈Z\{0}
1
m2
<∞.
Luego, por la Proposicio´n 2.4, K ∈ H†A,l2,k con A(t) = exp(t1+k)− 1.
Finalmente podemos demostrar el objetivo de esta seccio´n, el Corolario 1.46.
Demostracio´n Corolario 1.46. Por la Proposicio´n 2.5 sabemos que K ∈ H†B, l2 ∩
H†A, l2,k con B(t) = exp(t)−1 y A(t) = exp(t
1
1+k )−1. Entonces utilizando el Teorema
2.1, tenemos que:∫
R
(Skb f(x))
pw(x)dx =
∫
R
‖T˜ kb f(x)‖pl2w(x)dx ≤ C
∫
R
(MA¯f(x))
pw(x)dx.
Como A(t) = exp(t 11+k ) − 1, A¯(t) = t(1 + log(t))1+k. Luego por la Observacio´n
1.24, MA¯ ≈Mk+2.
Por lo tanto,∫
R
(Skb f(x))
pw(x)dx ≤ C
∫
R
(MA¯f(x))
pw(x)dx ≤ C
∫
R
(Mk+2f(x))pw(x)dx.
3 Generalizacio´n del Conmutador Operador Cuadrado
Definicio´n 2.10. Definimos, dado k ∈ N ∪ {0}, Skb,qf(x) := ‖T˜ kb f(x)‖lq para todo q
tal que 1 < q <∞, con T˜ kb definido como antes, es decir:
T˜ f(x) :=
∫
R
(b(y)− b(x))kK(x− y)f(y)dy
=
{∫
R
(b(y)− b(x))kKl(x− y)f(y)dy
}
l∈Z
,
donde K es
K(z) = {Kl(z)}l∈Z =
{
1
2l+1
χ(−2l,2l)(z)−
1
2l
χ(−2l−1,2l−1)(z)
}
l∈Z
.
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Cuando q = 2, Skb,2f(x) := ‖T˜ kb f(x)‖l2 = Skb f(x).
Utilizando el Teorema 2.1, se puede ver que si A(t) = exp(t 11+k ) − 1, entonces
Skb,qf(x) satisface la siguiente desigualdad:∫
R
|Skb,qf(x)|pw(x)dx =
∫
R
= ‖T˜ kb f(x)‖plqw(x)dx
≤ c
∫
R
(MA¯f(x))
pw(x)dx ≤ c
∫
R
(Mk+2f(x))pw(x)dx,
∀p : 1 < p <∞ y ∀w ∈ A∞, siempre que
∫
R |Skb,qf(x)|pw(x)dx ≤ ∞.
Esto se debe al hecho que, K ∈ H†A, lq ,k para todo q tal que 1 < q < ∞, pues
cambiando 2, por q, en la Proposicio´n 2.4 tendr´ıamos que:
K ∈ H†A, lq ,k ⇔
∥∥∥∥{ mkA−1(2m8)
}
m∈Z
∥∥∥∥
lq
<∞,
y esto se cumple pues, siguiendo un razonamiento ana´logo al de la demostracio´n de
la Proposicio´n 2.5,∥∥∥∥{ mkA−1(2m8)
}
m∈Z
∥∥∥∥
lq
≤ c
( ∑
m∈Z\{0}
(
1
m
)q)1/q
=: CAq <∞ ∀ q : 1 < q <∞.
Una pregunta que surge ahora es: Si pudimos generalizar para todas las normas q,
¿se podra´ generalizar para otras normas?
Un ejemplo de esto, es tomar las normas de Luxemburgo asociadas a funciones de
Young. Definimos Skb,Bf(x) := ‖T˜ kb f(x)‖B, con B una funcio´n de Young y T˜ kb como
antes. Adaptando la Proposicio´n 2.4 tenemos:
K ∈ H†A,B,k ⇔
∥∥∥∥{ mkA−1(2m8)
}
m∈Z
∥∥∥∥
B
<∞.
Luego, tomando A(t) = exp(t 11+k ) − 1, por el Teorema 2.1 y utilizando el mismo
razonamiento que en la demostracio´n de la Proposicio´n 2.5, si se cumple:∥∥∥∥∥
{
1
m
}
m∈Z\{0}
∥∥∥∥∥
B
=: CAB <∞,
entonces:∫
R
|Skb,Bf(x)|pw(x)dx =
∫
R
= ‖T˜ kb f(x)‖pBw(x)dx
≤ c
∫
R
(MA¯f(x))
pw(x)dx ≤ c
∫
R
(Mk+2f(x))pw(x)dx,
∀p : 1 < p <∞y ∀w ∈ A∞, siempre que
∫
R |Skb,Bf(x)|pw(x)dx ≤ ∞.
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Tomando Bq,r(t) = tq(log(t+1))r con 1 < q <∞ y r ∈ N∪{0} para t ≥ 0, notemos
que esta funcio´n es continua, convexa, no decreciente, Bq,r(0) = 0 y Bq,r(t) → ∞
cuando t→∞. Luego Bq,r es una funcio´n de Young.
Por la Observacio´n 1.29 podemos considerar la norma de Luxemburgo asociada
a la funcio´n Bq,r, ‖·‖Bq,r , en el espacio (Z, µ) con µ la medida de contar. Consideremos
la funcio´n f(x) = 1
x
si x 6= 0 y f(0) = 0. Veamos que
‖f‖Bq,r =
∥∥∥∥∥
{
1
m
}
m∈Z\{0}
∥∥∥∥∥
Bq,r
<∞.
Notemos que para probar lo anterior basta probar que existe algu´n 0 < λ < ∞ tal
que: ∫
Z
B
( |f |
λ
)
dµ ≤ 1.
Suponiendo λ > 1, tenemos:∫
Z
B
( |f |
λ
)
dµ =
∑
m∈Z\{0}
B
( |1/m|
λ
)
=
∑
m∈Z\{0}
B
(
1
|m|λ
)
=
∑
m∈Z\{0}
(
1
|m|λ
)q
log
((
1
|m|λ
)
+ 1
)r
≤ 1
λq
∑
m∈Z\{0}
1
|m|q log
(
1
λ
+ 1
)r
≤ 1
λq
log(2)r
∑
m∈Z\{0}
1
|m|q
≤ 1
λq
log(2)rC.
Observemos que 1
λq
log(2)rC ≤ 1 si y so´lo si log(2)rC ≤ λq.
En particular, λ0 = (log(2)
rC + 1)1/q cumple la desigualdad. Luego,∫
Z
B
( |f |
λ0
)
dµ ≤ 1.
Por lo tanto,
‖f‖Bq,r =
∥∥∥∥∥
{
1
m
}
m∈Z\{0}
∥∥∥∥∥
Bq,r
<∞.
Notemos que si r = 0, Bq,0(t) = tq y ‖ · ‖Bq,r = ‖ · ‖lq .
Cap´ıtulo 3
Demostracio´n del Teorema Principal
En este cap´ıtulo demostraremos el Teorema 2.1, que es el resultado principal que
obtuvimos en este trabajo. Para ello enunciaremos y demostraremos una serie de
lemas previos. Primero enunciaremos algunos resultados conocidos que utilizaremos
para la demostracio´n del teorema.
Teorema 3.1 (Teorema de extrapolacio´n). (Ver [4]) Dada una familia F , supongamos
que para algu´n p0, 0 < p0 <∞, y para todo w ∈ A∞∫
Rn
|f |p0(x)w(x)dx ≤ C
∫
Rn
|g|p0(x)w(x)dx, (f, g) ∈ F .
Entonces, para todo 0 < p <∞ y w ∈ A∞, se tiene que∫
Rn
|f |p(x)w(x)dx ≤ C
∫
Rn
|g|p(x)w(x)dx, (f, g) ∈ F .
En este trabajo consideraremos como (f, g) = (‖Tf‖X , |f |).
Proposicio´n (Desigualdad de Jensen). (Ver [7]) Sea f ∈ L1(E) una funcio´n a valores
reales, 0 < |E| <∞. Si ϕ es una funcio´n convexa definida sobre R, entonces
ϕ
(
1
|E|
∫
E
f(x)dx
)
≤ 1|E|
∫
E
ϕ(f(x))dx.
La integral de la derecha esta´ bien definida, pudiendo valer +∞.
Un ejemplo de una funcio´n convexa es ϕ(t) = t1/δ con 0 < δ < 1.
A continuacio´n enunciaremos la desigualdad de John-Niremberg y algunos de sus
corolarios, que utilizaremos para demostrar el Teorema Principal. Para mayor pre-
cisicio´n ver [9].
Proposicio´n (Desigualdad de John-Nirenberg). Para toda f ∈ BMO, para todos los
cubos Q, y todo α > 0 tenemos que
|{x ∈ Q : |f(x)− fQ| > α}| ≤ e|Q| exp(−Aα/‖f‖BMO),
con A = (2ne)−1 y fQ := 1|Q|
∫
Q
|f |.
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Corolario 3.2. Para todo 0 < p < ∞, entonces existe una constante finita Bp,n tal
que
sup
Q
(
1
|Q|
∫
Q
|f(x)− fQ|pdx
)1/p
≤ Bp,n‖f‖BMO.
Observacio´n 3.3. Los siguientes resultados son consecuencias del corolario anterior,
denotamos bB :=
1
|B|
∫
B
|b|:
1. Dados b ∈ BMO, una bola B, k ∈ N∪ {0}, q ≥ 0 y C¯k(t) = exp(t1/k), entonces
‖(b− bB)k‖Lq ,B ≤ ‖(b− bB)k‖C¯k,B = ‖b− bB‖kexpL,B ≤ C‖b‖kBMO.
2. Para todo j ≥ 1 y b ∈ BMO, tenemos
|bB − b2jB| ≤
j∑
m=1
|b2m−1B − b2mB| ≤ 2n
j∑
m=1
‖b− b2mB‖L1,2mB ≤ 2nj‖b‖BMO.
Proposicio´n (Desigualdad de Fefferman-Stein). (Ver [6]) Para todo 0 < p < ∞, y
w ∈ A∞, ∫
Rn
Mf(x)pw(x)dx ≤ C
∫
Rn
M#f(x)pw(x)dx,
para todas las funciones tales que el lado izquierdo sea finito.
1 Enunciado de Lemas previos
A continuacio´n enunciaremos unos lemas previos que usaremos en la demostracio´n del
resultado principal. Sean b ∈ BMO y k ∈ N ∪ {0}.
Lema 3.4 (Tipo de´bil (1,1)). Sea T el OIS asociado al nu´cleo K = {Kl}l∈Z con
K ∈ H1,X , entonces T es de tipo de´bil (1, 1).
Lema 3.5 (Desigualdad de Kolmogorov). Sea T un operador a valores vectoriales
tal que T es de tipo de´bil (1, 1). Entonces si f es una funcio´n con soporte en Q˜ con
Q˜ = c˜ Q, Q un cubo, entonces ∀ 0 <  < 1,(
1
|Q|
∫
Q
‖Tf‖X
)1/
≤ c 1|Q˜|
∫
Q˜
|f |.
Lema 3.6. Sean A, B funciones de Young tales que A¯−1(t)B−1(t)C¯−1k (t) ≤ t, con
C¯k(t) = exp(t1/k) para t ≥ 1. Si T es un operador integral con nu´cleo K a valores
vectoriales tal que K ∈ H†B,X ∩H†A,X,k, entonces para toda b ∈ BMO, 0 < δ <  < 1
y k ≥ 1, ∃ C = C(δ, ) > 0 tal que:
M#δ (‖T kb f‖X)(x) ≤ C
k−1∑
j=0
‖b‖k−jBMOM(T jb f)(x) + C‖b‖kBMOMA¯f(x)
para todo x ∈ Rn.
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Observacio´n 3.7. En [8] fue probado el caso k = 0, es decir
M#δ (‖Tf‖X)(x) = M#δ (‖T kb f‖X)(x) ≤ C‖b‖kBMOMA¯f(x) = CMA¯f(x).
para todo x ∈ Rn,
2 Demostracio´n de los Resultados Enunciados
Demostracio´n Teorema 2.1. Por extrapolacio´n, basta probar el resultado para algu´n
p0 fijo, 1 < p0 <∞.
Primero supongamos w, b ∈ L∞: Procedemos por induccio´n fuerte.
Por homogeneidad, podemos suponer que ‖b‖BMO = 1. Para cualquier b ∈ BMO
podemos escribir b˜ = b‖b‖BMO , ‖b˜‖BMO y en este caso T kb f(x) = ‖b‖kBMOT kb˜ f(x).
Si k = 0 entonces T kb = T . Como K ∈ H†A,X,0 = H†A,X , el resultado probado en [8]
implica que T esta controlado por MA¯.
Ahora, asumimos que el resultado vale para todo 0 ≤ j ≤ k − 1 y veamos el caso k.
Fijando A y B funciones de Young tal que A¯−1(t)B−1(t)C¯k−1(t) ≤ t y K ∈ H†B,X ∩
H†A,X,k. Sea f ∈ L∞c y sin perdida de generalidad, podemos asumir ‖MA¯f‖Lp0 (w),
‖‖T kb f‖X‖Lp0 (w) <∞.
Sea w ∈ A∞, entonces ∃ r > 1 (podemos tomar r > p0) tal que w ∈ Ar. Observemos
que ∀ 0 < δ < p0/r < 1, tenemos r < p0/δ y w ∈ Ap0/δ.
Veamos que ‖Mδ(‖T kb f‖X)‖Lp0 (w) <∞.
‖Mδ(‖T kb f‖X)‖Lp0 (w) = ‖M(‖T kb f‖δX)‖1/δLp0/δ(w) ≤ C‖‖T kb f‖X‖Lp0 (w) <∞.
Luego podemos aplicar la desigualdad de Fefferman-Stein.
Ahora, utilizando Fefferman-Stein y el Lema 3.6, ∀  : δ <  < 1 tenemos
‖‖T kb f‖X‖Lp0 (w) ≤ ‖Mδ(‖T kb f‖X)‖Lp0 (w) ≤ ‖M#δ (‖T kb f‖X)‖Lp0 (w)
≤ C
k−1∑
j=0
‖M(‖T jb f‖X)‖Lp0 (w) + C‖MA¯f‖Lp0 (w).
Como δ < p0/r < 1, elegimos  > 0 tal que δ <  < p0/r < 1 y entonces w ∈ Ap0/
‖M(‖T jb f‖X)‖Lp0 (w) = ‖M(‖T jb f‖X)‖1/Lp0/(w) ≤ C‖‖T
j
b f‖X‖Lp0 (w).
Notemos que para 0 ≤ j ≤ k − 1 y ∀ t ≥ e tenemos
A¯−1(t)B−1(t)C¯j−1(t) = A¯−1(t)B−1(t)C¯k−1(t) log(t)j−k ≤ t,
entonces K ∈ H†B,X ∩ H†A,X,k ⊂ H†B,X ∩ H†A,X,j. Entonces por la hipotesis inductiva,
∀ 0 ≤ j ≤ k − 1,
‖M(‖T jb f‖X)‖Lp0 (w) ≤ C‖‖T jb f‖X‖Lp0 (w) ≤ C‖MA¯f‖Lp0 (w),
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probando que el termino del medio es finito.
Luego tenemos que ‖‖T kb f‖X‖Lp0 (w) ≤ C‖MA¯f‖Lp0 (w).
Veamos ahora que ‖‖T jb f‖X‖Lp0 (w) <∞ ∀ 0 ≤ j ≤ k − 1.
Como w ∈ L∞, basta ver que ‖‖T jb f‖X‖Lp0 < ∞ Como p0 > 1 y K ∈ H1,X se
sigue que T es un operador de Caldero´n-Zygmund a valores vectoriales y esta acotado
en Lp0 . Entonces, como f ∈ L∞c ,
‖‖T jb f‖X‖Lp0 ≤
∥∥∥∥ j∑
i=0
Ci,j b
j−i‖T (bif)‖X
∥∥∥∥
Lp0
≤ C‖b‖jL∞‖f‖Lp0 <∞.
Luego, sacando la suposicio´n de ‖b‖BMO = 1, tenemos:
‖‖T kb f‖X‖Lp0 (w) ≤ C‖b‖kp0BMO‖MA¯f‖Lp0 (w) ∀ b ∈ L∞, w ∈ A∞ ∩ L∞,
con C = C(w, p0, k, T ).
Ahora so´lo suponemos w ∈ L∞:
Sea b ∈ BMO y N ∈ N, definimos bN(x) :=

−N si b(x) < −N,
b(x) si −N < b(x) < N,
N si N < b(x).
Se puede probar que |bN(x)−bN(y)| ≤ |b(x)−b(y)|, ‖bN‖BMO ≤ 2‖b‖BMO y bN ∈ L∞.
Luego,
‖‖T kbNf‖X‖Lp0 (w) ≤ C‖bN‖kp0BMO‖MA¯f‖Lp0 (w)
≤ C‖b‖kp0BMO‖MA¯f‖Lp0 (w), (3.12)
con C que no depende del N .
Como f ∈ L∞c , se sigue que para 0 ≤ m ≤ k, (bN)mf −→
N→∞
bmf en Lq con q > 1.
Adema´s, como T es acotado en Lq implica que T ((bN)
mf)−→
N→∞
T (bmf) en Lq con q > 1.
Luego pasando a una subsucesio´n la convergencia es p.p.x ∈ Rn y usando el hecho de
que
T kbNf(x) =
k∑
m=0
Cm,kbN(x)
k−mT (bN
mf)(x),
obtenemos que
T kbNj
f(x)−→
j→∞
T kb f(x) p.p.x ∈ Rn.
Luego por el lema de Fatou tenemos:
‖‖T kb f‖X‖p0Lp0 (w) =
∫
Rn
‖T kb f(x)‖p0Xw(x)dx =
∫
Rn
lim
j→∞
‖T kbNj f(x)‖
p0
Xw(x)dx
≤ lim inf
j→∞
∫
Rn
‖T kbNj f(x)‖
p0
Xw(x)dx con w ∈ L∞.
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Finalmente, usando (3.12), tenemos que:
‖‖T kb f‖X‖Lp0 (w) ≤ lim inf
j→∞
‖‖T kbNj f(x)‖X‖Lp0 (w)
≤ C‖b‖kp0BMO‖MA¯f‖Lp0 (w), con w ∈ L∞. (3.13)
Por u´ltimo, veamos el caso general: Sean b ∈ BMO y w ∈ A∞.
Dado w ∈ A∞, para cualquier N ∈ N definimos wN := min{w,N}. Se puede probar
que wN ∈ A∞ ∩ L∞. Luego, vale 3.13 con wN , es decir,
‖‖T kb f‖X‖Lp0 (wN ) ≤ C‖b‖kp0BMO‖MA¯f‖Lp0 (wN ).
Si consideramos la sucesio´n {wN}N∈N, se puede observar que esta sucesio´n es cre-
ciente y wN −→ w. Luego, usando el Teorema de Convergencia Mono´tona, concluimos
que:
‖‖T kb f‖X‖Lp0 (w) ≤ C‖b‖kp0BMO‖MA¯f‖Lp0 (w), ∀ w ∈ A∞.
Por lo tanto, por el Teorema de Extrapolacio´n,
‖‖T kb f‖X‖Lp(w) ≤ C‖b‖kpBMO‖MA¯f‖Lp(w), ∀ 0 < p <∞, w ∈ A∞.
2.1 Demostracio´n de los lemas
Los Lemas 3.4 y 3.5 son cla´sicos en la literatura y las demostraciones para el caso
en que T toma valores en el cuerpo, aparecen en [9]. La demostracio´n cuando T toma
valores vectoriales aparece en [8]. A continuacio´n demostraremos el Lema 3.6.
Demostracio´n Lema 3.6. Consideramos K ∈ H†B,X ∩ H†A,X,k y k ∈ N. Tenemos que
para todo λ constante:
T kb f(x) = T ((λ− b)kf)(x) +
k−1∑
m=0
Ck,m(b(x)− λ)k−mTmb f(x). (3.14)
Dado x ∈ Rn, sean B una bola tal que x ∈ B, B˜ := 2B y cB := centro de B.
Escribimos f = f1+f2 con f1 := fχB˜ y tomamos a := ‖T (bB˜−b)kf2(cB)‖X . Utilizando
3.14 y tomando λ = bB˜ =
1
|B˜|
∫
B˜
b,
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(
1
|B|
∫
B
|‖T kb f(y)‖δX − |a|δ|dy
)1/δ
≤
(
1
|B|
∫
B
|‖T kb f(y)‖X − a|δdy
)1/δ
≤
(
1
|B|
∫
B
|‖T kb f(y)− T (bB˜ − b)kf2(cB)‖X |δdy
)1/δ
=
(
1
|B|
∫
B
‖T kb f(y)− T (bB˜ − b)kf2(cB)‖δXdy
)1/δ
=
(
1
|B|
∫
B
‖
k−1∑
m=0
Ck,m(b(y)− bB˜)k−mTmb f(y) + T ((bB˜ − b)kf)(y)
− T ((bB˜ − b)kf2)(cB)‖δXdy
)1/δ
≤ C
[
k−1∑
m=0
Ck,m
(
1
|B|
∫
B
‖(b(y)− bB˜)k−mTmb f(y)‖δXdy
)1/δ
+
(
1
|B|
∫
B
‖T ((bB˜ − b)kf1)(y)‖δXdy
)1/δ
+
(
1
|B|
∫
B
‖T ((bB˜ − b)kf2)(y)− T ((bB˜ − b)kf2)(cB)‖δXdy
)1/δ]
= C[I + II + III].
Veamos I: Como 0 < δ <  < 1, por la desigualdad de Ho¨lder con q := /δ > 1
I =
k−1∑
m=0
Ck,m
(
1
|B|
∫
B
‖(b(y)− bB˜)k−mTmb f(y)‖δXdy
)1/δ
=
k−1∑
m=0
Ck,m
(
1
|B|
∫
B
|b(y)− bB˜|(k−m)δ‖Tmb f(y)‖δXdy
)1/δ
≤
k−1∑
m=0
Ck,m
(
1
|B|
∫
B
|b(y)− bB˜|(k−m)δq
′
dy
)1/δq′(
1
|B|
∫
B
‖Tmb f(y)‖δqXdy
)1/δq
≤ c
k−1∑
m=0
Ck,m‖b‖k−mBMOM(‖T kb f‖X)(x),
donde la u´ltima desigualdad, se deduce de la Observacio´n 3.3.
Veamos II: Por el Lema 3.4, T es de tipo de´bil (1, 1), luego podemos usar el
Lema 3.5. Adema´s usaremos que HB ⊂ H1 y la desigualdad de Ho¨lder generalizada.
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II =
(
1
|B|
∫
B
‖T ((bB˜ − b)kf1)(y)‖δXdy
)1/δ
≤ C 1|B˜|
∫
B˜
|bB˜ − b(y)|k|f1|(y)dy
≤ C‖(bB˜ − b)kf1‖B,B˜ ≤ C‖(bB˜ − b)k‖C¯k,B˜‖f‖A¯,B˜
≤ C‖b‖kBMOMA¯f(x),
donde en la u´ltima desigualdad se utiliza la Observacio´n 3.3.
Veamos III: Por la desigualdad de Jensen y el hecho de que ‖ · ‖X es creciente y
cumple la condicio´n del mo´dulo.
III ≤ 1|B|
∫
B
‖T ((bB˜ − b)kf2)(y)− T ((bB˜ − b)kf2)(cB)‖Xdy
=
1
|B|
∫
B
∥∥∥∥{∫
B˜c
(Kl(y − z)−Kl(cB − z))(bB˜ − b(z))kf(z)dz
}∥∥∥∥
X
dy
≤ 1|B|
∫
B
∥∥∥∥{∣∣∣∣∫
B˜c
(Kl(y − z)−Kl(cB − z))(bB˜ − b(z))kf(z)dz
∣∣∣∣}∥∥∥∥
X
dy
≤ 1|B|
∫
B
∥∥∥∥{∫
B˜c
|Kl(y − z)−Kl(cB − z)||bB˜ − b(z)|k|f(z)|dz
}∥∥∥∥
X
dy.
Trabajemos ahora con
∫
B˜c
|Kl(y − z)−Kl(cB − z)||bB˜ − b(z)|k|f(z)|dz.
Para j ≥ 1, sea Sj := 2j+1B\2jB y Bj := 2j+1B. Luego, B˜c =
∞⋃
j=1
Sj y observemos
que los {Sj} son disjuntos 2 a 2. Considerando R := radio de B, tenemos que,
∫
B˜c
|Kl(y − z)−Kl(cB − z)||bB˜ − b(z)|k|f(z)|dz
≤
∞∑
j=1
∫
Sj
|b(z)− bB˜|k|Kl(y − z)−Kl(cB − z)||f(z)|dz
≤
∞∑
j=1
∫
Bj
|b(z)− bBj |k|Kl(y − z)−Kl(cB − z)||f(z)|χSjdz
+
∞∑
j=1
∫
Bj
|bBj − bB˜|k|Kl(y − z)−Kl(cB − z)||f(z)|χSjdz
≤ C
∞∑
j=1
(2jR)n
1
|Bj|
∫
Bj
|b(z)− bBj |k|Kl(y − z)−Kl(cB − z)||f(z)|χSjdz
+ C
∞∑
j=1
(2jR)njk
‖b‖kBMO
|Bj|
∫
Bj
|Kl(y − z)−Kl(cB − z)||f(z)|χSjdz
= C[IV + V ],
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donde la u´ltima desigualdad es por la Observacio´n 3.3.
Utilizando la desigualdad de Ho¨lder generalizada para funciones de Young,
IV =
∞∑
j=1
(2jR)n
1
|Bj|
∫
Bj
|b(z)− bBj |k|Kl(y − z)−Kl(cB − z)||f(z)|χSjdz
≤ c
∞∑
j=1
(2jR)n‖(b− bBj)k‖C¯k,Bj‖f‖A¯,Bj‖(Kl(y − ·)−Kl(cB − ·))χSj‖B,Bj
≤ c‖b‖kBMOMA¯f(x)
∞∑
j=1
(2jR)n‖(Kl(y − ·)−Kl(cB − ·))χSj‖B,Bj .
V =
∞∑
j=1
(2jR)njk
‖b‖kBMO
|Bj|
∫
Bj
|Kl(y − z)−Kl(cB − z)||f(z)|χSjdz
≤ c‖b‖kBMO
∞∑
j=1
(2jR)njk‖(Kl(y − ·)−Kl(cB − ·))χSj‖A,Bj‖f‖A¯,Bj
≤ c‖b‖kBMOMA¯f(x)
∞∑
j=1
(2jR)njk‖(Kl(y − ·)−Kl(cB − ·))χSj‖A,Bj .
Luego,
III ≤ 1|B|
∫
B
∥∥∥∥{c˜‖b‖kBMOMA¯f(x) ∞∑
j=1
(2jR)n‖(Kl(y − ·)−Kl(cB − ·))χSj‖B,Bj
+ c˜‖b‖kBMOMA¯f(x)
∞∑
j=1
(2jR)njk‖(Kl(y − ·)−Kl(cB − ·))χSj‖A,Bj
}∥∥∥∥
X
dy
≤ c˜‖b‖kBMOMA¯f(x)
1
|B|
∫
B
[∥∥∥∥ ∞∑
j=1
(2jR)n‖(Kl(y − ·)−Kl(cB − ·))χSj‖B,Bj
∥∥∥∥
X
+
∥∥∥∥ ∞∑
j=1
(2jR)njk‖(Kl(y − ·)−Kl(cB − ·))χSj‖A,Bj
∥∥∥∥
X
]
dy
≤ C‖b‖kBMOMA¯f(x)
1
|B|
∫
B
dy = C‖b‖kBMOMA¯f(x),
donde en la u´ltima desigualdad se utiliza el hecho que K ∈ H†B,X ∩H†A,X,k.
Por lo tanto,(
1
|B|
∫
B
|‖T kb (y)‖δX − |a|δ|dy
)1/δ
≤ C
k−1∑
m=0
Ck,m‖b‖k−mBMOM(‖T kb f‖X)(x)
+ C‖b‖kBMOMA¯f(x).

Cap´ıtulo 4
Conclusio´n
Primero se plantearon las condiciones introducidas por los autores Lorente, Martell,
Riveros y de la Torre, en [11], que tiene que cumplir un nu´cleo K asociado a un Con-
mutador de Operador Integral Singular a valores vectoriales, para que este acotado
por una clase de operador maximal: el operador MA¯ con A funcio´n de Young. Estas
son las condiciones LA,X,k-Ho¨rmander con k ∈ N ∪ {0}. Luego se mencionaron la
condicio´n LA,X† -Ho¨rmander, introducidas por la autora Gallo en [8], que es un poco
ma´s de´bil que la condicio´n LA,X,0-Ho¨rmander.
Luego se logro´ definir una nueva condicio´n: llamada LA,X,k† -Ho¨rmander con k ∈
N ∪ {0}, que resulta ser un poco ma´s de´bil que la condicio´n LA,X,k-Ho¨rmander con
k ∈ N ∪ {0} y es una generalizacio´n de la condicio´n LA,X† -Ho¨rmander.
Con esta nueva definicio´n se pudieron probar resultados para operadores asociados
a nu´cleos K ∈ H†A,X,k (Teorema 2.1), similares a los ya conocidos para nu´cleos que
satisfacen la condicio´n LA,X,k-Ho¨rmander.
Este teorema nos permitio´ demostrar una acotacio´n conocida para el Conmutador
del Operador Cuadrado, Skb , ver [13], que mejora la cota probada con los resultados
ya conocidos para nu´cleos que satisfacen la condicio´n LA,X,k-Ho¨rmander.
En realidad, nos permitio´ extender acotacio´n conocida a una familia de operadores
cuyo nu´cleo cumpla la condicio´n LA,X,k† -Ho¨rmander.
Mas precisamente, dado k ∈ N ∪ {0}, si B(t) = exp(t) − 1 y A(t) = exp(t 11+k ).
Sea T un operador integral singular tal que su nu´cleo asociado K ∈ H†B,X ∩ H†A,K,k,
entonces existe c > 0 tal que:∫
Rn
‖T kb f(x)‖pXw(x)dx ≤ c
∫
Rn
(MA¯f(x))
pw(x)dx ≤ c
∫
Rn
(Mk+2f(x))pw(x)dx,
siempre que
∫
Rn ‖T kb f(x)‖pXw(x)dx <∞.
Un ejemplo de que esta familia no es vac´ıa es el Conmutador del Operador Cuadrado,
se demostro´ en detalle que pertenece a la familia y cumple la desigualdad anterior.
Luego se generalizo´ la definicio´n del este operador a una familia de operadores Skb,B
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con B funcio´n de Young, que cumple una cierta propiedad de convergencia, esta es:∥∥∥∥∥
{
1
m
}
m∈Z\{0}
∥∥∥∥∥
B
=: CAB <∞.
Para estos operadores Skb,B se generalizo´ el resultado obtenido para el S
k
b como
sigue:∫
R
|Skb,Bf(x)|pw(x)dx ≤ c
∫
R
(MA¯f(x))
pw(x)dx ≤ c
∫
R
(Mk+2f(x))pw(x)dx,
siempre que
∫
R |Skb,Bf(x)|pw(x)dx <∞.
Tambie´n se planteo´ una interrogante que no pudimos contestar, esta es:
Se puede obtener una acotacio´n para el conmutador del operador cuadrado, Skb del
tipo: ∫
R
|Skb f(x)|pw(x)dx =
∫
R
‖T kb f(x)‖pl2w(x)dx ≤ c
∫
R
(Mk+1f(x))pw(x)dx,
Este interrogante continu´a siendo un problema abierto.
Propuestas para seguir investigando
Alguna propuesta para continuar investigando en un futuro trabajo es la siguiente.
En [1], Bernardis, Dalmasso y Pradolini, probaron resultados similares a los proba-
dos en [11], trabajando en los espacios de Lebesgue variables, Lp(·)(Rn).
Definicio´n 4.1. Sea P(Rn) := {p : Rn → [1,∞) : p es una funcio´n medible}.
Dada p ∈ P(Rn) y E ⊂ Rn medible, definimos p−E := essinf
x∈E
p(x) y p+E := esssup
x∈E
p(x),
adema´s denotamos p− = p−Rn y p
+ = p+Rn .
Definimos P∗(Rn) = {p ∈ P(Rn) : p+ <∞}.
Dado p ∈ P∗(Rn), decimos que una funcio´n medible f pertenece a Lp(·)(Rn) si
para algu´n λ > 0, ∫
Rn
( |f(x)|
λ
)p(x)
dx <∞.
En este caso definimos la norma en Lp(·)(Rn) como
‖f‖p(·) := inf
{
λ > 0 :
∫
Rn
( |f(x)|
λ
)p(x)
dx ≤ 1
}
.
Se puede probar que (Lp(·)(Rn), ‖ · ‖p(·)) es un espacio de Banach.
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Definicio´n 4.2. Decimos que p ∈ P log(Rn) (o p ∈ LH(Rn)) si p ∈ P∗(Rn) y satisface
las siguientes condiciones:
|p(x)− p(y)| ≤ C
log(e+ 1/|x− y|) ∀x, y ∈ R
n, (4.15)
y
|p(x)− p(y)| ≤ C
log(e+ |x|) ∀ |y| ≥ |x|. (4.16)
Definicio´n 4.3. Dada p ∈ P∗(Rn) decimos que un peso w ∈ Ap(·) si existe una
constante C > 0 tal que para toda bola B, vale
‖wχB‖p(·)‖w−1χB‖p(·) ≤ C|B|.
Definicio´n 4.4. Dado 1 < q <∞. Decimos que una funcio´n de Young η satisface la
condicio´n Bp si existe una constante positiva c tal que∫ ∞
c
η(t)
tq
dt
t
<∞.
Teorema 4.5. Dada p ∈ P∗(Rn), 1 ≤ β < p−. Sean A y B funciones de Young tales
que A¯−1(t)B−1(t)(log t)k ≤ t para t ≥ t0 > 1, k ∈ N∪ {0} y A¯ ∈ Bρ, para todo ρ > β.
Sean b ∈ BMO y T kb el conmutador de orden k del operador integral singular T con
nu´cleo K ∈ HB ∩HA,k. Si wβ ∈ A p(·)
β
, entonces existe una constante C > 0 tal que:
‖wT kb f‖p(·) ≤ C‖b‖kBMO‖wf‖p(·), (4.17)
para toda f ∈ L∞c , siempre que el lado izquierdo sea finito.
Una propuesta para continuar este trabajo es intentar adaptar este trabajo para el
caso de los espacios de Lebesgue variables. Es decir, buscar una condicio´n para nu´cleos
de operadores integrales singulares. De esta forma, se obtendr´ıa un resultado similar
al Teorema 4.5 para nu´cleos que satisfacen la nueva condicio´n y como corolario de
este, siguiente desigualdad:∫
R
|Skb f(x)|p(x)w(x)dx ≤ c
∫
R
(Mk+2f(x))p(x)w(x)dx.
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