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Abstract—This paper will discuss how cooperative agent-based 
systems, deployed with social skills and embodied automation 
features, can be used to interact with the operators in order to 
facilitate sharing of tacit knowledge and its later conversion into 
explicit knowledge. The proposal is to combine social software 
robots (softbots) with industrial collaborative robots (co-bots) to 
create a digital apprentice for experienced operators in human-
robot collaboration workstations. This is to address the problem 
within industry that experienced operators have difficulties in 
explaining how they perform their tasks and later, how to turn this 
procedural knowledge (knowhow) into instructions to be shared 
among other operators. By using social softbots and co-bots, as 
cooperative agents with embodied automation features, we think 
we can facilitate the ‘externalization’ of procedural knowledge                   
in human-robot interaction(s). This enabled by the capabilities of 
social cooperative agents with embodied automation features of 
continuously learning by looking over the shoulder of the operators, 
and documenting and collaborating with them in a non-intrusive 
way as they perform their daily tasks. 
Keywords—Embodied Automation, Agent-based Systems, Robot 
Systems, Collaborative Robots, Co-Bots, Software Robots, Softbots, 
Social Robots, Knowledge Transfer, Tacit Knowledge, Game-based 
Activities, Motivation. 
I. INTRODUCTION 
Sharing information and knowledge within an organization 
can be challenging [1]. Knowledge is different from information, 
and sharing it requires different sets of methods and tools that are 
not always supported by the features of (computer) information 
systems [1]. Hence, there are several approaches and strategies 
to share knowledge according to different academic disciplines 
or fields of study like Knowledge Management (KM), Knowledge-
based Engineering (KBE), and Human Resources Information 
Systems (HRIS).  
From a KM perspective, information is only gathered because 
someone in the organization looks at it and makes use of it (e.g. 
for decision-making, for learning, for quality assurance). So the 
value of information is weighed against the cost of managing   
and using it. Therefore, systems that enhance the effectiveness   
of decision-making and learning, and increase productivity of 
knowledge, are considered more valuable [2].  
From a KBE perspective, “sharing knowledge” can create a 
better way to work (i.e. procedures & best practices), continuous 
improvements (i.e. learnings), and a feeling of empowerment 
among the operators (i.e. motivation for learning and sharing 
knowledge) [3]. 
From a HRIS perspective, “sharing knowledge” can create a 
better workplace by collecting, storing, maintaining, retrieving, 
and validating the data needed by a (learning) organization about 
its human resources, personnel activities, and organizational 
units’ characteristics for better managing its human capital [4]. 
While direct instruction between operators certainly remains as 
an important way of knowledge transfer (i.e. through the mentor-
apprentice training model); we see large opportunities in using 
digitalization and collaborative ICT technologies to increase 
knowledge transfer and documentation in the learning (smart) 
factory / organization of the 21st Century. 
For this, Information Support Systems (ISS) and collaborative 
ICT-tools are vital. To adopt such ISSs, shared knowledge needs 
to be externalized and combined into the system continuously 
[5] [6]. A big problem in industry today is how and when to 
collect and transform this knowledge into the ISS [6]. Studies 
show that the operators, and middle management, have a hard 
time to summarize their experiences and insights with help of 
text and pictures [7]. 
Some additional factors “limiting” knowledge sharing and 
knowledge transfer are that the operators find it hard to put their 
knowledge into words (text) with limited space in a computer 
information system (textbox); the lack of standardization when 
collecting and documenting knowledge; that the operators think 
it takes a lot of time from their “real” working tasks to document 
their knowledge; that the operators use their knowledge as an 
assurance to stay relevant, indispensable, within a company –            
to mention a few [8] [9].  
 If the collection of information could be done autonomously 
and automatically with the help of social softbots1  [10] [11]            
and co-bots2 [12], this could facilitate knowledge externalization 
(i.e. from tacit to explicit knowledge) by means of knowledge 
socialization (i.e. from tacit to tacit knowledge) [5] in a natural 
“human-robot – conversation – interaction”. In this scenario, 
industry would be able to standardize work tasks according to 
best practices of the operators, and this would increase quality 
and productivity for industry. 
The main aim of this paper is to present a “concept design” of a 
knowledge sharing strategy, illustrated in Fig. 1, of a cooperative 
agent-based system with social skills and embodied automation3 
features [13] that motivates and it is trusted by the operators               
in order to share their tacit knowledge to an ISS and enable 
knowledge externalization.  
 
Fig. 1. Conceptual Overview of the Proposed Knowledge Sharing Strategy  
to Enable Adaptive Tacit Knowledge Transfer 
II. BASE CONCEPTS:                                                                        
COOPERATIVE AGENT-BASED SYSTEMS AND                                    
EMBODIED AUTOMATION 
Humans and their interactions with other human and artificial 
agents, such as softbots [10] [11] and co-bots [12], represent in 
many cases complex cooperative agent-based systems [e.g. 14]. 
Sharing tacit knowledge and transforming it into an effective and 
efficient ISS, within such agent-based systems, is a challenging 
endeavor according to the KM literature. Therefore, in this paper, 
we propose a knowledge sharing strategy, which codifies skill-, 
rule-, and knowledge- based behaviors and experiences from the 
operators in order to enable the collection and transfer of tacit 
knowledge into other cognitive agents (i.e. other humans and/or 
artificial intelligences (e.g. social softbots)). Then, these cognitive 
agents codify and personalize the knowledge and transfer it into 
an ISS. Does it sound easy? – Well, it is important to have a KM 
                                                           
1 Social Soft-bots are software robots able to collect, analyze, and transform 
knowledge into information, which can be managed by an information support 
system [10] [11]. 
2 Co-bots are industrial collaborative robots able to share the same workspace, 
workstation and workpiece as the operator [12]. 
strategy when implementing these kind of ISSs, since knowledge 
barriers [8] exists in every organization, from technological to 
organizational ones. For these reasons, we use seven assumptions 
and their interrelations (see Fig. 1 – (A1) to (A7) boxes) in order 
to determine the important areas and relations to consider when 
designing an adaptive ISS4 [15] for operators. The first step is to 
be able to collect tacit knowledge from the operators. This can 
be done by using different ICT-tools that are autonomous, easy-
to-use and use different multimedia principles when collecting 
information. In cognitive multi-agent systems [16] [17], softbots 
and co-bots can be used to embody the automation [13], and we 
believe that “trust” to share tacit knowledge to an ISS increases 
if the information is feed through “smart cognitive agents” [14] 
that are adaptable to the operators. Such (agent) intelligence 
allows the cognitive multi-agent system to know what question 
to ask and what comments to say in order to trigger the motivation 
of the operator. This is done based on game-based activities and 
personal rewards such as empowerment, usefulness, recognition 
and sense of competence. These assumptions have been tested 
one by one, but not all together. This is part of the future research 
within this area.  
III. ASSUMPTIONS FOR DESIGNING                                               
ADAPTIVE INFORMATION SUPPORT SYSTEMS 
Assumption 1 (A1):                                                 
“Tacit knowledge can be shared and collected” 
 
Two terms commonly wrongly used interchangeably in KM 
literature are “knowledge sharing” and “knowledge transfer”.  
In this paper, and according to Paulin and Sunneson [9]’s 
definitions, we define knowledge sharing – as “an exchange of 
knowledge between two individuals, one who communicates 
knowledge and other one who assimilates it”, and knowledge 
transfer – as “the focused, unidirectional communication of 
knowledge between individuals, groups, or organizations such 
that the recipient of knowledge has a cognitive understanding, 
has the ability to apply the knowledge, or applies the knowledge”.  
In order to create a successful knowledge transfer strategy, 
tacit knowledge needs to be collected and transformed into 
information that can be stored in an ISS. The term knowledge is 
heavily debated and there are a lot of different meanings and 
definitions. 
In this paper, knowledge – is defined as “the understanding             
of situations and their context framed by experience, values, 
contextual information and insights to evaluate and incorporate 
new experiences and information” [18-20]. Knowledge can be 
further divided into two main types [21]: (a) tacit knowledge, 
and (b) explicit knowledge. Polanyi [21] argues that knowledge 
contains an explicit and tacit dimension. Explicit knowledge can 
be explained as the externalization of knowledge to be shared 
since it can be codified in – words, numbers, etc. [22]. Tacit 
knowledge is often defined as uncodeable, intuitive and non-
verbalized, e.g. rules-of-thumb, gut-feelings, personal skills [23]. 
3 Embodied Automation is a type of (smart) automation that aims to think and 
behave in a human-life form (anthropomorphism) autonomously (e.g. AI) [13]. 
4 An Adaptive Information Support System is an information system capable               
of providing background information and decision support appropriate to                 
the user needs based on processes that adapt to the individual preferences of 
users rather than to some general rules for all users or user groups [15]. 
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 Tacit knowledge is hard to share since it is connected to         
skills and experiences. Rasmussen [24] also talks about dividing            
the operator’s tasks into skill-, role-, and knowledge-based 
performances where skill and knowledge can be seen as tacit 
knowledge and rule-based tasks can be seen as instructions or 
explicit knowledge. 
Skill-based behavior is often connected to senses, e.g. it feels 
right when I mount the screws; I hear that something is wrong 
with the machine; it smells wrong. The skill-based tasks are also 
connected to “intuitive cognitive behavior”. 
Knowledge-based behavior can be connected to both explicit 
and tacit knowledge. An example of tacit-tacit knowledge is “we 
have always done it this way, not as the written instructions”.  
Two main KBE strategies, or general knowledge extraction 
approaches, are “codification” and “personalization” [25]. These 
strategies can be combined in order to create a good knowledge 
transfer to an ISS [26]. 
Our assumption is that it is possible to collect tacit knowledge 
and thereby transform and transfer it into an ISS for its later share 
across the organization. This can be done by using non-invasive 
and interactive ICT-solutions if the knowledge barriers are low; 
this is connected to assumption A2b in terms of “social softbots” 
following e.g. an “apprenticeship learning” style approach.  
Intention to Share Tacit Knowledge (A2a, A3 & A4) 
The intention to share tacit knowledge can depend on many 
factors; it can for example be divided into personal intentions, 
organisational intentions, and intra-organisational intentions [27]. 
Other factors influencing the intention to share knowledge are 
education, experience, training, autonomous motivation, short-
term goals, trust of co-workers, and rewards [28-29]. In this 
paper, the intention to “share knowledge” is divided into to three 
different assumptions: Trust (A2a), Motivation (A3), and ICT-
tools (A4) – as illustrated in Fig. 2. 
 
Fig. 2. The Three Areas that Increase Tacit Knowledge Transfer 
Assumption 2a (A2a):                                                         
“Knowledge transfer increases with trust in organization” 
Trust exists when individuals perceive that their co-workers 
possess such qualities of “trustworthiness”, and believe that the 
co-workers would repay them by doing the same thing when 
they share knowledge with others [27]. Given that sharing tacit 
knowledge is a form of sharing power with others, it takes trust 
for individuals to share tacit knowledge with their co-workers, 
because trust may reduce perceived uncertainty, facilitate risk- 
taking behaviors, and foster a constructive orientation [30]. In 
addition, the management in organization is important in order 
to feel trust for sharing tacit knowledge [28]. 
 
Assumption 3 (A3):                                                  
“Knowledge transfer increases if the operators are motivated” 
In order to increase knowledge transfer in an organization,           
it is important to take into account employees’ motivation for 
knowledge transfer [18]. Results from a study [31] show that 
“motivation” differs depending on if the operator is sharing tacit 
or explicit knowledge. Moreover, the sense of achievements and 
challenges of work trigger people to share knowledge in parallel 
groups.  
The concept of motivation is determined by an individual’s 
choice to “engage” in an activity, and the intensity of effort or 
persistence in that activity. Motivation can be divided into three 
major categories: (i) intrinsic, (ii) extrinsic, and (iii) social [32]. 
Within these categories, different theories of motivation can be 
found [33] [34]. 
Intrinsic motivation refers to motivation that is engaging 
because it is personally rewarding; essentially, performing an 
activity for its own sake rather than the desire for some external 
reward – like money. Intrinsic motivation is crucial when tacit 
knowledge is transferred in and between teams [35].  
Extrinsic motivation occurs when an individual is motivated 
to perform a behavior or engage in an activity to either receive    
a reward or evade a punishment. Social motivation applies to           
the human need to socialize with other individuals and to feel 
accepted by them. These interactions are regarded as “social 
behaviors”, which address other people with the purpose of 
getting a response [35].  
Assumption 4 (A4):                                                  
“The ICT-tools used for knowledge transfer                               
must be as easy as sharing it with a co-worker” 
  Nonaka and Takeuchi [5] have provided a framework for 
describing a KM model that allows explaining the process               
of transferring knowledge from “implicit” to “explicit”, and 
incorporating knowledge again. From an organisational point          
of view – and taking ‘information systems’ theory into account – 
the learning organization approach [36] considers two levels.           
In the Level 1, workers working in the business environment will 
use their available tacit and explicit knowledge (available in     
the organization) to fulfil their work. In case of facing a situation 
that cannot be handled, information describing the situation has 
to be made explicit and needs to be transferred (communicated) 
to the Level 2, the management level. Here, new knowledge is 
created by communicating elements, which hamper further work 
in the business environment, explicitly to others. This approach 
takes also a distributed organisational knowledge base into 
account, which is comprised of all information systems installed 
in the organization and that contain the explicit knowledge of     
the organizational memory [36]. 
While there has been a widespread argument that ICTs are 
“limited” when it comes to sharing tacit knowledge, Hildrum [37] 
questions this view and demonstrates that ICTs can constitute 
effective mediators for tacit knowledge. Hence, well-integrated 
information management and communication techniques can 
significantly contribute to support an overall KM program [38], 
and create a positive cost-benefit business case for information 
gathering for its later transformation into knowledge.   
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 For example, results from earlier studies within ten industrial 
cases show that over 80% of all tasks that are performed with the 
operators own experience (own information) [39]. This is in line 
with other studies [40], which indicate that the personnel do not 
always use information systems in an appropriate way.  
Moreover, according to Thorvald et al. [41], it is believed 
that the usage of information systems increases if the ICT is 
mobile and close to the operator. ICT tools hold the possibility 
to save time through quick and effective information flows that 
synchronize the work and enable a proactive work setting [42]. 
Presentation of information can be broken-down into two 
parts: (i) carrier, and (ii) content – of information [43]. Carrier 
concerns to the medium of information (e.g. paper, screens, and 
PDAs), while the content concerns the mode of information (e.g. 
text, pictures, sound, or movies).  
Furthermore, a matrix developed by Paul [31] describes two 
modes of sharing knowledge: (i) knowledge application, and           
(ii) knowledge development. In both modes, the matrix provides 
examples of ICT-tools for supporting knowledge transfer. For 
the particular mode of knowledge development, and sequential 
settings, Paul [31] has proposed “intelligent agents”. In addition, 
Romero et al. have presented in [44] eight different types of 
interactions between operators and automation, two of them are 
the social operator (operator + social networks) and the smarter 
operator (operator + intelligent personal assistant), which can be 
used in this scenario in order to increase the knowledge transfer. 
We propose cognitive agents as “social soft-bots”, which can 
be defined as more embodied then other intelligent agent-based 
systems in order to get a more personal assistant-like automation 
solution. 
Increase trust through embodied automation (A2b & A5) 
In order for the operator to trust automation, our assumption 
and bet is to create an embodied automation solution containing 
both social softbots and co-bots following a human-centered 
automation approach [45-48]. This to be able to collect different 
kinds of data as a learning organization, and for the operator to 
get help, both physical and cognitive if needed. The concept of 
the embodied automation is illustrated in Fig. 3.  
 
Fig. 3. Trust in Automation 
Assumption 2b (A2b):                                                         
“Knowledge transfer increases with trust in automation” 
By receiving “positive feedback” (e.g. encouragement) from 
colleagues, the individuals build self-confidence and confidence 
in their peers. This increases a sense of trust in others and the 
belief that colleagues are ready to help them [29]. If the human 
should trust the automation and share knowledge, it is vital              
that a social softbot in combination with a cognitive agent can 
give the same kind of positive feedback as the colleagues. This 
requires a smart AI system that collects and expresses positive 
feedback in the same way as a human colleague. This puts 
requirements on the technology to be trustworthy. “Trust” in 
automation involves other factors that relate specifically to 
technologies and information quality, e.g. reliability, validity, 
utility, robustness, and false-alarm rate [49]. There is a high risk 
when a company acquires new technologies without having a 
clear strategy on how to implement these technologies into              
the working environment due to its lack of experience in 
standardized work [50] [51]. This could turn into irritation 
among operators and decreased trust in automation [49]. 
Assumption 5 (A5):                                                 
“Trust in automation is increased if the automation is embodied” 
Advances in cognitive science, social robotics, cognitive 
modelling and AI during the last 30 years have indicated               
the importance of embodiment, suggesting that the embodiment 
of ICT, e.g. in the form of social robots, can have drastic effects 
on communication and knowledge transfer, and as such, has 
focused on this fact when proposing AI systems rather than              
the traditional software view on human intelligence.  
In a review by Li [52], the effects of physical embodiment 
were analyzed, comprising results from 33 experimental studies 
with physical and virtual agents. A majority of the studies (73%) 
showed a preference for the physical embodiment, compared            
to virtual or disembodied agents. It is argued that intelligence 
and consciousness is dependent on a physical body, which can 
interact with the world. Arguably, this might also have an impact 
on human interaction with a system. The presence of a physical 
body effects the behavior of the human interacting with the system, 
and the physical embodiment of the system may be especially 
important when it comes to communication of tacit knowledge. 
Ultimately, we propose that the interaction with an embodied 
agent is easier / more effective than the interaction with a non-
embodied agent for “sharing knowledge” between operators 
working in industrial settings. Furthermore, as a physical help          
for the operator, we propose co-bots that can be used in near 
collaboration with the operator. In order to make the co-bot 
flexible, we also propose a “moving co-bot” as well. Fig. 4 
shows some concepts that can be put together. The length of the 
co-bot is also essential. The most famous humanoid robot today 
might be “Pepper”. This robot mostly attracts younger children 
[53] that can depend on the length of the robot; therefore,               
we propose a ‘co-bot’ that is at least 160 centimeter in order              
to attract older people and to be seen as an equal rather than              
an entertainment robot. 
 
Fig. 4. Hybrid Concept of Embodied Automation combining (top-down) 
Furhat Robotics, SciMotion Robotics and MiR Robotics 
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 Increase intention to share tacit knowledge through                
motivation and game-based activities (A6 & A7) 
Motivation is an important factor to increase the intention             
to share knowledge. There are personalized and organisational 
motivation factors. In this paper, we discuss the motivation from 
a “personal perspective” with game-based activities as a trigger 
for that motivation as illustrated in Fig. 5. 
 
Fig. 5. Motivation as an Enabler for Knowledge Transfer 
Assumption 6 (A6):                                                                            
“Motivation can be increased by using personal rewards” 
Social activities like competition, social interaction, and 
collaboration are ordinary and essential in game-design and may 
influence human behavior and motivation [54-56]. 
Knowledge transfer could be hampered by individuals who 
wants to sustain competitive advantages, which they possess 
through their tacit knowledge base [57]. In order to share their 
knowledge, some kind of personal reward is needed.  Šajeva [29] 
shows that intrinsic rewards have significant positive effect on 
knowledge transfer among employees and can help to construct 
a reward system with following characteristics: A sense of –                  
(i) belonging and sharing common values, (ii) achievement and 
success, (iii) competence, (iv) usefulness, and (v) respect and 
recognition.  
Assumption 7 (A7):                                                               
“Motivation and personal rewards can be enabled                               
by using game-based activities” 
In gaming, motivation has been from the start a central part 
of the experience, and there is much exploration done in order to 
get the players more motivated for a product [54-56]. Games are 
an interactive system that responds fast to the user’s action to get 
them motivated and engaged. In a short brief, the digitalization          
of games did put the medium under economic pressure. If the 
player did not feel engaged enough with the digital games, they 
merely could choose a different one in a matter of minutes. That 
competition within the medium forced the game developers to 
look into different “design principles” born out of psychology 
and behavioral science. This brief segment of game history made 
core game design, within a couple of decades, sophisticated 
design for “human motivation.” 
Today, games are common in various forms of training and 
higher education in different sectors. Game-based thinking has 
even become commonly used to support young persons who are 
Not in Education, Employment, or Training (NEETS) to help 
them to re-adjust to society as well for pupils with neuro-
developmental disorders [58] [59]. 
 
In particular, digital games combine and trigger three types 
of motivations simultaneously to get the player more engaged             
to interact with a product: (i) extrinsic rewards such as badges, 
levels, and points to enhance the player engagement, (ii) intrinsic 
rewards, including giving players autonomy, to allow the feeling 
of competence and sense of control to increase the player’s 
impressions of achieving mastery, and (iii) social motivation 
using collaboration and competition (i.e. coopetition), as well             
as other forms of interactions between players to raise social 
interactions [56].  
Game-based learning, such as serious games / gamification, 
are applying the design concepts of digital games to increase 
individual’s motivation for different, sometimes mundane, tasks 
or as a nudge for human behavior change [56]. 
IV.  CONCLUSIONS & FURTHER RESEARCH 
This paper proposed a “concept” and a “strategy” in order to 
increase the autonomous transfer of tacit knowledge within 
(learning) organizations. Moreover, it discussed the importance 
of embodiment and anthropomorphism [60] when evaluating           
the operators’ tendencies towards sharing – tacit knowledge. 
Ultimately, the paper aims to contribute to find an effective and 
efficient channel for sharing and documenting tacit knowledge 
that workers feel comfortable with and where knowledge transfer 
is effective. In line with that aim, we suggest a concept where 
the investigation is done in two steps: 
• Explore the effects on social interaction between human 
and agent where the latter is either non-embodied or 
embodied. 
• Explore the effects that different types of embodiment, 
such as different levels of anthropomorphism, have on 
social interaction(s) between human and agent. 
While we do expect to find in further research primarily 
qualitative differences in the social interaction between a human 
and an agent (e.g. a social softbot), we do not expect that the 
interactions with a non-embodied agent to be unsuccessful, but 
rather to find that the interaction with embodied agents will have 
higher likeness to humans (cf. anthropomorphism), and therefore, 
to be more effective. Furthermore, in order to create motivation 
to share tacit knowledge, game-based activities are vital. These 
aforementioned motivational triggers can be personalized if the 
personal agent updates what triggers and motivates the worker 
to share his/her tacit knowledge. 
However, we are well aware that in order to reach this KM 
vision, several technical and organizational challenges need to 
be overcome first. The collection of “tacit knowledge” from 
workers through “deep learning” capable agents is not available 
now and it requires “big data” in order for the agents to become 
“self-learning”. Moreover, some systems exist that are capable 
of classifying workers’ activities from a closed set of possible 
activities. Yet, it is not possible to understand the intentions 
behind these activities. 
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 On more organizational issues, the inclusion of game-based 
activities needs to be implemented in (computer) information 
systems. This includes interfaces for workers that show a game-
oriented interface, instead of widgets. Another creative task to 
be accomplished, among many others, is to intertwine the fun 
activities with strictly work related activities. Furthermore, it still 
an ethical dilemma about what to do with the data that the agent 
is collecting, if the agent is becoming more of an employee; 
sensitive data might be collected so this issue needs to be 
considered and addressed. 
Cognitive agents – that realize the above challenges on a 
technical level are needed. While some cognitive architectures 
(e.g. Soar [61]) are available for implementing simple human-
like reasoning processes, the combination of embodiment, with 
motivation triggers based on game-based interaction approaches, 
and (cognitive) reasoning has not been implemented yet. 
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