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Abstract-Bairstow’s method has to face with numerical errors due to the termination criterion of 
Raphson-Newton iterations and to successive polynomial divisions. Here, an optimal termination criterion is 
proposed allowing to stop the iterations as soon as a good computed solution is obtained. Moreover, asimple 
formula to check the validity of a root of a polynomial isgiven. It is then possible to eliminate the numerical 
errors in Bairstow’s method. Numerical examples are presented. 
1. INTRODUCTION 
B&tow’s method is used in searching for the real or complex roots of a polynomial having 
real coefficients of any degree. The search consists of successive divisions of the initial 
polynomial by second-degree polynomials, for which it is easy to obtain the roots. 
The main difficulty in this process thus lies in finding a second-degree polynomial exactly 
dividing a given polynomial. This is done by canceling the two coefficients of the remainder of 
the division, which is a first-degree polynomial, by means of Raphson-Newton’s ntethod. 
More exactly, let PN(x) be and N-degree polynomial with the following real coefficients 
Pj&) = 2 u+YN-’ aiERi=O, I,..., N 
i=O 
P&c) is written in the form 
PN(X) = (x2 - sx + p).P&x) + b&X - s) + bN (2) 
where 
N-2 
PN_2(X) = 2 b$ N-2-i bi E R i = 0, 1, 2, . . ., N, 
i=O 
We search for the numbers s and p which satisfy the following 2dimensional 
system 
bN-I(& PI = 0 
bN(& P) = 0. 
non linear 
(3) 
This system is normally solved by Raphson-Newton’s method. Knowing the solution for 
this system thus gives a second-degree polynomial which exactly divides the initial polynomial 
PN(x) and hence by solving the second-degree polynomial, we obtain two roots for p,,,(x). 
The process also gives the coefficients bi of the polynomial PN_2 and it can be begun over 
again with the dividend until this dividend becomes a second- or first-degree polynomial. The 
method is described in [5]. 
By examining the algorithm thus described, we see that its implementation i a computer 
raises various problems, which we will attempt o solve. 
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t.PROBLEMS LINKED TO THECOMPUTER IMPLEMENTATION OF BAIRSTOW'S METHOD 
2.1 Choice of criterion to stop the iterative process 
The iterations in Raphson-Newton’s method used for solving system (3) are generally 
stopped in an arbitrary way. The most conventional termination criterion, described in [l] 
consists in stopping the iterative process on iteration k as soon as inequality (4) is satisfied and 
then four additional iterations are performed. 
It is obvious that this termination criterion, based on the fact that the convergence of 
Raphson-Newton’s method is generally quadratic, may often fail and this failure is particularly 
likely to occur when the polynomial has multiple roots. The iterations are then broken off before 
bN_, and bN reach zero. 
2.2 Validity of roots found 
Once s and p have been obtained, what criterion must be used to decide whether the roots 
of the polynomial x2+x + p are effectively the best roots of the initial polynomial PN(x) which 
the computer is capable of providing and, if this is not the case, how can they be improved? 
2.3 Accuracy of the solution 
When the roots obtained are the best possible ones with regard to the computer, what is the 
accuracy obtained for these roots? 
The solutions to these problems are based on the Permutation-Perturbation method pro- 
posed by La Porte and Vignes[4] and which is summed up hereunder. 
3.PERMUTATION-PERTURBATIONMETHOD 
This method is used for automatically analyzing the propagation of computing errors caused 
by the floating-point arithmetic of the computer for any algorithm providing results in a finite 
number of computers. 
Therefore, for each result, it provides the accuracy, i.e. a number of exact significant 
decimal figures. 
We will briefly sum up this method by taking, as an algorithm, an algebraic expression 
defined by 
y = f(d, +, -, x,:, funct) (9 
in which d C R is the set of data, and y E R is the result of the algebraic expression, +, -, x,:, 
funct are the exact mathematical operators. 
To perform algebraic expression (5) on a computer, it is transcribed into a programming 
language and we obtain 
Y = F(D, 0, 0, *r/, FUNCT) 
in which DC F is the set of data, Y E F is the result of procedure (6); 0, 0, *,I, FUNCT, are 
data-processing operators. 
F is the set of floating-point values that can be represented in the computer. 
3.1 The permutation method 
Since the rules of algebra, such as the associativity of addition, are not valid in floating-point 
arithmetic, there is not just a single data-processing image expression of f but a set P = {Fi} of 
data-processing image expressions obtained by performing all possible combinations of per- 
mutable arithmetic operators in the algebraic expression. We obtain 
Card P = CO, 
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in which CO, is the number of combinations corresponding to all possible permutations of the 
arithmetic operators. 
3.2 The perturbation method 
Let us consider one of the data-processing expressions fi and have it performed by the 
computer. At each arithmetic operation since the result contains an error (chopping or 
rounding-off), any result of a data-processing operation (assignment, arithmetic operations) 
must be considered to have two possible results, one by lack and the other by excess. 
Therefore, if the algebraic expressions Fi require k data-processing operations, each F, will 
provide a set 
R={Y-JKEF) (7) 
so that each Yi thus legitimately represents the exact result y. 
3.3 The permutation-perturbation method 
By applying the Perturbation method to each data-processing image F$ of f, a set 9 = 
{ Yj Yj E F} is obtained in which: 
Card Se = 2’ CO,. (8) 
Each Yj thus legitimately represents the exact result y. 
3.4 Evaluating the accuracy of Yj 
It has been shown [3] that subpopulation of only three elements, obtained by having the 
computer perform any data-processing procedure Fi three times, by perturbing the result of 
each arithmetic operation, can be used to determine the accuracy of the result, i.e. its number 
of exact significant decimal figures. 
It has been shown [3] that the data-processing result which best represents y is the average 
? of three data-processing results obtained Yj, j = 1, 2, 3, and that the exact number of 
significant decimal figures for Y is given by C so that 
C=log,$ (9) 
S Being the standard eviation of the three results Yj. 
4. SOLUTIONS TO PROBLEMS RAISED 
4.1 Optimum termination criterion for Raphson-Newton’s iterations 
4.1.1 Need for a good termination criterion. It is quite obvious that the accuracy of 
Bairstow’s method depends directly on the obtaining of the polynomial x2 - sx + p dividing the 
initial polynomial. Therefore, the choice of the termination criterion for Raphson-Newton’s 
iterations is determinant with regard to the propagation of errors from one division to the next one. 
For example, a search for the roots of the polynomial 
P(x) = z. $- e-lo 
with a CDC 7600 computer using the termination criterion 
$1 = - 0.9994. . . x IO’ 
(41, gives as the 51st root 
whereas the root is - 10 with 14 exact decimal figures. The root is thus obtained with only three 
exact decimal figures, whereas the computer is working in binary floating-point arithmetic with a 
48 bits mantissa and can thus give 14 exact decimal figures. This example shows that the 
propagation of numerical errors may be considerable or even catastrophic. We consider that all 
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the termination criteria used to date are unsatisfactory, and we propose an optimum termination 
criterion. 
4.1.2 Expression of optimum termination criterion. The only adequate termination criterion for 
this type of iterative method is that which stops the process as soon as a satisfactory 
dataprocessing solution is found[4]. 
Let us consider the 2-dimensional non-linear system 
9(x) = 0 with components fi, i = I,2 
and let F(X) be one of its data-processing images. 
The iterative solution process must be stoped at iteration n as soon as each of the 
components of the residue 
P 
(n’ = ~(_p’) 
satisfies one of the following conditions 
0 either p(“) is zero (which almost never occurs because computing is done with a limited 
precision arithmetic), 
0 or it represents only the cumulative ffect of the errors in the computing of the components 
Pi? i = 1,2. 
The Permutation-Perturbation method of La Porte and Vignes described in Section 3 can be 
used to estimate the error resulting from the error propagation of computing and the exact 
number of significant figures of the result of an algebraic expression, its application to each of 
the equations in the non-linear system will enable us to estimate the number of exact significant 
figures Cj”’ in each of the components pi(“), i = 1, 2 of the residual vector p(“). 
Therefore, if one of the two @) is greater than or equal to 1, the solution has not been 
reached. But if both Cl”’ are less than 1, then it can be confirmed that the p!“’ represent only the 
cumulative ffects of the computing errors, and hence the two equations in the system are 
verified. 
The result found can thus be considered to be a satisfactory data-processing solution for the 
system. 
In practice, the optimum termination criterion is as follows: 
At the end of each iteration p, the Permutation-Perturbation method is applied to each of 
the equations in the non-linear system, and the exact number of significant figures Ci’p’, i = 1,2, 
is evaluated for each residue ,(,I. 
Either of two cases is possible (i) at least one of the C’y’ 2 1, and so the iterative process 
must be continued because the solution has not yet been reached, or (ii) both CY” < 1, i = 1,2, in 
which case both pip’ are non significant values, and the vector Xcp’ is a satisfactory data- 
processing solution for the system. The iterative process must then be broken off. 
Comment 
In practice, the termination of the process must also be considered if two successive 
iterations are equal from the data-processing standpoint, even if the C:“’ are not less than 1. In 
this case the solution has not been reached, but the convergence of the process toward a more 
accurate solution is impossible. 
4.1.3. Numerical example. Let us consider the following tenth-degree algebraic equation 
X “-20x9+ 175x8-882x6+2835x6-6072x5+8777x4-8458x3+5204x2- 18 8x+288=0. 
This equation is proposed in [l] and has the following exact solutions 
X1=X2=X3 =x4=1 15 = x6 = x7 = 2 
xg = x9 = 3 Xl0 = 4. 
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It has been solved with Bairstow’s method on a CDC 7600 computer using the conventional 
termination criterion (4) followed by the optimum termination criterion. The results obtained 
are given in Tables 1 and 2. 
It has seen that the use of the optimum termination criterion quite appreciably decreases the 
error propagation from one division to the next. This is due to the fact that at each division the 
non-linear system 
( 
bN-I(& P) = 0 
MS, P) = 0 (12) 
is solved with the best possible accuracy. Table 2 gives the number of iterations required for 
Raphson-Newton’s method and the numerical values attained for bN_, and bN at the end of the 
iterations using the two preceding termination criteria; in both cases the initializations for s and 
p were so=po= 0. 
This example clearly shows the advantage of the optimum termination criterion. When the 
conventional termination criterion is used the iterations are stopped, although the values of 
bN_, and bN are not yet zero. 
The values are given in Table 2 with two exact significant figures. With the optimum 
termination criterion, the values of f+,_, and bN, which are known with zero significant figures, 
must here be considered as exact mathematical zeros. 
4.2 Checking the validity of the root found 
To be certain that a value x0 is effectively the root of a given polynomal P&x), it is 
theoretically sufficient o check and see whether PN(xO) = 0. Unfortunately, when a computer 
Table 1. 
Division no 
Conventional Termination Optimum Termination 
criterion criterion 
Re(x)* in(x)** Re(x) j im(x) 
0.995 0.335 x 10-2 0.998 
0.995 -0.335 x 10-2 0.998 
1.006 0.732 x 10-2 1.001 
1.006 -0.732 x 1O’2 1.001 
1.993 0.116 x 10-l 1.998 
1.993 -0.116 x 10-l 1.998 
2.013 0. 2.002 
2.998 0. 2.99990 
3.001 0. 3.00009 
3.999997 0. 3.999999999 
0.113 x 10-2 
0.113 x 10-2 
0.167 x 1O-2 
-0.167 x 1O-2 
0.258 x 1O-2 
-0.258 x 1O-2 
0. 
0. 
0. 
0. 
l Re(x): signifies the real part of x. 
l * im(x): signifies the imaginary part of x. 
Table 2. 
Conventional termination Optimum tenination 
criterion criterion I 
Division - 
Niter 
-- 
1 24 
2 16 
bN-I 
0.11 10-11 
0.10 10-10 
0.54 10-9 
0.26 1O-8 
3 20 
4 16 
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is used, even if x0 is the exact root, chopping or rounding-off errors are such that PN(x,,) is not 
zero but is equal to a number p which we call the residue 
PN(X0) = 0. (13) 
If p is non-significant, meaning that it represents only the cumulative rror effect in the 
computing PN(xO), it must be considered as equal to mathematical zero, and hence x0 must be 
considered the root of PN(x). 
If p is significant, PN(xo) # 0 and x0 is thus not a solution for PN(x) = 0. 
Yet, with the Permutation-Perturbation method, it is possible to compute the number of 
exact decimal figures C in the residue p. If C is not less than 1, p is significant and x0 is not a 
root. If C is less than 1, then p is not significant and must be considered as zero, and x0 is thus a 
solution for PN(x) = 0. This method is the most general can be used for any type of equation. 
But for a polynomial equation or for a linear system, it is possible to obtain a statistical 
expression for the theoretical value of p if the value found for x0 is a root of PN(x) = 0. This 
has been demonstrated in [2], and we set forth the results here. 
If PN(x) is a polynomial with real coefficients, PN(x) = iio qN-’ and Ai the data-processing 
images of coefficients (li 
AiEF i=O, 1, . . . . N. 
If x* is an exact real root of the polynomial PN(x) and X* is its data-processing 
representation, then Horner’s rule can be used with a computer to calculate PN(X*), and will 
obtain a residue of the following quadratic mean value 
(14) 
m being the number of bits in the mantissa of the numbers expressed in normalized floating- 
point arithmetic. 
If x* is a complex root of polynomial PN(x) and X* is its data-processing representation, 
then the computation of PN(X*) using Horner’s rule gives a complex residue for which the 
values of the real and imaginary parts are respecitvely noted by 6, and A. Theses values are 
defined by 
j, = 2- -J[[~~X*~~~(~)~+[~~X*~+~(~)jl+N~P(AX*N-i)2] 
ii = 2-” J[{a(X*J x y(g)r + (9(X*) X g(s))2 + N $ y(AiX*N-i12] (19 
9(u) signifies the real part of U; T(U) signifies the imaginary part of u; M being the number of 
bits in the mantissa. 
For a real or complex root X obtained by Bairstow’s method, we must compute the real or 
complex standardized residues defined by 
F(P(X)) = go Y(Ai*XN-‘)a 
(16) 
If the root is real, either p* is close to or less than 1, or it is greater than 1. In the former 
case, p is merely the result of cumulative rrors in the computing of P(X) and X must then be 
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considered as a satisfactory data-processing root of PN(x). In the latter, X is not a root of the 
polynomial PN(x). 
If the root is complex, either PT and p: are both close to or less than 1, or p: (and/or) ~7 is 
higher than 1. If the former is true, X must be considered as satisfactory data-processing root of 
PN(x). If the latter is true, X is not a root of PM(x). 
4.3 Evaluation and eventual improvement of accuracy 
When the Raphson-Newton’s method is applied to system (3) to give two numbers  and p 
such that x2- sx + p exactly divides the polynomial P, it is nonetheless possible that the roots 
obtained will not satisfy the criterion of the standardized residue with regard to PN(x). It is then 
possible to improve them, e.g. by Newton’s method in R or in C until the standardized residues 
are less than 1. Indeed, this very simple criterion in the case of a polynomial equation is a specific 
form of the optimum termination criterion described above. It can thus be used to break off the 
iterations in Newton’s method when a satisfactory data-processing solution has been obtained for 
equation PN(x) = 0. When these two roots have been obtained, they then provide us with two new 
values for their sum s and their product p and thus of coefficients bi for the dividend which will be 
more nearly accurate than values given directly by solving system (3). Thus at each kth divisionwe 
obtain the best numbers Sk and pk and the best polynomial P&Z from the data-processing standpoint 
as would be given by 
Pk(x) = (x2 - skx + pk).Pk&). (17) 
The propagation of numerical errors from one division to another is thus greatly reduced, 
almost to the point of elimination. 
There is a second advantage in using Newton’s method to improve a root in R or in C. It 
lends itself very well to the implementation of permutations and perturbations for computing the 
number of significant figures in the solutions obtained. By means of the algorithm that we have 
developed, at each division we obtain the best possible roots from the data-processing 
standpoint. Equally important, we know the accuracy with which these roots have been 
computed. Computing the number of significant figures in the solution then enables us to decide 
whether a root for which the imaginary part was found to be small is a true complex root, or a 
real root, the imaginary value of which is due to computing errors. 
Where z is a root computed with our algorithm, and C, and Ci the numbers of significant 
figures found for the real value Re(z) and the imaginary value Im(r), either 
(i) Ci is greattr than 1 (in which case we can affirm that z is effectively complex), or 
(ii) Cj is less than 1. Here the value found for Im(z) is non-significant, and 0 is a possible 
value. The root that is found may be real, in which case it suffices to compute the numerical 
value of PN(z) with z = (Re(z), 0) and then to compute the standardized residue of PN(z). 
Let p*(r) be this standardized residue. If p*(z) is less than 1, then s = (Re(z), 0) is a root of 
PN(z). Hence this root is effectively real. But if p*(z) is greater than 1, it can be said that 
(Re(z), 0) is not a solution. The root z = (Re(z), Im(z)) is thus effectively complex, and its 
imaginary part is not zero but is non-significant. 
Example 1 
Table 3 gives the rounded-off real and imaginary values found for the roots of the tenth- 
degree equation mentioned above as well as the number of exact decimal significant figures. 
Examination of this table and comparison with Table 1, clearly show that our algorithm can 
be used to determine whether a root is real or complex. 
i=SI 
For the equation C xi/i! - e-” = 0 the solution x = - 10 is found by the method described 
is0 
above with 7 exact significant decimal figures. 
Example 2 
Let us consider the following algebraic equation 
0,x6 + a2x3 + a3x + a4 = 0 (18) 
386 R. ALT and J. VIGNES 
Table 3. 
Root 3' Re(x) cr Im(x) 'i 
10 1.00 3 0. 14 
9 1.00 3 0. 14 
a 1.0 2 0. 14 
7 1.00 3 0. 14 
6 2.000 4 0. 14 
5 2.00 3 0. 14 
3 2.000 4 0. 14 
4 3.000 5 0. 14 
1 3.0000 5 0. 14 
2 4.000000000 10 0. 14 
in which 
al = 0.170522639876489 lo+‘* 
a2 = - 0.18090082448907 1 1 O-4 
= -0.101133169642264 10-” 
:: = - 0.383826436411105 10-26. 
This equation has been solved on a CDC 7600 computer with Bairstow’s method using (i) the 
conventional termination criterion and (ii) the optimum termination criterion. 
The results obtained are given in Table 4. 
The results show very clearly that Bairstow’s method using the conventional termination 
criterion gives false results because the iterations are broken off before attaining bN = IQ._, = 0. 
On the other hand, the results obtained with Bairstow’s method using the optimum 
termination criterion give exact results to 14 decimal significant figures. 
5. CONCLUSION 
The Permutation-Perturbation method applied here to Raphson-Newton’s method has made 
it is possible to determine the best possible second-degree polynomials which divide P,.,,(x), almost 
Table 4. 
l- Results obtained by using the con- ventional terminatlon criterion - 
x1 
- . - 
x2 
- _ 
x3 
- - 
X4 
- - 
x5 
- _ 
X6 
- 
-0.47269433382398 loe7 
0.229246106606aS lo-’ 
-i0.4a533909011179 10m7 
0.22924610660685 1o-7 
+i0.48533909011179 10e7 
-0.33917452460500 1O-7 
-iO.49366319284117 lo-’ 
- 
-0.33917452460500 10-7 
+iO.49366319284117 10m7 
I- Results obtained by using the opti- 
I mum termination criterion 
-0.47207606a33448 10-7 
0.597473339666347 1O-7 
0.2360434a9a1133 10-7 
-io.4ilio574719la3 loe7 
0.23604348981133 1O-7 
+io.41110574719183 low7 
-0.29874212547582 loe7 
-iO.51562637073113 lo-’ 
-0.298742i2547582 10~ 
ciO.51562637073113 10s7 
- 
._ 
.- 
._ 
._ 
.- 
C 
14 
14 
14 
14 
- 
14 
14 
14 
14 
14 
14 
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entirely eliminating the propagation of errors due to successive polynomial divisions. Ap- 
plication of the method to Bairstow’s algorithm made it possible to determine the number of 
exact significant figures in the solutions. In short, we can say that the method described here 
serves to stabilize Bairstow’s method and to check the accuracy of the solution. 
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