Abstract. There is a natural action of SL(2, R) on the moduli space of translation surfaces, and this yields an action of the unipotent subgroup U = 1 * 0 1 .
1. Introduction A polygon P ⊂ R 2 is called rational if all angles of P are rational multiples of π. Let N (P, T ) denote the number of (cylinders of) periodic billiard trajectories of Euclidean length at most T . It is a theorem of H. Masur [Ma1, Ma2] that there exist constants c 1 = c 1 (P ) and c 2 = c 2 (P ) > 0 such that for T ≫ 1, c 1 T 2 < N (P, T ) < c 2 T 2 .
(1.1)
Unipotent flows and Veech surfaces
3 SL(2, R) on the space of flat tori SL(2, R)/ SL(2, Z). We can visualize this as a composition of "the usual linear action" with "cut and paste." We note that "cut and paste" is an isometry on the surface (and in fact preserves the horizontal and vertical directions as well). Note that if S is a union of triangles, and g is a large element of SL(2, R) then gS is a union of long and thin triangles. We may if we wish "cut and paste" gS and retriangulate to try to present gS as a union of triangles with bounded side lengths.
Veech surfaces. For S ∈ H(α), let Γ(S) ⊂ SL(2, R) denote the stabilizer of S. The group Γ(S) is called the Veech group of S. If Γ(S) is a lattice in SL(2, R) then S is called a Veech surface. It is a theorem of Veech [Ve1] that if S is a Veech surface, then there exists c = c(S) such that
as T → ∞.
Counting and Ratner's Theorem. One has the formula [Ve2] , (reproduced in [EM] )
where a t = e t 0 0 e −t , r θ = cos θ sin θ − sin θ cos θ , and t = log T . The left hand side counts (cylinders) of closed geodesics in an annulus, and the right hand side is an integral over part of the SL(2, R) orbit of S. Thus, the SL(2, R) action can be used to count closed geodesics (and thus periodic billiard trajectories).
A closer examination of (1.3) shows that the integral is over large circles inside the SL(2, R) orbit. These large circles can be approximated by horocycles, which are orbits of u t = 1 t 0 1 . Thus the ergodic properties of the action of U = {u t | t ∈ R} play a key role. Ratner's theorem [Ra6] is the classification of the invariant measures for the action of a unipotent subgroup on the homogeneous space H/Γ, where H is a Lie group and Γ is a lattice in H. An important question is whether a similar theorem holds for the U -action on a stratum H(α). One can also ask this question when one restricts the action to any SL(2, R) invariant submanifold of a stratum. In this paper, we will classify the U -invariant measures on a certain family of SL(2, R)-invariant manifolds. Another result in this direction was obtained by McMullen [Mc] who, in genus 2, classified the measures invariant under all of SL(2, R).
Branched covers of Veech surfaces.
We say that a translation surface S is a branched cover of a translation surface M if the covering map π respects the translation structure (i.e. if we identify S = (L 1 , ω 1 ) and M = (L 2 , ω 2 ) where 4 A. Eskin, J. Marklof, and D. Morris the L i are Riemann surfaces and the ω i are holomorphic 1-forms on L i then we require that π : L 1 → L 2 is holomorphic and π * (ω 2 ) = ω 1 .) Now let M ∈ H(α) be a Veech surface. Then the SL(2, R) orbit of M is a closed subset D of H(α). Let H(β) be another stratum, and let M D (β) denote the set of all translations surfaces S ∈ H(β) that are branched covers of M ∈ D. We will always assume that β is such that M D (β) is not-empty. Then M D (β) is SL(2, R) invariant.
There are two types of Veech surfaces: arithmetic and non-arithmetic. A surface S = (M, ω) is an arithmetic Veech surface if and only if M is a (holomorphic) branched cover of a torus, ω is the pullback by the covering map of the standard differential dz on the torus, and the branch points project to points of finite order (under the additive group of the torus). Equivalently (see [GJ] ) S is an arithmetic Veech surface if and only if Γ(S) is commensurable to SL(2, Z). All other Veech surfaces are called non-arithmetic (and their Veech groups, which are always nonuniform lattices, are non-arithmetic lattices in SL(2, R)). The case where M is arithmetic was analyzed in [EMS] .
In this paper, we assume that M is not arithmetic, which implies that the genus of M is greater then 1. Then considering the Euler characteristic, it is easy to see that the degree of π is determined by D and β. This implies that M D (β) is closed. (In the case where the genus of M is 1, one also has to fix the degree of the cover; see [EMS] for the details.)
The main result of this paper is a classification of the U -invariant ergodic measures on M D (β). This allows us to prove asymptotic formulas of the form (1.2) for S ∈ M D (β) (see Theorem 8.12). In particular we prove the following: Theorem 1.4. Let P n be a triangle with angles n − 2 2n π, n − 2 2n π, 4 2n π,
where n ≥ 5, n odd. Then, as T → ∞, N (P n , T ) ∼ π ζ(2) (n − 1)(n 2 + n + 3) 144(n − 2) T 2 area(P n ) .
The fact that the surface S n associated to P n is not Veech but is a branched cover of degree 2 of a Veech surface is due to P. Hubert and T. Schmidt (see Proposition 4 in [HS1] and its proof). We should also note that if n = 5 then the Veech group of S n is infinitely generated (see [HS2] ). However, the Veech group of S n plays no direct role in our analysis.
Here is an outline of the paper. Section 2 states our main theorem. Section 3 establishes notation and presents a few basic lemmas. Section 4 explains "shearing," the foundation of our study of invariant measures. Section 5 proves our main theorem (2.6) that classifies U -invariant measures. Section 6 proves that there are only countably many closed orbits of a certain type. Section 7 uses our main theorem (and the countability result of §6) to prove that large circles in SL(2, R)-orbits become uniformly distributed with respect to certain natural measures. Section 8 applies the equidistribution result of §7 to derive asymptotic estimates for the number of periodic trajectories in branched covers of Veech surfaces.
Measure classification
Definitions and notation. Let G = SL(2, R). Let M be a Veech surface, which means that Γ = Stab G M is a lattice in G. Here, we use M to also denote the isometry class of M ; this is a single point in the moduli space. For k ∈ N, we define X k to be the natural fiber bundle over G · M whose fiber over M is
In other words, a point in X k represents a surface in M ′ ∈ GM together with k marked points on M ′ .
We note that the space M D (β) parameterizing branched covers is itself a finite branched cover of the space X k for a suitable k. (The covering map just maps S ∈ M D (β) to the surface in D it covers, and notes the locations of the branch points.) Thus, to classify the U -invariant measures on M D (β) it is enough to classify U -invariant measures on X k (see 8.14).
If M is a torus, then X k can be identified with the homogeneous space
In this situation, a special case of Ratner's Theorem [Ra6] classifies all the ergodic U -invariant probability measures on X k . We generalize this to allow M to be any Veech surface. The proof is based heavily on ideas of Ratner [Ra1, Ra2, Ra3, Ra4, Ra5, Ra6] and Margulis-Tomanov [MaT] . An introduction to these ideas can be found in [Mo] .
Let Σ be the singular set of M . Then for g ∈ G, gΣ is the singular set of gM . Let M 0 = M Σ, and let X k 0 ⊂ X k denote the set (gM, p 1 , . . . , p k ) where g ∈ G and {p 1 , . . . , p k } ∩ gΣ = ∅. Then X k 0 is isomorphic to the natural fiber bundle over GM whose fiber over M is (M 0 ) k .
We have a natural embedding of R 2 in the space Vect(M 0 ) of smooth vector fields on M 0 , so, for each v ∈ R 2 and p ∈ M 0 , we have a trajectory γ v,p (t) in M 0 that is defined for t in a certain open interval containing 0 (until the trajectory hits the singular set). We are interested only in the forward trajectory, that is, for t ≥ 0. By including the singular points of M , we extend γ v,p to a continuous curve γ v,p in M that is defined for t in a closed interval (and for all points in M ):
• let γ v,p (0) = p for all v ∈ R 2 and p ∈ M ; and
• if t > 0 and t is in the closure of the domain of γ v,p , let Figure 1 . In our notation, v ∈ R 2 and w ∈ R 2 can be close, but φv(p) and φw(p) may not be close. The wavy line represents a branch cut.
(Thus, φ k w does not change the surface M , but moves the marked points in the directions specified by w.) Let Φ k (R 2 ) k be the pseudosemigroup generated by
The prefix "pseudo" simply refers to the fact that these maps are not defined on the entire space X k , but only on a subset.) Although the maps in Φ k (R 2 ) k may not be one-to-one, they are always finite-to-one.
on the intersection of their domains, so Horiz is a pseudosemigroup. Also, Horiz commutes with the action of U .
Statement of the main results.
Let µ be an ergodic U -invariant probability measure on X k . The projection of µ to G/Γ is U -invariant, so it must be either Lebesgue measure or the arc-length on a closed U -orbit [Da] . The interesting case is when the projection is Lebesgue. A weak statement of our results is simply to say that, in this case, some horizontal translate of µ must be G-invariant:
Theorem 2.1. Suppose µ is any ergodic U -invariant probability measure on X k , such that the projection of µ to G/Γ is Lebesgue. Then there exists h ∈ Horiz, such that h * µ is G-invariant (and the domain of h has full measure).
To obtain a more precise description of the U -invariant measures, one need only describe the G-invariant measures on X k .
Remark 2.2.
1.
It is easy to see that the G-invariant probability measures on X k are in natural one-to-one correspondence with the Γ-invariant probability measures on M k (cf., e.g., [Wi, pf. of Cor. 5.8] 
It is the Γ-invariant measures on M k 0 that are the most important to understand, because it is easy to see that every ergodic measure on M k arises from the following construction. Choose some p 1 ∈ Σ d and some probability measure ν on M 
We will show that every ergodic measure is carried by a nice subspace of M k . In particular, any ergodic measure carried by M • a point p ∈ M k , and
is a Γ-invariant probability measure. However, it may not be ergodic.
2.
We wish to emphasize that conclusion 2.4(2) implies the set Γ Φ
The theorem can be stated in the following equivalent form (see 2.2(1)):
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• some h ∈ Horiz,
Lebesgue measure on this orbit. We will give an application to counting the number of periodic trajectories on M (see §8).
Theorems 2.1, 2.4, and 2.4 ′ have been stated only for expository purposesthey are not a part of the logical development. We prove only Theorem 2.6, and the interested reader can easily derive the other theorems as corollaries.
Our results imply that the closure of every Γ-orbit in M k is of a nice geometric form. Since M M 0 = Σ is a Γ-invariant finite set, it suffices to describe the orbits of points in M k 0 : Corollary 7.13
is the closure of the Γ-orbit of p.
Preliminaries
We collect all the notation in this section. Some of this repeats the definitions given in the previous sections.
Notation 3.1.
• Let G = SL(2, R).
• There is a natural action of G on the moduli space of translation surfaces. We can visualize this as a composition of "the usual linear action" with "cut and paste." We note that "cut and paste" is an isometry on the surface (and in fact preserves the horizontal and vertical directions as well).
• Let M be a Veech surface, which means that Γ = Stab G M is a lattice in G.
Here, we use M to also denote the isometry class of M ; this is a single point in the moduli space.
• Let k ∈ N.
• We define X k to be the natural fiber bundle over GM whose fiber over M is
• The metric on X k is defined by
• Γ acts on G by right multiplication,
• Γ acts on M k componentwise, and
• Let Σ be the singular set of M .
• Let M 0 = M Σ.
•
• Any w ∈ (R 2 ) k naturally defines a vector field on X 0 . By taking the time-one map of the corresponding flow (where it is defined), we obtain a diffeomorphism φ
We extend φ k w to a (continuous) transformation φ k w that is defined on a slightly larger subset of X , by letting
if the limit exists. (See §2 for a more concrete definition of φ k w , in terms of the flow corresponding to w.) We let Φ k (R 2 ) k be the pseudosemigroup generated by these maps.
Because the action of
G on X k normalizes Φ k (R 2 ) k and Φ k (R 2 ) k , we have semidirect products G ⋉ Φ (R 2 ) k and G ⋉ Φ (R 2 ) k . Note that G ⋉ Φ (R 2 ) k is transitive on X k 0 .
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• Let µ be a U -invariant probability measure on X k , such that µ projects to the Lebesgue measure on Γ\G.
• Let Horiz = (
Horiz is a pseudosemigroup.
Vert be the pseudosemigroup generated by { φ w | w ∈ Vert }.
• For s ∈ R, we define
• The set
Thus, it is either null or conull. Let us assume it is conull. (If not, then by ergodicity, there exists h ∈ Φ k Horiz such that h * µ is supported on X X 0 . So h * µ can be described by a construction similar to Remark 2.2(2). The conclusion of Theorem 2.6 is therefore obtained by induction on k.)
• Let X = { x ∈ Horiz | x * µ = µ }. Because Horiz acts on X k Horiz , we know that X is a closed subgroup of Horiz.
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is a pseudosemigroup.
• Let d = dim X.
By permuting coordinates, we may assume X ∩ (Horiz ⊖X) = 0.
• Let π i : X k → X i (the first i coordinates) be the natural projection.
• For ω ∈ X k , we use µ πi(ω) to denote the fiber measure of µ over the point
The following is obtained by applying the Pointwise Ergodic Theorem to the action of U on X k .
for every ǫ > 0 and every compact subset
where λ is the Lebesgue measure on R. • U is a one-parameter, normal subgroup of H, and
12
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For the reader's convenience, we sketch the proof of this fact. Because h 0 normalizes U but does not belong to Stab H (µ), we know that (h 0 ) * µ is U -invariant and ergodic, but is not equal to µ. Therefore (h 0 ) * µ and µ are mutually singular, which implies there is a compact subset K 0 of M , such that µ(K 0 ) > 0.99 and
By continuity and compactness, there are open neighborhoods U and U + of K 0 , and a symmetric neighborhood B e of e in H, such that
From the Pointwise Ergodic Theorem, we know there is a conull U -invariant subset Ω h0 of M , such that the U -orbit of every point in Ω h0 spends 99% of its life in U ∩ M . Now suppose there exists h ∈ B e h 0 , such that Ω h0 ∩ hΩ h0 = ∅. Then there exists x ∈ Ω h0 , u ∈ U , and c ∈ B e , such that ux and ch 0 ux both belong to U ∩ M . This implies that ux and h 0 ux both belong to U + . This contradicts the fact that If µ is Horiz-invariant, then µ is the Lebesgue measure.
Proof. Theorem 3.4 implies that the foliation by orbits of Horiz is uniquely ergodic on gM k 0 , for a.e. g ∈ G. Thus, almost every fiber of µ over G/Γ is the Lebesgue measure. 2
Shearing
In this section, we prove the crucial fact that the direction of fastest transverse divergence between two nearby U -orbits is always along the stabilizer of µ. The analogous statement for unipotent flows is a cornerstone of the proof of Ratner's Theorem [Ra5, Lem. 3.3] , [MaT, Lem. 7 .5], [Mo, Prop. 5 
Notation 4.1.
• For any g ∈ G, we may write
For a sequence {g n } ⊂ G, we have g n → e if and only if a n , b n , c n , d n → 0.
• Suppose |d| < 1/4, say. For s ∈ R with |s| < 1/(4|c|), let
and
• Suppose {p n } and {q n } are two sequences in a metric space. If d(p n , q n ) → 0, we may write p n ≈ q n .
Lemma 4.2. A simple calculation shows that
For a sequence g n → e, we denote f n (s n ) = f (s n , g n ), and a n,sn = a sn (g n ). Then u fn(sn) g n u −sn ≈ a n,sn if g n → e (and |s n | < 1/(4|c n |)).
Remark 4.3. ("Shearing") Let us discuss the action of U on (R 2 ) k . For any s ∈ R and w ∈ (R 2 ) k , we have
Assume, now that w n , w
There is some s n ∈ R + , such that H sn (w n − w
Thus, under the U -flow, w n and w ′ n move apart along a leaf of the Horiz-foliation. In other words, the direction in which two nearby points move apart fastest is along Horiz.
We use the notation of (4.1) to state the main result of this section.
• g n → e and w n → 0,
• s n ∈ R with
, and • a n,sn H sn (w n ) converges, then lim n→∞ a n,sn H sn (w n ) ∈ Stab A Horiz (µ)
• .
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Proof.
where, letting c ∞ = lim n→∞ c n |s n | and w ∞ = lim n→∞ |s n |H 1 (w n ), we have
It is clear that ϕ is continuous. We will show ϕ(t) ∈ Stab A Horiz (µ) for all t. Then
as desired.
Let Ω ρ be a uniformly generic set for the action of U on X k with µ(Ω ρ ) > 1 − ρ (see 3.2). By passing to a subset, we may assume that Ω ρ ⊂ X k Horiz and that Ω ρ is compact. For any ǫ > 0, we know, from Lemma 3.3 (with H = AU Horiz), that there is a compact subset K of X k Horiz , such that µ(K) > 1 − (ǫ/100) and
When n is large, the definition of Ω ρ implies that
for all but ǫ% of the values of s in the interval −|s n |/4, |s n |/4 (or longer intervals) (see 3.2). Note that the Jacobian of f n is uniformly bounded on −|s n |, |s n | . More precisely, f
for all but 4ǫ% of the values of s in the interval −|s n |, |s n | . Thus, (4.5) and (4.6) hold simultaneously for all but 5ǫ% of the values of s in the interval −|s n |, |s n | .
Horiz , we know that translating p n by a vector in Horiz cannot move it into Σ. Hence d(Cp, Σ) > 0 for any compact subset C of Horiz. Therefore, if n is sufficiently large, and, for convenience, we let s = t|s n |, then
This implies that
When (4.5) and (4.6) hold simultaneously, we conclude that Proof. Because µ is an ergodic probability measure, it suffices to show that almost every fiber is supported on countably many such orbits. For Ω ρ as in Proposition 4.4, we know ∞ n=N Ω 1/n is conull, so it suffices to show, for each ρ > 0, that each fiber of Ω ρ is contained in the union of countably many orbits of Horiz ⊖X. Suppose not. (This will lead to a contradiction.) Because any uncountable set contains one if its accumulation points, there exist (M ′ , p) ∈ Ω ρ and a sequence {p n } in M ′ , such that
, and 
we may define a measurable function
. This function is essentially U -invariant, so it must be essentially constant. Because this is true for all i, we conclude that π d is carried by a single point in each orbit of Horiz ⊖X. Since there are only finitely many such orbits to consider, we conclude that a.e. fiber consists of a finite number of atoms, as desired.
2
Proposition 5.3. We may assume µ is A-invariant.
Proof.
Choose Ω ρ as in Proposition 4.4, with ρ = 0.99. From Corollary 3.5, we know that µ projects to the Lebesgue measure on X d . Furthermore, by passing to a conull subset, we may assume Ω ρ has finite fibers over X d (see 5.2). Thus, it is easy to see that there exist (M, p) ∈ Ω ρ , {v n } ⊂ V {e}, and
∈ Ω ρ , v n → e, and w n → e. Then, in the notation of (4.1), with g n = v n , and choosing s n appropriately, we have a n,sn H sn (w n ) ∈ A(Horiz ⊖X) (cf. pf. of 5.1 to see that H sn (w n ) ∈ (Horiz ⊖X)). We conclude, from Proposition 4.4, that the identity component of Stab A Horiz (µ) ∩ A(Horiz ⊖X) is nontrivial. Because the identity component of Stab A Horiz (µ)∩(Horiz ⊖X) is trivial (by definition of X), we conclude that Stab A Horiz (µ) contains a one-parameter subgroup that is not contained in Horiz. Any such subgroup is conjugate to A (via an element of Horiz). Thus, by replacing µ with a translate under Horiz, we may assume µ is A-invariant. 2 Lemma 5.4. X k Vert is conull. Proof. By passing to a quotient, we may assume k = 1. For each nonzero vector w ∈ R 2 , let Σ
Suppose there is a subset E of positive measure in G, such that µ gM (Σ (0,1) g ) = 0 for g ∈ EΓ. Then the Pointwise Ergodic Theorem implies, for a.e. g 0 ∈ G, that we have ug 0 ∈ EΓ for all u in a non-null subset U 0 of U . Furthermore, because µ is U -invariant, we may assume µ g0M = u * µ ug0M for all u ∈ U 0 . Therefore 
Proof. Let Ω be a generic set for for the action of A on X k Vert ; thus, Ω is conull and, for each ω ∈ Ω, a t ω ∈ Ω ρ for most t ∈ R + .
with v ∈ V and y ∈ Vert, we wish to show y ∈ Y .
Choose a sequence t n → ∞, such that a tn (M, p) and a tn (M ′ , p ′ ) each belong to Ω ρ . Because t n → ∞ and V Vert is the foliation that is contracted by a R + , we know that a −tn (vy)a tn → e. Furthermore, because A acts on the Lie algebra of V with twice the weight that it acts on the Lie algebra of Vert, we see that a −tn va tn /|a −tn ya tn → 0. Thus, letting s be within a constant multiple of 1/ a −tn ya tn , we see, in the notation of (4.1), with g n = a −tn va tn and w n = a −tn ya tn , that a sn (g n ) → e, but H sn (w n ) → e. Thus, Proposition 4.4 asserts that H sn (w n ) converges to a nontrivial element of Stab Horiz (µ)
We require the following entropy estimate.
Lemma 5.6 (cf. [MaT, Thm. 9.7] , [Mo, Prop. 2.5 .11]) Suppose W is a closed connected subgroup of V Vert that is normalized by a ∈ A + , and let
If the hypotheses of (2) are satisfied, and equality holds in its conclusion, then µ is W -invariant.
Proposition 5.7 (cf. [MaT, Step 1 of 10.5], [Mo, Prop. 5.6 
Proof. From Lemma 5.6(1), with a −1 in the role of a, we have log J(a, U X) ≤ h µ (a −1 ).
From Proposition 5.5 and Lemma 5.6(2), we have
Combining these two inequalities with the facts that 18
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• h µ (a) = h µ (a −1 ) and
Thus, we must have equality throughout, so the desired conclusion follows from Lemma 5.6(3). 2
Proposition 5.8. µ is the Lebesgue measure on a single orbit on
Proof. We know:
• U preserves µ (by assumption),
• X preserves µ (by definition),
• A preserves µ (see 5.3), and
Therefore, µ is preserved by the pseudogroup G ⋉ Φ Remark 5.9. To obtain the conclusions of Theorem 2.6, we let
Note that, by choosing dim W to be minimal, we can guarantee that whenever p i is a singular point of M , the subspace W projects to 0 in the i th coordinate of (R 2 ) k . Therefore, the dimension of the orbit is equal to the dimension of the pseudosemigroup.
Countability
For our application, we need the following analogue of [Ra7, Cor. A(2)]. 
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Proof. Let 2d be the dimension of W . After possibly renumbering the factors, we may assume that
Then if we denote elements of (R 2 ) k by (v 1 , . . . , v k ) where each v j ∈ R 2 , then W is given by the following equations:
Recall that the linear holonomy map hol : H 1 (M, Z) → C ∼ = R 2 is given by hol(γ) = γ ω, where ω = dx + idy is the holomorphic 1-form that determines the flat structure on M . Let ∆ ⊂ R 2 denote the image of hol, and let F denote the set of real numbers r such that there exist nonzero v 1 ∈ ∆, v 2 ∈ ∆ with v 1 = rv 2 . Then F is clearly a countable set. We will show that each α ji belongs to F ∪ {0}.
Let
Note that the intersection of O with each fiber of π d is finite. Now pick i, 1 ≤ i ≤ d, and j, d + 1 ≤ j ≤ k. We may assume that α ji = 0. Choose p = (p 1 , . . . , p k ) ∈ O such that p i and p j are non-singular. Let γ be any element of H 1 (M, Z) with hol(γ) = 0. We represent γ by a piecewise linear closed curve on M beginning and ending at p i and not passing through any singularities; we will also denote this representative by γ. We obtain a closed curve
′ denote the projection ofγ i to the j th factor. We wish to calculate hol(γ ′ ), so let us describe γ ′ more precisely. The curve γ is a collection of segments connecting points p i = q 0 , q 1 , . . . , q n−1 , q n = p i , with q m+1 = φ wm (q m ), w m ∈ R 2 . Then γ ′ is a collection of segments connecting the points p j = q . By perturbing the w m , we can make sure that γ ′ is well defined and is not passing through any singularities. By construction, the endpoint q ′ n of γ ′ belongs to the finite set π
After replacing γ by an integer multiple, we may assume that γ ′ is closed. But, in view of the explicit description of γ ′ , hol(γ
In the rest of this section we will abuse notation by writing p + v for φ v (p).
Lemma 6.4. Let M be a Veech surface, and let Γ be the Veech group of M . A point p is called a periodic point if the Γ orbit of p is finite. Then the set of periodic points is countable.
Remark 6.5. When M is non-arithmetic, which is the only case that we need to discuss, it is proven in [GHS] that the number of periodic points is countable (in fact, finite). The following generalization of this statement also follows from the results of [GHS] , but we include a short proof of as a warm up to the proof of Proposition 6.1.
Proof. It is clearly enough to show that for each n ∈ N, the set P n of points of period n is countable. To do this it is enough to show that for each point p ∈ P n , there exists a neighborhood U of p that does not contain any other points of P n . Suppose the last statement is false. Then there exists a sequence of points p j ∈ P n such that p j → p. We may assume after passing to a subsequence that the p j approach p from some given direction w (i.e. that lim pj −p pj −p = w). Let Γ ′ denote the intersection of all the index n subgroups of Γ. Then, since Γ is finitely generated, Γ ′ is of finite index in Γ and for each γ ′ ∈ Γ ′ , and all j, γ ′ (p j ) = p j . Then each element of Γ ′ must fix w. This contradicts the fact that Γ ′ , being a finite index subgroup of Γ, is Zariski dense in G.
Proof of Proposition 6.1. It remains to prove the following assertion:
We triangulate M , with the vertices at the singular points. This yields a cell decomposition of M k in which the cells ∆ 1 , . . . ∆ m of maximal dimension are products of triangles. Let ∆ Let 2d = dim W , and let W ⊥ be any G-invariant complement to W . We may assume that W is given by the equations (6.3). In view of Lemma 6.4 we may also also assume that W has dense projection onto any of the R 2 factors (i.e. for a fixed j, not all α ji are 0). Then, for any
Let n 1 , . . . , n m be an m-tuple of non-negative integers, and let H(n 1 , . . . , n m ) denote the set of of O ∈ H such that O ∩ ∆ 0 i has exactly n i connected components. Now suppose H is uncountable. Then there exist n 1 , . . . , n m such that H(n 1 , . . . , n m ) is uncountable.
Then by compactness, there exist O in H(n 1 , . . . , n m ) such that for every ǫ > 0 there exists O ′ ∈ H(n 1 , . . . , n m ) such that the Hausdorff distance between O and O ′ is less then ǫ. Let ρ be the minimum over i of the minimal distance between connected components of O ∩ ∆ 0 i . Let n = n 1 + · · · + n m , and number all the connected components of the intersection of O with the interiors of the cells as O i , 1 ≤ i ≤ n. Let γ 1 , . . . , γ s denote the generators of Γ. We may choose a point p i in each O i such that for all j, 1 ≤ j ≤ s, γ j p i is in the interior of some component O l , where l depends on i and j.
Let C = max 1≤j≤s γ j . Now choose ǫ > 0 so that:
• Cǫ < ρ/3.
• For any i, 1 ≤ i ≤ m, we have δ(p i ) > 2Cǫ.
• For each i, 1 ≤ i ≤ m and each j, 1 ≤ j ≤ s, we have δ(γ j p i ) > 2Cǫ. 
We have proved that for each generator γ j , we have γ j V ⊆ V . This immediately implies that ΓV = V . Then a finite index subgroup of Γ will fix a single vector in V , which contradicts the fact that Γ is Zariski dense in G. 2
Averages over large circles
Let m K denote the Haar measure on SO(2) ⊂ G. For x ∈ X k and t > 0, let
where δ x is the atomic probability measure supported at x, and a t = e t 0 0 e −t .
Then each ν t is a probability measure on X k . We can think of ν t as the measure supported on a circle of radius t inside the G-orbit through x. In this section we prove the following theorem: Proof. It follows from [EM, Corollary 5.3 ] that there is a subsequence t ij such that the measures ν ti j converge to a probability measure ν ∞ . We can find θ j → 0 such that a ti j r θj a −1 ti j converges to u. (Recall that r θ is the 2 × 2 matrix representing rotation by θ). Now the measures
Assumption 7.4. Assume ν ∞ is not the Lebesgue measure on X k .
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A. Eskin, J. Marklof, and D. Morris Application of the measure classification theorem. Note that we do not know at this point whether ν ∞ is ergodic. However, standard results (using u-invariance) imply that ν ∞ projects to Lebesgue measure in G/Γ.
By Theorem 2.6, and by Proposition 6.1, there exists a G-invariant proper subspace W of (R 2 ) k and an orbit
We will show that this implies that x ∈ O. In that case, the entire G-orbit of x lies in O, so ν ∞ (O) = 1. Furthermore, we show that as long as W was chosen as small as possible, ν ∞ must be Lebesgue measure on O.
Projection and fiber measures. We choose W to be of minimal dimension. From the structure of the G-invariant subspaces on (R 2 ) k , we see that dim W = 2d, 0 ≤ d < k, and after renumbering the factors, we can make sure that
Lemma 7.6. There exists ǫ > 0 and a box
Proof. Let O 0 be the (unique) orbit of G ⋉ Φ 
By the minimality of dim W , we see that
By combining this with (7.7) and the fact that Horiz =
As in the previous sections, let
We claim that ν ∞ projects to the Lebesgue measure on
Figure 2. The time the ellipse (drawn here as a dotted line) spends inside the small box B(δ 1 , L 1 ) is at most ǫ times the time the ellipse spends in the larger box B(δ, L). In Lemma 7.10, this is proved as a result in (R 2 ) k . Because of Lemma 7.12, it can be transferred to X k , even if the ellipse crosses the branch cut starting at the possibly singular point p.
To see this, note that, because W is a proper subspace of (R 2 ) k , we have d < k. Hence, by induction on k, we may assume there is a G-invariant subspace W d of (R 2 ) d , such that the projection of ν ∞ to X d is the Lebesgue measure on the
From the minimality of dim W , we conclude that
Assumption 7.9. We may assume x / ∈ O. (Otherwise, from the fact that O is a branched cover of X d (and Lemma 8.14 below), we would immediately conclude that ν ∞ is the Lebesgue measure on O, as desired.) This will lead to a contradiction.
The key estimate. For
, where B is as defined in Lemma 7.6. Suppose also that ρ > 0, ǫ < 1, δ 1 < ǫδ/5, and L 1 < ǫL/5. Then there exists t 0 depending only on ρ, δ, L such that for any t > t 0 and any v ∈ B(δ 1 , L 1 ) with
we have
where r θ = cos θ sin θ − sin θ cos θ .
Proof. If we write v = (v 1 , . . . , v k ), with v j ∈ R 2 , and also write v j = x j y j then the condition (7.11) implies that there exists at least one j, m + 1 ≤ j ≤ k with 24
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The rest of the argument will take place in the j th factor (See Figure 2) .
We note that the components of the map θ → a t r θ a −1 t v are trigonometric polynomials of degree 1. In other words, the path θ → a t r θ a −1 t v j parametrizes an ellipse. Let t 0 = max(log 5L ρ , 0). Then if t > t 0 and θ = π/2 then a t r θ a −1
. Then in view of the dimensions of the boxes, the portion of the ellipse in B(δ 1 , L 1 ) is at most ǫ/2 times the portion of the ellipse in B(δ, L). 2
Lemma 7.12. For any L > 0, there exists δ > 0 and a compact subset for each
Proof. For z ∈ X d , let S z be the surface corresponding to z (so we may write π
). Let Σ z denote the singular set of S z . For any L > 0 on the fixed surface S z , there exist only finitely many horizontal trajectories of length at most L connecting points of F z ∪ Σ z to points of F z ∪ Σ z . Therefore we can find a large compact subset E of X d such that for any z ∈ E, S z has no horizontal trajectories of length at most 2L connecting points of F z ∪ Σ z to other points of F z ∪ Σ z . Since ν ∞ projects to Lebesgue measure on X d (see 7.8), we may choose
Completion of the proof of Theorem 7.1. Because x ∈ O (see 7.9), we may choose ρ > 0 so that d(x, O) > kρ. We may also assume that on the surface corresponding to x, the distance between any two singular points is at least kρ. Let B, [α i , β i ] and ǫ be as in Lemma 7.6. Choose L 1 so that for all
Now choose E ⊂ X d and δ > 0 so that Lemma 7.12 holds. Finally, choose δ 1 = ǫδ/10. Assume t > log(5L/ρ). We will abuse notation by writing p + v for φ k v (p). We claim that if a t r θ0 x + v ∈ O, with v ∈ B(δ 1 , L 1 ), then (7.11) holds. Indeed, we have then
Also,
Unipotent flows and Veech surfaces
Suppose θ ∈ R. Let v be the unique element of B(δ 1 , L 1 ) with a t r θ x + v ∈ O, and let
Note that θ ∈ I ′ θ , so we may let I θ be the component of I ′ θ that contains θ. By (the proof of) Lemma 7.10, |I θ ∩ R| ≤ (ǫ/2)|I θ |.
We claim that if I θ1 = I θ2 , then I θ1 ∩ I θ2 is disjoint from R. To see this, note
Since each point of R ∩ I θ is contained in a unique interval, the circle is covered at most twice by the intervals I θ . It follows that |R| < ǫ. Equivalently, this means that
Since this holds for all sufficiently large t, we get
Since ν ∞ projects to Lebesgue measure, we know that
Proof. Let W be as in the conclusion of Theorem 7.1. Because (G⋉ Φ k W )(x) is closed and G-invariant, it contains the closure of Gx. On the other hand, the support of ν t is a subset of Gx, so Gx is dense in the support of lim t→∞ ν t ; that is, Gx is dense in (
Corollary 7.13 ′ (stated at the end of §2) follows from (7.13) by a standard argument (inducing the action of Γ to an action of G).
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Application to counting
We now give the general setup for the counting problems we are considering. For additional background and more detailed definitions, see the introduction to [EMZ] .
Notation 8.1.
• Let S be a translation surface. A saddle connection on S is a straight line segment connecting two singularities. Since a saddle connection has a well defined length and direction, each saddle connection is associated with a nonzero vector in R 2 . Let V sc (S) ⊂ R 2 denote the set of vectors in R 2 that are associated to saddle connections in S.
• By a regular closed geodesic on S, we mean a closed geodesic that does not pass through singularities.
• As mentioned in the introduction, any regular closed geodesic is part of a family of freely homotopic parallel closed geodesics of the same length. Such a family is called a cylinder. All the geodesics comprising a cylinder have the same length and direction; thus we can associate to a cylinder a non-zero vector in R 2 . Note that each boundary component of a cylinder is a union of saddle connections. Let V cyl (S) ⊂ R 2 denote the set (with multiplicity) of vectors in R 2 that are associated to cylinders in S. In particular, if S is a standard torus, then V cyl (S) is the set of primitive vectors in Z 2 .
• For any T > 0, let B(T ) denote the ball in R 2 of radius T centered at 0.
• Let V (S) be a subset of R 2 − (0, 0) with multiplicity; i.e. a set of vectors with positive weights. The weights are usually positive integers (e.g., we may consider saddle connections with multiplicity), but need not be (e.g., we may weight each cylinder by the reciprocal of its area).
• Let N V (S, T ) denote the cardinality (with weights) of V (S) ∩ B(T ). We are interested in the asymptotics of N V (S, T ) as T → ∞. If V (S) = V sc (S), we will denote N V (S, T ) by N sc (S, T ), and if V (S) = V cyl (S) then, as in the introduction, we will denote N V (S, T ) simply by N (S, T ).
• Recall from the introduction that H(β) denotes a stratum of translation surfaces.
• Let H 1 (β) denote the subset of H(β) consisting of the surfaces of area 1 (where area is taken using the associated translation metric).
• As in §7, let m K denote the Haar measure on SO(2) ⊂ SL(2, R).
• For S ∈ H 1 (β) and t > 0, let
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27 where δ S is the atomic probability measure supported at S, and a t = e t 0 0 e −t . Then ν t,S is a probability measure on H 1 (β).
• Finally, for a bounded compactly supported function f :
The functionf V is called the Siegel-Veech transform of f .
The general counting problem. We now summarize the relevant results from [Ve2] , [EM] and [EMS] that will be used in §9. 
Then, the following hold: (i) There exists a constant c = c(S, V ), such that as T → ∞,
(ii) We have the Siegel-Veech formula: there exists a constant c such that for any continuous compactly supported f : R 2 → R,
is the same as the constant c in (ii).
Remark 8.4. Conclusion (ii) depends only on assumptions (A) and (some version of) (B). It was proved by W. Veech in [Ve2] , where this approach to counting on translation surfaces was originated. The proof is reproduced in [EM, Theorem 2.2] .
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A. Eskin, J. Marklof, and D. Morris Remark 8.5 . Assumption (B) may be replaced by: (B ′ ) There exist constants C > 0 and 0 < s < 2 such that for all S ∈ H 1 (β), N V (S, 2) ≤ C/ℓ(S) s , where ℓ(S) is the length of the shortest saddle connection on S. In fact, (B ′ ) is used in the proof of Theorem 8.2 instead of (B). The assertion that (B) implies (B ′ ) follows from [EM, Theorem 5.1] .
Remark 8.6. It follows from (B ′ ) and [EM, Theorem 5.2] that any limit measure of the probability measures ν t,S must be a probability measure (see [EM, Corollary 5.3] ). Thus, the measure µ of (C) is automatically a probability measure. 
If we multiply both sides of (8.8) by T 2 = e 2t and sum over all v ∈ V (S), we get, under assumption (A),
(8.9) (The fact that we only have approximate equality and not equality in (8.9) does not affect the asymptotics. See [EM, §3] for the details). The assumption (C) means that for any bounded continuous function φ on H 1 (β),
We would like to apply (8.10) toĥ V , which is neither bounded nor continuous. The fact thatĥ V is not continuous is handled by assumption (D). To handle the fact thatĥ V is not bounded, we decomposeĥ V = h 1 + h 2 , where h 1 is bounded and h 2 is supported outside of a large compact set. Then the contribution of h 2 can be shown to be negligible using [EM, Theorem 5.2] , in view of assumption (B ′ ). The details of this argument are given in [EMS, §2] . Now applying (8.10) with φ =ĥ V and substituting into (8.9), we get
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By iterating (replacing T with T /2, T /4, T /8, . . .), and summing the resulting geometric series, we get
This implies (i). Now by (8.3),
This, together with (8.11), implies (iii). 
Proof. We use Theorem 8.2, with V (·) = V cyl (·). Assumption (A) clearly holds, and (B) also holds since the boundary of every cylinder contains a saddle connection. Now let M be the connected component of M D (β) that contains S (where M D (β) is as in the introduction). Since S ∈ M and M is closed and SL(2, R)-invariant, the support of any of the measures ν t,S is contained in M. Also, since M is a branched cover of the space X k , a measure classification theorem on X k automatically yields a measure classification theorem on M (see Lemma 8.14 below). Thus Assumption (C) of Theorem 8.2 follows from Theorem 7.1.
Finally, in our setting (D) is automatically satisfied, since the orbit closure O is a proper submanifold of H 1 (β), the measure µ is Lebesgue measure on O, and (after intersecting with any compact set) the set of discontinuities ofĥ V is contained in a finite union of submanifolds of positive codimension in O. Thus Theorem 8.12 follows from (i) of Theorem 8.2.
If ν is any u-invariant probability measure on O that projects to the Lebesgue measure on O, then ν is the Lebesgue measure on O.
Proof. Let µ and µ be the Lebesgue measures on O and O, respectively. Then, because it projects to µ, the measure ν must be absolutely continuous with respect to µ; thus, we may write ν = f µ, for some Borel function f on O.
It is not difficult to see that µ is ergodic for G, so (by decay of matrix coefficients [Zi, Thm. 2.4.2, p. 29] , or by the the Mautner phenomenon [Zi, Thm. 2.2.15, p. 21] ) it is ergodic for u. This implies that f is constant. So ν = µ (up to a normalizing scalar multiple). Figure 3 . We draw the surface Sn (for n = 5), tessellated by (reflections of) the triangle Pn. In each of the double n-gon shapes, the opposite parallel sides are identified. The bottom double n-gon can be identified with the surface Xn. The covering map from Sn to Xn is specified by the two slits (drawn as thick lines), with identifications as shown. For n = 5, the shaded region in the bottom double pentagon is one of the cylinders in the vertical cylinder decomposition for Xn; the unshaded region in the bottom double pentagon is the other cylinder.
9. Triangular Billiards. Let n ≥ 5 be an odd integer. As in the introduction, let P n denote the triangle with angles (n − 2)π 2n , (n − 2)π 2n , 2π n and let S n denote the corresponding translation surface. In the rest of this section, we complete the proof of Theorem 1.4 by computing the constant c in Theorem 8.12 for the case of the surface S n . Our general strategy is to use (ii) and (iii) of Theorem 8.2. To pass from S n to P n , note that N (P n , T ) = N (S n , T ), and since S n consists of 4n triangles, area(S n ) = 4n area(P n ). The surface S n can be drawn as in Figure 3 . As shown in [HS1] and as one can see from the figure, S n is a double cover of a surface X n consisting of a double n-gon with opposite sides identified. The surface X n is a Veech surface (see [Ve1] ), but S n is not (see [HS1] ).
The Veech surface.
Most of the information in this section comes from [Ve1] . Let Q n denote the triangle with angles π n , π n , (n − 2)π n , (realized with the two equal sides having length 1, and one of the equal sides horizontal). Then the surface corresponding to Q n can easily be seen to be (isomorphic to) X n . The cylinder decomposition in the vertical direction consists of (n − 1)/2 cylinders V j , and for 1 ≤ j ≤ (n − 1)/2, we have:
(the closed trajectories in the cylinder V j have length h j ). Since for all 1 ≤ j ≤ (n − 1)/2, h j /w j = 2 cot π n , the unipotent u n = 1 0 2 cot π n 1 belongs to the Veech group Γ n of X n . Note that
3)
The unipotent u n , together with the rotation by 2π/n generate Γ n . It is shown in [Ve1] that
where Vol denotes the Poincaré volume on the hyperbolic plane H.
The following lemma is from [GJ] : (9.11)
We now apply Theorem 8.2 with V (·) = U j (·), and S = X n . The validity of assumption (C) can be deduced from the mixing property of the geodesic flow, see [Mar] for a general proof in variable negative curvature, or [EMc] for a simplified exposition in the constant curvature case. We obtain that
where c j is as in (9.11). Comparing with (9.7), we see that
Substituting into (9.11) we get 1 πǫ 2 Dnf j,ǫ dν = n (n − 2)π 2 1 h j w j . (9.12) Remark 9.13. It is possible to prove (9.12) directly, and thus to compute the asymptotics in (9.6) without using Lemma 9.4. We chose this indirect derivation of (9.12) to minimize the amount of computation.
The branched cover.
We now return to our surface S n , which is a branched cover of X n (see Figure 3) . X n is a union of two n-gons, and the two branch points p and p ′ are at the centers of the n-gons. We now wish to apply Theorem 7.1 to the point (X n , p, p ′ ) ∈ X 2 . It is important to note that X n is hyperelliptic, and that our two branch points are interchanged by the hyperelliptic involution. Since the hyperelliptic involution commutes with the SL(2, R) action, this it true for any point in the orbit of (X n , p, p ′ ). Thus, the SL(2, R) orbit of (X n , p, p ′ ) is not dense in the space X 2 , and indeed we have in Theorem 7.1 a proper W ⊂ (R 2 ) 2 of real dimension 2. Let L denote the subspace { (v, −v), | v ∈ R 2 }. The above argument shows that W ⊆ L. But since we know that S n is not Veech, dim W > 0. Hence dim W = 2 and W = L. Let O = (SL(2, R) ⋉ Φ 2 W )(X n , p, p ′ ). Then O ⊂ X 2 consists of points of the form (M, q, q ′ ) where M ∈ D n , q ∈ M , q ′ ∈ M and q and q ′ are interchanged by the hyperelliptic involution of M . By Theorem 7.1, lim t→∞ ν t,(Xn,p,p ′ ) = µ, (9.14)
where µ is Lebesgue measure on O. Now letÕ denote the orbit closure SL(2, R)S n . Since S n is a double cover of X n , branched over p and p ′ , for any g ∈ SL(2, R), gS n is a double cover of gX n branched over gp and gp ′ , and (gX n , gp, gp ′ ) ∈ O. Thus, in particular, every surface inÕ is a double cover of a surface in D n . Thus we have a natural mapπ :Õ → O that maps each surface S ∈Õ to the surface in D n of which it is a double cover, and notes the locations of the branch points. Now in view of (9.14) and Lemma 8.14, lim t→∞ ν t,Sn =μ, whereμ is normalized Lebesgue measure onÕ. Hence, by Theorem 8.2, we have a quadratic asymptotic formula
with the constant c given by c = 1 πǫ 2 Õf ǫ dμ (9.15) where as above, f ǫ : R 2 → R is the characteristic function of the ball of radius ǫ centered at the origin, andf ǫ (S) = v∈V cyl (S) f ǫ (v).
Let v be some periodic direction for S n , hence for X n . We may use an element γ of the Veech group Γ n of X n to map v to the vertical direction. Note that γS n is a double cover of γX n = X n . In the vertical direction, X n has the cylinder decomposition V 1 , . . . , V (n−1)/2 described above.
Lemma 9.16. For any γ ∈ Γ n , the branch points of γS n will project to two points in the same cylinder, say V k . The cylinder decomposition of γS n in the vertical direction is the following: a.
For each j = k, there are two cylinders on γS n of the same length as V j (one on each "sheet"). b.
On γS n there are two cylinders of the same length as V k and two cylinders of twice the length of V k .
Proof. The fact that both branch points project to the same cylinder of X n follows from the fact that each cylinder of X n is preserved by the hyperelliptic involution σ of X n (since different cylinders have different lengths) and the fact that the branch points are interchanged by σ. From Figure 3 , the cover S n is determined by two slits (drawn as the thick lines in the figure), which are interchanged by σ. Since σ commutes with the SL(2, R) action, the cover γS n of X n is also determined by two slits, which are interchanged by σ. For each cylinder V j of X n , let λ j denote the closed trajectory in the center of V j . Note that for any j, λ j is mapped to itself under σ. Also, since σ exchanges the slits, we see that λ j intersects each slit the same number of times. Thus, λ j breaks up into two closed paths of the same length when lifted from X n to γS n . This proves (a) and the first assertion of (b). It is easy to see that the closed vertical trajectories on V k between the boundary of V k and one of the branch points double in length when lifted from X n to γS n . This proves the second assertion of (b). 2
Corollary 9.17. The functionf ǫ :Õ → R is constant on the fibers ofπ (a.e.), and thus descends to a functionf ǫ : O → R. The latter function, for ǫ sufficiently
