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Abstract
This thesis explores conditioning a language generation model with auxiliary variables. By
doing so, we hope to be able to better control the output of the language generator. We explore
several kinds of auxiliary variables in this thesis, from unstructured continuous, to discrete,
to structured discrete auxiliary variables, and evaluate their advantages and disadvantages.
We consider three primary axes of variation: how interpretable the auxiliary variables are,
how much control they provide over the generated text, and whether the variables can be
induced from unlabelled data. The latter consideration is particularly interesting: if we can
show that induced latent variables correspond to the semantics of the generated utterance,
then by manipulating the variables, we have fine-grained control over the meaning of the
generated utterance, thereby learning simple meaning representations for text generation.
We investigate three language generation tasks: open domain conversational response
generation, sentence generation from a semantic topic, and generating surface form reali-
sations of meaning representations. We use a different type of auxiliary variable for each
task, describe the reasons for choosing that type of variable, and critically discuss how much
the task benefited from an auxiliary variable decomposition. All of the models that we use
combine a high-level graphical model with a neural language model text generator. The
graphical model lets us specify the structure of the text generating process, while the neural
text generator can learn how to generate fluent text from a large corpus of examples. We aim
to show the utility of such deep generative models of text for text generation in the following
work.
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Chapter 1
Introduction
1.1 Motivation
What I cannot create, I do not understand.
Richard Feynman
Language is arguably the fundamental difference between man and beast. We can
combine a finite set of building blocks – words – according to some rules – syntax – to
convey any idea we can think about. Much of this knowledge is implicit within our heads:
the rise and fall of rule-based AI showed how difficult it is to write down these rules and
explicitly teach computers how to generate a wide range of natural language utterances.
Recent machine learning techniques have shown that it is possible to learn how to put
words together just from a large dataset of natural language, and generate utterances that
superficially resemble language. However, these models lack an understanding that behind
language utterances there lies a meaning: the core idea that the utterance is trying to transmit.
Without a notion of meaning, it is difficult to control the output of a language generator, and
the output resembles grammatically correct babbling rather than intentional language use. In
contrast, when humans use language, we do not just construct well-formed but meaningless
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utterances; instead, each utterance we produce is carefully designed to express some meaning,
and the meanings we convey are intended to fulfull some purpose.
Therefore, a notion of meaning broadly construed is crucial for text generation systems,
in order to provide control over their output. Traditional natural language generation systems
are typically pipelined, based on domain-specific hand-crafted meaning representations and
templated language generators. Due to the extensive engineering required to build a system,
such systems typically focus on one narrow task, and the generated language is typically
stilted and lacks the variety found in human language in the wild.
I therefore believe in a data-driven approach towards language generation. Large, broad-
coverage corpora of naturally occurring language hopefully contain utterances which express
many different meanings. If these meanings were annotated, one could learn the mapping
from meaning to surface form as a supervised learning task; indeed, one chapter of this
thesis studies this situation. However, annotating exactly for meaning is expensive and
time-consuming, and annotated semantic treebanks (or sembanks) are typically small. It
would therefore be hugely exciting to automatically induce meaning representations from
raw unannotated text, and this is one of the main research questions which drove my thesis.
In addition, there are multiple ways of representing semantics. One way is via distributed
representations, which represent the meaning of a unit of text as a point in a semantic space
(Gärdenfors, 2000). The other approach is to build structured meaning representations which
express the high-level ‘who did what to whom’ semantics of an utterance symbolically. For
a fuller overview, see Section 1.2.1. Traditionally, language generation systems have used
meaning representations closer towards the latter end of the spectrum to control the generator
(Reiter and Dale, 2000), as well as simple rule-based generators, to precisely control the
meaning of the generated text. However, such structured meaning representations must be
hand-designed, and it is unclear whether we can induce such meaning representations from
unlabelled text. In contrast, it is very easy to learn distributed representations, but it is unclear
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how much control they offer over generated text. In addition, distributed representations
have a reputation for being uninterpretable a priori: the correspondence between points in a
semantic space and surface meaning is often unclear, and therefore it may be hard to find
distributed representations which correspond to a particular meaning.
In summary, I identify three main desiderata for meaning representations when it comes
to text generation, and one of the other themes of my thesis is comparing various forms of
meaning representation along these axes:
• Interpretability: how transparent the intended semantics of the generated text are from
the meaning representation
• Control: what level of detail in the generated output do the meaning representations
specify
• Learnability: how easy the meaning representations are to induce from unlabelled data
1.2 Themes of this thesis
While each chapter of the thesis is ostensibly about a different application of natural language
processing, there are some persistent themes running throughout this thesis. In this section, I
will explain what I think the important questions are in the field currently, and explain why I
think they merited study.
1.2.1 Representing meaning
As I have mentioned above, I believe a prerequisite towards controllable generation of text is
to have a meaning representation that can be fed into the text generation model. However,
so far I have not discussed what the exact form of these meaning representations should be.
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... at the fall of every wicket or at unscheduled stops, instead ...
... four runs and included the wicket of Jonathan Lewis for 21 ...
... a chance to hit the wicket before the batter returns. The ...
... who is likely to keep wicket in the one-day games ...
... other; his approach to the wicket was so soft and silky ...
Fig. 1.1 Five examples of the word wicket in the British National Corpus, with five words on
either side. From this, we can build a vector representation for the word wicket: see Figure
1.2.
stand second test gate fourth ...
wicket 25 25 21 20 20 ...
Fig. 1.2 The five most commonly collocated words (in a four word window either side) with
wicket in the British National Corpus. The full cooccurrence vector serves as a distributed
representation of the word wicket.
Broadly, there are two main approaches towards representing meaning in natural language
processing; I will cover both below.
Distributed representations These represent the meaning of a unit of language (whether
morpheme, word or larger unit) as an array of numbers. These arrays map the objects of
interest into a vector space such that the geometry of the vector space reflects notions of
distance and similarity in the semantics of the objects. Typically, they make use of the
distributional hypothesis (Firth, 1957) to derive representations: the contexts a word occurs
in are informative of the meaning of a word. See Figure 1.1 for an example. Even from such
a limited set of contexts, one can start guessing what a wicket is, and what associations it has.
A prototypical example of a vector space representation is the cooccurence vector of
a word. This simply counts what words occur with a given word in a specified context:
typically a few words either side. Figure 1.2 gives an example of the cooccurrence vector of
the word wicket. These resulting cooccurrence vectors have been shown to capture aspects of
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word similarity; see Turney and Pantel (2010) and Clark (2015) for an overview of vector
space models of word semantics.
Another example of distributed representations comes from neural networks. These
models associate a dense vector representation to every word, and these representations
are jointly tuned with the model parameters over the course of model training to improve
performance at a particular task. Mikolov et al. (2013c) showed that the word representations
learnt by neural networks in an unsupervised context-word prediction task exhibit linguistic
regularities in the vector space, and Baroni et al. (2014b) and Levy et al. (2015) compare the
representations learnt by count-based and neural network methods on a range of downstream
similarity tasks.
Moving beyond words, distributed representations of sentences have been an active area
of recent research. One approach is to leverage existing grammar formalisms to define
methods of composing word representations (Baroni et al., 2014a; Clark, 2015). Another
is to learn a neural network composition function, either in an unsupervised fashion (Kiros
et al., 2015; Hill et al., 2016) or trained on a downstream task (Conneau et al., 2017). These
approaches compress a variable-length sentence into a fixed-size vector representation, and
this can lead to losing aspects of the original sentence meaning (Bahdanau et al., 2014).
Indeed, a famous quotation from a well-known academic states that one cannot cram the
meaning of a whole sentence into a single vector1.
Structured representations Another approach towards representing meaning draws on
the principle of compositionality: the meaning of an utterance is given by the meanings of its
constituents and the rules used to combine them. These approaches start with atomic symbols
representing the content-bearing lexical units, and then build up structured representations,
which are usually rooted in model theory, by combining the atomic symbols according to
the composition rules of the chosen semantic representation. See Figure 1.3 for an example
1Ray Mooney, 2014
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Natural language Meaning representation
All men are mortal ∀x(man(x)→mortal(x))
What songs did Socrates write? SELECT * FROM SONGS WHERE AUTHOR =
Socrates
Take a left, then the next right (do-sequentially (turn-left
turn-right))
Fig. 1.3 Three examples of structured meaning representations: the first is first-order predicate
logic, the second is SQL, and the third is a robot control language.
of some structured meaning representations of language. This approach was pioneered
in Montague (1973), who demonstrated how λ-calculus can be used to model the truth-
conditional semantics of a fragment of English.
These approaches capture well the productivity of language: the capability of con-
veying an infinite amount of ideas using finite means. Further, these representations are
human-interpretable, and one can usually read off the intended semantics directly from the
representation. Finally, the target logical form can often be interpreted as a sequence of
instructions to be followed by some execution engine (Kate et al., 2005). For instance, one
can map natural language to a database query (Wong and Mooney, 2007; Berant et al., 2013),
or a series of instructions to be followed (Chen and Mooney, 2011; Matuszek et al., 2013),
which makes semantic parsing a directly applicable task for downstream applications.
One downside is that this formalism for representing meaning does not consider the
semantics of the individual units: they are simply treated as opaque symbols. Further, the
target logical form is often handcrafted for each task, and task-oriented semantic parsing is
hence very often a narrow-domain task. In general language use, it is also not clear whether
utterance meaning can be isolated into a single logical form: there is evidence to show that
all meaning is modulated by pragmatics. For example, a purely logical approach towards
quantifier meaning – one of the major successes of early formal semantics – fails to capture
implicatures that a pragmatically-infused model correctly generates (Goodman and Frank,
2016).
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Comparing distributed and structured representations Unstructured distributed repre-
sentations have the advantage that they are easier to work with in machine learning models
for their ease of learning and optimisation. However, they are naturally uninterpretable, in
the sense that one cannot easily read off the intended semantics directly from the vector
representation, although one can design probe tasks to examine what aspects of meaning are
captured by the representations (Linzen et al., 2016; Conneau et al., 2018). Due to this, it is
difficult to use distributed representations, particularly continuous distributed representations,
to control the output of a language generation system. Further, the learning process is hard to
guide, and it is not obvious how to inject prior knowledge into distributed representations
(Faruqui et al., 2015; Mrkšic´ et al., 2016).
In contrast, structured representations are usually hand-designed according to some
specification, and therefore the intended semantics can be easily read off from such a
meaning representation. This bridge between language and semantics can also be used in
reverse: Kuhnle and Copestake (2017) examines whether LSTM captioning models really
capture the semantics of an image by constructing carefully curated images. As the semantics
of the image are precisely known, one can then test whether the caption really captures the
meaning of the image.
In addition, such representations are usually designed to be directly used in a downstream
task, which provides a natural grounding between language and the world. However, the
meaning representation has to be manually designed, and new tasks will often require a
new representation, limiting cross-task transfer. Further, to bootstrap the learning process a
corpus of annotated utterances usually has to be provided, which is typically expensive and
effortful to curate. Finally, computationally building structured representations is difficult,
requiring search in an exponentially-sized space, and this step is often slow and difficult to
optimise during model training. For this reason, widespread adoption of structured meaning
representations in machine learning, and especially unsupervised learning, has been limited.
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1.2.2 Un- and semi-supervised learning
The exact moment that the current resurgence of interest in machine learning and artificial
intelligence started can be traced to the publication of the foundational AlexNet paper
(Krizhevsky et al., 2012). This showed that flexible function approximators, paired with
large amounts of labelled training data, can revolutionise fields where previously progress
had slowed and lead to huge advances in a basic understanding task: in this case, image
classification.
Fig. 1.4 Given an image, image classification
algorithms such as AlexNet try to output a
label of the main object in that image. For
instance, the label associated with this image
is ‘cat’.
The role of data in training machine learn-
ing algorithms is crucial. A famous dictum
in the early days of statistical learning was
‘there’s no data like more data’2, and this trend
has continued to the present day. ImageNet
(Deng et al., 2009), the dataset that AlexNet
was trained on, comprises 14 million anno-
tated images collected over 8 years. Further,
collecting annotations costs money, and the
more specialised the annotation the more ex-
pensive it is. For example, SNLI, a large-scale natural language inference understanding
dataset, cost around $55,0003 to annotate 500,000 examples; however, the annotation task
was relatively straightforward and did not require experts to gather the data. On the other end
of the spectrum, the Penn Treebank (Marcus et al., 1993) used 15 graduate linguistics students
to annotate 7 million words, and cost roughly $10 million. In essence, the fundamental
bottleneck of supervised learning is collecting the data.
To make things worse, every time we want to train a model on a new task, new supervised
data needs to be collected. Even if the tasks are closely related (for example, answering
2Bob Mercer, 1985 (Jelinek, 2005)
3S Bowman, personal communication
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questions about a document and summarising a document), current supervised models
transfer across domains very poorly (Yogatama et al., 2019). Several works have shown that
it is possible to pretrain models on large unlabelled datsets and then adapt them quickly to
smaller task-specific supervised datasets, leading to increased end task performance than
just training on task data alone (Dai and Le, 2015; Peters et al., 2018; Devlin et al., 2018).
This suggests that learning general purpose language understanding requires methods that
can extract meaning from large amounts of unlabelled data. Indeed, there is evidence that
free-form, undirected observation and interaction with the world (a.k.a. ‘play’) is crucial for
child development (see, e.g. Frost (1998) and references therein). Therefore, it seems that
being able to make use of a small amount of labelled data and a large amount of unlabelled
data is crucial to progress towards general language understanding.
Further, aside from downstream applications, training models in an unsupervised regime
can give interesting insights into the inductive bias of the models we use in its own right.
For instance, making the right modelling assumptions is crucial in unsupervised dependency
grammar induction (Klein and Manning, 2004; Blunsom and Cohn, 2010). I therefore see
unsupervised learning as a tool to examine the models we use, and as a guide to help design
models which better capture the nature of language production.
1.2.3 Conditioning language models with meaning representations
Once the form of meaning representation has been fixed, one must now use the meaning
representations to influence the generated language. The simplest way to do this is to
condition the language model on the meaning representations. This gives the resulting
model the structure of a graphical model. One exciting aspect of structuring generation
models in this way is that, if we have data that does not have meaning representation
annotation, we can treat the meaning variables as latent, and marginalise their values to
obtain the log-likelihood of unlabelled data. We can therefore train the same model both in
10 Introduction
a supervised and an unsupervised regime, showing one potential avenue towards inducing
meaning representations.
However, calculating the marginal likelihood might be infeasible for certain classes of
latent variables. We therefore turn to approximate inference techniques, such as variational
autoencoders (Titsias and Lázaro-Gredilla, 2014; Kingma and Welling, 2014; Rezende et al.,
2014), to approximate the marginal likelihood. Traditional non-probabilistic autoencoders
have been used to derive distributed semantic representations of sentences (Hill et al., 2016;
Dai and Le, 2015), and it has been shown that probabilistic autoencoders learn more useful
distributed representations (Vincent et al., 2010; Hill et al., 2016). Further, the variational
autoencoder framework is very powerful, as it allows arbitrary latent variable structures; this
flexibility has been used to learn latent structured meaning representations (Kocˇiský et al.,
2016; Yin et al., 2018). This thesis, then, follows a rich vein of literature that seeks to induce
semantic representations using generative models.
We also hope to demonstrate the utility of deep generative models for text generation.
Bowman et al. (2016) showed that one can interpolate in the semantic space to obtain
smooth surface form interpolations between two sentences. This result was groundbreaking,
as it showed that the latent space of a variational autoencoder had the potential to learn
rich semantic and syntactic information about the surface form. The ultimate prospect of
controlling factors of the generated text by judiciously choosing values of the induced latent
variables seemed a compelling path towards controllable text generation. While this goal
has not yet been reached, this thesis highlights some progress that I made towards this goal,
through exploring different modelling choices and different text generation tasks.
1.3 Thesis outline
• In Chapter 2, I introduce the tools and methods that I will repeatedly use throughout
my thesis. I start by introducing basic ideas from machine learning, such as the
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notion of a feature, and example supervised and unsupervised learning algorithms. I
then introduce an important class of machine learning algorithms: neural networks.
I go over the most common neural network architectures used in natural language
processing, and explain how to train neural networks. Next, I introduce the notion of a
generative model, and state why they are interesting. Finally, I combine all the previous
sections and introduce deep generative models: generative models which have neural
network components. In particular, the latent variables of a deep generative model of
language can be viewed as a representation for the meaning of language. These form
the backbone of the models I use throughout my thesis.
• In Chapter 3, I present a latent variable model for generating responses in open-domain
conversation. Here, the latent variables are continuous, with a Gaussian prior, and
summarise the external unobserved factors that account for variation in reply to a given
prompt. The variables help generate diverse replies to a given prompt, and also help
generate more interesting replies overall. I give a brief overview of the history of
conversational AI, present my contribution, and motivate why a latent variable model
is an intuitive idea for open-domain conversation. I evaluate the diversity of the outputs
the model produces compared to baseline approaches towards open-domain dialogue,
and present some human evaluation to show that humans prefer the output generated
by the latent variable model compared to a baseline.
• In Chapter 4 I present a topic model which draws entire sentences from the latent
topics rather than single words. Here, the latent variables are discrete, and represent a
semantic topic for the sentence. By conditioning the decoder on a specific topic, the
model can generate sentences that are about a particular topic. I outline the motivation
for the model, and also discuss the engineering challenges behind optimising such a
model, and how I overcame them. I demonstrate that the resulting model is a very
powerful model of documents, with better perplexity scores than a wide range of
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existing baselines. I also perform a qualitative analysis of the topics the model learns,
and show that the topics the model learns contain both semantic and syntactic themes.
• In Chapter 5, I present a model for generating a surface form from a structured semantic
representation by generating first a structured syntactic representation. Here, the latent
variable is the syntax, which is a structured discrete latent variable. I show that
factorising the model in this way leads to state-of-the-art results in AMR generation as
measured by automated metrics. Further, I show that as our model has knowledge of
syntax, the model can generate syntactically varied realisations of the same underlying
semantic form, and that human annotators prefer this variation over variation from a
baseline model.
• Finally, in Chapter 6, I summarise my thesis. I recapitulate how this thesis relates to
the themes outlined in the introduction, and how I have contributed towards answering
the research questions I have posed. I also propose future work that builds on the
contributions of my thesis.
1.4 Publications
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Chapter 2
Background
In this chapter, I will introduce the machine learning concepts that my thesis builds on. To
make this thesis self-contained, I will start with explaining machine learning from the very
beginning, introducing the concepts of a feature vector and the most basic machine learning
algorithms. I then introduce neural networks, motivated as learnt feature transformations,
and highlight some common neural network architectures that I will use. I then introduce
the notion of a generative model, and why they are useful. Finally, I bring all of these topics
together and introduce deep generative models: generative models parametrised with neural
networks. In particular, I will introduce in detail the variational autoencoder: a specific deep
generative model architecture that I will use throughout the rest of the thesis.
2.1 A lightning primer on machine learning
In its barest form, machine learning is about answering questions about data. To do so, we
need to convert the data into a form that is readable by computers, and also need a way to
transform the data into understanding. I will go over each in turn in the following subsections.
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2.1.1 Data representation
The first problem we have to tackle in machine learning is representing data points in a
machine readable format. Typically, we encode features of the input data, storing them in an
array, and then use these feature vectors as the starting point of our analysis.
For example, consider the task of predicting human gender. We can start by guessing
what features of humans may be relevant for predicting gender, and decide to use height,
weight and eye colour as our features. Two of these can naturally be represented as numbers
already, but eye colour is a categorical variable. We could code the values that eye colour
can take as integers, but this can result in meaningless interactions between the value of
the eye colour variable and other variables. The more natural alternative is to have separate
indicator variables for each possible value of eye colour, and expand the feature vector to
accommodate all of these variables.
The question of what features to encode of the data is a thorny one. In the simple example
above, we know what we are trying to predict in advance, and what features are useful to
make this prediction. In general, it might be unclear what features are most predictive, and
also we may simply want to do an exploratory analysis of a large rich dataset. In this case,
we may want to collect as many features as possible. To give a sense of the scale of the
number of features used, one recent feature-based CCG parsing algorithm (Xu et al., 2014)
used 14 million features, mostly in the form of feature templates: automatically generated
features parametrised by a class of conditions. In NLP, common feature templates include
the starting two characters of a word, the preceding word, the succeeding word and so on.
This introduces its own problems however, as generally algorithms take longer on larger
input sizes, and we also run the risk of overfitting: capturing spurious correlations between
the features. Therefore, careful feature selection – that is, removing features that do not have
predictive power – is often necessary. For a brief overview of feature selection algorithms,
see Manning et al. (2008, Chapter 13).
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2.1.2 Data understanding – supervised learning
Once we have a representation of the data, we now need a way to answer questions about the
data. Typically, this involves constructing a model: a mathematical function to transform the
data representation to some output.
To continue the above example, we want to predict the gender of humans given a
feature vector (h,w, IBlue, IGreen, IBrown), where the first two numbers are continuous features
denoting height and weight respectively, and the latter three are indicator features for the
respective eye colours. As most people typically report as two exclusive genders male and
female, we can frame this as a classification task: the model has to label each data point as
either belonging to the male or female class.
There are multiple ways to do this; we will focus this exposition on logistic regression.
This provides a probabilistic framing to the problem: we parametrise the log-odds of one
class (w.l.o.g. the female class) as some linear combination of the input features plus a bias:
P (female) = σ(β0 + βhh+ βww + βBlueIBlue + βGreenIGreen + βBrownIBrown) (2.1)
σ(x) =
exp(x)
1 + exp(x)
(2.2)
with P (male) being defined as the complement of this probability. To predict the gender
of a new individual not in the training set, we take the class with the highest probability.
Note that this procedure gives rise to a linear classification boundary: the parameters define
a hyperplane in feature space which splits the space into male and female halves. We will
discuss the implications of this more in Section 2.2.1.
It remains to find the parameters β. This is where the learning aspect of machine
learning comes in: given our labelled dataset, with example (feature, label) pairs, we seek
to find parameters βi, where i ranges over all the indices in Equation 2.1, to maximise the
log-probability of the dataset.
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Unfortunately, in the general case, there is no closed form solution to this problem. We
therefore need to use approximate methods to find the solution. Typically these solutions
are iterative: given some values of the parameters, we look for a small perturbation which
improves the log-likelihood of the data. A common technique for this is gradient ascent.
Here, we take advantage of the fact that the gradient of a function at a point p gives the
direction of steepest ascent in parameter space. Therefore, if we want to find the perturbation
that maximises the log-probability of the dataset, it makes sense to follow the gradient of the
log-likelihood at the current parameter values. This gives rise to the following optimization
algorithm: start with a random guess for the parameters β0, and then iteratively update the
parameters with the following update rule:
βt+1 ← βt + εt∇β
∑
i
logP (yi|xi; βt) (2.3)
where (xi, yi) are pairs of input features and labels respectively, the probability of a label
given features is given in Equation 2.1, and εt is the step size, a hyperparameter determining
how large the update is at each iteration. Under suitable assumptions on the regularity of
the function we are optimizing and the step size schedule, we can prove convergence of the
parameters to locally optimal parameter values (Boyd and Vandenberghe, 2004).
For large datasets, computing the log-likelihood of the entire dataset can be computa-
tionally infeasible. One approach to circumvent this restriction is to use stochastic gradient
descent (Bottou, 2010): rather than computing the log-likelihood on the full dataset, we
can instead subsample minibatches and compute the log-likelihood on the minibatch as an
estimate. While this procedure introduces noise from the sampling procedure, as long as the
step sizes are chosen correctly we can still prove the convergence of this algorithm (Robbins
and Monro, 1951).
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Fig. 2.1 An example of the k-means clustering algorithm applied to a dataset. Odd numbered
steps calculate cluster assignments (the decision boundary is shown as a straight line), and
even numbered steps move cluster centroids to minimise the loss function in Equation 2.4.
2.1.3 Data understanding – unsupervised learning
In the preceding section, we assume that the data is already labelled. Labelling data can be
expensive, as demonstrated in the previous chapter, but we can often collect a large amount
of unlabelled data very cheaply, and unlabelled data can still give us insights about the nature
of the data generating process. Thus, we may still be able to discover interesting structure
in the data; such as the presence of two clusters in the height-weight data, or that there is
a correlation between height and weight. The techniques of clustering and dimensionality
reduction will discover such latent structure automatically.
Clustering All clustering algorithms work according to the same basic principle: to max-
imise the similarity of points within a cluster, while minimising the similarity of points across
clusters. As an example, we will consider k-means clustering (MacQueen, 1967; Hartigan,
1975; Lloyd, 1982). This algorithm fits k clusters to the data by minimising the total distance
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of each data point to its nearest centroid:
L =
k∑
i=1
∑
xj∈Ci
|xj − µi|2 (2.4)
where µi is the cluster centroid for cluster Ci and a datapoint xj belongs in cluster Ci if its
nearest centroid is µi. To fit the model, we use a two-stage iterative algorithm: first, compute
the cluster assignments for all datapoints, and then adjust the centroids for each cluster to
minimise the above loss function. We then repeat this process until convergence. The cluster
centroids are initialised randomly. For an example, see Figure 2.1.
Although in general this algorithm works well, the objective function is highly non-
convex, and multiple restarts are often necessary to obtain qualitatively acceptable clusters.
Further, the loss function being minimised assumes spherical clusters – that is, one unit of
measurement in each feature dimension is of equal importance – and this can lead to the
algorithm converging to bad partitionings of the data. In addition, the number of clusters has
to be fixed in advance. Extensions of the basic k-means algorithm address these points; such
algorithms include finite mixture models and non-parametric clustering algorithms (Bishop,
2006; Teh et al., 2006).
Dimensionality reduction Dimensionality reduction looks for hidden correlations within
the data by projecting the data into a lower dimensional subspace. For example, we can try
to find a one-dimensional subspace within the combined height-weight features (i.e. a line).
We can set this up as a minimisation problem: find the line y = mx + c which minimises
the orthogonal distance of the points in the dataset from the line. The exact loss function we
minimise is
L =
∑
i
|yi −mxi − c|√
m2 + 1
(2.5)
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The interpretation is that given a point (xy, yi) in our dataset, we calculate its orthogonal
distance to the line y = mx+ c, which is also known as its residual. We then sum up all the
residuals, and find the parameters (m, c) which minimise the sum of the residuals.
Formulating it in this way allows for generalisation to arbitrary dimensions. In n di-
mensions, and for any point and any k-dimensional subspace, we can still calculate the
residual: the distance of the point from the subspace. Then, given a dataset of points with
n-domensional feature vectors, for any k we can find the k-dimensional subspace which
minimises the residuals of the data. This is known as principal components analysis (Pearson,
1901). The assumption that the data lies on a linear subspace is a very strong assump-
tion; non-linear dimensionality reduction algorithms can learn general manifold structures
embedded in the data (Schölkopf et al., 1998; Roweis and Saul, 2000)
2.2 Neural networks
2.2.1 The problem of feature representation
Let us return to the problem of how to represent data. In our simple example, we chose to
use height, weight and eye colours as the features, but this was largely an arbitrary choice.
We did not consider alternative features which could be informative, such as hair length, but
thinking too hard about this leads us down the feature selection rabbit hole: almost every
feature one can think of might have predictive value in certain situations.
Further, for some applications it is unclear even what features to use in the first place.
Especially in difficult signal processing tasks like image classification, the features that we
would like to extract are easy to conceptualise but hard to describe – as a thought experiment,
consider implementing a ‘wing detector’, that is, a function that detects the presence or
otherwise of a wing in an image, on raw pixels. There is in principle some transformation of
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Fig. 2.2 An example of a non-linearly separable dataset.
the input features (the pixels) that would give rise to a wing detector, but implementing this
manually is extremely difficult.
Finally, recall that in the context of logistic regression, the decision boundary is linear.
However, if the true classification boundary is non-linear, then our model cannot recover this,
and hence will never achieve perfect classification accuracy. For an example, see Figure 2.2.
For these reasons, feature transforms are crucially important in machine learning. These
take the elementary features, and combine them to make new features. This also has the
side benefit of embedding the input datapoints in a higher dimensional space, where the data
is hopefully linearly separable. For example, if we augment the data in Figure 2.2 with an
additional feature whose value is x2 + y2, then a hyperplane in this dimension separates the
dataset. One example of additional features are polynomial features, which consist of the
polynomial ring generated by the elementary features, truncated to a certain degree. For
example, given height h and weight w as our basic features, the polynomial features of
order 2 would be h2, w2 and hw. The function which maps the elementary features to the
transformed representation is called the feature map.
We still have the problem of how to choose a feature map to suit our purposes. One
solution to this problem is to learn the most appropriate feature map to make the downstream
2.2 Neural networks 23
task as easy as possible. Here, we define a class of parametrised functions {fθ : θ ∈ Θ}
which map from our original feature space to some enhanced feature space, and jointly
optimise the parameters of the feature map together with the parameters of the classifier.
The most common class of parametrised feature maps in use in modern machine learning
are neural networks. Broadly, these are stacked non-linear transforms, with each transform
consisting of an affine transformation followed by an element-wise nonlinearity. We will
elaborate more on their exact architecture in the next section.
One notable fact about neural networks is that they are universal function approximators,
given enough parameters (Cybenko, 1989; Hornik, 1991). This provides one justification
for their use: given enough hidden units, they can learn any input-output mapping, and
especially one that makes the input linearly separable for the classification decision. In
practice, they also empirically work better than many other methods, and indeed much of
the recent advances in machine learning has largely been driven by the resurgence of neural
networks trained on large datasets with increased computational power.
2.2.2 Common neural network architectures in NLP
The most fundamental building block of neural networks is the layer. This is a single linear
transformation of the input, represented by a feature vector, followed by a non-linearity. Most
neural networks are composed of multiple layers stacked on top of each other; this is known
as a deep neural network (Goodfellow et al., 2016), and the intermediate layers between the
input and the output are known as hidden layers. Indeed the term deep learning refers to
nothing more than using neural networks with more than one hidden layer.
The simplest example of a neural network is when the linear transformation is a simple
matrix multiplication followed by a linear bias. This is referred to as a feedforward layer
(see Figure 2.3 for a graphical depiction), and was one of the first artificial neural networks:
the McCulloch-Pitts model of single neuron activity (McCulloch and Pitts, 1943) uses
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Fig. 2.3 A depiction of a simple one hidden layer feedforward network. Each node represents
one neuron, and lines between nodes represent weighted connections between neurons.
this computation rule, and can be viewed as a layer containing one unit. The universal
approximation theorem mentioned previously shows that even one feedforward layer can
compute any smooth function to any degree of accuracy if it has enough units; however,
in practice what seems to work better than wide networks are deep networks: stacking
multiple neural network layers on top of one another. In addition, deep networks appear to
learn hierarchical representations, where the lower layers learn local information and the
higher layers learn global features (Zeiler and Fergus, 2014; Peters et al., 2018). A further
explanation for the success of deep networks over wide shallow networks is the lottery
ticket hypothesis, recently introduced in Frankle and Carbin (2019). In short, this states
that the performance of a neural network is due to a particularly lucky initialisation of the
weights of some subnetwork of the original network. Therefore, as increasing depth creates
exponentially more subnetworks than increasing width, we can expect deeper networks to
have a higher chance of having a particularly well-initialised subnetwork.
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Fig. 2.4 A schematic depiction of unrolling an RNN over an input sequence. Image taken
from http://colah.github.io/posts/2015-08-Understanding-LSTMs/.
While feedforward layers are universally applicable, if there is specific structure in the
input data, it would make sense to exploit this structure. For example, images are highly
structured, with strong local correlations, and sentences exhibit both sequential and higher-
order syntactic structure. To exploit the structure inherent in various forms of data, different
neural network architectures, with different forms of connectivity, have been proposed.
One such architecture is the convolutional neural network. Originally inspired by models
of early visual processing (Hubel and Wiesel, 1959; Fukushima, 1980), these models compute
the cross-correlation between the input and a kernel: a small matrix which acts as a local
feature detector. When multiple layers of convolutions are stacked, the lower layers of
convolutions learn to detect local features such as edges and lines, while the higher layers
detect more global features such as faces (Zeiler and Fergus, 2014). These models appear to
have an intrinsic prior in favour of natural images (Ulyanov et al., 2018), and have largely
driven the recent advances in computer vision (Krizhevsky et al., 2012; Simonyan and
Zisserman, 2015; He et al., 2016). They have also found some use in NLP tasks as well
(Kim, 2014; Kalchbrenner et al., 2014; Wang et al., 2015; Dauphin et al., 2017), but have not
been as universally embraced as in computer vision.
For data with inherently sequential structure, such as sentences of natural language, we
need to find models which capture this structure, and the long-range dependencies they
contain. One way to do this is to introduce recurrence into a neural network, where the
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computation rule for an input at time t also depends on the model’s previous hidden state at
time t− 1. See Figure 2.4 for a graphical overview. Such models are called recurrent neural
networks, and are particularly useful for models with sequential structure, such as text, as the
hidden state at a particular timestep depends on all previous timesteps, and in effect acts as a
memory of the entire sequence seen so far.
The most basic instantiation of RNNs are Elman, or simple, recurrent networks (Elman,
1990). Here, the hidden state at time t depends on both the hidden state at the previous
timestep and the current input:
ht = f(Whh−1 + Uxt + b) (2.6)
where f is a non-linearity. As the hidden state depends on both the input and the hidden state
at the previous time step, it effectively acts as a memory for the neural network, which means
it can store information from previous timesteps.
One downside of the simple RNN is that it rewrites the recurrent state of the network at
each timestep, and hence makes long-term temporal credit assignment difficult: the gradient
flow during training is attenuated by multiple applications of the W matrix, and the norm
of the gradient either explodes or vanishes exponentially with time depth based on the
magnitude of the largest eigenvalue of W (Bengio et al., 1994; Pascanu et al., 2013).
Hochreiter and Schmidthuber (Hochreiter and Schmidhuber, 1997) proposed a solution
by including another memory state in the recurrence: the cell state. This is only written to
additively, which circumvents the vanishing/exploding gradient problem. Concretely, this
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changes the RNN update rule (Equation 2.6) to the following:
ft = σ(Wfht−1 + Ufxt + bf ) (2.7)
it = σ(Wiht−1 + Uixt + bi) (2.8)
ot = σ(Woht−1 + Uoxt + bo) (2.9)
ct = ft  ct−1 + it  tanh(Wcht−1 + Ucxt + bc) (2.10)
ht = ot  tanh(ct) (2.11)
where σ is the sigmoid function, ct represents the cell state, and  represents pointwise
vector-vector multiplication. The intuition is that ct represents the long-term memory of the
network, and reading and writing to this is performed additively (see Equation 2.10), which
is better conditioned than repeated multiplication. We will write ht = LSTM(xt, ht−1) to
denote the entire LSTM update rule (the cell state ct is implicitly treated as part of the hidden
state ht).
Due to the sequential nature of RNN processing, the hidden state at time t can only
consider inputs at time before t. However, for some tasks, knowledge of future inputs can
be useful, such as disambiguating noun/verb word senses for POS tagging (‘can’ can either
be a noun or a modal verb, but ‘can fish in tins’ and ‘can fish in the river’ disambiguate
between the two). A simple way to incorporate future context is to process the input in
reverse order with another RNN to obtain a sequence of hidden states hrevt , where each h
rev
t
captures the forward context of the word to the end of the sentence. Then, the forward and
reverse hidden states are concatenated to obtain the final hidden state ht at time t. This is
known as a bidirectional RNN (Schuster and Paliwal, 1997).
One of the major uses of neural networks in NLP is representation learning, especially
for sentences. As the output of a neural network is a vector of real numbers, the final hidden
state of the neural network after processing an entire sentence can be used as a feature vector
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for a classifier. This can be either the final hidden state of an RNN or LSTM scanning over
the sentence, or the final hidden layer of a convolutional neural network. This makes neural
networks very flexible feature maps, which can take a wide variety of input shapes, and
compress them into a single representation.
A particularly important application of sentence representation learning is in the sequence-
to-sequence framework (Sutskever et al., 2014; Cho et al., 2014b). In many conditional
language generation tasks, such as machine translation, we often need to generate language
from structured input data. The sequence-to-sequence approach uses a neural network to
encode an input sentence into a distributed vector representation, which is then fed into a
neural language model decoder which generates the output text one word at a time. This
approach demonstrates the modularity and flexibility of neural networks, as one can plug
general-purpose neural network components together to solve many different problems. In
addition, we can use a wide range of network architectures in both the encoder and decoder
(Kalchbrenner and Blunsom, 2013; Gehring et al., 2017).
One issue with the above approach is that the same dimension vector is used to represent
every sentence, no matter what length the sentence is. There is empirical evidence to
show that this compression process loses information: notably, neural machine translation
systems with a fixed size input representation struggle to faithfully translate long sentences
(Bahdanau et al., 2014). To bypass this bottleneck, Bahdanau et al. (2014) propose the
attention mechanism, where the encoding of the input is dynamically computed during
decoding. In detail, rather than encoding the input as a single vector, an attention model
encodes the input as a sequence of vectors c1, . . . , cn, called annotations. Then, at timestep t
during decoding, the decoder uses its current hidden state, ht−1, to query the annotations,
using some similarity measure sim(), and then uses the (normalised) query scores as weights
to calculate the context vector for the current timestep. This context vector is then fed into
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the LSTM recurrence:
ai,t = sim(ht−1, ci) (2.12)
wi,t =
exp(ai,t)∑
exp(ai,t)
(2.13)
st =
∑
wi,tci (2.14)
ht = LSTM(ht−1, [xtst]) (2.15)
where LSTM is defined in Equations 2.7-2.11, and we denote by [xy] the concatenation of
two vectors.
Many choices of similarity function have been proposed. The original paper used a
multi-layer perceptron to calculate the similarity score, while Luong et al. (2015) showed that
a bilinear scoring function performed better in machine translation empirically. Attention-
based models are currently the most popular approach to conditional language generation
tasks, and have been successfully used in a diverse set of tasks such as image captioning
(Xu et al., 2015a), machine translation (Wu et al., 2016a) and sentence summarisation (Rush
et al., 2015), among others.
Very recently, a new neural network architecture based solely on stacked attention layers
demonstrated excellent performance across a range of NLP tasks. This model, called the
Transformer (Vaswani et al., 2017), has shown exciting promise in many tasks across machine
learning, such as language modelling, machine translation and image processing (Parmar
et al., 2018). One particularly notable use of the Transformer architecture is pretraining it
on large amounts of unlabelled data and then fine-tuning on a supervised task – this form of
transfer learning has shown large improvements in a number of tasks (Devlin et al., 2018).
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2.2.3 Feature representation of language in neural networks
Neural networks manipulate vectors of real numbers. Therefore, when processing language
with neural networks, one fundamental consideration is how to represent the symbolic
language input in a format amenable to neural computation. Here, the problem of feature
selection rears its head again.
For many languages, words appear to be the basic unit of language, and indeed many
languages are written word-segmented, such as English. This suggests processing language
on the word-level, and using only words as input features. This is the standard approach for
contemporary NLP, and indeed using word features only with a powerful neural network has
shown large improvements in many NLP tasks compared to using rich features and a simple
classifier (Socher et al., 2013; Chen and Manning, 2014; Kalchbrenner et al., 2014; Xu et al.,
2015b; Xu, 2016).
As we can view words as categorical features, we can use indicator vectors to represent
words. Concretely, we collect a fixed vocabulary of words, where a vocabulary is a mapping
of a word to a numerical index. Then, we represent each word as a one-hot vector with a
1 at the index of the word in the vocabulary, and 0’s elsewhere. This is called a one-hot
coding. An interesting consequence of this encoding is that the first layer of the neural
network associates a low-dimensional dense representation with every word. These are
called word embeddings, and they can be initialised randomly and trained with the rest of the
network. However, many datasets are small, and so words which appear few times in the
training corpus may have their parameters badly estimated during the training procedure. An
alternative is to pretrain word embeddings on an unsupervised task using copious amounts
of unlabelled data and use these to initialise the model word embedding parameters. This
simple technique can be viewed as a cheap way of doing semi-supervised learning, and has
been shown to improve performance on a wide range of NLP tasks (Turian et al., 2010).
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Word embedding pretraining typically involves some form of language modelling objec-
tive. The earliest approaches took the word embedding parameters from a neural language
model; however, with a large vocabulary, language modelling can be computationally inten-
sive. Consequently, a plethora of methods for efficient neural language model training have
been published (Morin and Bengio, 2005; Bengio and Sénécal, 2003; Mnih and Teh, 2012).
Mikolov et al. (2013a) introduced a new unsupervised paradigm: instead of predicting the
next word given the context, decide whether two words appear in the same context or not.
This avoids computing the softmax entirely, and resulted in orders of magnitude speedups
for word embedding estimation.
An alternative approach is to derive word embeddings directly from word cooccurrence
counts. Latent semantic analysis (Deerwester et al., 1990) performs an SVD factorisation
of a word-word cooccurrence matrix, and uses the resulting low-dimensional vectors as
word representations. Another popular word embedding model, GLoVE (Pennington et al.,
2014), also can be viewed as an enhanced matrix factorisation model which factorises the
log-probability of word cooccurence rather than the raw cooccurence count.
One interesting phenomenon of word embeddings is that geometric similarity of words
in the embedding space seems to reflect the underlying conceptual similarity of those words.
This is perhaps explained by the distributional hypothesis (Firth, 1957), which states that
words which occur in similar contexts tend to have similar meanings. Indeed, the embedding
space can be viewed as a form of conceptual space (Gärdenfors, 2000). This analogy between
space and meaning has its roots in information retrieval (Salton et al., 1975), and has also
been used in cognitive science to model how humans learn semantics from distributional data
(Burgess, 1998).
However, for many languages, such as Chinese, words are not segmented when written.
This means that an additional tokenisation step has to be run, which may introduce errors
into the pipeline. Further, due to the long tail of language, particularly for languages with
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rich morphology, storing a separate feature for each word results in a prohibitive number
of features, and many words will not be seen more than once in the training data1. To deal
with this, typically we limit the word vocabulary to the most frequent k words in the training
corpus, or take only words which appear more than n times. Even if we use all words seen in
the training data as features, we can expect to find many words in test data which have not
been seen in the training data, and representing these unseen words poses a challenge.
One approach is to use a special cover token (typically denoted UNK, for UNKnown
word) to represent all unseen words, and train the model using this feature by replacing certain
words in the training data with this token. However, this approach completely disregards any
information contained in the unseen token. Another approach is to incorporate additional
features into our input apart from just word identity. For example, many parsing models
(Chen and Manning, 2014) make use of additional capitalisation and part-of-speech features,
which are represented by a binary feature and an index into a closed vocabulary respectively.
To help deal with the word sparsity issue, sub-word level features can also be used.
Morphemes, being the minimal unit of meaning, make appealing features, as they contain
both semantic information in the lemma and any derivational affixes, as well as syntactic
information in inflectional affixes. This helps smooth over the rare-word issue, as many
words in the long tail tend to be morphologically related to each other, and we can in principle
share statistical strength across these words. However, breaking down words into morphemes
is a tricky process: hand-written morphological analysers are brittle and require lots of
engineering effort (Nicholson et al., 2012), while (minimally) supervised approaches are still
fairly error-prone (Smit et al., 2014).
The most extreme approach is to use the raw characters of the word as input features. This
bypasses the issue of having to provide a morphological analysis, but requires a powerful
model to capture the (largely arbitrary) form-meaning mapping. Some models elect to use
a combination of features, and indeed including character level features and a powerful
1In a typical corpus, about 50% of words only appear once (Fan, 2010).
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character composition model (such as an RNN or a CNN) with word level features can often
increase performance across a wide range of NLP tasks (Ling et al., 2015; Kim et al., 2016).
2.2.4 Training neural networks
The second component of a neural network is the learning algorithm. This specifies how the
neural network should adapt to the training data in order to minimise some error criterion.
While many different learning rules have been proposed in the literature, the de facto standard
currently is gradient descent on the parameters (i.e. the weights) of the neural network to
minimise some loss function. Common loss functions include the cross-entropy between the
model prediction and the true label, or margin-based losses between the model prediction
and the true label.
A naive approach towards calculating the gradients of the loss function with respect to
the model parameters is quadratic in the number of layers, as we would have to effectively
traverse the computational graph for each layer. However, if we memoise the intermediate
steps, we can calculate all of the derivatives in one backwards pass through the network. This
is the basic idea behind the backpropagation algorithm (Rumelhart et al., 1986), which in
practice is how derivatives are computed for neural networks.
Once gradients are calculated, the parameters have to be updated. One common way of
doing this is to use (minibatched) stochastic gradient descent (SGD): for a parameter θ, with
gradient∇θ, the update is
θ ← θ + α∇θ (2.16)
where α is the step size, which is a hyperparameter of the SGD algorithm. Minibatch here
refers to the fact that, typically, purely online SGD (calculating gradients based on one
training set example at a time) suffers too much from variance in the gradient, while fully
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batched SGD is too memory-intensive. Thus, the gradient estimate∇θ in Equation 2.16 is
calculated using a small batch of data points2 sampled from the training data.
Pure SGD can have problems converging in certain pathological conditions, such as
very flat minima. A commonly used variant introduces a momentum term to accelerate
convergence, which simulates the behaviour of a heavy ball under gravity (Polyak, 1964;
Nesterov, 2014). This changes the update rule to:
z ← βz +∇θ (2.17)
θ ← θ + αz (2.18)
where now we introduce another hyperparameter β, which controls how strongly we re-
member previous gradients. In practice, momentum appears to speed up the convergence of
gradient descent, and makes SGD more resilient to choices of the step size hyperparamater.
Further, it stabilizes the training of deep neural networks, allowing end-to-end training of
complex model architectures (Sutskever et al., 2013).
Typical convergence proofs of SGD require the step size hyperparameter to go to zero
over the course of optimisation. There are many ways of scheduling the learning rate, such
as epoch-based, or by monitoring performance on a held-out development set; these all add
to the number of hyperparameters which need to be tuned. Adaptive learning rate algorithms
(Zeiler, 2012; Kingma and Welling, 2014; Duchi et al., 2011) attempt to automatically
schedule the learning rate using convergence information. They also claim to be more
resilient to hyperparameter choices. Although well-tuned SGD with momentum typically
performs better than using an adaptive optimizer with off-the-shelf hyperparameter settings,
the latter perform well enough to justify the convenience.
As neural networks are low-bias function approximators, they overfit very easily. Regu-
larisation is therefore crucial to good model performance. There are many common regulari-
2typically in the order of 32-100 examples
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Algorithm 1 The beam search algorithm
Require: Trained model P (Y |X), beam size n, maximum length L
Initialise beam Z1, . . . , Zn with n highest scoring initial items from P (Y1|X), initialise
beam item scores si = logP (Zi|X).
for i=1 to L do
Initialise buffer B
for beam item Zj do
for word Z in vocabulary do
Calculate the score sZj = logP (Zj :: Z|X) of continuation Zj :: Z, add score and
continuation to buffer.
end for
end for
Take n highest scoring continuations from B as the new beam.
end for
return Highest scoring beam item Z1
sation techniques for neural networks: one common one is `2-regularisation, which penalises
weights with high `2 norm. The most widely used technique is dropout (Srivastava et al.,
2014). Here, a proportion of the output values in each layer are randomly zeroed out. In
a series of papers, Gal and Ghahramani (2016c) and Gal and Ghahramani (2016a) derived
connections between dropout and Bayesian inference, showing how dropout can also give
uncertainty estimates at test time, and also how to apply dropout to recurrent connections in
neural networks.
2.2.5 Decoding from a neural network language model
Suppose we have a conditional language generation task, such as image captioning or
French-English translation. Given a trained model (i.e. a function which estimates P (Y |X)
whereX is the input and Y is the output), the decoding problem is finding arg maxY P (Y |X)
– that is, the highest scoring image caption/English translation for each of the tasks previously
mentioned respectively.
Most current models pair a neural representation model for the input X , and a conditional
language model to learn the distribution P (Y |X). This language model is typically a neural
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language model, which decomposes P (Y |X) autoregressively as∏P (Yi|Y<i, X). Crucially,
this does not make any independence assumptions: the distribution over words at timestep
i depends on all the previous predictions made. While this means the resulting model can
capture a wide range of distributions, it also makes the search problem harder, as we have to
consider the full context when making subsequent predictions.
For this reason, one generally uses heuristic methods to find the highest scoring sentence.
One option is greedy decoding. This simply takes the highest scoring word at each timestep
until the termination criterion is reached. Empirically, this works well enough, but it can
suffer from search errors, as it cannot look more than one step into the future to make
predictions.
Beam search is an alternative heuristic search algorithm that solves some of these issues.
Instead of only tracking the 1-best hypothesis, the beam search algorithm instead uses a beam
of n items. At each timestep, the scores of every possible continuation for all the items in
the beam are calculated, and then the top n highest scoring continuations in total are kept as
the new beam. See Algorithm 1 for the full beam search algorithm. By considering multiple
hypotheses instead of just the 1-best, beam search can avoid being trapped in locally optimal
but globally poor regions of the search space, and hence find higher scoring hypotheses
than greedy search. I use beam search extensively in the rest of this thesis to decode from a
conditional language model.
2.3 Generative models
2.3.1 Overview
In machine learning, generative modelling is the name given to a class of approaches which
try to learn the distribution of the data. This approach spans both supervised and unsupervised
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learning: we can talk of either learning the joint distribution of inputs X and outputs Y with
a generative model, or just learning the distribution of unlabelled data X .
The prototypical generative classification algorithm is naive Bayes. As naive Bayes is a
generative algorithm, we seek to model the joint probability P (X, Y ). Naive Bayes factorises
the joint distribution as P (Y )P (X|Y ), and then makes the assumption that each dimension of
the feature vector is generated independently from the label (i.e. P (X|Y ) = ∏i P (Xi|Y )).
Typically, these distributions are chosen to reflect the nature of the feature: if Xi is a
continuous variable, we typically place a normal distribution over it; for a binary variable,
we place a Bernoulli distribution, and so on. We then need to learn the parameters of these
distributions; typically, we do this by maximising the likelihood of the dataset. This is
typically much easier than for a discriminative model like logistic regression, as there are
usually closed form expressions for the maximum likelihood estimates of the distribution
parameters given observed data. Given a new data point Xnew, we classify it with the label
that maximises the posterior probability P (Y |Xnew), which we can calculate with Bayes’
theorem:
P (Y |X) = P (X|Y )P (Y )
P (X)
(2.19)
P (X) =
∑
Y
P (X, Y ) (2.20)
In the context of our running example, the P (Y ) term captures the ratio of male to female
labels in our dataset, and we have 10 separate P (Xi|Y ) terms: one for each feature and each
value the label Y can take (i.e. for the height feature, we learn separate P (Xheight|Y = male)
and P (Xheight|Y = female) distributions). As height and weight are continuous, we can
model these as normally distributed, and either learn just the mean with a fixed variance, or
learn both mean and variance. For the eye colour indicator features, we can treat these as
Bernoulli distributed, and learn the Bernoulli parameter p for each feature. The maximum
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likelihood estimates of the distribution parameters are easy to calculate: for example, the
MLE for the mean of the P (Xheight|Y = male) distribution is just the sample mean of the
heights of all individuals with the male label.
A moment’s thought reveals the flawed nature of the feature independence assumption of
naive Bayes in this context (the eye colour indicator features are definitely not independent),
but in practice the algorithm often works well. In fact, Ng and Jordan (2002) showed that
generative models have better sample complexity than discriminative models: they reach
their peak performance after seeing many fewer datapoints than a discriminative model like
logistic regression. This is due to the strong inductive bias imposed by the generative model:
the generative process is specified by the factorisation we assume for the joint distribution,
and we also assume the form of the conditional distribution of each feature given the label.
One intriguing property of naive Bayes is that by marginalising over the label variable
Y , we obtain a distribution over the feature space X alone. This can be useful if we have
lots of unlabelled data X: we can fine-tune the parameters of the likelihood P (Y |X; θ) by
maximising the marginal probability of the unlabelled data under the model. This gives
a principled way of performing semi-supervised learning. In fact, if we have an entirely
unlabelled dataset, and have some intuition about the structure of the data – for example, the
existence of discrete clusters – we can try to induce this structure automatically by structuring
the generative model to reflect this intuition (i.e. there is some hidden variable which causes
the observed variation in the data). This hidden variable is latent: its value is unobserved, but
we can detect its effects indirectly.
This latent structure can be very complicated: the latent variables can be continuous, as
in the case of probabilistic PCA (Tipping and Bishop, 1999), or we can have multiple latent
variables with dependencies between them. For example, Klein and Manning (2004) present
a generative dependency parsing model, where the dependency structure is latent. They
train the model in a completely unsupervised fashion, and obtained the first unsupervised
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dependency parsing results which beat the simple right-attachment baseline. This shows the
power of baking in inductive bias into the generative model structure, if the bias reflects the
true data generating process.
Density estimation, language modelling and language generation Another application
of generative models is estimating the distribution of the data X . This is called density
estimation. Given a dataset D, we would like to train a model such that it assigns high
probability to unseen data points which are similar to points in D, and low probability
otherwise. Such a model can be used for many tasks, such as outlier detection (Latecki et al.,
2007), data imputation (Titterington and Sedransk, 1989) and many others.
One particularly useful application of density estimation in natural language processing
is language modelling. Here, the data whose distribution we want to estimate are language
utterances. The resulting density model could then tell apart utterances which are probable
from utterances which are improbable. A model which can do this effectively has many
downstream applications, such as reranking first-pass output from an automatic speech
recognition or machine translation system.
Given a utteranceX consisting of a sequence of wordsw1, . . . , wN , the standard approach
is to factorise the probability using the chain rule: P (X) =
∏N
i=1 P (wi|w<i). This means
that calculating the probability of an utterance can be reduced to a series of classification
tasks. The earliest language models (Baker, 1990; Jelinek, 1976) made an independence
assumption: rather than condition on the full history, assume that only the most recent k words
contribute to the probability of the next word (i.e. P (wi|w<i) ≈ P (wi|wi−1, . . . , wi−k)).
However, these models are fundamentally limited: human language contains very long-
range dependencies in constructions like center embedding (Rimell et al., 2009), and no
n-gram model can fully capture these interactions. Further, parameter estimation is difficult
in these models: the number of contexts increases exponentially with the order of the n-
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Fig. 2.5 The graphical model representing naive Bayes. Y represents the label, and the Xi
are the features. The direction of each arrow shows the conditional dependence relationship.
gram language model, and therefore we have to deal with a very sparse estimate of the full
distribution.
Neural network language models can solve both these issues. By projecting the contexts
into a shared space, one can share statistical strength among different observations (Bengio
et al., 2001), and RNNs theoretically allow us to capture arbitrary length context (Mikolov
et al., 2010; Sundermeyer et al., 2012). Further, by conditioning neural language models
on external information, such as an encoding of a foreign language sentence, a document
or an image, we can perform conditional generation in tasks like machine translation (Cho
et al., 2014b; Sutskever et al., 2014), summarisation (Rush et al., 2015) or image captioning
(Xu et al., 2015a) respectively. Throughout my thesis, I use conditional language models as
language generation models, but am interested in conditioning these language generators on
latent information; that is, information not supplied in the input.
2.3.2 The graphical model description of generative models
One particularly concise way to represent a generative model is as a graphical model. This
represents the variables of a generative model as nodes in a graph, and edges represent
dependence assumptions between nodes. Edges can either be undirected, which represent a
joint distribution, or directed, which show the direction of a conditional dependence. This
formalism lets us represent a generative model in an easy to understand way, as we can
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Fig. 2.6 Plate diagram notation for LDA, a popular graphical model of text.
see the conditional dependence assumptions between the random variables at an immediate
glance. Figure 2.5 shows the graphical model for the naive Bayes classifier.
One crucial aspect of graphical models is that they represent purely the structure of
the model. A generative supervised classification algorithm has the same graphical model
structure as an unsupervised generative clustering algorithm, which shows the power of
generative models expressed as graphical models to unify seemingly disparate tasks. The
only difference is that in the unsupervised clustering task, we do not observe the value of the
label node during training. The label node is a latent variable, and we have to find ways to
handle the missing observation during model training and inference.
Often, our graphical model requires multiple independent draws from the same distri-
bution. This can clutter the graphical model, and one solution is to represent these multiple
draws in a plate diagram. Here, boxes are drawn around repeated draws from the same
underlying distribution. Figure 2.6 shows the plate diagram for Latent Dirichlet allocation
(LDA) (Blei et al., 2003), a hugely influential latent variable generative model of text. This
is a model of a corpus of M documents, each with N words (N might change depending
on M ). The plate diagram succinctly shows the M independent draws of the per-document
topic distribution, and also, for each document, the N draws from the topic-word distribution.
This notation will be heavily used in Chapter 4, which presents an extension of LDA.
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2.3.3 Inference and learning in latent variable generative models
If all the nodes in a graphical model are fully observed, then training the model is easy, and
inference on a new datapoint is also easy, as the P (X) term in Equation 2.19 is constant and
can be ignored if we only seek the most probable label. However, if some nodes are latent –
i.e. unobserved – then we have to marginalise over them during training to even obtain the
data likelihood P (X; θ) =
∑
Y P (X, Y ; θ). Further, we often need to compute the posterior
of the latent nodes given observed data P (Y |X; θ), and inverting this using Bayes’ theorem
requires the data likelihood in the general case.
In our running example, this marginalisation is not too bad: there are only two latent labels
– male and female – so we only need to compute the conditional likelihood twice: once for
each label. However, if there are many latent categories, then this can get expensive, especially
if the conditional likelihood is expensive to compute. This is especially pronounced if the
latent variable has intrinsic structure, such as a parse tree, or is continuous; in these situations,
attempting to directly calculate the marginal likelihood is computationally infeasible or
impossible.
One solution is to structure the model in such a way that the marginal or posterior
distribution is tractable. For instance, we can take advantage of conjugacy relationships
between the prior and the likelihood to obtain a closed form solution for the posterior over
the latent variables. However, choosing distributions so as to have conjugacy limits how
flexible our families of distributions can be. Another way is to structure the latent variables
so that we can calculate the marginal distributions efficiently using dynamic programming.
However, this also imposes limitations on the structure of the model (the latent variable
structure must decompose in a particular way).
For general models, there are two main methods for marginalisation and inference:
sampling-based methods, and approximation-based methods. We will cover both methods
briefly below.
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Sampling-based methods Often, we do not need the exact posterior or marginal distribu-
tion, but only samples from it. This is particularly useful if we only need the expectation of a
quantity under samples from a distribution, such as during the E step of the EM algorithm. In
this case, we can approximate the expectation with samples from the appropriate distribution.
Sampling from the marginal data distribution is relatively easy: we can perform ancestral
sampling, where we traverse the graph structure and sample from the conditional distributions
as we traverse. Unfortunately, sampling from the posterior is difficult, as we do not know the
normalising constant of the posterior (i.e. the data likelihood). One solution is to use Markov
chain Monte Carlo (MCMC) techniques (Metropolis et al., 1953; Hastings, 1970). These
construct a Markov chain whose stationary distribution corresponds to the distribution of
interest; then, starting from a random point, we walk the Markov chain, collecting samples
as we go. After an initial burn-in period, the samples should converge to being true samples
from the distribution, and we can estimate the required quantity from these samples.
MCMC is a powerful general purpose algorithm, but has limitations. It is hard to tell when
a chain has converged, and hence how long to set the burn-in period. Further, convergence
may take a long time, depending on the geometry of the probability distribution. This is
especially pronounced when the distribution of interest is high-dimensional, as the Markov
chain can wander for a long time before eventually converging. Methods exist that improve
convergence speed, such as Hamiltonian Monte Carlo (Neal, 2011), but in general these
methods can be slow and inexact, requiring many samples to obtain a reasonable estimate of
the expectation of interest.
Approximation-based methods An alternative approach towards calculating the posterior
is to approximate the posterior distribution (which can be very complicated) with a simpler
distribution. Typically, we assume that the posterior can be approximated with a simple
distribution Q with parameters ν, and then optimise the parameters ν so that Q is as close as
possible to P (Z|X). The standard measure of ‘closeness’ we optimise for is the Kullbeck-
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Leiber (KL) divergence between Q and P (Z|X):
KL(Q(Z; ν)||P (Z|X; θ)) = EQ log Q(Z)
P (Z|X) (2.21)
Unfortunately, we cannot directly optimise this, as we have no way to evaluate the
posterior. We can expand the posterior using Bayes’ theorem to obtain the following
expression (dropping parameters for clarity):
logP (X)−KL(Q(Z)||P (Z||X)) = EQ log P (X,Z)
Q(Z)
(2.22)
The RHS of Equation 2.22 is known as the evidence lower bound or ELBO; as KL
divergences are non-negative, it is a lower bound on the marginal probability of the data.
Note that optimising the parameters of Q increases the ELBO, and so reduces the KL
divergence between the model posterior and our variational approximation. After we have
found the optimal parameters ν, we can use the resulting Q distribution whenever we need
the posterior. This approach turns inference (which is a hard problem) into optimisation
(which is an easier problem). It also offers a general purpose approach towards inference
applicable to a wide range of models.
The downside is that we deliberately introduce error by making an approximation, and
depending on the quality of the approximation the resulting error can be quite large. Griffiths
and Steyvers (2004) show that the LDA model trained with Monte Carlo methods has a
better fit to the data than the same model trained with variational inference. In addition,
we have to optimise the ν parameters separately for each datapoint, which introduces an
inner optimisation loop inside the outer optimization loop; this can mean model training is
infeasibly slow for large datasets.
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2.4 Deep generative models
Deep generative models, in essence, are a combination of generative models and neural
networks. As with all neural network ideas, they have an early history, followed by an
explosion of interest in recent years. The earliest generative models which use neural
networks were Boltzmann machines (Hinton and Sejnowski, 1983), a stochastic version
of Hopfield networks (Hopfield, 1982). However, inference and training in these networks
required repeated sampling steps to get samples from the posterior, and consequently were
painfully slow. Restricted Boltzmann machines (RBMs) aim to alleviate the difficulty of
training general Boltzmann machines by adding a ‘hidden’ layer of nodes, and enforcing
connections only between hidden nodes and visible nodes (Smolensky, 1986). This structure
makes sampling from the posterior distribution of the hidden nodes much faster (Hinton,
2002), and the resurgence of neural networks was in part driven by fast algorithms to train
RBMs with multiple hidden layers (Hinton et al., 2006; Salakhutdinov and Hinton, 2009).
Another early deep generative model is the Helmholtz machine (Dayan et al., 1995).
This also has a layer of unobserved units, similar to an RBM. However, it couples the
hidden-visible unit network with another neural network mapping from the visible units to
the hidden units, called the inference network. This network acts as an approximation to the
true posterior distribution of the hidden units given the visible units, and in effect performs
variational inference. However, the model is trained using wake-sleep (Hinton et al., 1995),
which is different to the standard variational inference training procedure. Notably, it does
not optimise a valid lower bound on the data likelihood.
Around 2014, a cluster of papers appeared which extend the Helmholtz machine idea
to optimize the ELBO directly (Kingma and Welling, 2014; Rezende et al., 2014; Titsias
and Lázaro-Gredilla, 2014). The authors all make the observation that, as we can view
the variational optimisation procedure as a function X 7→ νX where νX are the optimal
variational parameters for the datapoint X , and as neural networks are universal function
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approximators, we can try to learn this mapping using a neural network and perform
amortised inference, eliminating the need to run a costly per-datapoint optimisation loop.
In detail, if we consider a generator neural network Pθ(X|Z) and an inference network
Qϕ(Z|X), we want to optimise the ELBO of Equation 2.22:
L(X) = Ez∼Qϕ log
Pθ(X|z)P (z)
Qϕ(z|X) = Ez∼Qϕ logPθ(X|z)−KL(Qϕ(z|X)||P (z)) (2.23)
We can take single samples from Qϕ and use these to estimate both the ELBO and
gradients w.r.t. θ relatively easily. However, gradients w.r.t. ϕ, the parameters of Q, are
more difficult, because Q appears both in the body of the expectation and in the distribution
we are taking expectations over. However, one other observation is that many distributions
have a reparametrisation trick: they can be expressed as a deterministic transform of a
fixed random variable. The normal distribution is one such family of distributions: given
N (µ, σ2), we can simulate samples from this distribution by sampling  ∼ N (0, 1) and
applying fµ,σ() = µ+ σ. This lets us change the distribution we sample from, and hence
derive estimates for gradients w.r.t. ϕ from Monte Carlo estimates of the ELBO. Concretely,
considering the ELBO in the form Ez∼Qνg(z), we can rewrite this as Eε∼Pg(f(ε, ν)), and
hence take derivatives w.r.t. ν by interchanging the derivative and expectation in the latter
expectation, which is now permissible as the sampling distribution does not depend on ν.
Finally, we note that we can split off part of the ELBO as a KL divergence between the
prior and the approximate posterior distribution. For many distributions of interest, such as
between two normal distributions, we can calculate this KL in closed form. This lets us lower
the variance of the gradient estimates even further, as now the only variance in the ELBO
comes from the estimate of the data likelihood under samples from the inference network.
Putting all the above observations together, the training procedure for this model is:
1. Sample a data point X .
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2. Compute the approximate posterior distribution Qϕ(Z|X)
3. Sample from this distribution using the reparametrisation trick to obtain a latent
representation z.
4. Compute the ELBO in Equation 2.23. This involves calculating the reconstruction loss
of the data point X under the sampled z.
5. Take gradients of the ELBO w.r.t. θ, ϕ and perform a gradient update.
The above training procedure bears marked resemblance to a regularised autoencoder, and
especially denoising autoencoders (Vincent et al., 2010): we learn a hidden representation
that allows us to reconstruct the input, while adding some stochasticity to learn robust
representations. For this reason, these models are called variational autoencoders (VAEs).
For a more comprehensive introduction to VAEs, see Doersch (2016).
Bowman et al. (2016) applied this idea to modelling text: they combine a Gaussian latent
variable with an LSTM generator network, and report competitive perplexities compared to
an LSTM language model. They also demonstrate that the latent space behaves better than a
vanilla autoencoder; notably, interpolations in the latent space of the variational autoencdoer
between representations of sentences give coherent English realisations, which is not the
case for a vanilla autoencoder. Further, the interpolations seem to smoothly transition in both
syntax and semantics between the two sentences. This shows the potential of VAEs for joint
representation learning and language generation: the latent variables seem to capture global
semantically meaningful information, which control general purpose language generators.
Bowman et al. (2016) also report a problem which still plagues latent variable models with
powerful generator models: that of posterior collapse. Briefly, this describes the phenomenon
when the generative model ignores the latent variable, and uses the likelihood term only to
model the data. They report that using word dropout – that is, randomly replacing input
tokens with the UNK token – helps ameliorate this issue.
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Various methods have since been proposed to combat this problem. Broadly, there are
two viewpoints: one which views the problem as a modelling issue inherent in using powerful
autoregressive likelihood models, while another views it as an optimisation issue. Solutions
to the posterior collapse issue rooted in the first view include the β-VAE (Higgins et al.,
2017), which changes the objective function in Equation 2.23 to put less weight on the KL
term, and the variational lossy autoencoder (Chen et al., 2016), which weakens the decoder to
force the model to use the latent variables more. Solutions which take an optimisation view
include the use of batch normalisation (Ioffe and Szegedy, 2015) in the encoder (Sønderby
et al., 2016; Srivastava and Sutton, 2017), and taking multiple encoder optimisation steps per
decoder optimisation step (He et al., 2019).
Chapter 3
Latent variable dialogue models and
their diversity
3.1 Motivation
This chapter explores generating open-domain conversational responses to a given prompt.
This task can be treated as a conditional text generation task and neural text generation
methods can be used to approach the problem. However, this fails to account for the natural
variability in dialogue: there may be multiple different responses to a given prompt, which
differ both semantically and stylistically. One way to capture this variation explicitly is to
condition the generator on a probabilistic latent variable as well as the input. By sampling
different values of the latent variable, we hope to decode different possible replies, and hence
the latent variables can be seen as simple meaning representations.
We use continuous latent variables in the present chapter, an example of a distributed
meaning representation. These have the benefit that they are very simple to induce from the
data, so they score highly on the ‘learnability’ axis in the dimensions of variation between
meaning representations we explained in the introduction. On the downside, continuous
meaning representations are difficult to interpret in a vacuum, and most visualising techniques
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rely on visualising where specific data points lie in the continuous space and appealing to
local smoothness.
On the third axis of variation outlined in the introduction, that of control, we defer opinion
until experimental evidence. The ideal situation is that the latent variables capture semantic
variations, while the text generator captures syntactic variation; then the latent variables can
be truly said to be ‘meaning representations’. However, the non-linear interaction between
the latent variables and the text generator, and the complicated learning dynamics of neural
networks mean that it is unclear whether this ideal situation will happen in practice.
3.2 Introduction
The ability to engage in human-level conversation has long been considered a hallmark of
intelligence – indeed, the Turing test (Turing, 1950) proposes the ability to imitate a human in
conversation as an operational definition of artificial general intelligence. To pass the Turing
test, an artificial conversational agent needs to generate fluent, coherent replies to the prompts
offered by the human judge in a way that the overall conversation is indistinguishable from
one with a human.
ELIZA (Weizenbaum, 1966) was one of the first attempts at building an open-domain
conversational AI agent, otherwise known as a chatbot. ELIZA and successors used a set of
manually written templates to match phrases of the input, and then a set of transformations
to generate a reply based on the input. For example, one template could match “I am x” for
any phrase x, and would output “How long have you been x”. This worked very well in
cases where the chatbot imitates humans with conversational limitations, such as paranoid
tendencies (Colby, 1975), or situations where the interlocutor offers no information them-
selves, such as a Rogerian psychotherapist. However, the full range of human conversation is
too complex to ever be captured by a set of transformation templates. Further, the possible
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replies that such a system can generate is limited by the number of templates it has: it cannot
produce a reply that has not been hard-coded into it.
Alternatively, rather than trying to engage in general conversation, we can consider
narrow-domain conversational agents that help accomplish a specific task, such as booking
flight tickets (Bernstein, 1991) or finding restaurants in a city (Henderson et al., 2014). This
general line of research is known as task-oriented dialogue (Young et al., 2013). As there is
a specific conversational goal, it is easier to hand-write an ontology of information necessary
to achieve the goal; this is called a dialogue state (Henderson, 2015). Armed with this
dialogue state, the agent can track progress towards the goal, and take actions to maximise
the probability of goal success. This gives the resulting dialogue a sense of cohesion and
helps give the agent the sense of intentionality. However, hand-crafting an ontology is only
feasible in a narrow domain, and the idea of tracking progress towards a single goal may
not even apply to human conversation, where there may be multiple goals at any given time,
which change and mutate as the conversation progresses.
To overcome these difficulties, statistical approaches towards conversational dialogue
agent research started gaining traction. These approaches use learning-based methods from a
large corpus of prompt-reply pairs, and can be seen as automatically inducing transformation
rules to generate a reply given a prompt. This reduces the engineering effort required to build
such an agent, as collecting examples of conversations for a corpus is easier than manually
writing the transformation rules. Further, these approaches naturally scale with larger corpora:
large corpora cover more of the space of possible conversations, and hence the agent can
learn a wider range of transformations.
Ritter et al. (2011) was one of the early pioneers of this line of research, applying statistical
machine translation techniques, namely phrase-based translation, to learn how to map an
input to a response given a large dataset of (prompt, response) pairs. As neural approaches
towards machine translation supplanted traditional phrase-based approaches, research into
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neural approaches towards open-domain conversational dialogue became prominent (Shang
et al., 2015; Vinyals and Le, 2015). The ultimate aim of these models is to generate both
interesting and coherent dialogue.
Standard neural models try to learn the distribution P (Y |X) over possible responses Y
given an input X using an encoder-decoder architecture (see Section 2.2.2): first the input X
is encoded as a vector representation using an encoder model, and then a conditional language
model, called the decoder, takes the vector representation and generates a reply. Notably,
these models are deterministic in the following sense: given an input X , the distribution over
outputs P (Y |X) is fixed. To then generate a response to a given input, there are two possible
approaches:
1. Maximum likelihood decoding One can search for the most likely response of
the decoder given a prompt (Shang et al., 2015; Vinyals and Le, 2015) – i.e, find
arg maxY P (Y |X). Typically, beam search (see Section 2.2.5) is used as an approxi-
mate search method, as exact search with an RNN decoder is infeasible. We will call
this decoding method maximum likelihood decoding, or ML decoding. The replies
generated with ML decoding tend to be grammatical and coherent; unfortunately, a
notorious issue with ML decoding is that this method tends to generate short, boring,
and uninformative replies. This is known as the “I don’t know" problem, after a
particularly common generated output. Part of the problem is that these responses are
common in the training data, and can be replies to a wide range of inputs (Li et al.,
2016; Serban et al., 2016; Jiang and Rijke, 2018), which makes them highly probable
regardless of the input.
2. Sampling Alternatively, one can sample from the decoder word-by-word (Serban et al.,
2016). Sampling from the distribution gives more diverse and interesting output, but
also lowers the grammaticality of the generated responses, sometimes to the point
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that it is difficult to understand. See Table 3.4 for example responses sampled from a
trained decoder – note that few of the replies are appropriate for the prompt.
Another aspect of natural dialogue is that it is not deterministic; for example, the replies
to “What’s your name and where do you come from?”1 will vary from person to person. In
general, there are many factors that can influence the reply that a human gives to a given
prompt, such as their mood, personality, and external factors such as the weather. This means
that given a prompt, one might see lots of possible replies in a corpus, without seeing the
reasons for this variation in the text. It is hard to capture this variety of possible outputs with
a deterministic decoder: as the probabilities of all replies sum to 1, increasing the probability
of one possible reply reduces the probability of all other replies.
In this chapter, we present a conditional latent variable chatbot model, which aims to
generate interesting, coherent replies while being able to capture the variation in natural
dialogue responses. This introduces a latent variable z, and conditions the decoder on both
this variable and the input: P (Y |X, z). The intuition is that different replies to the same
prompt X are encoded as different values of z, and so their probabilities do not interfere with
each other in the decoder.
At generation time, we sample the latent variable z, and therefore introduce stochasticity
and diversity into the model, while doing maximum likelihood search in the decoder given
X and z to obtain the reply Y , which guarantees grammaticality. Therefore, our model
combines the best aspects of sampling and ML decoding.
Quantitative metrics show that, over a range of different prompts, our model produces
more diverse responses than baseline models both lexically and in the number of unique
replies. Moreover we investigate the effect of the latent variable on the output of the model
for a single prompt, and show that in this case the model generates more acceptable diverse
output than sampling from a deterministic decoder.
1A phrase popularised by Cilla Black on the show Blind Date.
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3.3 A Latent Variable Dialogue Model
3.3.1 Model Description
The task the model performs is estimating the the probability of a response Y given an
input prompt X as part of open-domain conversation. We denote the model distribution by
P (Y |X; θ), where θ are the parameters of the model. We introduce an n-dimensional latent
variable z with a standard Gaussian prior (see Section 2.3.3) – i.e. P (z) = N (0, In) where
In is the n-dimensional identity matrix – and factor P (Y |X; θ) as:
P (Y |X; θ) =
∫
z
P (Y |z,X; θ)P (z)dz (3.1)
To motivate this model, we point out that existing encoder-decoder models have a fixed
distribution of outputs Y when the input X is given. This may cause issues during model
training, as mentioned in the introduction. Further, at generation time, it is difficult to
disentangle the various possible replies to a given input X .
In contrast, our model contains a stochastic component z in the decoder P (Y |z,X), and
so by sampling different z and then finding the most probable output conditioned on these
samples (i.e. arg maxY P (Y |z,X)), we hope to tease apart the possible replies to a given
input. This has the benefit that we harmonize train and test behaviour in our model, making it
more likely that the output of our model is grammatical and coherent. Further, as we do not
marginalize out z when decoding, we no longer perform exact maximum likelihood search
for a reply Y , and so we hope to avoid the boring reply problem.
At training time, we follow the variational autoencoder framework (see Section 2.4)
(Kingma and Welling, 2014; Kingma et al., 2014; Sohn et al., 2015; Miao et al., 2016) , and
approximate the posterior P (z|X, Y ; θ) with a proposal distribution Q(z|X, Y ;ϕ), which in
our case is a diagonal Gaussian whose parameters depend on X and Y . We thus have the
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following evidence lower bound (ELBO) for the log-likelihood of the data:
logP (Y |X) ≥ −KL(Q(z|X, Y ;ϕ)||P (z)) + Ez∼Q logP (Y |z,X; θ) (3.2)
Note that this loss decomposes into two parts: the KL divergence between the approximate
posterior and the prior, which measures how much information is stored in the approximate
posterior, and the cross-entropy loss between the model distribution and the data distribution,
which measures how well the model fits the observed data. Intuitively, when the KL term
is non-zero, this means the latent variable is adding information to the model in addition to
what X already contributes. This means that z is encoding information about variation in
replies to X – in particular, different values of z will then ideally encode different possible
topics for replies to X .
3.3.2 Model Implementation
At training time, given an input sentence X and a response Y , we run two separate bidirec-
tional RNNs over their word embeddings xi and yi (See Figure 3.1 for an overview of the
model). We concatenate the final states of each and pass them through a single nonlinear
layer to obtain vector representations hX and hY of X and Y . We use Gated Recurrent Units
(GRUS; Cho et al. 2014a) as the RNN cell as a compromise between expressive power and
computational cost. GRUs are similar to LSTMs in that they calculate updates to the hidden
state additively, but they have a somewhat simpler architecture: notably, there is no long-term
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Fig. 3.1 A schematic of how our model is implemented. We encode both the prompt and
reply using bidirectional RNNs to obtain sentence representations hX and hY , and use these
to predict the parameters of the variational posterior. We then concatenate a sample from the
variational posterior to hX , the representation of the prompt, and use this to reconstruct the
original reply.
cell state ct. Concretely, the GRU update equations for time t are:
zt = σ(Wzht−1 + Uzxt + bz) (3.3)
rt = σ(Wrht−1 + Urxt + br) (3.4)
h˜t = tanh(Wh(rt ◦ ht−1) + Uhxt + bh) (3.5)
ht = (1− zt)ht−1 + zth˜t (3.6)
where again σ is the sigmoid non-linearity and the W and U matrices, and the b vectors, are
trainable parameters of the GRU. zt acts similarly to the forget and input gates of an LSTM:
it controls how much of the previous timestep’s hidden state to keep, and how much to update
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using the input at the current timestep. rt is used to calculate how much of the previous
timestep’s hidden state to use when computing the update for the current timestep h˜t.
As the approximate posterior Q depends on both X and Y , we calculate its parameters
using hX and hY:
µ = Wµ[hx hy] + bµ
log(Σ) = diag(WΣ[hx hy] + bΣ)
(3.7)
where [a b] denotes the concatenation of a and b, and diag denotes the diagonal matrix with
the given vector along the main diagonal.
We take a single sample z from Q using the reparametrization trick (see Section 2.4),
concatenate hx and z, and initialize the hidden state h0 of the decoder GRU with [hx z]. We
then train the decoder GRU to minimize the negative log-likelihood of the response Y . At
test time, we sample from the Gaussian prior and concatenate this to the encoding of the
prompt before generating from our model.
While training this model, we found that without constraints, the model would ignore the
latent variables and instead just model the response using the decoder RNN. This means that
our model collapses to a deterministic decoder, negating the purpose of the latent variables.
Bowman et al. (2016) first reported these issues, and hypothesised that this is due to the fact
that RNNs are powerful sequence models, and therefore can capture most of the probability
distribution P (Y |X) without using the latent variables. We overcome this by gradually
increasing the KL term weight from zero to one over the course of model training and using
word dropout as mentioned in Section 2.4 with probability 0.5. Word dropout, which entails
replacing entire words in the input of the decoder with the <UNK> token, also helps prevent
overfitting in the decoder.
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3.4 Experiments
3.4.1 Baselines
We compare our model, DIAL-LV, to three baselines that we call DIAL-MLE, DIAL-MMI
and DIAL-SAMP. These baselines all use a deterministic encoder-decoder model; the only
difference is the search method used to generate a response from the model.
DIAL-MLE implements ML decoding as described in Section 3.2. Beam search with
beam size 2 is used to find the maximum likelihood response.
DIAL-SAMP samples word-by-word from the decoder of the deterministic model. Naive
sampling resulted in incoherent output. To solve this, we sharpen the per-word probabilities
of the decoder by scaling the probability of each word by a temperature parameter τ ∈ (0, 1]:
pw 7→ p1/τw . The temperature serves to make probable words even more probable; sampling
in the zero temperature limit reduces to ML decoding. We found τ = 0.35 to be a reasonable
balance between preserving stochasticity while also improving the coherence of the generated
output.
DIAL-MMI implements the anti-LM decoder of Li et al. (2016). Rather than finding the
maximum likelihood response, it instead tries to find the response which maximises the point-
wise mutual information I(X, Y ) = log P (X,Y )
P (X)P (Y )
between the prompt X and the response Y .
By noting that we can also write the mutual information as logP (Y |X)− λ logP (Y ) with
λ = 1, the maximum mutual information response can be found by interpolating the proba-
bilities given by the decoder with the unconditional probabilities estimated by a language
model. Intuitively, this penalises responses common in the training data, hence the name
‘anti-LM’. We found that setting λ = 1 led to incoherent output, and after a small-scale sweep
of λ values we found λ = 0.45 gave the best compromise between diversity and coherence.
Following the author suggestions, we apply the anti-LM penalty to the first 6 words of the
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response; subsequently we use the unmodified probabilities given by the decoder. Again, we
use beam search with beam size 2 to find the highest scoring response.
3.4.2 Data and training details
We used the OpenSubtitles dataset of movie and TV episode subtitles to train our models
(Tiedemann, 2012), as used in Vinyals and Le (2015). These subtitles are user-uploaded, and
cover a broad range of genres and time periods. We treat every consecutive pair of subtitles
as a prompt-response pair, a commonly held assumption. On closer inspection, the dataset is
quite noisy, as it contains whole ‘lines’ of dialogue which consist solely of acoustic events.
Further, the one-turn-per-line heuristic is very often broken. However, we still feel that
there is enough signal in the data to train a simple chatbot. We note that the limitations of
this dataset have also been realised by other researchers, and current open-domain chatbots
include more higher-quality training data as well (Henderson et al., 2019).
We took a random sample of 100K files from the full dataset to train our models on, and
then pruned this sample of repeated files to leave roughly 95K files. The total size of the
resulting corpus was around 731M tokens. The maximum sentence length was capped to 50
words; sentences longer than this were pruned to the first 50 words. We kept as vocabulary
any word that appeared at least 1000 times in the corpus: as this amounted to 30K words,
we use a two-level hierarchical softmax with random clustering to speed up model training
and inference (Morin and Bengio, 2005).
We trained three models: a deterministic encoder-decoder for the DIAL-MLE, DIAL-
SAMP and DIAL-MMI baselines, a language model on the entire dataset for the DIAL-MMI
baseline, and our latent variable model. We implement all models using the Keras framework
(Chollet, 2015) running on Theano (Theano Development Team, 2016). We train all our
models for 3 epochs using the Adadelta optimizer (Zeiler, 2012). We use 512 dimensional
word embeddings and encoder hidden states for all our models. For the latent variable model,
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we use a 64 dimensional latent variable, which we concatenate with the 512-dimensional
deterministic representation of the prompt to use as the decoder initial hidden state. Thus,
the decoder GRU of the latent variable model has hidden state size 576. To control for model
size, the hidden state of the deterministic decoder also has hidden state size 576. To prevent
overfitting in the deterministic encoder-decoder, we again use word dropout on the decoder
input with probability 0.5.
3.4.3 Automated metrics for evaluating model output
The gold standard for evaluating human-facing systems, such as conversational AI, is to
perform human evaluation by soliciting feedback on interactions with the system. However,
collecting human data is expensive and time-consuming, especially for the purposes of model
development. Here, many model variants need to be compared quickly, and crowdsourcing
quality judgments for ever single model would quickly prove to be too expensive for the
average PhD student. We therefore propose a set of surrogate statistics that can be easily
measured, and attempt to motivate their choice.
The primary criterion we are interested in measuring is interestingness: does a human
enjoy interacting with our system? However, this is difficult to pin down, and so we propose
to use reply diversity as a surrogate measure. This is motivated by the boring reply problem
that has previously been mentioned in, e.g. Li et al. (2016) and Jiang and Rijke (2018).
Indeed, Li et al. (2016) explicitly propose a diversity-boosting objective function to improve
the output of a chatbot.
We will focus on two aspects of diversity: lexical diversity and sentential diversity. The
former measures how many different words are contained in the generated replies of a model,
the latter measures how many unique responses are generated by the model as a whole. Note
that low sentential diversity implies low lexical diversity: if a model generates the same
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responses repeatedly, then necessarily it uses the same words over and over again and so will
have low lexical diversity.
Previous work (e.g. Li et al. 2016) used type-token ratio (TTR) to measure the lexical
diversity of the generated output. TTR is the number of unique words generated divided by
total number of words generated; therefore, under this score, higher TTRs correspond to
more lexically diverse output. However, language follows a Zipf distribution (Zipf, 1935):
the frequency of a word is inversely proportional to its frequency rank: the k-th most frequent
word occurs roughly 1/ks times as often as the most frequent word, where s is the parameter
of the Zipf distribution. Because of this, TTR is affected by the length of the generated
replies (Mitchell, 2015), with longer replies necessarily having less diversity under this score.
As a consequence, this measure penalises longer replies, despite the fact that these replies
are more likely to be interesting.
We instead use an estimate of the s parameter of a Zipf distribution fitted to the output
of each model as a proxy for the lexical diversity of the generated output. Smaller s values
mean that the word frequency distribution is not dominated by the most frequent words, and
therefore that the model output is more lexically diverse. We note that since publishing the
original paper which introduced the above metric, it as subsequently been taken up in, e.g.
Wen and Luong (2018).
As ML decoding is known to give the same few replies repeatedly to a wide range of
prompts, we also report the percentage of unique replies with respect to the total number of
replies as a measure of sentential diversity. This measures whether the model falls back to
repeating the same small set of replies to a wide range of inputs, which also causes boring
output.
Further, we give the average negative log-likelihood (NLL) of the replies generated by
each model given the inputs as predicted by the deterministic encoder-decoder model, to
see what regions of the probability space the replies occupy. Previous work has diagnosed
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ML decoding as causing the boring reply problem, and we are interested in seeing what
correlation, if any, exists between the average probability of responses a model generates and
how diverse those responses are.
We emphasise that all automated metrics of diversity are only surrogate measures of the
primary criterion of ‘interestingness’, and this can only be measured by human evaluation.
Indeed, Liu et al. (2016) show the inadequacy of a whole range of automated measures for
dialogue quality. We therefore sound a word of caution in taking the results presented below
too literally.
3.4.4 Reply statistics
Model Zipf parameter Unique NLL %
DIAL-LV 1.39 76 15.54
DIAL-MLE 1.43 35 12.15
DIAL-MMI 1.60 62 15.12
DIAL-SAMP 1.53 78 16.66
Training data 1.50 69 –
Table 3.1 Some statistics pertaining to the responses generated by the models. Lower
Zipf parameter means more lexically diverse; higher unique reply percentage means more
sententially diverse. We also include the diversity statistics of a representative section of the
training data.
We generated replies from all the models presented above from a list of 200 prompts. We
randomly sampled 150 sentences to serve as prompts from the OpenSubtitles dataset which
the models were not trained on, and we also chose 50 questions from a list of suggested
conversation starters2. We then measure the diversity of the generated replies using the
automated metrics described in Section 3.4.3. We also calculated the diversity metrics we
introduced on a representative sample of the OpenSubtitles dataset, to give a baseline of what
diversity numbers to expect. The results are shown in Table 3.1.
2Obtained from
http://conversationstartersworld.com/250-conversation-starters
3.4 Experiments 63
Results The results show that DIAL-LV generates more lexically diverse replies than any
of our baseline models, showing that even though we perform beam search after sampling the
latent variable, we can still generate lexically diverse output. Further, our model generates
more sententially diverse output than DIAL-MMI, which specifically optimises a diversity-
enhancing objective, and performs almost as well as DIAL-SAMP, which is a very strong
baseline in terms of diversity as it is inherently stochastic, whereas the only source of
stochasticity in DIAL-LV is in the choice of latent variable. We also note a strong correlation
between diversity and NLL - typically, higher NLLs imply higher diversity.
3.4.5 Human acceptability judgments
Model µ σ NLL Zipf Unique %
DIAL-LV 1.183 0.402 15.51 1.32 76.4
DIAL-SAMP 1.196 0.577 16.91 1.56 73.6
Table 3.2 Mean (µ) and standard deviation (σ) of average number of acceptable replies
generated by each model, along with overall reply statistics.
Both DIAL-LV and DIAL-SAMP have the ability to generate varied replies to a given
prompt. In this section, we test this ability to see which model generates more acceptable
output to a given prompt on average. We randomly selected 50 prompts from our list of
200, and generated 5 replies at random to each one using both models. We then asked
human annotators3 to judge how many replies were appropriate replies, taking into account
grammaticality, coherence and relevance. The results are shown in Table 3.2.
Results Interestingly, even though the replies generated by DIAL-LV have a lower NLL
(and hence are estimated to be more probable), both models generate roughly the same
number of acceptable replies. DIAL-LV also has less variance in the number of acceptable
replies, suggesting that the outputs it generates are more consistent than responses from
3We used 50 in total, 25 for each model
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DIAL-SAMP. Finally, we note that DIAL-LV generates both more lexically and sententially
diverse output than DIAL-SAMP in this scenario, even though its replies are judged equally
acceptable. This suggests that it is managing to produce a wide range of coherent, fluent and
appropriate output.
Upon inspecting the replies, we find that the replies of DIAL-SAMP tend to have very
similar meanings, with many of the same content words, and change in minor syntactic
details only. This explains both the lack of lexical and sentential diversity, and the wider
variance in number of acceptable replies: as the replies are all so similar, they are either all
acceptable or none are.
3.4.6 Sampling from the latent variable space
Shell radius Zipf parameter Unique NLL %
0 1.49 7 13.12
4 1.62 42.1 14.02
8 1.59 63.1 15.72
12 1.56 67.7 17.65
16 1.78 67.1 18.16
Table 3.3 Statistics of responses generated from the DIAL-LV model from different regions
of the hidden state space.
We next explored the effect of sampling from different regions of the latent space. For
each of the 200 prompts in the test set, we took 5 uniform samples from shells of radius 0
(which collapses to deterministic decoding), 4, 8, 12 and 16 in the latent space by sampling
from P (z) = N (0, In) and then multiplying the sampled z by a scalar σ such that ||σz||
had the desired length. This scaling lets us control the prior probability of the samples, as
the probability density function of the multivariate normal distribution depends only on the
length of the sample: P (z) ∝ exp(−||z||2). Note that decoding from z = 0 can be viewed
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as finding the single most likely model response to a given prompt X by approximating the
integral in Equation 3.1 with a single sample from the mode of the prior distribution.
We then generated a response to the prompt using each value of z, and measured some
statistics of the replies. Inspecting Equation 3.1 shows that responses generated from latent
samples z with low probability will themselves have low probability. The results are shown
in Table 3.3, and some selected sample outputs are shown in Table 3.6 at the end of this
chapter.
Results As expected, we see a clear correlation between the NLL of generated responses
with the shell radius, showing the influence of the prior in Equation 3.1. Further, we find
similar results as Section 3.4.4: the higher the average reply probability, the less diverse
outputs we see.
There are some outliers: at radius 0, we find that the model suffers from the boring reply
problem, and generates typically very short output. This causes the overall replies to be
dominated by short responses, which is atypical of typical natural language corpora; in this
situation, the Zipf distribution is an inaccurate model for the type frequency distribution,
and the Zipf parameter is an uninformative measure of lexical diversity. Also, at the highest
radius, we observe the highest NLLs, but also the lowest lexical diversities. Empirically, this
seems to be because the model is falling prey to the known recurrent neural language model
pathology of repeating output phrases.
3.5 Discussion
Throughout our experiments, we find a strong inverse relationship between the average
probability of the responses generated by a model, and the diversity of the responses of
that model. One reason for this is that the boring responses, such as “I don’t know”, are
prevalent in the datasets used to train such models. Further, they are seen as replies to a wide
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variety of inputs. This means that they have a high response probability to a wide range of
inputs, which causes them to be generated often under ML decoding, lowering overall reply
diversity.
Further, as locally normalised language models score the probability of a sentence as the
product of per-word probabilities, they typically assign higher probability to shorter sentences.
As there are necessarily fewer possible shorter sentences than longer sentences, and the latter
are typically more diverse and informative, ML decoding could bias a conversation model
towards producing these short, uninformative replies lacking diversity.
Taken together, our experiments show that ML decoding does not seem to be the best
objective for generating diverse dialogue, and so corroborates the inadequacy of perplexity
as an evaluation metric for dialogue models (Liu et al., 2016). Indeed, all three models which
show a diversity gain over the deterministic encoder-decoder with MLE decoding try to
instead sample responses from a lower-probability region of the response space. However, if
the response probability is too low, it runs the risk of being nonsensical. Hence, there appears
to be a ‘Goldilocks’ region of the probability space, where the responses are interesting and
coherent. Finding ways of concentrating model samples to this region is thus a potentially
promising area of research for open-domain dialogue agents (Shao et al., 2017).
We note that Section 3.4.6 shows that sampling from different regions of the latent space
lets us control the probabilities of the generated responses effectively. However, it is more
difficult to control the content of the generated responses: a downside of continuous latent
variables is that they are a priori uninterpretable, and it is difficult to know in advance what
the exact output corresponding to any particular sample of z will be. This can be a downside
in user-facing systems, where we may wish to not generate certain classes of output, such as
profanity or insults. We thus focus the rest of the thesis on more interpretable and controllable
meaning representations.
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3.6 Conclusion and future work
In this chapter, we presented a latent variable model to generate responses to input utterances.
We investigated the diversity of output generated from this model, and show that both lexical
and sentential diversity improve. It also generated more consistently acceptable output as
judged by humans compared to sampling from a decoder. Finally, we explored the effect of
the latent variables on the replies by realising samples from different regions of the latent
space.
Further, we note that DIAL-MMI and DIAL-SAMP are ways to generate model output,
and are agnostic to the choice of underlying model. Therefore, we can combine our latent
variable model with these decoding methods – particularly MMI decoding, which optimises
a well-motivated objective – to increase the diversity of the generated replies even further.
We did not pursue this in the experiments above to isolate the contribution of the change of
underlying model, but this is a direction for interesting future work.
With regards to how much control the latent variables offer over the generated output, Sec-
tion 3.4.6 showed that we can control the probability of the generated output; it also appears
qualitatively that diversity has an inverted U-shaped relation to probability. We can therefore
indirectly control how diverse the generated reply is, and hopefully preferentially generate
more interesting replies. However, we have very little control over the actual semantics of
the generated utterance. In fact, as the latent variable can interact in non-linear ways with the
given prompt, it is unclear whether the same point in the latent space has consistent semantics
between different prompts. In combination with the lack of interpretability discussed in the
introduction of this chapter, we therefore believe that, while continuous distributed meaning
representations have their advantages, they do not seem like the solution (by themselves) to
controllable text generation.
To remedy the interpretability issue, in the next chapter we investigate using discrete
variables to condition a text generator. Discrete latent variables act to cluster the generated
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sentences, and one can hopefully discover interpretable themes among sentences belonging
to a single cluster. Then, one can generate sentences with a specific theme by conditioning
on the latent variable which corresponds to that cluster.
3.7 Sample model output
Please see Tables 3.4, 3.5 and 3.6 for examples of model output from the models discussed
above.
3.8 Annotator instructions and interface
We used Qualtrics to host the annotation interface to collect human judgments, and Prolific
to collect annotators. The data collection procedure was outlined in Section 3.4.5; below in
Figures 3.2, 3.3 and 3.4 we show what the annotator interface looked like.
3.8 Annotator instructions and interface 69
Pr
om
pt
D
IA
L
-L
V
Sa
m
pl
in
g
(τ
=
1.
0)
th
e
in
fe
ct
io
n’
s
sp
re
ad
in
g.
he
’s
de
ad
.
he
w
as
le
e
.
no
th
in
g
bu
tn
o
m
or
e.
le
av
e
it
a
w
ay
.
ik
no
w
w
ha
ty
ou
’r
e
do
in
g
th
er
e’
s
so
m
et
hi
ng
go
in
g
on
in
th
e
ph
on
e
ric
ks
ha
w
an
d
pu
tt
he
afl
oa
tc
on
tin
uo
us
ly
...
w
e
on
ly
ha
ve
fo
ur
te
en
ho
ur
s
to
sa
ve
th
e
ea
rt
h!
i’v
e
go
tn
o
ch
oi
ce
.
ca
n
iw
in
?
an
d
th
en
th
er
e’
s
so
m
et
hi
ng
th
at
’s
w
ha
ti
t’s
lik
e.
go
pe
ac
ek
ee
pe
rg
o.
w
el
l,
w
e
ne
ed
th
e
he
lp
of
w
ha
t’s
ha
pp
en
-
in
g.
go
to
sa
y
he
llo
ag
ai
n
in
th
is
co
nv
er
sa
tio
n.
w
hy
do
n’
ti
do
so
m
e
re
se
ar
ch
an
d
se
nd
yo
u
an
em
ai
l?
w
el
l,
w
e’
re
go
nn
a
ha
ve
to
m
ak
e
it.
no
di
sr
es
pe
ct
te
am
.
be
ca
us
e
ik
no
w
ho
w
m
uc
h
it
is
.
ex
cu
se
m
e.
be
ca
us
e
it
’s
no
tr
ig
ht
.
be
ca
us
e
i’
m
ho
te
l.
Ta
bl
e
3.
4
T
hr
ee
ra
nd
om
ou
tp
ut
s
fo
rt
hr
ee
ra
nd
om
pr
om
pt
s
fr
om
th
e
da
ta
se
tf
ro
m
ou
rp
ro
po
se
d
m
od
el
(D
IA
L
-L
V
)a
nd
sa
m
pl
in
g
fr
om
th
e
de
co
de
ro
fa
de
te
rm
in
is
tic
en
co
de
r-
de
co
de
r.
70 Latent variable dialogue models and their diversity
Pr
om
pt
D
IA
L
-L
V
D
IA
L
-S
A
M
P
i
ha
ve
pr
ob
le
m
s
w
ith
m
y
fu
el
ce
ll
an
d
th
en
w
e
’r
e
go
in
g
to
di
e
th
en
i’
m
go
nn
a
go
ba
ck
to
th
e
la
b
.
it
ho
ug
ht
yo
u
sa
id
yo
u
w
er
e
de
ad
.
id
on
’t
kn
ow
w
ha
ty
ou
’r
e
ta
lk
in
g
ab
ou
t.
w
el
l,
it
’s
no
tt
o
be
a
go
od
th
in
g
.
w
el
l,
w
ha
t?
id
on
’t
kn
ow
w
ha
ti
’m
ta
lk
in
g
ab
ou
t.
yo
u
su
re
yo
u
’r
e
co
m
in
g
ba
ck
.
i’
m
no
tg
oi
ng
to
gi
ve
yo
u
a
sh
ot
.
do
yo
u
ha
ve
an
y
pe
ts
?
ye
s
.
i’
m
no
th
er
e
.
ye
s
.
i’
m
no
t.
th
ey
’r
e
al
lo
ve
rt
he
re
i’
m
no
t.
ye
s
.
i’
m
no
t.
no
th
in
g
.
id
on
’t
kn
ow
.
it
w
as
lik
e
so
m
e-
on
e
’s
w
or
st
ni
gh
t-
m
ar
e
.
yo
u
,y
ou
’r
e
th
e
on
ly
on
e
w
ho
kn
ow
s
w
ha
ty
ou
’r
e
do
in
g
.
th
e
gu
y
w
ho
to
ld
m
e
th
at
he
w
as
a
bi
g
de
al
.
fo
rm
e
.
th
e
w
ay
yo
u
’r
e
go
nn
a
do
,i
’ll
be
ri
gh
tb
ac
k
.
lo
ok
,d
an
ny
.
th
e
w
or
ld
’s
gr
ea
te
st
of
m
y
lif
e
.
yo
u
’r
e
no
td
ea
d
.
th
e
co
ps
ar
e
no
ta
lo
se
r.
w
el
l,
it’
s
go
nn
a
be
al
lo
ve
rf
or
m
e
.
th
e
sa
m
e
th
in
g
.
Ta
bl
e
3.
5
A
co
m
pa
ri
so
n
of
di
ve
rs
e
re
pl
ie
s
ge
ne
ra
te
d
fr
om
th
e
sa
m
e
pr
om
pt
s
by
th
e
D
IA
L
-L
V
an
d
th
e
D
IA
L
-S
A
M
P
m
od
el
s.
3.8 Annotator instructions and interface 71
Pr
om
pt
r
=
4
r
=
8
r
=
12
r
=
16
i’
m
st
ar
vi
ng
.
w
e’
ll
ge
ty
ou
ou
t.
ye
ah
.
w
el
l,
si
r,
yo
u
kn
ow
w
ha
t
i’
m
do
in
g.
th
e
on
ly
w
ay
id
o
is
ju
st
gi
ve
yo
u
th
e
ch
an
ce
.
w
e’
re
go
in
g
do
w
n.
yo
u
ok
ay
?
by
th
e
w
ay
.
id
on
’t
th
in
k
so
.
th
ey
’ll
ta
ke
it
ou
t.
al
ri
gh
t,
lo
ok
.
go
.
w
el
l,
do
n’
t.
w
el
l..
.
co
m
e
on
.
if
yo
u’
re
go
in
g
to
...
th
e
on
ly
th
in
g
to
do
is
...
th
e
sa
m
e
as
yo
u
ar
e.
w
el
l,
ye
ah
,i
th
in
k
i’
m
a
go
od
m
an
.
th
ey
’r
e
co
m
in
g
ba
ck
up
th
er
e
ik
no
w
yo
u’
re
go
in
g
to
be
al
ri
gh
t.
th
at
’s
no
t.
go
.
st
ar
tt
he
tre
at
m
en
t
ge
ti
to
ut
w
ha
tf
or
?
w
ha
t?
ca
n’
ty
ou
se
e
it
or
no
t?
ge
ti
to
ut
.
he
’s
no
td
ea
d.
w
ha
t?
i’
m
al
lr
ig
ht
.
go
.
go
.
it’
s
th
e
on
ly
w
ay
in
th
is
.
ge
ti
n
th
e
ca
r.
go
on
.
yo
u
do
n’
tk
no
w
w
ha
t?
le
t
m
e
kn
ow
th
at
it’
s
go
nn
a
be
al
lr
ig
ht
.
lo
ok
,i
’m
go
nn
a
di
e.
w
el
l,
lo
ok
,w
e’
re
go
in
g
ho
m
e.
an
d
m
y
na
m
e
is
da
nn
y,
an
d
it’
s.
..
w
ha
t
do
yo
u
th
in
k
yo
u
ar
e?
w
ho
w
as
yo
ur
be
st
fr
ie
nd
in
sc
ho
ol
?
w
el
l.
he
’s
de
ad
.
be
at
s
m
e.
ik
no
w
.
in
ee
d
yo
u.
ye
ah
.
a
m
an
,h
e’
s
de
ad
.
he
’s
th
e
on
e
w
ho
kn
ow
s
w
ha
th
e’
ll
do
.
yo
u.
w
el
l,
w
ha
t’s
go
in
g
on
he
re
?
no
ty
et
,s
ir,
bu
ti
t’s
no
t
go
nn
a
ha
pp
en
.
ge
to
ut
.
w
el
l.
w
el
l,
th
is
is
th
e
w
ay
it’
s
be
en
ha
pp
en
in
g.
co
m
e
on
.
yo
u’
re
th
e
on
ly
pe
rs
on
i’v
e
ha
d
a
lo
to
f
pe
op
le
he
re
.
ye
ah
.
ye
s,
si
r.
he
y,
yo
u
th
in
k
ic
an
’t
be
ba
ck
he
re
?
ge
tt
he
fu
ck
up
.
Ta
bl
e
3.
6
R
ep
lie
s
fr
om
3
sa
m
pl
e
pr
om
pt
s
fr
om
la
te
nt
sa
m
pl
es
of
di
ff
er
en
tr
ad
ii.
T
he
m
ea
n
ra
di
us
of
a
sa
m
pl
e
is
8.
72 Latent variable dialogue models and their diversity
Fig. 3.2 The pre-task instructions and guidelines we showed the annotators.
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Fig. 3.3 An example question page. We showed the annotators 10 questions per page.
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Fig. 3.4 The check questions we used at the end of our survey to reduce satisficing behaviour
of annotators.
Chapter 4
A sentence-level extension to LDA
4.1 Motivation
In the previous chapter, we showed that continuous latent variables have their uses to
condition a text generator, but have limitations in terms of how interpretable they are. In this
chapter, we instead investigate learning discrete latent variables as conditioning variables.
Discrete latent variables have the benefit of being more interpretable, as one can enumerate
the values the latent variable can take, and look for coherent themes in the generated text for
each value of the latent variable. Unfortunately, this is a post hoc way to interpret the latent
variables – it requires training the model first, and there is no way to tell in advance what the
latent variables will correspond to. Further, traditional structured meaning representations
are inherently discrete, and we view learning unstructured discrete latent variables as a bridge
towards learning structured meaning representations which capture the full intricacies of
semantics.
We investigate the unconditional case, where we generate sentences conditioned solely
on the latent variable. Our model is thus a topic model, and sits in a proud tradition of
unsupervised semantic topic discovery models. Unfortunately, discreteness brings challenges
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in the learning process, as we no longer have access to end-to-end differentiability. This
chapter outlines some techniques that were developed to train such a model.
4.2 Introduction
Large collections of documents, although indispensable in many disciplines, are difficult to
sift through manually. For this reason, one of the biggest success stories of applied NLP
have been topic models. These models allow the automatic discovery of the semantically
coherent themes, or topics, contained in a corpus of documents. Once these are found,
one can then inspect the main topics discussed in the corpus and find documents which
contain specific topics, aiding document retrieval and corpus browsing. Further, if there is
additional metadata associated with the corpus, such as publication date or authorship, one
can conduct more fine-grained analyses, such as what topics a specific author is associated
with (and vice versa), or tracking the popularity of topics through time. For a full overview
of the applications of topic modelling, see Boyd-Graber et al. (2017). Most topic models
are based on an algorithm called Latent Dirichlet Analysis (LDA, Blei et al. 2003): this is a
probabilistic generative model of documents which models the latent topics as distributions
over words, and documents as collections of topics. The tension between document-topic
sparsity (each document should be as few topics as possible) and topic-word sparsity (topics
should be coherent clusters of words) results in semantically coherent topics.
While LDA has been fantastically successful, it makes some strong modelling assump-
tions to keep inference and learning tractable. The fundamental assumption that LDA makes
is that the words of a sentence are conditionally independent of one another given the un-
derlying topics. In practice, this means that the observation model (i.e. each topic-word
distribution) is a mixture-of-unigrams language model, and this language model does not
take surrounding word context into account. This means the predictive accuracy of the model,
as measured by perplexity, is limited, as it cannot learn contextual dependencies between
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words, such as those imposed by syntax. Further, word meaning is dependent on context:
the word ‘support’ in support vector machine means something very different to generous
support, but if both phrases occurred in the same document, the LDA model would assume
the same posterior over topics for both occurrences of the word ‘support’. This can be seen
as implementing the one sense per discourse heuristic (Gale et al., 1992).
Both problems can be solved by considering the use of more powerful observation models.
In particular, we present a generative model of documents, called SENTLDA, which draws
entire sentences from underlying topics using an LSTM language model to parametrise the
topic-sentence distribution. This lets us draw words conditioned on both the latent topic
of a sentence, and the words already generated of that sentence. Ideally, the model will
capture sentence-level semantic information using the latent topics, and use the LSTM
language model to capture local inter-word dependencies. Further, as the topics underlie
whole sentences, we also hope to capture contextual phenomena in the latent topics, which is
a limitation of LDA.
Introducing a more complex observation model also means that inference is harder in
our model. Traditional methods of inference for LDA use Dirichlet-multinomial conjugacy
to derive efficient update rules, which does not apply to our model. We therefore use
neural variational inference to train our model, and use a neural network to parametrise the
variational posterior. However, as our model has a mixture of continuous and discrete latent
variables, we cannot naively use the reparametrisation gradient estimator for the inference
network. We therefore explore a number of different methods to estimate gradients for the
posterior network, such as using the score function estimator (also known as REINFORCE;
Williams 1992), and differentiable relaxations of the sampling operator (Jang et al., 2017;
Maddison et al., 2016; Martins and Astudillo, 2016). We outline each estimator we use, and
compare their various advantages and disadvantages. We evaluate the performance of each
estimator on the task of document modelling on a subset of the Yelp dataset1, and select the
1https://www.yelp.com/dataset
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best estimator from these to train a final model on a larger subset of the Yelp dataset. We
compare our final model to a variety of baselines at the task of document modelling, and
show our model achieves competitive perplexities compared to strong baselines.
After the model is trained, we would like to visualise what information is contained
in each topic. Traditional topic models define topics as distributions over words, and so
visualising topics in these models is relatively easy: one can inspect the top k most probable
words for each topic (typically around 10). However, in our model, topics underlie whole
sentences, and so we have to visualise the distribution over sentences of a conditional RNN
language model. One solution is to examine sentences with the same topic label in the
development set, and group these together to see if they have a thematic unity. We perform
such an experiment in Section 4.6.1, and show that there is indeed such unity in the topics
that the model has learnt.
However, this approach only gives a sparse empirical estimate of the topic-sentence
distribution, and may not give a good indication of the true distribution. Further, we may be
interested in using the induced topics to drive a language generator to express controllable
meanings. For this reason, we also investigate conditioning the decoder with topic informa-
tion, and seeing whether sentences sampled from the decoder also have a thematic unity. We
perform this experiment in Section 4.6.2, and qualitatively demonstrate that the model has
learnt coherent sentence-level topics.
4.3 Background
4.3.1 Topic modelling
Unsupervised discovery of the semantic concepts within a corpus of documents has been
a long-standing goal in NLP, with early attempts including models such as latent semantic
indexing (LSI) and its probabilistic generalisation pLSI (Deerwester et al., 1990; Hofmann,
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1999). These methods can be viewed as factorising the document-word cooccurrence matrix
into a product of low-rank matrices; the number of topics is the rank of the factorisation, and
each topic is a distribution over words. LDA (Blei et al., 2003) is an alternative approach
towards topic modelling that avoids the overfitting issue of pLSI by placing a prior over the
document-topic distribution. LDA shows empirical improvements over pLSI at the task of
document modelling.
The utility of topic models was quickly recognised: Griffiths and Steyvers (2004) use
LDA to explore the topics of abstracts from PNAS, and show that the resulting topics are
indicative of different fields of science. The authors also plot the popularity of topics through
time, and show that shifts in the zeitgeist of science are reflected in how often a particular
topic appears each year. Topic models have since been used to study collections of historical
documents (Newman and Block, 2006), collections of literature (Blei, 2013), social media
posts (McCallum et al., 2005), and many others; for a full overview, see Boyd-Graber et
al. (2017). For some of these applications, LDA has been extended to take into account
author information (Rosen-Zvi et al., 2004), the impact of time passing on topics (Blei
and Lafferty, 2006), correlations between topics (Lafferty and Blei, 2006), and many other
potentially useful factors. In short, topic models have been one of the greatest success stories
of generative modelling in NLP.
As discussed in the introduction, however, LDA makes strong word independence as-
sumptions, and there have been many attempts to relax some of these assumptions and
take surrounding words into account. Gruber et al. (2007) propose the Hidden Markov
Topic Model (HTMM), which ties topic assignments for all the words in a sentence. This
procedure induces weak dependencies in the words of a sentence, which breaks the one sense
per discourse heuristic, and lets the model resolve multiple senses of a word in the same
document depending on the surrounding words in the sentence. Boyd-Graber and Blei (2009)
also propose a sentence-based topic model which incorporates syntactic information: they
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structure the generative process along the dependency parse of the sentence, associating each
node of the dependency tree with a topic which generates the observed word, and introducing
topic-topic transition distributions. This imbues the model with some knowledge of linguis-
tic structure, but on the downside requires the corpus to be pre-processed beforehand and
annotated with dependency parses for each sentence.
The above sentence-level extensions of LDA only weakly tie the words in a sentence
together: the topic-word distribution is still a unigram distribution, and better predictive
modelling performance can be obtained if a more powerful generative model of text is
assumed. Wallach (2006) proposes the Bigram Topic Model (BTM), which intersects a
bigram language model with LDA. The resulting model indeed demonstrates improvements
in word perplexity. Further, as the topic model no longer has to account for function words,
the resulting topics are more coherent and less dominated by function words, which can be
explained by the language model. This shows that by combining more powerful observation
models with topic models, one can potentially obtain both better modelling performance and
more interpretable topics.
Currently, the most powerful language models are RNN language models; it is therefore
natural to ask whether one can combine topic models with RNNs. Mikolov and Zweig
(2012) use an LDA-derived context vector to augment the input to an RNN language model,
and show that this improves the RNN language modelling perplexity. Subsequent work
has extended the idea of combining topical information with an RNN language model (Lau
et al., 2017), but these models do not define a true top-down generative process in the same
way that LDA does. Dieng et al. (2016) propose a motivated combination of an LDA-style
topic model and an RNN language model: each word can either be generated from the RNN
language model given the preceding context, or from a document-level LDA model. This
can be seen as an extension of the bigram topic model of Wallach (2006) to use an RNN
language model rather than a bigram language model.
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In comparison, our model, SENTLDA, draws whole sentences from a single latent topic,
similar to the HTMM but unlike TopicRNN and BTM. However, we further use an RNN
language model as the observation model, rather than generating each word independently as
in HTMM. See Figure 4.1 for a comparison between our model and other topic models over
sentences.
4.4 Model description
4.4.1 Generative model
Algorithm 2 The SENTLDA generative story
Require: a corpus ofM documents, Dirichlet parameter α, RNN with parameters ψ, number
of topics k
for all document D in corpus do
draw θ ∼ Dir(α)
for all sentence s ∈ D do
draw z ∼ Cat(θ)
for all word wi in s do
draw wi ∼ RNN(·|w<i, z;ψ)
end for
end for
end for
As previously mentioned, we would like to extend LDA to generate entire sentences
from the latent topics, and to be as agnostic as possible about the structure of the exact
sentence generating process (unlike the syntactic topic model). This motivates us to use a
recurrent language model – specifically, an LSTM language model – to estimate the topic-
sentence distribution, as they have empirically shown excellent performance at modelling the
distribution of natural language. In all other respects, our model is the same as LDA. See
Algorithm 2 for the full generative story.
When generating a sentence, we need to be able to condition the RNN on the topic we
have selected for the sentence. One way to incorporate topic information into the language
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(a) Latent Dirichlet Analysis (b) Hidden Topic Markov Model
(c) Bigram Topic Model (d) SENTLDA (this chapter)
Fig. 4.1 A comparison of existing sentence level LDA approaches and our proposed model:
Fig 4.1a shows LDA (redrawn in sentence form), Fig 4.1b shows the Hidden Topic Markov
Model (HTMM) of Gruber et al. (2007), Fig 4.1c shows the Bigram Topic Model (BTM)
of Wallach (2006), and Fig 4.1d shows our model. We combine a single topic for every
sentence, as in the HTMM, with an autoregressive observation model as in the BTM. In
our case, we use an RNN language model, which is strictly more powerful than the bigram
language model of the BTM.
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model is to use one RNN per topic. However, this would lead to an explosion in the number
of parameters of the model. Instead, SENTLDA shares the same RNN parameters for all
topics, and conditions the RNN on the topic information. We use topic embeddings to do this:
we associate each topic with a h-dimensional vector. This lets us capture topic-independent
knowledge about the statistical nature of language using the parameters of the base RNN,
while learning topic-related distribution shifts with the topic embeddings. An alternative view
of our model, which brings our model closer in spirit to the generative RNN of Bowman et al.
(2016), is that we have a prior which is a mixture of point masses in Rn, and we optimise the
location of these point masses over the course of model training in an empirical Bayesian
fashion.
The full generative story of SENTLDA is shown in Figure 4.1d, and the likelihood of a
document D with sentences s1, . . . , sN has the following form (where α are the parameters
of the Dirichlet prior and ψ are the parameters of the sentence level RNN):
P (D|α;ψ) = Eθ∼Dir(α)
[
N∏
i=1
Ez∼Cat(θ)P (si|z;ψ)
]
(4.1)
4.4.2 Model inference
Unfortunately, one cannot optimise (the logarithm of) Equation 4.1 naively, as it is intractable
to calculate exactly, and Monte Carlo estimates are likely to be too high variance to be useful.
One solution is to perform importance sampling: introduce a (parametrised) distribution
Qθ;ϕθ , and sample from Qθ instead, introducing importance weights to compensate for the
change in sampling distribution:
logP (D|α;ψ) = log
(
Eθ∼Qθ
[
P (θ|α)
Qθ(θ)
N∏
i=1
Ez∼Cat(θ)P (si|z;ψ)
])
(4.2)
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Now, we can use Jensen’s inequality to swap the logarithm and the expectation to obtain a
lower bound on the log-likelihood:
logP (D|α;ψ) ≥ L1 = Eθ∼Qθ
[
log
(
P (θ|α)
Qθ(θ)
N∏
i=1
Ez∼Cat(θ)P (si|z;ψ)
)]
(4.3)
Recognising the importance weight term as a KL divergence means it can be calculated
exactly in closed form:
L1 = Eθ∼Qθ
[
N∑
i=1
log
(
Ez∼Cat(θ)P (si|z;ϕ)
)]−KL(Qθ||Dir(α)) (4.4)
We note that this gives an alternative derivation of the variational autoencoder compared
to Section 2.4, which proceeded from taking the KL divergence of the approximate posterior
and the true posterior. The first term of this equation corresponds to reconstructing individual
sentences of the document D under a topic distribution Cat(θ) sampled from the document-
wide Dirichlet posterior Qθ. Note that this θ is used to parametrise the topic distribution over
every single sentence in the document. This has a potential disadvantage: if the sample of θ
happens to have low probability for the true topic of a particular sentence in the document,
we will underestimate the probability of that sentence. Further, consider trying to infer the
most likely topic for a given sentence. This is not given to us directly; instead we have to
apply Bayes’ theorem and calculate:
P (z|s,D) ∝ Eθ∼QθP (s|z)P (z|θ) (4.5)
This is potentially expensive: we have to estimate the expectation under multiple samples
from the document-level posterior, and for each sample we have to calculate the probability
of a sentence for each topic, which involves a forward pass through an RNN language model.
This means inference is very expensive under such a model.
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Fortunately, we can kill two birds with one stone by having a more local, sentence-level
representation; concretely, we introduce a variational posterior Qz;ϕz at the sentence level
to approximate the true sentence-topic posterior distribution P (z|s,D). Applying Jensen’s
inequality a second time results in the loss function we use to train our model:
L1 ≥ L2 =
N∑
i=1
(Ez∼Qz [logP (si|z;ϕ)− Eθ∼QθKL(Qz||Cat(θ))])−KL(Qθ||Dir(α))
(4.6)
This objective function has three advantages. The first is that the variational sentence-level
posterior Qz can be more concentrated around the true posterior for each sentence, rather
than having to account for all the sentences in a document. This means that sample-based
estimates of the full expectation are likely to be more accurate. By not calculating the full
expectation, we save considerable time training our model, especially if we have a large
number of topics. Further, we can use the variational posterior to immediately label sentences
with their most probable topics, rather than having to use Bayes’ theorem to invert P (s|θ).
Finally, this loss function can be calculated exactly, as all the expectations are calculable
in closed form. This means during model evaluation, we can exactly calculate the ELBO
without resorting to sampling, reducing variance during evaluation.
On the downside, making this assumption (commonly called a mean-field assumption)
means that within-document sentence dependencies are ignored by our model: each sentence
in a document is independently labelled, regardless of the other sentences in the document,
and the document-level posterior over θ serves only as a regulariser for the document-
level collection of sentence labels. Further, each time we apply Jensen’s inequality we
lose tightness in the bound, and so L2 is likely to be a looser bound on the true model
log-likelihood compared to L1. This means that the new bound may underestimate the true
document log-likelihood. For this reason, we use sampling-based estimators of the true model
likelihood in Equation 4.1 to evaluate our model; see Section 4.5.1 for more information.
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Proposal distributions It remains to fix the form of the proposal distributions Qθ and Qz.
We assume that the approximate posterior over the document-topic mixture distribution,
Qθ(θ|D), is given by a Dirichlet distribution with parameters β. We calculate β as a function
of the document (note ϕθ denotes the parameters of the function that outputs β given D):
Qθ(θ|D) = Dir(β(D;ϕθ)) (4.7)
Similarly, the sentence-topic posterior distribution Qz(z|s) is a categorical distribution
(as this is the only distribution over a discrete set of objects). We estimate the parameters of
this distribution as a function of the sentence s (note again we use ϕz to denote the parameters
of the function that outputs the parameters of the distribution):
Qz(z|s) = Cat(θ(s;ϕz)) (4.8)
The functions β(D) and θ(s) will be described in detail in the next section.
4.4.3 Model Implementation
In this section, we will go over the component blocks of the SENTLDA model. It consists of
an inference network or encoder which takes in data and calculates the variational posterior
distributions over the latent variables of our model, and a generator network or decoder
which calculates the likelihood of the data given values of the latent variables. For a full
architecture diagram, see Figure 4.2.
Generator network The architecture of the generator network has largely been covered in
Section 4.4.1. For the sake of completeness, we recapitulate here: the generator network is
parametrised as an RNN with parameters ψ. We use an LSTM (Hochreiter and Schmidhuber,
1997) as the RNN implementation, as it currently shows state of the art results in language
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Fig. 4.2 The model architecture of SENTLDA. The document consists of two sentences: I
do not like and green eggs and ham. Arrows represent the flow of information, and dashed
arrows indicate sampling. Stochastic variables are represented as circles, and deterministic
variables are represented in rounded rectangles. The red dashed line indicates that the KL
between the two variables is minimised during training.
modelling (Melis et al., 2018). Topic conditioning information is provided as a topic
embedding, one for each topic (He et al., 2017). We inject this topic information in three
different places in the decoder: in the initial hidden and cell state of the decoder LSTM,
and at each timestep in the decoder input. We pass the topic embedding through a 2 layer
MLP with a tanh non-linearity and skip connections at each layer to obtain the initial hidden
and cell states. At each timestep, we also concatenate the topic embedding to the word
embedding at that timestep, and then pass it through a feedforward layer, followed by a tanh
non-linearity. This provides the topic information at each timestep as well, giving topicalised
word embeddings. Given a sentence s = w1, . . . , wn and topic z, we use the chain rule to
decompose the probability of the sentence:
P (s|z) =
∏
i
P (wi|w<i, z) =
∏
LSTM(·|w<i, z;ψ) (4.9)
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Inference network We calculate Q(z|D) and Q(θ|D) above using neural networks. We
use a hierarchical encoding scheme to compute representations of both the sentences and
the documents (Ling et al., 2015; Li et al., 2015; Yang et al., 2016). Given a document D of
N sentences s1, . . . , sN , the inference model first runs a bidirectional LSTM over each si,
concatenates the final states of the LSTM in each direction and passes them through a single
feedforward layer with a tanh nonlinearity to obtain the representation of each sentence, hi.
Then, to form a document representation, the sentence representations h1, . . . , hN are
fed to another bidirectional LSTM, and the final states of the LSTM in each direction are
concatenated and passed through a second feedforward layer with a tanh nonlinearity to
obtain d, the representation of the entire document.
θi, the parameter of the posterior categorical distribution over the document topic mixture,
is calculated as a feedforward transformation of both the representation hi of the sentence si
and the representation d of the entire document D:
Q(zi|si) = Cat(θi) (4.10)
θi = BN(WθBN(hi + d) + bθ) (4.11)
BN stands for batch normalisation, a technique for stabilising training of neural networks
(Ioffe and Szegedy, 2015); we abuse notation slightly to write it as a per-example function
here, whereas it is implemented per-batch. Further, it seems to ameliorate the problem of
posterior collapse mentioned in Section 2.4, and encourages the inference model to use the
latent variables more (Sønderby et al., 2016; Srivastava and Sutton, 2017).
Similarly, β, the parameter of the posterior Dirichlet distribution over the document-topic
mixture, is calculated as a feedforward transformation of the document representation d. We
use the softplus nonlinearity (Nair and Hinton, 2010) to constrain β to take non-negative
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values:
Q(θ|D) = Dir(β) (4.12)
β = Softplus(BN(Wβd+ bβ)) (4.13)
We use separate word embeddings for the encoder and decoder networks. We found that
initialising word embeddings using pre-trained word embeddings both improved perplexity,
as well as helped reduce posterior collapse. We believe this is because we add a priori
semantic information into our model, and hence help the variational posterior better discover
semantic clusters – indeed Wieting and Kiela (2019) showed that randomly initialised RNNs
with pretrained word embeddings can still learn useful sentence representations, showing
that pretrained word embeddings can boost the ability of recurrent sentence encoders to learn
semantically useful representations.
4.4.4 Estimating gradients of expectations of discrete distributions
We would like to draw the reader’s attention to the form of Equation 4.6. There are three terms
in total: a reconstruction term for each sentence under samples from the sentence-level Qz,
an expected KL term between each sentence-level Qz and samples from the document-level
Qθ, and a KL term between the document-level Qθ and the Dirichlet prior Dir(α). The latter
two terms are calculable efficiently and exactly; for full details, see Section 4.9 at the end of
this chapter. This allows us to backpropagate gradients for the KL terms without sampling.
In contrast, the first term is in principle calculable exactly by calculating the likelihood
of a sentence under every possible assignment of topics, but this can be slow for large
numbers of topics. We therefore use sampling-based estimators to derive gradients for both
the inference and generator networks when training the model.
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Reparametrisation tricks for categorical distributions One of the successes of the vari-
ational autoencoder framework was to derive gradient estimators for the inference network
using the reparametrisation trick. This turns sampling from the proposal distribution (usually
a normal distribution) given by the inference network into a deterministic transformation
of some fixed source of noise. This means that one can train both the inference and gener-
ator networks jointly using samples from the fixed noise source. As an additional bonus,
these gradient estimates for the inference network usually have lower variance than using
alternative gradient estimators, such as REINFORCE. Fortunately, a similar reparametri-
sation trick exists for the categorical distribution. This is based on the Gumbel trick: if θ
are the unnormalised logits of a categorical distribution over K items, and ε ∼ G(0, 1)K
is a vector of random variables drawn from the standard Gumbel distribution with p.d.f.
p(x) = exp(−(x+ exp(x))), then
Ez∼Cat(θ)f(z) = Eε∼G(0,1)K
(∑
i
arg max(θ + ε)if(i)
)
(4.14)
In this expression, we use the vector-valued argmax: that is, the i-th component of
arg max(θ + ε) is 1 if arg max(θ + ε) = i, and 0 otherwise, and the subscript i denotes the
i-th component of the vector output of the argmax. This equation expresses nothing more
than the fact that we can estimate an expectation using samples, and that taking the argmax
of logits perturbed by Gumbel noise exactly samples from the distribution parametrised
by those logits. Estimating the expectation using samples is efficient, as we do not have
to calculate the sum, and consistent: in the limit of infinite samples, we will recover the
original expectation. The only downside is that the argmax operator is not differentiable (its
derivative is 0 almost everywhere). However, note the role that the argmax operator plays in
this equation: it projects the unnormalised perturbed logits θ + ε to the unit simplex, and we
then calculate the sum of the sentence log-likelihood under each topic, weighted by its value
under the projection. This suggests that using alternative projection operators may also give
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estimates of the marginal log-likelihood; although these estimates will in general be biased,
the projection operators may have properties that the argmax operator lacks: most crucially
differentiability.
One option is to replace the argmax operator in Equation 4.14 with the softmax operator
(Maddison et al., 2016; Jang et al., 2017). This has been called the Gumbel-softmax trick in
the literature. This relaxation means that we can directly backpropagate gradients through
it to the inference network. However, the resulting sum is no longer sparse, which means
the sum inside the expectation on the RHS of 4.14 is no longer efficient to compute. We
therefore artifically introduce sparsity by only keeping the top 2 perturbed logits, setting the
other logits to negative infinity, and then taking the softmax. This means that the resulting
sum is normalised over the top 2 logits only2.
One final operator we consider is the sparsemax operator, introduced in Martins and
Astudillo (2016). Applied to an n vector x, sparsemax(x) projects x onto the `2-closest
vector z in the simplex ∆n−1 ⊂ Rn. In high dimensions, this is highly likely to hit the
boundary of the simplex, giving sparse results. Hence, using sparsemax instead of argmax
still results in an efficient estimate of the marginal likelihood. Further, if the result does
not land on a vertex of the simplex (i.e. is not one-hot), then the sparsemax operator
has non-zero gradient. However, if the sparsemax operator outputs a one-hot result, then
there is no gradient backwards through it. While we can back off to alternative gradient
estimators, such as the REINFORCE estimator (see below), in this current work we accept
that the occasional sample will not contribute a learning signal to the inference network. We
further note the connection between our use of adding noise and taking the sparsemax, and
both the SparseMAP (Niculae et al., 2018) and perturb-and-MAP (Papandreou and Yuille,
2011) frameworks for estimating marginals over structured search spaces, and sampling
2We found that if we kept the top k probabilities post-softmax and did not renormalise, then the model
could exploit the resulting leakage of probability mass to trivially lower the loss function.
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argmax softmax sparsemax
Sparse 3 7 3
Consistent 3 7 7
Differentiable 7 3 3
Table 4.1 A comparison of the different operators we use to project perturbed logits onto the
simplex when estimating Equation 4.14 and their properties. Sparse means whether the result
of the operator is typically sparse, consistent means whether we recover the original marginal
in the limit of infinite samples, and differentiable means whether the gradient backwards
through the operator is non-trivial.
from structured search spaces respectively; indeed, a summary of this approach may be
‘perturb-and-SparseMAP’.
We summarise all the projection operators we use and their properties in Table 4.1.
Gradient estimators for the inference network We introduced 3 projection operators
in the previous subsection. Two of them, the sparsemax and softmax operators, directly
have gradients. Therefore, we can end-to-end differentiate the loss through these projection
operators to obtain gradients for the inference network.
Unfortunately, the argmax operation is non-differentiable, so we can not directly prop-
agate gradients through it to the inference network. We can still derive a gradient estima-
tor using the REINFORCE trick (Williams, 1992): ∇qEq(z)f(z) = Eq(z)f(z)∇q log q(z).
This gives us a way to propagate gradients to the inference network. On the downside,
the naive REINFORCE estimator has high variance. We can reduce the variance by
the use of judicious baselines: if c does not depend on z, then it is easy to see that
Eq(z)(f(z)−c)∇q log q(z) = Eq(z)f(z)∇q log q(z). In particular, if we take multiple samples
z1, . . . , zn, then for each sample zi we can use the average of the other samples as a baseline
independent of zi (Mnih and Rezende, 2016; Kim et al., 2019). Therefore, our final n-sample
update rule with samples z1, . . . , zn for the sentence-level topic posterior network Q using
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the REINFORCE estimator is:
1
n
n∑
i=1
[(
logP (s|zi)− 1
n− 1
∑
j 6=i
logP (s|zj)
)
∇Q logQ(zi)
]
(4.15)
Another approximation for estimating Equation 4.14 Using g() to denote our choice
of projection operator, we note that we may also rewrite the RHS of Equation 4.14 as
Eε∼G(0,1)K
∑
i
(g(θ + ε)if(i)) (4.16)
In our case, f(i) = logP (s|−→zi ) where −→zi corresponds to the topic embedding for topic
i. Note that the function f can map arbitrary vectors to a scalar: we are not limited to only
mapping the topic embeddings zi. This suggests a further approximation: if g is close to
one-hot, we can push the weights given by g(θ + ε) inside the sum and approximate the
function as:
Eε∼G(0,1)Kf
(∑
i
g(θ + ε)i
−→zi
)
(4.17)
Note that Equations 4.16 and 4.17 are identical if the output of g is one-hot, such as if
g is the argmax function. However, even if they are not, Equation 4.17 may still be a good
approximation for Equation 4.16 if the output of g is close to one-hot, such as if g is a softmax
function with low temperature. One crucial difference between the two equations is revealed
if we examine the gradients of each with respect to the θ parameter: as g is now inside f ,
gradients of Equation 4.17 w.r.t. θ contain information about gradients w.r.t. f , in contrast to
Equation 4.16 which only uses 0-th order information about f to update g. This couples the
inference network tighter to the generator network during training, which may result in faster
learning. Further, as we now only run the generator network once in total, rather than once
for every non-zero component of g(θ + ε), training is a lot more memory-efficient.
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On the downside, if g is not one-hot, then the resulting pseudo-sample has 0 probability
under the prior, and hence the resulting KL divergence is ill-defined. We can fix this by
changing the generative model slightly: rather than a mixture-of-point-masses prior, we now
have a mixture-of-Gaussians prior, with locations µi and fixed covariance matrices. We also
posit an approximate posterior QMoG of the same form, with isotropic Gaussians at the same
locations µi, with different mixture weights. The sampling procedure from the posterior
corresponds to taking the posterior mixture weights given by the inference network, adding
Gumbel noise followed by a projection g, and then averaging mixture component means µi
weighted by the result of the projection g. Further, the KL divergence between the prior and
posterior is approximated by the KL of the mixture-of-point-masses with the mass locations
at µi. This generative model recovers 4.17 as an estimate of the ELBO. We further note
that concurrently to this thesis mixture-of-Gaussians priors for topic modelling with neural
language models have been concurrently explored in Wang et al. (2017) and Wang et al.
(2019).
While g may not give one-hot outputs by itself, one can use the straight-through estimator
(Bengio et al., 2013; Jang et al., 2017). This corresponds to applying g to the perturbed logits,
and then taking the argmax of this in the forward pass, but using g(θ + ε) in the backward
pass. While this gives biased gradients for the true objective function, it enjoys a best-of-both-
worlds position of unbiasedly estimating the true marginal while still enjoying reparametrised
gradient estimates. We experiment with the softmax-straight-through estimator, combined
with the approximation in Equation 4.17, in our results section below.
4.4.5 Model training
To train our model, we optimize the lower bound in Equation 4.6. We take two samples
to estimate the expectation of the data log-likelihood (i.e. the first term in the ELBO),
and calculate all KLs in closed form. We then calculate gradients with respect to both the
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generator and inference networks, and use the Adam optimizer (Kingma and Ba, 2014) with
step size 3× 10−4 to calculate updates for the parameters of both neural networks. Further,
we anneal the KL term of the objective: for the first 2 epochs, we set the weight of the
KL term to 0, and then use a KL term weight of 1 afterwards. We experimented with the
aggressive training scheme of He et al. (2019), but found this slowed down model training
considerably, and did not improve model latent topic usage over KL annealing.
Our model uses 300 dimensional word embeddings; as previously mentioned, we use
separate word embeddings for the inference and generator networks. Further, in the generator
network, we tie input and output embeddings. We initialise all word embeddings with
word2vec embeddings pretrained on the Google News corpus. We estimate Equation 4.14
(or its equivalent) with 3 samples of Gumbel noise for each data point during training. We
vary the size of the hidden layers in our models from 300 dimensions on the small corpus
experiments to 500 on the larger corpus. We further use word dropout to encourage use
of the latent topics; however, instead of independently dropping out words in the prefix as
in (Bowman et al., 2016), for each batch of documents, we randomly replace each word
embedding in the vocabulary with the 0 vector with probability p. This means that when
we calculate the marginal likelihood of a sentence under multiple samples, we use the same
dropped out prefix to predict each word, isolating the impact of different topics on sentence
log-likelihood. We drop out all input-hidden, hidden-hidden and hidden-output connections
with probability 0.5, and all recurrent connections with probability 0.3, but do not tie dropout
masks across the batch.
We monitor training progress by calculating Equation 4.6 with an exact calculation of
the expectation of the data reconstruction term on the development set every epoch, and
terminate training when this has not improved for 10 epochs.
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Algorithm 3 The annealed importance sampling algorithm
Require: a document D, prior distribution p, proposal distribution q0, unnormalised target
distribution qT = P (D, z), schedule 0 = β0 < · · · < βT = 1
Sample z0 ∼ q0
Calculate q0(z0)
Calculate initial importance weight w0 = p(z0)/q0(z0)
for i = 1 to T do
Set qi = q
(1−βi)
0 q
βi
T
Calculate wi = qi(zi−1)/qi−1(zi−1)
Sample zi ∼ qi(z) using HMC
Calculate qi(zi)
end for
return
∏T
0 wi, estimator for P (D)
4.5 Document Modelling experiment
To begin with, we examine the capability of SENTLDA as a generative model, and evaluate
on perplexity on held-out documents. We train our models on a subset of the Yelp review
dataset, and then use the last 2000 documents to evaluate our models: of these, the first
1000 serves as a held out test set, while the last 1000 is a development set. We lowercase all
words in the dataset, truncate all documents to 15 sentences, and each sentence to 40 words.
For the held-out sets, we instead truncate documents to 30 sentences, and each sentence
to 60 words. We also perform number normalisation: all strings of consecutive digits are
replaced by the single digit 0. As the ELBO only gives a lower bound on the model marginal
log-likelihood, we use annealed importance sampling (Neal, 2001; Wu et al., 2016b) to
estimate this quantity.
4.5.1 Annealed importance sampling
Recall the likelihood of SENTLDA is given in Equation 4.1. While we can try to
approximate this using samples from the Dirichlet prior P (θ|α), this will likely give high
variance estimates. Ideally, one would sample from the posterior P (θ|D, α) with importance
sampling to correct for the change in sampling distribution, but obtaining samples from the
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posterior is difficult, and calculating the importance weights requires calculating the exact
density of the posterior, which requires the data likelihood – a chicken and egg situation.
Annealed importance sampling (AIS) solves this problem by instead constructing a
chain of distributions q0, . . . , qT where q0 is an easy-to-sample distribution and qT is the
target distribution – in this case, the (unnormalised) joint distribution P (D, z), viewed as
a distribution of z with fixed D. The normalising constant of qT , which AIS estimates, is
exactly the marginal probability P (D) of the document. We will calculate this normalising
constant by calculating importance weights of each pair of distributions along this chain:
wi = qi/qi−1, and then calculating w =
∏T
i=1 wi. While we can use the prior P (θ|α) as our
initial distribution q0, using the recognition network Qθ gives lower variance samples. In this
case, we have to use the initial importance weight w0 = P (θ|α)/Qθ to initialise the chain.
Note that if we use the same z to calculate each importance weight, then the intermediate
qi(z) factors cancel and we are left with the original importance weight. The non-trivial part
of AIS comes from the fact that we also evolve the samples z at each step of the chain: given
zi−1 ∼ qi−1, we use some transition operator Ti with invariant distribution qi to obtain a
sample zi ∼ qi, and calculate the importance weight wi as qi(zi−1)/qi−1(zi−1). This prevents
the product telescoping, and means that as each importance weight is between distributions
which are ‘close’, the resulting importance weights are close to 1, resulting in a low-variance
estimator. The full AIS algorithm is described in Algorithm 3.
It remains to define the transition operator Ti. We use Hamiltonian Monte Carlo (HMC)3
starting from zi−1. This is a Monte Carlo sampling algorithm which uses gradient information
to efficiently sample from an unnormalised probability density. For an introduction, see
Betancourt (2017). For each document D, we therefore require samples θ ∈ ∆n−1, the
probability simplex in n dimensions. This precludes naively using a HMC sampler, as we
need to constrain samples to lie in the simplex, necessitating many reject steps. We therefore
take samples in Rn−1, and then apply the stick-breaking transform to obtain samples in
3We use pyhmc (https://github.com/rmcgibbo/pyhmc).
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∆n−1. This views the vector v ∈ Rn−1 as a vector of logits in an iterative stick-breaking
construction: for each index i, the value σ(vi) (where σ is the sigmoid function) indicates
what proportion of the remaining stick to break off, with the stick starting at length 1.
4.5.2 Results
Estimating the marginal reconstruction term
Equation 4.16 Equation 4.17
Dev ppx. Rec. loss # Topics Dev ppx. Rec. loss # Topics
Pr
oj
ec
tio
n
op
er
at
or
Sparsemax
Softmax
Softmax-ST
Argmax
<74.6
<75.0
–
<76.9
4.279
4.282
–
4.242
1
1
–
3
<75.5
<79.2
<74.6
–
4.281
4.372
4.264
–
2
10
4
–
Table 4.2 Perplexity on development documents for SENTLDA under various training
methods on the small training set with 5000 documents. We also report the number of active
topics used to label sentences, where a topic is active if it is the most likely topic in the
posterior sentence-topic distribution Qz(z|s), and the per-word reconstruction loss (i.e. the
ELBO without the KL terms).
Small corpus experiment We first train small-scale versions of our model with a hidden
size of 300, exploring different projection operators and ways of calculating the SentLDA
loss function outlined in Section 4.4.4. We use the first 5000 documents in the Yelp dataset,
and use as vocabulary every word that appeared more than 5 times, resulting in a vocabulary
of 5683 after dataset preprocessing. We train the model with minibatched SGD, batching
5 documents together per gradient step. As this experiment is for the purposes of model
selection, we do not evaluate our models on the test set, and as AIS is relatively slow, we
merely calculate the bound given by Equation 4.6 (remember that this can be calculated
exactly). We use 10 latent topics in these experiments, and estimate the marginal likelihood
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using 3 samples from the noise distribution for each data point during training. To calculate
perplexities, we calculate the total loss of the validation dataset, and divide by the number of
tokens (including UNK token predictions). We use the same vocabulary for all models, to
ensure that the perplexities are comparable.
Our results in Table 4.2 show that making the approximation in Equation 4.17 results
in better use of the latent topics, showing the power of having access to gradients of the
generator network when training the inference network. However, due to model mismatch
between the training and evaluation objectives, models trained with this approximation suffer
a penalty when evaluated as generative models. If we evaluate instead using the training
objective (with the expectation pushed inside f as in Equation 4.17 rather than 4.16), then the
bounds on perplexity are instead 75.5 and 57.94 for the sparsemax and softmax estimators
respectively, which improves over the corresponding models trained with Equation 4.16. This
suggests investigating the mixture-of-Gaussians prior more thoroughly for topic modelling
with neural language models.
One reason for using the approximation in Equation 4.17 performing badly may be due
to the fact that the number of topics (10) is relatively low. Maddison et al. (2016) suggest that
the softmax relaxation requires lower temperatures for discrete variables over fewer elements,
as the softmax function is smoother for smaller-sized inputs. This means that during training,
the samples are likely to be from the interior of the probability simplex, whereas during
testing, we artificially provide samples from the vertices of the simplex. This is the main
cause of model mismatch, and could potentially be ameliorated (at the cost of higher variance
during training) by using a lower sampling temperature during training. However, we do
not pursue this further, as preliminary experiments showed model mismatch issues persisted
even with a sampling temperature of 0.1.
4Note that this may not be a true lower bound on the perplexity of a well-defined model, as the KL terms
are no longer exact between the prior and posterior.
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Based on these preliminary results, we choose to use the Sparsemax approximation of
the marginal data likelihood, combined with Equation 4.16 to calculate this likelihood, for
our large corpus experiments below.
Perplexity
Model Test
SENTLDA <68.8
SENTLDA, AIS estimate ≈ 62.9*
Bag-of-words baselines
LDA 359
NVDM 400
Autoregressive baselines
DocNADE 154
LSTM 55.7
Sentence-independent LSTM 60.9
Table 4.3 Perplexity on test held-out documents for SENTLDA trained on the large training
set with 50000 documents with the best choice of sampling and marginalisation on the small
training set. We also present perplexity results from baseline models as a comparison, as
well as an AIS estimate of the true SENTLDA log-likelihood on a smaller split of the test set.
Large corpus experiment Based on our preliminary small-scale experiments, we train
larger scale models using the first 50000 documents of the Yelp corpus. We increase the
minibatch size to 8 and use a single sample only to estimate the ELBO, to speed up model
training, and we also increase the vocabulary size to include every word which appears
10 times or more in the larger corpus, resulting in a vocabulary of 18666 words after
preprocessing. We also increase the hidden layer sizes of all of our models to 500 dimensions.
We anneal the KL objective linearly batch-wise over the first two epochs of model training,
and also use aggressive training (He et al., 2019), to encourage the model to make use of
the latent topics, and also freeze training of the encoder after the first two epochs. We found
that if we continued training the encoder alongside the decoder, then realisations of the
latent topics lacked grammaticality and fluency. To evaluate the SENTLDA perplexity more
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accurately, we use annealed importance sampling to estimate the perplexity: we use a chain
length of 10, and use 10 samples for each document. Further, as AIS requires storing the
entire computation graph for each example to calculate gradients, we could only process test
documents which had fewer than 10 sentences, and where the maximum sentence length was
shorter than 50 words. There are 685 documents in the test set which fit these criteria, which
are enough to give an accurate estimate of the true log-likelihood.
We compare our models to a variety of baselines. LDA and NVDM (Miao et al., 2017)
are latent variable models of documents which generate each word in a document indepen-
dently conditioning on latent topics. We use the Gensim implementation of LDA (Rˇehu˚rˇek
and Sojka, 2010), and train all models with default hyperparameters until convergence as
measured on the development set. We also compare to 3 autoregressive baseline models. The
first is DocNADE (Larochelle and Lauly, 2012). We also include two LSTM language model
baselines, to provide strong comparators. These use the same architecture as the decoder
of the topic model above, but do not use word dropout. The first LSTM language model
generates the entire document word-by-word without making any independence assumptions.
This serves as a quasi-upper bound on SentLDA model performance, which assumes the
sentences in the document are exchangeable; it is limited only by the ability of the LSTM
to capture long-range dependencies in the document. Further, due to the length of the input
sequences, this model is very slow to train; we could only train for 5 epochs rather than
until convergence. Finally, we have a sentence modelling LSTM baseline, which generates a
document assuming each sentence is completely independent of all the other sentences. As
our model assumes a sentence-independent posterior, we expect the sentence-independent
LSTM baseline to be competitive perplexity-wise with SENTLDA.
Our results in Table 4.3 show that SENTLDA achieves slightly worse perplexities to
the LSTM sentence-independent language model, and performs significantly worse than
the LSTM whole-document document model, but still much higher perplexities than any
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word-level latent variable model. This shows the utility of using a strong language model as
the observation model of a topic model: we achieve much better perplexities than existing
topic models which use weaker observation models. Further, our model learns discrete
clusters of sentences in the data, which the LSTM language models cannot do; we investigate
the topics our model learns in the next section.
4.6 Topic coherence evaluation
Next, we evaluate the topics that the model has learnt. We visualise the topics in two ways:
by investigating the sentences in the development set that the model most confidently assigns
to selected topics, and by sampling realisations of topics from the decoder.
4.6.1 Sentence-topic posterior labelling
We first use the encoder network to label sentences in the development set with their topics.
The topic we use to label a sentence is the most probable topic of the variational posterior
Q(z|s) when fed that particular sentence.5 We then look at the 20 highest scoring sentences
for each topic which do not contain the UNK symbol, to see if there is a coherent theme to
the topics. We reproduce the 3 highest scoring sentences for selected topics in Table 4.4.
One can see that certain topics do appear to be coherent. For instance, topic 10 appears
to mention the good features about a particular place being reviewed, topic 13 is about the
food of the restaurant being reviewed, and topic 16 consists of sentences beginning with
first person pronouns. One interesting feature is that the topics appear to demonstrate both
syntactic and semantic properties: for instance, topic 16 appears to be mainly a syntactic
topic, sentences in topic 10 often start with ‘the’ followed by a copula, while topic 13 contains
5Conventionally one visualises argmaxP (s|z) for a topic model, which corresponds to argmaxP (z|s) ∗
P (z)/P (s). To get the right hand side, we should correct Q(z|s) by dividing by the language model probability
of a sentence P (s).
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Topic 16
• i ’ve noticed that there has been an increase in the types of jewelry for sale
, which is a plus .
• i ’ve been in this shop on three different occasions , always lucky enough
to miss any crowds that other reviewers have complained about .
• we were put into a room on the second floor and were able to watch the
kids play from there as well .
Topic 13
• i love fried rice with eggs , lemongrass chicken , mushroom , kimchi and
pickled ginger combination .
• we then ordered okra with beef in garlic sauce .
• we got the chicken pad thai lunch special and salmon lunch special .
Topic 10
• the lions were beautiful and it was nice to see them up close since at the
zoo they are much further away
• the hotel itself is super nice and you have to valet or park in the aria which
is a bit of a walk to this hotel if you do end up parking there
• the front staff is very friendly when you enter the facility and there ’s a
place where the kids can play to the left in the lobby area .
Topic 37
• after turning off the water supply , i called anytime plumbing who walked
me through the next steps and reassured me that it was safe to wait till
morning
• then we ordered our soup base i guess that ’s what he called it .
• after NUM minutes of waiting , i called back and spoke to the same clueless
employee who told me “ the pizzas show here they ’re being delivered so
they ’ll be there in NUM minutes ."
Table 4.4 Top 3 scoring sentences under the SENTLDA encoder in the development set for
selected topics.
lists of food-related items. There are still topics which appear incoherent, such as topic 37;
these could be sentences which do not fit neatly into the other topics the model has learnt.
It is interesting to note that many of the topics seem to encode sentence-initial information.
This could be explained by the nature of the LSTM language model we use as the observation
model: this autoregressively generates words left-to-right, which means that by the end of the
sentence, there is already a rich context to guide the word prediction probabilities. However,
the model is most uncertain at the beginning of a sentence, where it has no conditioning
information. As we train the model using an autoencoding objective, the encoder is most
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helpful when it reduces the decoder uncertainty the most, which is at the beginning of the
sentence.
As a side note, out of 50 possible topics, the model only uses 10 topics to label sentences
in the development set. An interesting extension would be to encourage the model to learn to
fully use the topics, and learn a rich set of sentence topics.
4.6.2 Generating from topics
Topic 16
• i was very happy with their work and i recommend it to anyone looking
for a great romantic vibe .
• i feel like i can enjoy a great time .
• i had a great experience with the owner .
Topic 13
• i had the chicken burrito with chicken , and i got the tuna steak the turkey
burger for some dipping sauce .
• i tried the bison burger , which was absolutely delicious .
• i had the “ nachos ” sandwich which came with a salad , and it was so
tasty .
Topic 10
• the chicken was also very tender and the noodles were really good .
• the pizza was tasty .
• the patio is nice and comfortable .
Topic 37
• it was a great experience , but i found it to be better .
• she said he would be working with the following day .
• they did n’t have any type of system and i had of the questions which i wanted .
Table 4.5 Sentences generated from the decoder from selected topics of the SENTLDA
model.
The previous experiment investigated the topics that the encoder learnt by looking at the
posterior topic labels on development data. In this experiment, we visualise whether the
decoder has also learnt topics by generating from the LSTM language model conditioning on
the topic representations. To fully explore the topic-conditional distribution over sentences,
we would like to sample from this distribution, but we saw in the previous chapter that
naively sampling from a decoder can result in incoherent output, while sharpening the
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decoder distribution with a temperature parameter can result in a lack of diversity and
unrepresentative samples.
For this reason, we use sampled beam search (Shao et al., 2017). Standard beam search
considers all possible extensions of all beam items , and takes the top k highest scoring as the
new beam. In sampled beam search, one instead first samples a beam item with probability
proportional to its exponentiated scores, and then samples a continuation from all possible
continuations of that beam item. This process is repeated k times to form the new beam.
We show the outputs of this process for the same topics as Table 4.4 in Table 4.5. One can
see that the same themes expressed in the labelled sentences also appear in the sentences
generated from the decoder. This shows that the topics in the encoder are also the same as
the topics in the decoder.
4.7 Discussion and future work
Generative models are beloved for allowing practitioners to specify structural constraints
on the generative process, which can result in unsupervised learning of interesting meaning
representations. However, what matters is not just the structure of the generative model; the
exact form of the likelihood functions also determines what information the latent variables
capture. LDA uses a weak word-independent language model, and this forces the latent
variables to capture document-level topical information. While our model uses a much
stronger RNN likelihood model, it is still weak at the beginning of a sentence, and this
means that the topics the model has learnt to focus on the words at the start of a sentence.
An interesting extension would be to investigate different architectures from the decoder
network, including non-autoregressive approaches towards text generation (Gu et al., 2017;
Welleck et al., 2019).
We further note that the encoder must discover clusters in the data using only an autoen-
coding objective. This may be a suboptimal objective for representation learning (Jaderberg
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et al., 2016; Oord et al., 2018). One may imagine that pretraining the encoder using auxiliary
objectives (Conneau et al., 2017; Devlin et al., 2018), and then finetuning it on the encoder
objective presented in this chapter, can result in more semantically coherent clusters. Further,
encouraging the encoder to fully use the latent topics would also be a good goal.
Finally, we have merely scratched the surface in generating meaningful text using learning
meaning representations in this chapter. Once an inventory of latent meanings have been
learnt, the next goal is to use these latent meanings to guide the output of a text generation
system, such as a dialogue agent. Indeed, Wen and Luong (2018) propose a topically-guided
dialogue agent which uses the latent topics to guide the output of the agent. Future work will
further investigate this approach of separating the ‘what’ from the ‘how’ of text generation.
4.8 Conclusion
In this chapter, we present a topic model that draws whole sentences from latent topics. We
compare our model to existing topic models, including those which incorporate sentence-
contextual information, and explain how our model is different. We outline inference
strategies for our model, and evaluate our model as a generative model using perplexity on
held-out documents. Finally, we investigate what kind of topical information our model
learns, and suggest future work extending this chapter.
In relation to the research questions set out in the introduction, we demonstrated that
discrete latent variables lend themselves easily to interpretation, and showed coherent topics
that our model discovered in the data. However, the topics seem to mix semantic and syntactic
variation; ideally, we would like to learn conditioning variables which disentangle the two,
so that we may precisely control aspects of the generated sentence. In addition, the model
only learns to use a few topics, which means the model can only generate sentences with a
restricted range of meanings.
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In the next chapter, we sidestep the question of learning the conditioning variables
and explore conditioning the model explicitly on semantic and syntactic representations.
In particular, we use structured discrete representations of both, through semantic graphs
and constituency trees. This offers both complete control over every aspect of the gener-
ated sentence, and we can read off the intended meaning and structure directly from the
representations.
4.9 Derivations
4.9.1 The expectation of the KL divergence between a categorical dis-
tribution and draws from a Dirichlet
We wish to calculate
Eϕ∼Dir(α)KL(Cat(θ)||Cat(ϕ)) (4.18)
We first write the KL divergence as an expectation over a finite set, and expand the sum:
Eϕ∼Dir(α)KL(Cat(θ)||Cat(ϕ)) = Eϕ∼Dir(α)
∑
i
[Cat(θ)i(log Cat(θ)i − log Cat(ϕ)i)] (4.19)
Rewriting to emphasise the two parts, we get:
Eϕ∼Dir(α)KL(Cat(θ)||Cat(ϕ)) =
−
∑
i
Cat(θ)iEϕ∼Dir(α) log Cat(ϕ)i + Eϕ∼Dir(α)
∑
i
Cat(θ) log Cat(θ) (4.20)
We note that the latter term is the negative entropy of Cat(θ) and does not depend on
the expectation, while a closed form expression for Eϕ∼Dir(α) log Cat(ϕ)i exists (ψ is the
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digamma function):
Eϕ∼Dir(α) log Cat(α)i = ψ(αi)− ψ(
∑
α) (4.21)
This lets us calculate the expected KL between a categorical distribution and draws from
a Dirichlet as:
Eϕ∼Dir(α)KL(Cat(θ)||Cat(ϕ)) =
∑
i
[
Cat(θ)i(ψ(
∑
α)− ψ(αi))
]
(4.22)
4.9.2 The KL divergence between two Dirichlet distributions
Although the KL divergence between two Dirichlet distributions is a well-known result, we
include it here for completeness. Given two Dirichlet distributions with parameters α and β,
the KL divergence between them is given by:
KL(Dir(α)||Dir(β)) =
log Γ(
∑
αi)−
∑
log Γ(αi)−log Γ(
∑
βi)+
∑
log Γ(βi)+
∑
(αi−βi)(ψ(αi)−ψ(
∑
αi))
(4.23)
Chapter 5
Factorising AMR generation through
syntax
5.1 Motivation
Previous chapters of this thesis used simple unstructured latent variables to condition the
language generator. The simplicity of the latent variables meant optimising the resulting
model was tractable and could be learnt on large amounts of unlabelled data; but we pay a
trade-off in terms of how much control the conditioning variables gave over the generated
language. This chapter uses structured meaning representations as conditioning variables,
namely Abstract Meaning Representation (AMR) graphs. The upside is that the AMR graph
provides fine-grained control over the semantics of the intended utterance, and the intended
semantics can be directly read off the meaning representation. Further, we also include
syntactic structure in the generation process, which gives us even finer-grained control over
the surface form. These two representations together control almost every aspect of the
generated language.
The downside is that the meaning representation needs to be hand-annotated for every
training example. This is costly and expensive, and the corpora we use to train our models in
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this chapter are orders of magnitude smaller than the corpora used in previous chapters. We
discuss potential ways to circumvent this issue in the conclusion of this chapter involving
semi-supervised learning, and how one might induce structured meaning representations
from large-scale unlabelled corpora.
5.2 Introduction
In previous chapters, we have mainly focussed on capturing the underlying semantics of an
utterance: i.e. the what of one says. However, language is not just about the what: there is also
the how, which includes the syntax of the utterance. The exact nature of the interplay between
syntax and semantics is controversial, and research into the syntax-semantics interface is an
active area of core linguistics (see, e.g. Sauerland and Stechow 2001 and Hackl 2013). We
are particularly interested in cases where the semantics does not fully constrain the syntax of
an utterance. For example, “I gave John the ball” and “I gave the ball to John” are alternative
syntactic realizations of an event with the same underlying predicate-argument structure, and
when generating text to convey this meaning, one has to decide which syntactic structure to
use. While we could leave this underspecification unresolved and let a powerful language
generator learn this variation implicitly from meaning representation-surface form pairs, we
instead hypothesise that one can explicitly learn the semantics-syntax mapping with syntactic
annotations and this can lead to improved generation performance.
This chapter specifically tackles the problem of generating a surface form from Abstract
Meaning Representation (AMR) (Banarescu et al., 2013; Flanigan et al., 2016). This is a
graph-based semantic annotation framework which abstracts away from the surface form
of text to capture the core ‘who did what to whom’ structure – see Section 5.3.1 for more
details. Due to this abstraction, generating from AMR suffers from the underspecification
problem mentioned in the preceding paragraph; Figure 5.1 gives an example. However,
semantics does impose certain constraints on syntax; for example, a three place predicate
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(such as GIVE(-,-,-)) requires enough object slots in the syntax to express all the non-subject
arguments, even if it can be realised as two direct objects or a direct and an indirect object.
Therefore, we believe that the mapping from semantics to syntax can be learnt given syntactic
annotations and enough training data. Indeed, Szubert et al. (2018) show that much of the
AMR graph structure can be aligned with the syntax of the sentence. We show in Section
5.5 that although generating parse trees from AMR graphs is more difficult than generating
parse trees from the surface form, there is enough signal to beat a blind baseline.
We use delexicalised constituency trees as our syntactic representation (see Section 5.3.2
for more details), and break down the generation process into two steps: first, we generate
a delexicalised constituency tree conditioned on the AMR graph, and then we generate a
surface form conditioned on both the constituency tree and the AMR graph. We expect
that learning the stages separately is easier for a model than learning both in one go, as in
existing single-step approaches to generating from AMR (Flanigan et al., 2016; Konstas et al.,
2017; Song et al., 2016; Song et al., 2017). In fact, our experiments show that factorising
the generation process in this way improves model performance at the task of generating a
surface form for a given AMR graph: at the time of writing our model currently achieves
state-of-the-art single model performance at this task without using additional training data
(Section 5.6).
Factorising the generation process in this way also has other benefits: as we learn
explicitly the semantics-syntax mapping, we can generate multiple syntactic structures for
the same AMR graph, and then deterministically realise these syntactic structures. We show
that our model can generate more meaning-preserving alternative realisations of a given
AMR graph compared to a baseline syntax-blind model, as judged by human annotators
(Section 5.7). This is related to the task of syntactic paraphrase generation (Ganitkevitch
et al., 2011; Iyyer et al., 2018): generating a meaning-preserving paraphrase of a given
sentence which differs only in syntactic structure. We can view the alternative realisations as
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syntactic paraphrases of each other; notably, our model never observes paired paraphrase
data, yet can still generate paraphrases.
One modelling challenge of working with AMR (and graph-based meaning formalisms
in general) is coping with the graph structure. The majority of recent work on neural
representation learning for conditional language generation has been for image or sequence
data; only very recently have inherently graph-structured models for graph-to-text generation
been developed (Kipf and Welling, 2016; Song et al., 2018; Beck et al., 2018; Marcheggiani
and Perez-Beltrachini, 2018). We therefore take the approach of Konstas et al. (2017),
who linearise the AMR graph during preprocessing. We also linearise the constituency
tree according to depth-first traversal as in Vinyals et al. (2015b). This allows us to use
RNN-based encoder-decoder models with attention, which eases implementation. As the
AMR corpus is also quite small, we have issues with data sparsity causing poor parameter
estimation for rarely seen words. We deal with this by anonymizing dates, numbers and
named entities, and also by incorporating a copy mechanism (Vinyals et al., 2015a; See et al.,
2017; Song et al., 2018) into our language generator. This allows the copying of tokens from
the AMR graph, allowing for open-vocabulary token generation.
5.3 Data
5.3.1 Abstract Meaning Representation
In Section 1.2.1, we introduced two types of meaning representation: distributed represen-
tations and formal representations. Abstract Meaning Representation is an example of the
latter: it represents the meaning of an English utterance as a set of relations between entities
and predicates conveniently packaged in a graph-based format. Nodes in the graph are
variables which represent individuals, entities and predicates mentioned in the utterance –
AMR takes a neo-Davidsonian view of predicate semantics, and treats predicates as atomic
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(g / give-01
:ARG0 (i / I)
:ARG1 (b / ball)
:ARG2 (d / dog))
give :arg0 i :arg1 ball :arg2 dog
I [gave]VP [the dog]NP [a ball]NP
I [gave]VP [the ball]NP [to a dog]PP
Fig. 5.1 An example of a simple AMR graph. The top box shows the complete AMR graph
with variable names and verb senses, the next box shows a simplified AMR graph after the
preprocessing we perform, and then the final box shows two alternative realisations with
different syntax.
(g / give-01
:ARG0 (i / I)
:ARG1 (b / ball)
:ARG2 i)
give :arg0 i :arg1 ball :arg2 i
I [gave]VP [myself]NP [a ball]NP
I [gave]VP [the ball]NP [to myself]PP
Fig. 5.2 A more complex example of an AMR graph, showing reentrancies in the graph
structure representing coference in the surface form. Also note the canonicalisation of the
pronoun myself to the concept I.
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AMR paraphrase set, not MRS paraphrase set Both AMR and MRS paraphrase set
The boy is responsible for the work Kim thinks Pat gave the book to Sandy
The boy is responsible for doing the work Kim thinks that Pat gave the book to Sandy
The boy has responsibility for the work Kim thinks Sandy gave Pat the book
Table 5.1 The sentences on the left have the same AMR representation, but different MRS
representations. Note the diversity in sentence structure present, which is absent in the
sentences on the right.
individuals as well. Each node is labelled with a concept: this typically states what sort of
entity or event it is. Typically, this is a canonicalised version of the surface form associated
with the entity. Predicates use PropBank frames (Palmer et al., 2005) as concept labels.
Variables can be reentrant in the graph (i.e. have more than one incoming edge) to allow for
coreference in the meaning of a sentence: see Figure 5.2 for an example. Edges between
nodes represent relations between individuals, and are labelled with the type of relation; for
example, arguments to predicates have a labelled edge representing the PropBank semantic
role for that argument (such as ARG-0, ARG-1 etc), and modifiers to heads (such as adverbs
and adjectives) are labelled with a :mod relation.
AMR was designed to allow rapid semantic annotation of a large collection of documents
by hand, and for this reason it is not tied to a grammar, unlike competing formalisms such as
Minimal Recursion Semantics (MRS; Copestake et al. 2005). While this results in lower inter-
annotator agreement when annotating AMR graphs compared to MRS graphs (Bender et al.,
2015), we believe that the abstraction AMR provides over MRS results in more interesting
form-meaning pairings, and hence more interesting potential generated paraphrases. See
Table 5.1 for an example.
We train our models on two AMR annotated datasets. The first, LDC2017T10, contains
around 36 thousand annotated sentences; the second, LDC2015E86, is about half this size.
Both datasets share validation and test sets, facilitating comparison; each is roughly 1300
sentences. These datasets are on the boutique end of the scale size-wise, and hence suffer
5.3 Data 115
ROOT
S
NP
PRP
I
VP
VBD
gave
NP
NNP
John
NP
DT
the
NN
ball
(ROOT (S (NP PRP )NP (VP VBD (NP NNP )NP (NP DT NN )NP )VP )S )ROOT
Fig. 5.3 An example Penn treebank-style constituency tree for an example sentence, followed
by the delexicalised linearised representation we give to our model.
from data sparsity issues. One reason for this is the preponderance of named entities, dates
and numbers. Prior work on neural approaches towards generating from AMR (Konstas
et al., 2017) introduced a preprocessing pipeline to anonymise named entities, dates and
numbers by replacing them with cover tokens; we also adopt the same approach. Further,
the authors also introduced a method to linearise AMR graphs by breaking re-entrancies,
replacing variables by their concepts and then ordering the resulting tree via a depth-first
traversal. Although the original AMR graph is no longer reconstructible from the resulting
linear sequence, the new form is much easier to process with sequence-to-sequence models.
We also adopt this linearisation procedure.
5.3.2 Delexicalised constituency syntax
While there are many syntactic annotation formalisms, we use delexicalised Penn treebank-
style constituency trees to represent syntax. Here, delexicalised means that we remove the
leaf terminals of the tree, which correspond to the surface form; the resulting leaf nodes are
thus the pre-terminal POS tags. We then linearise the delexicalised trees according to their
depth-first traversal, following Vinyals et al. (2015b). See Figure 5.3 for an illustration.
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Fig. 5.4 The graphical model structure for the AMR-to-text generation model.
Constituency trees have the advantage of a well-defined linearization order compared
to dependency trees. Further, realising a delexicalised constituency tree as we have defined
it amounts to choosing a word for every POS tag in the tree, which gives a well-defined
separation between the syntax and lexicalisation models: the syntax model which produces
delexicalised constituency trees is responsible for the entire syntactic structure of the sentence,
and the lexicalisation model just has to fill out the skeleton given by the syntax model.
Unfortunately, the AMR annotated data does not also come with syntactic annotation. We
therefore parse the training and validation splits of both corpora in the previous section with
the Stanford parser (Manning et al., 2014) to provide silver-standard reference parse trees.
5.4 Model implementation and training
5.4.1 Model details
We wish to estimate P (Y, Z|X), the joint probability of a parse Y and surface form Z given
an AMR graph X . We model this in two parts, using the chain rule to decompose the joint
distribution. The first model, which we call the syntax model, approximates P (Y |X), the
probability of a particular syntactic structure for a meaning representation. The second is
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P (Z|X, Y ), the lexicalisation model. This calculates the probability of a surface realisation
given a parse tree and an AMR graph. We implement both as recurrent sequence-to-sequence
models with similar architectures: the exposition that follows gives the shared architecture,
and we point out differences between the two models explicitly. See Figure 5.4 for an
overview of the graphical model structure.
As we are able to linearise both the AMR graph and the parse tree, we use LSTMs
(Hochreiter and Schmidhuber, 1997) both as the encoder and the decoder of our seq2seq
models. Given an input sequence X1, . . . , Xn, which can either be a linearised AMR graph
or a linearised parse tree, we first embed the tokens Xi to obtain a dense vector representation
of each token x1, . . . , xn. Then we feed this into a stacked bidirectional LSTM encoder to
obtain contextualised representations of each input token ci – in our experiments we use a
depth of 2. These are then used as inputs to the decoder. We use separate encoders for the
AMR graph and the parse tree; these give us representations that we share among the two
decoders.
Each decoder uses a single LSTM cell with attention to generate the output, whether the
parse tree or surface form, token-by-token. We use the dot-product formulation of attention
(Luong et al., 2015): we calculate attention potentials ai over each input token Xi at timestep
t by
ai = h
T
t−1Wattci (5.1)
where ht−1 is the decoder hidden state at the previous timestep, and ci is the contextualised
token representation for token i given by the encoder. The attention weight wi is then given
by a softmax over the attention potentials, and the overall context representation st is given
by
∑
wici. This procedure gives the attention for one input; as the lexicalisation model has
two inputs (the AMR graph and parse tree), it attends independently over each input, and
concatenates the two representations together to obtain st.
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We use st to augment the input to the decoder LSTM: y˜t = Win tanh([yt; st]), where yt is
the embedding for the input token to the decoder at time t, and [a; b] denotes the concatenation
of two vectors. Then the LSTM hidden and cell state are updated according to the LSTM
equations: ht, ct = LSTM(ht−1, ct−1, y˜t). Finally, we again concatenate st to ht before
calculating the logits over the distribution of tokens:
h˜t = tanh(Wout[ht; st]) (5.2)
p(yt|y<t) = softmax(Wh˜t) (5.3)
For the syntax model, we further constrain the decoder to only produce valid parse trees;
as we build the parse tree left-to-right according to a depth-first traversal, the permissible
actions at any stage are to open a new constituent, produce a terminal (i.e. a POS tag), or
close the currently open constituent. We implement this constraint by setting the logits of all
impermissible actions to negative infinity before taking the softmax. Further, we only allow
the decoder to finish generating when it has completed the entire tree by closing the root
constituent. We find that this improves both training speed and final model performance, as
we imbue the decoder with an intrinsic bias towards producing well-formed parse trees.
As far as possible, we share parameters between our two models. Concretely, this means
that the syntax model uses the same AMR and parse embeddings, and AMR encoder, as
the lexicalisation model. We find that this speeds up model inference, as we only have to
encode the AMR sequence once for both models. Further, it regularises the joint model by
reducing the number of parameters. In addition, in all the decoders, we tie the input and
output embeddings, as suggested in Press and Wolf (2017).
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5.4.2 Generation with a copy mechanism
Despite the preprocessing procedures referred to in Section 5.3.1, we found that the lexicalisa-
tion model still had trouble with out-of-vocabulary words, due to the small size of the training
corpus. This led to poor vocabulary coverage on the unseen test portions of the dataset. On
closer inspection, many out-of-vocabulary words in the validation split are open-class nouns
and verbs, which correspond to concepts in the AMR graph. Further, although AMR does not
explicitly model alignments between concepts in the graph and tokens in the surface form,
many concepts do correspond to tokens in the surface form. This fact is already exploited by
tools such as the JAMR aligner (Flanigan et al., 2014) to train AMR parsers. We therefore
incorporate a copy mechanism (Vinyals et al., 2015a; See et al., 2017) into our lexicalisation
model to make use of these correspondences.
At each timestep, the lexicalisation model chooses whether to generate a word from
its closed-class vocabulary, or whether to copy a word from the AMR input. If the model
generates from its vocabulary, the probability of generating a word is given as in Equation 5.3.
If the model decides to copy a word, it selects a token from the AMR input graph according
its attention distribution over the graph, and copies that word as the output word. If it copies
a word not in the model vocabulary, we insert the UNK token as the decoder input at the next
timestep; otherwise we insert the word that was copied. We calculate the probability of the
copy decision as a function of the current decoder input token, the decoder hidden state, and
the AMR and parse context vectors: we concatenate the vector representations of all of these
together and then use a 2 layer MLP, followed by a sigmoid nonlinearity. During training
time, we marginalise out the copy decision and minimise the following loss function:
p(yt|y<t) = (1− θt)plex(yt|y<t) + θt
∑
i:Xi=yt
wi (5.4)
120 Factorising AMR generation through syntax
where plex(yt|y<t) is as in Equation 5.3 and wi is the attention weight on the AMR input
token Xi. At test time, we find the highest scoring overall decode by ‘unrolling’ the copy
decision and finding the highest-scoring word-by-word decode. We also forbid the model
from generating the UNK token from its vocabulary.
5.4.3 Model training procedures
The AMR training corpus, together with the automatically derived parse trees, give us aligned
triples of AMR graph, parse tree and realisation. We train our model to minimise the sum of
the parse negative log-likelihood from the syntax model and the text negative log-likelihood
from the lexicalisation model. We use the ADAM optimizer (Kingma and Ba, 2015) with
batch size 40 for 200 epochs. We evaluate model BLEU score on the validation set during
training, and whenever this did not increase after 5 epochs, we multiplied the learning rate
by 0.8. We select the model with the highest validation BLEU score during training as our
final model.
We apply layer normalization (Ba et al., 2016) to all matrix multiplications inside our
network, including in the LSTM cell, and drop out all non-recurrent connections with
probability 0.5 (Srivastava et al., 2014). We also drop out recurrent connections in both
encoder and decoder LSTMs with probability 0.3, tying the mask across timesteps as
suggested by Gal and Ghahramani (2016b). All model hidden states are size 500, and
embeddings are size 300. All word embeddings are initialised with pretrained word2vec
embeddings (Mikolov et al., 2013b). We replace words with count 1 in the training corpus
with the UNK token with probability 0.5, and replace POS tags in the parse tree and AMR
concepts with UNK with probability 0.1 regardless of count.
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5.4.4 Decoding from our model
During test time, we would like to estimate
arg max
Z
∑
Y
P (Z, Y |X) = arg max
Z
EY∼P (Y |X)P (Z|X, Y ) (5.5)
the most likely text realisation of an AMR, marginalising out over the possible parses.
However, calculating the sum exactly is impossible, and estimating the expectation via a
finite sample is likely to give a high-variance estimate: naively, each parse Y votes for a
different sentence configuration, and it is difficult to harmonise these different configurations.
We make the simplifying assumption that for any given realisation Z, there is only one
parse structure Y such that P (Z|X, Y ) is non-negligible. This decouples the two stages of
search, and means we can first find the n highest scoring parse structures Y1, . . . , Yn, and
then independently find the highest scoring realisations Zi for each Yi. The model decode for
the input AMR X is then given by the highest scoring parse-realisation pair.
We use beam search with beam size 2 for both steps, removing complete hypotheses
from the active beam and appending them to a k-best list. We terminate search after a
predetermined number of steps, or if there are no active beam items left. After termination, if
k > n, we return the top n items of the k-best list; otherwise we return additional items from
the beam. In our experiments, we find that considering realisations of the 2 best parses (i.e.
setting n = 2 above) gives the highest BLEU score on the dev set.
5.5 Experiment 1: AMR and syntax
We first investigate how much information AMR contains about possible syntactic realisations.
We train two seq2seq models of the above architecture to predict the constituency tree of an
example given either the AMR graph or the text. We then evaluate both models on labelled
and unlabelled F1 score on the dev split of the corpus. However, evaluation is complicated
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Nouns Verbs Adjectives Adverbs Particles
NN
NNS
NNP
NNPS
MD
VB
VBD
VBG
VBN
VBP
VBZ
JJ
JJR
JJS
RB
RBR
RBS
RP
TO
IN
Table 5.2 POS tag groups for the insert/delete aligner used to match generated POS terminals
and ground truth POS terminals before calculating span F1s.
Model Unlabelled F1 Labelled F1
Text-to-parse 87.5 85.8
AMR-to-parse 60.4 54.8
Unconditional 38.5 31.7
Table 5.3 Parsing scores on LDC2017T10 dev set.
by the fact that our models are not guaranteed to generate a sequence of terminals which
matches that of the ground truth. This is especially pronounced when generating a parse
tree from the AMR graph, where the model does not even have access to the ground truth
sequence of terminals. To compensate for this, we first run an insert/delete aligner between
the predicted POS terminals and the ground truth before calculating span F1s. We manually
defined 5 groups of POS tags (see Table 5.2 for the exact groups); our aligner then finds the
highest scoring alignment, where the score of matching two POS tags is 2 if they exactly
match, 1 if they belong to the same group, and 0 otherwise. We then project the predicted
constituent spans through this alignment before calculating span F1s.
We also report the results of running our aligner on the most probable parse tree as
estimated by an unconditional LSTM as a baseline both to control for our aligner and also to
see how much extra signal is in the AMR graph. The results in Table 5.3 show that predicting
a syntactic structure from an AMR graph is a much harder task than predicting from the text
(because we do not have access to the ground-truth tokens, and therefore are not guaranteed
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to generate the correct spans), but there is information in the AMR graph to improve over a
blind baseline.
5.6 Experiment 2: Generating from AMR
Model Dev BLEU Test BLEU
Trained on LDC2017T10
Our model 26.1 26.8
Our model + oracle parse 57.5 -
Baseline s2s + copy 23.7 23.5
Beck et al. (2018) - 23.3
Trained on LDC2015E86
Our model 23.6 23.5
Our model + oracle parse 53.1 -
Konstas et al. (2017) 21.7 22.0
Song et al. (2018) 22.8 23.3
Trained on LDC2015E86 or earlier + additional unlabelled data
Song et al. (2018) - 33.0
Konstas et al. (2017) 33.1 33.8
Pourdamghani et al. (2016) 27.2 26.9
Song et al. (2017) 25.2 25.6
Published after this work, trained on LDC2017T10
Damonte and Cohen (2019) - 24.5
Ribeiro et al. (2019) - 27.9
Zhu et al. (2019) - 31.8
Table 5.4 BLEU results for generation.
Next, we evaluate our model on the task of generating surface form realisations from
AMR graphs. We use the decoding procedure in Section 5.4.4 to generate realisations for
each of the AMR graphs in the shared validation and test sets of the two training AMR
corpora; we then evaluate using BLEU score (Papineni et al., 2002) against the reference
realisations. As a baseline, we also train a straight AMR-to-text model (i.e. without a separate
syntax prediction module) with the same architecture described in Section 5.4.1 to control
for impact of model architecture compared to previous work. The results in Table 5.4 show
124 Factorising AMR generation through syntax
that including syntax dramatically boosts performance, resulting in state-of-the-art single
model BLEU scores on both datasets without using additional training data.
As an oracle experiment, we also generate from the realisation model conditioned on the
ground truth parse. The outstanding result here – BLEU scores in the 50s – demonstrates
that being able to predict the gold reference parse tree is a bottleneck in the performance of
our model. However, given the inherent difficulty of predicting a single syntax realisation (cf.
Section 5.5), we suspect that there is an intrinsic limit to how well generating from an AMR
graph can replicate the reference realisation.
We further note that we do not use models tailored to graph-structured data or character-
level features as in Song et al. (2018) and Beck et al. (2018), or additional unlabelled data to
perform semi-supervised learning (Konstas et al., 2017). We believe that we can improve our
results even further if we use these techniques.
5.7 Experiment 3: Generating varied realisations
Model # good realisations
Syntax-aware model 1.52
Baseline s2s 1.19
Table 5.5 Average number of acceptable realisations out of 3. The difference is significant
with p < 0.001.
Our model explicitly disentangles variation caused by syntax choice from that caused
by lexical choice. This means that we can generate diverse realisations of the same AMR
graph by sampling from the syntax model and deterministically decoding from the realisation
model. We hypothesise that this procedure generates more meaning-preserving realisations
than just sampling from a straight AMR-to-text model, which can result in incoherent output
(cf Chapter 3). To verify this hypothesis, we generate diverse realisations of a given AMR
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graph using our model and the baseline AMR-to-text model, and ask human annotators to
select the model realisations which have the same meaning as the gold standard realisations.
Unfortunately, many of the gold standard realisations of AMR graphs in the validation
set are difficult for human annotators to understand in isolation, because they correspond to
lists or long sentences. To make the task easier for the human annotators, we selected the
first 50 AMR graphs in the validation set whose linearised length was between 15 and 40
tokens and with coherent reference realisations, and generated 3 different realisations with
our joint model and our baseline model. For our joint model, we sampled 3 parse structures
from the syntax model with temperature 0.31, and then realised each parse deterministically
with the lexicalisation model. For the baseline model, we sample 3 realisations from the
decoder with the same temperature. This gave us 100 examples in total.
We then crowdsourced acceptability judgments for each example from 100 annotators:
we showed the reference realisation of an AMR graph, together with model realisations,
and asked each annotator to mark all the grammatical realisations which have the same
meaning as the reference realisation. Each annotator was presented 30 examples selected
randomly. Our results in Table 5.5 show that the joint model can generate more diverse
meaning-preserving realisations compared to a syntax-agnostic baseline. We also present
example model output in Table ?? at the end of this chapter.
5.8 Limitations and further work
One downside of the above approach is the reliance on silver-standard parses during training
time. This causes differences between model training time behaviour (where the model
observes the parse), and test time behaviour (where the model has to predict the parse), which
may lead to pipelining errors similar to exposure bias (Wiseman and Rush, 2016; Ranzato
1We divide the logits of the syntax model at each timestep by 0.3, and then sample from the resulting
normalized probabilities. This serves to sharpen the decoder distribution.
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et al., 2015). Further, the silver-standard parse trees may contain systemic biases due to
parser error, which may affect the performance of a model trained in stages. One way to
solve both problems is to train the model to maximise the estimated marginal likelihood of
the text given the AMR by marginalising out the parse structures. This harmonises model
train and test behaviour, and helps the model correct the errors it makes when predicting the
parse tree when it comes to generate surface realisations.
Another limitation is the reliance on fully-annotated data to train the above models on.
Labelling sentences with their AMR graph is expensive, and hence the existing AMR datasets
are small in size. However, unlabelled text is abundant. One potential solution is thus to treat
the AMR graph as latent, and integrate an AMR parser into the above model as the variational
posterior to AMR realiser, viewed as a generative model. The parser can be bootstrapped
on labelled data; on unlabelled data, one can use the AMR parser to maximise the marginal
likelihood of the text. One can view the semi-supervised AMR training procedure introduced
in Konstas et al. (2017) as approximating this. The utility of an integrated parser is not limited
to semi-supervised learning: one could also use it to generate text-to-text paraphrases by
parsing given text into AMR, and then generating paraphrases using the procedure outlined
in Section 5.7. I conducted preliminary experiments on this path, but found that the variance
of the AMR parser hindered semi-supervised learning; successful approaches therefore
require ways to deal with the problem of predicting structured latent variables in a variational
autoencoder framework (Wolf-Sonkin et al., 2018; Yin et al., 2018).
5.9 Conclusions
I presented an AMR generation model that factors the generation process through a syntactic
decision. I investigated how much syntactic information there is in AMR graphs, and showed
that the syntax-aware model leads to improved AMR generation performance. Further, I
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showed that we can generate more valid paraphrases of an AMR realisation compared to a
model without syntax.
In relation to my research questions outlined in the introduction, the meaning repre-
sentations in this chapter offer the most control over the generated output, as they directly
encode the semantics of the output. However, due to their structured nature, they are hard to
learn in an unsupervised or semi-supervised fashion, requiring sophisticated tools from the
structured prediction literature. Ultimately, I believe that being able to learn sophisticated
latent structured meaning representations automatically from data holds the most promise
towards the holy grail of intentful text generation.
5.10 Reference model output
Please see Tables 5.6 and 5.7 for examples of model output.
5.11 Annotator instructions
We used Qualtrics to host the annotation interface to collect human judgments, and Prolific
to collect annotators. The data collection procedure was outlined in Section 5.7; below in
Figures 5.5, 5.6 and 5.7 we show what the annotator interface looked like.
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Fig. 5.5 The pre-task instructions and guidelines we showed the annotators.
5.11 Annotator instructions 131
Fig. 5.6 An example question page. We showed the annotators 10 questions per page, and
showed the annotators 3 pages of questions at random.
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Fig. 5.7 The check questions we used at the end of our survey to reduce satisficing behaviour
of annotators.
Chapter 6
Conclusion
6.1 Overview of thesis
I began the thesis by outlining the main goals: to learn meaning representations that can
be used to control a text generation system, and to weigh up the pros and cons of different
latent meaning representations. In Chapter 2, I then presented an overview of the necessary
machine learning to understand the rest of my thesis.
My contributions proper start in Chapter 3, where I present a continuous latent variable
model for open-domain dialogue. I argue that latent variable models are a good fit for the
natural variation in open-domain dialogue, and outline a latent variable model to generate a
response to a given conversational prompt. Further, I show that the latent variables give a
way to decode responses from the model in such a way as to balance generating diverse and
coherent replies. I then evaluate this model using automated metrics to assess the diversity of
the responses it generates compared to a range of baseline models, and show that it generates
more diverse yet coherent replies than the baseline models. I also investigate the structure
of the latent space, and assess the impact of the latent variable on the generated reply using
the same automated metrics. Finally, I compare the ability of the model to generate varied
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responses to a given prompt, and show it generates more consistently acceptable responses
than just sampling from a deterministic decoder.
Next, in Chapter 4, I present a topic model which draws a whole sentence from a latent
topic using a recurrent neural language model. I explain the difficulties of inference in
such a model, which centre around the impracticality of repeatedly calculating sentence log-
likelihoods under different topic assignments, and present some sampling-based strategies
for estimating the marginal data likelihood. I then evaluate the model as a generative model,
in terms of perplexity, and also in terms of the topics learnt. I show that the latent topics are
coherent through qualitative samples.
In Chapter 5, I present a model for generating a surface form realisation from an AMR
graph that first generates a syntactic structure for the realisation, and then generates a surface
form conditioning on both the syntactic structure and the AMR graph. This is based on the
intuition that semantics only partially specifies syntax, and so explicitly capturing syntactic
variation can ease the generation process. We first investigate how much information about
syntax is contained in the AMR graph by generating constituency trees from the AMR graph
and comparing span F1 against trees generated given from the corresponding surface form.
We then show that factorising AMR generation in this way leads to improved performance at
generating surface forms from AMR graphs compared to a syntax-agnostic baseline. Finally,
we show that separating syntactic generation from lexical generation has the additional
benefit of providing a procedure for generating multiple realisations of the same AMR
graph by sampling different syntactic structures conditioned on the AMR graph and then
deterministically realising these. We evaluate the alternate realisations generated by this
method against realisations generated by sampling from a one-step AMR generator, and
show that this procedure generates better paraphrases than the sampling procedure.
Finally, the conclusion of this thesis summarises the contributions of the thesis and
proposes potential future work to extend the material presented.
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Meaning representation
type
Interpretability Control Learnability
Continuous Difficult Little Easy
Discrete Post-hoc Moderate Moderate
Structured discrete Easy Fine-grained Infeasible
Table 6.1 Comparing different types of meaning representation for text generation.
6.2 Comparing different types of meaning representations
In the introduction of this thesis, we set out three axes that we would compare the meaning
representations we use in this thesis along. We evaluated the specific type of meaning
representation used in each chapter individually; here we bring all our findings together into
one place. Table 6.1 presents an overview of our main results; we expand the brief comments
in the cells below:
Continuous meaning representations
• Interpretability: one can embed data points in the latent space and assume local
smoothness conditions apply, but in general it is difficult to know what points in the
meaning space correspond to in the surface form.
• Control: it is unclear what aspects of the surface form are captured by the latent
variables, and it is also unclear how to control the aspects that are captured by setting
appropriate values of the latent variables because the latent variables are difficult to
interpret.
• Learnability: the entire model is end-to-end differentiable, including sampling meaning
representations for unlabelled text, and can hence be trained using off-the-shelf gradient
descent algorithms.
Discrete meaning representations
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• Interpretability: one can perform post-hoc analysis to identify what semantic/syntactic
topics the latent variables capture, but there is no way of interpreting the latent variables
a priori.
• Control: one can generate text according to a learnt topic, but not all aspects of variation
are learnt.
• Learnability: no end-to-end differentiability requires specialised estimators for gradi-
ents of the inference model.
Structured discrete meaning representations
• Interpretability: intended semantics and sentence structure can be read off directly
from the meaning representation.
• Control: every aspect of the generated sentence can be controlled from the meaning
representation.
• Learnability: directly inducing structured meaning representations is infeasible, and
semi-supervised learning with latent structured representations presents a high variance
problem which we were not able to address.
6.3 Future work
6.3.1 Better models, better optimisation, better understanding
Amortized neural variational inference (that is, using a neural network to approximate the
mapping from data to optimal variational parameters) became popular, largely because
it promised efficient, off-the-shelf inference for arbitrary generative model structures with
arbitrary likelihood functions. However, there are still issues with this framework, particularly
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when it comes to training generative models with strong autoregressive decoders, such as
LSTM language models. Particularly concerning is the posterior collapse issue which has
frequently been mentioned, when the generative model entirely ignores the latent variables
and uses the autoregressive decoder alone to explain the data (Bowman et al., 2016). A variety
of methods for avoiding posterior collapse have been proposed in the literature; however,
there has not yet been consensus on a set of techniques which are universally applicable to
prevent posterior collapse (Chen et al., 2016; Pelsmaeker and Aziz, 2019; He et al., 2019)
Another issue in neural variational inference has been the flexibility of the variational
posterior. Typically, one assumes an approximate posterior which belongs to a simple
parametrised family of distributions, and uses a neural network to learn the mapping from
data to distribution parameters. However, the true posterior could be complex, and be far
from any member of the posterior family. Therefore, more flexible posterior approximations,
such as various families of probabilistic transformations (Rezende and Mohamed, 2015) can
aid model learning, and may even promote use of the latent variables. Alternatively, one can
often inject domain knowledge via posterior regularization (Ganchev et al., 2010), which
forces the true model posterior to obey certain constraints. If we apply these constraints
to the variational posterior, then because during training the true model posterior is also
forced to be close (in the reverse KL direction) to the variational posterior, we can impose
constraints on the generative model as well.
6.3.2 Learning latent structure
Chapters 3 and 4 present models which automatically induce latent structure, but use un-
structured latent variables. Chapter 5 presents a hierarchical generation process which uses
structured variables at each stage, but does not attempt to induce them from the data. One
exciting challenge is therefore to induce structured latent variables combined with powerful
observation models. This is especially exciting in the contexts when the latent structure
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derives from human annotations. such as semantic parsing. In this case, being able to do
latent variable learning would open the door for semi-supervised and unsupervised induction
of annotations which would otherwise be expensive to annotate manually. For instance,
latent variable learning for paired AMR-surface forms would allow for semi-supervised
learning of AMR parsers, which means they can be improved by training on large amounts
of unannotated data.
One difficulty for latent structure learning is the inherent combinatorially-sized search
space of structured prediction problems. For certain structures, restricting the modelling
expressiveness of the decoder can sometimes lead to efficient dynamic programming algo-
rithms, but in general one has to resort to sampling-based estimates of the data marginal
probability under different latent structures. Due to the large search space, these estimates
can have high variance. Further, Chapter 4 showed that often the effect of the latent variables
on the data likelihood can be small, and thus can easily be swamped by sampling noise.
Therefore, finding ways to combat this variance is crucial for latent structure learning.
One way to do this is to bias the variational posterior somehow to produce the ‘correct’
output. For example, Yin et al. (2018) learn latent semantic parses by structuring the
variational posterior as a shift-reduce semantic parser (biasing the posterior to produce valid
semantic parses), and Kim et al. (2019) use a CRF-structured parser combined with a syntax-
aware generative model to learn unsupervised constituency parses. However, this requires
ingenuity to come up with the correct intrinsic bias for the posterior. Another approach which
trades off ingenuity for data (a common trade-off in recent machine learning) is to use a
flexible posterior model and pretrain this on automatically annotated data, later fine-tuning
on a small amount of hand-labelled data (Konstas et al., 2017). Both approaches merit further
consideration in future work.
Chapter 4 also shows that learning ‘soft’ relaxations of discrete structures aids structure
induction. However, while a mixture-of-Gaussians is a natural relaxation for learning
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categorical latent variables, it is less clear what a relaxation of a structure like a parse tree
would look like. One possible solution is to represent multiple structures at once, similar
to parse forest representations of ambiguous syntactic structures. This approach has been
used to learn latent syntactic compositional structures to obtain sentence representations
(Yogatama et al., 2016; Maillard et al., 2017). Another is to instead learn continuous
representations of structures (Chen et al., 2019). However, the encoding of structures as
continuous representations may fail to faithfully represent the original structure, and hence it
would be structure learning only in a weak way.
6.3.3 Fine-tuning behaviour without affecting language competence
One of the key ideas of this thesis is that we can separate selecting what to say from how to
say it by factorising the generation process using latent variables. One exciting application
of this factorised generation process is that the behaviour of the language generator can be
fine-tuned for different tasks without affecting the general linguistic competence of the model.
For instance, a dialogue agent can first be trained on supervised data, and then fine-tuned
using reinforcement learning to maximise task success (Miao et al., 2017; He et al., 2018).
Further, abstracting away what to say from how to say it allows for planning text generation
on a semantic level, where the dependencies are shorter and thus easier to learn (Fan et al.,
2019; Zhao et al., 2019). I therefore think that there is a bright future in inducing latent
meaning representations for text generation, and believe that there are many unexplored
opportunities in this area for future consideration.

References
Ba, Jimmy Lei, Jamie Ryan Kiros, and Geoffrey E Hinton (2016). “Layer normalization”. In:
arXiv preprint arXiv:1607.06450.
Bahdanau, Dzmitry, Kyunghyun Cho, and Yoshua Bengio (2014). “Neural Machine Trans-
lation by Jointly Learning to Align and Translate”. In: CoRR abs/1409.0473. arXiv:
1409.0473. URL: http://arxiv.org/abs/1409.0473.
Baker, James K. (1990). “Readings in Speech Recognition”. In: ed. by Alex Waibel and Kai-
Fu Lee. San Francisco, CA, USA: Morgan Kaufmann Publishers Inc. Chap. Stochastic
Modeling for Automatic Speech Understanding, pp. 297–307. ISBN: 1-55860-124-4.
URL: http://dl.acm.org/citation.cfm?id=108235.108255.
Banarescu, Laura, Claire Bonial, Shu Cai, Madalina Georgescu, Kira Griffitt, Ulf Hermjakob,
Kevin Knight, Philipp Koehn, Martha Palmer, and Nathan Schneider (2013). “Abstract
Meaning Representation for Sembanking”. In: Proceedings of the 7th Linguistic Anno-
tation Workshop and Interoperability with Discourse. Sofia, Bulgaria: Association for
Computational Linguistics, pp. 178–186. URL: http://www.aclweb.org/anthology/W13-
2322.
Baroni, Marco, Raffaela Bernardi, and Roberto Zamparelli (2014a). “Frege in space: A pro-
gram of compositional distributional semantics”. In: LiLT (Linguistic Issues in Language
Technology) 9.
Baroni, Marco, Georgiana Dinu, and Germán Kruszewski (2014b). “Don’t count, predict!
A systematic comparison of context-counting vs. context-predicting semantic vectors”.
142 References
In: Proceedings of the 52nd Annual Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers). Baltimore, Maryland: Association for Computational
Linguistics, pp. 238–247. URL: http://www.aclweb.org/anthology/P14-1023.
Beck, Daniel, Gholamreza Haffari, and Trevor Cohn (2018). “Graph-to-Sequence Learning
using Gated Graph Neural Networks”. In: Proceedings of the 56th Annual Meeting of
the Association for Computational Linguistics (Volume 1: Long Papers). Melbourne,
Australia: Association for Computational Linguistics, pp. 273–283. URL: http://aclweb.
org/anthology/P18-1026.
Bender, Emily M., Dan Flickinger, Stephan Oepen, Woodley Packard, and Ann Copestake
(2015). “Layers of Interpretation: On Grammar and Compositionality”. In: Proceedings
of the 11th International Conference on Computational Semantics. London, UK: As-
sociation for Computational Linguistics, pp. 239–249. URL: https://www.aclweb.org/
anthology/W15-0128.
Bengio, Y., P. Simard, and P. Frasconi (1994). “Learning long-term dependencies with
gradient descent is difficult”. In: IEEE Transactions on Neural Networks 5.2, pp. 157–
166. ISSN: 1045-9227. DOI: 10.1109/72.279181.
Bengio, Yoshua, Réjean Ducharme, and Pascal Vincent (2001). “A Neural Probabilistic
Language Model”. In: Advances in Neural Information Processing Systems 13. Ed.
by T. K. Leen, T. G. Dietterich, and V. Tresp. MIT Press, pp. 932–938. URL: http :
//papers.nips.cc/paper/1839-a-neural-probabilistic-language-model.pdf.
Bengio, Yoshua, Nicholas Léonard, and Aaron C. Courville (2013). “Estimating or Propa-
gating Gradients Through Stochastic Neurons for Conditional Computation”. In: CoRR
abs/1308.3432. arXiv: 1308.3432. URL: http://arxiv.org/abs/1308.3432.
Bengio, Yoshua and Jean-Sébastien Sénécal (2003). “Quick Training of Probabilistic Neural
Nets by Importance Sampling”. In: Proceedings of the conference on Artificial Intelli-
gence and Statistics (AISTATS).
References 143
Berant, Jonathan, Andrew Chou, Roy Frostig, and Percy Liang (2013). “Semantic Parsing
on Freebase from Question-Answer Pairs”. In: Proceedings of the 2013 Conference
on Empirical Methods in Natural Language Processing. Seattle, Washington, USA:
Association for Computational Linguistics, pp. 1533–1544. URL: http://www.aclweb.org/
anthology/D13-1160.
Bernstein, Jared (1991). “Corpus Collection for ATIS”. In: Proceedings of the Workshop
on Speech and Natural Language. HLT ’91. Pacific Grove, California: Association
for Computational Linguistics, pp. 423–423. DOI: 10 .3115 /112405 .1138660. URL:
https://doi.org/10.3115/112405.1138660.
Betancourt, Michael (2017). “A conceptual introduction to Hamiltonian Monte Carlo”. In:
arXiv preprint arXiv:1701.02434.
Bishop, Christopher M. (2006). Pattern Recognition and Machine Learning (Information
Science and Statistics). Berlin, Heidelberg: Springer-Verlag. ISBN: 0387310738.
Blei, D., A. Ng, and M. Jordan (2003). “Latent Dirichlet Allocation”. In: Journal of Machine
Learning Research 3, pp. 993–1022. URL: http://www.cs.berkeley.edu/~blei/papers/
blei03a.ps.gz.
Blei, David (2013). “Topic modeling and digital humanities”. In: Journal of Digital Humani-
ties 2, pp. 8–11.
Blei, David M. and John D. Lafferty (2006). “Dynamic Topic Models”. In: Proceedings of the
23rd International Conference on Machine Learning. ICML ’06. Pittsburgh, Pennsylvania,
USA: ACM, pp. 113–120. ISBN: 1-59593-383-2. DOI: 10.1145/1143844.1143859. URL:
http://doi.acm.org/10.1145/1143844.1143859.
Blunsom, Phil and Trevor Cohn (2010). “Unsupervised Induction of Tree Substitution Gram-
mars for Dependency Parsing”. In: Proceedings of the 2010 Conference on Empirical
Methods in Natural Language Processing. Cambridge, MA: Association for Computa-
tional Linguistics, pp. 1204–1213. URL: http://www.aclweb.org/anthology/D10-1117.
144 References
Bottou, Léon (2010). “Large-Scale Machine Learning with Stochastic Gradient Descent”.
In: Proceedings of COMPSTAT’2010. Ed. by Yves Lechevallier and Gilbert Saporta.
Heidelberg: Physica-Verlag HD, pp. 177–186. ISBN: 978-3-7908-2604-3.
Bowman, Samuel R., Luke Vilnis, Oriol Vinyals, Andrew Dai, Rafal Jozefowicz, and Samy
Bengio (2016). “Generating Sentences from a Continuous Space”. In: Proceedings of
The 20th SIGNLL Conference on Computational Natural Language Learning. Berlin,
Germany: Association for Computational Linguistics, pp. 10–21. URL: http: / /www.
aclweb.org/anthology/K16-1002.
Boyd, Stephen and Lieven Vandenberghe (2004). Convex Optimization. New York, NY, USA:
Cambridge University Press. ISBN: 0521833787.
Boyd-Graber, Jordan L. and David M. Blei (2009). “Syntactic Topic Models”. In: Advances in
Neural Information Processing Systems 21. Ed. by D. Koller, D. Schuurmans, Y. Bengio,
and L. Bottou. Curran Associates, Inc., pp. 185–192. URL: http://papers.nips.cc/paper/
3398-syntactic-topic-models.pdf.
Boyd-Graber, Jordan, Yuening Hu, and David Mimno (2017). “Applications of Topic Mod-
els”. In: Foundations and Trends® in Information Retrieval 11.2-3, pp. 143–296. ISSN:
1554-0669. DOI: 10.1561/1500000030. URL: http://dx.doi.org/10.1561/1500000030.
Burgess, Curt (1998). “From simple associations to the building blocks of language: Modeling
meaning in memory with the HAL model”. In: Behavior Research Methods, Instruments,
& Computers 30.2, pp. 188–198. ISSN: 1532-5970. DOI: 10.3758/BF03200643. URL:
https://doi.org/10.3758/BF03200643.
Cao, Kris and Stephen Clark (2017). “Latent Variable Dialogue Models and their Diversity”.
In: Proceedings of the 15th Conference of the European Chapter of the Association for
Computational Linguistics. Valencia, Spain: Association for Computational Linguistics,
pp. 182–187. URL: http://aclweb.org/anthology/E17-2029.
References 145
— (2019). “Factorising AMR generation through syntax”. In: Proceedings of the 2019 Con-
ference of the North American Chapter of the Association for Computational Linguistics:
Human Language Technologies. Minneapolis, Minnesota: Association for Computational
Linguistics.
Cao, Kris, Angeliki Lazaridou, Marc Lanctot, Joel Z Leibo, Karl Tuyls, and Stephen Clark
(2018). “Emergent Communication through Negotiation”. In: International Conference
on Learning Representations. URL: https://openreview.net/forum?id=Hk6WhagRW.
Cao, Kris and Marek Rei (2016). “A Joint Model for Word Embedding and Word Mor-
phology”. In: Proceedings of the 1st Workshop on Representation Learning for NLP.
Berlin, Germany: Association for Computational Linguistics, pp. 18–26. URL: http :
//anthology.aclweb.org/W16-1603.
Chen, Danqi and Christopher Manning (2014). “A Fast and Accurate Dependency Parser
using Neural Networks”. In: Proceedings of the 2014 Conference on Empirical Methods
in Natural Language Processing (EMNLP). Doha, Qatar: Association for Computational
Linguistics, pp. 740–750. DOI: 10.3115/v1/D14-1082. URL: http://aclweb.org/anthology/
D14-1082.
Chen, David L. and Raymond J. Mooney (2011). “Learning to Interpret Natural Language
Navigation Instructions from Observations”. In: Proceedings of the Twenty-Fifth AAAI
Conference on Artificial Intelligence. AAAI’11. San Francisco, California: AAAI Press,
pp. 859–865. URL: http://dl.acm.org/citation.cfm?id=2900423.2900560.
Chen, Mingda, Qingming Tang, Sam Wiseman, and Kevin Gimpel (2019). “A Multi-Task
Approach for Disentangling Syntax and Semantics in Sentence Representations”. In:
CoRR abs/1904.01173. arXiv: 1904.01173. URL: http://arxiv.org/abs/1904.01173.
Chen, Xi, Diederik P. Kingma, Tim Salimans, Yan Duan, Prafulla Dhariwal, John Schulman,
Ilya Sutskever, and Pieter Abbeel (2016). “Variational Lossy Autoencoder”. In: CoRR
abs/1611.02731. arXiv: 1611.02731. URL: http://arxiv.org/abs/1611.02731.
146 References
Cho, Kyunghyun, Bart van Merrienboer, Dzmitry Bahdanau, and Yoshua Bengio (2014a).
“On the Properties of Neural Machine Translation: Encoder-Decoder Approaches”. In:
Eighth Workshop on Syntax, Semantics and Structure in Statistical Translation.
Cho, Kyunghyun, Bart van Merrienboer, Caglar Gulcehre, Dzmitry Bahdanau, Fethi Bougares,
Holger Schwenk, and Yoshua Bengio (2014b). “Learning Phrase Representations using
RNN EncoderâC“Decoder for Statistical Machine Translation”. In: Proceedings of the
2014 Conference on Empirical Methods in Natural Language Processing (EMNLP). Doha,
Qatar: Association for Computational Linguistics, pp. 1724–1734. DOI: 10.3115/v1/D14-
1179. URL: http://www.aclweb.org/anthology/D14-1179.
Chollet, François (2015). Keras. https://github.com/fchollet/keras.
Clark, Stephen (2015). “Vector Space Models of Lexical Semantics”. English. In: The
Handbook of Contemporary Semantic Theory. Ed. by Shalom Lappin and Chris Fox. 2nd.
United States: Wiley-Blackwell Publishing, Inc., pp. 493–522.
Colby, Kenneth Mark (1975). Artificial Paranoia: A Computer Simulation of Paranoid
Processes. New York, NY, USA: Elsevier Science Inc. ISBN: 0080181627.
Conneau, Alexis, Douwe Kiela, Holger Schwenk, Loïc Barrault, and Antoine Bordes (2017).
“Supervised Learning of Universal Sentence Representations from Natural Language
Inference Data”. In: Proceedings of the 2017 Conference on Empirical Methods in
Natural Language Processing. Copenhagen, Denmark: Association for Computational
Linguistics, pp. 670–680. URL: https://www.aclweb.org/anthology/D17-1070.
Conneau, Alexis, GermÃ¡n Kruszewski, Guillaume Lample, LoÃ¯c Barrault, and Marco
Baroni (2018). “What you can cram into a single $&!#* vector: Probing sentence em-
beddings for linguistic properties”. In: Proceedings of the 56th Annual Meeting of the
Association for Computational Linguistics (Volume 1: Long Papers). Melbourne, Aus-
tralia: Association for Computational Linguistics, pp. 2126–2136. URL: http://www.
aclweb.org/anthology/P18-1198.
References 147
Copestake, Ann, Dan Flickinger, Carl Pollard, and Ivan A. Sag (2005). “Minimal Recursion
Semantics: An Introduction”. In: Research on Language and Computation 3.2, pp. 281–
332. ISSN: 1572-8706. DOI: 10.1007/s11168-006-6327-9. URL: https://doi.org/10.1007/
s11168-006-6327-9.
Cybenko, G. (1989). “Approximation by superpositions of a sigmoidal function”. In: Math-
ematics of Control, Signals and Systems 2.4, pp. 303–314. ISSN: 1435-568X. DOI:
10.1007/BF02551274. URL: https://doi.org/10.1007/BF02551274.
Dai, Andrew M and Quoc V Le (2015). “Semi-supervised Sequence Learning”. In: Advances
in Neural Information Processing Systems 28. Ed. by C. Cortes, N. D. Lawrence, D. D.
Lee, M. Sugiyama, and R. Garnett. Curran Associates, Inc., pp. 3079–3087. URL: http:
//papers.nips.cc/paper/5949-semi-supervised-sequence-learning.pdf.
Damonte, Marco and Shay B. Cohen (2019). “Structural Neural Encoders for AMR-to-text
Generation”. In: Proceedings of the 2019 Conference of the North American Chapter of
the Association for Computational Linguistics: Human Language Technologies, Volume
1 (Long and Short Papers). Minneapolis, Minnesota: Association for Computational
Linguistics, pp. 3649–3658. DOI: 10.18653/v1/N19-1366.
Dauphin, Yann N., Angela Fan, Michael Auli, and David Grangier (2017). “Language
Modeling with Gated Convolutional Networks”. In: Proceedings of the 34th International
Conference on Machine Learning. Ed. by Doina Precup and Yee Whye Teh. Vol. 70.
Proceedings of Machine Learning Research. International Convention Centre, Sydney,
Australia: PMLR, pp. 933–941. URL: http://proceedings.mlr.press/v70/dauphin17a.html.
Dayan, Peter, Geoffrey E. Hinton, Radford M. Neal, and Richard S. Zemel (1995). “The
Helmholtz Machine”. In: Neural Computation 7.5, pp. 889–904. DOI: 10.1162/neco.
1995 . 7 . 5 . 889. eprint: https : / / doi . org / 10 . 1162 / neco . 1995 . 7 . 5 . 889. URL: https :
//doi.org/10.1162/neco.1995.7.5.889.
148 References
Deerwester, Scott, Susan T. Dumais, George W. Furnas, Thomas K. Landauer, and Richard
Harshman (1990). “Indexing by latent semantic analysis”. In: Journal of the Ameri-
can Society for Information Science 41.6, pp. 391–407. DOI: 10 .1002/(SICI)1097-
4571(199009)41:6<391::AID-ASI1>3.0.CO;2-9.
Deng, J., W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei (2009). “ImageNet: A Large-
Scale Hierarchical Image Database”. In: CVPR09.
Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova (2018). “BERT: Pre-
training of Deep Bidirectional Transformers for Language Understanding”. In: CoRR
abs/1810.04805. arXiv: 1810.04805. URL: http://arxiv.org/abs/1810.04805.
Dieng, Adji B., Chong Wang, Jianfeng Gao, and John William Paisley (2016). “Topi-
cRNN: A Recurrent Neural Network with Long-Range Semantic Dependency”. In:
CoRR abs/1611.01702. arXiv: 1611.01702. URL: http://arxiv.org/abs/1611.01702.
Doersch, Carl (2016). Tutorial on Variational Autoencoders. cite arxiv:1606.05908. URL:
http://arxiv.org/abs/1606.05908.
Duchi, John, Elad Hazan, and Yoram Singer (2011). “Adaptive Subgradient Methods for
Online Learning and Stochastic Optimization”. In: J. Mach. Learn. Res. 12, pp. 2121–
2159. ISSN: 1532-4435. URL: http://dl.acm.org/citation.cfm?id=1953048.2021068.
Elman, Jeffrey L. (1990). “Finding Structure in Time”. In: Cognitive Science 14.2, pp. 179–
211. DOI: 10.1207/s15516709cog1402\_1. eprint: https://onlinelibrary.wiley.com/doi/pdf/
10.1207/s15516709cog1402_1. URL: https://onlinelibrary.wiley.com/doi/abs/10.1207/
s15516709cog1402_1.
Fan, Angela, Mike Lewis, and Yann Dauphin (2019). “Strategies for Structuring Story
Generation”. In: CoRR abs/1902.01109. arXiv: 1902.01109. URL: http://arxiv.org/abs/
1902.01109.
Fan, Fengxiang (2010). “Squibs: An Asymptotic Model for the English Hapax/Vocabulary
Ratio”. In: Computational Linguistics 36.4. DOI: 10.1162/coli_a_00013.
References 149
Faruqui, Manaal, Jesse Dodge, Sujay Kumar Jauhar, Chris Dyer, Eduard Hovy, and Noah A.
Smith (2015). “Retrofitting Word Vectors to Semantic Lexicons”. In: Proceedings of
the 2015 Conference of the North American Chapter of the Association for Compu-
tational Linguistics: Human Language Technologies. Denver, Colorado: Association
for Computational Linguistics, pp. 1606–1615. DOI: 10 . 3115 / v1 / N15 - 1184. URL:
http://aclweb.org/anthology/N15-1184.
Firth, J. R. (1957). “A synopsis of linguistic theory 1930-55.” In: Studies in Linguistic Analy-
sis (special volume of the Philological Society). Vol. 1952-59. Oxford: The Philological
Society, pp. 1–32.
Flanigan, Jeffrey, Chris Dyer, Noah A. Smith, and Jaime Carbonell (2016). “Generation
from Abstract Meaning Representation using Tree Transducers”. In: Proceedings of the
2016 Conference of the North American Chapter of the Association for Computational
Linguistics: Human Language Technologies. San Diego, California: Association for
Computational Linguistics, pp. 731–739. URL: http://www.aclweb.org/anthology/N16-
1087.
Flanigan, Jeffrey, Sam Thomson, Jaime Carbonell, Chris Dyer, and Noah A. Smith (2014).
“A Discriminative Graph-Based Parser for the Abstract Meaning Representation”. In:
Proceedings of the 52nd Annual Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers). Baltimore, Maryland: Association for Computational
Linguistics, pp. 1426–1436. DOI: 10.3115/v1/P14-1134. URL: https://www.aclweb.org/
anthology/P14-1134.
Frankle, Jonathan and Michael Carbin (2019). “The Lottery Ticket Hypothesis: Finding
Sparse, Trainable Neural Networks”. In: International Conference on Learning Represen-
tations. URL: https://openreview.net/forum?id=rJl-b3RcF7.
Frost, Joe L (1998). “Neuroscience, Play, and Child Development.” In:
150 References
Fukushima, Kunihiko (1980). “Neocognitron: A self-organizing neural network model for
a mechanism of pattern recognition unaffected by shift in position”. In: Biological
Cybernetics 36.4, pp. 193–202. ISSN: 1432-0770. DOI: 10.1007/BF00344251. URL:
https://doi.org/10.1007/BF00344251.
Gal, Yarin and Zoubin Ghahramani (2016a). “A Theoretically Grounded Application of
Dropout in Recurrent Neural Networks”. In: Advances in Neural Information Processing
Systems 29. Ed. by D. D. Lee, M. Sugiyama, U. V. Luxburg, I. Guyon, and R. Garnett.
Curran Associates, Inc., pp. 1019–1027. URL: http:/ /papers.nips.cc/paper/6241- a-
theoretically-grounded-application-of-dropout-in-recurrent-neural-networks.pdf.
— (2016b). “A Theoretically Grounded Application of Dropout in Recurrent Neural Net-
works”. In: Advances in Neural Information Processing Systems 29 (NIPS).
— (2016c). “Dropout as a Bayesian Approximation: Representing Model Uncertainty in
Deep Learning”. In: Proceedings of The 33rd International Conference on Machine
Learning. Ed. by Maria Florina Balcan and Kilian Q. Weinberger. Vol. 48. Proceedings
of Machine Learning Research. New York, New York, USA: PMLR, pp. 1050–1059.
URL: http://proceedings.mlr.press/v48/gal16.html.
Gale, William A., Kenneth W. Church, and David Yarowsky (1992). “One Sense Per Dis-
course”. In: Speech and Natural Language: Proceedings of a Workshop Held at Harriman,
New York, February 23-26, 1992. URL: https://www.aclweb.org/anthology/H92-1045.
Ganchev, Kuzman, João Graça, Jennifer Gillenwater, and Ben Taskar (2010). “Posterior
Regularization for Structured Latent Variable Models”. In: J. Mach. Learn. Res. 11,
pp. 2001–2049. ISSN: 1532-4435. URL: http://dl.acm.org/citation.cfm?id=1756006.
1859918.
Ganitkevitch, Juri, Chris Callison-Burch, Courtney Napoles, and Benjamin Van Durme
(2011). “Learning Sentential Paraphrases from Bilingual Parallel Corpora for Text-to-
Text Generation”. In: Proceedings of the 2011 Conference on Empirical Methods in
References 151
Natural Language Processing. Edinburgh, Scotland, UK.: Association for Computational
Linguistics, pp. 1168–1179. URL: http://www.aclweb.org/anthology/D11-1108.
Gärdenfors, Peter (2000). Conceptual Spaces: The Geometry of Thought. Cambridge, MA,
USA: MIT Press. ISBN: 0262071991.
Gehring, Jonas, Michael Auli, David Grangier, Denis Yarats, and Yann N. Dauphin (2017).
“Convolutional Sequence to Sequence Learning”. In: Proceedings of the 34th International
Conference on Machine Learning. Ed. by Doina Precup and Yee Whye Teh. Vol. 70.
Proceedings of Machine Learning Research. International Convention Centre, Sydney,
Australia: PMLR, pp. 1243–1252. URL: http://proceedings.mlr.press/v70/gehring17a.
html.
Goodfellow, Ian, Yoshua Bengio, and Aaron Courville (2016). Deep Learning. http://www.
deeplearningbook.org. MIT Press.
Goodman, Noah D. and Michael C. Frank (2016). “Pragmatic Language Interpretation as
Probabilistic Inference”. In: Trends in Cognitive Sciences 20.11, pp. 818–829. ISSN: 1364-
6613. DOI: 10.1016/j.tics.2016.08.005. URL: https://doi.org/10.1016/j.tics.2016.08.005.
Griffiths, Thomas L. and Mark Steyvers (2004). “Finding scientific topics”. In: Proceedings
of the National Academy of Sciences 101.suppl 1, pp. 5228–5235. ISSN: 0027-8424. DOI:
10.1073/pnas.0307752101. eprint: https://www.pnas.org/content/101/suppl_1/5228.full.
pdf. URL: https://www.pnas.org/content/101/suppl_1/5228.
Gruber, Amit, Yair Weiss, and Michal Rosen-Zvi (2007). “Hidden Topic Markov Models”.
In: Proceedings of the Eleventh International Conference on Artificial Intelligence and
Statistics. Ed. by Marina Meila and Xiaotong Shen. Vol. 2. Proceedings of Machine
Learning Research. San Juan, Puerto Rico: PMLR, pp. 163–170. URL: http://proceedings.
mlr.press/v2/gruber07a.html.
152 References
Gu, Jiatao, James Bradbury, Caiming Xiong, Victor O. K. Li, and Richard Socher (2017).
“Non-Autoregressive Neural Machine Translation”. In: CoRR abs/1711.02281. arXiv:
1711.02281. URL: http://arxiv.org/abs/1711.02281.
Hackl, Martin (2013). “The syntax–semantics interface”. In: Lingua 130. SI: Syntax and
cognition: core ideas and results in syntax, pp. 66–87. ISSN: 0024-3841. DOI: https:
//doi.org/10.1016/j.lingua.2013.01.010. URL: http://www.sciencedirect.com/science/
article/pii/S0024384113000314.
Hartigan, John A. (1975). Clustering Algorithms. 99th. New York, NY, USA: John Wiley &
Sons, Inc. ISBN: 047135645X.
Hastings, W. K. (1970). “Monte Carlo sampling methods using Markov chains and their
applications”. In: Biometrika 57.1, pp. 97–109. ISSN: 0006-3444. DOI: 10.1093/biomet/
57.1.97. eprint: http://oup.prod.sis.lan/biomet/article-pdf/57/1/97/23940249/57-1-97.pdf.
URL: https://dx.doi.org/10.1093/biomet/57.1.97.
He, He, Derek Chen, Anusha Balakrishnan, and Percy Liang (2018). “Decoupling Strategy
and Generation in Negotiation Dialogues”. In: Proceedings of the 2018 Conference on
Empirical Methods in Natural Language Processing. Brussels, Belgium: Association for
Computational Linguistics, pp. 2333–2343. URL: http://aclweb.org/anthology/D18-1256.
He, Junxian, Zhiting Hu, Taylor Berg-Kirkpatrick, Ying Huang, and Eric P. Xing (2017).
“Efficient Correlated Topic Modeling with Topic Embedding”. In: Proceedings of the
23rd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining.
KDD ’17. Halifax, NS, Canada: ACM, pp. 225–233. ISBN: 978-1-4503-4887-4. DOI:
10.1145/3097983.3098074. URL: http://doi.acm.org/10.1145/3097983.3098074.
He, Junxian, Daniel Spokoyny, Graham Neubig, and Taylor Berg-Kirkpatrick (2019). “Lag-
ging Inference Networks and Posterior Collapse in Variational Autoencoders”. In: Inter-
national Conference on Learning Representations. URL: https://openreview.net/forum?
id=rylDfnCqF7.
References 153
He, K., X. Zhang, S. Ren, and J. Sun (2016). “Deep Residual Learning for Image Recogni-
tion”. In: 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR),
pp. 770–778. DOI: 10.1109/CVPR.2016.90.
Henderson, Matthew (2015). “Machine Learning for Dialog State Tracking: A Review”.
In: Proceedings of The First International Workshop on Machine Learning in Spoken
Language Processing.
Henderson, Matthew, Paweł Budzianowski, Iñigo Casanueva, Sam Coope, Daniela Gerz,
Girish Kumar, Nikola Mrkšic´, Georgios Spithourakis, Pei-Hao Su, Ivan Vulic´, and
Tsung-Hsien Wen (2019). “A Repository of Conversational Datasets”. In: Proceedings
of the First Workshop on NLP for Conversational AI. Florence, Italy: Association for
Computational Linguistics, pp. 1–10. DOI: 10.18653/v1/W19-4101.
Henderson, Matthew, Blaise Thomson, and Jason D. Williams (2014). “The Second Dialog
State Tracking Challenge”. In: Proceedings of the 15th Annual Meeting of the Special
Interest Group on Discourse and Dialogue (SIGDIAL). Philadelphia, PA, U.S.A.: As-
sociation for Computational Linguistics, pp. 263–272. URL: http://www.aclweb.org/
anthology/W14-4337.
Higgins, Irina, Loïc Matthey, Arka Pal, Christopher Burgess, Xavier Glorot, Matthew
Botvinick, Shakir Mohamed, and Alexander Lerchner (2017). “beta-VAE: Learning
Basic Visual Concepts with a Constrained Variational Framework”. In: International
Conference on Learning Representations.
Hill, Felix, Kyunghyun Cho, and Anna Korhonen (2016). “Learning Distributed Representa-
tions of Sentences from Unlabelled Data”. In: Proceedings of the 2016 Conference of the
North American Chapter of the Association for Computational Linguistics: Human Lan-
guage Technologies. San Diego, California: Association for Computational Linguistics,
pp. 1367–1377. URL: http://www.aclweb.org/anthology/N16-1162.
154 References
Hinton, GE, P Dayan, BJ Frey, and RM Neal (1995). “The "wake-sleep" algorithm for
unsupervised neural networks”. In: Science 268.5214, pp. 1158–1161. ISSN: 0036-8075.
DOI: 10.1126/science.7761831. eprint: http://science.sciencemag.org/content/268/5214/
1158.full.pdf. URL: http://scientce.sciencemag.org/content/268/5214/1158.
Hinton, Geoffrey E. (2002). “Training Products of Experts by Minimizing Contrastive
Divergence”. In: Neural Comput. 14.8, pp. 1771–1800. ISSN: 0899-7667. DOI: 10.1162/
089976602760128018. URL: http://dx.doi.org/10.1162/089976602760128018.
Hinton, Geoffrey E., Simon Osindero, and Yee-Whye Teh (2006). “A Fast Learning Algo-
rithm for Deep Belief Nets”. In: Neural Comput. 18.7, pp. 1527–1554. ISSN: 0899-7667.
DOI: 10.1162/neco.2006.18.7.1527. URL: http://dx.doi.org/10.1162/neco.2006.18.7.1527.
Hinton, Geoffrey E. and Terrence J. Sejnowski (1983). “Optimal Perceptual Inference”. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition.
Hochreiter, Sepp and Jürgen Schmidhuber (1997). “Long Short-Term Memory”. In: Neural
Computation 9.8, pp. 1735–1780. DOI: 10.1162/neco.1997.9.8.1735. eprint: https:
//doi.org/10.1162/neco.1997.9.8.1735. URL: https://doi.org/10.1162/neco.1997.9.8.1735.
Hofmann, Thomas (1999). “Probabilistic Latent Semantic Analysis”. In: Proceedings of
the Fifteenth Conference on Uncertainty in Artificial Intelligence. UAI’99. Stockholm,
Sweden: Morgan Kaufmann Publishers Inc., pp. 289–296. ISBN: 1-55860-614-9. URL:
http://dl.acm.org/citation.cfm?id=2073796.2073829.
Hopfield, J J (1982). “Neural networks and physical systems with emergent collective
computational abilities”. In: Proceedings of the National Academy of Sciences 79.8,
pp. 2554–2558. ISSN: 0027-8424. DOI: 10.1073/pnas.79.8.2554. eprint: https://www.
pnas.org/content/79/8/2554.full.pdf. URL: https://www.pnas.org/content/79/8/2554.
Hornik, Kurt (1991). “Approximation capabilities of multilayer feedforward networks”. In:
Neural Networks 4.2, pp. 251–257. ISSN: 0893-6080. DOI: https://doi.org/10.1016/
References 155
0893- 6080(91)90009- T. URL: http : / /www.sciencedirect .com/science /article /pii /
089360809190009T.
Hubel, D. H. and T. N. Wiesel (1959). “Receptive fields of single neurones in the cat’s striate
cortex”. In: J Physiol 148.3, pp. 574–591. ISSN: 0022-3751. URL: https://www.ncbi.nlm.
nih.gov/pubmed/14403679.
Ioffe, Sergey and Christian Szegedy (2015). “Batch Normalization: Accelerating Deep
Network Training by Reducing Internal Covariate Shift”. In: Proceedings of the 32nd
International Conference on Machine Learning. Ed. by Francis Bach and David Blei.
Vol. 37. Proceedings of Machine Learning Research. Lille, France: PMLR, pp. 448–456.
URL: http://proceedings.mlr.press/v37/ioffe15.html.
Iyyer, Mohit, John Wieting, Kevin Gimpel, and Luke Zettlemoyer (2018). “Adversarial Ex-
ample Generation with Syntactically Controlled Paraphrase Networks”. In: Proceedings
of the 2018 Conference of the North American Chapter of the Association for Com-
putational Linguistics: Human Language Technologies, Volume 1 (Long Papers). New
Orleans, Louisiana: Association for Computational Linguistics, pp. 1875–1885. URL:
http://www.aclweb.org/anthology/N18-1170.
Jaderberg, Max, Volodymyr Mnih, Wojciech Marian Czarnecki, Tom Schaul, Joel Z. Leibo,
David Silver, and Koray Kavukcuoglu (2016). “Reinforcement Learning with Unsu-
pervised Auxiliary Tasks”. In: CoRR abs/1611.05397. arXiv: 1611.05397. URL: http:
//arxiv.org/abs/1611.05397.
Jang, Eric, Shixiang Gu, and Ben Poole (2017). “Categorical Reparameterization with
Gumbel-Softmax”. In: URL: https://arxiv.org/abs/1611.01144.
Jelinek, F. (1976). “Continuous speech recognition by statistical methods”. In: Proceedings
of the IEEE 64.4, pp. 532–556. ISSN: 0018-9219. DOI: 10.1109/PROC.1976.10159.
156 References
Jelinek, Frederick (2005). “Some of my Best Friends are Linguists”. In: Language Resources
and Evaluation 39.1, pp. 25–34. ISSN: 1572-0218. DOI: 10.1007/s10579-005-2693-4.
URL: https://doi.org/10.1007/s10579-005-2693-4.
Jiang, Shaojie and Maarten de Rijke (2018). “Why are Sequence-to-Sequence Models So
Dull? Understanding the Low-Diversity Problem of Chatbots”. In: Proceedings of the
2018 EMNLP Workshop SCAI: The 2nd International Workshop on Search-Oriented
Conversational AI. Brussels, Belgium: Association for Computational Linguistics, pp. 81–
86. URL: http://www.aclweb.org/anthology/W18-5712.
Kalchbrenner, Nal and Phil Blunsom (2013). “Recurrent Continuous Translation Models”.
In: Proceedings of the 2013 Conference on Empirical Methods in Natural Language Pro-
cessing. Seattle, Washington, USA: Association for Computational Linguistics, pp. 1700–
1709. URL: http://www.aclweb.org/anthology/D13-1176.
Kalchbrenner, Nal, Edward Grefenstette, and Phil Blunsom (2014). “A Convolutional Neural
Network for Modelling Sentences”. In: Proceedings of the 52nd Annual Meeting of
the Association for Computational Linguistics (Volume 1: Long Papers). Baltimore,
Maryland: Association for Computational Linguistics, pp. 655–665. URL: http://www.
aclweb.org/anthology/P14-1062.
Kate, Rohit J., Yuk Wah Wong, and Raymond J. Mooney (2005). “Learning to Transform
Natural to Formal Languages”. In: Proceedings of the 20th National Conference on
Artificial Intelligence - Volume 3. AAAI’05. Pittsburgh, Pennsylvania: AAAI Press,
pp. 1062–1068. ISBN: 1-57735-236-x. URL: http://dl.acm.org/citation.cfm?id=1619499.
1619504.
Kim, Yoon (2014). “Convolutional Neural Networks for Sentence Classification”. In: Pro-
ceedings of the 2014 Conference on Empirical Methods in Natural Language Processing
(EMNLP). Doha, Qatar: Association for Computational Linguistics, pp. 1746–1751. URL:
http://www.aclweb.org/anthology/D14-1181.
References 157
Kim, Yoon, Yacine Jernite, David Sontag, and Alexander M. Rush (2016). “Character-
aware Neural Language Models”. In: Proceedings of the Thirtieth AAAI Conference on
Artificial Intelligence. AAAI’16. Phoenix, Arizona: AAAI Press, pp. 2741–2749. URL:
http://dl.acm.org/citation.cfm?id=3016100.3016285.
Kim, Yoon, Alexander M. Rush, Lei Yu, Adhiguna Kuncoro, Chris Dyer, and Gábor
Melis (2019). Unsupervised Recurrent Neural Network Grammars. arXiv: 1904.03746
[cs.CL].
Kingma, Diederik P. and Jimmy Ba (2014). “Adam: A Method for Stochastic Optimization”.
In: CoRR abs/1412.6980. arXiv: 1412.6980. URL: http://arxiv.org/abs/1412.6980.
— (2015). “Adam: A Method for Stochastic Optimization”. In: International Conference on
Learning Representations. URL: http://arxiv.org/abs/1412.6980.
Kingma, Diederik P. and Max Welling (2014). “Auto-encoding Variational Bayes”. In:
International Conference on Learning Representations.
Kingma, Durk P, Shakir Mohamed, Danilo Jimenez Rezende, and Max Welling (2014).
“Semi-Supervised Learning with Deep Generative Models”. In: Advances in Neural
Information Processing Systems 27. Ed. by Z. Ghahramani, M. Welling, C. Cortes,
N. D. Lawrence, and K. Q. Weinberger. Curran Associates, Inc., pp. 3581–3589. URL:
http://papers.nips.cc/paper/5352-semi-supervised- learning-with-deep-generative-
models.pdf.
Kipf, Thomas N and Max Welling (2016). “Semi-supervised classification with graph convo-
lutional networks”. In: arXiv preprint arXiv:1609.02907.
Kiros, Ryan, Yukun Zhu, Ruslan R Salakhutdinov, Richard Zemel, Raquel Urtasun, Antonio
Torralba, and Sanja Fidler (2015). “Skip-Thought Vectors”. In: Advances in Neural
Information Processing Systems 28. Ed. by C. Cortes, N. D. Lawrence, D. D. Lee, M.
Sugiyama, and R. Garnett. Curran Associates, Inc., pp. 3294–3302. URL: http://papers.
nips.cc/paper/5950-skip-thought-vectors.pdf.
158 References
Klein, Dan and Christopher Manning (2004). “Corpus-Based Induction of Syntactic Structure:
Models of Dependency and Constituency”. In: Proceedings of the 42nd Annual Meeting
of the Association for Computational Linguistics (ACL-04). URL: http://aclweb.org/
anthology/P04-1061.
Kocˇiský, Tomáš, Gábor Melis, Edward Grefenstette, Chris Dyer, Wang Ling, Phil Blunsom,
and Karl Moritz Hermann (2016). “Semantic Parsing with Semi-Supervised Sequential
Autoencoders”. In: Proceedings of the 2016 Conference on Empirical Methods in Nat-
ural Language Processing. Austin, Texas: Association for Computational Linguistics,
pp. 1078–1087. URL: https://aclweb.org/anthology/D16-1116.
Konstas, Ioannis, Srinivasan Iyer, Mark Yatskar, Yejin Choi, and Luke Zettlemoyer (2017).
“Neural AMR: Sequence-to-Sequence Models for Parsing and Generation”. In: Pro-
ceedings of the 55th Annual Meeting of the Association for Computational Linguistics
(Volume 1: Long Papers). Vancouver, Canada: Association for Computational Linguistics,
pp. 146–157. URL: http://aclweb.org/anthology/P17-1014.
Krizhevsky, Alex, Ilya Sutskever, and Geoffrey E Hinton (2012). “ImageNet Classification
with Deep Convolutional Neural Networks”. In: Advances in Neural Information Pro-
cessing Systems 25. Ed. by F. Pereira, C. J. C. Burges, L. Bottou, and K. Q. Weinberger.
Curran Associates, Inc., pp. 1097–1105. URL: http://papers.nips.cc/paper/4824-imagenet-
classification-with-deep-convolutional-neural-networks.pdf.
Kuhnle, Alexander and Ann A. Copestake (2017). “ShapeWorld - A new test methodology
for multimodal language understanding”. In: CoRR abs/1704.04517. arXiv: 1704.04517.
URL: http://arxiv.org/abs/1704.04517.
Lafferty, John D. and David M. Blei (2006). “Correlated Topic Models”. In: Advances in
Neural Information Processing Systems 18. Ed. by Y. Weiss, B. Schölkopf, and J. C. Platt.
MIT Press, pp. 147–154. URL: http: / /papers.nips.cc/paper/2906- correlated- topic-
models.pdf.
References 159
Larochelle, Hugo and Stanislas Lauly (2012). “A Neural Autoregressive Topic Model”.
In: Advances in Neural Information Processing Systems 25. Ed. by F. Pereira, C. J. C.
Burges, L. Bottou, and K. Q. Weinberger. Curran Associates, Inc., pp. 2708–2716. URL:
http://papers.nips.cc/paper/4613-a-neural-autoregressive-topic-model.pdf.
Latecki, Longin Jan, Aleksandar Lazarevic, and Dragoljub Pokrajac (2007). “Outlier Detec-
tion with Kernel Density Functions”. In: Machine Learning and Data Mining in Pattern
Recognition. Ed. by Petra Perner. Berlin, Heidelberg: Springer Berlin Heidelberg, pp. 61–
75. ISBN: 978-3-540-73499-4.
Lau, Jey Han, Timothy Baldwin, and Trevor Cohn (2017). “Topically Driven Neural Language
Model”. In: Proceedings of the 55th Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers). Vancouver, Canada: Association for Computational
Linguistics, pp. 355–365. DOI: 10.18653/v1/P17-1033. URL: http://aclweb.org/anthology/
P17-1033.
Levy, Omer, Yoav Goldberg, and Ido Dagan (2015). “Improving Distributional Similarity
with Lessons Learned from Word Embeddings”. In: Transactions of the Association for
Computational Linguistics 3, pp. 211–225. ISSN: 2307-387X. URL: https://tacl2013.cs.
columbia.edu/ojs/index.php/tacl/article/view/570.
Li, Jiwei, Michel Galley, Chris Brockett, Jianfeng Gao, and Bill Dolan (2016). “A Diversity-
Promoting Objective Function for Neural Conversation Models”. In: Proceedings of the
2016 Conference of the North American Chapter of the Association for Computational
Linguistics: Human Language Technologies. San Diego, California: Association for
Computational Linguistics, pp. 110–119. URL: http://www.aclweb.org/anthology/N16-
1014.
Li, Jiwei, Thang Luong, and Dan Jurafsky (2015). “A Hierarchical Neural Autoencoder
for Paragraphs and Documents”. In: Proceedings of the 53rd Annual Meeting of the
Association for Computational Linguistics and the 7th International Joint Conference on
160 References
Natural Language Processing (Volume 1: Long Papers). Beijing, China: Association for
Computational Linguistics, pp. 1106–1115. URL: http://www.aclweb.org/anthology/P15-
1107.
Ling, Wang, Chris Dyer, Alan W Black, Isabel Trancoso, Ramon Fermandez, Silvio Amir,
Luis Marujo, and Tiago Luis (2015). “Finding Function in Form: Compositional Char-
acter Models for Open Vocabulary Word Representation”. In: Proceedings of the 2015
Conference on Empirical Methods in Natural Language Processing. Lisbon, Portugal:
Association for Computational Linguistics, pp. 1520–1530. URL: http://aclweb.org/
anthology/D15-1176.
Linzen, Tal, Emmanuel Dupoux, and Yoav Goldberg (2016). “Assessing the Ability of
LSTMs to Learn Syntax-Sensitive Dependencies”. In: Transactions of the Association for
Computational Linguistics 4, pp. 521–535. ISSN: 2307-387X. URL: https://www.transacl.
org/ojs/index.php/tacl/article/view/972.
Liu, Chia-Wei, Ryan Lowe, Iulian Serban, Mike Noseworthy, Laurent Charlin, and Joelle
Pineau (2016). “How NOT To Evaluate Your Dialogue System: An Empirical Study of
Unsupervised Evaluation Metrics for Dialogue Response Generation”. In: Proceedings
of the 2016 Conference on Empirical Methods in Natural Language Processing. Austin,
Texas: Association for Computational Linguistics, pp. 2122–2132. URL: https://aclweb.
org/anthology/D16-1230.
Lloyd, S. (1982). “Least squares quantization in PCM”. In: IEEE Transactions on Information
Theory 28.2, pp. 129–137. ISSN: 0018-9448. DOI: 10.1109/TIT.1982.1056489.
Luong, Thang, Hieu Pham, and Christopher D. Manning (2015). “Effective Approaches to
Attention-based Neural Machine Translation”. In: Proceedings of the 2015 Conference on
Empirical Methods in Natural Language Processing. Lisbon, Portugal: Association for
Computational Linguistics, pp. 1412–1421. URL: http://aclweb.org/anthology/D15-1166.
References 161
MacQueen, J. (1967). “Some methods for classification and analysis of multivariate obser-
vations”. In: Proceedings of the Fifth Berkeley Symposium on Mathematical Statistics
and Probability, Volume 1: Statistics. Berkeley, Calif.: University of California Press,
pp. 281–297. URL: https://projecteuclid.org/euclid.bsmsp/1200512992.
Maddison, Chris J., Andriy Mnih, and Yee Whye Teh (2016). “The Concrete Distribution: A
Continuous Relaxation of Discrete Random Variables”. In: CoRR abs/1611.00712. arXiv:
1611.00712. URL: http://arxiv.org/abs/1611.00712.
Maillard, Jean, Stephen Clark, and Dani Yogatama (2017). “Jointly Learning Sentence
Embeddings and Syntax with Unsupervised Tree-LSTMs”. In: CoRR abs/1705.09189.
arXiv: 1705.09189. URL: http://arxiv.org/abs/1705.09189.
Manning, Christopher D., Prabhakar Raghavan, and Hinrich Schütze (2008). Introduction to
Information Retrieval. New York, NY, USA: Cambridge University Press.
Manning, Christopher D., Mihai Surdeanu, John Bauer, Jenny Finkel, Steven J. Bethard, and
David McClosky (2014). “The Stanford CoreNLP Natural Language Processing Toolkit”.
In: Association for Computational Linguistics (ACL) System Demonstrations, pp. 55–60.
URL: http://www.aclweb.org/anthology/P/P14/P14-5010.
Marcheggiani, Diego and Laura Perez-Beltrachini (2018). “Deep Graph Convolutional En-
coders for Structured Data to Text Generation”. In: Proceedings of the 11th International
Conference on Natural Language Generation. Tilburg University, The Netherlands: Asso-
ciation for Computational Linguistics, pp. 1–9. URL: http://www.aclweb.org/anthology/
W18-6501.
Marcus, Mitchell P., Beatrice Santorini, and Mary Ann Marcinkiewicz (1993). “Building a
Large Annotated Corpus of English: The Penn Treebank”. In: Computational Linguistics
19.2. URL: http://aclweb.org/anthology/J93-2004.
Martins, Andre and Ramon Astudillo (2016). “From Softmax to Sparsemax: A Sparse Model
of Attention and Multi-Label Classification”. In: Proceedings of The 33rd International
162 References
Conference on Machine Learning. Ed. by Maria Florina Balcan and Kilian Q. Weinberger.
Vol. 48. Proceedings of Machine Learning Research. New York, New York, USA: PMLR,
pp. 1614–1623. URL: http://proceedings.mlr.press/v48/martins16.html.
Matuszek, Cynthia, Evan Herbst, Luke Zettlemoyer, and Dieter Fox (2013). “Learning
to Parse Natural Language Commands to a Robot Control System”. In: Experimental
Robotics: The 13th International Symposium on Experimental Robotics. Ed. by Jaydev
P. Desai, Gregory Dudek, Oussama Khatib, and Vijay Kumar. Heidelberg: Springer
International Publishing, pp. 403–415. ISBN: 978-3-319-00065-7. DOI: 10.1007/978-3-
319-00065-7_28. URL: https://doi.org/10.1007/978-3-319-00065-7_28.
McCallum, Andrew, Andrés Corrada-Emmanuel, and Xuerui Wang (2005). “Topic and Role
Discovery in Social Networks”. In: IJCAI.
McCulloch, Warren S. and Walter Pitts (1943). “A logical calculus of the ideas immanent in
nervous activity”. In: The bulletin of mathematical biophysics 5.4, pp. 115–133. ISSN:
1522-9602. DOI: 10.1007/BF02478259. URL: https://doi.org/10.1007/BF02478259.
Melis, Gábor, Chris Dyer, and Phil Blunsom (2018). “On the State of the Art of Evaluation
in Neural Language Models”. In: International Conference on Learning Representations.
URL: https://openreview.net/forum?id=ByJHuTgA-.
Metropolis, Nicholas, Arianna W. Rosenbluth, Marshall N. Rosenbluth, Augusta H. Teller,
and Edward Teller (1953). “Equation of State Calculations by Fast Computing Machines”.
In: The Journal of Chemical Physics 21.6, pp. 1087–1092. DOI: 10.1063/1.1699114.
eprint: https://doi.org/10.1063/1.1699114. URL: https://doi.org/10.1063/1.1699114.
Miao, Yishu, Edward Grefenstette, and Phil Blunsom (2017). “Discovering Discrete Latent
Topics with Neural Variational Inference”. In: Proceedings of the 34th International
Conference on Machine Learning - Volume 70. ICML’17. Sydney, NSW, Australia:
JMLR.org, pp. 2410–2419. URL: http://dl.acm.org/citation.cfm?id=3305890.3305930.
References 163
Miao, Yishu, Lei Yu, and Phil Blunsom (2016). “Neural Variational Inference for Text
Processing”. In: ICML.
Mikolov, Tomas, Kai Chen, Greg Corrado, and Jeffrey Dean (2013a). “Efficient Estimation
of Word Representations in Vector Space”. In: CoRR abs/1301.3781. arXiv: 1301.3781.
URL: http://arxiv.org/abs/1301.3781.
Mikolov, Tomas, Martin Karafiát, Lukáš Burget, Jan Cˇernocký, and Sanjeev Khudanpur
(2010). “Recurrent neural network based language model.” In: INTERSPEECH. Ed. by
Takao Kobayashi, Keikichi Hirose, and Satoshi Nakamura. ISCA, pp. 1045–1048. URL:
http://dblp.uni-trier.de/db/conf/interspeech/interspeech2010.html#MikolovKBCK10.
Mikolov, Tomas, Ilya Sutskever, Kai Chen, Greg S Corrado, and Jeff Dean (2013b). “Dis-
tributed Representations of Words and Phrases and their Compositionality”. In: Advances
in Neural Information Processing Systems 26. Ed. by C. J. C. Burges, L. Bottou, M.
Welling, Z. Ghahramani, and K. Q. Weinberger. Curran Associates, Inc., pp. 3111–3119.
URL: http://papers.nips.cc/paper/5021-distributed-representations-of-words-and-phrases-
and-their-compositionality.pdf.
Mikolov, Tomas, Wen-tau Yih, and Geoffrey Zweig (2013c). “Linguistic Regularities in
Continuous Space Word Representations”. In: Proceedings of the 2013 Conference of
the North American Chapter of the Association for Computational Linguistics: Human
Language Technologies. Atlanta, Georgia: Association for Computational Linguistics,
pp. 746–751. URL: http://www.aclweb.org/anthology/N13-1090.
Mikolov, Tomas and Geoffrey Zweig (2012). “Context dependent recurrent neural network
language model”. In: 2012 IEEE Spoken Language Technology Workshop (SLT), pp. 234–
239. DOI: 10.1109/SLT.2012.6424228.
Mitchell, David (2015). “Type-token models: a comparative study”. In: Journal of Quantita-
tive Linguistics.
164 References
Mnih, Andriy and Danilo Rezende (2016). “Variational Inference for Monte Carlo Objec-
tives”. In: Proceedings of The 33rd International Conference on Machine Learning.
Ed. by Maria Florina Balcan and Kilian Q. Weinberger. Vol. 48. Proceedings of Ma-
chine Learning Research. New York, New York, USA: PMLR, pp. 2188–2196. URL:
http://proceedings.mlr.press/v48/mnihb16.html.
Mnih, Andriy and Yee Whye Teh (2012). “A fast and simple algorithm for training neural
probabilistic language models”. In: In Proceedings of the International Conference on
Machine Learning.
Montague, Richard (1973). “The Proper Treatment of Quantification in Ordinary English”.
In: Approaches to Natural Language: Proceedings of the 1970 Stanford Workshop on
Grammar and Semantics. Ed. by K. J. J. Hintikka, J. M. E. Moravcsik, and P. Suppes.
Dordrecht: Springer Netherlands, pp. 221–242. ISBN: 978-94-010-2506-5. DOI: 10.1007/
978-94-010-2506-5_10. URL: https://doi.org/10.1007/978-94-010-2506-5_10.
Morin, Frederic and Yoshua Bengio (2005). “Hierarchical Probabilistic Neural Network Lan-
guage Model”. In: Tenth International Workshop on Artificial Intelligence and Statistics.
Mrkšic´, Nikola, Diarmuid Ó Séaghdha, Blaise Thomson, Milica Gašic´, Lina M. Rojas-
Barahona, Pei-Hao Su, David Vandyke, Tsung-Hsien Wen, and Steve Young (2016).
“Counter-fitting Word Vectors to Linguistic Constraints”. In: Proceedings of the 2016 Con-
ference of the North American Chapter of the Association for Computational Linguistics:
Human Language Technologies. San Diego, California: Association for Computational
Linguistics, pp. 142–148. URL: http://www.aclweb.org/anthology/N16-1018.
Nair, Vinod and Geoffrey E. Hinton (2010). “Rectified Linear Units Improve Restricted Boltz-
mann Machines”. In: Proceedings of the 27th International Conference on International
Conference on Machine Learning. ICML’10. Haifa, Israel: Omnipress, pp. 807–814.
ISBN: 978-1-60558-907-7. URL: http://dl.acm.org/citation.cfm?id=3104322.3104425.
References 165
Neal, Radford M. (2001). “Annealed Importance Sampling”. In: Statistics and Computing
11.2, pp. 125–139. ISSN: 0960-3174. DOI: 10.1023/A:1008923215028. URL: https:
//doi.org/10.1023/A:1008923215028.
Neal, Radford M (2011). “MCMC using Hamiltonian dynamics”. In: Handbook of Markov
Chain Monte Carlo. Ed. by Steve Brooks, Andrew Gelman, Galin L. Jones, and Xiao-Li
Meng. Chap. 5.
Nesterov, Yurii (2014). Introductory Lectures on Convex Optimization: A Basic Course.
1st ed. Springer Publishing Company, Incorporated.
Newman, David J. and Sharon Block (2006). “Probabilistic Topic Decomposition of an
Eighteenth-century American Newspaper”. In: J. Am. Soc. Inf. Sci. Technol. 57.6, pp. 753–
767. ISSN: 1532-2882. DOI: 10.1002/asi.v57:6. URL: http://dx.doi.org/10.1002/asi.v57:6.
Ng, Andrew Y. and Michael I. Jordan (2002). “On Discriminative vs. Generative Classifiers:
A comparison of logistic regression and naive Bayes”. In: Advances in Neural Information
Processing Systems 14. Ed. by T. G. Dietterich, S. Becker, and Z. Ghahramani. MIT Press,
pp. 841–848. URL: http://papers.nips.cc/paper/2020-on-discriminative-vs-generative-
classifiers-a-comparison-of-logistic-regression-and-naive-bayes.pdf.
Nicholson, Jeremy, Trevor Cohn, and Timothy Baldwin (2012). “Evaluating a Morphological
Analyser of Inuktitut”. In: Proceedings of the 2012 Conference of the North American
Chapter of the Association for Computational Linguistics: Human Language Technolo-
gies. Montréal, Canada: Association for Computational Linguistics, pp. 372–376. URL:
http://www.aclweb.org/anthology/N12-1040.
Niculae, Vlad, Andre Martins, Mathieu Blondel, and Claire Cardie (2018). “SparseMAP:
Differentiable Sparse Structured Inference”. In: Proceedings of the 35th International
Conference on Machine Learning. Ed. by Jennifer Dy and Andreas Krause. Vol. 80.
Proceedings of Machine Learning Research. Stockholmsmässan, Stockholm Sweden:
PMLR, pp. 3799–3808. URL: http://proceedings.mlr.press/v80/niculae18a.html.
166 References
Oord, Aäron van den, Yazhe Li, and Oriol Vinyals (2018). “Representation Learning with
Contrastive Predictive Coding”. In: CoRR abs/1807.03748. arXiv: 1807.03748. URL:
http://arxiv.org/abs/1807.03748.
Palmer, Martha, Daniel Gildea, and Paul Kingsbury (2005). “The Proposition Bank: An
Annotated Corpus of Semantic Roles”. In: Computational Linguistics 31.1, pp. 71–106.
DOI: 10.1162/0891201053630264. URL: https://www.aclweb.org/anthology/J05-1004.
Papandreou, G. and A. L. Yuille (2011). “Perturb-and-MAP random fields: Using discrete
optimization to learn and sample from energy models”. In: 2011 International Conference
on Computer Vision, pp. 193–200. DOI: 10.1109/ICCV.2011.6126242.
Papineni, Kishore, Salim Roukos, Todd Ward, and Wei-Jing Zhu (2002). “Bleu: a Method for
Automatic Evaluation of Machine Translation”. In: Proceedings of 40th Annual Meeting
of the Association for Computational Linguistics. Philadelphia, Pennsylvania, USA:
Association for Computational Linguistics, pp. 311–318. DOI: 10.3115/1073083.1073135.
URL: http://www.aclweb.org/anthology/P02-1040.
Parmar, Niki, Ashish Vaswani, Jakob Uszkoreit, Lukasz Kaiser, Noam Shazeer, Alexander Ku,
and Dustin Tran (2018). “Image Transformer”. In: Proceedings of the 35th International
Conference on Machine Learning. Ed. by Jennifer Dy and Andreas Krause. Vol. 80.
Proceedings of Machine Learning Research. Stockholmsmässan, Stockholm Sweden:
PMLR, pp. 4055–4064. URL: http://proceedings.mlr.press/v80/parmar18a.html.
Pascanu, Razvan, Tomas Mikolov, and Yoshua Bengio (2013). “On the difficulty of training
recurrent neural networks”. In: Proceedings of the 30th International Conference on
Machine Learning. Ed. by Sanjoy Dasgupta and David McAllester. Vol. 28. Proceedings
of Machine Learning Research 3. Atlanta, Georgia, USA: PMLR, pp. 1310–1318. URL:
http://proceedings.mlr.press/v28/pascanu13.html.
Pearson F.R.S., Karl (1901). “On lines and planes of closest fit to systems of points in space”.
In: The London, Edinburgh, and Dublin Philosophical Magazine and Journal of Science
References 167
2.11, pp. 559–572. DOI: 10.1080/14786440109462720. eprint: https://doi.org/10.1080/
14786440109462720. URL: https://doi.org/10.1080/14786440109462720.
Pelsmaeker, Tom and Wilker Aziz (2019). Effective Estimation of Deep Generative Language
Models. arXiv: 1904.08194 [cs.CL].
Pennington, Jeffrey, Richard Socher, and Christopher Manning (2014). “Glove: Global Vec-
tors for Word Representation”. In: Proceedings of the 2014 Conference on Empirical
Methods in Natural Language Processing (EMNLP). Doha, Qatar: Association for Com-
putational Linguistics, pp. 1532–1543. URL: http://www.aclweb.org/anthology/D14-
1162.
Peters, Matthew, Mark Neumann, Mohit Iyyer, Matt Gardner, Christopher Clark, Kenton
Lee, and Luke Zettlemoyer (2018). “Deep Contextualized Word Representations”. In:
Proceedings of the 2018 Conference of the North American Chapter of the Association
for Computational Linguistics: Human Language Technologies, Volume 1 (Long Papers).
New Orleans, Louisiana: Association for Computational Linguistics, pp. 2227–2237.
URL: http://www.aclweb.org/anthology/N18-1202.
Polyak, B.T. (1964). “Some methods of speeding up the convergence of iteration methods”.
In: USSR Computational Mathematics and Mathematical Physics 4.5, pp. 1–17. ISSN:
0041-5553. DOI: https://doi.org/10.1016/0041-5553(64)90137-5. URL: http://www.
sciencedirect.com/science/article/pii/0041555364901375.
Pourdamghani, Nima, Kevin Knight, and Ulf Hermjakob (2016). “Generating English from
Abstract Meaning Representations”. In: Proceedings of the 9th International Natural
Language Generation conference. Edinburgh, UK: Association for Computational Lin-
guistics, pp. 21–25. URL: http://anthology.aclweb.org/W16-6603.
Press, Ofir and Lior Wolf (2017). “Using the Output Embedding to Improve Language Mod-
els”. In: Proceedings of the 15th Conference of the European Chapter of the Association
for Computational Linguistics: Volume 2, Short Papers. Valencia, Spain: Association for
168 References
Computational Linguistics, pp. 157–163. URL: https://www.aclweb.org/anthology/E17-
2025.
Ranzato, Marc’Aurelio, Sumit Chopra, Michael Auli, and Wojciech Zaremba (2015). “Se-
quence Level Training with Recurrent Neural Networks”. In: CoRR abs/1511.06732.
arXiv: 1511.06732. URL: http://arxiv.org/abs/1511.06732.
Rˇehu˚rˇek, Radim and Petr Sojka (2010). “Software Framework for Topic Modelling with
Large Corpora”. English. In: Proceedings of the LREC 2010 Workshop on New Challenges
for NLP Frameworks. http://is.muni.cz/publication/884893/en. Valletta, Malta: ELRA,
pp. 45–50.
Reiter, Ehud and Robert Dale (2000). Building Natural Language Generation Systems. New
York, NY, USA: Cambridge University Press. ISBN: 0-521-62036-8.
Rezende, Danilo Jimenez, Shakir Mohamed, and Daan Wierstra (2014). “Stochastic Back-
propagation and Approximate Inference in Deep Generative Models”. In: Proceedings of
the 31st International Conference on Machine Learning. Ed. by Eric P. Xing and Tony
Jebara. Vol. 32. Proceedings of Machine Learning Research 2. Bejing, China: PMLR,
pp. 1278–1286. URL: http://proceedings.mlr.press/v32/rezende14.html.
Rezende, Danilo and Shakir Mohamed (2015). “Variational Inference with Normalizing
Flows”. In: Proceedings of the 32nd International Conference on Machine Learning.
Ed. by Francis Bach and David Blei. Vol. 37. Proceedings of Machine Learning Research.
Lille, France: PMLR, pp. 1530–1538. URL: http://proceedings.mlr.press/v37/rezende15.
html.
Ribeiro, Leonardo F. R., Claire Gardent, and Iryna Gurevych (2019). Enhancing AMR-to-Text
Generation with Dual Graph Representations. arXiv: 1909.00352 [cs.CL].
Rimell, Laura, Stephen Clark, and Mark Steedman (2009). “Unbounded Dependency Re-
covery for Parser Evaluation”. In: Proceedings of the 2009 Conference on Empirical
References 169
Methods in Natural Language Processing. Singapore: Association for Computational
Linguistics, pp. 813–821. URL: http://www.aclweb.org/anthology/D/D09/D09-1085.
Ritter, Alan, Colin Cherry, and William B. Dolan (2011). “Data-Driven Response Generation
in Social Media”. In: Proceedings of the 2011 Conference on Empirical Methods in
Natural Language Processing. Edinburgh, Scotland, UK.: Association for Computational
Linguistics, pp. 583–593. URL: http://www.aclweb.org/anthology/D11-1054.
Robbins, Herbert and Sutton Monro (1951). “A Stochastic Approximation Method”. In:
Ann. Math. Statist. 22.3, pp. 400–407. DOI: 10.1214/aoms/1177729586. URL: https:
//doi.org/10.1214/aoms/1177729586.
Rosen-Zvi, Michal, Thomas Griffiths, Mark Steyvers, and Padhraic Smyth (2004). “The
Author-topic Model for Authors and Documents”. In: Proceedings of the 20th Conference
on Uncertainty in Artificial Intelligence. UAI ’04. Banff, Canada: AUAI Press, pp. 487–
494. ISBN: 0-9749039-0-6. URL: http://dl.acm.org/citation.cfm?id=1036843.1036902.
Roweis, Sam T. and Lawrence K. Saul (2000). “Nonlinear Dimensionality Reduction by
Locally Linear Embedding”. In: Science 290.5500, pp. 2323–2326. ISSN: 0036-8075.
DOI: 10.1126/science.290.5500.2323. eprint: http://science.sciencemag.org/content/290/
5500/2323.full.pdf. URL: http://science.sciencemag.org/content/290/5500/2323.
Rumelhart, David E., Geoffrey E. Hinton, and Ronald J. Williams (1986). “Learning represen-
tations by back-propagating errors”. In: Nature 323.6088, pp. 533–536. ISSN: 1476-4687.
DOI: 10.1038/323533a0. URL: https://doi.org/10.1038/323533a0.
Rush, Alexander M., Sumit Chopra, and Jason Weston (2015). “A Neural Attention Model
for Abstractive Sentence Summarization”. In: Proceedings of the 2015 Conference on
Empirical Methods in Natural Language Processing. Lisbon, Portugal: Association for
Computational Linguistics, pp. 379–389. URL: http://aclweb.org/anthology/D15-1044.
Salakhutdinov, Ruslan and Geoffrey Hinton (2009). “Deep Boltzmann Machines”. In: Pro-
ceedings of the Twelth International Conference on Artificial Intelligence and Statistics.
170 References
Ed. by David van Dyk and Max Welling. Vol. 5. Proceedings of Machine Learning
Research. Hilton Clearwater Beach Resort, Clearwater Beach, Florida USA: PMLR,
pp. 448–455. URL: http://proceedings.mlr.press/v5/salakhutdinov09a.html.
Salton, G., A. Wong, and C. S. Yang (1975). “A Vector Space Model for Automatic Indexing”.
In: Commun. ACM 18.11, pp. 613–620. ISSN: 0001-0782. DOI: 10.1145/361219.361220.
URL: http://doi.acm.org/10.1145/361219.361220.
Sauerland, Uli and Arnim von Stechow (2001). “Syntax–Semantics Interface”. In: Interna-
tional Encyclopedia of the Social & Behavioral Sciences. Ed. by Neil J. Smelser and
Paul B. Baltes. Oxford: Pergamon, pp. 15412–15418. ISBN: 978-0-08-043076-8. DOI:
https://doi.org/10.1016/B0-08-043076-7/02957-0. URL: http://www.sciencedirect.com/
science/article/pii/B0080430767029570.
Schölkopf, Bernhard, Alexander Smola, and Klaus-Robert Müller (1998). “Nonlinear Compo-
nent Analysis as a Kernel Eigenvalue Problem”. In: Neural Computation 10.5, pp. 1299–
1319. DOI: 10.1162/089976698300017467. URL: https://doi.org/10.1162/089976698300017467.
Schuster, M. and K. K. Paliwal (1997). “Bidirectional recurrent neural networks”. In: IEEE
Transactions on Signal Processing 45.11, pp. 2673–2681. ISSN: 1053-587X. DOI: 10.
1109/78.650093.
See, Abigail, Peter J. Liu, and Christopher D. Manning (2017). “Get To The Point: Sum-
marization with Pointer-Generator Networks”. In: Proceedings of the 55th Annual
Meeting of the Association for Computational Linguistics (Volume 1: Long Papers).
Vancouver, Canada: Association for Computational Linguistics, pp. 1073–1083. DOI:
10.18653/v1/P17-1099. URL: http://aclweb.org/anthology/P17-1099.
Serban, Iulian V., Alessandro Sordoni, Yoshua Bengio, Aaron Courville, and Joelle Pineau
(2016). “Building End-to-end Dialogue Systems Using Generative Hierarchical Neu-
ral Network Models”. In: Proceedings of the Thirtieth AAAI Conference on Artificial
References 171
Intelligence. AAAI’16. Phoenix, Arizona: AAAI Press, pp. 3776–3783. URL: http :
//dl.acm.org/citation.cfm?id=3016387.3016435.
Shang, Lifeng, Zhengdong Lu, and Hang Li (2015). “Neural Responding Machine for Short-
Text Conversation”. In: Proceedings of the 53rd Annual Meeting of the Association
for Computational Linguistics and the 7th International Joint Conference on Natural
Language Processing (Volume 1: Long Papers). Beijing, China: Association for Compu-
tational Linguistics, pp. 1577–1586. URL: http://www.aclweb.org/anthology/P15-1152.
Shao, Yuanlong, Stephan Gouws, Denny Britz, Anna Goldie, Brian Strope, and Ray Kurzweil
(2017). “Generating High-Quality and Informative Conversation Responses with Sequence-
to-Sequence Models”. In: Proceedings of the 2017 Conference on Empirical Methods in
Natural Language Processing. Copenhagen, Denmark: Association for Computational
Linguistics, pp. 2210–2219. DOI: 10.18653/v1/D17-1235. URL: http://aclweb.org/
anthology/D17-1235.
Simonyan, K. and A. Zisserman (2015). “Very Deep Convolutional Networks for Large-Scale
Image Recognition”. In: International Conference on Learning Representations.
Smit, Peter, Sami Virpioja, Stig-Arne Grönroos, and Mikko Kurimo (2014). “Morfessor 2.0:
Toolkit for statistical morphological segmentation”. In: Proceedings of the Demonstra-
tions at the 14th Conference of the European Chapter of the Association for Compu-
tational Linguistics. Gothenburg, Sweden: Association for Computational Linguistics,
pp. 21–24. URL: http://www.aclweb.org/anthology/E14-2006.
Smolensky, P. (1986). “Parallel Distributed Processing: Explorations in the Microstructure
of Cognition, Vol. 1”. In: ed. by David E. Rumelhart, James L. McClelland, and COR-
PORATE PDP Research Group. Cambridge, MA, USA: MIT Press. Chap. Information
Processing in Dynamical Systems: Foundations of Harmony Theory, pp. 194–281. ISBN:
0-262-68053-X. URL: http://dl.acm.org/citation.cfm?id=104279.104290.
172 References
Socher, Richard, Alex Perelygin, Jean Wu, Jason Chuang, Christopher D. Manning, Andrew
Ng, and Christopher Potts (2013). “Recursive Deep Models for Semantic Compositional-
ity Over a Sentiment Treebank”. In: Proceedings of the 2013 Conference on Empirical
Methods in Natural Language Processing. Seattle, Washington, USA: Association for
Computational Linguistics, pp. 1631–1642. URL: http://aclweb.org/anthology/D13-1170.
Sohn, Kihyuk, Honglak Lee, and Xinchen Yan (2015). “Learning Structured Output Represen-
tation using Deep Conditional Generative Models”. In: Advances in Neural Information
Processing Systems 28. Ed. by C. Cortes, N. D. Lawrence, D. D. Lee, M. Sugiyama, and
R. Garnett. Curran Associates, Inc., pp. 3483–3491. URL: http://papers.nips.cc/paper/
5775-learning-structured-output-representation-using-deep-conditional-generative-
models.pdf.
Sønderby, Casper Kaae, Tapani Raiko, Lars Maaløe, Søren Kaae Sønderby, and Ole Winther
(2016). “Ladder Variational Autoencoders”. In: Advances in Neural Information Process-
ing Systems 29. Ed. by D. D. Lee, M. Sugiyama, U. V. Luxburg, I. Guyon, and R. Garnett.
Curran Associates, Inc., pp. 3738–3746. URL: http://papers.nips.cc/paper/6275-ladder-
variational-autoencoders.pdf.
Song, Linfeng, Xiaochang Peng, Yue Zhang, Zhiguo Wang, and Daniel Gildea (2017). “AMR-
to-text Generation with Synchronous Node Replacement Grammar”. In: Proceedings of
the 55th Annual Meeting of the Association for Computational Linguistics (Volume 2:
Short Papers). Vancouver, Canada: Association for Computational Linguistics, pp. 7–13.
DOI: 10.18653/v1/P17-2002. URL: http://www.aclweb.org/anthology/P17-2002.
Song, Linfeng, Yue Zhang, Xiaochang Peng, Zhiguo Wang, and Daniel Gildea (2016).
“AMR-to-text generation as a Traveling Salesman Problem”. In: Proceedings of the
2016 Conference on Empirical Methods in Natural Language Processing. Austin, Texas:
Association for Computational Linguistics, pp. 2084–2089. DOI: 10.18653/v1/D16-1224.
URL: http://www.aclweb.org/anthology/D16-1224.
References 173
Song, Linfeng, Yue Zhang, Zhiguo Wang, and Daniel Gildea (2018). “A Graph-to-Sequence
Model for AMR-to-Text Generation”. In: Proceedings of the 56th Annual Meeting of
the Association for Computational Linguistics (Volume 1: Long Papers). Melbourne,
Australia: Association for Computational Linguistics, pp. 1616–1626. URL: http://aclweb.
org/anthology/P18-1150.
Srivastava, Akash and Charles Sutton (2017). “Autoencoding Variational Inference for Topic
Models”. In: International Conference on Learning Representations.
Srivastava, Nitish, Geoffrey Hinton, Alex Krizhevsky, Ilya Sutskever, and Ruslan Salakhutdi-
nov (2014). “Dropout: A Simple Way to Prevent Neural Networks from Overfitting”. In:
Journal of Machine Learning Research 15, pp. 1929–1958. URL: http://jmlr.org/papers/
v15/srivastava14a.html.
Sundermeyer, Martin, Ralf Schlüter, and Hermann Ney (2012). “LSTM neural networks
for language modeling”. In: Thirteenth annual conference of the international speech
communication association.
Sutskever, Ilya, James Martens, George Dahl, and Geoffrey Hinton (2013). “On the impor-
tance of initialization and momentum in deep learning”. In: Proceedings of the 30th
International Conference on Machine Learning. Ed. by Sanjoy Dasgupta and David
McAllester. Vol. 28. Proceedings of Machine Learning Research 3. Atlanta, Georgia,
USA: PMLR, pp. 1139–1147. URL: http://proceedings.mlr.press/v28/sutskever13.html.
Sutskever, Ilya, Oriol Vinyals, and Quoc V Le (2014). “Sequence to Sequence Learning with
Neural Networks”. In: Advances in Neural Information Processing Systems 27. Ed. by
Z. Ghahramani, M. Welling, C. Cortes, N. D. Lawrence, and K. Q. Weinberger. Curran
Associates, Inc., pp. 3104–3112. URL: http://papers.nips.cc/paper/5346-sequence-to-
sequence-learning-with-neural-networks.pdf.
Szubert, Ida, Adam Lopez, and Nathan Schneider (2018). “A Structured Syntax-Semantics
Interface for English-AMR Alignment”. In: Proceedings of the 2018 Conference of
174 References
the North American Chapter of the Association for Computational Linguistics: Human
Language Technologies, Volume 1 (Long Papers). New Orleans, Louisiana: Association
for Computational Linguistics, pp. 1169–1180. DOI: 10.18653/v1/N18- 1106. URL:
https://www.aclweb.org/anthology/N18-1106.
Teh, Yee Whye, Michael I Jordan, Matthew J Beal, and David M Blei (2006). “Hierarchi-
cal Dirichlet Processes”. In: Journal of the American Statistical Association 101.476,
pp. 1566–1581. DOI: 10.1198/016214506000000302. eprint: https://doi.org/10.1198/
016214506000000302. URL: https://doi.org/10.1198/016214506000000302.
Theano Development Team (2016). “Theano: A Python framework for fast computation of
mathematical expressions”. In: arXiv preprints abs/1605.02688. URL: http://arxiv.org/
abs/1605.02688.
Tiedemann, Jörg (2012). “Parallel Data, Tools and Interfaces in OPUS”. English. In: Pro-
ceedings of the Eighth International Conference on Language Resources and Evaluation
(LREC-2012). Ed. by Nicoletta Calzolari, Khalid Choukri, Thierry Declerck, Mehmet
Ug˘ur Dog˘an, Bente Maegaard, Joseph Mariani, Jan Odijk, and Stelios Piperidis. ACL
Anthology Identifier: L12-1246. Istanbul, Turkey: European Language Resources As-
sociation (ELRA), pp. 2214–2218. ISBN: 978-2-9517408-7-7. URL: http://www.lrec-
conf.org/proceedings/lrec2012/pdf/463_Paper.pdf.
Tipping, M. E. and Christopher Bishop (1999). “Probabilistic Principal Component Analysis”.
In: Journal of the Royal Statistical Society, Series B 21.3, pp. 611–622. URL: https :
//www.microsoft.com/en-us/research/publication/probabilistic-principal-component-
analysis/.
Titsias, Michalis and Miguel Lázaro-Gredilla (2014). “Doubly Stochastic Variational Bayes
for non-Conjugate Inference”. In: Proceedings of the 31st International Conference on
Machine Learning. Ed. by Eric P. Xing and Tony Jebara. Vol. 32. Proceedings of Machine
References 175
Learning Research 2. Bejing, China: PMLR, pp. 1971–1979. URL: http://proceedings.mlr.
press/v32/titsias14.html.
Titterington, D.M. and J. Sedransk (1989). “Imputation of missing values using density
estimation”. In: Statistics & Probability Letters 8.5, pp. 411–418. ISSN: 0167-7152. DOI:
https://doi.org/10.1016/0167-7152(89)90020-5. URL: http://www.sciencedirect.com/
science/article/pii/0167715289900205.
Turian, Joseph, Lev-Arie Ratinov, and Yoshua Bengio (2010). “Word Representations: A
Simple and General Method for Semi-Supervised Learning”. In: Proceedings of the 48th
Annual Meeting of the Association for Computational Linguistics. Uppsala, Sweden:
Association for Computational Linguistics, pp. 384–394. URL: http://www.aclweb.org/
anthology/P10-1040.
Turing, A. M. (1950). “Computing Machinery and Intelligence”. In: Mind LIX.236, pp. 433–
460. DOI: 10.1093/mind/LIX.236.433. eprint: /oup/backfile/content_public/journal/mind/
lix/236/10.1093_mind_lix.236.433/1/433.pdf. URL: http://dx.doi.org/10.1093/mind/LIX.
236.433.
Turney, Peter D. and Patrick Pantel (2010). “From Frequency to Meaning: Vector Space
Models of Semantics”. In: J. Artif. Int. Res. 37.1, pp. 141–188. ISSN: 1076-9757. URL:
http://dl.acm.org/citation.cfm?id=1861751.1861756.
Ulyanov, D., A. Vedaldi, and V. Lempitsky (2018). “Deep Image Prior”. In: IEEE Conference
on Computer Vision and Pattern Recognition (CVPR). URL: https://dmitryulyanov.github.
io/deep_image_prior.
Vaswani, Ashish, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez,
Łukasz Kaiser, and Illia Polosukhin (2017). “Attention is All you Need”. In: Advances in
Neural Information Processing Systems 30. Ed. by I. Guyon, U. V. Luxburg, S. Bengio, H.
Wallach, R. Fergus, S. Vishwanathan, and R. Garnett. Curran Associates, Inc., pp. 5998–
6008. URL: http://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf.
176 References
Vincent, Pascal, Hugo Larochelle, Isabelle Lajoie, Yoshua Bengio, and Pierre-Antoine
Manzagol (2010). “Stacked Denoising Autoencoders: Learning Useful Representations in
a Deep Network with a Local Denoising Criterion”. In: J. Mach. Learn. Res. 11, pp. 3371–
3408. ISSN: 1532-4435. URL: http://dl.acm.org/citation.cfm?id=1756006.1953039.
Vinyals, Orial and Quoc V. Le (2015). “A Neural Conversation Model”. In: ICML Workshop
on Deep Learning.
Vinyals, Oriol, Meire Fortunato, and Navdeep Jaitly (2015a). “Pointer Networks”. In: Ad-
vances in Neural Information Processing Systems 28. Ed. by C. Cortes, N. D. Lawrence,
D. D. Lee, M. Sugiyama, and R. Garnett. Curran Associates, Inc., pp. 2692–2700. URL:
http://papers.nips.cc/paper/5866-pointer-networks.pdf.
Vinyals, Oriol, Łukasz Kaiser, Terry Koo, Slav Petrov, Ilya Sutskever, and Geoffrey Hinton
(2015b). “Grammar as a Foreign Language”. In: Advances in Neural Information Pro-
cessing Systems 28. Ed. by C. Cortes, N. D. Lawrence, D. D. Lee, M. Sugiyama, and R.
Garnett. Curran Associates, Inc., pp. 2773–2781. URL: http://papers.nips.cc/paper/5635-
grammar-as-a-foreign-language.pdf.
Wallach, Hanna M. (2006). “Topic Modeling: Beyond Bag-of-words”. In: Proceedings of the
23rd International Conference on Machine Learning. ICML ’06. Pittsburgh, Pennsylvania,
USA: ACM, pp. 977–984. ISBN: 1-59593-383-2. DOI: 10.1145/1143844.1143967. URL:
http://doi.acm.org/10.1145/1143844.1143967.
Wang, Mingxuan, Zhengdong Lu, Hang Li, Wenbin Jiang, and Qun Liu (2015). “genCNN:
A Convolutional Architecture for Word Sequence Prediction”. In: Proceedings of the
53rd Annual Meeting of the Association for Computational Linguistics and the 7th
International Joint Conference on Natural Language Processing (Volume 1: Long Papers).
Beijing, China: Association for Computational Linguistics, pp. 1567–1576. DOI: 10.3115/
v1/P15-1151. URL: http://aclweb.org/anthology/P15-1151.
References 177
Wang, Wenlin, Zhe Gan, Wenqi Wang, Dinghan Shen, Jiaji Huang, Wei Ping, Sanjeev
Satheesh, and Lawrence Carin (2017). “Topic Compositional Neural Language Model”.
In: CoRR abs/1712.09783. arXiv: 1712.09783. URL: http://arxiv.org/abs/1712.09783.
Wang, Wenlin, Zhe Gan, Hongteng Xu, Ruiyi Zhang, Guoyin Wang, Dinghan Shen, Changyou
Chen, and Lawrence Carin (2019). “Topic-Guided Variational Autoencoders for Text
Generation”. In: CoRR abs/1903.07137. arXiv: 1903.07137. URL: http://arxiv.org/abs/
1903.07137.
Weizenbaum, Joseph (1966). “ELIZA&Mdash;a Computer Program for the Study of Natural
Language Communication Between Man and Machine”. In: Commun. ACM 9.1, pp. 36–
45. ISSN: 0001-0782. DOI: 10.1145/365153.365168. URL: http://doi.acm.org/10.1145/
365153.365168.
Welleck, Sean, Kianté Brantley, Hal Daumé III, and Kyunghyun Cho (2019). “Non-Monotonic
Sequential Text Generation”. In: CoRR abs/1902.02192. arXiv: 1902.02192. URL: http:
//arxiv.org/abs/1902.02192.
Wen, Tsung-Hsien and Minh-Thang Luong (2018). “Latent Topic Conversational Models”.
In: CoRR abs/1809.07070. arXiv: 1809.07070. URL: http://arxiv.org/abs/1809.07070.
Wieting, John and Douwe Kiela (2019). “No Training Required: Exploring Random Encoders
for Sentence Classification”. In: International Conference on Learning Representations.
URL: https://openreview.net/forum?id=BkgPajAcY7.
Williams, Ronald J. (1992). “Simple statistical gradient-following algorithms for connection-
ist reinforcement learning”. In: Machine Learning 8.3, pp. 229–256. ISSN: 1573-0565.
DOI: 10.1007/BF00992696. URL: http://dx.doi.org/10.1007/BF00992696.
Wiseman, Sam and Alexander M. Rush (2016). “Sequence-to-Sequence Learning as Beam-
Search Optimization”. In: Proceedings of the 2016 Conference on Empirical Methods in
Natural Language Processing. Austin, Texas: Association for Computational Linguistics,
pp. 1296–1306. URL: https://aclweb.org/anthology/D16-1137.
178 References
Wolf-Sonkin, Lawrence, Jason Naradowsky, Sebastian J. Mielke, and Ryan Cotterell (2018).
“A Structured Variational Autoencoder for Contextual Morphological Inflection”. In:
Proceedings of the 56th Annual Meeting of the Association for Computational Linguis-
tics (Volume 1: Long Papers). Melbourne, Australia: Association for Computational
Linguistics, pp. 2631–2641. URL: http://www.aclweb.org/anthology/P18-1245.
Wong, Yuk Wah and Raymond Mooney (2007). “Learning Synchronous Grammars for
Semantic Parsing with Lambda Calculus”. In: Proceedings of the 45th Annual Meeting of
the Association of Computational Linguistics. Prague, Czech Republic: Association for
Computational Linguistics, pp. 960–967. URL: http://aclweb.org/anthology/P07-1121.
Wu, Yonghui, Mike Schuster, Zhifeng Chen, Quoc V. Le, Mohammad Norouzi, Wolfgang
Macherey, Maxim Krikun, Yuan Cao, Qin Gao, Klaus Macherey, Jeff Klingner, Apurva
Shah, Melvin Johnson, Xiaobing Liu, Łukasz Kaiser, Stephan Gouws, Yoshikiyo Kato,
Taku Kudo, Hideto Kazawa, Keith Stevens, George Kurian, Nishant Patil, Wei Wang, Cliff
Young, Jason Smith, Jason Riesa, Alex Rudnick, Oriol Vinyals, Greg Corrado, Macduff
Hughes, and Jeffrey Dean (2016a). “Google’s Neural Machine Translation System:
Bridging the Gap between Human and Machine Translation”. In: CoRR abs/1609.08144.
URL: http://arxiv.org/abs/1609.08144.
Wu, Yuhuai, Yuri Burda, Ruslan Salakhutdinov, and Roger B. Grosse (2016b). “On the
Quantitative Analysis of Decoder-Based Generative Models”. In: CoRR abs/1611.04273.
arXiv: 1611.04273. URL: http://arxiv.org/abs/1611.04273.
Xu, Kelvin, Jimmy Ba, Ryan Kiros, Kyunghyun Cho, Aaron Courville, Ruslan Salakhudi-
nov, Rich Zemel, and Yoshua Bengio (2015a). “Show, Attend and Tell: Neural Image
Caption Generation with Visual Attention”. In: Proceedings of the 32nd International
Conference on Machine Learning. Ed. by Francis Bach and David Blei. Vol. 37. Pro-
ceedings of Machine Learning Research. Lille, France: PMLR, pp. 2048–2057. URL:
http://proceedings.mlr.press/v37/xuc15.html.
References 179
Xu, Wenduan (2016). “LSTM Shift-Reduce CCG Parsing”. In: Proceedings of the 2016
Conference on Empirical Methods in Natural Language Processing. Austin, Texas:
Association for Computational Linguistics, pp. 1754–1764. URL: https://aclweb.org/
anthology/D16-1181.
Xu, Wenduan, Michael Auli, and Stephen Clark (2015b). “CCG Supertagging with a Recur-
rent Neural Network”. In: Proceedings of the 53rd Annual Meeting of the Association
for Computational Linguistics and the 7th International Joint Conference on Natural
Language Processing (Volume 2: Short Papers). Beijing, China: Association for Compu-
tational Linguistics, pp. 250–255. URL: http://www.aclweb.org/anthology/P15-2041.
Xu, Wenduan, Stephen Clark, and Yue Zhang (2014). “Shift-Reduce LSTM Parsing with a
Dependency Model”. In: Proceedings of the 52nd Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers). Baltimore, Maryland: Association
for Computational Linguistics, pp. 218–227. URL: http://www.aclweb.org/anthology/P14-
1021.
Yang, Zichao, Diyi Yang, Chris Dyer, Xiaodong He, Alex Smola, and Eduard Hovy (2016).
“Hierarchical Attention Networks for Document Classification”. In: Proceedings of the
2016 Conference of the North American Chapter of the Association for Computational
Linguistics: Human Language Technologies. San Diego, California: Association for
Computational Linguistics, pp. 1480–1489. URL: http://www.aclweb.org/anthology/N16-
1174.
Yin, Pengcheng, Chunting Zhou, Junxian He, and Graham Neubig (2018). “StructVAE:
Tree-structured Latent Variable Models for Semi-supervised Semantic Parsing”. In: Pro-
ceedings of the 56th Annual Meeting of the Association for Computational Linguistics
(Volume 1: Long Papers). Melbourne, Australia: Association for Computational Linguis-
tics, pp. 754–765. URL: https://www.aclweb.org/anthology/P18-1070.
180 References
Yogatama, Dani, Phil Blunsom, Chris Dyer, Edward Grefenstette, and Wang Ling (2016).
“Learning to Compose Words into Sentences with Reinforcement Learning”. In: CoRR
abs/1611.09100. arXiv: 1611.09100. URL: http://arxiv.org/abs/1611.09100.
Yogatama, Dani, Cyprien de Masson d’Autume, Jerome Connor, Tomás Kociský, Mike
Chrzanowski, Lingpeng Kong, Angeliki Lazaridou, Wang Ling, Lei Yu, Chris Dyer, and
Phil Blunsom (2019). “Learning and Evaluating General Linguistic Intelligence”. In:
CoRR abs/1901.11373. arXiv: 1901.11373. URL: http://arxiv.org/abs/1901.11373.
Young, S., M. Gašic´, B. Thomson, and J. D. Williams (2013). “POMDP-Based Statistical
Spoken Dialog Systems: A Review”. In: Proceedings of the IEEE 101.5, pp. 1160–1179.
ISSN: 0018-9219. DOI: 10.1109/JPROC.2012.2225812.
Zeiler, Matthew D. (2012). “ADADELTA: An Adaptive Learning Rate Method”. In: CoRR
abs/1212.5701. URL: http://arxiv.org/abs/1212.5701.
Zeiler, Matthew D. and Rob Fergus (2014). “Visualizing and Understanding Convolutional
Networks”. In: Computer Vision – ECCV 2014. Ed. by David Fleet, Tomas Pajdla, Bernt
Schiele, and Tinne Tuytelaars. Cham: Springer International Publishing, pp. 818–833.
ISBN: 978-3-319-10590-1.
Zhao, Tiancheng, Kaige Xie, and Maxine Eskénazi (2019). “Rethinking Action Spaces for
Reinforcement Learning in End-to-end Dialog Agents with Latent Variable Models”. In:
CoRR abs/1902.08858. arXiv: 1902.08858. URL: http://arxiv.org/abs/1902.08858.
Zhu, Jie, Junhui Li, Muhua Zhu, Longhua Qian, Min Zhang, and Guodong Zhou (2019).
Modeling Graph Structure in Transformer for Better AMR-to-Text Generation. arXiv:
1909.00136 [cs.CL].
Zipf, G. K. (1935). The psycho-biology of language. Oxford, England: Houghton, Mifflin,
pp. ix, 336–ix, 336.
