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Abstract - This paper propapes the use of Artifidal Neural Networks 
(ANNs) to ldentlfy and control the induction machine. Two system are 
prescntcd, a system to adaptively control the stator currents via 
identification of the electrical dynamics, and a system to adaptively 
control the rotor speed via identitication of the mechanical and current- 
fed system dynamics. Vprious advantages of these control schemes over 
other conventiod schemes are dted and the combined speed and current 
control scheme is compared with the standard vector control scheme. 
I. INTRODUCTION 
The induction machine is a nonlinear system and in addition 
many of its parameters vary with time and operating 
condition. Conventional induction machine dynamic control 
techniques such as vector control and direct-self-control @SC) 
attempt to reduce the complex nonlinear dynamic structure 
into a linear structure, in order to enable the application of 
linear design techniques. Although the implementation of 
both methods has been largely successful, they both suffer 
from sensitivity to parameter variations. For vector control, 
numerous techniques (eg. [I]) have been proposed to 
overcome this problem with varying degrees of success. In 
addition, both conventional techniques are relatively complex 
and require the use of relatively highly trained commissioning 
personnel. 
Recently, the use of Artificial Neural Networks (ANNs) to 
identify and control nonlinear dynamic systems has been 
proposed [2]-[4]. This paper investigates the use of ANNs to 
identify and adaptively control the induction machine. 
Previous papers [5],[6] have proposed schemes which teach 
ANNs off-line to mimic existing stator current controllers. 
Once sufficiently well-trained, the A N N s  replace the original 
controllers, resulting in certain advantages over the original 
controllers, such as increased speed of execution and fault 
tolerance. The schemes proposed in this paper identify the 
induction machine and then control it in either a direct or 
indirect on-line manner. Both systems are self commissioning 
and are extremely robust to parameter variations since they 
remain adaptive in nature throughout operation. 
The paper starts with a brief introduction to ANNs and 
presents a commonly used learning algorithm. The overall 
control problem is separated into two subproblems, namely 
control of the stator currents and control of the rotor speed. 
For control of the stator currents, the conventional 
electromagnetic model of the induction machine expressed in 
0-7803- 1462-x/93$03.OO Q 19931~3% 
two-axis stationary coordinates is presented and an observable 
form of this model is introduced. A system to identify the 
electromagnetic model using an ANN is introduced and a 
system to adaptively control the stator currents, based directly 
on the identification model, is proposed. Simulations are then 
presented to demonsfrate the performance of the proposed 
system. 
For control of the rotor speed, the current-fed model of the 
induction machine is presented and an observable form of this 
model is introduced. A system to identify the change in rotor 
speed using an ANN is introduced and a system to adaptively 
control the rotor speed using an ANN controller trained 
indirectly via the identification ANN, is proposed. 
Simulations are presented to demonstrate the performance of 
the system and a comparison is made with a standard vector 
control scheme. 
II. ARTIFICIAL NEURAL NETWORKS 
Artificial neural networks (ANNs) are computing systems 
whose structures are inspired by a simplified model of the 
human brain. Many different types of A N N s  have been 
proposed, however this paper considers sigmoidal feedforward 
A N N s  exclusively. 
A. The Mathematical Model of the Feedfonvard ANN 
Fig. 1 shows a typical two-layer ANN. It consists of two 
HIDDEN LAYER 
LAYER 
Fig. 1. A Two-Layer ANN 
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layers of simple processing units (termed nodes or neurons). 
Each input is connected via a weight to each (hidden) node in 
the hidden layer. Each hidden node is, in turn, connected via 
a weight to each (output) node in the output layer. The output 
of hidden node j is given by hj = a(z,) where a(.) is termed the 
activation function and 
is termed the activation of node j and is the weighted sum of 
the inputs x, to node j and the threshold p, of node j. For the 
systems described in this paper, thresholds are unnecessary 
and are omitted. The activation function used in this paper is 
the sigmoidal function: 
hj = a(zj) = ( 1  + e -I)-' (2) 
The output of output node m is a weighted sum of its inputs, 
that is, 
(3) 
The input/output mapping function of the ANN may be 
expressed in vector form as: 
(4) 
where: x E R" is a vector containing the ANN inputs. 
y E B' is a vector containing the ANN outputs. 
- 8 E RP is a vector containing the ANN weights. 
g(.) : R"xRp + R' is a nonlinear vector function. 
n, r, p are the number of ANN inputs, outputs and 
weights respectively. 
It has been formally shown [7], [8] that ANNs with at least 
one hidden layer (and with a sufficient number of hidden 
nodes) are able to approximate a wide class of continuous 
nonlinear functions to within an arbitrarily small error margin. 
In other words, given a sufficiently large two-layer ANN, it is 
possible to find a set of weights which will enable the ANN 
mapping function g(.) to mimic virtually any desired mapping 
functionfl.). The minimum number of hidden nodes required 
in order for an ANN to successfully identify a particular 
function is determined heuristically. 
B. Recursive Training of ANNs 
In this application, the ANN is to be implemented on a 
digital controller. Fig. 2 shows the general block diagram for 
recursive ANN training. A series of test inputs are presented 
to both the (possibly unknown) desired function and the ANN. 
ANN 
Fig. 2 Recursive Training of ANN6 
At each timestep k the prediction error E(k) = y(k) - i(k), 
may be calculated. The aim of the training algorithm is to use 
- &(k) to adjust the weights of the ANN so as to minimise the 
quadratic Q(k) = gT(k).g(k) over time. The error 
backpropagation algorithm [9], used extensively in ANN 
applications, is a simple algorithm which achieves this 
minimisation. It is a recursive approximation to a steepest 
descent algorithm. An equivalent error is calculated for each 
node in the ANN. The equivalent error 6, of node m in the 
output layer is given by: 
The equivalent error Sj of node j in the hidden layer is given 
by: 
Weights connecting the hidden and output layers are adjusted 
according to: 
AJk> = YmA,(k-l) + Y,sm(k)hj(k> (7) wJk+l)  = w,(k) + A#) 
where: y, y, are the " e n t u m  and gain parameters 
respectively. 
Weights connecting the inputs to the hidden layer are adjusted 
according to: 
(8) = Y ,,,Aji(k -1 ) + Y j(k)xi(k) wji(k+l) = wJk) + Aji(k) 
The output layer error is calculated first using (5 )  and then 
backpropagated through the ANN using (6) to calculate the 
equivalent errors of the hidden nodes. The ANN weights are 
then adjusted using (7) and (8). 
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m. NONLINEAR SYSTBM IDENTIPICATION USING A N N S  
- 
l -ThS  0 %IT, Gq(k) 
0 1-T/zs -%q(k) 7?$r 
TRa 0 1-T/zr -Tq(k) 
0 TR,, Tq(k) 1 -TIT, - 
An ideal application for ANNs is in the field of nonlinear 
system identification [ 101. Virtually any discrete-time 
nonlinear system may be represented by the Nonlinear 
AutoRegressive Moving Average with exogenous inputs 
(NARMAX) model [ 111, which represents a system in terms 
of its delayed inputs and outputs. The NARMAX model has 
the general form: 
y(k+l) = f(r<k>, ... ,yp-dy),14(k), ... ,r4(k-d,,)) (9)  
where: d,,, dy arc the maximum delays in the input and 
output vectors y y respectively. 
This form of model is ideal for system identification purposes 
because the model is expressed entirely in terms of known 
quantities. 
An ANN may be used to identify the NARMAX model of 
a system by making the arguments of (9) the inputs to the 
ANN and making the output of the ANN be the one-step- 
ahead (predicted) output vector e(k+l) as shown in Fig. 3. 
TDL denotes a tapped delay line whose outputs are delayed 
values of its input. The ANN may then be trained to emulate 
the function A.) in (9) by comparing the predicted output 
vector with the actual output vector at time k+l ,  and using the 
e m r  to update the ANN weights via the error backpropagation 
algorithm. 
Y Y  I  I 
Fig. 3 System identification using A"s 
Iv. CONTROL OF THE STATOR CURRENTS USING A " S  
A. The Electromagnetic Model of the Induction Machine 
The discrcte-time form of the electromagnetic model of the 
induction machine, expressed in stationary two-axis (a$) 
coordinates is well known and is given by [l]: 
where 
@(k)  = 
L m  
c, = TI(aL,,) d = 1-- 
Ll 1 4 2  
L, LIj, L22, Ri, R, are standard induction machine equivalent 
circuit parameters. 
The dynamics of the electromagnetic system (10) are modelled 
as four frrst-order difference equations in terms of the stator 
currents i,, i,, the rotor flux linkages A, hr, the stator 
voltages v, vBa and the rotor speed a,. This model is 
unsuitable for system identification purposes because the flux 
linkages are unobservable. It is, however, possible to 
manipulate these equations into two second-order difference 
equations (the NARMAX model) expressed entirely in terms 
of measurable  quant i t ies  Lab = [ i,, i , ,  I T ,  
- voLB = [ v, vb IT, a,; the derivation of this model is beyond 
the scope of this paper but has the form [12]: 
(1 1) 
spck + 1) = @%).L;B(k - 1 ) , q ( k ) , q ( k  - 1 ) .pck-  1)) 
+ cLap(k) 
The vector functionfi.): RE+ It2 is nonlinear with respect to 
its arguments. Note that Lap(k+l) is a linear function of 
- v@(k); this has important consequences on the control 
method used. 
B. Identification of the Electromagnetic System 
The electromagnetic system may be identified by using an 
ANN to emulate the nonlinear function A.) in (11). The 
number of hidden nodes required to identify A.) was chosen 
heuristically to be 12. Voltages i@(k)  are input to the 
machine and outputs &@(k), o,(k) are measured. The one- 
stepahead predicted current LoLB(k+l) is delayed by one 
sample period and then compared with the measured current 
L@(k) and the error g(k) is used to train the ANN via the 
error backpropagation algorithm in (5)-(8) as well as to update 
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the estimated value of c,. The adjustment of c, is also 
performed using the backpropagation algorithm, that is, c, is 
considered as an additional weight connected to the output 
layer of the ANN. This training procedure continues in a 
recursive (on-line) manner. The characteristics of the voltage 
input during training is particularly important and in this case 
Gaussian noise is used to ensure generality. 
;b 
C. Control of the Stator Currents 
- 
Fig. 5 Training followed by random steps in reference current 
magnitude, phase and frequency * Od-4 *hfAc" I 
The objective of the stator current control system is to force 
&@ to follow a desired stator current vector L*. The 
approach taken in this paper is similar to that used in direct 
Model Reference Adaptive Control (MRAC) [2], where the 
desired output I@ is taken as the output of an 
asymptotically stable reference model. Control action is then 
taken to minimise the difference between A@ and iap. 
This is achieved as follows: 
The desired stator current vector LaB(k+l) is calculated at 
time k. If the nonlinear functionfi.) and parameter c, in (1 1) 
are known, then it follows that the input voltage vab(k) can 
be computed from a knowledge of iJk) and o,(k) as 
la%) = -j$,,p(k ,cp(k - 1 ),y(k),y(k - 1 ),xap(k - 1)) 
(12) 
In practice A.) and c, are unknown, however, these may be 
estimated by a system identification ANN as described in 
section W.B. 
A block diagram of the stator current control scheme is 
shown in Fig. 4. The reference model is chosen as a first- 
order system with a time constant of 0.01 s, and is expressed 
in the synchronously rotating (d,q) reference frames to ensure 
zero controller lag in the stationary (ap) reference frame 
when steady state sinusoidal currents flow in the machine. 
The controller of Fig. 4 is self-commissioning and adaptive in 
nature. Initially, during a commissioning stage, the control 
action v@(k) is disconnected and random voltages are 
injected into the induction machine in order to train the ANN 
to identify A.) in (12). Thereafter the control action is 
switched in and p ( k )  is calculated from (12) (as shown in 
Fig. 4). Training of the ANN, based on the identification 
error, continues throughout operation. This on-line training 
ensures that the ANN always represents A.) accurately and 
that control voltage is always close to optimum, even under 
parameter variations. 
D. Simulation Results 
A computer simulation of the current controlled system in 
Fig. 4 was constructed using the parameters of a 2.2 kW 
induction machine. The controller in Fig. 4 was simulated as 
discrete processes with a sampling time of 1 ms. The results 
of two of the tests are shown below. 
In the fmt test, the weights of the ANN are initially 
randomised and the initial estimate of c, is set to 50% of its 
true value. Gaussian noise is then injected into the induction 
machine for two seconds (2000 training steps), and the ANN 
weights and estimate of c, adjusted. At a time of 2 s, the 
control action is switched in, and the response of the system 
to random steps in k4* and o, is investigated. These random 
steps in the synchronous reference frame correspond to 
random steps of magnitude, phase and frequency in the 
stationary reference frame. Fig. 5 shows the actual and 
desired as currents. After control action is initiated at 
t = 2 s, the actual and desired responses are virtually identical, 
showing the excellent tracking ability of the system. 
The second test (in Fig. 6) also shows the response to 
random steps of magnitude, phase and frequency, but the 
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where 
The mechanical dynamics are described by 
m. 
I 
Fig. 6 Response to random steps in reference current magnhde. phase 
and frtsucncy under step paramctcr variations. 
investigate the adaptive nature of the controller. The actual 
responses show small deviations from desired shortly after 0.5 
seconds, but these deviations rapidly converge to zero. 
The results in Figs. 5 and 6 show that the adaptive current 
control scheme achieves accurate and stable control and is 
robust to parameter changes. Furthermore, the controller has 
been designed with the full nonlinear nature of the induction 
machine in mind. The system in Fig. 4 could therefore be 
used as an autonomous current controller in any induction 
machine drive regardless of the overall control scheme (eg. 
vector control, direct self control). It is more robust than 
many conventional current controllers designed for vector 
control drives, which are designed assuming perfect vector 
control in the first place. If the vector control is poor (out of 
tune) then the performance of the conventional current 
controllers deteriorates, whereas the performance of this 
nonlinear adaptive ANN controller would be unaffected. 
v. CONTROL OF THE ROTOR SPEED USING A " S  
A. The Current-fed Model of the Induction Machine 
If the stator currents are controlled sufficiently rapidly and 
accurately, then the machine may be considered to be fed 
from a current source. For the design of speed controllers it 
is convenient to express the current-fed model in the 
synchronously rotating (d,q) rather than the stationary (a@ 
reference frame since all quantities have direct (and not 
altemating) values. The discretetime form of the current-fed 
model, expressed in d,q coordinates, is well-known and is 
given by: 
The (possibly unknown) load torque &A.) is assumed to 
depend only on q@), which is valid for loads such as pumps 
and fans. For more complex mechanical loads further delayed 
speed terms would have to be included. 
Equations (13) and (14) describe the dynamics of the 
current-fed induction machine. In order to convert these 
equations into equivalent NARMAX form, it is necessary to 
express (14) entirely in terms of inputs L4, so, and output q. 
Algebraically, this is difficult (if not impossible) to achieve, 
although in principle such a NARMAX model does exist. The 
form of the NARMAX model must therefore be inferred. It 
is wise, in this case, to estimate the NARh4AX model for A q  
and not q in (14) in order to incorporate some knowledge of 
the system into the mechanical equation. Since two electrical 
states hdr and A, (which are first-order functions of idrt i,) are 
to be eliminated from (14) it is reasonable to assume that this 
elimination will introduce second-order delay terms, resulting 
in a NARMAX model of the form 
B. Identification of the Current-fed Machine 
The current-fed model of the induction machine may be 
identified by using an ANN to identify the non-linear function 
f,(.): R9 + R in (15) as discussed in section III. An ANN with 
16 hidden nodes is used to identify f,(.). Random steps of 
L4* and o, are input to the current-fed machine and the speed 
a, is measured. The change in speed over one sampling 
period bo, is calculated and compared with that predicted by 
the ANN. The error is used to update the ANN weights via 
the error backpropagation algorithm. 
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Fig. 7 Adaptive speed control of the induction machine using ANNs 
C. Control of the Rotor Speed 
The system in section IV was linear with respect to its 
inputs which enabled a direct adaptive control law to be 
formulated (in (12)). The system in (15) is, however, 
nonlinear with respect to both its inputs and states, and so no 
simple direct control law may be found. For nonlinear 
systems such as this, a system has been proposed [2],[3] 
which uses two A N N s ;  one to identify the system, and one to 
control the system. The ANN identifier (Ni) is first trained to 
identify the system (as in section B above) and then used as 
a channel for the backpropagation of errors to the ANN 
controller (Nc). 
Fig. 7 shows a simplified diagram of the speed controller, 
in which the block labelled "CURRENT CONTROLLED 
INDUCTION MACHINE" represents the system in Fig. 4. 
The controller operates in the synchronously rotating (d,q) 
reference frame at a sampling rate of 5 ms. The d-axis 
current reference ih* is set equal to the magnetising current. 
The q-axis current reference iqsb is set by a conventional speed 
controller with current limit (the current limit is not shown in 
Fig. 7). The slip frequency s a c  is determined by the adaptive 
ANN control scheme which operates as follows: 
The ANN identifier (Ni) operates as an autonomous system 
identifier. as described in section B above. At each time 
step a reference Aor* is calculated as a limited value of the 
speed error. This reference value is then passed through a 
reference model to produce a desired change in speed Amp. 
This value is compared with the actual A q  to produce a 
controller error %. To train Nc it is necessary to know the 
error in the slip frequency so, which caused E ~ ;  ~g is 
obtained by backpropagating E~ through Ni. ANN Nc is then 
trained by backpropagating & through Nc. None of the 
backpropogation processes are shown in Fig. 7 for simplicity. 
D. Simulation Results 
A simulation was constructed of the entire system in Fig. 7, 
with both adaptive speed and current control schemes. The 
following sequence of events occurs in order to "commission" 
the controllers. The current controller is initialised for 2 
seconds as described in section 111 D. Random steps in L&* 
and a,, changing every 0.5 seconds, are then used to train Ni 
over a total time period of 20 seconds. Thereafter, random 
steps in 0,' are used to train the slip controller Nc over a 
further time period of 20 seconds. After this initial 
"commissioning" period of 42 seconds "normal" operation 
commences. ANNs Ni, Nc and the ANN in the current 
control system continue training throughout normal operation. 
Fig. 8 shows the response to a square wave reference spe 
ed a,' of magnitude 200 rad/s (peak-to-peak). Three responses 
are shown; the speed reference (the square wave), the 
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Rg. 8 Rcspoase to a quan wave reference speed 
response of the ANN controlled system (shown as a solid 
line), and the response of a perfectly tuned vector controlled 
system with the same current limit (shown as a dashed line). 
The response of the ANN controlled system improves with 
time as the system learns, and during the last transient it 
actually out performs the perfectly tuned vector control 
system. The ANN achieves this rapid final transient by 
running the machine at greater than rated flux. Of course a 
real machine would saturate at greater than rated flux, 
however saturation has not yet been modelled in this project. 
Nevertheless, the responses are stable and suggest that further 
investigation is worthwhile. 
VI. CONCLUSION 
This paper has proposed the use of artificial neural 
networks to i&ntify and control the induction machine. Two 
systems have been considered, a stator current control system, 
and a rotor speed control system. Both systems arc inherently 
adaptive as well as "self-commissioning". The current 
controller is a completely general nonlinear controller which 
can be used together with any drive algorithm. 
Both systems show good simulated responses and suggest 
that further research in this area would be worthwhile. Future 
work could include: 
a) An investigation into the effect of magnetic saturation on 
the speed control system. 
b) An investigation of the implications of a practical 
implementation. 
c) An evaluation of leaming algorithms which offer superior 
performance to error backpropagation. 
d) An investigation into the use of Radial Basis Function 
(RBF) and recurrent ANNs in place of the feedforward 
sigmoidal ANNs used in this paper. 
e) An attempt at the development of stability laws for ANN 
controlled systems. 
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