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Abstract
3D Compton scattering imaging is an upcoming concept exploiting the scattering of photons
induced by the electronic structure of the object under study. The so-called Compton scatter-
ing rules the collision of particles with electrons and describes their energy loss after scattering.
Although physically relevant, multiple-order scattering was so far not considered and therefore,
only first-order scattering is generally assumed in the literature. The purpose of this work is to
argument why and how a contour reconstruction of the electron density map from scattered mea-
surement composed of first- and second-order scattering is possible (scattering of higher orders is
here neglected). After the development of integral representations for the first- and second-order
scattering, this is achieved by the study of the smoothness properties of associated Fourier integral
operators (FIO). The second-order scattered radiation reveals itself to be structurally smoother
than the radiation of first-order indicating that the contours of the electron density are essentially
encoded within the first-order part. This opens the way to contour-based reconstruction techniques
when using multiple scattered data. Our main results, modeling and reconstruction scheme, are
successfully implemented on synthetic and Monte-Carlo data.
1 Introduction
Computerized Tomography (CT) is a well-established and widely used technique which images an
object by exploiting the properties of penetration of the x-rays. Due to the interactions of the photons
with the atomic structure, the matter resists to the propagation of the photon beam, denoted by its
intensity I(x, θ) at position x and in direction θ, following the stationary transport equation
θ · ∇xI(x, θ) + µE(x)I(x, θ) = 0, x ∈ Ω ⊂ R3
with E the energy of the beam and · the standard inner product. The resistance of the matter is
symbolized by the lineic attenuation coefficient µE(x). Solving this ordinary equation leads to the
well-known Beer-Lambert law
I(x+ tθ, θ) = I(x, θ) exp
(
−
∫ t
0
µE(x+ sθ)ds
)
,
which describes the loss of intensities along the path x to x + tθ. The integral above corresponds to
the so-called X-ray transforms, denoted here R, which maps the attenuation map µE(x) into its line
integrals, i.e. (
ln
I(s, θ)
I(s+ Tθ, θ)
=
)
g(s, θ) = RµE(s, θ) =
∫ T
0
µE(s+ tθ)dt (1)
with s the position of the source and s+ Tθ the position of the detector. The task to recover µE from
the data g(s, θ) can be achieved by various techniques such as the filtered back-projection (FBP) in
two dimensions [28].
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Figure 1: Geometry of Compton scattering: the incident photon energy E0 yields a part of its energy
to an electron and is scattered with an angle ω.
Since the advent of CT, many imaging concepts have emerged and the need in imaging has grown.
One can mention Single Photon Emission CT, Positron Emission Tomography or Cone-Beam CT
for the standard system based on an ionising source. In these configurations, the energy has a very
limited use but the idea of exploiting it in order to enhance the image quality, optimize the acquisition
process or to compensate some limitations (such as limited angle issues) has led to various works
[20, 2, 33, 11, 38, 26, 15, 14].
When one focuses on the physics between the matter and the photons, four types of interactions
are observed: Thomson-Rayleigh scattering, photoelectric absorption, Compton scattering and pair
production. In the classic range of applications of the x-rays or γ-rays i.e. [20, 800] keV, the photo-
electric absorption and the Compton scattering are the dominant phenomena which leads to a model
for the lineic attenuation factor due to Stonestrom et al. [37] which writes
µE(x) = E
−3λPE(x) + σ(E)ne(x) (2)
where λPE is a factor depending on the materials and symbolizing the photoelectric absorption, σ(E)
the total-cross section of the Compton effect at energy E and ne the electron density at x. While the
photoelectric absorption plays an important role in the attenuation of the photon beam, a measured
photon either suffers no interaction (primary radiation) or is scattered (scattered radiation).
The Compton effect stands for the collision of a photon with an electron. The photon transfers
a part of its energy E0 to the electron which suffers a recoil while the photon is scattered of an
(scattering) angle ω with the axis of propagation, see Fig. 1. The energy of the photon after scattering
is expressed by the Compton formula [9],
Eω =
E0
1 + E0mc2 (1− cosω)
, (3)
where mc2 = 511 keV represents the energy of an electron at rest.
The recent development of cameras able to measure accurately the energy of incoming photons
opens the way to an innovative 3D imaging concept, Compton scattering imaging (abbreviated here
by CSI). Although the technology of such detectors has not yet reached the same level of maturity as
the one used in conventional imaging (CT, SPECT, PET), scientists have proposed and studied in the
last decades different bi-dimensional systems, called Compton scattering tomography (CST), see e.g.
[24, 30, 7, 1, 3, 5, 6, 8, 12, 13, 16, 18, 27, 4, 17, 34]. It is also possible to consider interior sources,
for instance via the insertion of radiotracers like in SPECT. Then considering collimated detectors,
it is possible to model the scattered flux through conical Radon transforms, see for instance [29, 32].
However, in this work, we consider only systems with external sources.
In this paper we assume that the source is monochromatic, i.e. it emits photons with same energy
E0. For sufficiently large E0, larger than 80keV in medical applications, the Compton effect represents
a substantial part of the radiation as more than 70% of the emitted radiation is scattered within the
whole body. Therefore, the variation in terms of energy due to the Compton scattering, eq. (3), will
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Figure 2: Left: Illustration of the multiple scattering – the detector d measures photons of energy E
that have not been scattered (primary) as well as scattered at different orders (here 1,2 and 3). Right:
the spectrum of the detector (o) is illustrated via its decomposition in terms of type of scattered data
and depicts the response to a monochromatic source due to the Compton effect.
produce a polychromatic response to the monochromatic impulse of the source s, see Figure 2. We
decompose the spectrum Spec(E,d, s) measured at a detector d with energy E as follows
Spec(E,d, s) =
∞∑
i=0
gi(E,d, s). (4)
In this equation, g0 represents the primary radiation which crossed the object without being subject
to the Compton effect. It corresponds to the signal measured in CT, eq. (1). The functions gi(d, E)
corresponds to the photons that were measured at d with incoming energy E after i scattering events.
Until now the research was focused on solving the inverse problem g1 = T (ne) with T the operator
modelling the measured first-order scattering. This approach will be very limited in practice as it
neglects a substantial part of the measurement. The purpose of this paper is to propose a strategy
to extract features of the electron density ne from the spectrum in eq. (4). Our main idea arises
from studying the smoothness properties of the operators modeling the scattered radiations at various
orders. It appears that the first scattering encodes the richest information about the contours while
the scattering of higher orders lead to much smoother data. To make our point but also for the sake
of implementation, we focus on the first and second scattering only, which means g1 and g2. The
first- and second-order scattering represents 90-95% of the scattered part of the spectrum, this is why
g3, g4, . . . are treated here as noise. g0 is also discarded as it brings no information related to the energy
even though the primary radiation could be used as rich supplementary information in the future.
The manuscript is organized as follows. In Section 2, we first recall the modeling for g1 based on
a weighted Radon transform along spindle tori given in [35] and develop an integral representation
for g2 in Theorem 2.1. We then validate both representations using a Monte-Carlo simulation for
the acquisition process focusing on the first- and second-order scattering. In Section 3, we focus on
the study of the smoothness properties of g1 and g2. Both integral representations are difficult to
handle due to the non-linearity with respect to the function of interest ne (electron density map of the
object). In order to circumvent this difficulty, we propose to approximate them by linear operators,
namely L1 and L2. Under some assumptions on the geometry of detectors, we could show they are
Fourier integral operators (FIO) of order -1 and − 74 respectively with the corresponding smoothness
properties, see Theorems 3.5 and 3.6. Furthermore, Lemma 3.7 delivers a condition on the detector set
so that the corresponding measurement g1 satisfies the semi-global Bolker condition. Under certain
assumptions, we can describe the smoothness using Sobolev spaces, see Corollaries 3.8 and 3.9. Since
g2 is shown structurally smoother than g1, the singularities of ne are encoded essentially in g1, this is
why a contour-based reconstruction strategy is possible and proposed in Section 4 following on from the
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results in [35]. This approach has the advantage to get reconstructions of the contours without prior
information about g2 or even its modelling. The study of g2 derived in this paper is thus important to
understand how to deal with the full spectrum but its modelling does not need to be explicitely taken
into account in practice. The global approach is validated by synthetical and Monte-Carlo simulations.
1.1 Recalls on Fourier integral operators
The theory of Fourier integral operators (FIO) is a very powerful tool which allows for instance to
characterize the smoothness properties of an FIO. For modalities involving Compton scattering, some
cases were already studied in 2D [39] and 3D [41] using microlocal analysis, however neglecting the
weight functions and multiple scattering which are crucial in practice.
For a vector x = (x1, x2, . . . , xn), we consider the following notations for the derivatives,
∂xf =
n∑
i=1
∂f
∂xi
dxi, ∇xf =
(
∂f
∂x1
,
∂f
∂x2
, . . . ,
∂f
∂xn
)
.
We recall relevant results from [22] and from [19] focusing on the parametrization we consider in this
work.
Definition 1.1 ([22]). Let R×Θ ⊂ Rm, dim(Θ) = m− 1 and Ω ⊂ Rn be open subsets. A real valued
function Φ ∈ C∞(R×Θ× Ω× R \ {0}) under the form
Φ(p, θ,x, σ) = σ(p− φ(x, θ))
with φ a given level-set function, is called a phase function if
• Φ is positive homogeneous of degree 1 in σ, i.e. Φ(p, θ,x, rσ) = rΦ(p, θ,x, σ) for all r > 0.
• (∂p,θΦ, ∂σΦ) and (∂xΦ, ∂σΦ) do not vanish for all (p, θ,x, σ) ∈ R×Θ× Ω× R \ {0}.
• Φ is nondegenerate, i.e. ∂p,θ,x(∂σΦ) 6= 0 on the zero-set
ΣΦ = {(p, θ,x, σ) ∈ R×Θ× Ω× R \ {0} | ∂σΦ = 0}.
An amplitude a(·) ∈ C∞(R×Θ×Ω×R) is of order s if it satisfies: For every compact set K ⊂ R×Θ×Ω
and for every index %, ρ and multi-index ζ, γ, there is a constant C such that∣∣∣∣ ∂%∂σ% ∂|ζ|∂xζ ∂ρ∂pρ ∂|γ|∂θγ a(p, θ,x, σ)
∣∣∣∣ ≤ C(1 + |σ|)s−% ∀ (p, θ,x) ∈ K and ∀ σ ∈ R. (5)
The operator F defined as
Fu(y) =
∫
eiΦ(p,θ,x,σ)a(p, θ,x, σ)u(x)dxdσ
is then called Fourier integral operator of order s − n+m−24 and we note F ∈ Is−
n+m−2
4 (R × Θ,Ω).
Also, the canonical relation for F is defined by
CF := {(p, θ, ∂p,θΦ(p, θ,x, σ),x,−∂xΦ(p, θ,x, σ) | (p, θ,x, σ) ∈ ΣΦ)} .
We now provide some results of FIO in the Sobolev spaces.
Definition 1.2 (Sobolev spaces). Let Ω be an open subset of Rn. The set Hνc (Ω) is the set of all
distributions u with compact support in Ω such that the norm
‖u‖2ν =
∫
ξ∈Rn
|uˆ(ξ)|2(1 + ‖ξ‖2)νdξ,
with ‖ · ‖ the euclidean norm, is finite with uˆ the n-dimensional Fourier transform. The set Hνloc(Ω)
is the set of all distributions u supported in Ω such that χu ∈ Hνc (Ω) for all C∞-smooth functions χ
with compact support in Ω.
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Theorem 1.3 ([19]). Let F be a FIO of order k and assume the natural projection ΠL : CF → R×Θ
is an immersion, i.e. with injective derivative. Then,
F : Hνc (Ω)→ Hν−kloc (R×Θ)
is continuous.
Theorem 1.4 ([19]). Let be F a FIO with phase Φ. The natural projection ΠL : CF → R×Θ is an
immersion if
det(∇xφ, ∂θ1∇xφ, . . . , ∂θn−1∇xφ) 6= 0 ∀(x, θ) ∈ Ω×Θ.
We also need the following property from integral geometry throughout the article.
Theorem 1.5 ([31]). Denoting by δ the Dirac delta distribution, it holds∫
Ω
‖∇xγ(x)‖δ(γ(x))f(x)dx =
∫
γ−1(0)
f(x)dpi(x)
with γ : Rn → R a continuously differentiable function with non-vanishing gradient, γ−1(0) the (n−1)-
dimensional surface defined by γ(x) = 0 and pi(x) the corresponding measure.
2 On modeling the spectrum
In this section, we provide integral representations for the spectrum Spec(d, E). As said above, we
focus on g1 and g2 while we treat g3, g4, . . . as noise η, i.e.
Spec(E,d, s) = (g1 + g2 + η)(E,d, s).
The first-order scattered radiation g1 was already studied in the literature, see [35]. The next subsection
summarizes the modeling of g1 by a toric Radon transform.
2.1 First-order scattering and toric Radon transforms
We consider a photon beam traveling fromm to n. The interactions of the photon beam with the matter
leads its intensity to reduce exponentionally due to the resistance of the matter to the propagation of
light, the attenuation factor or Beer-Lambert law, and proportionally to the square of the travelled
distance, the photometric dispersion. This latter comes from the propagation of photons not on straight
lines but within solid angles with vertex being the emission or scattering point, see also Figure 1. To
represent these two physical factors, we define the following mapping of the attenuation map µE
AE(m,n) := ‖n−m‖−2 exp
(
−‖n−m‖
∫ 1
0
µE (m+ t(n−m)) dt
)
.
Using this notation and considering an ionising source s with energy E0 and photon beam intensity
I0, the variation of the number of photons Nc scattered at x and detected at d with energy Eω, see
[10], can be expressed as
dNc(x,d, s) =
I0r
2
e
4
P (ω)AE0(s,x)AEω (x,d)ne(x)dx, (6)
where P (ω) stands for the Klein-Nishina probability [21], and re is the classical radius of an electron.
This formula describes the evolution of the first scattered radiation which is detected at a given energy
and at a given detector position.
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Figure 3: Geometric representation of the torus T(ω, s,d) oriented by v = d − s and scaled by the
scattering angle ω with ^(x − s,d − x) = pi − ω for all x ∈ T(ω, s,d). The plain arrows symbolize
illustrations of the flight of a measured scattered photon.
Due to the Compton formula eq. (3), the scattered energy Eω corresponds to a unique scattering
angle ω and thus delivers a specific geometry when focusing on the first scattering. Indeed, all scattering
points x responsible for a detected scattered photon at energy Eω belong to
T(ω,d, s) =
{
x ∈ R3 : ^(x− s,d− x) = pi − ω}
with ^(·, ·) the angle between two vectors. As depicted by Figure 3, this set corresponds to a part
of a spindle torus, see [42]. More precisely, T(ω,d, s) denotes the lemon part of the spindle torus
for ω ∈ [0, pi2 ] and to its apple part for ω ∈ [pi2 , pi]. Assuming now d to be a point detector and
integrating over Ω := dom(ne) the equation (6), one obtains an integral representation of the detected
first scattered radiation, i.e.
g1(Eω,d, s) = Nc(Eω,d, s) ∝
∫
x∈T(ω,d,s)
AE0(s,x)AEω (x,d)ne(x)dx.
As proven in [35], the quantities Nc(s,d, Eω) can be interpreted as a weighted toric Radon trans-
form. Using the properties of integration of the dirac distribution given in Theorem 1.5, it follows that
the first scattering radiation, g1(Eω,d, s), can be modelled after suited change of variables by
T (ne)(p,d, s) :=
∫
Ω
‖∇xφ(x,d, s)‖ w1(ne)(x,d, s) ne(x) δ(p− φ(x,d, s)) dx (7)
with w1(ne) = AE0 ·AEω , p = cotω, where cot : (0, pi) 7→ R and the characteristic function given by
φ(x,d, s) =
κ(x,d, s)− ρ(x,d, s)√
1− κ2(x,d, s) (8)
where
κ(x,d, s) =
(x− s)
‖x− s‖ ·
(d− s)
‖d− s‖ and ρ(x,d, s) =
‖x− s‖
‖d− s‖ . (9)
6
In the following, we will write κ(x) and ρ(x) instead for the sake of simplicity.
Remark: Depending on the resolution of the detector, the spectrum can be parametrized either by
the energy Eω, the scattering angle ω or p = cotω. These three parameters are analytically equivalent
on the considered range of energy, (E0, Epi), as they are related by diffeomorphisms with non-vanishing
derivatives. For the study of the operator T we chose the parameter p over the energy or scattering
angle without loss of generality and for the sake of a simpler phase φ.
2.2 Modeling the second order scattered radiation
We derive now an integral representation of the second-order scattered radiation, noted g2. The
higher-orders are difficult to handle but we expect a similar approach for the orders larger than 2, see
Conjecture 3.10.
The derivation of the second scattering will use the modelling of the first scattering seen above. In
this case, a measured photon is scattered twice instead of once before being detected. We denote by x
and y the first and second scattering points respectively and by ω1 and ω2 the first and second scattering
angles respectively. The keyidea is to interpret each first scattering point x as a new polychromatic
source regarding the following second scattering points.
Let us consider a detector d and a detected energy E. Due to the Compton formula, the scattering
angles must satisfy
cosω1 + cosω2 = 2−mc2
(
1
E
− 1
E0
)
=: λ(E) ∈ (0, 2). (10)
The boundaries 0 and 2 are here excluded since they correspond to the degenerated cases - primary
(ω1 = ω2 = 0) and backscattered (ω1 = pi and ω2 = 0) radiation - of the torus. In consequence, the
second scattering angle can be expressed as a function of the first one:
ω2(ω1) = arccos (λ(E)− cosω1) .
The first angle ω1 means that a photon arriving at x with energy E0 is scattered by an angle ω1 and
has afterwards an energy Eω1 . Such photons belong then to the cone of aperture ω1, vertex x and
direction x− s, i.e. to the cone
C(ω1,x, s) :=
{
y ∈ R3 : ψ(y,x, s) = cosω1
}
with characteristic function
ψ(y,x, s) =
y − x
‖y − x‖ ·
x− s
‖x− s‖ . (11)
ψ leads to a standard representation of the cone, i.e.
C(ω1,x, s) =
x+ tcosω1R1
 sinω1 cosϕsinω1 sinϕ
cosω1
 : t ∈ R+, ϕ ∈ [0, 2pi)

with R1 the rotation matrix which maps d−x‖d−x‖ onto
x−s
‖x−s‖ . Such a matrix can be computed using the
Rodrigues formula.
The second angle w2 means that a photon arriving at y with energy Eω1 is scattered by an angle
ω2 and is afterwards detected at d with an energy E. As seen in the previous section, such photons
belong to the torus with fixed points x and d, T(ω2,x,d), such that
cotω2(ω1) = φ(y,d,x)
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Figure 4: Geometry of the second-order scattering: a first scattering point M becomes a new source
regarding the next scattering event and emits photons with energy Eω1 along corresponding cones
C(ω1,x). Beside the next scattering event occurs with an angle ω2 leading to a scattering site N
belonging to the corresponding spindle torus T(ω2,x,d). Thence, N belongs to the intersection between
the cone and the spindle torus.
with φ defined in eq. (8). A parametric representation of the spindle torus is given in [35] and writes
T(ω2,d,x) =
x+ ‖d− x‖ sin(ω2 − α)sinω2 R2
sinα cosβsinα sinβ
cosα
 : α ∈ [0, ω2], β ∈ [0, 2pi)
 (12)
with R2 the rotation matrix which maps ez = (0, 0, 1)T onto d−x‖d−x‖ . Regarding the vertex x, the torus
corresponds to a simple unit vector multiplied by the radius
r(ω2, α) = ‖d− x‖
(
cosα−
√
1− cos2 α
tanω2
)
.
Since the new source x emits photons with various energies in the corresponding cone, the Compton
formula and the relationship ω2(ω1) implies that a photon detected at d with energy E and scattered
at x with angle ω1 must belong to the intersection
y ∈ T(ω2(ω1),d,x) ∩ C(ω1,x, s).
This intersection and the principle described above is depicted in Figure 4.
We want to provide an explicit characterization of the intersection. Therefore, to simplify the
analysis, we consider the torus to be oriented in the direction ez, which is achieved by applying the
matrix R−12 . In this setting, cosα corresponds to the third component of the normalized vector. Since
we are interested in the intersection of the cone and of the torus, one gets
cosα = R1(3, 1) sinω1 cosϕ+R1(3, 2) sinω1 sinϕ+R1(3, 3) cosω1 =: z∩
with R1(3, ·) the third row of the rotation matrix R1. Using the parametrisation of the cone, one gets
for the intersection, the following radius
r∩ := ‖d− x‖
(
z∩ −
√
1− z2∩
tanω2
)
(13)
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and thus
y∩ = x+ r∩ R2R1
 sinω1 cosϕsinω1 sinϕ
cosω1
 if r∩ > 0. (14)
Since the torus is oriented (x to d), we can discard the intersection between the cone and the opposite
torus which corresponds to negative radii in order to fit the physics. In practice, we can ignore them
since they lead to detected energies outside the considered range. Also, the case r∩ = 0 is discarded
as it would correspond to two successive scattering occuring at the exact same location. We have now
the tools to give an integral representation of g2.
Theorem 2.1. Considering an electron density function ne(x) with compact support Ω, a monochro-
matic source s with energy E0 as well as a detector d both located outside Ω. Then, the number of
detected photons scattered twice arriving with an energy E are given by
g2(E,d, s) = S(ne)(E,d, s) =
∫
Ω
∫ 2pi
0
∫ pi
0
w2(y∩,x;ω1, ϕ,d, s)ne(x)ne(y∩)dS∩(ω1, ϕ)dx (15)
with the physical factors symbolized by
w2(y∩,x;ω1, ϕ,d, s) = AE0(s,x)AEω1 (x,y∩)AEω2 (y∩,d)
and the differential form of the intersection given by
dS∩(ω1, ϕ) = r∩
√
sin2 ω1(r2∩ + (∂ω1r∩)
2
) + (∂ϕr∩)
2
dω1dϕ
in which y∩ and r∩ are described in eqs (14) and (13).
Proof. The derivation starting from an extension of eq. (6) along with the computation of the differ-
ential element along the intersection of the torus and the cone is given in the Appendix.
This Theorem delivers an integral representation for the second scattering in any architecture for
the displacement of the source and detectors.
In order to express the second-order scattered data g2 using a Dirac delta function, one needs to
find the corresponding characteristic function of the intersection between the cone and the spindle
torus. The latter is delivered by our condition on the scattering angles and the energy derived from
the Compton formula eq. (10). Considering the characteristic functions from eqs. (8) and (11), eq.
(10) yields
ψ(y,x, s) + cos
(
cot−1 φ(y,x,d)
)
= λ(E) = Ψ(y,x,d, s) (16)
with cot−1 : R 7→ (0, pi). Finally, using Theorem 1.5 and the appropriate change of variable λ instead
of E, g2, defined in Theorem 2.1, yields
S(ne)(λ,d, s) =
∫
Ω
∫
Ω\{x}
W2(ne)(x,y,d, s)ne(x)ne(y)δ(λ−Ψ(y,x,d, s))dydx (17)
with W2(ne) = ‖∇x,yΨ‖w2(ne). The case x = y is discarded as a source cannot be a new scattering
point (it was the case s = x for the first scattering).
The integral representations for g1 and g2 are now validated and compared to Monte-Carlo simu-
lations.
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Figure 5: Scanning geometry considered here: the source is fixed and a set of detectors are located on
a sphere. The position of the source (here north pole) is not important as long as it remains outside
the object.
2.3 Comparisons with Monte-Carlo simulations
The modellings of g1 and g2 have the advantage to be suited for any displacement/position of the
detectors, represented by D. We can then apply the approach for various architectures of 3D CSI.
For instance, with the source and one detector drawing diameters of a given sphere [40], or fixing the
source and considering many detectors along a cylinder or a sphere. Here we chose the latter case
which provides a modality rotation-free and no limited angle issues for the measurement, see Figure 5.
A cross-section of the scanner is depicted in Figure 6. The monochromatic source, emitting at
E0 = 662 keV, is fixed and located under the object while the detectors are located on a sphere (the
half-circle on the slice) of diameter equal to 40 cm. Each detector is a disk of 2mm of radius. The
volume to reconstruct is represented by a cube in the middle of 10x10x10cm3. We consider that the
source has emitted 1011 photons; a sufficient amount in order to limitate the Poisson noise in the
Monte-Carlo data. The electron density map is scaled on the value of water, i.e. 3.23 ·1023 electrons
per cm−3, noted nw.
We compare our model of the spectrum for first- and second-order scattering with ground truth
data obtained by Monte-Carlo simulation. To view the response of the different operators, we consider
the well-known point spread function. Since we want to validate the modeling of the second scattering,
we have to consider two points (small spheres each of radius 2mm). Figure 6 displays the different
results for one arc of detectors (the complete dataset is obtained for detectors along the complete
sphere). Analytic data (middle column) are compared with ground truth data (right column). The
first row shows the part of the first-scattering within the spectrum, g1, the second row the part of
the second scattering g2, and the third row the spectrum g1 + g2 (neglecting higher-order scattering).
The analytic spectrum and the different parts match with the realistic spectrum, in particular the
singularitues. One can observe some variations in the intensities which arise from the discretization
of the modeling. In particular, for the Monte-Carlo simulations, the detector is no more a point but
a disk of size 4mm and the detection of the energy is made on a range of energy E ±∆E and not a
single value E. Here ∆E is set 0.25 keV. Combined together, it means we do not integrate over spindle
torus (or over the intersection with the cone for g2) but over a strip around the spindle torus. Also,
the computation of g2 as an integral over manifolds of dimension 5 (the intersection between torus
and cylinder for each potential first-scattering points) is numerically difficult to handle. However, the
analytical modeling is revealed to appropriately model the spectrum as shown by the reconstructions
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Figure 6: Illustration of the point spread function for the first-order scattered radiation g1 and the
second-order scattering radiation g2. The sketch on the left depicts the configuration: a monochro-
matic source is fixed and the detectors are located on a half-circle. Our volume (the cube in the center)
consists of two points with intensities nw and 2nw. The figures in the middle correspond to an implen-
tation of the integral representation of the data while the ones on the right gives the corresponding
Monte-Carlo data.
in Section 4.
Since the model for the second-order scattering, S, makes intervene a second integral over Ω
(indeed all points of Ω are sources for the second scattering event), it is expected that g2 should
be smoother than g1. In the next section, we justify and quantify this statement using the theory
of FIO. Furthermore, the obtained results on the forward operators show that the modeling of g2
does not matter in practice since the extraction of the contours developed in Section 4 focuses on
the singularities carried essentially by g1 and by the same way circumvent the impact of the rest of
the spectrum such as g2. The explicit representation for the operator S is thus never used by the
algorithm.
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3 Smoothness properties of the spectrum
While it is difficult in practice to describe accurately physical variables as continuous functions, they
are usually assumed to be piecewise continuous L2 functions. However, (ii) requires the electron density
ne, more generally the attenuation map µE , to be a C∞(Ω) function. On the other hand, solving ill-
posed inverse problems of type Au = v with operator A : L2(Ω)→ L2(R×Θ) requires a regularization
step that can be seen, at least for linear problems, as finding a reconstruction kernel kγ such that
uγ = 〈u, eγ〉 = 〈v, kγ〉
with eγ a suited mollifier, see [25]. If eγ is a C∞-mollifier (for instance the Gaussian function), then
the set of regularized solutions uγ will be C∞ functions which approximate the exact solution u. Built
on this observation, our strategy is to interpret the spectral data T (ne) and S(ne) as pointwise ap-
proximations of Fourier integral operators which can be studied. These FIO are constructed from T
and S by splitting the dependency on ne between the weight functions w1, w2 and the integrand itself
which is achieved by considering a function f ∈ L2(Ω) such that ne = 〈f, eγ〉 with eγ an appropriate
C∞-mollifier.
Defining by
L1(f, ne)(p,d, s) =
∫
Ω
W1(ne)(x,d, s) f(x) δ(p− φ(x,d, s)) dx (18)
with W1(ne) = ‖∇xφ‖w1(ne), see eq. (7), one gets an operator which is linear in terms of f and such
that L1(ne, ne) = T (ne). Furthermore, the operator
L2(f, ne)(λ,d, s) =
∫
Ω
∫
Ω\{x}
W2(ne)(x,y,d, s)f(x)f(y)δ(λ−Ψ(y,x,d, s))dydx (19)
is linear w.r.t. the six-dimensional f(x)f(y) and satisfies L2(ne, ne) = S(ne) given in eq. (17).
The approximations of T and S by L1 and L2 are justified by Theorems 3.3 and 3.4. These two
theorems require the following Lemmas.
Lemma 3.1. Let s and d be fixed. Then, for every x ∈ R3 \{s+ t(d− s), t ∈ R}, there exists a unique
ω such that x ∈ T(ω, s,d). In other words, the spindle tori T(ω, s,d) with ω ∈ (0, pi) are one-to-one
with R3 \ {s+ t(d− s), t ∈ R}.
Proof. See Appendix.
Lemma 3.2. Let s, x and d be fixed. Then, for every y ∈ R3 \ {x + t(d − x), t ∈ R}, there exists a
unique ω1 such that y ∈ T(ω2(ω1),d,x) ∩ C(ω1,x, s).
Proof. Using the definition of the intersection given in eq. (14), the radius is defined as
r∩ := ‖d− x‖
(
z∩ −
√
1− z2∩
tanω2
,
)
where
cotω2(ω1) =
λ(E)− cosω1√
1− (λ(E)− cosω1)2
.
This latter expression is a bijection with respect to λ(E) with image (0,∞). Therefore, the proof is
analogous to the proof of Lemma 3.1.
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Theorem 3.3. Let f ∈ L2(Ω) with Ω ⊂ R3. Since C∞(Ω) is dense in L2(Ω), there exists a sequence
(fn)n ∈ C∞(Ω) such that fn → f as n→∞. We denote by Td and L1,d the restrictions of T and L1
to one detector d and a given source s. Then, it holds
lim
n→∞ ‖Td(fn)− L1,d(f, fn)‖L2(R) = 0.
Proof. See Appendix.
Theorem 3.4. Let f ∈ L2(Ω) ∩ L∞(Ω) with Ω ⊂ R3. Since C∞(Ω) is dense in L2(Ω), it exists a
sequence (fn)n ∈ C∞(Ω) such that fn → f as n → ∞. We denote by Sd and L2,d the restrictions of
S and L2 to one detector d and a given source s. Then, it holds
lim
n→∞ ‖Sd(fn)− L2,d(f, fn)‖L2(R) = 0.
Proof. Analogous to the proof of Theorem 3.3.
These theorems justify why the mapping T (ne) (resp. S(ne)) can be approximated by L1(f, ne)
(resp. L2(f, ne)) for f ∈ L2(Ω) ∩ L∞(Ω) and ne ∈ C∞(Ω) such that ‖f − ne‖L2(Ω) ≤  1.
In the following, we study L1 and L2 instead of T and S using the theory of Fourier integral
operators.
3.1 FIO and smoothness properties of L1 and L2
We now derive the main results of this section which state the smoothness properties of L1 and L2.
Theorem 3.5. Let ne ∈ C∞(Ω) given with Ω an open subset of R3. Then L1, defined in eq. (18),
belongs to I−1(R × D,Ω) and is thus a Fourier integral operator of order −1 with respect to f when
the source s is fixed.
Proof. Using the Fourier representation of the Dirac distribution, one gets
L1(f, ne)(p,d, s) = 1√
2pi
∫
Ω
∫
R
W1(ne)(x,d, s) f(x) e−iσ(p−φ(x,d,s)) dσdx.
Taking into account that s is fixed and defining the phase
Φ(p,d,x, σ) = σ(p− φ(x,d, s)),
one needs to prove that (∂p,dΦ, ∂σΦ) and (∂xΦ, ∂σΦ) do not vanish for all (p,d,x, σ) ∈ R×D×Ω×R\
{0}, that the phase is non-degenerate and positive homogeneous of degree 1 w.r.t. σ. The homogeneity
is clear. We further obtain
ΣΦ = {(p,d,x, σ) ∈ R× D× Ω× R \ {0} | ∂σΦ = 0}
with
∂σΦ = (p− φ(x,d, s))dσ.
One obtains thus that the phase is nondegenerate since
∂p,d,x(∂σΦ) = dσ(dp− ∂dφ(x,d, s)− ∂xφ(x,d, s)) 6= 0.
Now we need to prove that (∂p,dΦ, ∂σΦ) and (∂xΦ, ∂σΦ) do not vanish for all (p,d,x,y, σ) ∈ R×D×
Ω2 × R \ {0}. For the first case, one has
∂p,dΦ = σ(dp− ∂dφ(x,d, s)).
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Since σ 6= 0, this derivative never vanishes. It remains to show that (∂xΦ, ∂σΦ) does not vanish. A
straightforward calculation gives
∇xφ(x,d, s) = (1−ρ(x)κ(x))‖x−s‖(1−κ2(x)3/2 d−s‖d−s‖
− 1‖x−s‖√1−κ2(x)
(
ρ(x) + κ(x) 1−ρ(x)κ(x)1−κ2(x)
)
x−s
‖x−s‖ . (20)
After some computations, the norm of ∇xφ(x,d, s) can then be written as
‖∇xφ(x,d, s)‖2 = 1− 2 ρ(x)κ(x) + ρ
2(x)
(1− κ2(x))2‖x− s‖2 .
The numerator has only complex roots and thus never cancels out while κ(x) = 1 corresponds to the
degenerate case of the torus which is excluded (primary radiation). In consequence, (∂xΦ, ∂σΦ) is
never zero and L1 is a FIO.
Regarding the symbol, the definition of L1 in eq. (18) leads to the symbol
W1(ne)(x,d, s) = ‖∇xφ(x,d, s)‖AE0(s,x) ·AEω (x,d).
The phase φ is a smooth function with non-vanishing derivatives and since ne is assumed to be C∞
smooth and compactly supported, its integrals along the traveling paths, s → x → d, are also C∞.
The symbol is similar to the one of the attenuated Radon transforms, see [23]. Therefore, the symbol
of L1 satisfies eq. (5) and is of order 0. Hence, following on from Theorem 1.3, L1(·, ne) is thus a FIO
of order
m =
1
2
− 3 + 3
4
= −1.
We now give the equivalent property for the second-order and its approximation the operator L2.
Theorem 3.6. Let the source s be fixed and ne ∈ C∞(Ω) given with Ω an open subset of R3. Then,
L2, defined in eq. (19), belongs to I− 74 (R× D,Ω2) with
Ω2 = {(x,y) ∈ Ω× Ω | y /∈ N(x)} ,
where N(x) denoting a neighborhood around x. L2 is thus a FIO of order − 74 with respect to f .
Remark: The construction of Ω2 is not constraining in practice as two successive scattering events
cannot occur at the same location.
Proof. By analogy with L1, and since s is fixed, one can define the phase
Υ(λ,d,y,x, σ) = σ(λ−Ψ(y,x,d, s)),
and one needs to prove that (∂λ,dΥ, ∂σΥ) and (∂y,xΥ, ∂σΥ) do not vanish for all (λ,d,x,y, σ) ∈
(0, 2)×D×Ω2×R \{0}, that the phase is non-degenerate and positive homogeneous of degree 1 w.r.t.
σ. The homogeneity is clear. We further obtain
ΣΥ = {(λ,d,y,x, σ) ∈ (0, 2)× D× Ω× Ω× R \ {0} | ∂σΥ = 0}
with
∂σΥ = (λ−Ψ(y,x,d, s))dσ.
One obtains thus that the phase is nondegenerate since
∂λ,d,y,x(∂σΦ) = dσ(dp− ∂dΨ(y,x,d, s)− ∂yΨ(y,x,d, s)− ∂xΨ(y,x,d, s)) 6= 0.
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Now we need to prove that (∂λ,dΥ, ∂σΥ) and (∂y,xΥ, ∂σΥ) do not vanish for all (λ,d,x,y, σ) ∈
(0, 2)× D× Ω2 × R \ {0}. For the first case, one has
∂λ,dΥ = σ(dλ− ∂dΨ(y,x,d, s)).
Since σ 6= 0, this derivative never vanishes. It remains to show that (∂y,xΥ, ∂σΥ) does not vanish.
Computing the gradient w.r.t y of both components in eq. (16) gives
∇yψ(y,x, s) = 1‖y − x‖
(
(x− s)
‖x− s‖ −
(
(x− s)
‖x− s‖ ·
(y − x)
‖y − x‖
)
(y − x)
‖y − x‖
)
(21)
and
∇y cos
(
cot−1 φ(y,d,x)
)
=
∇yφ(y,d,x)
(1 + φ(y,d,x)2)3/2
(22)
with
∇yφ(y,d,x) = (1−ρ(y)κ(y))‖y−x‖(1−κ2(y)3/2) d−x‖d−x‖
− 1‖y−x‖√1−κ2(y)
(
ρ(y) + κ(y) 1−ρ(y)κ(y)1−κ2(y)
)
y−x
‖y−x‖ .
After computations, we observe that ∇yΨ · (y − x) leads to
∇yψ(y,x, s) · (y − x) = 0
while
∇y cos
(
cot−1 φ(y,d,x)
) · (y − x) = − ρ(y)√
1− κ2(y) .
This latter component is then never zero if ρ(y) 6= 0 or equivalently when y 6= x which corresponds to
our construction of Ω2. Therefore, (∇yΨ,∇xΨ) 6= 0 and Ψ defines a phase.
To interpret L2 as a FIO, we embed the variable (x,y) into z ∈ Ω2. Taking f¯(z) = f(x)f(y), it
yields
L2(f¯ , ne)(λ,d, s) =
∫
Ω2
W2(ne)(z,d, s)f¯(z)δ(λ− Ψ¯(z,d, s))dz
=
1√
2pi
∫
Ω2
∫
R
W2(ne)(z,d, s)f¯(z)e−iσ(λ−Ψ¯(z,d,s))dσdz
with Ψ¯ the appropriate embedded version of Ψ which inherits its properties of phase.
Regarding the symbol, the definition of L2 in eq. (19) leads to the symbol
W2(ne)(x,y,d, s) = ‖∇x,yΨ(y,x,d, s)‖AE0(s,x) ·AEω1 (x,y) ·AEω2 (y,d).
The phase Ψ¯ is a smooth function with non-vanishing derivatives and since ne is assumed to be C∞
smooth and compactly supported, its integrals along the traveling paths, s→ x→ y→ d, are also C∞.
As for L1, the symbol is similar to the one of the attenuated Radon transforms, see [23]. Therefore,
the symbol of L2 satisfies eq. (5) and is of order 0. Given Theorem 1.3, L2 is a FIO of order
m =
1
2
− 6 + 3
4
= −7
4
which ends the proof.
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It follows that the approximation of the second-order scattering g2, L2, is substantially smoother
than the approximation to the first-order, L1. This result is exploited to extract the contours of f
(L2-approximation of ne) using reconstruction techniques built to solve g1 = T (ne) in Section 4. We
now give more details about the smoothness properties using Sobolev spaces. Theorems 1.3 requires
that the natural projections ΠL1 and ΠL2 are immersions. The property depends on the domain of
definition D and will not be true for random sets of detectors.
In the following Lemma, we provide a condition for D when the source is fixed in order to get that
ΠL1 is an immersion.
Lemma 3.7. Let the source s be fixed and d be written as
d(α, β) = s+ t(α)
 sinα cosβsinα sinβ
cosα
 (α, β) ∈ [0, αmax]× [0, 2pi].
αmax is typically set to pi or pi/2. Let Ω ⊂ R3 be supported strictly inside the convex domain generated
by the surface D such that
(d− s) · (d− x) 6= 0, ∀ (d,x) ∈ D× Ω. (23)
If for all α ∈ [0, αmax] and x ∈ Ω it holds
‖x− s‖ 6= t(α)κ(x) + ∂ακ(x)∂αt(α) with ∂ακ(x) = x− s‖x− s‖ ·
 cosα cosβcosα sinβ
− sinα
 ,
with κ defined in eq. (9), then,
h(x,d) := det(∇xφ, ∂α∇xφ, ∂β∇xφ)(x,d, s) 6= 0, ∀ (x,d) ∈ Ω× D. (24)
Proof. See Appendix
The property
‖x− s‖ 6= t(α)κ(x) + ∂ακ(x)∂αt(α)
is obviously satisfied when t(α) is constant. For, t(α) = cosα, the condition leads, after computations,
to the condition x ∈ D which is excluded.
This condition along with equation (23) delivers an important information on how to build the
scanner and where to locate the object under study. We discuss the consequences in Section 4.
Corollary 3.8. Under the conditions stated in Lemma 3.7, the operator L1 : Hνc (Ω) → Hν+1loc (R×D)
is continuous.
Proof. According to Lemma 3.7, Φ is an immersion and thus L1 has the desired property using Theo-
rems 1.3 and 3.5.
Corollary 3.9. Let the source s be fixed and the vector d ∈ D be written as
d(α, β) = s+ t(α)
 sinα cosβsinα sinβ
cosα
 (α, β) ∈ [0, αmax]× [0, 2pi].
Let Ω be supported strictly inside the convex domain generated by the detector surface such that
(i) (d− x) · (y − x) 6= 0,
(ii) ‖y − x‖ 6= ‖d− x‖κ(y) + ∂ακ(y)∂α‖d− x‖
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(iii)
∇x,yψ /∈ span(∂α∇x,yφ, ∂β∇x,yφ)− 1
(1 + φ2)3/2
∇x,yφ (25)
for all (x,y,d) ∈ Ω2 × D
then L2 : Hνc (Ω2)→ Hν+7/4loc (R× D) is continuous. If (iii) is not satisfied,
then L2 : Hνc (Ω2)→ Hν+5/4loc (R× D) is continuous.
Proof. We need to prove that the matrix (∇x,yΨ, ∂α∇x,yΨ, ∂β∇x,yΨ) is full-rank, i.e. is of rank 3 if
(i) and (ii) are satisfied, see Lemma 3.7. Due to the definition of the phase Ψ, we observe that the
upper part of this matrix satisfies
(∇xΨ, ∂α∇xΨ, ∂β∇xΨ) = (∇xψ, 0, 0) + 1
(1 + φ2)3/2
(∇xφ, ∂α∇xφ, ∂β∇xφ).
We know that (∇xφ, ∂α∇xφ, ∂β∇xφ) is full rank. Therefore, the matrix (∇x,yΨ, ∂α∇x,yΨ, ∂β∇x,yΨ)
is full rank if and only if equation (25) is satisfied. In this case, ΠL2 : CL2 → R×D is an immersion and
the desired result follows when combining Theorems 1.3 and 3.6. If equation (25) is not satisfied then
the smoothness propertes can drop. Since the vectors (∂α∇x,yφ, ∂β∇x,yφ) are linearly independant,
dim(ker(ΠL2)) = 1 and following from [19] the smoothness properties decreases of a degree
1
2 which
ends the proof.
Conditions (i) and (ii) are satisfied when the object is rather small and close from the center of
D. Therefore, the continuity of L2 here depends essentially on the condition given by eq. (25). The
condition is difficult to verify numerically due to the size of the vectors (these are elements of R6) but
dismisses only a two-dimensional surface within a six-dimensional space. In the worst case ((iii) not
satisfied), L2 remains smoother than L1 but only by an order 14 .
3.2 Overview of the analysis
The model operator T and S describing the measurement process for g1 and g2 can be seen as approx-
imations of the FIO L1 and L2 assuming the sought-for electron density ne is smooth. While L1 is of
order -1, L2 is of order − 74 , at least − 54 , quantifying the degree of integration involved by g1 and g2.
This result indicates that L2 smoothes significantly more than L1 and then that this latter brings a
richer information about the singularities. While the study of the wave-front sets will be the subject of
further research, this motivates the development of reconstruction techniques focused on g1 and using
appropriate differentiation orders in order to discard g2. This is proposed in the following section.
We conclude this section by stating an intuitive conjecture regarding the extension to the whole
spectrum, i.e. to all scattering of higher orders. By analogy to our derivations in Section 2, the
scattering of order k (k > 2) will rely on the relation
k∑
i=1
cosωi = k −mc2
(
1
E
− 1
E0
)
with ωi the ith scattering angle. Unfortunately, the geometry of the scattering events becomes harder to
model or even to implement. However, we expect the principle we developed for the second scattering
to extend to higher orders since each additional scattering will add a new layer of intermediary sources.
This extension is expressed in the following statement.
Conjecture 3.10. When focusing on the Compton scattering, the measured spectrum can be decom-
posed into the different scattered radiation of ith order,
Spec(E,d, s) =
∞∑
i=1
gi(E,d, s)
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Figure 7: Allowed support of the object, Ω, for different positions of the source w.r.t. to the sphere
of detectors, D, here on a slice. The black dots depict the different detectors, the small circle is the
source, while the gray lines represent the conditions in eq. (23).
with gi approximated by the FIO Li(·, ne) of order −(3i+ 1)/4. Intuitively, the more scattering events,
the smoother the corresponding part within the spectrum is.
4 Contour reconstruction and simulation results
Solving the inverse problem
(T + S)(ne) = (g1 + g2 + η) =: Spec,
is very challenging due to the nonlinearity with respect to ne but also the complexity of S, see Section
2. Non-linear iterative techniques such as the Landweber iteration or the Kaczmarz’s method could
provide satisfactory reconstruction of ne but at the cost of a tremendous computation time. Deep
learning techniques could be used but the lack of large dataset prevents any training step. In this
section, we propose to circumvent these two issues by,
• first approximating T (ne) and S(ne) by L1(f, ne) and L2(f, ne) respectively,
• then focusing on the inverse problem to find f from L1(f, ne) = g1 which provides a richer
information than the second-order scattering, approximated by the inverse problem L2(f, ne) =
g2, see Section 3.
This approach will be valid when ne ∈ C∞(Ω) and f ∈ L2(Ω) such that ne stands for an approximation
of f . A first strategy was proposed in [35] for extracting the contours of f from g1 = L1(f, ne) using a
filtered-backprojection-type formula. The results derived in Section 3 suggests that the same approach
could be applied in the more realistic case of multiple scattering. We propose thus to apply on the
spectrum, Spec, approximated by (L1 + L2)(f, ne), the filtered-backprojection type inversion formula
f˜ = B∂2p(Spec) (26)
with ∂2p the second derivative w.r.t the first variable and the backprojection operator
Bg(x) =
∫
D
(W1(npriore )(x;φ(x,d, s),d, s))−1 h(x,d)g(φ(x,d, s),d)dd
in which
h(x,d) =
∣∣∣∣∣∣det
 ∇xφ(x,d, s)∂θ1∇xφ(x,d, s)
∂θ2∇xφ(x,d, s)
∣∣∣∣∣∣
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and npriore stands for a prior knowledge on the electron density ne. Equivalently, the extraction of the
contours of f , noted fc, is then achieved by the formula
f˜c = ∇xB∂2p(Spec). (27)
We note that B corresponds to the dual operator of L1 with respect to f and on the suited weighted
L2 space. The formula requires that h(x,d) never vanishes. This condition is given by eq. (23) in
Lemma 3.7. This equation delivers a condition on the support Ω regarding the detector set D. Allowed
Ω for different position of sources are depicted in Figure 7 within the sphere D. The choice for the
architecture will constitute a compromise on the type of applications, typically the size of the objects
and the size of the designed scanner. In the simulations, we consider the second case: the source is
slightly shifted from the pole which allows a sufficiently large Ω in the center of the sphere. The fourth
case, source at the center, maximizes the space for the object but since the source must be exterior to
the object, it limitates solid objects to only a quarter of the sphere.
Equation (26) behaves as a FIO of order 1. Since g2 is structurally smoother than g1, it is expected
that f˜ will carry the singularity of order 0 of f up to singularities of lesser orders arising from g2 and
the rest of measurement η. This intuition will be the core of future researches to determine properly
how are encoded and reconstructed the singularities of f .
Following on from [35], eq. (26) requires the weight w1 = W1(ne) (and thus the electron density
ne) to be known to recover accurately the contours of f . To perform the reconstruction, we consider
an approximation of ne as prior information (obtained from previous experiments for instance). The
functions f, ne and npriore used for our simulations are depicted in Figure 8. The analysis of the
reconstruction operator with inexact weights will be performed in future research.
We now provide simulation results for the configuration given in Figure 5 in which the source has
been slightly shifted from the pole as explained above. In the following, we assume that the detector
has a continuous energy resolution. In practice, a fixed energy resolution will alter the accuracy of our
integral representation for the back-scattered photons (ω > pi/2) leading to inconsistent data and thus
limited data artifacts. This aspect constitutes the next step of our future research.
The parameters of the scanner are identical with the ones in Subsection 2.3. The toy object is
a composition of spheres with electron densities {0, 1, 1.5, 2, 3} × nw compactly supported in a cube
of dimension 10x10x10cm3. We implement the measurement under analytical form and Monte-Carlo
simulation as well as the reconstruction technique we propose, see eqs. (26) and (27). The spectrum
and its decomposition are depicted in Figure 9. In order to scan uniformly the objects by the lemon
and apple tori, and since we assume the detectors to measure continuously the spectrum, one can
consider the mapping ω → τ defined by
τ = ‖d− s‖ tan
(ω
2
)
.
This mapping corresponds to sample linearly the distance between the tori and the middle point
s+ 12 (d−s) which describes the size of the apple or lemon tori. Without this property of the detectors,
the back-scattered radiation (ω > pi/2) provides less reliable information and thus limited data issues.
In order to model the statistical nature of the emission and scattering of photons, we consider a
Poisson process. This noise is characteristic for the emission of an ionising source and of scattering. It
is characterized by the Poisson distribution
Pr(x = k) =
%k
k!
e−%
with % the average number of events per interval. Thus, when we consider noisy data, g¯ will be
replaced by g where the values gjk are drawn following the Poisson distribution with % = gjk. For the
simulations, we have considered 0.5 % noise obtained taking I0 to 1011.
The reconstructions are displayed in Figure 10. As anticipated, the application of the filtered
back-projection type algorithm does not provide a satisfactory reconstruction of the object. This is
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Figure 8: Central slices of f, ne and npriore .
essentially due to the physical factors which alter substantially the integral kernel. They produce C∞-
smooth but strong artifacts. By analogy with the attenuated Radon transform [36], the ill-conditioning
of the reconstruction problem should increase exponentially with the intensity of the electron density
which is observed in practice. The values of the electron density considered here as well as the variation
of the physical factors are thus substantially amplified by the reconstruction strategy.
However, the extraction of the contours, Figure 11, enables a better visualization of the features
of the object. Here, we simply take the gradient of the reconstructions from Figure 10 but more
sophisticated techniques could be applied. The second column displays the contours obtained from the
analytical data for g1. In this case, the contours are well-recovered. However, we can observe some
artifacts arising from the variations of the physical factors. These artifacts turn out more prominent
for Monte-Carlo data in the third and fourth columns. These can be explained by the smoothing effect
of the acquisition, giving that the modeling itself is in reality not the torus but a strip around the
torus giving smoother behaviour of the measurement than for the analytical modeling. Thence, the
contours are smoothed making the artifacts more visible. Furthermore, as developed in this paper,
the contours are encoded and preserved by the first-order scattered radiation and can be recovered
even when considering the second-order scattering (fourth column). The key point here is that the
second scattering is smoother than the first scattering. Consequently, the second derivative ∂2p in the
reconstruction scheme, highlights the variations of g1 over g2 and leads to a reconstruction almost
not hindered by the second scattering. We expect the same behaviour for higher-ordered scattered
radiation in the spectrum.
Due to the computation time of the data and of the Monte-Carlo simulations, we restricted the
20
0 20 40 60 80 100 120 140 160 180
0
5
10
15
20
25
30
35
40
α in degree
λ
in
cm
0 20 40 60 80 100 120 140 160 180
0
5
10
15
20
25
30
35
40
α in degree
λ
in
cm
0 20 40 60 80 100 120 140 160 180
0
5
10
15
20
25
30
35
40
α in degree
λ
in
cm
0 20 40 60 80 100 120 140 160 180
0
5
10
15
20
25
30
35
40
α in degree
λ
in
cm
Figure 9: Different parts of the spectrum from the electron density ne depicted in Figure 10. top left:
implementation of the integral representation of g1; top right: corresponding Monte-Carlo data gMC1 ;
bottom left: gMC2 obtained by Monte-Carlo simulation; bottom right: gMC1 + gMC2
sampling of our toy object to 100x100x100 voxels which is small for recovering contours. We expect
sharper reconstructions of the edges and less prominent artifacts for higher resolution of the data.
5 Conclusion
Restricting our study of the measured spectrum to the first- and second-order, we expressed the
measurement of modalities on 3D Compton scattering imaging in terms of integral operators and
approximated it under certain assumptions as Fourier integral operators. The study of these FIO
delivered smoothness properties showing that the second-order scattered radiation provides smoother
than the first-order scattered radiation. In consequence, the edges of the electron density are encoded
essentially in the first-order part of the measured spectrum and can be recovered analytically using
filtered backprojection techniques.
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Figure 10: first column: original electron density; Columns 2 to 4: Reconstruction from g1, gMC1 and
gMC1 + g
MC
2 respectively using the reconstruction formula given in eq. (26). The level of noise in the
Monte-Carlo data was set to 0.5%.
Appendix
Proof of Theorem 2.1
The structure follows on from the physics of Compton scattering. Akin to the first scattering, the
variation of photon scattered twice can be expressed as
d2g2 = I0
(
1
2
re
)4
P (ω1)P (ω2)AE0(s,x)AEω1 (x,y)AEω2 (y,d)ne(x)ne(y)dxdy.
Therefore, ignoring some physical constants and based on our development above, one can integrate
to get the theoretical number of photons detected at d with energy E after two scattering events,
g2(E,d, s) =
∫
Ω
∫
T(ω2(ω1),x,d)∩C(ω1,x)
AE0(s,x)AEω1 (x,y)AEω2 (y,d)ne(x)ne(y)dydx.
This intersection is characterized by eqs. (14) and (13). We still have to compute the differential form
along the intersection and thus
‖∂ω1y∩ ∧ ∂ϕy∩‖
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Figure 11: Corresponding gradients to the reconstructions in Figure 10 using eq. (27).
for x,d, s given. First, one can compute
∂ϕy∩ = R2R1
r∩
 − sinω1 sinϕsinω1 cosϕ
0
+ ∂ϕr∩
 sinω1 cosϕsinω1 sinϕ
cosω1

and
∂ω1y∩ = R2R1
r∩
 cosω1 cosϕcosω1 sinϕ
− sinω1
+ ∂ω1r∩
 sinω1 cosϕsinω1 sinϕ
cosω1
 .
This leads to
∂ϕy∩ ∧ ∂ω1y∩ = R2R1
r2∩
 sin2 ω1 cosϕsin2 ω1 sinϕ
cosω1 sinω1
+ r∩∂ϕr∩
 sinϕ− cosϕ
0

+ r∩∂ω1r∩
 − cosω1 sinω1 cosϕ− cosω1 sinω1 sinϕ
sin2 ω1
 .
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Since the rotation matrices do not change the norm, they can be ignored in the computation of the
norm. After some computations, one gets
‖∂ω1y∩ ∧ ∂ϕy∩‖ = r∩
√
sin2 ω1(r2∩ + (∂ω1r∩)
2
) + (∂ϕr∩))
2
where
∂ω1r∩ = (z∩)ω1
(
1 + cotω2
z∩√
1− z2∩
)
− sinω1
sin3 ω2
√
1− z2∩
∂ϕr∩ = (z∩)ϕ
(
1 + cotω2
z∩√
1− z2∩
)
in which
(z∩)ω1 = R1(3, 1) cosω1 cosϕ+R1(3, 2) cosω1 sinϕ−R1(3, 3) sinω1
(z∩)ϕ = R1(3, 2) sinω1 cosϕ−R1(3, 1) sinω1 sinϕ.
This ends the proof.
Proof of Lemma 3.1
First, we discard the degenerate case of the spindle torus which occurs when ω = 0 (there is no
scattering event, only primary radiation) and corresponds to the line {s+ t(d− s), t ∈ R}.
The parameter representation of the spindle torus is given by
T(ω,d, s) =
x = s+ ‖d− s‖ sin(ω − α)sinω R2
sinα cosβsinα sinβ
cosα
 : α ∈ [0, ω], β ∈ [0, 2pi)

with p = cotω and R2 the rotation matrix which maps ez = (0, 0, 1)T into d−s‖d−s‖ . For s and d fixed,
it is clear that
R2
sinα cosβsinα sinβ
cosα

is one-to-one with the unit sphere. This is why each x ∈ R3 corresponds to only one pair (α, β). Now,
since sin(ω−α)sinω is defined for ω > α, the norm of the vector x− s is a bijective function on ω.
Therefore, the spindle torus parametrized by (ω, α, β) is one-to-one with R3 \ {s+ t(d− s), t ∈ R}.
Proof of Theorem 3.3
From [35], we know that given a spherical parametrization x(p, η1, η2) of the torus (lemon or apple
part) for p,d, s fixed
T (ne)(p,d, s) =
∫ 2pi
0
∫ ω
0
w1(x(p, η1, η2), p,d, s)ne(x(p, η1, η2))J(p, η1, η2)dη1dη2
with p = cotω and J the appropriate Jacobian given in [35]. Using the Cauchy-Schwarz inequality,
one gets
|T (fn)(p,d, s)− L1(f, fn)(p,d, s)|2
≤ ∫ 2pi
0
∫ ω
0
(w1(x(p, η1, η2), p,d, s))
2χΩ(η1, η2)J(p, η1, η2)dη1dη2
· ∫ 2pi
0
∫ ω
0
|fn(x(p, η1, η2))− f(x(p, η1, η2))|2J(p, η1, η2)dη1dη2
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in which χΩ stands for a smooth cut-off well-defined since f, ne are compactly supported in Ω an open
subset of R3. Taking now the L2 norm yields
‖T (fn)− L1(f, fn)‖L2 ≤ c
∫
R
∫ 2pi
0
∫ ω
0
|fn(x(p, η1, η2))− f(x(p, η1, η2))|2J(p, η1, η2)dη1dη2dp
with
c =
∫
R
∫ 2pi
0
∫ ω
0
(w1(x(p, η1, η2), p,d, s))
2χΩ(η1, η2)J(p, η1, η2)dη1dη2dp
which is well-defined as the integrand is a compactly supported smooth function. Due to Lemma 3.1
and since the discarded line passing through s and d is negligible regarding the Lebesgue measure, one
can finally apply the mapping (p, η1, η2) 7→ y and gets
‖T (fn)− L1(f, fn)‖2L2 ≤ c
∫
Ω
|f(y)− fn(y)|2dy = c ‖f − fn‖2L2 .
Taking the limit n→∞ ends the proof.
Proof of Lemma 3.7
We start from
φ(x,d, s) =
κ(x)− ρ(x)√
1− κ2(x) with κ(x) =
x− s
‖x− s‖ ·
d− s
‖d− s‖ , ρ(x) =
‖x− s‖
‖d− s‖
and
∇xφ(x,d, s) = (1− ρ(x)κ(x))‖x− s‖(1− κ2(x))3/2
d− s
‖d− s‖
− 1‖x− s‖√1− κ2(x)
(
ρ(x) + κ(x)
1− ρ(x)κ(x)
1− κ2(x)
)
x− s
‖x− s‖ .
In order to use the invariances of κ(x), we consider a rotation Rx which maps x−s‖x−s‖ to (0, 0, 1)
T . After
this rotation, we get for x fixed
x− s =
 00
r
 and d− s = t(θ(α¯, β¯))
 sin α¯ cos β¯sin α¯ sin β¯
cos α¯

in which α¯ and β¯ stands for the elevation and azimuth angles of d− s in the new system of spherical
coordinates oriented by x. Since x is fixed, we omitted their dependency with respect to x. θ(α¯, β¯)
expresses the elevation angle of d − s regarding x − s in the new system of coordinates oriented by
x− s and parametrized by α¯ and β¯.
For x given and after the rotation Rx, the phase and its gradient simplify to
φ¯(α¯, β¯) =
cos(α¯)− r/t(θ(α¯, β¯))
sin α¯
and φ¯x(α¯, β¯) =
1
t sin2 α¯
 (cos α¯− tr ) cos β¯(cos α¯− tr ) sin β¯
sin α¯
 .
We must now compute the derivative of φ¯x(α¯, β¯) regarding α¯ and β¯. After some computations, one
gets
∂α¯φ¯x(α¯, β¯) =
1
t sin3 α¯
 [− 2t cos α¯r + 1 + cos2 α¯+ tα¯t cos α¯ sin α¯] cos β¯[− 2t cos α¯r + 1 + cos2 α¯+ tα¯t cos α¯ sin α¯] sin β¯
cos α¯ sin α¯+ tα¯t sin
2 α¯

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and
∂β¯φ¯x(α¯, β¯) =
1
t sin2 α¯
( t
r
− cos α¯
) − sin β¯cos β¯
0
+ tβ¯
t
 cos α¯ cos β¯cos α¯ sin β¯
sin α¯
 .
Finally, defining the determinant of the Jacobian matrix after rotation Rx and for x given by
h¯(α¯, β¯) := det(φ¯x, ∂α¯φ¯x, ∂β¯φ¯x)(α¯, β¯), for (α¯, β¯) ∈ [0, pi]× [0, 2pi],
it yields
h¯(α¯, β¯) =
r cos α¯− t
t3 sin6 α¯
(r + tα¯ sin α¯− t cos α¯).
In the computations, the part with tβ¯ cancels out. Since the rotation Rx does not change the linear
independence of {∇xφ, ∂α∇xφ, ∂β∇xφ}, h(x,d) vanishes thus only if
1. r cos α¯ = t which corresponds to the condition in eq. (23), or
2. tα¯ sin α¯ = t cos α¯− r which is our condition on D. Indeed α¯ = arccos(κ(x)) thus tα¯ becomes after
the rotation R−1x becomes
− ∂ακ(x)√
1− κ2(x)∂αt(α).
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