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Abstract
Empirical risk minimization is the main tool
for prediction problems, but its extension to
relational data remains unsolved. We solve
this problem using recent ideas from graph
sampling theory to (i) define an empirical risk
for relational data and (ii) obtain stochas-
tic gradients for this empirical risk that are
automatically unbiased. This is achieved by
considering the method by which data is sam-
pled from a graph as an explicit component
of model design. By integrating fast imple-
mentations of graph sampling schemes with
standard automatic differentiation tools, we
provide an efficient turnkey solver for the risk
minimization problem. We establish basic
theoretical properties of the procedure. Fi-
nally, we demonstrate relational ERM with
application to two non-standard problems:
one-stage training for semi-supervised node
classification, and learning embedding vectors
for vertex attributes. Experiments confirm
that the turnkey inference procedure is effec-
tive in practice, and that the sampling scheme
used for model specification has a strong effect
on model performance. Code is available at
github.com/wooden-spoon/relational-ERM.
1 Introduction
Relational data is data that can be represented as
a graph, possibly annotated with additional informa-
tion. An example is the link graph of a social network,
annotated by user profiles. We consider prediction
problems for such data. For example, how to predict
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the preferences of a user of a social network using both
the preferences and profiles of other users, and the
network itself? In the classical case of i.i.d. sequence
data—where the observed data does not include link
structure—the data decomposes into individual exam-
ples. Prediction methods for such data typically rely
on this decomposition, e.g., predicting a user’s prefer-
ences from only the profile of the user, ignoring the
network structure. Relational data, however, does not
decompose; e.g., because of the link structure, a so-
cial network can not be decomposed into individual
users. Accordingly, classical methods do not generally
apply to relational data, and new methods cannot be
developed with the same ease as for i.i.d. sequence data.
With i.i.d. sequence data, prediction problems are typ-
ically solved with models fit by empirical risk mini-
mization (ERM) [24, 25, 22]. We give an (unusual)
presentation of ERM that anticipates the relational
case. The observed data is a set Sn = {X1, . . . , Xn}
that decomposes into examplesXi = (Xi, Yi). The task
is to choose a predictor pi that completes X by estimat-
ing missing information Y , e.g., a class label. An ERM
model is defined by two parts: (i) a hypothesis class
{piθ|θ ∈ T } from which pi is chosen, and (ii) a loss func-
tion L where L(x¯; θ) ∈ R+ measures the reconstruction
error of predictor piθ on example x¯. The empirical risk
is the expected loss on an example randomly selected
from the dataset:
Rˆ(θ,Sn) := EX∼F(Sn)[L(X; θ)|Sn], (1)
where F(Sn) is the empirical distribution.2 The ERM
dogma is to select the predictor piθˆn given by θˆn =
argminθ Rˆ(θ,Sn). That is, the objective function that
defines learning is the empirical risk.
ERM has two useful properties. (1) It provides a prin-
cipled framework for defining new machine learning
methods. In particular, when examples are generated
i.i.d., model-agnostic results guarantee that ERM mod-
els cohere as more data is collected (e.g., in the sense
2The empirical risk is more often equivalently written
as Rˆ(θ, Sn) = 1n
∑
i≤n L(Xi; θ).
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Relational ERM
of statistical convergence) [22]. (2) For differentiable
models, mini-batch stochastic gradient descent (SGD)
can efficiently solve the minimization problem (albeit,
approximately). The ease of SGD comes from the defi-
nition of the empirical risk as the expectation over a
randomly subsampled example: the gradient of the loss
on a randomly subsampled example is an unbiased es-
timate of the gradient of the empirical risk. Combined
with automatic differentiation, this provides a turnkey
approach to fitting machine-learning models.
Returning to relational data, the observed data is now
a graph Gn of size n (e.g., the number of vertices
or edges). The graph is possibly annotated, e.g., by
vertex labels. We further consider Gn as an incomplete
version of Gn. For example, Gn may censor labels of
the vertices or some of the edges from Gn. In relational
learning, the task is to find a predictor pi that completes
Gn by estimating the missing information. Typically,
pi is chosen from a parameterized family {piθ|θ ∈ T } to
minimize an objective function On(θ,Gn). Unlike the
empirical risk, the objective On is not built from a loss
on individual examples; On must be specified for the
entire observed graph.
In relational learning, there is not yet a framework that
has properties (1) and (2) of ERM. The challenge is
that relational data does not decompose into individ-
ual examples. Regarding (1), theory is elusive because
the i.i.d. sequence assumption is meaningless for rela-
tional data. This makes it difficult to reason about
what happens as more data is collected. Regarding (2),
mini-batch SGD is not generally applicable even for
differentiable models. SGD requires unbiased estimates
of the full gradient. For a random subgraph Gk of
Gn, the stochastic gradient ∇θOk(piθ(Gk), Gk) is not
generally unbiased. In particular, the bias depends on
the choice of random sampling scheme used to select
the subgraph. Circumventing these two issues requires
either careful design of the objective function used for
learning [e.g., 19, 8, 3, 29, 9], or model-specific deriva-
tion and analysis. For example, graph convolutional
networks [11, 12, 21, 23] use full batch gradients, and
scaling training requires custom derivation of stochastic
gradients [4].
This paper introduces relational ERM, a generalization
of ERM to relational data. Relational ERM provides a
recipe for machine learning with relational data that
preserves the two important properties of ERM:
1. It provides a simple way to define (task-specific)
relational learning methods, and
2. For differentiable models, relational ERM min-
imization can be efficiently solved in a turnkey
fashion by mini-batch stochastic gradient descent.
Relational ERM mitigates the need for model-specific
analysis and fitting procedures.
Extending turnkey mini-batch SGD to relational data
allows the easy use of autodiff-based machine-learning
frameworks for relational learning. To facilitate this,
we provide fast implementations of a number of graph
subsampling algorithms, and integration with Tensor-
Flow.3
In Section 2 we define relational ERM models and show
how to automatically calculate unbiased mini-batch
stochastic gradients. In Section 3 we explain connec-
tions to previous work on machine learning for graph
data and we illustrate how to develop task-specific re-
lational ERM models. In Section 4 we review several
randomized algorithms for subsampling graphs. Rela-
tional ERM models require the specification of such
algorithms. In Section 5 we establish theory for rela-
tional ERM models. The main insights are: (i) the i.i.d.
assumption can be replaced by an assumption on how
the data is collected [18, 27, 1, 5], and, (ii) the choice of
randomized sampling algorithm is necessarily viewed as
a model component. In Section 6, we study relational
ERM empirically by implementing the models of Sec-
tion 3. We observe that the turnkey mini-batch SGD
procedure succeeds in efficiently fitting the models, and
that the choice of graph subsampling algorithm has a
large effect in practice.
2 Relational ERM and SGD
Our aim is to define relational ERM in analogy with
classical ERM. The fundamental challenge is that re-
lational data does not decompose into individual ex-
amples. Classical ERM uses the empirical distribution
to define the objective function Eq. (1). There is no
canonical analogue of the empirical distribution for
relational data.
The first insight is that the empirical distribution may
be viewed as a randomized algorithm for subsampling
the dataset. The required analogue is then a random-
ized algorithm for subsampling a graph. In the i.i.d.
setting, uniform subsampling is almost always used.
However, there are many possible ways to sample from
a graph. We review a number of possibilities in Sec-
tion 4. For example, the sampling algorithm might
draw a subgraph induced by sampling k vertices at
random, or the subgraph induced by a random walk
of length k. The challenge is that there is no a pri-
ori criterion for deciding which sampling algorithm is
“best.”
Our approach is to give up and declare victory: we
define the required analogue as a component of model
3github.com/wooden-spoon/relational-ERM
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design. We require the analyst to choose a randomized
sampling algorithm Sample, where Sample(Gn, k) is a
random subgraph of size k. The choice of Sample de-
fines a notion of “example.” This allows us to complete
the analogy to classical ERM.
A relational ERM model is defined by three ingredients:
1. A sampling routine Sample.
2. A predictor class {piθ|θ ∈ T } with parameter θ.
3. A loss function L, where L(Gk; θ) measures the
reconstruction quality of piθ on example Gk.
The objective function is defined in analogy with the
empirical risk Eq. (1). The relational empirical risk is:
Rˆk(pi,Gn) := EGk=Sample(Gn,k)[L(Gk; θ) | Gn]. (2)
Relational empirical risk minimization selects a predic-
tor pˆi that minimizes the relational empirical risk,
pˆi := piθˆn where θˆn := argmin
θ
Rˆk(piθ, Gn) . (3)
Stochastic gradient descent
A crucial property of relational ERM is that SGD can
be applied to solve the minimization problem Eq. (3)
without any model specific analysis. Define a stochastic
gradient as ∇θL(Sample(Gn, k); θ), the gradient of the
loss computed on a sample of size k drawn with Sample.
Observe that
∇θRˆr(θ,Gn) = ∇θE[L(Sample(Gn, k); θ) | Gn]
= E[∇θL(Sample(Gn, k); θ) | Gn].
That is, the random gradient ∇θL(Sample(Gn, k); θ)
is an unbiased estimator of the gradient of the full
relational empirical risk. If Sample is computationally
efficient, then SGD with this stochastic estimator can
solve the relational ERM.
To specify a relational ERM model in practice, the
practitioner implements the three ingredients in code.
Machine-learning frameworks provide tools to make it
easy to specify a class of predictors and a per-example
loss function, which are ingredients of classical ERM.
Relational ERM additionally requires implementing
Sample and integrating it with a machine-learning
framework. In practice, Sample can be chosen from a
standard library of sampling routines. To that end,
we provide efficient implementations of a number of
routines and integration with an automatic differentia-
tion framework (TensorFlow).4 This gives an effective
“plug-and-play” approach for defining and fitting mod-
els.
4github.com/wooden-spoon/relational-ERM
3 Example Models
We consider several examples of relational ERM models.
We split the parameter into a pair θ = (γ, λ): the global
parameters γ are shared across the entire graph, and
the embedding parameters λ provide low-dimensional
embeddings λv for each vertex v. Informally, global
parameters encode population properties—“people with
different political affiliation are less likely to be friends”—
and the embeddings encode per-vertex information—
“Bob is a radical vegan.”
Graph representation learning
Methods for learning embeddings of vertices are widely
studied; see [10] for a review. Many such methods rely
on decomposing the graph into neighborhoods deter-
mined by (random) walks of fixed size. One example
is Node2Vec [8] (an extension of DeepWalk [19]). The
basic approach is to draw a large collection of simple
random walks, view each of these walks as a “sentence”
where each vertex is a “word”, and learn vertex embed-
dings by applying a standard word embedding method
[16, 15]. To use mini-batch SGD, the objective function
is restricted to a uniform sum over all walks. Unbi-
ased stochastic gradients to be computed by uniformly
sampling walks.
Relational ERM models include graph representation
models of this kind. For example, Node2Vec [8] is
equivalent to a relational ERM model that (i) predicts
graph structure using a predictor parameterized only
by embedding vectors, (ii) uses a cross-entropy loss on
graph structure, and (iii) takes Sample as a random-
walk of fixed length (augmented with randomly sampled
negative examples).
A number of other relational learning methods also
enable SGD by restricting the objective function to a
uniform sum over fixed-size subgraphs [e.g., 8, 3, 29,
9]. Any such model is equivalent to a relational ERM
model that takes Sample as the uniform distribution
over fixed-size subgraphs. But, in general, relational
ERM does not require restricting to sampling schemes
of this kind. Note that “negative-sampling” algorithms—
which are critical in practice—do not uniformly sample
fixed size subgraphs.
The next examples illustrate relational ERM for prob-
lems that are difficult with existing approaches to graph
representation learning.
Semi-supervised node classification
Consider a network Gn where each node i is labeled by
binary features—for example, hyperlinked documents
labeled by subjects, or interacting proteins labeled by
function. The task is to predict the labels of a subset
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of these nodes using the graph structure and the labels
of the remaining nodes.
The model has the following form: Each vertex i is
assigned a k-dimensional embedding vector λi ∈ Rk.
Labels are predicted using a parameterized function
f( • ; γ) : Rk → [0, 1]L that maps the node embed-
dings to the probability of each label. The presence or
absence of edge i, j is predicted based on λTi λj . This
enables learning embeddings for unlabeled vertices. Let
σ denote the sigmoid function; let label lij ∈ {0, 1}
denote whether vertex i has label j; and let q ∈ [0, 1].
The loss on subgraphs Gk ⊂ Gn is:
L(Gk;λ, γ, l) = (4)
q
( ∑
i∈v(Gk)
L∑
j=1
lij log f(λi; γ)j + (1−lij) log(1−f(λi; γ)j)
)
+(1−q)
(
−
∑
i,j∈e(Gk)
log σ(λTj λi)−
∑
i,j∈e¯(Gk)
log(1−σ(λTj λi))
)
.
Here, v, e, and e¯ denote the vertices, edges, and non-
edges of the graph respectively. The loss on edge terms
is cross-entropy, a standard choice in embedding models
[10]. Intuitively, the predictor uses the embeddings
to predict both the vertex labels and the subgraph
structure.
The model is completed by choosing a sampling scheme
Sample. Relational ERM then fits the parameters as
(λˆn, γˆn) = argmin
λ,γ
E[L
(
λ, γ; Sample(Gn, k), l
) | Gn].
We can vary the choice of Sample independent of op-
timization concerns; in Section 6 we observe that this
leads to improved predictive performance.
Older embedding approaches use a two-stage proce-
dure: node embeddings are first pre-trained using the
graph structure, and then used as inputs to a logistic
regression that predicts the labels [e.g., 19, 8]. Yang,
Cohen, and Salakhudinov [29] adapt a random-walk
based method to allow simultaneous training; their
approach requires extensive development, including a
custom (two-stage) variant of SGD. Relational ERM
allows simultaneous learning with no need for model
specific derivation.
Wikipedia category embeddings
We consider Wikipedia articles joined by
hyperlinks. Each article is tagged as a
member of one or more categories—for ex-
ample, “Muscles_of_the_head_and_neck”,
“Japanese_rock_music_groups”, or
“People_from_Worcester.” The task is to learn
embeddings that encode semantic relationships
between the categories.
Let Gn denote the hyperlink graph and let C(i) denote
the categories of article i. Each category c ∈ C is
assigned an embedding γc, and the embedding of each
article (vertex) is taken to be the sum of the embeddings
of its categories, λi :=
∑
c∈C(i) γc. The loss is
L(Gk, C;λ) = (5)
−
∑
i,j∈e(Gk)
log σ(λTj λi) −
∑
i,j∈e¯(Gk)
log(1− σ(λTj λi)) ,
where e and e¯ denote, respectively, the presence and
absence of hyperlinks between articles. Intuitively, the
predictor uses the category embeddings to predict the
hyperlink structure of subgraphs. Relational ERM
chooses the embeddings as
γˆn = argmin
γ
E[L
(
λ(γ); Sample(Gn, k), C
) | Gn] .
We write λ(γ) to emphasize that the article embeddings
are a function of the category embeddings. Category
embeddings obtained with this model are illustrated in
Fig. 1; see Section 6 for details on the experiment.
The point of this example is: relational ERM makes it
easy to implement this non-standard relational learning
model and fit it with mini-batch SGD. The use of mini-
batch SGD is important because the data graph is
large.
Statistical relational learning
Statistical relational learning takes the graph to encode
the dependency structure between the units [17, 6, e.g.].
The idea is to infer a joint probability distribution over
the entire dataset, respecting the dependency structure.
The distribution can then be used to make graph-aware
predictions. There is also work on adapting SGD to
this setting [28]. Despite the similar goals, Relational
ERM does not attempt to infer a distribution; the
precise relationship with statistical relational learning
is not clear.
4 Subsampling algorithms
In classical ERM, sampling uniformly (with or without
replacement) is typically the only choice. In contrast,
there are many ways to sample from a graph. Each
such sampling algorithm Sample leads to a different
notion of empirical risk in (2).
As described above, random walks underlie graph rep-
resentation methods built in analogy with language
models. A simple random walk of length k on a graph
Gn selects vertices v1, . . . , vk by starting at a given ver-
tex v1, and drawing each vertex vi+1 uniformly from the
neighbors of vi. Typically, random-walk based methods
Veitch, Austern, Zhou, Blei, Orbanz
;
Figure 1: Trained Wikipedia category embeddings. Category embeddings are projected into a 2-dimensional
space, with a projection chosen to maximally separate “France” and “United_states” horizontally, and “Math”
and “Food” vertically. Highlighted categories are nearest neighbors of “French_physicists.”
augment the sample by hallucinating additional edges
using a strategy borrowed from the Skipgram model
[16]:
Algorithm 1 (Random walk: Skipgram [19]).
(i) Sample a random walk v1, . . . , vk starting at
a uniformly selected vertex of Gn.
(ii) Report Gk = {(vi, vj) : d(vi, vj) < W}.
The window W is a sampler parameter, and
d(vi, vj) is the number of steps between vi
and vj .
Since relational ERM is indifferent to the connection
with language models, a natural alternative augmenta-
tion strategy is:
Algorithm 2 (Random walk: Induced).
(i) Sample a random walk v1, . . . , vk starting at
a uniformly selected vertex of Gn.
(ii) Report Gk as the edge list of the vertex in-
duced subgraph of the walk.
A simple choice is to sample k vertices uniformly at
random and report Gk as the induced subgraph. Such
an algorithm will not work well in practice since it is not
suitable for sparse graphs. We are typically interested
in the case k  n. If Gn is sparse then such a sample
typically includes few or no edges, and thus carries little
information about Gn. The next algorithm modifies
uniform vertex sampling to fix this pathology. The idea
is to over-sample vertices and retain only those vertices
that participate in at least one edge in the induced
subgraph.
Algorithm 3 (p-sampling [27]).
(i) Select each vertex in Gn independently, with
a fixed probability p ∈ [0, 1].
(ii) Extract the induced subgraph Gk of Gn on
the selected vertices.
(iii) Delete all isolated vertices from Gk, and re-
port the resulting graph.
Another natural sampling scheme is:
Algorithm 4 (Uniform edge sampling).
(i) Select k edges in Gn uniformly and indepen-
dently from the edge set.
(ii) Report the graph Gk consisting of these edges,
and all vertices incident to these edges.
Many other sampling schemes are possible; see Leskovec
and Faloutsos [14] for a discussion of possible options
in a related context.
4.1 Negative sampling
For a pair of vertices in an input graph Gn, a sampling
algorithm can report three types of edge information:
The edge may be observed as present, observed as
absent (a non-edge), or may not be observed. The
algorithms above do not treat edge and non-edge infor-
mation equally: Algorithms 1, 2 and 4 cannot report
non-edges, and the deletion step in Algorithm 3 biases
it towards edges over non-edges. However, the locations
of non-edges can carry significant information.
Negative sampling schemes are “add-on” algorithms
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that are applied to the output of a graph sampling
algorithm and augment it by non-edge information. Let
Gk denote a sample generated by one of the algorithms
above from an input graph Gn.
Algorithm A (Negative sampling: Induced).
(i) Report the subgraph induced by Gk, in the
input graph Gn from which Gk was drawn.
Another method, originating in language modeling [15,
7], is based on the unigram distribution: Define a
probability distribution on the vertex set of Gk by
Pn(v) := Prob{v ∈ Hk}, the probability that v would
occur in a separate, independent sample Hk generated
from Gn by the same algorithm as Gk. For τ > 0, we
define a distribution P τn (v) := (Pn(v))τ/Z(τ), where
Z(τ) is the appropriate normalization.
Algorithm B (Negative sampling: Unigram). For
each vertex v in Gn:
(i) Select k vertices v1, . . . , vk
iid∼ P τn .
(ii) If (v, vj) is a non-edge in Gn, add it to Gn.
The canonical choice in the embeddings literature is
τ = 34 [15].
5 Theory
We now turn to formalizing and establishing theoreti-
cal properties of relational ERM. Particularly, (i) rela-
tional ERM satisfies basic theoretical desiderata, and
(ii) Sample should be viewed as a model component.
We first give the results, and then discuss their inter-
pretation and significance.
When the data is unstructured (i.e., no link structure),
theoretical analysis of ERM relies on the assumption
that the data is generated i.i.d. The i.i.d. assumption
is ill-defined for relational data. Any analysis requires
some analogous assumption for how the data Gn is
generated. Following recent work emphasizing the role
of sampling theory in modeling graph data [18, 27, 1,
5], we model Gn as a random sample drawn from some
large population network. Specifically, we consider a
population graph G with |G| edges, and assume that the
observed sampleGn of size n is generated by p-sampling
from G, with p = n/√|G|. We assume the population
graph is “very large,” in the sense that |G| → ∞. The
distribution of Gn in the “infinite population” case is
well-defined [1].
The analogy with i.i.d. data generation is two-fold:
Foundationally, the i.i.d. assumption is equivalent to
assuming the data is collected by uniform sampling
from some population [20], and p-sampling is a direct
analogue [27, 1, 18]. Pragmatically, both assumptions
strike a balance between being flexible enough to cap-
ture real-world data [2, 26] and simple enough to allow
precise theoretical statements.
We establish results for several choices of Sample(Gn, k).
Edges may be selected by either p-sampling with
p = k/
√
n—note the size of Sample(Gn, k) is free of
n—or by using a simple random walk of length k (Al-
gorithm 1 or Algorithm 2). Negative examples may be
chosen by Algorithm A or Algorithm B.
The main result guarantees that the limiting risk of the
parameter we learn depends only on the population
and the model, and not on idiosyncrasies of the training
data.
Theorem 5.1. Suppose that Gn is collected by p-
sampling as described above, that k ∈ N is fixed, and
that Sample is fixed to a sampling algorithm based on
either p-sampling or random walk sampling as described
above. Suppose further that the loss is bounded and
parameter setting θ¯ = (γ¯, λ¯) satisfies mild technical
conditions given in the appendix. Then there is some
constant cθ¯(Sample, k) ∈ R+ such that
Rˆk(θ¯;Gn)→ cθ¯(Sample, k) (6)
both in probability and in L1 as n → ∞. Moreover,
there is some constant c∗(Sample, k) ∈ R+ such that
min
θ
Rˆk(θ;Gn)→ c∗(Sample, k) (7)
both in probability and in L1, as n→∞.
The limits depend on the choice of Sample (and k),
and usually do not agree between different sampling
schemes.
The result is proved for Sample based on p-sampling in
Appendix C and for random-walk based sampling in
Appendix D.
Classical ERM guarantees usually apply even to the
parameter itself, not just its risk. In the relational set-
ting, the possibly complicated interplay of the learned
embeddings makes such results more difficult. The next
two results build on Theorem 5.1 to establish (partial)
guarantees for the parameter itself.
We establish a convergence result for the global pa-
rameters output by a two-stage procedure where the
embedding vectors are learned first. Such a result is ap-
plicable, for example, when predicting vertex attributes
from embedding vectors that are pre-trained to explain
graph structure. The proof is given in Appendix E.
Theorem 5.2. Suppose the conditions of Theorem 5.1,
and also that the loss function verifies a certain strong
convexity property in γ, given explicitly in the ap-
pendix. Let γ˜n = argminγ minλ Rˆk(γ, λ;Gn). Then
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γ˜n → γ˜∗(Sample, k) in probability for some constant
γ˜∗(Sample, k).
We next establish a stability result showing that col-
lecting additional data does not dramatically change
learned embeddings. The proof is given in Appendix F.
Theorem 5.3. Suppose the conditions of Theorem 5.1,
and also that the loss function is twice differentiable
and the Hessian of the empirical risk is bounded. Let
λˆn+1|n denote the restriction of the embeddings λˆn+1
to the vertices present in Gn. Then λˆn − λˆn+1|n → 0
in probability, as n→∞.
The examples of Section 3 do not satisfy the condi-
tions of the theorem because the cross-entropy loss is
unbounded. However, the models can be trivially modi-
fied to bound the output probabilities away from 0 and
1. In this case, the loss is bounded. Further, for the
logistic regression model used in the experiments the
convexity and Hessian conditions also hold, by direct
computation.
Interpretation and Significance
The properties we establish are minimal desiderata that
one might demand of any sensible learning procedure.
Nevertheless, such results have not been previously
established for relational learning methods. The ob-
struction is the need for a suitable analogue of the i.i.d.
assumption. The demonstration that population sam-
pling can fill this role is itself a main contribution of the
paper. Indeed, the results we establish are weaker than
the analogous guarantees for classical ERM, and main
significance is perhaps the demonstration that such re-
sults can be established at all. This is important both
as a foundational step towards a full theoretical anal-
ysis of relational learning, and because it strengthens
the analogy with classical ERM.
A strength of our arguments is that they are largely ag-
nostic to the particular choice of model, mitigating the
need for model-specific analysis and justification. For
example, our results include random-walk based graph
representation methods as a special case, providing
some post-hoc support for the use of such methods.
The limits in Theorems 5.1 and 5.2 depend on the
choice of Sample. Accordingly, the limiting risk and
learned parameters depend on Sample in the same sense
they depend on the choice of predictor class and the
loss function; i.e., Sample is a model component. This
underscores the need to consider the choice in model
design, either through heuristics—e.g., random-walk
sampling upweights the importance of high degree ver-
tices relative to p-sampling—or by trying several choices
experimentally.
6 Experiments
The practical advantages of using relational ERM to
define new, task-specific, models are: (i) Mini-batch
SGD can be used in a plug-and-play fashion to solve the
optimization problem. This allows inference to scale
to large data. And, (ii) by varying Sample we may
improve model quality. We have used relational ERM
to define novel models in Section 3. The models are
determined by (4) and (5) up to the choice of Sample.
We now study these example models empirically.5 The
main observations are: (i) SGD succeeds in quickly
fitting the models in all cases. And, (ii) the choice of
Sample has a dramatic effect in practice. Additionally,
we observe that the best model for the semi-supervised
node classification task uses p-sampling. p-sampling
has not previously been used in the embedding litera-
ture, and is very different from the random-walk based
schemes that are commonly used.
Node classification problems
We begin with the semi-supervised node classi-
fication task described in Section 3, using the
model Eq. (4) with different choices of Sample.
Blogs Protein
Vertices 10,312 3,890
Edges 333,983 76,584
Label Dim. 39 50
We study the
blog catalog and
protein-protein
interaction data
reported in [8],
summarized by
the table to the
right. We pre-process the data to remove self-edges,
and restrict each network to the largest connected
component. Each vertex in the graph is labeled, and
50% of the labels are censored at training time. The
task is to predict these labels at test time.
Table 1: Average Macro-F1 for Two-Stage Training.
Choice of Sample Alg. # Blogs Protein
rw/skipgram+ns 1+B 0.18 0.16
rw/induced+ind 2+A 0.08 0.08
rw/induced+ns 2+B 0.18 0.16
p-samp+ind. 3+A 0.17 0.14
p-samp+ns 3+B 0.22 0.16
unif. edge+ns 4+B 0.21 0.15
Two-stage training. We first train the model (4)
using no label information to learn the embeddings
(that is, with q = 0). We then fit a logistic regression
to predict vertex features from the trained embeddings.
5Code at github.com/wooden-spoon/relational-ERM
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Table 2: Average Macro-F1 for Simultaneous Training. Columns are labeled by the sampling scheme used to
draw test vertices.
Blog catalog Protein-Protein
Sample Unif. p-samp rw Unif. p-samp rw
rw/skipgram+ns (Alg. 1+B) 0.20 0.26 0.27 0.25 0.32 0.34
p-samp+ns (Alg. 3+B) 0.30 0.34 0.35 0.30 0.37 0.39
Node2Vec (reported) 0.26 - - 0.18 - -
This two stage approach is a standard testing procedure
in the graph embedding literature, e.g. [19, 8]. We use
the same scoring procedure as Node2Vec [8] (average
macro F1 scores), and, where applicable, the same
hyperparameters.
Table 1 shows the effect of varying the sampling scheme
used to train the embeddings. As expected, we observe
that the choice of sampling scheme affects the embed-
dings produced via the learning procedure, and thus
also the outcome of the experiment. We further observe
that sampling non-edges by unigram negative sampling
gives better predictive performance relative to selecting
non-edges from the vertex induced subgraph.
Simultaneous training. Next, we fit the model of
Section 3 with q = 0.001—training the embeddings and
global variables simultaneously. Recall that simultane-
ous training is enabled by the use of relational ERM.
We choose label predictor piγ as logistic regression, and
adapt the label prediction loss to measure the loss only
on vertices in the positive sample.
There is not a unique procedure for creating a test set
for relational data. We report test scores for test-sets
drawn according to several different sampling schemes.
Results are summarized by Table 2. We observe:
• Simultaneous training improves performance.
• p-sampling outperforms the standard rw/skipgram
procedure.
• This persists irrespective of how the test set is se-
lected (i.e., it is not an artifact of the data splitting
procedure).
Note that the average computed with uniform vertex
sampling is the standard scoring procedure used in
the previous table. The last observation is somewhat
surprising: we might have expected a mismatch be-
tween the training and testing objectives to degrade
performance. One possible explanation is that the
random-walk based sampler excessively downweights
low-connectivity vertices, and thus fails to fully exploit
their label information.
Wikipedia Category Embeddings
We consider the task of discovering semantic relations
between Wikipedia categories, as described in Section 3.
This task is not standard; wholly new model is required.
We define a relational ERM model by choosing category
embedding dimension k = 128, the loss function L in
(5), and Sample as 1+B, the skipgram random walk
sampler with unigram negative sampling. The data Gn
is the Wikipedia hyperlink network from [13], consisting
of Wikipedia articles from 2011-09-01 restricted to
articles in categories containing at least 100 articles.
The challenge for this task is that the dataset is rela-
tively large—about 1.8M nodes and 28M edges—and
the model is unusual—embeddings are assigned to ver-
tex attributes instead of the vertices themselves. SGD
converges in about 90 minutes on a desktop computer
equipped with a Nvidia Titan Xp GPU. Fig. 1 on page
5 visualizes example trained embeddings, which clearly
succeed in capturing latent semantic structure.
7 Conclusion
Relational ERM is a generalization of ERM from i.i.d.
data to relational data. The key ideas are introducing
Sample as a component of model design, which defines
an analogue of the empirical distribution, and using
the assumption that the data is sampled from a popu-
lation network as an analogue of the i.i.d. assumption.
Relational ERM models can be fit automatically using
SGD. Accordingly, relational ERM provides an easy
method to specify and fit relational data models.
The results presented here suggest a number of di-
rections for future inquiry. Foremost: what is the
relational analogue of statistical learning theory? The
theory derived in Section 5 establishes initial results.
A more complete treatment may provide statistical
guidelines for model development. Our results hinge
critically on the assumption that the data is collected
by p-sampling; it is natural to ask how other data-
generating mechanisms can be accommodated. Simi-
larly, it is natural to ask for guidelines for the choice
of Sample.
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Proofs of Theoretical Results for Empirical Risk Minimization and
Stochastic Gradient Descent for Relational Data
A Overview of Proofs
The appendix is devoted to proving the theoretical results of the paper. These results are obtained subject to the
assumption that the data is collected by p-sampling. This assumption is natural in the sense that it provides
a reasonable middle ground between a realistic data collection assumption—p-sampling can result in complex
models capturing many important graph phenomena [3, 6, 1]—and mathematical tractability—we are able to
establish precise guarantees.
The appendix is organized as follows. We begin by recalling the connection between p-sampling and graphex
processes in Appendix B.1; this affords a useful explicit representation of the data generating process. In
Appendix B.2, we recall the method of exchangeable pairs, a technical tool required for our convergence proofs.
Next, in Appendix B.3, we collect the necessary notation and definitions. Empirical risk convergence results
for p-sampling are then proved in Appendix C and results for the random-walk in Appendix D. Convergence
results for the global parameters are established in Appendix E. Finally, in Appendix F, we show that learned
embeddings are stable in sense that they are not changed much by collecting a small amount of additional data.
B Preliminaries
B.1 Graphex processes
Recall the setup for the theoretical results: we consider a very large population network Pt with t edges, and we
study the graph-valued stochastic process (Gtn)n∈[0,√t) given by taking each G
t
n to be an n/
√
t-sample from Pt
and requiring these samples to cohere in the obvious way. We idealize the population size as infinite by taking
the limit t→∞. The limiting stochastic process (Gn)n∈R+ is well defined, and is called a graphex process [2].
Graphex processes have a convenient explicit representation in terms of (generalized) graphons [6, 1, 3].
Definition B.1. A graphon is an integrable function W : R2+ → [0, 1].
Remark B.2. This notion of graphon is somewhat more restricted than graphons (or graphexes) considered in full
generality, but it suffices for our purposes and avoids some technical details.
We now describe the generative model for a graphex process with graphon W . Informally, a graph is generated
by (i) sampling a collection of vertices {νi} each with latent features xi, and (ii) randomly connecting each pair
of vertices with probability dependent on the latent features. Let
Π = {ηi}i∈N = {(ν(ηi), x(ηi))}i∈N
be a Poisson (point) process on R+ × R+ with intensity Λ⊗ Λ, where Λ is the Lebesgue measure. Each atom of
the point process is a candidate vertex of the sampled graph; the {νi} are interpreted as (real-valued) labels of
the vertices, and the {xi} as latent features that explain the graph structure. Each pair of points (ηi, ηj) with
i ≤ j is then connected independently according to
1[(ηi, ηj) connected]
ind∼ Bern(W (xi, xj)).
This procedure generates an infinite graph. To produce a finite sample of size n, we restrict to the collection of
edges Γn = {(ηi, ηj) : ηi, ηj ≤ n}. That is, we report the subgraph induced by restricting to vertices with label
less than n, and removing all vertices that do not connect to any edges in the subgraph. This last step is critical;
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in general there are an infinite number of points of the Poisson process such that ηi < n, but only a finite number
of them will connect to any edge in the induced subgraph.
Modeling Gn as collected by p-sampling is essentially equivalent to positing that Gn is the graph structure of
Γn generated by some graphon W . Strictly speaking, the p-sampling model induces a slightly more general
generative model that allows for both isolated edges that never interact with the main graph structure, and
for infinite star structures; see [2]. Throughout the appendix, we ignore this complication and assume that the
dataset graph is generated by some graphon. It is straightforward but notationally cumbersome to extend our
results to p-sampling in full generality.
B.2 Technical Background: Exchangeable Pairs
We will need to bound the deviation of the (normalized) degree of a vertex from its expectation. To that end, we
briefly recall the method of exchangeable pairs; see [4] for details.
Definition B.3. A pair of real random variables (X,X ′) is said to be exchangeable if
(X,X ′) d= (X ′, X).
Let f : R→ R and F : R2 → R be measurable function such that:
E(F (X,X ′)|X) a.s= f(X), and F(X,X′) = −F(X′,X).
Let
v(X) , 1
2
E
((
f(X)− f(X ′))F (X,X ′)∣∣∣X),
and suppose that |v(X)| a.s≤ C for some C ∈ R. Then
∀x > 0, P (|f(X)− E(f(X))| ≥ x) ≤ 2e− x
2
2C .
Further, for all p > 1 and x > 0 it holds that:
P (|f(X)− E(f(X))| > x) ≤ (2p− 1)
p‖v(X)|‖pp
xp
.
B.3 Notation
For convenient reference, we include a glossary of important notation.
First, notation to refer to important graph properties:
• Π = {ηi = (ν(ηi), x(ηi))} is the latent Poisson process that defines the graphex process in Appendix B.1.
The labels are ν and the latent variables are x.
• Πn , Π ∩ [0, n]× R+ is the restriction of the Poisson process to atoms with labels in [0, n].
• To build the graph from the point of process Πn we need to introduce a process of independent uniform
variables. Let
UΠ , (Uηi,ηj )ηi,ηj∈Π
be such that UΠ|Π is an independent process where Uη1,η2 | Π iid∼ Uni(0, 1)
• Γn ⊂ R2+ is the (random) edge set of the graphex process at size n.
• V (Γn) ⊂ R+ is the set of vertices of Γn.
• Γ¯n = {(ηi, ηj) : ηi, ηj ∈ V (Γn) and (ηi, ηj) /∈ Γn} is all pairs of points in Γn that are not connected by an
edge.
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• The number of edges in the graph is En = |Γn|
• The neighbors of η in Γn are
Nn(η) , {η′ : (η, η′) ∈ P1(Γn)}
• For all k, the set of paths of length k in Γn is
Pk(Γn) , {(ηi)i≤k+1 ∈ V (Γn)k+1 : (ηi, ηi+1) ∈ Γn ∀i ≤ k}.
• The degree of ν in Γn is dn(η).
• Asymptotically, the number of edges of a graphex process scales as n2 [1]. Let E ∈ R+ be the proportionality
constant
E , lim
n→∞
En
n2
.
Next, we introduce notation relating to model parameters. Treating the embedding parameters requires some
care. The collection of vertices of the graph is a random quantity, and so the embedding parameters must also be
modeled as random. For graphex processes, this means the embedding parameters depend on the latent Poisson
process used in the generative model. To phrase a theoretical result, it is necessary to assume something about
the structure of the dependence. The choice we make here is: the embedding parameters are taken to be markings
of the Poisson process Π. In words, the embedding parameter of a vertex may depend on the (possibly latent)
properties of that vertex, but the embeddings are independent of everything else.
• The collection of all possible parameters is:
ΩΠθ , {(λη, γ)η∈Π : λη ∈ Ωθ ∀η ∈ Π and γ ∈ Ωγ}.
Note that we attach a copy of the global parameter to each vertex for mathematical convenience.
• For all θ¯ ∈ ΩΠθ , let λ(θ¯) denote the projection on ΩΠλ and let γ(θ¯) denote the projection on Ωγ .
• The following concepts and notations are needed to build a marking of the Poisson process: Let m(·, ·) be a
distributional kernel on R+ × Ωθ. We generate the marks according to a distribution QΠθ on ΩΠθ , conditional
on Π, such that if θ¯|Π ∼ QΠθ then:
– (θ¯η)η∈Π is an independent process
– θ¯η|Π ∼ m(x(η), ·) for all η ∈ Π
• Let Π¯n(θ) , (Πn,U|Πn , θ|n) the augmented object that carries information about both the graph structure
(Πn,U|Πn) and the model parameters θ.
C Basic asymptotics for p-sampling
We begin by establishing the result for p-sampling, with p = k/
√
n and the non-edges chosen by taking the
induced subgraph. This is the simplest case, and is useful for the introduction of ideas and notation. We consider
more general approaches to negative sampling in the next section, where it is treated in tandem with random walk
sampling. The same arguments can be used to extend p-sampling to allow for, e.g., unigram negative sampling
used in our experiments.
For all θ¯ ∈ ΩΠθ , and all Γ′k ⊂ Γ, let L(Γ′k, θ¯) denote the loss on Γ′k where θ¯ is restricted to the embeddings (and
global parameters) associated with Γ′k.
Theorem C.1. Let θ¯ a random variable taking value in ΩΠθ such that θ¯ |Π ∼ QΠθ , for a certain kernel m, then
there is some constant cpsm ∈ R+ such that if ‖L‖∞ <∞ then
Rˆk(Γn, θ¯)→ cpsm
both a.s. and in L1, as n→∞.
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Moreover there is some constant cps∗ ∈ R+ such that
min
θ
Rˆk(Γn, θ)→ cps∗
both a.s. and in L1, as n→∞.
Proof. We will first prove the first statement. Let θ¯|Π ∼ QΠθ , let Γ(θ¯) be the edge set of Π¯(θ¯), and let Γn(θ¯) be
the partially labeled graph obtained from Γ(θ¯) by forgetting all labels in [0, n) (but keeping larger labels and the
embeddings θ). Let Fn(θ¯) be the σ-field generated by Γn(θ¯). The critical observation is
Rˆk(Γn, θ¯) = E[L(Γk, θ¯) | Fn(θ¯)]. (8)
The reason is that choosing a graph by k/n-sampling is equivalent uniformly relabeling the vertices in [0, n) and
restricting to labels less than k; averaging over this random relabeling operation is precisely the expectation on
the righthand side.
By the reverse martingale convergence theorem we get that:
Rˆk(Γn, θ¯)
a.s.,L1−−−−−→ E[L(Γk, θ¯) | F∞(θ¯)],
but as F∞(θ¯) is a trivial sigma-algebra we get the desired result.
We will now prove the second statement. Let Γn be the partially labeled graph obtained from Γ by forgetting all
labels in [0, n) and let Fn be the σ-field generated by Γn. Further, we denote the set of embeddings of the graph
Γm by:
ΩΓ
m
θ , {(λV,γ)V∈Γm : ∀V ∈ V (Γm) λV ∈ Ωλ, γ ∈ Ωγ}.
We are now ready to state the proof. Let m ≤ n, and observe that:
E[ min
θ∈ΩΓnθ
Rˆk(Γn, θ) | Fm] ≤ min
θ∈ΩΓmθ
E[L(Γk, θ) | Fm] (9)
= min
θ∈ΩΓmθ
Rˆk(Γn, θ). (10)
Thus, (minθ∈ΩΓnθ Rˆk(Γn, θ))n∈R+ is a supermartingale with respect to the filtration (Fn)n∈R+ . Moreover, by
assumption, the loss is bounded and thus so also is the empirical risk. Supermartingale convergence then establishes
that minθ∈ΩΓnθ Rˆk(Γn, θ)) converges almost surely and in L1 to some random variable that is measureable with
respect to F∞. The proof is completed by the fact that F∞ is trivial.
D Basic asymptotics for random-walk sampling
In this section we establish the convergence of the relational empirical risk defined by the random walk. The
argument proceeds as follows: We first recast the subsampling algorithm as a random probability measure,
measurable with respect to the dataset graph Γn. Producing a graph according to the sampling algorithm
is the same as drawing a graph according to the random measure. Establishing that the relational empirical
risk converges then amounts to establishing that expectations with respect to this random measure converge;
this is the content of Theorem D.8. To establish this result, we show in Lemma D.6 that sampling from the
random-walk random measure is asymptotically equivalent to a simpler sampling procedure that depends only on
the properties of the graphex process and not on the details of the dataset. We allow for very general negative
sampling distributions in this result; we show that how to specialize to the important case of (a power of) the
unigram distribution in Lemma D.7.
D.1 Random-walk Notation
We begin with a formal description of the subsampling procedure that defines the relational empirical risk. We
will work with random subset of the Poisson process Π; these translate to random subgraphs of Γ in the obvious
way. Namely, if the sampler selects ηi = (νi, xi) in the Poisson process, then it selects ηi in Γ.
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Sampling follows a two stage procedure: we choose a random walk, and then augment this random walk with
additional vertices—this is the negative-sampling step. The following introduces much of the additional notation
we require for this section.
Definition D.1 (Random-walk sampler). Let µn be a (random) probability measure over V (Γn). Let H =
(ηi)i≤M = (ν(ηi), λ(ηi))i≤M be a sequence of vertices sampled according to:
1. (random-walk) η1 ∼ dn(η1)2En and let ηi|ηi−1 ∼ unif(Nn(ηi−1)) for i ∈ (2, . . . , r + 1).
2. (augmentation) ηr+2:M be a sequence of additional vertices sampled from µn independently from each other
and also from (η1, . . . , ηr+1).
Let GH be the vertex induced subgraph of Γn. Let Pn = P(GH ∈ · | Π¯n(θ¯)) be the random probability distribution
over subgraphs induced by this sampling scheme.
With this notation in hand, We rewrite the loss function and the risk in a mathematically convenient form
Definition D.2 (Loss and risk). The loss on a subsample is
L(GH , θ¯) ∈ [0, 1],
where we implicity restrict to the embeddings (and global parameters) associated with vertices in GH . The
empirical risk is
EPn [L(GH , θ¯)|Π¯n(θ¯)].
Remark D.3. Note that the subgraphs produced by the sampling algorithm explicitly include all edges and
non-edges of the graph. However, the loss may (and generally will) depend on only a subset of the pairs. In
this fashion, we allow for the practically necessary division between negative and positive examples. Skipgram
augmentation can be handled with the same strategy.
We impose a technical condition on the distribution that the additional vertices are drawn from. Intuitively, the
condition is that the distribution is not too sensitive to details of the dataset in the large data limit.
Definition D.4 (Augmentation distribution). We say µn is an asymptotically exchangeable augmentation
distribution if is there is a µ such that
• There is a deterministic function f such that µ(η) = f(x(η))
• ‖µn(·)− µ(·)I(·∈Γn)n Zn ‖TV
p−→ 0, where Zn , 1n
∑
η∈Πn µ(η).
Lemma D.7 establishes that the unigram distribution respects these conditions.
D.2 Technical lemmas
We begin with some technical inequalities controlling sums over the latent Poisson process. To interpret the
theorem, note that the degree of a vertex with latent property y is given by fn(y,Π) in the theorem statement.
Lemma D.5. Let (Ux(η))η∈Π be such that (Ux(η))η∈Π|Π is distributed as a process of independent uniforms in
[0, 1] and let
fn(y,Π) ,
∑
η∈Πn
I(Ux(η) ≤W (y, x)),
for all y ∈ R+. Then the following hold:
1. ∀y ∈ R+ such that W (y, ·) ≥ n−1+ 4 , there are p,K > 0 such that ∀β > 0,
P(
∣∣ fn(y,Π)
nW (y, ·) − 1
∣∣ ≥ β) ≤ K
n3βp
.
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2. ∀p > 0, ∃Kp such that ∀β > 0
P(
∣∣fn(y,Π))
n
−W (y, ·)∣∣ ≥ β) ≤ Kp
npβ2p
and
P(
∣∣ En
n2E − 1
∣∣ ≥ β) ≤ Kp
npβ2p
.
3. ∃K ∈ R+ such that ∀y ∈ R+ such that W (y, ·) ≤ n−1+ 4 then P(fn(Π, y) ≥ n 2 ) ≤ Kn3 .
Proof. We will first write the proof of the first statement, which is harder. We then highlight the differences in
the other cases. We use the Stein exchangeable pair method, recalled in Appendix B.2.
Let F : R2 → R be such that
∀x, y F (x, y) = [x− y].
Let J¯ ∼ unif({0,n− 1}) and let
Π′ = T[J¯,J¯+1],[n,n+1] ·Πν ×Πx,
where T[J¯,J¯+1],[n,n+1] is the permutation of [J¯ , J¯ + 1] and [n, n+ 1] and
T[J¯,J¯+1],[n,n+1] ·Πν ×Πx , {(T[J¯,J¯+1],[n,n+1](ν), x), ∀(ν, x) ∈ Π}
Then we can check the following:
• As Π ∩ [0, n] \ [j¯, j¯ + 1]× R+ = Π′ ∩ [0, n] \ [j¯, j¯ + 1]× R+ we obtain that
E(
fn(y,Π)
W (y, ·) −
fn(y,Π
′)
W (y, ·)
∣∣Πn)
(a)
=
1
nW (y, ·) [
n−1∑
j=0
∑
Πj+1\Πj
I(Ux(η) ≤W (y, x))− E(I(Ux(η) ≤W (y, x)))]
(b)
=
fn(y,Π)
nW (y, ·) − 1
where (a) is obtained by complete independence of Π and where to get (b) we use the fact that (see [6])∑
(ν,x)∈Πj+1\Πj
I(Ux(η) ≤W (y, x)) ∼ Poi(W (y, ·))
• Moreover, we can very similarly see that:∥∥∥ 1
2n
E([
fn(y,Π)
W (y, ·) −
fn(y,Π
′)
W (y, ·) ]
2
∣∣Πn)∥∥∥
p
≤ 1
n2W (y, ·)2
∥∥∥ n−1∑
j=0
[
[
∑
(ν,x)∈Πj+1\Πj
I(Ux(η) ≤W (y, x))]2 + 2W (y, ·)
]∥∥∥
p
≤ 1
n2W (y, ·)2
n−1∑
j=0
∥∥[ ∑
(ν,x)∈Πj+1\Πj
I(Ux(η) ≤W (y, x))]2‖p + 2W (y, ·)
≤ C
nW (y, ·) ,
where C is a constant that does not depend on n or y.
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Therefore using the exchangeable pair method presented earlier and setting p ≥ 12 for all y such that W (y, ·) ≥
n

4−1 we get that there is K,p such that for all  > 0
P (|
∑
(ν,x)∈Πn I(Ux(η) ≤W (y, x))
W (y, ·) − 1| ≥ β) ≤
K
n3βp
,
QED.
For the second statement, instead of fn(y,Π)W (y,·) we are interested in fn(y,Π), which is easier to handle. Indeed, using
the same exchangeable pair (Π,Π′) we get that:
• As Π ∩ [0, n] \ [j¯, j¯ + 1]× R+ = Π′ ∩ [0, n] \ [j¯, j¯ + 1]× R+ we obtain that
E(fn(y,Π)− fn(y,Π′)
∣∣Πn)
=
1
n
fn(y,Π)−W (y, ·).
• Moreover we can very similarly see that:∥∥∥ 1
2n
E([fn(y,Π)− fn(y,Π′)]2
∣∣Πn)∥∥∥
p
≤ 1
n2
n−1∑
j=0
∥∥[ ∑
(ν,x)∈Πj+1\Πj
I(Ux(η) ≤W (y, x))]2‖p + 2W (y, ·)
≤ C
n
,
where C is a constant that does not depend on n or y. Therefore we get the desired result QED.
A very similar roadmap can be followed for En.
The last statement is a simple consequence of the preceding results. Indeed, for all y ∈ R,
P (W (y) ≤ n−1+ 4 , fn(Π, y) ≥ n 2 ) ≤ P (|fn(Π, y)
n
−W (y, ·)| ≥ n− 4 ) ≤
K 3
1+ 
4
n3
.
With this in hand, we establish the asymptotic equivalence of random-walk sampling and a sampling scheme that
does not depend on the details of the dataset. This is the main component of the proof. Recall the notation
introduced in Appendix D.1.
Lemma D.6. Suppose that there is  ∈ (0, 1) such that the graphon W verifies
W (x, ·) = O(x−1−).
Suppose further that the augmented sampling distributions (µn)n satisfy the conditions of Definition D.4. Then,
writing
Pn(H) , I(η1:r+1 ∈ Pr(Πn))
∏M
l=r+2 µn(ηl)
2Nne
∏r
i=2 dn(ηi)
and
P˜n(H) , I(η1:r+1 ∈ Pr(Πn))
∏M
l=r+2 µ(ηl)
2nME∏ri=2W (x(ηi), ·) ,
it holds that
sup
θ¯∈ΩΠθ
∣∣∣EPn(L(GH , θ¯)|Π¯n(θ¯))− EP˜n(L(GH , θ¯)|Π¯n(θ¯))∣∣∣ = op(1).
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Proof. We can first see by the triangle inequality that if we write the following two measures:
P ∗n(H) , I(η1:r+1 ∈ Pr(Πn))
∏M
l=r+2 µ(ηl)
2Nne n
M−(r+1)∏r
i=2 dn(ηi)
and
P˜ ∗n(H) , I(η1:r+1 ∈ Pr(Πn))
∏r
i=2 I(W (x(ηi), ·) ≥ n−1+

4 )
∏M
l=r+2 µ(ηl)
2nME∏ri=2W (x(ηi), ·)
Then ∀β > 0:
P
(
sup
θ¯∈ΩΠθ
∣∣∣EPn(L(GH , θ¯)|Π¯n(θ¯))− EP˜n(L(GH , θ¯)|Π¯n(θ¯))∣∣∣ > β)
≤ P
(
sup
θ¯∈ΩΠθ
∣∣∣EPn(L(GH , θ¯)|Π¯n(θ¯))− EP∗n(L(GH , θ¯)|Π¯n(θ¯))∣∣∣ > β3 )
+ P
(
sup
θ¯∈ΩΠθ
∣∣∣EP∗n(L(GH , θ¯)|Π¯n(θ¯))− EP˜∗n(L(GH , θ¯)|Π¯n(θ¯))∣∣∣ > β3 )
+ P
(
sup
θ¯∈ΩΠθ
∣∣∣EP˜∗n(L(GH , θ¯)|Π¯n(θ¯))− EP˜n(L(GH , θ¯)|Π¯n(θ¯))∣∣∣ > β3 ),
therefore proving that the last terms converge to zero for any β > 0 is sufficient.
First we will prove that
sup
θ¯∈ΩΠθ
∣∣∣EPn(L(GH , θ¯)|Π¯n(θ¯))− EP∗n(L(GH , θ¯)|Π¯n(θ¯))∣∣∣ = op(1).
Indeed, noting that,
P ∗n,i(H) , I(η1:r+1 ∈ Pr(Πn))
∏r+1+i
l=r+2 µ(ηl)
∏M
r+2+i µn(ηl)
2Enni
∏r
i=2 dn(ηi)
,
it holds ∀β > 0 that
P
(
sup
θ¯∈ΩΠθ
∣∣∣EPn(L(GH , θ¯)|Π¯n(θ¯))− EP∗n(L(GH , θ¯)|Π¯n(θ¯))∣∣∣ > β)
(a)
≤
M∑
i=1
P
(
sup
θ¯∈ΩΠθ
∣∣EP∗n,i(L(GH , θ¯))− EP∗n,i−1(L(GH , θ¯))∣∣ > βM )
≤MP (‖µn − µ
nZµ
‖TV > β‖L‖∞
)
.
where (a) using telescopic sum. Therefore we have proven that the first element of the sum goes to 0.
Now we will prove that
sup
θ¯∈ΩΠθ
∣∣∣EP∗n(L(GH , θ¯) | Π¯n(θ¯))− EP˜∗n(L(GH , θ¯)|Π¯n(θ¯))∣∣∣ = op(1).
For this we will want to approximate ndn(Vui ) by
1
W (ui,·) . However for this we need a good bound on P (|
dn(Vui )
nW (ui,·) −
1| ≥ ). But this is possible only if W (ui, ·) is not too small.
Note that for all vertices η ∈ Πn if a path H passes through η at the i-th coordinate, for i ≥ 2, then it means that
there is only dn(ν(η)) possibilities for the i− 1th vertex of the path. Therefore if dn(ν(η)) is small the probability
that our random-walk passes through v, and is not the origin vertex, is asymptotically negligible.
Indeed for all η ∈ Πn such that dn(ν(η)) ≤ n 2 it holds that for k ≥ 2,
P (ηi = η | Π¯n(θ¯)) ≤
∑
η′∈Πn∩Nn(η)
P (ηi−1 = η′, ηi = η | Π¯n(θ¯))
(∗)
≤ n

2
2Nen
,
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where to get (*) we used the stationary property of the random walk.
Therefore we have:
P (min
k≥2
dn(ηk) ≤ n− 2 | Π¯n(θ¯)) ≤
rn

2
∣∣{η ∈ Πn, s.t. 0 < dn(η) ≤ n 2 }∣∣
2Nen
p−→ 0,
But we have that ∀(ηi)i≤r+1 s.t. ∀i,W (x(ηi), ·) ≥ n−1+ 4 ,∣∣∣ 1
2En
∏r
i=2 dn(ηi)
− 1
2nr+1E∏ri=2 W (x(ηi), ·)
∣∣∣
(a)
≤
r∑
i=2
1
2Enni−1
∏r−i
l=2 dn(ηl)
∏r
l=r−i+2 W (x(ηl), ·)
∣∣∣ 1
dn(ηr−i+1)
− 1
nW (x(ηr−i+1), ·)
∣∣∣
+
1
nr−1
∏r
l=2 W (x(ηl), ·)
∣∣∣ 1
2Nne
− 1
2n2E
∣∣∣
≤
r∑
i=2
1
2Enni−1
∏r−i+1
l=2 dn(ηl)
∏r
l=r−i+2 W (x(ηl), ·)
∣∣∣1− dn(ηr−i+1)
nW (x(ηr−i+1), ·)
∣∣∣+ 1
2nr−1Nne
∏r
l=2 W (x(ηl), ·)
∣∣∣1− Nne
n2E
∣∣∣,
where (a) comes from a simple telescopic sum re-writing.
Therefore if
max
i
∣∣∣1− dn(νi)
nW (yi, ·)
∣∣∣, ∣∣∣1− Nne
n2E
∣∣∣ ≤ β
then ∣∣∣ 1
2En
∏r
i=2 dn(ηi)
− 1
2nr+1E∏ri=1 W (x(ηi), ·)
∣∣∣
≤ β[ r∑
i=2
1
2Enni−1
∏r−i+1
l=2 dn(ηl)
∏r
l=r−i+2 W (x(ηl), ·)
+
1
2nr−1Nne
∏r
l=2 W (x(ηl), ·)
]
Now note that for all i, and λ′ ∈ Ω∑
η1:r+1∈Pr(Πn)
∏r
i=2 I(W (x(ηi), ·) ≥ n−1+

4 )
2Enni−1
∏r−i+1
l=2 dn(ηl)
∏r
l=r−i+2 W (x(ηl), ·)
E
(
L(GH , θ¯)|ηr+2:Mn ,Πn
)
(a)
≤
∑
η1:r∈Pr−1(Πn)
dn(ηr)
∏r
i=2 I(W (x(ηi), ·) ≥ n−1+

4 )
2Enni−1
∏r−i+1
l=2 dn(ηl)
∏r
l=r−i+2 W (x(ηl), ·)
E
(
L(GH , θ¯)|ηr+2:Mn ,Πn
)
≤ ‖L‖∞ max
y∈Nnv (Π) s.t. W (y,·)≥n
−1+ 
4
dn(y)
nW (y, ·)
∑
η1:r∈Pr−1(Πn)
∏r
i=2 I(W (x(ηi), ·) ≥ n−1+

4 )
2Enni−1
∏r−i+1
l=2 dn(ηl)
∏r−1
l=r−i+2 W (x(ηl), ·)
where (a) is a simple consequence form the fact that:
card{η ∈ η(Πn, r) s.t. η|1:r = (νi, yi)1:r} = dn(νr)card{η ∈ η(Πn, r− 1) s.t. η|1:r−1 = (νi, yi)1:r−1}.
Therefore, by induction, we can get that for all i∑
η1:r+1∈Pr(Πn)
r∏
i=2
I(W (x(ηi), ·) ≥ n−1+ 4 ) E
(
L(GH , θ¯)|ηr+2:M ,Πn
)
Enni−1
∏r−i+1
l=2 dn(ηl)
∏r
l=r−i+2 W (x(ηl), ·)
≤ r‖L‖∞ max
y∈Nnv (y) s.t. W (y,·)≥n
−1+ 
4
| dn(y)
nW (y, ·) − 1|+ ‖L‖∞.
Therefore if we note
An(β) , { max
y∈Nnv (y) s.t. W (y,·)≥n−1+

4
| dn(y)
nW (y, ·) − 1| ≤ β, |
Nne
n2E − 1| ≤ β}
Then we can see the following:
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• On An(β) we will have that as η1:r+1 ⊥ ηr+2:M using the result that we previously got we have that:
sup
θ¯∈ΩΠθ
∣∣∣EP∗n(L(GH , θ¯)|Π¯n(θ¯))− EP˜∗n(L(GH , θ¯)|Π¯n(θ¯))∣∣∣ ≤ (r + 1)2‖L‖∞β
• And in addition we know that there is K1,K2 <∞ s.t
P (An(β)
c) ≤ P (|N
n
e
n2E − 1| ≥ β) + E
( ∑
η1:r+1∈Pr(Πn)
I(| dn(y)
nW (y, ·) − 1| ≥ β)
)
(a)
≤ P (|N
n
e
n2E − 1| ≥ β) + n
∫
R+
I(W (x, ·) ≥ n−1+ 4 )P (| fn(x,Π)
nW (x, ·) − 1| ≥ β
))
dx
(b)
≤ K1
nβ
+
K2
βpn2
∫
R+
I(W (x, ·) ≥ n−1+ 4 )dx
≤ K1
nβ
+
K2
βpn2
n1−
3
2+2 → 0,
where (a) comes from Slivnyak–Mecke theorem and (b) from Lemma D.5.
Thus, we have successfully proven that
sup
θ¯∈ΩΠ
θ
∣∣∣EP∗n(L(GH , θ¯)|Π¯n(θ¯))− EP˜∗n(L(GH , θ¯)|Π¯n(θ¯))∣∣∣ = op(1)
QED
Now we are going to prove the last part, i.e.
sup
θ¯∈ΩΠθ
∣∣∣EP˜∗n(L(GH , θ¯)|Π¯n(θ¯))− EP˜n(L(GH , θ¯)|Π¯n(θ¯))∣∣∣ = op(1)
For this we can note that that for all i ≥ 2
‖ 1
nr+1
sup
λ′∈ΩΠ
θ
∑
η1:r+1∈Pr(Πn)
I(W (x(ηi), ·) < n−1+ 4 )
2nr+1E∏ri=2 W (x(ηi), ·)E(L(GH , θ¯)|Π¯n(θ¯), ηr+2,M)‖L1
(a)
≤ ‖L‖∞
∫
Rr+1
I(W (x(ηi), ·) < n−1+ 4 )
∏r
j=1 W (xj , xj+1)∏r
j=2 W (xj , ·)
dx1:r+1
(b)
≤ ‖L‖∞
∫
Ri
I(W (x(ηi), ·) < n−1+ 4 )
∏i−1
j=1 W (xj , xj+1)∏i−1
j=2 W (xj , ·)
dx1:i
(c)
≤ ‖L‖∞
∫
R
W (x(ηi), ·)I(W (x(ηi), ·) < n−1+ 4 )dxi n→∞−−−−→ 0,
where to get (a) we used both the fact that L was bounded and the independence of the uniforms; to get (b) we integrated
coordinates r + 1 to i+ 1 and used the following definition:
∀x
∫
W (x′, x)dx′ = W (x, ·).
We similarly got (c) where instead we integrated the coordinates from 1 to i− 1.
Therefore we have successfully proven that
sup
θ¯∈ΩΠ
θ
∣∣∣EP˜∗n(L(GH , θ¯)|Π¯n(θ¯))− EP˜n(L(GH , θ¯)|Π¯n(θ¯))∣∣∣ = op(1)
Hence we have proven the desired results
We now turn to the question of which augmentation distributions will satisfy the conditions of the previous
result. We show that the conditions hold for any distribution defined by a differentiable function of the unigram
distribution; in particular, this covers the unigram distribution to the power of 3/4 that is used to define unigram
negative sampling.
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Lemma D.7. Let η1:r+1 be sampled by a random walk on Gn, and let the random-walk unigram distribution be
defined by
UgΓn(η) = P(∃i ≤ r + 1, s.t. η˜i = η | Π¯n(λ¯)).
Suppose that µn is defined by
µn(η) ∝ UgΓn(η)α,
for a certain α > 0. Then, defining µ by
µ(η) ∝ (r + 1)αW (x, ·)
α
Eα ,
it holds that
‖µn − µ(·)I(· ∈ Πn)
nZn
‖TV p−→ 0
Proof. We will for simplicity prove the result for α = 1, the other cases can be obtained following a similarly,
although the computations are more involved.
First, self-intersections of the walk are asymptotically negligible:∑
η∈Πn
∣∣P (∃i ≤ r + 1, s.t. η˜i = η|Π¯n(λ¯))− r+1∑
i=1
P (η˜i = η|Π¯n(λ¯))
∣∣
(a)
≤
∑
η∈Πn
r+1∑
i=1
P (η˜i = η|Π¯n(λ¯))P (∃j ∈ [i+ 1, r + 1], ηj = η|ηi = η, Π¯n(λ¯)) P,(b)−−−→ 0,
where (b) comes from the dominated convergence theorem and (a) comes from the fact that for all η∣∣∣E(I(∃i ≤ r + 1, s.t. η˜i = η)− r+1∑
i=1
I(η˜i = η)|Π¯n(λ¯)
)∣∣∣
≤
r+1∑
i=1
E
(
I(η˜i = η, ∃j ≥ i s.t. η˜j = η)|Γn
)
Next, the limiting probability that a walk includes η is determined by its limiting relative degree W (x(η),·)2E . To
that end, we write: ∑
η∈Πn
∣∣ r+1∑
i=1
P (η˜i = η|Π¯n(λ¯))− (r + 1)W (x(η), ·)
2nE
∣∣
(a)
≤
∑
η∈Πn
∣∣ (r + 1)dn(η)
2En
− (r + 1)W (x(η), ·)
2nE
∣∣
where (a) comes from the stationarity proprieties of the simple random walk.Then, using Lemma D.5, we see
that: ∑
η∈Πn
∣∣ r+1∑
i=1
P (η˜i = η|Π¯n(λ¯))− (r + 1)W (x(η), ·)
2nE
∣∣ = op(1).
Finally, ∑
η∈Πn
∣∣ (r + 1)W (x(η), ·)
2nE [1−
1∑
η∈Πn
(r+1)W (x(η),·)
2nE
]
∣∣
=
∑
η∈Πn
(r + 1)W (x(η), ·)
2nE − 1
=
∑
η∈Πn
(r + 1)W (x(η), ·)
2nE − P (∃i ≤ r + 1, s.t. η˜i = η|Γn) = op(1).
Relational ERM
D.3 Convergence for random walk sampling
Let θ¯ be a random element of ΩΠθ such that θ¯|Π ∼ QΠθ for a certain kernel m. For brevity, we write
Rˆk(Gn, θ¯) , EPn
(
L(GH , θ¯)|Π¯n(θ¯)
)
.
for all n ∈ R+.
Theorem D.8. There are constants crwm , crw∗ ∈ R+ such that
Rˆk(Gn, θ¯)
p−→ crwm ,
and
min
θ¯∈ΩΠw
Rˆk(Gn, θ¯)
p−→ crw∗ .
And those constants are respectively limn E(Rˆk(Gn, θ¯)) and limn E(minθ¯∈ΩΠw Rˆk(Gn, θ¯))
Proof. Lemma D.6 states that
• EPn
(
L(GH , θ¯)|Π¯n(θ¯)
)− EP˜n(L(GH , θ¯)|Π¯n(θ¯)) = op(1).
• minθ¯∈ΩΠ
θ
EPn
(
L(GH , GH(λ))|Π¯n(θ¯)
)−minθ¯∈ΩΠ
θ
EP˜n
(
L(GH , GH(λ))|Π¯n(θ¯)
)
= op(1).
We will see that EP˜n inherits much of the nice distributional structure of the point process Π. This will be
essential to the proof.
To see this we first define for all integers i ∈ N the restriction of the point process to points η ∈ Π such that
ν(η) ∈ (i, i+ 1],
Π|(i,i+1] := Πi+1 \Πi.
And for all M sequence of integers I = (I1, . . . , IM ) ∈ NM we write the following sequence of M restrictions of Π,
Π|I , (Π|(I1,I1+1], . . . ,Π|(IM ,IM+1]).
This allows us to define the following M-dimensional array X(θ¯) , (XI(θ¯))I∈NM where for all M integers
I = (I1, . . . , IM ) ∈ NM ,
XI(θ¯) ,
∑
η1:M∈Π|I
I(η1:r+1 ∈ Pr(Πn))
∏M
l=r+2 µ(x(ηl))
2E∏ri=2W (x(ηi), ·) L(GH , GH(θ¯)).
This quantity is key as we can write that
EP˜n
(
L(GH , θ¯)|Π¯n(θ¯)
)
=
1
nM
∑
i1:M≤n−1
X θ¯i1:M . (11)
Then using classical results on convergence of exchangeable arrays [5] we obtain that:
EPn
(
L(GH , θ)|Π¯n(θ¯)
) p−→ ∫
RM+
R(x1:M )
∏M
i=r+2 µ(xi)
2E∏ri=2W (xi, ·)dx1:M ,
where
R(x1:M ) = E
(
L(Gx1:M , Gx1:M (θx1:M ))
r∏
i=1
I(Ui ≤W (xi, xi+1))
)
,
and where Gx1:M is the subgraph with vertices having intensities respectively x1, . . . , xm, and ∀i, θxi iid∼ m(xi, ·).
Now let write for all n, Fn the sigma-field of events invariant under joint permutations of the indexes in [1, n]M .
Then we can see that (minθ¯∈ΩΠnθ
1∏M−1
i=0 (n−i)
∑
I∈[|1,n−1|]M XI(θ¯),Fn) is a reverse supermartingale. Indeed
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• minθ¯∈ΩΠnθ
1∏M−1
i=0 (n−i)
∑
I∈[|1,n−1|]M XI(θ¯) is Fn measurable as it is invariant under joint permutations of the
indexes in [1, n]M .
• For all m ≥ n let θˆm ∈ ΩΠθ such that:∑
I∈[|1,m−1|]M
XI(θˆm) = min
θ¯∈ΩΠmθ
∑
I∈[|1,m−1|]M
XI(θ¯)
Then we get
E
(
min
θ¯∈ΩΠnθ
1
nM
∑
I∈[|1,n−1|]M
XI(θ¯)|Fm)
(a)
≤ E
( 1
nM
∑
I∈[|1,n−1|]M
XI(θˆm)|Fm)
(b)
≤ min
θ¯∈ΩΠmθ
1
mM
∑
I∈[|1,m−1|]M
XI(θ¯),
where (a) comes from Jensen and (b) comes from a standard argument in exchangeable arrays.
Therefore we have that:
min
θ¯∈ΩΠθ
1
nM
∑
I∈[|1,n−1|]M
XI(θ¯)− E( min
θ¯∈ΩΠθ
1
nM
∑
I∈[|1,n−1|]M
XI(θ¯))
p−→ 0.
E Convergence of global parameters
We now establish the second main convergence result. This result applies to the two stage procedure where the
embeddings are learned first and the global parameters are then learned with the embeddings fixed. The result is
that the learned global parameters will converge in the ordinary statistical consistency sense.
Our proof of this guarantee requires some technical conditions.
Definition E.1. Suppose that Ωγ is a compact convex set. A loss function L is -strongly convex in γ if for all
γ, γ′ ∈ Ωγ , for all η ∈ [0, 1], and for all θ¯γ , θ¯γ′ , θ¯ηγ′+(1−η)γ such that
1. λ(θ¯γ) = λ(θ¯γ′) = λ(θ¯ηγ′+(1−η)γ), and
2. γ(θ¯γ) = γ, γ(θ¯γ′) = γ′, γ(θ¯(1−η)γ+ηγ′) = (1− η)γ + ηγ′
it holds that
L(GH , θ¯ηγ′+(1−η)γ)
a.s.
< ηL(GH , θ¯γ′) + (1− η)L(GH , θ¯γ)− 1
2
η(1− η)‖γ − γ′‖22.
Definition E.2. A loss function L is uniformly continuous if
lim
γ′→γ
∥∥∥ sup
λ¯∈ΩΠλ
∣∣L(GH , θ¯γ′)− L(GH , θ¯γ)∣∣∥∥∥
L1
= 0.
We write the risk as Rˆk(γ, λ;Gn).
Lemma E.3. Suppose that there is  > 0 such that L is -strongly convex and uniformly continuous in γ, and
that Ωγ is a compact convex set. Let (γˆn)n ∈ ΩNγ be a sequence of elements in Ωγ such that, for all n,
min
λ∈ΩΠλ
Rˆk(γˆn, λ;Gn) = min
γ∈Ωγ
min
λ∈ΩΠλ
Rˆk(γ, λ;Gn).
Relational ERM
Then
γˆn
p−→ γ∗,
where γ∗ = argminγ limn E(minλ∈ΩΠλ Rˆk(γ, λ; Gn))
Remark E.4. This result is valid for both random-walk and p-sampling.
Proof. Let Rˆk(γ;Gn) , minλ∈ΩΠθ Rˆk(γ, λ;Gn).
Theorem D.8 for the random walk sampler and Theorem C.1 for p-sampling give the following for any γ:
Rˆk(γ;Gn)− E(Rˆk(γ;Gn))) p−→ 0.
Let (γˆn)n ∈ ΩNγ be a sequence such that
Rˆk(γˆn;Gn) = min
γ∈Ωγ
Rˆk(γ;Gn).
Since (γˆn)n is a sequence in the compact set Ωγ there is a function φ : N→ N and γ˜ such that γˆφ(n) d−→ γ˜. But as
Ωγ is compact, an easy consequence of the covering lemma gives that:
sup
γ∈Ωγ
∣∣∣Rˆk(γ;Gn)− f(γ)∣∣∣ p−→ 0,
where f : γ → limn E(Rˆk(γ;Gn)). Therefore we have that
|Rˆk(γˆφ(n), Gφ(n))− f(γˆφ(n))| p−→ 0.
But using the expressions Eq. (11) and Eq. (8) derived in the proof of respectively Theorem D.8 and Theorem C.1
and the -strongly convex assumption on L we have that f is continuous and is strictly convex, and hence has a
unique minimizer.
Therefore γ˜ must be deterministic equal to γ∗ , argminγ f(γ). Indeed suppose by contradiction that it is not the
case then there is η > 0 such that
P(Rˆk(γˆφ(s), Gφ(s))− Rˆk(γ∗, Gφ(s)) > η) > η,
which is a contradiction of the definition of (γˆn)n. Therefore we have successfully proven that γ˜ = γ∗.
And we have proved that γˆn
p−→ γ∗.
F Stability of embeddings
Theorem F.1. Suppose the conditions of Theorem 5.1 (i.e., the form of Sample, that Gn is generated by a
graphon process, and that parameter settings are markings of the latent Poisson process). Suppose that the loss
function is twice differentiable and the Hessian of the empirical risk is bounded. Let λˆn+1|n denote the restriction
of the embeddings λˆn+1 to the vertices present in Gn. Then λˆn − λˆn+1|n → 0 in probability, as n→∞.
Proof. For notational simplicity, we consider the case with no global parameters and note that the same proof
works if global parameters are included.
First, by a Taylor expansion about λˆn,
Rˆk(λˆn+1|n;Gn) = Rˆk(λˆn;Gn) + 0 + 1/2(λˆn − λˆn+1|n)THn(λˆn − λˆn+1|n),
where Hn is the Hessian evaluated at an appropriate point. Then, to prove the result it suffices to show that
Rˆk(λˆn+1|n;Gn)− Rˆk(λˆn;Gn) p−→ 0 as n→∞.
Veitch, Austern, Zhou, Blei, Orbanz
To that end, we first show Rˆk(λˆn+1|n;Gn) ≈ Rˆk(λˆn+1;Gn+1). By [1, Prop. 30], En/n2 → E a.s. as n→∞. Then,
the expected number of edges selected by Sample(Gn+1, k) that do not belong to Gn is:
k(1− E[e(Gn)/e(Gn+1) | Gn+1] = o(1) a.s. (12)
We expand Rˆk(λˆn+1;Gn+1) as:
E[L(Sample(Gn+1, k); λˆn+1) | Gn+1] = E[L(Sample(Gn, k); λˆn+1|n) | Gn]P(Sample(Gn+1, k) ⊂ Gn | Gn+1)
+ E[L(Sample(Gn+1, k); λˆn+1) | Gn+1]P(Sample(Gn+1, k) ( Gn | Gn+1).
(13)
By Markov’s inequality and Eq. (12),
P(Sample(Gn+1, k) ( Gn | Gn+1) p−→ 0,
as n→∞. By Theorem 5.1, E[L(Sample(Gn+1, k); λˆn+1) | Gn+1] converges to a constant in probability, so the
second term of Eq. (13) converges to 0 in probability. Hence,
Rˆk(λˆn+1|n;Gn)− Rˆk(λˆn+1;Gn+1) p−→ 0, (14)
as n→∞.
By Theorem 5.1,
Rˆk(λˆn;Gn)− Rˆk(λˆn+1;Gn+1) p−→ 0, (15)
as n→∞. The proof is completed by combining Eqs. (14) and (15).
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