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Posiblemente la aplicación de los méto-
dos Bootstrap suponga uno de los avan-
ces más relevantes de la moderna estadís-
tica (Efron, 1995), a pesar de que los
investigadores educativos de nuestro con-
texto inmediato no los hayan incorpora-
do aún al análisis de datos que realizan en
el curso de sus investigaciones. El método
Bootstrap se enmarca entre los procedi-
mientos de remuestreo, consistentes en
generar un elevado número de muestras
como base para estudiar el comporta-
miento de determinados estadísticos. A
nivel práctico, la actual facilidad para rea-
lizar procedimientos iterativos de manera
informatizada elimina los posibles obstá-
culos que la aplicación de este tipo de
métodos pudiera representar. En el 
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RESUMEN. En este artículo presentamos el método Bootstrap, que desde su for-
malización por Efron (1979) ha llegado a constituirse en el más popular de los
procedimientos de remuestreo. Tras revisar de manera introductoria los funda-
mentos del mismo, analizamos sus posibilidades para la inferencia estadística, y
concretamente para el contraste de hipótesis. La escasez de aplicaciones en el
ámbito de la investigación educativa nos lleva a presentar dos ejemplos de utiliza-
ción que sirven al propósito de ilustrar el procedimiento y valorar este enfoque
frente a los métodos clásicos de la estadística inferencial.
ABSTRACT. In this article we introduce the Bootstrap method, which since its inven-
tion by Efron (1979) has become the most popular of the resampling procedures.
After an initial revision of its foundations, we analyse the possibilities for statistical
inference and more specifically for hypothesis contrast. The lack of applications in
the field of educational research leads us to present two examples of usage, which
serve to both illustrate the procedure and recognise the importance of this appro-
ach compared to the more traditional methods of inferential statistics.
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presente trabajo trataremos de describir
someramente los fundamentos de estos
métodos (para profundizar en los mismos,
pueden consultarse las obras de Efron,
1979, 1982; Hall, 1992; Efron y Tibshirani,
1993; Mooney y Duval, 1993; Shao y Tu,
1995; Davison y Hinkley, 1997; Chernick,
1999) y ejemplificaremos su utilización en
dos situaciones reales de investigación, en




Buena parte de la estadística convencio-
nal se apoya en la suposición de que las
variables estudiadas se distribuyen de
acuerdo con el modelo de la curva nor-
mal. Bajo ese supuesto, o recurriendo a
leyes que permiten salvar la no-normali-
dad poblacional cuando el tamaño de las
muestras es suficientemente grande, es
posible determinar la distribución mues-
tral de diferentes estadísticos que utiliza-
mos en la estimación de parámetros
poblacionales y en el contraste de hipóte-
sis acerca de tales parámetros. 
Por ejemplo, la comprobación de
hipótesis estadísticas acerca del paráme-
tro media se apoya en la suposición de
que la distribución muestral del estadísti-
co media sigue un modelo normal cuan-
do la variable estudiada se distribuye nor-
malmente en la población. Además, de
acuerdo con el teorema del límite central,
la distribución muestral del estadístico
media es normal N (µ,s/√n) cuando el
tamaño muestral sea suficientemente
grande (por acuerdo, de al menos n=30),
incluso cuando no se cumpla la normali-
dad de la población. La distribución
muestral de otros estadísticos sigue tam-
bién modelos conocidos tales como la t
de Student, la distribución F o la distribu-
ción?2 y disponemos de fórmulas para el
cálculo de los parámetros media y error
típico de tales distribuciones. 
Basándonos en los métodos
Bootstrap, la idea de fondo sigue siendo
la de construir un modelo de distribución
para determinados estadísticos a partir de
la información proporcionada por la
muestra, aunque el modo de proceder es
distinto. Como hemos señalado, en los
métodos estadísticos clásicos la base para
hacer inferencias sobre la población se
encuentra en suponer para los estadísti-
cos una distribución muestral teórica,
cuyos parámetros pueden ser estimados a
partir de estadísticos observados en la
muestra. En cambio, los procedimientos
basados en el Bootstrap implican obviar
los supuestos sobre la distribución teóri-
ca que siguen los estadísticos. En su lugar,
la distribución del estadístico se determi-
na simulando un número elevado de
muestras aleatorias construidas directa-
mente a partir de los datos observados. Es
decir, utilizamos la muestra original para
generar a partir de ella nuevas muestras
que sirvan de base para estimar inductiva-
mente la forma de la distribución mues-
tral de los estadísticos, en lugar de partir
de una distribución teórica asumida a
priori.
Este enfoque tiene su antecedente
inmediato en las técnicas de simulación
Monte Carlo, consistentes en extraer un
número elevado de muestras aleatorias
de una población conocida para calcular a
partir de ellas el valor del estadístico cuya
distribución muestral pretende ser esti-
mada (Money, 1997). Sin embargo, en la
práctica no solemos conocer la población
y lo que manejamos es una muestra extra-
ída de ella. El investigador parte de un
conjunto de datos observados, que cons-
tituyen una muestra extraída de la pobla-
ción que pretende estudiar. Cuando las
técnicas Monte Carlo son aplicadas a la
resolución de problemas estadísticos,
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partiendo de datos observados en una
muestra, reciben más apropiadamente la
denominación de «técnicas de remues-
treo». 
Existen diversos procedimientos utili-
zados para generar muestras a partir de
un conjunto de observaciones y construir
una distribución muestral que pueda ser
usada para la estimación de intervalos de
confianza y el contraste de hipótesis
(véase una clasificación al respecto en
Rodgers, 1999). Entre ellos, posiblemente
el más conocido y comúnmente utilizado
es el método Bootstrap. La primera alu-
sión a este método bajo tal denominación
se debe a Efron (1979), si bien las ideas
básicas del mismo se venían manejando
desde al menos una década atrás (Simon,
1969). Efron concibió el método
Bootstrap como una explicación o
ampliación de las «técnicas jacknife», las
cuales suelen proceder extrayendo mues-
tras construidas al suprimir cada vez un
solo elemento de la muestra original para
valorar el efecto sobre determinados esta-
dísticos (Quenouille, 1949; Tukey, 1958;
Miller, 1974).
Referido al caso de la estimación de
parámetros, las técnicas Bootstrap impli-
can básicamente desarrollar un proceso
en el que distinguimos diferentes pasos:
• A partir de la muestra original {X1,
X2, .... Xn}, se extrae una nueva
muestra {X1*, X2*, .... Xn*}, por
medio de muestreo con reposición.
Es decir, tras la extracción de un
primer elemento, éste se repone en
la muestra original de tal forma que
podría ser elegido de nuevo como
segundo elemento de la muestra
extraída. De este modo, cada obser-
vación individual tiene una proba-
bilidad 1/n de ser elegida cada vez,
como si el muestreo se realizara sin
reposición en un universo infinita-
mente grande construido a partir
de la información que provee la
muestra.
• Para la muestra obtenida se calcula
el valor de un determinado estadís-
tico ?^ que se utiliza como estima-
dor del parámetro poblacional ?,
en cuyo estudio estamos interesa-
dos. 
• Repetimos los dos pasos anterio-
res, hasta obtener un elevado
número de estimaciones ?^ *. En
este punto, el recurso a herramien-
tas informáticas que desarrollen las
tareas de selección de muestras y
determinación de las estimaciones
resultará ineludible.
• Se construye una distribución
empírica del estadístico ?^, que
representa una buena aproxima-
ción a la verdadera distribución de
probabilidad para ese estadístico.
Es decir, se determina de este
modo la distribución muestral de
un estadístico sin haber hecho
suposiciones sobre la distribución
teórica a la que ésta se ajusta y sin
manejar fórmulas analíticas para
determinar los correspondientes
parámetros de esa distribución. 
De acuerdo con la idea central en que
se basa el método Bootstrap, el procedi-
miento supone utilizar la muestra consi-
derando que en sí misma contiene la
información básica sobre la población.
Por tanto, la adecuación de este método
será tanto mayor cuanto más información
aporte la muestra sobre la población. Una
consecuencia directa es que a medida que
aumenta el tamaño de la muestra mejor
será la estimación que podemos hacer
sobre la distribución muestral de un 
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estadístico. No obstante, incluso con
muestras pequeñas, entre 10 y 20 casos,
el método Bootstrap puede ofrecer resul-
tados correctos (Bickel y Krieger, 1989),
juzgándose inadecuados para muestras
de tamaño inferior a 5 (Chernick, 1999).
Con un tamaño suficientemente grande,
el incremento en el número de muestras
procurará una mejora en la estimación de
la distribución muestral.
El Bootstrap y los procedimientos de
remuestreo en general, han comenzado a
centrar la atención de los estadísticos a
partir de la década de los ochenta, cuan-
do el desarrollo de la informática allanó
los obstáculos prácticos unidos a la simu-
lación de un número elevado de mues-
tras. A finales de esta década, la utiliza-
ción del método Bootstrap para el con-
traste de hipótesis empezaba a ser consi-
derada una alternativa a los tests paramé-
tricos y no paramétricos convencionales
(Noreen, 1989). 
Como se advierte a partir de la breve
presentación que hemos realizado, el
método Bootstrap no representa un esta-
dístico en sí mismo, sino un enfoque
sobre cómo usar los estadísticos de cara a
hacer inferencias acerca de los paráme-
tros (Mooney y Duval, 1993). Más que
una utilización de manera aislada, estos
métodos se prestan a la combinación con
otras técnicas estadísticas. Aplicaciones
de los procedimientos Bootstrap a pro-
blemas de estimación, ajuste a una curva,
contraste de hipótesis, regresión, clasifi-
cación o análisis de componentes princi-
pales, entre otras, son presentadas en el
manual de Efron y Tibshirani (1993); y,
por citar otros ejemplos, se han tratado
aplicaciones a los coeficientes de correla-
ción (Hans y Kolen, 1988; Knapp, Noblitt
y Viragoontavan, 2000), al análisis facto-
rial (Ichikawa y Konishi, 1995), las series
temporales (Romo, 1994) o a los modelos
de ecuaciones estructurales (Hancock y
Nevitt, 1999; Nevitt y Hancock, 2001;
Raykov, 2001). 
Los métodos Bootstrap han ganado
popularidad y han llegado a ser conside-
rados una herramienta general para el tra-
bajo estadístico (Young, 1994). La aten-
ción de la comunidad estadística hacia el
Bootstrap queda reflejada en el importan-
te número de trabajos dedicados a justifi-
car sus bases teóricas que han sido gene-
rados desde la aparición del trabajo de
Efron en 1979. Según el mismo autor
(Efron, 2000), hasta finales de siglo el
número de artículos consagrados a este
tema superaba el millar. 
UTILIZACIÓN DEL BOOTSTRAP EN LA
INVESTIGACIÓN EDUCATIVA
Desde nuestra posición como investiga-
dores educativos, el interés sobre el
Bootstrap se enmarca en una perspectiva
aplicada. Una clara utilidad de estas técni-
cas está en la posibilidad de hacer frente
a los problemas de inferencia estadística
en las situaciones en las que los supues-
tos sobre la población son insostenibles y
los métodos paramétricos tradicionales
no resultan adecuados. 
Aunque buena parte de las técnicas
estadísticas inferenciales descansan sobre
el supuesto de la normalidad poblacional,
en la práctica pocas veces van precedidas
de la aplicación de algún test para com-
probar si los datos proceden de una
población en la que las variables estudia-
das se distribuyen normalmente. Lo habi-
tual es dar por supuesto que tal condición
se cumple. Sin embargo, en el ámbito de
la investigación educativa, y de la investi-
gación social en general, el supuesto de
normalidad puede llegar a ser poco realis-
ta en algunos casos. Algunos estadísticos
han denunciado el abuso que se hace de
las leyes de probabilidad, y en especial de
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la ley normal. Sirvan como ejemplo las
palabras de De Lagarde (1983, p. 2), para
quien «en un universo aleatorio no está
probado que puedan conocerse las leyes a
las que obedecen los fenómenos, e incluso
no es totalmente seguro que estas leyes
existan realmente». Si ponemos en cues-
tión el supuesto de normalidad poblacio-
nal, no parece una mala estrategia determi-
nar las características de la población a par-
tir de una muestra que procede de ella. En
realidad, a falta de un ajuste a modelos teó-
ricos conocidos, ésta sería la mejor y única
información posible a tener en cuenta.
Otra situación que aconsejaría el
recurso a métodos como el Bootstrap se
da cuando trabajamos con estadísticos
para los cuales no se dispone de supues-
tos acerca de la forma adoptada por su
distribución muestral. Es el caso, por
ejemplo, de la diferencia de medianas o la
asimetría, cuya distribución muestral es
desconocida y, en consecuencia, no con-
tamos con métodos paramétricos que
permitan la inferencia estadística. 
Al enumerar ámbitos en los que el
Bootstrap ha sido aplicado, Chernick
(1999, p. 7) incluía Psicología, Física,
Geología, Ecología, Ornitología, Econo-
metría, Geología, Meteorología, Genética,
Procesamiento de señales e imágenes,
Medicina, Ingeniería, Química y Contabili-
dad, no estando incluida entre ellas la
Educación. Para determinar la atención
prestada a estos métodos y el uso hecho de
los mismos en la investigación educativa,
hemos recurrido a rastreos en las bases de
datos que actúan como principales refe-
rentes en este campo. Concretamente,
hemos explorado en la que posiblemente
sea la principal base de datos sobre educa-
ción, elaborada por el Educational
Resources Information Center (ERIC) y que
recoge artículos de más de 750 revistas de
este ámbito, así como informes y trabajos
presentados a reuniones científicas, funda-
mentalmente en el ámbito norteamerica-
no. Al recuperar los registros en los que se
menciona a las técnicas Bootstrap, obser-
vamos en las dos últimas décadas un bajo
número de trabajos, junto con una ligera
tendencia ascendente (ver figura I) que
debe ser atenuada teniendo en cuenta el
incremento que se ha registrado durante el
mismo período en el número de publica-
ciones periódicas sobre educación.
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FIGURA I
Presencia de trabajos sobre Bootstrap en la base de datos ERIC




































En nuestro contexto más próximo,
entre las bases de datos del Consejo
Superior de Investigaciones Científicas se
incluye ISOC, que recoge artículos publi-
cados desde 1975 en revistas españolas
de las áreas de Ciencias Sociales y Huma-
nidades. Los trabajos que aluden al
Bootstrap incluidos en esta base son un
total de 11, fechados entre los años 1992
y 2001. La mayor parte de los mismos se
encuadran en el ámbito de la Wconomía;
sólo dos han sido publicados en revistas
de Psicología, y ninguno proviene de
revistas especializadas en Educación.
De esta breve exploración, cabe con-
cluir que el uso que se hace de las técni-
cas Bootstrap en el ámbito de los estudios
sobre educación, y particularmente en
nuestro país, es escaso. Además, la mayo-
ría de los trabajos se centran en el estudio
de los métodos y sus fundamentos teóri-
cos, siendo reducida las presencia de las
técnicas Bootstrap en trabajos empíricos
de investigación educativa. Tratando de
aportar una pequeña contribución al
conocimiento y difusión de los métodos
Bootstrap, en las páginas que siguen mos-
traremos dos ejemplos de aplicación a
situaciones reales de investigación educa-
tiva. Para ello, hemos elegido el contraste
de hipótesis, y en particular el contraste
de dos grupos, por tratarse de un proble-
ma estadístico que se plantean con fre-
cuencia los investigadores educativos. 
EJEMPLOS DE APLICACIÓN DEL
BOOTSTRAP AL CONTRASTE DE DOS
GRUPOS
Una situación familiar en los diseños de
investigación, tanto experimentales como
causal-comparativos, es la comparación
de grupos a fin de determinar si existen
diferencias significativas entre ellos. A
esta situación corresponden los dos ejem-
plos que desarrollaremos, en los que se
realizan sendos contrastes de hipótesis.
En el primero de ellos basaremos el con-
traste en el estadístico diferencia de
medias, mientras que en el segundo caso
recurriremos al cálculo del estadístico t
de Student, que suele ser el habitualmen-
te empleado desde enfoques paramétri-
cos.
La implementación de este método
requiere el recurso de herramientas infor-
máticas. Los paquetes estadísticos de
mayor difusión no suelen incluir procedi-
mientos automatizados para realizar el
Bootstrap, si bien algunos autores han
apuntado modos en que podrían llevarse
a cabo utilizando las posibilidades de pro-
gramación que ofrecen paquetes como
SPSS o SAS (Fan, 2001; Guthrie, 2001).
Aquí utilizaremos el software Resampling
Stats Add-In for Excel (Resampling Stats
Inc., 2001), específicamente diseñado
para aplicar procedimientos de remues-
treo.
CONTRASTE BASADO EN LA DIFERENCIA DE
MEDIAS
En el primero de los ejemplos de aplica-
ción del Bootstrap al contraste de hipóte-
sis sobre dos grupos nos basaremos en un
sencillo ejemplo, en el que trabajamos
con datos extraídos del estudio de Gil y
Jaén (2001) sobre una estrategia docente
utilizada en la enseñanza de los Métodos
Cualitativos de Investigación Educativa a
estudiantes de Pedagogía. 
Tras utilizar una metodología didácti-
ca basada en la realización de proyectos
de investigación por parte de los alum-
nos, se quiso evaluar la experiencia recu-
rriendo, entre otros aspectos, a los resul-
tados logrados en términos de cambio de
las actitudes hacia la investigación. Se uti-
lizó una escala de medición de actitudes
hacia la investigación cualitativa, adminis-
trada antes y después de la experiencia a
fin de comprobar el modo en que po-
drían haberse modificado las actitudes de
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partida en el grupo de alumnos que cur-
san la materia. La escala fue construida
adaptando la utilizada por Chang (1996).
En total, el instrumento constaba de 20
items o afirmaciones, ante los que el
alumno debía manifestar su grado de
acuerdo conforme a una escala de seis
puntos.
Recogidos los datos, pudo calcularse
la puntuación total en cada una de las
aplicaciones del instrumento. La compa-
ración entre la media alcanzada por el
grupo de alumnos antes y después de la
experiencia aportaría información sobre
la posible modificación de actitudes hacia
la investigación cualitativa, y en particular
sobre la mejora de éstas.
Siguiendo el procedimiento conven-
cional, habría que basarse en los valores
promedio de ambos grupos, sometiendo
a contraste la hipótesis nula de que son
iguales los parámetros media en las
poblaciones de las que fueron extraídas
las respectivas muestras observadas. Bajo
la hipótesis nula, el estadístico t, construi-
do a partir de la diferencia de medias, se
distribuiría siguiendo una distribución t
de Student para un número determinado
de grados de libertad. Si el valor observa-
do se aleja suficientemente del valor
medio de la distribución, que según la
hipótesis nula es cero, podríamos recha-
zar el supuesto de partida.
La aplicación de un contraste basado
en el estadístico t de Student requeriría la
comprobación de supuestos previos tales
como la normalidad de las variables estu-
diadas. Cuando la distribución del esta-
dístico de contraste no sigue el modelo
de la t, bien porque la variable estudiada
no se distribuye normalmente en la
población o bien porque el tamaño mues-
tral resulta insuficiente, podríamos estar
cometiendo un error en la inferencia. 
En la situación que tomamos como
ejemplo, la asignatura en la que se de-
sarrolló la experiencia contaba con tan
sólo seis alumnos matriculados, dado su
carácter optativo cuatrimestral, la existen-
cia de horario único en turno de tarde y la
presencia de otras materias optativas que
atraen el interés del alumnado. En la pri-
mera aplicación de la escala se recogieron
respuestas para los seis alumnos, mien-
tras que en la aplicación final sólo pudo
calcularse la puntuación total para cinco
alumnos, dado que uno de ellos no res-
pondió a la totalidad de los items.
Consideraremos que se trata de muestras
no relacionadas, dado que el carácter
anónimo de la escala impediría establecer
una correspondencia entre las escalas
previa y posterior a la intervención. Así
pues, la información de partida sería la
proporcionada por la muestra z = {68,
73, 76, 80, 85, 92} y la muestra y = {68,
88, 94, 100, 108}, cuyas medias son res-
pectivamente 79 y 91,6.
Ante grupos tan pequeños, la suposi-
ción de normalidad parece arriesgada. En
tal situación, una solución no paramétrica
adecuada sería aproximarse al problema a
través del método Bootstrap, construyen-
do nuestro propio modelo para valorar la
diferencia de medias observada. La aplica-
ción del Bootstrap supondría considerar
que ambas muestras (z, y), proceden de
poblaciones (F, G) posiblemente diferen-
tes, y someter a contraste la hipótesis nula
H0: F = G. Para el contraste, utilizaremos
el estadístico diferencia de medias, que
en este caso alcanza un valor observado 
y– – z– = 12,1 , y estudiaremos el modo en
que se distribuye tal estadístico en un
conjunto elevado de muestras generadas
por remuestreo. El algoritmo que seguire-
mos es el siguiente:
• Si H0 es cierta, z e y proceden de
una población común. Para gene-
rar muestras de esa población
común, utilizaremos la informa-
ción disponible, que no es otra que
la proporcionada por ambas 
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muestras. Así pues, combinando
los elementos de z e y, obtenemos
x = {z, y} que constará de los 11
valores registrados. A partir de x,
extraemos con reposición una
muestra de tamaño n=11, denomi-
nando z* a los 6 primeros valores,
e y* a los 5 restantes. 
• Calculamos para la muestra extraí-
da el valor del estadístico y–* – z–*,
en el que basaremos el contraste de
hipótesis.
• Repetimos los pasos anteriores un
número elevado de veces. El núme-
ro de repeticiones, y por tanto de
muestras extraídas, será de 5.000
siguiendo las recomendaciones de
Chernick (1999, p. 114), que consi-
dera esta cifra adecuada para la
mayor parte de los problemas plan-
teados.
• Construimos la distribución de fre-
cuencias para el estadístico 
y–* – z–*. En la tabla I se recogen fre-
cuencias absolutas y relativas (por-
centajes) para intervalos de valores
de amplitud 5, denotados por su
punto medio. Esa misma distribu-
ción de frecuencias se ha represen-
tado gráficamente mediante el his-





















































y–* – z–* Frecuencia % % acumulado
La distribución obtenida constituye
una estimación por medio de Bootstrap
de la distribución muestral para el esta-
dístico diferencia de medias. Si contamos
el número de veces que la diferencia de
medias supera o iguala al valor observado
en las muestras originales, que es de 12,1,
podremos obtener la frecuencia relativa,
que consideraremos como una aproxima-
ción a la probabilidad de encontrar, acep-
tando la hipótesis nula como cierta, una
diferencia de medias igual o mayor a la
observada:
ProbH0 {(y
–* – z–*) ≥ 12,1} =
= #{(y–* – z–*) ≥ 12,1} / 5000
Estimada a partir de la distribución
empírica, en la que 239 muestras han
dado lugar a diferencias iguales o mayo-
res que 12,1, el valor de esta probabilidad
resulta ser p=0,0478.
Trabajando con un nivel de significa-
ción de 0,05, podríamos afirmar que exis-
te una diferencia significativa a favor del
segundo grupo (contraste unilateral dere-
cho), o lo que es igual, que las actitudes
de los alumnos hacia la investigación cua-
litativa son mejores tras la experiencia
realizada en el marco de la asignatura
Métodos Cualitativos de Investigación
Educativa.
CONTRASTE BASADO EN EL ESTADÍSTICO t
El segundo de los ejemplos que presenta-
mos fue tomado de la experiencia realiza-
da por Gil y García (2002), consistente en
la utilización y valoración de una Guía
Interactiva sobre Investigación Educa-
tiva, diseñada para orientar a los alumnos
de Ciencias de la Educación sobre las
posibilidades de realizar investigación
educativa, tanto desde el contexto acadé-
mico como profesional, y motivarles hacia
la misma. Dicha experiencia se llevó a
cabo con estudiantes de la Facultad de
Ciencias de la Educación de la Univer-
sidad de Sevilla, que cursaban asignaturas
de métodos de investigación educativa en
el curso académico 2001-02.
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FIGURA II
Histograma para los valores observados del estadístico y–* – z–*.
















Entre las técnicas utilizadas para obte-
ner las opiniones de los usuarios, se recu-
rrió a una escala de valoración, que los
alumnos y alumnas completaron una vez
examinado el material multimedia. Éstos
otorgaron una puntuación comprendida
entre 1 y 5 a diferentes aspectos, entre los
que se encuentra el hecho de que la infor-
mación contenida en la Guía constituya
un estímulo para hacer investigación.
Para determinar diferencias entre el
poder motivador que se atribuye a la Guía
en distintos colectivos destinatarios de la
misma, consideraremos las valoraciones
realizadas por 24 alumnos de 2º de
Pedagogía (grupo z) y 27 alumnos de 1º
de Psicopedagogía (grupo y). En la tabla II
se incluyen las correspondientes distribu-
ciones de frecuencias, así como los esta-
dísticos media y desviación típica para las
valoraciones obtenidas de ambos grupos. 
Teniendo en cuenta que ambos gru-
pos poseen experiencias académicas y
expectativas diferentes, y a la vista de los
estadísticos media que se alcanzan, 
podría sospecharse la existencia de formas
diferenciadas de valorar la capacidad esti-
muladora del material multimedia diseña-
do. Para comprobarlo, someteremos a
contraste la hipótesis nula de igualdad de
medias.
En este caso, no se verifica el supues-
to de normalidad exigido para la aplica-
ción de un contraste paramétrico basado
en el estadístico t. La prueba de bondad
de ajuste de Kolmogorov-Smirnov, utiliza-
da para comprobar la hipótesis nula de
que no hay diferencias  significativas entre
la distribución empírica y el modelo de
distribución normal, arrojó para los gru-
pos de alumnos de Pedagogía y
Psicopedagogía grados de significación
p=0,277 y p=0,026 respectivamente. En
consecuencia, puede afirmarse para el
segundo grupo que la muestra extraída
no procede de una población distribuida
normalmente, y hablando en términos
estrictos, la distribución muestral del
estadístico t no puede ser identificada con
un modelo teórico de distribución. 
De cara a hacer frente a esta situación,
una alternativa no paramétrica se encuen-
tra en la aplicación del método Bootstrap
para el contraste de medias. Aunque
podríamos seguir un procedimiento sim-
ple similar al mostrado en el primero de
los ejemplos, que mostrábamos en el
apartado anterior, aquí recurriremos al
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TABLA II
Distribuciones de frecuencias y estadísticos descriptivos
















y– = 3,78; Sy = 0,75
estadístico t, ejemplificando el modo en
que los procedimientos tradicionales
pueden ser reenfocados desde la óptica
de las técnicas de remuestreo. Un modo
de actuar sería el que describimos segui-
damente:
• Combinamos los datos disponibles,
que son los obtenidos para los gru-
pos z e y, obteniendo el conjunto 
x = {z, y} que consta de un total de
51 valores. Extraemos por mues-
treo aleatorio con reposición una
muestra x* de tamaño n=51, cons-
tituyendo con los primeros valores
una nueva muestra z* de tamaño
p=24 y con los restantes una mues-
tra y* de tamaño m=27.  
• Para la muestra x*, calculamos el
valor del estadístico t, que vendrá
dado por la expresión:
donde
• Hemos adoptado el estadístico t que
se utiliza cuando no se asume el
supuesto de igualdad de varianzas.
• Repetimos los pasos primero y
segundo un número elevado de
veces, que de nuevo en este caso
será de 5.000.
• Construimos la distribución de fre-
cuencias para los valores asumidos
por el estadístico t (x*). Esta distri-
bución empírica y el histograma
elaborado para su representación
gráfica se muestran respectivamen-
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TABLA III





















































T(x*) Frecuencia % % acumulado
Dado que la ausencia de normalidad
impide afirmar que la distribución mues-
tral del estadístico t sigue el modelo de la
t de Student, tomamos la distribución
empírica como base para estimar la pro-
babilidad de encontrar valores iguales o
mayores que el valor observado de t (con-
traste unilateral derecho), que calculado
para las muestras originales es t=2,185.
Puesto que sólo se alcanza o supera este
valor en 83 de un total de 5000 muestras
utilizadas, la probabilidad que buscamos
resulta ser:
ProbH0 {(t(x*) ≥ 2,185} =
= #{(t(x*) ≥ 2,185} / 5000 = 0,0166
Para un nivel de significación de 0,05,
podríamos rechazar la hipótesis nula y
afirmar que existen diferencias significati-
vas a favor del segundo grupo, por lo que
la capacidad motivadora atribuida a la
Guía Interactiva por los alumnos de
Psicopedagogía es mayor que entre los
alumnos de Pedagogía. 
VALORACIÓN Y CONCLUSIONES
Un primer aspecto a valorar es la utilidad
de los métodos Bootstrap en las situacio-
nes en las que queda comprometida la
idoneidad de los enfoques paramétricos
clásicos para el contraste de hipótesis.
Tanto unos como otros implican partir de
la muestra observada con el propósito de
llegar a conclusiones sobre una pobla-
ción, pero mientras que la estadística
paramétrica se apoya en supuestos sobre
la distribución poblacional o sobre sus
parámetros, el Bootstrap prescinde de
ellos. La corrección de los resultados
obtenidos por medio de Bootstrap para la
inferencia estadística ha sido demostrada
a partir de su utilización en simulaciones,
en las que se analizaban muestras extraí-
das de poblaciones distribuidas normal-
mente. En tales circunstancias, la aplica-
ción de los métodos paramétricos y méto-
dos Bootstrap dio lugar a resultados simi-
lares en la estimación de medias o en la
estimación de coeficientes para la regre-
sión (Mooney y Duval, 1993). 
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FIGURA II
Histograma para los valores observados del estadístico t(x*)















Si bien esta comparación permite
incrementar la confianza sobre los méto-
dos Bootstrap, bien es verdad que si los
supuestos en los que se basa la descrip-
ción matemática de la población se cum-
plen, no hay razones para descartar los
procedimientos de inferencia estadística
que posibilita el enfoque tradicional. La
utilidad de este tipo de métodos se hace
patente, de manera especial, en aquellas
situaciones en las que no es posible justi-
ficar los supuestos de partida o cuando
no se cuenta con fórmulas analíticas en
las que basar nuestra descripción de la
población.
En la práctica del análisis estadístico,
la alternativa habitual a las pruebas para-
métricas para el contraste de hipótesis se
ha apoyado en procedimientos que tie-
nen como ventaja el no hacer supuestos
sobre las poblaciones o sobre sus paráme-
tros, y que se han englobado bajo la
denominación de estadística no paramé-
trica (Siegel, 1991). Sin embargo, la
mayor parte de estas técnicas suponen
trabajar con variables a nivel ordinal,
reduciendo a rangos las puntuaciones
observadas y perdiendo por tanto una
parte de la información disponible. Este
problema queda soslayado en los méto-
dos Bootstrap, los cuales permiten en
tales situaciones conservar el nivel de
medida incluso de variables en escala de
intervalos.
Aplicadas en los dos ejemplos que
hemos presentado, las pruebas no para-
métricas para el contraste de grupos con-
ducirían a resultados inferiores a los obte-
nidos aquí mediante Bootstrap. Así en el
primer ejemplo, la aplicación de la prue-
ba de Mann-Whitney para dos muestras
independientes arroja para el estadístico
de contraste un valor U=6,50, al que
corresponde en el caso de una prueba
unilateral la probabilidad p=0,060. En el
segundo de los ejemplos, utilizando la
misma prueba no paramétrica obtenemos
U= 218,50, con un grado de significación
p=0,018 para el contraste unilateral. En
consecuencia, comparando con los valo-
res de p estimados mediante Bootstrap
(0,0478 y 0,0166 respectivamente), obser-
vamos en éstos últimos una mejora del
error Tipo I cometido, es decir, se reduce
la probabilidad de rechazar una hipótesis
nula que sea cierta. Gracias a ello, ha sido
posible en el primer caso rechazar H0 con
un nivel de significación a=0,05 llegando
a un resultado no alcanzado mediante la
prueba U de Mann-Whitney.
Otro aspecto destacable es la simplici-
dad con la que puede aplicarse el método
Bootstrap. Un ejemplo de ello es la pri-
mera de las aplicaciones que aquí hemos
presentado, en el cual utilizamos única-
mente la diferencia de medias y no preci-
samos de ningún tipo de expresión alge-
braica para describir los parámetros de su
distribución muestral. Esta simplicidad
hace que el método constituya un enfo-
que atractivo en la enseñanza de la esta-
dística. La simulación a partir de muestras
permite trabajar sin fórmulas ni descrip-
ciones matemáticas, que no siempre son
comprendidas por el alumnado y que a
menudo constituyen un obstáculo para el
aprendizaje. 
Un inconveniente de los métodos
estadísticos convencionales está no sólo
en el manejo correcto de las nociones
aritméticas, sino también en la elección
correcta de las fórmulas que es preciso
aplicar en cada situación. Para algunos
estudiantes, el manejo de las fórmulas y
métodos estadísticos llega a adquirir un
carácter mágico. Saliendo al paso de esta
situación, los métodos basados en el
remuestreo presentan como ventaja la
utilización de técnicas simples e intuitivas
basadas en la simulación de un modelo a
partir de un número elevado de muestras
aleatorias. La resolución de los problemas
estadísticos deja de estar vinculada a 
la pericia matemática y pasa a ser una
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cuestión de claridad de pensamiento
sobre los problemas planteados. 
A pesar del peso de tales argumentos,
los métodos Bootstrap, al igual que otros
desarrollos estadísticos de las últimas
décadas, siguen estando ausentes de la
mayor parte de los textos introductorios a
las técnicas estadísticas (Efron, 2000, p.
1295). La introducción en el currículum
de este tipo de técnicas, que permiten un
acercamiento intuitivo a la estadística, es
uno de los retos que siguen pendientes
en relación con el desarrollo del
Bootstrap.
La viabilidad de poner en práctica
enfoques como el Bootstrap se basa en el
avance de los ordenadores, cada vez más
accesibles, fáciles de usar, y rápidos en la
realización de cálculos. La evolución de
este tipo de métodos estadísticos basados
en la computación intensiva presenta, a
juicio de autores como Chernick (1999),
un brillante futuro. Cabe esperar que en
el horizonte inmediato de la investigación
educativa, la utilización del Bootstrap
vaya cobrando importancia y la comuni-
dad científica de nuestro ámbito reconoz-
ca las posibilidades de esta nueva forma
de inferencia estadística, de tal manera
que se alcancen niveles de aplicación
similares a los que ya se están dando en
otras disciplinas.
Antes de terminar, es preciso señalar
también alguna de las limitaciones del
Bootstrap, derivada de la propia idea que
le sirve de base. Si el método se apoya en
la analogía entre la muestra observada y la
población de la que fue extraída, la cali-
dad de la muestra es crucial. En este sen-
tido, los resultados del Bootstrap se ven
afectados cuando la muestra no se extrae
por un procedimiento de muestreo alea-
torio simple y cuando el tamaño de ésta
es demasiado pequeño (Mooney y Duval,
1993). En ambas situaciones, puede cues-
tionarse que la información ofrecida 
por la muestra permita reconstruir 
adecuadamente la población estudiada.
Sin embargo, esta limitación podría ser
trasladable a otras técnicas paramétricas y
no paramétricas, las cuales pierden
potencia al reducirse el tamaño de las
muestras. Ante esta circunstancia, cabría
afirmar que los métodos Bootstrap permi-
ten «extraer lo máximo a partir de la poca
información disponible» (Chernick, 1999,
p. 149).
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