ABSTRACT One contemporary policy to deal with traffic congestion is the design and implementation of forecasting methods that allow users to plan ahead of time and decision makers to improve traffic management. Current data availability and growing computational capacities have increased the use of machine learning (ML) to address traffic prediction, which is mostly modeled as a supervised regression problem. Although some studies have presented taxonomies to sort the literature in this field, they are mostly oriented to classify the ML methods applied and a little effort has been directed to categorize the traffic forecasting problems approached by them. As far as we know, there is no comprehensive taxonomy that classifies these problems from the point of view of both traffic and ML. In this paper, we propose a taxonomy to categorize the aforementioned problems from both traffic and a supervised regression learning perspective. The taxonomy aims at unifying and consolidating categorization criteria related to traffic and it introduces new criteria to classify the problems in terms of how they are modeled from a supervised regression approach. The traffic forecasting literature, from 2000 to 2019, is categorized using this taxonomy to illustrate its descriptive power. From this categorization, different remarks are discussed regarding the current gaps and trends in the addressed traffic forecasting area.
I. INTRODUCTION
Traffic congestion causes social, economic, and environmental issues. A contemporary strategy to deal with this phenomenon is the design and implementation of Traffic Forecasting (TF) schemes integrated into Intelligent Transportation Systems [86] . TF can be defined as the prediction of near future traffic measures for single locations, road segments, or entire networks [116] ; allowing users to plan their movements along the roads ahead of time and enabling decision makers to improve the management of traffic flows.
With the advent of data and growing computational resources, the prediction of traffic using data-driven methods has become a preponderant approach, in which, TF can be The associate editor coordinating the review of this manuscript and approving it for publication was Xinyu Du.
tackled from different modelling perspectives: as a supervised regression problem [43] , as a supervised classification problem [3] , [70] , or as a clustering-pattern recognition problem [33] , [114] , [121] . However, the supervised regression approach is, by far, the most widely used modelling perspective in the TF literature. Over the last few years, the number of academic publications about TF approached as a supervised regression problem has increased extensively. From a Machine Learning (ML) perspective [13] , a supervised TF regression problem consists in building a predictive model using historical data to make predictions of typically continuous traffic measures based on unseen data.
The literature of TF reports the application of a wide range of ML methods, such as Neural Networks (NNs), Support Vector Machines, k-Nearest Neighbors, and Random Forest, among others (see [57] , [116] ). This variety has led to different taxonomy proposals, published in survey and review papers between 2004 and 2015 [78] , [81] , [109] , [110] , [115] , which categorise the methods based on the mathematical assumptions from which they operate w.r.t. traffic theory models and statistical methods. In spite of this, it has been hard to find clear knowledge to differentiate the latter methods with the ones that come from the ML area.
Contrarily, a few efforts have been directed to classify the TF problems approached by the aforementioned methods, and to the best of our knowledge, no taxonomy has been proposed in this regard. Instead, we do find research articles, mainly survey and review papers [30] , [57] , [78] , [81] , [109] , [115] , [116] , which propose a set of criteria that allows for the categorization of these problems based on aspects such as, the type of data source (e.g. loop detectors or GPS sensors), the context of predictions (e.g. freeway or urban environments), the scale of predictions (e.g. single point, road segment, or network level), and the type of input data (e.g. temporal traffic data, spatial traffic data, or non-traffic data). Nevertheless, in our opinion, the categorizations proposed by these papers have the following drawbacks: 1) there is not a unified set of criteria: they vary from one paper to another; 2) the criteria shared by some of the previously mentioned papers do not have a common definition; and 3) most of the criteria proposed are related to traffic characteristics and they do not take aspects related to how the problems are modeled from a supervised regression perspective into account.
With these ideas in mind, in this paper, we propose taxonomy to categorize TF regression problems, in terms of both ML modelling and traffic specifications. The proposed taxonomy does not aim to highlight all details associated with the problems in order to maintain its comprehensibility and its size. It is instead designed according to core characteristics that may alter the complexity and the modelling of TF regression problems. The main contributions of this work are:
• A taxonomy that provides a panoramic view of the different TF regression problems with the aim of providing a common framework that helps to display similarities and differences among the problems. This allows us to identify gaps in the literature and establish the basis of a more systematic and rigorous comparison among TF methods based on ML.
• Unify and consolidate traffic related criteria available in the literature to characterize TF regression problems.
• Introduce new criteria to categorize TF problems with respect to how they can be modeled from a supervised regression learning perspective.
• Identify well-established approaches, gaps and current trends in the research area of TF regression problems using the proposed taxonomy. The rest of this paper is structured as follows. Section II covers background and related work about TF and previous taxonomies published in this field. Section III presents the proposed taxonomy that is built according to traffic and ML modelling specifications. Then, Section IV categorizes relevant TF literature, dated from 2000 to 2019, using the proposed taxonomy to check its robustness and its ability to discriminate TF regression problems. Finally, Section V draws the main conclusions of the paper.
II. BACKGROUND
This section provides some context and background information about TF as well as reviewing literature related to other taxonomies proposed in this field. We start by presenting a brief history of how traffic prediction has evolved (Section II-A). Then, Section II-B summarizes data-driven modelling perspectives to approach TF, with special emphasis on ML. Finally, Section II-C reviews studies related to taxonomies of TF methods previously published and papers that have proposed different criteria to categorize TF problems.
A. BRIEF HISTORY OF TRAFFIC FORECASTING
For the last three decades, TF has been a relevant research topic due to its active role in Intelligent Transportation Systems as a strategy to deal with traffic congestion. The main objective of TF is the prediction of near future traffic measures based on current and past traffic data [116] . At the beginning of TF history, most research was focused on predicting traffic at a single location using traffic theory models [55] and classical statistical methods [53] .
The emergence of sensing and telecommunications technologies integrated to transportation infrastructure started to generate vast volumes of traffic data, which in turn caused a switch in the modelling paradigm towards a datadriven approach [81] . Since then, a variety of methods have been proposed placing special emphasis on computational intelligence-based approaches, such as NNs [67] , [132] , Fuzzy logic [16] , [17] , and Bio-inspired algorithms [70] , [87] , among others [116] .
Although some TF literature still relies on statistical methods, in recent years, ML methods have attracted the interest of this community and they are present in a wide proportion of current literature (see the review published by Ergamun and Levinson [30] ). As computational capacities and massive data processing techniques have increased, complex scenarios with different road settings can be tackled with ML (e.g. network-wide predictions) leaving behind traditional approaches to address traffic prediction [57] . In this context, ML actively contributes in the design and development of current Advanced Traffic Management Systems and Advanced Traveler Information Systems [93] .
In the following section, more details are provided regarding the modelling process of data-driven methods, with a special emphasis on ML as it is the main topic of the paper.
B. DATA-DRIVEN MODELLING APPROACHES OF TRAFFIC FORECASTING
Traffic forecasting can be tackled from different modelling perspectives. The approaches most commonly reported in transportation literature are statistical time-series [20] , [30] , [52] , [60] , [84] , supervised regression [43] , supervised classification [3] , [21] , [70] , [74] , [95] , or clustering-pattern recognition [2] , [33] , [54] , [107] , [121] , [123] .
When the objective is to predict a continuous traffic variable, the possible modelling approaches can be timeseries, supervised regression, or clustering-pattern recognition. In the first case, the modelling process is based on identifying the statistical distribution followed by the input data, defining the functional form, and then developing models that fit observations made previously, which are used to predict future traffic states [10] .
In supervised regression, the focus is on using ML algorithms to learn a functional form based on the input data, without prior models or data distribution assumptions [30] . In this context, the goal is to approximate the learned mapping function in such a way that when the model faces new and unseen traffic data, it is able to make accurate predictions.
The third possible modelling approach to predict a continuous traffic variable is clustering-pattern recognition. In this case, the focus consists of finding the relationships of different locations by characterizing similar traffic measure values from one road to another, and grouping them in clusters that divide the network into correlated groups. Once the clusters have been identified, the next step is to use a supervised regression perspective to predict the traffic conditions, cluster by cluster, based on historical traffic data belonging to each group.
Finally, when the objective is forecasting a discrete traffic measure, the modelling approach should be supervised classification, which also learns a mapping function based on historical data. For instance, ML methods can forecast the Level of Service of a specific road. The latter is a categorical variable that measures the quality of the traffic through letters from A to E in a gradual way, category A being moderate traffic and category E extended delays [96] . It is important to clarify that the forecasting of discrete variables could also be addressed as a supervised regression problem on some occasions, predicting either speed or density (continuous values), and then discretising these predictions to obtain the categorical outputs.
C. TAXONOMIES IN THE TRAFFIC FORECASTING FIELD
Although literature in TF is abundant, there are not many research articles that address either the classification of the methods or the categorization of TF problems. The most relevant studies are presented below with a brief description of their main contributions.
In [115] , Vlahogianni et al. characterized TF methods published from 1978 to 2003 in terms of the hypotheses made about the statistical distribution followed by the data, the quantity and quality of the data needed for making predictions, and the accuracy of the methods. Similarly to the ML field [38] , the authors categorized two types of methods: parametric and non-parametric ones. The parametric category assumes the relationship between the explanatory and response variables as known; meanwhile, the non-parametric ones are able to model non-linear relationships without requiring the mentioned assumptions.
The aforementioned work also categorizes traffic attributes into three clusters: the scope, the conceptual process of specifying the output, and the type of input and output data. The first cluster includes the context under which predictions are done (freeway or urban); the second group is associated with the time step of data and time horizon of predictions, and the specification of what traffic variables are used; the third cluster consists in defining how many variables are considered in the input and output of the problem.
Two years later in 2007, van Hinsbergen et al. [109] proposed a new category of methods named ''naive'', in addition to the two categories proposed by Vlahogianni et al. [115] , which makes predictions based on historic values or an average of the total historic values. In this case, the authors compared the methods under some of the traffic-related attributes defined in [115] and introduced a new attribute to describe the scope of the predictions, which can be single point, road segment, or network.
More recently in 2014, Vlahogianni et al. [116] presented a comprehensive review of TF literature to state a series of challenges for present and future work in this field given the development and expansion of data-driven methods. Such conclusions were drawn on the comparison of articles using the transportation attributes defined in [115] . In addition, the authors included the type of data source to the existing attributes.
In 2015, Mori et al. [78] proposed a taxonomy of methods for a subset of TF problems focused on travel time prediction. Within this taxonomy, the main categories of methods are naive models, traffic theory models, data-driven models, and hybrid models. The authors concluded the necessity of developing a comparative study of travel time forecasting that, rather than finding one best method, should be aimed at providing suggestions of what method is more appropriate in each forecasting situation at hand.
Complementing previous works, Ergamun and Levinson [30] introduced a new taxonomy wherein the methods fall into either statistical or ML categories. The authors stated that ML methods have attracted more attention in recent years outperforming statistical methods, such as historical average and exponential smoothing. Nevertheless, they concluded that there is no guarantee of superiority when ML are compared with advanced statistical methods, such as spatiotemporal auto-regressive integrated moving average. In spite of this, the authors stressed that both approaches differ on purposes and model development process. Statistical methods concern inference and estimation providing a model that offers insights on the data, considering both data distributions and model restrictions; whilst ML methods are focused on providing efficient and accurate predictions without prior models or data distribution specifications.
In summary, two big taxonomies of TF methods are consolidated: a traditional classification with parametric, non-parametric and naive categories, and a taxonomy of methods in terms of ML and statistical approaches. Both taxonomies provide an overview of the available methods based on the mathematical assumptions from which they operate, and for future work suggest making predictions more representative of real traffic conditions. On the other hand, with respect to the categorization of TF problems, no taxonomy has ever been proposed before; and the described studies only present attributes that describe the transportation scenarios under which the methods were applied. Furthermore, none of the studies introduce attributes that describe the problems in terms of the modelling specifications associated with approaching TF as a supervised regression learning problem.
III. A TAXONOMY OF TRAFFIC FORECASTING SUPERVISED REGRESSION PROBLEMS
This section presents the proposed taxonomy to categorize TF supervised regression problems, which is built according to traffic and modelling specifications, as can be seen in Figure 1 . These two classes of specifications have a hierarchical inner structure in which, from top to bottom, there are attributes of at most three levels. The attributes of the first and the second level correspond to general characteristics that determine the types of features that the problems may include; whilst the bullet points are the final attributes that assign, within each first or the second level class, the particular features of each TF problem.
The set of traffic specifications contain three blocks of attributes that classify the context and definition of the problems: data source, scope, and problem definition. The second set of specifications categorizes how to model the TF problem from a ML supervised regression perspective: the input and output modelling, the steps of predictions into the future, and the pre-processing approaches of the input data.
It is important to clarify that the taxonomy does not aim to describe all the details associated with the problems in order to maintain its comprehensibility and its size. Rather, it is designed according to some main attributes that may alter the complexity and the modelling of TF regression problems, keeping a moderate level of granularity. The remainder of this section is devoted to presenting and describing in more detail the attributes of the taxonomy.
A. TRAFFIC SPECIFICATIONS
Previous surveys have proposed a set of traffic attributes to describe the transportation scenarios in which TF methods can be applied [109] , [115] , [116] . Such attributes are the data source used; scope related attributes such as the context, spatial coverage and target; and problem definition related attributes as the input data used, the time horizon of predictions, the time step resolution of the data and the traffic measures to be predicted.
In this section, we present the aforementioned trafficrelated attributes and their respective sub-attributes, including some important references that present more in depth information about them. It is important to clarify that although these transportation attributes have been defined before in the aforementioned studies, to the best of our knowledge this is the first time that: 1) their definitions are unified and consolidated in a single taxonomy, and (2) their influence over the preparation of the ML data-sets has been approached.
In the following subsections, they are formally defined in detail and graphical explanations are also used so that their concepts can be better understood.
1) DATA SOURCE
This attribute is related to the type of data source technologies and the traffic data that can be obtained from them. Recent progress in technologies for Intelligent Transportation Systems has enabled the extraction of traffic data from different sources that can be classified in several ways [69] . Nevertheless, as we are proposing a generic taxonomy able to categorize the diversity of data sources used in TF, the categorization presented here is divided in three groups: point detectors, interval detectors, and moving sensors. They differ in their spatial coverage capacity at the moment of sensing traffic. The three groups of data sources are described below.
a: POINT
This type of data source is placed at specific locations on the roads to detect the presence of nearby vehicles. Point detectors are able to output basic traffic measures as flow (number of passing vehicles per hour), occupancy (percentage of the time that the detector is occupied), and density (number of vehicles per unit length of the road). The most conventional sensors within this category are Loop detectors, Microwave radar, Laser radar sensor, Active and Passive infrared, among others (for more details see [69] , [78] , [79] ).
Data of a point sensor can be described as an ordered sequence of measurements m p in a given position p (Equation 1), wherein m p,t is the value of the traffic measurement at time t and position p. In this case, the traffic measures and their respective prediction are only valid for describing the traffic conditions where the sensor is situated.
The advantage of point sensors is that they are reliable data sources, capturing all vehicles passing near them and collecting macroscopic traffic measures, which means averages of many vehicles. Their drawback is that they are not able to observe the paths of vehicles, and as a result, it is hard to find relationships between different road segments. Such an issue can be overcome using spatial correlation analysis to find relationships between the road segments with installed sensors, and then determining what specific sensors will be included in the data-set preparation phase [50] , [132] . Unfortunately, the cost of deployment and maintenance of a big sensor network can be excessively high, and this has an impact on the volume and quality of the available data [115] .
b: INTERVAL
The second type of data source is interval detectors, which are capable of calculating traffic measures between two fixed points on a road. With respect to point detectors, they enable the direct sensing of travel time. The most common technologies in this category are Automatic toll collection systems, Video cameras, and License plate recognition, among others (see [69] , [78] ).
Even though data from interval detectors can be represented with Equation 1, their spatial coverage at the moment of predicting traffic is not the same as point sensors. In this case, data is valid for representing traffic measures between two points of a road segment, which means a broader spatial coverage beyond a single location.
In contrast to point sensors, interval detectors are not able to detect all the vehicles on the road positions where they are located [78] . In this sense, having a sample size of sensed vehicles that represent the traffic conditions on the roads in a realistic way is a challenge [68] . Therefore, forecasting traffic with this type of data source requires large volumes of data, which in real scenarios can be difficult to obtain.
c: MOVING
The appearance of Global Positioning Systems (GPSs) in smartphones and vehicles has given rise to a new type of data source that gathers more detailed traffic information. Contrary to fixed sensors, moving sensors provide individual traffic data related to vehicles' trajectories on the roads. This data allows for the identification of path patterns of vehicles in large areas with lower infrastructure costs, which means that it is more feasible to predict traffic at the network level [12] , [40] . Nevertheless, aggregate traffic measures (e.g. flow or occupancy) can only be approximated to a certain point, depending on the number of available moving sensors [78] , [79] . This last condition affects data preprocessing because extrapolating the GPS samples to obtain estimations of aggregated traffic measures is necessary [41] .
GPS devices send location, direction and speed information every few seconds. This data can be represented as an ordered sequence of measurements, such as shown in Equation 2. Every sample p t can be defined as spatiotemporal data p t = (x t , y t ), wherein the spatial component contains GPS coordinates, latitude (x t ) and longitude (y t ), and the temporal part includes the time stamp (t).
However, the sequence in Equation 2 sometimes contains non-exact records that impact the quality of the data [78] , [130] . In order to overcome this issue and prepare the ML data-sets, the technique most commonly used is map-matching; a procedure that pins the drifting positions of data to the correct road links on which vehicles are travelling [44] , [45] , [105] .
2) SCOPE
This attribute consists of the context wherein traffic predictions are made and their spatial extent. We identify three sublevels within the Scope attribute. The first sublevel corresponds to the transportation environments wherein traffic predictions can take place. Based on [115] , the contexts can be Urban and Freeway. The second sublevel determines the spatial coverage of predictions, which is divided into VOLUME 7, 2019 Point, Segment, and Network, as is defined in [109] . Finally, the third sublevel is related to the number of locations simultaneously considered to make predictions, which can be a single-target (one Point, Segment, or Network) or multiple locations, according to [57] .
a: CONTEXT
Regarding the context of prediction, every area of a traffic network has a set of characteristics that determines the behavior of traffic in it. We identify two main types of traffic contexts: Urban and Freeway based on [57] , [78] , [81] , [115] . Most of the ML models in the transportation literature are built using traffic data collected within freeway contexts wherein traffic is generally uninterrupted [18] , [97] , [103] , [126] . The main reason behind this trend is the availability of fixed position sensors already installed in freeways in many cities around the world, which makes the acquisition of data easier [78] .
Until recently research in urban contexts was not so common because of fixed sensor coverage issues [57] , [115] . However, the advent of GPS devices has allowed more research in urban contexts that have not yet been covered with fixed position detectors [79] . Regarding the development of predictive models, traffic in urban locations is more complex and the modelling process has to take aspects such as the influence of traffic lights and intersections into account. This requires more elaborate ML models that consider such variability and provide reliable traffic predictions [57] , [81] . 
b: SPATIAL COVERAGE
This attribute represents the spatial coverage of the predictions provided by ML methods ( Figure 2 ). As is defined in [109] , the spatial covers are Point, Segment, and Network. Until the most recent and comprehensive literature reviews [81] , [116] , most forecasting efforts were focused on point and segment predictions [4] , [18] , [89] , [94] , [102] , [103] , [127] , [129] , [132] . However, as more moving sensor data becomes available and ML methods able to deal with temporal and spatial data appear, an increase of traffic forecasting at the Network level is reported in the transportation state-of-the-art [57] , [64] , [67] , [88] .
c: TARGET
The target attribute represents the number of locations for which predictions are carried out. Based on [57] , the TF problem at hand can require traffic predictions to be made for more than one point or segment, or for a network. For one single target, the TF problem is approached as a simple regression problem [7] in which a single ML model is trained and tested to predict traffic at the target location. On the other hand, when the forecasting problem requires predictions to be made simultaneously for multiple locations, it can be handled as a multi-target regression problem [7] . In this case there are two possible strategies to solve this problem, such as the ones shown in Figure 3 . The first is to define a local approach [7] that transforms the multiple locations into independent problems, and each of them is then solved using a simple regression approach. This means developing one ML model for every location in which predictions are performed. The second strategy is to use a global approach [7] that adapts a single ML model to directly handle multiple data-sets coming from the locations under study, and then forecasting traffic for all of them using a single output. This last approach is usually more challenging because it aims not only to predict traffic at the multiple locations, but also to model the dependencies among the locations [7] , which can increase the computational cost.
3) PROBLEM DEFINITION
Within this attribute, we have identified four sublevels. The first sublevel is related to the type of data used as an input. Based on [116] , there are three types of inputs that can be used at the moment of feeding a ML model: only using temporal traffic data, temporal and spatial traffic data, and non-traffic data (e.g. calendar data) to enrich any of the two aforementioned inputs. The second sublevel consists of the time horizons for which predictions are made. In this taxonomy we categorize them into two groups: short-and long-term time horizons. The third sublevel determines the time step defined for the input data, which according to [81] , [115] can be grouped in three ranges: high, medium, and small resolutions. Finally, the fourth sublevel is the output definition in terms of the kind of traffic variable to be predicted. Based on [115] , the output variables can be travel time or a variable within the group of fundamental macroscopic variables (flow, density, occupancy, speed). The four aforementioned sublevels are presented below.
a: INPUT DEFINITION
A proper definition of input data is of great importance to ensure the good performance of ML methods in general [92] , which also applies to TF. The main idea behind TF is to make predictions from a few seconds to possibly a few hours into the future using current and past traffic data, which is known as the temporal domain of traffic data [116] . Nevertheless, in recent research, including spatial traffic data has been an important consideration in TF [57] . Several research articles have supported the improvement of predictions due to the incorporation of upstream or downstream traffic data [18] , [19] , [50] , [64] , [65] , [67] , [97] , [127] , [129] , [131] , [132] .
On the contrary, there are factors that affect traffic but are not part of its pattern behavior, such as weather or calendar data. Feeding this type of non-traffic data into ML methods can enhance their predictions [6] . In this context, TF problems can contain up to three categories of input data, which are described below: temporal, temporal and spatial, and non-traffic data.
TEMPORAL
The traffic predictions can be made using only temporal traffic data from the scale of prediction under study. In the transportation literature, we can find studies that use either one time-series associated with a single traffic measure or several time-series of different measurements taken by the same point detector or a pair of interval sensors [116] . These two approaches are compared in Figure 4 . Feeding ML models with only temporal data can be considered the most simple TF problem [46] , [66] , [73] , [76] , [101] , [140] . In the case of only using one time-series, the definition of the input data ends with a vector representation, which includes the current state f of the traffic variable of interest at time t and its previous n states f t−n . On the other hand, when using more than one time-series belonging to m traffic variables, the input definition is a matrix representation that includes the current traffic states f m,t of the variables and their previous n values f m,t−n . It is important to clarify that in both cases, the preparation of the data-set results in a structure that contains features and samples. This is explained in more detail in the Modelling specifications (see Section III-3).
TEMPORAL AND SPATIAL
Although there is extensive literature demonstrating that reasonable accuracy can be achieved using only temporal traffic data [1] , [61] , [76] , [77] , [82] , [133] , [139] , there is consistent evidence that shows how incorporating the spatial component of traffic can improve the accuracy of predictions [30] , [57] . Representing the predictions of traffic as a function of time and space is theoretically valid taking into account that temporal and spatial data from other physical locations allows the dynamics of traffic to be captured [115] . The input definition of this data leads to a matrix representation that incorporates time and space domains using the temporal data from both the target position P 1,t−n and other m positions P m,t−n , as is shown in Figure 5 . This process requires identifying the spatial correlations of the locations under study to determine what positions are included and which can increase the computational complexity of the problem at hand. To reveal this dependency, it is necessary to examine the target location with its upstream and downstream locations and surrounding areas, which can be tackled by means of different methods, such as correlation analysis or by including a set of measurement positions within a pre-defined r radius [64] , [67] , [88] . Once this has been done, the next step is to transform the matrix representation to a data-set format with features and samples (see Section III-3).
NON-TRAFFIC DATA
Factors that are not part of the seasonal dynamism of traffic can play an important role in the accuracy of predictions. Weather and time of year, among others, are elements that matter in the forecasting process. Although some of them can be difficult to predict, their inclusion in the preparation of data-sets enhances the performance of ML models [6] , [57] , [79] , and leads to developing responsive forecasting schemes that improve the decision making process of traffic management [57] , [116] .
Transportation literature reports that the inclusion of these types of data with temporal and spatial traffic data is an open issue [57] , wherein calendar and weather data are the most frequently used exogenous variables for TF [11] , [42] , [45] , [57] , [80] , [101] , [119] , [122] , [124] . From a data preprocessing perspective, the incorporation of non-traffic data increases the model complexity and dimensionality of the data-sets. Besides, it is necessary to take standard procedures into account to integrate exogenous factors from different data sources into the traffic data provided by point, interval, and moving sensors (read further about approaches used for data fusion in traffic forecasting in [31] ).
b: TIME HORIZON
This attribute represents the extension of time into the future over which a traffic variable is predicted. In it we have identified two sublevels: a Short-term attribute that categorizes the most common TF problems, all of which fall into the time horizon interval at less than 60 minutes ( [4] , [18] , [19] , [50] , [64] , [65] , [67] , [88] , [88] , [89] , [94] , [97] , [102] , [103] , [106] , [129] , [131] , [132] ), and a Long-term attribute that enables the categorization of TF problems focused on longterm time horizons at more than 60 minutes [1] , [42] , [51] , [82] , [101] , [122] , [126] , [127] , [133] .
According to transportation literature [27] , [81] , [115] , it has been observed that longer time horizons generally lead to greater inaccuracy, and therefore most recent literature reviews show that research commonly predicts traffic up to 60 minutes into the future [57] , [116] . More specifically, research suggests the appropriate prognosis horizon is between the range of 5 to 30 minutes into the future [28] , [115] ; however, Laña et al. [57] recommend that long-term time horizons, beyond 60 minutes, are needed to improve the management of traffic flows at the network level. In this context, enhancing the forecasting capacity of ML methods is still an open issue approached by very few authors (see Section III and [57] ).
c: TIME STEP
In ML data-sets preparation, defining the appropriate time step is an important issue because it affects the quality of information about traffic lying in the data. This attribute categorizes the time interval upon which predictions are made and the frequency of time used to reach the time horizon defined in every TF problem. Three sublevels are identified: High, Medium, and Small, and are described below.
In general, high resolution time steps (e.g. traffic data sensed every 30 seconds) incorporate noise to the input data [115] , [116] , and the resultant ML models are more prone to overfitting. The repercussion in data pre-processing is the necessity of using techniques to reduce noise in the input data [9] , [49] . In contrast, there is the case of Small resolution time steps. They influence the elimination of important data variations and traffic information within the data [113] , needed during the training of ML models to keep a balance between bias and variance.
According to [116] , there is no solid approach to select the appropriate time step. However, the category of Medium resolution, which encompasses TF problems characterized for having time steps between 5 and 15 minutes, contributes to having an equilibrium between noise and the lose of valuable information within the data [115] .
d: OUTPUT DEFINITION
Within every TF problem, there is a clear relation between the traffic measure to be predicted and the data source used for such a task [78] . This attribute defines what traffic measure is considered as the output of ML methods to describe the anticipated traffic conditions on the roads, depending on the type of data available. Here, we have identified two sublevels described below. First, there is the category of fundamental macroscopic traffic variables [115] that includes flow, density, occupancy, and speed.
On the other hand, the second sublevel is related to forecasting travel time which, as it is explained in the Travel Time Data Collection Handbook [108] , provides a common ground for communication between transportation engineers, planners, administrators and non-expert travelers [78] , [109] , [115] .
FUNDAMENTAL
This category includes flow, occupancy, and speed measures. Flow and occupancy are traffic measures directly taken by point and interval detectors at the locations where the sensors are situated [78] . Sometimes, the sensors are placed in every lane of a freeway or urban road, and it is up to the modeler to decide if the prediction would be performed for each individual lane or an aggregation of some or all of the lanes. In any of the two cases, the predictions obtained by ML methods describe the traffic state only at the place where the detectors are installed [78] . Current transportation literature shows that research endeavors are well distributed between flow and occupancy forecasting without any special considerations at the moment of choosing any of the two traffic measures [4] , [18] , [50] , [67] , [89] , [94] , [102] , [103] , [126] .
The prediction of speed is strongly connected to whether the available data source senses this traffic measure or not. If the available data comes from point detectors, which do not have the capacity of sensing speed [78] , this is calculated using flow and occupancy features to generate a third feature of velocity, giving rise to a speed estimation rather than a prediction. If the available data source is interval detectors, they can collect the speed of each vehicle by using its travel time between the two sensors [59] . This measure is called point speed, and it is only valid when describing the speed at the points where the sensors are located [98] . To prepare ML data-sets with this measure, the point speed of all vehicles passing the sensors must be aggregated, generally, by means of the time mean speed technique [108] to generate the velocity feature.
Finally, if the available data comes from moving sensors, speed can be incorporated in the GPS traces or not. In the event of not being included, after performing the mapmatching task, it is possible to calculate the average speed for each road segment, travelled by every moving sensor, which has at least two GPS data points. The resultant measure is the traffic speed in that specific road segment for each vehicle sensed (for more details about how to pre-process this data see [35] , [91] ). Then to forecast speed, a time-series of traffic speed must be built by aggregating the calculated speeds of every moving sensor available. Such predictions have segment and network spatial coverage that offers more details, about the real traffic conditions on the roads, with respect to speed predictions based on either point or interval detectors data [19] , [64] , [129] , [132] .
TRAVEL TIME
This attribute is associated with another major direction of TF problems focusing on forecasting travel time, which is defined as the time needed to cross two fixed points along a freeway or urban road [115] . As in the case of speed prediction, travel time forecasting is connected to the availability of the appropriate data for such a task [78] , [116] . If the available data source technology supports the direct sensing of travel time (e.g. GPS, AVI systems), it is predicted using the measured data taken by detectors [115] (see [78] for more details regarding sensing technologies of travel time).
In the case of using point sensors [5] , [65] , [90] , [117] , travel time forecasting is based on their capability of sensing point speed, and then, making use of trajectory methods [78] during the preparation of ML data-sets to calculate travel time. The main idea of these methods is to take a whole road and divide it into smaller segments, where each of them is defined as the length between two detectors. The detector at the beginning of one segment is called the upstream detector, while the one at the end of the segment is the downstream detector. With this configuration, the most simple way to extend the point speed measurements to the segment is by using piece-wise constant methods, where the speed taken in the initial sensor, which delimits the segment, represents the entire segment [8] , [99] , [111] . Thus, a travel time feature is generated based on the point speed measures belonging to the areas of interest.
MODELLING SPECIFICATIONS
In supervised ML, a regression problem is the process of learning a mapping function (f : X → Y ) between Y , the dependent variable/s, and X , the independent variable/s [13] . The focus is on modelling and predicting how the dependent variable/s change/s when the independent variable/s vary/ies over time, as is the case for TF.
Most of the transportation literature describes characteristics of TF problems centered on traffic-related attributes [30] , [57] , [78] , [81] , [109] , [115] , [116] . Nevertheless, none of them gives an account of criteria that categorize how to model: 1) the input and output data, 2) the steps of predictions, and 3) the pre-processing process of the input data.
In this section, we define the attributes Input Modelling, Output Modelling, Step Prediction, and Data Pre-processing. Each of them, together with their sub-attributes, are presented and describe below.
4) MODELLING a: INPUT MODELLING
This attribute is related to how the samples of the input data are modeled to generate a data-set. We have identified two sub-levels within it; in the first case the samples are modeled as vectors, whilst the second sub-level categorizes TF problems where the input samples are modeled as high-order tensors. These two input modelling categories are described below.
VECTOR
This attribute presents the TF problems in which every input data sample is modeled with a vector representation. Two illustrate this, we present the following two examples. The first example corresponds to a basic TF problem whose input contains only temporal traffic data, as is depicted in Figure 6 . More specifically, given a sequence of historical data of (n) measures, which belongs to a traffic parameter (f ) sensed during a time interval (t) at a position (P), the sequence can be modeled to look like a supervised regression learning problem by means of the sliding window method [10] .
According to Figure 6 , after the input definition phase, the next step is to generate a time-series representation from VOLUME 7, 2019 the original sequence of data in which the order of the samples is preserved. Then, two copies of the time-series are used to generate two lagged-input variables named X (t−1) and X (t−2) . Having done this, the sliding window method consists of using the values of the previous time steps, within X (t−1) and X (t−2) , to predict the values at the next time steps in Y (t) . For the illustrative purposes of this example, we use a window size value of two. Nevertheless, careful thought and experimentation are needed within every TF problem to find a window width that results in acceptable model performance.
After applying the sliding window method, the first two rows of X (t−1) and X (t−2) can be seen to have insufficient data to predict the f (1) and f (2) values in Y (t) . Besides, there are no known next values in Y (t) to be predicted using the f (n) measures of X (t−1) and X (t−2) . These four rows of missing values are deleted to obtain the final data-set, which has two features (X (t−1) and X (t−2) ) and a column of target labels of real values (Y (t) ). In this resultant data structure, each pair (X (i−1) , X (i−2) ) of samples is modeled as a two-dimension vector that can be fed into any of the standard linear and nonlinear ML methods. The second example is presented in Figure 7 , which shows a more complex TF problem. In the input definition phase, there are three different traffic measures: speed (S), volume V , and occupancy O. Each of them has (m) sequences of historical data sensed by (m) detectors spatially ordered along a road segment, during a time interval (t).
Following the process described in Figure 6 , the sliding window method re-frames the input data as a supervised regression learning problem with a generic window value of (i). Having done this, the resultant process leads to up to S (m,t−i) , V (m,t−i) , and O (m,t−i) features being obtained. Their values at the (n − i) previous time steps are used to forecast the real values within Y (P,t) , P being the position where the target detector is located.
HIGH-ORDER TENSOR
This attribute categorizes the TF problems wherein the input data is modeled using a tensor of an order greater than two. Figure 8 illustrates how the three traffic measures (speed, volume, occupancy), used in the example of Figure 7 are put together to generate a three-dimensional data matrix of size (m, n, 3) . This 3-D data structure contains (3 * m) rows whose historical sequences are sensed during (n) time steps over (m) detectors spatially ordered on a road segment. The next step is to define a sequence length (for this example, with a value of 3) to simultaneously sample the 3 dimensions of the matrix and extract (n − l + 1) data samples of size (m, 3, 3), as is shown in Figure 8 . These data samples are vertically stacked to produce the data-set that is commonly fed into Deep Learning methods, which are able to capture the spatial dependencies of traffic data with respect to traditional ML methods in a more realistic way [50] , [65] , [132] . As with the sliding window method, the sequence length needs to be carefully defined by means of experimentation to achieve appropriate model performance.
b: OUTPUT MODELLING
This attribute categorizes TF problems depending on the number of traffic variables to be predicted. Within it, we have identified two sub-levels; on the one hand, if there is only one variable to forecast, the modelling process leads to a singletarget regression problem. Contrarily, if the TF problem at hand is focused on making predictions for more than one variable, the modelling process of the output is a multi-target regression problem. These two input modelling processes are described below.
SINGLE-TARGET
This attribute categorizes TF problems in which there is only one traffic measure to be predicted ( Figure 9 ). From a ML perspective, this is known as a standard regression problem [13] that consists in funding via learning a function able to predict, for either a given vector or high-order tensor sample, a real value among a continuous range.
As shown in Figure 9 , this problem has the form Y (t) = X 1,(t−i) wherein Y (t) is the output vector that contains the value of the following steps values to forecast with the previous time steps of the input features X m,(t−i) .
Currently, most research on the transportation literature is focused on predicting a single traffic variable using either only temporal traffic data or both temporal and spatial traffic data [4] , [18] , [19] , [50] , [64] , [65] , [67] , [88] , [88] , [89] , [94] , [97] , [103] , [106] , [126] , [127] , [129] , [131] , [132] . More specifically, the most common target is any of the fundamental macroscopic traffic variables [1] , [11] , [28] , [46] , [61] , [66] , [73] , [76] , [77] , [80] , [82] , [101] , [124] , [139] , [140] ; whilst, the prediction of travel time has been less explored [90] , [117] , [127] , [137] .
MULTI-TARGET
This attribute presents those TF problems that have more than one output variable to be predicted (Figure 10) . From a ML approach, this type of problem has an output space of more than one dimension [13] . As can be seen in Figure 10 This multi-target regression approach has recently been assumed by the transportation community in order to model, in a comprehensive way, the exact form of traffic dynamics. It does generate, however, issues related to the selection of the proper data-driven method. The overall experience in multi-target modelling points out the use of non-parametric techniques, such as NNs [56] , [115] , to predict fundamental macroscopic traffic variables together with travel time [5] , [102] , [128] .
c: STEP PREDICTION
This attribute is related to modelling the number of time horizons, in which traffic predictions are made in the future, within a TF problem. We have identified two sub-levels within this attribute: single, in which predictions are performed for a single time step in the future, and multiple, wherein it is necessary to forecast traffic over more than one time horizon. These two sub-levels are presented below.
SINGLE
This attribute categorizes TF problems in which there is only one time horizon. It corresponds to a single-target regression problem wherein there is a single traffic measure to be predicted, in the form Y (t) = X m,(t−i) , (t) being the target step.
In the transportation literature, TF problems with a single step of predictions are approached by means of parametric and non-parametric ML methods [18] , [19] , [64] , [67] , [89] , [94] , [102] , [103] , [106] . Nevertheless, from a practical perspective, single prediction intervals cannot support neither the short-term operational decision-making nor the medium-and long-term transportation planning, as they cannot provide a description of how traffic will evolve over time beyond few minutes into the future [57] , [115] .
MULTIPLE
This attribute classifies the TF problems wherein there is more than one future time step to be predicted. Specifically, there can be multiple time steps for either one target traffic measure or a set of them; which leads to a multi-target regression problem in the form Y n,(t+i) = X m,(t−i) . Let (n) be the output traffic measures and (t + i) the number of time horizons to forecast.
Similar to the case of single step literature, TF problems with more than one time horizon in the future are quite welldocumented in the literature [4] , [50] , [65] , [88] , [88] , [97] , [126] , [127] , [131] , [132] . However, in contrast to single time step problems, multiple steps provide a stronger ground for decision makers during traffic flow management [56] , [115] .
d: DATA PRE-PROCESSING
This attribute categorizes TF problems in terms of the preprocessing tasks required to model their input data in a way that allows them to be processed by ML methods. According to Data Mining literature [34] , Data Pre-processing (DPP) can be divided into Data Preparation and Data Reduction (more details of these two categories, with their respective techniques, can be consulted in [34] ). However, for the purpose of the proposed taxonomy aimed at categorizing TF regression problems, we have split them into three categories: Data Preparation, Imperfect Data, and Data Reduction, all of which are presented below.
DATA PREPARATION
This attribute categorizes TF problems with respect to the approaches followed to properly prepare and transform the VOLUME 7, 2019 raw traffic data into the minimum format accepted by ML methods. This Data Preparation guarantees that the methods operate correctly without reporting errors during their runtime due to a no valid data format. Within this attribute, there are three approaches that are described below.
The first approach is data cleansing that is focused on detecting and discarding corrupt records within the raw data; this means, eliminating incorrect data that does not make sense in the context of traffic measures, for instance, negative values. The second is the data transformation process whose objective is to improve the input data to become more efficient in the forecasting process of ML methods. This task involves generating new features and normalizing or rescaling the input data to establish the same measurement unit or scale.
Finally, the third approach is data integration, which is related to the merging process of data that comes from different sources (for more details see [31] ). In this case, such integration corresponds to the fusion of traffic data sensed by multiple sensors, or even, the inclusion of non-traffic data into the traffic data-sets.
IMPERFECT DATA
This attribute classifies TF problems in regard to the processes needed to fill in missing values and to identify noise in the raw data. In the first case, faulty reading, malfunctioning hardware or transmission errors of the traffic detectors can cause empty records. Filling in these gaps is important to guarantee accurate predictions, and can performed using different strategies ranging from a simple null value imputation to complex spatio-temporal context imputation models (see more details of imputation of missing data for road traffic forecasting in [58] ). In the latter, the objective is dealing with noisy input data to detect random errors and to reduce data variability using smoothing techniques. This can improve the quality of the training data and avoid overfitting issues.
DATA REDUCTION
This attribute categorises TF problems in terms of Data Reduction techniques applied to obtain a reduced representation of the input data, which enables ML methods to reduce the computational cost of their training process. This representation is smaller; at the same time this maintains the integrity and variability of the original data [34] , [37] . The three approaches that categorises the Data Reduction of TF problems are explained below.
First, the feature reduction approach, which aims to remove irrelevant-redundant features to find a minimum set of traffic attributes that increases the speed of the learning process (for more details see the review in [85] ). The second approach is instance reduction, which is related to choosing a subset of samples from the whole traffic data-set to achieve the desired forecasting performance as if the complete data was used by the ML methods [34] .
Lastly, the third approach is discretisation, which transforms continuous data values into categorical values within a finite number of intervals. This is useful for the integration of non-traffic data such as weather conditions, wherein raining continuous values are mapped into discrete attributes that classify the climate conditions on the roads based on nominal values.
IV. TAXONOMY ANALYSIS
This section presents the categorization of transportation literature by means of the proposed taxonomy. Specifically, the first part of the section is devoted to classifying the TF problems approached by the transportation literature reviewed between 2000 and 2019. Then, the second part introduces a hierarchical clustering analysis of this categorization of the literature to extract families of TF problems and to map the ML methods and DPP approaches used to tackle the extracted families of problems.
A. CATEGORISATION OF TRANSPORTATION LITERATURE
In this section, we analyses the taxonomy to check its robustness and its ability to discriminate papers that have approached different TF regression problems. Table 1 is devoted to categorizing a sample of relevant articles published between 2017 and 2019, whilst Table 2 includes references dated from 2014 to 2016 that are taken from the most updated survey in TF under a data-driven perspective [57] . Finally, Table 3 exhibits a sample of the main references from 2000 to 2013.
Every paper is categorized according to the sub-attributes within the four main blocks of the taxonomy whose names (1. Data Source, 2. Scope, 3. Problem Definition, 4. Modelling) are the shaded columns in the Tables 1, 2 and 3 . When a particular sub-attribute is present in the TF problem approached by an article, its acronym (see Figure 1 ) is added to that specific cell. All described sub-attributes are present in at least one paper, which shows that no unnecessary attributes have been introduced in the taxonomy. Figure 11 presents a summary of the findings extracted from the categorization of the literature published between 2000 and 2019. Concretely, on the x-axis of the figure all the attributes within the four blocks of the taxonomy can be seen. For each attribute, there is a stacked bar that depicts the percentage of the transportation literature (y-axis) in terms of the number of articles, which has addressed its sub-attributes represented with bullet points in the taxonomy ( Figure 1) .
As can be seen in Figure 11 , regarding attribute 1. Data Source, point detectors are the most common sensing technology used. The majority of the transportation literature categorized has approached TF problems that contain exclusively this type of data source. Specifically, only three papers [19] , [119] , [128] highlighted in Tables 1 and 2 include more than one kind of data source. In this sense, the integration of multiple data sources is an opportunity from the transportation perspective and a challenge in the ML area. Using multiple data technologies can contribute to representing the traffic conditions on the roads in a more realistic way; however, such a data fusion is a demanding modelling task during the pre-processing the input data.
The aforementioned data source availability also affects the spatial coverage of predictions. The stacked bar of attribute 2.2 Spatial Coverage shows that few papers have approached TF problems at the network level, which is in concordance with the low usage of moving data due to privacy and availability issues [78] . On the other hand, the most common TF problems are the ones in which the prediction of traffic is focused on either point or segment levels, which can be done using point or interval detectors, the last data source being the least used in the transportation literature.
In the case of attribute 2.1 Context, there is an apparent balance in the literature between the TF problems handled in either urban or freeway contexts. Only two studies in Table 1 approach the prediction of traffic in both contexts at the same time. In this case, the computational challenge is focused on developing methods that learn traffic patterns of both contexts or developing models that separately predict traffic in the two environments.
With respect to the attribute 2.3 Target, Figure 11 shows that most of the literature approaches TF problems that consider a single spatial target for predictions. Multiple targets are considered when traffic is only forecasted for more than one point or segment. This because approaching multiple networks does not have any practical application from a transportation perspective. With respect to multiple targets, research is still needed to find out whether adopting a local or a global strategy to handle the prediction along multiple locations would more suitable in terms of computational cost and accuracy.
In the case of attribute 3.1 Input Definition, the majority of papers have addressed the prediction of traffic using only temporal traffic data. Nevertheless, the inclusion of spatial traffic data and non-traffic data to enhance TF has been taken into account, as can be seen in Figure 11 . Nevertheless, in most of the cases such input enrichment is modeled using a vector representation (stacked bar 4.1 Input Modelling), which can lead to losses in the spatial dependencies of traffic data. As is highlighted in Tables 1 and 2 , few studies [19] , [50] , [65] , [75] , [131] , [132] have used a highorder tensor to generate multi-dimensional data input structures that maintain the spatial relationships of traffic data whilst they are being feed into ML methods.
Regarding attributes 3.2 Time Horizon and 3.3 Time
Step, for the most part of TF problems, the forecasting of traffic is focused on short-term predictions using medium resolution data (between 5 and 15 minutes). In the case of both small and high time steps, the literature avoids these data resolutions because of the loss of valuable information and the inclusion of noise in the input data, as is stated in [57] , [115] . In this context, the data science challenge lies in determining how the structure of the input data, in terms of attributes 3.1 Input Definition and 4.1 Input Modelling, and the time step resolution (attribute 3.3 Time Step) can contribute to obtain longterm predictions, without losing accuracy and increasing the computational cost of training ML models.
In the area of what traffic measure is predicted (attribute 3.4 Output Definition), choosing any of the fundamental macroscopic variables is the predominant approach, despite the relevance of forecasting time travel being previously stated [78] , [115] , [116] . From the perspective of how many traffic parameters are predicted, the taxonomy demonstrates that most TF problems are focused on single-target output predictions (stacked bar 4.2 Output Modelling). The latter opens the possibility to explore the benefits and challenges of multiple output targets, which according to Tables 1 and 2 has been approached by very few studies [5] , [102] , [128] .
Finally, the DPP in TF problems (attribute 4.4 Data Preprocessing) is mostly focused on data preparation tasks, particularly, data cleansing, data integration and data transformation. Notwithstanding, Tables 1, 2 and 3 show that many papers reviewed do not include any DPP. These cases are highlighted with the symbol (-*) in the column 4.4 Data Pre-processing of the aforementioned tables, and although the authors performed the aggregation of input data into small, medium, or high time steps, this is not consider to be DPP because it is an implicit task for all TF problems. The absence of DPP could be due to the fact that many articles use data sources sensed by third parties, which pre-process the traffic data before making it available, such as the Caltrans Performance Measurement System case. 
B. FAMILIES OF TRAFFIC FORECASTING PROBLEMS
Based on the literature categorization shown above, this section presents families of TF problems, or, groups of problems that share common attributes of the taxonomy. To accomplish this purpose, first we generated a unique sequence for each reference in Tables 1, 2 and 3 , which identifies the TF problem approached within every article. As can be seen in the example of Figure 12 , the structure of each sequence is determined by both the traffic-and the modelling-related attributes assigned with the proposed taxonomy. We obtained 76 sequences that correspond to the total of papers reviewed between 2000 and 2019.
In the next step, we carried out a hierarchical clustering analysis considering only the traffic-related attributes. The clustering process was done comparing the 76 generated sequences, and those with up to 4 different transportation attributes were grouped in the same family. The modelling attributes were excluded in the generation of the families because we wanted to highlight common groups of TF problems, from a transportation perspective, regardless of how they have been modeled in the literature. We identified 10 families of TF problems that are shown in the dendrogram of Figure 13 . The branches represent how close one paper is to other studies in terms of familiarity determined by the transportation attributes, and the colors depict the families. The leaf nodes of the tree structure contain the papers categorized in Tables 1, 2 and 3. The 10 families of problems are presented with more details in Table 4 , which shows what traffic attributes characterize them and how many of the papers reviewed have been approached within each family. The missing cells along a single family indicate that those transportation attributes, arranged in the columns of Table 4 , do not belong to the family under consideration.
According to the information consolidated in Table 4 , the families that have more complex characteristics, in terms of the integration of multiple data sources and the prediction of traffic at the network level, are those that represent the traffic conditions on the roads in a more realistic way (for instance, families 2, 3 and 9). However, these families have been approached by very few papers, which means that they are still open issues within the transportation literature, especially because of the computational challenges that they bring with them. In contrast, the simplest families (numbers 1,5 and 6) are those that contain the highest number of papers together with the more traditional transportation scenarios (point data sources and prediction both at the segment level and at single VOLUME 7, 2019 points on the roads). How ML methods can successfully deal with these families is well documented in the literature, but, at the same time, it is still necessary to determine the most suitable ML methods, in terms of computational cost and efficiency, to approach these families of problems.
Having extracted the families of TF problems, Figure 14 maps how different classes of ML methods have been used to approach them over the last few years. The families of methods were identified grouping the prediction models used by the literature in Tables 1, 2 More complex families of TF problems that incorporate moving and interval data sources (families 2,3 and 9) only appeared in recent years, according to Figure 14 . These problems include temporal and spatial dependencies of traffic within their data, which traditional ML methods have difficulties dealing with. In this context, Deep NNs have been introduced to the transportation literature to approach such complex problems and to enable making predictions at the network level. Nevertheless, many of the Deep NNs reported in the literature are still using vector representations to model the input data. In this sense, the benefits of these methods can be further exploited by using high-order tensors.
The remaining families of ML methods (Decision Treebased, Linear Regression, Probabilistic), have been broadly applied to handle problems where the main data source is point detectors, the context of forecasting is freeway environments, and their spatial coverage of prediction are segments or single points. In such transportation contexts, Deep ANN could also handle these families of problems; however, the implementation of traditional ML methods guarantees low computational costs, in terms of time associated with the training process of the methods and the configuration of their hyper-parameters, while obtaining fair accuracy in predictions.
Finally, the influence of data DPP tasks on the families of TF problems is also discussed. Figure 15 shows how many papers within every family of problems have included DPP. As shown below, there are 9 families in which there is, at least, one paper within them that does not incorporate DPP.
More concretely, Figure 16 presents how many times the DPP attributes of the proposed taxonomy (Data Preparation -DP, Imperfect Data -ID, Data Reduction -DR) have been used in the studies that include DPP in the 10 families. As can be seen, DP is the most common approach, followed by ID and DR, respectively. In this sense, although the pre-processing of input data is a fundamental stage in the modelling process of ML methods, in the transportation literature it has been scarcely studied, and therefore their influence in the model selection problem, given the characteristics of a particular TF family under study, is still an open issue.
V. CONCLUSIONS, FINDINGS, AND FUTURE TRENDS
In this paper, we have proposed a taxonomy to categorize families of TF problems from a supervised regression learning perspective. Concretely, the taxonomy is built based on two types of attributes to categorize the problems: traffic and modelling specifications. The first one includes transportation-related attributes, which are the type of data source, the context and spatial coverage of predictions, the input and output variables considered, the time horizon of predictions, and the time step of data. Diversely, the second set of attributes introduces specification about how the input and output data and the steps of predictions can be modeled, together with DPP approaches.
To check the robustness of the taxonomy, we categorized research studies published in the transportation literature from 2000 to 2019. As a result, the taxonomy analysis allowed the extraction of 10 families of TF problems, whose complexity change mainly depending on the number and type of data sources used and on the scale of predictions.
The families of TF problems most commonly approached are those that incorporate point detectors as the main data source. In these cases, traditional ML methods such as NNs, regression and instance-based methods are the predominant strategies to address the above-mentioned problems. Conversely, the families of less frequently addressed and more complex problems are those that include moving and interval data sensors to make predictions beyond single points on the roads. For this last type of problem, the common approach is to use Deep NNs to exploit the temporal and spatial characteristics of traffic data.
From the aforementioned analysis, it can be said that NNs were the predominant traffic prediction methods from 2000 to 2010. Since then, Instance-based methods started becoming more commonly used to tackle TF, especially in the cases where the input data came from point and interval detectors. However, nowadays, Deep NNs have progressively substituted these approaches as data obtained by moving sensors has become available. The latter methods are the most suitable for handling complex transportation scenarios which require predictions at the network level; nevertheless, their potential is far from being totally exploited because of most them are still using vector representations to model their input data. In this sense, the benefits of Deep NNs methods can be further exploited by using high-order tensors.
In addition to map out and discuss what ML methods have been used to approach the families of TF problems, it is important to highlight the absence of DPP techniques in the modelling process of TF problems. The current trend is focused on the integration of traffic data coming from different data sources and the improvements of imperfect data (missing values and noisy data). Nevertheless, in spite of this, the influence of data reduction approaches, such as instance and feature reduction, over the complexity of TF problems are still an open issue.
In summary, the taxonomy analysis suggests that there is no best ML algorithm that suits all forecasting situations. However, authors state the necessity of a comparison framework that allows the description and analysis of the performance of different ML methods in diverse TF problems. In this context, the taxonomy presented sets up the basis for a common framework that, in further research, will facilitate experimentation to determine which ML algorithms are more appropriate for each family of TF problems. It may also facilitate determining what would be a suitable baseline of algorithms to make fair comparisons, depending on the chosen algorithm for the TF problem at hand.
