Abstract-In order to stimulate the development and research in computer Go, several Taiwanese Go players, including three professional Go players and four amateur Go players, were invited to play against the famous computer Go program, MoGo, in the Taiwan Open 2009. The MoGo program combines the online game values, offline values extracted from databases, and expert rules defined by Go expert that shows an excellent performance in the games. The results reveal that MoGo can reach the level of 3 Dan in Taiwan amateur Go environment. But there are still some drawbacks for MoGo that should be solved, for example, the weaknesses in semeai and how to flexibly practice the human knowledge through the embedded opening books. In this paper, a new game record ontology for computer Go knowledge management is proposed to solve the problems that MoGo is facing. It is hoped that the advances in intelligent agent and ontology model can provide much more knowledge to make a progress in computer Go and achieve as much as computer chess or Chinese chess in the future.
Knowledge is defined as any information that is relevant, actionable, and is based on a person's experience [5] . All knowledge workers share certain characteristic activities. However, when data is annotated, it's done against a framework or ontology [6] . Ontology has become a very powerful way of sharing the knowledge as well as representing the information and its semantics [7] . It is also a conceptualization of a real world domain into a human understandable, machine-readable format consisting of entities, attributes, relationships, and axioms [8] . Moreover, ontology mediation allows us to combine knowledge from the differing ontologies [6] . It has been successfully applied to certain domains. For example, Lee et al. proposed a fuzzy ontology to apply for news summarization [9] and they also proposed an ontology-based intelligent decision support agent for capability maturity model integration (CMMI) project monitoring and control [10] . Reformat and Ly [7] proposed an ontology-based approach to provide a rich environment for expressing different types of information including perceptions.
The game of Go is one of the last board games where the strongest humans are still able to easily win against computers. Researchers, however, have discovered new performing algorithms and computers are catching up really fast. The results of the games in the Taiwan Open 2009 (http://go.nutn.edu.tw/2009/) have indicated that if computers continue to improve at this rate, one more human stronghold may fall in front of machines in less than 10 years. Additionally, the game results also have shown that if the computer can learn more knowledge and strategy from professional Go players through the constructed ontology, then the computer Go will approach the level of professional go player very fast. Hence, this study proposes a novel game record ontology for computer Go knowledge management. With the proposed computer Go knowledge management, the computer Go is expected to become much more intelligent than nowadays. The remainder of this study is organized as follows. Section II briefly describes the Monte Carlo Tree Search (MCTS)-based computer Go. The ontology model for computer Go knowledge representation is presented in Section III. Some case studies in the Taiwan Open 2009 are presented in Section IV. Conclusions are finally given in Section V. 
II.MCTS-BASED COMPUTER GO
In this section, the Monte Carlo Tree Search (MCTS)-based computer Go is briefly described. Minimax and alpha-beta searches are the most common techniques used in computer games. However, in Go, even after pruning by patterns or rules, these approaches are clearly outperformed by MCTS -all recent tournaments have been won by MCTS approaches with usually all the MCTS programs ranked better than non-MCTS programs. Interestingly, some significant improvements in chess have been achieved with "forced moves" [14] . Forced moves are moves that are almost mandatory for a player. A combination is a sequence of such moves when an opponent can only play forced moves. Via forced moves, one can increase analysis depth. In chess, according to some scholars, this technique is efficient and programs with forced moves can announce checkmate and victory far in advance. In computer Go, forced moves are a difficult concept. Cazenave [15] produced notable results using forced moves; however, forced moves are only forced in the sense that they are necessary for some particular goals, not for a complete victory. In Go, strong players never absolutely try to keep some groups alive. If the opponent can use many stones to kill one group, letting the opponent reach his target is fine, as during that time, influence is extended to another part of the goban, increasing the amount of territory won. Via the MCTS approach, very deep sequences can be produced, allowing computer Go to reach the same complexity as the computer chess despite a lack of forced moves.
A.
Monte Carlo Evaluation Brugmann proposed an original evaluation function based on Monte Carlo exploration [11] : the estimate is the probability of winning estimated by a random player. The All-Moves-As-First (AMAF) value of a move improves Monte Carlo evaluation by using statistics on permutations of games: when one simulation is performed, several permutations of this permutation are considered as well. These simulations provide statistics for several moves, other than the first move of the initial simulation. In the MCTS setting, AMAF values are usually called Rapid Action Value Estimation (RAVE) values [17] . The Monte Carlo evaluation can be used as an evaluation function in an alpha-beta engine. However, a recent and considerable improvement is the incremental construction of a tree on top of the Monte Carlo evaluation function. Random simulations are still performed from the initial node, but they are adaptively modified in the part which is in the tree. Outside the tree, the simulation uses the default random policy, whereas in the tree, simulations choose the move that maximizes a score combining two criteria: (1) Exploration criterion: moves that have not been simulated often should be more intensively simulated; and (2) Exploitation criterion: moves that lead to high probabilities of winning should be simulated more often. In this incremental construction, the tree is expanded in the direction of interesting moves as estimated by the Monte-Carlo evaluation. A well-known implementation of this idea is Upper-Confidence Tree (UCT) [13] . The overall MCTS algorithm [12] is presented in Algorithm 1. Moreover, this MCTS is parallel: in Fig. 1 , each computation node builds his own tree in memory, and 3 times per second all nodes "share" their trees with other nodes by averaging statistics, as if the algorithm was a simple Monte-Carlo algorithm.
Algorithm 1: Pseudo-code of a MCTS algorithm applied to a two-player game (typically Go or chess). T is a tree of positions, with each node equipped with statistics (number of wins and losses in simulations starting at this node) [20] . Initialize T to a single node, representing the current state. 
B.
Upper Confidence Bound and Heuristic values When Upper Confidence Bound (UCB) is used, MCTS is called an UCT [13] . Adding RAVE values has been done in [16] . Adding a term based on the patterns [12] , [18] and rules to the RAVE values was proposed by [16] . Typically, the value of a pattern is proportional to the frequency of a move m in a pattern p according to a database of strong games, plus a coefficient tuned empirically for moves matching some expert rules. The rules implemented in MoGo can be found in [16] . The website (http://senseis.xmp.net) provides the Go definitions required for implementing these rules.
C. Mechanism of MoGo
The Monte Carlo player used in MoGo is defined in Algorithm 2. An atari occurs when a string representing a group of stones can be captured in one move. For the bandit part of MoGo, MoGo combines RAVE values [17] , offline values extracted from databases [12] , [16] , [18] and expert rules [16] ; the algorithm is more completely described in [16] .
Algorithm 2: Algorithm for choosing a move in Monte Carlo simulations for the game of Go. Some details have been omitted for clarity; see [16] for details (in particular the "Nakade" modification) [20] . if the last move is an atari then Save the stones which are in atari. 
A.
Knowledge Management Process for computer Go By applying pattern knowledge and accumulated positional knowledge, a Go player is able to exclude bad moves from consideration and quickly recognize and stop exploration in hopeless positions during planning. If a computer Go also uses such domain knowledge, then it should be much efficient. Fig. 2 shows the process of constructing Go knowledge management. As shown in Fig. 2 , there are five processes defined, including a knowledge creation, a knowledge integration, a knowledge storage, a knowledge dissemination, and a knowledge reuse. First, the key knowledge creation transaction is between a Go player and an ontology engineer. It also can be constructed by the computer Go program. The ontology engineering discovers and captures the Go domain knowledge from the Go player through the communication with each other to create the knowledge. Second, the ontology engineer integrates the found knowledge to construct a Go ontology. Third, the Go domain knowledge is stored into the Go knowledge management system. Fourth, the knowledge is then available to computer Go programmer and other Go players through the knowledge reuse and knowledge dissemination processes. Finally, the computer Go programmer develops a novel game record ontology for computer Go knowledge management to play with Go players.
B.
Ontology Model Fig. 3 shows the structure of the domain ontology, including a domain layer, a category layer, and a concept layer [9] , [10] . The domain layer represents the domain name of an ontology, and consists of various categories defined by domain experts. The category layer defines several categories, labeled as "category 1, category 2, …, and category k." Each concept in the concept layer contains a concept name i C , an attribute set } { 1
, and an operation set } { 1
for an application domain.
Three inter-conceptual relations have been utilized in the domain ontology, namely the generalization, the aggregation, and the association. A generation relation between a domain and its corresponding category is called an "is-kind-of" relationship. The relationship between each category and its corresponding concepts is the aggregation, which denotes the "is-part-of" relationship. The association indicates a semantic relationship between concepts in the concept layer. Based on the structure of the domain ontology, we apply it to define the game record ontology model for computer Go knowledge management, shown in Fig. 4 . The domain name of this ontology is "Game Record Ontology." The categories in the category layer include "Amateur" and "Professional." Several concepts are located in the concept layer. For example, concepts "1D," "2D," and "6D" represent the level of dan on the amateur scale for a Go player: 1 dan, 2 dan, and 6 dan, respectively. On the other hand, concepts "1P," "2P," and "9P" represent the level of dan on the professional scale for a Go player: 1 dan, 2 dan, and 9 dan, respectively. The built Go game record ontology stores each move of each game played by the Go players against MoGo. For instance, assume there are n1 1D Go players (K 1_1D ,…, and K n1_1D ). Each 1D Go player may play total n1 games stored in the game record ontology. So, Fig. 4 indicates that each game of each Go player can be modeled by the game record ontology. For example, the games that the first 1D Go player (K 1_1D ) once played are represented as G 1_K1_1D , …, and G q1_K1_1D . For the game G 1_K1_1D , the records of game are represented as moves 1, 2, …, and r1, that is M 1_G1_K1_1D , …, and M r1_G1_K1_1D , and its result is denoted as R G1_K1_1D . The results of these two games will stay in history. On the third day of this event, MoGo beat 2P professional Go player Shin Chin in the first 9 × 9 game, that is game 3 which is shown in Fig. 5 .
B. Go Knowledge Management for Taiwan Open 2009
In this subsection, eight 9 × 9 games of Taiwan Open 2009 are discussed. For more game results, Table I lists the profiles of partial Go players who competed against MoGo. The game adopted the Chinese rule and komi was 7.5. During the tournament, MoGo ran on a supercomputer Huygens, provided by Dutch research organizations, Stichting Academisch Rekencentrum Amsterdam (SARA, The Netherlands) and National Computer Facilities (NCF, The Netherlands). The MoGo program was allowed to use at most 20 nodes of the supercomputer, i.e., 640 cores at 4.7GHz. The games were played over the Kiseido Go Server (KGS) platform (http://www.gokgs.com/). The results of the discussed 9 × 9 games are listed in Table II. Figs. 6 and 7 show the recorded moves of games 5 and 6, respectively. Games 5 ( Fig. 6 ) and 6( Fig. 7) reveal that MoGo played the same sequences and positions against Zhou for moves 1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21, 23, 25, 27, 29, 31, 33, and 35 . Also, games 7 ( Fig. 8) and 8 (Fig. 9) were almost identical, especially from move 1 to move 19. The human Go player, 9P Jun-Xun Zhou, just reproduced the same games, which were very constrainted by the opening, on the fourth game day (February 13, 2009 ). On game 6 against Zhou, MoGo played the same moves as the ones on game 5 against Zhou. But from a human's viewpoint, MoGo should have played different moves on game 6 to have a chance to defeat Zhou. It's a very simple inference to get to know that it is definite to change the strategy in order to have a chance to win. However, the current version of MoGo is not smart enough to adopt different strategies on game 6. Hence, if MoGo can learn more about knowledge from the experiences of playing with humans, it may be able to solve this problem-MoGo played the same sequences and positions on games 5 and 6, but MoGo lost the game 5. Therefore, a novel game record ontology for computer Go knowledge management is proposed in this study. After the Taiwan Open 2009, we have discovered and learned more about the weaknesses of MoGo. Possibly, after giving MoGo a specific and designed Go ontology, we can then take steps to solve the above-mentioned problem that MoGo is facing. Consequently, based on part of the selected games results, we apply the ontology model shown in Fig. 4 to the real cases of the Taiwan Open 2009. Fig. 10 shows the Taiwan Open 2009 Go knowledge management ontology. First, the domain name is "Go Game Record Ontology (Taiwan Open 2009)." There are one 5D amateur Go player concept "Cheng-Wen Dong" and three 6D amateur Go players' concepts, including "Shi-Jim Yen," "Shang-Rong Tsai," and "Biing-Shiun Luoh." Concepts "Li-Chen Chien," "Shih Chin," and "Jun-Xun Zhou," are 1P, 2P, and 9P professional Go players, respectively. Take concept "Game 1" for an example. Its attributes can be "Time of game," "Name of Go player," "Event of game," and "Moves of positions and sequences." The ontology is then constructed according to the "When, Who, What, and How" practices. For using the ontology, we proceed as follows. MoGo currently chooses, in the opening, the move which provided the best score. The score is the number of wins in MoGo's huge set of (offline, built on Grid5000 clusters) high-quality games. With the ontology, after each game: (1) The stability of a move in the opening is defined as the ratio between its score and the score of the move with second best score. By definition, it is at least 1. (2) The move with lower stability is then forbidden for future games in the same sequence of games. Its strategy is applied, then (1) On game 6, shown in Fig. 7 , the move E3 would have been replaced by move C6. It is beyond our expertise to ensure that C6 is a good idea. On the other hand, the fact that E3 is a bad idea was pointed out by Pierre Audouard, well-known expert of 9 × 9 Go in [19] . (2) On game 8, shown in Fig. 9 , the second move would be E5 instead of F5, after D5. It is difficult to say if this move is a good move or not. It is at least very aggressive and highly complicated.
V.CONCLUSION
In this study, a novel game record ontology for computer Go knowledge management is proposed based on the game results in the Taiwan Open 2009. During the competition, MoGo made history by winning two 19 × 19 games with 7 and 6 handicap stones against a 9P and a 1P professional Go players, respectively. In addition, MoGo also secondly defeated a professional Go player in a 9 × 9 game. With these exciting records, however, MoGo still have something to be solved such as discovering new performing algorithms to improve the semeai, the fights between two groups, and introducing the domain experts' knowledge to opening books. It is hoped that one more human stronghold will fall in front of machines in less than 10 years.
