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Let X ⊂ Pn be an algebraic variety embedded in some projective space, and let π : Y → X be
a desingularization. Then the sheaves π∗(ω⊗mY ), where m ∈ Z+ , are called pluricanonical. They do
not depend on the choice of the desingularization (Y ,π), up to isomorphism. The homogeneous
components of the associated graded module
Γ∗
(
π∗
(
ω⊗mY
)) :=⊕
n0
Γ
(
X,π∗
(
ω⊗mY
)⊗OX OX (n))
play an important role in birational geometry. The components in degree 0 (i.e. the global sections
of the pluricanonical sheaves) deﬁne the geometric genus, the plurigenera and the pluricanonical
maps. The arithmetic genus can also be computed in terms of the Hilbert function of the module
Γ∗(π∗(ωY )) [3]. In case of rational surfaces, some of the components realize the Enriques–Manin
reduction to a minimal model [12], i.e. this reduction is the associated map of the corresponding
vector space. Other applications may be derived from the theory of adjunction and its relation to
minimal models, see [2] and the references therein.
The topic of this paper is the computation of these components. We restrict to characteristic zero
and to hypersurfaces. The computation uses the concept of formal desingularization, which has been
introduced in [1]. That paper also contains an algorithm for computing these formal desingularizations
for surfaces. Both algorithms (for computing formal desingularizations and for computing adjoints)
have been implemented in the computer algebra system Magma [4] for the surface case. It turns
out that the computation of formal desingularization is by far cheaper than the computation of a
desingularization π : Y → X .
The paper is structured as follows: In Section 2 we start by recalling the deﬁnition of formal
desingularizations for the convenience of the reader. Much of this section is a literal copy of [1]. In
Section 3 we deﬁne the sheaf of m-adjoints on X by a property involving formal prime divisors and
show that it is isomorphic to π∗(ω⊗mY ). In particular it is independent of Y . In Section 4 we ﬁnd
a super-sheaf of π∗(ω⊗mY ). Then the sheaf of m-adjoints on X is equal to the subsheaf of sections
satisfying conditions related to a formal desingularizations of X . This immediately yields Algorithm 1
given in Section 5. We close with an example.
Before we proceed we recall and ﬁx some notions. Let E be a ﬁeld of characteristic zero and X
and Y integral E-schemes. All (rational) maps are relative over SpecE. By E(X) and E(Y ) we denote
the respective function ﬁelds. A rational map π : Y  X is given by a tuple (V ,π) such that V ⊆ Y
is open and π : V → X is a regular morphism. Note that we do not restrict to schemes of ﬁnite type
here. In particular all regular morphisms are rational maps. Two tuples (V1,π1) and (V2,π2) are
equivalent, or deﬁne the same rational map, if π1|V1∩V2 = π2|V1∩V2 .
Assume that two maps send the generic point of Y to p ∈ X (its image is always deﬁned
for rational maps). Then (V1,π1) and (V2,π2) are equivalent iff the induced inclusions of ﬁelds
OX,p/mX,p ↪→ E(Y ) are the same (where mX,p ⊂ OX,p is the maximal ideal). In particular if π is
dense, i.e., p is the generic point of X , we get an inclusion E(X) ↪→ E(Y ) determining π .
Note, however, that not all such ﬁeld inclusions yield rational maps under our assumption since
we have not yet restricted to schemes of ﬁnite type over E. E.g., let X := SpecE[x], Y := SpecE[x]〈x〉
and π : Y → X be the morphism induced by localization. Then π induces an isomorphism of function
ﬁelds E(X) ∼= E(Y ). Nevertheless π has no rational inverse. A rational map with inverse is called
birational (or also a birational transformation).
Further it is easy to see that dense rational maps may be composed. A rational map has a domain
of deﬁnition, which is the maximal open set on which it can be deﬁned (equivalently, the union of all
such open sets).
2. Deﬁnition of formal desingularizations
From now on X and Y will denote separated, integral schemes of ﬁnite type over E and they will
have the same dimension l. Let (A,m) be a valuation ring of E(X) over E (where m is the maximal
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a divisorial valuation ring of E(X) over E or a prime divisor of E(X) (see, e.g., [13, Deﬁnition 2.6]). It
is an essentially ﬁnite, regular, local E-algebra of Krull-dimension 1 (i.e., the localization of a ﬁnitely
generated E-algebra at a prime ideal, see [14, Theorem VI.14.31]).
Let (A,m) be a divisorial valuation ring of E(X) over E. By [7, Lemma II.4.4.] the inclusion A ⊂
E(X) deﬁnes a unique morphism SpecQ(A) → X and therefore a rational map Spec A  X sending
generic point to generic point. Composing this with the morphism obtained by the m-adic completion
A → Â we get a rational map Spec Â  X in a natural way.
Deﬁnition 2.1 (Formal prime divisor). Let (A,m) be a divisorial valuation ring of E(X) over E. Assume
that the rational map Spec Â  X (as above) is actually a morphism ϕ : Spec Â → X (i.e., deﬁned also
at the closed point). Then ϕ is a representative for a class of schemes up to X-isomorphism. This
class (and, by abuse of notation, any representative) will be called a formal prime divisor on X .
Hence we may compose a representative ϕ with an isomorphism Spec B → Spec Â to get another
representative for the same formal prime divisor. By the Cohen Structure Theorem (see, e.g., [5, Theo-
rem 7.7] with I = 0) we know that Â ∼= Fϕt with Fϕ := A/m∼= Â/m Â. Therefore we will sometimes
assume that ϕ is of the form SpecFϕt→ X .
Formal prime divisors provide an algorithmic way for dealing with certain valuations; a for-
mal prime divisor yields an inclusion of function ﬁelds E(X) ↪→ Fϕ((t)). Vice versa, by what was
said above, ϕ is determined by this inclusion. Composing this inclusion with the order function
ordt :Fϕ((t)) → Z we get the corresponding divisorial valuation (see Deﬁnition 4.4 below). We want
to single out a special class of formal prime divisors.
Deﬁnition 2.2 (Realized formal prime divisors). Let p ∈ X be a regular point of codimension 1. The
formal prime divisor
Spec ÔX,p → X
(given by composing the canonic morphism SpecOX,p → X with the morphism induced by the com-
pletion OX,p → ÔX,p) is called realized.
If X is normal then all generic points of closed subsets of codimension 1 are necessarily regular
[7, Theorem II.8.22A]. Therefore there is a one–one correspondence of realized formal prime divisors
and prime Weil divisors. Another important fact is that we can match the formal prime divisors of
birationally equivalent schemes under certain conditions.
Lemma 2.3 (Pullback along proper morphisms). Let π : Y → X be a proper, birational morphism. A formal
prime divisor ϕ : SpecFϕt → X lifts to a unique formal prime divisor π∗ϕ : SpecFϕt → Y such that
π ◦ (π∗ϕ) = ϕ . Vice versa, a formal prime divisor on Y extends to a unique formal prime divisor on X, hence
π∗ :Div X → Div Y is a bijection.
Proof. See [1, Corollary 2.4]. 
We will apply the operator π∗ also to sets of formal prime divisors.
Deﬁnition 2.4 (Center and support). Let ϕ : SpecFϕt → X be a formal prime divisor. We deﬁne its
center, in symbols center(ϕ) ∈ X , to be the image of the closed point. Further the support of a ﬁnite
set of formal prime divisors S is deﬁned as supp(S) := {center(ϕ) | ϕ ∈ S}, i.e., the closure of the set
of all centers.
We note that the closure of the center of a formal prime divisor ϕ need not be of codimension 1.
It is of codimension 1 if and only if ϕ is realized.
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Deﬁnition 2.5 (Formal description of a desingularization). Let π : Y → X be a desingularization, i.e., π is
proper, birational and Y is regular. Let S be a ﬁnite set of formal prime divisors on X . We say that S
is a formal description of π iff
(1) all divisors in π∗S are realized,
(2) π−1(supp(S)) = supp(π∗S) and
(3) the restricted morphism Y \ supp(π∗S) → X \ supp(S) is an isomorphism.
The set S itself consists of formal prime divisors on X and makes no reference to the morphism π .
By another deﬁnition we can avoid mentioning any explicit π .
Deﬁnition 2.6 (Formal desingularization). Let S be a ﬁnite set of formal prime divisors on X . Then S is
called a formal desingularization of X iff there exists some desingularization π such that S is a formal
description of it.
In [1, Theorem 2.9] it is shown that such π is unique up to X-isomorphism if X is a surface. In
this case we also have an eﬃcient algorithm to compute a set S . Informally speaking S makes it
possible to work with invertible sheaves on Y , although Y is not constructed explicitly.
Remark 2.7 (Formal desingularizations in higher dimensions). This paper deals with projective hypersur-
faces of arbitrary dimension l. Also in this case, formal desingularizations exist but are not so easy to
compute. We want to indicate how a formal desingularization could be obtained by an ad hoc method
(modulo a means to represent algebraic power series).
First compute a desingularization π : Y → X , for example, by Villamayor’s algorithm [6]. Let Z ⊂ X
be the singular locus of X . The algorithm will produce π such that π−1(Z) ⊂ Y is a normal crossing
divisor and π restricts to an isomorphism on Y \ π−1(Z). Let {p1, . . . , pr} ⊂ Y be the ﬁnitely many
generic points of the irreducible components of π−1(Z).
Next we have to compute isomorphisms ÔY ,pi → Fit where Fi := OY ,pi/mY ,pi . Therefore let
Ui ∼= SpecE[xi,1, . . . , xi,mi ]/〈 f i,1, . . . , f i,ni 〉 be an aﬃne neighborhood of pi . Constructing the isomor-
phism involves ﬁnding certain “minimal” algebraic power series Xi,1, . . . , Xi,mi ∈ Fit (compare
[1, Corollary A.2]) that simultaneously solve f i,1, . . . , f i,ni , essentially, computing a Taylor expansion.
These power series together with π and the inclusions Ui ↪→ Y can be used to represent a for-
mal prime divisor ϕi via, for example, the induced embedding of function ﬁelds E(X) ↪→ Fi((t)). Set
S := {ϕ1, . . . , ϕr}.
This approach of course is not practical. It suffers from the huge computational overhead that the
general resolution machinery involves. Also we are not very ﬂexible with regard to the representation
of the blown up schemes, thus annihilating the beneﬁts of formal descriptions.
3. Adjoint differential forms
Let l := dim(X). We write
ΩmX,rat :=
(
Ω∧lE(X)|E
)⊗m
for the m-fold tensor power of the rational differential l-forms (which is an 1-dimensional E(X)-
vector space by [5, Theorem 16.14] and [10, Proposition XIX.1.1 and Corollary XVI.2.4] and can as well
be considered a constant sheaf of OX -modules). (We will always denote by Ωm a sheaf of mth tensors
of volume forms; the sheafs of differential forms of lower degree are denoted by the symbol Ω∧l .)
Let ϕ : Spec Â → X be a formal prime divisor. We deﬁne
Ω˜m̂ := Â ⊗A (Ω∧lA|E)⊗m (canonically included in Ω˜m ̂ := Q( Â) ⊗A (Ω∧lA|E)⊗m).A|E Q(A)|E
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of Â; it only depends on the E-algebra Â and its topology, and is ﬁnitely generated by any generating
set of Ω∧lA|E . In particular it is independent of the choice of a representative of ϕ up to X-isomorphism.
By substituting Â by Fϕt, which is isomorphic as an E-algebra by a homeomorphism, we can
show that Ω˜m
Â|E is a cyclic free module: if sϕ,1, . . . , sϕ,l−1 ∈ Fϕ is a transcendence basis over E
then {dsϕ,1, . . . ,dsϕ,l−1,dt} is a free Fϕ[t]〈t〉-module basis of ΩFϕ [t]〈t〉|E by [5, Theorem 16.14] and
[11, Theorem 25.1]. It follows that (dsϕ,1 ∧ · · · ∧ dsϕ,l−1 ∧ dt)⊗m is a free generator of ΩmFϕ [t]|E as an
Fϕ [t]-module, and simultaneously a free generator of Ω˜mFϕt|E as an Fϕt-module. (Note that the
module of Kähler differentials ΩFϕt|E would not be ﬁnitely generated.)
We have seen above that a formal prime divisor ϕ : Spec Â → X induces an embedding
ϕ# :E(X) → Fϕ((t)) of function ﬁelds. This again induces embeddings ϕ# :ΩmX,rat → Ω˜mFϕ((t))|E in the
obvious way (i.e., d f → dϕ#( f )).
Deﬁnition 3.1 (Regularity of forms at formal prime divisors). Let ϕ : SpecFϕt → X be a formal prime
divisor. We say that η ∈ ΩmX,rat is regular at ϕ iff ϕ#(η) ∈ Ω˜mFϕt|E .
This manner of speaking is justiﬁed by Lemma 3.5 below.
Deﬁnition 3.2 (Sheaf of adjoint forms). The map
U → {η ∈ ΩmX,rat ∣∣ η is regular at all formal prime divisors on X centered in U}
for all open subsets U ⊆ X deﬁnes a subsheaf which we call the sheaf of m-adjoint forms (or just m-
adjoints), in symbols ΩmX,adj.
By what we have worked out so far we immediately ﬁnd a nice property of adjoint forms.
Corollary 3.3 (Covariance of adjoint forms). The sheaves of adjoints are covariants under proper, birational
morphisms: If π : Y → X is a proper, birational morphism then π∗(ΩmY ,adj) = ΩmX,adj as subsheaves of ΩmX,rat .
Proof. Since π is birational we get a vector space isomorphism π# : ΩmX,rat → ΩmY ,rat. With this iden-
tiﬁcation π∗(ΩmY ,adj) becomes a subsheaf of Ω
m
X,rat. The rest follows from the above deﬁnitions and
Lemma 2.3. 
By ΩmX,reg ⊂ ΩmX,rat we denote the subsheaf of regular forms, i.e., all forms locally expressible by
sections of OX . More precisely, if ΩX |E is the usual sheaf of Kähler differentials then we mean its
image sheaf under the natural map ι : (Ω∧lX |E)⊗m → ΩmX,rat. Note that we do not have (Ω∧lX |E)⊗m ∼=
ΩmX,reg in general; at singular points the Kähler differentials need not be torsion free (and neither
their exterior and tensor products) whereas ΩmX,reg ⊂ ΩmX,rat always is. At a regular point p, on the
contrary, ((Ω∧lX |E)⊗m)p is free of rank 1 (see [7, Theorem II.8.15]). Therefore ι is locally an inclusion
at p. In the next three lemmas we want to explore in detail the relation between the concepts of
adjointness and regularity (at points or formal prime divisors) for forms in ΩmX,rat.
Lemma 3.4 (Adjoint forms and regular forms). Let p ∈ X be a point. Then we have an inclusion (ΩmX,reg)p ⊆
(ΩmX,adj)p of stalks of subsheaves of Ω
m
X,rat .
Proof. Assume η ∈ (ΩmX,reg)p . We have η ∈ (ΩmX,adj)p iff ϕ#(η) ∈ Ω˜mFϕt|E for all formal prime divisors
ϕ : SpecFϕt → X centered at some q contained in the intersection of all neighborhoods of {p}. But
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ϕ is fulﬁlled. A fortiori η ∈ (ΩmX,adj)p . 
Lemma 3.5 (Regularity and realized formal prime divisors). Let ϕ be a realized formal prime divisor on X,
p := center(ϕ) and η ∈ ΩmX,rat . Then η ∈ (ΩmX,reg)p iff η is regular at ϕ .
Proof. By Lemma 3.4 it remains to show that regularity at ϕ implies η ∈ (ΩmX,reg)p . Since ϕ is realized
it is of the form Spec ÔX,p → X . Since p is the center of a realized formal prime divisor, it is a
regular point and (ΩmX,reg)p is a free cyclic OX,p-module. Let γ be a generator of this module. Write
η = a/bγ with a,b ∈ OX,p . Then ϕ#(η) ∈ Ω˜mÔX,p |E implies b|a in ÔX,p , in other words a ∈ bÔX,p . But
bÔX,p ∩OX,p = bOX,p by [11, Theorem 7.5(ii)] (because completion is faithfully ﬂat [11, Theorems 7.2
and 8.8]). Therefore b|a in OX,p and η ∈ (ΩmX,reg)p . 
Lemma 3.6 (Adjoint forms at regular points). Let p ∈ X be a regular point. Then we have an equality
(ΩmX,reg)p = (ΩmX,adj)p of stalks of subsheaves of ΩmX,rat .
Proof. By Lemma 3.4 it remains to show (ΩmX,adj)p ⊆ (ΩmX,reg)p . Assume indirectly that η ∈ (ΩmX,adj)p
but η /∈ (ΩmX,reg)p . Regularity is an open property and ΩmX,reg is free of rank 1 in a neighborhood of p.
Since p is regular (in particular normal) we must have η /∈ (ΩmX,reg)q for some point q such that q
is regular, of codimension 1 and p ∈ q (see [5, Corollary 11.4]). Consider the realized formal prime
divisor ϕ : Spec ÔX,q → X . Lemma 3.5 above implies that η is not regular at ϕ . But q = center(ϕ) is
contained in any open neighborhood of p contradicting η ∈ (ΩmX,adj)p . 
Now assume that Y is regular. In this situation one has (Ω∧lY |E)⊗m ∼= ΩmY ,reg. In terms of the canon-
ical sheaf this means ω⊗mY ∼= ΩmY ,reg = ΩmY ,adj by the above lemmas. Finally using Corollary 3.3 we get
an alternative characterization of the sheaf of m-adjoints, in fact, the usual deﬁnition when working
in a category of desingularizable schemes (e.g., for our case of characteristic zero).
Corollary 3.7 (Alternative characterization of adjoints). If π : Y → X is any desingularization then ΩmX,adj ∼=
π∗(ω⊗mY ).
4. Computing adjoints
Now let X ⊂ Pl+1E be a projective hypersurface with deﬁning homogeneous equation F ∈
E[x0, . . . , xl+1] of degree d (not equal to a coordinate hyperplane). For 0  i  l + 1 we deﬁne the
open sets Ui ⊂ X obtained by intersection with the standard open covering sets xi = 0 of Pl+1E .
Deﬁnition 4.1 (Dualizing sheaf). Following [8], we deﬁne the dualizing sheaf ω0X ⊆ Ω1X,rat = Ω∧lE(X)|E as
the invertible sheaf generated on Ui by the form
γi := σi, j
(
∂ F/∂x j
xd−1i
)−1
d
x0
xi
∧ · · · ∧ d̂ xi
xi
∧ · · · ∧ d̂ x j
xi
∧ · · · ∧ d xl+1
xi
for any choice of j = i where
σi, j :=
{
(−1)i+ j if j < i,
(−1)i+ j+1 if j > i.
(The hats here mean that the corresponding terms in the exterior product are to be excluded.)
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0= d F
xdi
=
∑
0kl+1,k =i
∂ F/∂xk
xd−1i
d
xk
xi
holds in Ω1X,rat one proves that the deﬁnition is indeed independent of the choice of j. Because of
local freeness we also have (ω0X )
⊗m ⊆ ΩmX,rat (meaning the natural map is an embedding).
The next lemma shows that the deﬁnition above coincides with the deﬁnition of the dualizing
sheaf in [7]. (Its advantage is that it also gives an embedding into the sheaf of rational differential
forms.)
Lemma 4.2 (Properties of the dualizing sheaf). For the dualizing sheaf we have:
• ω0X ∼= OX (d − l − 2),
• (ω0X )p = (Ω1X,reg)p = (Ω1X,adj)p at all regular points p,
• ΩmX,adj ⊆ (ω0X )⊗m as subsheaves of ΩmX,rat .
Proof. To prove the ﬁrst statement one just shows, using the rules of calculus, that γi1 =
(xi1/xi2 )
d−l−2γi2 . The same relation is fulﬁlled by the local generators x
d−l−2
i1
and xd−l−2i2 of the invert-
ible sheaf OX (d − l − 2).
We check the second statement for points p ∈ Ui . The forms
d
x0
xi
∧ · · · ∧ d̂ xi
xi
∧ · · · ∧ d̂ x j
xi
∧ · · · ∧ d xl+1
xi
with j = i, each of them being a Γ (Ui,OX )-multiple of γi , clearly generate Γ (Ui,Ω1X,reg). Therefore
we have (Ω1X,reg)p ⊆ (ω0X )p at all points. Assuming moreover that p is a regular point, there must
be j = i such that (∂ F/∂x j)/xd−1i /∈mX,p and therefore (∂ F/∂x j)/xd−1i is invertible in OX,p . Choosing
this j in Deﬁnition 4.1 one immediately sees that γi is regular at p.
For the last statement we consider a generic projection π : X → Z to a hyperplane Z ⊆ Pl+1E . We
may assume that Z is given by x0 = 0 and that F is monic in x0. In this situation one can deﬁne
a trace σX |Z :ΩmX,rat → ΩmZ ,rat obtained from the trace of the ﬁeld extension E(Z) ⊆ E(X). By [8,
Satz 2.14] and Lemma 3.6 we know that (ω0X )
⊗m is isomorphic to the “complementary sheaf” whose
stalks at p ∈ X consist of all α such that for all regular functions f ∈ OX,p , σX |Z ( f α) ∈ (ΩmZ ,reg)Z ,π(p) .
We have to show that the elements in the stalk (ΩmX,adj)p fulﬁll this condition.
Let R ⊂ E(Z) be a divisorial valuation ring containing π(p). Let S ⊂ E(X) be an extension of R in
E(X) containing p. By Deﬁnition 3.2 and by the fact that completion is faithfully ﬂat, f α is regular
at S . Satz 2.15 in [8] states that for regular local rings, the module of regular differential forms is equal
to the “complementary module” of forms β such that for all regular g , the trace of gβ is regular. In
particular σX |Z (1 · ( f α)) is regular at R . Since R was an arbitrary divisorial valuation ring containing
π(p), and ΩmZ ,reg is an invertible sheaf, it follows that σX |Z ( f α) does not have denominators and is
therefore regular. 
We want to see that, under certain additional assumptions, checking for adjointness involves only
ﬁnitely many formal prime divisors.
Lemma 4.3 (Adjointness by formal desingularizations). Let S be a formal desingularization of X and U ⊂ X
an open subset. For η ∈ ΩmX,rat the following are equivalent:
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• η ∈ Γ (U \ supp(S),ΩmX,adj) and η is regular at all ϕ ∈ S with center(ϕ) ∈ U .
Proof. The ﬁrst implication is trivial, so assume that the second condition is true. Let π : Y → X be a
desingularization that is described by S and set V := π−1(U ).
By Corollary 3.3 and Lemma 3.6 we have π#(Γ (U ,ΩmX,adj)) = Γ (V ,ΩmY ,adj) = Γ (V ,ΩmY ,reg). Since
π induces an isomorphism V \ supp(π∗(S)) ∼= U \ supp(S) it remains to check that π#(η) is regular
in supp(π∗(S)) ∩ V . Since Y is regular the locus of non-regularity of π#(η) has pure codimension 1.
Hence, by Lemma 3.5, it is suﬃcient to check regularity of π#(η) at the formal prime divisors in
π∗(S) with center in V . Equivalently, working on X , we have to check regularity of η at the corre-
sponding formal prime divisors in S . 
In the following deﬁnition we assume that we have chosen for each formal prime divisor
ϕ : SpecFϕt → X a transcendence basis sϕ,1, . . . , sϕ,l−1 of Fϕ over E. Then ωϕ,m := (dsϕ,1 ∧ · · · ∧
dsϕ,l−1 ∧ dt)⊗m is a free generator of Ω˜mFϕt|E as an Fϕt-module.
Deﬁnition 4.4 (Valuations associated to formal prime divisors). Let ϕ : SpecFϕt→ X be a formal prime
divisor. Deﬁne κϕ := ordt ◦ϕ# :E(X) → Z, which is a divisorial valuation. We “extend the valuation” to
ΩmX,rat as follows: If η ∈ ΩmX,rat and ϕ#(η) = fωϕ,m , then κϕ(η) := κϕ( f ). Finally we can also deﬁne
“valuations” κϕ :Γ (X,OX (k)) → Z for k ∈ Z by setting κϕ( f ) := κϕ( f /xki ) for any index i such that
center(ϕ) ∈ Ui .
The map from ΩmX,rat is obviously well deﬁned because two free generators can differ only by a
unit in Fϕt which has order 0. We should also make sure that the deﬁnition for the map from
Γ (X,OX (k)) does not depend on the choice of the index i. Assume that j = i is another index
with center(ϕ) ∈ U j . Then f /xki = (x j/xi)k f /xkj and hence κϕ( f /xki ) = kκϕ(x j/xi) + κϕ( f /xkj). Since
center(ϕ) ∈ Ui ∩ U j we have that x j/xi ∈ OX,center(ϕ) is invertible and so is ϕ#(x j/xi) ∈ Fϕt. But
then again κϕ(x j/xi) = ordt(ϕ#(x j/xi)) = 0.
Deﬁnition 4.5 (Adjoint order). Let ϕ : SpecFϕt → X be a formal prime divisor and 0  i  l + 1 an
index such that center(ϕ) ∈ Ui . We deﬁne the adjoint order at ϕ as αϕ := −κϕ(γi).
This deﬁnition is again independent of the index i by an analogous reasoning as above.
Theorem 4.6 (Global sections of twisted pluricanonical sheaves). Let S be a formal desingularization of X .
Then
Γ
(
X,OX (n) ⊗OX ΩmX,adj
)∼= { f ∈ Γ (X,OX(n +m(d − l − 2))) ∣∣ κϕ( f )mαϕ for all ϕ ∈ S}.
Proof. By Lemma 4.2 we can view OX (n) ⊗OX ΩmX,adj as a subsheaf of OX (n) ⊗OX (ω0X )⊗m ∼=
OX (n + m(d − l − 2)). Let f ∈ Γ (X,OX (n + m(d − l − 2))) be a global section and η its preimage
in Γ (X,OX (n) ⊗OX (ω0X )⊗m) via this isomorphism. Projecting η to the sections over Ui we ﬁnd
η → xni ⊗
f
xn+m(d−l−2)i
γ ⊗mi .
We have to check whether f /xn+m(d−l−2)i γ
⊗m
i ∈ Γ (Ui,ΩmX,adj) for all i. Again by Lemma 4.2 this form
is adjoint at all regular points. Applying now Lemma 4.3 it is equivalent to check that
κϕ
(
f /xn+m(d−l−2)i γ
⊗m
i
)
 0
3992 T. Beck, J. Schicho / Journal of Algebra 320 (2008) 3984–3996for all i and any formal prime divisor ϕ ∈ S with center(ϕ) ∈ Ui . This again is equivalent to
κϕ
(
f /xn+m(d−l−2)i
)
−mκϕ(γi) =mαϕ
for all ϕ ∈ S . 
5. The algorithm
We ﬁrst give a few remarks that are relevant for the computation and then give an explicit algo-
rithm. First since a hypersurface X is in particular a complete intersection we know that
Γ
(
X,OX
(
n +m(d − l − 2)))∼= (E[x0, . . . , xl+1]/〈F 〉)n+m(d−l−2)
(see, for example, [7, Exercise III.5.5.(a)]). If ≺ is some well-ordering on exponents compatible with
addition and μ0 is the leading exponent of F w.r.t. ≺ and |μ| is the total degree of xμ then we can
write (
E[x0, . . . , xl+1]/〈F 〉
)
n+m(d−l−2) ∼=
〈
xμ
∣∣ |μ| = n +m(d − l − 2) and μ ≺ μ0〉E,
because every class module F can be uniquely written as a sum of monomials smaller than F .
Second we want to comment on the computation of adjoint orders (see Deﬁnition 4.5). Therefore
we have to determine κϕ(γi). More generally let η ∈ Ω1X,rat be arbitrary; if we can compute κϕ(η)
then we in particular determine the adjoint orders. Let u1, . . . ,ul ∈ E(X) be a transcendence basis
over E. As a generator of Ω˜1Fϕt|E we choose as before ωϕ,1 = dsϕ,1 ∧ · · · ∧ dsϕ,l−1 ∧ dt , where
sϕ,1, . . . , sϕ,l−1 ∈ Fϕ is a transcendence basis of Fϕt over E. We can write η = f du1 ∧ · · · ∧ dul for
some f ∈ E(X). Then by the rules of calculus
ϕ#(η) = ϕ#( f )
∣∣∣∣∂(ϕ#(u1), . . . , ϕ#(ul))∂(sϕ,1, . . . , sϕ,l−1, t)
∣∣∣∣dsϕ,1 ∧ · · · ∧ dsϕ,l−1 ∧ dt
and hence
κϕ(η) = κϕ( f ) + ordt
∣∣∣∣∂(ϕ#(u1), . . . , ϕ#(ul))∂(sϕ,1, . . . , sϕ,l−1, t)
∣∣∣∣.
In order to compute the order of the Jacobian one can use approximative methods, i.e., compute
with truncations of the involved power series of suﬃciently high precision. A major problem is to do
arithmetic in the ﬁeld extension Fϕ | E. This turns out to be computationally expensive with current
computer algebra systems. It is therefore preferable to compute the adjoint orders, simultaneously
with the formal desingularization. This involves essentially repeated application of the chain rule of
differential calculus and is much easier from a computational point of view.
With these remarks and the above notation it is now obvious how to derive an algorithm. Cor-
rectness of the following is immediate by Theorem 4.6, and termination is trivial because formal
desingularizations can be computed and consist of ﬁnitely many formal prime divisors.
In step 5, Trunc(ϕ#(b),mαϕ) means the truncation of ϕ#(b) at order mαϕ . In step 6, kernel
means kernel from the right, i.e. all vectors v such that Cv = 0. It remains to explain the func-
tion AddConstraints. It is meant to stack new rows on top of the matrix C , representing the linear
constraints imposed by the formal prime divisor ϕ . The main diﬃculty is that we get constraints with
coeﬃcients in Fϕ but we want to add rows with coeﬃcients in E.
Assume E ⊂ F′ ⊂ F is a tower of ﬁeld extensions where F over F′ is simple (algebraic or transcen-
dental). Let a :=∑b∈B ybcb ∈ F[cb | b ∈ B] be a linear form with coeﬃcients ab ∈ F. We want to ﬁnd
values cb ∈ E such that the linear constraint a = 0 is fulﬁlled. We are done if we know how to trans-
late the constraint equivalently to a ﬁnite number of linear constraints over the smaller ﬁeld F′ . Using
T. Beck, J. Schicho / Journal of Algebra 320 (2008) 3984–3996 3993Algorithm 1. Adjoints(F : E[x0, . . . , xl+1],m : N,n : N) : (subset of E[x0, . . . , xl+1])
Require: An irreducible, homogeneous polynomial F of degree d (not equal to xi for any 0 i l + 1), deﬁning X ⊂ Pl+1E .
Ensure: A basis for the space of global sections of OX (n) ⊗OX π∗(ω⊗mY ) represented by homogeneous polynomials of degree
n +m(d − l − 2) where π : Y → X is any desingularization.
1: Let B ⊂ E[x0, . . . , xl+1] be a set representing a basis of (E[x0, . . . , xl+1]/〈F 〉)n+m(d−l−2);
2: Compute a formal desingularization S of X and adjoint orders αϕ for all ϕ ∈S;
3: C := 0 ∈ E∞×|B|; {a matrix with an undetermined number of rows}
4: for ϕ ∈S do
5: A :=∑b∈B cbTrunc(ϕ#(b),mαϕ) =∑0 j<mαϕ a jt j ; {with a j linear in Fϕ [cb | b ∈ B]}
6: C := AddConstraints(C, {a j}0 j<mαϕ );
7: Let K ⊂ E#B be a basis of ker(C);
8: return {∑b∈B cbb | (cb)b∈B ∈ K };
this step recursively and considering the fact that F over E is ﬁnitely generated, we ﬁnally get a set
of constraints with coeﬃcients in E. If
∑
b∈B ybcb = 0 is such a constraint, the function AddConstraints
would stack the row vector (yb)b∈B on top of the matrix C . We distinguish two cases:
• If F over F′ is algebraic, say, of degree e + 1, choose a basis { fr}0re of F as an F′-vector space.
Then
0 =
∑
b∈B
ybcb =
∑
b∈B
cb
∑
0rd
yb,r fr =
∑
0re
(∑
b∈B
yb,rcb
)
fr
holds if and only if
∑
b∈B yb,rcb = 0 for all 0 r  e.
• Now assume F = F′(s) is transcendental. Without loss we may assume that the yb are actually
polynomials in F′[s], otherwise multiply the equation by the common denominator. Let e be the
maximal degree of all the yb . Then
0 =
∑
b∈B
ybcb =
∑
b∈B
cb
∑
0re
yb,r s
r =
∑
0re
(∑
b∈B
yb,rcb
)
sr
holds again if and only if
∑
b∈B yb,rcb = 0 for all 0 r  e.
6. Example
Let E := Q and write x := x0, y := x1, z := x2,w := x3. The homogeneous polynomial F := w3 y2z+
(xz + w2)3 ∈ Q[x, y, z,w] of degree d = 6 deﬁnes a hypersurface X ⊂ P3Q , i.e., l = dim(X) = 2. We
compute a formal desingularization S using Algorithm 1 of [1]. Amongst others, we get a formal
prime divisor ϕ : SpecFϕt→ X deﬁned by the Q-algebra homomorphism
ϕ# :Q[x, y, z,w]/〈F 〉 → Fϕt:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
x → 1,
y → −8
s
t3,
z → 64
s
t6,
w → −8
s
αt3 − 8
s
t4 + 4
s2
αt5 + 1
s3
αt7 + 1
2s4
αt9 + O(t11)
where Fϕ = Q(s)[α] and α has minimal polynomial α2 + s.
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rational differential form
xd−1
∂ F/∂w
d
y
x
∧ d z
x
= x
5
6x2z2w + 12xzw3 + 3y2zw2 + 6w5 d
y
x
∧ d z
x
.
Now we apply the map induced by ϕ# and ﬁnd the differential form
1
786432
s4
αt17 + 1572864
s4
t18 − 1966080
s5
αt19 + O(t20)d
(
−8
s
t3
)
∧ d
(
64
s
t6
)
.
According to Deﬁnition 4.4 we rewrite this differential form as a multiple of ds ∧ dt and get
1
512
s αt
9 + 1024s t10 − 1280s2 αt11 + O(t12)
ds ∧ dt.
The coeﬃcient has order −9, so κϕ = 9 as of Deﬁnition 4.5.
Assume now, we want to compute the global sections of π∗(ωY ) ⊗OX OX (1) (where π : Y → X
is any desingularization, not necessarily the one described by S), i.e., we have m = 1 and n = 1. We
compute n+m(d− l− 2) = 1+ 1(6− 2− 2) = 3. Therefore we ﬁrst need a set B projecting bijectively
to the component of Q[x, y, z,w]/〈F 〉 of homogeneous degree 3. Since the deﬁning equation is of
degree 6 we can choose the set of all monomials of degree 3:
B := {x3, x2 y, xy2, y3, x2z, xyz, y2z, xz2, yz2, z3, x2w, xyw, y2w, xzw, yzw, z2w, xw2, yw2, zw2,w3}.
Applying ϕ# to the generic form of degree 3 we ﬁnd:
ϕ#
(∑
b∈B
cbb
)
= (cx3 )t0 +
(
−8
s
cx2 y −
8
s
αcx2w
)
t3 +
(
−8
s
cx2w
)
t4 +
(
4
s2
αcx2w
)
t5
+
(
64
s2
cxy2 +
64
s
cx2z +
64
s2
αcxyw − 64
s
cxw2
)
t6 +
(
1
s3
αcx2w +
64
s2
cxyw + 128
s2
αcxw2
)
t7
+
(
−32
s3
αcxyw + 128
s2
cxw2
)
t8 + O(t9).
A form is adjoint iff its ϕ#-image vanishes with order greater or equal to mκϕ = 1 · 9 = 9, i.e., the
coeﬃcients of t0, . . . , t8 have to vanish. Viewing B as an ordered basis we can write this as a matrix
in Q(s)[α]9×20:
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 − 8s 0 0 0 0 0 0 0 0 − 8s α 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 − 8s 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 4
s2
α 0 0 0 0 0 0 0 0 0
0 0 64
s2
0 64s 0 0 0 0 0 0
64
s2
α 0 0 0 0 − 64s 0 0 0
0 0 0 0 0 0 0 0 0 0 1
s3
α 64
s2
0 0 0 0 128
s2
α 0 0 0
32 128
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.0 0 0 0 0 0 0 0 0 0 0 −
s3
α 0 0 0 0
s2
0 0 0
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64
s2
cxy2 +
64
s
cx2z +
64
s2
αcxyw − 64
s
cxw2 = 0.
Reordering this in terms of the basis α0,α1 of Q(s)[α] over Q(s) we ﬁnd(
64
s2
cxy2 +
64
s
cx2z −
64
s
cxw2
)
α0 +
(
64
s2
cxyw
)
α1 = 0
and hence the two equivalent constraints
64
s2
cxy2 +
64
s
cx2z −
64
s
cxw2 = 0 and
64
s2
cxyw = 0.
The second one is clearly equivalent to 64cxyw = 0 which is already a constraint over Q. The ﬁrst
one can be multiplied by s2 and rewritten in terms of s0 and s1:
(64cxy2 )s
0 + (64cx2z − 64cxw2 )s1 = 0.
This yields another two constraints
64cxy2 = 0 and 64cx2z − 64cxw2 = 0
over Q. Altogether the third row from the bottom corresponds to the following matrix in Q3×20:
(0 0 64 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 64 0 0 0 0 0 0 0 0 0 0 0 −64 0 0 0
0 0 0 0 0 0 0 0 0 0 0 64 0 0 0 0 0 0 0 0
)
.
Treating all rows similarly, stacking the computed matrices on top of each other and skipping zero
rows we obtain:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 −8 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 −8 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0
0 0 64 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 64 0 0 0 0 0 0 0 0 0 0 0 −64 0 0 0
0 0 0 0 0 0 0 0 0 0 0 64 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 64 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 128 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 128 0 0 0
0 0 0 0 0 0 0 0 0 0 0 −32 0 0 0 0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Doing the same computation for all the other formal prime divisors in S one computes a huge
matrix which turns out to have a one-dimensional kernel spanned by
(0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 ) .
3996 T. Beck, J. Schicho / Journal of Algebra 320 (2008) 3984–3996The entries of this vector are the coeﬃcients of the form xzw + w3. So we have
Γ
(
X,π∗(ωY ) ⊗OX OX (1)
)∼= 〈xzw + w3〉Q.
References
[1] Tobias Beck, Formal desingularization of surfaces—The Jung method revisited, Tech. Report 2007-31, RICAM, December
2007.
[2] Mauro C. Beltrametti, Andrew J. Sommese, The Adjunction Theory of Complex Projective Varieties, de Gruyter Exp. Math.,
vol. 16, Walter de Gruyter & Co., Berlin, 1995.
[3] P. Blass, J. Lipman, Remarks on adjoints and arithmetic genera of algebraic varieties, Amer. J. Math. 101 (1979) 331–336.
[4] W. Bosma, J. Cannon, C. Playoust, The Magma algebra system I: The user language, J. Symbolic Comput. 24 (1993) 235–265.
[5] David Eisenbud, Commutative Algebra, Grad. Texts in Math., vol. 150, Springer-Verlag, New York, 1995, with a view toward
algebraic geometry.
[6] Santiago Encinas, Orlando Villamayor, A course on constructive desingularization and equivariance, in: Resolution of Sin-
gularities, Obergurgl, 1997, in: Progr. Math., vol. 181, Birkhäuser, Basel, 2000, pp. 147–227.
[7] Robin Hartshorne, Algebraic Geometry, Grad. Texts in Math., vol. 52, Springer-Verlag, New York, 1977.
[8] Ernst Kunz, Differentialformen auf algebraischen Varietäten mit Singularitäten. II, in: Special issue dedicated to the seven-
tieth birthday of Erich Kähler, Abh. Math. Sem. Univ. Hamburg 47 (1978) 42–70.
[9] Ernst Kunz, Kähler Differentials, Adv. Lectures Math., Friedr. Vieweg & Sohn, Braunschweig, 1986.
[10] Serge Lang, Algebra, third ed., Grad. Texts in Math., vol. 211, Springer-Verlag, New York, 2002.
[11] Hideyuki Matsumura, Commutative Ring Theory, second ed., Cambridge Stud. Adv. Math., vol. 8, Cambridge University
Press, Cambridge, 1989, translated from the Japanese by M. Reid.
[12] Josef Schicho, Rational parametrization of surfaces, J. Symbolic Comput. 26 (1) (1998) 1–29.
[13] Mark Spivakovsky, Valuations in function ﬁelds of surfaces, Amer. J. Math. 112 (1) (1990) 107–156.
[14] Oscar Zariski, Pierre Samuel, Commutative Algebra, vol. II, Grad. Texts in Math., vol. 29, Springer-Verlag, New York, 1975,
reprint of the 1960 edition.
