Abstract-In today's designs, when functional verification fails, engineers perform debugging using the provided error traces. Reducing the length of error traces can help the debugging task by decreasing the number of variables and clock cycles that must be considered. We propose a novel trace length compaction approach based on SAT-based reachability analysis. We develop procedures and algorithms using pre-image computation to efficiently traverse the state space and reduce the trace lengths. We further introduce a data structure used to store the visited states which is critical to the performance of the proposed approach. Experiments demonstrate the effectiveness of the reachability approach as approximately 75% of the traces are reduced by one or two orders of magnitudes.
I. INTRODUCTION
Functional verification of digital circuits is a major problem for the VLSI design community. It is reported that up 70% of the cost and effort of VLSI design is due to verification and debugging [1] . Debugging, which consists of locating and fixing errors or bugs in an erroneous design, is responsible for approximately 50% of the overall verification cost [1] .
Given a sequential circuit and golden model that specifies the correct behavior of the circuit, verification tools can determine whether the circuit is consistent with the golden model. Many different verification approaches exist today such as simulation-based methods, and bounded and unbounded formal techniques [2] . Despite the recent advances in the field of formal verification, most VLSI companies still use simulation techniques as a central verification strategy [1] .
Performing verification via simulation cannot prove the correctness of a design unless the complete behavior of the design is exercised [2] . Since proving the correctness may not be an option for today's large designs, performing a large number of simulations can achieve a high level of confidence in the design's correctness. A testbench can exercise the design with the help of random or semi-random stimulus generators. The testbench can also determine whether the design and the model are inconsistent in their response to the stimulus. In this case, an error trace or a counter-example, consisting of a sequence of actions or states from the initial states to the error, is produced.
The verification engineer has the responsibility of determining why a design and a golden model have inconsistent behaviors based on the error trace (s) . Since a trace is often derived from random simulation, the sequence of events leading to the error can be unnecessarily long. In other words, a shorter error trace may be able to describe the same erroneous behavior in less clock cycles. With a shorter trace, the debugging task of the verification engineer can be considerably reduced as fewer signals and clock cycles must be considered. As a result, reducing the length of traces can substantially increase the efficiency of design debugging.
Previous work shows that for random and semi-random based simulations, error traces can often be reduced to a fraction of their initial size [3] , [4] , [5] , [6] . One such technique uses forward image computation using Binary Decision Diagrams (BDDs) to reduce the traces [3] . In [4] , techniques are presented to remove variables from counter examples in order to simplify them, but their lengths are not reduced. Another recent work uses several techniques based on performing further simulations and Bounded Model Checking (BMC) to achieve small traces [5] . The technique of [6] is the closest to ours as they utilize a sequential Boolean Satisfiability (SAT) solver to find short-cuts in the original trace. More specifically, [6] seeks to find the shortest path from the initial state to some candidate intermediate state similar to BMC but using a sequential SAT solver.
In this work, we propose a trace length compaction technique where the shortest path from the initial state to a final state is sought. This approach is based on reachability analysis where an all-solution SAT solver is used as the pre-image computation engine [7] , [8] , [9] . The benefits over the existing BDD [3] and BMC techniques [5] are that the BDD memory explosion problem can be averted and that compactions exceeding the finite bound of BMC approaches may be applied. Our technique appears to share many of the advantages of the sequential SAT approach proposed in [6] . The main difference is that ours relies on reachability analysis and pre-image computation while making use of a novel data structure to determine state containment relationships.
More specifically, the contributions of this paper are the following.
• A trace compaction technique based purely on pre-image computation and reachability analysis using an all-solution SAT solver.
• A set of containment rules that help draw relationships between existing states and states found through pre-image computation which may result in shorter traces.
• A state selection procedure within the reachability analysis engine and a set of heuristics that improve the performance of the overall approach in practice.
• A novel data structure for storing visited states that allows for quick identification of state containment relationships. This paper is organized as follows. In the next section, some background information is provided on finite state machines, preimage computation, and reachability analysis. Section III presents the proposed trace compaction approach and discusses its central procedures. Section IV, introduces a novel data structure critical for the efficient performance of the proposed approach. Sections V and VI demonstrate the experimental results and conclude the paper, respectively.
II. PRELIMINARIES
In this section we provide some background on Finite State Machines, traces, image and pre-image computation, and reachability analysis. We assume that the reader is familiar with SAT solver terminology [7] . 
A. Finite State Machines
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where Q is the finite set of states, Σ are ∆ are the input and output alphabets respectively, δ : Q×Σ → Q is the state transition function, λ : Q × Σ → ∆ is the output function, and q0 is the initial state [2] . Figure 1 illustrates a A trace of length k for an FSM is an input sequence < a1, a1, ..., a k > that leads the FSM through a sequence of states < q0, q1, ..., q k−1 , q k >. Note that some states may be repeated in the state sequence. 
B. Image and Pre-image Computation
Given a sequential circuit with current state variables V and next state variables V , a set of current states and a set of next states are labeled by Q(V ) and Q(V ) respectively. The transition relation from a set of states Q(V ) to Q(V ), denoted by T (Q(V ), Q(V )), is true for each pair of Q(V ) and Q(V ) if δ(Q(V )) = Q(V ) for a set of input assignments [2] . Given the above, the image and pre-image of a circuit can be defined as follows.
Intuitively, the image of a state qi is all the states that can be reached from qi under all possible input combinations in a single clock cycle. Similarly, the pre-image of qi comprises of all the states that can lead to qi under all possible input combinations in one clock cycle. In the FSM of Figure 1 , the image of state q1 is {q2, q6} while its pre-image is {q0, q3}.
Although the image and pre-image of circuits are traditionally computed using BDDs [2] , some techniques based on all-solution Boolean Satisfiability (SAT) solvers can also be used [8] , [9] , [10] , [11] . All-solution SAT solvers can compute the pre-image set Q(V ) by constraining the circuit CNF to Q(V ) and iteratively finding all the solutions that satisfy the CNF in terms of the current state variables V [10] . Recent work on SAT-based Unbounded Model Checking (UMC) and pre-image computation techniques have demonstrated considerable advancements [8] , [9] , [10] , [11] .
In this work, we are mainly concerned with SAT-based pre-image computation. Since this technique finds states one at a time, we use the term pre-image loosely to also refer to a single state qj that belongs to the pre-image of qi. Furthermore, we use the term state to refer to a state cube, which is a state encoding that may contain unassigned or don't care variables. As such, a state may be a superset (cover) of other states. For instance, the state cube {v1, v2, v3} =1X1 covers the states {v1, v2, v3}=101 and {v1, v2, v3}=111. For brevity, in the remaining of this paper we drop the variable names (i.e. v1, v2, v2) when describing state values.
C. Reachability Analysis
Reachability analysis is the process of determining whether a state q k is reachable from another state q0. In the realm of UMC, reachability analysis can be used to check CTL properties of type EF q k where q k is a bad state and q0 is a legal or initial state [2] .
Intuitively, reachability analysis traverses the state space backwards from state q k until a state q0 is found or a fix-point, where no new states are found, is reached [2] . Pre-image computation is a central procedure of reachability analysis as it performs the single backward steps. The manner in which the state space is traversed depends on which of the visited states is selected for each preimage computation step. If the visited states are stored in a stack-like data structure, a depth-first traversal is performed, while a queue-like data structure results in a breadth-first traversal. Figure 3 illustrates a breadth-first reachability analysis process that eventually finds the initial state q0. In this figure, the black nodes represent states while each cone represents a set of states found by one pre-image computation step.
III. PROPOSED TRACE COMPACTION APPROACH
In this section we present our proposed trace length compaction approach. First we introduce the central concept followed by details of the state selection procedure and the all-solution SAT solver.
A. Reachability Based Trace Compaction
A trace can be represented by a directed graph G = (N, E) where the nodes N represent states and the edges E represent transitions between states. An edge from state qi to qj denotes that qi belongs to the pre-image of qj and qj belongs to the image of qi. Our objective is to reduce the length of the path from the initial state q0 to the final state q k by applying pre-image computation and reachability analysis techniques.
Our proposed approach performs reachability analysis on all the states belonging to the original trace. The manner in which states are selected for reachability analysis is described in Section III-C. All the states (or state cubes) found by the pre-image computation steps of the reachability engine are added to the graph G. Graph G is updated with edges denoting that each newly found states qi is a pre-image of some state qj , selected for pre-image computation. When states found by pre-image computation already exist in the graph G, extra edges may be drawn in G to illustrate new legal transitions. These transitions may provide a shorter path (or short-cut) from the initial state to the final state thus reducing the overall trace length. For example consider the situation described in Figure 4 where the original trace is shown as the sequence < q0, q1, q2, q3, q4 > and the dashed nodes are states found through reachability analysis. Since q2 is found as a pre-image of q4, and q1 is the pre-image of q2 in the original trace, a new edge shown
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as dashed line can be drawn directly from the original (non-dashed) q2 to q4 and the dashed q2 can be removed. The overall result is a shorter path from q0 to q4 which skips node q3.
As motivated by the above example, finding state equivalences in the graph G can lead to more "short-cuts" which can reduce the overall trace size. Along with the state equivalence relation discussed, there are other state containment relationships that can lead to further short-cuts in the graph. The following rules determine how the graph G is updated after each pre-images computation step.
Consider state qi found as a pre-image of state qi+1, and the sequence < qj−1, qj , qj+1 > existing in the graph G.
• Rule 1. If qi = qj : State qi is not added to G, but an edge is drawn from qj to qi+1.
• Rule 2. If qi ⊃ qj : State qi is added to G, an edge is drawn from qi to qi+1, and another edge is drawn from qj to qi+1.
• Rule 3. If qi ⊂ qj : State qi is added to G, an edge is drawn from qi to qi+1, another edge is drawn from qj−1 to qi, and another edge is drawn from qi to qj+1.
The correctness of rule 1 is evident as the images of equivalent states are also equivalent. Rule 2 can be explained by expanding the state cube qi, into two components qi = {qj } S {qi − qj }. From here we use the fact that any image of qi is also an image of qj. Similarly, rule 3 can be explained by expanding qj into two components qj = {qi} S {qj − qi}. The following example helps clarify rules 2 and 3. Consider state qi found as a pre-image of state qi+1, and the sequence < qj−1, qj , qj+1 >, where state qi =1X1 and the state qj = 101. By rule 2, an edge is first drawn from qi to qi+1 to indicate that qi is a pre-image of state qi+1. Since 1X1 ⊃ 101 and qi+1 is an image of qi =1X1= {101} S {111}, then qi+1 must also be an image of qj = 101. This scenario is illustrated in Figure 5 (a) with the new edges drawn as dashed lines. Similarly, by rule 3 an edge is first drawn to indicate that qi is a pre-image of state qi+1. Since state qi =101 is a subset of state qj =1X1= {101} S {111}, then the states qj−1 and qj+1 must be a pre-image and an image of qi also, respectively. The three edges added in this scenario are drawn as dashed lines in Figure 5 (b). Our overall trace compaction technique using reachability analysis is shown in Figure 6 . Lines 1-7 set up the problem, build the initial graph G and determine the initial trace length. The remaining lines perform reachability analysis by selecting a state for preimage computation (line 10), computing the pre-images (line 12), and applying the state containment rules (line 14). The reachability analysis is terminated after all states have been selected for pre-image computation or after a maximum, max, number of steps have been performed determined by the counter.
B. Creating More Short-cuts
As discussed in the previous section, the containment rules are critical for creating short-cuts in the graph G. To increase the likelihood of applying these rules, the reachability engine is slightly modified from its typical UMC application. Traditionally in UMC, reachability engines focus on finding only new states and "block" previously visited states [8] . This allows them to quickly identify
V isited.add(q i )
6:
G = add to graph(q i ) 7: end for 8: length = BFS(G, q k , q 0 ) 9: while (counter ≤ max && !V isited.empty()) do 10: q j = select state(V isited)
11:
V isited = V isited − q j
12:
P reImages = pre-image(q j )
13:
for all (states q i ∈ P reImages) do
14:
apply rules1 2 3(G, q i , q j )
15:
end for
16:
V isited = V isited P reImages 17:
Print(Trace is of size length) 20: end while 21: return length Fig. 6 . Trace compaction procedure using reachability analysis when a fixed-point is reached, or when all legal states are visited [9] . In contrast, this work encourages finding previous states or states that cover or are covered by others. These containment relationships allow us to draw additional edges between nodes and increasing the likelihood of reducing the trace. It should be noted that precautions are taken to avoid repeatedly visiting the same set of states.
A second technique used to increase the likelihood of applying the containment rules is to populate the graph with more states than those provided in the original trace. Since the original trace only has as many states as its trace length, there may not be enough unique states to create many short-cuts. We propose populating the graph initially by computing a single pre-image for the states in the original trace. This approach allows us to quickly add state cubes to the graph which leads to more applications of the containment rules. The practical advantage of this technique is highlighted in the experiments of Section V.
C. State Selection Procedure
During reachability analysis, which state is selected for pre-image computation determines the manner in which the state space is traversed. For instance, if the most recently visited (found) state is always selected, then the state space is traversed in a depth-first manner. Here, we develop state selection criteria that help guide the reachability engine towards finding short-cuts from the initial state to the final state. It should be noted that these criterias are heuristics which may not always be advantageous.
The first criteria is to select a candidate state from the set of visited states with the smallest hamming distance to the initial state q0. The hamming distance between two states is the number of state variables with different values (0 or 1). For states with don't cares (X), every X matches both the 0 and 1 value. For instance, if states {1100, 1011, 110X, XX01} are visited and q0 = 0000, then state XX01 is selected since it has a hamming distance of 1 with respect to q0. The intuition behind the above criteria is that states with a smaller hamming distance to q0 require less state variables to change to reach q0 as a pre-image. Therefore, the likelihood of finding q0 at the next step may be higher.
A second factor that influences the state selection procedure is the path length from a candidate state to the last state q k . If this length is greater than 50% of the current shortest path from q0 to q k then the state is not considered for selection. This criteria encourages finding many pre-images near the end of the trace (closer to q k ) and less closer to the initial state. Together, both criterias increase the probability of creating large short-cuts between states at the two ends of the original trace.
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The reachability engine is highly dependent on the performance of the pre-image computation engine, which is based on an allsolution SAT solver. This SAT solver uses circuit don't cares to determine whether variables may remain unassigned while satisfying the problem [10] , [12] . Since the don't cares are propagated backwards through a gate (from output to input) they are ideal for preimage computation where current state variables V can be viewed as pseudo inputs to the circuit. The all-solution SAT solver contains many solution reduction techniques to ensure that small solutions are returned in an efficient manner [8] , [9] , [10] . For our application, achieving small state cubes is critical to traversing the state space efficiently.
Each pre-image computation step corresponds to a call to the allsolution SAT solver. Since it may not be practical to find all of the pre-image states due to the exponential nature of the problem, the all-solution SAT solver is also equipped with a limit t. If all the pre-image state cubes are not found in a time and memory efficient manner, the all-solution SAT solver will return the first t state cubes it finds. This allows us to perform reachability analysis by finding partial pre-images.
IV. STORING VISITED STATES
The success of the reachability analysis approach described in Section III depends on the ability to quickly apply the rules of Section III-A. More specifically, the situations where a newly found state qi 1) is equal to existing states, 2) is a superset of existing states, or 3) is a subset of existing states must be rapidly identified. In this section we introduce a data structure that stores all the states belonging to G while identifying the state containment relationships quickly. Note that this data structure is not only viable for trace compaction, but can also be used for reachability analysis within a UMC framework [9] , [8] , [11] .
A. Determining State Containment Relationships
The data structure described here is composed of two components 1) a binary tree T and 2) a hash table. The binary tree is used to detect the state containment relationships, while the hash table is used to locate the exact state.
The state containment relationship depends on the number of don't cares in each state. A state with more don't cares may cover one with fewer, while the converse is not true irrespective of the actual position of the don't cares. To take advantage of the above, we allocate an ordered cube for each state. The ordered cube is defined as the state value with all the zeros in the most significant positions, followed by all ones, followed by the don't cares (X) in the least significant positions. For example, five states and their corresponding ordered cubes are shown below. states 1101X 001X1 XX001 X00X1 X11XX ordered cube 0111X 0011X 001XX 001XX 11XXX When states are added to the graph G, they are also stored according to their ordered cube in the binary tree T . Each node of a given depth in the binary tree corresponds to a position in the ordered cube. The top-most node at depth zero of the tree represents the most significant position, the nodes at depth 1 represent the second most significant position, the nodes at depth 2 represent the third most significant position, etc. The left (right) edge of a node denotes a zero (one) in the ordered cube at the position corresponding to the parent node. There are no edges corresponding to a don't care in the ordered cube. By scanning over the values of an ordered cube from the most significant to the least significant, the binary tree is traversed for that cube. Traversal ends when the ordered cube is fully scanned or when a don't care is encountered. By the end of the traversal, the final visited node points to a hash table where the state value is stored. The hash table contains all states that map to the same ordered cube. For instance, at the node corresponding to the ordered cube 001XX in Figure 7 , there can be two unique state cubes XX001 and X00X1. Figure 7 illustrates how the states 1101X, 001X1, XX001, X00X1, X11XX are stored in the described data structure.
Given a state qi, this data structure can efficiently determine whether qi already exists in G, whether qi is a subset of other states in G, and whether qi is a superset of other states in G. For all three tasks, first the node ni corresponding to ordered cube of qi must be located in the binary tree. If qi exists in the hash table pointed by node ni, then qi already exists in G.
To find whether qi is a proper subset of other states, all the nodes with at least as many don't cares (X) as ni have to be visited. At each node, the states within the hash tables must be tested to determine if qi is a subset. Within the tree T , the nodes with at least as many don't cares as ni are found inside an r + 1 by s + 1 rectangle, where r is the number of zeros and s is the number of ones in qi. Therefore, there are (r +1)×(s+1) nodes that can potentially contain supersets of qi (including node ni). These nodes are illustrated in the dashed rectangle above node ni in Figure 8 .
Similarly, to find whether qi is a proper superset of other states, all the nodes with at least as many zeros and ones must be visited and the states within the hash tables must be tested to determine if qi is a superset. Within the tree T , these nodes are found inside an isosceles triangle with equivalent sides n − r − s. Therefore, there are (n−r−s)(n−r−s+1) 2 nodes that can potentially be subsets of qi (including node ni). These nodes are illustrated in the dashed triangle under the node ni in Figure 8 .
As demonstrated through Figure 8 , only the white nodes must be considered when searching for subsets and supersets. Therefore, the number of comparisons required may be only a fraction of the total number of existing states. In practice, this data structure is found to be very efficient since the tree T is often not fully populated and the number of items in each hash table is relatively small.
The procedure for finding the supersets (covers) of a given state qi is presented in Figure 9 . Lines 2-3 generate the ordered cube and find its location in the tree T . Line 4 gets all the potential superset n-r-s n i r n-r-s s Fig. 8 . Finding supersets and subsets in the tree T 5: for all (nodes n j in Supset) do 6: for all (states q j in hash table of n j ) do 7: if (q j ⊇ q i ) then 8: Covers = Covers q j 9: end if 10: end for 11: end for 12: return Covers Fig. 9 . Determine the states that are supersets of this state nodes by finding the nodes contained in the rectangle. The remaining lines iterate through these nodes and test the states inside the hash tables to determine whether they are supersets of qi. Note that testing whether a particular node is a superset or a subset of another is a simple comparison procedure where the states must be identical over all positions except where the superset is a don't care. A procedure similar to that of Figure 9 is used to find the subsets of qi where the get rectangle procedure is replace with get triangle as described previously.
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1: Covers = ∅ 2: ordered cube = Order(q i ) 3: n i = Get tree node(ordered cube) 4: Supset =get rectangle(n i )
V. EXPERIMENTS
In this section we demonstrate the effectiveness and efficiency of the proposed trace compaction approach. All experiments are conducted on a Sun Blade 1000 with a 750MHz Sparc processor and 2.5GB of memory. Traces of length 50, 100, and 1000 are obtained via random simulation for the circuits in the ISCAS'89 and ITC'99 benchmark suites. The reachability analysis engine is developed using the all-solutions SAT solver of [10] which is a circuit variant of zChaff [7] and Grasp [13] . To evaluate the overall proposed approach we limit the number of stored states to at most 10,000 state cubes and do not use an explicit timeout. Since the compaction techniques of previous works [3] , [4] , [6] are not publicly available and due to the fact that the assertions and errors used are unknown, we cannot directly or indirectly compare with them.
We first evaluate the effectiveness of the state selection procedure described in Section III-C. We compare this heuristic against three other selection approaches, Depth-First Search (DFS), Breadth-First Search (BFS), and random selection. The above techniques are used to perform reachability analysis from a random state to the initial state given a timeout of 200 seconds. The runtimes over all the benchmarks are collected and presented in Figure 10 . Both the DFS and BFS methods result in runtimes of over 4000 seconds, while the random method fares better at over 3500 seconds. The proposed state selection strategy based on the smallest hamming distance relative to the initial state and the position of the state in the graph G results in runtimes of just over 3000 seconds. This performance demonstrates that the proposed state selection heuristics is an efficient overall reachability analysis procedure. Next, we demonstrate the effectiveness of the overall proposed trace compaction approach. Table I illustrates the results of the experiments on all ISCAS'89 and ITC'99 circuits for traces of length 50, 100 and 1000. The first column shows the circuit names while the remaining columns are organized into three sections based on their original trace length. The first column of each section labeled org describes the original length of each trace (50, 100, or 1000). The second column of each section labeled pre describes the length of the traces after performing the single step pre-image process described in Section III-B. We chose to find single step pre-images for no more than 50 states to achieve a balance between the number of preimages found and the time required to find them. The third column of each section labeled reach, presents the length of the traces after applying the proposed reachability analysis method. As described in section III-B, it is most beneficial to first find the single step preimages followed by the reachability analysis (reach) method. The fourth and fifth columns of each section, labeled cpu pre and cpu reach respectively, present the runtimes in seconds associated to the pre and reach techniques. Table I shows that the pre-image computation techniques help reduce the traces considerably. For many circuits, the original trace length is first reduced greatly by the single step pre-image (pre) technique and further reduced by the reachability analysis (reach). For example, the trace for circuit s344 is first reduced from 50 to 33 using pre, and then again from 33 to 1 using reach.
Analyzing the results of Table I , we notice that many traces are reduced to having a single clock cycle (length of 1) or a very small trace size after applying reachability analysis. This result can be partially attributed to the state selection heuristics of Section III-C and the performance improvement techniques of Section III-B. These techniques can increase the number of "short-cuts" created through the graph G and likelihood that they will lead to the initial state. Table II summarizes the results in Table I by providing the average length compactions (reductions) achieved by the different components of the proposed approach for traces of size 50, 100, and 1000. Similar to Table I, the summaries are provided for each original trace length separately. Column one presents the name of the compaction method: single step pre-image computation (pre), reachability analysis (reach), or combined. For each trace length, the overall average reduction is presented under the label avg. reduced. This field is calculated by adding the reduction in size over all circuits divided over the number of circuits. Since not all circuit traces are reduced by the proposed method, this number may not provide a good representation of the average factor of reduction achieved. Instead, the columns labeled affected and reduced show the percentage of traces that are affected by each approach and the amount by which they are reduced, respectively. For example, for traces of length 50, the proposed approaches separately achieve 10.08 times and 3.81 times reductions while the combined approach reaches 19.67 times reductions. Furthermore, approximately 70% of the circuits are affected by the pre techniques which results in an average reduction of 13.77 times. Similarly, the reach technique and the combined approach affect 37% and 74% of traces for a reduction of 8.45 times and 25.72 times, respectively.
The experimental results demonstrate that not only is the proposed approach effective for reducing traces, but it is also very efficient. For the majority of circuits in Table I , compacted traces are found within a few minutes. This performance reaffirms the practicality of the data structure introduced in Section IV. The memory requirements of the overall approach are also manageable since memory usage never exceeds 300MB when storing up to 10,000 state cubes. The ability to quickly reduce traces in a memory efficient manner is crucial for making this approach viable in real-life debugging environments.
VI. CONCLUSION
This work proposed a novel trace reduction technique using SATbased reachability analysis and a set of state containment relationships. The components of the reachability analysis engine are finetuned to increase the likelihood of generating short-cuts in the original 
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circuits org pre reach cpu pre cpu reach org pre reach cpu pre cpu reach org pre reach cpu pre cpu reach s208.1 50 25 25 0.00 0.56 100 51 51 0.07 0.60 1000 244 244 0.08 9.26 s298 50 1 1 0.00 0.00 100 3 1 0.59 0.86 1000 1 1 0.34 0.01 s344 50 33 1 0.00 0.00 100 55 1 0.31 0.00 1000 10 5 0.42 0.08 s349 50 33 1 0.00 0.00 100 55 1 0.32 0.00 1000 10 5 0.39 0.08 s382 50 3 1 0.00 0.17 100 4 2 0.75 0.00 1000 1 1 0.89 0.00
