Quasi-periodic solutions for perturbed autonomous delay differential equations  by Li, Xuemei & Yuan, Xiaoping
J. Differential Equations 252 (2012) 3752–3796Contents lists available at SciVerse ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Quasi-periodic solutions for perturbed autonomous delay
differential equations✩
Xuemei Li a,∗, Xiaoping Yuan b
a Department of Mathematics, Hunan Normal University, Changsha, Hunan 410081, China
b School of Mathematical Sciences, Fudan University, Shanghai 200433, China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 4 August 2011
Available online 2 December 2011
Keywords:
Delay differential equation
Quasi-periodic solution
Perturbation
KAM theory
This work discusses the persistence of quasi-periodic solutions for
delay differential equations. We prove that the perturbed system
possesses a quasi-periodic solution under appropriate hypotheses
if an unperturbed linear system has quasi-periodic solutions. We
extend some well-known results on ordinary differential equations
to delay differential equations.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The persistence of quasi-periodic motions in integrable ordinary and partial differential equations,
especially in integrable Hamiltonian systems, due to small divisors is the subject of extended studies
based on the KAM theory. The purpose of this paper is to introduce and study the corresponding
subject for retarded functional differential equations.
More precisely, we discuss the existence of quasi-periodic solutions of the autonomous delay dif-
ferential equation
x˙(t) = A(ξ)x(t) + B(ξ)x(t − τ ) + ε f (x(t), x(t − τ ), ξ, ε), (1.1)
if the unperturbed linear equation
x˙(t) = A(ξ)x(t) + B(ξ)x(t − τ ) (1.2)
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a small perturbation.
In the perturbation theory, one cannot expect that the frequencies of quasi-periodic solutions re-
main ﬁxed under perturbations. There are two approaches to deal with this situation: one is to add
modifying terms to the integrable part (or the linear part) (such as [5,18,23]); one another is to pa-
rameterize the considered systems ([6,8,14,20,21,24], for example). The former may be a special case
of the latter since the modifying terms are parameterized. So, in this paper, we introduce the param-
eter ξ to the linear terms directly. Actually, the entries in the matrices A and B may be regarded as
parameters.
There is a large number of results on the existence and persistence of invariant tori in view of
KAM theory and techniques. Here we would like to mention some works which are closely related to
our problem. Moser [18] ﬁrst discussed the persistence of quasi-periodic motions under perturbations
of ordinary differential equations and generalized the result of Kolmogorov [13] and Arnol’d [1] by
modifying terms. Later on, the same problem was deeply studied in [5] and [6] by the stable integral
manifold and parameterization, respectively. Bambusi and Gaeta [3] proved the persistence of attrac-
tive tori for non-Hamiltonian perturbations of integrable systems where frequencies depend on the
act variable. Chung and Yuan [8] analyzed the periodic and quasi-periodic solutions for a complex
partial differential equation by applying the KAM theory.
Recently, the KAM theory is successfully applied to analyzing the existence of quasi-periodic so-
lutions of delay differential equations (DDEs), though there are very few results. Samoilenko and
Belan [23] obtained quasi-periodic solutions of DDEs on a torus. Using the time-1 map of the solu-
tion operator, Li and Llave [15] discussed the existence of quasi-periodic solutions of (1.1) in the case
where the small perturbation ε f is a quasi-periodic time-dependent function.
The present work is devoted to the persistence of invariant tori for DDEs, which extends the result
of Bambusi and Gaeta [3] for ODEs to retarded functional differential equations without the assump-
tion of attractiveness on invariant tori.
To formulate our main result we have to introduce some notations and hypotheses.
Following [11], take C := C([−τ ,0],Rn) as the phase space of (1.1) endowed with the supremum
norm. For a given function x ∈ C([−τ , t1],Rn) with t1  0 and for any t ∈ [0, t1], we denote an ele-
ment in C by xt deﬁned by xt(θ) = x(t + θ), −τ  θ  0. A solution with the initial value z ∈ C at
t = 0 is denoted by x(z; t). The solution operator T (t) : C → C is deﬁned by T (t)z = xt(z; ·).
The solution operator T (t, ξ) of the linear equation (1.2) is a strongly continuous semigroup on C ,
with inﬁnitesimal generator U0(ξ) given by
D(U0) =
{
z ∈ C: dz
dθ
∈ C, dz
dθ
∣∣∣∣
θ=0
= A(ξ)z(0) + B(ξ)z(−τ )
}
,
U0z = dz
dθ
.
Using the idea in [7] we extend the domain of U0 to C1 := C1([−τ ,0],Rn) and deﬁne the exten-
sion U (ξ) of U0(ξ) by
Uz := dz
dθ
+ X0
[
A(ξ)z(0) + B(ξ)z(−τ ) − d
dθ
z(0)
]
where X0(θ) = 0 if −τ  θ < 0; = E if θ = 0, and E is the identity matrix.
The operator U maps C1 into the Banach space BC := C ⊕ 〈X0〉, provided with the supremum
norm ‖z‖ = sup−τθ0 ‖z(θ)‖, here 〈X0〉 denotes the space of all bounded functions continuous on
−τ  θ < 0, with a jump discontinuity at θ = 0. The operators U0 and U have only point spectrum
consisting of all roots of the characteristic equation
det(λ, ξ) = 0, (λ, ξ) = λE − A(ξ) − B(ξ)e−λτ . (1.3)
3754 X. Li, X. Yuan / J. Differential Equations 252 (2012) 3752–3796Let C∗ := C([0, τ ],Rn∗ ), where Rn∗ is the n-dimensional row-vector space, see Section A.1 in Ap-
pendix A. We deﬁne a bilinear form 〈·,·〉 on C∗ × C by
〈ψ, z〉 = ψ(0)z(0) +
τ∫
0
ψ(s)B(ξ)z(s − τ )ds, ψ ∈ C∗, z ∈ C,
and the formal adjoint operator U∗0 of U0 by
〈ψ,U0z〉 =
〈
U∗0ψ, z
〉
for z ∈D(U0) and ψ ∈D
(
U∗0
)
.
It is well known that for any real number μ, the characteristic equation (1.3) of (1.2) has a ﬁnite
number of roots with real parts μ [4,11] (for more information, also see Section A.1 in Appendix A).
We will assume that for all ξ ∈ Π , (1.3) has m0 simple roots with positive real parts
λ1(ξ), λ2(ξ), . . . , λm0(ξ),
n0 pairs of purely imaginary simple roots
±ω1(ξ)
√−1,±ω2(ξ)
√−1, . . . ,±ωn0(ξ)
√−1,
and the rest roots of (1.3) have negative real parts, where m0  0, n0  1. If A(ξ) and B(ξ) are
continuous with respect to the parameter ξ on a bounded closed set Π , we can ﬁnd a positive
constant μ such that
Reλ(ξ)−μ, Reλ j(ξ)μ, j = 1,2, . . . ,m0, (1.4)
here we use the notation λ(ξ) to denote an arbitrary root of (1.3) with a negative real part.
Set
Λ1 =
{±ω1(ξ)√−1, . . . ,±ωn0(ξ)√−1}, Λ2 = {λ1(ξ), . . . , λm0(ξ)},
and C is decomposed by Λ1,Λ2 as C = PΛ1 ⊕ PΛ2 ⊕ Q . Let ΦΛ1 ,ΦΛ2 ,ΨΛ1 ,ΨΛ2 satisfying〈ΨΛ1 ,ΦΛ1 〉 = E, 〈ΨΛ2 ,ΦΛ2 〉 = E be real bases for the generalized eigenspaces MΛ1 (U0),MΛ2 (U0),
M ∗Λ1 (U
∗
0) and M
∗
Λ2
(U∗0), respectively. (For these notations and their expressions, see Section A.1 and
the beginning of Section A.2 in Appendix A. These spaces depend on the parameter ξ , and we omit
the parameter ξ in notations.) Then
PΛ1 =
{
z ∈ C: z = ΦΛ1b for some b ∈ R2n0
}
,
PΛ2 =
{
z ∈ C: z = ΦΛ2b for some b ∈ Rm0
}
,
Q = {z ∈ C: 〈ΨΛ1 , z〉 = 0 and 〈ΨΛ2 , z〉 = 0},
and, PΛ1 , PΛ2 and Q are invariant under the solution operator T (t, ξ) of (1.2) and the inﬁnitesimal
generator U0(ξ) respectively, that is
T (t, ξ)PΛi ⊂ PΛi , U0PΛi ⊂ PΛi , i = 1,2,
T (t, ξ)Q ⊂ Q , U0
(
D(U0) ∩ Q
)⊂ Q .
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z = ΦΛ1〈ΨΛ1 , z〉 + ΦΛ2〈ΨΛ2 , z〉 + zQ , zQ ∈ Q .
Meanwhile, we also have
U
(C1 ∩ Q )⊂ Q˜ , U PΛi ⊂ PΛi , U |PΛi = U0|PΛi , i = 1,2,
where Q˜ is a closed subspace of BC , deﬁned by the relation BC = PΛ1 ⊕ PΛ2 ⊕ Q˜ .
By Lemma 4 in Section A.1, there are a 2n0 by 2n0 matrix UΛ1 and an m0 by m0 matrix UΛ2 such
that
U0ΦΛ1 = ΦΛ1UΛ1 , U0ΦΛ2 = ΦΛ2UΛ2 .
If Λ2 consists of k0 pairs of complex numbers and m0 − 2k0 real numbers,
λ2 j(ξ) = λ2 j−1(ξ), λ2 j−1(ξ) = α j(ξ) + β j(ξ)
√−1, j = 1,2, . . . ,k0,
λ2k0+1(ξ), . . . , λm0(ξ) are real,
and the bases ΦΛ1 and ΦΛ2 are taken in such a manner as in Section A.2 of Appendix A, then
UΛ1 = diag
((
0 −ω1(ξ)
ω1(ξ) 0
)
, . . . ,
(
0 −ωn0(ξ)
ωn0(ξ) 0
))
,
UΛ2 = diag
((
α1(ξ) −β1(ξ)
β1(ξ) α1(ξ)
)
, . . . ,
(
αk0(ξ) −βk0(ξ)
βk0(ξ) αk0(ξ)
)
, λ2k0+1(ξ), . . . , λm0(ξ)
)
.
If x(t) is a solution of (1.1), for each t we may decompose xt as
xt = ΦΛ1〈ΨΛ1 , xt〉 + ΦΛ2〈ΨΛ2 , xt〉 + xQt := ΦΛ1u(t) + ΦΛ2 I2(t) + yt,
where u(t) ∈ R2n0 , I2(t) ∈ Rm0 , yt ∈ Q , but it does not necessarily satisfy yt(θ) = y(t+θ), −τ  θ  0.
Of course, we have
x(t) = ΦΛ1(0, ξ)u(t) + ΦΛ2(0, ξ)I2(t) + yt(0). (1.5)
Let UQ denote U restricted to Q . With the above decomposition (1.1) can be rewritten as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u˙ = UΛ1u + εΨΛ1(0, ξ) f
(
ΦΛ1(0, ξ)u + ΦΛ2(0, ξ)I2 + yt(0),ΦΛ1(−τ , ξ)u
+ ΦΛ2(−τ , ξ)I2 + yt(−τ ), ξ, ε
)
,
I˙2 = UΛ2 I2 + εΨΛ2(0, ξ) f
(
ΦΛ1(0, ξ)u + ΦΛ2(0, ξ)I2 + yt(0),ΦΛ1(−τ , ξ)u
+ ΦΛ2(−τ , ξ)I2 + yt(−τ ), ξ, ε
)
,
dyt
dt
= UQ yt + εXQ0 f
(
ΦΛ1(0, ξ)u + ΦΛ2(0, ξ)I2 + yt(0),ΦΛ1(−τ , ξ)u
+ ΦΛ2(−τ , ξ)I2 + yt(−τ ), ξ, ε
)
(1.6)
as long as xt ∈ C1 (see [7], or [9]), where
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=
{−ΦΛ1(θ, ξ)ΨΛ1(0, ξ) − ΦΛ2(θ, ξ)ΨΛ2(0, ξ), −τ  θ < 0,
E − ΦΛ1(0, ξ)ΨΛ1(0, ξ) − ΦΛ2(0, ξ)ΨΛ2(0, ξ), θ = 0,
that is, every column of the matrix XQ0 is the projection of the corresponding column of the matrix X0
onto Q˜ along PΛ1 ⊕ PΛ2 . Conversely, every solution of (1.6) corresponds to a solution of (1.1) through
the relation (1.5).
By writing u in polar coordinates (I1,ϕ),
u2 j−1 = I1, j cosϕ j, u2 j = I1, j sinϕ j, j = 1,2, . . . ,n0,
Eq. (1.6) becomes
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ϕ˙ = ω(ξ) + εM1(ϕ, I1)ΨΛ1(0, ξ) f˜
(
ϕ, I1, I2, yt(0), yt(−τ ), ξ, ε
)
,
I˙1 = εM2(ϕ)ΨΛ1(0, ξ) f˜
(
ϕ, I1, I2, yt(0), yt(−τ ), ξ, ε
)
,
I˙2 = UΛ2 I2 + εΨΛ2(0, ξ) f˜
(
ϕ, I1, I2, yt(0), yt(−τ ), ξ, ε
)
,
dyt
dt
= UQ yt + εXQ0 f˜
(
ϕ, I1, I2, yt(0), yt(−τ ), ξ, ε
)
,
(1.7)
where f˜ is the expression of f in the new variables I1,ϕ replacing u, ω(ξ) = (ω1(ξ), . . . ,ωn0 (ξ))T ,
M1(ϕ, I1) =
⎛⎜⎜⎜⎜⎜⎜⎝
− 1I1,1 sinϕ1 1I1,1 cosϕ1 0 0 · · · 0 0
0 0 − 1I1,2 sinϕ2 1I1,2 cosϕ2 · · · 0 0
...
...
...
...
...
...
...
0 0 0 0 · · · − 1I1,n0 sinϕn0
1
I1,n0
cosϕn0
⎞⎟⎟⎟⎟⎟⎟⎠ ,
M2(ϕ) =
⎛⎜⎜⎝
cosϕ1 sinϕ1 0 0 · · · 0 0
0 0 cosϕ2 sinϕ2 · · · 0 0
...
...
...
...
...
...
...
0 0 0 0 · · · cosϕn0 sinϕn0
⎞⎟⎟⎠ .
If (1.7) has a quasi-periodic (or periodic) solution, then one gets the quasi-periodic (or periodic) solu-
tion of (1.1) by the expression (1.5). The unperturbed system (1.2) has a family of quasi-periodic (or
periodic) solutions
x(t) = ΦΛ1(0, ξ)
(
I1,1 cos(ω1t + φ1,0), I1,1 sin(ω1t + φ1,0), . . . , I1,n0 cos(ωn0t + φn0,0),
I1,n0 sin(ωn0t + φn0,0)
)T
= ΦΛ1(0, ξ)MT2 (ωt + φ0)I1,
where I1 is a constant, “·T ” denotes the transposition. That is, the unperturbed system of (1.7) pos-
sesses a family of invariant tori Tn0 × {I1} × {0} × {0} ⊂ Tn0 × Rn0 × Rm0 × Q .
We want to look for quasi-periodic (or periodic) solutions of the perturbed system (1.1), hence,
equivalently, of (1.7). To do this, we need some convenient hypotheses.
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closed set with positive Lebesgue measure). On the eigenvalues of (1.2) we impose the condition (1.4)
and assume that there are two positive constants c0 and c1 such that
inf
ξ∈Π
∣∣det(∂ξω(ξ))∣∣ c0
and
sup
ξ∈Π
∥∥ω(ξ)∥∥ c1, sup
ξ∈Π
∥∥∂ξω(ξ)∥∥ c1,
where ∂ξ denotes the partial derivative with respect to ξ .
Remark 1.1. Here, the continuous differentiability of a function f with respect to the parameter ξ on
a bounded closed set Π means that there exists a neighborhood N of Π , f is continuous together
with the ﬁrst derivative in ξ ∈N .
(H2) Assume that f (z(0), z(−τ ), ξ, ε) in (1.1) is real analytic with respect to z ∈ Bα0 ≡ {z ∈ C: ‖z‖
α0} and ε ∈ [0,], and continuously differentiable in ξ ∈ Π , where α0 and  are positive constants.
Remark 1.2. It is easy to see by the hypothesis (H2) and Lemma 7 in Section A.1 that f˜ (ϕ, I1, I2, z(0),
z(−τ ), ξ, ε) is analytic in ϕ, I1, I2, z, and continuously differentiable in ξ ∈ Π . Hence there are posi-
tive constants r0, s0 such that f˜ extends to a real analytic bounded function on complex domain of
its variables
(ϕ, I1, I2, z) ∈ D0 = U(r0) × B1s0 × B2s0 × BQs0 := U(r0) × W(s0),
where U(r0) is a complex neighborhood of the n0-dimensional torus Tn0 ,
U(r0) =
{
ϕ ∈ Tn0
C
= Cn0/2πZn0 : | Imϕ| := sup
1 jn0
| Imϕ j| r0
}
,
B1s0 ,B2s0 and BQs0 are balls of radius s0 and center zero element in Cn0 ,Cm0 and Q C , respectively. The
notation YC denotes the complexiﬁed space of Y .
Deﬁne the average of the function F 1(ϕ, I1, I2, yt, ξ, ε) := M2(ϕ)ΨΛ1 (0, ξ) f˜ (ϕ, I1, I2, yt(0),
yt(−τ ), ξ, ε) on ϕ with I2 = 0, yt = 0, ε = 0 by
F̂ 1(0, I1,0,0, ξ,0)
:= 1
(2π)n0
∫
T
n0
F 1(ϕ, I1,0,0, ξ,0)dϕ
= 1
(2π)n0
∫
T
n0
M2(ϕ)ΨΛ1(0, ξ) f
(
ΦΛ1(0, ξ)M
T
2 (ϕ)I1,ΦΛ1(τ , ξ)M
T
2 (ϕ)I1, ξ,0
)
dϕ.
(H3) Assume that F̂ 1(0, I1,0,0, ξ,0) has a non-degenerate real zero I01 in B1s0 with ‖I01‖ < s0, that is
a real zero such that all eigenvalues of ∂I1 F̂
1(0, I01,0,0, ξ,0) are non-zero. We want to assume that
each component of I01 is different from zero and, all eigenvalues of ∂I1 F̂
1(0, I01,0,0, ξ,0) are simple.
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0< ε  ε′0 and ξ ∈ Π , the absolute values of real parts of all eigenvalues of ε∂I1 F̂ 1(0, I01,0,0, ξ,0) are
less than or equal to μ/4, and min1 jn0 |I01, j| β0.
As the equation of variable I1 in the unperturbed system of (1.7) is completely degenerate and
system (1.7) is not conservative, we must use the perturbation to break the degeneration, that is, we
assume the averaging function F̂ 1(0, I1,0,0, ξ,0) has a non-degenerate zero I01. Bambusi and Gaeta
in [3] have used a similar hypothesis for non-Hamiltonian perturbation of a Hamiltonian integrable
system, where they have assumed that the averaging system has an attractive invariant torus.
Theorem 1. If hypotheses (H1)–(H3) hold, then for any given 0 < γ  1, γ = O (ει) (0 < ι 1/18) there is
0< ε∗0  ε′0 such that for 0< ε  ε∗0 , there exists a Cantorian-like subsetΠγ ⊂ Π with the Lebesgue measure
MeasΠγ = MeasΠ − O (γ ),
and for any ξ ∈ Πγ , Eq. (1.7) admits an invariant torus of the form (ϕ, I1(ϕ, ξ), I2(ϕ, ξ), z(ϕ, ξ)) ∈ Tn0 ×
Rn0 × Rm0 × Q which is real analytic in ϕ , Lipschitz in ξ ∈ Πγ and satisﬁes
sup
T
n0×Πγ
∥∥(I1(ϕ, ξ) − I01(ξ), I2(ϕ, ξ), z(ϕ, ξ))∥∥= O (ε 23 ).
By Theorem 1 and expression (1.5), we obtain the quasi-periodic solution of (1.1).
Theorem 2. If hypotheses (H1)–(H3) hold, then for most parameter ξ and suﬃciently small ε, Eq. (1.1) pos-
sesses a quasi-periodic (periodic if n0 = 1) solution of the form
x(t, ξ) = ΦΛ1(0, ξ)MT2 (ϕ)I1
(
ω∗t + φ0, ξ
)+ ΦΛ2(0, ξ)I2(ω∗t + φ0, ξ)+ z(ω∗t + φ0, ξ)(0)
and with frequency ω∗ satisfying
‖x− x0‖ = O
(
ε
2
3
)
, ‖v0‖ = O
(
ε
7
9
)
, sup
ξ∈Πγ
∥∥ω∗(ξ) −ω(ξ)∥∥= O (ε),
where x0(t, ξ) = ΦΛ1 (0, ξ)MT2 (ϕ)I01 , ϕ = ω∗t+φ0 + v0(ω∗t+φ0, ξ). Moreover, the solution is real analytic
in t and Lipschitz in ξ .
Remark 1.4. If n0 = 1 which means (1.3) has a pair of purely imaginary roots only, Theorems 1 and 2
come true for all ξ ∈ Π and all estimates are of order ε (see Remark 4.5 in Section 4).
The analysis on the existence of quasi-periodic solutions for retarded differential equations is more
complicated than that for ordinary differential equations on the KAM theory and techniques because
the theory of retarded differential equations is based on Banach spaces – the continuous function
spaces as phase spaces.
In Section 2, we give a normal form of (1.7) which is the starting point for the proof of Theorems 1
and 2. In Section 3, we prove a KAM theorem for ODEs with degeneration due to the reasons: the
theorem can be viewed as a generalization of the result in [3] to the non-degenerate zero instead of
the attractive zero of the averaging system; because of not involving the inﬁnite dimensional part, the
proof of the theorem can make ideas and techniques clearer in the proofs of our main results, which
is presented in Section 4. Section A.1 in Appendix A collects some properties of the linear system (1.2)
which are used in this paper, and some technical lemmas required in the proof of the iterative lemma
are placed in Section A.2.
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center unstable manifold of (1.7) and the result in Section 3. However, the center unstable manifold
is not necessarily analytic even for analytic vector ﬁelds [2]. Of course, we may apply the center
unstable manifold theory to the proof: using the results in [12, pp. 312–317], we conclude that (1.7)
admits a local center unstable manifold differentiable to arbitrary high order, then we reduce (1.7) to
the form of (3.1) with a suﬃciently smooth vector ﬁeld and apply smoothing techniques [17,19] to
the reduced system. But we adopt a direct approach similar to that in Section 3 so that the obtained
quasi-periodic solution is real analytic.
We will prove our results by constructing a sequence of coordinate transformations. The quasi-
periodic solution is represented in terms of the transformation which maps the desired solution into
the trivial one. We will adopt the idea of Graff in [10] not to reduce the coeﬃcients of I and yt
to constants in the normally hyperbolic parts. Thus, no restriction is placed upon the multiplicity of
eigenvalues of the operator UQ . Moreover, in our case, even if such a restriction is imposed on UQ ,
it is very diﬃcult to reduce the coeﬃcients to constants as some of homological equations are un-
bounded linear operator equations in a Banach space, which leads to analytic diﬃculties in solving
these homological equations so that we need some additional conditions. However, we have to face
the variable coeﬃcient problem in the normally hyperbolic parts. We will use the idea of Liu and
Yuan in [16] to deal with the problem.
2. Normal form and notations
Our main results are proved by an iterative procedure. Therefore, we need to choose iterative
constant sequences in each iterative step and notations in the following manner. For all l 1,
(i) εl = ε
4
3
l−1.
(ii) Kl = − 1r0 (l + 1)22l+2 lnε0.
(iii) rl = (1− τl)r0, sl = (1− τl)s0 with τ0 = 0, τl = (1−2 + · · · + l−2)/(2∑∞j=1 j−2),
ρl = 14 (rl − rl+1) = r0/[8(l + 1)2
∑∞
j=1 j−2], δl = 12 (sl − sl+1) = s0/[4(l + 1)2
∑∞
j=1 j−2].
(iv) γl = γ0/(l + 1)2, γ0 = O (ει0) (0< ι 1/6).
(v) The domains Dl are described by U(rl) × W(sl),
U(rl) =
{
ϕ ∈ Tn0
C
: | Imϕ| rl
}
,
W(sl) =
{
I ∈ Cm1 : ‖I‖ sl
}
for ODEs; {(I, z) ∈ Cm1 × Q C: ‖I‖ sl, ‖z‖ sl} for DDEs,
D−l = U(rl − ρl) × W(sl − δl), m1 = n0 +m0.
(vi) f = Or,s,Π (χk) denotes a map which is analytic in variables φ ∈ U(r), χ ∈ W(s), continuously
differentiable in parameter ξ ∈ Π and vanishes with χ -derivatives up to order k − 1  0; f and its
χ -derivatives up to order k are bounded and have the bounded derivatives with respect to parame-
ter ξ on U(r) × W(s) × Π .
(vii) For two quantities u and v , if there is an absolute constant C such that |u| C |v| (|u| C |v|)
with some metric | · |, we write u  v (u  v).
(viii) For given ε > 0, f = Or,s,Π (ε) means that f is analytic in φ ∈ U(r), χ ∈ W(s) and continu-
ously differentiable in ξ ∈ Π , and satisﬁes
||| f |||r,s,Π := max
j=1,2
sup
U(r)×W(s)×Π
∥∥∂ jξ f ∥∥ := maxj=1,2∥∥∂ jξ f ∥∥r,s,π  ε.
(ix) For a matrix A = (aij)n1×n2 we deﬁne A = (al1,i l2, j ), Ac = (ail2, j ), Ar = (al1,i j), where
(l1,1, . . . , l1,n1 ) and (l2,1, . . . , l2,n2 ) are some permutations of the numbers (1, . . . ,n1) and (1, . . . ,n2)
respectively, determined by the complex conjugate relations of eigenvalues of some matrices in the
following.
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will utilize a truncation of the Fourier series expansion. For any analytic function f (φ) with Fourier
series expansion
f (φ) =
∑
k∈Zn0
fˆ (k)e
√−1(k,φ), φ ∈ U(r),
deﬁne the truncation operator ΓK as follows
ΓK f =
∑
|k|K
fˆ (k)e
√−1(k,φ),
where |k| = |k1| + · · · + |kn0 |. We have∥∥∂ jξ fˆ (k)∥∥Π  ||| f |||r,Πe−|k|r, j = 0,1, (2.1)
and (see Lemma A.2 in [22])
∥∥∂ jξ (Id− ΓK ) f ∥∥r−ρ,Π  C ||| f |||r,Πρ−n0e−ρK , j = 0,1. (2.2)
Next, we reduce (1.7) to some normal form so that Theorems 1 and 2 can be proved by employing
KAM techniques. For this purpose we ﬁrst eliminate the linear terms of variables I2 and yt in the
second equation of (1.7). By the change
I1 = I11 + εV1,0
(
ϕ, I11, ξ
)+ εV1,1(ϕ, I11, ξ)I2 + εV1,2(ϕ, I11, ξ)yt (2.3)
and inserting it into the second equation of (1.7), we deduce the homological equations
∂ϕV1,0 ·ω = ΓK0 F 1
(
ϕ, I11,0,0, ξ, ε
)− F̂ 1(0, I11,0,0, ξ, ε), (2.4)
∂ϕV1,1 ·ω + V1,1UΛ2 = ∂I2 F 1
(
ϕ, I11,0,0, ξ, ε
)
M1,1
(
ϕ, I11, ξ, ε
)
, (2.5)
∂ϕV1,2 ·ω + V1,2UQ = ∂yt F 1
(
ϕ, I11,0,0, ξ, ε
)=: M1,2(ϕ, I11, ξ, ε), (2.6)
where the function F 1(ϕ, I1, I2, yt, ξ, ε) is the expression on the right-hand side of the second equa-
tion of (1.7) and its deﬁnition is above the hypothesis (H3) in Section 1, here we take the positive
integer K0 such that ∣∣∣∣∣∣(Id− ΓK0)F 1(ϕ, I1,0,0, ξ, ε)∣∣∣∣∣∣ 1
2 r0,s0,Π
 ε.
Noting that there is no small divisor problem in (2.5) and (2.6), and letting
Π0 =
{
ξ ∈ Π : ∣∣(k,ω)∣∣ γ |k|−(n0+1), 0< |k| K0},
applying Lemma 6 in [10] and Lemma 13 in Appendix A to (2.5) and (2.6), respectively (also see,
solving the similar homological equations in Lemmas 1 and 2 in Sections 3 and 4), we can obtain the
solutions of Eqs. (2.4)–(2.6) and their estimates
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4 ,s0,Π0
 γ −2
∣∣∣∣∣∣F 1∣∣∣∣∣∣r0,s0,Π , |||∂ϕV1,0||| r02 ,s0,Π0  γ −2∣∣∣∣∣∣F 1∣∣∣∣∣∣r0,s0,Π ,
|||V1, j|||r0,s0,Π0  |||M1, j|||r0,s0,Π , |||∂ϕV1, j||| r0
2 ,s0,Π0
 |||M1, j|||r0,s0,Π , j = 1,2,
|||∂I11 V1,0||| 3r04 ,s0,Π0  γ
−2∣∣∣∣∣∣∂I1 F 1∣∣∣∣∣∣r0,s0,Π , |||∂I11 V1, j|||r0,s0,Π0  |||∂I11M1, j|||r0,s0,Π , j = 1,2,
MeasΠ0 = MeasΠ − O (γ ).
Since I01 is a non-degenerate real zero of F̂
1(0, I1,0,0, ξ,0) satisfying hypothesis (H3), there is a
positive ε∗1 such that for 0  ε  ε∗1 , F̂ 1(0, I11,0,0, ξ, ε) has a non-degenerate real zero I
1,0
1 satisfy-
ing
I1,01 − I01 = O (ε), min1 jn0
∣∣I1,01, j (ξ)∣∣ β02 for ξ ∈ Π0
and all eigenvalues of ∂I1 F̂
1(0, I1,01 ,0,0, ξ, ε) are simple and different from zero by hypothesis (H3)
and Remark 1.3, where I1,01, j is the jth component of I
1,0
1 .
The system (1.7) by (2.3) and the replacement
I11 = I1,01 + ε
4
9 I21, I2 = ε
1
2 I22, yt = ε
1
2 y2t , ε0 = ε
4
9 , (2.7)
still denoting the new variables I21, I
2
2 and y
2
t by I1, I2 and yt respectively, is transformed into the
form ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
ϕ˙ = ω(ξ) + ε
9
4
0 G˜0(ϕ, I1, I2, yt , ξ, ε0),
I˙1 = ε
9
4
0
[
U1Λ1 I1 + ε0 F˜ 10(ϕ, I1, I2, yt , ξ, ε0)
]
,
I˙2 = UΛ2 I2 + ε0 F˜ 20(ϕ, I1, I2, yt, ξ, ε0),
dyt
dt
= UQ yt + ε0XQ0 H˜0(ϕ, I1, I2, yt , ξ, ε0)
(2.8)
for suﬃciently small ε, where U1Λ1 = ∂I1 F̂ 1(0, I1,01 ,0,0, ξ, ε). From the above estimates and the hy-
pothesis (H2) in Section 1 it is easy to see that G˜0, F˜ 10 , F˜
2
0 and H˜0 are real analytic in (ϕ, I1, I2, yt) ∈
U( r02 )×B1s′0 ×B
2
s′0
×BQ
s′0
for some constant s′0 > 0, and continuously differentiable in ξ in the bounded
closed set Π0, moreover, satisfy
|||G˜0||| r0
2 ,s
′
0,Π0
 1, |||H˜0||| r0
2 ,s
′
0,Π0
 1,
∣∣∣∣∣∣˜F j0∣∣∣∣∣∣ r02 ,s′0,Π0  1, j = 1,2.
As all eigenvalues of U1Λ1 and UΛ2 are simple, there exists a preliminary linear transformation
L : ϕ = ϕ, I1 =A1˜ I1, I2 =A2˜ I2, yt = yt
such that denoting the new variables I˜1 and I˜2 again by I1 and I2 respectively, (2.8) is changed into
the normal form
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ϕ˙ = ω(ξ) + ε
9
4
0 G0(ϕ, I1, I2, yt, ξ, ε0),
I˙1 = ε
9
4
0
[
Ω1(ξ)I1 + ε0F 10(ϕ, I1, I2, yt , ξ, ε0)
]
,
I˙2 = Ω2(ξ)I2 + ε0F 20(ϕ, I1, I2, yt, ξ, ε0),
dyt
dt
= UQ yt + ε0XQ0 H0(ϕ, I1, I2, yt , ξ, ε0),
(2.9)
where Ω1 and Ω2 = diag(λ1, . . . , λm0 ) are diagonal matrices consisting of all eigenvalues of U1Λ1 and
UΛ2 respectively, G0, F
1
0 , F
2
0 and H0 satisfy the following reality condition (H5), A 1 =A1c and A 2 =
A2
c (see §15 in [25]).
(H4) (Reality) Set Ω1 = diag(Ω1,1, . . . ,Ω1,n0 ), Ω2 = diag(Ω2,1, . . . ,Ω2,m0 ). For Ω1, j = Ω1,l1, j ( j = 1,
. . . ,n0) and Ω2, j = Ω2,l2, j ( j = 1, . . . ,m0), we deﬁne I1, j = I1,l1, j and I 2, j = I2,l2, j . Then
G0(ϕ, I1, I 2, yt, ξ, ε0) = G0(ϕ, I1, I2, yt , ξ, ε0),
H0(ϕ, I1, I 2, yt, ξ, ε0) = H0(ϕ, I1, I2, yt, ξ, ε0),
F i0(ϕ, I1, I 2, yt , ξ, ε0) = F i0(ϕ, I1, I2, yt, ξ, ε0), i = 1,2,
where the complex conjugation f¯ of a function f means complex conjugation of the coeﬃcients in
the power series of f .
If the delay τ is zero, then (2.9) is reduced to an ordinary differential equation with degeneration.
We will give a KAM theorem for ODEs with degeneration in the following section, which can make
straightforward the proof of the KAM theorem for retarded DDE (2.9) in Section 4.
3. A KAM theorem for ODEs with degeneration
Consider a family of ordinary differential equations⎧⎪⎪⎨⎪⎪⎩
ϕ˙ = ω(ξ) + ε1+κ00 G(ϕ, I1, I2, ξ, ε0),
I˙1 = εκ0
[
Ω1(ξ)I1 + ε0F (ϕ, I1, I2, ξ, ε0)
]
,
I˙2 = Ω2(ξ)I2 + ε0H(ϕ, I1, I2, ξ, ε0),
(3.1)
where κ0  0 and κ > 0 are constants, ω(ξ) = (ω1, . . . ,ωn0 (ξ))T , Ω1(ξ) = diag(Ω1,1(ξ), . . . ,Ω1,n0 (ξ))
and Ω2(ξ) = diag(Ω2,1(ξ), . . . ,Ω2,m0 (ξ)) are n0 × n0 and m0 ×m0 matrices, respectively, ϕ ∈ U(r0),
I1 ∈ B1s0 ⊂ Cn0 , I2 ∈ B2s0 ⊂ Cm0 , ξ ∈ Π0,
G, F : D0 → Cn0 , H : D0 → Cm0 ,
here D0 = U(r0) × B1s0 × B2s0 , G, F and H are analytic in D0.
We suppose the frequencies ω and Ω = diag(Ω1,Ω2) satisfy the following hypothesis (H5).
(H5) Assume that ω(ξ) and Ω(ξ) are continuously differentiable with respect to the parameter ξ on
the bounded closed set Π0 with positive measure, and there are positive constants ci (i = 0,1,2)
such that
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ξ∈Π0
∣∣det ∂ξω(ξ)∣∣ c0, |||ω|||Π0  c1, |||Ω|||Π0  c1,
inf
ξ∈Π0
i = j
∣∣Ω1,i(ξ) − Ω1, j(ξ)∣∣ c2, inf
ξ∈Π0
∣∣Ω1, j(ξ)∣∣ c2, 1 i, j  n0,
inf
ξ∈Π0
∣∣ReΩ2, j(ξ)∣∣ c2, 1 j m0.
Thus, there is also a positive constant c3 such that for suﬃciently small ε0,
inf
ξ∈Π0
∣∣Re(Ω2, j(ξ) − εκ0Ω1,i(ξ))∣∣ c3, 1 i  n0, 1 j m0.
Theorem 3. Suppose that hypothesis (H5) holds and, G, F and H are analytic in (ϕ, I1, I2) ∈ D0 , continuously
differentiable in ξ ∈ Π0 and satisfy the reality condition (H4) in Section 2. Then for any given 0< γ0  1, γ0 =
O (ει0) (0 < ι  1/6) there exists a constant ε∗0 > 0 depending on ci (i = 0,1,2,3), n0,m0, r0, s0, γ0 and|||G|||r0,s0,Π0 , |||F |||r0,s0,Π0 , |||H|||r0,s0,Π0 such that if 0 < ε0 < ε∗0 , then there is a Cantorian-like subset Πγ0 ⊂
Π0 with
MeasΠγ0 = MeasΠ0 − O (γ0),
and for any ξ ∈ Πγ0 there is a transformation
T : ϕ = φ + v1(φ, ξ), I1 = p1 + v20(φ, ξ) + v21(φ, ξ)p1 + v22(φ, ξ)p2,
I2 = p2 + v3(φ, ξ),
which is analytic in φ ∈ U( r02 ), and Lipschitz in ξ ∈ Πγ0 , such that system (3.1) is transformed by T into a
system ⎧⎪⎨⎪⎩
φ˙ = ω∗(ξ) + O(χ),
p˙1 = εκ0
[
Ω∗1 (ξ)p1 + O
(
χ2
)]
,
p˙2 = Ω2(ξ)p2 + O(χ)
(3.2)
for φ ∈ U( r02 ), p1 ∈ B1s0
2
, p2 ∈ B2s0
2
, ξ ∈ Πγ0 , where χ = (p1, p2), O(χk) denotes a function which is analytic
in φ,χ , Lipschitz in ξ ∈ Πγ0 and vanishes with χ -derivatives up to order k − 1 for χ = 0.
In particular, φ = ω∗(ξ)t + φ0 , χ = 0 is a solution of (3.2), hence,
ϕ = ω∗(ξ)t + φ0 + v1
(
ω∗(ξ)t + φ0, ξ
)
, I1 = v20
(
ω∗(ξ)t + φ0, ξ
)
, I2 = v3
(
ω∗(ξ)t + φ0, ξ
)
is a quasi-periodic (or periodic if n0 = 1) solution of (3.1) with ξ ∈ Πγ0 .
Moreover, v1(φ, ξ), v20(φ, ξ) and v3(φ, ξ) are analytic of periodic 2π in φ ∈ Tn0 , satisfy the reality con-
dition
v1 = v1, v20 = v20, v3 = v3
and estimates
sup
T
n0×Πγ0
‖v1‖  ε1+κ0−2ι0 , sup
T
n0×Πγ0
‖v20‖  ε1−2ι0 ,
sup
T
n0×Πγ0
‖v3‖  ε0, sup
Πγ0
∥∥ω∗ −ω∥∥ ε1+κ00 .
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ϕ˙ = ω(ξ) + εκ00
[
u01(ϕ, ξ) + g0(ϕ, I1, I2, ξ)
]
,
I˙1 = εκ0
[
Ω1(ξ)I1 + u02(ϕ, ξ) + M011(ϕ, ξ)I1 + M012(ϕ, ξ)I2 + f0(ϕ, I1, I2, ξ)
]
,
I˙2 = Ω2(ξ)I2 + +u03(ϕ, ξ) + M021(ϕ, ξ)I1 + M022(ϕ, ξ)I2 + h0(ϕ, I1, I2, ξ),
(3.3)
here, we drop the ε0 from functions. Then we have∣∣∣∣∣∣u0i ∣∣∣∣∣∣r0,Π0  ε0, i = 1,2,3, ∣∣∣∣∣∣M0i j∣∣∣∣∣∣r0,Π0  ε0, i, j = 1,2,
g0 = ε0Or0,s0,Π0(I), f0 = ε0Or0,s0,Π0
(
I2
)
, h0 = ε0Or0,s0,Π0
(
I2
)
,
where I = (I1, I2).
The transformation T will be constructed by the KAM iteration technique as an inﬁnite composi-
tion of transformations
T = lim
l→∞
T0 ◦T1 ◦Tl,
where each Tl reﬁnes the previous approximation further and the domains which satisfy small divisor
estimates. The coeﬃcients of the one-order terms in the third equation are not reduced to constants,
otherwise, some additional requirements will be imposed on the eigenvalues of the linear system,
e.g., the ﬁrst and second Melnikov conditions which are usually used to treat reducibility problems.
To construct the sequence of transformations Tl and prove the convergence, the below iterative
lemma is crucial.
Lemma 1. Suppose that there is a sequence of bounded closed sets Π0 ⊃ Π1 ⊃ · · · ⊃ Πυ and a family of
ordinary differential equations deﬁned in Dl × Πl⎧⎪⎪⎨⎪⎪⎩
ϕ˙ = ωl(ξ) + εκ00
[
ul1(ϕ, ξ) + gl(ϕ, I1, I2, ξ)
]
,
I˙1 = εκ0
[
Ω l1(ξ)I1 + ul2(ϕ, ξ) + Ml11(ϕ, ξ)I1 + Ml12(ϕ, ξ)I2 + fl(ϕ, I1, I2, ξ)
]
,
I˙2 = Ω2(ξ)I2 + ul3(ϕ, ξ) + Ml21(ϕ, ξ)I1 + Ml22(ϕ, ξ)I2 + h1(ϕ, I1, I2, ξ),
(3.4)
where ω0(ξ) = ω(ξ), Ω01 (ξ) = Ω1(ξ) and Ω2(ξ) satisfy the hypothesis (H5), Ω l1(ξ) = diag(Ωl1,1(ξ), . . . ,
Ωl1,n0
(ξ)). Assume for l = 0,1, . . . , υ ,
(l.1) the frequencies satisfy
inf
ξ∈Πl
∣∣det(∂ξωl(ξ))∣∣ c0(1− τl), ∣∣∣∣∣∣ωl+1 −ωl∣∣∣∣∣∣Πl  εκ0+ 130 ε 23l ,
inf
ξ∈Πl
i = j
∣∣Ω l1,i(ξ) − Ω l1, j(ξ)∣∣ c2(1− τl), inf
ξ∈Πl
∣∣Ω l1, j(ξ)∣∣ c2(1− τl), 1 i, j  n0,
∣∣∣∣∣∣Ω l+11 − Ω l1∣∣∣∣∣∣Πl+1  ε 130 ε 12l ,
inf
ξ∈Πl
∣∣Re(Ω2, j(ξ) − εκ0Ω l1,i(ξ))∣∣ c3(1− τl), j = 1, . . . ,m0, i = 1, . . . ,n0;
(l.2) the terms uli (i = 1,2,3) and the matrices Mli j (i, j = 1,2) have the following estimates
(l.21) u0i = Or0,Π0(ε0) (i = 1,2,3), ul1 = Orl,Πl (ε
1
3
0 ε
2
3
l ), u
l
i = Orl,Πl (εl), i = 2,3,
X. Li, X. Yuan / J. Differential Equations 252 (2012) 3752–3796 3765(l.22) M0i j = Or0,Π0(ε0) (i, j = 1,2), Ml1 j = Orl,Πl (ε
1
3
0 ε
2
3
l ), M
l+1
2 j − Ml2 j = Orl,Πl+1 (ε
2
3
0 ε
1
2
l ), j = 1,2;
(l.3) the functions gl, fl and hl fulﬁll
gl = ε0Orl,sl,Πl (I), fl = ε0Orl,sl,Πl
(
I2
)
, hl = ε0Orl,sl,Πl
(
I2
)
,
where I = (I1, I2);
(l.4) there exists a constant C0 > 0 such that
MeasΠl+1 MeasΠl(1− C0γl);
(l.5) (Reality) Ω l1, j = Ωl1,l1, j if Ω01, j = Ω01,l1, j ( j = 1, . . . ,n0),
ωl = ωl, ul1 = ul1, ul2 = ul2, ul3 = ul3, Ml = Ml,
and, gl, fl and hl satisfy the reality condition (H4), where the permutation (l1,1, . . . , l1,n0 ; l2,1, . . . , l2,m0) of
(1, . . . ,n0;1, . . . ,m0) is determined by (H4),
Ml =
(
Ml11 M
l
12
Ml21 M
l
22
)
.
Then there are a closed subset Πυ+1 ⊂ Πυ and a coordinate transformation
Tυ : Dυ+1 × Πυ+1 → D−υ × Πυ ⊂ Dυ × Πυ
in the form
Tυ :
ϕ = φ + vυ1 (φ, ξ), I1 = p1 + vυ20(φ, ξ) + vυ21(φ, ξ)p1 + vυ22(φ, ξ)p2,
I2 = p2 + vυ3 (φ, ξ),
(3.5)
where φ, p1, p2 are new variables and all terms in the transformation are analytic in φ and continuously
differentiable in ξ , satisfy the reality conditions
vυ1 = vυ1 , vυ20 = vυ20, vυ3 = vυ3 ,
(
vυ21, v
υ
22
)= (vυ21, vυ22) (3.6)
and the estimates
vυ1 = Orυ+1,Πυ+1
(
ε
κ0+ 13
0 ε
2
3
υ γ
−2
υ ρ
−3(n0+1)
υ
)
, (3.7)
vυ20 = Orυ+1,Πυ+1
(
ευγ
−2
υ ρ
−3(n0+1)
υ
)
, (3.8)
vυ21 = Orυ+1,Πυ+1
(
ε
1
3
0 ε
2
3
υ
(
1+ ε
2
3
0 ρ
−(n0+1)
υ
)
γ −2υ ρ
−3(n0+1)
υ
)
, (3.9)
vυ22 = Orυ+1,Πυ+1
(
ε
κ+ 13
0 ε
2
3
υ ρ
−(n0+1)
υ
)
, (3.10)
vυ3 = Orυ+1,Πυ+1
(
ευ
(
1+ ε
2
3
0 γ
−2
υ ρ
−3(n0+1)
υ
)
ρ
−(n0+1)
υ
)
, (3.11)
such that the family of ordinary differential equations (3.4) with l = υ is transformed into
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φ˙ = ωυ+1(ξ) + εκ00
[
uυ+11 (φ, ξ) + gυ+1(φ, p1, p2, ξ)
]
,
p˙1 = εκ0
[
Ωυ+11 (ξ)p1 + uυ+12 (φ, ξ) + Mυ+111 (φ, ξ)p1 + Mυ+112 (φ, ξ)p2 + fυ+1(φ, p1, p2, ξ)
]
,
p˙2 = Ω2(ξ)p2 + uυ+13 (φ, ξ) + Mυ+121 (φ, ξ)p1 + Mυ+122 (φ, ξ)p2 + hυ+1(φ, p1, p2, ξ)
(3.12)
and the conditions (l.1)–(l.5) are satisﬁed by replacing l by υ + 1 and (ϕ, I1, I2) by (φ, p1, p2), respectively.
Proof. To simplify the notation, we denote quantities referring to υ + 1 such as uυ+1j by u+j , rυ+1
by r+ , and those referring to υ without the υ such as uυj by u j , rυ by r. We shall also drop the
parameter ξ from functions whenever there is no confusion.
In the following, the letter C stands for an arbitrary absolute constant only depending on ci (i = 0,
1,2,3), n0,m0, and |||G|||r0,s0,Π0 , |||F |||r0,s0,Π0 , |||H|||r0,s0,Π0 .
Substituting the transformation Tυ into (3.4) with l = υ , the transformation Tυ will be obtained
by solving the following equations
∂φv1 ·ω = εκ00
(
ΓK u1 − û1(0)
)
, (3.13)
∂φ v20 ·ω − εκ0Ω1v20 = εκ0ΓK u2, (3.14)
∂φv21 ·ω + εκ0 v21Ω1 − εκ0Ω1v21 = εκ0
[
ΓK u21 − diag
((
û21(0)
)
j j
)]
, (3.15)
∂φv22 ·ω + v22(Ω2 + M22) − εκ0Ω1v22 = εκ0 M12, (3.16)
∂φv3 ·ω − (Ω2 + M22)v3 = u3 + M21v20, (3.17)
where
u21 = M11 − ε−κ0 v22M21
and (u21)i j denotes the matrix elements of u21.
There is no small divisor in Eqs. (3.16) and (3.17), but variable coeﬃcient problem. Based on hy-
pothesis (l.22) we ﬁrst use the idea in [16] to prove the following claim.
Claim. For suﬃciently small ε0 , the Fourier coeﬃcients of Ml22 satisfy
∑
k∈Zn0
∣∣∣∣∣∣M̂l22(k)∣∣∣∣∣∣Πl e|k|(rl−ρl)  c4ε 230 (1+ τl), l = 0,1,2, . . . , υ, (3.18)
where
c4 = c6(1+ e)n0cn05 r−n00 , c5 = 8
∞∑
j=1
j−2,
c6 is a positive constant deﬁned by the assumption of M022∣∣∣∣∣∣M022∣∣∣∣∣∣r0,Π0  c6ε0.
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∑
k∈Zn0
∣∣∣∣∣∣M̂022(k)∣∣∣∣∣∣Π0e|k|(r0−ρ0)  c6ε0 ∑
k∈Zn0
e−|k|ρ0  c4ε
2
3
0 .
Suppose that (3.18) holds for 0 l υ − 1. Then
∑
k∈Zn0
∣∣∣∣∣∣M̂υ22(k)∣∣∣∣∣∣Πυ e|k|(rυ−ρυ)

∑
k∈Zn0
∣∣∣∣∣∣̂Mυ−122 (k)∣∣∣∣∣∣Πυ e|k|(rυ−ρυ) + ∑
k∈Zn0
∣∣∣∣∣∣M̂υ22(k) − ̂Mυ−122 (k)∣∣∣∣∣∣Πυ e|k|(rυ−ρυ)

∑
k∈Zn0
∣∣∣∣∣∣̂Mυ−122 (k)∣∣∣∣∣∣Πυ−1e|k|(rυ−1−ρυ−1) + ∑
k∈Zn0
∣∣∣∣∣∣Mυ22 − Mυ−122 ∣∣∣∣∣∣rυ ,Πυ e−|k|ρυ
 c4ε
2
3
0 (1+ τυ−1) + C
[
2ρ−1υ (1+ e)
]n0ε 230 ε 12υ
 c4ε
2
3
0 (1+ τυ),
that is, (3.18) with l = υ also holds.
By conditions (l.1) and (l.22), it is easy to prove
|||Ω1|||Π  2c1, inf
ξ∈Π
i = j
∣∣Ω1,i(ξ) − Ω1, j(ξ)∣∣ c22 , infξ∈Π∣∣Ω1, j(ξ)∣∣ c22 , 1 i, j  n0,
|||M2 j|||r,Π < ε
2
3
0 ( j = 1,2).
We ﬁrst solve Eq. (3.16), then substitute the solution v22 into Eq. (3.15) so that we can obtain v21.
1) Solution of (3.16) and estimates
Eq. (3.16) is rewritten as
∂φ v22 ·ω + v22Ω2 − εκ0Ω1v22 = εκ0 M12 − v22M22. (3.19)
Expanding each term in (3.19) into Fourier series in φ ∈ U(r), we obtain the Fourier coeﬃcient equa-
tion (√−1(k,ω) − εκ0Ω1)v̂22(k) + v̂22(k)Ω2 = εκ0 M̂12(k) − ̂(v22M22)(k), k ∈ Zn0 , (3.20)
which is equivalent to
v̂22(k) =
((
v̂22(k)
)
i j
)
n0×m0
= ((√−1(k,ω) + Ω2, j − εκ0Ω1,i)−1(εκ0 (M̂12(k))i j − (v̂22M22(k))i j))n0×m0
=: S(v̂22)(k), k ∈ Zn0 .
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‖V̂ ‖∞Π := sup
k∈Zn0
∥∥V̂ (k)∥∥
Π
e|k|(r−ρ) < ∞.
Obviously, B equipped with the norm ‖V̂ ‖∞Π is a Banach space and the map S :B→B. Next, we
show that for suﬃciently small ε0, the map S is a contraction.
Using the condition (l.1) and (3.18) we have
∥∥S(V̂1)(k) − S(V̂2)(k)∥∥Πe|k|(r−ρ)  2c−13 ∑
m∈Zn0
∥∥V̂1(k −m) − V̂2(k −m)∥∥Π∥∥M̂22(m)∥∥Πe|k|(r−ρ)
 2c−13
∑
m∈Zn0
∥∥M̂22(m)∥∥Πe|m|(r−ρ)‖V̂1 − V̂2‖∞Π
 3c4c−13 ε
2
3
0 ‖V̂1 − V̂2‖∞Π =: μ1‖V̂1 − V̂2‖∞Π .
Take suﬃciently small ε0 such that 0< μ1 < 1 and S is a contraction on B. Hence, B has a unique
ﬁxed point {v̂22(k): k ∈ Zn0 } satisfying
‖v̂22‖∞Π 
2
1−μ1 c
−1
3 ε
κ
0 ‖M̂12‖∞Π .
Recalling ‖M̂12‖∞Π  |||M12|||r,Π , we obtain∥∥v̂22(k)∥∥Π  εκ0 |||M12|||r,Πe−|k|(r−ρ), k ∈ Zn0 ,
which implies
‖v22‖r−2ρ,Π  εκ0 |||M12|||r,Πρ−n0  ε
κ+ 13
0 ε
2
3 ρ−n0 . (3.21)
From the continuously differentiable theory of ﬁxed points with respect to parameters it follows that
the ﬁxed point {v̂22(k): k ∈ Zn0 } of (3.20) is continuously differentiable in ξ and by differentiating
the both sides of (3.20) we have the estimate
‖∂ξ v22‖r−2ρ,Π  εκ0 |||M12|||r,Πρ−(n0+1)  ε
κ+ 13
0 ε
2
3 ρ−(n0+1). (3.22)
Thus, we have proved the estimate (3.10) and with the Cauchy inequality we get
ε−κ0 |||∂φv22|||r+,Π+  ε
1
3
0 ε
2
3 ρ−(n0+2). (3.23)
Obviously, the uniqueness of the solution of (3.16) and the condition (l.5) imply
v22 = v22, u21 = u21. (3.24)
2) Solutions of (3.13)–(3.15) and (3.17), and estimates
The procedure of solving (3.13), (3.14) and (3.15) is standard in KAM theory. By the expression
of u21, the condition (l.22), (3.21) and (3.22), it implies
∥∥∂ jξ u21∥∥  ε 23 (ε 130 + ε0ρ−(n0+1)), j = 0,1. (3.25)r−2ρ,Π
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(3.15) we obtain
v1(φ) = εκ00
∑
0<|k|K
(√−1(k,ω))−1û1(k)e√−1(k,φ),
(v20) j(φ) = εκ0
∑
|k|K
(√−1(k,ω) − εκ0Ω1, j)−1(û2) j(k)e√−1(k,φ),
(v21)i j(φ) =
{
εκ0
∑
|k|K (
√−1(k,ω) + εκ0Ω1, j − εκ0Ω1,i)−1(û21)i j(k)e
√−1(k,φ), i = j,
εκ0
∑
0<|k|K (
√−1(k,ω))−1(û21)ii(k)e
√−1(k,φ), i = j,
where k ∈ Zn0 , 1  i, j  n0, u2, v20,u21 and v21 are expressed as n0-dimensional vectors and n0
by n0 matrices, respectively.
Set
Π+ =
{
ξ ∈Π :
∣∣∣∣∣√−1(k,ω) + εκ0
n0∑
j=1
i jΩ1, j
∣∣∣∣∣ γ |k|−(n0+1), 0< |k| K ,
∣∣∣∣∣
n0∑
j=1
i j
∣∣∣∣∣ 1,
n0∑
j=1
|i j| 2
}
,
where k ∈ Zn0 (i1, . . . , in0 ) ∈ Zn0 . Then Π+ is a closed subset of Π . By analogous proofs in [15,20,26],
one easily gets
MeasΠ+ MeasΠ(1− Cγ ),
and v1, v20 and v21 are analytic in φ ∈ U(r), continuously differentiable in ξ ∈ Π+ . By (2.1) and
condition (l.1) we have estimates
∥∥∂ jξ v1∥∥r−ρ,Π+  Cεκ00 |||u1|||r,Πγ −2ρ−3(n0+1), j = 0,1, (3.26)∥∥∂ jξ v20∥∥r−ρ,Π+  C |||u2|||r,Πγ −2ρ−3(n0+1), j = 0,1, (3.27)∥∥∂ jξ v21∥∥r−3ρ,Π+  C |||u21|||r−2ρ,Πγ −2ρ−3(n0+1), j = 0,1, (3.28)∣∣∣∣∣∣v20 − vˆ20(0)∣∣∣∣∣∣r−ρ,Π+  Cεκ0 |||u2|||r,Πγ −2ρ−3(n0+1),∣∣∣∣∣∣v21 − vˆ21(0)∣∣∣∣∣∣r−3ρ,Π+  Cεκ0 |||u21|||r−2ρ,Πγ −2ρ−3(n0+1), (3.29)
which, with condition (l.21) and (3.25), imply (3.7), (3.8) and (3.9). Using Cauchy inequality, (3.26)
and (3.29), we also have
|||∂φv1|||r+,Π+ 
1
ρ
|||v1|||r−ρ,Π+  εκ0+
1
3
0 ε
2
3 γ −2ρ−(3n0+4), (3.30)
ε−κ0 |||∂φv20|||r+,Π+  εγ −2ρ−(3n0+4), (3.31)
ε−κ0 |||∂φv21|||r+,Π+  ε
2
3
(
ε
1
3
0 + ε0ρ−(n0+1)
)
γ −2ρ−(3n0+4). (3.32)
We now turn to the solution of (3.17). Letting
w3(φ) = u3(φ) + M21(φ)v20(φ),
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|||w3|||r−ρ,Π+ 
(
1+ ε
2
3
0 γ
−2ρ−3(n0+1)
)
ε.
Rewriting Eq. (3.17) as
∂φ v3 ·ω − Ω2v3 = w3 + M22v3,
and by a similar procedure to Eq. (3.16), we obtain the solution of (3.17) and its estimates
|||v3|||r−2ρ,Π+  |||w3|||r−ρ,Π+ρ−(n0+1)  ε
(
1+ ε
2
3
0 γ
−2ρ−3(n0+1)
)
ρ−(n0+1),
|||∂φv3|||r+,Π+  ε
(
1+ ε
2
3
0 γ
−2ρ−3(n0+1)
)
ρ−(n0+2). (3.33)
By the reality conditions of u1,u2,u3 and (3.24), it is easy to verify the reality conditions of
v1, v20, v3 and v21.
Obviously, the transformation Tυ maps D+ into D− ⊂ D by obtained estimates (3.7)–(3.11) when
we choose ε0 suﬃciently small.
3) Estimates of remainder terms
We have found a transformation Tυ which transforms Eq. (3.4) with l = υ into the equation in
the new variables ⎧⎪⎨⎪⎩
φ˙ = ω+(ξ) + εκ00 φ,
p˙1 = εκ0
(
Ω+1 (ξ)p1 +P1
)
,
p˙2 = Ω2(ξ)p2 + M21(φ, ξ)p1 + M22(φ, ξ)p2 +P2,
(3.34)
where
ω+(ξ) = ω(ξ) + εκ00 û1(0, ξ), Ω+1 (ξ) = Ω1(ξ) + diag
((
û21(0, ξ)
)
j j
)
,
φ= (Id+ ∂φv1)−1
[
(Id− ΓK )u1 − ∂φ v1 · uˆ1(0, ξ) + u1 ◦Tυ − u1 + g ◦Tυ
]
,
P1 = (Id+ v21)−1
{
M12 ◦Tυ v3 + (Id− ΓK )u2 + u2 ◦Tυ − u2 − εκ0−κ0 ∂φ v20
(
uˆ1(0, ξ) + φ
)
+ [(Id− ΓK )u21 − v21(Ω+1 − Ω1)+ M11 ◦Tυ − M11 − εκ0−κ0 ∂φv21(uˆ1(0, ξ) + φ)]p1
+ M11 ◦Tυ(v20 + v21p1 + v22p2) +
[
M12 ◦Tυ − M12 − εκ0−κ0 ∂φv22
(
uˆ1(0, ξ) + φ
)]
p2
+ f ◦Tυ − ε−κ0 v22P2
}
,
P2 = u3 ◦Tυ − u3 − εκ00 ∂φ v3
(
uˆ1(0, ξ) + φ
)+ (M21 ◦Tυ − M21)(v20 + p1)
+ (M22 ◦Tυ − M22)(v3 + p2) + M21 ◦Tυ(v21p1 + v22p2) + h ◦Tυ,
all terms in φ,P1 and P2 are functions of the new variables and the circle “◦” indicates composition,
i.e., substitution of ϕ by φ + v1 etc. Here, we have used (3.13)–(3.17).
By the expressions of ω+ and Ω+1 , noting |||û1(0)|||Π  ε1/30 ε2/3, (3.25) and (3.24), it is easy to see
the assumption (l.1) with l = υ+1 holds, and ω+ = ω+,Ω+1, j = Ω+1,l if Ω01, j = Ω01,l ( j = 1, . . . ,n0).1, j 1, j
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in the form of (3.12) and, conditions (l.2), (l.3) and (l.5) in the lemma are fulﬁlled by replacing l by
υ + 1. For this purpose, we ﬁrst rewrite φ as
φ= (Id+ ∂φ v1)−1(R11 + R12 + R13 + R14 + R15),
where
R11 = −∂φ v1 · uˆ1(0, ξ), R12 = (Id− ΓK )u1, R13 = g(φ + v1, v20, v3),
R14 = u1(φ + v1) − u1(φ),
R15 = g(φ + v1, v20 + p1 + v21p1 + v22p2, v3 + p2) − g(φ + v1, v20, v3).
By (3.30) and |||uˆ1(0)|||Π  ε1/30 ε2/3, we have
∣∣∣∣∣∣(Id+ ∂φv1)−1∣∣∣∣∣∣r+,Π+  1, |||R11|||r+,Π+  εκ0+ 230 γ −2ρ−(3n0+4)ε 43 < ε 130 ε 23+
by the choice of ε0 suﬃciently small. The formula (2.2) leads to
|||R12|||r+,Π+ < ε
1
3
0 ε
2
3+.
From conditions (l.21) and (l.3) with l = υ , the Taylor expansion and, (3.7), (3.8) and (3.11) which
have been veriﬁed, it follows that
|||R14|||r+,Π+ 
1
ρ
|||u1|||r,Π |||v1|||r+,Π+ < ε
1
3
0 ε
2
3+,
|||R13|||r+,Π+ 
∣∣∣∣∣∣(v20, v3)∣∣∣∣∣∣r+,Π+ < ε 130 ε 23+, R15 = ε0Or+,s+,Π+(ζ ),
where ζ = (p1, p2). Thus the ﬁrst equation of (3.34) can be written in the form of the ﬁrst equation
of (3.12) and satisﬁes conditions (l.21) and (l.3) with l = υ + 1 if we take
u+1 = (Id+ ∂φv1)−1(R11 + R12 + R13 + R14), g+ = (Id+ ∂φ v1)−1R15.
Next, we write P2 as
P2 = R21 + R22p1 + R23p2 + R24 + R25,
where
R21 = u3 ◦Tυ − u3 − εκ00 ∂φ v3
(
uˆ1(0, ξ) + u+1
)+ (M21 ◦Tυ − M21)v20
+ (M22 ◦Tυ − M22)v3 + h(v),
R22 =
[
M21 ◦Tυ − εκ00 ∂φv3(Id+ ∂φv1)−1∂I1 g(v) + ∂I1h(v)
]
(Id+ v21) − M21,
R23 = M21 ◦Tυ v22 − εκ00 ∂φv3(Id+ ∂φ v1)−1
(
∂I1 g(v)v22 + ∂I2 g(v)
)
+ M22 ◦Tυ − M22 + ∂I1h(v)v22 + ∂I2h(v),
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− ∂I2h(v)p2,
R25 = −εκ00 ∂φv3(Id+ ∂φv1)−1
[
g(φ + v1, v20 + p1 + v21p1 + v22p2, v3 + p2) − g(v)
− ∂I1 g(v)(p1 + v21p1 + v22p2) − ∂I2 g(v)p2
]
and v denotes the point (φ + v1, v20, v3). Similarly, using the assumptions (l.2) and (l.3) with l = υ ,
(3.33), (3.7)–(3.11) and the Cauchy inequality, one can obtain
|||R21|||r+,Π+ < ε+, |||R22|||r+,Π+ < ε
2
3
0 ε
1
2 , |||R23|||r+,Π+ < ε
2
3
0 ε
1
2 .
Applying the Taylor formula and assumption (l.3) to R24 and R25, meanwhile using the generalized
Cauchy inequality (see [21]) and (3.33) for R25, we obtain
R24 = ε0Or+,s+,Π+
(
ζ 2
)
, R25 = ε0Or+,s+,Π+
(
ζ 2
)
.
Set
u+3 = R21, M+21 = M21 + R22, M+22 = M22 + R23, h+ = R24 + R25.
Consequently, u+3 ,M
+
21,M
+
22,h+ are as required.
The proofs for P1 is similar to that for φ and P2 especially noting the derivative estimates (3.23),
(3.31), (3.32) and (3.7)–(3.11). We omit the details. By (3.6) and the reality conditions of g, f and h,
it easily implies
φ(φ, p
1
, p
2
) = φ(φ, p1, p2), P1(φ, p1, p 2) =P1(φ, p1, p2),
P2(φ, p1, p 2) =P2(φ, p1, p2).
Consequently, (l.5) holds with l = υ + 1. The proof of the lemma is complete. 
The iterative lemma proving enables us to construct a rapidly convergent iteration process for
the transformation of system (3.1) to the form (3.2) and, consequently, to solve the problem of the
existence of quasi-periodic solutions of system (3.1).
Proof of Theorem 3. Eq. (3.1) has be written as the form of (3.3) satisfying the assumptions (l.1)–(l.5)
with l = 0 in Lemma 1 for suﬃciently small ε0. We use Lemma 1 inductively to obtain a sequence
of transformations Tυ mapping Dυ+1 into Dυ . Since the estimates (3.7)–(3.11) have order ε0 at the
ﬁrst step, the composite transformation
T˜υ =T0 ◦T1 ◦ · · · ◦Tυ
maps Dυ+1 into D0 and T = limυ→∞ T˜υ . The proofs of the convergence for T˜υ , the existence of
parameter set Πγ0 and estimates of the quasi-periodic solution are the same as in the KAM theory
literature (see [8,15,18,20,26]) and are omitted. 
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As announced in the Introduction, we employ a similar method in Section 3 to give the proof of
Theorems 1 and 2.
We ﬁrst consider a family of delay differential equations similar to (2.9)⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ϕ˙ = ω(ξ) + εκ0+10 G(ϕ, I, yt , ξ),
I˙1 = εκ0
[
Ω1(ξ)I1 + ε0F 1(ϕ, I, yt , ξ)
]
,
I˙2 = Ω2(ξ)I2 + ε0F 2(ϕ, I, yt , ξ),
dyt
dt
= UQ yt + ε0H1(ϕ, I, yt , ξ) + ε0XQ0 H2(ϕ, I, yt , ξ),
(4.1)
where I = (I1, I2), κ > 0 and κ0  0 are constant, ω(ξ) = (ω1, . . . ,ωn0 (ξ))T , Ω1(ξ) = diag(Ω1,1(ξ), . . . ,
Ω1,n0 (ξ)) and Ω2(ξ) = diag(Ω2,1(ξ), . . . ,Ω2,m0 (ξ)), ϕ ∈ U(r0), I1 ∈ B1s0 ⊂ Cn0 , I2 ∈ B2s0 ⊂ Cm0 ,
yt ∈ BQs0 ∩ C1,C , ξ ∈ Π0, Q = QΛ and XQ0 are deﬁned as in Section A.2 of Appendix A, and UQ
is the restriction of U on Q ,
Λ = {λ ∈ σ(U ): Reλ > −μ},
μ is a positive constant independent of ξ ,
G : D0 → Cn0 , F 1 : D0 → Cn0 , F 2 : D0 → Cm0 , H1 : D0 → Q C, H2 : D0 → Cn,
here D0 = U(r0)× Bs0 × BQs0 , Bs0 = B1s0 × B2s0 , G, F 1, F 2, H1 and H2 are analytic in D0 and depend on
the values yt(0), yt(−τ ) of yt at θ = 0 and −τ only, just as in Eq. (1.7).
We suppose the functions G, F 1, F 2, H1 and H2 satisfy the reality condition (H4)′ and, the fre-
quencies ω and Ω = diag(Ω1,Ω2) satisfy the following hypothesis (H5)′
(H4)′ (Reality) For Ω1, j = Ω1,l1, j ( j = 1, . . . ,n0) and Ω2, j = Ω2,l2, j ( j = 1, . . . ,m0) , we deﬁne I1, j =
I1,l1, j and I 2, j = I2,l2, j . Then
G(ϕ, I1, I 2, yt , ξ) = G(ϕ, I1, I2, yt, ξ), Hi(ϕ, I1, I 2, yt, ξ) = Hi(ϕ, I1, I2, yt , ξ), i = 1,2,
F i(ϕ, I1, I 2, yt, ξ) = F i(ϕ, I1, I2, yt , ξ), i = 1,2.
(H5)′ Assume that ω(ξ) and Ω(ξ) are continuously differentiable with respect to the parameter ξ
on the bounded closed set Π0 with positive measure, and there are positive constants ci (i = 0,1,2)
such that
inf
ξ∈Π0
∣∣det ∂ξω(ξ)∣∣ c0, |||ω|||Π0  c1, |||Ω|||Π0  c1,
inf
ξ∈Π0
i = j
∣∣Ω1,i(ξ) − Ω1, j(ξ)∣∣ c2, inf
ξ∈Π0
∣∣Ω1, j(ξ)∣∣ c2, 1 i, j  n0,
inf
ξ∈Π0
ReΩ2, j(ξ)μ, 1 j m0.
Thus, for suﬃciently small ε0,
−μ  εκ0 ReΩ1, j(ξ)
μ
for ξ ∈ Π0, j = 1, . . . ,n0.
4 4
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Lemma 2. Suppose that there is a sequence of bounded closed sets Π0 ⊃ Π1 ⊃ · · · ⊃ Πυ and a family of delay
differential equations deﬁned in Dl × Πl
(eq)l:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ϕ˙ = ωl(ξ) + εκ00 [ul0(ϕ, ξ) + gl(ϕ, I, yt , ξ)],
I˙1 = εκ0 [Ω l1(ξ)I1 + ul1(ϕ, ξ) + Ml11(ϕ, ξ)I1 + Ml12(ϕ, ξ)I2 + Ml13(ϕ, ξ)yt
+ f 1l (ϕ, I, yt , ξ)],
I˙2 = Ω2(ξ)I2 + ul2(ϕ, ξ) + Ml21(ϕ, ξ)I1 + Ml22(ϕ, ξ)I2 + Ml23(ϕ, ξ)yt + f 2l (ϕ, I, yt , ξ),
dyt
dt = UQ yt + ul3(ϕ, ξ) + Ml31(ϕ, ξ)I1 + Ml32(ϕ, ξ)I2 + Ml33(ϕ, ξ)yt + h1l (ϕ, I, yt , ξ)
+ XQ0 [ul4(ϕ, ξ) + Ml41(ϕ, ξ)I1 + Ml42(ϕ, ξ)I2 + Ml43(ϕ, ξ)yt + h2l (ϕ, I, yt , ξ)],
where I = (I1, I2) and, ω0(ξ) = ω(ξ), Ω01 (ξ) = Ω1(ξ) and Ω2(ξ) satisfy the hypothesis (H5)′ , Ωl1(ξ) =
diag(Ωl1,1(ξ), . . . ,Ω
l
1,n0
(ξ)). Assume for l = 0,1, . . . , υ ,
(l.1) the frequencies satisfy
inf
ξ∈Πl
∣∣det(∂ξωl(ξ))∣∣ c0(1− τl), ∣∣∣∣∣∣ωl+1 −ωl∣∣∣∣∣∣Πl  εκ0+ 130 ε 23l ,
inf
ξ∈Πl
i = j
∣∣Ω l1,i(ξ) − Ω l1, j(ξ)∣∣ c2(1− τl), inf
ξ∈Πl
∣∣Ω l1, j(ξ)∣∣ c2(1− τl), 1 i, j  n0,
∣∣∣∣∣∣Ω l+11 − Ω l1∣∣∣∣∣∣Πl+1  ε 130 ε 12l ,
−μ
4
(1+ τl) εκ0 ReΩ l1, j(ξ)
μ
4
(1+ τl) for ξ ∈ Πl, j = 1, . . . ,n0;
(l.2) the terms ul0,u
l
1,u
l
2,u
l
3 (u
l
3 : U(rl) × Πl → Q C ∩ C1,C), ul4 (ul4 : U(rl) × Πl → Cn) and linear
operators Mli j (i = 1, . . . ,4; j = 1,2,3) (Ml33(ϕ, ξ) : Q C ∩ C1,C → Q C ∩ C1,C , Ml43(ϕ, ξ) : Q C → Cn,
Ml3k(ϕ, ξ) : Cnk → Q C ∩ C1,C , Ml4k(ϕ, ξ) : Cnk → Cn (k = 1,2, n1 = n0 , n2 = m0)) have the following
estimates
(l.21) u0i = Or0,Π0(ε0) (i = 0,1, . . . ,4), ul0 = Orl,Πl (ε
1
3
0 ε
2
3
l ), u
l
j = OrlΠl (εl), j = 1, . . . ,4,
(l.22) M0i j = Or0,Π0 (ε0), i = 1, . . . ,4; j = 1,2,3,
Ml1 j = Orl,Πl
(
ε
1
3
0 ε
2
3
l
)
, Ml+1i j − Mlij = Orl,Πl
(
ε
2
3
0 ε
1
2
l
)
, i = 2,3,4; j = 1,2,3;
(l.3) the functions gl, f il ,h
i
l (i = 1,2, h1l : Dl × Πl → Q C ∩ C1,C , h2l : Dl × Πl → Cn) fulﬁll
gl = ε0Orl,sl,Πl (χ), f il ,hil = ε0Orl,sl,Πl
(
χ2
)
(i = 1,2),
where χ = (I1, I2, yt), Mli3 yt (i = 1, . . . ,4) in (l.22) and gl, f il ,hil (i = 1,2) in (l.3) depend only on the
values yt(0) and yt(−τ ) of yt at θ = 0,−τ ;
(l.4) there exists a constant C0 > 0 such that
MeasΠl+1 MeasΠl(1− C0γl);
(l.5) (Reality) Ω l1, j = Ωl1,l if Ω01, j = Ω01,l ( j = 1, . . . ,n0),1, j 1, j
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(
ul1,u
l
2
)= (ul1,ul2),
Ml1 = Ml1, Ml2 =
(
Ml2
)r
, Ml3 =
(
Ml3
)c
, Ml4 =
(
Ml4
)c
, Ml33 = Ml33, Ml43 = Ml43
and, gl, f
i
l and h
i
l (i = 1,2) satisfy the reality condition (H4)′ , where the permutation (l1,1, . . . , l1,n0 ; l2,1, . . . ,
l2,m0 ) of (1, . . . ,n0;1, . . . ,m0) is determined by (H4)′ ,
Ml1 =
(
Ml11 M
l
12
Ml21 M
l
22
)
, Ml2 =
(
Ml13,M
l
23
)T
, Ml3 =
(
Ml31,M
l
32
)
, Ml4 =
(
Ml41,M
l
42
)
.
Then there is a closed subset Πυ+1 ⊂ Πυ and a coordinate transformation
Tυ : Dυ+1 × Πυ+1 → D−υ × Πυ ⊂ Dυ × Πυ
in the form
Tυ :
ϕ = φ + vυ0 (φ, ξ), I1 = p1 + vυ10(φ, ξ) + vυ11(φ, ξ)p1 + vυ12(φ, ξ)p2 + vυ13(φ, ξ)qt ,
I2 = p2 + vυ2 (φ, ξ), yt = qt + vυ3 (φ, ξ),
(4.2)
such that the family of delay differential equations (eq)l with l = υ is transformed into (eq)l with l = υ + 1
and the conditions (l.1)–(l.5) hold by replacing l by υ + 1 and (ϕ, I, yt) by (φ, p,qt), respectively, where
φ, p = (p1, p2),qt are new variables, vυ13 is a linear functional only depending on two values of the function qt
at θ = 0 and −τ and, all terms in the transformation are analytic in φ and continuously differentiable in ξ ,
satisfy the reality condition
vυj = vυj ( j = 0,3),
(
vυ10, v
υ
2
)= (vυ10, vυ2 ), (vυ11, vυ12)= (vυ11, vυ12), vυ13 = (vυ13)r
and the following estimates
vυ0 = Orυ+1,Πυ+1
(
ε
κ0+ 13
0 ε
2
3
υ γ
−2
υ ρ
−3(n0+1)
υ
)
, vυ10 = Orυ+1,Πυ+1
(
ευγ
−2
υ ρ
−3(n0+1)
υ
)
, (4.3)
vυ11 = Orυ+1,Πυ+1
(
ε
1
3
0 ε
2
3
υ
(
1+ ε
2
3
0 ρ
−1
υ
)
γ −2υ ρ
−3(n0+1)
υ
)
, (4.4)
vυ12 = Orυ+1,Πυ+1
(
ε
κ+ 13
0 ε
2
3
υ ρ
−1
υ
)
, vυ13 = Orυ+1,Πυ+1
(
ε
κ+ 13
0 ε
2
3
υ ρ
−1
υ
)
, (4.5)
vυi = Orυ+1,Πυ+1
(
ευ
(
1+ ε
2
3
0 γ
−2
υ ρ
−3(n0+1)
υ
)
ρ
−(n0+2)
υ
)
, i = 2,3, (4.6)
v3 ∈ Q C ∩ C1,C, ‖∂θ v3‖rυ+1,Πυ+1  ευ
(
1+ ε
2
3
0 γ
−2
υ ρ
−3(n0+1)
υ
)
ρ
−(n0+1)
υ . (4.7)
Remark 4.1. To make the proof of the iterative lemma more compact, we postpone several technical
lemmas and their proofs until Appendix A.
Remark 4.2. If L is a linear functional on the Banach space C which depends only on two values
of z ∈ C at θ = 0 and −τ , then the Riesz representation theorem implies that there are two n by n
matrices A1 and B1 such that Lz = A1z(0) + B1z(−τ ) for z ∈ C . For any such L, we may extend the
deﬁnition of L to the Banach space BC , still denoted by L, by deﬁning
Lz = A1z(0) + B1z(−τ ), z ∈ BC.
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extension. In addition, the notations L, Lc and Lr in the reality condition (l.5) are deﬁned by
Lz = A1z(0) + B1z(−τ ), Lcz = A1c z(0) + B1c z(−τ ), and Lr z = A1r z(0) + B1r z(−τ ),
respectively.
Proof of Lemma 2. The proof is similar to the one carried out in Lemma 1. We will denote υ + 1
by + and omit the υ for quantities referring to υ as in the proof of Lemma 1. Inserting the transfor-
mation (4.2) into the equation (eq)l with l = υ we derive the homological equations
∂φv0 ·ω = εκ00
(
ΓK u0 − û0(0)
)
, (4.8)
∂φ v10 ·ω − εκ0Ω1v10 = εκ0ΓK u1, (4.9)
∂φv11 ·ω + εκ0 (v11Ω1 − Ω1v11) = εκ0
[
ΓK u11 − diag
((
û11(0)
)
j j
)]
, (4.10)
∂φv12 ·ω + v12Ω2 − εκ0Ω1v12 = εκ0 M12 − v12M22 − v13
(
M32 + XQ0 M42
)
, (4.11)
∂φ v13 ·ω + v13UQ − εκ0Ω1v13 = εκ0 M13 − v12M23 − v13
(
M33 + XQ0 M43
)
, (4.12)
∂φv2 ·ω − Ω2v2 = u2 + M21v10 + M22v2 + M23v3, (4.13)
∂φv3 ·ω − UQ v3 = u3 + M31v10 + M32v2 + M33v3
+ XQ0 (u4 + M41v10 + M42v2 + M43v3), (4.14)
where
u11 = M11 − ε−κ0 v12M21 − ε−κ0 v13
(
M31 + XQ0 M41
)
. (4.15)
We ﬁrst solve Eqs. (4.11) and (4.12), then (4.8)–(4.10) and, ﬁnally (4.13) and (4.14).
1) Solutions of (4.11)–(4.12) and estimates
We will prove the existence of v12 and v13 by applying Lemmas 13 and 14, and constructing the
Picard iteration sequence.
The both sides of (4.12) are all linear operators from Q C ∩ C1,C into Cn0 . Hence, Eq. (4.12) is
equivalent to
∂φ v13 ·ωz + v13UQ z − εκ0Ω1v13z
= εκ0 M13z − v12M23z − v13
(
M33 + XQ0 M43
)
z for z ∈ Q C ∩ C1,C.
By (A.30) in the proof of Lemma 13 with V (φ, z) = v13(φ, ξ)z, the solution v13(φ, ξ)z can formally
be represented by
v13(φ, ξ)z = −
∞∫
0
e−εκ0 Ω1(ξ)s
{
εκ0 M13(φ +ωs, ξ) − v12(φ +ωs, ξ)M23(φ +ωs, ξ)
− v13(φ +ωs, ξ)
[
M33(φ +ωs, ξ) + XQ0 M43(φ +ωs, ξ)
]}
zs ds,
X. Li, X. Yuan / J. Differential Equations 252 (2012) 3752–3796 3777where zs is the solution of the initial-value problem
dzs
ds
= UQ zs, z0 = z ∈ Q C ∩ C1,C
satisfying, by Remark A.1, the exponential estimate
‖zs‖Π  C‖z‖e− 34μs, s 0.
If we denote the solution operator by T Q (s, ξ), i.e., zs = T Q (s, ξ)z, then by Lemma 9 in Section A.2,
we obtain ∥∥T Q (s)∥∥Π  Ce− 34μs, ∥∥∂ξ T Q (s)∥∥Π  Ce− 34μs, s 0, (4.16)
and
v13(φ, ξ) = −
∞∫
0
e−εκ0 Ω1(ξ)s
{
εκ0 M13(φ +ωs, ξ) − v12(φ +ωs, ξ)M23(φ +ωs, ξ)
− v13(φ +ωs, ξ)
[
M33(φ +ωs, ξ) + XQ0 M43(φ +ωs, ξ)
]}
T Q (s, ξ)ds
=: S2(v12, v13). (4.17)
Similarly, applying Lemma 14 to (4.11),
v12(φ, ξ) =
0∫
−∞
e−εκ0 Ω1(ξ)s
{
εκ0 M12(φ +ωs, ξ) − v12(φ +ωs, ξ)M22(φ +ωs, ξ)
− v13(φ +ωs, ξ)
[
M32(φ +ωs, ξ) + XQ0 M42(φ +ωs, ξ)
]}
eΩ2(ξ)s ds
=: S1(v12, v13). (4.18)
Set v12,0 = 0, v13,0 = 0. Then the iteration sequence is deﬁned as follows
v12,1(φ, ξ) = S1(v12,0, v13,0) = εκ0
0∫
−∞
e−εκ0 Ω1(ξ)sM12(φ +ωs, ξ)eΩ2(ξ)s ds,
v13,1(φ, ξ) = S2(v12,0, v13,0) = −εκ0
∞∫
0
e−εκ0 Ω1(ξ)sM13(φ +ωs, ξ)T Q (s, ξ)ds;
v12, j(φ, ξ) = S1(v12, j−1, v13, j−1), v13, j(φ, ξ) = S2(v12, j−1, v13, j−1), j = 2,3, . . . .
In view of the hypotheses of the lemma, Lemmas 13 and 14, together with (4.16), deduce
‖v1i,1‖r,Π  εκ0 ‖M1i‖r,Π ,
‖∂ξ v1i,1‖r−ρ,Π  εκ0
(
‖M1i‖r,Π + ‖∂ξM1i‖r,Π + 1
ρ
‖M1i‖r,Π
)
, i = 2,3.
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v12, j(φ, ξ) and v13, j+1(φ, ξ) − v13, j(φ, ξ). From assumption (l.1) and (4.16), it follows that
‖v1i, j+1 − v1i, j‖r,Π  C
[‖M2i‖r,Π‖v12, j − v12, j−1‖r,Π
+ (‖M3i‖r,Π + ‖M4i‖r,Π )‖v13, j − v13, j−1‖r,Π ], i = 2,3.
Hence, the assumption (l.22) shows that for suﬃciently small ε0, there exists a constant 0 < μ2 < 1
such that
‖v12, j+1 − v12, j‖r,Π + ‖v13, j+1 − v13, j‖r,Π
μ2
(‖v12, j − v12, j−1‖r,Π + ‖v13, j − v13, j−1‖r,Π ), j = 1,2, . . . ,
which leads to the uniform convergence of the sequences {v12, j} and {v13, j} in the domain U(r)×Π :
v12, j(φ, ξ) → v12(φ, ξ), v13, j(φ, ξ) → v13(φ, ξ) as j → ∞ and
‖v1i‖r,Π  11−μ2
(‖v12,1‖r,Π + ‖v13,1‖r,Π ) εκ0 (‖M12‖r,Π + ‖M13‖r,Π ), i = 2,3.
Since v1i, j(φ, ξ) (i = 2,3; j = 0,1,2, . . .) is analytic in φ ∈ U(r) and continuously differentiable in
ξ ∈ Π , v12(φ, ξ) and v13(φ, ξ) are analytic in φ ∈ U(r). The continuous differentiability of v12(φ, ξ)
and v13(φ, ξ) in ξ ∈ Π is proved by a similar Picard iteration process on the derivative with respect
to ξ , and we have the estimate
‖∂ξ v1i‖r−ρ,Π 
[
εκ0
(‖∂ξM12‖r,Π + ‖∂ξM13‖r,Π )
+
(
1+ 1
ρ
)(‖v12‖r,Π + ‖v13‖r,Π + εκ0 ‖M12‖r,Π + εκ0 ‖M13‖r,Π )]

εκ0
ρ
(|||M12|||r,Π + |||M13|||r,Π ).
Thus, we have proved the estimate (4.5) and
ε−κ0 |||∂φv1i|||r+,Π+  ε
1
3
0 ε
2
3 ρ−2, i = 2,3. (4.19)
2) Solutions of (4.8)–(4.10) and estimates
Using completely the same procedure as the second part in the proof of Lemma 1 and noting that
by (4.15),
|||u11|||r−ρ,Π  ε
1
3
0
(
1+ ε
2
3
0 ρ
−1)ε 23 ,
we can obtain the solutions of Eqs. (4.8)–(4.10), their estimates (4.3)–(4.4) and the derivative esti-
mates
|||∂φv0|||r+,Π+  εκ0+
1
3
0 ε
2
3 γ −2ρ−(3n0+4), ε−κ0 |||∂φv10|||r+,Π+  εγ −2ρ−(3n0+4), (4.20)
ε−κ0 |||∂φv11|||r+,Π+  ε
2
3
(
ε
1
3
0 + ε0ρ−1
)
γ −2ρ−(3n0+4), (4.21)
where
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{
ξ ∈ Π :
∣∣∣∣∣√−1(k,ω) + εκ0
n0∑
j=1
i jΩ1, j
∣∣∣∣∣ γ |k|−(n0+1), 0< |k| K ,
∣∣∣∣∣
n0∑
j=1
i j
∣∣∣∣∣ 1,
n0∑
j=1
|i j| 2
}
(4.22)
with k ∈ Zn0 , (i1, . . . , in0 ) ∈ Zn0 .
Especially, we also have
|||v10|||r−ρ,Π+  εγ −2ρ−3(n0+1), (4.23)
which will be used to solve Eqs. (4.13) and (4.14).
3) Solutions of (4.13)–(4.14) and estimates
For suﬃciently small ε0, the Fourier coeﬃcients of Mlij also satisfy (3.18), that is,
∑
k∈Zn0
∣∣∣∣∣∣M̂li j(k)∣∣∣∣∣∣Πl e|k|(rl−ρl)  c4ε 230 (1+ τl), i = 2,3,4; j = 2,3; l = 0,1,2, . . . , υ, (4.24)
where c4 is a positive constant deﬁned as in the claim in Section 3.
The (4.14) is an equation in the Banach space BC , that is
∂φ v3(φ, θ) ·ω − UQ v3(φ, θ)
= w3(φ, θ) + M32(φ, θ)v2(φ) + M33(φ, θ)v3(φ, ·)
+ XQ0 (θ)
[
w4(φ) + M42(φ)v2(φ) + M43(φ)v3(φ, ·)
]
, −τ  θ  0, (4.25)
where w3(φ, ·) ∈ Q C ∩ C1,C,M43(φ)v3(φ, ·) ∈ Cn , and
w3(φ, θ) = u3(φ, θ) + M31(φ, θ)v10(φ), w4(φ) = u4(φ) + M41(φ)v10(φ).
Set
w2(φ) = u2(φ) + M21(φ)v10(φ).
Then by (4.23) and the condition (l.2) we have estimates
|||wi|||r−ρ,Π+ 
(|||ui|||r−ρ,Π+ + ε 230 |||v10|||r−ρ,Π+) ε(1+ ε 230 γ −2ρ−3(n0+1)), i = 2,3,4. (4.26)
We need to ﬁnd a solution v3(φ, ·) belonging to Q C ∩ C1,C by applying Lemma 12. To this end,
expanding each term in (4.25) into Fourier series in φ ∈ U(r),
v3(φ, θ) =
∑
k∈Zn0
v̂3(k, θ)e
√−1(k,φ), w3(φ, θ) =
∑
k∈Zn0
ŵ3(k, θ)e
√−1(k,φ),
w4(φ) =
∑
k∈Zn0
ŵ4(k)e
√−1(k,φ),
M32(φ, θ)v2(φ) =
∑
n0
̂(M32v2)(k, θ)e
√−1(k,φ),k∈Z
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∑
k∈Zn0
̂(M33v3)(k, θ)e
√−1(k,φ),
M42(φ)v2(φ) =
∑
k∈Zn0
̂(M42v2)(k)e
√−1(k,φ),
M43(φ)v3(φ, ·) =
∑
k∈Zn0
̂(M43v3)(k)e
√−1(k,φ),
where all the Fourier coeﬃcients depend on the parameter ξ ∈ Π+ , and by (4.25) we obtain the
equations
√−1(k,ω)v̂3(k, θ) − UQ v̂3(k, θ)
= ŵ3(k, θ) + ̂(M32v2)(k, θ) + ̂(M33v3)(k, θ)
+ XQ0 (θ)
[
ŵ4(k) + ̂(M42v2)(k) + ̂(M43v3)(k)
]
, −τ  θ  0. (4.27)
Similarly, expanding each term in (4.13) into Fourier series it follows that the Fourier coeﬃcients of v2
satisfy
v̂2(k) =
(√−1(k,ω)E − Ω2)−1[ŵ2(k) + ̂(M22v2)(k) + ̂(M23v3)(k)]
=: S1(v̂2, v̂3)(k), k ∈ Zn0 , (4.28)
where v̂2 = {v̂2(k),k ∈ Zn0 }, v̂3 = {v̂3(k, θ),k ∈ Zn0 }. By Lemma 12, Eq. (4.27) is equivalent to the
integral equation
v̂3(k, θ) =
∞∫
0
e
√−1(k,ω)(θ−t){T (t)[ŵ3(k, ·) + ̂(M32v2)(k, ·) + ̂(M33v3)(k, ·)](0)
+ (T (t)XQ0 )(0)(ŵ4(k) + ̂(M42v2)(k) + ̂(M43v3)(k))}dt
+
θ∫
0
e
√−1(k,ω)(θ−t){Φ(t)Ψ (0)[ŵ4(k) + ̂(M42v2)(k) + ̂(M43v3)(k)]
− ŵ3(k, t) − ̂(M32v2)(k, t) − ̂(M33v3)(k, t)
}
dt =: S2(v̂2, v̂3), k ∈ Zn0 , (4.29)
where the T (t) is the solution map of (1.2), Φ and Ψ are deﬁned as in Section A.2. Let S(v̂2, v̂3)
denote the map of v̂2 and v̂3 deﬁned by (4.28) and (4.29). The existence and estimates of v̂2 and v̂3
regarded as the ﬁxed point of S , can be obtained by the iteration process:
v̂2,0(k) = 0, v̂3,0(k, θ) = 0,
v̂2,m(k) = S1(v̂2,m−1, v̂3,m−1)(k),
v̂3,m(k, θ) = S2(v̂2,m−1, v̂3,m−1)(k), −τ  θ  0, k ∈ Zn0 , m = 1,2, . . . .
Noting ŵ3(k, ·), v̂3,m(k, ·) ∈ Q C ∩ C1,C by Lemma 12 and, using Remark A.1 and hypothesis (H5)′ we
have
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 C
∑
j∈Zn0
[(∥∥M̂32(k − j)∥∥Π+ + ∥∥M̂42(k − j)∥∥Π+)∥∥v̂2,m( j) − v̂2,m−1( j)∥∥Π+
+ (∥∥M̂33(k − j)∥∥Π+ + ∥∥M̂43(k − j)∥∥Π+)∥∥v̂3,m( j) − v̂3,m−1( j)∥∥Π+],∥∥v̂2,m+1(k) − v̂2,m(k)∥∥Π+  C ∑
j∈Zn0
[∥∥M̂22(k − j)∥∥Π+∥∥v̂2,m( j) − v̂2,m−1( j)∥∥Π+
+ ∥∥M̂23(k − j)∥∥Π+∥∥v̂3,m( j) − v̂3,m−1( j)∥∥Π+].
Using the notation ‖vˆ‖∞Π+ := supk∈Zn0 ‖vˆ(k)‖Π+e|k|(r−ρ) , the above inequalities and (4.24) imply that
for suﬃciently small ε0, there is a constant 0< μ3 < 1 such that
‖v̂2,m+1 − v̂2,m‖∞Π+ + ‖v̂3,m+1 − v̂3,m‖∞Π+
μ3
(‖v̂2,m − v̂2,m−1‖∞Π+ + ‖v̂3,m − v̂3,m−1‖∞Π+), m = 1,2, . . . ,
which demonstrates that the sequences {v̂2,m} and {v̂3,m} uniformly converge to some v̂2 on Π+
and v̂3 on [−τ ,0] × Π+ , respectively. Thus we obtain the solution (v̂2, v̂3) of (4.28)–(4.29) and, by
Lemma 12 and hypothesis (H5)′ ,
‖v̂2‖∞Π+ + ‖v̂3‖∞Π+ 
1
1−μ3
(‖v̂2,1‖∞Π+ + ‖v̂3,1‖∞Π+) 4∑
i=2
‖ŵi‖∞Π+ .
Recalling ‖ŵi‖∞Π+  |||wi|||r−ρ,Π+ (i = 2,3,4), hence
∥∥v̂2(k)∥∥Π+ + ∥∥v̂3(k)∥∥Π+  4∑
i=2
|||wi|||r−ρ,Π+e−|k|(r−ρ), k ∈ Zn0
which implies
‖v2‖r−2ρ,Π+ 
4∑
i=2
|||wi|||r−ρ,Π+ρ−n0 , ‖v3‖r−2ρ,Π+ 
4∑
i=2
|||wi|||r−ρ,Π+ρ−n0 . (4.30)
Since v̂3,m(k, ξ) and v̂3,m(k, θ, ξ) are continuously differentiable in ξ ∈ Π+ , by a similar process,
and using (A.5) in Lemma 9 and Lemma 12 we can conclude that v2 and v3 are also continuously
differentiable in ξ ∈ Π+ , and the estimates
‖∂ξ v2‖r−3ρ,Π+ 
4∑
i=2
|||wi|||r−ρ,Π+ρ−(n0+2), ‖∂ξ v3‖r−3ρ,Π+ 
4∑
i=2
|||wi|||r−ρ,Π+ρ−(n0+2).
(4.31)
As Q C is closed, we have v3(φ, ·, ξ) ∈ Q C ∩ C1,C and
‖∂θ v3‖r−3ρ,Π+ 
4∑
|||wi|||r−ρ,Π+ρ−(n0+1). (4.32)
i=2
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|||∂φvi|||r+,Π+  ε
(
1+ ε
2
3
0 γ
−2ρ−3(n0+1)
)
ρ−(n0+3), i = 2,3. (4.33)
Thus, we have proved the assertions of the transformation. Let
ω+(ξ) = ω(ξ) + εκ00 û0(0, ξ), Ω+1 (ξ) = Ω1(ξ) + diag
((
û11(0, ξ)
)
j j
)
.
Repeating the step 3) in the proof of Lemma 1, and especially using (4.19), (4.20)–(4.21) to estimate
the remainder term in the equation of p˙1, the proof of the rest part can be derived from completely
the same process as the one carried out in the proof of Lemma 1, and is omitted. 
Remark 4.3. If n0 = 1, i.e., the dimension of the torus is 1, then there is no small divisor problem in
the proof of Lemma 2 for small ε0. Therefore, we do not take away any parameter ξ from Π in (4.22)
and Π+ = Π = Π0.
Similarly, inductively using Lemma 2 enables us to arrive at the following theorem.
Theorem 4. Suppose that for system (4.1), hypotheses (H4)′ and (H5)′ hold. Then for any given 0 < γ0  1,
γ0 = O (ει0) (0 < ι  1/6) there exists a constant ε∗0 > 0 depending on ci (i = 0,1,2,3), μ,n0,n,m0, r0,
s0, γ0 and bounds of A(ξ), B(ξ) with their derivatives on Π0 , such that if 0< ε0 < ε∗0 and
|||G|||r0,s0,Π0 ,
∣∣∣∣∣∣F i∣∣∣∣∣∣r0,s0,Π0 , ∣∣∣∣∣∣Hi∣∣∣∣∣∣r0,s0,Π0  1, i = 1,2,
then there is a Cantorian-like subset Πγ0 ⊂ Π0 with
MeasΠγ0 = MeasΠ0 − O (γ0),
and for any ξ ∈ Πγ0 there is a transformation
T : ϕ = φ + v0(φ, ξ), I1 = p1 + v10(φ, ξ) + v11(φ, ξ)p1 + v12(φ, ξ)p2 + v13(φ, ξ)qt ,
I2 = p2 + v2(φ, ξ), yt = qt + v3(φ, ξ),
which is analytic in φ ∈ U( r02 ), and Lipschitz in ξ ∈ Πγ , v3(φ, ξ) ∈ Q C ∩ C1,C , such that system (4.1) is
transformed byT into a system ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
φ˙ = ω∗(ξ) + O(χ),
p˙1 = εκ0
[
Ω∗1 (ξ)p1 + O
(
χ2
)]
,
p˙2 = Ω2(ξ)p2 + O(χ),
dqt
dt
= UQ qt + O(χ) + XQ0 O(χ)
(4.34)
for φ ∈ U( r02 ), p = (p1, p2) ∈ B s02 , qt ∈ B
Q
s0
2
∩ C1,C , ξ ∈ Πγ0 , where χ = (p,qt).
In particular, φ = ω∗(ξ)t + φ0 , χ = 0 is a solution of (4.34), hence,
ϕ = ω∗(ξ)t + φ0 + v0
(
ω∗(ξ)t + φ0, ξ
)
, yt = v3
(
ω∗(ξ)t + φ0, ξ
)
,
I = (v10(ω∗(ξ)t + φ0, ξ), v2(ω∗(ξ)t + φ0, ξ))
is a quasi-periodic (or periodic if n0 = 1) solution of (4.1) with ξ ∈ Πγ0 .
X. Li, X. Yuan / J. Differential Equations 252 (2012) 3752–3796 3783Moreover, v0(φ, ξ), v20(φ, ξ) = (v10, v2)T and v3(φ, ξ) are analytic of periodic 2π in φ ∈ Tn0 and, sat-
isfy the reality condition
v1 = v1, v20 = v20, v3 = v3
and estimates
sup
T
n0×Πγ0
‖v0‖  εκ0+1−2ι0 , sup
T
n0×Πγ0
‖v10‖  ε1−2ι0 ,
sup
T
n0×Πγ0
(‖v2‖,‖v3‖) ε0, sup
Πγ0
∥∥ω∗ −ω∥∥ εκ0+10 .
Remark 4.4. When n0 = 1 in Theorem 4, Remark 4.3 implies Πγ0 = Π0 and
sup
T
n0×Π0
‖v0‖  ε1+κ00 , sup
T
n0×Π0
(‖v10‖,‖v2‖,‖v3‖) ε0, sup
Π0
∥∥ω∗ −ω∥∥ ε1+κ00 .
Proof of Theorems 1 and 2. We follow the analysis in Section 2. Recall that the system (1.7) is trans-
formed into (2.9) by the transformations (2.3), (2.7) and the linear change L . By the hypotheses
(H1)–(H3) and Remark 1.3 in Section 1, and Lemma 7, for suﬃciently small ε the right-hand side of
the system (2.9) fulﬁlls the conditions of Theorem 4 with κ0 = 54 , κ = 94 . Hence, for every ξ ∈ Πγ
(2.9) possesses a quasi-periodic (or periodic if n0 = 1) solution
ϕ = ω∗(ξ)t + φ0 + v0
(
ω∗(ξ)t + φ0, ξ
)
, yt = v3
(
ω∗(ξ)t + φ0, ξ
)
,
(I1, I2) =
(
v10
(
ω∗(ξ)t + φ0, ξ
)
, v2
(
ω∗(ξ)t + φ0, ξ
))=: vT20
satisfying reality conditions
v0 = v0, v20 = V20, v3 = v3
and estimates
sup
T
n0×Πγ
‖v0‖  ε 2327 , sup
T
n0×Πγ
‖v10‖  ε 827 , sup
T
n0×Πγ
(‖v2‖,‖v3‖) ε 49 ,
sup
Πγ
∥∥ω∗ −ω∥∥ ε, MeasΠγ = MeasΠ − O (γ ).
Obviously, A1v10 and A2v2 are real analytic in t , where A1 and A2 are deﬁned by the linear trans-
formation L in Section 2. Consequently, by the transformations L , (2.7) and (2.3) it follows that
(1.7) has the quasi-periodic (or periodic if n0 = 1) solution
ϕ = ω∗(ξ)t + φ0 + v0
(
ω∗(ξ)t + φ0, ξ
)
, yt = ε 12 v3
(
ω∗(ξ)t + φ0, ξ
)
,
I1 = I11 + εV1,0
(
ϕ, I11, ξ
)+ εV1,1(ϕ, I11, ξ)I2 + εV1,2(ϕ, I11, ξ)yt,
I2 = ε 12A2v2
(
ω∗(ξ)t + φ0, ξ
)
, (4.35)
which meets the requirements of Theorems 1 and 2, where V1,0, V1,1 and V1,2 are the solutions of
Eqs. (2.4)–(2.6) in Section 2,
I11 = I1,01 + ε
4
9A1v10
(
ω∗(ξ)t + φ0, ξ
)
, I1,01 − I01 = O (ε). 
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system (2.9) should be of the following form
ϕ˙ = ω(ξ) + ε20G0(ϕ, I1, I2, yt , ξ, ε0),
I˙1 = ε20
[
Ω1(ξ)I1 + ε0F 10(ϕ, I1, I2, yt, ξ, ε0)
]
,
I˙2 = Ω2(ξ)I2 + ε0F 20(ϕ, I1, I2, yt, ξ, ε0),
dyt
dt
= UQ yt + ε0XQ0 H0(ϕ, I1, I2, yt , ξ, ε0)
by replacing the transformation (2.7) by
I11 = I1,01 + ε
1
2 I21, I2 = ε
1
2 I22, yt = ε
1
2 y2t , ε0 = ε
1
2 .
By Remark 4.4 we obtain Πγ = Π and the estimates of the periodic solution
sup
T×Π
‖v0‖  ε, sup
T×Π
(‖v10‖,‖v2‖,‖v3‖) ε 12 , sup
Π
∥∥ω∗ −ω∥∥ ε,
which, with (4.35) together, veriﬁes Remark 1.4.
Remark 4.6. Similarly to the proof of Theorem 3, the measure estimate in Theorem 3.1 in [15] should
be
Meas(Λ0 − Λε) = O
(
ει
)
, 0< ι 1
6
,
because in the initial step, the estimates (on page 850) ‖1‖ρ1,U1  Cε
5
6
0 , ‖∂λ1‖ρ1,U1  Cε
2
3
0 are
valid only for κ0 = O (ει), 0< ι 1/6.
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Appendix A
In order to make our exposition more readable, in Section A.1 of this appendix we collect some
results concerning the eigenvalues and eigenfunctions of linear delay differential equations which can
be found in the monograph [11]. In addition, a few of technical lemmas used in the proof of the
iterative lemmas will be carefully analyzed in Section A.2.
A.1. Spectrum of linear delay differential equations
Consider the linear delay differential equation
x˙(t) = Ax(t) + Bx(t − τ ) (A.1)
where x ∈ Rn , A and B are n by n matrices, τ > 0.
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For a given function x ∈ C([−τ ,∞),Rn), we denote an element in C by xt deﬁned by xt(θ) = x(t + θ),
−τ  θ  0, t  0. Let T (t) : C → C be the solution operator deﬁned by the relation
T (t)z = xt(z), z ∈ C,
where xt(z) is the solution of (A.1) with the initial condition x0(z) = z. Then T (t) (t  0) is a strongly
continuous semigroup on C , the inﬁnitesimal generator U0 is given by
D(U0) =
{
z ∈ C: dz
dθ
∈ C, dz
dθ
∣∣∣∣
θ=0
= Az(0) + Bz(−τ )
}
,
U0z = dz
dθ
.
Lemma 3. (i) The operator U0 has only point spectrum, i.e. σ(U0) = σp(U0) and λ is in σ(U0) if and only if
λ satisﬁes the characteristic equation of (A.1)
det(λ) = 0, (λ) = λE − A − Be−λτ . (A.2)
(A root of (A.2) is called a characteristic value of (A.1).)
(ii) For any real number μ, (A.2) has only a ﬁnite number of roots with real parts μ.
(iii) For any ﬁnite set Λ = {λ1, . . . , λ j} of roots of (A.2), the generalized eigenspace PΛ := PΛ(U0) associ-
ated with Λ is ﬁnite dimensional, and U0PΛ ⊂ PΛ .
(iv) dim PΛ = multiplicity of λ as a zero of det(λ).
Lemma 4. Let PΛ have dimension d, let z1, . . . , zd be a basis for PΛ and denote ΦΛ = (z1, . . . , zd). Then
there is a d by d constant matrix UΛ such that U0ΦΛ = ΦΛUΛ and the set of eigenvalues of UΛ is just Λ.
Furthermore, let
PΛ =
{
z ∈ C: z = ΦΛa, a ∈ Rd
}
,
then there exists a subspace QΛ ⊂ C such that C = PΛ ⊕ QΛ, PΛ and QΛ ∩D(U0) are invariant subspaces
of U0 , T (t)PΛ ⊂ PΛ , and T (t)QΛ ⊂ QΛ for all t  0. The solution T (t)ΦΛa with initial value ΦΛa at t = 0
is deﬁned on (−∞,∞) by the relation
T (t)ΦΛa = ΦΛeUΛta, ΦΛ(θ) = ΦΛ(0)eUΛθ , −τ  θ  0.
Let C∗ := C([0, τ ],Rn∗ ), where Rn∗ is the n-dimensional vector space of row vectors, and for any
ψ ∈ C∗ and z ∈ C , deﬁne the bilinear form of ψ, z associated with (A.1) as
〈ψ, z〉 := ψ(0)z(0) −
0∫
−τ
θ∫
0
ψ(s − θ)[dη(θ)]z(s)ds
= ψ(0)z(0) +
τ∫
0
ψ(s)B(ξ)z(s − τ )ds,
where η(θ) = 0 if θ = 0; = −A if −τ < θ < 0; = −A − B if θ = −τ .
With respect to this bilinear form, the formal adjoint operator U∗0 of U0 is deﬁned by
〈ψ,U0z〉 =
〈
U∗0ψ, z
〉
for z ∈D(U0) and ψ ∈D
(
U∗0
)
.
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D
(
U∗0
)= {z ∈ C∗: dψ
ds
∈ C∗, dψ
ds
∣∣∣∣
s=0
= −ψ(0)A − ψ(τ )B
}
,
U∗0ψ = −
dψ
ds
.
Lemma 5. (i) λ is in σ(U∗0) if and only if λ is in σ(U0). Thus the operator U∗0 has only point spectrum too and
for any λ ∈ σ(U∗0), the generalized eigenspace of λ is ﬁnite dimensional.
(ii) If λ = μ, ψ ∈ P∗μ := Pμ(U∗0) and z ∈ Pλ(U0), then 〈ψ, z〉 = 0.
Let Λ = {λ1, . . . , λ j} be a ﬁnite set of characteristic values of (A.1), PΛ and P∗Λ be the generalized
eigenspaces of U0 and U∗0 associated with Λ, respectively.
Lemma 6. (i) If ΦΛ and ΨΛ are bases for PΛ and P∗Λ , respectively, 〈ΨΛ,ΦΛ〉 = E (ΨΛ is called a dual basis
of ΦΛ), then
C = PΛ ⊕ QΛ,
PΛ = {z ∈ C: z = ΦΛa for some vector a},
QΛ =
{
z ∈ C: 〈ΨΛ, z〉 = 0
}
.
Therefore, for any z ∈ C ,
z = zPΛ + zQΛ, zPΛ = ΦΛ〈ΨΛ, z〉,
which is brieﬂy expressed by saying that C is decomposed by Λ. Denote by πΛ the corresponding projection
along QΛ onto PΛ .
(ii) For any real number μ, let Λ = {λ ∈ σ(U0): Reλ > μ}. Then for any β > 0, there exists a positive
constant C such that for t  0, ∥∥T (t)zQΛ∥∥ Ce(μ+β)t∥∥zQΛ∥∥, zQΛ ∈ QΛ,∥∥T (t)XQΛ0 ∥∥ Ce(μ+β)t, (A.3)
where
X QΛ0 = X0 − ΦΛΨΛ(0), X0(θ) = E if θ = 0; = 0 if − τ  θ < 0.
We consider the case where A and B depend on parameters. The following lemma presents the
dependence of eigenvalues, eigenfunctions and projections on the parameter.
Lemma 7. Suppose that A(ξ) and B(ξ) are continuously differentiable in ξ belonging to some neighbor-
hoodN0 of ξ0 .
(i) If λ0 is a simple characteristic root of det(λ, ξ0) = 0 with (λ, ξ) = λE − A(ξ) − B(ξ)e−λτ , then
there are a neighborhood N of ξ0 and a simple characteristic root λ(ξ) of det(λ, ξ) = 0 such that λ(ξ)
with λ(ξ0) = λ0 , the corresponding eigenfunctions of U0 and its formal adjoint U∗0 and, the projection πλ(ξ)
are continuously differentiable in ξ ∈N .
(ii) Suppose that Λ(ξ) = {λ1(ξ), . . . , λm(ξ), λ2 j(ξ) = λ2 j−1(ξ), j = 1, . . . ,k, λ j(ξ) ( j = 2k +
1, . . . ,m) real} is a set of simple roots of det(λ, ξ) = 0. Let ΦΛ(ξ),ΨΛ(ξ), 〈ΨΛ(ξ),ΦΛ(ξ)〉 = E be bases for
PΛ(ξ), P∗Λ(ξ) , respectively, U0(ξ)ΦΛ(ξ) = ΦΛ(ξ)UΛ(ξ) . Then UΛ(ξ) is continuously differentiable in ξ ∈N .
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on a bounded closed Π , then there exists a constant C independent of ξ such that (A.3) still holds,
that is ∥∥T (t, ξ)zQΛ∥∥
Π
 Ce(μ+β)t
∥∥zQΛ∥∥
Π
, zQΛ ∈ QΛ,∥∥T (t, ξ)XQΛ0 ∥∥Π  Ce(μ+β)t, t  0,
where zQΛ and XQΛ0 are continuous in the parameter ξ ∈ Π , the norm ‖ · ‖Π is deﬁned by ‖z‖Π =
supξ∈Π ‖z(·, ξ)‖.
Extend the domain of U0 to C1 := C1([−τ ,0],Rn) and deﬁne the extension U of U0 as in [7,9] by
Uz := dz
dθ
+ X0
[
Az(0) + Bz(−τ ) − d
dθ
z(0)
]
=
{
dz
dθ , −τ  θ < 0,
Az(0) + Bz(−τ ), θ = 0.
Then the operator U maps C1 into the Banach space BC := C ⊕ 〈X0〉, provided with the supremum
norm ‖z‖ = sup−τθ0 ‖z(θ)‖, where 〈X0〉 denotes the space of all functions continuous on −τ 
θ < 0, with a jump discontinuity at θ = 0.
The proof of the following lemma is similar to that of Lemma 2.1 on page 168 in [11] and is
omitted.
Lemma 8. The operator U has only point spectrum and λ is in σ(U ) if and only if λ is in {λ ∈ C: det(λ) = 0}.
Hence, the operator U has similar results to Lemmas 3–7. Particularly, there is a subspace Q˜Λ ⊂
BC such that
BC = PΛ ⊕ Q˜Λ, U |PΛ = U0|PΛ, U PΛ = PΛ, U
(C1 ∩ Q˜Λ)⊂ Q˜Λ,
T (t)PΛ ⊂ PΛ and T (t)Q˜Λ ⊂ Q˜Λ for t  0, T (t)Q˜Λ ⊂ QΛ for t  τ .
A.2. Technical lemmas
Consider a family of linear delay differential equations
x˙(t) = A(ξ)x(t) + B(ξ)x(t − τ ), (A.4)
where x ∈ Rn , the n by n matrices A(ξ) and B(ξ) are continuously differentiable in ξ ∈ Π , Π ⊂ Rn0
is a bounded closed set.
We shall drop the parameter ξ in the following whenever there is no confusion.
Let μ be a positive constant and Λ(ξ) = {λ ∈ σ(U ): Reλ > −μ} = {λ1, . . . , λm}. Suppose that
Λ(ξ) consists of simple roots of the characteristic equation of (A.4), λ2 j(ξ) = λ2 j−1(ξ), j = 1, . . . ,k,
λ j(ξ) ( j = 2k + 1, . . . ,m) real, and C is decomposed by Λ as C = PΛ ⊕ QΛ . Let ΦΛ = (z1, . . . , zm),
ΨΛ = Col(ψ1, . . . ,ψm), 〈ΨΛ,ΦΛ〉 = E be real bases for PΛ, P∗Λ , respectively.
Next, we calculate the expressions of ΦΛ,ΨΛ , which are used in Section 1 and the proofs of the
following lemmas.
Set Λ j = {λ2 j−1, λ2 j}, λ2 j−1 = α j + β j
√−1, and a2 j−1 is an eigenvector of (λ2 j−1), i.e.,
(λ2 j−1)a2 j−1 = 0, j = 1, . . . ,k.
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z2 j−1(θ) = Rea2 j−1eα jθ cosβ jθ − Ima2 j−1eα jθ sinβ jθ,
z2 j(θ) = Rea2 j−1eα jθ sinβ jθ + Ima2 j−1eα jθ cosβ jθ, −τ  θ  0
constitute a basis Φ j for PΛ j ( j = 1, . . . ,k). The real basis ΦΛ for PΛ can be taken as
Φ = (z1, z2, . . . , zm),
where z j = a jeλ jθ , −τ  θ  0, j = 2k + 1, . . . ,m, and a j is an eigenvector of (λ j),
(λ j)a j = 0, j = 2k + 1, . . . ,m.
When such a basis for PΛ is applied to Lemma 4, the matrix UΛ deﬁned by the relation U0ΦΛ =
ΦΛUΛ is
UΛ = diag(UΛ1 , . . . ,UΛk , λ2k+1, . . . , λm),
where
UΛ j =
(
α j −β j
β j α j
)
, j = 1, . . . ,k.
If b2 j−1 is a left eigenvector of (λ2 j−1),
b2 j−1(λ2 j−1) = 0, j = 1, . . . ,k,
then b2 j := b2 j−1 is a left eigenvector of (λ2 j), Ψ ∗j = Col(ψ∗2 j−1,ψ∗2 j) is a basis for P∗Λ j ( j = 1, . . . ,k),
where
ψ∗2 j−1(s) = Reb2 j−1e−α j s cosβ j s + Imb2 j−1e−α j s sinβ j s,
ψ∗2 j(s) = −Reb2 j−1e−α j s sinβ j s + Imb2 j−1e−α j s cosβ j s, 0 s τ .
We deﬁne a new basis Ψ j for P∗Λ j by
Ψ j =
〈
Ψ ∗j ,Φ j
〉−1
Ψ ∗j := Col(ψ2 j−1,ψ2 j)
so that 〈Ψ j,Φ j〉 = E , j = 1, . . . ,k. Thus, we obtain a real basis Ψ , 〈Ψ,Φ〉 = E for P∗Λ by taking
Ψ = Col(ψ1,ψ2, . . . ,ψm),
where ψ j = b je−λ j s , 0  s  τ , j = 2k + 1, . . . ,m, and b j is the left eigenvector of (λ j) satisfying
〈ψ j, z j〉 = 1, j = 2k + 1, . . . ,m.
To simplify the notation, we shall omit the subscript Λ such as PΛ by P , QΛ by Q .
The next lemma gives an exponential bound on ξ -derivatives of solutions of (A.4) in the sub-
space Q .
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value x0 = z(·, ξ) at t = 0 is continuously differentiable in ξ and satisﬁes the inequality
‖∂ξ j xt‖Π  Ce−
3μ
4 t
(‖z‖Π + ‖∂ξ j z‖Π ) for t  0, j = 1,2, . . . ,n0, (A.5)
where the notation ∂ξ j x denotes the partial derivative of x with respect to ξ j .
Proof. It is clear that x(t, ξ) is continuously differentiable in ξ ∈ Π by the method of steps (see the
proof of Theorem 2.1 on page 14 in [11]) and by z(·, ξ), A(ξ) and B(ξ) being continuously differen-
tiable in ξ ∈ Π . As x0 = z ∈ Q , using Remark A.1, we obtain
‖xt‖Π  C‖z‖Πe−
7μ
8 t, t  0. (A.6)
Set y(t, ξ) = ∂ξ j x(t, ξ), then
d
dt
y(t, ξ) = A(ξ)y(t, ξ) + B(ξ)y(t − τ , ξ) + ∂ξ j A(ξ)x(t, ξ) + ∂ξ j B(ξ)x(t − τ , ξ),
y(θ, ξ) = ∂ξ j z(θ, ξ), −τ  θ  0. (A.7)
Suppose yt = yPt + yQt , yPt = Φ〈Ψ, yt〉, is the decomposition by Λ. On the one hand, by Theorem 6.1
on page 187 in [11] we have
yQt = T (t)yQ0 +
t∫
0
T (t − s)XQ0
[
∂ξ j A(ξ)x(s, ξ) + ∂ξ j B(ξ)x(s − τ , ξ)
]
ds, t  0,
which together with (A.6) and Remark A.1 yields∥∥yQt ∥∥Π  C(‖z‖Π + ‖∂ξ j z‖Π )e− 3μ4 t, t  0. (A.8)
On the other hand, since xt(·, ξ) ∈ Q for all t  0 and ξ ∈ Π ,〈
Ψ (·, ξ), xt(·, ξ)
〉= 0,
differentiating the equality with respect to ξ j , one gets
〈Ψ, yt〉 = −〈∂ξ jΨ, xt〉 −
τ∫
0
Ψ (s, ξ)∂ξ j B(ξ)x(t + s − τ , ξ)ds
and
yPt = −Φ
[
〈∂ξ jΨ, xt〉 +
τ∫
0
Ψ (s, ξ)∂ξ j B(ξ)x(t + s − τ , ξ)ds
]
.
Hence, by (A.6), ∥∥yPt ∥∥Π  C1‖xt‖Π  C‖z‖Πe− 3μ4 t, t  0,
which, combining with the estimate (A.8), implies (A.5). 
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and 0 if −τ  θ < 0, that is
X(t) = (T (t)X0)(0), Xt(θ) = (T (t)X0)(θ).
Let XQ (t) be the matrix solution of (A.4) with the initial condition
XQ0 (θ) = X0(θ) − Φ(θ)Ψ (0) =
{
E − Φ(0)Ψ (0), θ = 0,
−Φ(θ)Ψ (0), −τ  θ < 0,
that is, XQ (t) = (T (t)XQ0 )(0). In fact, XQt is the projection of Xt onto Q˜ along P according to columns.
By Remark A.1, we have ∥∥XQt ∥∥Π = sup
ξ∈Π
∥∥XQt (·, ξ)∥∥ Ce− 34μt for t  0, (A.9)
hence, the Laplace transform
L
(
XQ (·, ξ))(λ(ξ)) := ∞∫
0
e−λ(ξ)t
(
T (t, ξ)XQ0 (·, ξ)
)
(0)dt
exists and is analytic in λ for Reλ(ξ) > − 3μ4 , where λ(ξ) is continuously differentiable in ξ ∈ Π .
The following two lemmas are fundamental to estimate the solutions of (4.13)–(4.14), which show
that the Laplace transforms of XQ (t, ξ) and solutions of (A.4) in the invariant subspace Q can be
expressed by the characteristics matrix (λ, ξ) of (A.4).
Lemma 10. Using the Laplace transform of X Q (t, ξ) we deﬁne
−1
(
λ(ξ), ξ
)[
E − Φ(0, ξ)Ψ (0, ξ) −
0∫
−τ
e−λ(ξ)(t+τ )B(ξ)Φ(t, ξ)Ψ (0, ξ)dt
]
:=L (XQ )(λ(ξ)) for Reλ(ξ) > −3
4
μ. (A.10)
ThenL (XQ )(λ(ξ)) is continuously differentiable in ξ ∈ Π and satisﬁes
∥∥L (XQ )(λ)∥∥
Π
 C,
∥∥∂ξ jL (XQ )(λ)∥∥Π  C‖∂ξ jλ‖Π for Reλ(ξ) > −12μ, j = 1, . . . ,n0,
(A.11)
where λ(ξ) is continuously differentiable in ξ ∈ Π , C is a constant dependent on μ but independent of ξ .
Proof. Multiplying (A.4) by e−λt , integrating from 0 to ∞, and integrating the term by parts on the
left-hand side, one gets
(λ, ξ)L
(
XQ
)
(λ) = E − Φ(0, ξ)Ψ (0, ξ) −
0∫
e−λ(t+τ )BΦ(t)Ψ (0)dt.−τ
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eigenvalue of (λ, ξ) satisfying Reλ > − 34μ, that is, λ is some λ j , 1  j m, we prove the right-
hand side denoted by Υ (λ), of the above equation belongs to the range R((λ j, ξ)) of (λ j, ξ),
hence (A.10) is well deﬁned also.
In fact, by the expression of Φ and Ψ , and the fact b2 j−1e−λ2 j−1s = ψ∗2 j−1(s) +
√−1ψ∗2 j(s), we
have for j = 1, . . . ,k,
b2 j−1Υ (λ2 j−1) = b2 j−1 −
m∑
i=1
[
b2 j−1zi(0) +
τ∫
0
b2 j−1e−λ2 j−1t Bzi(t − τ )dt
]
ψi(0)
= b2 j−1 −
m∑
i=1
[〈
ψ∗2 j−1, zi
〉+ 〈ψ∗2 j, zi 〉√−1 ]ψi(0)
= b2 j−1 − ψ∗2 j−1(0) − ψ∗2 j(0)
√−1= 0.
Since b2 j = b2 j−1 and λ2 j = λ2 j−1, we obtain
b2 jΥ (λ2 j) = 0, j = 1, . . . ,k.
A similar calculating implies
b jΥ (λ j) = 0, j = 2k + 1, . . . ,m.
Therefore, Υ (λ j) ∈R((λ j, ξ)), j = 1, . . . ,m.
The ﬁrst estimate of (A.11) is clear by (A.9) and the deﬁnition of L (X Q )(λ). A simple compu-
tation, combining the ﬁrst inequality of (A.11) and (A.5) in Lemma 9, deduces the second inequality
of (A.11). 
Lemma 11. Let z(·, ξ) ∈ Q be continuously differentiable in ξ ∈ Π . Then for any λ(ξ) satisfying Reλ > − 78μ
and being continuously differentiable in ξ ∈ Π , we deﬁne
−1(λ, ξ)
[
z(0, ξ) +
0∫
−τ
e−λ(ξ)(t+τ )B(ξ)z(t, ξ)dt
]
:=L (T (t, ξ)z(0))(λ(ξ)). (A.12)
Furthermore,L (T (t, ξ)z(0))(λ(ξ)) is continuously differentiable in ξ ∈ Π and satisﬁes∥∥L (T (t, ξ)z(0))(λ(ξ))∥∥
Π
 C‖z‖Π (A.13)
and ∥∥∂ξ jL (T (t, ξ)z(0))(λ(ξ))∥∥Π  C(‖∂ξ jλ‖Π‖z‖Π + ‖z‖Π + ‖∂ξ j z‖Π ), j = 1, . . . ,n0, (A.14)
for Reλ(ξ) > − 12μ, where the constant C is dependent on μ but independent of ξ .
Proof. Letting x(t, ξ) = (T (t, ξ)z)(0), we have
x˙(t, ξ) = A(ξ)x(t, ξ) + B(ξ)x(t − τ , ξ), t  0,
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x(t, ξ) = z(t, ξ), −τ  t  0.
By Remark A.1, ∥∥T (t, ξ)z∥∥
Π
 Ce− 78μt‖z‖Π, t  0, (A.15)
which implies that the Laplace transform
L (x)
(
λ(ξ)
)= ∞∫
0
e−λ(ξ)t x(t, ξ)dt
exists and is analytic in λ for Reλ > − 78μ. Similarly to the procedure in the proof of Lemma 10, we
ﬁnd
(λ, ξ)L (x)
(
λ(ξ)
)= z(0, ξ) + 0∫
−τ
e−λ(ξ)(t+τ )B(ξ)z(t, ξ)dt =: Υ1(λ, ξ). (A.16)
Noting 〈ψi, z〉 = 0, hence, 〈ψ∗i , z〉 = 0, i = 1, . . . ,m, where ψ∗i = ψi , i = 2k+1, . . . ,m, because of z ∈ Q ,
it follows that
biΥ1(λi, ξ) =
⎧⎪⎨⎪⎩
〈ψ∗2 j−1, z〉 + 〈ψ∗2 j, z〉
√−1, i = 2 j − 1, j = 1, . . . ,k,
〈ψ∗2 j−1, z〉 − 〈ψ∗2 j, z〉
√−1, i = 2 j, j = 1, . . . ,k,
〈ψi, z〉, i = 2k + 1, . . . ,m
= 0.
Thus, Υ1(λ, ξ) always belongs to R((λ, ξ)) whether λ with Reλ > − 78μ is an eigenvalue of (λ, ξ)
or not, which, combining with (A.15) implies (A.12) and (A.13). Similarly, (A.12), (A.13) and (A.5) imply
(A.14) by a direct computation of differentiation. 
Lemma 12. Consider the equation
√−1(k,ω(ξ))V (k, θ, ξ) − UQ V (k, θ, ξ) = w1(k, θ, ξ) + XQ0 (θ, ξ)w2(k, ξ), (A.17)
where k ∈ Zn0 , −τ  θ  0, U Q and X Q0 are deﬁned as before.
Suppose w1(k, ·, ξ) ∈ Q C∩C1,C , w2(k, ξ) ∈ Cn andω(ξ) are continuously differentiable in the parameter
ξ ∈ Π . Then there exists a unique solution V (k, θ, ξ) of (A.17) being continuously differentiable in ξ ∈ Π and
satisfying V (k, ·, ξ) ∈ Q C ∩ C1,C ,
V (k, θ, ξ) =
∞∫
0
e
√−1(k,ω)(θ−t)[(T (t, ξ)w1(k, ·, ξ))(0) + (T (t, ξ)XQ0 (·, ξ))(0)w2(k, ξ)]dt
+
θ∫
e
√−1(k,ω)(θ−t)[Φ(t, ξ)Ψ (0, ξ)w2(k, ξ) − w1(k, t, ξ)]dt, (A.18)0
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Π

(∣∣∣∣∣∣w1(k, ·,·)∣∣∣∣∣∣Π + ∣∣∣∣∣∣w2(k, ·)∣∣∣∣∣∣Π ), (A.19)∥∥∂ξ V (k, ·,·)∥∥Π  |k|(∣∣∣∣∣∣w1(k, ·,·)∣∣∣∣∣∣Π + ∣∣∣∣∣∣w2(k, ·)∣∣∣∣∣∣Π ), (A.20)∥∥∥∥ ddθ V (k, ·,·)
∥∥∥∥
Π
 |k|(∣∣∣∣∣∣w1(k, ·,·)∣∣∣∣∣∣Π + ∣∣∣∣∣∣w2(k, ·)∣∣∣∣∣∣Π ). (A.21)
Proof. Recalling the real parts of all spectra of UQ  −μ, and XQ0 ⊂ Q˜ C,U PC ⊂ PC and U (Q C ∩
C1,C) ⊂ Q˜ C , we imply that (A.17) has a unique solution V (k, ·, ξ) ∈ Q C ∩ C1,C . But, to obtain the
estimates of the solution, we directly solve Eq. (A.17) by using the deﬁnition of UQ .
For −τ  θ < 0, Eq. (A.17) reads
√−1(k,ω)V (k, θ) − d
dθ
V (k, θ) = w1(k, θ) − Φ(θ)Ψ (0)w2(k),
here, we omit the dependence on the parameter. Hence, we have
V (k, θ) = V (k,0)e
√−1(k,ω)θ +
θ∫
0
e
√−1(k,ω)(θ−t)[Φ(t)Ψ (0)w2(k) − w1(k, t)]dt, (A.22)
where V (k,0) is determined by (A.17) with θ = 0 and the continuity of V (k, θ) on the interval [−τ ,0].
Inserting the above expression into (A.17) with θ = 0 and noting the deﬁnition of U at θ = 0, we have
[√−1(k,ω)E − A − Be−√−1(k,ω)τ ]V (k,0)
= w1(k,0) +
0∫
−τ
e−
√−1(k,ω)(τ+t)Bw1(k, t)dt
+
[
E − Φ(0)Ψ (0) −
0∫
−τ
e−
√−1(k,ω)(τ+t)BΦ(t)Ψ (0)dt
]
w2(k),
combining Lemmas 10 and 11 deduces
V (k,0) =L [(T (t)w1(k, ·))(0)](√−1(k,ω))+L (XQ )(√−1(k,ω))w2(k) + v0(k),
where v0(k) is any vector of the eigenspace of (
√−1(k,ω)) if √−1(k,ω) is an eigenvalue of (λ),
otherwise, v0(k) = 0. But, after a short calculation for 〈Ψ, V (k, ·)〉, to make 〈Ψ, V (k, ·)〉 = 0 we can
take v0(k) = 0 only. Thus
V (k,0) =
∞∫
0
e−
√−1(k,ω)t[(T (t)w1(k, ·))(0) + (T (t)XQ0 )(0)w2(k)]dt, (A.23)
and
∥∥V (k,0)∥∥ C(∣∣∣∣∣∣w1(k, ·,·)∣∣∣∣∣∣Π + ∣∣∣∣∣∣w2(k, ·)∣∣∣∣∣∣Π ),∥∥∂ξ V (k,0)∥∥ C |k|(∣∣∣∣∣∣w1(k, ·,·)∣∣∣∣∣∣ + ∣∣∣∣∣∣w2(k, ·)∣∣∣∣∣∣ ).Π Π
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fulﬁlled. Obviously, V (k, ·) ∈ Q C ∩ C1,C , and we have the estimate (A.21) for ddθ V (k, θ). 
The following lemma is similar to Lemma 6 in [10], which is used to solve Eqs. (4.11) and (4.12).
Lemma 13. Consider the partial differential equation
∂φV (φ, z) ·ω + ∂zV (φ, z)UQ z − Ω0V (φ, z) = f (φ, z), (A.24)
where ω = (ω1, . . . ,ωn0 )T , Ω0 = diag(Ω1, . . . ,Ωm), V , f : Tn0C × (Q C ∩ C1,C) → Cm, f is analytic in the
strip
Σ : {| Imφ| r}× {‖z‖ R}⊂ Tn0
C
× (Q C ∩ C1,C),
and f (φ,0) = 0. Assume that all eigenvalues λ of U Q = U |Q satisfy
Reλ−μ for some μ > 0,
while
ReΩ j μ0 > −34μ, j = 1, . . . ,m, for some μ
0, (A.25)
where μ and μ0 are constants. Then there exists a unique solution V (φ, z) of (A.24) which is analytic in Σ
and V (φ,0) = 0. Moreover, we have the estimate
‖V ‖ C‖ f ‖,
where the norm ‖ · ‖ is deﬁned by
‖V ‖ = sup
(φ,z)∈Σ
‖V (φ, z)‖
‖z‖ .
Proof. Denote by (φ(t), zt) the solution of the characteristic equations
dφ
dt
= ω, dz
dt
= Uz.
Recalling the deﬁnition of U , the solution of the equation dzdt = Uz with an initial function z0 ∈ C1,C
just satisﬁes the linear delay differential equation (A.1) for t  0 and z(t, θ) = x(t + θ), where x(t)
is the solution of (A.1) through (0, z0). The fact that Q C is invariant under the solution map T (t)
implies that the characteristics remain in Σ for t  0 if the initial data at t0 = 0 is chosen in Σ .
Moreover, by Lemma 5, there exists a positive constant C such that
‖zt‖ C‖zt0‖e−
3
4μ(t−t0) for 0 t0  t. (A.26)
Thus, ‖zt‖ → 0 as t → ∞.
We solve Eq. (A.24) along the characteristics φ(t), zt . On the characteristics, (A.24) can be rewritten
as the following form
dV − Ω0V = f (φ(t), zt) (A.27)
dt
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eΩ
0(t−t0)V0 +
t∫
t0
eΩ
0(t−s) f
(
φ(s), zs
)
ds.
The particular solution of (A.27) which vanishes on each characteristic as t → ∞ is
V
(
φ(t), zt
)= − ∞∫
t
eΩ
0(t−s) f
(
φ(s), zs
)
ds. (A.28)
In fact, (A.25) and (A.26) imply
∣∣V (φ(t), zt)∣∣ C‖ f ‖‖zt‖ ∞∫
t
e−(
3
4μ+μ0)(s−t) ds = C
(
3
4
μ+μ0
)−1
‖ f ‖‖zt‖ → 0 as t → ∞.
(A.29)
For any given (φ, z) ∈ Σ , let (φ(t), zt) be the characteristic through (φ, z) such that φ(0) = φ, z0 = z.
The desired solution V (φ, z) is obtained by setting t = 0 in (A.28), that is
V (φ, z) = −
∞∫
0
e−Ω0s f
(
φ(s), zs
)
ds. (A.30)
By (A.29), one gets the estimate. The fact that the integral in (A.30) is uniformly convergent in Σ
implies that V (φ, z) is analytic. Noting that zs = 0 if z0 = z = 0, (A.30) gives V (φ,0) = 0. 
From Lemma 6 in [10] and its proof it follows the lemma below.
Lemma 14. Consider the equation
∂φV (φ, z) ·ω + ∂zV (φ, z)Ωz − Ω0V (φ, z) = f (φ, z), (A.31)
where ω = (ω1, . . . ,ωn0 )T , Ω = diag(Ω1, . . . ,Ωm1 ), Ω0 = diag(Ω01 , . . . ,Ω0m2 ), V , f : Tn0C × Cm1 → Cm2 ,
f is analytic in the strip
Σ : {| Imφ| r}× {‖z‖ R}⊂ Tn0
C
× Cm1 ,
and f (φ,0) = 0. Assume
ReΩ j μ, ReΩ0i μ0 <
3
4
μ, j = 1, . . . ,m1; i = 1, . . . ,m2,
where μ > 0 and μ0 are constants. Then there exists a unique solution V (φ, z) of (A.31) which is analytic
in Σ and, has the form
V (φ, z) =
0∫
e−Ω0s f
(
ωs + φ, eΩsz)ds−∞
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‖V ‖ C‖ f ‖,
where the norm ‖ · ‖ is deﬁned as in Lemma 13.
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