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The aim of this note is to study the interplay between the Jordan structure of C∗-
algebra and the structure of its abelian C∗-subalgebras. Let Abel(A) be a system of unital
C∗-subalgebras of a unital C∗-algebra A ordered by set theoretic inclusion. We show
that any order isomorphism ϕ : Abel(A) → Abel(B) can be uniquely written in the form
ϕ(C) = ψ(Csa) + iψ(Csa), where ψ is a partially linear Jordan isomorphism between self-
adjoint parts of unital C∗-algebras A and B . As a corollary we obtain that for certain class
of C∗-algebras (including von Neumann algebras) ordered structure of abelian subalgebras
completely determines the Jordan structure. The results extend hitherto known results for
abelian C∗-algebras and may be relevant to foundations of quantum theory.
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1. Introduction
Every unital C∗-algebra A has an important C∗-algebraic invariant, namely, the structure, Abel(A), of its unital abelian
C∗-subalgebras. The system Abel(A) generates A linearly. Moreover, set theoretic union of elements of Abel(A) contains
all normal operators in A. The following natural question arises: To what extent can be some components of operator
algebraic structure of A recovered from the system Abel(A)? In this study we shall be primarily interested in one speciﬁc
manifestation of this general problem: Let Abel(A) be partially ordered by set theoretic inclusion. What functional analytic
structures of A are encoded in the partially ordered set (poset for short) Abel(A)? Recently, this question has been explicitly
formulated in [8,11]. First let us note that there is no hope that full C∗-algebraic structure can be reconstructed from the
poset of abelian C∗-algebras. Indeed, Connes showed in [6] that there is a C∗-algebra A which is not ∗-isomorphic to its
opposite algebra A0. However, in that case Abel(A) and Abel(A0) coincides. This is a noncommutative phenomenon because
it was proved by Mendivil [13] that abelian unital C∗-algebras A and B have order isomorphic posets Abel(A) and Abel(B)
if, and only if, they are ∗-isomorphic. Recently Döring and Harding have shown in the work [8] that two von Neumann
algebras (not having Type I2 direct summand) have order isomorphic structures of unital abelian von Neumann subalgebras
if, and only if, their self-adjoint parts are isomorphic as Jordan algebras. In other words, the order structure of abelian von
Neumann subalgebras determines the Jordan structure of von Neumann algebras. (Our results show that the same is true
when one considers the structure of all unital abelian C∗-subalgebras.) We would like to clarify this interesting interplay
between quite different structures in the more general category of C∗-algebras by presenting a complete description of order
isomorphisms between the posets of abelian C∗-subalgebras. More precisely, suppose that A and B are unital C∗-algebras
with self-adjoint parts Asa and Bsa , respectively. We show that a map ϕ : Abel(A) → Abel(B) is an order isomorphism if, and
only if, there is a (typically unique) quasi-linear Jordan isomorphism ψ : Asa → Bsa such that
ϕ(C) = ψ(Csa) + iψ(Csa) for all C ∈ Abel(A).
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structures of abelian subalgebras to one of the fundamental problems of theory of operator algebras, namely to the problem
of when is a quasi-linear map linear. Our result implies the result of Mendivil [13, Theorem 12] concerning algebras of
continuous functions on compact Hausdorff spaces. Moreover, by deep Generalized Gleason Theorem quasi-linear map is
linear in many important cases. Based on it, we show that for a certain class C of C∗-algebras the order structure of
unital abelian C∗-subalgebras completely determines the Jordan structure. The class C consits of all algebras resulting from
von Neumann algebras without Type I2 direct summand by passing to ideals and quotients. Let us note that our results are
“point free” because they use only the order structure Abel(A) and not the structure connected with elements of subalgebras.
The results obtained are functional analytic analogy of purely algebraic result due to Harding and Navara [11] saying that
orthomodular lattice is determined by its poset of Boolean subalgebras. It generalizes corresponding result of D. Sachs on
Boolean algebras [14].
Apart from their intrinsic mathematical interest, the results obtained may be relevant to recent so-called topos approach
to foundations of quantum theory, initiated by Isham and Butterﬁeld. This theory was developed further by Döring and
Isham (see [5,7] and the references therein). The basic ingredient in this approach is the system of abelian C∗-subalgebras,
Abel(A), the elements of which represent “classical perspectives” of quantum system. From this point of view it is vital to
determine how much information about C∗-algebra A is contained in the structure Abel(A).
The paper is organized in the following manner. In this part we continue with preliminaries and show that every quasi-
Jordan isomorphism induces an order isomorphism between the structures of abelian subalgebras. The second section deals
with abelian C∗-algebras. It was proved in [13] that if A and B are abelian unital C∗-algebras, then Abel(A) and Abel(B) are
order isomorphic if, and only if, A and B are ∗-isomorphic. We show that, in addition, every order isomorphism is induced
by unique ∗-isomorphism. This advance requires more reﬁned ideas combining topological and algebraic arguments. Main
results are presented in the third section. We establish one-to-one correspondence between order isomorphisms of the
structures of unital abelian C∗-subalgebras and quasi-Jordan isomorphisms between self-adjoint parts of the corresponding
algebras. One of the consequences says that order structure of unital abelian C∗-subalgebras of a von Neumann algebra
determines the self-adjoint part of the corresponding von Neumann algebra as a Jordan algebra. Similar result has been
obtained in [8], where the authors consider the structure of abelian von Neumann subalgebras. Their arguments are based
on the fact that von Neumann algebras have plenty of projections. Since this is far from being true for general C∗-algebras
we had to use a different approach. (In fact our arguments are easier when given C∗-algebras have no nontrivial projections
at all.)
Let us recall basic notions and ﬁx the notation. (For the details concerning the theory of operator algebras the author
should consult monographs [12,15,16].) In the sequel H shall be a Hilbert space and Hn be a Hilbert space of ﬁnite di-
mension n. B(H) will denote the C∗-algebra of all bounded operators acting on H . Throughout the paper A shall denote
a C∗-algebra. All C∗-algebras in this note will be assumed to be unital with the unit 1. By Asa we shall denote the self-
adjoint part of A. By a subalgebra of A we shall always mean the C∗-subalgebra of A that has the same unit as A. Given
x1, . . . , xn ∈ A, the symbol C∗(x1, . . . , xn) will stand for the subalgebra of A generated by elements x1, . . . , xn . The order on
Asa is induced by the positive cone {a2 | a ∈ Asa}. The projection in A is a self-adjoint element p such that p2 = p. The
set of all projections in A will be represented by the symbol P (A). P (A) is an ordered structure with the order inherited
from Asa .
Let us recall basic facts of the theory of ordered sets. Let (P ,) be a poset. We say that element x ∈ P covers element
y ∈ P if the following holds (1) x y (2) x z  y implies that either x = z or y = z. If (P ,) admits a smallest element,
usually denoted by 0, then atoms (or minimal) elements are elements of P covering 0. By [x, y] we shall denote the set
{z ∈ P | x z y}. An order isomorphism ϕ between posets P1 and P2 is an injective and surjective map ϕ : P1 → P2 that
preserves order in both directions.
Our interest lies primarily in the following ordered structure. The symbol Abel(A) will stand for the set of all abelian
C∗-subalgebras of A. We shall study ordered structure (Abel(A),⊂), where ⊂ is the inclusion relation. This structure is
a semilattice in the sense that inﬁmum of an arbitrary subset in Abel(A) exists and it is given by the intersection of all
algebras in question. Two subalgebras C1,C2 ∈ Abel(A) admit a supremum in Abel(A) if, and only if, the algebras C1 and C2
mutually commute. The algebra consisting of multiples of the identity is the smallest element of Abel(A). Let A and B be
C∗-algebras. A mapping ϕ : Abel(A) → Abel(B) is said to be isomorphism if it is an order isomorphism.
Let B be a C∗-algebra. Jordan homomorphism is a linear map ψ : Asa → Bsa satisfying ψ(x2) = ψ(x)2 for each self-adjoint
x ∈ Asa . The Jordan product, ◦, is deﬁned on Asa by
x ◦ y = 1
2
(xy + yx).
Jordan homomorphisms are linear maps preserving Jordan product. Injective and surjective Jordan homomorphisms are
called Jordan isomorphisms. Let us note that any Jordan isomorphism is an isometry. A map (not necessarily linear)
ψ : Asa → Bsa is called quasi-Jordan homomorphism if ψ restricts to a Jordan homomorphism on every Csa , where C is
an abelian subalgebra of A. A quasi-Jordan isomorphism is a bijection ψ between Asa and Bsa such that both ψ and ψ−1 are
quasi-Jordan homomorphisms. A map between C∗-algebras is called unital if it preserves the unit.
Unital quasi-Jordan isomorphism induces naturally an isomorphism between the structures of abelian subalgebras.
J. Hamhalter / J. Math. Anal. Appl. 383 (2011) 391–399 393Proposition 1.1. Let A and B be C∗-algebras and ψ be a unital quasi-Jordan isomorphism between Asa and Bsa. Then the map
ϕ : Abel(A) → Abel(B) deﬁned by
ϕ(C) = ψ(Csa) + iψ(Csa), C ∈ Abel(A),
is an isomorphism.
Proof. Let C ∈ Abel(A). Deﬁne a map ψ˜C on C by letting ψ˜C (a + ib) = ψ(a) + iψ(b) for all self-adjoint a and b in C . Then
ψ˜C is a ∗-homomorphism. Indeed, for all a,b, c,d ∈ Csa we have
(a + ib)(c + id) = a ◦ c − b ◦ d + i(a ◦ b + b ◦ c).
As ψ˜C preserves the Jordan product (and is linear on C ) we see that
ψ˜C
[
(a+ ib)(c + id)]= ψ˜C (a + id)ψ˜C (c + id).
It is clear that ψ˜C ((a + ib)∗) = ψ˜C (a − ib) = (ψ˜C (a + ib))∗ . Moreover, ψ˜C is a ∗-isomorphism. Indeed, let us take x ∈ C with
ψ˜C (x) = 0. Then
0= ∥∥ψ˜C (x)∥∥2 = ∥∥ψ˜C (x∗)ψ˜C (x)∥∥= ∥∥ψ˜C (x∗x)∥∥2 = ∥∥x∗x∥∥2 = ‖x‖2,
and so x = 0. Therefore, ψ˜C maps C onto an abelian subalgebra ψ˜C (C) = ψ(Csa) + iψ(Csa). Hence, ϕ is a map of Abel(A)
into Abel(B) preserving the order. Moreover, applying the same arguments to ψ−1 we infer that ϕ is an isomorphism of
Abel(A) onto Abel(B). 
We say that an isomorphism ϕ : Abel(A) → Abel(B) is induced by a unital quasi-Jordan isomorphism ψ : Asa → Bsa , if
ϕ(C) = ψ(Csa) + iψ(Csa) for all C ∈ Abel(A).
Let us remark that it may happen that there are two different quasi-Jordan isomorphisms inducing the same isomorphism
between the structure of abelian subalgebras. Indeed, let us consider the algebra A =C⊕C. It is a two-dimensional abelian
C∗-algebra having two elements in Abel(A), namely the whole algebra and the algebra spanned linearly by the identity
element. The identity map is the only isomorphism mapping Abel(A) onto itself. However, it is induced by two Jordan
isomorphisms – the identity map and the isomorphism exchanging the one-dimensional direct summands in A. Another
example of this kind is the algebra A = B(H2). In this case any element of Abel(A) is either a one-dimensional space
generated by the unit or a two-dimensional subalgebra generated by some one-dimensional projection in B(H2). Two dif-
ferent maximal abelian subalgebras of B(H2) have the intersection consisting of multiples of the identity only. Therefore
any collection of ∗-automorphisms acting on maximal abelian subalgebras independently gives a quasi-Jordan isomorphism
mapping B(H2) onto itself that is inducing the identity on Abel(B(H2)).
2. Abelian case
It has been shown by F. Mendivil in [13] that if two abelian C∗-algebras have isomorphic structures of their C∗-
subalgebras then there are ∗-isomorphic. We deepen this result by showing that any lattice isomorphism between structures
of subalgebras of abelian algebras is induced by a ∗-isomorphism of the corresponding C∗-algebras. Moreover, we show that
the ∗-isomorphism inducing given lattice isomorphism is uniquely determined for almost all abelian algebras. Let us note
that if A is abelian, then Abel(A) is in fact the system of all subalgebras of A. Hence, Abel(A) is a complete lattice. Con-
sequently, any ∗-isomorphism ϕ : Abel(A) → Abel(B), where A and B are abelian, is a map preserving all suprema and
inﬁma. We start with preliminaries on abelian C∗-algebras. First of all, let us recall that any unital abelian C∗-algebra is
isomorphic to the algebra C(X) of all continuous functions on a compact Hausdorff topological space X . For this reason
we shall formulate all results in the language of function algebras. Let X be a compact Hausdorff space. There is a one-
to-one correspondence between closed ideals in C(X) and closed sets in X sending each closed set F ⊂ X to the ideal
I F = { f ∈ C(X) | f vanishes on F }. Observe that I F ⊂ IG if, and only if, G ⊂ F . By an ideal algebra we shall mean a subal-
gebra of C(X) generated by an ideal I of C(X) and the unit 1. Such an algebra shall be denoted by 1 + I . In view of the
characterization of ideals each proper ideal subalgebra is uniquely determined by a closed set. More precisely, every proper
ideal subalgebra is of the form
CF = 1+ I F =
{
f ∈ C(X) ∣∣ f is constant on F},
where F is a (unique) closed subset of X having at least two points. Suppose now that A is a C∗-subalgebra of C(X). We
shall consider equivalence relation, ∼A , on X given by A in the following way:
x∼A y ⇐⇒ f (x) = f (y) for all f ∈ A.
By [x]A we denote the corresponding equivalence class of x ∈ X . Let us note that any such set is closed. The following
proposition is a reformulation of a well known characterization of subalgebras of C(X).
394 J. Hamhalter / J. Math. Anal. Appl. 383 (2011) 391–399Proposition 2.1. For any C∗-subalgebra A of C(X) we have
A = { f ∈ C(X) ∣∣ f is constant on every [x]A, where x ∈ X}.
Proof. Introducing a quotient topology on the set of equivalence classes {[x]A | x ∈ X} we obtain a compact Hausdorff space
Y and the canonical quotient map
q : X → Y ; x → [x]A.
It is known (see e.g. [17, Proposition 5.1, p. 92]) that
A = {g ◦ q ∣∣ g ∈ C(Y )}.
It follows that each element of A is a function constant on the above deﬁned equivalence classes. Conversely, let us now
take a function f ∈ C(X) that is constant on [x]A for every x ∈ X . Deﬁne the function g on Y by setting
g
([x]A)= f (x), x ∈ X .
Then g is well deﬁned and continuous. As f = g ◦ q, we have that f ∈ A. 
Let us note that for CF the set of equivalence classes is {F , {x} | x ∈ X \ F }.
Proposition 2.2. Every subalgebra of C(X) is an intersection of ideal algebras.





In order to prove the main result of this section we shall need some topological considerations. Given Hausdorff topo-
logical space X we shall denote by F(X) the set of all closed subsets of X with cardinality at least two. We shall study
this structure ordered by set inclusion. Let us recall that if X is a compact space of cardinality at least two then there is a
one-to-one correspondence between proper ideal subalgebras of C(X) and elements of F(X) reversing the order.
Theorem 2.3. Let X and Y be compact Hausdorff spaces. Suppose that X is not singleton. Let
ψ : F(X) → F(Y )
be an order isomorphism. Then there is a homeomorphism
τ : X → Y ,
such that
τ (F ) = ψ(F ) for all F ∈ F(X). (1)
Proof. Since the result is obvious when X consists of ﬁnitely many (isolated) points, we can restrict to the case when X
is inﬁnite. We shall construct the value of τ for isolated and non-isolated points of X separately. Suppose ﬁrst that x ∈ X
is not isolated. Let O(x) denote the set of all open neighbourhoods of x. As x is not isolated, we have that O ∈ F(X)
for each O ∈ O(x). We shall prove that ⋂O∈O(x) ψ(O ) contains exactly one point. To this end, let us observe that the
system {O | O ∈ O(x)} enjoys the ﬁnite intersection property. Indeed, if O 1, . . . , Ok ∈ O(x), then O 1 ∩ · · · ∩ Ok is an open
neighbourhood of x, and so
O 1 ∩ · · · ∩ Ok ⊃ O 1 ∩ O 2 ∩ · · · ∩ Ok ∈ F(X).
The fact that ψ is an order isomorphism implies that the system {ψ(O ) | O ∈ O(x)} has the ﬁnite intersection property. By




ψ(O ) = ∅.
Suppose now that there are two different points y1, y2 ∈ Ix . Then {y1, y2} ∈ F(Y ) and ψ−1{y1, y2} is contained in each O ,
where O ∈ O(x). However, ⋂O∈O(x) O = {x}, which is a contradiction. In conclusion, the intersection Ix is a singleton set.
Deﬁne τ (x) such that Ix = {τ (x)}.
Let us now turn to the case when x is isolated point. Then X \ {x} is in F(X) and X covers X \ {x}. The same must hold
for Y (= ψ(X)) and ψ(X \ {x}). In other words, there is point y ∈ Y with ψ(X \ {x}) = Y \ {y}. Put τ (x) = y.
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regularity of compact spaces, that F is the intersection of the sets of the form O , where O is an open set containing F . If x
is not isolated point of X , then it follows from the deﬁnition of τ that
τ (x) ∈
⋂
{O |O is open, O⊃F }
ψ(O ) = ψ
( ⋂




(Let us note that, in fact, if x is not isolated, then τ (x) is the only point in the intersection of the system {ψ(F ) | F ∈ F(X),
x ∈ F }.) Suppose now that x is an isolated point and x ∈ F , where F is a closed set of cardinality at least three. Then F can
be written as F = {x} ∪ G , where G ∈ F(X) and x /∈ G . In terms of order, F covers G and this relation is reproduced by ψ . In
general, given H ∈ F(X), the set of all elements in F(X) covering H is the set of all sets of the form H ∪ {z}, where z /∈ H .
Employing these facts we see that there is an element yG ∈ Y \ ψ(G) such that
ψ
({x} ∪ G)= {yG} ∪ ψ(G).
Taking into account that {x} ∪ G, X \ {x} ∈ F(X) and ψ(G) ⊂ Y \ {τ (x)} we have
ψ(G) = ψ[({x} ∪ G)∩ (X \ {x})]= ({yG} ∪ ψ(G))∩ (Y \ {τ (x)})
= ({yG} ∩ (Y \ {τ (x)}))∪ ψ(G).
Since yG /∈ ψ(G) the previous identity implies that
yG = τ (x).
Hence,
ψ(F ) = {τ (x)}∪ ψ(G)
and so τ (x) ∈ ψ(F ). Putting the previous arguments together we can conclude that
τ (F ) ⊂ ψ(F ) (2)
for any F ∈ F(X) with cardinality at least three.
Observe that ψ preserves cardinality of ﬁnite sets. Let us now take x = y in X . We can ﬁnd six-point set F such that
F = {x, y, z,u, v,w}. Then F1 = {x, z,u} and F2 = {y, v,w} are disjoint sets and therefore the intersection ψ(F1) ∩ ψ(F2)
contains at most one point. But, ψ(F ) = ψ(F1) ∪ ψ(F2) is a six-point set, and so ψ(F1) ∩ ψ(F2) = ∅. Using (2) we have
τ (x) ∈ ψ(F1), τ (y) ∈ ψ(F2), which means that τ (x) = τ (y). In other words, τ is injective. Surjectivity of τ follows easily
from its deﬁnition. Employing the same argument for ψ−1 we infer, based on (2), that
τ (F ) = ψ(F )
for all F ∈ F(X) with cardinality at least three. Since any set in F(X) is intersection of two closed sets of cardinality at
least three, we conclude that (1) holds.
By (1) τ is a bijection inducing one-to-one correspondence between closed subsets of X and closed subsets of Y . There-
fore τ is a homeomorphism. 
Now we are ready to prove main result of this section.
Theorem 2.4. Let A = C(X) and B = C(Y ), where X and Y are compact Hausdorff spaces. For any isomorphism
ϕ : Abel(A) → Abel(B)
there is a ∗-isomorphism
ψ : A → B
such that
ϕ(C) = ψ(C) for all C ∈ Abel(A). (3)
Moreover, if A has not dimension 2, then there is only one ∗-isomorphism inducing ϕ .
Proof. First we establish the existence of ψ satisfying (3). Since the one-dimensional case is trivial, we shall assume
that dim A > 2. By [13, Proposition 7], C ∈ Abel(A) is an ideal algebra if, and only if, the interval [C,C(X)] in the lattice
Abel(C(X)) is order isomorphic to the lattice of subalgebras of some abelian C∗-algebra. This lattice theoretic characteriza-
tion of ideal algebras implies immediately that ϕ is a bijection between ideal subalgebras of C(X) and C(Y ), respectively. As
we know, there is a one-to-one correspondence between non-maximal ideals and proper ideal subalgebras, and so ϕ maps
ideal algebras corresponding to non-maximal ideals to the algebras of the same kind. Following notation introduced above
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 : F(X) → F(Y ) in the following way:
ϕ(CF ) = C(F ), F ∈ F(X).
By Theorem 2.3 there is a homeomorphism τ : X → Y such that
τ (F ) = (F ) for all F ∈ F(X).
Let us denote by ψ the corresponding algebraic ∗-isomorphism
ψ : C(X) → C(Y ) : f → f ◦ τ−1.
Then, for every F ∈ F(X) we have:
ϕ(CF ) =
{
g ∈ C(Y ) ∣∣ g is constant on (F )}= {g ∈ C(Y ) ∣∣ g ◦ τ is constant on F}= ψ(CF ).
As any proper C∗-subalgebra of C(X) is intersection of ideal algebras of the form CF , where F ∈ F(X) (Proposition 2.2), it
follows from the preceding identity that
ϕ(C) = ψ(C) for all C ∈ Abel(A).
We shall now verify uniqueness of inducing map. As A has dimension at least three, X has at least three points. Suppose
that ψ1 and ψ2 are two isomorphisms inducing ϕ . Then ψ1 ◦ ψ−12 induces the identity isomorphism of Abel(A). Therefore
the problem of uniqueness of isomorphism ψ in the statement of the theorem can be reduced to the case when ϕ is
identity. Suppose that τ is a homeomorphism of X such that ψ : C(X) → C(X) : f → f ◦ τ−1 induces the identity automor-
phism of Abel(A). Then τ (F ) = F for every closed subset F ∈ F(X). Take x ∈ X . There is a three-point set {x, y, z} ⊂ X . As
{x, y}, {x, z} ∈ F(X) and τ ({x, y}) = {x, y}, τ ({x, z}) = {x, z}, we have that τ (x) = x. 
3. Nonabelian case
We require a few auxiliary results.
Lemma 3.1. C ∈ Abel(A) is an atom in Abel(A) if, and only if, there is a projection p in A different from 0 and 1 such that
C = sp{p,1− p}.
Proof. Any two-dimensional abelian subalgebra of A contains only subalgebra generated by the unit as a proper subalgebra.
Thus such an algebra must be minimal in Abel(A). Conversely, suppose that C is minimal in Abel(A). There is a Hausdorff
compact space X such that C is ∗-isomorphic to C(X). Suppose that there are three different points x, y, z in X . Then C(X)
contains a proper subalgebra { f ∈ C(X) | f (x) = f (y)} that has dimension at least two. This is in contradiction with the fact
that C is minimal. Therefore, for C being minimal it is necessary that its spectrum X is a two-point set. It means that C is
a linear span of a projection p and its orthogonal complement 1− p. 
Lemma 3.2. Let C be a maximal abelian subalgebra of C∗-algebra A and let p be a projection in C . Then dim pCp = 1 if, and only if,
dim pAp = 1.
Proof. Suppose, for a contradiction, that p is a projection in C such that dim pCp = dim pC = 1 and dim pAp  2. Then there
is a positive element x ∈ A, x p such that the set {x, p} is linearly independent. As C decomposes as C = Cp ⊕ (1− p)C ,
we see that x is in the commutant of C . Therefore x ∈ C and so x= xp ∈Cp – a contradiction. 
Proposition 3.3. C∗-algebra A contains a two-dimensional maximal abelian subalgebra if, and only if, A is either isomorphic to C2 or
isomorphic to B(H2).
Proof. Any maximal abelian two-dimensional subalgebra C of A is of the form C = sp{p,q}, where p and q are projections
in A with p + q = 1. By Lemma 3.2 dim pAp = dimqAq = 1. Let A act on a Hilbert space H and let M be a von Neumann
algebra generated by A. By the continuity of multiplication by a ﬁxed element in the weak operator topology we have that
dim pMp = dimqMq = 1 and so p and q are minimal projections in M . Let us denote by c(p) and c(q) the central cover of p
and q, respectively. Then c(p) and c(q) are minimal projections in the centre Z(M) of M (see e.g. [12, Proposition 6.4.3,
p. 420]). Therefore either c(p) = c(q) or c(p)c(q) = 0. In the former case c(p) = 1 and so M = c(p)M is a Type I factor
whose unit is the sum of two equivalent minimal projections. Therefore M is isomorphic to B(H2). In the latter case the
equality p + q = c(p) + c(q) = 1 implies that p = c(p) and q = c(q). In other words, M is a sum of two one-dimensional
algebras. 
Now we pass to the main result of the paper.
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ϕ : Abel(A) → Abel(B)
be an isomorphism. Then there is exactly one unital quasi-Jordan isomorphism
ψ : Asa → Bsa
inducing ϕ .
Proof. For C ∈ Abel(A) let us denote by ϕC the restriction of ϕ to Abel(C)(⊂ Abel(A)). Note that ϕC is an order isomorphism
between the lattices Abel(C) and Abel(ϕ(C)). If dimC  3, there is by Theorem 2.4 unique unital Jordan isomorphism,
ψC : Csa → ϕ(C)sa , inducing ϕC . We shall denote by ψ˜C its extension to a ∗-isomorphism ψ˜C : C → ϕ(C). Let us recall that
by Proposition 3.3 condition dimC  3 is satisﬁed for every maximal abelian subalgebra C of A. Now we shall investigate
how various ψC match. Suppose that D and E are two maximal abelian subalgebras of A. We shall prove that
ψ˜D = ψ˜E on D ∩ E.
Set C = D ∩ E . If dimC  3 then statement follows from Theorem 2.4. For this reason we shall be dealing with the case
when dimC = 2. (The case dimC = 1 is trivial.) In this case there is a projection p in A different from 0 and 1 such that
C = sp{p,1− p}. Let us ﬁrst observe that it cannot happen that dim pAp = dim(1− p)A(1− p) = 1, for otherwise C would
be a two-dimensional maximal abelian subalgebra of A, which is excluded by the assumption. Our discussion now falls into
the following two cases.
Case 1. dim pAp = 1 and dim(1− p)A(1− p) 2.
By Lemma 3.1 we have that
ϕ(C) = sp{q,1− q},
where q is a projection in B . Then
ψ˜D(C) = ψ˜E(C) = sp{q,1− q}.
The isomorphism ψ˜D maps C onto two-dimensional abelian subalgebra generated by projection ψD(p). We have that
dim pD = 1 and so dim ψ˜D(p)ψ˜D(D) = 1. According to Lemma 3.2
dim ψ˜D(p)Bψ˜D(p) = 1.










Indeed, dim(1 − ψ˜D(p))B(1 − ψ˜D(p)) = 1 would mean that ψ˜D(C) is a two-dimensional maximal abelian subalgebra of B .
In turn, ϕ(D) = ψ˜D(D) = ψ˜D(C) = ϕ(C), and so C = D , which is a contradiction with the fact that dim D  3. Suppose,
without loss of generality, that q = ψD(p). Applying the same reasoning to the map ψE , we obtain that q = ψE (p). In other
words, ψD and ψE agree on Csa .
Case 2. dim pAp  2 and dim(1− p)A(1− p) 2.
In view of Lemma 3.2 there exist positive operators x ∈ D and y ∈ E such that x p, y  1− p, and {p, x}, {1− p, y} are
linearly independent. Then V = C∗(1, p, x) and W = C∗(1, p, y) are elements of Abel(A) with dimensions at least three. Put
further U = C∗(1, p, x, y) ∈ Abel(A). By Theorem 2.4
ψV (p) = ψD(p) ψW (p) = ψE(p).
But the inclusions V ,W ⊂ U means by Theorem 2.4 that
ψV (p) = ψW (p) = ψU (p).
We can conclude again that ψD = ψE on C .
Let us now deﬁne the map ψ . If x ∈ A is self-adjoint, then we put
ψ(x) = ψC (x),
where C is an arbitrary maximal abelian subalgebra of A containing x. By the previous argument, the deﬁnition does not
depend on the maximal abelian subalgebra C chosen, because each maximal abelian algebra contains with x the abelian
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algebra of A. It is also apparent that ψ maps Asa onto Bsa . We shall verify that ψ is one-to-one. For this suppose that




)= C∗(1,ψ(x))= C∗(1,ψ(y))= ϕ(C∗(1, y))
and so
C∗(1, x) = C∗(1, y).
Hence, x and y commute and since ψ is injective on all self-adjoint parts of abelian subalgebras of A we conclude that
x= y.
Let C ∈ Abel(A). Then C is contained in some maximal abelian subalgebra. For this reason
ϕ(C) = ψ(Csa) + iψ(Csa).
We have proved that ϕ is induced by ψ . Applying the same arguments to ϕ−1 that is induced by ψ−1 we conclude that ψ
is a unital quasi-Jordan isomorphism.
As far as the uniqueness of ψ is concerned, the proof can be reduced, as in the proof of Theorem 2.4, to the case when
ϕ : Abel(A) → Abel(A) is identity. Let ψ be a unital Jordan quasi-isomorphism inducing identity isomorphism of Abel(A). Let
us take x ∈ Asa and consider a maximal abelian subalgebra C such that x ∈ C . By Theorem 2.4, ψ is an identity on Csa and
so ψ(x) = x. 
A map ψ : Asa → X , where X is a normed space, is called quasi-linear if ψ(x + y) = ψ(x) + ψ(y) whenever x and y
commute. We say that quasi-linear map is bounded if it is bounded on the closed unit ball. An easy example of an algebra
B(H2) shows that not all complex-valued quasi-linear maps are linear. The following open problem has been standing for
many years: Is every bounded quasi-linear complex valued function on a C∗-algebra without quotient isomorphic to B(H2)
linear? They are deep positive solutions to quasi-linearity problem for some special cases. Haagerup proved in [9] that
quasitraces on unital exact C∗-algebras are linear. There is an important result by Bunce and Wright [3] which shows that if
A is a unital C∗-algebra with no quotient onto 2× 2 matrices, then a quasi-linear map from A to the scalars is a bounded
linear functional if, and only if, it is uniformly weakly continuous on the closed unit ball. The same authors then proved
that a quasitrace on a unital C∗-algebra is linear if, and only if, it is weakly uniformly continuous on the closed unit ball
[4]. Despite this progress, the relationship between linearity and quasi-linearity is not clear in the realm of C∗-algebras. In
contrast to this, the situation for von Neumann algebras has been clariﬁed completely. After a considerable effort of many
authors (see [1], [10, Chapter 5], and the references therein) it has been proved by Bunce and Wright [1] that quasi-linear
maps are in fact linear for almost all von Neumann algebras. In subsequent development the following deep result was
obtained by Bunce and Wright in [2].
Theorem 3.5 (Generalized Gleason Theorem). Let M be a von Neumann algebra with no direct summand of Type I2 and X be a Banach
space. Let C∗-algebra A be a quotient of a norm closed two-sided ideal I in M. Suppose that ψ is a quasi-linear map on Msa with
values in X that is bounded on the unit ball. Then ψ is linear.
We have seen that if C∗-algebras have isomorphic structure of abelian subalgebras, then there is a quasi-Jordan isomor-
phism between their self-adjoint parts. Using Generalized Gleason Theorem we obtain the following corollary.
Corollary 3.6. Let M be a von Neumann algebra without Type I2 direct summand. Let C∗-algebra A be at least three-dimensional
quotient of an ideal algebra 1 + I , where I is a two-sided norm closed ideal of M. Let B be a C∗-algebra. For each isomorphism
ϕ : Abel(A) → Abel(B) there is a unique Jordan isomorphism ψ : Asa → Bsa inducing ϕ .
This result says that if two von Neumann algebras without Type I2 and two-dimensional direct summand have isomor-
phic structures of abelian subalgebras, then their self-adjoint parts are Jordan isomorphic. Moreover, there is a one-to-one
correspondence between order isomorphisms of structures of abelian subalgebras and Jordan isomorphisms.
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