ABSTRACT Summary: This paper describes a stand-alone application for estimating the 3 0 to 5 0 ratio by fitting a mixed effects model to the interior pixel intensities of perfect match probes for selected control probe sets from an Affymetrix Ã .DAT file. The effectiveness of this method was demonstrated previously by an application of the method to two microarray datasets for which external verification of RNA quality was known. This application provides a more objective assessment of sample quality in that both a point estimate and 95% confidence interval about the 3 0 to 5 0 ratio are provided.
INTRODUCTION
Affymetrix eukaryotic GeneChips include probe sets that interrogate both the 3 0 and 5 0 ends of selected transcripts. Once a sample has been hybridized to an Affymetrix GeneChip, probe set expression summaries are obtained and the ratios of the 3 0 to 5 0 signal intensities are calculated for each internal control gene, as a quality assessment demonstrating the degree to which the gene was transcribed (Affymetrix, 2001) . Many have recommended that the 3 0 to 5 0 ratio of internal control genes be less than some predetermined threshold, such as 3. A large 3 0 to 5 0 ratio is considered to be indicative of a problem during RNA extraction, cDNA synthesis reaction and/or IVT/Biotin labeling reaction steps.
Recently, the use of mixed effects models were proposed for estimating the 3 0 to 5 0 ratio, which permits estimation of a confidence interval about the point estimate of interest (Archer et al., 2006) . This model uses the interior pixel level data from the resulting Ã .DAT file and takes into account the correlation structure of the probes within probe sets, and probe sets interrogating the same transcript. As described previously, since pixel level intensities share the same level of a classification factor, the mixed effects models is
where y ijklm represents the log 2 signal intensity for the ith interior pixel (i ¼ 1, 2, . . . , P), jth end of the transcript (j ¼ 1, 2), kth gene (k ¼ 1, 2, 3), lth probe set (l ¼ 1, 2, . . . , 6) and mth probe
The terms in the model are described as follows:
m represents the overall mean; a j represents the fixed effect associated with the jth end of the transcript; g lðkÞ represents the effect associated with the lth probe set nested within the kth gene; d mðklÞ represents the random effect of the mth PM probe nested within the lth probe set nested within the kth gene; x klm represents the log 2 transformed percent GC content for the mth probe; represents the regression coefficient associated with the log 2 transformed percent GC content; and « iðjklmÞ represents the error for the ith pixel and are assumed to be $ Nð0‚s 2 Þ, and « iðjklmÞ and « iðj 0 klmÞ are correlated.
The nested effects, g lðkÞ and d mðklÞ , are treated as random effects and assumed to be normally distributed and independent of each other and of « iðjklmÞ . The variance-covariance structure is such that the k genes are independent, but covariance of probes and probe sets within the same gene is allowed. The group covariance structure used was compound symmetry. The effectiveness of this method was demonstrated previously by application of the method to two microarray datasets for which external verification of RNA quality was known (Archer et al., 2006) . The following control probe sets on the Affymetrix HG-U133A and HG-Focus GeneChips that interrogate GAPDH, b-actin, and ISGF were used: AFFX-HUMGAPDH/M33197_3_at, AFFX-HUMGAPDH/M33197_5_at, AFFX-HSAC07/X00351_3_at, AFFX-HSAC07/X00351_5_at, AFFX-HUMISGF3A/M97935_3_at, and AFFX-HUMISGF3A/M97935_5_at. Under conditions of good quality RNA, the confidence interval about the 3 0 to 5 0 ratio should include 1; under conditions of poor quality RNA, the confidence interval will not include 1.
This paper describes a stand-alone application, which extracts the interior pixel level data from an Affymetrix Ã .DAT file and fits the mixed effects model described in Equation 1. This application provides a more objective assessment of sample quality in that both a point estimate and 95% confidence interval about the 3 0 to 5 0 ratio are provided.
IMPLEMENTATION
The application is written in Microsoft Visual C++ and additionally accesses the R programming environment (R Development Core Ã To whom correspondence should be addressed. 
Export interior pixel intensities from DAT file to TXT file
To create a text file containing the interior pixel level intensities from the user-selected control probe sets, the instructions are as follows:
(1) Click 'Browse' to specify the directory containing the DAT file of interest.
(2) Select the DAT file from the drop down menu labeled 'DAT File'.
(3) Choose the control probe sets from the given GeneChip by selecting then transferring them individually by clicking on the 'Select >>' button. To delete a selected probe set, click 'Clear' next to the corresponding probe set. Note: once the 3 0 probe set is selected, its corresponding 5 0 probe set will be automatically entered.
(4) Click 'Export' to create the TXT file with the extracted interior pixel level intensities to the same directory containing the DAT file. In the event that DAT files are changed, the resulting TXT file additionally includes the creation date and time to aid in proper file identification.
Analyze pixel data from existing TXT file
Once a TXT file has been extracted, the user can always fit the mixed effects model using this application by uploading the TXT file and selecting the 'Analyze' button. The specific instructions are as follows:
(1) Click 'Browse. . .' to specify the folder that contains the TXT file.
(2) Type the file name in the box next to the 'Analyze' button. Export and analyze pixel data from DAT file Most often, users will want to use the application to both export the pixel level data and perform the analysis. The process one should follow is the same as that for Export interior pixel intensities from DAT file to TXT file with the exception that in step 4, the user should select the 'Export and Analyze' button. This causes the program to first extract the interior pixel level intensities from each perfect match (PM) probe belonging to the selected control probe sets. Thereafter, the lme function in the R nlme library (Pinheiro and Bates, 2006 ) is called which fits the mixed effects model described. The resulting output is the point estimate and 95% confidence interval for the 3 0 to 5 0 ratio. As recommended in the paper, any interval not overlapping 1 may be indicative of a poor sample quality.
Two changes are noted between the initial study and the software application described in this paper. First, the initial study fit the mixed effects models using Proc Mixed in The SAS System while the current implementation uses the lme function in the R programming environment. The two software implementations estimate the degrees of freedom and variance somewhat differently. For a linear combination L of fixed effects estimatesâ a, the SAS Proc Mixed procedure computes the degrees of freedom corresponding to the degrees of freedom of the contrast variance L 0 varðâ aÞL, and various options, such as DDFM ¼ SATTERH can be used to approximate the degrees of freedom (Fai and Cornelius, 1996) . The R lme function calculates the degrees of freedom as K À 1 where K is the number of genes included in the model. Therefore, the confidence coefficient used by R lme is larger than that used by SAS Proc Mixed.
Second, in the initial study probes that were not sequence verified (Mecham et al., 2004) were eliminated from analysis. To more widely disseminate this application, we have omitted the sequence verification step. Due to these two changes, the point estimates differ somewhat, although the conclusions based on the estimated confidence intervals are essentially the same for each GeneChip, as reported in the initial study (see Table 1 for comparisons).
SUMMARY
Due to the labile nature of RNA, verification of sample quality is an important aspect of the microarray experimental process (Auer et al., 2003; Dumur et al., 2004) , particularly since conclusions drawn from statistical analyses of microarray data from poor quality samples could yield misleading findings. The application in this paper provides an inferential method for assessing the quality of a hybridized sample. Table 1 . Estimated 3 0 to 5 0 ratio and (95% confidence interval) for two representative ovarian GeneChips using AFFX control probe sets and Gene as block, were log 2 percent GC content was included as a fixed effect and the model was fitusing (A) SAS Proc Mixed excluding probes not sequence verified, (B) SAS Proc Mixed using all probes, and (C) R lme function using all probes. 
