Abstract. We investigate the numerical solution of a boundary control problem with elliptic partial differential equation by the hp-finite element method. We prove exponential convergence with respect to the number of unknowns for an a-priori chosen discretization. Here, we have to prove that derivatives of arbitrary order of the solution are in suitably chosen weighted Sobolev spaces. Numerical experiments confirm the theoretical findings.
Here, Ω is a polygonal domain in R 2 . The sets Γ N and Γ D are disjoint subsets of the boundary Γ := ∂Ω. The precise requirements on the data of this problem can be found in section 2. The control problem is discretized by the hp finite element method (hp-FEM). Its principal feature is that in each refinement step both element size and local polynomial degree may change. For a detailed introduction we refer to the monographs [13, 18, 27] . In order to achieve optimal performance, in hp-FEM solution of PDEs are approximated by polynomials with high degree on large elements in regions of smoothness, whereas small elements of low polynomial degrees are used in regions of non-smoothness. A thorough study of regularity of solutions to elliptic PDEs is, therefore, inevitable to take advantage of this idea. The beauty of higher order discretization techniques is the fast convergence with respect to the number of unknowns N . It was first shown in [4, 5] that exponential convergence can be obtained under sufficiently smooth data and geometric mesh refinement. This seminal result is generalized in [23] to singularly perturbed equations. The fast error decay is proved by the approximation properties of functions from special countably normed spaces on geometric meshes. These function spaces properly describe the solutions near the vertices of the domain to capture corner singularities. In this paper, we extend the regularity to the control problem under consideration, which relies on a special treatment of switching points of the optimal control. This allows then to prove exponential convergence with respect to the number of unknowns.
High order methods for optimal control problems are far less applied to optimal control problems than the traditional h-FEM. For integral control constraints, spectral ( [12] ) and adaptive hp-methods ( [11, 15] ) have been analyzed. We mention [9, 10] where the boundary concentrated FEM of [19] was successfully applied to optimal control problems. Much more work was devoted to analyze h-FEM for optimal control problems. Error estimates for Neumann boundary control problems can be found for instance in [2, 3, 17, 22] . In these works, algebraic error decay with respect to the mesh size h and the number of unknowns N is obtained. The aim of this paper is the proof of exponential convergence of the hp-FEM applied to the control problem. In order to apply known approximation results, we first have to prove analytic regularity of the optimal variables u * , y * (and the adjoint q * ). We will show that they belong to the countably normed space B 3/2 β (Γ, C u , γ u ) and B 2 β (Ω, C, γ) of [5, 6] , respectively. This makes approximation results of hp-FEM applicable and leads to new error estimates for the optimal control and state. The exponential convergence proof relies on a special a-priori choice of the mesh and the distribution of polynomial degrees. In the analysis, we assume that we know the switching points of the optimal control u * a-priori. The numerical experiments suggest that an a-posteriori detection of switching points can be devised that still leads to exponential convergence. The theoretical explanation of this observation is subject to future work. The paper is organized as follows. In section 2 we provide a rigorous formulation of the control problem along with the weighted function spaces that are necessary to describe the regularity of solutions of (P). Section 3 deals with local regularity results on balls and half balls. Afterwards, we establish global regularity of the optimal variables in Theorem 3.16 by localizing the domain Ω with a special covering by balls, cf. Lemma 3.2 On each ball, the local regularity results can be exploited. The discretization is described in section 4. Here, we establish exponential convergence of the hp-FEM for optimal control problems on geometric meshes in Theorem 4.9. Finally, numerical examples are presented in section 5, which confirm our theoretical findings. In the proof of analytic regularity, we rely on the technique of [23, chapter 5] . However, the results of [23] are not directly applicable, as parts of the data in the optimality system have unknown regularity, e.g., the optimal control u * appears in the boundary condition of the state equation. We were not able to prove the global regularity by bootstrapping known global regularity results, because passing from local to global estimates (and vice versa) yields an uncontrollable blow-up of constants . This problem is overcome by proving the analytic regularity for optimal control problems on half-balls, which simultaneously yields regularity of optimal control, states, and adjoints.
Preliminary results.

Function spaces.
Let Ω ⊂ R 2 be a polygonal domain with boundary Γ := ∂Ω. The boundary is split into a Dirichlet and Neumann part, denoted by Γ D and Γ N , respectively. The boundary may be partitioned into l straight line segments Γ i , i = 1 . . . l. Each line segment either belongs to Γ D or to Γ N . We denote the end-points of these segments by X 1 , . . . , X l , and set X := {X 1 , . . . , X l }. Furthermore, it holdsΓ i ∩Γ i+1 = X i with the convention Γ l+1 := Γ 1 . As usual, we denote by L p (Ω) the set of p-times integrable functions for 1 ≤ p < ∞ and by L ∞ (Ω) functions which are essentially bounded. The Sobolev space H k (Ω) comprises all functions in L 2 (Ω) whose k-th weak derivative is square integrable. We use the notation D . It is well known that the bounded trace operator
is continuous, see [1, 16] . This allows us to treat homogeneous boundary conditions, and we define
Let us define the weighted Sobolev spaces. To this end, let V ⊂ Γ be a finite set that satisfies X ⊂ V. The points in V will be denoted by X 1 , . . . , X m ∈ Γ. Let β ∈ R m be a multi-index satisfying β = (β 1 , . . . , β m ) ∈ (0, 1), where the inclusion is understood component-wise. Let us set for x ∈ Ω, p ∈ Z,
Here, the expression |x − y| = dist(x, y) denotes the Euclidean distance between two points. Furthermore, we denote by H l,l β (Ω) the completion of C ∞ (Ω) with respect to the norm
For controlling the derivatives near the vertices of the domain, we introduce the countably normed space
The space of traces of B 2 β (Ω, C, γ) functions is defined by
Let us remark that the embedding H 2,2
For an intrinsic characterization of trace spaces we refer to [6] .
The optimal control problem. Let us define the operators
The admissible set is determined by two box constraints u a , u b ∈ L 2 (Γ N ) with u a ≤ u b , and we define
Then the optimal control problem can be written as
In order to ensure unique solvability of the equation Ay = Bu and solvability of (P), we stipulate that the following assumptions are fulfilled. The parameter ν is supposed to be positive, ν > 0. For obtaining analytic regularity results, we need to pose strong regularity assumptions on the differential operator A and the data f, y d , u a , u b .
Assumption 2.1. We assume that D is symmetric and positive definite on the whole domain, i.e., there exists λ min > 0 such that for all x ∈ Ω it holds ξ T D(x)ξ ≥ λ min |ξ| 2 for all ξ ∈ R n . Moreover, the coefficients of the differential operator A are assumed to be analytic on Ω with constants C D , γ D , C c , and γ c > 0 such that for all p ∈ N 0 
for a given multi-index β ∈ (0, 1) and the weight function r X , i.e., for p ≥ 0
The assumptions on the control bounds imply that u a , u b ∈ B 3/2 β (Γ N , C, γ). Remark 2.3. In the following investigations, it will be necessary to work with the weight function r V from above, which satisfies r V ≤ r X on Ω. Hence, Assumption 2.2 implies that (2.6) remains valid for the weight r V . Remark 2.4. The results of this paper can also be extended to non-homogeneous Dirichlet boundary conditions by a lifting trace argument provided that the boundary values are regular enough.
A-priori regularity.
The following results on existence, uniqueness and first-order necessary conditions are standard (see [28] ). Theorem 2.5. The optimal control problem (P) admits a unique minimizer u * ∈ U ad with associated optimal state y * . Theorem 2.6. The pair (y * , u
(Ω) × U ad is a solution to Problem (P) if and only if there exists
(Ω) such that the state equation, the adjoint equation
and the variational inequality
are satisfied. Here, ∂ n D denotes the conormal derivative and ·, · L2(Γ N ) denotes the inner product over the given space. The variational inequality (2.8) is equivalent to
where P U ad denotes the L 2 -projection onto the convex set U ad , cf. [28] . The projection representation (2.9) implies that the optimal control inherits regularity from the trace of the adjoint state. This allows to conclude higher regularity of the solution of (P). However, the regularity of the optimal control is also limited by the non-smooth structure of the projection. In general, the optimal control will be at most Lipschitz continuous due to the appearance of kinks at points x ∈ Γ N , where
In the subsequent analysis, we will assume that the set of kinks in the control is finite. Assumption 2.7. We assume that there exists a finite set S of switching points of u * . That is, there exists a finite set S such that u * fulfills one of the equations
If the optimal control u * is continuous, the assumption can be replaced by: the boundary of the active
Continuity is proven in Corollary 3.20 below, whose proof does not depend on Assumption 2.7. The assumption ensures that the amount of points where the control changes from inactive to active behavior (or vice versa) is finite and can be included into the weight function. See [22, Remark 4.1] for an example of a smooth control with infinitely many switching points. Definition 2.8. Define the set V := X ∪ S together with its weight function
Accordingly, the partition Γ = m i=1 Γ i is assumed to be adapted with m ≥ l such that the intersection of two consecutive edges satisfies Γ i ∩ Γ i+1 = X i with X i ∈ V.
3. Analytic regularity. In this section, we will prove regularity of solutions in weighted spaces. The smoothness of the optimal variables is limited by
• the vertices X of Ω, which may cause a blow-up in higher derivatives,
• the projection formula (2.9), which may introduce kinks in the optimal control. Singularities that are caused by these two reasons will be damped with the help of the weight function r, see Definition 2.10. This allows us to prove regularity in the countably normed space B 2 β for a multi-index β ∈ (0, 1). The main result of this section is Theorem 3.16, where global analytic regularity of the optimal variables (u * , y * , q * ) is established. The global regularity result is established by the following strategy.
1. Cover the domain with balls with a finite overlap property. 2. Apply local estimates for interior balls or half balls with boundary conditions. 3. Add up the estimates and obtain global bounds on the derivatives. We will carry out this strategy in the following sections.
3.1.
Covering results related to regularity. We will denote by B r (x) the open ball of radius r > 0 around x ∈ R 2 . Definition 3.1. Let B be a collection of open balls. We say B is a dichotomic with respect to Ω if one of the following two conditions is satisfied for each B ∈ B.
1. B is contained in Ω, i.e., B ∩ Ω = Ω, 2. B ∩ Ω is a half-ball with the same center and radius as B. We will now show the existence of a dichotomic covering of the polygonal domain Ω that helps to resolve singularities of the solution near the vertices X of Ω and S. Moreover, the covering resolves the active and inactive sets: if for a ball B of the covering B ∩ Γ N = ∅, then it holds either u
Thus, locally on B the optimal control problem has no inequality constraints. The distance that helps to localize the area around vertices is defined as δ := min 1, min Fig. 1 : Domain where a small neighborhood around a vertex X 1 may not be contained in Ω.
The last component of the set in (3.1) is included because straight parts Γ i of the boundary may have arbitrarily small distance to points X ∈ V with X ∩ Γ i = ∅. Controlling the mutual distance of points is, therefore, not enough, as Figure 1 illustrates.
Observe that δ > 0 is well defined, since there are finitely many points in V, which each have an opening angle in (0, 2π). Lemma 3.2. Let δ be given by (3.1). For each ε ∈ (0, 1) there exist c ∈ (0, 1/2) depending on the shape of Ω and a countable set B of open balls B i = B ri (x i ), i ∈ N, such that the following conditions hold. C1. The balls B i ∈ B satisfy
Moreover, B is dichotomic with respect to Ω. C2. B covers Ω, i.e., Ω ⊂ ∪ i∈N B ri (x i ). C3. B has finite overlap, which means that there exists N ∈ N such that
C4. The family of stretched ballsB
is dichotomic with respect to Ω and covers Ω with finite overlap, thus also satisfies C2 and C3.
Proof. Let ε ∈ (0, 1) be given. Let us denote by ω the minimal opening angle ω := min Xi∈V {ω i }. Let c ∈ (0, 1/2) and α ∈ (0, arctan(c)) be given by Lemma A.2. In the proof we will use local polar coordinates near vertices X j ∈ V. Let x ∈ Ω with dist(x, X j ) < δ. Then we will denote by (dist(x, X j ), φ(x)) the polar coordinates of x centered at X j ∈ V. We will choose φ(x) as the smaller one of the (positive) angles between the line from X j to x and the two adjacent edges of Ω, leading to φ(x) ∈ (0, ω j /2). We will first construct a covering of Ω by balls centered on Γ and in points with a certain distance to the boundary. To this end, let us define the set of centers by
Finally, we define the cover
Apart from being an uncountable set, the balls in B u satisfy C1 by construction. The dichotomy follows from the dichotomy of the scaled balls, which will be shown below. In order to prove C2, we need to show that the points from Ω \ Ω c are covered. An example of this area is depicted as the shaded set of Figure 2 . First, let x ∈ Ω\Ω c with dist(x, X j ) < δ/4 be given. Suppose that its azimuth angle satisfies φ(x) ∈ (0, α]. Letx ∈ Γ be such that dist(x,x) = dist(x, Γ). We find with the help of tan(α) < c by (A.2a)
Hence, it holds x ∈ B c dist(x,Xj ) (x). Analogously, we can show that points with dist(x, X j ) < δ/4 and φ(x) ∈ (α, 2α) are covered by B u . Second, let x with dist(x, V) ≥ δ/4 be given. Again, letx ∈ Γ be such that dist(x, Γ) = dist(x,x). Let x c be on the ray fromx through x such thatx c ∈ ∂Ω c . Now, if dist(x,x c ) < cδ/4 then x is covered by the ball in B u with centerx c . If dist(x,x c ) ≥ cδ/4 and dist(x, V) ≥ δ/4, then by (A.2b) dist(x,x) = dist(x,x c ) − dist(x,x c ) ≤ sin(2α)δ/4 − cδ/4 < cδ/4, and x is covered by the ball in B u with centerx. It remains to study the case dist(x,x c ) ≥ cδ/4 and dist(x, X j ) < δ/4 for some j. This implies dist(x,x) ≤ (sin(2α) − c)δ/4, and sin(φ(x)) ≤ sin(2α) − c. Using (A.2c), we find
This implies dist(x,x) < c dist(x, X j ), and x is covered by the ball aroundx with radius c dist(x, X j ). Hence, it follows that B u indeed covers Ω. Now, let us argue that balls with stretched radius fulfill the dichotomy C4. Let x ∈ Ω c with dist(x, V) ≥ δ/4. Since dist(x, Γ) ≥ sin(2α)δ/4 > (1 + )cδ/4 by (A.2b), the ball B (1+ )cδ/4 (x) is contained in Ω. Now take x ∈ Γ with dist(x, X j ) < δ/4 and φ(x) = 0. The ballB := B (1+ )c dist(x,Xj ) (x) intersects the sector
on a half-ball with the same radius and center. Since (A.2a) and (A.2b) imply arcsin((1 + )c) < 2α < ω j , the intersection ofB with Ω has the same properties. Analogously, one argues that for φ(x) = ω j the intersection of the stretched ballB with Ω is a half-ball. Moreover, for φ(x) ∈ [2α, ω j /2], the ballB is We will use the covering provided by Lemma 3.2 above to transfer between local and global regularity of functions in weighted spaces. Lemma 3.3. Let B = {B i | i ∈ N} with B i := B ri (x i ) be a covering that satisfies C1, C2, and C3 of Lemma 3.2, for c ∈ (0, 1 2 ), δ given by (3.1). Let a multi-index β ∈ (0, 1) and l ∈ N 0 be given. Define
Then there are positive constants γ and C(i), for i ∈ N, depending only on C f , γ f , andC independent of f such that
β (Ω) be given. Suppose that there are positive constantsc,γ, c(i), for i ∈ N, such that
Then there exist positive constants C f , which depends onc, and γ f , which depends onγ, such that 
Hence, the series in the definition of C(i) is convergent, and we can estimate
The finite overlap property of the covering B yields
Consequently, the series
2 is convergent, and we obtain as above
The definition of C(i) also implies
Now we relate the weight function r(x) to the radius r i to prove (3.3). Let us take B i ∈ B with center x i and radius r i . Assume first that there is X j ∈ V such that dist(x i , X j ) < δ/4. By property C1 of B, we obtain
where we used
and consequently it holds dist(X k , x) ≥ δ/2, which implies by δ < 1 that
Define |β| := m k=1 β k . By construction of β , we have β i = β j . Using the lower bounds from above, we can estimate
where we set
Secondly, assume that dist(x i , X j ) ≥ δ/4, for all x j ∈ V. Property C1 of the covering yields r i = c δ 4 . Then we obtain as above for j = 1 . . . m
Using the definition of r and the inequality (1 − c)
Now, inequalities (3.6) and (3.7) constitute lower bounds of r(x) in terms of r i , where x ∈ B i . Definẽ
Combining (3.5) and (3.8), we find
which proves with the choice γ :
Now let us assume that f ∈ H l,l β (Ω) satisfies (3.4). To prove the claim, we first derive upper bounds of r(x) in terms of r i for x ∈ B i . For x ∈ B i , we find
If k = j, we exploit that the contribution of dist(X k , x) as a factor in r(x) is bounded by one and, therefore,
Hence with β i = 1, we estimate
Let us define
Then for all x ∈ B i , i arbitrary, it holds
Finally, we obtain
which is the claim if we set
Note that changing from local to global estimates (and vice versa) enlarges the constants γ,γ. Thus, both directions of the result are not exact reverses of each other. Corollary 3.4. Let ε ∈ (0, 1) be given. Let B be the covering given by Lemma 3.2. LetB denote the family of stretched ballsB i , i ∈ N. Let a multi-index β ∈ (0, 1) be given. Then there is a constant C > 0 such that
for all x ∈B i ∩ Ω and for allB i ∈B.
Proof. This can be proven analogously to the inequality (3.9) in the proof of the previous lemma.
Local regularity.
Due to the results of the previous section, it suffices to prove local regularity results on balls and half-balls. These regularity results hold for domains in R n , although we will only need regularity in R 2 for the optimal control problem. In this section, we follow the exposition of [23] , who uses techniques of [25] . Let us set B R := B R (0) ⊂ R n for R > 0. Moreover, we will work with half-balls B
Let now p, q be integers. Following [23, 25] , we will use the following notation to capture local regularity:
Here, ∇ x means the differentiation in tangential directions x 1 , . . . , x n−1 . The normal derivative ∂ xn is denoted by ∂ y . Hence, N R,p (v) is used to control regularity of tangential derivatives, whereas N R,p,q (v) controls normal derivatives. Estimates of N R,p (v) and N + R,p (v) will be used later in order to prove the global regularity. Controlling terms as N R,p (v) is intimately connected with the analyticity of functions. We mention [26] and also [25, chapter 5.7] . First, let us state a result that allows to estimate N
for all p ≥ −1.
.
By definition of N + R,p and N R,p,q we obtain
The function x → (x + 3)2 −(x+2) is monotonically decreasing for x ≥ 0, it follows
In the case p = −1, we have
3.2.1. Regularity results for optimal control problem on half-balls. In this section, we establish regularity results for optimal control problems on half-balls. Here the control u * acts on boundary Γ R , and it is coupled to the adjoint state with the condition νu * + q * = 0 on Γ R . Thus, these results cover the situation, where the control constraints are inactive. Consequently, this local optimal control problem has no control constraints. Theorem 3.6 (Regularity for local optimality system). Let 0 < R < R ≤ 1 be given. Let the differential operator A fulfill Assumption 2.1 on
Assume that there are positive constants
Then there exist a constant γ > 0 depending only on the constants in Assumption 2.1 and (3.11) and on ν such that y * , q * satisfy for p ≥ −1,
with (3.13)
. Proof. The proof will be given at the end of this section.
The remainder of this section is dedicated to the proof of this theorem. Here, the following steps are important: first we need to prove that weak derivatives of y * and q * of arbitrary order exist. Then regularity of tangential derivatives is proven, which is followed by the proof of regularity of normal derivatives. Let us first cite a result from [23] . In order to state this result, let us define for p ∈ N 0
. Then there exists a constant C B > 0 depending solely on the properties of D and the space dimension, but not on p, F , and G such that any solution
with (3.15)
For p = 0, we have the sharper bound 
Proof. We use the fact that (R −
For p = 0, 1, the same estimate without the term
Proof. The estimate can be established analogously to the proof of Lemma 3.8.
Finally, we need higher regularity of the optimal variables on half balls. Lemma 3.10. Let 0 < R < R ≤ 1 be given. Let the differential operator A fulfill Assumption 2.1 on
) be a solution of the local control problem (3.10) on the half ball B
The proof basically exploits the optimality system (3.10) for a bootstrapping argument
on half balls with decreasing radii.
Proof. Let 0 < R < R . First, we note that for , the optimality system yields u * ∈ H 1/2 (Γ r(1) ). Hence,
r (2) ). As the adjoint equation has smooth boundary data, it follows q * ∈ H 4 (B + r(4) ). Applying the trace operator yields u * ∈ H 3.5 (Γ r(4) ). The assertion then follows by induction and the fact that r(p) ≥ R.
We remark that the result solely proves the regularity. The proof does not offer a way to control norms of derivatives, which will be done in the next Lemma 3.11 below. Lemma 3.11. Let 0 < R < R ≤ 1 be given. Let the differential operator A fulfill Assumption 2.1 on Ω = B + R . Let (u * , y * , q * ) be a solution of the local control problem (3.10) with f and y d satisfying (3.11). Define (3.17)
t ) ≤ 1 with the constant C B from Lemma 3.7. This constant only depends on the data of the problem. Let us prove (3.18) for p = −1. From the definition of N R,p we obtain
Similarly, we can prove N R,−1 (q * ) ≤ C t γ t . Let now p = 0. Using the sharp bound (3.16) of Lemma 3.7 we find (3.20)
. With the help of Assumption 2.1 and (3.11), we estimate
. Inserting these estimates in (3.20) yields by the definition (3.17) of C t and γ t ≥ 1
Using again (3.16), we obtain analogously
We finish by induction. Let p ≥ 1 be given. Suppose (3.18) holds for all p with −1 ≤ p < p. Because of the regularity results of Lemma 3.10 we can apply Lemma 3.7. In combination with the estimates of Lemmas 3.8 and 3.9, we can derive the bound (3.21)
It remains to estimate M R,p (f ), M R,p (cy * ) and S R,p (y * ). By assumption (3.11), we have
By [23, Lemma 5.5.13], we have the following upper bound of M R,p (cy
Let us note that N R,−2 (y * ) does not satisfy the induction hypothesis, rather it holds
. We continue the estimation procedure with (3.23)
. The next step is estimating S R,p (y * ), for its definition we refer to (3.15) . Here, we obtain by Assump-
Hence, we get the following bound
Applying Lemma A.1 yields
Inserting the estimates (3.22), (3.23), (3.24) of M R,p (f ), M R,p (cy * ), and S R,p (y * ) in (3.21) results in
By (3.19), we find
which finishes the prove of the estimate of N R,p (y * ). Let us briefly show the relevant arguments for estimating N R,p (q * ). First, by Lemma 3.7, we obtain for p ≥ 1
By Lemma 3.8, it holds M R,p (y * ) ≤ N R,p−2 (y * ). Analogously to (3.22), (3.23), and (3.24) we can prove
Consequently, the following estimate holds
where in the last step we used that γ t satisfies (3.19) . This finishes the proof of (3.18).
Lemma 3.12. Let 0 < R < R ≤ 1 be given. Let the differential operator A fulfill Assumption 2.1 on
be a solution of the local control problem (3.10) with f and y d satisfying (3.11). Then there exist constants γ 1 , γ 2 > 0 depending only on the constants in Assumption 2.1 and (3.11) and on ν such that y * , q * satisfy for p ∈ N 0 , q ≥ −2, and p + q = −2
with C given by (3.13).
Proof. The proof essentially relies on the proof of [23, Proposition 5.5.2] with Lemma 3.11 as an induction start. Please note that the technique of the proof of [23, Proposition 5.5.2] is independent of the boundary conditions of the local problem. Due to the coupling between y * and q * in the right-hand side of the adjoint equation the induction proof for the estimates of N R,p,q (y * ) and N R,p,q (q * ) has to be performed simultaneously. The only modification of the proof concerns the estimate of the right-hand side y * of the adjoint equation. There, one needs to estimate
for p ≥ 0 and q ≥ 0, whered := D Proof of Theorem 3.6. The claim of the theorem follows from Lemma 3.12 and Lemma 3.5.
Regularity results for coupled state-adjoint systems.
In this section, we briefly formulate regularity on balls and half-balls for the coupled system of state and adjoint equation. First, we consider the situation that the control constraint is active on the normal boundary of the half-ball. Theorem 3.13 (Coupled state-adjoint system -Neumann case). Let 0 < R < R ≤ 1 be given. Let the differential operator A fulfill Assumption 2.1 on Ω = B + R . Let (y * , q * ) solve (3.10a) with the boundary conditions
Then there exist a constant γ > 0 depending only on the constants in Assumption 2.1, (3.11), and (3.28) such that y * , q * satisfy (3.12) with (3.29)
Proof.
We briefly sketch the modifications of the proof compared to the proof of Theorem 3.6 in the previous section. The regularity result of Lemma 3.10 remains valid due to the regularity of the Neumann datum u a . Some estimates in Lemma 3.11 have to be modified to take the boundary data into account: First, from the assumptions it follows ∇u a L 2 (B + R ) ≤ C g , which implies with Lemma 3.7, that N R,0 (y
) holds, compare (3.16) and (3.20) . Second, one can derive the bound
) for all p ≥ 1. Using γ t ≥ γ g /2, this term can be compensated in the induction argument of Lemma 3.11. Thus, estimate (3.17) holds with the modified constant
. The rest of the proof is completely analogous to the proof of Theorem 3.6.
The second regularity result concerns half-balls with Dirichlet boundary. Theorem 3.14 (Coupled state-adjoint system -Dirichlet case). Let 0 < R < R ≤ 1 be given. Let the differential operator A fulfill Assumption 2.1 on Ω = B + R . Let (y * , q * ) solve (3.10a) with the boundary conditions
. Then there exist a constant γ > 0 depending only on the constants in Assumption 2.1 and (3.11) such that y * , q * satisfy (3.12) with (3.31)
The proof is completely analogous to the proofs of Theorems 3.6 and 3.13. One only has to exchange Lemma 3.7 by the analogous result [23, Lemma 5.5.15] for Dirichlet problems. The analogue of Lemma 3.10 only involves the state and adjoint variable and can be proved similarly.
Finally, let us state the result for the case of an interior ball. Theorem 3.15 (Coupled state-adjoint system -interior case). Let 0 < R < R ≤ 1 be given. Let the differential operator A fulfill Assumption 2.1 on Ω = B R . Let (y * , q * ) solve (3.10a) on B R . Assume that there are positive constants
Then there exist a constant γ > 0 depending only on the constants in Assumption 2.1 and (3.11) such that y * , q * satisfy
with C given by (3.31).
Proof. 
Global regularity.
Equipped with the Besicovitch covering of Lemma 3.2, the local estimates on balls and half balls of the previous section, and the correlation of local and global estimates (Lemma 3.3), it is now possible to prove the main result. Theorem 3.16. Let Ω be a polygonal domain. Let Assumption 2.1 be satisfied. Suppose that (u * , y * , q * ) is the solution to (P) and that u * has finitely many switching points as in Assumption 2.7. Then there exist multi-indices β,β ∈ (0, 1) such that for data satisfying Assumption 2.2 with the weight function r of (2.10) there are constants C * , γ * , C u , γ u > 0 such that
holds. The constants C * , γ * , C u , γ u depend only on the data A, f, y d , u a , u b and the domain Ω. The proof will be given at the end of the section. We first start with proving the regularity of y * and q * in weighted H 2 -spaces. Theorem 3.17. Let Ω be a polygonal domain. Let Assumption 2.1 be satisfied. Suppose that (u * , y * , q * ) is the solution to (P) and that u * has finitely many switching points as in Assumption 2.7. Then there exists a multi-index β ∈ (0, 1) such that for data satisfying Assumption 2.2 we have y * , q * ∈ H 2,2 β (Ω). Proof. Recall that we denote the edges of Ω by Γ j , j = 1 . . . m. Let us renumber the vertices in V if necessary to obtain Γ j ∩ Γ j+1 = X j for all j = 1, . . . , m with Γ m+1 := Γ 1 . We split the domain into different (overlapping) parts. The first part is a neighborhood of the corners, consisting of sectors, defined by Ω 0 := ∪ Xj ∈V S j with S j := Ω ∩ B δ/2 (X j ). Here, we need the assumption that the number of switching points is finite. The second part is a covering of the boundary away from the corners. Take ε ∈ (0, 1). Let B be given by Lemma 3.2. Define the index set I by I := {i ∈ N : B i ∩ Ω is a half-ball, dist(x i , V) > δ/4}, and set Ω 1 := ∪ i∈I B i . Then Ω 0 ∪ Ω 1 covers a neighborhood of the boundary. Moreover, we can choose Ω 2 ⊂ Ω such that Ω 2 has positive distance to the boundary and such that it holds Ω = Ω 0 ∪ Ω 1 ∪ Ω 2 . Let us first prove the regularity of the adjoint state q * . 1. Depending on the type of boundary condition on ∂S j ∩ Γ, i.e., homogeneous Dirichlet, Neumann, or mixed boundary conditions, we apply [23, Proposition 5.3.2, 5.4.4, or 5.4.7] and obtain the existence of β j ∈ (0, 1) such that
Here it is important to note that the value of β j only depends on the opening angle ω j at the corner X j and on the coefficient D(X j ).
2. The solution q * is H 2 -regular on the half-balls B i ∩ Ω, i ∈ I, which follows from [23, Proposition 5.5.7 and 5.5.9]. Here, we obtain
Since the balls B i all have the same radius, the estimate is uniform in i ∈ I. Due to the finite-overlapping property, this yields
). 3. The closed set Ω 2 has positive distance to the boundary, and by standard interior regularity, e.g., [14, Theorem 6.2] , it holds
Since Ω = Ω 0 ∪ Ω 1 ∪ Ω 2 , we conclude by the previous bounds q * H 2,2 β (Ω) < ∞. The line of reasoning to prove regularity of y * is very similar, and we only point out the necessary modifications. Assume that Γ j ⊂ Γ N . By the construction of V, the optimal control satisfies on Γ j one of the conditions
Moreover, due to the regularity of q * and the assumptions on u a , u b , the control u * | Γj is the restriction of a function
Analogous results holds if there are mixed boundary condition on S j . For balls B i with
The proof can now be completed as above, and this proves y * ∈ H 2,2 β (Ω). . If X j is a switching point of the optimal control but not a vertex of the domain, then due to the H 2 -regularity on half-balls, we can choose β j > 0 arbitrary. Proof. We have u a , u b , q * ∈ H 2,2 β (Ω) by Assumption 2.2 and Theorem 3.17. Then by the continuity of the embedding H 2,2 β (Ω) → C(Ω), see [7] , and by the projection formula (2.9), we conclude u * ∈ C(Γ N ).
Lemma 3.21. Let (ρ, φ) be polar coordinates centered at the origin. Define S ε (ω) := {x ∈ R 2 | 0 < ρ(x) < ε, 0 < φ(x) < ω} for ω ∈ (0, 2π) and ε ∈ (0, 1). Then there is a constant C = C(ε) > 0 independent of ω such it holds
for all y such that the right-hand side is bounded.
Proof. We use Hardy's inequality in one dimension (see [23, Lemma A.1.6] ) to compute
Lemma 3.22. Let β be a multi-index with β ∈ (0, 1). Then there is a constant C > 0 such that
Proof. Let δ be given by (3.1). Then
Then by the previous Lemma 3. 21 , we obtain
. Combining the estimates on S i for i = 0 . . . m proves the claim. Now, we turn to the proof of Theorem 3.16.
Proof of Theorem 3.16. The goal is to establish estimates of type (3.4) for y * , q * . Then, the result follows from Lemma 3.3.
Step 1: Covering. Let the vertex set V with elements X j be as in Definition 2.10. Let ε ∈ (0, 1) be given. Then by Lemma 3.2 we obtain the countable covering B = {B i , i ∈ N}. Let us denote by r i the radius of the ball B i . LetB i denote the ball with same center as B i and with stretched radiusr i := (1 + ε)r i . SetB := {B i | i ∈ N}. Let the multi-index β be the one of Theorem 3.17 and set
otherwise, with δ as in (3.1).
Step 2: Local estimates of the data. Due to the regularity assumption 2.2 and Lemma 3.3, there exist positive constants γ f , C f (i) for i ∈ N with
Analogously, there are constants
Step 3: Local estimates of the solution. Let B i ∈ B. If on one hand B i is such that B i ⊂ Ω then (y * , q * ) satisfy (3.10a) on B i . Due the construction of the covering, on the other hand (y * , q * ) with u * satisfy (3.10a) on B i with one of the following sets of conditions on B i ∩ Γ: (3.10b)-(3.10c), (3.10b) and (3.27), or (3.30). Thus, we can use the results of Section 3.2 to estimate the regularity of solutions on B i ∩ Ω. We will use these estimates with R :=r i and r := r i . Applying one of the Theorems 3.6, 3.13, 3.14, or 3.15 we obtain for p ∈ N 0
Observe, that we can choose γ independent of the index i. The constant C(i) is a combination of (3.13), (3.29) , and (3.31). Here, we used the inequalities (3.33)-(3.35) to estimate the contributions of the data f , y d , u a , u b . Hence, we obtain
Step 4: Global estimates of the solution. In order to invoke Lemma 3.3, it remains to prove
By the finite overlap propertyB, we find using
Analogously, we obtain
Let us turn to estimate the contribution ofr i ∇y * L 2 (Ω∩Bi) . Using Corollary 3.4 andr i = (1 + ε)r i we find
where in the last step we relied on the finite overlap property ofB. Using Lemma 3.22, yields
Similarly, we can prove
Thus, the convergence
β (Ω, C * , γ * ) for some positive constants C * , γ * .
Step 5: Regularity of u * . To prove the regularity u * ∈ B (Γ i ) with β i ∈ R 2 a multi-index satisfying β i ∈ (0, 1), and k i ∈ {1, 2}, where the value of k i depends on β i , β i+1 . By Corollary 3.20, the optimal control u * is continuous on Γ N . Then, we can apply the extension theorem [6, Theorem 4.3 ] to obtain the regularity u * ∈ B 3/2 β (Γ N , C u , γ u ), whereβ ∈ (0, 1) is a multiindex satisfyingβ i ∈ (β i , 1).
Discretization.
The main result of this section is Theorem 4.9, where we carry over the exponential convergence of hp-FEM (Theorem 4.8) to optimal control problems. Here, we discretize the partial differential equation with the hp-FEM, see, e.g., [13, 27, 18] . Let us briefly describe the discretization. For details on the construction of the hp-meshes that yield to exponential convergence we refer to [4, 27] .
4.1. Approximation on geometric meshes. Definition 4.1. Let τ = {K} be a triangulation of Ω and h K be the diameter of an element K. We say τ is γ-shape regular, if each K is the image of an open, convex reference elementK ⊂ R 2 under a diffeomorphism F K and there is a constant γ > 0 such that
Here, F K denotes the Jacobian. Definition 4.2. Let τ be γ-shape regular mesh, which is 1-irregular, i.e., each edge contains a most one hanging node. If all mappings F K are affine linear, we say that τ is admissible.
(with 0 ≤ i + j ≤ p for meshes consisting of triangles). Then the FE approximation space S p (τ ) is defined as
for all K ∈ τ and all e K ∈ E K
In view of Cea's Lemma, the properties of S p (τ ) determine the numerical accuracy that is achieved by the hp-FEM Definition 4.7. Irregular geometric meshes τ m σ of Ω with m + 1 layers are admissible triangulations which are obtained by linearly mapping a combination of geometric mesh patches to the vertices V ⊂ Ω. The polynomial degree vector p is assumed to be linear on each mesh patch. The possibly remaining part of Ω is meshed with finitely many quadrilaterals of degree |p| ∞ . In our computations we generated such meshes by a refined strategy (see subsection 4.2). Starting with a coarse mesh, in each refinement step an element K is h-refined if it is near to a vertex, otherwise K is p-refined. The approximation error in hp-FEM decays exponentially with respect to the number of unknowns. 
where N := dim(S p (τ )). The constants C, b are independent of N . The proof can be found in [4] or [27, Theorem 4.63] . It is possible to choose σ to maximize the constant b = b(σ), in order to achieve optimal convergence in an asymptotic sense, cf. [4, Remark 1]. All of our numerical experiments were conducted with σ = 0.5. The discrete optimal control problem reads: minimize J(y h , u h ) subject to y h ∈ S p (τ ), u h ∈ U ad and
As the set of admissible controls of the discrete problem coincides with that of the continuous problem, this corresponds to the variational discretization concept of [17] . Theorem 4.9. Let (u * , y * , q * ) be the solution to (P) and (u * h , y * h , q * h ) its numerical approximation. Let the assumptions of Theorem 3.16 be valid. Let τ m σ be a geometric mesh whose polynomial degree vector p is linear with sufficiently large slope α. Then there exist constants C, b, independent of the number of unknowns N = dim(S p (τ )), such that
Proof. Define S := A −1 B, S * := A − * and their approximation S h , S * h arising from the finite element discretization. From [17, Theorem 3.1], we get
. Using Cea's lemma and the error estimate of Theorem 4.8, which is applicable due to the regularity result of Theorem 3.16, we obtain
Observe that
The first addend is nothing but y * − y h H 1 (Ω) and is estimated as above. With the definition of y h , it follows for the second addend
In the last step, we used the Cauchy-Schwartz inequality together with the trace theorem.
Dividing (4.3) by y h − y * h H 1 (Ω) and inserting the result into (4.2) proves the exponential error decay for the state variable. Analogously, a bound for q * − q * h H 1 (Ω) is obtained.
4.
2. Mesh refinement strategy. In our computations the geometric meshes were obtained by suitably refining a given coarse mesh, which consists of quadrilateral elements with polynomial degree equal to one. In each refinement step we either refine a finite element (h-refinement) or increase its polynomial degree (p-refinement).
In the analysis above we assumed that the points of singularity of solutions are known. Singularities arising from the differential equation are known to be confined to the vertices of the domain. Singularities from switching points are features of optimal control problems with inequality constraints. In general the location of switching points is unknown.
Let us describe how we cope with this difficulty. Once the discrete problem on a given mesh is solved, we can compute the switching points of the discrete optimal control u * h . Then we h-refine the elements containing these switching points. In addition, we h-refine their neighbors that are closest to the switching point. If the discretization error is small enough we expect that the switching points of u * are contained in these h-refined elements. In this way, switching points are treated like points where the boundary conditions changes, and we stay consistent with the usual geometric mesh refinement, see [27, chapter 4] . As we expect that the number of switching points stays bounded, the number of geometric mesh patches is finite. Let us emphasize that it is still open under what assumptions these meshes satisfy the requirements of Theorem 4.9.
In addition, elements containing the vertices of the domain or vertices, where the type of boundary condition changes, are h-refined. Elements that are not h-refined will be p-refined. This lead to the characteristic discretization with geometric mesh patches as shown in Figure 4 . As we heavily refine the mesh towards vertices, we speak of vertex concentrated (vc) finite elements, in resemblance of the boundary concentrated FEM (see [19, 10, 9] ), which refines meshes towards the whole boundary. 5.1. Example 1: L-shaped domain. We consider the test problem of [22] . The objective reads
and is a modification of the target function of (P). The elliptic operator is of reaction-diffusion type (D ≡ I, c ≡ 1) on the L-shape domain
Furthermore, ν = 1, u a = −0.55, u b = 0.78. The rest of the data is given in polar coordinates:
with λ = 2/3. It is shown in [22] that the unique solution is given by
The discrete optimal control problem is solved with a semi-smooth Newton method applied to the first order necessary conditions, i.e., the projection formula (2.9). The adjoint q * admits the typical singularity appearing in problems posed on domains with reentrant corners. We have q * ∈ H 1+λ−ε (Ω), [16 
Moreover, u * is continuous and piecewise analytic, which is a sufficient criterion for u * ∈ B 3/2 β (C u , γ u ), cf. [6] . The mixed a-priori a-posteriori refinement strategy from above is launched on an initial mesh consisting of 12 quadrilateral elements of polynomial degree 1. Theorem 4.9 predicts an exponential error decay of the control and state variable in the L 2 -and H 1 -norm, respectively. The numerical results, which are depicted in Figure 5 , reflect this behavior. We point out that the approximation result in Theorem 4.9 was established for a geometric mesh that exactly captures the switching points. However, the mesh patches from the mixed a-priori a-posteriori refinement strategy do not exactly reproduce the geometric meshes as defined in Section 4. The resulting mesh is depicted in Figure 6 . Sometimes, kinks in the optimal control u * h , i.e., points where the active and inactive set meet, move into neighboring elements. The algorithm, therefore, has to make sure that the polynomial degree is kept low in a sufficiently large neighborhood (in practice, two/three elements sufficed) because the projection formula has to be applied. This leads to slightly different mesh patches in the course of successive refinements. In order to provide a detailed error analysis, we list the discretization error for states and adjoints with respect to the energy norm in Table 1 for the different refinement levels. Note that there is no conception of a mesh-size for geometric meshes. In order to numerically investigate the exponential decay, we introduce the experimental exponent of convergence (EEC).
where N 1 < N 2 are the degrees of freedom for two consecutive refinements. The EEC is the numerical approximation for the constant b in Theorem 4.9. The convergence history of Table 1 indicates that the EEC is bounded from below, which supports the exponential convergence result. We close by a comparison on the error decay with respect to the number of unknowns for different mesh refinement strategies. Our hp-strategy can be regarded as uniform refinement techniques because each element is refined. A comparison with uniform h-FEM, therefore, seems to be adequate. We also include the boundary concentrated FEM from [19] , which as been successfully been applied to control problems (see [10, 9] ). There are plenty of strategies which aim at enhancing the speed of convergence for h-FEM, such as mesh grading (see [2, 3] ), extended finite element methods (see the overview article [8] ), and adaptive mesh refinement (h-FEM ad.) based on a-posteriori error estimators (see [20, 21] ). We implemented the last approach with the residual based error estimator of [23] . Only those element whose error is ≥ 50% of the maximal error among the elements, are marked for refinement. The different FEM discretizations are compared in Figure 7 regarding the approximation error with respect to the number of unknowns.
As we would expect, the vc-FEM is superior regarding the approximation quality with respect to the number of unknowns and eventually beats all other strategies. Both vc-and bc-FEM converge faster than uniform h-refinement, 5.2. Example 2: small regularization parameter ν. Last but not least, we show how the algorithm handles a problem with small regularization parameter ν. The test case is adapted from [9] , and we choose The domain is defined as Ω = (0, 1) 2 with Γ N := {x 1 = 0} ∪ {x 2 = 0}. Note that the solution is unknown for this data. For studying the convergence, we use the discrete solution on the finest discretization as a reference solution. The error in the optimal control is estimated through the error of the adjoint variable, which yields an upper bound due to the variational discretization. We used the projected gradient method with an Armijo line search for finding a starting iterate that is within the region of convergence for the semi-smooth Newton method. The coarsest discretization consisted of 16 linear quadrilaterals of polynomial degree 1. The convergence history (see Figure 8 ) and the estimates for the EEC (see Table 2 ) are very similar to the previous example. The optimal control and an exemplary discretization can be found in Figure 9 . We would like to point out that we had to h-refine three elements around the switching point, i.e., the element containing the point and both neighbors. With this modified patch structure the switching points could be captured without spoiling the exponential convergence. 
