The extraction of a digital signature from a video segment in order to uniquely identify it, is often a necessary prerequisite for video indexing, copyright protection and other tasks. Semantic video signatures are those that are based on high-level content information rather than on low-level features of the video stream, their major advantage being that they are invariant to nearly all types of distortion. Since a major semantic feature of a video is the appearance of specific people in specific frames, we have developed a method that uses the pre-extracted output of face detection and recognition to perform fast semantic indexing and retrieval of video segments. We give the results of the experimental evaluation of our method on an artificial database created using a probabilistic model of the creation of video.
INTRODUCTION
A video signature is a reduced dimensionality representation of a video segment that uniquely identifies it. It is almost indispensable for video indexing [1] . In this paper, we will construct such a signature by using semantic information, namely information about the appearance of faces of distinct individuals. We will not concern ourselves with the extraction of face-related information, since ample work has been performed on the subject. Instead we will try to solve the problems of consistency and robustness with regards to face-based indexing, to represent face information with minimal redundancy, and also to find a fast (logarithmic-time) search method.
All works on face-related information for video indexing until now [2, 3, 4, 5, 6] have focused on the extraction of the face-related information and not on its organization and efficient indexing. In effect, they are works on face recognition with a view to application on indexing. In our work we do not propose a face detection and recognition method. Instead, we investigate the effect of different parameters of the face detection and recognition process on the indexing performance of our method. The data used for this purpose is constructed by a probabilistic model describing the appearance of faces in videos and the function of face detectors and recognizers.
The paper is organized as follows: in section 2 we give an overview of our algorithm, in section 3 we describe the data we use for experimental verification, section 4 provides the experimental results, and conclusions are presented in the last section. Let V = {f1 f2 . . . fN } be a video consisting of a number of consecutive frames fn, n = 1 . . . N. that we wish to characterize through an appropriately constructed signature. Let S = {s1 s2 . . . sM } be the set of all the individuals sm, m = 1 . . . M that have been imaged in the video. Optionally, with no loss of generality, we can assume S to contain only the individuals of interest. This can mean, for example, excluding the extras in a motion picture.
Let us then assume a face detector and recognizer F whose output is the certainty: 
where u(n) is the unit step function and [a 
Signature Similarity
In order to compare two signatures F1(n, m) and F2(n, m) which refer to a common set of faces, we need to find the optimal displacement d between the two sequences, which is the one that gives the highest face co-occurrence. We define co-occurrence as the area of the overlap between the rectangles of the quartets referring to the same person in the two signatures:
Thus the similarity of two signatures is defined as the maximum value of the co-occurrence, obtained when sliding one signature in relation to the other. Having established a method for computing the similarity between two signatures segments, searching for a specific video in a database entails simply comparing a candidate segment with the whole database and declaring a match when the similarity exceeds a certain threshold. However, doing this exhaustively is computationally unfeasible, and so we have developed an algorithm that does this in near-logarithmic time with respect to the size of the database. When the video database is initialized the face detector and recognizer is run to create the signatures, and then indexes on identity and time are created on them. It is assumed that the videos are arranged sequentially in the database.
Algorithm
The following algorithm (illustrated in Figure 2 ) is proposed for finding segments in the database which match a specific query segment:
1. Find the quartet with the greatest area (duration×certainty) in the query segment, in order to use it as a base for searching, and label it as the trusted quartet.
2. Find (through an index) all quartets in the database that refer to the same person as the trusted quartet found in step 1. These will be used as the base for evaluating the segments around them, and be named base quartets (Fig 2(a) ).
3. For all base quartets found in the above step:
(a) Add the pair consisting of the current base quartet and the trusted quartet into a new list L.
(b) Calculate a displacement within which it will be possible to move the current base quartet and have it significantly overlap the trusted quartet. Possible matches may be found in the database using this displacement (Fig 2(b) ).
(c) Then, using the current base quartet, do the following for each quartet in query segment:
i. Find (through the database indexes) the set of compatible quartets in the database, i.e. quartets that belong to the same person as the one in the query, and which are within the displacement computed in step 3b with respect to the base quartet selected earlier (Fig 2(c) ). ii. If none are found, increment a counter n. If, for all query quartets examined with this candidate base quartet, n > T reject where T reject a heuristic threshold, proceed to the next compatible base database quartet. iii. Add the pairs consisting of the recovered quartets on one hand, and the current query quartet on the other, into the list L.
(d) Evaluate the area of overlap of all pairs in the list L, computed for all displacements between the query segment and the candidate segment that correspond to possible maxima of the value of this area. These displacements can be proven to be only those that correspond to at least one quartet in each set having an endpoint equal to that of a quartet in another. As we have seen in Section 2.2, this equates to finding the optimal similarity when using this base quartet. Then select the maximum similarity and also keep the corresponding displacement.
(e) Clear list L.
4. Select the final similarity as the maximum of the similarities computed with respect to each base quartet. If this is above a threshold Tv (which depends on the size of the query segment), then declare a match, otherwise declare no match.
5. Optionally, if no match is found repeat all above for the next most trustworthy quartet. In our experiments we have done so.
Note that if one wishes to continue verifying the retrieved segment, he can repeat 3c for the quartets beyond the initial query segment, keeping the computed displacement but adjusting the signature similarity and checking if it exceeds a modified threshold T v .
DERIVATION OF TEST DATA
Our focus here is to evaluate the performance of the proposed video indexing and fingerprinting method when applied on large video databases. However, the effort of applying different types of face detectors and recognizers on such a database (typically containing hundreds of hours of video), in order to derive the data required for the experimental performance evaluation of the proposed indexing and fingerprinting method, is extremely high. Thus, we performed the experimental testing of our algorithm on appropriately constructed artificial data. We have formulated a probabilistic model which describes the ground truth of the appearance of faces in videos, and a second probabilistic model which describes the behavior of the face detection and recognition module when used to derive the signature from the query segment. The output of these models is set of video signatures consisting of quartets. This approach has the advantage that we can easily test our algorithm on videos and face detection and recognition methods that have different characteristics, by varying the parameters of the models.
We model the appearance of persons in a video by considering the fact that the video is inherently composed of scenes, which are in turn composed of shots. Since scenes are spatio-temporally continuous in the context of the depicted world, and shots are spatiotemporally continuous in the video domain, we can assume different probabilities of appearance of a specific person for each scene and shot.
In order to construct the above model we needed three sets of information:
1. The structure of the model, i.e. the random variables it contains and their interrelations. This was constructed by analyzing the motion picture production process. 2. The specific probability distributions of the random variables appearing in this model. To estimate these, we have first manually annotated a moderately large corpus of video data by marking the faces appearing in it, and also the scene and shot boundaries present. We then tried to find appropriate distributions by using a combination of statistical testing (Kolmogorov -Smirnoff fit tests) and analysis of the physical meaning of the variables. 3. The parameters of the above distributions (mean, standard deviation etc). These were again computed from the manually annotated video data. Due to lack of space we will not describe the details of the above model, such as the actual random variables used and their distributions. The model we use for representing the failure of face detection and recognition at query time is described in the next section. The model parameters can be obtained by running the respective algorithms on a sufficient set of data, but in our experiments we have varied them to explore the behavior of our method with respect to algorithms with different characteristics.
EXPERIMENTAL RESULTS
Two sets of experiments were performed, one for assessing computational performance, and one assessing robustness with respect to face detection/recognition errors. 
Computational Performance
To test the computational performance of our algorithm, we created artificial video databases of different sizes as described in the previous section. Each database consisted of a number of videos, each having a duration of 60 minutes and containing between 1000 and 2000 quartets. The number of different persons for each database was chosen to be 10 times the number of videos. We then selected query segments with an average length of 2.5 minutes and ran our search algorithm on these segments, using a commercial RDBMS system for the implementation. The average times of retrieval are given in table 1.
As it can be seen, the performance of the algorithm is nearlogarithmic with respect to the size of the database.
Retrieval Performance
Given that neither face detection algorithms, nor face recognition algorithms are perfect, we performed a series of experiments to test the behavior of our algorithm in the presence of noise introduced during detection and recognition of the faces in the video. The following types of noise have been considered:
1. Change of quartet bounds. This is one of the most typical errors made by face detectors and trackers. Exponential noise has been added to the start time of a quartet (to simulate a delayed detection), and zero mean gaussian noise to the end time of the quartet (to simulate either early loss of target or false continuation of tracking). It should be noted that when the noise is high it can result in the complete elimination of a quartet. The mean (in the case of a quartet's start frame) and the standard deviation (in the case of a quartet's end frame) of the noise was varied from 1 to 5 seconds.
2. Change of the person's identity in a quartet. This is a typical error made by face recognizers. Here we assumed a chance (between 2.5% and 40%) that a person's identity would be changed to another random one.
This set of experiments was run using an artificial signature database of 1000 videos, each 60 minutes long. From this database we randomly extracted 4 sets of 10 segments each. The segments in the first set was chosen to contain 16 quartets, and had an average duration of 2.5 minutes, those in the second 32 quartets and 5 minutes, those in the third 48 quartets and 7.5 minutes, and those in the fourth 64 quartets and 10 minutes. On each set we added noise representing misbehavior of the face detector and recognizer, as described above, and then proceeded to search for them in the database.
The retrieval performance of our algorithm with respect to query segment size, detector noise and recognizer noise is shown in figure 3 . Specifically, we examined if correct segments were found in the database (retrieval), incorrect segments were found (mis-retrieval) or no segments were found (non-retrieval). Results are only shown for 16, 32 and 48 quartet query segments, because for 64 quartets the retrieval is always perfect. We can see that for low noise levels the performance is always satisfactory. For high noise levels, especially for detector noise, the performance drops dramatically when few signature quartets are used. However we should note that the average quartet length (both in real and artificial videos) is less than 4 seconds, while the added noise (change in the start and end frames) had a standard deviation that was as much as 5 seconds. In addition, increasing the length of the query segments greatly diminished the effect of the misbehavior of the face detection and recognition, virtually eliminating it when the length of the query segment reached 64 quertets.
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CONCLUSIONS
We have presented a novel method for performing fast retrieval of video segments based on the output of face detectors and recognizers, with possible uses to indexing of video databases and fingerprinting of videos. The proposed method is both robust because it is based on a convolution-like similarity computation, and fast because it makes extensive use of database indexes. Testing was performed on artificial data based on models of the appearances of faces in videos and on face detector/recognizer behavior. The results verified that the proposed method performs very satisfactorily, both in terms of computational search efficiency (even in a database of 10000 hours of video), and in terms of recall.
