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The chiral phase transition of the quark sector of QCD is investigated within the Hamiltonian
approach in Coulomb gauge. Finite temperatures T are introduced by compactifying one spatial
dimension, which makes all thermodynamical quantities accessible from the ground state on the
spatial manifold R2 × S1(1/T ). In the limit of a vanishing quark-gluon coupling, the equations of
motion of the quark sector are solved numerically and the chiral quark condensate is evaluated and
compared to the results of the usual canonical approach to finite-temperature Hamiltonian QCD
based on the density operator of the grand canonical ensemble. For zero bare quark masses, we find
a second-order chiral phase transition with a critical temperature of about 107MeV.
I. INTRODUCTION
The understanding of the phase diagram of quantum chromodynamics (QCD) is still one of the most struggling
problems in particle physics [1, 2]. Lattice calculations shed light on its structure for vanishing baryon density but
still suffer from the so-called sign problem in the general case of finite densities [1, 3]. To overcome this problem,
in the past two decades several non-perturbative continuum approaches, which do not suffer from the sign problem,
have been developed [4], one of them being the variational approach to Hamiltonian QCD in Coulomb gauge [5], see
ref. [6] for a recent review.
In ref. [7], the dressed Polyakov loop, the order parameter for confinement, and the chiral quark condensate, the order
parameter for the spontaneous breaking of chiral symmetry, have been evaluated within this approach for vanishing
chemical potential (i.e. baryon density). Thereby, finite temperatures were introduced by compactifying one spatial
dimension according to the alternative formulation of finite-temperature Hamiltonian quantum field theory proposed
in ref. [8]. While the pseudo-critical temperatures of the chiral and, respectively, deconfinement phase transition were
in good agreement with lattice data, the width of the transition region and the order of the chiral phase transition
turned out to be at odds with the lattice predictions. This was suspected to be correlated to the neglect of the
temperature dependence of the quark and gluon propagator, which were replaced by their zero-temperature limits to
avoid the numerically highly expensive solution of the finite-temperature equations of motion.
In the present paper, we solve the quark part of these equations numerically for a vanishing coupling between quarks
and spatial gluons. This corresponds to a confining quark model – the so-called Adler–Davis model [9] – which was
considered in refs. [10–13] in the standard canonical formulation of finite-temperature quantum field theories. From
our solution, we calculate the chiral condensate and compare it with the result of previous work.
The organization of the rest of this paper is as follows: In section II, we briefly review the relevant aspects and
equations of the alternative Hamiltonian approach to finite-temperature QCD from refs. [7, 8]. The numerical solution
of the quark equations of motion and the result for the chiral condensate are presented in section III. Some concluding
remarks are given in section IV.
II. THE QUARK SECTOR OF FINITE-TEMPERATURE QCD
Below, we briefly discuss the main ingredients of the Hamiltonian approach to the quark sector of QCD when finite
temperatures are introduced by compactifying a spatial dimension, for which we choose w.l.o.g. the 3-axis. For a more
detailed description and a discussion of full QCD, the interested reader may consult refs. [7, 14].
Let H be the QCD Hamiltonian in Coulomb and Weyl gauge on the compactified spatial manifold R2 × S1(β),
where β = 1/T denotes the inverse temperature. One can then show [8] that the grand canonical partition function
at finite temperature T and chemical potential µ is given by
Z = lim
l→∞
exp
(
−lE0(β, µ)
)
, (1)
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2where l→∞ is the length of the uncompactified spatial dimensions and E0 is the smallest eigenvalue of the pseudo-
Hamiltonian
H˜(β, µ) ≡ H + iµ
∫
β
d3xψm†(x)α3ψ
m(x) . (2)
Here, αi denotes the usual Dirac matrices and ψ is the quark field which has to fulfill the anti-periodic boundary
condition
ψm(x1, x2, x3 = β/2) = −ψ
m(x1, x2, x3 = −β/2) (3)
on the compactified manifold, while for the bosonic fields A the periodic condition
Aa(x1, x2, x3 = β/2) = A
a(x1, x2, x3 = −β/2) (4)
holds (m and a are color indices in the fundamental and adjoint, respectively, representation). Furthermore, we
introduced the short-hand notation ∫
β
d3x ≡
∫
dx1
∫
dx2
∫ β/2
−β/2
dx3 (5)
for the spatial integration.
The QCD Hamiltonian H entering eq. (2) is given by [15]
H = HD +HYM +HC , (6)
where
HD = H
0
D +H
A
D , (7a)
H0D =
∫
β
d3xψm†(x)
[
−iα · ∇+ γ0mQ
]
ψm(x) , (7b)
HAD = g
∫
β
d3xψm†(x)α ·Aa(x)tmna ψ
n(x) (7c)
is the fermionic single-particle Dirac Hamiltonian with g being the strong coupling constant, mQ the bare quark mass,
γ0 the usual Dirac matrix and ta the color generator in the fundamental representation. The second term in eq. (6)
is the gluonic Yang–Mills Hamiltonian
HYM =
1
2
∫
β
d3xJ−1[A]Πai (x)J [A]Π
a
i (x) +
1
2
∫
β
d3xBa(x) ·Ba(x) , (8)
where Π = −iδ/δA is the canonical momentum operator (which agrees with the color electric field),
Ba = ∇×Aa −
1
2
gfabcAb ×Ac (9)
is the color magnetic field and
J [A] = det
(
Gˆ−1
)
,
(
Gˆ−1
)ab
(x,y) ≡
(
−∇ · Dˆ
)ab
(x,y) (10)
denotes the Faddeev–Popov determinant with
Dˆab(x) = δab∇− gfacbAc(x) (11)
being the covariant derivative in the adjoint representation. Finally,
HC =
g2
2
∫
β
d3x
∫
β
d3y J−1[A]ρa(x)J [A]Fˆ ab(x,y)ρb(y) (12)
is the so-called color Coulomb interaction which contains, besides the color density
ρa(x) = ρaQ(x) + ρ
a
YM(x) = ψ
†(x)taψ(x) + f
abcAb(x) ·Πc(x) (13)
3of quarks and gluons, the non-Abelian Coulomb kernel
Fˆ ab(x,y) =
∫
β
d3z Gˆac(x, z)(−∆z)Gˆ
cb(z,y) . (14)
From eq. (1) it follows that all thermodynamical quantities can be obtained from the ground state |φ〉 of the
pseudo-Hamiltonian H˜ which fulfills the functional Schro¨dinger equation H˜ |φ〉 = E0|φ〉 [8]. Solving the functional
Schro¨dinger equation is, thus, the aim of the Hamiltonian approach. On the compactified manifold R2 × S1(β), this
has been first tackled in ref. [16] for the Yang–Mills sector and was recently extended to full QCD in ref. [7]. Thereby,
the ground state was calculated in an approximative way in terms of the variational principle: Using Gaussian type
ansa¨tze for both the bosonic and fermionic1 parts of the vacuum wave functional |φ〉, the expectation value 〈φ|H˜ |φ〉
was calculated on two-loop level. From its minimization, a set of coupled integral equations for the variational kernels
contained in the ansatz for the wave functional |φ〉 was obtained. While the so-called gap equation for the Yang–Mills
sector was solved numerically in ref. [16], the full coupled equations were left unsolved in ref. [7] due to the high
numerical expense. Instead, the zero-temperature propagators obtained in ref. [17] were used to calculate the dressed
Polyakov loop and the temperature dependence of the chiral quark condensate for µ = 0. Remarkably, within these
approximations the inclusion of the coupling of the quarks to the transverse spatial gluons showed only a negligible
effect on the pseudo-critical temperatures of the deconfinement and chiral phase transitions.
In the present paper, we will give the numerical solution of the finite-temperature variational equations of motion
for the quark sector and calculate the chiral condensate from it. Since the numerical cost is substantially higher
for solving the full coupled equations, we will thereby neglect the coupling between quarks and transversal gluons,
i.e. consider the limit g = 0. Although it is not clear whether the coupling of the quarks to the transversal spatial
gluons is still subleading at finite-temperature, this will enable us to study the effects of the temperature-dependence
of the solution on the order and width of the chiral phase transition. Furthermore, it also allows for comparison
between the compactified theory and the usual grand canonical approach to finite temperatures in Hamiltonian QCD
considered in refs. [10–13].
Neglecting the quark-gluon coupling, the fermionic part of the QCD Hamiltonian2 reduces to
HQ = H
0
D +H
QQ
C , (15)
where H0D [Eq. (7)] is the free Dirac Hamiltonian and H
QQ
C follows from the Coulomb term (12) after substituting
ρ→ ρQ [Eq. (13)]. Note that this implies the cancellation of the Faddeev–Popov determinant in eq. (12). Furthermore,
on two-loop level the non-Abelian Coulomb kernel can be replaced by its (Yang–Mills) expectation value,
g2〈Fˆ ab(x,y)〉YM ≈ δ
abVC(|x− y|) , (16)
which plays the role of a confining quark potential, VC(|x−y|) = −σC|x−y|, where σC is the Coulomb string tension
[18].
The ansatz for the fermionic part of the vacuum wave functional from ref. [7] reduces for g = 0 to the BCS-type
functional
|φ〉 = exp
(
−
∫
β
d3x
∫
β
d3y ψm+
†(x)γ0S(x− y)ψ
m
− (y)
)
|0〉 , (17)
where S is a scalar variational kernel, ψ± denotes the positive/negative spectral projection of the quark field ψ
and |0〉 is the bare vacuum of the Dirac sea, fulfilling ψ+|0〉 = ψ
†
−|0〉 = 0. This type of ansatz together with the
Hamiltonian (15) corresponds to the confining quark model (Adler–Davis model) considered e.g. in refs. [9, 19–21] at
zero temperature and in refs. [10–13, 22] in the usual canonical approach to finite temperatures and densities. For
explicit calculations, it is convenient to switch to the momentum space representation using
S(x) =
∫
β
d¯3p exp
(
i(p⊥ +Ωneˆ3) · x
)
S(p⊥,Ωn) , (18)
where p⊥ = p1eˆ1 + p2eˆ2 is the planar momentum and
Ωn =
2n+ 1
β
pi (19)
1 The fermionic part of the vacuum wave functional in ref. [7] includes also the coupling of the quarks to the transversal gluons and is
hence not strictly Gaussian.
2 For a discussion of the Yang–Mills part see ref. [16].
4are the fermionic Matsubara frequencies resulting from the Fourier transformation of the (compactified) spatial com-
ponent x3. Furthermore, we have introduced the short-hand notation [d¯ = d/(2pi)]∫
β
d¯3p ≡
∫
d¯2p⊥
1
β
∞∑
n=−∞
. (20)
In the following, we focus on the limit µ = 0 for chiral quarks (mQ = 0). From the variational principle 〈φ|HQ|φ〉 →
min one finds then the following integral equation for the variational kernel S√
k2⊥ +Ω
2
l
S(k⊥,Ωl) =
CF
2
∫
β
d¯3p VC
(
|p⊥ − k⊥ + (Ωn − Ωl)eˆ3|
) 1
1 + S2(p⊥,Ωn)
×
[
S(p⊥,Ωn)
(
1− S2(k⊥,Ωl)
)
− S(k⊥,Ωl)
(
1− S2(p⊥,Ωn)
)p⊥ +Ωneˆ3√
p2⊥ +Ω
2
n
·
k⊥ +Ωleˆ3√
k2⊥ +Ω
2
l
]
,
(21)
where CF =
N2
C
−1
2NC
is the value of the quadratic Casimir of the color group SU(NC) and p⊥ = |p⊥| [7]. For the
numerical solution it is, however, more suitable to re-express the scalar kernel S by the effective quark mass function
M(p⊥,Ωn) =
2
√
p2⊥ +Ω
2
nS(p⊥,Ωn)
1− S2(p⊥,Ωn)
(22)
which transforms the gap equation (21) to
M(k⊥,Ωl) =
CF
2
∫
β
d¯3p VC
(
|p⊥ − k⊥ + (Ωn − Ωl)eˆ3|
)M(p⊥,Ωn)−M(k⊥,Ωl)p⊥·k⊥+ΩnΩlk2
⊥
+Ω2
l√
p2⊥ +Ω
2
n +M
2(p⊥,Ωn)
. (23)
One can, most easily after Poisson resummation, show that the gap equation (21), (23) is free of UV divergences and,
therefore, requires no renormalization [7, 17]. Finally, from the ansatz (17) the following expression for the chiral
quark condensate is obtained:
〈φ|ψm†(x)γ0ψ
m(x)|φ〉 = −2NC
∫
β
d¯3p
M(p⊥,Ωn)√
p2⊥ +Ω
2
n
+M2(p⊥,Ωn)
(24)
III. NUMERICAL RESULTS
The numerical solution of the gap equation (23) is based on the method used in previous investigations of the zero-
temperature gap equation, see ref. [17]. Similar to that case, we exploit symmetries following directly from eq. (23):
Namely, that the mass function depends only on the modulus of both the planar momentum,M(p⊥,Ωn) =M(p⊥,Ωn),
and the Matsubara frequency, M(p⊥,Ωn) = M(p⊥,−Ωn) = M(p⊥,Ω−n−1). After shifting the loop momentum,
p⊥ − k⊥ → q⊥, the remaining integrations over the angular variable
q⊥
q⊥
· k⊥k⊥ = z and the modulus q⊥ are carried
out using standard Gauß–Legendre quadrature. The main difference to the solution of the zero-temperature gap
equation is hereby that the integral equation has to be iterated for each Matsubara frequency, i.e. instead of one mass
function we are dealing with a vector built up of mass functions for each Matsubara frequency. This necessitates the
introduction of a cutoff for the total number (2N) of Matsubara frequencies included,
∞∑
n=−∞
→
N−1∑
n=−N
= 2
N−1∑
n=0
, (25)
which we fix by the claim that a change in N must have only negligible effect on the chiral condensate (24). To
save numerical expense, we further use an extrapolation over the Matsubara frequencies which increases the effective
number of Matsubara frequency pairs considered by a constant factor, i.e. Nextr = νextrN . The resulting mass function
for each Matsubara frequency is extrapolated as a power law for the UV region and as a constant value for the IR
region. Let us also mention that there is only one physical scale entering the gap equation (23): the Coulomb string
tension σC contained in the non-Abelian Coulomb potential VC, see above. In the following, we fix it to the value
favored by the lattice calculations of ref. [23]: σC = 2.5σ, where σ = (440MeV)
2 denotes the Wilson string tension.
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FIG. 1: (a) Zero-temperature mass function M(|p|) = M(p). (b) Mass function M(p⊥,Ωn) for the first
six Matsubara frequencies and a temperature of T = 103MeV. (c) Leading-order (n = 0) mass function
for different values of the temperature. (d) IR limit of the leading-order mass function as function of the
temperature (color online).
The mass function following from eq. (23) for N = 12 Matsubara frequencies and with an extrapolation factor
of νextr = 4, i.e. Nextr = 48, is presented in figure 1 for different temperatures. As one observes, for moderate
temperatures the first few Matsubara frequencies yield the dominant contributions [see figure 1 (b)]. Furthermore,
above a critical temperature only the trivial solution M(p⊥,Ωn) = 0 exists, which signals the restoration of chiral
symmetry [cf. eq. (24)]. Surprisingly, for decreasing temperatures the IR limit of the leading-order mass function
M(p⊥ → 0,Ω0) [Eq. (22)] acquires substantially higher values than the zero-temperature mass function M(p → 0),
see figure 1 (a), (c) and (d). However, one should be aware that the effective mass function (22) for a fixed Matsubara
frequency is not necessarily related to the zero-temperature mass function.
Figure 2 shows the chiral condensate as function of the temperature. Its low-temperature behavior3 is in good
agreement with the zero-temperature result 〈ψ¯ψ〉 ≈ (−185MeV)3 [17, 24] while it shows for Tχ ≈ 107MeV a second-
order phase transition.4 Both the order and the critical temperature differ from the result of our previous investigation
in ref. [7], where a broad crossover phase transition with pseudo-critical temperature 165MeV was obtained in the
limit of a vanishing quark-gluon coupling.
A second-order chiral phase transition is the expected result for a system of two chiral quark flavors, as can be seen
from the so-called Columbia diagram [1, 2]. This might be surprising since we consider only one single quark flavor
within our model. One should, however, notice that as long as the variational kernel S is flavor-diagonal, our results
would not change even if we would take more flavors into account. Since the neglect of the bare quark masses is the
3 Note that the zero-temperature limit is not accessible numerically from the gap equation (23) since this would require the inclusion of
an infinite number of Matsubara frequencies. One could, however, Poisson resum this equation [7]. Since this is not necessary for the
transition region, we did not consider the resummed equation yet.
4 In principle, a weak first-order transition would also be possible since it cannot be excluded within numerical accuracy.
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FIG. 2: Chiral quark condensate (24) as function of the temperature. Crosses show numerical data points
while the full line corresponds to a cubic spline interpolation (color online).
best approximation for two quark flavors (i.e. up and down), a second-order phase transition is definitely meaningful
for the considered model. Especially, it also agrees with the result found when finite temperatures are introduced
within the grand canonical ensemble, see e.g. refs. [12, 13].
While the order of the chiral phase transition is the same in both approaches to finite temperatures, the critical
temperature T canχ ≈ 64MeV
5 found in the numerical calculations of ref. [13] for vanishing chemical potential µ = 0
is significantly smaller than our result. There are several possible reasons for this deviation: On the one hand, the
evaluation of the partition function
Z = trρ = tr exp
(
−β[H− µN ]
)
(26)
(with H being the QCD Hamiltonian on R3 and N being the fermionic particle-number operator) necessitates some
approximations in the canonical approach. This concerns especially the treatment of the density operator ρ of the
grand canonical ensemble, where a quasi-particle approximation is required for the Hamiltonian H.6 Note that such
an approximation is not required in the present approach. On the other hand, the alternative approach to finite
temperatures of ref. [8] relies on the O(4)-invariance of the Lagrangian – which is not entirely fulfilled in the Adler–
Davis model since it contains the fermionic parts of the Coulomb interaction (12) – which is related to the A0-A0
correlator [25] – but no spatial gluons.
Nevertheless, the value for the critical temperature, Tχ ≈ 107MeV, is too small as compared to the one found in
lattice simulations for physical quark masses, T latχ ≈ 155MeV [26]. In this respect, we should stress that an increase
of the critical temperature is expected when the coupling of the quarks to the transverse spatial gluons is included, as
the numerical calculation performed in ref. [7] shows. Unfortunately, this will also drastically increase the numerical
costs. Although the coupling effects turned out to be small when the solution of the zero-temperature gap equation
is used [7], it is not clear if this is still true in the full temperature-dependent calculations. In contrast, the inclusion
of finite bare quark masses should only smear out the phase transition to a crossover without having major effects on
the value of the critical temperature.
IV. SUMMARY AND CONCLUSIONS
In the present paper, we have revisited the alternative Hamiltonian approach to finite-temperature QCD of ref. [7]
and solved the temperature-dependent equations of motion of the fermion sector numerically for a vanishing coupling
of the quarks to the transverse spatial gluons. For zero bare quark masses, the chiral quark condensate shows the
expected second-order phase transition with a critical temperature of Tχ ≈ 107MeV. While this value is larger
than the one found within the usual (canonical) approach to finite temperature Hamiltonian QCD [13], it is still
smaller than the result of lattice calculations using dynamical quarks, T latχ ≈ 155MeV [26]. Clearly, this mismatch
5 Note that we adjusted the result from ref. [13] to the value of the Coulomb string tension used in the present paper.
6 Such an approximation can be done by performing a Bogoliubov transformation of H and keeping only the diagonal single-particle
contributions [9, 10].
7might be related to the neglect of the quark-gluon coupling in the numerical solution. In forthcoming investigations,
we therefore intend to study how this coupling affects the chiral phase transition. The solution of the full coupled
equations of motion will also allow the evaluation of the dressed Polyakov loop as order parameter for confinement.
Furthermore, we plan to extend our calculations to the general case of a finite chemical potential, µ 6= 0, in order to
obtain a description of the whole QCD phase diagram within the Hamiltonian approach.
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