Abstract. We investigate the Pin − (2)-monopole invariants of symplectic 4-manifolds and Kähler surfaces with real structures. We prove the nonvanishing theorem for real symplectic 4-manifolds which is an analogue of Taubes' nonvanishing theorem of the Seiberg-Witten invariants for symplectic 4-manifolds. Furthermore, the Kobayashi-Hitchin type correspondence for real Kähler surfaces is given.
Introduction
In the study of the Seiberg-Witten invariants, the computations of the invariants of Kähler surfaces are fundamental [3, 6, 7, 16, 27] . These are based on a certain type of Kobayashi-Hitchin correspondence. On the other hand, Taubes' works on the Seiberg-Witten theory on symplectic 4-manifolds begin with the non-triviality theorem [23] for the canonical Spin c structure. The purpose of this paper is to prove the theorems for Pin − (2)-monopole invariants [18] parallel to the above results. The Pin − (2)-monopole equations [17, 18] are a variant of the Seiberg-Witten equations twisted along a local system or a double cover. In general, the Pin − (2)-monopole theory is related with the Seiberg-Witten theory on the double cover. In fact, there exists an anti-linear involution I on the Spin c structure on the double cover, and the Pin − (2)-monopole theory can be considered as the I-invariant part of the Seiberg-Witten theory on the double cover. Our results are on Kähler surfaces and symplectic 4-manifolds with real structure. We start from the observation that the aforementioned I-action can be understood through the real structure.
Let us state our results more precisely. Let (X, ω, ι) be a closed real symplectic 4-manifold, which is a triple consisting of a closed smooth 4-manifold X, a symplectic form ω and an involution ι on X such that ι * ω = −ω. Let J be a compatible almost complex structure such that ι * • J = −J • ι * , and K the canonical complex line bundle associated with J. We assume (X, ω, ι) has empty real part, that is, the involution ι is free. Let X be the quotient manifold X/ι and π : X →X the projection. Since ι induces an anti-linear involution on K, the quotient bundleK = K/ι is a nonorientable R 2 bundle. Let ℓ = X × {±1} Z be the local system (Z-bundle) associated to the double cover X →X and set ℓ R = ℓ ⊗ R = detK.
In general, Pin − (2)-monopole equations are defined on a Spin c − structure, which is a Pin − (2)-analogue of Spin c structure. In the situation above, we define the canonical Spin c − structureŝ 0 on X →X ( §2.2). The following theorem is an analogue of Taubes' nonvanishing theorem [23] . Theorem 1.1. Suppose
(1) w 2 (X) + w 2 (K) + w 1 (ℓ R ) 2 = 0, (2) π * : H 1 (X; Z 2 ) → H 1 (X; Z 2 ) is surjective.
Then there exists a unique canonical Spin c − structureŝ 0 on X →X. Furthermore, suppose b ℓ + = dim H + (X; ℓ R ) ≥ 2. Then the Pin − (2)-monopole invariant SW Pin (X,ŝ 0 ) is ±1.
Remark 1.2. We refer the readers to [17, 18] for the generality of the Pin − (2)-monopole theory. In general, Pin − (2)-monopole invariants are defined as Z 2 -valued invariants. However Z-valued invariants can be defined in some special situations, e.g., in the case when the moduli space is 0-dimensional and orientable. Theorem 1.1 is true for both cases, that is, the Z 2 -valued invariant for s 0 is 1( = 0) in Z 2 , and, if defined, the Z-valued invariant is ±1 in Z.
As in the ordinary Seiberg-Witten case, there is a symmetry of conjugation in the Pin − (2)-monopole theory ( §2.3). On the other hand, the anticanonical Spin c − structureŝ 0⊗K is defined as a Spin c − structure obtained by twistingŝ 0 byK. Theorem 1.1 with Corollary 2.14 immediately implies the following.
Corollary 1.3. SW
Pin (X,ŝ 0⊗K ) = ±1.
For a Spin c − structure, it is associated an O(2) bundleL called characteristic bundle with characteristic classc 1 (L) ∈ H 2 (X; ℓ). Since ι * ω = −ω, there is a ℓ R -valued self-dual closed 2-formω ∈ Ω 2 (X; ℓ R ) such that π * ω = ω. The following is an analogue of [24, Theorem 2] . Theorem 1.4. Under the assumptions of Theorem 1.1, if the Pin − (2)-monopole invariant for a Spin c − structureŝ on X →X is nonzero, then its characteristic bundleL satisfies
and the virtual dimension d(ŝ) of the moduli space is 0.
Suppose further that (X, ω) is a compact Kähler surface and ι is an antiholomorphic free involution. In such a case, a certain kind of KobayashiHitchin correspondence is proved ( §4). In fact, the Pin − (2)-monopole moduli space forX can be identified with the I-invariant part of the spaces of simple holomorphic pairs consisting of holomorphic structures on a line bundle with nonzero holomorphic sections, or, effective divisors on X. By using such descriptions, we can compute the Pin − (2)-monopole invariants for the quotient manifolds of several kind of Kähler surfaces. The following is an analogue of [16, Theorem 7.4 .1]. Theorem 1.6. Let X be a minimal Kähler surface of general type. Suppose ι : X → X is an anti-holomorphic involution without fixed points satisfying the assumptions in Theorem 1.1. Then
SW
Pin (X,ŝ) = ±1ŝ =ŝ 0 orŝ 0⊗K 0 otherwise Remark 1.7. Theorem 1.6 is true for Z 2 and Z-valued invariants.
A series of concrete examples for Theorem 1.6 is given by hypersurfaces in CP 3 with complex conjugation ( §5.1). We also give some computations for elliptic surfaces in §5.2.
Acknowledgements. The author is supported in part by Grant-in-Aid for Scientific Research (C) 25400096.
Spin
c − structures induced from the real structure 2.1. Reduction of the frame bundle. Recall the isomorphism U(2) ∼ = (U(1) × SU (2))/{±1}. Define the groupÛ(2) bŷ U(2) = (Pin − (2) × SU(2))/{±1}.
ThenÛ(2)/Pin − (2) = SO(3),Û(2)/ SU(2) = O(2), the identity component ofÛ(2) is U(2), andÛ(2)/ U(2) = {±1}. We have an exact sequence
Note thatÛ(2) is embedded in SO(4) as
Suppose we have a manifoldŶ with a double cover Y →Ŷ and a principal U(2)-bundle P overŶ such that P/ U(2) ∼ = Y . Then an O(2)-bundle P O such that P O / SO(2) ∼ = Y and an SO(3)-bundle P S are associated via the homomorphism σ in (2.1). Conversely, the following holds
Proof. (Cf. [17, Proposition 11] .) Note that the image of Pin − (2) ⊂ Sp(1) = Spin(3) by the canonical homomorphism Spin(3) → SO(3) is a copy of O(2) embedded in SO(3). The embedding O(3) ⊂ SO(3) is given by A → A ⊕ det A. Embed O(2) × SO(3) into SO(6) by using this embedding. Then we have a commutative diagram
The diagram leads to a commutative diagram of fibrations
From these, we see that
is the required condition.
Remark 2.4. The choice of P is not unique. The possibility of P is parametrized by H 1 (Ŷ ; Z 2 ).
Recall the embedding
and a commutative diagram
Let (X, ω, J) be a symplectic 4-manifold with compatible almost complex structure J. Fixing a Hermitian metric on T X, we obtain a U(2) reduction P F of the SO(4)-frame bundle. Then a U(1)-bundle P K and an SO(3)-bundle P S are associated via the homomorphism σ ′ . Let K = Λ 2,0 (X) and K −1 = Λ 0,2 (X) be respectively the canonical and anti-canonical line bundles associated with the almost complex structure J. Note that Λ + (X) ⊗ R C ∼ = Cω ⊕ K ⊕ K −1 . Then we can identify
as real vector bundles. We assume P K × U(1) C = K. On the other hand,
Let (X, ω, ι) be a closed real symplectic 4-manifold without real part. Then X admits an almost complex structure J compatible to ω such that ι * • J = −J • ι * . Fixing such a J, we have a U(2) reduction P F of the SO(4)-frame bundle. Let P K and P S be the induced U(1) and SO(3) bundles. Let X be the quotient manifoldX = X/ι and ℓ R = X × {±1} R. The involution ι induces a bundle automorphismι of P S such thatι 2 = 1, and its quotient bundleP S = P S /ι overX has the property that
On the other hand, ι does not induce a bundle automorphism on P K since ι is not complex linear. However ι induces an anti-linear involution on the canonical bundle K = P K × U(1) C. Then the quotient bundleK = K/ι is a nonorientable R 2 bundle overX such that detK = ℓ R . LetP K be the O(2)-bundle overX of orthogonal frames onK. By Proposition 2.3, we have aÛ(2)-bundleP which inducesP
Note that the {±1}-bundleP / U(2) →X is isomorphic to π : X →X. Fix an isomorphism between them. ThenP →P / U(2) can be considered as a U(2)-bundle over X. This U(2)-bundleP →P / U(2) = X is denoted by P ′ .
Proposition 2.5.
Then we can take aÛ(2)-bundleP →X such that
FurthermoreT =P ×Û (2) R 4 is isomorphic to TX, whereT is defined via the embedding (2.2).
Proof. By the proof of Proposition 2.3, we see that the set of isomorphism classes ofÛ(2)-bundleP which induces the fixedP K andP S is parametrized by H 1 (X; Z 2 ). If a choice ofP is given, then every other choice is obtained by tensoring a real line bundle. Similarly, the set of isomorphism classes of U(2)-bundle P F which induces the fixed P K and P S is parametrized by H 1 (X; Z 2 ). Now suppose a choice ofP is given. Then it follows from the construction that the U(2)-bundle P ′ induces P K and P S . Thus the difference between P F and P ′ is given by an element of H 1 (X; Z 2 ). Under the assumption, the difference can be annihilated by tensoring an appropriate real line bundle overX with givenP .
From this, it follows that e(T ) = e(TX) and p 1 (T ) = p 1 (TX). Consider the homomorphismsÛ(2)
where p is the projection to the second factor. Then the composite map p • σ :Û(2) → SO(3) factors throughÛ(2) ֒→ SO(4) → SO(3). Then we have a commutative diagram
From this, it follows that w 2 (T ) = w 2 (P S ) = w 2 (X). ThereforeT ∼ = TX.
Remark 2.7. The choice ofP is not unique. The possibility ofP is parametrized by ker(π * :
Recall that the canonical Spin c structure s 0 over X with respect to the almost complex structure J is defined from the U(2)-reduction P F , and it has the positive spinor bundle W + 0 of the form W + 0 = C ⊕ K −1 . In this subsection, we define the canonical Spin c − structure over X →X induced from the real structure on X.
Recall that
A Spin c − structureŝ on X →X consists of a Spin c − (4)-bundle Q overX, an isomorphism of Z/2-bundles Q/Spin c (4) ∼ = X, and an isomorphism between the SO(4)-frame bundle and Q/Pin − (2). The O(2)-bundleL = Q/Spin(4) is called the characteristic bundle ofŝ. It has a ℓ-coefficient orientation and its Euler class is denoted byc 1 (L) ∈ H 2 (X; ℓ). We often make no distinction betweenL and its associated R 2 -bundle. Let H ± be the Spin c − (4) modules which are copies of H as vector spaces such that the action of
Note that the embeddingÛ(2) ֒→ SO(4) factors through another embedding ε :Û(2) → Spin c − (4) which is defined by
For aÛ(2)-bundleP as in Proposition 2.5, a Spin c − structureŝ over X whose characteristic O(2)-bundle isP K is defined via the embedding ε. That is, the Spin c − (4)-bundle Q ofŝ is given by
and the positive spinor bundleŴ + is defined by the adjoint action of Pin − (2) on the space of quaternions H = C ⊕ jC:
For u ∈ U(1) and z ∈ C, the adjoint action is given by (2.8)
This action preserves the components C and jC. It follows from (2.8) that W + is decomposed into the direct sum of two R 2 bundles asŴ + =Ê 1 ⊕Ê 2 such that detÊ 1 = detÊ 2 = ℓ R . Define the R 2 -bundleĈ byĈ = X × {±1} C, where {±1} acts on C by complex conjugation. Note thatĈ = R ⊕ ℓ R . Since 
The discussion above immediately implies the following.
Corollary 2.10. Suppose (1) and (2) in Theorem 1.1. Then there exists a unique canonical Spin c − structure on X →X.
Recall R 2 -bundlesÊ such that detÊ = ℓ R with ℓ R -coefficient orientation are classified byc 1 (Ê) ∈ H 2 (X; ℓ). We call an R 2 -bundleÊ such that detÊ = ℓ R an R 2 -bundle twisted along ℓ R . When R 2 -bundlesÊ 1 andÊ 2 twisted along ℓ R are given, there exists another R 2 -bundleÊ twisted along ℓ R such thatc 1 (Ê) =c 1 (Ê 1 ) +c 1 (Ê 2 ), which can be considered as a "twisted tensor product" ofÊ 1 andÊ 2 . We writeÊ =Ê 1⊗Ê2 .
On the other hand, if X →X admits a Spin c − structure, then the set of equivalence classes of Spin c − structures is also parametrized by H 2 (X; ℓ). Once a Spin c − structure is given, the other Spin c − structures are given by "tensoring" an R 2 -bundleÊ twisted along ℓ R . In fact, when a canonical Spin c − structureŝ 0 is given, the Spin c − structure made fromŝ 0 andÊ has the positive spinor bundleŴ
Such a Spin c − structure is denoted byŝ 0⊗Ê .
Definition 2.11. The Spin c − structureŝ 0⊗K is called the anti-canonical Spin c − structure. This has the spinor bundle of the form
Remark 2.12. If we pull back a Spin c − structureŝ over π : X →X to X, the pulled-back Spin c − structure π * ŝ has two Spin c reductions, and one of them is the canonical reduction [18, §2.4]. Then it can be seen that the canonical reduction of the pull-back π * ŝ 0 of the canonical Spin c − structureŝ 0 is the canonical Spin c structure s 0 on X, and the canonical reduction of π * (ŝ 0⊗K ) is the anti-canonical Spin c structure s 0 ⊗ K.
2.3.
A symmetry in the Pin − (2)-monopole theory. It is well-known that there is a symmetry of complex conjugation in the Seiberg-Witten theory [16, §6.8] . This subsection explains a similar symmetry in the Pin − (2)-monopole theory. The conjugation of a quarternion z ∈ H is given by
For a Spin c − (4)-bundle P , let P c be the Spin c − (4)-bundle such that the total space is same with P , but the action of Spin c − (4) is given by p · α(q) for p ∈ P = P c and q ∈ Spin c − (4). For a Spin c − structureŝ with Spin c − (4)-bundle P , we obtain another Spin c − structureŝ c by replacing P inŝ with P c . We callŝ c the conjugate of s.
Recall that ℓ R -oriented R 2 -bundlesÊ twisted along ℓ R are classified bỹ c 1 (Ê). For such anÊ, letÊ c be an R 2 -bundle such thatc 1 (Ê c ) = −c 1 (Ê). We collect several facts on conjugate which can be easily seen. Proposition 2.13. For a Spin c − structureŝ and its conjugateŝ c , we have the following:
(1) IfL is the characteristic bundle forŝ, thenL c can be identified with the characteristic bundle ofŝ c . In particular,c 1 (
(3) The conjugate of the canonical Spin c − structure is the anti-canonical
If s is the canonical reduction of π * ŝ , then the canonical reduction of π * ŝc is the complex conjugates of s.
Letŝ be a Spin c − structure on π : X →X and s the canonical reduction of π * ŝ . By [17, §4.5] (see also [18, §2.5]), there is an involution I on the Seiberg-Witten theory on (X, s), and a bijective correspondence between the Pin − (2)-monopole solutions on (X,ŝ) and the I-invariant Seiberg-Witten solutions on (X, s). Let us recall the relation between the downstairs and upstairs more precisely. Note that ι * s is isomorphic to the complex conjugation s of s. For a configuration (A, φ) on (X, s), I(A, φ) is defined by
where · means complex conjugation.
The gauge transformation group of the Pin − (2)-monopole theory is given byĜ
where {±1} acts on U(1) by u → u −1 . ThenĜ can be identified with the I-invariant gauge transformation group on the upstairs X. That is, the Iaction on G = C ∞ (X, U (1)) is given by f → ι * f , and we have a natural identificationĜ = G I .
The Pin − (2)-monopole moduli space iŝ
and this is identified with the I-invariant moduli space,
By Proposition 2.13, we have the identifications,
The second identification is the isomorphism of complex conjugation in the ordinary Seiberg-Witten theory.
Corollary 2.14. SW Pin (X,ŝ c ) = ± SW Pin (X,ŝ).
Real symplectic 4-manifolds
In this section, we prove Theorem 1.1 and Theorem 1.4. Suppose a closed real symplectic 4-manifold (X, ω, ι) satisfies the assumption of Theorem 1.1.
First we discuss about the Pin − (2)-monopole equations on the canonical Spin c − structure. Let s 0 be the canonical Spin c structure on (X, ω) andŝ 0 the canonical Spin c − structure on X →X. Recallω is a ℓ R -valued self-dual 2-form such that ω = π * ω . Normalize the metric on X so that |ω| = √ 2 and pull it back toX so that |ω| = √ 2. Recall the splitting
The Clifford multiplication by ω induces the splitting
In fact, (ω/i) acts on W + as an involution, and C and K −1 are (+2) and (−2)-eigenspaces, respectively.
On the Spin c − structureŝ 0 , we have a twisted Clifford multiplication [17] , and this extends to ρ : :
Since the real part ofĈ is trivial, there is a constant sectionû 0 such that |û 0 | = 1. Mimicking the argument of Taubes [23] , we obtain the following. Let us consider the Pin − (2)-monopole equations rescaled and perturbed as follows:
, q is the quadratic form defined in [17] and r is a positive real constant. (This is an analogue of Taubes' perturbation [25] .) Then we can see that (Â 0 ,û 0 ) is a solution to (3.2) for every r.
To proceed further, it is convenient to move to the upstairs and consider the I-invariant part. Let (A 0 , u 0 ) be the configuration corresponding to (Â 0 ,û 0 ) , i.e., u 0 = π * û 0 and A 0 is the canonical U(1)-reduction of the induced O(2)-connection π * Â 0 . Then a spinor φ ∈ Γ(W + 0 ) can be written as φ = αu 0 + β, where α is a complex-valued function on X and β ∈ Γ(K −1 ). Then a solution to the equation (3.2) corresponds to an I-invariant solution to the perturbed equation due to Taubes [25] :
Proof of Theorem 1.1. Certainly, (A 0 , u 0 ) is an I-invariant solution to (3.3) for every r. Taubes [23] [24] [25] (see also Kotschick [14] ) proved that there is no solution to (3.3) except (A 0 , u 0 ) for large r. It follows from this that (Â 0 ,û 0 ) is a unique solution to (3.2) for large r. These implies Theorem 1.1.
Proof of Theorem 1.4. Suppose the Pin − (2)-monopole invariant on a Spin c − structureŝ is nonzero. Then the equations (3.2) considered onŝ has a solution for every r. Correspondingly, there is a Spin c structure s on X and an I-invariant solution to (3.3) for every r. Then, by Kotschick [14] (Cf. Taubes [24] ), the existence of solutions for large r implies that
where L is the determinant line bundle of (X, s). LetL be the characteristic bundle for (X,ŝ). Then L = π * L . The inequality (1.5) follows from (3.4) By [25] , we can find an embedded symplectic curve C in X such that e = P.D.
[C] satisfies e 2 = c 1 (K ⊗ L). If X contains embedded 2-spheres with self-intersection number −1, then blowing down them makes a minimal symplectic manifold X ′ with another embedded symplectic curve C ′ (see, e.g., [20] ). Then the proof of Theorem 0.2(6) of [25] implies that the virtual dimension d(s) of the moduli space for (X, s) is 0. Therefore
Real Kähler surfaces
The purpose of this section is to prove that the Pin − (2)-monopole moduli space on a real Kähler surface can be identified with the I-invariant moduli space of holomophic simple pairs, or the space of I-invariant effective divisors. The moduli space of vortices is also introduced for the intermediate one. The goal of this section is Corollary 4.22 and Corollary 4.26.
Let (X, ω, ι) be a compact Kähler surface with anti-holomorphic free involution ι such that ι * ω = −ω. Note that the pull-back of a (p, q)-form by the anti-linear map ι is a (q, p)-form, and the complex conjugation of a (q, p)-form is a (p, q)-form. Then the involution ι and complex conjugation induce an involution I on the space of (p, q)-forms Ω p,q (X) defined by
Suppose there is a canonical Spin c − structureŝ 0 on X →X = X/ι. As explained in §2.2, every Spin c − structure on X →X is made fromŝ 0 and an R 2 -bundleÊ twisted along ℓ R asŝ 0⊗Ê .
For a Spin c − structureŝ =ŝ 0⊗Ê on X →X, there exists a Spin c strcuture s = s 0 ⊗E on X which is the canonical Spin c reduction of π * ŝ , whose positive spinor bundle is
Note that ι * s =s. Then ι * E =Ē and E naturally admits a Hermitian metric h such that ι * h =h.
Let C be a Hermitian connection on K −1 induced by the Chern connection on T X associated with the Kähler structure.
Recall that the Dirac operator D on the canonical Spin c structure s 0 is identified with
Since ι is anti-holomorphic, the pull-back of D by ι is
Then we see that the Dirac operator D is I-equivariant.
Next we consider Dirac operators on a Spin c structure s = s 0 ⊗ E. For a Hermitian connection A on det(W + ) = E 2 ⊗ K −1 , there is a unique Hermitian connection B on E such that A = C ⊗ B ⊗2 . Then the Dirac operator D A associated with A is identified with
The pull-back B ′ = ι * B is a Hermitian connection onĒ = ι * E, and the pull-back ι * D A can be written as
For an O(2)-connectionB onÊ, we have a Hermitian connection B on E which is the U(1)-reduction of π * B . Then B is I-invariant, i.e., B = ι * B. For such a connection B, the Dirac operator
Recall the identifications:
Note that the I = ι * (·)-action preserves H + (X; iR) and
In particular, we have
Seiberg-Witten equations. The Seiberg-Witten equations on Kähler surfaces can be written as follows( [16, 27] ):
These are equations for Hermitien connections B on E and sections (α, β) ∈ (Ω 0,0 ⊕ Ω 0,2 )(E). The perturbation term is given by η ∈ Ω 2 (X), Λ g denotes the adjoint of the multiplication operator ω ∧ · : iΩ 0,0 → iΩ 1,1 , and s g is the scalar curvature. (Here we use the fact that iΛ g F C = s g for the Chern connection C.) If we take an I-invariant η, then (4.2) is I-equivariant. The discussion below is largely indebted for Teleman's excellent exposition [27] . The general principle is to "consider in the upstairs and take the I-invariant part". The next two theorems are obtained by restricting everything to the I-invariant part in the corresponding theorems of [27] . 
Then an I-invariant triple (B, α, β) is a solution to (4.2) if and only if: I. Θ > 0 and
∨ be the Hermitian connection on K induced from the Chern connection C. For a Hermitian connection on E, let B ′ be the Hermitian con-
Then the condition∂ * B β = 0 is equivalent to∂ B ′ ϕ = 0 by the Serre duality, and (4.5) can be rewritten as
If η is not (1, 1), then we have the following. 
and ϕ be as above. Then (4.7) can be rewritten as (4.8)
2. Vortex equations. Let (X, ω, ι) be a compact Kähler surface with anti-holomorphic free invoplution ι. Suppose we have a C ∞ Hermitian line bundle (E, h) over X with an isomorphism ι * (E, h) ∼ = (Ē,h). This isomorphism defines the bundle map I = ι * (·) covering ι which is the composite map of
− −−− → E. We suppose I generates an order-2 action (involution) on E. We define the I-action on Ω 0 (E) also by I = ι * (·). Let A(E, h) be the space of Hermitian connections on E. Then the involution I naturally induces an involution on A(E, h), also denoted by I. The gauge transformation group
A configuration (B, φ) with φ = 0 is called an irreducible. The G-action on the space of irreducibles is free. We define the involution I on G by
Definition 4.9. Let t : X → R be a C ∞ -function. A t-vortex is a solution (B, φ) ∈ A(E, h) × Ω 0 (E) to the system of the equations
If (B, φ) is a solution to (4.10), then (4.11)
If t is ι-invariant, that is, ι * t = t, then the system (4.10) is I-equivariant. Define I-invariant moduli spaces as follows:
k+1 -completion of G for sufficiently large k. We use the notation (·) k for the completed spaces. For a generic choice of I-invariant t with positive Ξ,
The following is a direct consequence of Theorem 4.3.
Then we have the following identifications:
Holomorphic simple pairs. Let (X, ω, ι) be a compact Kähler surface with anti-holomorphic involution ι, and E a C ∞ complex line bundle such that ι * E ∼ =Ē. As before, we suppose I = ι * (·) generates an involution on E. We define the I-action on Ω 0 (E) also by I = ι * (·). Let A 0,1 (E) be the space of semiconnections on E. Note that a semiconnection δ ∈ A 0,1 (E) can be written as δ =∂ B for some complex linear connection B on E. The involution I naturally induces an involution on A 0,1 (E), also denoted by I. The complex gauge transformation group G C = C ∞ (X, C * ) acts on
with nonzero φ is called simple. Let P s (E) be the space of simple pairs. Then G C acts on P s (E) freely. We define the involution I on G C by I(f ) = ι * f . Then the G C -action on P(E) is I-equivariant. Let H(E) be the space of holomorphic pairs:
A pair (δ, φ) ∈ H(E) with non-zero φ is called a holomorphic simple pair. Let H s (E) be the space of holomorphic simple pairs. We consider the I-invariant moduli space of holomorphic simple pairs:
Deformation complex for an I-invariant holomorphic simple pair p = (δ, φ).
where
The moduli space M s (E) I has a Kuranishi model as follows. 
be the cohomology group and harmonic space of the elliptic complex (C p ) I . There exists a neighborhood U p of 0 ∈ H 1 ((C p ) I ) and a smooth map
such that a neighborhood of p ∈ M s (E) I is homeomorphic to t
, and the tangent space of
The proof is standard.
I-invariant divisors. (A reference of this subsection is [21], I.4.) A Weil divisor is a formal linear combination i n i D i of irreducible analytic hypersurfaces. Define the I-action on divisors by
We will mainly consider effective divisors, i.e., D = i n i D i with n i ≥ 0.
When D is considered as a Cartier divisor, the I-action can be written as follows. For an open subset U ⊂ X and a holomorphic function f ∈ O X (U ), define I ·f ∈ O X (ι(U )) by (I ·f )(x) = f (ιx). Let S be the set of pairs (U λ , λ) where U λ is an open set and λ ∈ O X (U λ ). Then define the I-action on S by
An effective Cartier divisor is given as a subset F ⊂ S whose elements (U λ , λ) satisfy the following:
(1) λ is not identically zero.
(2) λ∈F U λ = X.
(3) For every λ, µ ∈ F, there exists g λ,µ ∈ O * X (U λ ∩ U µ ) such that λ = g λ,µ µ. We will take a maximal one of such systems for F. The effective Weil divisor correspoinding to an effective Cartier divisor is obtained by considering λ as local defining equations. Let
Then I · D corresponds to I · F. Note that g Iλ,Iµ = Ig λ,µ . If D is I-invariant, then we can take F corresponding to D such that F = I · F.
The system of cocycles {g λ,µ } and local functions {λ} define a holomorphic line bundle L with a holomorphic section φ.
is associated with D (or F), note that the line bundle with section associated with
4.5. I-equivariant sheaves. The I-action makes the structure sheaf O X an I-equivairant sheaf in the sense of [10, 22] , i.e., the sheaf projection
For an I-equivariant sheaf E, the equivariant sheaf cohomology H p (X; I, E) is defined: For an I-invariant open set U ⊂ X, let Γ I (U ; E) be the module of I-invariant sections. Take an injective resolution J * (E) of E in the category of I-equivariant sheaves. Then H p (X; I, E) is defined by
The equivariant direct image π I E of E is the sheaf onX = X/ι which is generated by the presheaf,
In general, π G is a left exact functor for G-sheaves. However our case is much simple. Since I covers the free involution ι on X, π I is an exact functor. That is, for an exact sequence of I-sheaves on X,
we have an exact sequence of sheaves onX,
In particular,
The fact that I covers the free involution ι on X also implies that
( [10] , p.204, Corollaire; [22] , Collorary 5.6.) There is an I-equivariant exact sequence.
− −−− → O * X − −−− → 0, whereZ is the constant sheaf on which I acts via multiplication of −1. This induces the sequence
Note that H i (X; I,Z) ∼ = H i (X; ℓ). Let NS I (X) = Imc 1 . For e ∈ NS I (X), let D(e) be the set of effective divisors representing e.
Proposition 4.16 ([27], Proposition 8.2.13). Let e =c 1 (E).
(
for each positive integer i.
Proof. With §4.4 understood, (1) is easy. The proof of (2) is parallel to that of [27, Proposition 8.2.13]. Let A p,q (X) and A p,q (E) be the sheaves of C ∞ -sections of Λ p,q and Λ p,q (E). Let
Then the I-action makes C i I-equivariant sheaves. The formula of D i p in (4.14) defines the sequence of I-equivariant sheaves:
This induces the sequence of sheaves overX = X/ι:
Since ι is free, it can be seen from the∂-Poincaré lemma that the sequence (4.17) is exact unless i = 1. Furthermore, the following map is an isomorophism:
Since
Then we obtain
I is smooth at D, and the tangent space of D(e) I at D is identified with
We call the following the Zariski tangent space of D(e) I at D:
4.6. Correspondence. Define the mapJ :
Then the restriction ofJ to the I-invariant part C * (E) I k induces a submersion
The goal of this subsection is the next proposition. 
For the proof, we need some preparation. Defineμ t : C * k → Ω 0 (E) k−1 by the left hand side of the third equation of (4.10) as
Note that the last space can be identified with the L 2 -orthogonal complement of the tangent space of the orbit p · (G C k+1 ) I in T p (P s k ) I where p =J (v) ∈ (P s ) I . Then we can see the following: 
Since φ and θ := t−iΛ g F B are I-invariant section and function, they descend onX, i.e., we findφ andθ such that φ = π * φ and θ = π * θ . Consider the following equation forψ ∈ C ∞ (X; R):
This is a Kazdan-Warner type equation [13] , and has a unique solutionψ
We prove J is injective. Suppose (B 1 , φ 1 ), (B 2 , φ 2 ) are I-invariant solutions to (4.10) such that (∂ B 1 , φ 1 ) = (∂ B 2 , φ 2 ) · f for some f ∈ (G C ) I . By replacing (B 2 , φ 2 ) with G I -equivalent one, if necessary, we may assume f = e −ψ for some I-invariant function ψ. Since (B 2 , φ 2 ) is an I-invariant solution, ψ satisfies (4.21). Since (B 1 , φ 1 ) is an I-invariant solution, ψ = 0 is a solution to (4.21). Moving to the downstairs, we see that the uniqueness of the solution to Kazdan-Warner's equation implies that ψ = 0.
For a Spin
c − structureŝ 0⊗Ê on X →X, s 0 ⊗E is the canonical reduction ofŝ 0⊗Ê where E is the canonical U(1)-reduction ofÊ. We choose an Iinvariant closed (1, 1)-form η for the perturbation term of the I-invariant Seiberg-Witten equation (4.2).
Corollary 4.22. Let t = πΛ g η − s g /2, e =c 1 (Ê) and k =c 1 (K).
4.7.
Witten's perturbation. In the previous subsection, we consider the perturbation by an I-invariant (1, 1)-form η, and the Pin − (2)-monopole moduli space is identified with the I-invariant moduli space of vortices and holomophic simple pairs. In this subsection, we consider the pertutbation as in Theorem 4.6.
Let (X, ω, ι) be a compact Kähler surface with anti-holomorphic involution ι, and E and E ′ two C ∞ complex line bundles such that ι * E ∼ =Ē and ι * E ′ ∼ =Ē ′ . We suppose I = ι * (·) defines involutions on E and E ′ . Consider
Fix a holomorphic structure N on N = E ⊗ E ′ , and let δ N be the corresponding integrble semiconnection. (Later we assume N, and therefore δ N , are I-invariant.) Put
A natural map T :
Now suppose N is I-invariant and (H 0 (N) \ {0}) I = ∅, and choose an I-
For ∆ ∈ D(e + e ′ ), let
Then, for ∆ = Z(ξ), we have a natural identification
and therefore the injective maps
Then it can be seen that 
Proof. This is proved by considering the I-invariant part or applying π I to everything in the proof of [27, Lemma 9.3.3] . The commutative diagram
% % ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲
Fix Hermitian metrics h, h ′ on E and E ′ , a function t ∈ C ∞ (X, R), an integrable connection Σ on N and a nonzero∂ Σ -holomorphic section ξ ∈ Ω 0 (N ) \ {0}. (Later we assume that all of them are I-invariant.) Let N be the holomorphic structure on N induced from Σ. Let
Consider the following system of equations:
Suppose that all of h, h ′ , t, Σ and η are I-invariant. Let
Theorem 4.25. The map
induces a homeomorphism
The proof is similar to that of Theorem 4.19. In this case, we need to find an I-invariant function ψ : X → R so that
As before, this equation descends toX, and it has a unique smooth solution.
(See [2] or [19, §3.2] .) The rest of the proof is similar.
Corollary 4.26. For η as in Theorem 4.6, let t = πΛ g η 1,1 − s g /2.
Calculation and Examples
The purpose of this section is to compute Pin − (2)-monopole invariants of several concrete examples. Since X is minimal and of general type, K 2 X > 0 and K X is numerically effective. The latter condition implies
there is an I-invariant holomorphic structure on E and an I-invariant non-zero holomorphic section. Hence
By the Hodge index theorem, we have
The quadratic function f (t) attains its minimum at t = −(K X · L)/L 2 and the minimum is
this quntity is non-negative, and therefore equal to 0. Then we have L 2 = K 2 X = −K X · L, and we see that f (t) ≤ 0 only when t = 1. Hence (K X + L) 2 = 0 and (K X + L) · ω = 0. By the Hodge index theorem, we have K X + L is a torsion class, and therefore E is also a torsion class. Since E has an I-invariant non-zero holomorophic section, E is an I-equivariant trivial bundle. This meansŝ is the canonical Spin
On the other hand, in the case when L · ω > 0, SW Pin X (ŝ) = 0 implies the existence of an I-invariant holomorophic structure on E − K X , and an I-invariant holomorophic section on it. Arguing similarly, we can prove that K X − L is a torsion class, andŝ is the anti-canonical Spin c − structure.
As a series of examples for minimal Kähler surfaces of general type with free antiholomorphic involutions, we have hypersurfaces M 4k in CP 3 defined by real polynomials of degree 4k, e.g.,
LetM 4k = M 4k /ι. We check the assumptions. Proof. See [11] . The proof in [11] is onM 4 , but it works well forM 4k .
Proof. The fact w 2 (K) = 0 follows from that the canonical bundle K of M 4k is given by K = (4k − 4)H, where H is the hyperplane section. By Lemma 5.1 and [17, §1, Remark 3(2)], there exists a class α ∈ H 1 (M 4k ; ℓ) such that w 2 (M 4k ) = α ∪ α. Since π 1 (M 4k ) = 1, π 1 (M 4k ) = Z/2, α must be w 1 (ℓ R ) and π * is surjective. Remark 5.5. Note thatM 4 is diffeomorphic to an Enriques surface. On the other hand, all of the ordinary Seiberg-Witten invariants ofM 4k for k > 1 are zero by a theorem due to S. Wang [30] .
Elliptic surfaces.
In this subsection, the Pin − (2)-monopole invariants of the quotient manifolds of some elliptic surfaces are computed. First, we construct anti-holomorphic involutions on certain elliptic surfaces over CP 1 . A method to construct elliptic fibrations by using hyperelliptic involutions is given in Gompf-Stipsicz's book [9] , §3.2. Let Σ k be a Riemannian surface of genus k, and h k : Σ k → Σ k be a hyperelliptic involution. Take the diagonal
Dividing by the Z 2 -action, we obtain the quotient (Σ k × Σ 1 )/Z 2 with 4(2k + 2) singular points. Resolving the singular points makes a complex manifold X(k+1). Dividing the projection pr 1 : Σ k × Σ 1 → Σ k and extending it to the resolution, we obtain the elliptic fibration ̟ : X(k + 1) → CP 1 . It is well-known that X(n) is diffeomorphic to E(n), the fiber sum of E(1) = CP 2 #9CP 2 .
We construct an anti-holomorphic free involution on X(2n). Take the antipodal map ι 0 on CP 1 = C ∪ {∞} defined by z → z * := −1/z. Choose k distinct points a 1 , . . . , a k on CP 1 satisfying 0 < |a i | < 1. Let Σ k be the hyperelliptic curve defined by the equation
and Σ k → CP 1 the associated double covering branched at a 1 , a * 1 , . . . , a k , a * k , 0, ∞. Then the antipodal map ι 0 on the base CP 1 can be lifted to an anti-holomorphic map σ k on Σ k with order 2 if k is odd, and with order 4 if k is even.
Suppose k = 2n − 1 for a positive integer n. Take the diagonal action σ 2n−1 × σ 1 : Σ 2n−1 × Σ 1 → Σ 2n−1 × Σ 1 . Then σ 2n−1 × σ 1 descends to a free involution on the quotient (Σ 2n−1 × Σ 1 )/Z 2 . Furthermore we can easily extend it to an anti-holomorphic free involution ι on X(2n) which covers the antipodal map ι 0 on the base CP 1 .
Proposition 5.6. The surface X(2n) admits a Kähler form ω such that ι * ω = −ω.
Proof. We can easily construct a Kähler form
By the results due to Fujiki [8] , we can obtain a Kähler form ω on X(2n). Moreover we can choose ω such that ι * ω = −ω.
The general fiber of̟ is a torus. Note that X(2) = E(2) is a K3 surface.
Proposition 5.7. The quotient manifoldX(2) = X(2)/ι is diffeomorphic to an Enriques surface.
Proof. ( [5] and [4] , §15.1.) Take an I-invariant holomorphic form φ on X(2). By the Calabi-Yau theorem, there exists a unique Kähler-Einstein metric. Then φ and ω induce a hyper-Kähler structure on X(2). There exists a complex structure for which ι is a holomorphic free involution. ThusX(2) is an Enriques surface.
Since X(2n) is diffeomorphic to the fiber sum of E(2) = K3 with E(2n − 2),X(2n) is diffeomorphic to the fiber sum of the fibration̟ :X(2) → RP 2 with E(n − 1).
Proof. SinceX(4m+2) is the fiber sum of̟ :X(2) → RP 2 with E(2m), it is easy to see thatX(4m+2) is a non-spin manifold with π 1 (X(4m+2)) = Z/2 whose intersection form is isomorphic to
where H is a hyperbolic form. Then it follows from a result of HambletonKreck [12] (Cf. [29] ) thatX(4m + 2) is homeomorphic to the connected sum Σ#(2m + 1)
where Σ is a rational homology 4-sphere such that π 1 (Σ) = Z/2 and w 2 (Σ) = 0, and |E 8 | is the E 8 -manifold, i.e., the simply-connected topological manifold whose intersection form is isomorphic to −E 8 . Since |E 8 | and S 2 × S 2 are spin and w 2 (Σ) is a torsion class, w 2 (X(4m + 2)) is a torsion class.
Since the canonical divisor K of X(n) is K = (n − 2)F , where F is a general fiber, we can see thatc 1 (K) is divided by 2 if n = 4m + 2. The rest of the proof is similar to that of Proposition 5.2.
Take an I-invariant divisor D k of X(n) of the form
where F i are general fibers. Let E k be the line bundle associated to D k . Then E k can be written as the pull-back E k = ̟ * L where ̟ : X(n) → CP 1 is the elliptic fibration and L is a line bundle over CP 1 of degree 2k. Let 
The rest of this section is devoted to the proof of Theorem 5.9. For q ∈ CP 1 , let q * = ι 0 (q) where ι 0 is the antipodal map. Choose 2m distinct points q 1 , . . . , q 2m on CP 1 such that all of q 1 , . . . , q 2m and q * 1 , . . . , q * 2m are distinct. Let
, and we obtain an I-
. Let η be the corresponding I-invariant holomorphic section on the canonical bundle K. By Corollary 4.26, the Pin − (2)-monopole moduli space M(X,ŝ k ) can be identified with
where E ′ = K ⊗ E −1 and ∆ = Z(η).
Lemma 5.10. The moduli space M(X,ŝ k ) is 0-dimensional and orientable.
Proof. Let s k be the Spin c structure on X of the canonical reduction of π * ŝ k . Note that c 1 (L) 2 = 0, τ (X) = −16(2m + 1) and 2e(X) + 3τ (X) = 0 , where
k is the determinant line bundle, and e(X) and τ (X) are the Euler characteristic and signature of X. Then the virtual dimension d(s k ) of the Seiberg-Witten moduli space of (X, s k ) is
Since the index of the Dirac operator DÂ onŝ k is a half of that on s, we have
Especially, ind DÂ is even. Then the moduli space is orientable by [18, Proposition 2.15]. 
ψ. Replaceḃ byḃ 0,1 via the identification iΩ X ∼ = Ω 0,1 . We introduce the operators Q t and Q 0 t by
Let K and C be the kernel and cokernel of Q 0 t , respcetively,
Note that
To see the orientation of the solution t, we consider
This can be identified with
Note that R t is a linear isomorphism. If we fix orientations of the domain and target of R t , the orientation of the solution t is determined by the sign of the determinant of R t . (See e.g. [27] , [19] .) We want to represent R t by a matrix with some explicit bases of H 0 (D) It is easy to see that the determinant of the matrix above is − U 2 − V 2 . To prove any other solution t ′ has the same orientation with the solution t for D above, we need to prove that the determinant of the matrix R t ′ associated with t ′ has the same sign with det R t .
For simplicity, let us consider the case when m = 2, k = 1. The general case will be obvious. Take the solution t corresponding to the divisors D = ̟ * (p 1 + p * 1 + p 2 + p * 2 ) and K − D = ̟ * (q 1 + q * 1 + q 2 + q * 2 ). Exchanging p 1 and q 1 , we obtain another I-invariant solution t ′ corresponding to D ′ = ̟ * (q 1 + q * 1 + p 2 + p * 2 ) and K − D ′ = ̟ * (p 1 + p * 1 + q 2 + q * 2 ). Let U , V be the holomorphic sections for t, and U ′ , V ′ for t ′ . Without loss of generality, we may assume U ′ , V ′ are related with U , V by
The meaning of this is as follows: When the holomorphic section U ′ associated with the solution t ′ is considered as an element of H 0 (D) . We want to represent the map R t ′ R t ′ φ ψ = −V ′φ − U ′ψ (− φ , U ′ + ψ , V ′ )dvol g by a matrix with respect to the bases (5.13), (5.14) .
Before that we note several useful relations. For p j and q l with |p j | = |q l | = 1, let a, b be the real numbers such that p j q l = a + ib. Then we have the following relations. (For instance, a connected sum of several S 2 × Σ g and S 1 × W has a double cover satisfying the above conditions [18, §1.2], where Σ g is a Riemann surface with genus g ≥ 1 and W is a closed 3-manifold.) Then [18, Theorem 3.11] implies thatM 4k #Ẑ andX(4m + 2)#Ẑ has nontrivial Pin − (2)-monopole invariants.
On the other hand, [18, Theorem 3.13] implies that any connected sum Y 1 # · · · #Ŷ N such that eachŶ i isM 4k orX(4m + 2) for any k or m has nontrivial Pin − (2)-monopole invariants. As an application of the nontriviality of the Pin − (2)-monopole invariants, we have the adjunction inequality for local-coefficient classes [18, Theorem 1.15].
6.2. Problems. We suggest several problems for future researches.
• Generalize the results to the case of the real structures with real parts.
If we can drop the condition that ι is free in our story, then we might expect some applications to, say, real algebraic geometry. For this purpose, we need to generalize the notion of the Spin c − -structure.
• Analogy of SW=Gr [26] . Can SW Pin be identified with some kind of real Gromov-Witten invariant? Cf. Tian-Wang [28] .
• What is the couter part of Pin 
