Two-fluid Braginskii codes have simulated open-field line turbulence for over a decade, and only recently has it become possible to study these systems with continuum gyrokinetic codes. This work presents a first-of-its-kind comparison between fluid and gyrokinetic models in open field-lines, using the GDB and Gkeyll codes to simulate interchange turbulence in the Helimak device at the University of Texas. Partial agreement is attained in a number of diagnostic channels of the fluid and gyrokinetic simulations when the sources and sheath boundary conditions (BCs) in GDB are selected carefully. The radial profile of the fluctuation levels is qualitatively similar and quantitatively comparable on the low-field side, although statistics such as moments of the probability density function and the high-frequency spectrum show greater differences. This comparison indicates areas for future improvement in both simulations, such as sheath BCs, as well as improvements in GDB like particle conservation and spatially varying thermal conductivity, in order to achieve better fluid-gyrokinetic agreement and increase fidelity when simulating experiments.
I. MOTIVATION AND OVERVIEW
Helical magnetic field devices, such as the Helimak (University of Texas) and TORPEX (EPFL), provide a useful environment for refining our understanding of open field-line toroidal systems. These devices have important ingredients of tokamak scrape-off layer (SOL) turbulence: parallel transport onto sheath regions, turbulent cross-field transport, curvature and ∇B drifts, and interaction with plasma-facing materials, main chamber neutrals and radio-frequency (RF) sources. Numerous aspects of tokamak fusion plasma operation are highly dependent on the conditions in the SOL. The fusion performance of the core, for example, is thought to be directly dependent on the plasma temperature at the pedestal top 1 which is dynamically affected by the properties of the SOL plasma. The SOL is the site of sometimes deleterious field-aligned motion of particles and heat towards the tiles of the vessel wall. These are complicated and, to some extent, mitigated by the cross-field transport spreading loads over a larger surface of the wall 2 . Cross-field transport is not always desirable however, since coherent structures 3 and edge-localized modes 4 can also impact the walls and cause sputtering, penetration of impurities and plasma cooling, all of which undermine the performance of the core. Understanding these processes, and gaining the ability to predict and optimize them, are highly desirable for designing and operating future experiments.
One way to study and predict the time evolution of experiments' edge is through direct numerical simulation. This approach has been made possible with both fluid and kinetic models in open field-line turbulent systems thanks to the advent of high-performance computing (HPC). In the next few years HPC will take another major step as exascale supercomputers become available, which strategies for burning plasma a) Also at Princeton Plasma Physics Laboratory.; Electronic mail: manafr@mit.edu research plan to leverage in order to guide our understanding of current experiments and help to optimize the design of future devices 5 . A number of fluid and kinetic codes are currently being developed and upgraded to take advantage of these capabilities and deliver a realistic numerical description of laboratory plasmas.
Fullf fluid codes, those which do not separate the evolution of equilibrium and fluctuating contributions to the plasma parameters, have modeled helical open-field line turbulence for over a decade [6] [7] [8] [9] . These studies have consisted of solving a set of partial differential equations obtained from the drift-reduction of the Braginskii or Mikhailovskii fluid equations. A number of assumptions employed then have been done away with in modern Braginskii solvers, such a relaxing the Boussinesq approximation, using realistic and spatiallyvarying transport coefficients, including electromagnetic fluctuations and more complex geometries. Among the notable things uncovered by these studies are the appearance of large sheared velocity flows that quench turbulence when sources or field-line connection lengths are increased 6 , reminiscent of the L-H transition in tokamaks. An early 2D solution of a simplified Braginskii model was also compared against experimental data, showing good agreement in several channels such as the global density and electron temperature profiles, and the frequency spectra 7 . In global (not field-aligned) 3D simulations, it was also possible to discern the transition from interchange to drift-wave turbulence as one lowered the pitch angle (increased connection length) and lowered the collisionality 8 .
As the collisionality decreases (or the temperature increases) the use of the Braginskii equations is often put into question, since these employ a short mean-free-path collisional closure to the system of moments of the kinetic equation. Despite this limitation, a variety of Braginskii codes have been developed recently to study the turbulence in the hot boundary plasma of tokamaks. A great effort is underway to improve the accuracy and robustness of codes such as TOKAM3X 10 , GBS 11 , GRILLIX 12 , BOUT++ 13 and GDB 14 . Despite their use of collisional fluid equations in less collisional environments, several comparisons between their simulations and experiments have yielded satisfactory agreement 15, 16 . The reduced computational cost of fluid simulations also offer the ability to perform more parameter scans and iterative numerical simulation, which is often necessary to uncover the underlying physics. Perhaps for this reason alone there may always be an interest in fluid modeling, even if only as a step prior to kinetic simulation.
Yet the possibility remains that collisionless and other kinetic effects play crucial roles in the dynamics of boundary plasmas, and that these processes cannot be captured by Braginskii fluid codes. To address such concern several teams are also developing fluid models that are not derived under the assumption of strong collisionality 17, 18 . Extensive work is also being done in developing a new generation of solvers for the 5D gyrokinetic equation, a version of the Boltzmann kinetic equation averaged over the fast gyro-motion of particles around the magnetic field. Particle-in-cell (PIC) methods have accomplished a solution of this equation in both open and closed field lines; the XGC1 code, for example, has made valuable contributions to the prediction of heat-flux loads in current and future devices 19 . There is interest in cross-validating XGC1 results and also improving on its description of laboratory plasmas, for which other gyrokinetic codes are being developed, including GENE 20 , GYSELA 21 , ELMFIRE 22 , PICLS 23 and COGENT 24 . Among continuum codes, Gkeyll pioneered the simulation of gyrokinetic turbulence in open field lines 25 . This approach was later used to study the SOL of the National Spherical Torus Experiment (NSTX) 26 , it had been incorporated in GENE to model the Large Plasma Device (LAPD) 20 , and is also used to provide conducting-sheath boundary conditions (BCs) in new PIC codes 23 .
Currently no single code has all the ingredients required for a high degree of numerical realism. By comparing these different tools, we can learn which physics are exclusively kinetic and not captured by fluid frameworks, which parameter regimes can be safely studied with fluid models, and how one description can inform the improvement of the other. There is also interest in obtaining evidence of when certain numerical or analytical simplifications make no discernible difference, or when a given theoretical assumption proves too risky.
To this end, the Helimak device serves as a helpful testbed for the description of collisional, open field-line toroidal plasmas with both fluid and gyrokinetic models. Additionally, despite the simplified geometry and relatively high collisionality of the Helimak, predictive capability is still unattained and interesting open questions remain. We thus compared simulations of this system with both the GDB two-fluid code and the Gkeyll gyrokinetic code. Although more sophisticated simulations of the Helimak are currently possible with these tools, we choose to compare the first published gyrokinetic simulations of Helimak 27 , with a version of GDB that incorporates some simplifications commonly used by other Braginskii codes. In section II we describe the fluid and gyrokinetic models, and some of the numerics employed to solve them. We direct the reader to other publications for additional details on the numerical methods of GDB 14 and Gkeyll 28, 29 . The results of the fluid and gyrokinetic simulations are presented and analyzed in section III, and we offer additional discussion and conclusions in section IV.
II. DESCRIPTION OF GYROKINETIC AND FLUID MODELS
In this section we present the gyrokinetic and fluid models used for this study and summarize their numerical aspects. For further details on the numerical implementation we refer the reader to the documentation on GDB 14 and Gkeyll 28 . Both codes have been used to study the Texas Helimak toroidal device consisting of a H = 2 m tall vessel with a rectangular cross section 1 m wide (see figure 1 ). The major radius in the center of the plasma is R 0 = 1.1 m. The background helical magnetic field B = B(R), composed of a toroidal B t and a vertical B v component, starts at the bottom plate and winds counterclockwise (as seen from above) until reaching the top of the vessel. We consider experiments with large pitch angle (∝ B v /B t ) in which interchange modes with k ≃ 0 dominate. Thus, as one winds around the machine once (following a field line) and displaces vertically by L y = 2πRB v /B t , there will be little change in the plasma parameters. We can thus expect periodicity after every vertical segment L y long.
Gkeyll and GDB have been set up with field-aligned coordinate systems, meaning (x, y, z) correspond to the radial (R), binormal and field-aligned directions. The computational domain corresponds to a flux tube that begins at the bottom of the device and after N = H/L y turns ends at the top. The connection length is thus L c = 2πRN. Both computational domains span the radial width of the vessel (x ∈ [0.6 m, 1.6 m]), the entire connection length (z ∈ [−L c /2, L c /2]), and have a restricted periodic binormal extent (y ∈ [−L y /2, L y /2]). Further explanation of the computational geometry can be found in a previous publication on Gkeyll simulations of this machine 27 .
We focus on an Argon case (m i /m e = 7.33 × 10 4 ) with the magnetic field magnitude B(R = R 0 ) = B 0 = 0.1 T and a connection length of L c = 40 m. Given the counter-clockwise rotation of the field, the unit vector along the background magnetic field is opposite the z-direction: b = B/B = −ẑ. We neglect the shear in the magnetic field produced by the fact that B t ∝ R −1 while B v is constant. Other plasma parameters are close to previous experiments and numerical simulations, with the density n e0 = 10 16 m −3 and the electron temperature T e0 = 10 eV. Ions do not have time to thermalize with the electrons given the rapid charge-exchange and parallel losses, so we assume cold ions (T i0 ≪ T e0 ) but retain a finite temperature of T i0 = 1 eV (τ = T i0 /T e0 is the temperature ratio).
A. Gkeyll's gyrokinetic model
We reproduce the description of the gyrokinetic model 27 here for completeness and to motivate the choice of the sources in the fluid model. We are concerned with the electrostatic, long-wavelength limit (no Larmor-radius effects) of the fullf gyrokinetic equation for the gyrocenter distribution function f s (x, v , µ,t). This entails the continuum kinetic equation for species s
where C[ f s ] incorporates the effects of collisions via the Dougherty operator
and S s is a source of particles and energy. For like-particle collisions u sr = u s and v 2 tsr = v 2 ts = T s /m s . Ion-electron collisions are neglected and electron-ion collisions use u ei = u i and v 2 tei = v 2 te + u i − u e 2 /3. The Jacobian of the coordinate
where Ω s is the gyrofrequency of species s, and we simply set B ⋆ ≃ B. Given the Poisson bracket for this Hamiltonian system 
There are no Larmor-radius effects so we use φ in the Hamiltonian instead of the gyroaveraged potential φ α . This gyrokinetic system is closed by the long-wavelength gyrokinetic Poisson equation to compute the electrostatic potential:
with the ion sound gyro-radius ρ s0 = c se0 /Ω i given in terms of the zeroth-order ion sound speed c se0 = T e0 /m i at the reference temperature T e0 . Note that the ion guiding-center density on the left side of equation 5 is taken to be the spatially constant, reference density. Similarly the variation of the magnetic field is not accounted for in the Poisson equation. This is akin to the Boussinesq approximation commonly made in Braginskii solvers. The kinetic plasma model included the simplified phasespace source given by
The velocity-space variation is given by the zero-flow normalized Maxwellian with temperature T src , F M (v , µ, T src ). The radial location and width of the source are given by R src and σ src , respectively. In the experiment the heating is provided by radio-frequency (RF) systems that interact with the electrons at the electron-cyclotron and the upper-hybrid resonances, primarily. Modeling this power source is complicated by the fact that the resonance location is dependent on the time-evolving plasma parameters. A practice of locating S s at a mean location of this resonance is followed here (R src = 1.0 m), and the width is chosen to be small to simulate an expected narrow absorption layer (σ src = 0.1 m). The appropriate amplitude of the source, and also the steady-state plasma profiles, were estimated with a 1D transport model 26 assuming a balance of the particle source (for a species s) S n,s (x) = 2πB m s dv dµ S s (x, v , µ) (7) and the parallel loss rate, n ( x, z)/τ , with the parallel transit time defined as τ = L c /(2c s ). The result is the approximate steady-state profile
The value of n p = 4.48 × 10 17 m −3 was set such that the volume average of n(x, z) is equal to n e0 . In order to maintain this profile with the source in equation 7 one can show that the amplitude of the source in equation 6 must be S 0 ≈ 9.77 × 10 19 m −3 s −1 , but Gkeyll simulations were instead carried out
The temperature of the source's Maxwellian, T src , was also informed by this 1D transport calculation, which did not include parallel heat conduction. This heat transport is significant, which is why a higher value of T src = (10/3)T e0 was employed. Since the source in equation 6 has a non-drifting distribution in velocity space there is no net external addition of momentum, but there is an injection of energy given by This gyrokinetic model is discretized with high-order discontinuous Galerkin (DG) schemes. Such approach can offer increased accuracy at a reduced cost compared to other numerical techniques, can be made to adapt to complex geometries, and improves data locality which is attractive for high-performance computing. Explicit third-order Runge-Kutta (SSP-RK3) time stepping was used. In this work the discrete, piecewise-linear (p = 1) DG initial conditions and sources are obtained by evaluating their analytic function at the cell boundary nodes and using linear interpolation between them (more accurate quadrature methods are also available within Gkeyll). The sources at y = z = 0, for example, are shown in figure 2 . These figures are obtained by subdividing the x domain into N x (p + 1) cells and plotting the cellcenter value of the source (N x is the number of cells along x).
The boundary conditions (BCs) on the distribution function f s are zero-flux along x and periodic in y. The former is consistent with a homogeneous Dirichlet condition on φ , which eliminates radial flows out of the domain. In the z direction a model for conducting sheath BCs are used 25, 28 . The conducting sheath is produced by solving for the potential at the sheath entrance, φ sh = φ (z = ±L c /2), with the Poisson equation 5. Electrons with velocities v > 2eφ sh /m e are lost through the sheath, while those with velocity lower than this but directed towards the sheath are reflected. The ions are allowed to pass through the sheath and become absorbed at whatever velocities they are accelerated to by the potential. We simply require that there are no incoming ions from the sheath, i.e. f i (x, y, z = −L c /2, v , µ) = 0 and f i (x, y, z = +L c /2, v , µ) = 0 for v ≥ 0 and v ≤ 0, respectively.
B. GDB's two-fluid model
We employed the drift-reduced two-fluid Braginskii model. These equations are obtained via a simplification of the collisionally-closed two-fluid equations assuming time variations that are slow compared to the ion gyro-frequency, d/dt ≪ Ω i . Under this assumption the lowest order perpendicular flows are the E × B (v E = c b × ∇φ /B) and diamagnetic flows (v ds = c b × ∇p s /(enB)). The reduction also invokes quasineutrality, and discards the electron polarization drift and some terms smaller by a factor of m e /m i . We also do not include collisional drift terms 30 . The result of such procedure 31 is the following set of equations for the time rate of change of the plasma density n, generalized vorticity ω, mean field-aligned flows u s and temperatures T s :
Note that these fluid equations appear in Gaussian units, while the gyrokinetic model is written in SI units. Previous Braginskii simulations of Helimak, and some modern tokamak fluid simulations 11 , do not evolve the ion temperature in cases where this is thought to be small but in this work we retain T i (x,t). 
The effect of curvature of the magnetic field,
The coefficients κ s and η are the parallel heat diffusivity and conductivity 32 . We use the notation j = en(u i − u e ) for the parallel current.
Equations 10-15 include diffusion terms (D F ) added for numerical stability consisting of both sixth-order perpendicular and second-order parallel diffusion. The latter is not always necessary for stability, but is needed in order to produce a physical k spectrum. There are also particle (S n ) and energy (S E,s ) sources (no momentum sources) given by
where S fl 0 = 6.525 × 10 19 . The form of these fluid source was chosen to follow the plotted Gkeyll sources in figure 2. Notice that their amplitudes are lower than those obtained from equations 7 and 9 with S 0 = 8.6 × 10 19 m −3 s −1 ; this is explained in section III.
The fluid equations are solved by the finite difference code GDB, and the numerical details are described in previous publications 14, 33 . Here we only report on details of the numerical implementation relevant to the comparison with Gkeyll and pertaining the Helimak geometry. The BCs in the radial direction are homogeneous Dirichlet for φ and ω, and even symmetry BCs for n, T s and u s . These symmetric BCs are implemented by filling ghost cells so that there is symmetry about the wall surface (at x = ±L x /2), but they do not enforce a zerogradient at the first and last radial grid points, thus allowing fluxes to the walls. GDB uses a grid staggered in z for the parallel velocities u s (see figure 3 ). Therefore the cell center coordinates of the u s -grid are given by z
Since we impose the lower limit of the Bohm criterion as a sheath BC for u s 2 , in practice this means that at the upper sheath, for example, we set (recall b = −ẑ)
where Λ = log m i /[2πm e (1 + τ)] and the temperatures and potential at k = 1/2 are obtained via two-point linear extrapolation. We could instead impose the correct Bohm-sheath criterion u i ≤ −c s at this sheath by using homogeneous Neumann BCs whenever the local flow is supersonic, but the intention here is to employ techniques commonly used by other Braginskii solvers.
Evolving the values of n, φ and T s in the first and last cells along z also requires parallel BCs for these quantities (and ω). While many choices exist, researchers often choose those which exhibit best numerical stability. Given that we know the direction of the flow at the sheath entrance, we fill the z-ghost cells (empty circles and diamonds in figure 3 ) such that an upwind stencil ensues. For example
The calculation of parabolic terms (∝ ∇ 2 ) are computed using homogeneous Neumann BCs, except for the heat diffusivity terms discussed below.
We will distinguish between two different boundary conditions for the heat diffusivity terms (∝ κ s ) in the temperature equations. Our first choice will be to use homogeneous Neumann BCs, which lead to a zero-heat flux condition (q s = 0) at the sheath. This is a common choice as it provides superior numerical stability. However, finite conductive heat-fluxes entering the sheath are measured experimentally, so we will also explore the effect of q s = 0 BCs. We implement the latter by imposing
where the upper (lower) sign corresponds to the top (bottom) sheath, and γ s is the sheath transmission coefficient. The heat transmission coefficients employed here will be γ e = 2 + |eφ |/T e and γ i = 2.5T i /T e . Note that this expression neglects the convective and frictional parts of the heat-flux (addressed in section III). In practice the BC in equation 18 is applied by filling the ghost cells accordingly; for example, at the upper sheath this means
Note that GDB and many other Braginskii codes evolve the logarithms of the density and the temperatures. This is a widely used technique to guarantee the positivity of such quantities. However a pitfall of this approach is that it becomes more challenging to have a conservative scheme. It is common to ameliorate the effects of non-conservation, turbulent cascades and the lack of upwinding with the use of additional numerical diffusion. Some Braginskii codes write such diffusive terms in conservative form 34 , but that requires either an explicit treatment or solution to a nonlinear elliptic problem. In GDB we use diffusive terms of the form 33, 35 
discretized with second-order centered finite differences. In order to treat the perpendicular diffusion implicitly we apply it on the logarithm of n and T s . The code solves a normalized form of equations 10-15, given in appendix A. We make several additional approximations in order to make a comparison with a fluid model representative of those used by other Braginskii solvers 14 . The first of these is the Boussinesq approximation, which GDB is usually run without: ω = ∇ ·n e0 ch/(Ω i0 B 0 ). As noted in this definition of the vorticity, we will examine GDB simulations without the variation in the magnetic field amplitude, B = B 0 , and will likewise use R = R 0 . Often this approximation is made in the simulation of tokamak annuli because the radial extent is small, and the impact of the radial variation in B is thought to be small. We also disregard the spatial variation of the η , η s 0 and κ s , though Gkeyll retained the spatial dependence in the collisionality: ν sr = ν sr (x). These changes can modify the simulation significantly depending on which diagnostic one looks at 31 , but the intention here is to use assumptions and simplifications typical in Braginskii simulations found in the literature. Reporting on the effects of additional levels of complexity is left for future publication.
III. SIMULATION RESULTS
In this section we describe the data from the fluid and gyrokinetic simulations of the Texas Helimak, and in the following section offer additional analysis and discussion. These simulations were carried out by providing Gkeyll and GDB with similar initial conditions (ICs). The initial density in Gkeyll was matched in GDB by providing the following IC:
(21) A small density floor was added to avoid positivity issues in Gkeyll at early times. This initial profile was perturbed randomly with small amplitude fluctuations. The radial and fieldaligned variation of this density profile is shown in figure 4 . Also shown there is the initial parallel ion velocity, given approximately as
The electron parallel velocity was essentially zero at t = 0, and there was a small temperature gradient which in GDB we 0.6 0.8
Major radius, R (m) modeled as
In GDB the initial vorticity was set to zero, while Gkeyll computes the initial electrostatic potential from solving the Poisson equation 5. These initial conditions were discretized, and the ensuing solutions obtained, on a Gkeyll phase-space mesh of 48 × 24 × 16 × 10 × 5 cells and a piecewise-linear basis (p = 1), while the GDB configuration-space grid employed 256 × 128 × 64 points. The velocity space domain was given by
where v e,max = 4v te0 = 4 T e0 /m e and v i,max = 6c se0 = 6 T e0 /m i . The resolution of the kinetic simulation may seem coarse, but the radial spectrum of the turbulence is well converged 27 . The gyrokinetic simulation used 180 000 CPU-hours on Skylake nodes of the Texas Advanced Computing Center's Stampede2 cluster to reach 16 ms, while the fluid calculation required 5 600 CPU-hours on Dartmouth's Discovery cluster's Intel Xeon E5-2643V4 nodes. The cost in units of CPU-hours per milisecond, per degree of freedom is only 40% higher for Gkeyll.
These simulations begin with a period of linear growth in which fluctuation amplitudes increase due to free energy from the pressure gradient and the curvature of the magnetic field. This is typical of curvature-driven modes such as interchange or ballooning modes. Fluctuations are visually imperceptible in the short linear phase, but as they grow, they self-organize into radial streamers and mushroom or blob-like structures visible after ∼ 150 µs. As these formations saturate, they modify the perpendicular fluxes and alter the parallel transport. Eventually the simulation reaches a quasi-steady state in which the sources are balanced by the transport and the sheath losses and fluctuation levels saturate. This trend is illustrated by the relative root-mean-square (RMS) fluctuation level in figure 5 . This fluctuation amplitude was calculated over the z = 0 plane using the instantaneous y-average, δ n = n − n y . The RMS of these fluctuations was then normalized to n xy . Note that following the experimental convention, instead of the density we use the saturation current I sat = n e √ T e in computing density fluctuations, but for simplicity refer to it as δ n unless stated otherwise. Figure 5 exhibits the first discrepancy between the fluid and the gyrokinetic simulations: the integrated relative root-mean-square fluctuation level (computed with the y-average) at z = 0 is about twice as high in the fluid than in the gyrokinetic simulation. We will later see that this may be dominated by fluctuations levels in the high-field side of the fluid simulation, on which parallel heat-flux BCs have a significant impact. This is also considerably higher than previous fluid simulations, with much simpler models, of Helimak obtained 7 .
Major differences also arise in the global y-and timeaveraged density and electron temperature profiles ( figure 6 ) as a function of major radius. Time averages were carried out in the 10 − 16 ms window, which is larger than the L c /(2c se0 ) ∼ 4 ms ion transit time and at which point turbulence level is saturated. The profiles presented here, unless stated otherwise, are measured at the bottom sheath because that is one place where probe measurements are taken in the experiment. With q s = 0 BCs the peak density is roughly twice as large in the Gkeyll calculation than in the GDB result. At the same time, GDB predicts a T e that is 67% greater than the gyrokinetic T e . The Gkeyll sheath BCs allow a particle flux out of the simulation that carries heat with it, while our first GDB simulation explicitly imposed ∇ T s = 0 in the heat-flux terms of temperature equations 14-15. In order to allow for a finite heat-flux into the sheath we implemented the BC in equations 18-19 in GDB. This lowered the electron temperature at the sheath, and coincidentally nearly matched Gkeyll's peak T e (see that orange dash-dot line in figure 6b ). The considerable difference in the electron temperature of the q s = 0 and q s = 0 fluid simulations is a result of the BCs in equations 18-19 extracting a disproportionate amount of heat. Such BCs were setting the entire electron heat flux (γ e n e u e T e ) to equal the conductive component, while a more appropriate BC takes into account the convective and frictional components as well. Hence one could instead consider the following BC at z = ±L c /2: 
although in GDB the m e u 2 e term was neglected as small compared to T e . This q tot e = 0 BC effectively sets the conductive heat flux to be smaller that in the q s = 0 simulation. The result is a slower release of heat through the sheath and thus a larger electron temperature across the plasma compared to q s = 0 BCs (see the purple dashed line in figure 6 ). The gamut of zero and finite heat-flux BCs has been employed by the body of Braginskii codes in the past. Such codes sometimes set q s = 0 11 , but other times they use variations of finite heat-flux BCs. For example, the q s = 0 BCs in equations 18-19 are sometimes used in other Braginskii codes, albeit with a sheath transmission coefficient (γ e ) that takes into account the (5/2)T e term in equation 24 34, 36 . Although q tot e = 0 BCs are more accurate, in what follows we only use the q s = 0 BCs of equations 18-19, because on this occasion, in combination with the other approximations made, they produced a peak fluid T e closer to the maximum gyrokinetic T e .
Another observation on the consequences of q s BCs is that despite the temperature drop caused by the q s = 0 heat-sink, the peak density remained unaltered (compare orange dotted and dash-dot lines in figure 6a ). Since sheath physics play an important role in this system, one might have expected that lowering T e would cause c s to decrease and, hence, the outflow of particles to slow down and thus the density to increase. The change between the two orange lines in figure 6a does indicate an increase in the average density, and the particle loss rate did decrease when the heat-flux was allowed to be finite at the sheath entrance. This change is demonstrated in figure 7 , showing the time trace of the number of electrons throughout the fluid simulations. At the end of the 16 ms period the q s = 0 simulation has nearly ∼34% more electrons in it than the zero heat-flux counterpart. The fact that the peak density remained constant suggests that the perpendicular transport and conservation errors jointly increased to meet the weakening parallel losses. It is still surprising that the gyrokinetic simulation yielded a much higher peak density and an entirely different density profile. A more careful examination of the sources reveals that the GDB simulation actually used a smaller particle fuel rate than that in Gkeyll. Part of the reason for this relates to the nature of the DG representation. The source in Gkeyll is a DG representation of equation 6 constructed by evaluating such function at cell-boundary nodes. The particle source in GDB (equation 16) was chosen to match the plotted Gkeyll source (in figure 2) . The Gkeyll lines in these plots were created by evaluating the cell-center value on a grid with N x (p + 1) cells. But note that the maximum value does not necessarily occur at these plotted coordinates, or at the cell nodes where the function was evaluated to construct the DG representation. We can plot the local piecewise linear representation (dashed red line in figure 8a) to confirm that Gkeyll actually has a higher value source than we had previously interpreted. Plotting and post-processing DG data can sometimes require subtle consideration of the underlying higher-order nature of the solution in order to avoid these errors. Another way to appreciate this nuance is by discretizing and plotting S n with increasing resolution (figure 8b): the amplitude converges towards the S 0 = 8.6 × 10 19 m −3 s −1 mentioned in section II. The dashed orange line is significantly lower amplitude because at this coarse resolution the maximum of the Gaussian source lies farther from and drops off fast towards the cell-boundary nodes where equation 6 was evaluated to construct the DG representation. The plots with N x = 48 do not imply that the Gkeyll simulation used a lower source than it should have been, but rather highlight that the projection of a function onto the DG basis needs to be carefully analyzed.
Rather than roughly matching the plotted the fluid and gyrokinetic sources, it is more suitable to guarantee that volume integrals of such sources agree. In order to match the volume integral of Gkeyll's density source rate (using only its cell averages and a composite trapezoidal method) it became necessary to increase the particle source rate in the fluid calculation (equation 16) by 20%, and the heat sources by 22.94%. The fluid simulation was re-run with this 1.2S fl 0 source amplitude, keeping other parameters fixed. In figure 9 we show the effect on the time-and y-averaged radial density and electron temperature profiles and compare the GDB result (using q s = 0 BCs) with Gkeyll's. Increasing the sources by 20% did not alter the electron temperature profile significantly; only slight modifications are seen across the entire radius. The peak density only increased by about 16%, and still remained significantly far away from the gyrokinetic density profile. The fact that the cross-field turbulent spreading does not appear to increase, because the boundary values and profile were relatively unchanged, suggests that the parallel transport is strong and likely convects any excess particle input out the sheaths. Increasing the sources in GDB by 50% and by 125% failed to match the Gkeyll profiles. In order to approach the gyrokinetic peak density we had to augment the fluid sources by a factor of ∼ 2.63 (163%), shown by the red dashed line in figure 9. It is possible to slightly adjust the GDB particle and temperature sources independently in order to match the gy- rokinetic peak values of both n and T e . With the 2.63S fl 0 source, the difference in profile maxima for the fluid and gyrokinetic simulations is 0.6% for n and 8.6% for T e , and substantial differences can be seen in their profiles. Perpendicular particle transport more effectively widens the density profile in Gkeyll, resulting in higher densities and lower gradients on the low-field side. There is also a sharp drop in the gyrokinetic electron density at R ≈ 1.6 m that is absent in the GDB data, which might be caused the differences in the radial BCs; GDB is allowing radial fluxes to the wall, while Gkeyll is not (section II). On the outboard side both codes produce a similar T e profile, albeit shifted down by almost 1 eV in the fluid simulation. On the high-field side, the T e profile is more than ten times larger in the Gkeyll data. There is a minimum of T e,min = 1.7 eV that can be resolved by Gkeyll in order to maintain a positive distribution function with this resolution 25 , but even experimental data suggests T e ∼ 2.5 eV near R ∼ 0.8 (see figure 8b in 27 ). The extremely low GDB high-field side T e is caused by a the choice of q s = 0 BCs, which as explained earlier, can cause the electrons to cool too rapidly because they neglect effects from convective and friction terms (compare dashed purple and dash-dot orange lines in figure 6 ). Accounting for these terms in finite heat-flux BCs, as well as using a spatially varying heat conductivity (κ e ) will substantially increase the electron temperature on the high-field side.
In addition to the differences between the gyrokinetic and the 2.63S fl 0 fluid simulations, we note that both fluid and gyrokinetic global profiles (figure 9) exhibit discrepancies compared to the experimentally measured, bottom-sheath equilibrium profiles 27 . Although the peak experimental density is close in magnitude to the simulated results, the experimental radial profiles have stronger local gradients, indicating weaker cross-field transport. Also, the experimental T e profile has a higher peak value located at larger radii.
The partial agreement we did attain in fluid and gyrokinetic density profiles came at the expense of fueling GDB 2.1875 times more strongly (2.63S fl 0 ), compared to the simulation that matched the volume integrated sources (1.2S fl 0 ). One may first suspect that the gyrokinetic model of conducting sheath BCs yields a slower outflow, but that is not the case as the integral of nu e over the sheaths demonstrate ( figure 10 ). In addition to the radial particle fluxes to the wall allowed in GDB, another candidate explanation for the additional particle loss is that GDB, like most other Braginskii codes, is not conservative. Formulation errors (e.g. approximations to B(R) and geometric factors), discretization errors (e.g. from non-conservative finite differences using ln n e instead of conservative finite differences using n e ), and numerical diffusion can conspire to break particle conservation. Figure 10 is evidence that nonconservation errors can be O(1); even though the volume integrated density is in quasi-steady state the parallel flux to the end plates is only about half of the input source in the fluid code, meaning that the other half of the particles are being lost mostly due to some other errors, either due to the formulation of the fluid equations or numerical errors.
The aforementioned diffusion terms are nonetheless thought to be small in these GDB runs (see reported values in appendix A), but its true impact depends on the resolution and the turbulent scales generated by the regime one is simulating. We can examine the volume integral of each of the terms in the density equation ( figure 11 ) and confirm the relative smallness of the diffusion terms (blue diamonds). This analysis also confirms a concerning imbalance between parallel losses and sources: the former only accounts for 54% of the latter towards the end of the simulation (compare orange dashdot line and green circles). This gap is all the more puzzling since the particle accounting error 11 . Volume integrated terms in the normalized density equation 10 in the GDB simulation with q s = 0 and 2.63S fl 0 (see normalization in section A). The blue line (∂ n/∂t) is computed using a centered finite difference in time between snapshots 6.06 µs apart, and the grey dotted line shows ∂ n/∂t minus all the other lines. A 96 µs moving average was applied to all lines before plotting. be negligible (dotted grey line). This seemingly small error is only possible because ∂ n/∂t is on average not zero, and because the volume integral of ∇ · nv e⊥ does not vanish despite the BCs on φ (homogeneous Dirichlet in x and periodic in y).
A non-vanishing d 3 x ∇·nv E may indirectly affect the parallel sheath losses, so we are interested in ensuring this basic feature. We illustrate this with a concrete simpler example, neglecting the vertical field in the Helimak and considering a purely toroidal field with B in the −ϕ direction over a small, periodic extent in y confined by perfectly conducting walls in x. Adopt a coordinate system (x, y, z) related to cylindrical coordinates by (x, y, z) = (R, Z, −R 0 ϕ), where Z is the vertical coordinate and ϕ the toroidal angle. In this case the volume element is then dR dZ R dϕ and we write this as dR dZ R 0 dϕ(R/R 0 ) = dx dy dz(R/R 0 ) = d 3 x(R/R 0 ). The E × B particle balance entails
where we made use of the periodic BCs along y and the equality of mixed partials. For particle number to be conserved in this isolated E × B system it must be that the first term in equation 26 cancels the second.
In the Helimak scenario such cancellation leads to the balance between sources and parallel losses, but this balancing was only partial in GDB because of modifications to the treatment and analysis of the E × B terms compared to what is in figure 11 causes the volume integrals of n∇·v E and v E ·∇n to not cancel each other, and d 3 x ∇·nv e⊥ to not vanish. We can estimate the relative size of this error contribution, defining f = d 3 x f /( d 3 x), as
which can result in O(1) accumulated errors (we assumed assumed maximally out of phase density and potential fluctuations of the same magnitude and estimated ∂ y φ 1 ∼ L −1 ⊥ φ 1 , with L ⊥ a characteristic fluctuation perpendicular length scale). Note that even in a tokamak SOL, where ρ s /R is small, this error can be significant because the parallel connection length can be very large and O(1) perturbations can occur. Had we also included the 1/B (R) factors in the E × B nonlinearities we would find that the diffusion terms and the errors in particle balance (equivalent of blue diamonds and dashed grey line in figure 11 ) account for about 21% of the plasma injected, the non-zero ∂ n/∂t for ∼ 9% and the rest is lost to the sheaths (see figure 12 ).
The R → R 0 approximation made in these GDB simulations (except for that in figure 12 ) is representative of previous Bra-ginskii turbulence work in the literature, and that with an enhanced source of 2.63S fl 0 produced approximately the same regime as the gyrokinetic simulation. Hence, in what follows we compare Gkeyll results with such GDB simulation (2.63S fl 0 , q s = 0 and 1/B → 1 in E × B convective terms) in more detail. A snapshot of the plasma density, electron temperature and electrostatic potential at 10 ms is given in figure 13 (colors set by the extrema in the gyrokinetic data). Instantaneous maxima can be very different in the two simulations even if the y and time averaged profiles have similar maximum values, hence the bright yellow region in the snapshot of the fluid density. This maximal region suggests that radial transport is weaker there, while the Gkeyll simulation appears to spread out the plasma radially more effectively. This is consistent with the average n profile in figure 9 . Furthermore, fluctuations in GDB seem have finer-scale structure, suggestive of a different k ⊥ spectrum and perhaps a smaller correlation length. The difference in radial turbulent spreading is also visible in the T e snapshot of figure 13 . The rightmost column of this figure depicts relatively smooth φ profiles that do not resemble the plasma density fluctuations, indicating a significant departure from adiabaticity.
Looking at these snapshots a reader may be inclined to think that the gyrokinetic simulation is not well-resolved or that it is too diffusive. The smoother, larger perpendicular scales of the fluctuations in the gyrokinetic pictures of figure 13 are likely not a product of numerical diffusion since Gkeyll is a conservative code. Though the spatial resolution of Gkeyll is less than GDB's, the convergence of the radial (k x ) spectrum upon grid refinement 27 and the similarities with GDB in quantities compared below suggests that the resolution is sufficient. It is still possible that metrics other than the k x spectrum would have shown greater variance. This was not explored exhaustively, and higher resolution simulations with the new, faster version of Gkeyll may shed light on this point. Readers may recall, however, that it is longer wavelength modes that tend to drive most of the transport, and achieving fine-scale agreement between Gkeyll and GDB may only affect the more intricate details of the turbulence. Such qualitative differences arise throughout movies of the plasma density, yet these videos also reveal similarities in the binormal flows of both simulations. We obtained the time and y-averaged binormal component of the E × B drift velocity from both simulations and plot them in figure 14 . These sub-sonic flows are particularly comparable on the low-field side where most of turbulence is located. The maximum v E is only 6% higher in the fluid simulation and is located 3 cm farther out than the R = 1.2 m location of the gyrokinetic peak v E . An estimate of the experimental E × B profile using φ exp = ΛT e,exp /e leads to the conclusion that both the fluid and gyrokinetic simulation produce a v E that is quite different from that in the experiment 27 . As explained in such previous work, there is an important vertical component to the E × B flow that can be larger than the vertical projection of the parallel sonic flows. Incorporating these effects would require a more accurate description of the geometry and is beyond the scope of this work.
Continuing with the examination of flows, we compared parallel ion velocities from the GDB and Gkeyll simulations by averaging u i in y and time at R = 1.24 m ( figure 15 ). Near the center of the z-domain, u i is nearly equivalent in both models, but there are slight differences in gradients and more significant differences near the sheath. The larger u i gradient in the fluid simulation may seem suggestive a stronger particle outflow and thus a need for greater source rates, but as we now know the integrated particle flux out is similar for both codes ( figure 10 ). Ultimately the parallel losses are set by the exit value of the flux, which depends on a non-trivial density profile and the exit parallel velocity. The latter is forced to u i = ±c s in GDB, while Gkeyll's conducting sheath model does not enforce the Bohm criterion, which could explain the differences in u i near the sheath. In this case, the gyrokinetic parallel ion flow at the sheath entrance was 23% lower than the local y and time averaged value of the sound speed (T i ≪ T e there). A more complete picture is developed by considering the variation of u i across the radius of the machine. Figure 16 illustrates that departures from the Bohm criterion in the gyrokinetic simulation are even greater near the source region (compare solid blue line with blue crosses). The difference between the fluid u i and c se at R < 0.9 m is a consequence of enforcing u i = ±c s = (T e + T i )/m and that T i > T e in the high-field region. On the other side, in the low-field region where most of the plasma is found, GDB's u i is almost consistently greater than that in Gkeyll. Therefore, the parallel transit L c /(2u i ) is slower in the gyrokinetic simulation and the plasma has more time to transport radially across field lines, in agreement with the average density profiles and turbulent snapshots presented above.
Weaker parallel flows are generally associated with more cross-field transport. However, the gyrokinetic simulation shows lower turbulence levels than the fluid simulation as measured by the relative RMS fluctuations using the instantaneous y-average at z = 0 (figure 5). The presence of fine-scale structures in the y direction of the fluid simulation seen in figure 13 does not explain this discrepancy since lower k y modes tend to drive most of the transport. We, therefore, compared the δ n rms radial profile in figure 17 using δ n = n − n y,t , i.e. the time and y average instead of the instantaneous y-average alone. The peak relative fluctuation level occurs at the same location for both the fluid and gyrokinetic simulations, though it is 25% higher in GDB and it occurs on the high-field side where many other discrepancies between the codes are seen (e.g., time-averaged profiles in figure 9 ). On the low-field side Gkeyll's relative δ n rms is in fact slightly lower than GDB's, so the more effective cross-field spreading of the gyrokinetic density is likely a more direct consequence of the difference in the flows.
These RMS fluctuation profiles are nevertheless qualitatively similar: peaking in the high-field region and relatively flat in the outboard side. Fluctuations also have comparable qualities in the parallel direction. Take the power in the k z spectra of the density fluctuations in both simulations, for example (figure 18, using density fluctuations computed with δ n = n − n y ). The Gkeyll spectrum was computed by Fourier transforming cell-average values. The y-and time- averaged spectra in figure 18 both decay rapidly beyond k z = 0. This k z ≈ 0 feature is characteristic of the interchange turbulent regime, which is predicted for the high field-line pitch angle used in these simulations 8 . The lack of power in high k z modes is also observed in snapshots of the plasma density in little variation along field lines. The fluid k z spectrum was higher than Gkeyll's for all finite k z modes, though we note that GDB's spectra can be altered artificially by the use of additional numerical parallel diffusion. The GDB code is able to run with χ = 0 but a centered finite-difference scheme without any upwinding can generate more k z = 0 structures, significantly altering the parallel spectrum. Hence, small parallel diffusion terms were included, as indicated in appendix A. Finite parallel diffusion has stability benefits and is also used to regularize the k z spectrum, though it was not adjusted deliberately to match Gkeyll results. We also observed similarities in frequency-domain power distribution. As done in previous analysis of Gkeyll data 27 , we multiplied the time signal of the fluctuations δ n = n − n t by a Hann window
to account for the fact that the fluctuation data is not periodic at the first and last time frames, t 0 and t N t −1 , respectively. Upon Fourier transforming this quantity to the frequency domain, we compute the normalized power spectra via
By using a 6 ms time signal, we resolved the frequency domain with a frequency spacing of ∆ f = 168 Hz in Gkeyll and ∆ f = 166 Hz in GDB. The frequency spectra (multiplied by the frequency) given in figure 20 were computed at the location of maximum E × B drift in Gkeyll (R = 1.2 m) and near the location of maximum E × B drift in GDB (R = 1.24 m). The fluid and gyrokinetic frequency spectra are comparable in the region where values are greatest, 1 − 10 kHz. The spectra peak at slightly different frequencies, both of which are higher than the experimental peak 27 . The spectrum magnitude for GDB is larger than Gkeyll in the high frequency region. For example, at the highest frequency resolved by Gkeyll (50 kHz), the power was an order of magnitude lower compared to the GDB spectrum. This may be associated with the rapidly-changing small-scale structures observed in GDB, which could alter the spatial and temporal spectra, while only having a minimal effect on turbulent transport. Finally, we probed statistical properties of the turbulence via the moments of the fluctuations' probability density function. The skewness and the excess kurtosis of the fluctuations as a function of radius are given in figure 21 . Concurrent with the agreement in the location of the peak δ n rms / n y,t near R = 0.9 m (figure 17), there is also agreement between the fluid and gyrokinetic simulations in the location of maximum skewness and excess kurtosis. There is a second peak in the fluid data at R ≈ 0.76 m that is absent in the gyrokinetic simulation. Additionally, both skewness and kurtosis were consistently larger on the low-field side in Gkeyll, which corresponds to a flatter density profile in this region and is consistent with previous analyses of intermittent turbulence 37 .
IV. SUMMARY AND FURTHER DISCUSSION
We have presented a detailed comparison of plasma turbulence simulations on open-field lines produced by the fluid code GDB and the gyrokinetic code Gkeyll. Though we observed differences in the highf spectrum, the skewness and kurtosis of density fluctuations, and the density gradients, many other quantities exhibited relative agreement. For example, turbulent structures were qualitatively similar in x-y snapshots, and E × B flow and turbulent fluctuation profiles were qualitatively, as well as in some cases quantitatively, close. Parallel power spectra from both codes were consistent with turbulence that is mostly interchange-driven. Differences between steady-state profiles led to adjustments in the GDB source rates, and to a robust implementation of fluid parallel finite heat-flux BCs. These BCs are sometimes avoided by other Braginskii turbulence codes but have nonetheless an important impact on temperature profiles. Two versions of finite heat-flux BCs were tested; in both cases the high-field side T e was much smaller in GDB than in Gkeyll; but those accounting for convective and frictional contributions (q tot e = 0) lead to a considerable increase of the electron temperature in that region. Including the spatial variation of κ s (supported in GDB but used here) may increase the fluid T e there further by reducing the amount of heat extracted in regions where T e < T e0 .
Closing the gap between GDB and Gkeyll will likely need enhancements to the latter as well. A reader may expect that a Braginskii model, as moments of the kinetic equation, would produce similar results to those obtained by solving the (long wavelength) gyrokinetic equation for this highly collisional plasma. However, aside from the drift-reduction assumed in GDB, the Braginskii equations used here cannot be derived by taking moments of Gkeyll's gyrokinetic equation 1. One conflict is that finite Larmor radius (FLR) effects are only partially incorporated in the Gkeyll model via the Poisson equation (5) but not included in the gyrokinetic equation (1) . It would be necessary to include FLR effects in order to derive the correct gyroviscous terms from moments of the gyrokinetic equations. Another obstacle is Gkeyll's model collision operator having transport coefficients different to those in the Braginskii model. The viscosity coefficient arising from the Dougherty operator, for example, is η s 0,Dougherty = 0.5nT s /(ν ss + ν sr ) 38 . On the other hand the Braginskii transport coefficients are computed from the exact linearized Landau collision integral, and give the viscosities η i 0 = 0.96nT i /ν ii and η e 0 = 0.96nT e /ν ei . One could change the Braginskii viscosity, and other transport coefficients, to better approximate Gkeyll's. In fact, previous fluid simulations of the Helimak either used an artificial value of η e 0 or neglected it altogether. Including an artificial value of η e 0 is more important when using reduced mass ratios, and it can significantly alter the density and current profiles 31 . However, it is still unclear to what extent matching transport coefficients is crucial to the accurate simulation of this system. A safer course of action is to implement a more accurate collision operator, several of which are being developed that more closely approach Braginskii transport coefficients in the highly collisional limit [39] [40] [41] .
The collision operator, through its higher moments, also provides the dissipative channel in the kinetic system. This leads to, for example, collisional drift terms that have been proposed for inclusion in fluid models 30 . These terms are typically not considered as they are thought to be small compared to the artificial diffusion (∝ D) required by the numerical methods used in Braginskii codes. Those diffusion terms can still impact the properties of the turbulence, but at the levels reported here they did not account for a big portion of GDB's particle balance. Diffusion was of the same proportion as errors in particle conservation, which we learned were made less severe by accounting for the spatial variation of B in the E × B nonlinearity. In the future exactly conservative formulations of fluid equations that obviate the need for these hyperdiffusion terms may serve as a more reliable approach 42 .
In this sheath-dominated regime, the collisional refinements are likely secondary to the influence of the sheath BCs. As explained in section II, the parallel BCs in both codes are not equivalent. Gkeyll's innovative conducting sheath boundary conditions 25 , have been successfully used to model LAPD, Helimak, and NSTX. Recently a PIC equivalent has also been used to develop particle simulations in open field lines 23 . Despite their increasingly common adoption by kinetic codes, the Gkeyll Helimak simulations demonstrate that these BCs do not satisfy the Bohm sheath criterion. These BCs can also indirectly effect the turbulence and the cross-field spreading of the density profile by altering the particle transit time. On the other hand, fluid codes almost universally impose the Bohm criterion, either u i = ±c s or |u i | =≥ c s . It would be useful to know how the kinetic conducting BCs can be modified in order to satisfy the Bohm sheath criterion, perhaps by developing an improved rule for the reflection of the electrons. However, it is unknown whether Bohm sheath BCs are the correct choice for all simulations of laboratory plasmas. Derivation of this condition, for example, assumes ambipolar flows 2 , but a significant fraction of non-ambipolarity has been measured in the tokamak scrape-off-layers 43 . Therefore, more experimental diagnostics at the sheath will likely prove helpful in exploring improved parallel BCs for gyrokinetic and fluid models.
Beyond collision operators and parallel BCs, there are other interesting enhancements that can be pursued with both codes. We previously mentioned that there are better descriptions of the geometry that could be implemented, and new versions of Gkeyll and GDB already contain these capabilities. The new version of Gkeyll, and the flux-coordinate independent approach implemented in GDB tokamak simulations, can be used to incorporate shear and as well as the vertical component of the E × B velocity. Both codes can also run without the Boussinesq approximation. In tokamak simulations this sophistication did not always alter the results significantly 44 , but no exhaustive scans of parameter space have been performed. In the few Helimak simulations we have performed, we note that incorporating the spatial variation n(x)/B 2 (x) in the ion polarization can add a modest change to the perpendicular profiles and very drastic changes to the parallel current profiles 31 . The aforementioned enhancements may however turn out to be minor when confronted with the high levels of input power radiated away in the Helimak (>90% 27 ); including ionization, radiation cooling of electrons and charge exchange will be essential for fully predictive simulations.
One improvement that we pursued and present here is the use of a higher mass ratio. Since the GDB simulation is more than 30 times cheaper we were able to run it with m i /m e = 2000 with a negligible increase in cost. This is still much less than the true Argon m i /m e = 7.33 × 10 4 . These lighter electrons resulted in a small reduction of the electron temperature profile (figure 22a) and a relatively small correction to the RMS fluctuation profile (figure 22b). Additional results from these simulations can be found in the supplemental materials.
Ultimately, in our quest for predictive capability it is crucial to accompany these fluid-kinetic comparisons with experimental validations. If one compares the results presented here with experimental data 27 it becomes clear that both codes require improvements. The gyrokinetic model produced density fluctuations with a skewness profile and a frequency spectrum that is closer to those observed experimentally than those obtained with the fluid code. Though many other diagnostic channels exhibit some agreement between the two codes, the average density, temperature, and δ n rms radial profiles have notable departures from experimental data. In the future we will use and implement improvements to various features in both codes. This task is partially aided by the the Finally, a key inquiry of these fluid-kinetic comparisons is whether the fluid or the gyrokinetic model is more appropriate for modeling this and other SOL-like, open-field line systems. The model in Gkeyll may at present be incomplete, but the gyrokinetic system it is developing towards is free of certain limitations inherent to the a moment, collisional closure as Braginskii's. As such it will eventually provide superior accuracy. But both Gkeyll and GDB are not fully developed; given the maturity of these models (which is representative of the models developed elsewhere) and the data presented here we cannot provide a universal recommendation on which kind of code is more suitable. In general we can remind the reader that Gkeyll may be better suited to model a less-collisional regime and to study kinetic effects. GDB is more computationally affordable for modeling a high-collisionality regime and is still able to capture many features of the gyrokinetic simulations. It is clear that improvements are needed in both models, though the general agreement between the two is encouraging for both sides. This work represents a starting point for future comparisons of fluid and kinetic models, including their respective strengths and weaknesses, which will be essential in the effort to achieve predictive modeling of advanced fusion devices.
where the upper (lower) sign is used at the top (bottom) sheath. The heat transmission coefficients are γ i = 2.5τT i /T e and γ e = 2 + |φ /(α d T e )|. On the other hand, the finite electron heat-flux BC that takes into account the convective and frictional component of the heat-flux (equation 24) is implemented as ∇ ln T e = ∓ n √ T e + τT i {0.71 
