On the isomorphisms between evolution algebras of graphs and random
  walks by Cadavid, Paula et al.
ar
X
iv
:1
71
0.
10
51
6v
2 
 [m
ath
.R
A]
  3
0 D
ec
 20
18
ON THE ISOMORPHISMS BETWEEN EVOLUTION ALGEBRAS OF
GRAPHS AND RANDOM WALKS
PAULA CADAVID, MARY LUZ RODIN˜O MONTOYA AND PABLO M. RODRI´GUEZ
Abstract. Evolution algebras are non-associative algebras inspired from biological phenomena,
with applications to or connections with different mathematical fields. There are two natural
ways to define an evolution algebra associated to a given graph. While one takes into account
only the adjacencies of the graph, the other includes probabilities related to the symmetric
random walk on the same graph. In this work we state new properties related to the relation
between these algebras, which is one of the open problems in the interplay between evolution
algebras and graphs. On the one hand, we show that for any graph both algebras are strongly
isotopic. On the other hand, we provide conditions under which these algebras are or are not
isomorphic. For the case of finite non-singular graphs we provide a complete description of the
problem, while for the case of finite singular graphs we state a conjecture supported by examples
and partial results. The case of graphs with an infinite number of vertices is also discussed. As
a sideline of our work, we revisit a result existing in the literature about the identification of
the automorphism group of an evolution algebra, and we give an improved version of it.
1. Introduction
In this paper we study evolution algebras, which are a new type of non-associative algebras.
These algebras were introduced around ten years ago by Tian [14] and were motivated by evolution
laws of genetics. With this application in mind, if one think in alleles as generators of algebras, then
reproduction in genetics is represented by multiplication in algebra. The best general reference of
the subject is [14], where the reader can found a review of preliminary definitions and properties,
connections with other fields of mathematics, and a list of interesting open problems some of
which remain unsolved so far. We refer the reader also to [15] for an update of open problems in
the Theory of Evolution Algebras, and to [2]-[9] and references therein for an overview of recent
results on this topic. Formally, an evolution algebra is defined as follows.
Definition 1.1. Let A := (A, · ) be an algebra over a field K. We say that A is an evolution
algebra if it admits a countable basis S := {e1, e2, . . . , en, . . .}, such that
ei · ei =
∑
k
cikek, for any i,
ei · ej = 0, if i 6= j.
(1)
The scalars cik ∈ K are called the structure constants of A relative to S.
A basis S satisfying (1) is called natural basis of A. A is real if K = R, and it is nonnegative if
it is real and the structure constants cik are nonnegative. In what follows, we always assume that
A is real. In addition, if 0 ≤ cik ≤ 1, and
∞∑
k=1
cik = 1,
for any i, then A is called a Markov evolution algebra. In this case, there is an interesting
correspondence between the algebra A and a discrete time Markov chain (Xn)n≥0 with states
space {x1, x2, . . . , xn, . . .} and transition probabilities given by:
cik := P(Xn+1 = xk|Xn = xi),
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2for i, k ∈ N∗, and for any n ∈ N, where N∗ := N \ {0}. For the sake of completeness we remind the
reader that a discrete-time Markov chain is a sequence of random variablesX0, X1, X2, . . . , Xn, . . .,
defined on the same probability space (Ω,B,P), taking values on the same set X , and such that
the Markovian property is satisfied, i.e., for any set of values {i0, . . . , in−1, xi, xk} ⊂ X , and any
n ∈ N, it holds
P(Xn+1 = xk|X0 = i0, . . . , Xn−1 = in−1, Xn = xi) = P(Xn+1 = xk|Xn = xi).
Thus defined, in the correspondence between the evolution algebra A and the Markov chain
(Xn)n≥0 what we have is each state of X identified with a generator of S. For more details about
the formulation and properties of Markov chains we refer the reader to [10, 13]. In addition, for
a review of results related to the connection between Markov chains and evolution algebras we
suggest [14, Chapter 4].
In this work we are interested in studying evolution algebras related to graphs in a sense to be
specified later. This interplay, i.e. evolution algebras and graphs, has attained the attention of
many researchers in recent years. For a review of recent results, see for instance [2, 3, 6, 7, 11, 12],
and references therein. The rest of the section is subdivided into two parts. In the first one we
review some of the standard notation of Graph Theory, while in the last one we give the definition
of two different evolution algebras associated to a given graph. One of the open questions of the
Theory of Evolution Algebras is to understand the relation between both induced algebras. The
purpose of this paper is to advance in this question.
1.1. Basic notation of Graph Theory. A graph G with n vertices is a pair (V,E) where
V := {1, . . . , n} is the set of vertices and E := {(i, j) ∈ V × V : i ≤ j} is the set of edges.
If (i, j) ∈ E or (j, i) ∈ E we say that i and j are neighbors; we denote the set of neighbors
of vertex i by N (i) and the cardinality of this set by deg(i). Our definitions as well as our
results, except when indicated, also hold for graphs with an infinite number of vertices, i.e. V
is a countable set and |V | = ∞. In that case we assume as an additional condition for the
graph to be locally finite, i.e. deg(i) < ∞ for any i ∈ V . In general, if U ⊆ V , we denote
N (U) := {j ∈ V : j ∈ N (i) for some i ∈ U}. We say that G is a d-regular graph if deg(i) = d for
any i ∈ V and some positive integer d. We say that G is a bipartite graph if its vertices can be
divided into two disjoint sets, V1 and V2, such that every edge connects a vertex in V1 to one in
V2. If V1 has m vertices, V2 has n vertices and every possible edge that could connect vertices in
different subsets is part of the graph we call G a complete bipartite graph and denote it by Km,n.
Moreover, we say that G is a biregular graph if it is a bipartite graph G = (V1, V2, E) for which
every two vertices on the same side of the given bipartition have the same degree as each other.
In this case, if the degree of the vertices in V1 is d1 and the degree of the vertices in V2 is d2, then
we say that the graph is (d1, d2)-biregular (see Fig. 1.1). We notice that the family of biregular
graphs includes any finite graph which may be seen as a bipartite graph with partitions V1 and V2
of sizes m and n respectively, for m,n ≥ 1, such that deg(i) = d1 if i ∈ V1, deg(i) = d2 if i ∈ V2,
where d1, d2 ∈ N satisfy md1 = n d2, see Fig. 1.1(b). In addition, the class of biregular graphs
includes some families of infinite graphs like 2-periodic trees (see Fig. 1.2(a)) and Z2-periodic
graphs with hexagonal lattice (see Fig. 1.2(b)).
The adjacency matrix of a given graph G, denoted by A := A(G), is an n × n symmetric
matrix (aij) such that aij = 1 if i and j are neighbors and 0, otherwise. Then, we can write
N (k) = {ℓ ∈ V : akℓ = 1}, for any k. Note that the adjacency matrix for infinite graphs is well
defined. A graph is said to be singular if its adjacency matrix A is a singular matrix (detA = 0),
otherwise the graph is said to be non-singular. All the graphs we consider are connected, i.e. for
any i, j ∈ V there exists a positive integer n and a sequence of vertices γ = (i0, i1, i2, . . . , in) such
that i0 = i, in = j and (ik, ik+1) ∈ E for all k ∈ {0, 1, . . . , n− 1}. The sequence γ is called a path
connecting i to j with size n. The distance between two vertices i and j, denoted by d(i, j), is the
size, i.e. number of edges, in the shortest path connecting them. For simplicity, we consider only
graphs which are simple, i.e. without multiple edges or loops.
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(a) The set of vertices may be partitioned
into the two subsets V1 = {5, 6, 7, 8, 9, 10} and
V2 = {1, 2, 3, 4}, with degrees 2 and 3, resp.
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(b) Representation of the finite (2, 3)-biregular
graph as a bipartite graph.
Figure 1.1. A (2, 3)-biregular graph with 10 vertices.
(a) 2-periodic tree with degrees 2 and 3. (b) Z2-periodic graph with hexagonal lattice.
Figure 1.2. Examples of infinite (2, 3)-biregular graphs.
1.2. The evolution algebras associated to a graph. The evolution algebra induced by a
graph G is defined in [14, Section 6.1] as follows.
Definition 1.2. Let G = (V,E) a graph with adjacency matrix given by A = (aij). The evolution
algebra associated to G is the algebra A(G) with natural basis S = {ei : i ∈ V }, and relations
ei · ei =
∑
k∈V
aikek, for i ∈ V,
and ei · ej = 0, if i 6= j.
Another way of stating the relation for ei · ei, for i ∈ V , is to say e
2
i =
∑
k∈N (i) ek.
Example 1.1. Let G be the (2, 3)-biregular graph with 10 vertices of Fig. 1.1. Then A(G) has
natural basis S = {e1, . . . , e10}, and relations
4A(G) :


e21 = e5 + e8 + e10, e
2
2 = e5 + e6 + e9, e
2
3 = e6 + e7 + e9, e
2
4 = e7 + e8 + e10,
e25 = e1 + e2, e
2
6 = e2 + e3, e
2
7 = e3 + e4, e
2
8 = e1 + e4,
e29 = e2 + e3, e
2
10 = e1 + e4, ei · ej = 0, i 6= j.
There is a second natural way to define an evolution algebra associated to G = (V,E); it is the
one induced by the symmetric random walk (SRW) on G. The SRW is a discrete time Markov
chain (Xn)n≥0 with state space given by V and transition probabilities given by
P(Xn+1 = k|Xn = i) =
aik
deg(i)
,
where i, k ∈ V , n ∈ N and, as defined before, deg(i) =
∑
k∈V aik. Roughly speaking, the sequence
of random variables (Xn)n≥0 denotes the set of positions of a particle walking around the vertices
of G; at each discrete-time step the next position is selected at random from the set of neighbors of
the current one. Since the SRW is a discrete-time Markov chain we may define its related Markov
evolution algebra.
Definition 1.3. Let G = (V,E) be a graph with adjacency matrix given by A = (aij). We
define the evolution algebra associated to the SRW on G as the algebra ARW (G) with natural basis
S = {ei : i ∈ V }, and relations given by
ei · ei =
∑
k∈V
(
aik
deg(i)
)
ek, for i ∈ V,
and ei · ej = 0, if i 6= j.
Example 1.2. Consider again G as being the (2, 3)-biregular graph with 10 vertices of Fig. 1.1.
Then ARW (G) has natural basis S = {e1, . . . , e10}, and relations
ARW (G) :


e21 =
1
3 (e5 + e8 + e10), e
2
2 =
1
3 (e5 + e6 + e9), e
2
3 =
1
3 (e6 + e7 + e9),
e24 =
1
3 (e7 + e8 + e10), e
2
5 =
1
2 (e1 + e2), e
2
6 =
1
2 (e2 + e3),
e27 =
1
2 (e3 + e4), e
2
8 =
1
2 (e1 + e4), e
2
9 =
1
2 (e2 + e3),
e210 =
1
2 (e1 + e4), ei · ej = 0, i 6= j.
The aim of this paper is to contribute with the discussion about the relation between the
algebras ARW (G) and A(G) for a given graph G. We emphasize that this is one of the open
problems stated by [14, 15], and which has been addressed partially by [2]. Our approach will be
the statement of conditions under which we can guarantee the existence or not of isomorphisms
between these evolution algebras.
2. Isomorphisms
2.1. Main results. Before to address with the existence of isomorphisms between ARW (G) and
A(G) for a given graph G, we start with a more general concept which is the isotopism of algebras
introduced by Albert [1] as a generalization of that of isomorphism. This has been recently applied
by [9] to study two-dimensional evolution algebras.
Definition 2.1. [9, Section 2.1] Let A and B be two evolution algebras over a field K, and let
S = {ei : i ∈ V } be a natural basis for A. We say that a triple (f, g, h), where f, g, h are three
non-singular K-linear transformations from A into B is an isotopism if
f(u) · g(v) = h(u · v), for all u, v ∈ A.
In this case we say that A and B are isotopic. In addition, the triple is called
5(i) a strong isotopism if f = g and we say that the algebras are strongly isotopic;
(ii) an isomorphism if f = g = h and we say that the algebras are isomorphic.
In the case of an isomorphism we write f instead of (f, f, f). To be isotopic, strongly isotopic
or isomorphic are equivalence relations among algebras, and we denote these three relations,
respectively, by ∼, ≃ and ∼=. The concept of isotopism allows a first formal connection to be
found between ARW (G) and A(G).
Theorem 2.2. For any graph G, A(G) ≃ ARW (G).
Proof. Consider two K-linear maps, f and h, from A(G) to ARW (G) defined by
f(ei) =
√
deg(i) ei, and h(ei) = ei, for all i ∈ V.
Then, for i 6= j, f(ei) · f(ej) =
√
deg(i) deg(j) (ei · ej) = 0 = h(ei · ej). On the other hand, for any
i ∈ V , we have
f(ei) · f(ei) = deg(i) e
2
i = deg(i)
∑
k∈V
(
aik
deg(i)
)
ek =
∑
k∈V
aik ek,
while
h(e2i ) = h
(∑
k∈V
aik ek
)
=
∑
k∈V
aik ek,
and the proof is completed. 
Our next step is to obtain conditions on G under which one have the existence or not of
isomorphisms between ARW (G) and A(G). This issue has been considered recently in [2] for some
well-known families of graphs. However, there is still a need for general results to address this
question. The main result of the present work is a complete characterization of the problem for
the case of finite non-singular graphs.
Theorem 2.3. Let G be a finite non-singular graph. ARW (G) ∼= A(G) if, and only if, G is a
regular or a biregular graph. Moreover, if ARW (G) ≇ A(G) then the only homomorphism between
them is the null map.
Remark 2.1. We are restricting our attention on the existence or not of algebra isomorphisms
in the sense of Definition 2.1(ii). We empathize that our results can be easily adapted to deal with
evolution homomorphisms or evolution isomorphisms. According to Tian, see [14], the concept
of evolution homomorphism is related to the one of homomorphism of algebras with an additional
condition. More precisely, if A and B are two evolution algebras over a field K and S = {ei : i ∈ V }
is a natural basis for A, then [14, Definition 4] say that a linear transformation g : A −→ B is
an evolution homomorphism, if g(a · b) = g(a) · g(b) for all a, b ∈ A and {g(ei) : i ∈ V } can
be complemented to a natural basis for B. Furthermore, if an evolution homomorphism is one
to one and onto, it is an evolution isomorphism. Using the terminology in [4] we can rewrite
the definition of Tian by saying that an evolution homomorphism g : A −→ B between evolution
algebras A and B is an homomorphism such that the evolution algebra Im(f) has the extension
property.
The proof of Theorem 2.3 rely on a mix of results which holds for general graphs, meaning not
necessarily finite and non-singular graphs, together with a description of the isomorphisms for the
case of finite non-singular graphs. For the sake of clarity we left the proof for the next section. In
what follows we discuss some examples.
Example 2.1. Friendship graph Fn. Let us consider the friendship graph Fn, which is a finite
graph with 2n+ 1 vertices and 3n edges constructed by joining n copies of the triangle graph with
a common vertex (see Figure 2.1). We shall see that rank(A) = n, which implies by Theorem
2.3, because the graph is neither regular nor biregular, that if f : A(G) −→ ARW (G) is an
homomorphism, then f is the null map. This results has been stated in [2, Proposition 3.4], and
therefore it is a Corollary of our Theorem 2.3.
62n 3
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1 2
2n− 1 4
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Figure 2.1. Friendship graph.
We assume the vertices of Fn labelled as in Figure 2.1, with the central vertex labelled by 2n+1.
Then the adjacency matrix A of the graph has elements
aij =


1, if i is odd (even) and j = i+ 1 (j = i− 1),
1, if i = 2n+ 1 and j ∈ {1, . . . , n}
0, other case.
That is, A is given by


0 1 0 0 · · · 0 1
1 0 0 0 · · · 0 1
0 0 0 1 · · · 0 1
...
...
...
...
. . .
...
...
0 0 0 0 · · · 0 1
1 1 1 1 · · · 1 0


.
Denote by Ci the ith-column of matrix A, for i ∈ {1, . . . , 2n+1}, and assume that
∑2n+1
i=1 αiCi =
0, where αi is a constant, for i ∈ {1, . . . , 2n+ 1}. Now it is not difficult to see that the following
equations hold:
αk + α2n+1 = 0, for k ∈ {1, . . . , 2n}, (2)
2n∑
i=1
αi = 0. (3)
Thus, by adding (2) and (3) we obtain
∑2n
i=1 αi+2n(α2n+1) = 0 which, together with (3), implies
α2n+1 = 0. Thus we can conclude, now from (2), that αk = 0 also for k ∈ {1, . . . , 2n}. This in
turns implies that {C1, . . . , C2n+1} forms a linearly independent set of vectors and hence rank(A) =
n.
A natural question that needs to be raised is if the result stated in Theorem 2.3 holds for finite
singular graphs also. In the sequel we provide some examples suggesting a positive answer.
Example 2.2. Consider the 3-regular graph G represented as in Fig. 2.2.
The evolution algebras induced by G, and by the random walk on G, respectively, have natural
basis {e1, e2, e3, e4, e5} and relations given by:
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Figure 2.2. 3-regular singular graph.
A(G) :


e21 = e2 + e5 + e6,
e22 = e
2
5 = e1 + e3 + e4,
e23 = e2 + e4 + e5,
e24 = e2 + e3 + e5,
e26 = e1 + e7 + e10,
e27 = e
2
10 = e6 + e8 + e9,
e28 = e7 + e9 + e10,
ei · ej = 0, i 6= j,
ARW (G) :


e21 =
1
3 e2 +
1
3 e5 +
1
3 e6,
e22 = e
2
5 =
1
3 e1 +
1
3 e3 +
1
3 e4,
e23 =
1
3 e2 +
1
3 e4 +
1
3 e5,
e24 =
1
3 e2 +
1
3 e3 +
1
3 e5,
e26 =
1
3 e1 +
1
3 e7 +
1
3 e10,
e27 = e
2
10 =
1
3 e6 +
1
3 e8 +
1
3 e9,
e28 =
1
3 e7 +
1
3 e9 +
1
3 e10,
ei · ej = 0, i 6= j.
Note that N (2) = N (5) = {1, 3, 4}, and N (7) = N (10) = {6, 8, 9}, implies detA = 0. Moreover,
as G is a 3-regular graph, we have by [2, Theorem 3.2(i)] that ARW (G) ∼= A(G). It is not difficult
to see that the map f : ARW (G) −→ A(G) defined by f(ei) = (1/3) ei, for any i ∈ V is an
isomorphism.
Example 2.3. Consider the complete bipartite graph Km,n with partitions of sizes m ≥ 1 and
n ≥ 1, respectively, and assume that the set of vertices is partitioned into the two subsets V1 :=
{1, . . . ,m} and V2 := {m+ 1, . . . ,m+ n} (see Fig. 2.3).
1
2
3
4
5
6
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Figure 2.3. Complete bipartite graph K6,3
It is not difficult to see that detA = 0. The associated evolution algebras ARW (Km,n) and A(Km,n)
are defined in [2]. Indeed, by [2, Theorem 3.2(ii)] we have that ARW (Km,n) ∼= A(Km,n). More-
over, let fπ : ARW (Km,n) −→ A(Km,n) be defined by
fπ(ei) =
{
m−1/3n−2/3eπ(i), for i ∈ V1;
m−2/3n−1/3eπ(i), for i ∈ V2,
where π ∈ Sm+n is such that π(i) ∈ V1 if, and only if, i ∈ V1.
8Example 2.4. A tree T with m + n + 2 vertices and diameter 3 may be represented as in Fig.
2.4. The set of vertices may be partitioned in V1 := {1, . . . ,m}, V2 := {m + 1, . . . ,m + n}, and
{m+ n+ 1,m+ n+ 2}, in such a way N (i) = {n+m+ 1} for any i ∈ V1, N (i) = {n+m+ 2}
for any i ∈ V2, and n+m+ 1 and n+m+ 2 are neighbors. Then detA = 0.
u
1
3
...
...
v
m+ 1
m+ 3
m+ 2
m+ nm
2
Figure 2.4. Tree with m+ n+ 2 vertices and diameter 3. Here u := m+ n+ 1
and v := m+ n+ 2.
We shall see that this is an example of graph where the only homomorphism is the null map. For
the sake of simplicity we consider the case m = n = 2; the general case could be checked following
the same arguments as below with some additional work. For m = n = 2, the tree T induces the
following evolution algebras: take the natural basis {e1, e2, e3, e4, e5, e6} and the relations given by
A(T ) :


e21 = e
2
2 = e5,
e23 = e
2
4 = e6,
e25 = e1 + e2 + e6,
e26 = e3 + e4 + e5,
ei · ej = 0, i 6= j,
ARW (T ) :


e21 = e
2
2 = e5,
e23 = e
2
4 = e6,
e25 =
1
3 e1 +
1
3 e2 +
1
3 e6,
e26 =
1
3 e3 +
1
3 e4 +
1
3 e5,
ei · ej = 0, i 6= j.
Assume f : ARW (T ) −→ A(T ) is an homomorphism such that for any i ∈ {1, 2, 3, 4, 5, 6}
f(ei) =
6∑
k=1
tikek,
where the tik’s are scalars. Thus,
f(e21) = f(e
2
2) = f(e5) =
6∑
k=1
t5kek, (4)
f(e23) = f(e
2
4) = f(e6) =
6∑
k=1
t6kek, (5)
f(e25) = f
(
1
3
(e1 + e2 + e6)
)
=
1
3
6∑
k=1
(t1k + t2k + t6k)ek, (6)
f(e26) = f
(
1
3
(e3 + e4 + e5)
)
=
1
3
6∑
k=1
(t3k + t4k + t5k)ek, (7)
f(ei) · f(ej) =
6∑
k=1

 ∑
ℓ∈N (k)
tiℓtjℓ

 ek, (8)
for any i, j ∈ V , which together with
f(ei · ej) = f(ei) · f(ej), for any i, j ∈ V, (9)
imply the following set of equations. If i 6= j, then 0 = f(ei · ej) and we obtain by (8) and (9):
9tiktjk = 0, for k ∈ {5, 6}, (10)
tiktjk + ti k+1tj k+1 = 0, for k ∈ {1, 3}. (11)
By (9) with i = j and i ∈ {1, 2, 3, 4} we obtain by (4) and (5) the following: if k = 5 and
ℓ ∈ {1, 2}, or if k = 6 and ℓ ∈ {3, 4}, it holds
tk5 = t
2
ℓ 1 + t
2
ℓ 2 + t
2
ℓ 6, (12)
tk6 = t
2
ℓ 3 + t
2
ℓ 4 + t
2
ℓ 5, (13)
tk1 = tk2 = t
2
ℓ5, (14)
tk3 = tk4 = t
2
ℓ6. (15)
On the other hand, by (8) and (9) with i = j = 5 and (6) we obtain: if k = 5 and ℓ ∈ {1, 2},
or if k = 6 and ℓ ∈ {3, 4}, we get
3 t25k = t1ℓ + t2ℓ + t6ℓ, (16)
3(t251 + t
2
52 + t
2
56) = t15 + t25 + t65, (17)
3(t253 + t
2
54 + t
2
55) = t16 + t26 + t66. (18)
Finally, following (7), (8) and (9) with i = j = 6: if k = 5 and ℓ ∈ {1, 2}, or if k = 6 and
ℓ ∈ {3, 4}
3 t26k = t3ℓ + t4ℓ + t5ℓ, (19)
3(t261 + t
2
62 + t
2
66) = t35 + t45 + t55, (20)
3(t263 + t
2
64 + t
2
65) = t36 + t46 + t56. (21)
By (10), for k ∈ {5, 6}, we have tik = 0 for all i ∈ V , or there exists at most one i ∈ V such
that tik 6= 0 and tjk = 0 for all j 6= i. This implies, by (14) and (15) that
tki = tik = 0, for k ∈ {5, 6} and i ∈ {1, 2, 3, 4}. (22)
From now on we shall consider two different cases, namely, t55 = t65 = 0 or t55 = 0 and t65 6= 0;
indeed it should be three cases but the case t55 6= 0 and t65 = 0 is analogous to the last one. Note
that we already have, see (22), ti5 = 0 for i ∈ {1, 2, 3, 4}.
Case 1: t55 = t65 = 0. In this case we get by (12), that
ti1 = ti2 = 0, for i ∈ {1, 2, 3, 4}. (23)
In addition, by (17) we have t56 = 0, and this in turns implies by (13), for k = 5,
ti3 = ti4 = 0, for i ∈ {1, 2}. (24)
Analogously, (20) implies t66 = 0, which in turns implies by (13), for k = 6,
ti3 = ti4 = 0, for i ∈ {3, 4}. (25)
Therefore, as ti5 = 0 for any i ∈ {1, 2, 3, 4, 5, 6}, t56 = t66 = 0, and (22)-(25) hold, we conclude
that f is the null map.
Case 2: t55 = 0 and t65 6= 0. As before, t55 = 0 implies by (12), for k = 5
ti1 = ti2 = 0, for i ∈ {1, 2}, (26)
and by (20) together with (22) we have t66 = 0, which implies (25). Now, observe that it should be
t56 6= 0; othercase (21) and (22) lead us to t65 = 0, which is a contradiction. So assume t56 6= 0.
By (13), for k = 5 we have
2t56 = t
2
13 + t
2
14 + t
2
23 + t
2
24 = t
2
13 + 2t13t23 + t
2
23 + t
2
14 + 2t14t24 + t
2
24,
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where the last equality comes from (11) for k = 3. In other words, we have
2t56 = (t13 + t23)
2 + (t14 + t24)
2,
which by (16) for k = 6, and using that t63 = t64 = 0 by (22), leads us to 2t56 = 9t
4
56. Then
t56 = (2/9)
1/3
. Now (17) and (22) imply 3t256 = t65, and then t65 = (4/3)
1/3 ≈ 1.1. On the
other hand, we could discover the value of t65 following the same steps as the ones for t56. In that
direction one get by (21) and (22) that t65 = (2/243)
1/6 ≈ 0.45, which is a contradiction.
Our analysis of Case 2 lead us to conclude that the only option is the one of Case 1. Therefore,
f must be the null map.
Examples 2.2, 2.3 and 2.4 consider different singular graphs. From different arguments and ap-
plying previous results we have checked that either there exists an isomorphism between ARW (G)
and A(G), or the only homomorphism between these algebras is the null map. This leads us to
think that Theorem 2.3 holds for finite singular graphs also. However, further work needs to be
carried out to establish whether this is true or not so we state it as a conjecture for future research.
Conjecture 1. Let G be a finite graph. ARW (G) ∼= A(G) if, and only if, G is a regular or a
biregular graph. Moreover, if ARW (G) ≇ A(G) then the only homomorphism between them is the
null map.
2.2. Some results for general graphs. As stated in the previous Section, the existence of
isomorphisms between A(G) and ARW (G) has been stablished in [2] for the particular case of
regular and complete bipartite graphs. As we show next this result can be extended for biregular
graphs.
Proposition 2.4. Let G = (V1, V2, E) be a biregular graph. Then A(G) ∼= ARW (G).
Proof. Assume that G = (V1, V2, E) is a (d1, d2)-biregular graph and consider the linear map
f : A(G) −→ ARW (G) defined by
f(ei) =


(
d21d2
)1/3
ei, if i ∈ V1,(
d1d
2
2
)1/3
ei, if i ∈ V2.
(27)
Thus defined f is an isomorphism between A(G) and ARW (G). 
By [2, Theorem 3.2] and Proposition 2.4 we have that ARW (G) ∼= A(G) provided G is either
a regular or a biregular graph. At this point, the reader could ask if the converse is true. The
following result sheds some light on this question.
Proposition 2.5. Let G = (V,E) be a graph. Assume that there exist an isomorphism f :
A(G) −→ ARW (G) defined by
f(ei) = αieπ(i), for all i ∈ V, (28)
where αi 6= 0 is a scalar, for i ∈ V , and π is an element of the symmetric group SV . Then G is a
biregular graph or a regular graph.
Proof. Assume that there map f : A(G) −→ ARW (G) is an isomorphism defined by f(ei) =
αieπ(i), where αi 6= 0, for i ∈ V , and π ∈ SV . Since f is linear we have that
f(e2i ) = f

 ∑
ℓ∈N (i)
eℓ

 = ∑
ℓ∈N (i)
f(eℓ) =
∑
ℓ∈N (i)
αℓeπ(ℓ) (29)
for i ∈ V . On the other hand, since f is an homomorphism then we have for any i ∈ V :
f(e2i ) = f(ei) · f(ei) = α
2
i e
2
π(i) = α
2
i
∑
ℓ∈N (π(i))
1
deg(π(i))
eℓ =
α2i
deg(π(i))
∑
ℓ∈N (π(i))
eℓ. (30)
Then ∑
ℓ∈N (i)
αℓeπ(ℓ) =
α2i
deg(π(i))
∑
ℓ∈N (π(i))
eℓ, for all i ∈ V. (31)
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Therefore N (i) = N (π(i)) i. e. deg(i) = deg(π(i)) for all i ∈ V . It follows
αℓ =
α2i
deg(i)
, for all ℓ ∈ N (i) (32)
This implies that, for
ℓ1, ℓ2 ∈ N (i), αℓ1 = αℓ2 . (33)
Given i ∈ V , if ℓ ∈ N (i) then i ∈ N (ℓ), hence by (32)
αi =
α2ℓ
deg(ℓ)
for all ℓ ∈ N (i) (34)
So by (33) and (34) for ℓ1, ℓ2 ∈ N (i)
α2ℓ1
deg(ℓ1)
= αi =
α2ℓ2
deg(ℓ2)
. (35)
As a consequence, we obtain the following condition on the degrees in the graph:
for any i ∈ V, if ℓ1, ℓ2 ∈ N (i) then deg(ℓ1) = deg(ℓ2). (36)
Now let us fix a vertex, say 1, and note that by (36) we have deg(ℓ) = deg(1) for any ℓ ∈ V such
that there is a path of even size from 1 to ℓ (see Fig. 2.5).
i
j
k
vertices with degree deg(i)
vertices with degree deg(j)
Figure 2.5. Ilustration of the application of condition (36) to a given path of
the graph. Since i ∈ N (j) and j ∈ N (k) it should be deg(k) = deg(i). This
argument may be extended to the whole graph showing that at the end there are
at most two different degrees in the vertices of the graph.
Analogously, we have deg(ℓ1) = deg(ℓ2) for any ℓ1, ℓ2 ∈ V such that there is a path of odd size
from 1 to ℓk, k ∈ {1, 2}. Now let us define V1 := {j ∈ V : d(1, j) is even} and V2 := {j ∈ V :
d(1, j) is odd}. Notice that by our previous comments our definition of V1 and V2 is enough to
guarantee that deg(i) = deg(j) for i, j ∈ Vk, and k ∈ {1, 2}. If every edge on G connects a vertex
in V1 to one in V2, then G is a biregular graph. In the opposite case, if there exist i, j ∈ V1 such
that i ∈ N (j), we claim that G is a deg(1)-regular graph. To see this, we fix these vertices i, j, let
U1 := N (i), and for m ∈ N,m > 1, let Um := N (Um−1). Since G is a connected graph, if for any
n ∈ N is true that
n⋃
i=1
Ui ⊆ V1,
then V1 = V . Otherwise, there exist q ∈ N such that
⋃q
i=1 Ui * V1. Let ℓ ∈ (
⋃q
i=1 Ui) ∩ V2.
Then there is a t ∈ {1, . . . , q} such that ℓ ∈ Ut ∩ V2. Note that as ℓ ∈ Ut there is a path γ =
(i0, i1, . . . , it−1, it) of size t connecting i to ℓ; i.e. i0 = i and it = ℓ. If t is even then deg(ℓ) = deg(i)
and then G is deg(1)-regular. If t is odd, we consider the path γ1 = (j, i, i1, . . . , it−1, it) connecting
j to ℓ, which has size even so deg(j) = deg(ℓ), but deg(j) = deg(1), and therefore G is a deg(1)-
regular graph. The same argument holds by assuming the existence of a pair of vertices i, j ∈ V2
such that i ∈ N (j).
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
For the rest of the paper, we adopt the notation fπ for a map between evolution algebras, with
the same natural basis, defined by (28). Even if ARW (G) ∼= A(G) it is important to note that not
every map defined as in (28) is an isomorphism, as we illustrate in the following example.
Example 2.5. Let C5 the cycle graph or circular graph with 5 vertices (see Fig. 2.5).
1
2
3
4
5
Figure 2.6. Cycle graph C5
Consider the evolution algebras induced by C5, and by the random walk on C5, respectively.
That is, consider the evolution algebras whose natural basis is {e1, e2, e3, e4, e5} and relations are:
A(C5) :


e21 = e2 + e5,
e2i = ei−1 + ei+1, i ∈ {2, 3, 4},
e25 = e1 + e4,
ei · ej = 0, i 6= j.
ARW (C5) :


e21 =
1
2 e2 +
1
2 e5,
e2i =
1
2 ei−1 +
1
2 ei+1, i ∈ {2, 3, 4},
e25 =
1
2 e1 +
1
2 e4,
ei · ej = 0, i 6= j.
Note that C5 is a 2-regular graph, then by [2, Theorem 3.2(i)] ARW (C5) ∼= A(C5) as evolution
algebras. However, we shall see that not all map fπ, with π ∈ S5, is an isomorphism. Indeed, let
π is given by
π :=
(
1 2 3 4 5
3 2 1 4 5
)
. (37)
We shall verify that fπ : ARW (C5) −→ A(C5) defined by (28) is not an isomorphism. In order to
do it, it is enough to note that
fπ(e
2
1) =
1
2
fπ (e2 + e5) =
1
2
(α2e2 + α5e5) ,
while
fπ(e1) · fπ(e1) = α
2
1e
2
3 = α
2
1 (e2 + e4) .
Therefore fπ(e
2
1) 6= fπ(e1) · fπ(e1).
Proposition 2.6. Let G be a graph and let A = (aij) be its adjacency matrix. Assume fπ :
ARW (G) −→ A(G) is an isomorphism defined as in (28), i.e.
fπ(ei) = αieπ(i), for all i ∈ V,
where αi 6= 0, i ∈ V , are scalars and π ∈ SV . Then π satisfies
aiπ−1(k) απ−1(k) = deg(i)α
2
i aπ(i)k, for i, k ∈ V. (38)
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Proof. Since fπ is an homomorphism we have that
fπ(e
2
i ) = fπ(ei) · fπ(ei) = α
2
i e
2
π(i) = α
2
i
|V |∑
k=1
aπ(i)kek, for i ∈ V.
On the other hand
fπ(e
2
i ) = fπ

 |V |∑
k=1
(
aik
deg(i)
)
ek

 = |V |∑
k=1
(
aik
deg(i)
)
αkeπ(k).
Then
aiπ−1(k) απ−1(k) = deg(i)α
2
i aπ(i)k,
for any i, k ∈ V , where π−1 ∈ SV denotes the inverse of π, i.e. π−1(j) = i if, and only if, π(i) = j,
for any i, j ∈ V . We notice that either in the case |V | =∞ the previous sums are summations of
a finite number of terms. This is because we are considering locally finite graphs.

Example 2.6. Let C5 be the cycle graph considered in Example 2.5, and let fπ : ARW (C5) −→
A(C5), where π is given by (37). Taking i = 1 and k = 4 we have on one hand aπ(1)4 = a34 = 1,
while, on the other hand, a1π−1(4) = a14 = 0. This is enough to see that there exist no sequence
of non-zero scalars (αi)i∈V such that (38) holds. Therefore, by Proposition 2.6, fπ it is not an
isomorphism. On the other hand, a straightforward calculation shows that the element of S5 given
by
σ :=
(
1 2 3 4 5
2 3 4 5 1
)
,
satisfies (38), provided αi = 1/2 for any i ∈ V . Moreover it is possible to check that fσ :
ARW (C5) −→ A(C5) defined for i ∈ V by fσ(ei) = (1/2)eσ(i) is an isomorphism.
2.3. Isomorphisms for the case of finite non-singular graphs and proof of Theorem
2.3.
Proposition 2.7. Let G be a non-singular graph with n vertices and let A = (aij) be its adjacency
matrix. If f : ARW (G) −→ A(G) is an homomorphism, then either f is the null map or f is an
isomorphism defined by
f(ei) = αieπ(i), for all i ∈ V,
where αi 6= 0, i ∈ V , are scalars and π is an element of the symmetric group Sn.
Proof. Let f : ARW (G) −→ A(G) an homomorphism such that
f(ei) =
n∑
k=1
tikek, for any i ∈ V,
where the tik’s are scalars. Then f(ei) · f(ej) = 0 for any i 6= j, which implies
0 =
∑
k∈V
tiktjke
2
k =
∑
k∈V
tiktjk
(∑
r∈V
akrer
)
=
∑
r∈V
(∑
k∈V
tiktjkakr
)
er.
This in turns implies, for any r ∈ V , ∑
k∈V
tiktjkakr = 0.
In other words we have, for i 6= j, AT
[
ti1tj1 ti2tj2 · · · tintjn
]T
=
[
0 0 · · · 0
]T
, where
BT denotes the transpose of the matrix B. As the adjacency matrix A is non-singular then
tiktjk = 0, for any i, j, k ∈ V with i 6= j.
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Thus for any fixed k ∈ V we have tik = 0 for all i ∈ V , or there exists at most one i := i(k) ∈ V
such that tik 6= 0 and tjk = 0 for all j 6= i. Then
(supp f(ei)) ∩ (supp f(ej)) = ∅, for i 6= j, and ∪i∈V (supp f(ei)) = V, (39)
where supp f(ei) = {j ∈ V : tij 6= 0}. In what follows we consider two cases.
Case 1. For any k ∈ V there exists i ∈ V such that tik 6= 0 and tjk = 0 for all j 6= i. In this case
the sequence (tij)i,j∈V contains only n scalars different from zero. Assume that there exists i ∈ V
such that tij1 6= 0 and tij2 6= 0 for some j1, j2 ∈ V . This implies the existence of m ∈ V such that
f(em) = 0, which in turns implies f(em)·f(em) = 0. On the other hand, as f(em)·f(em) = f(e2m),
we have
0 = f(e2m) = f
(∑
ℓ∈V
(
amℓ
km
)
eℓ
)
=
∑
ℓ∈V
(
amℓ
km
)
f(eℓ).
We can use (39) to conclude f(eℓ) = 0 for any ℓ such that amℓ = 1. In other words, for any
ℓ ∈ N (m) it holds that f(eℓ) = 0. This procedure may be repeated, now for any ℓ ∈ N (m), i.e.
we can prove for any v ∈ N (ℓ) that f(ev) = 0. As we are dealing with a connected graph, this
procedure may be repeated until to cover all the vertices of G, and therefore we can conclude that
f(ei) = 0 for any i ∈ V , which is a contradiction. Therefore, for any i ∈ V there exists only one
j := j(i) such that tij 6= 0. Hence f it must to be defined as
f(ei) = αieπ(i), for all i ∈ V,
where the αi’s are scalars, and π is an element of the symmetric group Sn.
Case 2. Assume that there exist k ∈ V such that tik = 0 for all i ∈ V . Then the sequence
(tij)i,j∈V contains at most n− 1 scalars different from zero, which implies the existence of ℓ ∈ V
such that f(eℓ) = 0. By applying similar arguments as the ones of Case 1 we conclude that
f(ei) = 0 for any i ∈ V and therefore tij = 0 for any i, j ∈ V . Thus f is the null map.

Remark 2.2. In Proposition 2.7 we assume that the adjacency matrix A is non-singular. We
point out that this hypothesis is equivalent to the transition matrix, say ARW , of the symmetric
random walk on G be non-singular. In fact, if we denote by Fi the i-th row of A then we can write
AT =
[
F1 F2 · · · Fn
]
. Then ATRW =
[
(1/ deg(1))F1 (1/ deg(2))F2 · · · (1/ deg(n))Fn
]
,
and therefore detARW = (deg(1)× deg(2)× · · · × deg(n))
−1 detA.
2.3.1. Proof of Theorem 2.3. Together, [2, Theorem 3.2(i)], and Propositions 2.4, 2.5, 2.7 gain in
interest if we realize that they provide a necessary and sufficient condition for the existence of
isomorphisms in the case of non-singular graphs. Indeed, assume that G is a non-singular graph
and notice that ARW (G) ∼= A(G) implies, by Proposition 2.7, that the isomorphisms between
ARW (G) and A(G) are given by (28). Then by Proposition 2.5 we conclude that G is a regular
or a biregular graph. For the reciprocal, it is enough to apply Proposition 2.4 and [2, Theorem
3.2(i)].
Remark 2.3. In Conjecture 1 we claim that Theorem 2.3 should be true for the case of finite
singular graphs. Indeed, we believe that the conjecture should be true for infinite graphs too. To see
that we notice the Propositions 2.4 and 2.5 hold for infinite graphs. Therefore a generalization in
this direction should be focus on an extension of Proposition 2.7 to deal with infinite non-singular
adjacency matrices.
3. Connection with the automorphisms of A(G)
The purpose of this sections is twofold. First we show that the problem of looking for the
isomorphisms between ARW (G) and A(G) is equivalent to the question of looking for the auto-
morphisms of A(G), provided G is a regular graph. Second, we use the previous comparison to
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revisit a result obtained by [6], which exhibit the automorphism group of an evolution algebra.
Then we give a better presentation of such result.
As usual we use AutA(G) to denote the automorphism group of A(G).
Proposition 3.1. Let G be a d-regular graph. Then any isomorphism f : ARW (G) −→ A(G)
induces a g ∈ AutA(G). Analogously, any g ∈ AutA(G) induces an isomorphism f : ARW (G) −→
A(G).
Proof. Assume that f : ARW (G) −→ A(G) is an isomorphism and consider g : A(G) −→ A(G)
such that g(ei) = d f(ei) for any i ∈ V . If i 6= j then g(ei) · g(ej) = 0. On the other hand, for
i ∈ V
g(e2i ) = g

∑
j∈V
aijej

 = ∑
j∈V
aijdf(ej),
while
g(ei) · g(ei) = d
2 f(ei) · f(ei) = d
2 f(e2i ) = d
2 f

∑
j∈V
(aij
d
)
ej

 = ∑
j∈V
aijdf(ej).
Thus g is an automorphism of A(G). The other assertion may be proved in analogous way by
considering f(ei) = d
−1 g(ei) for any i ∈ V .

The correspondence described in the previous proposition allow us to state the following result.
Proposition 3.2. Let G be a non-singular regular graph with n vertices, and let A(G) be its
associated evolution algebra. Then AutA(G) ⊆ {gπ : π ∈ Sn}.
Proof. Let g ∈ AutA(G). By the proof of Proposition 3.1, there exists an isomorphism f :
ARW (G) −→ A(G) such that f(ei) := (1/d) g(ei), for any i ∈ V . On the other hand, as G is a
non-singular graph we have by Proposition 2.7 that f(ei) = αieπ(i), where the αi’s are scalars and
π is an element of the symmetric group Sn. Therefore g = gπ and the proof is completed. 
In [6, Proposition 3.1] it has been stated that for any evolution algebra E with a non-singular
matrix of structural constants it holds that AutE = {gπ : π ∈ Sn}. Example 2.5 shows that if
E := A(C5) (so detA = 2), then AutE ( {gπ : π ∈ Sn}, which contradicts the equality stated by
[6]. The mistake behind their result is in the proof. Indeed, although the authors assume correctly
that an automorphism g should verify g(ei · ej) = g(ei) · g(ej), they only check this equality when
i 6= j. When one check also the equality for i = j one can obtain the condition that π must
satisfy in order to be an automorphism. This is the spirit behind our Proposition 2.6. The same
arguments of our proof lead to the following version of [6, Proposition 3.1].
Proposition 3.3. Let E be an evolution algebra with natural basis {ei : i ∈ V }, and a non-singular
matrix of structural constants C = (cij). Then
AutE = {gπ : π ∈ Sn and ciπ−1(k) απ−1(k) = α
2
i cπ(i)k, for any i, k ∈ V }.
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