In this note we compare two recently proposed semidefinite relaxations for the sparse linear regression problem by Pilanci, Wainwright and El Ghaoui ("Sparse learning via boolean relaxations ", 2015) and Dong, Chen and Linderoth ("Relaxation vs. Regularization: A conic optimization perspective of statistical variable selection", 2015). We focus on the cardinality constrained formulation, and prove that the relaxation proposed by Dong, etc. is theoretically no weaker than the one proposed by Pilanci, etc. Therefore any sufficient conditions of exact recovery derived by Pilanci can be readily applied to the Dong's relaxation, including their results on high probability recovery for Gaussian ensemble. Finally we provide empirical evidence that Dong's relaxation requires much fewer observations to guarantee the recovery of true support.
With the cardinality constraint, (1) is usually highly nonconvex and difficulty to solve to global optimality. The authors in [2] considered the following regularized version, 
In this note we compare these two semidefinite relaxations. We show that the relaxation (SDP DC L ) is no weaker than (SDP PW G ) in this section. In section 2 we establish a result that characterizes a certificate of exactness for the convex relaxation (SDP DC L ), hence extends a key result in [2] to (SDP DC L ). Section 3 concerns the probability of exact recovery for the case of Gaussian ensemble, where we show empirically (SDP DC L ) can recover the true support of with much less data points.
We first state a technical lemma that will be used soon. Lemma 1. For any X ∈ ℜ n×p and ρ > 0, we have By Lemma 1, (SDP PW G ) can be reformulated as
where D(z) is a diagonal matrix with the i-th diagonal entry z i .
Proof. Suppose that (b,B,z) is optimal in (SDP PW G ). Without loss of generality we may assume
for allB i i = 0, andz i = 0 otherwise. Thereforez i ∈ [0, 1], ∀i . Defineβ as
Then obviouslyb = D(z)β and (β,z) is feasible in (4). We have 1 2
The first inequality is because ofB bb T . The second inequality is because ofB i izi ≥b i , which impliesB i i ≥β
, and the final inequality is by the characterization (4).
As (SDP DC L ) satisfies the Slater condition, strong duality holds and the dual of (SDP DC L ) is 
where X j ∈ R n is the j-th column of X , and M :
Using this result, the authors were able to prove a high-probability exact recovery condition for the special case of Gaussian ensembles. We leave the discussion of Gaussian ensemble in the next section. Here we provide a parallel characterization of certificates of exactness for (SDP DC L ). Theorem 2. Let S ⊆ {1, ..., n}, |S| = k and z * be a binary vector such that z * i = 1, ∀i ∈ S and z * i = 0, ∀i ∉ S. Further let b * be the optimal solution of the ridge regression in the restricted subspace,
to (SDP DC L ) if and only if there exists a vectord ∈ R p
+ and scalar λ ∈ R + such that
where M :
The proof of Theorem 2 exploits the optimality conditions of (SDP DC L ) and its dual, and is given in detail in the appendix section. We remark that one can directly show that the conditions in Theorem 2 are no stronger than those in Theorem 1. Remark 1. Suppose that λ is the scalar such that (5) and (6) hold, then (7) -(9) hold forλ andd , whereλ
Note thatd i ∈ [0, 1] for all i by construction. Therefore (7) holds. (8) and (9) are also valid by construction.
Empirical comparison on exact recovery rate for Gaussian ensemble
In this section we consider the special case of Gaussian ensemble, where the design matrix X ∈ R n×p is generated with i.i.d. N(0,1) entries. A "true" signal β * is generated to be k-sparse,
i.e., it has only k number of nonzero entries, and each nonzero entry is of the order 1/ k. The response vector y is generated by y = X β * + ǫ, where ǫ has i.i.d N (0, γ 2 ) entries. The following result is established in [2] , which characterizes the size of n needed to guarantee the exact recovery of the support of β * with high probability. Here β * mi n is the minimal nonzero entry (in absolute value) of β * . Note that Proposition 1 ensures that under the same conditions, ν DC L = ν ℓ0 with (at least the same) high probability.
In the remaining part of this section we empirically evaluate the exact recovery for the Gaussian ensemble case. We compare the probabilities of exact recovery by (SDP PW G ) and (SDP DC L ) for various n and p. To avoid potential numerical issues in solution precision, we exploit Theorem 1 and Theorem 2 to directly search for the certificates. Such a strategy enables us to test whether (SDP PW G ) and (SDP DC L ) provide the global solution to (ℓ 0 : c ar d) on large number of simulated data sets without explicitly solving the semidefinite relaxations many times.
Given simulated data (X , y, β * ), let S denote the support of β * . Let ρ > 0 be fixed, it is straightforward to test whether conditions in Theorem 1 are satisfied. If so, then (SDP PW G ) recovers the true support of β * . The situation is slightly more complicated for (SDP DC L ) and Theorem 2.
Here we describe a bisection algorithm to search for the dual certificatesλ andd, provided that the support of β * is used as the index set S.
A bisection algorithm to search for the dual certificates for (SDP DC L )
Without loss of generality we assume that S = {1, ..., |S|}. 
M y 2 , for all i ∉ S. Therefore the problem of testing (7) -(9) is then equivalent to testing whether there existsλ > 0 such that the following function is nonpositive,
where λ{·} is the largest eigenvalue function, D S (λ) is a |S| × |S| diagonal matrix with diagonal entriesλ X T i M y −2 , i = 1, ..., |S|, and similarly DS (λ) is a diagonal matrix with diagonal entries
Note that f (λ) is a convex function whenλ > 0. This is because λ max {·} is a convex function and non-decreasing in terms of diagonal entries, andλ −1 is convex whenλ > 0. It is known that a subgradient of f (λ) can be computed from an eigenvector associated with the largest eigenvalue in (10). Indeed, let u be such an eigenvector, then
In other words, given anyλ
A final ingredient needed for a bisection algorithm is the initial interval. Consider the diagonal entries of the matrix in (10), obviously ifλ
This provides initial upper and lower bounds such that if there existsλ such that f (λ) < 0,λ must be in
Then the problem of testing whether there isλ such that f (λ) can be solved by the following bisection algorithm,
2. Letλ = ℓ+u 2 and evaluate f (λ);
. If u − ℓ > ǫ, where ǫ is a fixed precision tolerance, then go to step 2. Otherwise return NO.
Numerical simulations
Using this bisection algorithm, we conduct similar experiments as shown in Figure 1 of [2] . For each value of p (denoted as d in all plots), the true sparsity is set as p , and the number of data points n = αk log(p − k). The true signal β * i , (i = 1, ...k) is generated to be 1 or -1 with same probability. The Figures 1 through 6 show the exact support recovery rate for α ∈ [1, 10], when ρ are chosen to be 2 n, 3 n, 4 n, 6 n, 8 n, 12 n.
The numerical simulation illustrates that (SDP DC L ) can recover the support of true signals with significant less data points than that of (SDP PW G ). Also the exact recovery rate of (SDP DC L ) appears to be much less sensitive to the choice of ρ. This result further motivates us to study scalable approximate methods, such as those based on low rank factorization of the matrix B , to solve (SDP DC L ). C on t r ol p ar am e t e r α : n = α k l og( d ) P r ob ab i l i ty of e x ac t s u p p or t r e c ov e r y N u m b e r of d at a p oi n t s v s . r e c ov e r y r at e , ρ = 3 C on t r ol p ar am e t e r α : n = α k l og( d ) P r ob ab i l i ty of e x ac t s u p p or t r e c ov e r y N u m b e r of d at a p oi n t s v s . r e c ov e r y r at e , ρ = 4 C on t r ol p ar am e t e r α : n = α k l og( d ) P r ob ab i l i ty of e x ac t s u p p or t r e c ov e r y N u m b e r of d at a p oi n t s v s . r e c ov e r y r at e , ρ = 6 PWG d=64 PWG d=128 PWG d=256 PWG d=512 DCL d=64 DCL d=128 DCL d=256 DCL d=512 C on t r ol p ar am e t e r α : n = α k l og( d ) P r ob ab i l i ty of e x ac t s u p p or t r e c ov e r y N u m b e r of d at a p oi n t s v s . r e c ov e r y r at e , ρ = 8 PWG d=64 PWG d=128 PWG d=256 PWG d=512 DCL d=64 DCL d=128 DCL d=256 DCL d=512 C on t r ol p ar am e t e r α : n = α k l og( d ) P r ob ab i l i ty of e x ac t s u p p or t r e c ov e r y N u m b e r of d at a p oi n t s v s . r e c ov e r y r at e , ρ = 12 PWG d=64 PWG d=128 PWG d=256 PWG d=512 DCL d=64 DCL d=128 DCL d=256 DCL d=512
Figure 6: Exact support recovery rate when ρ = 12 n that the first order optimality condition holds
