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Abstract
We relate the structure functions of deep inelastic lepton-nucleon scatter-
ing to current-current correlation functions in a Euclidean field theory de-
pending on a parameter r. The r-dependent Hamiltonian of the theory is
P 0 − (1− r)P 3, with P 0 the usual Hamiltonian and P 3 the third component
of the momentum operator. We show that small xBj in the structure func-
tions correspond to the small r limit of the effective theory. We argue that for
r → 0 there is a critical regime of the theory where simple scaling relations
should hold. We show that in this framework Regge behaviour of the structure
functions obtained with the hard pomeron ansatz corresponds to a scaling be-
haviour of the matrix elements in the effective theory where the intercept of
the hard pomeron appears as a critical index. Explicit expressions for various
analytic continuations of structure functions and matrix elements are given
as well as path integral representations for the matrix elements in the effec-
tive theory. Our aim is to provide a framework for truely nonperturbative
calculations of structure functions at small xBj for arbitrary Q
2.
∗e-mail: O.Nachtmann@thphys.uni-heidelberg.de
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1 Introduction
In this article we shall discuss the small xBj behaviour of the structure functions of
deep inelastic lepton-nucleon scattering (DIS). The findings of the experiments H1
and ZEUS at HERA (for recent summaries see [1]-[3]) have brought this topic to the
forefront of theoretical interest. Soon more data will come from HERA2. There are
numerous suggestions for the theoretical description of the small xBj behaviour of
the structure functions, see for instance [4, 5, 6]. Let us just mention a few of these
approaches with representative references.
As the first group of approaches let us mention the ones based on perturbative
QCD, which allows one to derive evolution equations for the structure functions.
It should be kept in mind that already in the derivation of these evolution equa-
tions one has to make various assumptions and their practical use involves further
approximations.
Most popular and widely used is the DGLAP equation [7] to calculate the evo-
lution of the structure functions with Q2 (see for instance [8, 1, 3]). Improvements
of the DGLAP method in fixed order in the strong coupling parameter αs, involving
resummations to all orders in αs, have recently been proposed [9]. Another time-
honoured approach is based on the BFKL equation [10] which is described in detail
for instance in [11]. However, very large higher order corrections have been found
in this approach [12]. Different recipes for dealing with this problem have been pro-
posed [13].
Other approaches make more assumptions and could be called QCD-based or
-inspired models. Very popular at the moment are dipole models [14, 15]. Other
approaches are based on the semiclassical approximation [16, 6, 17, 18] and on the
colour glass condensate idea [19, 20].
Quite a different type of approach is based on Regge theory. It was shown in
[21, 22] that the small xBj behaviour of the structure functions can be well described
using two pomerons, a hard and a soft one. Both pomerons are assumed to behave
like simple Regge poles with linear trajectories.
In this article we continue the investigations of the approach [23] where the be-
haviour of the structure functions at small xBj is related to that of matrix elements
in an effective Euclidean field theory. In [23] this was explored for a model scalar
field theory and it was argued that the limit xBj → 0 corresponds to critical be-
haviour in the effective theory. Here we extend these considerations to the case of
QCD. The aim of this approach is to provide a framework where the small xBj be-
haviour of the structure functions can be calculated from first principles using truely
nonperturbative methods, for instance lattice methods.
Our article is organised as follows. In section 2 we discuss kinematics, the reduced
matrix elements free of kinematical singularities and the analytic continuation from
the real to the imaginary ν-axis. Section 3 deals with the Deser-Gilbert-Sudarshan
(DGS) representation which we use for further analytic continuations. In section 4
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we discuss our effective Hamiltonians and Lagrangians for QCD, both in Minkowski
and Euclidean space. Section 5 contains phenomenological applications and section
6 our conclusions.
2 Kinematics and analytic continuation in the ν-
plane
In this section we recall first some definitions and results from DIS. The central ob-
ject of our study is the forward virtual Compton scattering amplitude for nucleons.
The absorptive part of this amplitude gives for real ν the measurable cross sections
of DIS. Our theoretical investigations will concentrate on the amplitude at imagi-
nary values of ν, from which nevertheless we can obtain information on these cross
sections.
2.1 Kinematics
We study the forward virtual Compton scattering amplitude (Fig. 1)
γ∗(q) +N(p)→ γ∗(q) +N(p), (2.1)
where N stands for proton or neutron. We consider only spacelike virtual photons,
q2 = −Q2 < 0 and the amplitude averaged over the nucleon spin. The familiar
Feynman amplitude for (2.1) is
T Fµν(p, q) =
i
2πM
∫
d4x eiqx 1
2
∑
spins
〈N(p)|T∗Jµ(x)Jν(0)|N(p)〉. (2.2)
Here M is the nucleon mass, Jµ(x) is the hadronic part of the electromagnetic
current, and T∗ indicates the covariant version of the T product (see for instance
[24]). It is understood that only the connected part of the matrix element is taken.
All our conventions on kinematics follow [25].
In the following we shall, however, not work with (2.2) but with the retarded
amplitude
T retµν (p, q) =
i
2πM
∫
d4x eiqx 1
2
∑
spins
〈N(p)|θ(x0)[Jµ(x), Jν(0)]cov|N(p)〉, (2.3)
where we define
θ(x0)[Jµ(x), Jν(0)]cov = T
∗(Jµ(x)Jν(0))− Jν(0)Jµ(x). (2.4)
The standard Wµν tensor of DIS is
Wµν(p, q) =
1
4πM
∫
d4xeiqxMµν(x, p), (2.5)
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where
Mµν(x, p) = 12
∑
spins
〈N(p)|Jµ(x)Jν(0)|N(p)〉. (2.6)
The expansion of Wµν in terms of the structure functions W1,2 reads for pq > 0:
Wµν(p, q) =
(
−gµν + qµqν
q2
)
W1(ν,Q
2)
+
1
M2
(
pµ − (pq)qµ
q2
)(
pν − (pq)qν
q2
)
W2(ν,Q
2),
ν = pq/M, Q2 = −q2. (2.7)
In the usual way we define the structure functions F1,2,L as
F1(xBj , Q
2) = 2MW1(ν,Q
2),
F2(xBj , Q
2) = νW2(ν,Q
2),
FL(xBj , Q
2) = F2(xBj , Q
2)− (1 + 4M
2
Q2
x2Bj)
−1xBjF1(xBj , Q
2),
xBj =
Q2
2Mν
, (2.8)
and the transverse and longitudinal cross sections
K
4π2α
σT (ν,Q
2) = W1(ν,Q
2)
=
1
2M
F1(xBj , Q
2),
K
4π2α
σL(ν,Q
2) =
ν2 +Q2
Q2
W2(ν,Q
2)−W1(ν,Q2)
=
1
2MxBj
(1 +
4M2
Q2
x2Bj)FL(xBj , Q
2),
K = ν − Q
2
2M
. (2.9)
The expansions for T Fµν (2.2) and T
ret
µν (2.3) read
T F,retµν (p, q) =
(
−gµν + qµqν
q2
)
T F,ret1 (ν,Q
2)
+
1
M2
(
pµ − (pq)qµ
q2
)(
pν − (pq)qν
q2
)
T F,ret2 (ν,Q
2), (2.10)
where now −∞ < pq < ∞. For Q2 fixed, T Fj (ν,Q2) and T retj (ν,Q2) (j = 1, 2), are
limits of functions Tj(ν,Q
2) analytic in the cut ν-plane as shown in Fig. 2. The
position of the nucleon poles is ν = ±Q2/(2M), the cuts start at
ν = ±νt = ±[Q2 + (M +mπ)2 −M2]/(2M), (2.11)
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where mπ is the pion mass. We have for real ν and j = 1, 2
T Fj (ν,Q
2) = lim
ǫ→+0
Tj(ν(1 + iǫ), Q
2), (2.12)
T retj (ν,Q
2) = lim
ǫ→+0
Tj(ν + iǫ, Q
2), (2.13)
ImT Fj (ν,Q
2) = θ(ν)Wj(ν,Q
2) + θ(−ν)Wj(−ν,Q2), (2.14)
ImT retj (ν,Q
2) = θ(ν)Wj(ν,Q
2)− θ(−ν)Wj(−ν,Q2). (2.15)
For our purpose it is convenient to define in addition the following scalar ampli-
tudes:
T reta (ν,Q
2) = −gµνT retµν (p, q)
= 3T ret1 (ν,Q
2)− ν
2 +Q2
Q2
T ret2 (ν,Q
2), (2.16)
T retb (ν,Q
2) = M−2pµpνT retµν (p, q)
= −ν
2 +Q2
Q2
T ret1 (ν,Q
2) +
(
ν2 +Q2
Q2
)2
T ret2 (ν,Q
2). (2.17)
In a similar way we define for real ν the functions T Fa,b and Wa,b and for complex
ν the functions Ta,b(ν,Q
2). The latter are analytic in the cut ν-plane and have as
boundary values for Im ν → +0 the functions T reta,b (ν,Q2).
2.2 Analytic continuation in the ν-plane
We are interested in the behaviour of W1,2(ν,Q
2) for fixed Q2 > 0 and ν → ∞.
Instead of investigating the structure functions W1,2 directly we shall study first the
behaviour of the functions T1,2(ν,Q
2) or equivalently Ta,b(ν,Q
2) for large imaginary
ν, that is for ν = iη with η →∞. Then we use the Phragme´n-Lindelo¨f theorem (see
theorem 5.64 of [26]) to relate the behaviour of the amplitudes for large real and
imaginary values of ν. This has been discussed in detail in appendix A of [23].
We follow now the same strategy as in [23]. We work in the rest system of the
nucleon and choose the direction of q as third axis of the coordinate system:
p =
(
M
0
)
, q =
(
ν
e3
√
ν2 +Q2
)
. (2.18)
Using rotational symmetry and the same arguments as in [23], we can represent the
functions Ta,b(ν,Q
2) for Im ν ≥ 0 as follows:
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Ta(ν,Q
2) = − 1
M
√
ν2 +Q2
∫ ∞
0
dx0
∫ ∞
−∞
dx3x3 exp[ix0ν − ix3
√
ν2 +Q2]
×1
2
∑
spins
〈N(p)|(−gµν)θ(x0)[Jµ(x3e3, x0), Jν(0)]cov|N(p)〉, (2.19)
Tb(ν,Q
2) = − 1
M
√
ν2 +Q2
∫ ∞
0
dx0
∫ ∞
−∞
dx3x3 exp[ix0ν − ix3
√
ν2 +Q2]
×1
2
∑
spins
〈N(p)|θ(x0)[J0(x3e3, x0), J0(0)]cov|N(p)〉. (2.20)
For ν = iη and η > Q we get
Ta(iη, Q
2) =
i
M
√
η2 −Q2
∫ ∞
0
dx0
∫ ∞
−∞
dx3x3 exp[−x0η + x3
√
η2 −Q2]
×1
2
∑
spins
〈N(p)|(−gµν)θ(x0)[Jµ(x3e3, x0), Jν(0)]cov|N(p)〉, (2.21)
Tb(iη, Q
2) =
i
M
√
η2 −Q2
∫ ∞
0
dx0
∫ ∞
−∞
dx3x3 exp[−x0η + x3
√
η2 −Q2]
×1
2
∑
spins
〈N(p)|θ(x0)[J0(x3e3, x0), J0(0)]cov|N(p)〉. (2.22)
The commutators in (2.19)-(2.22) vanish for |x3| > x0 and thus the effective inte-
gration range is |x3| ≤ x0. This makes the integrands in (2.19), (2.20) exponentially
damped for Im ν > 0 and represents the standard way of analytic continuaton of
T reta,b (ν,Q
2) into the upper half ν-plane. However, the singularities on the lightcone
|x3| = x0 make it advisable to keep the x3-integrals in (2.19)-(2.22) as running from
−∞ to +∞. From Ta,b(iη, Q2) we can derive T1,2(iη, Q2) using (2.16), (2.17).
In the next section we will derive another representation for T1,2(iη, Q
2) in which
the integration path avoids the light-cone.
3 The matrix element Mµν
In this section we list general properties of the matrix element Mµν(x, p) (2.6) and
discuss its analyticity properties using the Deser-Gilbert-Sudarshan (DGS) repre-
sentation [27, 28].
3.1 General properties of Mµν(x, p)
Hermiticity of the electromagnetic current gives
Mµν(x, p)∗ =Mνµ(−x, p). (3.1)
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Time reversal invariance of QCD requires
Mµν(x, p) =Mνµ(x′, p′), (3.2)
where x
′µ = xµ, p
′µ = pµ.
Current conservation implies
∂
∂xµ
Mµν(x, p) = 0,
∂
∂xν
Mµν(x, p) = 0. (3.3)
For x2 < 0 the currents Jµ(x) and Jν(0) in (2.6) commute, which leads to
Mµν(x, p) =Mνµ(−x, p), for x2 < 0. (3.4)
The expansion ofMµν(x, p) in terms of two causal scalar functions which are free
from kinematical singularities and where (3.1) to (3.4) are satisfied automatically
[29] reads
Mµν(x, p) = [gµν✷− ∂µ∂ν ]M1(xp, x2)
+[pµpν✷− (p∂)(pµ∂ν + pν∂µ) + gµν(p∂)2]M2(xp, x2). (3.5)
The invariant functions Mj (j = 1, 2) satisfy:
Mj(xp, x2) =M∗j(−xp, x2) (3.6)
and
Mj(xp, x2) =Mj(−xp, x2) for x2 < 0. (3.7)
3.2 Representations of amplitudes in terms of M1,2
Inserting (3.5) into (2.5) we obtain the structure functions W1,2 of (2.7) in terms of
the Fourier transforms of M1,2:
W1(ν,Q
2) = − Q
2
4πM
∫
d4xeiqxM1(xp, x2) + (pq)
2
4πM
∫
d4xeiqxM2(xp, x2), (3.8)
W2(ν,Q
2) =
MQ2
4π
∫
d4xeiqxM2(xp, x2). (3.9)
Note that in (3.9) the kinematic zero of W2(ν,Q
2) at Q2 = 0 is made explicit, as it
should be. For the cross sections (2.9) we get:
K
4π2α
σT (ν,Q
2) =
1
4πM
∫
d4xeiqx[M2ν2M2(xp, x2)−Q2M1(xp, x2)], (3.10)
K
4π2α
σL(ν,Q
2) =
Q2
4πM
∫
d4xeiqx[M2M2(xp, x2) +M1(xp, x2)]. (3.11)
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Inserting (3.5) into (2.3) and using (2.10) and rotational symmetry in the nucleon
rest frame, we get
T ret1 (ν,Q
2) = − 1
M
√
ν2 +Q2
∫ ∞
0
dx0
∫ ∞
−∞
dx3x3 exp[ix0ν − ix3
√
ν2 +Q2]
×{−Q2[M1(xp, x2)−M∗1(xp, x2)]
+M2ν2[M2(xp, x2)−M∗2(xp, x2)]}, (3.12)
T ret2 (ν,Q
2) = − MQ
2
√
ν2 +Q2
∫ ∞
0
dx0
∫ ∞
−∞
dx3x3 exp[ix0ν − ix3
√
ν2 +Q2]
×[M2(xp, x2)−M∗2(xp, x2)] (3.13)
where
xp = x0M , x2 = (x0)2 − (x3)2. (3.14)
In the following we will make a change of variables as in [23] and replace (x0, x3)
by (x0, r), where
r = 1− x
3
x0
. (3.15)
We define
M˜−j (x0, r) : = Mj(x0M, (x0)2r(2− r))
(j = 1, 2). (3.16)
With this we get
T ret1 (ν,Q
2) = − 1
M
√
ν2 +Q2
∫ ∞
−∞
dr(1− r)
×
∫ ∞
0
dx0(x0)2 exp[ix0(ν − (1− r)
√
ν2 +Q2)]
×{−Q2[M˜−1 (x0, r)− (M˜−1 (x0, r))∗]
+M2ν2[M˜−2 (x0, r)− (M˜−2 (x0, r))∗]}, (3.17)
T ret2 (ν,Q
2) = − MQ
2
√
ν2 +Q2
∫ ∞
−∞
dr(1− r)
×
∫ ∞
0
dx0(x0)2 exp[ix0(ν − (1− r)
√
ν2 +Q2)]
×[M˜−2 (x0, r)− (M˜−2 (x0, r))∗]. (3.18)
3.3 DGS representations for M1,2
For the causal functions M1,2(xp, x2) defined in (3.5) we can write down DGS rep-
resentations [27, 28]. The behaviour of the structure functions for small xBj as mea-
sured in experiments (see chapter 5 below) suggests that the DGS representation
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for M2 needs no subtraction, whereas M1 needs subtractions. Thus we write
M2(xp, x2) =
∫ ∞
0
ds
∫ 1
−1
dζf2(s, ζ) exp(iζpx)
1
i
∆+(x, s), (3.19)
where
1
i
∆+(x, s) =
1
(2π)3
∫
d4k e−ikxθ(k0)δ(k2 − s)
=
1
4π2
(
s
−x2 + iǫx0
)1/2
K1
(√
s(−x2 + iǫx0)
)
(3.20)
is one of the usual invariant functions given in terms of the modified Bessel function
K1. In (3.19) f2 is a function for which (3.6) and (3.7) require
f2(s, ζ) = f2(s,−ζ) = f ∗2 (s, ζ). (3.21)
Thus, (3.19) can also be written as
M2(xp, x2) =
∫ ∞
0
ds
∫ 1
−1
dζf2(s, ζ) cos(ζpx)
1
i
∆+(x, s). (3.22)
For M1 we write down a subtracted DGS representation:
M1(xp, x2) =
∫ ∞
0
ds
{
f
(0)
1 (s) +
∫ 1
−1
dζf1(s, ζ)[cos(ζpx)− 1]
}
1
i
∆+(x, s) (3.23)
where
f
(0)
1 (s) =
(
f
(0)
1 (s)
)∗
,
f1(s, ζ) = f1(s,−ζ) = f ∗1 (s, ζ). (3.24)
In [27, 28] the DGS representation is primarily discussed for the matrix element
of the commutator and the T-product of two currents. From the DGS representation
of the T-product we get immediately the representation for the ordinary products
of currents used here.
Let us now switch to the matrix elements M˜−j (x0, r) (3.16) to discuss their
behaviour in r for fixed x0. For M˜−2 we get from (3.19)-(3.22) for x0 > 0:
M˜−2 (x0, r) ≡ M˜2(x0, r, ǫ)
=
∫ ∞
0
ds
∫ 1
−1
dζf2(s, ζ) cos(ζMx
0)
× 1
4π2
s1/2
x0
(−r(2− r) + iǫ)−1/2K1
(
s1/2x0(−r(2− r) + iǫ)1/2
)
.
(3.25)
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For clarity we keep in the following discussion the ǫ-parameter (ǫ > 0) as an explicit
argument. A similar expression is obtained for M˜−1 from (3.23).
We will now make the assumption that the weight functions fj(s, ζ) are suffi-
ciently well behaved such that the representation (3.25) for M˜2(x0, r, ǫ) and the
analogous one for M˜1 allow an analytic continuation in r at fixed x0 and ǫ. The
singularity structure of M˜j(x0, r, ǫ) in the r-plane can then be read off from (3.25).
There are two branch points, at r = 1∓√1− iǫ, giving for ǫ≪ 1,
r ≈ i
2
ǫ , and r ≈ 2− i
2
ǫ. (3.26)
We draw the associated cuts to the right (see Fig. 3a). The cut structure of
(M˜j(x0, r∗, ǫ))∗ = M˜j(x0, r,−ǫ) (3.27)
is shown in Fig. 3b. Looking now at (3.17) and (3.18) we see that the r-integrations
run on the real r-axis from r = −∞ to r = +∞ over M˜j(x0, r, ǫ) and from r = ∞
back to r = −∞ over M˜j(x0, r,−ǫ). Deforming the contours slightly we can obtain
T ret1,2 as integrals over the analytic functions
M˜j(x0, r) := M˜j(x0, r, 0) (3.28)
along a curve C (see Fig. 4). The curve C comes from the second sheet, moves onto
the first sheet between r = 0 and 2, circles r = 0 and moves again onto another
sheet between r = 0 and 2. We get
T ret1 (ν,Q
2) = − 1
M
√
ν2 +Q2
∫
C
dr(1− r)
×
∫ ∞
0
dx0(x0)2 exp[ix0(ν − (1− r)
√
ν2 +Q2)]
×{−Q2M˜1(x0, r) +M2ν2M˜2(x0, r)}, (3.29)
T ret2 (ν,Q
2) = − MQ
2
√
ν2 +Q2
∫
C
dr(1− r)
×
∫ ∞
0
dx0(x0)2 exp[ix0(ν − (1− r)
√
ν2 +Q2)] M˜2(x0, r).
(3.30)
Note that the matrix elements M˜−j (x0, r) of (3.16) for 0 < r < 2 are the limits of
the analytic functions M˜j(x0, r) below the cut:
M˜−j (x0, r) = limǫ→+0M˜j(x
0, r − iǫ), (0 < r < 2). (3.31)
We can now use (3.29), (3.30) to perform the analytic continuation in ν to the
upper half ν-plane in an alternative way to that of section 2.2. We move the curve
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C arbitrarily close to the positive real r-axis, r > 0, and use the inequalities (A.1) of
[23] to show that the exponentials in (3.29) and (3.30) are damped for Im ν > 0. We
are interested in T1,2 for large imaginary ν. With ν = iη, η > Q, the exponentials
can be written as
exp[ix0(ν − (1− r)
√
ν2 +Q2)]|ν=iη = exp[−x0/x¯(η, r)], (3.32)
x¯(η, r) = [η − (1− r)
√
η2 −Q2]−1 = 1
η
1 + r¯
r + r¯
, (3.33)
r¯ =
Q2
2η2
2
1− Q2
η2
+
√
1− Q2
η2
. (3.34)
With (3.32) we get for the analytically continued functions T1,2 from (3.29) and
(3.30)
T1(iη, Q
2) = − i
M
√
η2 −Q2
∫
C
dr(1− r)
∫ ∞
0
dx0(x0)2
× exp[−x0/x¯(η, r)] [Q2M˜1(x0, r) +M2η2M˜2(x0, r)], (3.35)
T2(iη, Q
2) =
iMQ2√
η2 −Q2
∫
C
dr(1− r)
∫ ∞
0
dx0(x0)2
× exp[−x0/x¯(η, r)] M˜2(x0, r). (3.36)
We note that for given Q2 and η > Q the characteristic damping length x¯(η, r)
is positive for
Re r > −r¯. (3.37)
We will thus take in the following the curve C in (3.35) and (3.36) to be to the right
of −r¯ as shown in Fig. 4. In this way we get integral representations of T1,2 (iη, Q2)
where the integration path avoids the singularities of the integrand at r = 0, 2, which
correspond to the light-cone.
The representations (3.35) and (3.36) will be used as basis for the discussion in
the following sections.
Let us now estimate the relevant integration range in r in (3.35) and (3.36) for
η →∞. We see from (3.33) that for fixed r we have
x¯(η, r) ∼ η−1 for η →∞. (3.38)
Then the factors exp(−x0/x¯(η, r)) will suppress such contributions to the integrals
(3.35) and (3.36). Now we can keep the curve C in Fig. 4 at finite fixed values of r
except for the region between r = 0 and r = −r¯ where C has to cross the negative
real axis. Taking as a typical value r = −r¯/2 we get
x¯(η,−1
2
r¯) =
2(1 + r¯)
ηr¯
∼ 2η
Q2
for η →∞. (3.39)
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Thus, for η → ∞ this region, where x¯(η, r) becomes very large, will give the main
contribution to the integrals (3.35) and (3.36). The behaviour of T1,2(iη, Q
2) for
η → ∞ is therefore expected to be governed by the behaviour of M˜1,2(x0, r) for
small |r| and large x0.
4 Effective Hamiltonians and Lagrangians
In this section we shall express the matrix elements Mµν (3.5) as functional inte-
grals with effective Lagrangians containing r (3.15) as parameter. The procedure is
analogous to the one of [23] but the vector nature of the electromagnetic current
causes some complications. We work in this section with the Lagrangian of QCD in
a general covariant gauge. The case of the temporal gauge is treated in appendix C.
4.1 Matrix elements in Minkowski and Euclidean space
We start here with the following matrix elements in the nucleon rest frame, supposing
always x3 = x0(1− r), x0 ≥ 0:
M˜−a (x0, r) = 12
∑
spins
〈N(p)|(−gµν)Jµ(x3e3, x0)Jν(0)|N(p)〉, (4.1)
M˜−b (x0, r) = 12
∑
spins
〈N(p)|J0(x3e3, x0)J0(0)|N(p)〉. (4.2)
The relation of M˜−a,b(x0, r) and M˜−1,2(x0, r) (3.16) is given in appendix A. From
translational invariance we have
Jµ(x
3e3, x
0) = exp(ix0Hr)Jµ(0) exp(−ix0Hr), (4.3)
where
Hr = P
0 − (1− r)P 3 (4.4)
and P 0, P 3 are the energy and third component of the momentum operator. Note
that Hr is positive semidefinite for 0 < r < 2. From (4.3) we get
M˜−a (x0, r) = 12
∑
spins
〈N(p)|(−gµν) exp(ix0Hr)Jµ(0) exp(−ix0Hr)Jν(0)|N(p)〉,
(4.5)
M˜−b (x0, r) = 12
∑
spins
〈N(p)| exp(ix0Hr)J0(0) exp(−ix0Hr)J0(0)|N(p)〉.
(4.6)
We see that in the effective theory M˜−a,b(x0, r) are correlation functions of two cur-
rents at purely timelike separation x0 .
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We will now keep r fixed with 0 < r < 2 where Hr is positive semidefinite. This
allows us to continue M˜−a,b(x0, r) analytically into the lower half x0-plane and in
particular to x0 = −iX4 with X4 > 0:
M˜−a (−iX4, r) = 12
∑
spins
〈N(p)|(−gµν) exp (X4Hr) Jµ(0) exp (−X4Hr)Jν(0)|N(p)〉,
(4.7)
M˜−b (−iX4, r) = 12
∑
spins
〈N(p)| exp (X4Hr)J0(0) exp (−X4Hr) J0(0)|N(p)〉.
(4.8)
The matrix elements (4.7), (4.8) are correlation functions of two currents at purely
timelike distance X4 in a Euclidean field theory with Hr as Euclidean Hamiltonian.
In the following we shall write the matrix elements (4.5) and (4.6) as path in-
tegrals in an effective, r-dependent, Minkoswkian theory and (4.7) and (4.8) in an
effective Euclidean theory.
4.2 Effective Lagrangian and path integral in Minkowski
space
We start with the Lagrangian of QCD in a general covariant gauge
L = −1
4
GaµνG
aµν − 1
2
ξ−1(∂µGaµ)(∂
νGaν) +
∑
q
q¯( i
2
γµ
↔
Dµ −mq)q
+(∂µφ¯a)(∂µφ
a)− gfabc(∂µφ¯a)Gbµφc. (4.9)
Here q denotes the quark fields, φa the Fadeev-Popov fields, Gaµ the gluon potentials
and Gaµν the gluon field strength tensor,
Gaµν = ∂µG
a
ν − ∂νGaµ − gfabcGbµGcν . (4.10)
The coupling constant is g, the quark masses are mq, and Dµ is the covariant deriva-
tive
Dµq = (∂µ + igG
a
µ
1
2
λa)q. (4.11)
All quantities in (4.9) are the unrenormalised ones.
It is now a straightforward exercise to derive from (4.9) the canonical momenta Π,
the Hamiltonian density, the Hamiltonian P 0, the third component of the momentum
P 3 and the effective Hamiltonian Hr (4.4). The details are given in appendix B. Here
we list the result:
Hr =
∫
d3xHr, (4.12)
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Hr = −12ξΠGa0ΠGa0
−ΠGa0(∂jGaj − (1− r)∂3Ga0)
+1
2
ΠGajΠGaj
+ΠGaj(−∂jGa0 + gfabcGb0Gcj + (1− r)∂3Gaj)
+1
4
GajkG
ajk
+
∑
q
q¯(− i
2
γj
↔
∂ j +
i
2
γ0(1− r) ↔∂ 3 +gγµGaµ 12λa +mq)q
+ΠφaΠφ¯a +Πφa(gfabcG
b0φc + (1− r)∂3φa)
+(1− r)(∂3φ¯a)Πφ¯a + (∂jφ¯a)∂jφa
+gfabc(∂jφ¯
a)Gbjφc. (4.13)
Here and in the following Latin indices j, k, ... run from 1 to 3. From the effective
Hamiltonian density (4.13) we get in the standard way the effective Lagrangian
density:
Lr = −14GaµνGaµν − (1− r)Ga0j∂3Gaj + 12(1− r)2(∂3Gaj)∂3Gaj
−1
2
ξ−1(∂µG
aµ − (1− r)∂3Ga0)(∂νGaν − (1− r)∂3Ga0)
+
∑
q
q¯( i
2
γµ
↔
Dµ −mq − (1− r) i2γ0
↔
∂3)q
+(∂µφ¯a)∂µφ
a − gfabc(∂µφ¯a)Gbµφc
−(1− r)
(
(∂3φ¯
a)φ˙a + ˙¯φa∂3φ
a
)
+(1− r)
(
∂3φ¯
a
)
gfabcG
b0φc
+(1− r)2
(
∂3φ¯
a
)
∂3φ
a. (4.14)
Here and in the following we use the term “effective” for the r-dependent theory.
We emphasize that our procedure does not imply approximations like integrating
out some modes etc. The r-dependent theory is as good as the original one for the
calculation of our matrix elements and we hope that it will be more effective for the
study of the small xBj limit of the structure functions.
We can now give the path integral representation of M˜−a,b(x0, r) (4.5), (4.6) in the
effective theory described by (4.14). The procedure is analogous to the one described
in detail in [23]. Let ψN (x) be an interpolating field operator for the nucleon with
normalisation such that
〈0|ψN(x)|N(p, s)〉 = e−ipxus(p), (s = ±1/2). (4.15)
According to the LSZ formalism [30] we define
As(p, t) =
∫
x0=t
d3x u¯s(p)e
ipxγ0ψN(x). (4.16)
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In the sense of the weak limit we have
lim
t→−∞
As(p, t) = A
in
s (p),
lim
t→+∞
As(p, t) = A
out
s (p), (4.17)
where Ains (p) and A
out
s (p) are the annihilation operators for incoming and outgoing
nucleons. In the standard way we obtain now for the matrix elements
M˜−a (x0, r) = limti→−∞
tf→+∞
exp[iM(tf − ti)]
×Z−1
∫
D(G, q, q¯, φ, φ¯) exp[i
∫
d4xLr(x)]
×1
2
∑
s
as(p, tf )(−gµν)jµ(0, x0)jν(0)a†s(p, ti), (4.18)
Z =
∫
D(G, q, q¯, φ, φ¯) exp[i
∫
d4xLr(x)], (4.19)
M˜−b (x0, r) = limti→−∞
tf→+∞
exp[iM(tf − ti)]
×Z−1
∫
D(G, q, q¯, φ, φ¯) exp[i
∫
d4xLr(x)]
×1
2
∑
s
as(p, tf )j0(0, x
0)j0(0)a
†
s(p, ti). (4.20)
Here p is always the nucleon momentum in the rest system (see (2.18)) and as, a
†
s, jµ
are obtained by replacing in As, A
†
s, Jµ the quark field operators by the corresponding
Grassmann variables. Of course, also in Lr(x) quark, ghost and gluon field operators
have to be replaced by Grassmann variables and classical gluon fields, respectively.
With (4.18)-(4.20) we have the path integral representation of the matrix elements
M˜−a,b as timelike correlation functions of the currents in the effective, r-dependent
Minkowskian theory.
4.3 Effective Lagrangian and path integral in Euclidean
space
Here we derive the path integral representation for the matrix elements (4.7), (4.8)
in the Euclidean effective theory. Points in Euclidean space are denoted by X =
(X, X4). Our Euclidean γ-matrices are
γEj = −iγj , (j = 1, 2, 3),
γE4 = γ
0. (4.21)
We perform now a rotation to Euclidean space starting from the effective Hamilto-
nian (4.12), (4.13). The details are given in appendix D. The result for the effective
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Lagrangian density in Euclidean space is:
LE,r = 12ξ−1[∂µGaEµ + i(1− r)∂3GaE4][∂νGaEν + i(1− r)∂3GaE4]
+1
2
[GaE4j + i(1− r)∂3GaEj][GaE4j + i(1− r)∂3GaEj]
+1
4
GaEjkG
a
Ejk
+
∑
q
q¯E
(
1
2
γEµ
↔
∂µ +
i
2
γE4(1− r)
↔
∂ 3 +igγEµG
a
Eµ
1
2
λa +mq
)
qE
+(∂4φ¯
a
E + i(1− r)∂3φ¯aE)(∂4φaE − gfabcGbE4φcE + i(1− r)∂3φaE),
+(∂jφ¯
a
E)∂jφ
a
E − gfabc(∂jφ¯aE)GbEjφcE. (4.22)
For the following it is convenient to split LE,r into the quadratic and the inter-
action term:
LE,r = L(0)E,r + LIntE,r, (4.23)
L(0)E,r = 12ξ−1[∂µGaEµ + i(1− r)∂3GaE4][∂νGaEν + i(1− r)∂3GaE4]
+1
2
[∂4G
a
Ej − ∂jGaE4 + i(1 − r)∂3GaEj][∂4GaEj − ∂jGaE4 + i(1 − r)∂3GaEj]
+1
4
[∂jG
a
Ek − ∂kGaEj][∂jGaEk − ∂kGaEj]
+
∑
q
q¯E [
1
2
γEµ
↔
∂µ +
i
2
γE4(1− r)
↔
∂ 3 +mq]qE
+(∂4φ¯
a
E + i(1− r)∂3φ¯aE)(∂4φaE + i(1− r)∂3φaE)
+(∂jφ¯
a
E)(∂jφ
a
E), (4.24)
LIntE,r = −gfabc[∂4GaEj − ∂jGaE4 + i(1− r)∂3GaEj]GbE4GcEj
−1
2
gfabc(∂jG
a
Ek − ∂kGaEj)GbEjGcEk
+1
4
g2fabcfab′c′G
b
EµG
c
EνG
b′
EµG
c′
Eν
+ig
∑
q
q¯EγEµG
a
Eµ
1
2
λaqE
−gfabc[(∂µφ¯aE)GbEµ + i(1− r)(∂3φ¯aE)GbE4]φcE . (4.25)
With the same procedure as in [23] we get the following path integral representation
for the matrix elements M˜−a,b(−iX4, r) of (4.7) and (4.8):
M˜−a (−iX4, r) = 12
∑
s
lim
τi→−∞,
τf→+∞
exp[(τf − τi)M ] Z−1E
∫
D(GE, qE, q¯E , φE, φ¯E)
×as,E(p, τf )(−1)jEµ(0, X4)jEµ(0)a†s(p, τi) exp(−SE,r), (4.26)
M˜−b (−iX4, r) = 12
∑
s
lim
τi→−∞,
τf→∞
exp[(τf − τi)M ] Z−1E
∫
D(GE, qE, q¯E , φE, φ¯E)
×as,E(p, τf )jE,4(0, X4)jE4(0)a†s(p, τi) exp(−SE,r). (4.27)
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Here
ZE =
∫
D(GE, qE, q¯E , φE, φ¯E) exp(−SE,r), (4.28)
SE,r =
∫
d4X LE,r(X), (4.29)
GE, ..., φ¯E are the integration variables, jEµ represent the components of the elec-
tromagnetic current and as, a
†
s the nucleon state; see appendix D.
From (4.23)-(4.25) we see that the Euclidean, r-dependent action SE,r has, in gen-
eral, imaginary parts. To discuss the formal convergence properties of the integrals
over the gluon-potential variables we split SE,r into the quadratic and interaction
parts
SE,r = S
(0)
E,r + S
Int
E,r, (4.30)
S
(0)
E,r =
∫
d4XL(0)E,r, (4.31)
SIntE,r =
∫
d4XLIntE,r. (4.32)
After some partial integrations we get
S
(0)
E,r =
∫
d4X
{
1
2
GaEµδab
[
− δµν∂λ∂λ + (1− ξ−1)∂µ∂ν − 2i(1− r)δµν∂3∂4
+i(1− r)(1− ξ−1)(δµ4∂ν∂3 + δν4∂µ∂3)
+(1− r)2δµν∂3∂3 − (1− r)2(1− ξ−1)δµ4δν4∂3∂3
]
GbνE
+
∑
q
q¯E [γEµ∂µ + i(1− r)γE4∂3 +mq]qE
+φ¯aEδab(−∂λ∂λ − 2i(1− r)∂3∂4 + (1− r)2∂3∂3)φbE
}
. (4.33)
It is particularly convenient to use the Feynman-’t Hooft gauge, that is to set ξ = 1
in the following. With this we find
S
(0)
E,r|ξ=1 =
∫
d4X
{
1
2
GaEµδabδµν [−∂λ∂λ − 2i(1− r)∂3∂4 + (1− r)2∂3∂3]GbEν
+
∑
q
q¯E[γEµ∂µ + i(1 − r)γE4∂3 +mq]qE
+φ¯aEδab[−∂λ∂λ − 2i(1− r)∂3∂4 + (1− r)2∂3∂3]φbE
}
. (4.34)
With the Fourier transformations
GaEµ(X) =
∫
d4K
(2π)4
eiKXG˜aEµ(K),
(G˜aEµ(K))
∗ = G˜aEµ(−K),
qE(X) =
∫
d4K
(2π)4
eiKX q˜E(K),
φaE(X) =
∫
d4K
(2π)4
eiKX φ˜aE(K),
φaE(X) =
∫
d4K
(2π)4
e−iKX ˜¯φa(K) (4.35)
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we get
S
(0)
E,r|ξ=1 =
∫
d4K
(2π)4
{
1
2
(G˜aEµ(K))
∗δabδµν
[K2 + 2i(1− r)K3K4 − (1− r)2K23 ]G˜bEν(K)
+
∑
q
¯˜qE(K)[iγEµKµ − (1− r)γE4K3 +mq]q˜E(K)
+˜¯φa(K)δab[K2 + 2i(1− r)K3K4 − (1− r)2K23 ]φ˜b(K)}. (4.36)
Note that
K2 + 2i(1− r)K3K4 − (1− r)2K23
= K21 +K
2
2 + r(2− r)K23 +K24 + 2i(1− r)K3K4 (4.37)
has a positive real part for 0 < r < 2 and K 6= 0.
We discuss now the formal convergence properties of the gluonic integrations in
(4.26)-(4.28), setting ξ = 1. Consider a given gluon potential GaEµ(X) together with
λGaEµ(X) for all λ > 0, to investigate how the integrand in the functional integral
behaves for large potentials. Suppose first that
fabcG
b
Eµ(X)G
c
Eν(X) 6≡ 0. (4.38)
Then the term in LIntE,r (4.25) quartic in the gluon potentials ensures
exp[−SE,r(λG)] ∝ e−λ4c1 for λ→∞ (4.39)
with c1 > 0. On the other hand, if
fabcG
b
Eµ(X)G
c
Eν(X) = 0 (4.40)
for all X , the positivity of the real part of the quadratic term of the action (4.36)
ensures that
exp[−SE,r(λG)|ξ=1] ∝ e−λ2c2 for λ→∞, (4.41)
with c2 > 0. Thus in any case the integrand of the functional integrals (4.26)-(4.28)
is damped exponentially for large gluon potentials. This should make the integrals
well behaved after introducing some regularisation procedure, for instance a lattice
regularisation.
4.4 Propagators in Euclidean space and perturbation ex-
pansion
In this section we discuss first the lowest-order propagators in Euclidean space for
the gauge choice ξ = 1. The basic Green’s function ∆E(X,m
2, r) for mass m in the
r-dependent theory is defined through
[−∂λ∂λ − 2i(1− r)∂3∂4 + (1− r)2∂3∂3 +m2]∆E(X,m2, r) = δ4(X). (4.42)
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The solution of (4.42) as given in [23] is
∆E(X,m
2, r) =
∫
d4K
(2π)4
eiKX(KTArK +m
2)−1
=
m
4π2
(XTA−1r X)
−1/2K1(m(X
TA−1r X)
1/2), (4.43)
where K1 is the modified Bessel function of order 1 and
Ar =

1 0 0 0
0 1 0 0
0 0 r(2− r) i(1− r)
0 0 i(1− r) 1
 , (4.44)
A−1r =

1 0 0 0
0 1 0 0
0 0 1 −i(1 − r)
0 0 −i(1 − r) r(2− r)
 . (4.45)
For m2 = 0 we get
∆E(X, 0, r) =
1
4π2
(XTA−1r X)
−1
=
1
4π2
(X21 +X
2
2 +X
2
3 + r(2− r)X24 − 2i(1− r)X3X4)−1.
(4.46)
From (4.34) we get now easily the expressions for the propagators in lowest order.
The gluon propagator is
∆
(0)ab
Eµν (X, r) = δabδµν∆E(X, 0, r), (4.47)
the quark propagator is
S
(0)
E (X,mq, r) = [−γEµ∂µ − i(1− r)γE4∂3 +mq]∆E(X,m2q , r), (4.48)
and the ghost propagator is
∆
(0)ab
E (X, r) = δab∆E(X, 0, r). (4.49)
All these propagators (4.43), (4.47)-(4.49) have the property that for r → 0 they
fall off more and more slowly in X4 direction, whereas their fall-off in X1, X2 and
X3 directions is independent of r. For the case m 6= 0 this is discussed in section
5 of [23]. For the propagator of a quark of mass mq the correlation length in the
directions Xj(j = 1, 2, 3) is
l
(0)
T = m
−1
q , (4.50)
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and in the direction X4
l
(0)
4 = [m
2
qr(2− r)]−1/2
≈ l(0)T (2r)−1/2 for r → 0. (4.51)
For the massless case (4.46) there is of course no genuine correlation length, but for
r → 0 the fall-off in X4 direction is again slower by a factor (2r)−1/2 compared to
the X1,2,3 directions.
We can now use the propagators (4.47)-(4.49) to construct the unrenormalised
perturbation series for the Green’s functions in the theory described by LE,r (4.22).
Since the Fourier transforms of the propagators (4.43), (4.47)-(4.49) have no un-
wanted poles in momentum space, the convergence properties of Feynman integrals
should be the same for arbitrary r as for the standard case r = 1. Thus we conclude
that also the construction of the renormalised perturbation series should work for
the LE,r theory as for the standard case. Of course, the purpose of our paper is
not to advocate perturbative calculations starting with the Lagrangian density LE,r
(4.23) but to provide a framework for nonperturbative calculations.
5 Phenomenological applications
In this section we study the naive parton model from our point of view and make
some speculations concerning a possible critical behaviour of the full theory with
interaction for r → 0.
5.1 The naive parton model
The central assumption of the naive parton model is that of free field or canonical
behaviour of the product of currents near the light cone. In detail one assumes [29]
for M1,2 of (3.5)
M1(xp, x2) ∼ h1(xp)4π
2
i
∆+(x,m2)
∼ h1(xp)(−x2 + iǫ(xp))−1, (5.1)
M2(xp, x2) ∼ −h2(xp)8π2
∫ ∞
0
dsδ′(s−m2)1
i
∆+(x, s)
∼ 1
2
h2(xp) ln[m
2(−x2 + iǫ(xp))], (5.2)
where ∼ indicates that only the leading term for x2 → 0 is considered and ∆+ is
defined in (3.20). The parameter m represents a hadronic mass scale. Its precise
value does not matter except that we will assume
0 < m ≤M. (5.3)
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According to the DGS representations (3.22), (3.23) the functions h1,2(xp) can be
represented as
h1(xp) =
∫ 1
−1
dζ [cos(ζpx)− 1]h˜1(ζ) + h(0)1 , (5.4)
h2(xp) =
∫ 1
−1
dζ cos(ζpx)h˜2(ζ), (5.5)
where
h˜j(ζ) = h˜j(−ζ) = h˜∗j (ζ), (j = 1, 2),
h
(0)
1 = h
(0)∗
1 = const. (5.6)
It is now an easy exercise to calculate the structure functions W1,2 inserting the
parton model ansatz (5.1)-(5.6) into (3.8), (3.9). The result, expressed in terms of
F2,L of (2.8), is
F2(xBj , Q
2) = νW2(ν,Q
2) ∼ 2π2xBj h˜′2(xBj), (5.7)
FL(xBj , Q
2) ∼ 4π2x2Bj h˜1(xBj), (5.8)
where now ∼ indicates the leading term for Q2 → ∞. Of course, we get Bjorken
scaling. From the well-known relations of the parton model we get the physical
interpretation of the functions h˜1 and h˜2 as
2π2h˜′2(ζ) =
∑
j
e2jNj(ζ) +
∑
j
e˜2jN˜j(ζ),
4π2h˜1(ζ) = ζ
−1
∑
j
e˜2jN˜j(ζ),
0 < ζ ≤ 1, (5.9)
where ej, Nj(ζ) are the charges and distribution functions for the spin 1/2 partons
and e˜j , N˜j(ζ) for the spin 0 partons.
Using an approximate parton model description, we conclude from experiment
[1]-[3] and the fits in [22] that the growth of F2 for xBj → 0 is at most as
F2(xBj , Q
2) ∝ (xBj)−a (5.10)
with 0 < a < 1. This implies from (5.7) that at most
h˜′2(ζ) ∝ |ζ |−a−1,
h˜2(ζ) ∝ |ζ |−a, (5.11)
for ζ → 0. The structure function FL is not well measured at high Q2. All indications
are that FL is small compared to F2. Thus a conservative estimate is that also FL
grows at most as
FL(xBj , Q
2) ∝ (xBj)−a (5.12)
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for xBj → 0. From (5.8) this implies that at most
h˜1(ζ) ∝ |ζ |−a−2 (5.13)
for ζ → 0. We see that with (5.11) and (5.13) the integrals (5.5) and (5.4) are
perfectly convergent for ζ = 0. On the other hand, an unsubtracted integral as for
h2 would not be convergent for h1. These findings are our motivation to write the
DGS representations (3.22) without, and (3.23) with subtractions.
The purpose of our discussion of the parton model is to see how one obtains in
this case a relation between the behaviour of the structure functions at large ν, that
is small xBj , of the amplitudes T1,2 (3.35), (3.36) at large η, that is large imaginary
ν, and of the matrix elements M˜1,2 (3.28) and M˜−a,b (4.1), (4.2) at small r. For
illustration we consider only W2, T2 and M˜2 and make the following simple ansatz
2π2h˜2(ζ) = −A 1a(|ζ |−a − 1)(1− |ζ |)b, (5.14)
with
0 < a < 1 , b > 1 , A > 0. (5.15)
We get then for 0 < ζ ≤ 1
2π2h˜′2(ζ) = A[1− ζ + baζ(1− ζa)]ζ−a−1(1− ζ)b−1
∼ Aζ−a−1 for small ζ (5.16)
and from (5.7) for small xBj
F2(xBj , Q
2) ∼ A(xBj)−a, (5.17)
which implies for large ν at fixed Q2:
W2(ν,Q
2) ∼ A
ν
(
2Mν
Q2
)a
, (5.18)
σT (ν,Q
2) + σL(ν,Q
2) ∼ 4π2α A
Q2
(
2Mν
Q2
)a
. (5.19)
On the other hand, we have argued at the end of section 3 that the behaviour of
T2(iη, Q
2) for η → ∞ should be governed by the behaviour of M˜2(x0, r) (3.28) for
small |r| and large x0. With the ansatz (5.2) we get
M˜2(x0, r) ∼ 12h2(x0M) ln(−r) (5.20)
for small |r|, where from (5.5) and (5.14) :
h2(x
0M) = − A
π2a
∫ 1
0
dζ cos(ζx0M)(ζ−a − 1)(1− ζ)b. (5.21)
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To see the large x0 behaviour of h2(x
0M), we write it as follows:
h2(x
0M) = − A
π2a
∫ ∞
0
dζ cos(ζx0M)ζ−ae−ζ
− A
π2a
∫ ∞
0
dζ cos(ζx0M)[(ζ−a − 1)(1− ζ)bθ(1− ζ)− ζ−ae−ζ ].
(5.22)
The second integral on the r.h.s. of (5.22) vanishes faster than 1/x0 for x0 →∞, as
we find from a simple application of the Riemann-Lebesgue lemma. The first integral
then gives the leading behaviour for large x0:
h2(x
0M) ∼ − A
π2a
Γ(1− a) sin(π
2
a)(x0M)a−1. (5.23)
Inserting (5.20), (5.23) into (3.36) gives for large η:
T2(iη, Q
2) ∼ −iMQ
2
2η
AMa−1
π2a
Γ(1− a) sin(π
2
a)
×
∫
C
dr ln(−r)
∫ ∞
0
dx0(x0)1+a exp(−x0/x¯(η, r))
∼ −iMQ
2
2η3+a
A
π2a
Ma−1Γ(2 + a)Γ(1− a) sin(π
2
a)
×
∫
C
dr ln(−r)(r + r¯)−2−a
∼ A(cos(π
2
a))−1
1
η
(
Q2
2ηM
)−a
. (5.24)
With analytic continuation we find for large |ν|
T2(ν,Q
2) ∼ A(cos(π
2
a))−1[sin(π
2
a) + i cos(π
2
a)]
1
ν
(
Q2
2Mν
)−a
(5.25)
and for large real ν
W2(ν,Q
2) = Im T2(ν + iǫ, Q
2) ∼ A1
ν
(
2Mν
Q2
)a
. (5.26)
Of course, this is in perfect agreement with (5.18).
We have thus seen in this simple example that the power behaviour (5.17) of F2
corresponds to a behaviour
M˜2(x0, r) ∝ (x0M)a−1 ln(−r) (5.27)
for small |r| and large x0 (see (5.20), (5.23)). If we assume that M˜1(x0, r) has a
similar behaviour, as is for instance true for vanishing σL (see (3.11)), we get from
(5.27) and (A.1), (A.2) for the current correlation functions (4.7), (4.8):
M˜−a,b(−iX4, r) ∝ (−iX4M)a−3(−r)−2 (5.28)
for small |r| and large X4.
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5.2 Regge behaviour
We have seen in section 4.4 that the free propagators in the r-dependent Euclidean
theory develop in X4 direction a large correlation length ∝ 1/
√
r for r → 0. Let
us assume here that this property remains true in the full theory with interaction.
In [23] it has been argued that one could then expect to see a critical behaviour of
the theory for r → 0 with r playing the role of the deviation of the temperature
from the critical one, in the statistical physics of a system near a second order phase
transition at Tc,
r ∼ (T − Tc)/Tc. (5.29)
We can then expect to see simple power behaviour of the correlation functions in X4
direction for r → 0 from general scaling and renormalization group arguments. In
[23] various possibilities for the behaviour of the correlation length in X4 direction
are discussed.
Let us assume here, as an example, that the r-dependent theory of section 4.3
has a correlation length in X4 direction similar to (4.51)
l4(r) ∼ m−1(−r)− 12 (5.30)
for r → 0, where m is a hadronic mass scale. We assume, furthermore, simple power
behaviour of the correlation functions (4.7), (4.8)
M˜−a,b(−iX4, r) ∝ (−iX4M)a−3(−r)−2−
1
2
ε0,
0 ≤ a < 1, |ε0| < 1, (5.31)
for r → 0 and m−1 ≪ X4 ≪ |l4(r)|. The ansatz (5.31) corresponds to (see (A.1),
(A.2)):
M˜2(x0, r) ∼ A′(x0M)a−1(−r)− 12ε0 ,
A′ = const. (5.32)
for r → 0 and m−1 ≪ x0 ≪ |l4(r)|. What are the consequences of (5.32) for
T2(iη, Q
2) of (3.36) and the structure function F2(xBj , Q
2) of (2.8)? We have argued
at the end of section 3.3 that the relevant region of the r integration in (3.36) is for
r ≈ −r¯/2. Consider now the x0 integral in (3.36) for this value of r. We have on
the one hand the exponential damping factor exp(−x0/x¯(η, r)), on the other hand,
the matrix element M˜2(x0, r) provides as cutoff the correlation length l4(r). For
r = −r¯/2 we get from (3.34) and (5.30) for η ≫ Q:
r¯ ≈ Q
2
2η2
,
x¯(η,−1
2
r¯) ≈ 4η
Q2
,
l4(−12 r¯) ≈
2η
mQ
. (5.33)
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This implies
x¯(η,−1
2
r¯) > l4(−12 r¯) for Q < 2m,
x¯(η,−1
2
r¯) < l4(−12 r¯) for Q > 2m. (5.34)
Thus, for η ≫ Q ≫ m, the x0 integration in (3.36) is effectively cut off at x0 =
x¯(η,−r¯/2) and the x0 integral in (3.36) will get its leading contribution from the
scaling regime of M˜2(x0, r) (5.32). Inserting (5.32) in (3.36) we get for η ≫ Q≫ m
T2(iη, Q
2) ∼ iMQ
2
η
∫
C
dr
∫ ∞
0
dx0(x0)2
× exp(−x0/x¯(η, r))A′(x0M)a−1(−r)− 12ε0
∼ i Q
2
M3
(
M
η
)3+a
Γ(2 + a)A′
∫
C
dr(−r)− 12ε0(r + r¯)−2−a
∼ 4π
M
A′
Γ(1 + a+ 1
2
ε0)
Γ(1
2
ε0)
(
Q2
2M2
)−a− 1
2
ε0 ( η
M
)−1+a+ε0
. (5.35)
The analytic continuation for arbitrary large |ν| is obtained by the replacement in
(5.35):
η → ν exp(−i1
2
π). (5.36)
For real positive ν this leads to
νW2(ν,Q
2) = F2(xBj , Q
2)
∼ 4πA′Γ(1 + a+ 1
2
ε0)(Γ(
1
2
ε0))
−1
× sin
[
π
2
(1− a− ε0)
] ( Q2
2M2
) 1
2
ε0
(xBj)
−a−ε0 . (5.37)
This is an interesting result. The simple scaling assumption for the matrix el-
ement M˜2 (5.32) as suggested by the analogy to critical phenomena leads to the
behaviour for the structure function F2 found in the Regge fit (see (2) and (4a) of
[22]) for large Q2 and small xBj :
F2(xBj , Q
2) ∼ X0(Q20)1+ε0
(
Q2
Q20
) 1
2
ε0
(xBj)
−ε0. (5.38)
Here X0, Q
2
0, ε0 are constants with
ε0 ≈ 0.44, (5.39)
where 1 + ε0 is the intercept of the hard pomeron. Setting a = 0 in (5.37) we get
indeed the powers of Q2 and xBj of (5.38). Comparing (5.28) and (5.31) we see that
1
2
ε0 can be interpreted as the anomalous part of a critical index in the language of
statistical physics.
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6 Conclusions
In this article we have developed an approach for the theoretical description of the
structure functions at small xBj which should allow truely nonperturbative calcu-
lations for all Q2 > 0. Of course, one can also perform perturbative calculations in
this framework. We have introduced an effective, r-dependent theory (see sect. 4)
in Minkowski and Euclidean space, starting from QCD in Feynman-’t Hooft gauge.
We have argued that the small xBj behaviour of the structure functions is related
to the small r behaviour of the effective theory and that the limit r → 0 corre-
sponds to a critical point. In the vicinity of this critical point we can expect to
see power behaviour of the relevant matrix elements M˜1,2(x0, r) (3.28) with certain
critical indices. We have shown that this leads to Regge behaviour of the structure
functions at small xBj and large Q
2, as observed in the phenomenological fits of
[22]. In this way the intercept of the hard pomeron is related to a critical index
of the r-dependent theory. We emphasize that in principle both the hard and the
soft pomeron contributions to the structure functions should be calculable in our
approach.
The idea that the small xBj behaviour of the structure functions may be related
to some kind of critical behaviour has been suggested by various authors. Our present
article follows the ideas presented in [23]. The critical point of our effective theory
for r → 0, if it is indeed confirmed, would be completely analogous to a point of a
second order phase transition in statistical physics. Quite a different type of critical
behaviour, self-organised criticality, was suggested for the small xBj behaviour of the
structure functions in [31]. Criticality of the photon wave function in connection with
a dipole model was suggested in [15]. It is also interesting to note that perturbative
calculations in the leading logarithmic approximation, that is in the framework of
the BFKL equation [10], lead to conformal invariant structures for the amplitudes
[32, 33]. One can suspect that this conformal invariance could have its origin in some
sort of critical behaviour of an effective theory.
Coming back to our present article we have presented here also our results on
some more technical issues.
We have discussed various ways of analytic continuation of the Compton am-
plitude in the ν and r planes. We found the representations (3.29)-(3.36) the most
useful ones. The r-dependent theory in Euclidean space was studied in particular
in the Feynmann-’t Hooft gauge. The final goal of our approach is to make a truely
nonperturbative calculation of the matrix elements (4.26), (4.27) in the r-dependent
Euclidean theory. This could be based for instance on exact renormalization group
methods (see [34, 35] for a review) or on lattice methods. Certainly, it will not be
an easy task, since our Euclidean action (4.29) has an imaginary part for r 6= 1.
But suppose that one can indeed study in this way the theory first for real r with
0 < r < 2, deduce critical behaviour for small r and establish scaling relations as in
(5.31). Making then the analytic continuation in r and putting everything into the
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theoretical machinery developed in this paper would mean a calculation of the small
xBj and large Q
2 behaviour of the structure functions. Both the functional depen-
dences and the absolute normalisation of the structure functions could be obtained
in this way. Of course, much remains to be done.
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Appendix A: Relation of M˜−a,b and M˜−1,2
From the definitions (3.16) and (4.1), (4.2) and using (3.5) we get after some straight-
forward but lengthy algebra:
M˜−a (x0, r) = {−3
∂2
(∂x0)2
− 6(1− r)
x0
∂2
∂x0∂r
+
3r(2− r)
(x0)2
∂2
(∂r)2
− 6r(2− r)
(x0)2(1− r)
∂
∂r
}M˜−1 (x0, r)
+{−3M2 ∂
2
(∂x0)2
− 6(1− r)M
2
x0
∂2
∂x0∂r
+
3r(2− r)− 2
(x0)2
M2
∂2
(∂r)2
−3r(2− r)− 2
(x0)2(1− r) 2M
2 ∂
∂r
}M˜−2 (x0, r), (A.1)
M˜−b (x0, r) = −(x0)−2{
∂2
∂r2
− 2
1− r
∂
∂r
}{M˜−1 (x0, r) +M2M˜−2 (x0, r)}. (A.2)
Appendix B: Effective Lagrangian density in co-
variant gauges
Here we give the details of the derivation of Lr(x) (4.14). From the original La-
grangian L (4.9) we get the canonical momenta in the standard way. It is convenient
to write first L separating time and space components of fields.
L = 1
2
(G˙aj + ∂jG
a0 − gfabcGb0Gcj)
(G˙aj + ∂jG
a0 − gfab′c′Gb′0Gc′j)
−1
4
GajkG
ajk
− 1
2ξ
(G˙a0 + ∂jG
aj)(G˙a0 + ∂kG
ak)
+
∑
q
{q¯ i
2
γ0q˙ − ˙¯q i
2
γ0q
+q¯( i
2
γj
↔
∂ j −gγµGaµ λa2 −mq)q}
+ ˙¯φaφ˙a − (∂jφ¯a)∂jφa
−gfabc{ ˙¯φaGb0φc + (∂jφ¯a)Gbjφc}. (B.1)
We get now easily
ΠGa0 =
∂L
∂G˙a0
= −1
ξ
(G˙a0 + ∂jG
aj), (B.2)
ΠGaj =
∂L
∂G˙aj
= G˙aj + ∂jG
a0 − gfabcGb0Gcj, (B.3)
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Πq =
∂L
∂q˙
= q¯ i
2
γ0,
Πq¯ =
∂L
∂ ˙¯q
= − i
2
γ0q, (B.4)
Πφa =
∂L
∂φ˙a
= ˙¯φa,
Πφ¯a =
∂L
∂ ˙¯φa
= φ˙a − gfabcGb0φc. (B.5)
Solving (B.2), (B.3), (B.5) for the time derivatives of the fields, we get
G˙a0 = −ξΠGa0 − ∂jGaj ,
G˙aj = ΠGaj − ∂jGa0 + gfabcGb0Gcj,
˙¯φa = Πφa ,
φ˙a = Πφ¯a + gfabcG
b0φc. (B.6)
The Hamiltonian density is
H = ΠGa0G˙a0 +ΠGaj G˙aj +
∑
q
(Πq q˙ + ˙¯qΠq¯)
+Πφaφ˙
a + ˙¯φaΠφ¯a −L, (B.7)
or written out explicitly:
H = −1
2
ξΠGa0ΠGa0 − ΠGa0∂jGaj
+1
2
ΠGajΠGaj +
1
4
GajkG
ajk
+ΠGaj(−∂jGa0 + gfabcGb0Gcj)
+
∑
q
{
q¯(− i
2
γj
↔
∂ j +gγ
µGaµ
λa
2
+mq)q
}
+ΠφaΠφ¯a +ΠφagfabcG
b0φc
+(∂jφ¯
a)∂jφ
a + gfabc(∂jφ¯
a)Gbjφc. (B.8)
The 0− 3 component of the canonical energy-momentum tensor is
T03 = ΠGa0∂3Ga0 +ΠGaj∂3Gaj
+Πq∂3q + (∂3q¯)Πq¯
+Πφa∂3φ
a + (∂3φ¯
a)Πφ¯a . (B.9)
We have, furthermore,
P 3 =
∫
d3xT 03 = −
∫
d3xT03 (B.10)
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and from the definitions (4.4), (4.12)
Hr = P
0 − (1− r)P 3
=
∫
d3x{H + (1− r)T03}
=
∫
d3xHr. (B.11)
Thus, we get
Hr = H + (1− r)T03. (B.12)
Inserting here (B.8) and (B.9) leads to (4.13).
To prove that Hr (4.13) is the Hamiltonian density to the Lagrangian Lr(x)
(4.14) we proceed again in the standard way. We first write down Lr(x) separating
time and space components of fields.
Lr = 12(G˙aj + ∂jGa0 − gfabcGb0Gcj − (1− r)∂3Gaj)
(G˙aj + ∂jG
a0 − gfab′c′Gb′0Gc′j − (1− r)∂3Gaj)
−1
4
GajkG
ajk
− 1
2ξ
(G˙a0 + ∂jG
aj − (1− r)∂3Ga0)
(G˙a0 + ∂kG
ak − (1− r)∂3Ga0)
+
∑
q
{q¯ i
2
γ0q˙ − ˙¯q i
2
γ0q
+q¯( i
2
γj
↔
∂ j −(1 − r) i2γ0
↔
∂ 3 −gγµGaµ λa2 −mq)q}
+( ˙¯φa − (1− r)∂3φ¯a)(φ˙a − gfabcGb0φc − (1− r)∂3φa)
−(∂jφ¯a)∂jφa − gfabc(∂jφ¯a)Gbjφc. (B.13)
From (B.13) we find the new canonical momenta as
ΠGa0 =
∂Lr
∂G˙a0
= −1
ξ
(G˙a0 + ∂jG
aj − (1− r)∂3Ga0), (B.14)
ΠGaj =
∂Lr
∂G˙aj
= G˙aj + ∂jG
a0 − gfabcGb0Gcj − (1− r)∂3Gaj, (B.15)
Πφa =
∂Lr
∂φ˙a
= ˙¯φa − (1− r)∂3φ¯a,
Πφ¯a =
∂Lr
∂ ˙¯φa
= φ˙a − gfabcGb0φc − (1− r)∂3φa (B.16)
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and Πq, Πq¯ staying as in (B.4).
Solving (B.14), (B.15), (B.16) for the time derivatives of the fields, we get:
G˙a0 = −ξΠGa0 − ∂jGaj + (1− r)∂3Ga0,
G˙aj = ΠGaj − ∂jGa0 + gfabcGb0Gcj + (1− r)∂3Gaj , (B.17)
˙¯φa = Πφa + (1− r)∂3φ¯a,
φ˙a = Πφ¯a + gfabcG
b0φc + (1− r)∂3φa. (B.18)
With this we find that Hr (4.13) is precisely given as
Hr = ΠGa0G˙a0 +ΠGajG˙aj
+
∑
q
(Πq q˙ + ˙¯qΠq¯)
+Πφaφ˙
a + ˙¯φ
a
Πφ¯a
−Lr. (B.19)
Appendix C: Effective Lagrangian density in the
temporal gauge
Here we give the r-dependent Lagrangian and Hamiltonian densities in the temporal
gauge. We start from the standard Lagrangian of QCD and add a total divergence
term (see appendix E of [25]).
L˜ = −1
4
GaλρG
aλρ
+
∑
q
q¯(iγλDλ −mq)q
+∂λ
{
1
2
(Gaλ∂ρG
aρ −Gaρ∂ρGaλ)−
∑
q
q¯ i
2
γλq
}
,
Dλ = ∂λ + igG
a
λ
1
2
λa. (C.1)
With the gauge condition
Ga0(x) = 0, (a = 1, . . . , 8), (C.2)
we get
L˜ = 1
2
G˙ajG˙aj − 1
2
(∂jG
ak)∂jG
ak +
1
2
(∂jG
aj)∂kG
ak
−g fabcGajGbk∂jGck
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−1
4
g2fabcfarsG
bjGckGrjGsk
+
∑
q
{
q¯
i
2
γ0q˙ − ˙¯q i
2
γ0q + q¯
(
i
2
γj
↔
∂ j −mq + gγjGaj λa
2
)
q
}
. (C.3)
The canonical momenta are
ΠGaj =
∂L˜
∂G˙aj
= G˙aj (C.4)
and Πq, Πq¯ as in (B.4). This leads to the following Hamiltonian density and 0 - 3
component of the canonical energy-momentum tensor:
H = 1
2
ΠGajΠGaj
+
1
2
(∂kG
aj)∂kG
aj
−1
2
(∂jG
aj)∂kG
ak
+g fabcG
ajGbk∂jG
ck
+
1
4
g2fabcfastG
bjGckGsjGtk
+
∑
q
{
q¯
(
− i
2
γj
↔
∂ j +mq − gγjGaj λa
2
)
q
}
, (C.5)
T03 = ΠGaj∂3Gaj +
∑
q
{
q¯
i
2
γ0
↔
∂ 3 q
}
. (C.6)
With this we get for the r-dependent Hamiltonian density
Hr = H + (1− r)T03
= H(0)r +HInt, (C.7)
H(0)r =
1
2
ΠGajΠGaj + (1− r)ΠGaj∂3Gaj
+
1
2
(∂jG
ak)∂jG
ak
−1
2
(∂jG
aj)∂kG
ak
+
∑
q
{
q¯
(
− i
2
γj
↔
∂ j +(1− r) i
2
γ0
↔
∂ 3 +mq
)
q
}
, (C.8)
HInt = g fabcGajGbk∂jGck
+
1
4
g2fabcfastG
bjGckGsjGtk
−∑
q
{
q¯gγjGaj
λa
2
q
}
. (C.9)
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In the standard way we find from (C.8), (C.9) the r-dependent Lagrangian density
Lr = L(0)r + LInt, (C.10)
L(0)r =
1
2
(G˙aj − (1− r)∂3Gaj)(G˙aj − (1− r)∂3Gaj)
−1
2
(∂kG
aj)∂kG
aj
+
1
2
(∂jG
aj)∂kG
ak
+
∑
q
{
q¯
(
i
2
γλ
↔
∂λ −(1 − r) i
2
γ0
↔
∂ 3 −mq
)
q
}
, (C.11)
LInt = −HInt. (C.12)
We also find with L˜ from (C.3).
Lr = L˜ − (1− r)G˙aj∂3Gaj
+
1
2
(1− r)2(∂3Gaj)∂3Gaj
−(1 − r)∑
q
{
q¯
i
2
γ0
↔
∂ 3 q
}
. (C.13)
Appendix D: Euclidean Lagrangian density in co-
variant gauges
Let Hr be as in (4.12), to be precise, we set x
0 = 0:
Hr =
∫
d3xHr(x)|x0=0. (D.1)
We define the Euclidean field operators with
V (X4) = exp(X4Hr) (D.2)
as follows:
GaEj(X) = −V (X4)Gaj(x)V (−X4),
GaE4(X) = −iV (X4)Ga0(x)V (−X4),
qE(X) = V (X4)q(x)V (−X4),
q¯E(X) = V (X4)q¯(x)V (−X4),
φaE(X) = V (X4)φ
a(x)V (−X4),
φ¯aE(X) = V (X4)φ¯
a(x)V (−X4),
ΠGa
Ej
(X) = −V (X4)ΠGaj (x)V (−X4),
ΠGa
E4
(X) = iV (X4)ΠGa0(x)V (−X4),
Πφa
E
(X) = V (X4)Πφa(x)V (−X4),
Πφ¯a
E
(X) = V (X4)Πφ¯a(x)V (−X4). (D.3)
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Here Gaj(x) etc. on the r.h.s. of (D.3) are the Minkowskian field operators at the
point
x = (X, 0) (D.4)
and X = (X, X4).
Defining the Euclidean electromagnetic current operator as
JEµ(X) =
∑
q
{Qq q¯E(X)γEµqE(X)} , (D.5)
where Qq are the quark charges, we get with x as in (D.4)
JE4(X) = V (X4)J
0(x)V (−X4),
JEj(X) = −iV (X4)J j(x)V (−X4). (D.6)
The nucleon field operators in the Euclidean theory are obtained from (4.16):
AEs(p, τ) = V (τ)As(p, 0)V (−τ),
A†Es(p, τ) = V (τ)A
†
s(p, 0)V (−τ), (s = ±12), (D.7)
where we always take p (2.18) for a nucleon at rest. We have
lim
τ→−∞
A†Es(p, τ) | 0〉 exp(−Mτ) = | N(p, s)〉,
lim
τ→∞
〈0 | AEs(p, τ) exp(Mτ) = 〈N(p, s) | . (D.8)
In the standard way we get now for the matrix elements M˜−a,b(−iX4, r) defined
in (4.7),(4.8) for X4 > 0
M˜−a (−iX4, r) =
1
2
∑
s
〈N(p, s) | (−1)JEµ(0, X4)JEµ(0, 0) | N(p, s)〉
=
1
2
∑
s
lim
τi→−∞
τf→+∞
exp[(τf − τi)M ]
〈0 | As(p, τf)(−1)JEµ(0, X4)JEµ(0, 0)A†s(p, τi) | 0〉. (D.9)
M˜−b (−iX4, r) =
1
2
∑
s
〈N(p, s) | JE4(0, X4)JE4(0, 0) | N(p, s)〉
=
1
2
∑
s
lim
τi→−∞
τf→+∞
exp[(τf − τi)M ]
〈0 | As(p, τf )JE4(0, X4)JE4(0, 0)A†s(p, τi) | 0〉. (D.10)
The Euclidean Hamiltonian density is obtained from (4.13) with x from (D.4)
HEr(X) = V (X4)Hr(x)V (−X4). (D.11)
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Using here (D.3) leads to
HEr(X) = 1
2
ξΠGa
E4
ΠGa
E4
+
1
2
ΠGa
Ej
ΠGa
Ej
−iΠGa
E4
(∂jG
a
Ej + i(1− r)∂3GaE4)
+ΠGa
Ej
(i∂jG
a
E4 + igfabcG
b
E4G
c
Ej + (1− r)∂3GaEj)
+
1
4
GaEjkG
a
Ejk
+
∑
q
{q¯E(1
2
γEj
↔
∂ j +
i
2
γE4(1− r)
↔
∂ 3
+igγEµG
a
Eµ
1
2
λa +mq)qE}
+Πφa
E
Πφ¯a
E
+Πφa
E
(igfabcG
b
E4φ
c
E + (1− r)∂3φaE)
+(1− r)(∂3φ¯aE)Πφ¯aE + (∂jφ¯
a
E)∂jφ
a
E
−gfabc(∂jφ¯aE)GbEjφcE , (D.12)
where all fields on the r.h.s. are at pointX and we define the Euclidean field strength
tensor as
GaEµν = ∂µG
a
Eν − ∂νGaEµ − gfabcGbEµGcEν . (D.13)
It is now straightforward to verify that HEr is the Euclidean Hamiltonian density
to the Lagrangian density LEr (4.22). Indeed, starting from (4.22) we define the
Euclidean canonical momenta as follows, where G˙aE4 ≡ ∂4GaE4 etc.
i
∂LEr
∂G˙aE4
= ΠGa
E4
=
1
ξ
{iG˙aE4 + i∂jGaEj − (1− r)∂3GaE4},
i
∂LEr
∂G˙aEj
= ΠGa
Ej
= iG˙aEj − i∂jGaE4 − igfabcGbE4GcEj − (1− r)∂3GaEj,
i
∂LEr
∂φ˙aE
= Πφa
E
= i ˙¯φaE − (1− r)∂3φ¯aE,
i
∂LEr
∂ ˙¯φaE
= Πφ¯a
E
= iφ˙aE − igfabcGbE4φcE − (1− r)∂3φaE,
i
∂LEr
∂q˙E
= ΠqE = q¯E
i
2
γE4,
i
∂LEr
∂ ˙¯qE
= Πq¯E = −
i
2
γE4qE . (D.14)
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The Hamiltonian density (D.12) is now obtained from (4.22) and (D.14) as
HEr = iΠGa
Eµ
G˙Eµ
+i
∑
q
( ˙¯qEΠq¯E +ΠqE q˙E)
+iΠφa
E
φ˙aE + i
˙¯φaEΠφ¯aE + LEr, (D.15)
where the X4-derivatives G˙Eµ etc. have to be considered as functions of the canonical
momenta and the fields by inverting (D.14).
Having derived the connection of the Euclidean Hamilton and Lagrange densities
(D.12) and (4.22) we can use the standard procedures of the path integral formalism
to show that the matrix elements (D.9) and (D.10) can be represented by the path
integrals (4.26) and (4.27).
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Figures
γ*(q)γ*(q)
N(p)N(p)
Figure 1: Virtual Compton scattering on a nucleon.
Re ν
νIm
Figure 2: The ν-plane with the position of the nucleon poles (×) and the cuts. The
funtions T Fj (ν,Q
2) (j = 1, 2) are obtained along the short dashed line, T retj (ν,Q
2)
along the long dashed line.
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Figure 3: Cut structure of M˜(x0, r, ε) (a) and M˜∗(x0, r∗, ε) (b) in the complex r-
plane for 0 < ε << 1.
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Im
Re r
r
−r 2
C
Figure 4: Cut structure of M˜j(x0, r) and the curve C in the complex r-plane. For r¯
see (3.34).
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