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1 Introduction
The main motivation for this thesis, is to search for p-adic Langlands cor-
respondence. The conjecture in question was first proposed by Breuil and
Schneider in [BS07]. This conjecture may be seen as a first evidence to a
p-Langlands correspondence. For a brief survey of this conjecture one may
consult [Sor15]. This introduction is strongly influenced by this survey.
The aim of this work is to deduce some new cases of Breuil-Schneider
conjecture using the patching construction of [CEG+16].
1.1 Notation
Let p a prime number such that p - 2n. Let F be a finite extension of Qp
with a finite residue field kF . Let OF be its complete discrete valuation ring,
let p be the maximal ideal of OF with uniformizer $, and let q = |OF/$OF |.
Let G = GLn(F ).
Let E be a finite extension of Qp (the field of coefficients), O the ring of
integers of E and F the residue field. Fix a residual Galois representation
r : GF −→ GLn(F) of the local Galois group GF := Gal(F¯ /F ). We assume
that E is large enough to contain all the embeddings F ↪→ Qp.
Fix an isomorphism C ' Qp. In the literature, smooth representations
of GLn(F ) are studied on complex vector spaces, hence the coefficients are
in Qp. The section 3.13 [CEG+16] provides a framework which shows that
those results, which are valid in the classical theory over complex numbers,
have an analogue over E by faithfully flat descent Qp/E. For instance if pi
is an irreducible representation of GLn(F ) with coefficients in E, after ex-
tending scalars to larger extension E ′/E we may assume that pi is absolutely
irreducible and hence do the base change to Qp. In this way all the results
stated with E-coefficients can be proven over Qp without loss of generality.
In this thesis I follows the notation and conventions of [CEG+16](cf. 1.8),
unless otherwise is stated.
1.2 The Breuil-Schneider conjecture
Now suppose r : GF → GLn(E) is a potentially semi-stable lift of r, with
Hodge-Tate weights HTκ = {iκ,1 < . . . < iκ,n}, for each embedding κ : F ↪→
E. By Fontaine’s recipe one associates an n-dimensional Weil-DeligneWD(r)
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representation to r with coefficients in Qp ' C. Let rec denote the classi-
cal local Langlands correspondence with coefficients in C normalized in a
way such that the central character of an irreducible smooth representation
of GLn(F ) corresponds to the determinant of the associated Weil-Deligne
representation via the local class field theory. This is compatible with con-
vention in the book [HT01], see Lemma VII.2.6. Let recp denote the local
Langlands correspondence over Qp, defined by ι ◦ recp = rec ◦ ι and define
rp(pi) = recp(pi ⊗ | det |). Let pism(r) an irreducible smooth representation of
GLn(F ) with coefficients in E defined by pism(r) = r
−1
p (WD(r)
F−ss), where
F − ss denotes the Frobenius semi-simplification of WD(r). Assume that
pism(r) is generic, i.e. admits a Whittaker model. Then there is a model
of pism(r) with coefficients in E, denoted again pism(r) which a smooth irre-
ducible E-representation of GLn(F ). We say that r is generic when pism(r)
is generic. In the case when pism(r) is not generic, we need to do some
modifications, see [BS07] for more details. Indeed, by Bernstein-Zelevinsky
classification, pism(r) is a Langlands quotient and there is a unique parabolic
induction, denoted pigen(r), such that pigen(r) pism(r). This representation
has a model over E, which we will denote again by pigen(r).
To the multi-set {HTκ}κ:F ↪→E one can attach an irreducible algebraic
representation of ResF/Qp(GLn/F ), which we evaluate at E to get an al-
gebraic representation pialg(r) of GLn(F ). More precisely, for each κ, let
pialg,κ(r) be the irreducible algebraic representation of GLn(F ) of highest
weight {−iκ,1, . . . ,−iκ,n+n−1} relative to the upper-triangular Borel. Then
define pialg(r) =
⊗
κ pialg,κ(r), with GLn(F ) acting diagonally. This is the
representation Lξ ⊗O E with notation of section 1.8[CEG+16], with ξκ,j =
−iκ,j + j − 1.
Define: BS(r) := pigen(r)⊗E pialg(r).
The conjecture, which we state in the generic case, predicts that irre-
ducible locally algebraic representations of G admit integral structures if
and only if they are related to Galois representations. More precisely:
Conjecture 1.1. Let pi be an absolutely irreducible generic representation
of GLn(F ) and σ an irreducible algebraic representation of algebraic group
ResF/QpGLn/F , both having coefficients in E. Then the following statements
are equivalent:
(1) pi ⊗E σ admits a G-invariant norm.
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(2) There is a potentially semi-stable Galois representation r : GF →
GLn(E) such that pi = pism(r) and σ = pialg(r).
The implication (1) ⇒ (2), was proven by Hu in full generality in his
paper [Hu09]. The converse is still largely open. In [CEG+16], the authors
prove many cases of this conjecture by constructing an admissible unitary E-
Banach space representation V (r) of GLn(F ), such that the locally algebraic
vectors in V (r) are isomorphic to BS(r) asGLn(F ). In [CEG
+16] the authors
assume that r is potentially crystalline. This corresponds to the case when
the monodromy operator N of the Weil-Deligne representation WD(r) is
zero.
In this thesis we extend the methods of [CEG+16] to handle the case,
when r is potentially semi-stable. This corresponds to the case when the
monodromy operator N of the Weil-Deligne representation WD(r) is allowed
to be arbitrary. We will be mostly concerned with the case when the Galois
representation r is generic, in this case BS(r) = pism(r) ⊗E pialg(r) is irre-
ducible. We prove, that the locally algebraic vectors of V (r) are isomorphic
to BS(r). This will allow us to deduce new cases for the implication (2) ⇒
(1).
Note that asking for a norm amounts to asking for a lattice. Indeed given
a norm ‖.‖, look at the unit ball of a lattice Λ. Conversely, given a lattice Λ,
look at its ”gauge”, i.e. ‖x‖ = q−vΛ(x)E ( qE = |F| ), where vΛ(x) is the largest
ν such that x ∈ $νEΛ ( $E is a uniformizer of E ). Thus we are looking for
integral structures in BS(r).
1.3 Typical representations
Let R(G) be the category of all smooth E-representations of G. We denote
by iGP : R(M) −→ R(G) the normalized parabolic induction functor, where
P = MN is a parabolic subgroup of G with Levi subgroup M . Let P be the
opposite parabolic.
We are given an inertial class Ω = [M,ρ]G, where ρ is a supercuspidal repre-
sentation of M and D = [M,ρ]M . To any inertial class Ω we may associate
a full subcategory RΩ(G) of R(G), such that (pi, V ) ∈ Ob(RΩ(G)) if every
irreducible G-subquotient pi0 of pi appear as a composition factor of i
G
P (ρ⊗ω)
for ω some unramified character of M and P some parabolic subgroup of G
with Levi factor M . The category RΩ(G) is called a Bernstein component of
R(G). We will say that a representation pi is in Ω if pi is an object of RΩ(G).
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Let J be a compact open subgroup of G and let λ be an irreducible rep-
resentation of J . We say that (J, λ) is an Ω-type if for every irreducible
representation (pi, V ) ∈ Ob(RΩ(G)), V is generated by the λ-isotypical com-
ponent of V as G-representation.
Let Rλ(G) be a full subcategory of R(G) such that (pi, V ) ∈ Ob(Rλ(G))
if and only if V is generated by V λ (the λ-isotypical component of V ) as
G-representation.
Let K be a maximal compact open subgroup of G containing J . We say
that an irreducible representation σ of K is typical for Ω if for any irreducible
representation pi of G, HomK(σ, pi) 6= 0 implies that pi is an object in RΩ(G).
Define H(G, λ) := EndG(c–IndGJ λ). Then for any Ω-type (J, λ), by Theorem
4.2 (ii)[BK98], the functor:
Mλ : Rλ(G) → H(G, λ)−Mod
pi 7→ HomJ(λ, pi) = HomG(c–IndGJ λ, pi)
induces an equivalence of categories. Since (J, λ) is an Ω-type, we have
RΩ(G) = Rλ(G).
Write ZΩ for the centre of category RΩ(G) and ZD for the centre of
category RD(M), which is defined the same way as RΩ(G). Recall that the
centre of a category is the ring of endomorphisms of the identity functor.
For example the centre of the category H(G, λ)−Mod is Z(H(G, λ)), where
Z(H(G, λ)) is the centre of the ring H(G, λ). We will call ZΩ a Bernstein
centre.
When G = GLn(F ), the types can be constructed in an explicit manner
(cf. [BK93], [BK98] and [BK99]) for every Bernstein component. Moreover,
Bushnell and Kutzko have shown that H(G, λ) is naturally isomorphic to a
tensor product of affine Hecke algebras of type A.
The simplest example of a type is (I, 1), where I is Iwahori subgroup of
G and 1 is the trivial representation of I. In this case Ω = [T, 1]G, where T is
the subgroup of diagonal matrices. We will refer to example as the Iwahori
case.
In [SZ99] section 6 (just above proposition 2) the authors define irre-
ducible K-representations σP(λ), where P is partition valued functions with
compact support (cf. section 2 [SZ99]). One has the decomposition :
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IndKJ λ =
⊕
P
σP(λ)⊕mP,λ (1)
where the summation runs over partition valued functions with compact
support. The integers mP,λ are finite and we call them multiplicity of σP(λ).
There is a natural partial ordering, as defined in [SZ99], on the partition
valued functions. Let Pmax be the maximal partition valued function and let
Pmin the minimal one. Define σmax(λ) := σPmax(λ) and σmin(λ) := σPmin(λ).
Both σmax(λ) and σmin(λ) occur in Ind
K
J λ with multiplicity 1.
In the Iwahori case, σmin(λ) is the inflation of Steinberg representation
of GLn(kF ) to K and σmax(λ) is the trivial representation.
The representation theory of affine Hecke algebras has been studied by
Rogawski in [Rog85] and we use these results to prove Proposition 1.2 and
1.3 below.
Proposition 1.2. Let P be a partition valued function and let σP(λ) as
defined in Section 6 [SZ99]. Let pi be an irreducible generic representation,
with type (J, λ). The following statement are equivalent:
1. HomK(σP(λ), pi) 6= 0 and HomK(σP ′(λ), pi) = 0, for all partitions val-
ued functions P ′ such that P < P ′.
2. pi = iGP (L(∆1)⊗ . . .⊗ L(∆k)), where P is the standard parabolic asso-
ciated to the partition valued function P and all the segments ∆i are
not pairwise linked.
Moreover if σP(λ) satisfies the equivalent properties above, it occurs with
multiplicity one in pi.
As a consequence of the proposition 1.2, given any smooth irreducible
generic representation pi of G we determine the shape of monodromy oper-
ator N of the Weil-Deligne representation corresponding to pi via classical
local Langlands, by knowing for which P , we have HomK(σP(λ), pi) 6= 0. If
HomK(σmax(λ), pi) 6= 0 then the associated Weil-Deligne representation to pi
has a zero monodromy operator.
The next proposition generalizes the Theorem 3.7 [CEG+16],
Proposition 1.3. Let pi be an irreducible representation in the Berstein com-
ponent Ω (having type (J, λ)). We have then, HomK(σmin(λ), pi) 6= 0 if and
only if pi is generic.
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Finally we prove:
Theorem 1.4. If σ occurs with multiplicity one in IndKJ λ, then
ZΩ ' EndG(c–IndGKσ).
In particular the previous theorem applies to σ = σmax(λ) (Theorem 3.7
[CEG+16]) and also to σ = σmin(λ).
1.4 Locally algebraic vectors
Let v = {HTκ}κ:F ↪→E be a multiset of all Hodge-Tate weights and let τ :
IF → GLn(E) be an inertial type, i.e. τ is a representation of IF with open
kernel which extends to a representation of the Weil group WF of F , where
IF is the inertia subgroup of GF . We let R

p˜ denote the universal O-lifting
ring of r. Then there is a ring Rp˜ (σmin) := R

r (τ,v), which is the unique
reduced and p-torsion free quotient of Rp˜ corresponding to potentially semi-
stable lifts of weight σalg (i.e. of weight v) and inertial type τ . This ring
was constructed in [Kis08]. Moreover there is a ”universal admissible filtered
(ϕ,N)-module” Dr (τ,v) which is a locally free R

r (τ,v)[1/p]⊗Qp F0-module
of rank n, where F0 is a maximal subfield of F such that F/F0 is totally
ramified. The module Dr (τ,v) comes equipped with a universal Frobenius,
denoted by ϕ.
Let σalg the restriction to K of pialg(r). Define σmin := σmin(λ)⊗σalg and
H(σmin) := EndG(c–IndGKσmin).
We have fixed a type τ , so there is a finite extension L of F such that the
restriction of every Galois representation rx to GL is semi-stable. Let L0 its
maximal unramified subfield of L. We assume [L0 : Qp] = |HomQp(L0, E)|
and we let pf be the cardinality of the residue field of L0. By universal
we mean that the specialization Dx of D

r (τ,v) at the closed point x of
Rp˜ (σmin)[1/p] with residue field Ex is an admissible filtered (ϕ,N,Gal(L/F ))-
module attached to the Galois representation rx given by the point x.
On the other hand one may show using the classical local Langlands
correspondence that τ determines a Bernstein component RΩ(G). We prove
that there is a map that interpolates the local Langlands correspondence,
more precisely:
Theorem 1.5. There is an E-algebra homomorphism
η : H(σmin) −→ Rp˜ (σmin)[1/p]
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such that for any closed point x of Rp˜ (σmin)[1/p] with residue field Ex, the
action of ZΩ on the smooth G-representation pism(rx) factors as η composed
with the evaluation map Rp˜ (σmin)[1/p] −→ Ex.
This result generalizes Theorem 4.1 [CEG+16] (i.e. if we restrict to the
crystalline locus the two maps coincide), however the proof does not follow
methods of this paper. Instead we give an explicit construction of this map.
We will sketch the construction of η in the Iwahori case, in this case L = F
because the lifts we consider are semi-stable. By Satake isomorphism and
Theorem 1.4, we have H(σmin) ' E[θ1, . . . , θn−1, (θn)±1], where θr is a double
coset operator
[
K
(
$Ir 0
0 In−r
)
K
]
. All the details of this construction will
be discussed in the section 5.2.2.
If for an embedding κ the Hodge-Tate weights are iκ,1 < . . . < iκ,n define
ξκ,j = −iκ,j + (j − 1). Then the map η : H(σmin) −→ Rr (τ,v)[1/p] is given
by the assignment
θr 7→ $
−∑κ n∑
i=r
ξκ,j
q
r(1−r)
2 Tr(
r∧
ϕf )
For P any partition valued function, define σP := σP(λ) ⊗ σalg, where
σP(λ) was defined above and σalg is the restriction to K of an irreducible
algebraic representation of ResF/QpGLn given by the Hodge-Tate weights.
Fix a K-stable O-lattice σ◦P in σP . Set
M∞(σ◦P) :=
(
HomcontO[[K]](M∞, (σ
◦
P)
d)
)d
where M∞ is R∞-module constructed in section 2 [CEG+16] by patching
process and (.)d = HomcontO (.,O) denotes the Shikhof dual. Since σ◦P is a free
O-module of finite rank, it follows from the proof of Theorem 1.2 of [ST02]
that Schikhof duality induces an isomorphism
HomcontO[[K]](M∞, (σ
◦
P)
d) ' HomK(σ◦P , (M∞)d)
and Frobenius reciprocity gives
HomK(σ
◦
P , (M∞)
d) ' HomG(c–IndGKσ◦P , (M∞)d).
The action of ZΩ on c–Ind
G
KσP induces an action on M∞(σ
◦
P)[1/p].
To any closed point of x ∈ m-SpecRp˜ (σmin)[1/p] we can attach a par-
tition valued function Px, which encodes information about the shape of
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monodromy operator of the admissible filtered (ϕ,N)-module Dx. We prove
that there is a reduced p-torsion free quotient Rp˜ (σP) of R

p˜ (σmin), such
that x ∈ m-SpecRp˜ (σP)[1/p] if and only if Px ≥ P . When σP = σmin, the
ring corresponds to all the potentially semi-stable lift and this is compatible
with the notation introduced at the beginning. The other extreme case is
Rp˜ (σmax), this ring parametrizes all the potentially crystalline lifts.
As a part of patching construction we know that R∞ is an Rp˜ -algebra.
We define R∞(σP)′ := R∞ ⊗R
p˜
Rp˜ (σP). Let R∞(σP) be the quotient of
R∞ which acts faithfully on M∞(σ◦P). The usual commutative algebra argu-
ments underlying the Taylor-Wiles-Kisin method, as in [CEG+16], show that
M∞(σ◦P) is a maximal Cohen-Macaulay module over R∞(σP). Moreover we
prove an important result about the support of M∞(σ◦min):
Proposition 1.6. 1. The module M∞(σ◦min)[1/p] is locally free of rank
one over the regular locus of SpecR∞(σmin)[1/p].
2. SpecR∞(σmin)[1/p] is a union of irreducible components of
SpecR∞(σmin)′[1/p].
The components appearing in the second statement of the Proposition
1.6 are termed automorphic components. The proof of the proposition above
is similar to Lemma 4.18 [CEG+16]. The action of ZΩ on M∞(σ◦min)[1/p]
induces an E-algebra homomorphism:
α : ZΩ −→ EndR∞[1/p](M∞(σ◦min)[1/p])
From the Proposition 1.6, we deduce that:
Theorem 1.7. We have the following commutative diagram:
(SpecR∞(σmin)[1/p])reg _

α] // SpecH(σmin)
SpecR∞(σmin)[1/p]
can // SpecRp˜ (σmin)[1/p],
OO
where (SpecR∞(σmin)[1/p])reg is the regular locus of SpecR∞(σmin)[1/p] and
α] the map induced by α.
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Just as in §4.28 [CEG+16], the main technique is to convert information
on locally algebraic vectors in the completed cohomology into commutative
algebra statements about the module M∞(σ◦min) using results on K-typical
representations that we have explained in the previous section.
Let x be a closed E-valued point of SpecR∞(σmin)[1/p]. The correspond-
ing Galois representation rx is given by the homomorphism x : R

p˜ → O,
which we extend arbitrarily to homomorphism x : R∞ → O. Then
V (rx) := Hom
cont
O (M∞ ⊗R∞,x O, E) (2)
is an admissible unitary E-Banach space representation of G. The main
result of this thesis is the following theorem:
Theorem 1.8. Let x be a closed E-valued point of SpecR∞(σmin)[1/p], such
that pism(rx) is generic and irreducible. Then
V (rx)
l.alg ' pism(rx)⊗ pialg(rx),
where (.)l.alg denotes the subspace of locally algebraic vectors.
Since the action of G on V (rx) is unitary, we obtain:
Corollary 1.9. Suppose p - 2n, and that r : GF −→ GLn(E) is a generic
potentially semi-stable Galois representation of regular weight. If r corre-
spond to a closed point x ∈ SpecR∞(σmin)[1/p], then pism(r)⊗pialg(r) admits
a non-zero unitary admissible Banach completion.
It is conjectured in [CEG+16] that V (rx) depends only on the Galois
representation rx and that rx 7→ V (rx) realizes the hypothetical p-adic local
Langlands correspondence. Our Theorem 1.8 provides further evidence of
this conjecture.
1.5 The organisation of the thesis
The sections 2 and 3 deal with questions concerning the representations of
GLn(F ). In the section 2 we will study the specialization of the projective
generator of the category of E-representations of GLn(F ) with type (J, λ) at
maximal ideals of the centre of this category. This will allow us to identify
the centre with some commutative Hecke algebra (Corollary 2.18).
After this we will focus on generic representations of GLn(F ). In the
section 3 we will introduce some combinatorial tools which will allow us
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to describe a particular class of simple modules over Iwahori Hecke alge-
bras, which correspond to generic representations via the usual equivalence
of categories. Then we will translate the results obtained for modules in the
language of representations. Then using the theory developed in [BK99], we
will treat the general case building up from the Iwahori case. The results
from the two previous sections will be used in section 5 to compute locally
algebraic vectors of V (r), where r is a generic Galois representation.
Then in section 4 we will prove that if D is a weakly admissible (ϕ,N)-
module and if we set N = 0 then there is a filtration on D, the underlying
ϕ-module of D, such that the ϕ-module then D is again weakly admissible,
by writing down explicitly the admissibility condition. In this section we will
introduce some notation that will be used in the next section devoted to the
locally algebraic vectors. We will also recall some facts about Weil-Deligne
representations and weakly admissible (ϕ,N)-modules.
After these preparations we will be able to compute locally algebraic
vectors of V (r), in section 5. This is the heart of this thesis. We will be-
gin by recalling a few useful facts about locally algebraic vectors in section
5.1. Then, in section 5.2, we will prove that there is a ring homomorphism
H(σmin) −→ Rp˜ (σmin)[1/p], which interpolates the usual Langlands corre-
spondence. Moreover this ring homomorphism can be described in a very
explicit manner. First we will prove the existence of this ring homomor-
phism via a commutative diagram in section 5.2.1. Then, in section 5.2.2,
we will show that it can actually be given by a very explicit formula, in the
Iwahori case. The derivation of this formula provides in fact an other proof
that such a map exist and that it is unique, satisfying the required properties.
In the section 5.3 we will introduce a stratification of Rp˜ (σmin) with respect
to the partition valued functions, which will help us to study the support of
M∞(σ◦min). The goal of the section 5.4 will be to prove that the action of
H(σmin) on M∞(σ◦min) is compatible with the interpolation map constructed
in section 5.2. This will be stated in more precise manner as Theorem 5.14
and the results about the support of M∞(σ◦min) will be given in section 5.5.
With all this in hand we will be able to prove the key result in section 5.6,
the Theorem 5.22.
In the last part, section 6, we will deduce few theorems. The theorems
stated here are a direct consequence of the results derived in the section 5.
The theorem 6.1 is the generalization of Theorem 5.3[CEG+16] to poten-
tially semi-stable case, i.e. in this case rx is a potentially semi-stable Galois
representation which lies on an automorphic component, such that pism(rx)
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is generic. Then Theorem 6.9 allows to deduce the existence of G-invariant
norm on BS(rx) for some potentially crystalline points such that rx is not
generic and lies on the automorphic component. In particular the generic
case (i.e. the Galois representation is generic) also follows from Theorem
6.9. We will finish this section with an example where we can deduce the
existence of G-invariant norm on BS(rx), without assuming that x lies on
an automorphic component. However we are forced to make an assumption
that certain set is Zariski closed. We hope to remove this assumption in
future work. Moreover, in this example this G-invariant norm does not come
from a restriction of a G-invariant norm on a parabolic induction of a unitary
character.
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2 Hecke algebras
Recall that G := GLn(F ). Throughout this section we fix a Bernstein com-
ponent Ω = [ρ,M ]G and an Ω-type (J, λ).
Denote by W the vector space on which the representation λ is realized.
Next, let (λˇ,W∨) denote the contragradient of (λ,W ).
Then by (2.6) [BK99], the Hecke algebra H(G, λ) := EndG(c–IndGJ λ) can
be identified with the space of compactly supported functions f : G −→
EndE(W
∨) such that f(j1.g.j2) = λˇ(j1) ◦ f(g) ◦ λˇ(j2), with j1, j2 ∈ λ and
g ∈ G and the multiplication of two elements f1 and f2 is given by the
convolution:
f1 ∗ f2(g) =
∫
G
f1(x) ◦ f2(x−1g)dx
For u ∈ EndE(W∨), we write uˇ ∈ EndE(W ) for the transpose of u with
respect of the canonical pairing between W and W∨. This gives (λˇ(j))∨ =
λ(j), for j ∈ J . For f ∈ H(G, λ), define fˇ ∈ H(G, λˇ), by fˇ(g) = f(g−1)∨, for
all g ∈ G.
Recall that K is a maximal compact open subgroup of G containing J .
Let K̂ denote the set of all isomorphism classes of irreducible representations
of K. In order to simplify the notation, the decomposition (1), from the
section 1.3:
IndKJ λ =
⊕
P
σP(λ)⊕mP,λ ,
will be written as,
IndKJ λ =
⊕
σ∈K̂
σ⊕mσ (3)
The integers mσ are the multiplicties of σ’s in Ind
K
J λ. It follows that :
c–IndGJ λ = c–Ind
G
K(Ind
K
J λ) =
⊕
σ∈K̂
(c–IndGKσ)
⊕mσ (4)
The main result is the following, if mσ = 1 then:
ZΩ ' EndG(c–IndGKσ)
this is the statement of Corollary 2.18.
This section is organised in the following manner. In the section 2.1 we
will recall some facts about representations of G and prove few easy lemmas.
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Next, in section 2.2, we will prove some results about Bernstein centre. Those
results will allow us to study the specialization of a projective generator at
maximal ideals that belong to some dense set. This will be achieved in section
2.3. Then in sections 2.4 and 2.5 we collect some technical results that will
be needed in the next section. Then in section 2.6 we will prove the main
result of this chapter. In the last section we will describe the specialization
of a projective generator for any maximal ideal, in the Iwahori case when
n = 2.
2.1 Classical results and commutative algebra
We will start stating a few very useful results and we will introduce more
notation. Combining together theorem in section VI.4.4.(p.232) and the first
lemma in section VI.10.3. (p.311) both in [Ren10], we get following theorem:
Theorem 2.1. H(G, λ) is a free finitely generated ZD-module.
The following result is the proved in section VI.10.3. [Ren10] (p.314),
just before the statement of a theorem:
Lemma 2.2.
ZΩ = Z
W (D)
D
where
W (D) =
{
g ∈ G|g−1Mg = M and [M,ρg]M = D
}
/M
The following lemma is a direct consequence from [Bou85a] Chapitre 5
§1.9:
Lemma 2.3. ZD is a ZΩ-module(algebra) of finite type.
Write χ for algebra homomorphism χ : ZΩ → E. Let m = Ker(ZΩ χ−→ E)
a maximal ideal of ZΩ and κ(m) the residue field which is isomorphic to E.
From now on we will always identify an algebra homomorphism χ : ZΩ → E
and a maximal ideal m = Ker(ZΩ
χ−→ E) of ZΩ.
Lemma 2.4. Let A and B be two E-algebras. Let G a finite group acting on
A and H another finite group acting on B, so that G×H acts on A⊗E B.
Then the invariants under action of G×H are (A⊗EB)G×H = (AG)⊗E (BH)
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Proof. It is easy to see that (A ⊗E B)G×H ⊇ (AG) ⊗E (BH). Moreover
(A ⊗E B)G×H = ((A ⊗E B)G×{1}){1}×H . It would be enough then to prove
(A ⊗E B)G×{1} ⊆ AG ⊗E B. Let
∑
i ai ⊗ bi be any element of A ⊗E B
invariant by action of G × {1}. Since B is also a E-vector space, we may
assume without any loss of generality that all the bi are linearly independent,
then ∀g ∈ G:
(g, 1).
∑
i
ai ⊗ bi =
∑
i
ai ⊗ bi
this equation can be put in the form:
0 =
∑
i
(g.ai − ai)⊗ bi
therefore for all i, g.ai = ai, because all the bi are linearly independent. This
proves the lemma.
Lemma 2.5. Let A be a commutative E-algebra, which is also a Jacobson
ring. Let f ∈ A, f 6= 0 which is a not a zero divisor in A. Then the set
m-Spec(A[ 1
f
]) is Zariski dense in Spec(A).
Proof. The sets D(g) := {p ∈ Spec(A)|g /∈ p} , g ∈ A, from a basis of
open neighbourhoods for the topology on Spec(A). The set of all maxi-
mal ideal m-Spec(A) is Zariski dense in Spec(A), because A is Jacobson.
Hence m-Spec(A) intersects any open set of Spec(A) non trivially. Then
m-Spec(A[ 1
f
]) = m-Spec(A) ∩D(f) 6= 0, and ∀g ∈ A such that g 6= 0:
m-Spec(A[
1
f
]) ∩D(g) = m-Spec(A) ∩D(f) ∩D(g)
= m-Spec(A) ∩D(fg) 6= 0
because fg 6= 0 since f is a non-zero divisor in A. This proves that the set
m-Spec(A[ 1
f
]) intersects any non-trivial open subset of Spec(A).
Lemma 2.6. Let Z := E[X1, . . . , Xe] and S := Z
Se, where the symmetric
group Se acts by permutation of variables, i.e. σ ∈ Se acts by σ.Xi = Xσ(i).
Let si :=
∑
1≤j1<...<ji≤e
Xj1 . . . Xji be the elementary symmetric polynomial,
then S ' E[s1, . . . , se]. We know that Z is a free S-module of rank e! with
basis given by monomials Xν := X
ν(1)
1 . . . X
ν(e)
e , such that 0 ≤ ν(i) < i for
1 ≤ i ≤ e. Let ∆ = det(trZ/S(Xµ.Xν))µ,ν and let d =
∏
i<j(Xi−Xj)2. Then
∆ is some power of d.
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Proof. According to [Bou03] IV.§6.1 Theorem 1 c) Z is a free S-module of
rank e!. Let’s first prove that d is irreducible. Assume that d = d1d2 =∏
i 6=j(Xi − Xj) with d1 and d2 both in S and have positive degree. Let
T = {(i, j)|i 6= j}. Since Z is an UFD, then by uniqueness of factorization
we have:
dk = ck
∏
(i,j)∈Tk
(Xi −Xj)
where k ∈ {1, 2} and ck ∈ E. The subsets Tk of T are such that Tk 6= ∅,
T1 ∪ T2 = T and T1 ∩ T2 = ∅. Since dk ∈ S, then ∀σ ∈ Se we have that
σ.dk = dk, then ∏
(i,j)∈Tk)
(Xσ(i) −Xσ(j)) =
∏
(i,j)∈Tk
(Xi −Xj)
again by uniqueness of factorization in Z, we may identify factors on both
sides. In particular we have that if (i, j) ∈ Tk then for any permutation σ we
have that (σ(i), σ(j)) ∈ Tk. This implies that T ⊆ Tk, a contradiction.
The map f : Spec Z → Spec S induced by an embedding S ↪→ Z is e´tale
at a point x if and only if it is unramified at x. However the zero locus of
∆, V (∆), is equal to the set of points where the map f is ramified (i.e. is
not e´tale), by definition of the discriminant. The map f is not e´tale when
Xi = Xj for i 6= j, this is the zero locus of d. Since d is irreducible in S, it
follows that ∆ is some power of d.
2.2 Properties of Bernstein centre
In this section we will work with Qp-coefficients, i.e. E = Qp. Our goal is to
determine ZD⊗ZΩ κ(m) when m varies through a dense set of maximal ideals
in Spec ZΩ.
Let’s first describe the action of W (D) on ZD. Let X (M) be the group
of unramified characters on M and X (M)(ρ) = {χ ∈ X (M)|ρ ' ρ⊗ χ}. Let
M◦ be the intersection of kernels of the characters χ ∈ X (M) and let T be the
intersection of the kernels of the χ ∈ X (M)(ρ). The restriction to T induces
a bijection X (M)/X (M)(ρ) ' X (T ). Let Irr(D) be the set of irreducible
representations in D. Every such a representation is of the form ρ ⊗ χ for
χ ∈ X (M). Thus we have a bijection X (M)/X (M)(ρ) ' Irr(D), χ 7→ ρ⊗χ.
Composing it with previous bijection we get a bijection Irr(D) ' X (T ).
Now X (T ) is naturally isomorphic to the set of E-algebra homomorphisms
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from E[T/M◦] to E. It is explained in [Ren10] section V.4.4 that we have an
identification ZD ' E[T/M◦], so that the bijection Irr(D) ' X (T ) induces a
natural bijection between Irr(D) and m-Spec(ZD). The group W (D) acts on
Irr(D) by conjugation. For each w ∈ W (D) let ξ ∈ X (M) be any character
such that ρw ' ρ ⊗ ξ, and let ξw the restriction of ξ to T . If χ ∈ X (M)
then (ρ ⊗ χ)w ' ρ ⊗ χw.ξ. Thus the action of W (D) on X (T ) is given by
w.χ = χw.ξw. It is immediate that the induced action on E[T/M
◦] ' ZD is
given by w.(tM◦) = ξw(t)−1twM◦.
Lemma 2.7. An E-algebras homomorphism X : ZD → E can be lifted to an
unramified character χ of M , i.e. we have a surjective map:
X (M) HomE−alg(ZD, E)
This map has the following description, given an unramified character χ of
M , we can associate to it a E-algebras homomorphism X : ZD → E, defined
as:
X : ZD → E
z 7→ z(χ)
where z(χ) is a scalar by which z acts on one dimensional representation χ
of M .
Proof. By the description of the action of W (D) on ZD, above this lemma,
we have the following isomorphisms:
X (M)/X (M)(ρ) ' X (T ) ' HomE−alg(ZD, E)
hence a surjective map X (M) −→ HomE−alg(ZD, E).
Let m = Ker(Z
χ−→ E) a maximal ideal of ZΩ and κ(m) the residue field
which is isomorphic to E.
Lemma 2.8. There is a dense set in m-SpecZΩ of maximal ideals m ∈
m-SpecZΩ, such that:
ZD ⊗ZΩ κ(m) '
|W (D)|∏
k=1
κ(Mi)
where Mi are maximal ideals of ZD above m, and κ(Mi) the residue fields.
Moreover this dense set is the set of maximal ideals such that the local dis-
criminant is not zero and ZD is free over ZΩ of rank |W (D)|.
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Proof. Let’s first deal with two particular cases before dealing with general
case.
1. Supercuspidal case. In this case we have M = G, then ZD ' ZΩ.
Everything is clear, there is nothing to prove.
2. Simple type case. Assume now that (J, λ) is a simple type, without
loss of generality we may assume then M = GLk(F )
e and ρ = pi⊗ . . .⊗ pi (e
times), where pi is a supercuspidal representation of GLk(F ).
By Theorem (6.6.2) [BK93], there is a maximal type (J0, λ0) of GLk(F ),
a field extension Γ of F and a uniquely determined representation Λ of
Γ×J0 such that Λ|J0 = λ0 and pi = c–IndGLk(F )Γ×J0 Λ. From Frobenius reci-
procity follows a Hecke algebras isomorphism H(M,λM) ' H(J˜M , λ˜M) be-
cause any g ∈ M that intertwines λM lies in J˜M . Since J˜M/JM is free
abelian group, H(J˜M , λ˜M) is commutative, and we have an isomorphism
H(J˜M , λ˜M) ' E[J˜M/JM ]. Therefore we have:
ZD ' H(M,λM) ' H(J˜M , λ˜M) ' E[J˜M/JM ] ' E[(Γ×J0)e/Je0 ]
' E[(Γ×J0/J0)e] ' E[(Γ×/O×Γ )e] ' E[(($Γ)Z)e] ' E[X±11 , . . . , X±1e ]
where OΓ is the ring of integers of Γ and $Γ an uniformizer. Since ρ =
pi ⊗ . . .⊗ pi, it follows from the previous description action of W (D) on ZD,
that we have ξ = 1. Then the group W (D) ' Se acts by permutation of
variables Xi on ZD ' E[X±11 , . . . , X±1e ].
Let Z := E[X1, . . . , Xe] and S := Z
Se . Let si :=
∑
1≤j1<...<ji≤e
Xj1 . . . Xji be
the elementary symmetric polynomial,then S ' E[s1, . . . , se]. According to
[Bou03] IV.§6.1 Theorem 1 c) Z is a free S-module of rank e! with basis given
by monomials Xν := X
ν(1)
1 . . . X
ν(e)
e , such that 0 ≤ ν(i) < i for 1 ≤ i ≤ e.
The group W (D) acts by permutation on ZD. It follows that ZΩ =
Z
W (D)
D ' E[X±11 , . . . , X±1e ]Se ' E[s1, . . . , se−1, s±1e ]. After a localization with
respect of {sne}n≥0 we see that ZD = Zse is a free ZΩ = Sse-module of rank
|W (D)| = e! with basis given by monomials Xν := Xν(1)1 . . . Xν(e)e , such that
0 ≤ ν(i) < i for 1 ≤ i ≤ e. Let d = ∏i<j(Xi − Xj)2 ∈ ZΩ. By Lemma 2.6
the discriminant is some power of d.
When the specialization d(m) := d ⊗ κ(m) of d at a maximal ideal m is
non zero, then m is of form (s1− a1, . . . , se− ae), where the a1,...,ae are such
that the polynomial f ∈ κ(m)[X] defined by f = Xe +
e∑
k=1
(−1)kakXe−k has
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e distinct roots, say α1,..., αe. Let w ∈ W (D) ' Se, set Mw the kernel of
homomorphism ZD −→ E sending Xk 7→ αw(k). Moreover Mw is a maximal
ideal of ZD above m. We have a natural surjection :
ZD ⊗ZΩ κ(m)
∏
w∈W (D)
κ(Mw)
Since dimκ(m)(ZD ⊗ZΩ κ(m)) = |W (D)|, this surjection is an isomorphism
of E vector spaces by comparing the dimensions. Then ZD ⊗ZΩ κ(m) is a
product of |W (D)| copies of E, since E is assumed to be algebraically closed.
Moreover, the set S := {m ∈ m-Spec(ZΩ)|d(m) 6= 0} = m-Spec(ZΩ[1d ]) is
not empty and Zariski dense, because of the Lemma 2.5.
3. General case. Now let’s treat the general case, where the type (J, λ)
is semi-simple. We may always assume that M =
∏s
i=1Mi and ρ =
⊗s
i=1 ρi,
where Mi = GLni(F )
ei and ρi is a supercuspidal representation of Mi. Define
Gi = GLniei(F ), Ωi = [Mi, ρi]Gi , Di = [Mi, ρi]Mi . Let M be a unique
Levi subgroup of G which contains the NG(M)-stabilizer of the inertia class
D and is minimal for this property. The section 1.5 in [BK99] applied to
H(M,λM) ' ZD gives:
ZD '
s⊗
i=1
ZDi
and
W (D) '
s∏
i=1
W (Di)
The action of W (D) on ZD is such that every W (Di) acts only on ZDi .
An inductive application of Lemma 2.4, to the previous decomposition of ZD
gives:
ZΩ '
s⊗
i=1
ZΩi
By previous case we have the following non canonical isomorphisms :
ZDi ' E[X±11,i , . . . , X±1ei,i]
ZΩi ' E[X±11,i , . . . , X±1ei,i]Sei
We have W (Di) ' Sei and we may assume that Sei acts on E[X±11,i , . . . , X±1ei,i]
by permutation, since it is always the case after an appropriate linear change
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of variables. Moreover ZDi is free ZΩi-module of rank ei!, and let dei =∏
k<l(Xk,i −Xl,i)2.
Then ZD is free ZΩ module of rank |W (D)| and define d =
∏s
i=1 dei , we
call d the discriminant. The proof of general case ends exactly in the same
way as in the simple type case and the set S ′ := m-Spec(ZΩ[1d ]) is not empty
and Zariski dense, because of the Lemma 2.5.
Lemma 2.9. H(G, λ) is free and finitely generated over ZΩ.
Proof. It follows from the proof of Lemma 2.8, that ZD is free ZΩ module of
rank |W (D)|. Finally the Theorem 2.1 gives the desired result.
Remark. The lemma above is essentially the same as Lemma 2.1 in [Dat99a].
2.3 Specialization of a projective generator at maximal
ideal of Bernstein centre
In this section we compute c–IndGJ λ⊗ZΩ κ(m) in terms of parabolic induction
for m ∈ Spec ZΩ a maximal ideal which belongs to some dense set of points
in Spec ZΩ. This result is an improvement of Lemma 1.2 in [Dat99a]. The
representation c–IndGJ λ is a projective generator of RΩ(G). In this section
we will work with Qp-coefficients, i.e. E = Qp.
Let χ be any lift of X as in Lemma 2.7. Let now χ = X|ZΩ. We say that
a character χ on ZΩ is induced from unramified character χ of M .
Once and for all we fix the following notation. Let (J, λ) a type for Ω.
There exists a D-type (JM , λM), such that :
1. JM = J ∩M and λM = λ|JM .
2. J has an Iwahori decomposition J ' (J ∩N)(J ∩M)(J ∩N) such that
λ|(J ∩N) and λ|(J ∩N) are trivial. Here N is unipotent radical of opposite
parabolic subgroup P .
3. For any parabolic subgroup P with Levi component M , there is an
element zP in centre of M contracting strictly N by conjugation such that
there is an invertible element in H(G, λ) supported in JzPJ .
4. There is a subgroup J˜M of M compact modulo centre of M such that
JM = J˜M ∩K ∩M .
5. There is an extension λ˜M of λM to J˜M such that λM = λ˜M |JM .
Moreover ρ = c–IndM
J˜M
λ˜M (is irreducible supercupidal) and any g ∈M which
intertwines λM lies in J˜M .
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The theorem on existence of G-covers((8.3) [BK98]) ensures the condi-
tions 1, 2, 3. The conditions 4 and 5 follow from (5.5)[BK98]. Now we state
and prove the main result of this section:
Proposition 2.10. Let χ : ZΩ → E be an algebra homomorphism corre-
sponding to maximal ideal m = Ker(ZΩ
χ−→ E) of ZΩ. Then there is a Zariski
dense set S in Spec(ZΩ) such that:
c–IndGJ λ⊗ZΩ κ(m) ' P (χ)⊕|W (D)|
∀m ∈ S, where P (χ) := iG
P
(ρ ⊗ χ) is an irreducible parabolic induction of a
supercuspidal representation of a Levi subgroup of G and χ some character
corresponding to algebra homomorphism X : ZD → E such that M = Ker(X)
is a maximal ideal of ZD above m.
Proof. The following argument, that gives an isomorphism between
iG
P
(c–IndMJMλM) and c–Ind
G
J λ, was taken from 1.5 [Dat99b]. We have following
commutative diagram:
RΩ(G) Mλ //H(G, λ)−Mod
RD(M)
iG
P
OO
MλM //H(M,λM)−Mod,
−⊗H(M,λM )H(G,λ)
OO
where the horizontal arrows are isomorphisms. It follows from this diagram
that:
Mλ(i
G
P
(c–IndMJMλM)) = MλM (c–Ind
M
JM
λM)⊗H(M,λM ) H(G, λ)
' H(M,λM)⊗H(M,λM ) H(G, λ) ' H(G, λ) 'Mλ(c–IndGJ λ)
Hence
iG
P
(c–IndMJMλM) ' c–IndGJ λ (5)
because the functor Mλ is an equivalence of categories.
The functor iG
P
is exact, hence:
c–IndGJ λ⊗ZΩ κ(m) ' iGP (c–IndMJMλM ⊗ZΩ κ(m))
by previous isomorphism of representations. Let’s find a decomposition of
c–IndMJMλM ⊗ZΩ κ(m). Indeed
c–IndMJMλM = c–Ind
M
J˜M
c–IndJ˜MJMλM = c–Ind
M
J˜M
(λ˜M ⊗ c–IndJ˜MJM1)
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Since c–IndMJMλM ⊗ZΩ κ(m) ' c–IndMJMλM ⊗ZD (ZD⊗ZΩ κ(m)), it is enough to
find the decomposition of c–IndMJMλM ⊗ZD κ(Mj) (1 ≤ j ≤ |W (D)|), because
of Lemma 2.8.
The functor c–IndM
J˜M
is exact, therefore using projection formula:
c–IndMJMλM ⊗ZD κ(Mi) = c–IndMJ˜M (λ˜M ⊗ (c–Ind
J˜M
JM
1)⊗ZD κ(Mj))
Let’s express c–IndJ˜MJM1⊗ZD κ(Mj) in terms of more suitable data. Let’s
drop the index j temporarily and write M := Mj. From Frobenius reci-
procity follows a Hecke algebras isomorphism H(M,λM) ' H(J˜M , λ˜M) be-
cause any g ∈ M that intertwines λM lies in J˜M . Since J˜M/JM is free
abelian group, H(J˜M , λ˜M) is commutative, and we have an isomorphism
H(J˜M , λ˜M) ' E[J˜M/JM ]. Therefore we have:
ZD ' H(M,λM) ' H(J˜M , λ˜M) ' E[J˜M/JM ] ' EndJ˜M (c–Ind
J˜M
JM
1)
The representation c–IndJ˜MJM1 is naturally isomorphic to the space of func-
tions on J˜M which are left invariant by JM . We have the following canonical
isomorphism c–IndJ˜MJM1 ' E[J˜M/JM ]. This shows that c–IndJ˜MJM1 is free ZD-
module of rank 1.
The M an maximal ideal of ZD is above some maximal ideal m ∈ Spec ZΩ.
We may always assume that M =
∏s
i=1Mi and ρ =
⊗s
i=1 ρi, where Mi =
GLni(F )
ei and ρi ' pii ⊗ . . .⊗ pii (ei times) is a supercuspidal representation
of Mi and pii is a supercuspidal representation of GLni(F ). Define Gi =
GLniei(F ), Ωi = [Mi, ρi]Gi , Di = [Mi, ρi]Mi . Then:
ZD ' E[X±11,1 , . . . , X±1e1,1, . . . , X±11,s , . . . , X±1es,s]
Let
m = (s1,i − a1,i, . . . , sei,i − aei,i)1≤i≤s
where sk,i are elementary symmetric functions in variables X1,i,. . . ,Xei,i and
ak,i ∈ Qp. Then
M = (X1,i − α1,i, . . . , Xei,i − αei,i)1≤i≤s
where for each i, α1,i,. . . , αei,i are the ei distinct roots of polynomial X
ei +
ei∑
k=1
(−1)kakXei−k. We assumed that the extension E is big enough, so without
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loss of generality we may assume that all those roots lie in E. Let χ := χj,
the unramified character which corresponds to M. Then χ =
⊗s
i=1 ψi, where
ψi are unramified characters of Mi = GLni(F )
ei , such that ψi =
⊗ei
k=1 ψk,i
and if $ denotes the uniformizer of F and I the identity matrix of GLni(F ),
ψk,i($.I) = αk,i.
Since c–IndJ˜MJM1 is a free ZD-module of rank one, we have an isomorphism
of ZD-modules:
c–IndJ˜MJM1⊗ZD κ(Mj) ' ZD/Ker(Xj) ' Im(Xj) (6)
where Mi = Ker(Xj) and the algebra homomorphism Xj : ZD → E is such
that the unramified character χj of M maps to Xj as in Lemma 2.7. It
follows from previous description of the maximal ideal M := Mj and the
character χj that:
Im(Xj) = Im(χj)
Then from (6) follows that the representation c–IndJ˜MJM1 ⊗ZD κ(Mj) is one
dimensional and also we have an isomorphism of J˜M -representations:
c–IndJ˜MJM1⊗ZD κ(Mj) ' χj|J˜M
Now using projection formula and previous isomorphism we may write:
c–IndM
J˜M
(λ˜M ⊗ (c–IndJ˜MJM1)⊗ZD κ(Mi)) ' c–IndMJ˜M (λ˜M ⊗ χi|J˜M) ' ρ⊗ χj
because ρ = c–IndM
J˜M
λ˜M . So that we have
c–IndMJMλM ⊗ZD κ(Mi) ' ρ⊗ χi (7)
Using (5) and (7) we get:
c–IndGJ λ⊗ZΩ κ(m) ' iGP (c–IndMJMλM ⊗ZD (ZD ⊗ZΩ κ(m)))
' iG
P
(
|W (D)|⊕
j=1
c–IndMJMλM ⊗ZD κ(Mj)) '
|W (D)|⊕
j=1
iG
P
(ρ⊗ χj)
where the maximal ideal m belongs to open dense set S ′, defined by S ′ :=
m-Spec(ZΩ[
1
d
]) as in Lemma 2.8.
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Let’s now prove that all the iG
P
(ρ⊗χj) are irreducible on the subset S :=
m-Spec(ZΩ[
1
d∆
]) of S ′, with ∆ :=
∏
(k′,i′)6=(k,i)(Xk′,i′ − qXk,i)(Xk,i − qXk′,i′),
for all 1 ≤ k, k′ ≤ ei and 1 ≤ i, i′ ≤ s, and q is the cardinality of the residue
field of F . Again by the Lemma 2.5 the set S is dense. Let M a maximal
ideal of ZD above m ∈ S corresponding to χj. With the same notation as
above, we have then:
ρ⊗ χj =
s⊗
i=1
ei⊗
k=1
(pii ⊗ ψk,i)
By definition of representations pii, there is no integer m such that pii '
pij ⊗ | det |m(for any i 6= j) since all the αk,i are distinct (for a fixed i)
and αk,iα
−1
k′,i′ 6= q±1(for any couples (k′, i′) 6= (k, i)). Then the segments
∆k,i = pii ⊗ ψk,i are not linked pairwise for any k and i. Then it follows by
Bernstein-Zelevisky classification [Zel80], that iG
P
(ρ⊗ χ) is irreducible.
We have just proved that if χ is the unramified character of which corre-
sponds to a maximal ideal M of ZD above m ∈ S, then iGP (ρ⊗χ) is irreducible.
By construction all the maximal ideals Mi (which all lie above m ∈ S) are
pairwise conjugated by some element w ∈ W (D), so are the characters χi.
Then for m ∈ S all iG
P
(ρ⊗ χi) are irreducible.
Let m ∈ S, it follows from Frobenius reciprocity that HomG(iGP (ρ ⊗
χi), i
G
P
(ρ ⊗ χj)) 6= 0, for all 1 ≤ i ≤ |W (D)| and 1 ≤ j ≤ |W (D)|, because
there is a wi,j ∈ W (D) such that χi = χwi,jj . Then for all 1 ≤ i ≤ |W (D)|,
1 ≤ j ≤ |W (D)|, iG
P
(ρ ⊗ χi) ' iGP (ρ ⊗ χj), because all these representations
are irreducible on S. Write P (χ) := iG
P
(ρ⊗ χi), for some integer i.
Then on open dense set S we get :
c–IndGJ λ⊗ZΩ κ(m) ' P (χ)⊕|W (D)|
2.4 Intertwining of representations
In this section we collect some useful lemmas, and we continue to assume
that E = Qp.
Lemma 2.11. With the notations of Proposition 2.10, we have:
HomG(c–Ind
G
Kσ, P (χ)) = HomG(c–Ind
G
Kσ ⊗ZΩ κ(m), P (χ))
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Proof. Let ψ ∈ HomG(c–IndGKσ, P (χ)), m = Ker(ZΩ χ−→ E) a maximal ideal
of ZΩ that kills P (χ) (by definition) and φ ∈ m. Since ZΩ acts on both
c–IndGKσ and P (χ), the multiplication by φ induces endomorphisms on both
c–IndGKσ and P (χ), denoted φ. We have the following commutative diagram:
c–IndGKσ
ψ

φ // c–IndGKσ
ψ

P (χ)
φ=0 // P (χ)
the bottom arrow is 0 because m kills P (χ). Hence one has ψ ◦ φ = 0,
then φ(c–IndGKσ) ⊂ Kerψ. This inclusion holds for all φ ∈ m therefore
m(c–IndGKσ) ⊂ Kerψ and ψ factors through m(c–IndGKσ). The factorization
is valid for all ψ ∈ HomG(c–IndGKσ, P (χ)) hence:
HomG(c–Ind
G
Kσ, P (χ)) = HomG(c–Ind
G
Kσ/m(c–Ind
G
Kσ), P (χ))
= HomG(c–Ind
G
Kσ ⊗ZΩ κ(m), P (χ))
Notation : Iσ := c–Ind
G
Kσ, A(σ1, σ2) := HomG(c–Ind
G
Kσ1, c–Ind
G
Kσ2) and
Aσ := A(σ, σ).
Lemma 2.12. We have the following isomorphisms:
HomG(c–Ind
G
Kσ1, c–Ind
G
Kσ2)⊗ZΩ κ(m)
' HomG(c–IndGKσ1 ⊗ZΩ κ(m), c–IndGKσ2 ⊗ZΩ κ(m))
' HomG(c–IndGKσ1, c–IndGKσ2 ⊗ZΩ κ(m))
Proof. Let m = Ker(ZΩ
χ−→ E) a maximal ideal of ZΩ. We have an exact
sequence:
0 // m // ZΩ // κ(m) // 0
Via the natural action of ZΩ on Iσ2 , we may view Mλ(Iσ2) as ZΩ-module.
We know that Iσ2 is a direct summand of c–Ind
G
J λ, then Mλ(Iσ2) is a direct
summand ofH(G, λ). By Theorem 2.1, H(G, λ) is free over ZD and ZD is free
over ZΩ by Lemma 2.8, so H(G, λ) is free over ZΩ. Now Mλ(Iσ2) is a direct
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summand of a free ZΩ-module, hence is also flat over ZΩ. Then tensoring
previous exact sequence with Mλ(Iσ2), we get an exact sequence:
0 //Mλ(Iσ2)⊗ZΩ m //Mλ(Iσ2) //Mλ(Iσ2)⊗ZΩ κ(m) // 0
applying Hom(Mλ(Iσ1), .) (here Hom denotes the homomorphisms in the
category of H(G, λ)-modules) to previous exact sequence, we get an exact
sequence:
0→ Hom(Mλ(Iσ1 ),Mλ(Iσ2 )⊗ZΩ m)→ A(σ1, σ2)→ Hom(Mλ(Iσ1 ),Mλ(Iσ2 )⊗ZΩ κ(m))→ 0
because Mλ(Iσ1) is projective, since it is a direct summand of free ZΩ-module
by the same argument as above. Since Mλ is an equivalence of categories
we have that Hom(Mλ(Iσ1),Mλ(Iσ2)) = A(σ1, σ2). Since Mλ(Iσ2) is flat,
Mλ(Iσ2)⊗ZΩ m = m.Mλ(Iσ2). Then
Hom(Mλ(Iσ),Mλ(Iσ2)⊗ZΩ m) = Hom(Mλ(Iσ1),m.Mλ(Iσ2))
= m.Hom(Mλ(Iσ1),Mλ(Iσ2)) = m.A(σ1, σ2)
The same argument as in Lemma 2.11 shows that:
Hom(Mλ(Iσ1),Mλ(Iσ2)⊗ZΩκ(m)) = Hom(Mλ(Iσ1)⊗ZΩκ(m),Mλ(Iσ2)⊗ZΩκ(m))
Since the functor Mλ is exact it commutes with the tensor product, then it
follows that:
Hom(Mλ(Iσ1)⊗ZΩ κ(m),Mλ(Iσ2)⊗ZΩ κ(m)) =
= Hom(Mλ(Iσ1 ⊗ZΩ κ(m)),Mλ(Iσ2 ⊗ZΩ κ(m)))
= HomG(Iσ1 ⊗ZΩ κ(m), Iσ2 ⊗ZΩ κ(m))
Then
A(σ1, σ2)⊗ZΩ κ(m) ' A(σ1, σ2)/m(A(σ1, σ2))
' A(σ1, σ2)/Hom(Mλ(Iσ),Mλ(Iσ2)⊗ZΩ m)
' Hom(Mλ(Iσ1),Mλ(Iσ2)⊗ZΩ κ(m))
' HomG(c–IndGKσ1 ⊗ZΩ κ(m), c–IndGKσ2 ⊗ZΩ κ(m))
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2.5 Computation of multiplicities
As in section 2.3, we assume that E is algebraically closed. Recall that,
mσ := dimE HomK(c–Ind
K
J λ, σ). Now we can deduce the following result
from Proposition 2.10:
Corollary 2.13. Let σ ∈ K̂ and χ : ZΩ → E a algebra homomorphism
corresponding to maximal ideal m = Ker(ZΩ
χ−→ E) of ZΩ. Then there is an
integer nσ and a Zariski dense set S in Spec(ZΩ) such that:
c–IndGKσ ⊗ZΩ κ(m) ' P (χ)⊕nσ
∀m ∈ S, where P (χ) := iG
P
(ρ ⊗ χ) an irreducible parabolic induction of a
supercuspidal representation of a Levi subgroup of G and χ some character
corresponding to algebra homomorphism X : ZD → E such that M = Ker(X)
is a maximal ideal of ZD above m.
Moreover we have the following relations of multiplicities :∑
σ∈K̂
mσnσ = |W (D)|
∑
σ∈K̂
m2σ = |W (D)|
Proof. It follows from decomposition (3) and from Proposition 2.10 that:⊕
σ∈K̂
(c–IndGKσ ⊗ZΩ κ(m))⊕mσ ' P (χ)⊕|W (D)|
Then we also have⊕
σ∈K̂
(Mλ(c–Ind
G
Kσ ⊗ZΩ κ(m)))⊕mσ 'Mλ(P (χ))⊕|W (D)|
Observe that by Proposition 2.10 the representation P (χ) is irreducible,
in particular is indecomposable. The same observation holds in the cat-
egory of H(G, λ)-modules for Mλ(P (χ)). Moreover the H(G, λ)-module
Mλ(c–Ind
G
Kσ ⊗ZΩ κ(m)) is of finite length hence by §2, n◦5, Theorem 2. a)
[Bou12] it can be written as a direct sum of indecomposable modules Ik(σ):
Mλ(c–Ind
G
Kσ ⊗ZΩ κ(m)) =
⊕
k
Ik(σ)
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Then, again, by theorem of by Krull-Remak-Schmidt Theorem(§2, n◦5, The-
orem 2. b) [Bou12]), the decomposition:⊕
σ∈K̂
⊕
k
Ik(σ)
⊕mσ 'Mλ(P (χ))⊕|W (D)|,
into indecomposable sub-modules is unique up to permutation of factors.
This theorem is applicable because all the modules in the direct sum are of
finite length. It follows that by the uniqueness of such a decomposition there
exists an integer nk,σ, such that:
Ik(σ) 'Mλ(P (χ))⊕nk,σ
Then there exists an integer nσ :=
∑
k nk,σ (that may depend on χ as well)
such that:
Mλ(c–Ind
G
Kσ ⊗ZΩ κ(m)) 'Mλ(P (χ))⊕nσ
So the same holds for representations:
c–IndGKσ ⊗ZΩ κ(m) ' P (χ)⊕nσ
Then by definition of nσ we have:∑
σ∈K̂
mσnσ = |W (D)|
Let’s compute dimQp HomK(Ind
K
J λ, Ind
K
J λ) in two different ways. By
restriction induction formula we have
ResKJ Ind
K
J λ =
⊕
g∈J\K/J
IndKK∩JgRes
Jg
K∩Jgλ
g
Then combining it with Frobenius reciprocity we get:
HomK(Ind
K
J λ, Ind
K
J λ) =
⊕
g∈J\K/J
HomJ∩Jg(λ, λg)
By definition the space HomJ∩Jg(λ, λg) is the intertwining space. Assume
first that (J, λ) is a simple type. In the course of this proof we will use
the same notation from the book [BK93]. Let Γ = F [β]/F an extension
of F , which is denoted E in the chapter 5 of that book. Then according
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to [BK93] (5.5.11) g ∈ G intertwines λ if and only if g ∈ JW˜ (B)J . So
g ∈ K intertwines λ if and only if g ∈ JW˜ (B) ∩ KJ = JW0(B)J and
|W0(B)| = e(B|oΓ)! by construction. In simple type case we have then
dimQp HomK(Ind
K
J λ, Ind
K
J λ) = e(B|oΓ)! = |W (D)|.
In general case we have to deal with semi-simple types. The reference is
[BK99]. Let M be a unique Levi subgroup of G which contains the NG(M)-
stabilizer of the inertia class D and is minimal for this property. The Levi
subgroup M is the G-stabilizer of a decomposition V =
⊕s
i=1Wi of V ' F n
as a sum of non-zero subspaces Wi. Set Gi = AutF (Wi). We then have
M =
∏s
i=1 Mi and K ∩M =
∏s
i=1Ki, where Mi = M ∩Gi = GLni(F )ei and
Ki = K ∩ Gi. The type (JM , λM) decomposes as a tensor product of types
(JMi , λMi), each of which admits a Gi-cover (JM i , λM i) as in [BK99] section
1.4. We put JM =
∏s
i=1 JM i and λM =
⊗s
i=1 λM i . The main theorem asserts
that (J, λ) is a G-cover of (JM , λM).
It follows from corollary 1.6 in [BK99], that g ∈ G intertwines λ if and
only if it is of the form g = j1mj2, where j1 and j2 are in J and m ∈ M ,
which intertwines λM . The element m can be written as m = m1⊗ . . .⊗ms,
where mi ∈ Mi intertwine λM i . Then according to [BK93] (5.5.11) mi ∈ Mi
intertwine λM i if and only if m ∈ JM iW˜ (Bi)JM i (with analogous notations
to 5.5[BK93]). This shows that m ∈ M intertwine λM if and only if m ∈
JM(
∏s
i=1 W˜ (Bi))JM .
The decomposition
HomK(Ind
K
J λ, Ind
K
J λ) =
⊕
g∈J\K/J
HomJ∩Jg(λ, λg)
shows that
dimQp HomK(Ind
K
J λ, Ind
K
J λ) = |J \ {g ∈ K|g intertwines λ} /J |
= |J\{g ∈ K|g = j1mj2, j1 and j2 are in J and m ∈M intertwines λM} /J |
= |J \
{
g ∈ K|g = j1mj2; j1, j2 ∈ J and m ∈ JM(
s∏
i=1
W˜ (Bi))JM
}
/J |
= |J \K ∩ (JJM(
s∏
i=1
W˜ (Bi))JMJ)/J |
= |J \ (JJM(
s∏
i=1
Ki ∩ W˜ (Bi))JMJ)/J |
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= |
s∏
i=1
W0(Bi)| =
s∏
i=1
|W (Di)| = |W (D)|
Hence in every case
dimQp HomK(Ind
K
J λ, Ind
K
J λ) = |W (D)|
We have the following decomposition IndKJ λ =
⊕
σ∈K̂ σ
⊕mσ , by definition
of multiplicities. Then
dimQp HomK(Ind
K
J λ, Ind
K
J λ) =
∑
σ∈K̂
m2σ
The rest of this section will be focused on proving that mσ = nσ. Let
Rλ(K) denote the category of smooth K-representations generated by λ-
isotypic subspace.
Lemma 2.14. The category Rλ(K) is abelian.
Proof. The category Rλ(K), is a subcategory of a semi-simple category of
all K-representations. To prove that Rλ(K) is actually abelian, it would
be enough to show that all irreducible subquotiens will be generated by the
λ-isotypical subspace.
Indeed any irreducible summand σ of IndKJ λ will be generated by its
λ-isotypic subspace, because
HomK(σ, Ind
K
J λ) = HomJ(σ, λ) = HomJ(λ, σ) 6= 0
since everything is semi-simple. If M is any module of H := H(K, J, λ), then
by writing M as a quotient of free module, we deduce that M ⊗H IndKJ λ is
a quotient of a direct sum of copies of IndKJ λ. Thus irreducible subquotients
of M ⊗H IndKJ λ will be subquotients of IndKJ λ. But this means that all
irreducible subquotiens will be generated by the λ-isotypical subspace.
Lemma 2.15. The categories Rλ(K) and H(K, J, λ)−Mod are equivalent.
Proof. Let Rλ(K) denote the category of smooth K-representations gener-
ated by λ-isotypic subspace. First let’s prove that the following functors:
Mλ : Rλ(K) → H(K, J, λ)−Mod
τ 7→ HomJ(λ, τ) = HomK(IndKJ λ, τ)
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and
Tλ : H(K, J, λ)−Mod → Rλ(K)
M 7→ M ⊗H(K,J,λ) IndKJ λ
define an equivalence of categories. First notice that Mλ(Tλ(H(K, J, λ))) '
H(K, J, λ) and Tλ(Mλ(IndKJ λ)) ' IndKJ λ.
We check easily that the following map:
θM : M → HomJ(λ,M ⊗H(K,J,λ) IndKJ λ)
m 7→ (θM(m) : v 7→ m⊗ v)
is a morphism from identity functor on H(K, J, λ)−Mod to Mλ ◦ Tλ. Let’s
prove that θM is actually an isomorphism. Given any H(K, J, λ)-module M ,
we have an exact sequence:⊕
i∈I
H(K, J, λ) −→
⊕
l∈L
H(K, J, λ) −→M −→ 0
The functor Mλ ◦Tλis right exact and commutes with direct sums since both
functors Mλ and Tλ are. It follows that we have the following commutative
diagram:
⊕
i∈IMλ ◦ Tλ(H(K, J, λ)) //
⊕
l∈LMλ ◦ Tλ(H(K, J, λ)) // Mλ ◦ Tλ(M) // 0
⊕
i∈I H(K, J, λ)
OO
// ⊕
l∈LH(K, J, λ)
OO
// M
θM
OO
// 0
Since Mλ(Tλ(H(K, J, λ))) ' H(K, J, λ), the two vertical arrows on the
left hand side are isomorphisms. It follows that θM is also an isomorphism.
We check easily that the following map:
evτ : HomJ(λ, τ)⊗H(K,J,λ) IndKJ λ → τ
α⊗ w 7→ α(w)
is a morphism from Tλ ◦Mλ to identity functor on Rλ(K). Let’s prove that
evτ is actually an isomorphism.
Since λ is a type HomK(Ind
K
J λ, τ) = HomJ(λ, τ) 6= 0, ∀τ ∈ Rλ(K). Then
∀x ∈ τ there is a morphism fx : IndKJ λ −→ τ , such that the image contains
x. Taking the direct sum over all x ∈ τ , we get a surjection:⊕
x∈τ
IndKJ λ −→ τ −→ 0
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Let κ be the kernel of this morphism, since by previous lemma Rλ(K)
is stable by kernels. The same argument gives a surjection
⊕
y∈κ Ind
K
J λ −→
κ −→ 0. Then: ⊕
y∈κ
IndKJ λ −→ κ −→
⊕
x∈τ
IndKJ λ −→ τ −→ 0
finally, we get: ⊕
y∈κ
IndKJ λ −→
⊕
x∈τ
IndKJ λ −→ τ −→ 0
Using this presentation we conclude that evτ is an isomorphism, the same
way we did it for θM . This etablishes the equivalence of categories Rλ(K)
and H(K, J, λ)−Mod.
Lemma 2.16. Let σ ∈ K̂, where K̂ is a set of all isomorphism classes of
irreducible K-representations. Write mσ := dimE HomK(σ, Ind
K
J λ) for its
multiplicity. Then:
mσ = dimE HomG(c–Ind
G
Kσ, P (χ)) = nσ
Proof. Without loss of generality we may work with Qp-coefficients, and we
will do so. We claim that HomG(c–Ind
G
J λ, P (χ)) is a free rank one module
over algebra H(K, J, λ) = {f ∈ H(G, J, λ)|supp(f) ⊂ K}. Let’s first deal
with a particular case before dealing with general case.
1. Simple type case. Assume that λ is a simple type. It follows from
(5.6) of [BK93] that there is an extension Γ of F , that allows to define
an isomorphism of Hecke algebras H(GΓ, IΓ, 1) ' H(G, J, λ). Let M =
HomG(c–Ind
G
J λ, P (χ)) = HomJ(λ, P (χ)|J) = HomK(IndKJ λ, P (χ)|K), this
is an H(G, J, λ)-module.
Notice that when P (χ) = iG
P
(ρ⊗ χ) is irreducible, the H(G, J, λ)-module
M is simple. The module M is also naturally an H(GΓ, IΓ, 1)-module, and
corresponds to an irreducible representation M⊗H(GΓ,IΓ,1) c–IndGΓIΓ 1 ' iGΓBΓχΓ,
where χΓ is an unramified character of Borel subgroup BΓ of GΓ, making
iGΓBΓχΓ irreducible. Notice that M = HomJ(λ, P (χ)|J) does not depend on
the character χ, so that discussion above is always valid.
HomGΓ(c–Ind
GΓ
IΓ
1, iGΓBΓχΓ) = HomGΓ(c–Ind
GΓ
IΓ
1,M ⊗H(GΓ,IΓ,1) c–IndGΓIΓ 1) = M
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According to description of Hecke algebras in section (5.6) of [BK93]
the isomorphism of Hecke algebras t : H(GΓ, IΓ, 1) ' H(G, J, λ) is support
preserving, in the sense that supp(tf) = J.supp(f).J , we have also a natural
isomorphism between H(KΓ, IΓ, 1) = {f ∈ H(GΓ, IΓ, 1)|supp(f) ⊂ KΓ} and
H(K, J, λ) = {f ∈ H(G, J, λ)|supp(f) ⊂ K}. Then we have:
HomK(Ind
K
J λ, P (χ)|K) =
HomG(c–Ind
G
J λ, P (χ)) = HomGΓ(c–Ind
GΓ
IΓ
1, iGΓBΓχΓ)
= HomKΓ(c–Ind
KΓ
IΓ
1, iKΓBΓ∩KΓ1) = HomKΓ(Ind
KΓ
IΓ
1, IndKΓBΓ∩KΓ1) =
= HomKΓ(Ind
KΓ
IΓ
1, (IndKΓBΓ∩KΓ1)
K1) = HomKΓ(Ind
KΓ
IΓ
1, IndKΓIΓ 1)
= H(KΓ, IΓ, 1) = H(K, J, λ),
where K1 = {g ∈ GΓ|g ≡ 1 mod pΓ}.
2. General case. Let now λ be some general semi-simple type. The second
part of Main Theorem of section 8 in [BK99] gives a support preserving
Hecke algebra isomorphism j : H(M,λM) → H(G, λ)(here M is a unique
Levi subgroup of G which contains the NG(M)-stabilizer of the inertia class
D and is minimal for this property), and the section 1.5 gives a tensor product
decomposition H(M,λM) = H1 ⊗Qp . . . ⊗Qp Hs, where Hi = H(Gi, Ji, λi) is
an affine Hecke algebras of type A and (Ji, λi) is some simple type with Gi
some general linear group over a p-adic field.
Let now M = HomK(Ind
K
J λ, P (χ)|K). The same argument as for simple
type case shows that M is a simple H(G, λ)-module. Then by [Bou12] §12
Proposition 2, M is a quotient of M1 ⊗Qp . . . ⊗Qp Ms, where Mi is a simple
Hi-module. Since Qp is algebraically closed we have by [Bou12] §12 Theorem
1 part a), that M1 ⊗Qp . . . ⊗Qp Ms is a simple H1 ⊗Qp . . . ⊗Qp Hs-module.
Then it follows that M 'M1 ⊗Qp . . .⊗Qp Ms.
LetKi denote the maximal compact subgroup ofGi andAi := H(Ki, Ji, λi).
Then by simple type case Mi ' Ai.
The isomorphism j above is being support preserving, we have then a
similar decomposition forH(K, J, λ), namelyH(K, J, λ) ' A1⊗Qp . . .⊗QpAs.
Then M 'M1 ⊗Qp . . .⊗Qp Ms ' A1 ⊗Qp . . .⊗Qp As ' H(K, J, λ)
By the discussion above we always have HomK(Ind
K
J λ, P (χ)|K) =
H(K, J, λ). Let now τ be subrepresentation of P (χ)|K, generated by λ-
isotypic subspace of P (χ)|K. Then by the isomorphisms above we have
HomK(Ind
K
J λ, τ) = HomK(Ind
K
J λ, P (χ)|K) = H(K, J, λ)
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as isomorphisms of H(K, J, λ)-modules. Then by equivalence of categories
(as in Lemma 2.16):
IndKJ λ ' τ ↪→ P (χ)|K
where the first arrow(from left) comes from the discussion above and the
second one is a natural inclusion. Applying HomK(σ, .) to previous injection
and then taking the dimensions of both sides yields an inequality:
mσ ≤ dimQp HomG(c–IndGKσ, P (χ))
Moreover by Lemma 2.11 we have:
dimQp HomG(Iσ, P (χ)) = dimQp HomG(Iσ ⊗ZΩ κ(m), P (χ))
Since by Corollary 2.13 we have Iσ ⊗ZΩ κ(m) ' P (χ)⊕nσ , then
dimQp HomG(Iσ, P (χ)) = dimQp HomG(Iσ ⊗ZΩ κ(m), P (χ))
= dimQp HomG(P (χ)
⊕nσ , P (χ)) = nσ
The inequality mσ ≤ dimQp HomG(c–IndGKσ, P (χ)) = nσ is actually an
equality because of the relations∑
σ∈K̂
mσnσ = |W (D)|
∑
σ∈K̂
m2σ = |W (D)|
which were proven in Corollary 2.13.
2.6 Consequences
In this section we will deduce few results from previous sections and finally
prove that if mσ = 1 then :
ZΩ ' EndG(c–IndGKσ)
We will prove the isomorphism above over Qp, then by Proposition 3.23
[CEG+16] the isomorphism above holds with E a finite extension of Qp. We
begin with the following proposition:
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Proposition 2.17. Let σ ∈ K̂, where K̂ is a set of all isomorphism classes
of irreducible K-representations. Write mσ := dimE HomK(c–Ind
K
J λ, σ) its
multiplicity. Then:
HomG(c–Ind
G
Kσ1, c–Ind
G
Kσ2)m ' (ZΩ)mσ1mσ2m
for all maximal ideals m in ZΩ and ∀σ1, σ2 ∈ K̂ .
Proof. Write A(σ1, σ2) for HomG(c–Ind
G
Kσ1, c–Ind
G
Kσ2). Recall the decompo-
sition (4) :
c–IndGJ λ =
⊕
σ∈K̂
(c–IndGKσ)
⊕mσ
so that:
H(G, λ) ' EndG(c–IndGJ λ) =
∏
σ1,σ2∈K̂
HomG(c–Ind
G
Kσ1, c–Ind
G
Kσ2)
mσ1mσ2
Moreover the action of ZΩ on A(σ1, σ2) by multiplication, makes A(σ1, σ2)
into a sub-ZΩ-module of H(G, λ), because of previous decomposition. Let’s
prove that A(σ1, σ2) is also a locally free finitely generated ZΩ-module.
By the decomposition of H(G, λ), A(σ1, σ2) is also a direct summand of
H(G, λ). For every maximal ideal m ∈ ZΩ, (A(σ1, σ2))m is a direct summand
of (H(G, λ))m. By Lemma 2.9, (H(G, λ))m is free, then (A(σ1, σ2))m is a
projective (ZΩ)m-module, and therefore is free over (ZΩ)m because (ZΩ)m is a
local ring. Let dm be the rank of (A(σ1, σ2))m. Then
dm = dimE(A(σ1, σ2)m⊗(ZΩ)m κ(m)) = dimE(A(σ1, σ2)⊗ZΩ (ZΩ)m⊗(ZΩ)m κ(m))
= dimE A(σ1, σ2)⊗ZΩ κ(m)
(recall that κ(m) ' E).
Let i ∈ {1, 2}. Choose now m = Ker(ZΩ χ−→ E) ∈ S. By Corollary 2.13
there is an integer nσi such that:
Iσi ⊗ZΩ κ(m) ' P (χ)⊕nσi
Then
dimE HomG(Iσi , P (χ)) = dimE HomG(Iσi ⊗ZΩ κ(m), P (χ))
= dimE HomG(P (χ)
⊕nσi , P (χ)) = nσi
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By Lemma 2.16 we have:
mσi = dimE HomG(Iσi , P (χ)) = nσi
Then
HomG(Iσ1 ⊗ZΩ κ(m), Iσ2 ⊗ZΩ κ(m)) ' HomG(P (χ)⊕mσ1 , P (χ)⊕mσ2 )
' EndG(P (χ))mσ1mσ2 ' (E)mσ1mσ2
since by Schur’s lemma EndG(P (χ)) = E. Finally by Lemma 2.12
dm = dimE A(σ1, σ2)⊗ZΩ κ(m) = dimE HomG(Iσ1 ⊗ZΩ κ(m), Iσ2 ⊗ZΩ κ(m))
= mσ1mσ2
This proves that dm = mσ1mσ2 , ∀m ∈ S. Moreover this equality is true
for all m since m 7→ dm is locally constant function([Bou85b] Chapitre 2 §5.2
The´ore`me 1 c)) and S is a dense set.
Now we deduce the result announced in the beginning of this section:
Corollary 2.18. Let σ ∈ K̂, such that mσ = 1. Then
ZΩ ' EndG(c–IndGKσ)
Proof. Take σ := σ1 = σ2 in the previous proposition. Recall that Aσ :=
A(σ, σ). There is a canonical map:
φ : ZΩ −→ Aσ,
and C = Coker(φ) its cokernel and K = Ker(φ) its kernel. Then we have an
exact sequence:
0→ K → ZΩ φ−→ Aσ → C → 0
Localizing at any maximal ideal m, we get an exact sequence:
0→ Km → (ZΩ)m φm−→ (Aσ)m → Cm → 0
The assumption mσ = 1 implies that Aσ/mAσ ' E ' κ(m). By construc-
tion of φ, the map φ ⊗ κ(m) : κ(m) → κ(m) induced by reduction modulo
m is an isomorphism. Therefore for any maximal ideal m, φm ⊗ κ(m) is an
isomorphism.
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Tensoring the previous exact sequence with κ(m) we get :
Km⊗ZΩκ(m)→ (ZΩ)m⊗ZΩκ(m)
φm⊗κ(m)−−−−−→ (Aσ)m⊗ZΩκ(m)→ Cm⊗ZΩκ(m)→ 0
Since φm⊗κ(m) is an isomorphism, Cm⊗κ(m) = 0. Then we have Cm = mCm.
By Nakayama’s lemma Cm = 0. Then Cm = 0, for any maximal ideal m,
implies C = 0.
By previous proposition (Aσ)m ' (ZΩ)m. Therefore φm is a surjective
morphism between free modules both of rank 1, hence an isomorphism. This
implies Km = 0, since it is true for any maximal ideal m, we get K = 0.
2.7 Example : GL2-case
In this section we will work with Qp-coefficients. Let F be a local p-adic
field, with maximal ideal p, uniformizer $ and ring of integers OF . Write G
for GL2(F ) and I =
(O×F OF
p O×F
)
for Iwahori subgroup of G.
In this section Ω has a type (I, 1). Let H = EndG(c–IndGI 1) be the Hecke
algebra and Z the centre of this algebra. A representation pi is in Ω if and
only if pi is generated by piI 6= 0 as a G-representation.
Since (I, 1) is a type in G, we have c–IndGI 1 = i
G
B¯
(c–IndTI∩T1) (see 1.5
[Dat99b]), where B is a Borel subgroup B¯ oposite Borel subgroup and T '
(F×)2 the torus. Let ◦T = T ∩ I ' (O×F )2.
Let m = Ker(Z
χ−→ Qp) a maximal ideal of ZΩ and κ(m) the residue field
which is isomorphic to Qp. By equivalence of categories between RΩ(G) and
H−Mod, we have naturally ZΩ ' Z.
The equality iG
B¯
(c–IndT◦T1) ⊗ZΩ κ(m) = iGB¯(c–IndT◦T1 ⊗ZΩ κ(m)) holds, for
all maximal, ideals, since the functor iG
B¯
is exact. Let’s write down the
decomposition of c–IndT◦T1⊗ZΩ κ(m).
The representation c–IndT◦T1 is naturally isomorphic to the space of func-
tions on T which are left invariant by ◦T . We have the following canonical
isomorphisms
c–IndT◦T1 ' Qp[◦T\T ] ' Qp[(F×/O×F )2] ' Qp[($Z)2] ' Qp[X±11 , X±12 ] (8)
The last isomorphism is given by ($, 1) 7→ X1 and (1, $) 7→ X2.
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Let HT := EndT (c–IndT◦T1). We have HT ' Qp[◦T\T/◦T ]. Moreover the
right multiplication by t ∈ T , induces an isomorphism:
Qp[◦T\T/◦T ] → Qp[◦T\T ]
t 7→ (x 7→ tx)
This shows that c–IndT◦T1 is a free HT -module of rank 1 and HT '
Qp[X±11 , X±12 ]
Lemma 2.19. The unramified character χ of T corresponds bijectively to
the homomorphism:
X : EndT (c–Ind
T
◦T1) → Qp
z 7→ z(χ)
where z(χ) is a scalar by which z acts on one dimensional representation χ
of T , i.e. the map χ 7→ X, with χ and X as above is a bijection from the set
of unramified characters of T to the set of homomorphisms of Qp-algebras
HomQp−alg(EndT (c–Ind
T
◦T1),Qp).
Proof. This is a consequence of the Lemma 2.7, since the kernel of this map
is trivial.
Let A := Qp[X1, X2] and S := Qp[X1 +X2, X1X2]. Let s1 denote X1 +X2
and s2 = X1X2. According to [Bou03] IV.§6.1 Theorem 1 c) A is a free
S-module of rank 2 with basis {1, X2}. Let’s now compute the discriminant
d in this basis. Consider the matrix M =
(
trA/S(1) trA/S(X2)
trA/S(X2) trA/S(X
2
2 )
)
, where
trA/S(f) is the trace of the endomorphism, multiplication by f , P 7→ fP .
By definition d = detM , then it follows that d = 2trA/S(X
2
2 ) − trA/S(X2)2.
We have X22 = −s2.1 + s1.X2, thus the matrix of multiplication by X2 is
given by
(
0 −s2
1 s1
)
and trA/S(X2) = s1. It follows that d = 2s1.trA/S(X2)−
2s2.trA/S(1) − trA/S(X2)2 = 2s21 − 4s2 − s21. The value of discriminant is
d = s21 − 4s2 = (X1 −X2)2.
Thus we are reduced to study the decomposition of HT ⊗ZΩ κ(m) '
HT/mHT . Let W = 〈1, w〉 the Weyl group of order 2, where w is repre-
sented by the matrix
(
0 1
1 0
)
. According to result proved in section VI.10.3.
[Ren10], we have ZΩ ' Z = HWT .
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Notice that HT is integral over Z. We would like to study the decompo-
sition of a maximal ideal m of Z in HT . Since Z = HWT , we are in the case of
application of the Theorem 2, chapter V, § 2 n◦2 [Bou85a]. It follows that,
a priori, there are 3 possible cases how a maximal ideal m of Z behaves in
HT . Even though we are not dealing with Dedekind domains, the situation
is quite similar:
1. m ”splits”. More precisely there are exactly two distinct maximal ideals
M1, M2 of HT . Moreover M1 and M2 are conjugated by w.
2. m stays ”inert”, meaning that mHT is a maximal ideal of HT .
3. m is ”totally ramified” : there is a unique maximal ideal M above m.
The action of w permutes X1 and X2. It follows that Z ' Qp[X1 +
X2, (X1X2)
±1]. Notice that HT is a localization of Qp. Since the localization
is flat, HT is a free Z-module of rank 2 with basis {1, X2}. The discriminant
in this basis is again d = (X1 −X2)2(same as computed above).
Since HT is a free Z-module of rank 2, then HT ⊗Z κ(m) is a two dimen-
sional κ(m)-vector space. It follows that the case 2. is impossible because in
this case HT ⊗Z κ(m) is one dimensional κ(m)-vector space.
We are left to treat the case 1 and 3. In any case, there are two complex
numbers a and b such that m = (s1−a, s2− b), then M = (X1−λ1, X2−λ2)
where {λ1, λ2} is a pair of roots of the equation X2 − aX + b = 0.
Assume that the specialization d ⊗ κ(m) of d at maximal ideal m is non
zero. Since by construction d ⊗ κ(m) is the discriminant of κ(m)-algebra
HT ⊗ZΩ κ(m) it follows that HT ⊗ZΩ κ(m) splits as a product of two copies
of Qp (case 1.). In this case λ1 6= λ2 with M1 = (X1 − λ1, X2 − λ2) and
M2 = M
w
1 = (X1 − λ2, X2 − λ1). Putting all this together we get:
HT ⊗ZΩ κ(m) ' Qp[X±11 , X±12 ]/(X1 − λ1, X2 − λ2).(X1 − λ2, X2 − λ1)
' κ(M1)× κ(M2)
where κ(M1)) = HT/M1 and κ(M2)) = HT/M2. Then we get the following
decomposition of a representation c–IndT◦T1⊗ZΩ κ(m):
c–IndT◦T1⊗ZΩ κ(m) ' c–IndT◦T1⊗HT HT ⊗ZΩ κ(m)
38
' (c–IndT◦T1⊗HT κ(M1))⊕ (c–IndT◦T1⊗HT κ(M2))
Write φi := c–Ind
T
◦T1 ⊗HT κ(Mi). Recall that c–IndT◦T1 is a free HT -
module of rank 1. Then we have an isomorphism of HT -modules:
φi ' κ(Mi) = Qp[X±11 , X±12 ]/Mi (9)
Then the representations φi are one dimensional. In order to determine
completely the representation φi, it would be enough to specify φi($, 1)
and φi($, 1). The isomorphism (8) with identification ($, 1) 7→ X1 and
(1, $) 7→ X2 alows to compute φi($, 1) and φi($, 1) from (9). Let’s do this
computation for φ1. Indeed from the isomorphism of HT -modules:
φ1 ' Qp[X±11 , X±12 ]/(X1 − λ1, X2 − λ2)
we deduce that evaluating the character φ1 is the same as evaluating a Qp-
algebra homomorphism X1 : Qp[X±11 , X±12 ] −→ Qp such that Ker(X1) =
(X1−λ1, X2−λ2). Indeed φ1($, 1) = X1(X1) = λ1 and φ1(1, $) = X1(X2) =
λ2. Let ψi an unramified character of F
× such that ψi($) = λi. Then
ψ1 ' ψ1⊗ψ2 and similarly we get ψ2 ' ψ2⊗ψ1. From now on let χ1 := ψ1⊗ψ2
and χ2 := ψ2 ⊗ ψ1. Observe that χ1 = χw2 and χ2 = χw1 .
The identification above allow us to write:
c–IndT◦T1⊗HT κ(Mi) ' χi
where χi is viewed as an unramified character of T via the identification
above, Mi = Ker(Xi), and the function Xi : HT → Qp corresponds bijectively
to unramified character χi of T , as in Lemma 2.19.
Finally in the first case we have the following decomposition:
c–IndT◦T1⊗ZΩ κ(m) ' χ1 ⊕ χ2
where χ1 and χ2 are two unramified characters of T corresponding to maximal
ideal M1 and M2 respectively. This gives the desired decomposition:
(c–IndGI 1)⊗ZΩ κ(m) = (iGB¯(c–IndT◦T1))⊗ZΩ κ(m) = iGB¯(c–IndT◦T1⊗ZΩ κ(m))
= iGB¯(χ1)⊕ iGB¯(χ2)
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Notice that by Proposition 9.10 [BH06], we have that dim EndG(i
G
B¯
(χ)) =
1 for any unramified character χ, in particular iG
B¯
(χ) is indecomposable. But
also we have
(c–IndGI 1)⊗ZΩ κ(m) = (c–IndGKst)⊗ZΩ κ(m)⊕ (c–IndGK1)⊗ZΩ κ(m),
where st the inflation of Steinberg representation of GL2 over a finite field.
The representation c–IndGKσ ⊗ZΩ κ(m), for σ = 1 and σ = st, is indecompos-
able because dimQp EndG(c–Ind
G
Kσ ⊗ZΩ κ(m)) = dimQp EndG(c–IndGKσ) ⊗ZΩ
κ(m) = 1, by Proposition 2.17.
Recall that we have an equivalence of categories between the category
RI(G) of smooth Qp-representations with non zero Iwahori-fixed vectors and
the category of H-modules. Let F : RI(G) −→ H − Mod a functor that
realizes this equivalence.
Then F ((c–IndGI 1) ⊗ZΩ κ(m)) has two different decompositions into in-
decomposable H-modules. Since F ((c–IndGI 1) ⊗ZΩ κ(m)) is a H-module of
finite length, then by Krull-Remak-Schmidt Theorem(§2, n◦5, Theorem 2. b
[Bou06]), there is a permutation τ : {1, 2} 7→ {1, 2} such that:
F ((c–IndGK1)⊗ZΩ κ(m)) ' F (iGB¯(χτ(1)))
and
F ((c–IndGKst)⊗ZΩ κ(m)) ' F (iGB¯(χτ(2)))
Then it follows that
(c–IndGK1)⊗ZΩ κ(m) ' iGB¯(χτ(1))
and
(c–IndGKst)⊗ZΩ κ(m) ' iGB¯(χτ(2))
Observe that again by Proposition 9.10 [BH06], we have an equality
dim HomG(i
G
B¯
(χτ(1)), i
G
B¯
(χτ(2))) = 1. In particular if i
G
B¯
(χi), were both ir-
reducible we would have iG
B¯
(χ1) ' iGB¯(χ2).
Let’s treat the case 3. In this case d⊗ κ(m) = 0.Then with the notations
above we have λ1 = λ2 = λ and a = 2λ, b = λ
2. The maximal ideal
M = (X1−λ,X2−λ) is the only maximal ideal above m. Notice that in the
Qp-algebra HT ⊗ZΩ κ(m), we have X1 = X2. Let X := X1 = X2, it follows
that:
HT ⊗ZΩ κ(m) ' Qp[X±1]/(X − λ)2
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Let ρ := c–IndT◦T1 ⊗ZΩ κ(m), ψ an unramified character of F× such that
ψ($) = λ, χ = ψ ⊗ ψ an unramified character of T and let φ an additive
character of F such that φ($) = λ−1. In this case we have that ρ($, 1) =
ρ(1, $) ∈ GL2(Qp) is determined by the condition (ρ($, 1) − λ.Id)2 = 0,
hence there is a basis in which:
ρ($, 1) = ρ(1, $) '
(
λ 0
1 λ
)
It follows that
c–IndT◦T1⊗ZΩ κ(m) ' χ.
(
1 0
φ 1
)
and finally:
(c–IndGI 1)⊗ZΩ κ(m) = iGB¯(χ.
(
1 0
φ 1
)
)
This induces the following exact sequence for representation of T :
0 −→ χ −→ ρ −→ χ −→ 0
Then, since the functor iG
B¯
is exact, it follows that:
0 −→ iGB¯(χ) −→ iGB¯(ρ) −→ iGB¯(χ) −→ 0
But also we have
(c–IndGI 1)⊗ZΩ κ(m) = (c–IndGKst)⊗ZΩ κ(m)⊕ (c–IndGK1)⊗ZΩ κ(m)
Let M := F (iG
B¯
(χ)), I1 := F ((c–Ind
G
K1)⊗ZΩ κ(m)) and
I2 := F ((c–Ind
G
Kst)⊗ZΩ κ(m)). We have an exact sequence of H-modules:
0 −→M −→ I1 ⊕ I2 −→M −→ 0
From the injective map M −→ I1⊕I2, we get a non-zero map M⊕M −→
I1 ⊕ I2 by universal property of ⊕. It follows that we have the following
commutative diagram, with exact rows, in the category of H-modules:
0 //M
id

//M ⊕M
g

//M
h

// 0
0 //M // I1 ⊕ I2 //M // 0
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If h was a zero map then g would also be a zero map, so by snake lemma h is
non-zero. Since End(M) ' Qp, because the corresponding representation to
M is indecomposable, it follows h must be a scalar multiple of the identity
of M , i.e. an isomorphism. This implies, again by the snake lemma, that g
is an isomorphism, i.e. M ⊕M ' I1 ⊕ I2. Then by Krull-Remak-Schmidt
Theorem, we have that I1 'M ' I2. On the representation side we get:
(c–IndGKst)⊗ZΩ κ(m) ' iGB¯(χ)
and
(c–IndGK1)⊗ZΩ κ(m) ' iGB¯(χ)
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3 Monodromy of irreducible generic repre-
sentations
Here we give a characterization of the monodromy of the Weil-Deligne repre-
sentation associated to irreducible representation pi of GLn(F ) via a special
class of irreducible K-representations that are parametrized by partition val-
ued functions.
We begin by introducing some notation. Let I denote an Iwahori sub-
group of G and let H = H(G) be the set of compactly supported functions f
on G which are left and right inariant by the action of I, that is f(agb) = f(g)
, ∀a, b ∈ I. The multiplication of such functions is given by convolution with
respect to a Haar mesure µ on G such that µ(I) = 1. This gives an algebra
structure on H.
Let RI(G) be the category of all smooth complex representations of G
that are generated by I-invariants. Let K = GLn(OF ) be a hyperspecial
maximal compact subgroup of G and B Borel subgroup of G such that
K ∩ B = K ∩ I. If P = MN standard parabolic subgroup (P ⊇ B),
where M = GLn1(F ) × . . . × GLnk(F ) is the Levi subgroup and N the
unipotent radical, define similarly RI∩M(M) as the category of all smooth
complex representations of M that are generated by I ∩M -invariants. Let
H(M) = H(GLn1(F ))⊗E . . .⊗EH(GLnk(F )). We can identify H(M) as sub-
algebra of H since it consists of I ∩M -bi-invariant functions via the natural
homomorphism H(M) −→ H(G) sending each simple tensor to the product
of functions. Recall that we have the following commutative diagram:
RI(G) M //H−Mod
RI∩M(M)
iGP
OO
M //H(M)−Mod
−⊗H(M)H
OO (*)
where the horizontal arrows are equivalence of categories that associates to
a representation its I-invariants: pi 7→ piI and iGP denotes the normalized
parabolic induction. See [Bor76] for more details on the equivalence of cate-
gories.
In [SZ99] section 6 (just above proposition 2) the authors define irre-
ducible K-representations σP(λ), where P is partition valued functions with
compact support (cf. section 2 [SZ99]). Let pi be an irreducible smooth
generic representation. The main result of this section is that knowledge of
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which of the σP(λ)’s are contained in pi allow us to describe completely the
monodromy of the associated Weil-Deligne representation. This statement
will be made more precise in the Proposition 3.19 and in section 3.10.
It has been observed by Jack Shotton [Sho16] that Propositions 3.19 can
be proved by modifying the proof of Proposition 2 Section 6 [SZ99] in the
tempered case. In this thesis we present a different proof of this result by
deducing it directly from the work of Rogawski [Rog85] in the Iwahori case
and then transferring it to the arbitrary type using Bushnell-Kutzko theory
of types.
Now a few words about structure of this section. In the sections from 3.1
to 3.4 we will recall some elementary combinatorics which will allow us to
treat the case when pi has a trivial type. Then in the sections from 3.5 to
3.7 we consider the Iwahori case, i.e. when the representation pi has a trivial
type. This will be done by studying simple modules over Iwahori-Hecke
algebra. Then in sections 3.8 and 3.9 we will explain how the case of the
general type can be deduced from the trivial type case via Bushnell-Kutzko
theory. The section 3.10 links the statement of the Proposition 3.19 to the
modoromy of the Weil-Deligne representation associated to pi via classical
local Langlands correspondence. The last section gives a characterization of
irreducible generic representations of GLn(F ).
3.1 Weyl group of type An−1
My reference for general theory of Coxeter groups is [BB05]. Let W denote
the symmetric group Sn. Then W is a Coxeter group with Coxeter system
(W,S) where S = {si, 1 ≤ i ≤ n− 1} is the set of simple reflections, and si
is the transposition (i, i + 1). Moreover, W has the following presentation:
s2i = 1, sisi+1si = si+1sisi+1 and sisj = sjsi if |i − j| > 1. Each element
w ∈ W can be written as a product of generators (simple reflections). If k
is minimal number of generators among all such expressions for w, then k
is called the length of w, written l(w) = k. Such an expression is called a
reduced word (or reduced decomposition or reduced expression) for w.
For each subset T of S, the subgroup WT generated by T is called a
parabolic subgroup of W . It has a Coxeter system (WT , T ) and its length
function is induced from l. It has a unique longest element wT . The longest
element of W , usually written w0, is an involution such that i 7→ n + 1 − i
or explicitly w0 = s1.(s2s1) . . . (sn−1 . . . s1).
Let (W,S) be a Coxeter system and R = {wsw−1 : w ∈ W, s ∈ S} its
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set of reflections(transpositions). Let u, v ∈ W . Then write u t−→ v when
u−1v = t ∈ R and l(u) < l(v). Similarly u → v means that u t−→ v for some
t ∈ R. Now we define the Bruhat order ≤ on W by declaring that u ≤ v
when there exist ui ∈ W such that:
u = u0 → u1 → . . .→ uk−1 → uk = v
3.2 Young Tableaux
A partition of n is a sequence of integers (λ1, . . . , λm) such that λ1+. . .+λm =
n and λ1 ≥ . . . ≥ λm > 0. Given a partition (λ1, . . . , λm) of n there is an
associated diagram consisting of m rows of boxes in which row i has λi
boxes. A tableau is a filling of such a diagram with positive integers without
repetition such that the entries increase from left to right along rows and
from top to bottom down columns. The tableau is called Young tableau or
standard tableau if the entries are precisely {1, . . . , n}. We write Shape(T )
for the underlying partition of the tableau T .
We say that a partition λc is conjugate of λ = (λ1, . . . , λm) if it is rep-
resented by the reflected diagram of the one associated to λ with respect to
the line y = −x with the coordinate of the upper left corner is taken to be
(0, 0).
There is a bijection w 7→ (P (w), Q(w)) between Sn and pairs of standard
tableaux of the same shape (a partition of n), it is called the Robinson-
Schensted correspondence. For description of this correspondence I refer
reader to [Knu98] chapter 5 section 5.1.4, or to [Ari00].
Lets record the following easy application of this correspondence in the
following lemma:
Lemma 3.1. Let w0 the longest element in Sn. Then we have P (w0) =
1
2
...
n
Proof. We apply the insertion algorithm described in 5.1.4 [Knu98]. Let
T ← x be a tableau obtained by inserting x into T (”bumping algorithm”).
We insert successively n into an empty tableau, then insert n − 1,. . . ,and
finally insert 1. We represent this procedure by : (((∅ ← n) ← n − 1) ←
. . .)← 1.
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Lemma 3.2. Let P = (n1, . . . , nk) a partition of n.
Let X = {1, . . . , n} \ {n1, n1 + n2, . . . , n1 + . . .+ nk} be the set of integers
and T = {(i, i+ 1), i ∈ X} the corresponding set of simple reflections. Then
Shape(P (wT )) = Pc , where Pc is the partition conjugate to P.
Proof. We have that WT ' Sn1 × . . . × Snk and wT = w0,1 . . . w0,k, where
w0,i = sn˜i−1+1.(sn˜i−1+2sn˜i−1+1) . . . (sn˜i−1 . . . s1) is the longest element of Wi :=
Sni , with n˜i =
∑i
j=1 nj and n˜0 = 0. This is a consequence of Lemma 3.1
since wT is the product of longest elements with disjoint support. Indeed, the
i-th column
n˜i−1 + 1
...
n˜i
, in the tableau P (wT ) is given by w0,i as in Lemma
3.1. Therefore the i-th column has exactly ni boxes, the result follows.
We define the a partial ordering on partitions of n. We write λ =
(λ1, . . . , λl) = µ = (µ1, . . . , µm) if and only if
j∑
i=1
λi ≤
j∑
i=1
µi for all inte-
gers j = 1, . . . ,max(m, l),if m < l we set µk = 0 for m+ 1 ≤ k ≤ l, similarly
if m > l we set λk = 0 for l + 1 ≤ k ≤ m. The smallest partition for this
partial order is (n) and the biggest is (1, . . . , 1) (n times 1). This the opposite
of the usual order on partitions ([Knu98] chapter 5 section 5.1.4).
3.3 Hecke algebra H and Kazhdan-Lusztig basis
A detailed account of the structure of H may be found in [How94]. Here is a
brief summary. Let now T be a maximal torus such that T ⊂ B, and NG(T )
the normalizer of T in G. The affine Weyl group W˜ = NG(T )/(T ∩ I) is
isomorphic to semidirect product Zn oW , and W = NG(T )/T is just the
symmetric group Sn. The Bruhat decomposition for I says that G = IW˜ I.
For w ∈ W˜ , let Tw denote the characteristic function of double coset IwI.
Then
{
Tw|w ∈ W˜
}
is a basis of H. The finite dimensional algebra HW
is identified with the subalgebra of H generated by Tw such that w has a
representative in K.
The algebraHW is called sometimes a Hecke algebra of a symmetric group
because it has the following presentation. Let (W,S) be a Coxeter group,
where W is a symmetric group as above. The Hecke algebra of (W,S),
denoted HW , is spanned by elements Tw, w ∈ W , subject to relations:
TxTy = Txy if l(xy) = l(x) + l(y)
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T 2s = (q − 1)Ts + q for all s ∈ S
Let A = E[x±11 , . . . , x±1n ] be the algebra of Laurent polynomials in n
variables. The Weyl group W acts on A by permutation of variables :
w(xi) = xw(i). Then it can be shown that H is generated by HW and A
subject to relations:
xiTsj = Tsjxi if |i− j| > 1
xiTsi = Tsixi+1 − (q − 1)xi+1 for all i = 1, . . . , n− 1
xi+1Tsi = Tsixi + (q − 1)xi+1 for all i = 1, . . . , n− 1
Every element T ∈ H has a unique expression T = ∑w∈W awTw, where
aw ∈ A and the centre of H is AW .
For y, w ∈ W such that y ≤ w (here the order on W is the Bruhat order as
defined above), let Py,w(q) be the Kazhdan-Lusztig polynomial. By Theorem
1.1 in [KL79] Py,w(q) is a polynomial in q of degree ≤ 12(l(w)− l(y)− 1) for
y < w and Pw,w = 1. The coefficient of q
1
2
(l(w)−l(y)−1) in Py,w(q) is denoted
µ(y, w). For w ∈ W , define:
Cw = q
l(w)/2
∑
y≤w
(−1)l(w)−l(y)q−l(y)Py,w(q−1)Ty
and
C ′w = q
−l(w)/2∑
y≤w
Py,w(q)Ty
Both {Cw|w ∈ W} and {C ′w|w ∈ W} are a basis for HW .
3.4 Cell decomposition with respect to Kazhdan-Lusztig
order
We use same notation as in [Rog85]. First recall a more convenient definition
of Kazhdan-Lusztig order. We say that x ∈ W is (left-)linked to y ∈ W if
there is a non-zero element h ∈ H such that Cx appears with non zero
coefficient in the product hCy, and we write x
L−→ y. The same way we define
x
R−→ y (R stands for ”right”) if there is a non-zero element h ∈ H such that
Cx appears with non zero coefficient in the product Cyh. Now we define
x ≤L y on W by declaring that there exist ui ∈ W such that:
x = u0
L−→ u1 L−→ . . . L−→ uk−1 L−→ uk = y
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We define x ≤R y analogously. We also say that x ≤LR y if there exist
ui ∈ W such that:
x = u0
X1−→ u1 X2−→ . . . Xk−1−−−→ uk−1 Xk−→ uk = y
where Xi ∈ {L,R}. We define an equivalence relation by x ∼X y if x ≤X y
and y ≤X x with X ∈ {L,R, LR}. An equivalence class for ∼L (resp. ∼R)
is called left (rep. right) cell and an equivalence class for ∼LR is called a two
sided cell. For an accessible and detailed account of the properties of these
partial orderings I refer the reader to [Wil].
As in §5 of [Rog85], for w ∈ W let Jw be the subspace of HW spanned
by {Cy|y ≤L x}. Let now T be a subset of the set of simple reflections. If
w = wT , we abbreviate JT := JwT . Then the representation of HW on the
left cell containing w is defined by:
J(w) =
Jw∑
y<Lw
Jy
As a consequence of Theorem 1.4 of [KL79], all the J(w) are irreducible
and J(w) is isomorphic to J(w′) if and only if w ∼LR w′. Moreover J(w)
occurs with multiplicity one in Jw.
3.5 Principal series induced from parabolic subgroup
The Steinberg representation of GLn(F ) is
Stn =
IndGB1∑
B(P Ind
G
P1
Let K1 = {x ∈ K|x ≡ 1 mod p}. First noteHW ' (IndKI 1)I ' (IndGB1)I
then
StIn '
(IndKI 1)
I∑
B(P (Ind
K
(P∩K)K11)
I
It is known that StIn is one dimensional with basis given by
C :=
∑
w∈W
(−q)−l(w)Tw by remark after the proof Proposition (4.12) in [Ree92].
Lemma 3.3. We have TsC = −C, ∀s ∈ S.
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Proof. We have the following relations between generators
TsTw =
{
(q − 1)Tw + qTsw if sw < w
Tsw if sw > w
Then
TsC =
∑
w∈W
sw<w
(−q)−l(w)((q − 1)Tw + qTsw) +
∑
w∈W
sw>w
(−q)−l(w)Tsw
After a change of variable y = sw, we get:
TsC = (q − 1)
∑
w∈W
sw<w
(−q)−l(w)Tw + q
∑
w∈W
y<sy
(−q)−(l(y)+1)Ty +
∑
w∈W
y>sy
(−q)−(l(y)−1)Ty
= −
∑
w∈W
sw<w
(−q)−l(w)Tw −
∑
w∈W
y<sy
(−q)−l(y)Ty = −C
Following the proof of the Proposition 4.5 in [Rog85] word by word, we
get the following statement:
Proposition 3.4. Let T be a subset of the set of simple reflections. For
every HW -module M , the map ϕ 7→ ϕ(CwT ) induces an isomorphism:
HomHW (JT ,M) ' {m ∈M |C ′s.m = 0, ∀s ∈ T}
We have the following statement as a particular case of the previous
proposition:
Proposition 3.5. We have the identification J(w0) = Jw0 = St
I
n. And the
HW -module satisfies the following universal property:
HomHW ((Stn)
I ,M) = {m ∈M |C ′s.m = 0, ∀s ∈ S}
Proof. The basis of J(w) consists of elements {Cx : x ∼L w}. By Lemma
4.2 (1) [Rog85] if y ≤L w0 then y = w0, where w0 is the longest element in
the Weyl group. It follows that there is only one element in the equivalence
class of w0. So J(w0) = Jw0 , and moreover it is one dimensional generated
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by Cw0 = q
l(w0)/2
∑
y≤w0
(−1)l(w0)−l(y)Ty = ql(w0)/2(−1)l(w0)C. We have then the
following identification J(w0) = Jw0 = St
I
n, since by previous lemma St
I
n
satisfies also an analogue of the universal property of Proposition 3.4, with
T = S.
We have the similar result for an arbitrary parabolic cone JT . We will
see in the next proposition that JT can be identified with restriction to K of
some normalized parabolic induction.
Proposition 3.6. The set T determines in a unique way a partition of n,
denoted (n1, . . . , nk) and this partition correspond to a standard parabolic
subgroup P of G. Let Ii the Iwahori subgroup of GLni(F ). We have the
identification
JT = HW ⊗HWT (StI1n1 ⊗ . . .⊗ StIknk) = (IndK(P∩K)K1Stn1 ⊗ . . .⊗ Stnk)I =
= (iGP ((Stn1 ⊗ χ1)⊗ . . .⊗ (Stnk ⊗ χk))|K)I
of HW -modules. This holds for any unramified characters χi, since their
restriction to K are trivial.
Proof. Let (n1, . . . , nk) be a partition of n, and let P = MN standard
parabolic corresponding to this partition, where M is the Levi subgroup and
N the unipotent radical. LetX = {1, . . . , n}\{n1, n1 + n2, . . . , n1 + . . .+ nk}
be the set of integers and T = {(i, i+ 1), i ∈ X} the corresponding set of
simple reflections. Then WT ' Sn1 × . . . × Snk and wT = w0,1 . . . w0,k,
where w0,i = sn˜i−1+1.(sn˜i−1+2sn˜i−1+1) . . . (sn˜i−1 . . . s1) is the longest element
of Wi := Sni , with n˜i =
∑i
j=1 nj and n˜0 = 0.
The representation iGP (Stn1 ⊗ χ1)⊗ . . .⊗ (Stnk ⊗ χk)|K = IndKP∩KStn1 ⊗
. . .⊗ Stnk corresponds to HW -module HW ⊗HWT ((Stn1)I1 ⊗ . . .⊗ (Stnk)Ik),
where Ii is the Iwahori subgroup of GLni(F ). Indeed, restricting to K the
diagram (*) from the section devoted to notations, we have:
(iGP (Stn1 ⊗ χ1)⊗ . . .⊗ (Stnk ⊗ χk)|K)I = (IndKP∩KStn1 ⊗ . . .⊗ Stnk)I
= HW ⊗HWT ((Stn1)I1 ⊗ . . .⊗ (Stnk)Ik)
Notice that we also have (IndKP∩KStn1⊗ . . .⊗Stnk)I = (IndK(P∩K)K1Stn1⊗
. . .⊗ Stnk)I . Then by universal property of tensor product we get:
HomHW (HW ⊗HWT (StI1n1⊗ . . .⊗StIknk),M) = HomHWT ((StI1n1⊗ . . .⊗StIknk),M)
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Since we have HWT = HW1 ⊗ . . .⊗HWk , where HWi is the Hecke algebra
of Weyl group Wi := Sni , by inductive application of Proposition 3.5, we get:
HomHWT ((St
I1
n1
⊗ . . .⊗ StIknk),M) = {m ∈M |C ′s.m = 0, ∀s ∈ T}
Therefore by universal property as in Proposition 3.4, we may identify JT
with HW ⊗HWT (StI1n1 ⊗ . . .⊗ StIknk) = (IndKP∩KStn1 ⊗ . . .⊗ Stnk)I .
3.6 Relation to the work of Schneider and Zink
Let X = {1, . . . , n} \ {n1, n1 + n2, . . . , n1 + . . .+ nk} a set of integers associ-
ated to a partition P = (n1, . . . , nk) of n. Define T = {(i, i+ 1), i ∈ X} to be
the corresponding set of simple reflections. Then WT ' Sn1 × . . .× Snk . Let
P∗ standard parahoric corresponding to this partition P , then P∗ = IWT I.
We identify the partition valued functions from [SZ99](defined in section
1) and partitions. Indeed, in our setting the supersuspidal support is reduced
just to the trivial representation, therefore every relevant partition valued
function P˜(following the notation of [SZ99]) satisfies P˜(1) = P , where P is
some partition and P˜(σ) = 0 if σ 6= 1.Then, we will always identify P˜ with
P .
Define the K-representation
σP =
piP∗∑
P∗ P ′∗
piP ′∗
where piP∗ = Ind
K
P∗(St
I1
n1
⊗ . . . ⊗ StIknk), where Ii are the Iwahori subgroups
of GLni(F ). Similar definition holds for piP ′∗ and the sum runs over all the
standard parahoric subgroups that contain strictly P∗ and the partition P is
identified with partition valued function as above. This representation is the
inflation of a representation over the finite field as defined in [SZ99] section
5 just above Proposition 9. The representation σP , is irreducible and occurs
with multiplicity one in piP∗(Proposition in Section 4 of [SZ99]).
In the same way as above these P ′∗ correspond uniquely to a partition and
this partition gives rise to a set T ′ of simple reflections as well as parabolic
subgroup WT ′ with the longest element wT ′ .
Lemma 3.7. With the same notations as above, the following statements are
equivalent:
1. wT ′ ≤L wT
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2. T ⊆ T ′
3. WT ⊆ WT ′
4. P∗ ⊆ P ′∗
Proof. The equivalence 1 ⇔ 2 follows from equivalence (a) ⇔ (c) of Propo-
sition 4.2 in [Rog85]. The rest is a standard exercise in combinatorics of
Coxeter groups.
By equivalence of categories of K-representations and HW -modules, as
in Proposition 3.6, piP∗ corresponds to HW -module JT . It follows that σP
corresponds to an HW -module:
JT∑
T T ′ JT ′
By Lemma 3.7 it follows that this module is also
JT∑
wT ′<LwT
JT ′
=
JT∑
w<LwT
Jw
= J(wT )
For any w ∈ W the irreducible HW -module J(w) corresponds to some
σP˜ . Now the partition P˜ gives rise to the set T˜ of simple reflections. Then
we must have J(wT˜ ) ' J(w). This is equivalent to wT˜ ∼LR w, which in turn
is equivalent to Shape(P ((w)) = Shape(P ((wT˜ )) by corollary 5.4.2 in [Wil].
By Lemma 3.2 we have then P˜ = Shape(P ((wT˜ ))c = Shape(P ((w))c. We
can summarize all this in the following proposition:
Proposition 3.8. Let P = (n1, . . . , nk) be a partition of n. There is an
isomorphism of HW -modules σIP ' J(wT ), where wT in the longest element
in the parabolic subgroup WT ' Sn1 × . . .× Snk .
Conversely, given w ∈ W there is an isomorphism ofHW -modules: J(w) '
σIP , where P = Shape(P ((w))c.
Note that by Lemma 3.7 we have wT ′ ≤L wT if and only if Shape(P ((wT ′))c
≤ Shape(P ((wT ))c.
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3.7 Trivial type case
Lemma 3.9. HomHW (JT , J(w)) 6= 0 if and only if sx < x, ∀s ∈ T and
∀x ∼L w.
Proof. The basis of J(w) consists of elements {Cx : x ∼L w}. We also know
that by proposition 4.5 [Rog85] we have:
HomHW (JT , J(w)) = {m ∈ J(w)|C ′s.m = 0, ∀s ∈ T}
Then HomHW (JT , J(w)) 6= 0 if and only if Ts.Cx = −Cx, ∀s ∈ T and
∀x ∼L w.
Since we have the following multiplication formula according to Theorem
3.6.1 in [Wil]:
TsCx =

−Cx if sx < x
qCx + q
1
2Csx + q
1
2
∑
y<x
sy<y
µ(x,y)6=0
µ(x, y)Cy if sx > x
The conclusion follows.
Observe first that if y <L w then we have an inclusion Jy ↪→ Jw. This
allows to construct a filtration by proper submodules. It follows that Jw
contains J(v) if v ≤L w.
Lemma 3.10. Assume that HomHW (JT , J(w)) 6= 0 and HomHW (JT , J(w′)) =
0, ∀w′ ∈ W such that w <L w′. Then w ∼LR wT .
Proof. The decomposition of HW -module JT implies that if JT contains J(w)
(HomHW (JT , J(w)) 6= 0) then w ≤L wT . By previous Lemma 3.9 we have
w′ < sw′, ∀s ∈ T and w <L w′. Replacing J(w′) by some isomorphic
module J(v), we may then assume, without loss of generality, that w′ is the
longest element in some parabolic subgroup of W generated by the set T ′ of
simple reflections since the two sided cells are in bijection with partitions and
a partition of a given shape determines a longest element of an associated
parabolic subgroup. Similarly we may also assume that w is the longest
element in some other parabolic subgroup of W generated by the set T˜ of
simple reflections. By Lemma 3.7 we have that T ⊆ T˜ as well T ′ ⊂ T˜ and T ′
is a proper subset. Moreover the condition w′ < sw′ means that the simple
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reflection s does not occur in the reduced expression of w′, since it is true for
all s ∈ T we must have T ∩ T ′ = ∅. Assume that T is also a proper subset,
i.e. T 6= T˜ . We have just seen that for all proper subsets we T ′ ⊂ T˜ we
have T ∩ T ′ = ∅. Then by assumption we must have T ∩ T = ∅, we arrive at
the contradiction. It follows then that T = T˜ and w = wT . The conclusion
follows.
Let pi be an irreducible generic representation. This representation can
be written as pi = iGP (Stn1 ⊗ χ1) ⊗ . . . ⊗ (Stnk ⊗ χk), where χi are some
unramified characters. The parabolic subgroup P of G defines a partition
P = (n1, . . . , nk) of n and segments ∆i = χi ⊗ . . . ⊗ χi|.|ni−1 such that the
character χ = ∆1 ⊗ . . .⊗∆k is adapted to this partition. Since pi is generic
no two segments ∆i are linked ([Kud94]). Then pi
I = JT (χ), where T is the
set of simple reflections obtained from the shape of partition P , following the
notation of [Rog85].
Proposition 3.11. Let pi be an irreducible generic representation, with non
zero Iwahori fixed vectors. The following statement are equivalent:
1. HomHW (J(wT ), pi
I) 6= 0 and HomHW (J(w), piI) = 0, ∀w ∈ W such that
wT <L w.
2. There is a character χ such that piI = JT (χ) as HW -modules.
Moreover J(wT ) occurs in JT with multiplicity one.
Proof. For any v ∈ W , we have HomHW (J(v), piI) ' HomHW (piI , J(v)).
1 =⇒ 2. We know that, by Bernstein-Zelevinsky classification, piI =
JT˜ (χ), for some T˜ and some χ. By previous Lemma 3.10 we have that
wT˜ ∼LR wT , therefore T = T˜ .
2 =⇒ 1. Observe first that if y <L wT then we have an inclusion Jy ↪→ JT .
This allows to construct a filtration by proper submodules. It follows that
JT contains J(y) if y ≤L wT .
The multiplicity one statement is consequence of remarks above Propo-
sition 5.1 [Rog85].
Since we have HomK(σP , pi) ' HomHW (σIP , piI) ' HomHW (J(wT ), piI), we
can express previous result in the language of representations:
Proposition 3.12. Let pi be an irreducible generic representation, with non
zero Iwahori fixed vectors. The following statement are equivalent:
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1. HomK(σP , pi) 6= 0 and HomK(σP ′ , pi) = 0, for all partitions P ′ such
that P < P ′.
2. pi = iGP (L(∆1)⊗ . . .⊗L(∆k)), where P is the standard parabolic associ-
ated to the partition P = (n1, . . . , nk) and all the segments ∆i are not
pairwise linked. Here L(∆) denotes, as usual, the Langlands quotient
of segment ∆.
Moreover if σP satisfies the equivalent properties above, it occurs with
multiplicity one in pi.
Let σmin := σP , where P is minimal for partial ordering on partitions.
We can also deduce the following lemma
Lemma 3.13. Let pi be an irreducible generic representation such that piI 6=
0, then HomK(σmin, pi) 6= 0
Proof. By equivalence of categories as above we have HomK(σmin, pi) =
HomHW (Jw0 , pi
I), and HomHW (Jw0 , pi
I) 6= 0 if and only if HomHW (piI , Jw0) =
HomHW (pi
I , J(w0)) 6= 0. We saw in the proof of the proposition 3.11 that
piI is identified with JT for some subset T of S as a HW -module, hence
we have HomHW (pi
I , J(w0)) = HomHW (JT , J(w0)). Then by Lemma 3.9,
HomHW (JT , J(w0)) 6= 0 if and only if sx < x, ∀s ∈ T and ∀x ∼L w0. Since
w0 is the longest element then the condition ∀x ∼L w0 says that x = w0 and
for all s ∈ S we have sw0 < w0. The conclusion follows.
3.8 Transfer to the simple type case
Let Γ = F [β]/F a finite field extension, OΓ its ring of integers and kΓ the
residue field. Define R = n/[Γ : F ] and we have R = ef . Let (J, λ) a simple
type in G, where J is a compact open subgroup in G and λ = κ⊗ σ with κ
a β-extension and σ the inflation of τ ⊗ . . .⊗ τ (e-times), where τ a cuspidal
representation of GLf (kΓ).
Let W = Se, and HW the Hecke algebra of Coxeter group (W,S) as
before. In this section B := B(kΓ) is the Borel subgroup in Ge = GLe(kΓ)
and let G = GLR(kΓ). We will always identify w ∈ W with a matrix in Ge
or with a matrix in G, depending on the context.
Let P be a subgroup of G consisting of is upper triangular matrices by
blocs with bloc sizes f × f . Let φw ∈ H(G, σ) is null outside PwP such that
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φw(p1wp2) = σ(p1)◦φw(w)◦σ(p2) and φw(w)(y1⊗. . .⊗ye) = yw(1)⊗. . .⊗yw(e).
The homomorphism of Hecke algebras, as in (5.6.1) [BK93]:
Φ : HW → H(G, σ)
Tw 7→ φw
is actually an isomorphism according to Theorem 5.1 in Chapter 1 [How85].
In fact one can carry out a calculation to prove that φw are generators of
H(G, σ) and they satisfy the same relations as Tw in HW .
We have the following isomorphisms of Hecke algebras:
HW ' EndGe(IndGeB 1)
and
H(G, σ) ' EndG(IndGPσ)
Let M (Ge) be the category of Ge-representations and Mω(Ge) the full
subcategory ofM (Ge) of allGe-representations whose irreducible constituents
all have cuspidal support ω. Define:
M1(Ge) → HW
pi 7→ HomGe(IndGeB 1, pi)
Φ∗ : HW −Mod → H(G, σ)−Mod
M 7→ M ⊗HW H(G, σ)
H(G, σ)−Mod → Mω(G)
M 7→ M ⊗H(G,σ) IndGPσ
Let Fe :M1(Ge)→Mω(G) the composition of these 3 functors.
First notice that Fe(Ind
Ge
B 1) = Ind
G
P
σ. Let Q be any standard parabolic
of Ge. We obtain a standard parabolic Q˜ of G from Q by enlarging each
entry of Q to a bloc of size f × f .
Lemma 3.14. Let Q be a standard parabolic of Ge and Q˜ as above, a standard
parabolic of G. Then:
Fe(Ind
Ge
Q 1) = Ind
G
Q˜
σ
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Proof. Let WQ be the parabolic subgroup of W associated to Q. We have
Fe(Ind
Ge
Q 1) = HomGe(IndB1, Ind
Ge
Q 1)⊗H(G,σ) IndGPσ
=
⊕
w∈W/WQ
HomBw∩Q(1, 1w)⊗H(G,σ) IndGPσ
We identify, as usual, HomBw∩Q(1, 1w) with the set of functions in HW
supported on BwQ. Via the isomorphism Φ of Hecke algebras, the set func-
tions in HW supported on BwQ is in bijection with the set of functions in
H(G, σ) supported on PwQ˜ and this set is indetified with the intertwining
set HomPw∩Q˜(σ, σ
w). It follows, that:
Fe(Ind
Ge
Q 1) '
⊕
w∈W/WQ
HomPw∩Q˜(σ, σ
w)⊗H(G,σ) IndGPσ
= HomG(Ind
G
P
σ, IndG
Q˜
σ)⊗H(G,σ) IndGPσ
The result follows.
Let st(τ, e) be a representation of Gfe, defined as the unique nondegener-
ate irreducible representation with cuspidal support τ ⊗ . . . ⊗ τ (e-times).
Since Fe is exact, Fe(st(1, e)) =
Fe(Ind
Ge
B 1)∑
Q!B Fe(Ind
Ge
Q 1)
and by previous lemma,
Fe(st(1, e)) = st(τ, e).
Lemma 3.15. Let L be the Levi subgroup of Q. The following diagram
commutes:
M1(Ge)
Fe //Mω(G)
M1(L)
IndGeQ
OO
FL //MωL(L˜)
IndG
Q˜
OO
where the horizontal arrows are an equivalence of categories.
Proof. It is enough to check that this diagram commutes for every irreducible
representation of M1(L). By definition, the irreducible representations of
M1(L) are just unramified characters of L. Moreover, by Lemma 3.14 we
have that Fe(Ind
Ge
Q 1) = Ind
G
Q˜
FL(1). The same identity holds if 1 is replaced
any unramified character of L, by the same argument as in Lemma 3.14.
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As in trivial type case we identify the partitions and partition valued
functions. Let P˜ be the partition (e1f, . . . , ekf) of R associated to parabolic
subgroup Q˜ and P the partition (e1, . . . , ek) of e associated to parabolic
subgroup Q. Define pi(τ, P˜) = IndG
Q˜
st(τ, e1)⊗ . . .⊗ st(τ, ek) and σ(τ, P˜) the
representation of G that occurs in pi(τ, P˜) with multiplicity 1 and not in
pi(τ,Q) if Q > P˜ .
Lemma 3.16. Let Q be a standard parabolic of Ge and Q˜ as above, a standard
parabolic of G. Then:
Fe(σ(1,P)) = σ(τ, P˜)
Proof. By previous lemma we have that:
Fe(pi(1,P)) = IndGQ˜FL(st(1, e1)⊗ . . .⊗ st(1, ek))
= IndG
Q˜
Fe1(st(1, e1))⊗ . . .⊗ Fek(st(1, ek)) = pi(τ, P˜)
Since Fe is exact:
Fe(σ(1,P)) = Fe(pi(1,P)∑
Q<P Fe(pi(1,Q)
=
pi(τ, P˜)∑
Q<P pi(τ, Q˜)
= σ(τ, P˜)
The functor IndKJmax(κmax ⊗ ·) : Mω(G) → Mλ(K) is an equivalence of
categories according the discussion above Proposition 11 in Section 5 [SZ99].
Let σP˜(λ) = Ind
K
Jmax(κmax ⊗ σ(τ, P˜)).
Note that the K-representation σP˜(λ) to HW -module J(wT ) where T is
the set of simple reflections corresponding to the partition P . Hence we may
mirror the result obtained in the category of representations generated by
Iwahori fixed vectors to the category of representation admitting a simple
type (J, λ):
Proposition 3.17. Let pi be an irreducible generic representation, with sim-
ple type (J, λ). The following statement are equivalent:
1. HomK(σP(λ), pi) 6= 0 and HomK(σP ′(λ), pi) = 0, for all partitions val-
ued functions P ′ such that P < P ′.
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2. pi = iGP (L(∆1)⊗ . . .⊗ L(∆k)), where P is the standard parabolic asso-
ciated to the partition valued function P and all the segments ∆i are
not pairwise linked.
Moreover if σP satisfies the equivalent properties above, it occurs with
multiplicity one in pi.
Let σmin(λ) := σP(λ), where P is minimal for partial ordering on partition
valued functions. Using the isomorphism between Iwahori-Hecke algebra and
Hecke algebra of a simple type we can generalize the Lemma 3.13, as follows:
Lemma 3.18. Let pi be an irreducible generic representation that has a sim-
ple type (J, λ), then HomK(σmin(λ), pi) 6= 0
3.9 Semi-simple type case. General case
Let now λ be some general semi-simple type. The second part of Main
Theorem of section 8 in [BK98] gives a support preserving Hecke algebra
isomorphism j : H(M,λM)→ H(G, λ)(here M is a unique Levi subgroup of
G which contains the NG(M)-stabilizer of the inertia class D and is minimal
for this property), and the section 1.5 gives a tensor product decomposition
H(M,λM) = H1 ⊗E . . . ⊗E Hs, where Hi = H(Gi, Ji, λi) is an affine Hecke
algebras of type A and (Ji, λi) is some simple type with Gi some general
linear group over a p-adic field.
Let M be a Levi subgroup of P = MN , then K ∩M = ∏si=1Ki, where
Ki a maximal compact subgroup of i-th factor in M . By definition, see the
end of section 6 in [SZ99], the restriction of K-representation σP(λ) to K∩N
is trivial, and σP(λ)|K ∩M ' σ1⊗ . . .⊗σs where σi := σPi(λi) with obvious
notations.
According to Theorem (8.5.1) in [BK93] the irreducible representation pi
is of form
pi ' pi1 × . . .× pis
such that pii is irreducible representation of Gi and contains the simple type
(Ji, λi). Moreover the supersupidal support of pii is disjoint from supersupidal
support of pij for i 6= j. Then
HomK(σ, pi) = HomK(σ, Ind
K
K∩P (pi1|K1 ⊗ . . .⊗ pis|Ks))
= HomK∩P (σK∩M , pi1|K1 ⊗ . . .⊗ pis|Ks)
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= HomK∩M(σ1 ⊗ . . .⊗ σs, pi1|K1 ⊗ . . .⊗ pis|Ks)
is non zero if and only HomKi(σi, pii|Ki) is non zero for all i. Then from the
simple type case we get the following proposition:
Proposition 3.19. Let pi be an irreducible generic representation, with semi-
simple type (J, λ). The following statement are equivalent:
1. HomK(σP(λ), pi) 6= 0 and HomK(σP ′(λ), pi) = 0, for all partitions val-
ued functions P ′ such that P < P ′.
2. pi = iGP (L(∆1)⊗ . . .⊗ L(∆k)), where P is the standard parabolic asso-
ciated to the partition valued function P and all the segments ∆i are
not pairwise linked.
Moreover if σP satisfies the equivalent properties above, it occurs with
multiplicity one in pi.
Let σmin(λ) := σP(λ), where P is minimal for partial ordering on partition
valued functions. A general Hecke algebra is a tensor product of Iwahori-
Hecke algebras, hence we have the following generalization of the Lemma
3.18 :
Lemma 3.20. Let pi be an irreducible generic representation that has a semi-
simple type (J, λ), then HomK(σmin(λ), pi) 6= 0
3.10 Relation to monodromy of the associated Weil-
Deligne representation
Let pi any irreducible generic representation. Let r be the associated Weil-
Deligne representation to pi by classical local Langlands correspondence.
Then by Bernstein-Zelevinsky classification there are supercuspidal rep-
resentations pii (1 ≤ i ≤ s) and segments ∆i,j = (pii⊗χi,j)⊗ . . .⊗ (pii⊗χi,j⊗
| det |ki,j−1) (1 ≤ j ≤ ri), where χi,j are unramified characters and ki,j are
positive integers, such that:
pi ' L(∆1,1)× . . .× L(∆1,r1)× . . .× L(∆s,1)× . . .× L(∆s,rs)
Notice that, since pi is generic, all the segments ∆i,j and ∆i′,j′ are not
linked for i 6= i′, this means that any permutation of blocs L(∆i,1) × . . . ×
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L(∆i,ri) gives an isomorphic representation. Then the Weil-Deligne repre-
sentation is of the form :
r = Spk1,1(ρ1,1)⊕ . . .⊕ Spk1,r1 (ρ1,r1)⊕ . . .⊕ Spks,1(ρs,1)⊕ . . .⊕ Spks,rs (ρs,rs)
where ρi,j is the irreducible representation corresponding to the supercus-
pidal representation pii ⊗ χi,j and the monodromy operator N on r is given
by
N = N1,1 ⊕ . . .⊕N1,r1 ⊕ . . .⊕Ns,1 ⊕ . . .⊕Ns,rs
so N is diagonal by blocs with each bloc Ni,j is the full monodromy on
the space Spki,j(ρi,j). We see that the shape of the monodromy operator
is determined by the size of segments in pi as well by their number. In
other words the shape of N is determined by a partition valued function
P according to Proposition 3.19, because pi always has a type by the main
Theorem 1.1 of [BK99].
3.11 Generic representations
We are given an inertial class Ω = [M,ρ]G, where ρ is a supercuspidal repre-
sentation of M and an Ω-type (J, λ) with J ⊂ K a compact open subgroup
of G. Write ZΩ for the centre of Bernstein component of Ω.
Choose a partition valued function Pmin which is minimal for partial or-
dering as in [SZ99]. From now on let σmin(λ) := σPmin(λ) with the notations
of section 6 in [SZ99], unless otherwise is specified. The K-representation
σ(τ) was defined by choosing a maximal partition valued function, we will
denote it σmax := σ(τ).
Proposition 3.21. Let pi be an irreducible representation in the Berstein
component Ω, then HomK(σmin(λ), pi) 6= 0 if and only if pi is generic.
Proof. In this proof σ := σmin(λ). If pi is a generic representation, then
HomK(σ, pi) 6= 0 follows from Lemma 3.20.
Without loss of generality we may work with Qp-coefficients, and we will
do so. Assume now that HomK(σ, pi) 6= 0. Let’s first deal with a particular
case before the general case.
1. Simple type case. If pi is supercuspidal, it is generic and there is
nothing to prove. So assume that pi contains a simple type (J, λ) which is not
maximal. In this case Ω = [GLr(F )
e, ω⊗ . . .⊗ω]G where the tensor product
61
ρ := ω ⊗ . . . ⊗ ω is taken e times and ω is a supersupidal represntation of
GLr(F ). According to description of Hecke algebras in section (5.6) of [BK93]
there is a support preserving isomorphism of Hecke algebras H(GL, IL, 1) '
H(G, J, λ), where L is a well defined extension of F (denoted K in [BK93]),
GL = GLe(L) with IL the Iwahori subgroup of GL and KL be a maximal
compact subgroup of GL.
The representation pi is a Langlands quotient of the form Q(∆1, . . . ,∆s)
(previously denoted L(∆1, . . . ,∆s)) such that for i < j the segment ∆i does
not precede ∆j. After twisting pi by some unramified character we may
assume that all the segments are of the form ∆i = [ω(αi), ω(αi + ei − 1)],
where αi is some real number and ei an integer such that
∑s
i=1 ei = e. Here
the notation ω(αi) means that ω(αi) := ω ⊗ | det |αi . If s = 1 then pi is
generic. Assume that s > 1.
According to Theorem 7.6.20 in [BK93], the diagram
H(G, J, λ) Φ //H(GL, IL, 1)
H(M,JM , λM)
OO
Φ⊗e1 //H(TL, T ◦L, 1)
OO
is commutative, where the horizontal arrows are support preserving isomor-
phisms. This diagram in turn produces the following commutative diagram:
Rλ(G) HomJ (λ,•)//H(G, J, λ)−Mod //H(GL, IL, 1)−Mod Tλ //R1(GL)
RλM (M)
iGP
OO
HomJM (λM ,•)
//H(M,JM , λM)−Mod
OO
//H(TL, T ◦L, 1)−Mod
OO
T1 //R1(TL)
i
GL
BL
OO
where the horizontal arrows are equivalences of categories, Tλ = •⊗H(GL,IL,1)
c–IndGLIL 1 and T1 = • ⊗H(TL,T ◦L,1) c–IndTLT ◦L1. It follow from this commutative
diagram that
Φ(HomJ(λ, i
G
P (ρ)))⊗H(GL,IL,1) c–IndGLIL 1
= iGLBL(Φ
⊗e
1 (HomJM (λM , ρ))⊗H(TL,T ◦L,1) c–IndTLT ◦L1)
Observe that the representation c–IndTLT ◦L
1 is canonically a rank 1 free
H(TL, T ◦L, 1)-module. This observation allows to simplify the right hand side.
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Since (J, λ) is a simple type, λM = λ0 ⊗ . . .⊗ λ0 (e times), JM = Je0 and
(J0, λ0) is a maximal simple type for the supercuspidal representation ω
HomJM (λM , ρ) = HomJM (λ0 ⊗ . . .⊗ λ0, ω|J0 ⊗ . . .⊗ ω|J0)
= HomJe0 (λ0 ⊗ . . .⊗ λ0, λ0 ⊗ . . .⊗ λ0)
The representation Φ⊗e1 (HomJM (λM , ρ)) ⊗H(TL,T ◦L,1) c–IndTLT ◦L1 is a trivial
character of TL. Then an object i
G
Pρ in Rλ(G) corresponds to an object iGLBL1
in R1(GL).
Let F be the composition of all the top horizontal arrows. Hence the
functor F : Rλ(G) −→ R1(GL) from above, is an equivalence of categories.
Then
HomG(c–Ind
G
Kσ, pi) = HomGL(F (c–Ind
G
Kσ), F (pi))
We know that pi is an irreducible sub quotient of iGP ((ω⊗χ1◦det)⊗. . . (ω⊗
χe ◦ det)), where χ1, . . . , χe are some unramified characters. Then by the
equivalence of categories described above, F (pi) is an irreducible sub quotient
of F (iGP ((ω⊗χ1 ◦det)⊗ . . . (ω⊗χe ◦det))) = iGLBL(χ1⊗ . . .⊗χe). Let now ∆ =
[ω(α), ω(α+e−1)], a segment in G, where α is a real number. Then the com-
mutative diagram above shows that the G-representation iGP (∆) corresponds
to GL-representation F (i
G
P (∆)) = i
GL
BL
(∆L), where ∆L = [1(α), 1(α + e − 1)]
is a segment in GL and 1 is the trivial character of L
×. We know that iGP (∆)
admits a unique irreducible quotient Q(∆), so the G-representation Q(∆)
corresponds to the GL representation F (Q(∆)) = Q(∆L).
The similar argument works with multiple segments. Therefore F (pi) =
Q(∆′1, . . . ,∆
′
s), where ∆
′
i = [1(αi), 1(αi + ei − 1)] for all i.
Since the isomorphisms of Hecke algebras are support preserving, we also
have the following commutative diagram:
Rλ(G)HomJ (λ,•)//H(G, J, λ)−Mod //H(GL, IL, 1)−Mod Tλ //R1(GL)
Rλ(K)
c–IndGK
OO
HomJ (λ,•)
//H(K, J, λ)−Mod
OO
//H(KL, IL, 1)−Mod
OO
TKL
//R1(KL)
c–Ind
GL
KL
OO
where TKL = c–Ind
GL
IL
1.
If we denote the composition of all the top horizontal arrow by F and the
composition of all the bottom horizontal arrow by FK , then F (c–Ind
G
Kσ) =
c–IndGLKLFK(σ). The same argument that computes F (pi) shows that we also
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have FK(σ) = σPmin(trivial) = st, where st denotes the inflation of Steinberg
representation of GLn over a finite field. All together we have:
HomG(c–Ind
G
Kσ, pi) = HomGL(F (c–Ind
G
Kσ), F (pi))
= HomGL(c–Ind
GL
KL
FK(σ), Q(∆
′
1, . . . ,∆
′
s))
= HomKL(FK(σ), Q(∆
′
1, . . . ,∆
′
s)|KL)
Observe that Q(∆′1, . . . ,∆
′
s) is generic if and only if pi is generic. So
we are reduced to consider the case when (J, λ) = (I, 1). That’s what we
will assume from now on. So pi is smooth irreducible representation of G
such that piI 6= 0 and σ = st. Assume that HomK(st, pi) 6= 0. We identify
ZΩ ' EndG(c–IndGK1) via Corollary 2.18. The action of ZΩ on pi gives a ring
homomorphism : χ : ZΩ −→ EndG(pi) ' Qp. Define pi′ := c–IndGK1⊗ZΩ,χ Qp
and let socGpi
′ the G-socle of pi′.
By corollary 3.11 [CEG+16], socGpi
′ is irreducible and generic. Then we
have HomK(st, socGpi
′) 6= 0 by Lemma 3.20. Again by corollary 3.11[CEG+16]
we know that pi is an irreducible subquotient of pi′ and socGpi′ is the unique ir-
reducible subquotient of pi′, i.e. all the other irreducible subquotients of pi′ are
non-generic. Having all this, it would be enough to show that HomK(st, pi
′)
is one-dimensional.
Indeed, assume that HomK(st, pi
′) is one-dimensional. Let pi′′ be any
irreducible subquotient of pi′, then since the functor HomK(st, .) is exact, we
would have that HomK(st, pi
′′) is an irreducible subquotient of HomK(st, pi′)
and that dim HomK(st, pi
′′) ≤ dim HomK(st, pi′) = 1. In particular we have
that HomK(st, pi
′) ' HomK(st, socGpi′). Let pi′′ be an irreducible subquotient
of pi′, which is not generic, then HomG(pi′′, socGpi′) = 0. Since the functor
HomK(st, .) is exact, we also have Hom(HomK(st, pi
′′),HomK(st, socGpi′)) =
0. Therefore HomK(st, pi
′′) and HomK(st, socGpi′) are not isomorphic. We
must have HomK(st, pi
′′) = 0.
If pi was not generic and we know that pi is a subquotient of pi′ it would
follow by the discussion above that HomK(st, pi) = 0, a contradiction. So pi
must be generic.
Let’s prove now that dim HomK(st, pi
′) = 1. It follows from the proof of
corollary 3.11 [CEG+16], that pi′ in an unramified principal series represen-
tation. Then,
pi′|K ' IndKB∩K1
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Frobenius reciprocity gives:
HomK(st, pi
′|K) = HomB∩K(st, 1)
Since K1 = {x ∈ K|x ≡ 1 mod p} acts trivially on st and I = (K ∩
B)K1, then
HomB∩K(st, 1) = HomI(st, 1)
Finally dim HomI(st, 1) = dim st
I = 1.
2. Semi-simple type case (general case). Let now λ be some general
semi-simple type. The second part of Main Theorem of section 8 in [BK98]
gives a support preserving Hecke algebra isomorphism j : H(M,λM) →
H(G, λ)(here M is a unique Levi subgroup of G which contains the NG(M)-
stabilizer of the inertia class D and is minimal for this property), and the
section 1.5 gives a tensor product decomposition H(M,λM) = H1⊗Qp . . .⊗Qp
Hs, whereHi = H(Gi, Ji, λi) is an affine Hecke algebras of type A and (Ji, λi)
is some simple type with Gi some general linear group over a p-adic field.
Let M be a Levi subgroup of P = MN , then K ∩M = ∏si=1Ki, where
Ki a maximal compact subgroup of i-th factor in M . By definition, see the
end of section 6 in [SZ99], the restriction of K-representation σ to K ∩ N
is trivial, and σ|K ∩M ' σ1 ⊗ . . . ⊗ σs where σi := σPmini (λi) with obvious
notations.
According to Theorem (8.5.1) in [BK93] the irreducible representation pi
is of form
pi ' pi1 × . . .× pis,
such that pii is irreducible representation of Gi and contains the simple type
(Ji, λi). Moreover the supersupidal support of pii is disjoint from supersupidal
support of pij for i 6= j. Then
HomK(σ, pi) = HomK(σ, Ind
K
K∩P (pi1|K1 ⊗ . . .⊗ pis|Ks))
= HomK∩P (σK∩M , pi1|K1 ⊗ . . .⊗ pis|Ks)
= HomK∩M(σ1 ⊗ . . .⊗ σs, pi1|K1 ⊗ . . .⊗ pis|Ks)
is non zero if and only HomKi(σi, pi|Ki) is non zero for all i. By simple
type case pii is a generalized steinberg representation. It follows that pi is
generic.
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Lemma 3.22. We have dim HomK(σmin(λ), pi) = 1, for pi an irreducible
generic representation of G in Ω.
Proof. Let x ∈ m-SpecZΩ a maximal ideal defined by pi. Since pi is generic
we have that HomK(σmin(λ), pi) 6= 0 by Proposition 3.21. It follows that we
have c–IndGKσmin(λ)⊗ZΩ κ(x) pi. Since the functor HomK(σmin(λ), .) is ex-
act, we have HomK(σmin(λ), c–Ind
G
Kσmin(λ)⊗ZΩ κ(x)) HomK(σmin(λ), pi).
Moreover by Frobenius reciprocity we have that
HomK(σmin(λ), c–Ind
G
Kσmin(λ)⊗ZΩ κ(x))
= HomG(c–Ind
G
Kσmin(λ), c–Ind
G
Kσmin(λ)⊗ZΩ κ(x))
and then by Lemma 2.12:
HomK(σmin(λ), c–Ind
G
Kσmin(λ)⊗ZΩ κ(x))
' HomK(σmin(λ), c–IndGKσmin(λ))⊗ZΩ κ(x)
Moreover by Corollary 2.18, HomK(σmin(λ), c–Ind
G
Kσmin(λ)) ' ZΩ. Hence
we have a surjective map of κ(x)-vector spaces:
κ(x) HomK(σmin(λ), pi)
Then 1 ≥ dim HomK(σmin(λ), pi) and this space is non-zero, hence it must
be one-dimensional.
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4 Potentially crystalline representations
Let D be a weakly admissible (ϕ,N)-module. Here we will prove that if we
set N = 0 then there is a filtration on D, the underlying ϕ-module of D, such
that the ϕ-module then D is again weakly admissible. First we recall few
definitions and then we will study in detail the two dimensional case. Then
we will see how some elementary inequalities allow us to deduce this result.
4.1 Notation
Recall that p is a prime number. In this section fix two finite extensions
F (the base field) and E (the coefficient field) of Qp such that [F : Qp] =
|HomQp(F,E)| where HomQp(F,E) denotes the set of all Qp-linear embed-
dings of the field F into the field E. We assume F is contained in an al-
gebraic closure Qp of Qp. We denote by q = pf0 the cardinality of the
residue field of F and by F0 = Frac(W (Fq)) its maximal unramified sub-
field. If e := [L : Qp]/f0, we set valF (x) := e.valQp(x) (where valQp(p) := 1)
and |x|F := q−valF (x) for any x in a finite extension of Qp. We denote by
WF = W (Qp/F ) (resp. GF := Gal(Qp/F )) the Weil (resp. Galois) group of
F and by recp : W (Qp/F )ab → F× the reciprocity map sending the geometric
Frobenius to the uniformizer.
Let L be a finite Galois extension of L and L0 its maximal unramified
subfield. We assume [L0 : Qp] = |HomQp(L0, E)| and we let pf be the
cardinality of the residue field of L0 and ϕ0 be the Frobenius on F (raising
to the p each component of the Witt vectors). Consider the following two
categories:
1. the category WDL/F of representations (r,N, V ) of the Weil-Deligne
group of F on a E-vector space V of finite dimension such that r is
unramified when restricted to W (Qp/L).
2. the category MODL/F of quadruples (ϕ,N,Gal(L/F ), D) where D is
a free L0 ⊗Qp E-module of finite rank endowed with a Frobenius ϕ :
D → D, which is φ0-semi-linear bijective map, an L0 ⊗Qp E-linear
endomorphism N : D → D such that Nϕ = pϕN and an action of
Gal(L/F ) commuting with ϕ and N .
There is a functor (due to Fontaine):
WD : MODL/F −→WDL/F
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The following proposition was proven in [BS07](Proposition 4.1):
Proposition 4.1. The functor WD : MODL/F −→WDL/F is an equivalence
of categories.
Denote MOD a quasi inverse of the functor WD.
If D is an object of MODL/F , we define:
tN(D) =
1
[F : L0]f
valF (detL0(ϕ
f |D))
For σ : L ↪→ K, let DL = D ⊗L0 L and :
DL,σ = DL ⊗L⊗QpE (L⊗F,σ E)
Then one has DL '
∏
σ:F→E DL,σ. To give an L⊗Qp E-submodule FiliDL
of DL preserved by Gal(L/F ) is the same thing as to give a collection
(FiliDL,σ)σ where Fil
iDL,σ is a free L ⊗F,σ E-submodule of DL,σ (hence a
direct factor as L ⊗F,σ E-module) preserved by the action of Gal(L/F ). If
(FiliDL,σ)σ,i is a decreasing exhaustive separated filtration on DL by L⊗QpE-
submodules indexed by i ∈ Z and preserved by Gal(L/F ), we define:
tH(DL) =
∑
σ
∑
i∈Z
i dimL(Fil
iDL,σ/Fil
i+1DL,σ)
Recall that such a filtration is called admissible if tH(DL) = tN(D) and if,
for any L0-vector subspace D
′ ⊆ D preserved by ϕ and N with the induced
filtration on D′L, one has tH(D
′
L) ≤ tN(D′).
4.2 Weakly admissible modules
4.2.1 Examples
Let’s consider the case of semi-stable representations of Gal(Qp/Qp). We
know that the category of semi-stable representations is equivalent to the
category of filtered weakly admissible (ϕ, N)-modules. In what follows we
will deal exclusively with that type of (ϕ, N)-modules.
Let’s examine what happens in two dimensional case. In order to avoid
specifying the extension E over which the module D is semi stable we will
work with coefficients in Qp. Assume that Hodge-Tate weights are (0, k− 1),
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with k ≥ 2. The weakly admissible modules are of the form D = Qpe1⊕Qpe2
with FiliD = D for i ≤ 0, Fil1D = . . . = Filk−1D 6= 0 and FiliD = 0 for
i ≥ k. Let vp denote the p-adic valuation, such that vp(p) = 1.
Consider the module given by:
ϕ(e1) = pλe1
ϕ(e1) = λe2
Filk−1D = Qp(e1 + Le2)
N(e1) = e2
N(e2) = 0
L ∈ Qp
The non-trivial only (ϕ,N)-stable sub vector spaces is Qpe2 so the ad-
missibility condition is equivalent to k− 1 = 2vp(λ) + 1 and 0 = tH(Qpe2) ≤
tN(Qpe2) = vp(λ).
If we set N = 0 and we want to keep the same ϕ and the same filtration,
then D the form: 
ϕ(e1) = pλe1
ϕ(e1) = λe2
Filk−1D = Qp(e1 + e2)
Notice this is the same filtration as above but we made a base change
e2 7→ Le2. From the admissibility of (ϕ,N)-module we get the admissibility
of ϕ-module. Indeed the non-trivial ϕ-stable sub vector spaces are Qpe1,
Qpe2 and we have 0 = tH(Qpe1) < tN(Qpe1) = vp(λ) + 1. This was the only
inequality that was left to check.
For 3-dimensional examples the reader may look at [Par16] and check in
the same way that for every isomorphism class with non zero monodromy
operator, we get a crystalline representation when we kill the monodromy
operator.
4.2.2 Inequalities of integers
Lemma 4.2. Let i1 ≤ i2 ≤ . . . ≤ id, a sequence of integers in Z and let
c ∈ Q. Assume that we have
d∑
j=1
ij ≤ dc
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then for all 1 ≤ n ≤ d, we have
n∑
j=1
ij ≤ nc
Proof. We have that in+1 ≥ ij for all 1 ≤ j ≤ n. Then it follows that
nin+1 ≥
∑n
j=1 ij. By a simple calculation this inequality is equivalent to
1
n+ 1
n+1∑
j=1
ij − 1
n
n∑
j=1
ij =
in+1
n+ 1
+ (
1
n+ 1
− 1
n
)
n∑
j=1
ij
=
1
n(n+ 1)
(nin+1 −
n∑
j=1
ij) ≥ 0
Then it follows by induction that
1
n
n∑
j=1
ij ≤ 1
d
d∑
j=1
ij ≤ c
The result follows.
Lemma 4.3. Let i1 ≤ i2 ≤ . . . ≤ id+k, a sequence of integers in Z and let
c1, c2 ∈ Q . Assume that we have
d∑
j=1
ij ≤ dc1
and
d∑
j=1
ij +
d+k∑
j=d+1
ij ≤ dc1 + k(c2 + 1)
then for all 1 ≤ n ≤ k, we have
d∑
j=1
ij +
d+n∑
j=d+1
ij ≤ dc1 + n(c2 + 1)
70
Proof. We prove first the desired inequality for n = 1. If id+1 ≤ c2 + 1 then
d∑
j=1
ij + id+1 ≤ dc1 + id+1 ≤ dc1 + (c2 + 1)
If id+1 ≥ c2 + 1, then
d∑
j=1
ij + kid+1 ≤
d∑
j=1
ij +
d+k∑
j=d+1
ij ≤ dc1 + k(c2 + 1)
Subtracting (k − 1)id+1 + c2 + 1 + dc1 on both sides of the previous in-
equality, we get
d∑
j=1
ij + id+1 − (dc1 + c2 + 1) ≤ (k − 1)(−id+1 + c2 + 1) ≤ 0
Hence in any case we have that
d∑
j=1
ij + id+1 ≤ dc1 + (c2 + 1) = d(c1 + (c2 + 1)/d)
This proves the lemma for n = 1. Now replacing d by d + 1, c1 by
c1 + (c2 + 1)/d and k by k − 1, so that we can repeat the procedure above
for n = 1, i.e. we start now with inequalities:
d+1∑
j=1
ij ≤ d(c1 + (c2 + 1)/d)
and
d+1∑
j=1
ij +
d+k∑
j=d+2
ij ≤ d(c1 + (c2 + 1)/d) + (k − 1)(c2 + 1)
then proceed as before to get:
(
d∑
j=1
ij + id+1) + id+2 ≤ d(c1 + (c2 + 1)/d) + (c2 + 1) = dc1 + 2(c2 + 1),
i.e. an inequality for n = 2. We proceed by induction in a similar fashion to
prove this lemma.
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By induction from the two previous lemmas we get the following result:
Lemma 4.4. Let i1 ≤ i2 ≤ . . . ≤ id1+...+ds, a sequence of integers in Z and
let ci ∈ Q for all 1 ≤ i ≤ s. Assume that we have
d1∑
j=1
ij ≤ d1c1
d1∑
j=1
ij +
d1+d2∑
j=d1+1
ij ≤ d1c1 + d2c2
...
d1∑
j=1
ij + . . .+
d1+...+ds∑
j=d1+...ds−1+1
ij ≤ d1c1 + . . .+ dscs
then for all 1 ≤ k ≤ s and for all 1 ≤ n ≤ dk, we have
d1∑
j=1
ij + . . .+
d1+...dk−1+n∑
j=d1+...dk−1+1
ij ≤ d1c1 + . . .+ dk−1ck−1 + nck
4.2.3 General case
Proposition 4.5. Let (ϕ,N,Gal(L/F ), D) be an object in the category MODL/F
which has an admissible filtration. Then the object (ϕ, 0,Gal(L/F ), D) has
also an admissible filtration. The Hodge-Tate weights of (ϕ, 0,Gal(L/F ), D)
and (ϕ,N,Gal(L/F ), D) are the same and those objects have the same action
of ϕ on D.
Proof. Let (r,N, V ) = WD(D). Assume that the extension E of Qp is big
enough so that
(r,N, V ) =
s⊕
i=1
(ri, Ni, Vi)
where (ri, Ni, Vi) is absolutely indecomposable of dimension di.
Let (ϕi, Ni, Di) = MOD((ri, Ni, Vi)), then it is an absolutely indecompos-
able object in MODL/F . Let Di,0 = Ker(Ni : Di → Di) and ϕi,0 = ϕi|Di,0.
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An indecomposable Weil-Deligne representation can be always written in a
specific form (cf. 3.1.3 (ii) [Del75]). Then Di can be written as
Di = Di,0 ⊕Di,0(1)⊕ . . .⊕Di,0(bi − 1)
where Di,0(n) ' Di,0 with ϕi,0|Di,0(n) = pnϕi,0, Ni|Di,0 = 0 and Ni sends
Di,0(n) to Di,0(n − 1) via identity if n > 0. Note that Di,0 is absolutely
irreducible. Since ϕfi,0 is L0 ⊗Qp E-linear and commutes with Gal(L/F ) ϕi,0,
then ϕfi,0 is a scalar matrix with values in F
×. Let ni = dimDi,0 and ϕ
f
i,0 =
λi.Id.
Choose an order on summands such that valF (λ1) ≤ valF (λ2) ≤ . . . ≤
valF (λs).
For an embedding σ the Hodge-Tate weights are iσ,1 < . . . < iσ,n. Write
ci =
1
[E:L0]f
valF (λi) and ij =
∑
σ iσ,j.
Notice that the only sub-objects of Di are Di,0⊕ . . .⊕Di,0(k) for 0 ≤ k ≤
bi − 1. Then the admissibility condition of D, for these subobjects, gives us
the following inequalities:
1. admissibility for D1,0 ⊕ . . .⊕D1,0(k)
n1∑
j=1
ij + . . .+
(k+1)n1∑
j=kn1+1
ij ≤ n1c1 + . . .+ n1(c1 + k)
for 0 ≤ k ≤ b1 − 1,
2. admissibility for D1 ⊕D2,0 ⊕ . . .⊕D2,0(k)
d1∑
j=1
ij +
d1+n2∑
j=d1+1
ij + . . .+
d1+(k+1)n2∑
j=d1+kn2+1
ij ≤
≤ n1c1 + . . .+ n1(c1 + b1 − 1) + n2c2 + . . .+ n2(c2 + k)
for 0 ≤ k ≤ b2 − 1,
...
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s. admissibility for D1 ⊕ . . .⊕Ds−1 ⊕Ds,0 ⊕ . . .⊕Ds,0(k)
d1+...+ds−1∑
j=1
ij +
d1+...+ds−1+ns∑
j=d1+...+ds−1+1
ij + . . .+
d1+...+ds−1+(k+1)ns∑
j=d1+...+ds−1+kns+1
ij ≤
≤
s−1∑
i=1
bi−1∑
l=0
ni(ci + l) + nscs + . . .+ ns(cs + k)
for 0 ≤ k ≤ bs − 1, with an equality for k = bs.
Then applying Lemma 4.4 to each set of inequalities above, from 1 to s, we
get the following intermediate inequalities:
1. For 0 ≤ k ≤ b1 − 1,
a∑
j=1
ij ≤ ac1
for 1 ≤ a ≤ n1,
...
n1∑
j=1
ij + . . .+
a∑
j=kn1+1
ij ≤ n1c1 + . . .+ a(c1 + k)
for kn1 + 1 ≤ a ≤ (k + 1)n1,
2. For 0 ≤ k ≤ b2 − 1,
d1∑
j=1
ij +
d1+a∑
j=d1+1
ij ≤ n1c1 + . . .+ n1(c1 + b1 − 1) + ac2
for d1 + 1 ≤ a ≤ n2,
...
d1∑
j=1
ij +
d1+n2∑
j=d1+1
ij + . . .+
a∑
j=d1+kn2+1
ij ≤
≤ n1c1 + . . .+ n1(c1 + b1 − 1) + n2c2 + . . .+ a(c2 + k)
for d1 + kn2 + 1 ≤ a ≤ d1 + (k + 1)n2,
...
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s. For 0 ≤ k ≤ bs − 1,
d1+...+ds−1∑
j=1
ij +
a∑
j=d1+...+ds−1+1
ij ≤
s−1∑
i=1
bi−1∑
l=0
ni(ci + l) + acs
for d1 + . . .+ ds−1 + 1 ≤ a ≤ d1 + . . .+ ds−1 + ns,
...
d1+...+ds−1∑
j=1
ij +
d1+...+ds−1+ns∑
j=d1+...+ds−1+1
ij + . . .+
d1+...+ds−1+a∑
j=d1+...+ds−1+kns+1
ij ≤
≤
s−1∑
i=1
bi−1∑
l=0
ni(ci + l) + nscs + . . .+ a(cs + k)
for d1 + . . .+ ds−1 + kns + 1 ≤ a ≤ d1 + . . .+ ds−1 + (k + 1)ns.
By equivalence (i)⇔ (ii) of Proposition 3.2 [BS07], all these inequalities
tell that there is an admissible filtration on the ϕ-modules (ϕ,DN=0). By
construction the ϕ-modules (ϕ,DN=0) has the same Hodge-Tate weights as
(ϕ,N)-module D and both modules inherit the same action of ϕ.
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5 Locally algebraic vectors
We will begin this section by recalling some notation from [CEG+16]. The
globalization of r constructed in section 2.1 [CEG+16], provides us with a
global imaginary CM field F˜ with maximal totally real subfield F˜+. We
refer the reader to the section 2.1 [CEG+16], for more details and precise
definitions. Let Sp denote the set of primes of F˜
+ dividing p. Fix p|p. For
each v ∈ Sp, let v˜ be a choice of a place in F˜ lying above v, as defined in
section 2.4 [CEG+16].
Recall that there is a ring Rp˜ (σmin), which is the unique reduced and
p-torsion free quotient of Rp˜ (the universal O-lifting ring of r) corresponding
to potentially semi-stable lifts of weight σalg and inertial type τ , which was
constructed in [Kis08].
For P any partition valued function, define σP := σP(λ) ⊗ σalg, where
σP(λ) was defined above and σalg is the restriction to K of an irreducible
algebraic representation of ResF/QpGLn given by the Hodge-Tate weights.
Fix a K-stable O-lattice σ◦P in σP . Set
M∞(σ◦P) :=
(
HomcontO[[K]](M∞, (σ
◦
P)
d)
)d
where M∞ is R∞[G]-module constructed in section 2 [CEG+16] by patching
process, (.)d = HomcontO (.,O) denotes the Shikhof dual and R∞ is a complete
noetherian local Rp˜ -algebra with residue field F. Moreover the module M∞
is finitely generated over the completed group algebra R∞[[K]].
Let x be a closed E-valued point of SpecR∞(σmin)[1/p]. The correspond-
ing Galois representation rx is given by the homomorphism x : R

p˜ → O,
which we extend arbitrarily to homomorphism x : R∞ → O. Then
V (rx) := Hom
cont
O (M∞ ⊗R∞,x O, E) (10)
is an admissible unitary E-Banach space representation of G.
The main result of this section is to compute the locally algebraic vectors
for V (rx), a candidate for the p-adic local Langlands correspondence, at the
smooth points which lie on some automorphic component.
The arrangement of this part of a thesis is as follows: After recall-
ing few definitions in section 5.1, we will construct the map H(σmin) −→
Rp˜ (σmin)[1/p], which interpolates the local Langlands correspondence in sec-
tion 5.2. Then in section 5.3 we will introduce a stratification of Rp˜ (σmin)
with respect to the partition valued function, which will help us to study the
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support of M∞(σ◦min). The goal of the section 5.4 will be to prove that the
action of H(σmin) on M∞(σ◦min) is compatible with the interpolation map
constructed in section 5.2. In order to deal with the monodromy of poten-
tially semi-stable Galois representations we will use results from section 3.
We proved in section 3 that the partition valued functions encode informa-
tion about the monodromy. This will be stated in more precise manner as
Theorem 5.14 and the results about the support of M∞(σ◦min) will be given in
section 5.5. In the section 5.6, the we will compute locally algebraic vectors
using a global point where we know the result already. The main result of
that section is the Theorem 5.22, which is also the main result of this thesis.
5.1 Locally algebraic vectors. Definition. First prop-
erties
In this section I reproduced some parts of the appendix in [ST01]. Let E/Qp
be a finite extension and V a vector space over E. We begin with a definition,
a vector v ∈ V is termed locally algebraic if:
The orbit map of the vector v is locally algebraic, i.e. for v ∈ V , there is
a compact open subgroup Kv in G, and a finite dimensional subspace U of
V containing the vector v such that Kv leaves U invariant and operates on
U via the restriction to Kv of a finite dimensional algebraic representation
of the algebraic group scheme ResF/QpGLn.
Similarly a representation pi of G = GLn(F ) on V is called locally alge-
braic if:
1. The restriction of pi to any open compact subgroup K of G is a sum of
finite dimensional irreducible representations of K.
2. Any vector v ∈ V is locally algebraic.
We have the following classification of locally algebraic representations of
G. The following theorem was taken from the appendix of [ST01]:
Theorem 5.1. 1. Every irreducible locally algebraic representation pi of
G is the tensor product pi = pi1 ⊗ pi2 of an irreducible algebraic rep-
resentation pi1 of G and of a smooth irreducible representation pi2 of
G.
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2. Conversely, the tensor product pi = pi1 ⊗ pi2 of an irreducible algebraic
representation pi1 of G and of a smooth irreducible representation pi2 of
G is an irreducible locally algebraic representation of G.
Proof. (Sketch). By the definition of locally algebraic representation, there
exists an algebraic representation pi1 of G, a compact open subgroup K1 of
G and a finite dimensional subspace U of pi invariant under K1 such that
the action of K1 on U is the restriction to K1 of the representation pi1 of G.
Clearly, we can assume that pi1 is an irreducible representation of G. Define,
pi2 = lim−→
K
HomK(pi1, pi)
where the direct limit is taken over all the compact open subgroups K of G
which have their common intersection as only {e}. Then one has to prove
that the canonical map pi1 ⊗ pi2 → pi is G-equivariant and injective. See
Theorem 1 in the appendix of [ST01] for more details.
For any Banach vector space representation V we have the following func-
tor V 7→ V l.alg, where V l.alg is the subspace of locally algebraic vectors in
V .
Notation. Let pi be an irreducible representation of G, then we will write
pil.alg = pism ⊗ pialg, where pism is pi1 of the previous theorem and pialg is pi2.
5.2 Interpolation map
5.2.1 Construction in general case
First we extend few results from section 3 of [CEG+16]. Let pi be any ir-
reducible representation, then the action of ZΩ on pi defines a E-algebra
morphism χpi : ZΩ −→ EndG(pi) ' E.
Lemma 5.2. Let pi be an irreducible generic representation of G = GLn(F ).
Then by Bernstein-Zelevinsky classification there are pairwise non-isomorphic
supercuspidal representations pii (1 ≤ i ≤ s) and segments ∆i,j = (pii⊗χi,j)⊗
. . .⊗(pii⊗χi,j⊗| det |ki,j−1) (1 ≤ j ≤ ri), where χi,j are unramified characters
and ki,j are positive integers, such that:
pi ' L(∆1,1)× . . .× L(∆1,r1)× . . .× L(∆s,1)× . . .× L(∆s,rs)
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Notice that all the segments ∆i,j and ∆i′,j′ are not linked for i 6= i′,
this means that any permutation of blocs L(∆i,1) × . . . × L(∆i,ri) gives an
isomorphic representation.
Define ∆˜i,j := (pii ⊗ χi,j ⊗ | det |1−ki,j) ⊗ . . . ⊗ (pii ⊗ χi,j) and consider it
as a representation of a corresponding Levi subgroup. Write,
η := ∆˜1,1 × . . .× ∆˜1,r1 × . . .× ∆˜s,1 × . . .× ∆˜s,rs
Notice that any permutation of blocs ∆˜i,1 × . . .× ∆˜i,ri gives a representation
isomorphic to η. Then we have:
c–IndGKσmax ⊗ZΩ,χpi E ' η
Moreover the action of ZΩ on η is given by the maximal ideal χpi.
Proof. The result follows by the argument similar to the one given in the
proof of corollary 3.11 [CEG+16]. Let pi′ be G-cosocle of η. Then by Propo-
sition 3.10 [CEG+16], we have c–IndGKσmax ⊗ZΩ,χpi′ E ' η. Since the G-socle
of η is irreducible and occurs as a subquotient with multiplicity one, the
action of ZΩ on η factors through a maximal ideal, which is equal to χpi, as
pi occurs as subquotient. Since pi′ is the G-cosocle of η, then pi′ satisfies the
conditions of Proposition 3.10 [CEG+16] and we have χpi′ = χpi.
We are given pi an irreducible generic representation as in lemma above.
We would like to describe χpi in more concrete terms. In facts we would like
to have a concrete description of the action of ZΩ on pi ⊗ | det |n−12 in terms
of eigenvalues of associated Weil-Deligne representation by local Langlands
correspondence.
We will construct explicitly an analogous of the map η from Theorem 4.1
[CEG+16] in the potentially semi-stable case.
Let W := W (kF ) be the ring of Witt vectors of the residue field of F ,
recall that $ is a uniformizer of F . Let F0 = W (kF )[1/p], then F/F0 is
totally ramified. We will denote by E(u) ∈ F0[u] the Eisenstein polynomial
of $.
Let Rp˜ (σmin) := R

r (τ,v) the unique reduced and p-torsion free quotient
of Rp˜ corresponding to potentially semi-stable lifts of weight σalg (i.e. of
weight v) and inertial type τ , which was constructed in [Kis08] and ρpst :
GK −→ GLn(Rr (τ,v)[1/p]) the universal lift corresponding to the identity
homomorphism id : Rr (τ,v)[1/p] −→ Rr (τ,v)[1/p].
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It follows from the Theorem (2.5.5) (2) [Kis08] that Rr (τ,v)[1/p] is
endowed with a universal (ϕ,N)-module Dr (τ,v), which is a locally free
Rr (τ,v)[1/p]⊗Qp F0-module of rank n.
We will continue to use here the notation from the section 4. Let L be
an extension of F such that every Galois representation rx is semi-stable and
L0 its maximal unramified subfield. We assume [L0 : Qp] = |HomQp(L0, E)|
and we let pf be the cardinality of the residue field of L0.
Our goal here is to construct a canonical map H(σmin) −→ Rr (τ,v)[1/p].
We proceed in the following steps:
1. Take a smooth closed point x ∈ SpecRr (τ,v)[1/p].
2. The point x corresponds is given by an E-algebra homomorphism
x : Rr (τ,v)[1/p] −→ E and it corresponds to n-dimensional Galois rep-
resentation of GF , denoted Vx. Let Dst,L(Vx) := (Bst⊗QpVx)GL , by con-
struction this is also Dx, the specialization of D

r (τ,v) at closed point
x. The admissible filtered (ϕ,N,Gal(L/F ))-module Dx = Dst,L(Vx) is
equipped with Frobenius endomorphism φx, which is the specilaization
of the universal Frobenius ϕ on Dr (τ,v) at x, i.e. ϕ⊗ κ(x) = φx.
3. Let p˜i be an irreducible representation of GLn(F ) such that
recp(p˜i ⊗ | det | 1−n2 ) = WD(Dx),
here WD(Dx) is the Weil-Deligne representation associated to Dx via
Fontaine’s recipe. Let pi := rec−1p (WD(Dx)).
4. Theorem 1.2.7 [All16] implies that the representation pi is generic, be-
cause x is a smooth point.
5. Let η := c–IndGKσmax ⊗ZΩ,χpi E, as in Lemma 5.2. By the Lemma 5.2
the action of ZΩ on p˜i = pi ⊗ | det |n−12 is identified with the action of
ZΩ on η ⊗ | det |n−12 . We will try to understand the action of ZΩ on
η ⊗ | det |n−12 .
6. We can interpret the action of ZΩ on η⊗| det |n−12 in terms of eigenvalues
of the linearized canonical map obtained from the specialization of the
absolute Frobenius ϕ at point x. For this we use the decomposition
of spherical Hecke algebra of semi-simple type as a tensor product of
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Iwahori Hecke algebras and this decomposition restricts to ZΩ. Then
we use Satake isomorphism on each factor of ZΩ. In the Iwahori case
there is just one factor in that tensor product decomposition.
7. From previous step we can ”guess” a ring homomorphism β : ZΩ −→
Rr (τ,v)[1/p]. This map is canonical in the sense that if there was
another map β′ it would coincide with β on all of the smooth points,
and since the smooth points are dense by Theorem 3.3.4 [Kis08], the
two maps have to be equal.
8. Finally H(σmin(λ)) → H(σmin) given by f 7→ f.σalg is an isomor-
phism according to Lemma 1.4 [ST06] and by corollary 2.18 we have
a canonical isomorphism ZΩ ' H(σmin(λ)). Composing β with those
isomorphisms gives us the desired map.
Notice that it follows from the step 5 that the map β does not depend on
monodromy.
We will prove the following Theorem:
Theorem 5.3. There is an E-algebra homomorphism
β : H(σmin) −→ Rp˜ (σmin)[1/p]
such that for any closed point x of Rp˜ (σmin)[1/p] with residue field Ex, the
action of ZΩ on a smooth G-representation pism(rx) factors as β composed
with the evaluation map Rp˜ (σmin)[1/p] −→ Ex.
The aim of the next sections is to carry out steps 1.-8. outlined above via
very explicit computations. However before we embark on this task, we can
give a ”less computational” proof of that Theorem. Morally both proofs are
based on the Lemma 4.3 [CEG+16]. Let’s prove now the Theorem above.
Proof. Consider the following map, obtained by specialisation:
γG : ZΩ −→
∏
x∈m-SpecRr (τ,v)[1/p]
E ′x
where γG is defined on the factor corresponding to x by evaluating ZΩ at the
closed point in the Bernstein component Ω determined via local Langlands
by x, and E ′x/Ex is a sufficiently large finite extension.
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Consider as well the following map, also obtained by specialisation:
γWD : R

r (τ,v)[1/p] −→
∏
x∈m-SpecRr (τ,v)[1/p]
E ′x
The map γWD is injective, because the ring R

r (τ,v)[1/p] is reduced and
Jacobson.
We have the following diagram:
ZΩ
γG //
I
$$
∏
x∈m-SpecRr (τ,v)[1/p]
E ′x
WF
T
OO
? // Rr (τ,v)[1/p]
γWD
OO
where T : WF −→ ZΩ be the pseudo-representation constructed in Proposi-
tion 3.11 of [Che09] and I is the map that we want to construct. Observe
that the Lemma 3.24 [CEG+16] tells us that the Cheneviers E[B] is our ZΩ,
so that the definition of the map T makes sense.
First we will construct a map ? such that the diagram above commutes.
We can apply the Fontaine’s recipe to the absolute Frobenius ϕ on Dr (τ,v),
which is a free Rr (τ,v)[1/p]⊗Qp F0-module of rank n. Let’s recall first this
construction in the usual setting.
Let x ∈ m-SpecRr (τ,v)[1/p] be a closed E-valued point. Let Dx and ϕx
be the specializations of Dr (τ,v) and ϕ at x, respectively. Let L be a finite
extension of F where all the Galois representation of the given inertial type
τ are semi-stable and L0 a subfield of L such that L/L0 is totally ramified.
Then we deduce from the isomorphism
L0 ⊗Qp E '
∏
σ0:L0↪→E
E,
the isomorphism
Dx =
∏
σ0:L0↪→E
Dσ0 ,
where Dσ0 = (0, . . . , 0, 1σ0 , 0, . . . , 0)Dx, is the ”σ0-th coordinate of Dx”. Fix
now a σ0. Set Wx = Dσ0 .
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Let w ∈ WF , define w to be the image of w in Gal(L/F ) and let α(w) ∈
f0Z such that the action of w on Fp is the α(w)-power of the map (x 7→ xp).
We can define an endomorphism of Dx by rx(w) := w ◦ ϕ−α(w)x , it can be
shown that the restriction of r(w) to Wx does not depend on σ0.
We are interested in the trace of rx(w), we have trivially
Tr(rx(w)|Dx) = |HomQp(L0, E)|Tr(rx(w)|Wx).
However since E is assumed to be large enough we have |HomQp(L0, E)| =
[L0 : Qp].
Observe that it makes sense to define for each w ∈ WF an endomorphism
r(w) := w ◦ ϕ−α(w) of Dr (τ,v) and we can also take its trace.
Define now the following map:
Tr : WF −→ Rr (τ,v)[1/p]
w 7−→ 1
[L0:Qp]Tr(r(w)|Dr (τ,v))
Then by the construction of T , we have γG ◦ T = γWD ◦Tr, i.e. the diagram
of sets
ZΩ
γG //
I
$$
∏
x∈m-SpecRr (τ,v)[1/p]
E ′x
WF
T
OO
Tr // Rr (τ,v)[1/p]
γWD
OO
commutes. Now we can define the map I, in order to so, it suffices to show
that the image of ZΩ under γG is contained in the image of γWD. However
by Lemma 4.5 [CEG+16] the image of T generates ZΩ. Then, any element
a ∈ ZΩ can be written as a =
∑
i µiT (gi). It follows from the commutative
diagram above, that the map I is given by
∑
i µiT (gi) 7→
∑
i µiTr(gi). Let’s
prove that the map I is a well defined ring homomorphism.
The map I is well defined. Indeed, if we choose two different presentations
of an element a ∈ ZΩ, a =
∑
i µiT (gi) =
∑
k λkT (hk) then the elements∑
i µiTr(gi) and
∑
k λkTr(hk) should coincide. It is enough to prove that
if
∑
i µiT (gi) = 0, then
∑
i µiTr(gi) = 0. Indeed, we have 0 = γG(0) =
γG(
∑
i µiT (gi)) =
∑
i µiγG(T (gi)) =
∑
i µiγWD(Tr(gi)) = γWD(
∑
i µiTr(gi)),
then
∑
i µiTr(gi) = 0 since γWD is injective.
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Now, we will prove that I is a ring homomorphism. First notice that γG
and γWD are already ring homomorphisms. Let any a, b ∈ ZΩ, then
γWD(I(a.b)− I(a).I(b)) = γWD(I(a.b))− γWD(I(a)).γWD(I(b))
= γG(a.b)− γG(a).γG(b) = 0
Since γWD is injective it follows that I(a.b) = I(a).I(b). Similarly we get
I(a+ b) = I(a) + I(b) and I(1) = 1.
Let M be the Levi subgroup in the supercuspidal support of any irre-
ducible representation in Ω, and X(M) is the group of unramified char-
acters of M . The group automorphism X(M) −→ X(M) given by χM →
χM | det | (1−n)2 gives rise to an E-isomorphism Spec ZD → Spec ZD. The latter
map is invariant under the W (D)-action (the point is that | det | is invari-
ant under G-conjugation) so it descends to an E-isomorphism Spec ZΩ →
Spec ZΩ. Let tW : ZΩ → ZΩ denote the induced isomorphism. Now we
construct β′ as the following composite map:
ZΩ
tW−→ ZΩ I−→ Rr (τ,v)[1/p]
In order to get the map β as in the statement of the theorem, compose
β′ with the isomorphisms H(σmin(λ)) → H(σmin) and ZΩ ' H(σmin(λ)).
The the desired interpolation property of β′, follows from the commutative
diagram above. This can be easily be checked on points.
We will see next, that all the steps in the proof above can be made very
explicit.
5.2.2 Construction in the Iwahori case
Assume now, that pi has a trivial type (I, 1), i.e. piI 6= 0 and Ω = [T, 1]G.
So the inertial type τ is also trivial. Let H(σmin) := EndG(c–IndGKσmin), and
by corollary 2.18 we have a canonical isomorphism ZΩ ' H(σmin(λ)) and
also ZΩ ' H(σmax(λ)) = H(G,K). Moreover the map H(G,K) → H(σmax)
given by f 7→ f.σalg. is an isomorphism according to Lemma 1.4 [ST06]. By
Satake isomorphism we have H(G,K) ' E[θ1, . . . , θn−1, (θn)±1], where θr is a
double coset operator
[
K
(
$Ir 0
0 In−r
)
K
]
. Putting all these isomorphisms
together we have H(σmin(λ)) ' ZΩ ' E[θ1, . . . , θn−1, (θn)±1]. So in order to
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describe completely the action of ZΩ on η⊗ | det |n−12 , it would be enough to
describe the action of each θr.
Let q be the cardinality of residue field OF/pF where OF is the ring of
integers of F and pF the maximal ideal. Let $ be a uniformizer of F .
We describe first the action of ZΩ.
Lemma 5.4. Let ψ := ψ1 ⊗ . . . ⊗ ψn, an unramified character of torus T ,
and η = iGB(ψ). Then θr acts on η ⊗ | det |
n−1
2 by a scalar:
q
r(1−r)
2
∑
λ1<...<λr
ψλ1($) . . . ψλr($)
where the sum is taken through all the integers 1 ≤ λi ≤ n such that those
inequalities are satisfied.
Proof. We follow closely Bump’s lecture notes [Bum] on Hecke algebras, and
adapts the argument therein for our needs. One may consult section 9, Propo-
sition 40 in [Bum] for more details. It follows from Iwasawa decomposition
that the space of K-invariants of (η ⊗ | det |n−12 )K is one dimensional and
that space generated by the function f ◦ : bk 7→ δ1/2B (b)ψ′(b), with b ∈ B and
k ∈ K and ψ′(b) = ψ1(b11)|b11|n−12 . . . ψn(bnn)|bnn|n−12 . Hence θr.f ◦ = c.f ◦,
then c = θr.f
◦(1). Using the a double coset decomposition:
K
(
$Ir 0
0 In−r
)
K =
⋃
β∈Λ
βK,
where Λ is a complete set of representatives, we will compute θr.f
◦(1). We
have a freedom of choice for β’s, so we can put them in a specific form. More
precisely we have
K
(
$Ir 0
0 In−r
)
K =
⋃
S={λ1,...,λr}
⋃
β∈ΛS
βK,
where λ1 < . . . < λr and β ∈ ΛS if and only if the following four conditions
are satisfied:
1. β is upper triangular;
2. βii = $ if i ∈ S and βii = 1 if i /∈ S;
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3. βij is any element of OF/pF if i < j, i ∈ S and j /∈ S
4. all other entries are zero
The number of non-zero entries outside diagonal in a matrix β ∈ ΛS is
r∑
i=1
(n− r − λi + i) = r(n− r) + r(r + 1)/2−
r∑
i=1
λi, therefore
|ΛS| = q
r(n−r)+r(r+1)/2−
r∑
i=1
λi
it follows then,
θr.f
◦(1) =
∑
λ1<...<λr
∑
β∈ΛS
f ◦(β) =
∑
λ1<...<λr
|ΛS|f ◦(β)
Now let’s compute f ◦(β) = δ1/2B (β)ψ
′(β). By definition we have
δ
1/2
B (β) =
n∏
i=1
|βii|n−2i+12 = q
−
r∑
i=1
n−2λi+1
2
= q
− r(n+1)
2
+
r∑
i=1
λi
,
and
ψ′(β) = q−
r(n−1)
2 ψλ1($) . . . ψλr($)
The total power of q is:
r(n− r) + r(r + 1)/2−
r∑
i=1
λi − r(n+ 1)
2
+
r∑
i=1
λi − r(n− 1)
2
= −r(r − 1)
2
Finally
θr.f
◦(1) = q
r(1−r)
2
∑
λ1<...<λr
ψλ1($) . . . ψλr($)
Let x : Rr (τ,v)[1/p] −→ E be an E-algebra homomorphism with Vx the
corresponding n-dimensional Galois representation of GF . Here Vx is already
semi-stable, so L = F and f = f0 (cf. notation from section 4.1). Let
Dst(Vx) := (Bst⊗Qp Vx)GF , by construction this is also Dx, the specialization
of Dr (τ,v) at closed point x. Then by Proposition 4.1, WD(Dst(Vx)) is a
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Weil-Deligne representation that corresponds to pi by Local Langlands corre-
spondence, with normalization as in [HT01]. Assume that pi is a generic rep-
resentation. Let η := c–IndGKσmax⊗ZΩ,χpi E as in Lemma 5.2. The admissible
filtered (ϕ,N,Gal(L/F ))-module Dx = Dst(Vx) is equipped with Frobenius
endomorphism φx, which is the specilaization of the universal Frobenius ϕ
on Dr (τ,v) at x, i.e. ϕ⊗ κ(x) = φx.
Proposition 5.5. Let x : Rr (τ,v)[1/p] −→ E, an E-algebra homomorphism
as above. The double coset operator θr acts on η⊗ | det |n−12 (equivalently on
pi ⊗ | det |n−12 ) as scalar multiplication by q r(1−r)2 Tr(∧r(φx)f ).
Proof. With the notations of Lemma 5.2 we have s = 1 and pi1 = 1. Then
there is a partition of n,
∑t
i=1 ni = n, such that pi := L(∆1)×. . .×L(∆t), with
∆i = χi⊗. . .⊗χi|·|ni−1 and χiχ−1j 6= |·|±1 for all i 6= j. Then η = ∆˜1×. . .×∆˜t,
where ∆˜i = χi| · |1−ni ⊗ . . .⊗ χi. Define ψ := ψ1 ⊗ . . .⊗ ψn = ∆˜1 ⊗ . . .⊗ ∆˜t
an unramified character of torus T , so that η ' iGB(ψ).
By previous lemma, θr acts on one dimensional space (η⊗ | det |n−12 )K as
scalar multiplication by
q
r(1−r)
2 sr(χ1($)q
n1−1, . . . , χ1($), . . . , χt($)qnt−1, . . . , χt($))
where sr is the r
th symmetric polynomial in n variables.
The eigenvalues of φfx are χ1($)q
n1−1,. . . ,χ1($),. . . ,χt($)qnt−1,. . . ,χt($).
Then it follows that
sr(χ1($)q
n1−1, . . . , χ1($), . . . , χt($)qnt−1, . . . , χt($))
= Tr(
r∧
(φfx)) = Tr(
r∧
WD(Dst(Vx))(Frobp))
where Frobp is the geometric Frobenius. Notice that the computations above
do not depend on the choice of Frobp.
If for an embedding σ the Hodge-Tate weights are iκ,1 < . . . < iκ,n, define
ξj,κ = −iκ,j + (j− 1). The highest weight of the algebraic representation σalg
with respect to the upper triangular matrices is given by diag(x1, . . . , xn) 7→∏n
j=1
∏
κ κ(x
ξκ,j
j ). Then we have to rescale θr by the factor
$
−∑κ n∑
j=r
ξκ,j
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in order to be compatible with isomorphism, H(σmin(λ)) → H(σmin) given
by f 7→ f.σalg.
Define θ˜r = q
r(r−1)
2 .$
−∑κ n∑
i=r
ξκ,j
.θr. Then we have a canonical isomor-
phism H(σmin) ' E[θ˜1, . . . , θ˜n−1, (θ˜n)±1]. We can summarize the results of
this section with the following theorem:
Theorem 5.6. If τ is trivial, then define β : H(σmin) −→ Rr (τ,v)[1/p] by
the assignment
θ˜r 7→ $
−∑κ n∑
i=r
ξκ,j
Tr(
r∧
ϕf ),
where ϕ is the universal Frobenius on Dr (τ,v). Then the map β is an E-
algebra homomorphism and β interpolates local Langlands correspondence,
i.e. such that for any closed point x of Rp˜ (σmin)[1/p] with residue field Ex,
the action of ZΩ on a smooth G-representation pism(rx) factors as β composed
with the evaluation map Rp˜ (σmin)[1/p] −→ Ex.
Proof. Since E[θ˜1, . . . , θ˜n−1, (θ˜n)±1] is a polynomial E-algebra, the previous
assignment β a ring homomorphism. Moreover the weak admissibility of Dx
implies that valF ($
−∑σ n∑
i=r
ξj,σ
Tr(
∧r φfx)) ≥ 0, and then x(β(θr)) belongs to
the ring of integers, for all r. It follows that the image of the map β is
contained in the normalization of Rr (τ,v)[1/p], by Proposition 7.3.6 [dJ95].
As it was observed in the point 7. in the section 5.2.1 such a map inter-
polates local Langlands correspondence on all the closed points.
5.3 Local deformation rings
We begin this section with some elementary linear algebra. Those prepara-
tory results will help us to deal with monodromy of potentially semi-stable
Galois representations. Indeed we will introduce locally algebraic representa-
tions σP , where P is a partition valued function. The smooth part σP(λ) of
σP was studied in section 3 and it was proven in that section how the mon-
odromy of an irreducible generic representation can be read of the σP(λ)’s
that it contains. In a similar way, we may study the support of M∞(σ◦min) by
introducing a stratification that depends on the σP ’s. This will be dealt with
in the next section. Here we will introduce a stratification of Rp˜ (σmin) with
respect to any partition valued function P , more precisely we will construct
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the rings Rp˜ (σP), which are reduced, p-torsion free quotient of R

r (τ,v), sat-
isfying the following property: x ∈ SpecRp˜ (σP)[1/p] if and only if Px ≥ P .
Recall a few facts about partitions. Let (λ1, . . . , λl) be a partition of n, i.e.
we have n = λ1 + . . .+λl with λ1 ≥ . . . ≥ λl > 0. We say that a partition λc
is conjugate of λ = (λ1, . . . , λl) if it is represented by the reflected diagram of
the one associated to λ with respect to the line y = −x with the coordinate of
the upper left corner is taken to be (0, 0). We have that λci = | {k : λk ≥ i} |.
Let M be any field, V a n-dimensional M -vector space and N : V → V
a nilpotent endomorphism. Then the Jordan normal form of N is uniquely
determined up conjugacy by a partition (n1, . . . , nt), i.e the blocks are ordered
by decreasing size n1 ≥ . . . ≥ nt.
Lemma 5.7. Let M be any field, V a n-dimensional M-vector space, with
two nilpotent endomorphisms N : V → V and N ′ : V → V . To the endomor-
phism N (resp. N ′) corresponds a partition (n1, . . . , nt) (resp. (n′1, . . . , n
′
s)).
Then the following statements are equivalent:
1. ∀i, dim Ker(N i) ≤ dim Ker(N ′i).
2. ∀i,
i∑
k=1
nk ≥
i∑
k=1
n′k.
Proof. The Jordan normal form gives an isomorphism N '⊕tk=1Nk, where
Nk is a nilpotent operator of maximal rank on a nk-dimensional vector space.
Then:
dim Ker(N ik) =
{
i, for i ≤ nk
nk, for i > nk
and dim Ker(N i) =
t∑
k=1
dim Ker(N ik) =
t∑
k=1
min(i, nk).
Let κj = dim Ker(N
j) − dim Ker(N j−1) for j ≥ 1 and dim Ker(N0) = 0.
We get (κ1, κ2, . . .) a partition of n and we will call this partition a kernel
partition of the nilpotent operator N . By the description of dim Ker(N i)
in terms of the partition (n1, . . . , nt), we see that κi = | {k : nk ≥ i} |. So
the partition (κ1, κ2, . . .) is the dual of the partition (n1, . . . , nt). Let now
(κ′1, κ
′
2, . . .) the kernel partition of N
′. Then the inequalities:
dim Ker(N i) =
i∑
j=1
κj ≤ dim Ker(N ′i) =
i∑
j=1
κ′j,
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∀i, are equivalent to the inequalities from 2. This concludes the proof.
Lemma 5.8. Let A be a commutative ring, V projective finitely generated
A-module and N : V −→ V a nilpotent A-linear operator. Then the set{
p ∈ Spec A| dimκ(p)(CokerN)⊗A κ(p) ≥ m
}
is closed for any integer m.
For a point x ∈ Spec A, the shape (Jordan normal form) of nilpotent
operator N ⊗ κ(x) is given by a partition Px and this partition determines
uniquely, up to conjugacy, a Jordan normal form of a nilpotent operator.
Define a partial order ≤ on partitions which is the reverse of so-called natural
or dominance partial order ([Knu98] chapter 5 section 5.1.4). Then for all
integers i,
dimκ(x)(CokerN
i)⊗A κ(x) ≤ dimκ(y)(CokerN i)⊗A κ(y)
if and only if Px ≤ Py.
Proof. Let’s prove the first assertion. Let m1, . . .mn, any set of generators
of C := CokerN over A. It would be enough to prove that the set U :={
p ∈ Spec A| dimκ(p) C ⊗A κ(p) < n
}
is open. Let p ∈ Spec A and x¯1, . . . , x¯k
be a basis of κ(p)-vector space Cp/pCp. It follows from Nakayama’s lemma
the lifts x1, . . . , xk to Cp, form a minimal generating set of Cp over Ap. Write
mi/1 =
k∑
j=1
(aij/bij)xj and let b =
∏
bij. For any q ∈ D(b), x1, . . . , xk is still
a generating set of Cq over Aq. Again, by Nakayama’s lemma it follows that
dimκ(p) C ⊗A κ(p) ≤ k < n, so that D(b) ⊆ U . Therefore U is open.
The second assertion follows from the previous lemma, because
dim Ker(N i ⊗ κ(x)) = dim Coker(N i ⊗ κ(x)) and we have an isomorphism
Coker(N i⊗κ(x)) ' (CokerN i)⊗Aκ(x) since the tensor product is right-exact.
Recall from previous section that we have an endomorphism ϕ onDr (τ,v).
Again by Theorem (2.5.5)[Kis08], there is a universal monodromy operator
N : Dr (τ,v) −→ Dr (τ,v) which is F0 ⊗Qp Rr (τ,v)[1/p]-linear. Observe,
that the monodromy of WD(rx) is the specialization of N at closed point
x ∈ SpecRr (τ,v)[1/p].
Let P be a partition valued function as in [SZ99]. Apply previous lemma
with A = F0 ⊗Qp Rr (τ,v)[1/p] and V = Dr (τ,v) to get that the set{
x ∈ SpecRr (τ,v)[1/p]|Px ≥ P
}
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=
⋂
i≥1
{
x ∈ SpecRr (τ,v)[1/p]| dimκ(x)(CokerN i)⊗A κ(x) ≥ mi
}
is closed, with mi =
∑
σ
∑
k min(i,P(σ)(k)). Hence this set, is of the form
V (IP), where IP is an ideal in Rr (τ,v), such that the quotient is reduced.
Define the ring Rp˜ (σP) := R

r (τ,v)/IP , this ring has the following property:
x ∈ SpecRp˜ (σP)[1/p] if and only if Px ≥ P . Observe that Rp˜ (σP) is a
reduced, p-torsion free quotient of Rr (τ,v).
For P maximal partition, which we denote by σP = σmax, we get poten-
tially crystalline deformation ring and for P minimal, which we denote by
σP = σmin, we get the potentially semi-stable deformation ring Rp˜ (σmin) :=
Rr (τ,v). It follows from Theorem 3.2 [HH] that the ring R

p˜ (σmin)[1/p] is
Cohen-Macaulay.
Notice that Theorem (3.3.4) [Kis08] gives the dimension of Rp˜ (σmin) and
by Theorem (3.3.8) [Kis08] we know that dimRp˜ (σmax) = dimR

p˜ (σmin).
Since we have, Rp˜ (σmin) Rp˜ (σP) Rp˜ (σmax).
It follows that dimRp˜ (σmax) ≤ dimRp˜ (σP) ≤ dimRp˜ (σmin), so that
dimRp˜ (σmin) = dimR

p˜ (σP).
5.4 Local-Global compatibility
In this section we will study the support of M∞(σ◦min) by introducing a
stratification that depends on the σP ’s. This will allow us to have finer
control on the monodromy operator.
The main result of this section is Theorem 5.14. This result tells us that
the action of H(σmin) on M∞(σ◦min) is compatible with the interpolation map
H(σmin) −→ Rp˜ (σmin)[1/p], constructed previously. Most of the proofs in
this section are very similar to the ones given in the section 4 [CEG+16].
Let P be a partition valued function. Define σP := σP(λ)⊗ σalg, so that
(σP)sm = σP(λ) and (σP)alg = σalg, where σP(λ) is a smooth type for K as
in Proposition 3.19 and σalg is the restriction to K of an irreducible algebraic
representation of ResF/QpGLn. Fix a K-stable O-lattice σ◦P in σP . Set
M∞(σ◦P) :=
(
HomcontO[[K]](M∞, (σ
◦
P)
d)
)d
where we are considering homomorphisms that are continuous for the profi-
nite topology on M∞ and the p-adic topology on (σ◦P)
d, and where we equip
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HomcontO[[K]](M∞, (σ
◦
P)
d) with the p-adic topology. Note that M∞(σ◦P) is an
O-torsion free, profinite, linear-topological O-module.
Let R∞(σP) be the quotient of R∞ which acts faithfully on M∞(σ◦P), i.e.
R∞(σP) = M∞(σ◦P)/ann(M∞(σ
◦
P)). Set R∞(σP)
′ = R∞ ⊗R
p˜
Rp˜ (σP).
Lemma 5.9. Let P be a partition valued function, then R∞(σP) is a reduced
O-torsion free quotient of R∞(σP)′. Moreover the module M∞(σ◦P) is Cohen-
Macaulay.
Proof. That R∞(σP) is O-torsion free follows immediately from the fact that
by definition it acts faithfully on the O-torsion free module M∞(σ◦P).
The fact that it is actually a quotient of R∞(σP)′ is a consequence of
classical local-global compatibility at p˜. The proof of this is identical to the
proof of Lemma 4.17(1) in [CEG+16]. Even though that proof is written for
σ (i.e. σmax with the notation of this thesis), all the details remain unchanged
if we replace σ by σP , if we observe that by the local-global compatibility
(Theorem 1.1 of [Car14]) the restriction to the local factor at p˜ of global
Galois representation, coming from a closed point of a Hecke algebra, is
potentially semi-stable such that the partition valued function associated to
monodromy (as in Lemma 5.8) of this local Galois representation bigger then
P .
To prove the remaining assertions first notice that the module M∞(λ◦) is a
Cohen-Macaulay module, by Lemma 4.30 [CEG+16]. Then M∞(σ◦P) is also a
Cohen-Macaulay module because it is a direct summand of M∞(λ◦). Finally,
to see that R∞(σP) is reduced, notice that since R∞(σP)′ is reduced, any
non reduced quotient of the same dimension will have an associated prime,
which is not minimal. So M∞(σ◦P) is a faithful Cohen-Macaulay module over
R∞(σP), thus this cannot happen, and so R∞(σP) is reduced.
Let H(σ◦min) := EndG(c–IndGKσ◦min). Note that since σ◦P is a free O-
module of finite rank, it follows from the proof of Theorem 1.2 of [ST02] that
Schikhof duality induces an isomorphism
HomcontO[[K]](M∞, (σ
◦
P)
d) ' HomK(σ◦P , (M∞)d)
and Frobenius reciprocity gives
HomK(σ
◦
P , (M∞)
d) = HomG(c–Ind
G
Kσ
◦
P , (M∞)
d).
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Thus M∞(σ◦P) is equipped with an action of ZΩ which commutes with the
action of R∞.
When σP = σmin, the module M∞(σ◦min) is equipped with an action of
H(σ◦min). Such an action of H(σ◦min) commutes with the action of R∞. The
isomorphism H(σmin) ' ZΩ(Corollary 2.18) and the isomorphism of Lemma
1.4 [ST06], H(σmin(λ))→ H(σmin), allow us to define the action of H(σ◦min)
on M∞(σ◦P).
Lemma 5.10. If z ∈ H(σ◦min) is such that β(z) ∈ Rp˜ (σP), then the action of
z on M∞(σ◦P) agrees with the action of β(z) via the natural map R

p˜ (σP) −→
R∞(σP)′
Proof. As before, this is a consequence of classical local-global compatibility
at p˜. The proof of this is identical to the proof of Lemma 4.17(2) in [CEG+16],
where we replace σ by σP and instead of using Lemma 4.17(1) in [CEG+16]
we apply Lemma 5.9.
We will now define the space of algebraic automorphic forms. First recall
some notation from [CEG+16]. The globalization constructed in section 2.1
[CEG+16], provides us with a global imaginary CM field F˜ with maximal
totally real subfield F˜+. We refer the reader to this section for the details of
these definitions to section 2.1 [CEG+16].
Recall some notation from section 2.3 [CEG+16]. Let G˜/F˜+ a certain
definite unitary group as defined in the paper [CEG+16]. Let U =
∏
v
Uv any
compact open subgroup of G˜(A∞
F˜+
). Let Sp denote the set of primes of F˜
+
dividing p. Fix p|p. Let ξ the weight as in section 1.2 of this thesis and τ
the inertial type as in section 1.4. Let Wξ,τ be the finite free O-module with
an action of
∏
v∈Sp\{p}
Uv.
For any compact open U and any O-module V , let Sξ,τ (U, V ) denote the
set of continuous functions
f : G˜(F˜+) \ G˜(A∞
F˜+
) −→ Wξ,τ ⊗ V
such that for g ∈ G˜(A∞
F˜+
) we have f(gu) = u−1f(g) for u ∈ U , where U acts
on Wξ,τ ⊗ V via the projection to
∏
v∈Sp
Uv. The space Sξ,τ (U, V ) is called the
space of algebraic modular forms.
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Now we can define $-adically completed cohomology space. For each
positive integer m, the compact open subgroups Um as defined in the begin-
ning of the section 2.3 [CEG+16] have the same level away from p. Let U p
denote that common level. Define the $-adically completed cohomology
space:
S˜ξ,τ (U
p,O)m := lim←−
s
(lim−→
m
Sξ,τ (Um,O/$s)m)
The space is equipped with a natural G-action, induced from the action
of G on algebraic automorphic forms.
The module M∞ comes with an action of S∞(cf. page 27, Section 2.8
[CEG+16]). Recall that by Corollary 2.11 [CEG+16], we have a G-equivariant
isomorphism M∞/aM∞ ' S˜ξ,τ (U p,O)dm, where a is an ideal in S∞ generated
by some formal variables (cf. page 27, Section 2.8 [CEG+16]). Moreover that
isomorphism commutes with Rp˜ -action on both sides.
Lemma 5.11. Let pr : SpecR∞(σmin)′[1/p] −→ SpecRp˜ (σmin)[1/p] be the
usual projection map induced by j : Rp˜ (σmin) −→ R∞ ⊗Rp˜ R

p˜ (σmin), x 7→
1 ⊗ x. Let x ∈ SpecRp˜ (σmin)[1/p] a closed smooth point. Then any y ∈
pr−1(x) ⊂ R∞(σmin)′[1/p] is a smooth point of SpecR∞(σmin).
Proof. This is essentially the first part of the proof of Theorem 4.35 [CEG+16].
Proposition 5.12. If y ∈ SpecR∞(σmin)′[1/p]∩V (a) a closed point, then y
is a smooth point of SpecR∞(σmin) and V (ry)l.alg ' pism(ry)⊗ pialg(ry).
Proof. We follow here quite closely the proof of Theorem 4.35 [CEG+16]. By
definition
V (ry) := Hom
cont
O (M∞ ⊗R∞,y O, E)
Since a ⊆ Ker(y) = my, we have that:
HomcontO (M∞ ⊗R∞,y O, E) = HomcontO (M∞/aM∞ ⊗R∞,y O, E)
Then by Corollary 2.11[CEG+16], we have
HomcontO (M∞/aM∞ ⊗R∞,y O, E) ' HomcontO (S˜ξ,τ (U p,O)dm ⊗R∞,y O, E)
The ideal my is finitely generated, choose a presentation my = (a1, . . . , ak),
then we get an exact sequence of R∞-modules:
R⊕k∞ −→ R∞ −→ O −→ 0
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Let Π(•) = HomcontO (•⊗R∞ S˜ξ,τ (U p,O)dm, E). Then the functor Π is left exact
and contravariant, by Lemma 2.20 of [Pasˇ15]. Apply this functor to the exact
sequence above to get the following exact sequence:
0 −→ V (ry) −→ HomcontO (S˜ξ,τ (U p,O)dm, E) f−→ HomcontO (S˜ξ,τ (U p,O)dm, E)⊕k
were f(l) = (l.a1, . . . , l.ak). By the exactness we identify
V (ry) ' HomcontO (S˜ξ,τ (U p,O)dm, E)[my],
but
S˜ξ,τ (U
p,O)m ⊗O E ' HomcontO (S˜ξ,τ (U p,O)dm,O)⊗O E
' HomcontO (S˜ξ,τ (U p,O)dm, E)
Thus
V (ry)
l.alg ' (S˜ξ,τ (U p,O)⊗O E)l.alg[my]
Proposition 3.2.4 of [Eme06] shows that locally algebraic vectors of any
given weight are precisely the algebraic automorphic forms of that weight.
Hence:
(S˜ξ,τ (U
p,O)⊗O E)l.alg[my] ' pism(ry)⊗ pialg(ry)
This isomorphism follows from the classical local-global compatibility
(Theorem 1.1 of [Car14]). A priori, pism(ry) ⊗ pialg(ry) may appear with
some multiplicity. However this multiplicity is seen to be one. Indeed the
group G˜ is compact at infinity, so the condition (∗) from Theorems 5.4 of
[Lab11] is automatically satisfied. We may then apply Theorems 5.4 and 5.9
of [Lab11], where σ, in those Theorems, is our (S˜ξ,τ (U
p,O) ⊗O E)l.alg and
pi is an automorphic cuspidal representation of GLn, which is a base change
of σ. Then by the choice of U p(section 2.3 [CEG+16] for definition of the
Um), the fact that we have fixed the action mod p of the Hecke operators at
v˜1(section 2.3 [CEG
+16]) and the irreducibility of the globalization of r, we
see that the multiplicity of pism(ry)⊗ pialg(ry) is one.
Local factors of pi, as in the paragraph above, are generic according
to Corollary of Theorem 5.5 [Sha74]. Then by Theorem 5.9 [Lab11], the
local factors of (S˜ξ,τ (U
p,O) ⊗O E)l.alg are also generic, since G˜, by con-
struction, is quasi-split at all the finite places. It follows that pism(ry) is
generic. Moreover, by Theorem 1.2.7[All16], the closed point pr(y) (pr :
SpecR∞(σmin)′[1/p] −→ SpecRp˜ (σmin)[1/p] the usual projection, with no-
tation of Lemma 5.11) is smooth if and only if pism(ry) is generic. Then by
Lemma 5.11 the point y is smooth.
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In order to study the support of M∞(σ◦min), we will use the commutative
algebra arguments underlying the Taylor-Wiles-Kisin method.
Proposition 5.13. 1. The module M∞(σ◦min)[1/p] is locally free of rank
one over the regular locus of R∞(σmin)[1/p].
2. SpecR∞(σmin)[1/p] is a union of irreducible components of
SpecR∞(σmin)′[1/p].
Proof. (1). Let m be a smooth point in the support of M∞(σ◦min)[1/p]. Since
M∞(σ◦min)[1/p] is a Cohen-Macaulay module we have depthM∞(σ
◦
min)[1/p]m =
dimM∞(σ◦min)[1/p]m. Moreover dimM∞(σ
◦
min)[1/p]m = dimR∞(σmin)[1/p]m
since R∞(σmin) acts faithfully on M∞(σ◦min).
By assumption the ring R∞(σmin)[1/p]m is regular, it follows that the
module M∞(σ◦min)[1/p]m has a finite projective dimension over this ring.
We also have that depth R∞(σmin)[1/p]m = dimR∞(σmin)[1/p]m. Then by
Auslander-Buchsbaum formula (Theorem 19.1 [Mat89]), M∞(σ◦min)[1/p]m is
free over R∞(σmin)[1/p]m. It follows that M∞(σ◦min)[1/p] is locally free(i.e.
projective) over regular locus of R∞(σmin)[1/p].
Let’s check that it is locally free of rank one. Let x ∈ Supp M∞(σ◦min)
and y ∈ Supp(M∞(σ◦min)) ∩ V (a) a smooth closed point that lies on the
same irreducible component V as x. Such a point y always exist because
V (p)∩V (a) 6= 0. Since M∞(σ◦min)[1/p] is projective the local rank is constant
on irreducible components of the support. It would be enough to compute
the local rank at y, which is given by
dimEM∞(σ◦min)⊗R∞ κ(y) = dimE HomK(σmin, V (ry)l.alg),
according to Proposition 2.22 [Pasˇ15]. By Proposition 5.12 we have that
V (ry)
l.alg ' pism(ry) ⊗ pialg(ry). Moreover, since σalg is an irreducible repre-
sentation of a Lie algebra of G, we have
dimE HomK(σmin, V (ry)
l.alg) = dimE HomK(σmin(λ), pism(ry))
Then dimE HomK(σmin(λ), pism(ry)) = 1 by Lemma 3.22, because pism(ry)
is generic.
(2). The proof is the same as in Lemma 4.18 [CEG+16].
The action of ZΩ on M∞(σ◦min)[1/p] induces an E-algebra homomorphism:
α : ZΩ −→ EndR∞[1/p](M∞(σ◦min)[1/p])
From the Proposition 5.13, we deduce that:
96
Theorem 5.14. We have the following commutative diagram:
(SpecR∞(σmin)[1/p])reg _

α] // SpecH(σmin)
SpecR∞(σmin)[1/p]
pr // SpecRp˜ (σmin)[1/p],
OO
where (SpecR∞(σmin)[1/p])reg is the regular locus of SpecR∞(σmin)[1/p], α]
the map induced by α and pr : SpecR∞(σmin)′[1/p] −→ SpecRp˜ (σmin)[1/p]
the usual projection map induced by j : Rp˜ (σmin) −→ R∞ ⊗Rp˜ R

p˜ (σmin),
x 7→ 1⊗ x.
Proof. We proceed here as in the proof of Theorem 4.19 [CEG+16]. It is
enough to check all it on points since all the rings are Jacobson and reduced.
Let x : R∞(σmin)[1/p] → E a closed point smooth point. Note firstly that
if z ∈ H(σ◦min) is such that β(z) ∈ Rp˜ (σmin), then x(α(z)) = x(j(β(z))) by
Lemma 5.10. Since R∞(σmin) is p-torsion free by Lemma 5.9, it is therefore
enough to show that H(σ◦min) is spanned over E by such elements. But,
H(σ◦min) certainly spans H(σmin) over E, so it is enough to show that for any
element z ∈ H(σ◦min) , we have β(pCz) ∈ Rp˜ (σmin) for some C ≥ 0. The
latter condition is obviously true, this concludes the proof.
5.5 Support of patched modules
Let (J, λ) be the type, a locally algebraic representation λ ⊗ (σalg|J) of J
will be again denoted by λ. We have also a patched module M∞(λ◦) :=(
HomcontO[[J ]](M∞, (λ
◦)d)
)d
, where λ◦ is a J-stable lattice in λ. Define also
R∞(λ) := R∞/ann(M∞(λ◦)). We would like to have some statements about
a support of patched modules. More precisely, we will prove that M∞(σ◦min)
and M∞(λ◦) have the same support.
Proposition 5.15.
Supp(M∞(σ◦min)) = Supp(M∞(λ
◦))
Proof. It follows from decomposition:
IndKJ λ =
⊕
P
σ⊕mPP
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that
M∞(λ◦) =
⊕
P
M∞(σ◦P)
⊕mP .
Then Supp(M∞(σ◦min)) ⊆ Supp(M∞(λ◦)). By definition, Supp(M∞(σ◦min)) =
SpecR∞(σmin) and also Supp(M∞(λ◦)) = SpecR∞(λ). Let V (p) an ir-
reducible component of the spectrum SpecR∞(λ). It is enough to find a
point x ∈ V (p) such that x /∈ V (q) for any minimal prime q of R∞(λ) such
that q 6= p and x ∈ SpecR∞(σmin). The ideal a is generated by a reg-
ular sequence (y1, . . . , yh) and y1,. . . , yh, $ is a system of parameters for
SpecR∞(λ)/p. Then by Lemma 3.9 [Pasˇ16], V (p) contains a closed point
x ∈ SpecR∞(λ)/(y1, . . . yh)[1/p]. The point x is smooth by the Lemma 5.12,
hence it does not lies on the intersection of irreducible components.
We have that x ∈ SpecR∞(λ)[1/p] ∩ V (a), so it is a closed point of
Supp(M∞(λ◦)), then
M∞(λ◦)⊗R∞ κ(x) 6= 0
and by Proposition 2.22 [Pasˇ15], we have that:
M∞(λ◦)⊗R∞ κ(x) = HomcontE
(
HomJ(λ, V (rx)
l.alg), E
) 6= 0
Then by Proposition 5.12 we have that V (rx)
l.alg ' pism(rx)⊗pialg(rx). More-
over the representation pism(rx) is generic, it follows then from Proposi-
tion 3.21 that we also have HomK(σmin, V (rx)
l.alg) 6= 0. This means that
x ∈ SpecR∞(σmin)[1/p] ∩ V (a).
5.6 Computation of locally algebraic vectors
By Proposition 5.15, we have Supp(M∞(σ◦min)) = Supp(M∞(λ
◦)). In what
follows we always identify these two sets, so we have SpecR∞(σmin) =
Supp(M∞(σ◦min)) = Supp(M∞(λ
◦)) = SpecR∞(λ). Let x ∈ m-SpecR∞[1/p],
such that V (rx) 6= 0. Assume moreover that x ∈ Supp(M∞(λ◦)) and that
the representation pism(rx) := r
−1
p (WD(rx)) is generic and irreducible. By
definition pism(rx) lies in Ω.
As always for any partition valued function P , we will write σP := σP(λ)⊗
σalg, so that (σP)sm = σP(λ) and (σP)alg = σalg.
By Proposition 4.33 [CEG+16], we have V (rx)
l.alg = pix ⊗ pialg(rx), where
pix is an admissible smooth representation which lies in Ω.
Since x ∈ Supp(M∞(σ◦min)), then by Proposition 2.22 [Pasˇ15] we have
that 0 6= HomK(σmin, V (rx)l.alg) = HomK(σmin(λ), pix)
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The action of ZΩ on pism(rx) defines a E-algebra morphism χsm : ZΩ −→
EndG(pism(rx)) ' E, the kernel of such a morphism is a maximal ideal in ZΩ.
The space M∞(σ◦min) ⊗R∞ κ(x) is one dimensional by Proposition 5.13
and the Hecke algebra H(σmin(λ)) acts on this space by a character χ′ :
H(σmin(λ)) −→ E. Composing χ′ with an isomorphism ZΩ ' H(σmin),
obtained from Lemma 1.4 [ST06] and Corollary 2.18, we get a a E-algebra
morphism χ : ZΩ −→ E.
Lemma 5.16. The E-algebra morphisms χ and χsm defined above coincide.
Proof. It follows from Theorem 5.14 and Theorem 5.3 and the isomorphism
ZΩ ' H(σmin) as above.
Lemma 5.17. The representation pism(rx) is a G-subquotient of pix.
Proof. Define γx := c–Ind
G
K(σmin(λ)) ⊗ZΩ,χ E. Since x ∈ Supp(M∞(σ◦min)),
we have by definition 0 6= HomK(σmin, V (rx)l.alg) = HomK(σmin(λ), pix). So,
there exists a non zero map ψ : γx −→ pix.
Let pi′ any irreducible quotient of γx, then HomK(σmin(λ), pi′) 6= 0, by
Proposition 3.21 pi′ is generic. It follows that by Corollary 3.11 [CEG+16],
the representation pi′ is the socle of c–IndGKσmax(λ) ⊗ZΩ,χ E. We write it
pi′ ' socG(c–IndGK(σmax(λ))⊗ZΩ,χ E). Similarly by corollary 3.11 [CEG+16],
pism(rx) ' socG(c–IndGK(σmax(λ))⊗ZΩ,χsm E). By Lemma 5.16 χsm = χ, then
pi′ ' pism(rx). So at this stage we proved that the cosocle of γx, is generic,
irreducible and isomorphic to pism(rx).
Let κ = Ker(ψ), then γx/κ ↪→ pix. Let now pi′ any irreducible quotient of
γx/κ, in particular pi
′ is a sub-quotient of pix. Moreover γx  γx/κ pi′, so pi′
is an irreducible quotient of γx. By what we have proven above pi
′ ' pism(rx).
It follow that pism(rx) is a sub-quotient of pix.
Proposition 5.18. Let x, y be two closed, E-valued points of SpecR∞(σmin)[1/p],
lying on the same irreducible component. Let P be a partition valued func-
tion. If x is smooth, then
dimE HomK(σP , V (rx)l.alg) ≤ dimE HomK(σP , V (ry)l.alg)
Proof. The proof follows the proof of the Proposition 4.34 [CEG+16] by re-
placing λ with σP everywhere.
Lemma 5.19. Let x, y ∈ m-SpecR∞(σmin)[1/p] smooth points such that the
monodromy operators of WD(rx) and WD(ry) are the same and WD(rx)|IF '
WD(ry)|IF . Then pism(rx)|K ' pism(ry)|K.
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Proof. Since x and y are both smooth points, the representations pism(rx)
and pism(ry) are both irreducible and generic. Moreover, it follows from
hypotheses that pism(rx) and pism(ry) have the same inertial support and
as well as the same number and the same size of segments for Bernstein-
Zelevisky classification. So if pism(rx) = L(∆1)× . . .× L(∆r) then there are
unramified characters χi such that pism(ry) = L(∆1⊗χ1)× . . .×L(∆r⊗χr).
Restricting to K, we get pism(rx)|K ' pism(ry)|K.
Lemma 5.20. Let x ∈ m-SpecR∞(σmin)[1/p], such that pism(rx) is generic,
then x ∈ SuppM∞(σPx)
Proof. By Lemma 5.17, pism(rx) is a subquotient of pism, then for any partition
valued function P , we have:
dimE HomK((σP)sm, pism(rx)) ≤ dimE HomK((σP)sm, pism)
In particular we have
dimE HomK((σPx)sm, pism(rx)) ≤ dimEM∞(σPx)⊗R∞ κ(x)
Since dimE HomK((σPx)sm, pism(rx)) 6= 0 then dimEM∞(σPx)⊗R∞ κ(x) 6= 0.
This means that x ∈ SuppM∞(σPx).
Proposition 5.21. Let x be any point of m-SpecR∞(σmin)[1/p]. Then x ∈
SuppM∞(σ◦P) implies that Px ≥ P.
Proof. By Lemma 5.9, the action of R∞ on M∞(σ◦P) is a reduced torsion
free quotient of R∞(σP)′. So if x ∈ SuppM∞(σ◦P) then x ∈ SpecR∞(σP)′ =
SpecR∞⊗R
p˜
Rp˜ (σP) then by definition of R

p˜ (σP) we have that Px ≥ P .
Theorem 5.22. Let x a closed E-valued point of SpecR∞(σmin)[1/p], such
that pism(rx) is generic and irreducible. Then
V (rx)
l.alg ' pism(rx)⊗ pialg(rx)
Proof. By Lemma 5.17 pism(rx) is a G-subquotient of pix, and for every par-
tition valued function P
dimE HomK((σP)sm, pism(rx)) ≤ dimE HomK((σP)sm, pix)
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Let y ∈ Supp(M∞(λ)) ∩ V (a) a smooth closed point that lies on the
same irreducible component V (p) as x. Such a point y always exist because
V (p) ∩ V (a) 6= 0. Moreover we have that,
V (ry)
l.alg ' pism(ry)⊗ pialg(ry)
by Proposition 5.12. Then it follows from Proposition 5.18, that for every
partition valued function P , we have
dimE HomK((σP)sm, pix) = dimE HomK((σP), V (rx)l.alg)
= dimE HomK((σP), V (ry)l.alg) = dimE HomK((σP)sm, pism(ry))
because x and y are both smooth points, lying on the same component. In
particular we have that
dimEM∞(σ◦P)⊗R∞ κ(x) = dimEM∞(σ◦P)⊗R∞ κ(y)
Then y ∈ SuppM∞(σ◦P) if and only if x ∈ SuppM∞(σP).
Taking P = Px, by Lemma 5.20 we have that x ∈ Supp M∞(σ◦Px) hence
y ∈ Supp M∞(σ◦Px). Then by Proposition 5.21 Py ≥ Px. Exchanging the
roles of x and y, we get Py = Px. This means that the monodromy operators
of WD(rx) and WD(ry) are the same. All together we have:
dimE HomK((σP)sm, pism(rx)) ≤ dimE HomK((σP)sm, pism) =
= dimE HomK((σP)sm, pism(ry))
Similarly using the Proposition 4.34 [CEG+16],we get
dimE HomJ(λsm, pism(rx)) ≤ dimE HomK(λsm, pix) =
= dimE HomK(λsm, pism(ry))
We have shown that x and y have the same monodromy, then by Lemma
5.19, we get that pism(rx)|K ' pism(ry)|K, so pism(rx)|J ' pism(ry)|J . It
follows that the inequality above, is an equality.
We know that the functor HomJ(λsm, .) is an exact functor. It follows
that HomJ(λsm, pism(rx)) is a subquotient of HomJ(λsm, pix) in the category
of H(G, λsm)-modules, because by Lemma 5.17 pism(rx) is a subquotient of
pix. Since those two H(G, λsm)-modules have the same dimension they must
be equal. Using the fact that the functor HomJ(λsm, .) is an equivalence of
categories, we get that pism(rx) ' pix.
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Corollary 5.23. Let x ∈ m-SpecR∞(σmin)[1/p] such that pism(rx) is generic,
then Px ≥ P implies that x ∈ SuppM∞(σ◦P).
Proof. From Proposition 3.19, follows that Px is the maximal partition P
such that HomK((σP)sm, pism(rx)) 6= 0. Then by maximality, Px ≥ P implies
that HomK((σP)sm, pism(rx)) 6= 0. However by previous proposition combined
with Proposition 2.22 of [Pasˇ15] we have that HomK((σP)sm, pism(rx)) 6= 0 if
and only if M∞(σ◦P)⊗R∞ κ(x) 6= 0. So x ∈ SuppM∞(σ◦P).
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6 Applications
In this section we deduce some theorems from the results of previous sec-
tions. Recall from section 5.5, that SpecR∞(σmin) = Supp(M∞(σ◦min)) =
Supp(M∞(λ◦)) = SpecR∞(λ). In what follows we will not differentiate be-
tween these four sets.
6.1 Points on automorphic components
In this section we will prove that if a Galois representation r is generic and
corresponds to a closed point lying on an automorphic component then BS(r)
admits a G-invariant norm. Let’s say a few words about automorphic com-
ponents. It follows from Proposition 5.13, that SpecR∞(σmin) is a union
of irreducible components of SpecR∞(σmin)′. An irreducible component of
SpecR∞(σmin)′ which is also an irreducible component of SpecR∞(σmin) is
called an automorphic component.
By Corollary 2.11 [CEG+16], we have M∞/aM∞ ' S˜ξ,τ (U p,O)dm, where
the ideal a = (x1, ..., xh) is generated by a regular sequence (x1, ..., xh)
on M∞(σ◦min). We know that ($, x1, . . . , xh) is a system of parameters
for M∞(σ◦min). Then by Lemma 3.9 [Pasˇ16], an irreducible component of
SpecR∞(σmin) contains a closed point x ∈ m-Spec(R∞(σmin)/a)[1/p]. The
set m-Spec(R∞(σmin)/a)[1/p] is finite, since the ring (R∞(σmin)/a)[1/p] is
zero-dimensional. This point x ∈ Supp(M∞(σ◦min)) ∩ V (a) corresponds to a
Galois representation attached to an algebraic automorphic forms (cf. section
2.6 [CEG+16]).
Let’s outline, briefly, how x gives rise to a Galois representation. By
Proposition 5.3.2 [EG14] there is a unique lift of a globalization to the Hecke
algebra, then by universal property of a global deformation ring we get a
surjective map from this global deformation ring to the Hecke algebra. The
point x corresponds to a maximal ideal of this Hecke algebra. Thus x corre-
sponds to a maximal ideal of this global deformation ring via the map from
global deformation ring to the Hecke algebra. The maximal ideals of global
deformation ring correspond to Galois representations of a number field, re-
stricting it to the decomposition group we get a local Galois representation
we have been looking for.
The components of SpecR∞(σmin)′ which contain such a point are pre-
cisely the automorphic components. This observation justifies why those
components are called automorphic.
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Theorem 6.1. Suppose p - 2n, and that r : GF −→ GLn(E) is a generic po-
tentially semi-stable Galois representation of regular weight. If r correspond
to a closed point x ∈ SpecR∞(σmin)[1/p], then pism(r) ⊗ pialg(r) admits a
non-zero unitary admissible Banach completion.
Proof. By Theorem 5.22, we have that pism(r) ⊗ pialg(r) ' V (r)l.alg, and
by Proposition 2.13[CEG+16], V (r) is an admissible unitary Banach space
representation, hence a G-invariant norm on V (r) restricts to a G-invariant
norm on pism(r)⊗ pialg(r).
Remark. It is expected that SpecR∞(σmin)[1/p] = SpecR∞(σmin)′[1/p],
i.e. that all the components are automorphic.
6.2 Some potentially crystalline non-generic points
In this section we will investigate the existence of a G-invariant norm on
BS(r) in some cases when r is potentially crystalline Galois representation,
which is not necessarily generic. A more precise statement will be given in
Theorem 6.9. Similarly as for the Theorem 6.1 from the previous section we
will embed BS(r) into a unitary E-Banach space representation of G. In
section 6.2.1 we will build-up a framework for the proof of this theorem by
examining the support of patched modules M∞(σ◦min) and M∞(σ
◦
max). Then
in section 6.2.2 we will formulate the main result. In the last section we will
give an example to illustrate Theorem 6.9.
6.2.1 More on support of patched modules
Let x ∈ m-SpecR∞(σmin)[1/p] and y be the image of x in Spec ZΩ by the
map α] from Theorem 5.14. Define
γx := c–Ind
G
Kσmax(λ)⊗ZΩ κ(y)
and
δx := c–Ind
G
Kσmin(λ)⊗ZΩ κ(y).
Let now x ∈ m-SpecR∞(σmax)[1/p]. To the point x corresponds a Galois
representation rx. Let Σ be a subset of m-SpecR∞(σmax)[1/p], consisting of
those x such that the representation pism(rx) is generic. We will prove that
the set Σ is a dense subset of m-SpecR∞(σmax)[1/p].
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Let H := HomG(c–Ind
G
Kσmin(λ), c–Ind
G
Kσmax(λ)). Consider the natural eval-
uation map:
ev : H ⊗ZΩ c–IndGKσmin(λ)→ c–IndGKσmax(λ),
given by f ⊗ v 7→ f(v). It follows from Proposition 2.17, that H is locally
free ZΩ-module of rank one.
Recall that σmax := σmax(λ)⊗ σalg and σmin := σmin(λ)⊗ σalg. We have
an isomorphism:
H ' HomG(c–IndGKσmin, c–IndGKσmax),
thus HomG(c–Ind
G
Kσmin, c–Ind
G
Kσmax) is a locally free ZΩ-module of rank one.
Let φ be the image of ev by the functor HomcontE
(
HomG(., (M∞)d[1/p]), E
)
.
Then:
φ : HomG(c–Ind
G
Kσmin, c–Ind
G
Kσmax)⊗ZΩ M∞(σ◦min)[1/p] −→M∞(σ◦max)[1/p]
is a homomorphism of R∞(σmin)-modules. Let rx be the Galois representa-
tions corresponding to the point x. Then by Proposition 4.33 [CEG+16], we
have
V (rx)
l.alg = pix ⊗ pialg(rx),
where pix is some smooth admissible representation in the Bernstein compo-
nent Ω.
Let X be the set of points x such that φ⊗ κ(x) 6= 0.
Lemma 6.2. By assumption we have that x ∈ Supp(M∞(σ◦max)). It follows
HomK(σmax, V (rx)
l.alg) 6= 0 so that we have a non-zero map γx → pix. Then
x ∈ X if and only the composition δx ∆−→ γx → pix is non-zero for some
(equivalently any) non-zero ∆ ∈ HomG(δx, γx).
Proof. If x ∈ X, then the specialization
φ⊗ κ(x) : M∞(σ◦min)⊗R∞ κ(x)→M∞(σ◦max)⊗R∞ κ(x)
is non zero, where κ(x) is the residue field at x. However by Proposition 2.22
[Pasˇ15] and Frobenius reciprocity we have:
M∞(σ◦min)⊗R∞κ(x) ' HomcontE
(
HomG(c–Ind
G
Kσmin ⊗ZΩ κ(y), V (rx)l.alg), E
) '
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HomcontE (HomG(δx ⊗ pialg(rx), pix ⊗ pialg(rx)), E) ' (HomG(δx, pix))∗
where (.)∗ = HomE(., E) is the dual of finite dimensional vector spaces and
similarly,
M∞(σ◦max)⊗R∞ κ(x) ' (HomG(γx, pix))∗ .
It follows that the map φ⊗ κ(x) is induced by the following map:
HomG(δx, γx)⊗ HomG(γx, pix) → HomG(δx, pix)
∆⊗ f 7→ f ◦∆
The assertion of this lemma follows. Since HomG(δx, γx) is one dimensional,
any non-zero ∆ ∈ HomG(δx, γx) will do.
Lemma 6.3. Let x ∈ Supp(M∞(σ◦max)) be a closed point. The following
assertions are equivalent:
1. x ∈ X
2. The G-equivariant map γx → pix is injective.
Proof. 1 implies 2 . First notice that φ ⊗ κ(x) 6= 0 =⇒ ev ⊗ κ(y) 6= 0.
Let socG(γx) be the G-socle of γx and let ι the image of the map ev ⊗
κ(y). The image ι has a finite length because the representation γx is of
finite length. Let ν be an irreducible quotient of ι. Then HomG(δx, ν) =
HomG(c–Ind
G
Kσmin(λ), ν) = HomK(σmin(λ), ν) 6= 0 because ev ⊗ κ(y) 6= 0.
By Proposition 3.21 the representation ν is generic, but Corollary 3.11 in
[CEG+16] says that the only irreducible generic subquotient of γx is socG(γx),
so ν = socG(γx).
Then the map ev ⊗ κ(y) factors through socG(γx) so that the diagram
below commutes:
δx //

## ##
γx
ι // // socG(γx)
?
OO
In particular the composition:
δx  socG(γx) ↪→ γx −→ pix
is non zero, by Lemma 6.2.
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If the map γx −→ pix is not injective, let κ be it’s kernel. Since κ is
non zero by assumption it is equal or contains an irreducible representation
η. The representation η is also a sub-representation of γx. Since socG(γx)
is irreducible it is a unique irreducible sub-representation of γx, hence η =
socG(γx). Therefore socG(γx) ⊆ κ, so the image of socG(γx) by the map
γx −→ pix is 0. Since socG(γx) is irreducible the composite map socG(γx) ↪→
γx −→ pix is injective and 0.
This would imply that the composition:
δx  socG(γx) ↪→ γx −→ pix
is 0, which is a contradiction. Therefore assertion 2 follows.
2 implies 1 . Since socG(γx) is generic, by Proposition 3.21 we have that
HomG(δx, socG(γx)) 6= 0. Then the composition δx  socG(γx) ↪→ γx ↪→ pix
is non zero and by Lemma 6.2, x ∈ X.
Recall that Σ is a subset of m-SpecR∞(σmax)[1/p], consisting of those x
such that the representation pism(rx) is generic.
Lemma 6.4. We have the following inclusion Σ ⊆ X.
Proof. Let x ∈ Σ. Since x ∈ Supp(M∞(σ◦max)), we have HomG(γx, pix) 6= 0.
However, by Corollary 3.12 [CEG+16], we have pism(rx) ' γx. It follows that
γx is irreducible. Thus any non-zero G-equivariant map γx → pix is injective.
The assertion follows from the Lemma 6.3.
Lemma 6.5. Let S be an equidimensional Noetherian ring, and a an ideal
in S. Assume that S is Jacobson. Then we have the following assertions
1. dim(S/a) = dimS if and only if V (a)∩m-SpecS contains an irreducible
component of m-SpecS.
2. dimS/a < dimS if and only if m-SpecS \ V (a) ∩m-SpecS is Zariski
dense in m-SpecS.
Proof. The assertions 1 and 2 are trivially equivalent. Let’s prove the first
one.
Assume that dim(S/a) = dimS and write V (a) ∩ m-SpecS = ⋃i V (qi)
as a union of irreducible components. Then there is an index i such that
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dimV (qi) = dimS, it follows that qi is actually a minimal prime in S. Then
V (qi) is an irreducible component of m-SpecS.
Assume now that V (a)∩m-SpecS contains an irreducible component V (p)
of m-SpecS. From inclusions V (p) ⊆ V (a) ∩m-SpecS ⊆ m-SpecS, follows
that dimV (p) ≤ dimV (a) ∩m-SpecS ≤ dimS. Since S is equidimensional
dimV (p) = dimS, it follows that dim(S/a) = dimS.
Lemma 6.6. The set {x ∈ m-SpecRp˜ (σmax)[1/p] | pism(rx) is generic} is
dense in m-SpecRp˜ (σmax)[1/p].
Proof. By Theorem 1.2.7 [All16] x ∈ m-SpecRp˜ (σmin)[1/p] is smooth if and
only if WD(rx) is generic and by Lemma 1.1.3 [All16], WD(rx) is generic if
and only if pism(rx) is generic. Let S the singular locus of SpecRp˜ (σmin)[1/p].
Then we have that:
{x ∈ m-SpecRp˜ (σmax)[1/p] | pism(rx) is generic}
= m-SpecRp˜ (σmax)[1/p] \ (m-SpecRp˜ (σmax)[1/p] ∩ S)
We know that the ring Rp˜ (σmin)[1/p] is equidimensional and the comple-
ment of the singular locus is Zariski dense, by Theorem (3.3.4) [Kis08]. Then
by previous lemma we have that dimS < dimRp˜ (σmin)[1/p]. Moreover we
have
dim(m-SpecRp˜ (σmax)[1/p] ∩ S) ≤ dimS < dimRp˜ (σmin)[1/p]
and dimRp˜ (σmin)[1/p] = dimR

p˜ (σmax)[1/p]. We conclude by Lemma 6.5,
because the ring Rp˜ (σmax)[1/p] is also equidimensional by Theorem (3.3.8)
[Kis08].
Proposition 6.7. Σ is Zariski dense in SpecR∞(σmax)[1/p].
Proof. To prove that Σ is Zariski dense in Spec(R∞(σmax)[1/p]), it would
suffice to prove that those points are dense in every irreducible component
of R∞(σmax)[1/p]. Since the spectrum of this ring is a union of irreducible
components of the spectrum of R∞(σmax)′[1/p] by Proposition 5.13, it is
enough to prove it for this ring. The result follows from previous lemma and
the fact that closed points are dense in a Jacobson ring.
Proposition 6.8. The set X is closed if and only if φ is surjective. In this
case X = SpecR∞(σmax)[1/p].
Proof. If φ is surjective then X = SpecR∞(σmax)[1/p].
If X is closed then by Lemma 6.4, it contains the closure of Σ. However
by Proposition 6.7, X = SpecR∞(σmax)[1/p], so φ is surjective.
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6.2.2 Existence of a G-invariant norm
Recall that throughout this thesis we have fixed a residual Galois representa-
tion r : GF −→ GLn(F). The patching construction carried out in [CEG+16]
associates to r a modules M∞(r) := M∞ and also the ring R∞(σmin)(r) :=
R∞(σmin).
Let ρ : GF −→ GLn(E) be a potentially semi-stable Galois representation
of weight σalg and inertial type τ . By the theory of Fontaine, the Galois rep-
resentation ρ corresponds to a filtered admissible (ϕ,N,Gal(L/F ))-module
D˜. Proposition 4.5 says that there is an admissible filtered ϕ-module D such
that the underlying Weil representation and the Hodge-Tate weights of D are
the same as that of D˜, but the monodromy operator is equal to zero. Let r
be the Galois representation corresponding to D. This Galois representation
is potentially crystalline. Observe that the Galois representations r and ρ
may have different reduction mod p since the filtrations on the corresponding
(ϕ,N)-modules may differ.
Let now ρ : GF −→ GLn(F) be the reduction mod p of ρ. We can
consider a new deformation problem associated to ρ. Let M˜∞ := M∞(ρ),
R˜∞(σmin) := R∞(σmin)(ρ) and let R˜∞(σmin)′ = R∞⊗R
p˜
Rρ (τ,v), where the
ring Rρ (τ,v) parametrizes all the potentially semi-stable lifts of ρ of weight
σalg and inertial type τ .
Theorem 6.9. Let r and ρ be two Galois representations, as above. Assume
that ρ is generic (we do not assume that ρ corresponds to a point lying on
an automorphic component) and that rx := r corresponds to a closed point
x ∈ SpecR∞(σmax)[1/p] (deformation problem for r). Furthermore, assume
that the equivalent conditions of Proposition 6.8 hold. Then BS(rx) and
BS(ρ) both admit a G-invariant norm. The completions of BS(r) and BS(ρ)
with respect to these norms are admissible.
Proof. Recall that we have V (rx)
l.alg = pix ⊗ pialg(rx) by Proposition 4.33
[CEG+16], where pix is some smooth admissible representation in the Bern-
stein component Ω. By Corollary 3.11 [CEG+16], the irreducible representa-
tion pism(ρ) is the socle of c–Ind
G
Kσmax(λ)⊗ZΩ,χpism(ρ) E.
Let y be the image of x by the map SpecR∞(σmax)[1/p] −→ Spec ZΩ (map
α] of Theorem 5.14 or equivalently the map from Theorem 4.19 [CEG+16]).
According to Theorem 5.3 and Theorem 5.14, the closed point y depends
only on the eigenvalues of the linearised Frobenius ϕf (which acts on both
D and D˜). The Galois representation ρ corresponds to a closed point x˜ of
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m-SpecRρ (τ,v)[1/p]. Let y˜ be the image of x˜ by the map SpecR

ρ (τ,v)[1/p] −→
Spec ZΩ(Theorem 5.3). The same conclusions hold for y˜.
By construction, D and D˜ have the same action of ϕ. Then together with
the observation above, it follows that y = y˜.
Let γx := c–Ind
G
Kσmax(λ)⊗ZΩκ(y), this is a parabolic induction of a super-
cuspidal representation of a Levi subgroup ofG. Let δx := c–Ind
G
Kσmin(λ)⊗ZΩ
κ(y). By definition BS(rx) = γx ⊗ pialg(rx).
Since y = y˜, it follows that c–IndGKσmax(λ) ⊗ZΩ,χpism(ρ) E = γx. We con-
clude that pism(ρ) = soc(γx) is the socle of γx, and this irreducible represen-
tation is generic. Hence by Proposition 3.21, HomK(σmin(λ), soc(γx)) 6= 0.
It follows that there is a non zero G-equivariant map δx −→ soc(γx). Hence
we have a non-zero map δx −→ soc(γx) ↪→ γx.
Since x ∈ Supp(M∞(σ◦max)), because rx is potentially crystalline, we have
HomK(σmax(λ), pix) 6= 0, therefore there is a non-zero map γx −→ pix. By
Lemma 6.2 and Lemma 6.3 the composition δx −→ soc(γx) −→ γx −→ pix
is non-zero if and only if the map γx −→ pix is injective. We will prove that
γx −→ pix is injective.
With the notation introduced in the previous section, we have that X =
Supp(M∞(σ◦max)) by Proposition 6.8. Therefore γx −→ pix is injective for
any closed point x ∈ Supp(M∞(σ◦max)).
So we have that BS(rx) ↪→ V (rx)l.alg, by a similar argument. The restric-
tion of the norm on Banach space representation V (rx) induces a G-invariant
norm on BS(rx). Since pism(ρ) is the socle of γx, we have a G-equivariant
injection BS(ρ) ↪→ BS(rx). So we also obtain a G-invariant norm on BS(ρ)
by restricting a G-invariant norm on BS(rx).
Remark. It is expected that BS(rx) ' V (rx)l.alg.
6.2.3 Example
In this section, we will give an example to illustrate the Theorem 6.9 above.
Let ρ and r as in Theorem 6.9. Under assumptions of Corollary 5.5 (2)
[CEG+16], it is known that all the components are automorphic. Then in
the case when all components are automorphic, Theorem 6.9 can be applied
to r whenever the equivalent conditions of Proposition 6.8 hold. I hope to
remove this assumption in the future work. This gives us a G-invariant norm
on BS(r) and also on BS(ρ). Let’s now specify r and ρ.
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Let F = Qp, n = 3 and let r, s be two integers such that 0 < r < s,
r ≤ p−1 and s−r ≤ p−1. Let vp be a valuation Qp with vp(p) = 1. Assume
p 6= 3. Let D˜ be an admissible filtered (ϕ,N)-module with Hodge-Tate
weights 0 < r < s, from Example 3.40 [Par16]:
• FilrD˜ = E(e1, e2) and FilsD˜ = E(e1).
• N =
0 0 00 0 0
1 0 0
 and ϕ =
pµ 0 00 µ2 0
0 0 µ
, with µ 6= µ2 6= p±1µ.
• r − 1 > vp(µ) > (r − 1)/2 > 0 and 1 + vp(µ) ≥ vp(µ2) ≥ vp(µ).
According to Proposition 3.41 [Par16], the (ϕ,N)-module above is irre-
ducible, because r − 1 > vp(µ) > (r − 1)/2 and r > 1.
Let ρ be a semi-stable Galois representation with Hodge-Tate weights
0 < r < s corresponding to D˜. Let P be a standard parabolic subgroup of
G corresponding to a partition (2, 1), let χ and χ2 unramified characters of
Qp such that χ(p) = µ and χ2(p) = µ2. Then
pism(ρ) = i
G
P ((St⊗ |.|−1/2χ)⊗ χ2)⊗ | det |,
where St is the Steinberg representation of GL2(Qp). Since after killing the
monodromy there is not a unique choice of a filtration that makes the underly-
ing ϕ-module admissible, we may choose r, so that the Galois representation
r corresponds to a ϕ-module D, from Example 2.61 [Par16]:
• FilrD = E(e1 + e2 + e3, e2 + 2e3) and FilsD = E(e1 + e2 + e3).
• N = 0 and ϕ =
pµ 0 00 µ2 0
0 0 µ
, with µ 6= µ2 6= p±1µ.
• s > r > 1 + vp(µ) ≥ vp(µ2) ≥ vp(µ) > (r − 1)/2 > 0 and 1 + vp(µ) +
vp(µ2) + vp(µ) = r + s.
Since s > 1 + vp(µ) ≥ vp(µ2) ≥ vp(µ) > 0, it follows from Proposition
2.62 [Par16] that this ϕ-module is irreducible. Then by classical Langlands
correspondence:
pism(r) = L(|.|−1χ, χ2, χ)⊗ | det | = L(χ, |.|χ2, |.|χ)
is a Langlands quotient where the segments χ and |.|χ are linked.
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Proposition 6.10. Let ρ be a generic semi-stable Galois representation and
r be a crystalline Galois representation as above, both having same Hodge-
Tate weights 0 < r < s and the same action of the Frobenius ϕ. Let χ and
χ2 be two unramified characters such that χ(p) = µ and χ2(p) = µ2, with µ
and µ2 satisfying relations:
(A) µ 6= µ2 6= p±1µ and r > 1 + vp(µ) ≥ vp(µ2) ≥ vp(µ) > (r − 1)/2 > 0.
(B) 1 + vp(µ) + vp(µ2) + vp(µ) = r + s.
Assume that the equivalent conditions of Proposition 6.8 hold. Then BS(r) :=
(iGB(χ⊗|.|χ2⊗|.|χ))⊗pialg(r) admits a G-invariant norm, where B is a Borel
subgroup of G and pialg(r) is an irreducible algebraic representation of high-
est weight ψ(diag(t1, t2, t3)) = t
0
1.t
−r+1
2 .t
−s+2
3 with respect to upper triangular
Borel B. Moreover, BS(ρ) := pism(ρ) ⊗ pialg(r) admits also a G-invariant
norm and the completions of BS(r) and BS(ρ) with respect to these norms
are admissible.
Proof. First observe that pism(r) is an irreducible quotient of i
G
B(χ⊗ |.|χ2 ⊗
|.|χ), hence by definition BS(r) := (iGB(χ ⊗ |.|χ2 ⊗ |.|χ)) ⊗ pialg(r). By con-
struction, the Hodge-Tate weights of the Galois representation r lie in the
extended Fontaine-Laffaille range. Then Galois representation r corresponds
to a point which lies on an automorphic component since by the proof of
Corollary 5.5 (2) [CEG+16], all the components are automorphic. We may
then apply Theorem 6.9, to prove that BS(r) admits a G-invariant norm.
In this setting we obtained a G-invariant norm on BS(r) unconditionally on
the assumption that the Galois representation corresponds to a point lying
on an automorphic component. Since BS(ρ) ↪→ BS(r), we also obtain a
G-invariant norm on BS(ρ) also unconditionally.
We will prove that the G-invariant norm on BS(r) does not come from a
restriction of a norm on a parabolic induction of a unitary character. First,
we will prove the following lemma:
Lemma 6.11. Let pi be a smooth admissible representation of G and σ an
algebraic irreducible representation of G with highest weight ψ with respect
to upper triangular Borel subgroup B of G. Then (pi ⊗ σ)N ' piN ⊗ σN .
Proof. Let V denote vector space equipped with a G-action. We will denote
by V (N) the space spanned by n.v − v, n ∈ N and v ∈ V , and by VN =
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V/V (N). We will identify injective maps with the inclusions. Since (pi ⊗
σ)(N) ⊆ pi(N)⊗ σ(N) then we have (pi ⊗ σ)N  piN ⊗ σN .
The representation σ is finite dimensional. Let w be the highest weight
vector of σ. Observe that σN is one dimensional generated by w.
Let v ∈ pi. Since pi is smooth, the vector v is fixed by some compact open
N0 ⊆ N . We have also that σN = σN0 = E.w, because this representation is
algebraic. Since σ is finite dimensional, we may choose w1, . . . wd a basis of
σ such that wm ∈ σ(N0) for m 6= d and wd = w. Then wm ∈ σ(N0) can be
written as wm =
d∑
k=1
ak(nk − 1)wk, where ak are some scalars and nk ∈ N0.
It follows that for m 6= d:
v ⊗ wm = v ⊗
d∑
k=1
ak(nk − 1)wk =
d∑
k=1
ak(v ⊗ (nk − 1)wk) =
=
d∑
k=1
ak((v ⊗ nkwk)− v ⊗ wk) =
d∑
k=1
ak((nkv ⊗ nkwk)− v ⊗ wk) =
=
d∑
k=1
ak(nk(v ⊗ wk)− v ⊗ wk) =
d∑
k=1
ak(nk − 1)(v ⊗ wk) ∈ (pi ⊗ σ)(N)
This shows that pi ⊗ (σ(N)) ⊆ (pi ⊗ σ)(N). Therefore we get a surjection
pi ⊗ σN  (pi ⊗ σ)N . Since N acts trivially on σN , this map factors through
piN ⊗ σN , as
pi ⊗ σN

// // (pi ⊗ σ)N
piN ⊗ σN
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The composition map piN ⊗ σN  (pi⊗ σ)N  piN ⊗ σN is the identity. This
allows us to conclude.
Proposition 6.12. Let T be a group of diagonal matrices and N group of
unipotent matrices such that both are subgroups of a Borel B = TN as in
Proposition 6.11. Let θ : T → O× → E× be a unitary character. Then there
is no such unitary character θ, such that the we have an embedding BS(r) ↪→
IndGB(θ)cont (index cont means that we consider continuous functions in this
space). We also have that for any unitary character θ as above, there is no
injection BS(ρ) ↪→ IndGB(θ)cont.
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Proof. Since BS(r) is locally algebraic, we can restrict ourself to the space
IndGB(θ)
l.an(the functions in this space are locally analytic, see [Eme07] for
definitions), and work in the category of locally analytic representations.
According to Theorem 4.2.6 [FdL99], we have a Frobenius reciprocity in the
category of locally analytic representations:
HomcontG (BS(r), Ind
G
B(θ)
l.an) ' HomcontB (BS(r)|B, θ)
Let δ1/2 = |.|−1/2 ⊗ 1 ⊗ |.|1/2 be a square root of the modulus character.
Since θ is trivial on N , BS(r) factors through N -coinvariants, then:
HomcontG (BS(r), Ind
G
B(θ)
l.an) ' HomcontT ((BS(r))N , θ)
Then Lemma 6.11 allows us to compute:
(BS(r))N = δ
1/2.rGB(i
G
B(χ⊗ |.|χ2 ⊗ |.|χ))⊗ pialg(r)N ,
where rGB is the left adjoint functor of i
G
B in the category of smooth represen-
tations. Let χ˜ := χ ⊗ |.|χ2 ⊗ |.|χ. Theorem 1.2 [Zel80] tells us that there is
a filtration:
0 = τ0 ⊂ τ1 ⊂ ... ⊂ τ6 = rGB(iGB(χ˜)),
such that τi/τi−1 ' χ˜wi , where wi is an element of the symmetric group in
3 letters S3 = {w1, ..., w6}. Let ψ(diag(t1, t2, t3)) = t01.t−r+12 .t−s+23 be the
weight of the highest weight representation pialg(r) with respect to upper
triangular matrices. If we have
HomcontT (δ
1/2.χ˜w.ψ, θ) = 0,
for all w ∈ S3, then HomcontG (BS(r), IndGB(θ)l.an) = 0. It is enough to prove
that for any w ∈ S3 the character δ1/2.χ˜w.ψ is not unitary. Indeed we have
that:
v := vp(δ
1/2.χ˜w.ψ(diag(1, p, 1))) ∈
{1− r + vp(µ),−r + vp(µ),−r + vp(µ2)} ,
and in all these cases we have v < 0 by relations (A) of Proposition 6.10.
It follows that the character δ1/2.χ˜w.ψ does not take its values in O×. For
BS(ρ) we repeat the same proof.
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The locally algebraic representations BS(ρ) and BS(r) have the same
central character. We can easily verify that, by relation (B) of Proposition
6.10, we have vp(χ˜.ψ(diag(p, p, p))) = vp(µ) + vp(µ2)−1 + vp(µ) + 3− r− s =
2vp(µ) + vp(µ2) + 1− r− s = 0, therefore the central character of BS(r) (or
of BS(ρ)) is unitary.
We have shown that, in this example, BS(r) can not be embedded into
IndGB(θ)cont, with θ unitary. Thus the G-invariant norm on BS(r), obtained
by the Theorem 6.9, does not come from a restriction of a G-invariant norm
on a parabolic induction of a unitary character. Same conclusions hold for
BS(ρ).
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