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Abstract
In this paper, we present a new class of polynomial length formulations for the asymmetric traveling salesman problem (ATSP)
by lifting an ordered path-based model using logical restrictions in concert with the Reformulation–Linearization Technique (RLT).
We show that a relaxed version of this formulation is equivalent to a flow-based ATSP model, which in turn is tighter than the
formulation based on the exponential number of Dantzig–Fulkerson–Johnson (DFJ) subtour elimination constraints. The proposed
lifting idea is applied to derive a variety of new formulations for the ATSP, and we explore several dominance relationships among
these. We also extend these formulations to include precedence constraints in order to enforce a partial order on the sequence of
cities to be visited in a tour. Computational results are presented to exhibit the relative tightness of our formulations and the efficacy
of the proposed lifting process.
c© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The traveling salesman problem (TSP) is concerned with determining a tour that, starting from a base city, visits
all the other given cities once and only once and returns to the base city, while minimizing the total distance traveled.
Let ci j be the distance from city i to city j . If ci j = c j i for all i and j , then this problem is known as the symmetric
traveling salesman problem; otherwise, it is designated as an asymmetric traveling salesman problem (ATSP).
The key modeling construct for ATSPs is the formulation of the so-called subtour elimination constraints
(SECs), which preserve the integrity of the tour in a solution to the underlying order-assignment problem. Several
representations of these constraints have been proposed in the literature for the ATSP, the most prominent among
these being the seminal Dantzig–Fulkerson–Johnson (DFJ) [2] SECs, which have been shown to be facet defining for
the ATSP polytope (see [8]). One of the difficulties in directly adopting this formulation (referred to as ATSP-DFJ) is
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the exponential number of constraints that it contains, and so, Grotschel and Padberg [7] and Carr and Lancia [1] have
suggested some implementation strategies that use reduced DFJ formulations.
Several compact formulations for ATSP have also been presented in the literature, which are particularly useful
when the ATSP arises as a substructure in a more complex production or distribution model. Wong [16] showed that
the LP relaxation of ATSP-DFJ is equivalent to that obtained by enforcing a maximum flow of at least a unit from the
source node to all the other nodes. Thus, he proposed the following equivalent compact formulation based on such
maximum flow constraints.
ATSP-FL: Minimize
n∑
i=1
n∑
j=1, j 6=i
ci j xi j (1a)
subject to
n∑
i=1,i 6= j
xi j = 1, ∀ j = 1, . . . , n (1b)
n∑
j=1, j 6=i
xi j = 1, ∀i = 1, . . . , n (1c)
pui j ≤ xi j , ∀u = 2, . . . , n, ∀i, j = 1, . . . , n, i 6= j (1d)
n∑
j=2
pu1 j −
n∑
j=2
puj1 = 1, ∀u = 2, . . . , n (1e)
n∑
j=1, j 6=i
pui j −
n∑
j=1, j 6=i
puji = 0, ∀i, u = 2, . . . , n, i 6= u (1f)
n∑
j=1, j 6=u
puu j −
n∑
j=1, j 6=u
puju = −1, ∀u = 2, . . . , n (1g)
xi j ∈ {0, 1}, ∀i, j = 1, . . . , n, i 6= j (1h)
pui j ≥ 0, ∀i, j = 1, . . . , n, i 6= j, ∀u = 2, . . . , n. (1i)
Note that the variable xi j = 1 if node i immediately precedes node j on a tour, and 0, otherwise; and pui j represents
the flow on arc (i, j) for the uth commodity sent from node 1 to node u. Constraints (1b) and (1c) along with (1h) are
the assignment constraints, and the restrictions (1e)–(1g) are the flow balance constraints for the uth commodity flow
from node 1 to node u, where each flow variable pui j is further bounded by xi j via (1d).
Another well-known compact formulation is due to Miller–Tucker–Zemlin (MTZ) [10] (ATSP-MTZ) in which the
so-called MTZ subtour elimination constraints are formulated by using an additional set of variables to represent the
rank-order of visiting the cities. Although ATSP-MTZ is a concise formulation that contains only (n − 1)2 subtour
elimination constraints, it results in a relatively weak LP relaxation. Desrochers and Laporte [3] (ATSP-DL) proposed
an improved formulation by sequentially lifting the MTZ constraints, and Sherali and Driscoll [13] (ATSP-SD) further
tightened this formulation through the use of a conditional-logic enhanced version of the Reformulation–Linearization
Technique (RLT) of Sherali and Adams [14,15]. Denoting by LP(F) the linear programming feasible region in the
projected x-variable space for any formulation F for ATSP, the relationship between these three formulations is as
follows: LP(ATSP-SD) ⊆ LP(ATSP-DL) ⊆ LP(ATSP-MTZ) (see [13]).
Gouveia and Pires [5,6] (ATSP-GP) used a different disaggregation approach for lifting the MTZ formulation,
which was further tightened by Sarin et al. [12] (ATSP-SSB) through the use of certain auxiliary variables that capture
the relative positions of the nodes on the tour. Sarin et al. also proposed two augmented versions of their formulation by
incorporating a sequential lifting of the three-city DFJ constraints, designated here as ATSP-SSB1 and ATSP-SSB2.
The lifted ATSP-SSB formulations were empirically demonstrated to yield tighter LP-based lower bound values than
those obtained by ATSP-DL, ATSP-SD, and ATSP-GP.
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In this paper, we present a new class of tight formulations for the ATSP that conceptually integrates the Hamiltonian
path-based and the multicommodity flow-based formulations. The remainder of this paper is organized as follows. In
Section 2, we begin with a new Hamiltonian path-based formulation that is enhanced by certain logical constraints,
and lift this using the Reformulation–Linearization Technique (RLT) [14,15] to derive certain specialized valid
inequalities. We show that a particular relaxation of this resulting model yields a formulation that is equivalent
to a tightened version of Wong’s [16] multicommodity flow formulation given by (1) above. By incorporating
combinations of RLT-based valid inequalities and certain lifted three-city subtour elimination constraints, we derive
alternative polynomial-length formulations of the ATSP, which are shown to theoretically dominate the model
ATSP-GP of Gouveia and Pires [5,6] and the models ATSP-SSB1 and ATSP-SSB2 of Sarin et al. [12]. The
formulations and accompanying dominance results are extended in Section 3 to the case where there exist certain
precedence constraints that govern the order in which the cities can be visited. Finally, we present some computational
results in Section 4 using standard test problems from the literature to demonstrate the efficacy of the proposed lifting
constructs, and we close with recommendations for future research.
2. New ATSP formulations and dominance relationships
To begin with, let us consider a preliminary formulation of ATSP, which is based on the following variable
definitions as used in [5,6,12].
xi j =
{
1 if city i directly precedes city j
0 otherwise, ∀i, j = 1, . . . , n, i 6= j
and
yi j =
{
1 if city i precedes city j (not necessarily directly)
0 otherwise, ∀i, j = 2, . . . , n, i 6= j.
The x-variables are the same as those used in the formulation of ATSP-FL given in Section 1 and define a Hamiltonian
circuit, whereas the y-variables view the ATSP solution as a Hamiltonian path that commences at the base city 1.
Hence, the indices for the y-variables range over the cities 2, . . . , n.
ATSP0: Minimize
n∑
i=1
n∑
j=1, j 6=i
ci j xi j (2a)
subject to
n∑
v=1,v 6=i
xiv = 1, ∀i = 1, . . . , n (2b)
n∑
i=1,i 6=v
xiv = 1, ∀v = 1, . . . , n (2c)
yi j ≥ xi j , ∀i, j = 2, . . . , n, i 6= j (2d)
yi j + y ji = 1, ∀i, j = 2, . . . , n, i 6= j (2e)
yi j ≥ x1i , ∀i, j = 2, . . . , n, i 6= j (2f)
y ji ≥ xi1, ∀i, j = 2, . . . , n, i 6= j (2g)
− (1− xiv) ≤ yi j − yv j ≤ 1− xiv, ∀i, j, v = 2, . . . , n, i 6= j 6= v (2h)
xi j ∈ {0, 1}, ∀i, j = 1, . . . , n, i 6= j, yi j ≥ 0, ∀i, j = 2, . . . , n, i 6= j. (2i)
In ATSP0, (2b), (2c) and (2i) are the standard assignment constraints; (2d), (2f) and (2g) logically relate the
precedence variables y to the immediate precedence variables x; (2e) asserts that either i should precede j or vice
versa, ∀i, j = 2, . . . , n, i 6= j , and (2h) enforces that if xiv = 1 for any i 6= v, then for any other city j , we must
have yi j = yv j (whether this pair equals 0 or 1). Observe that due to (2e), this also then ensures that y ji = y jv .
Formulation ATSP0 is similar to the model ATSP-SSB given in Sarin et al. [12] (called ATSPxy therein), except that
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ATSP0 accommodates the additional logical relations (2f)–(2h), while ATSP-SSB uses the following alternative set
of three-city subtour elimination constraints:
yi j + y jk + yki ≤ 2, ∀i, j, k = 2, . . . , n, i 6= j 6= k. (3a)
The two aforementioned lifted versions of ATSP-SSB, namely, ATSP-SSB1 and ATSP-SSB2, respectively replace
(3a) by (3b) and (3c) as given below:(
yi j + x j i
)+ y jk + yki ≤ 2, ∀i, j, k = 2, . . . , n, i 6= j 6= k. (3b)
xi j +
(
y jk + xk j
)+ (yki + xik) ≤ 2, ∀i, j, k = 2, . . . , n, i 6= j 6= k. (3c)
Also, ATSP-SSB1 and ATSP-SSB2 contain the following additional set of two-city subtour constraints (3d) that serve
to further tighten the LP relaxation:
x1 j + x j1 ≤ 1, ∀ j = 2, . . . , n. (3d)
In the computations reported in [12], ATSP-SSB2 has been shown to yield tighter lower bounds via its LP relaxation
than ATSP-SSB1. Also, note that upon using (2e) to complement variables, the left-hand inequality in (2h) reduces
to the constraint y j i − y jv ≤ 1 − xiv , ∀i, j, v = 2, . . . , n, i 6= j 6= v, which was employed in [6]. While we shall
provide comparisons with all these formulations in the following, for convenience in our analysis below, we begin by
examining ATSP0 given by (2) above, and then consider further extensions and enhancements stemming from this
particular formulation.
Before proceeding, let us first of all establish the validity of the model ATSP0.
Proposition 1. The formulation ATSP0 given by (2) obviates any subtours, and hence correctly models the asymmetric
traveling salesman problem.
Proof. On the contrary, given any feasible solution (x, y) to ATSP0, suppose that the assignment solution x admits
a subtour on some t ≥ 2 cities that do not involve city 1. Let this subtour be p1, p2, . . . , pt , p1. Hence, because
x p1 p2 = x p2 p3 = · · · = x pt−2, pt−1 = 1, we get by using each of these in (2h) that,
yp1 pt = yp2 pt = yp3 pt = · · · = ypt−1, pt . (4)
Since x pt−1,pt = 1 implies from (2d) that ypt−1,pt = 1, we get from (4) that yp1 pt = 1. But x pt p1 = 1 implies from
(2d) that ypt p1 = 1 as well, thus contradicting (2e). This completes the proof. 
2.1. RLT lifting of formulation ATSP0
Let us now use a selective application of the first-order RLT process of Sherali and Adams [14,15] to tighten the
formulation ATSP0, applying additional logical relationships among the resulting RLT product-variables as noted
below. To begin with, consider the following special RLT product constraints using (2b), (2c), and the implied
constraint yv j ≤ 1, ∀v, j = 2, . . . , n, v 6= j (from (2e) and (2i)):
(i) (
0 ≤ yv j ≤ 1
) ∗ xiv, ∀i, j, v = 2, . . . , n, i 6= j 6= v. (5a)
(ii) [
n∑
v=1,v 6=i
xiv = 1
]
∗ yi j , ∀i, j = 2, . . . , n, i 6= j. (5b)
(iii) [
n∑
i=1,i 6=v
xiv = 1
]
∗ yv j , ∀v, j = 2, . . . , n, v 6= j. (5c)
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To linearize the product terms thus created, we primarily use the substitution
f vi j = xiv · yv j , ∀i, j, v = 2, . . . , n, i 6= j 6= v. (6)
In addition, we can apply the following result to further tighten the consequent representation by recognizing certain
key identities as prompted by the constraints defining ATSP0.
Proposition 2. The constraints defining ATSP0 imply the following identities, where the f -variables are as defined by
(6).
x1v · yv j = x1v, ∀v, j = 2, . . . , n, v 6= j. (7a)
xiv · yi j = f vi j , ∀i, j, v = 2, . . . , n, i 6= j 6= v. (7b)
xiv · yiv = xiv, ∀i, v = 2, . . . , n, i 6= v. (7c)
xiv · yvi = 0, ∀i, v = 2, . . . , n, i 6= v. (7d)
xi1 · yi j = 0, ∀i, j = 2, . . . , n, i 6= j. (7e)
Proof. If x1v = 0, then (7a) is trivially true, and if x1v = 1, then we must have yv j = 1 by (2f). This establishes (7a).
Next, observe that for any i, j, v = 2, . . . , n, i 6= j 6= v, we have that
xiv ·
(
yi j − yv j
) = 0 (8)
because this is trivially true when xiv = 0, and when xiv = 1, this is again true by virtue of (2h). Hence, using (6)
in (8), we get (7b). Constraint (7c) is trivially true when xiv = 0, and also true when xiv = 1, whence from (2d), we
have yiv = 1 as well. Note that (7c) and (2e) imply that xiv · (1− yvi ) = xiv , or that (7d) holds true. Finally, (7e)
trivially holds true when xi1 = 0 and also when xi1 = 1, whence from (2g) and (2e) we get y j i = 1 and yi j = 0. This
completes the proof. 
Applying (6) and (7a)–(7e) of Proposition 2 to the RLT product constraints (5a)–(5c), we get the following
respective linearized constraints.
0 ≤ f vi j ≤ xiv, ∀i, j, v = 2, . . . , n, i 6= j 6= v. (9a)
n∑
v=2,v 6∈{i, j}
f vi j + xi j = yi j , ∀i, j = 2, . . . , n, i 6= j. (9b)
x1v +
n∑
i=2,i 6∈{v, j}
f vi j = yv j , ∀v, j = 2, . . . , n, v 6= j. (9c)
Note that (9a) is obtained by directly substituting (6) into (5a), (9b) is obtained by using (7b), (7c) and (7e) in (5b),
and (9c) is obtained by applying (7a) and (7d) along with (6) in (5c).
Augmenting ATSP0 with (9a)–(9c) leads to the following tightened RLT-lifted reformulation, where we have
omitted (2d), noting that this is now implied by (9b).
ATSP1: Minimize
{
n∑
i=1
n∑
j=1, j 6=i
ci j xi j : (2b), (2c), (2e)–(2i) and (9a)–(9c)
}
. (10)
In our analysis below, we shall also consider the following relaxation of ATSP1 obtained by deleting (2f)–(2h):
ATSP2: Minimize
{
n∑
i=1
n∑
j=1, j 6=i
ci j xi j : (2b), (2c), (2e), (2i) and (9a)–(9c)
}
. (11)
In addition, we consider another modification of ATSP1 obtained by replacing (2h) with (3a):
ATSP3: Minimize
{
n∑
i=1
n∑
j=1, j 6=i
ci j xi j : (2b), (2c), (2e)–(2g), (2i), (3a) and (9a)–(9c)
}
. (12)
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Note that ATSP3 is a valid model for ATSP as discussed above, and the validity of ATSP2 is established in the
following (see Corollary 1 below).
2.2. Dominance relationships
To continue our analysis, let us first consider a tightening of ATSP-FL in which we adopt the following additional
valid restrictions, recognizing that pui j represents the flow on arc (i, j) for the single unit of commodity u, which flows
from node 1 to node u.
puj1 = 0, ∀ j, u = 2, . . . , n. (13a)
puu j = 0, ∀ j, u = 2, . . . , n, j 6= u. (13b)
pu1 j = x1 j , ∀ j, u = 2, . . . , n. (13c)
puju = x ju, ∀ j, u = 2, . . . , n, j 6= u. (13d)
Observe that by making the substitutions (13) into the original formulation of ATSP-FL, we can make the following
simplifications. First, by virtue of (13a) and (13c), we have that (1e) reproduces (1c) for i = 1, and hence, (1e) can
be deleted. Similarly, using (13a)–(13d) in (1g) reproduces (1b) for j = u; hence, (1g) can also be omitted. Next,
observe that (1d) for i = 1, or j = 1, or i = u, or j = u are respectively implied by (13c), (13a), (13b) and (13d).
Hence, (1d) needs to be written only for i, j, u = 2, . . . , n, i 6= j 6= u. Finally, applying (13a)–(13d), we can rewrite
(1f) in the following strengthened form:[
n∑
j=2, j 6∈{i,u}
pui j + xiu
]
−
[
n∑
j=2, j 6∈{i,u}
puji + x1i
]
= 0, ∀i, u = 2, . . . , n, i 6= u. (14)
Using these relationships in (1a)–(1i), we can reformulate ATSP-FL as the following tightened version.
ATSP-FL2: Minimize
n∑
i=1
n∑
j=1, j 6=i
ci j xi j (15a)
subject to
n∑
i=1,i 6= j
xi j = 1, ∀ j = 1, . . . , n (15b)
n∑
j=1, j 6=i
xi j = 1, ∀i = 1, . . . , n (15c)
pui j ≤ xi j , ∀i, j, u = 2, . . . , n, i 6= j 6= u (15d)[
n∑
j=2, j 6∈{i,u}
pui j + xiu
]
−
[
n∑
j=2, j 6∈{i,u}
puji + x1i
]
= 0, ∀i, u = 2, . . . , n, i 6= u (15e)
xi j ∈ {0, 1}, ∀i, j = 1, . . . , n, i 6= j (15f)
pui j ≥ 0, ∀i, j, u = 2, . . . , n, i 6= j 6= u. (15g)
Now, consider the following dominance result.
Proposition 3. ATSP2 affords a tighter LP relaxation than ATSP-FL2.
Proof. Note that the constraints (15b), (15c) and (15f) of ATSP-FL2 are also present in ATSP2. Furthermore, let us
rename the p-variables in ATSP-FL2 as follows
pui j = f jiu, ∀i, j, u = 2, . . . , n, i 6= j 6= u. (16)
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Then, (15d) and (15e) can be respectively re-written as follows:
f jiu ≤ xi j , ∀i, j, u = 2, . . . , n, i 6= j 6= u. (17a)[
n∑
j=2, j 6∈{i,u}
f jiu + xiu
]
−
[
n∑
j=2, j 6∈{i,u}
f iju + x1i
]
= 0, ∀i, u = 2, . . . , n, i 6= u. (17b)
Now, observe that (17a) is precisely (9a), and that (17b) is obtained by considering (9b) written for yiu on its right-hand
side and subtracting from this (9c) written for the same yiu on its corresponding right-hand side. Hence, ATSP-FL2 is
a relaxed surrogate of ATSP2, and this completes the proof. 
Corollary 1. The model ATSP2 affords a valid formulation of the asymmetric traveling salesman problem (ATSP).
Proof. The constraints defining ATSP2 are valid for ATSP since ATSP2 is a relaxation of ATSP1, which is a valid
formulation by Proposition 1 and the RLT lifting process. Moreover, by Proposition 3, the constraints defining ATSP2
imply those of ATSP-FL2, which is a known valid formulation of ATSP. This completes the proof. 
For any model F for ATSP, let
LP(F) = {x : x is part of a feasible solution to the LP relaxation of F} . (18)
Then, we have the following string of dominance relationships, where conv(ATSP) denotes the convex hull of binary
vectors x that represent Hamiltonian circuits for ATSP.
Proposition 4.
conv(ATSP) ⊆ LP(ATSP1) ⊆ LP(ATSP2) ⊆ LP(ATSP-FL2)
⊆ LP(ATSP-FL) = LP(ATSP-DFJ) ⊆ LP(ATSP-MTZ). (19a)
Proof. Note that Wong [15] has established that LP(ATSP-FL) = LP(ATSP-DFJ), and it is well-known that
LP(ATSP-DFJ) ⊆ LP(ATSP-MTZ) (see [11], for example). The other dominance relationships follow from the
derivation of ATSP-FL2 from ATSP-FL, Proposition 3, the relaxation of ATSP1 to obtain ATSP2, the derivation
of ATSP1 from ATSP0, and Proposition 1. 
Remark 1. Observe from the proof of Proposition 3 that the f -variables that appear in models ATSP1 and ATSP2
have a flow interpretation as prompted by (6) and (16). Namely, f vi j , which represents the nonlinear product xiv · yv j ,
has the connotation of the flow on arc (i, v) of the single unit of commodity that effectively flows from the source
node 1 to node j .
Remark 2. As mentioned in Section 1, the relationship between the formulations of Desrochers and Laporte [3] and
Sherali and Driscoll [13] is as follows
LP(ATSP-SD) ⊆ LP(ATSP-DL) ⊆ LP(ATSP-MTZ). (19b)
Furthermore, letting ATSP-SSB2 and ATSP-GP denote the best ATSP formulations presented respectively in [12]
and [5,6] as discussed above, and recalling that ATSP3 is an RLT-based lifting of ATSP-SSB2, we have the following
known relationships from above and these aforementioned papers:
LP(ATSP3) ⊆ LP(ATSP-SSB2) ⊆ LP(ATSP-GP) ⊆ LP(ATSP-MTZ). (19c)
Now, consider a relaxation ATSP2R of ATSP2 in which the constraints (2e) are replaced by
yi j + y j i ≤ 1, ∀i, j = 2, . . . , n, i 6= j. (20)
Furthermore, denote by ATSP2R− the model obtained by deleting (2e) from ATSP2, and consider the following result.
Proposition 5. Both ATSP2R and ATSP2R− are valid formulations of ATSP for which
LP(ATSP2) ⊆ LP(ATSP2R) ⊆ LP(ATSP2R−) = LP(ATSP-FL2). (21)
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Proof. Note that in the model ATSP2R−, the only constraints involving the y-variables are the identities (9b) and (9c).
These variables can be eliminated from ATSP2R− by simply equating the corresponding identities (9b) and (9c) for
each of the y-variables. But as shown in the proof of Proposition 3, this produces (17b), and hence, ATSP2R− is the
same as ATSP-FL2. The remaining containment in (21) is obvious by construction. Furthermore, following the proof
of Corollary 1 and using (21), ATSP2R and ATSP2R− are valid formulations of ATSP. This completes the proof. 
Finally, we consider several augmentations to derive various tightened reformulations of ATSP-SSB1 and ATSP-
SSB2 as discussed above. The first variation is to add constraint sets (2f) and (2g) to ATSP-SSB1 to obtain:
ATSP4: Minimize
{
n∑
i=1
n∑
j=1, j 6=i
ci j xi j : (2b)–(2g), (2i), (3b) and (3d)
}
. (22a)
The second variation also tightens ATSP-SSB1 by adding to it the RLT constraints (9a)–(9c). We designate the
resulting formulation by:
ATSP5: Minimize
{
n∑
i=1
n∑
j=1, j 6=i
ci j xi j : (2b)–(2e), (2i), (3b), (3d) and (9a)–(9c)
}
. (22b)
Moreover, we also tighten ATSP-SSB1 by adding both the sets of constraints (2f) and (2g), and (9a)–(9c). As a result,
(3d) is now omitted since it is implied by (2f), (2g) and (2d) is omitted since it is implied by (9b). The resulting
formulation, designated ATSP6, turns out to be the same as ATSP3 except that (3a) is replaced by (3b).
ATSP6: Minimize
{
n∑
i=1
n∑
j=1, j 6=i
ci j xi j : (2b), (2c), (2e)–(2g), (2i), (3b) and (9a)–(9c)
}
. (22c)
The counterparts of the above variations for ATSP-SSB2 are as follows:
ATSP7: Minimize
{
n∑
i=1
n∑
j=1, j 6=i
ci j xi j : (2b)–(2g), (2i), (3c) and (3d)
}
(23a)
ATSP8: Minimize
{
n∑
i=1
n∑
j=1, j 6=i
ci j xi j : (2b)–(2e), (2i), (3c), (3d) and (9a)–(9c)
}
(23b)
and
ATSP9: Minimize
{
n∑
i=1
n∑
j=1, j 6=i
ci j xi j : (2b), (2c), (2e)–(2g), (2i), (3c) and (9a)–(9c)
}
. (23c)
3. ATSP formulations with precedence constraints
In this section, we extend our discussion to the precedence constrained asymmetric traveling salesman problem
(PCATSP), also known as the sequential ordering problem (SOP). Let PC j be the set of cities that are required to
precede city j in PCATSP, ∀ j . If i ∈ PC j , then we denote this as i ≺ j .
For the ATSP formulations that include the (x, y)-variables, namely, ATSP0, ATSP1, ATSP2, ATSP2R, ATSP2R−,
ATSP3, ATSP4, ATSP5, ATSP6, ATSP7, ATSP8, and ATSP9, the precedence relationship can be captured explicitly
by applying the definition of these variables as follows.
yi j = 1, ∀i ∈ PC j , j = 2, . . . , n. (24a)
xk j = 0, ∀ j = 2, . . . , n, ∀k ∈ PCi where i ∈ PC j . (24b)
Note that (24a), (2e) and (2d) imply that y j i = 0, ∀i ∈ PC j , j = 2, . . . , n, and that x j i = 0, ∀i ∈ PC j ,
j = 2, . . . , n. Whenever (2d) and (2e) are not included in the models, we explicitly restrict:
x j i = 0, ∀i ∈ PC j , j = 2, . . . , n. (24c)
28 H.D. Sherali et al. / Discrete Optimization 3 (2006) 20–32
Hence, for all the foregoing models, to formulate the corresponding PCATSP version, we include (24a) and (24b),
while for PCATSP2R and PCATSP2R−, we add (24a)–(24c). From the analysis of Section 2, the resulting models are
all valid formulations of PCATSP, and share the same dominance relationships as for the corresponding ATSP models.
Moreover, to accommodate the precedence relationship within ATSP-FL2, we can first equivalently write this
problem as ATSP2R− following the proof of Proposition 5, and then add (24a)–(24c) as above. Alternatively, we can
accomplish this directly within ATSP-FL2 without introducing the additional y-variables as follows.
Observe from the interpretation of the multi-commodity flow variables pui j in Section 2.2, that if j ∈ PCu , then
node j must lie on the flow-path from node 1 to node u in the flow of commodity u. This can be enforced by
n∑
i=1,i 6= j
pui j = 1, ∀ j ∈ PCu, ∀u = 2, . . . , n. (25)
Using (13b) and (13c), we can write (25) as
x1 j +
n∑
i=2,i 6∈{ j,u}
pui j = 1, ∀ j ∈ PCu, ∀u = 2, . . . , n. (26a)
In addition, we can restrict the x-variables according to
xk j = 0, ∀ j = 2, . . . , n, ∀k ∈ PCi , where i ∈ PC j . (26b)
x j i = 0, ∀i ∈ PC j , ∀ j = 2, . . . , n. (26c)
Hence, to directly formulate PCATSP-FL2 without using the y-variables, we accommodate (26a)–(26c) within ATSP-
FL2.
Remark 3. Observe from (16) that we have the following interpretation relationships: pui j = f jiu . Using this in (9c),
we can equivalently write this constraint as x1 j +∑ni=2,i 6∈{ j,u} pui j = y ju . Hence, (26a) essentially sets y ju = 1,
∀ j ∈ PCu , ∀u = 2, . . . , n, which coincides with (24a) for the PCATSP2R− formulation. Noting that (24b) and
(24c) are identical with (26b) and (26c), respectively, we have that PCATSP-FL2 formulated as above is equivalent to
PCATSP2R−.
4. Computational results
In this section, we provide computational results to compare the different lifted formulations of ATSP and PCATSP
discussed in Sections 2 and 3, respectively, using some standard test problems from the literature. While our focus is
on evaluating the relative tightness of the LP relaxations of these models, we mention that branch-and-cut methods
such as that of Fischetti and Toth [4] are best suited to solve these problems to optimality.
4.1. Comparison of the LP relaxation bounds for the various ATSP formulations
First, we present computational results to compare the LP relaxation bounds of our new formulations ATSP0,
ATSP1, ATSP2, ATSP2R, ATSP2R− (which coincides with the tightened version ATSP-FL2 of ATSP-FL by the proof
of Proposition 5), ATSP3, and ATSP4-ATSP9, with those of six other models, ATSP-SSB2, ATSP-SD, ATSP-GP,
ATSP-GP1, ATSP-GP2, ATSP-GP3 (see definitions below) and ATSP-FL (see (19a)–(19c)). Note that ATSP-GP
(see [5,6]) includes constraint sets (2b)–(2d) with the additional logical relations (27a) and (27b) as follows:
xi j + y j i ≤ 1, ∀i, j = 2, . . . , n, i 6= j, (27a)
xi j + yki ≤ yk j + 1, ∀i, j, k = 2, . . . , n, i 6= j 6= k. (27b)
Two lifted versions of ATSP-GP, namely, ATSP-GP1 and ATSP-GP2, replace (27b) by (27c) and (27d), respectively,
as given below:
xi j + x j i + yki ≤ yk j + 1, ∀i, j, k = 2, . . . , n, i 6= j 6= k. (27c)
xi j + xk j + xik + yki ≤ yk j + 1, ∀i, j, k = 2, . . . , n, i 6= j 6= k. (27d)
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Table 1
Computational results for the ATSP formulations
Problem ATSP-
SSB2
ATSP-
SD
ATSP-
GP
ATSP-
GP1
ATSP-
GP2
ATSP-
GP3
ATSP-
FL
ATSP0 ATSP1 ATSP2
br17
(39)
zLP 28.00 27.68 18.00 22.00 28.00 28.00 39.00 22.00 39.00 39.00
%Gap 28.2 29.0 53.8 43.6 28.2 28.2 0.0 43.6 0.0 0.0
CPU 0.16 0.05 0.03 0.02 0.06 0.15 1.63 0.22 19.56 5.81
ftv33
(1286)
zLP 1286.00 1224.50 1224.68 1226.25 1286.00 1286.00 1286.00 1224.68 1286.00 1286.00
%Gap 0.0 4.8 4.8 4.6 0.0 0.0 0.0 4.8 0.0 0.0
CPU 17.03 0.42 1.81 3.08 3.83 13.45 49.53 23.67 16,536.60 248.87
ftv35
(1286)
zLP 1456.89 1415.51 1422.86 1426.90 1456.06 1456.69 1457.33 1424.57 1460.20 1460.20
%Gap 1.1 3.9 3.4 3.1 1.2 1.1 1.1 3.3 0.9 0.9
CPU 26.77 0.34 2.25 4.91 5.55 14.14 81.01 23.95 48,198.30 1448.53
ftv38
(1286)
zLP 1484.00 1458.22 1459.50 1461.08 1481.29 1483.00 1482.00 1459.50 1486.10 1486.10
%Gap 1.3 3.0 2.9 2.8 1.4 1.3 1.4 2.9 1.1 1.1
CPU 44.85 0.78 3.63 6.66 6.81 28.26 100.12 41.89 47,445.70 14,426.60
p43
(1286)
zLP 241.22 864.58 184.00 216.00 241.14 242.00 5611.00 216.00 5611.00 5611.00
%Gap 95.7 84.6 96.7 96.2 95.7 95.7 0.2 96.2 0.2 0.2
CPU 123.58 1.49 3.17 9.75 7.06 45.50 2392.55 148.96 162,993.00 17,814.10
ftv44
(1613)
zLP 1584.88 1573.75 1578.83 1582.00 1584.88 1584.88 1584.88 1580.17 1590.74 1590.74
%Gap 1.8 2.4 2.1 1.9 1.8 1.8 1.7 2.0 1.4 1.4
CPU 136.65 0.14 10.31 17.73 14.50 68.64 262.13 316.18 158,416.00 42,928.20
Problem ATSP2R ATSP2R− ATSP3 ATSP4 ATSP5 ATSP6 ATSP7 ATSP8 ATSP9
br17
(39)
zLP 39.00 39.00 39.00 22.00 39.00 39.00 28.00 39.00 39.00
%Gap 0.0 0.0 0.0 43.6 0.0 0.0 28.2 0.0 0.0
CPU 0.50 1.67 10.55 0.36 12.98 10.88 0.17 14.91 12.66
ftv33
(1286)
zLP 1286.00 1286.00 1286.00 1229.08 1286.00 1286.00 1286.00 1286.00 1286.00
%Gap 0.0 0.0 0.0 4.4 0.0 0.0 0.0 0.0 0.0
CPU 34.70 27.55 7147.47 43.78 8095.53 5540.85 9.09 26,271.20 6912.45
ftv35
(1286)
zLP 1457.33 1457.33 1460.20 1427.00 1463.41 1463.41 1456.89 1460.20 1460.20
%Gap 1.1 1.1 0.9 3.1 0.7 0.7 1.1 0.9 0.9
CPU 61.02 86.12 10,876.10 44.14 10,588.00 19,271.70 8.91 13,839.90 15,583.00
ftv38
(1286)
zLP 1482.00 1482.00 1486.10 1463.50 1488.22 1488.22 1484.00 1486.10 1486.10
%Gap 1.4 1.4 1.1 2.6 1.0 1.0 1.3 1.1 1.1
CPU 239.13 110.61 39,336.40 92.42 23,127.40 8953.23 57.89 10,630.70 30,898.60
p43
(1286)
zLP 5611.00 5611.00 5611.00 216.00 5611.00 5611.00 241.22 5611.00 5611.00
%Gap 0.2 0.2 0.2 96.2 0.2 0.2 95.7 0.2 0.2
CPU 1173.61 1138.02 30,629.90 233.89 44,350.30 35,193.60 121.10 130,264.00 50,915.40
ftv44
(1613)
zLP 1584.88 1584.88 1590.91 1582.00 1594.94 1594.94 1584.88 1590.74 1590.74
%Gap 1.7 1.7 1.4 1.9 1.1 1.1 1.7 1.4 1.4
CPU 1528.93 277.81 109,782.00 417.41 69,517.90 159,105.00 150.80 81,880.40 169,472.00
ATSP-GP3 is another lifted version of ATSP-GP obtained by replacing (27b) with both (27c) and (27d). Also, similar
to ATSP-SSB1 and ATSP-SSB2, we included the set of two-city subtour constraints (3d) in each of ATSP-GP1,
ATSP-GP2, and ATSP-GP3 in order to further tighten their LP relaxations.
Six standard test problems from the TSP library (TSPLIB), namely, br17, ftv33, ftv35, ftv38, p43, and ftv44, were
solved to evaluate these formulations. The number appended to each of these test cases indicates the number of cities
that it contains; hence, br17 is an asymmetric traveling salesman problem having 17 cities. All runs were made on a
Dell Workstation PWS 650 with double 2.5 GHz CPU Xeon processors and 1.5 GB RAM, running the Windows XP
operating system, and we used AMPL (version 8.1) along with CPLEX MIP Solver (version 9.0).
Table 1 displays the results obtained pertaining to the lower bound value (zLP) derived by solving the LP relaxation,
the percentage gap between the LP-based lower bound and the optimal integer solution, and the cpu time (in seconds)
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Table 2
Computational results for the PCATSP formulations
Problem PCATSP-
SSB1
PCATSP-
SD
PCATSP-
GP
PCATSP-
GP1
PCATSP-
GP2
PCATSP-
GP3
PCATSP0 PCATSP1
esc12
(1675)
zLP 1554.00 1520.35 1507.50 1518.50 1528.50 1535.63 1507.50 1649.50
%Gap 7.2 9.2 10.0 9.3 8.7 8.3 10.0 1.5
CPU 0.03 0.02 0.02 0.02 0.03 0.11 0.03 0.95
br17.10
(55)
zLP 27.29 23.64 18.00 18.00 28.00 28.00 22.33 39.70
%Gap 50.4 57.0 67.3 67.3 49.1 49.1 59.4 27.8
CPU 0.34 0.11 0.06 0.05 0.08 0.47 0.13 12.23
esc25
(1681)
zLP 1610.96 1552.89 1537.94 1540.17 1543.33 1548.29 1607.72 1649.11
%Gap 4.2 7.6 8.5 8.4 8.2 7.9 4.4 1.9
CPU 3.41 0.27 0.34 0.41 0.28 0.48 3.13 376.32
esc47
(1288)
zLP 1242.37 1209.16 1214.83 1214.83 1215.94 1216.00 1219.00 1252.45
%Gap 3.5 6.1 5.7 5.7 5.6 5.6 5.4 2.8
CPU 378.05 1.69 14.30 95.05 20.59 159.17 389.47 633,913.00
Problem PCATSP2 PCATSP2R PCATSP2R− PCATSP3 PCATSP4 PCATSP5 PCATSP6
esc12
(1675)
zLP 1649.50 1649.50 1612.00 1649.50 1566.40 1675.00 1675.00
%Gap 1.5 1.5 3.8 1.5 6.5 0.0 0.0
CPU 0.38 0.06 0.09 0.36 0.05 0.45 0.48
br17.10
(55)
zLP 39.70 39.70 39.00 40.15 31.39 44.45 44.45
%Gap 27.8 27.8 29.1 27.0 42.9 19.2 19.2
CPU 5.17 1.56 1.31 8.06 0.36 12.77 13.67
esc25
(1681)
zLP 1649.11 1637.29 1549.12 1661.44 1644.04 1681.00 1681.00
%Gap 1.9 2.6 7.8 1.2 2.2 0.0 0.0
CPU 124.93 12.23 9.92 259.79 6.27 109.83 143.52
esc47
(1288)
zLP 1252.45 1252.29 1232.00 1253.54 1242.75 1263.02 1263.02
%Gap 2.8 2.8 4.3 2.7 3.5 1.9 1.9
CPU 466,216.00 802.21 516.41 137,350.00 489.57 104,406.00 111,281.00
required to compute the optimal LP solution. Note that the number in bold indicates the highest zLP value obtained
among all the models for each test case.
The results reveal that the lower bounds (zLP) obtained via the LP relaxations of ATSP1, ATSP2, ATSP2R,
ATSP2R−, ATSP3, ATSP5, ATSP6, ATSP8, and ATSP9 are at least as tight as those obtained by solving the LP
relaxation of ATSP-FL. Furthermore, ATSP5 and ATSP6 produced the tightest lower bounds, and ATSP3 yielded the
second tightest lower bound values for all the test problems. Recall that all these three formulations accommodate the
new RLT constraints (9a)–(9c); moreover, ATSP3 enforces the three-city subtour elimination constraints (3a) on the
y-variables, while both ATSP5 and ATSP6 employ the lifted version (3b) of constraints (3a). The third tightest lower
bound values are obtained using ATSP1, ATSP2, ATSP8, and ATSP9. The commonalities of constraint sets in these
formulations are (2e) and (9a)–(9c).
4.2. Comparison of the LP relaxation bounds for the various PCATSP formulations
Next, we present computational results to compare the LP relaxation bounds for the proposed PCATSP
formulations, namely, PCATSP0, PCATSP1, PCATSP2, PCATSP2R, PCATSP2R− (≡PCATSP-FL2), PCATSP3,
PCATSP4, PCATSP5, and PCATSP6 with those of six other models: PCATSP-SSB1, PCATSP-SD, PCATSP-GP,
PCATSP-GP1, PCATSP-GP2, and PCATSP-GP3. Note that PCATSP-SSB1 has been shown in [12] to provide tighter
lower bounds than PCATSP-SSB and PCATSP-SSB2, and that PCATSP4 is a further augmentation of PCATSP-SSB1
with the logical relationships (2f) and (2g). Furthermore, PCATSP5 and PCATSP6 are selected since, referring to
Table 1, ATSP5 and ATSP6 consistently generated the tightest lower bounds for the ATSP formulations.
For the purpose of this comparison, we solved four problems from the TSP library (TSPLIB), namely, esc12,
br17.10, esc25, and esc47. Table 2 presents the results obtained, where the notation is the same as for Table 1. Also,
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the settings used in making these computational runs are the same as those used in Section 4.1. Note that PCATSP5
and PCATSP6 again provided the tightest lower bounds (zLP), with the lower bound values generated by PCATSP3
being second best. The LP-IP gap is typically less than 19%, except for Problem br17.10 where the gap was 19.2%.
Note that all these models contain the lifted RLT constraints (9a)–(9c) along with the three-city subtour constraints
(3a) or its lifted version (3b). Also, observe that unlike the corresponding runs for ATSP, PCATSP2R generates strictly
tighter lower bounds than does PCATSP2R−. This indicates that the inclusion of (20) in (PC)ATSP2R strictly tightens
the LP relaxation over that of (PC)ATSP2R− (or equivalently, (PC)ATSP-FL2).
4.3. Comment on finding the best integer solutions
Even though ATSP5 and ATSP6, as well as PCATSP5 and PCATSP6, provide the tightest LP-based lower bounds
for the ATSP and PCATSP problems, respectively, the cpu times required to solve the LP-relaxations of these
formulations are too high to make them competitive for solving problems to optimality, especially for the ATSP
problems. Yet, in solving the above test problems to optimality, we found that the benefit of the RLT liftings as afforded
by constraints (9a)–(9c) became evident through the formulations ATSP2, ATSP2R, and ATSP2R−, all of which
accommodate these restrictions within ATSP0 while relaxing (2f)–(2h), where the latter two of these formulations
also relax (2e), either stating this as an inequality or deleting it altogether, respectively. In fact, for the ATSP test
instances br17, ftv33, ftv35, ftv38, p43, and ftv44, the best reported overall performance (total cpu time) was obtained
via the respective formulations ATSP2R, ATSP7, ATSP2R, ATSP2R−, ATSP2R− (found best integer solution), and
ATSP-SD (with ATSP2R− as next best). For the precedence constrained problems, PCATSP2R was the best for esc12,
PCATSP-SD was the best for esc47, while PCATSP4 (which lifts PCATSP-SSB1 with the logical constraints (2f) and
(2g)) was the best for the remaining instances.
In conclusion, while the computational results demonstrate the efficacy of employing the proposed theoretical RLT
and logical lifting ideas, which constitute the main focus of the present paper, it yet remains of practical interest to
take due advantage of the tightest formulations (PC)ATSP5 and (PC)ATSP6 developed herein. The key requirement
to accomplish this is to be able to solve the underlying LP relaxations more effectively. While continued advances
in LP technology might help in this regard, it would be worthwhile in future research to attempt solving these LP
relaxations to (near) optimality using deflected subgradient methods on Lagrangian dual formulations (see [9], for
example). Another alternative might be to derive a set of strong valid inequalities based on these tighter formulations
through a suitable surrogation process, and use these within the more compact manageable formulations (such as
ATSP2R or ATSP2R−). We propose these investigations along with a more detailed computational study for future
research.
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