With rapid improvements in medical treatment and health care, many datasets dealing with time to relapse or death now reveal a substantial portion of patients who are cured (i.e., who never experience the event). Extended survival models called cure rate models account for the probability of a subject being cured and can be broadly classified into the classical mixture models of Berkson and Gage (BG type) or the stochastic tumor models pioneered by Yakovlev and extended to a hierarchical framework by Chen, Ibrahim, and Sinha (YCIS type). Recent developments in Bayesian hierarchical cure models have evoked significant interest regarding relationships and preferences between these two classes of models. Our present work proposes a unifying class of cure rate models that facilitates flexible hierarchical modelbuilding while including both existing cure model classes as special cases. This unifying class enables robust modeling by accounting for uncertainty in underlying mechanisms leading to cure. Issues such as regressing on the cure fraction and propriety of the associated posterior distributions under different modeling assumptions are also discussed. Finally, we offer a simulation study and also illustrate with two datasets (on melanoma and breast cancer) that reveal our framework's ability to distinguish among underlying mechanisms that lead to relapse and cure.
INTRODUCTION
With significant progress in the medical and health sciences, scientists and health professionals increasingly encounter datasets in which some patients are expected to be cured. This concept is subtle because a subject surviving the time window of the experiment is considered "censored," whereas he or she is cured if he or she will never fail from the event under study. We can never "observe" a cure because of a finite monitoring time, yet interest in formulating models accounting for cure is ripe for evaluating prognosis in potentially fatal diseases (e.g., cancers). Here traditional parametric survival models, such as Weibull or gamma (Cox and Oakes 1984) , which do not account for possibility of cure, may prove inadequate.
To address this conceptually challenging problem, cure rate models that incorporate a cure fraction have been proposed, starting with the mixture models by Berkson and Gage (1952) (the BG model) , with subsequent investigations by Farewell (1982 Farewell ( , 1986 , Goldman (1984) , and Ewell and Ibrahim (1997) among others. More recent developments include cancer models (Yakovlev et al. 1993; Yakovlev 1996; Yakovlev and Tsodikov 1996) that propose mechanisms that bring about metastasis. Being motivated from mechanistic considerations of the particular disease, these are referred to as mechanistic models. Based on these, Chen, Ibrahim, and Sinha (1999) proposed an alternative class of cure models, which we call the YCIS models (see also Ibrahim, Chen, and Sinha 2001; Tsodikov, Ibrahim, and Yakovlev 2003; Banerjee and Carlin 2004 ). These models assume that an individual is at risk of failure if he or she is exposed to at least one (perhaps several) of the so-called Freda Cooner is Mathematical Statistician in Division of Biostatistics, Office of Surveillance and Biometrics, Center for Devices and Radiological Health, Food and Drug Administration. Sudipto Banerjee is Assistant Professor of Biostatistics (E-mail: sudiptob@biostat.umn.edu) , and Bradley P. Carlin is Professor of Biostatistics and Mayo Professor in Public Health, Division of Biostatistics, School of Public Health, University of Minnesota, Minneapolis, MN 55455. Debajyoti Sinha is Professor, Department of Biostatistics and Bioinformatics, Medical University of South Carolina, Charleston, SC 29425. The work of the first three authors was supported in part by National Institutes of Health grants 1-R01-CA95955 and 1-R01-CA112444. The work of Dr. Sinha was supported by National Cancer Institute grant 9-R01-CA69222. The authors thank the joint editor, associate editor, and three referees for several suggestions, and also Minghui Chen, University of Connecticut, for useful discussions. latent factors or latent risks. Otherwise, the individual is not at risk and is considered cured. Failure is observed when one (or some) of these latent factors becomes activated.
Existing cure models are almost exclusively modifications of either the BG (see, e.g., Kuk and Chen 1992; Taylor 1995; Sy and Taylor 2000; Li and Taylor 2002) or the YCIS models (see, e.g., Tsodikov et al. 2003) . Although insight into the biological processes leading to disease manifestation often sheds some light on appropriate model assumptions, controversy persists on whether to use the BG model or the YCIS model (see, e.g., Yin and Ibrahim 2005; Tsodikov et al. 2003; Tucker and Taylor 1996; Tucker, Thames, and Taylor 1990 ). The problem is exacerbated only in realistic settings, because survival datasets are unlikely to identify (and hence validate) underlying mechanistic model parameters. In this vein, both the BG and YCIS models are somewhat inflexible, because they do not account for the uncertainty in the transition from the underlying process to disease manifestation. This in turn can lead to poorer fits to the data.
Our current work proposes a class of hierarchical models that address the aforementioned issues by considering stochastically modeling of the process of disease manifestation. We achieve greater modeling flexibility by stochastically modeling the ordered sequence of latent events that lead to disease manifestation. We show that this framework leads to identifiable models, of which the BG and YCIS are special instances (Sec. 2). We also consider the identifiability of regression parameters and the resulting hazard structures (Sec. 3). Although assumptions made on the latent event distributions cannot be verified a priori, we assess their relative merits a posteriori using a posterior predictive criterion (Sec. 4). In Section 5 we illustrate model performance with a simulated experiment and then with survival data on two forms of cancer (melanoma and breast), indicating potential advantages of our approach. The melanoma data come from a clinical trial by the Eastern Cooperative Oncology Group (ECOG) (see Kirkwood et al. 1996) and has been analyzed by, for instance, Chen et al. (1999) .
The breast cancer dataset is a sample from the SEER databases (www.seer.cancer.gov). Finally, in Section 6 we offer a summary and indicate areas for future research.
MODELS WITH LATENT FACTORS AND ACTIVATION SCHEMES
Cure models based on latent activation schemes assume that an observed failure time T (when the individual fails) is generated by the latent event times (activation times for the N latent factors) Y 1 , . . . , Y N . If N = 0, then the individual is not exposed to any of the latent factors and is considered cured (not at risk of failure) and T = ∞. For a given N, the {Y k } N k=1 are assumed to be independently distributed with a common survival function,
Hierarchical-Activation Schemes
A crucial issue for further development is relating the latent {Y k } N k=1 to the observed T. Generally, if we assume that r out of N latent factors need to activate for the subject to fail, then
Thus r is a threshold variable, the biological interpretation of which is addressed later. It can be a fixed constant or a function of N or can even be treated as random by specifying a conditional distribution for r given N (denoted as r|N).
The conditional distribution of T, given N and r, can be written as
where 1(·) is the indicator function and
IB(S(t); N
is the incomplete beta function. Derivation of (1) follows easily from a standard result on order statistics using the binomial theorem (see, e.g., Rao 1973, p. 215) . The unconditional survival function of T, say S * (t), is given in terms of the latent distribution as
where the expectation E N,r is taken over the joint distribution of (N, r). Note that S * (t) exists and is bounded between 0 and 1 for any valid distribution of (N, r) restricted to N ≥ r ≥ 1. In addition because lim t→∞ S(t) = 0, we have that S * (t) is improper whenever lim t→∞ S * (t) = P(N = 0) > 0. Indeed, then P(N = 0) is the probability of a person being cured, called the cure fraction, which depends only on the distribution of N irrespective of the value of r. Although S * (t) is improper, we can still consider the hazard h
, and the corresponding improper density,
where f (t) is the proper density of F(t). The variable N can never be observed and must be modeled using a probabilistic assumption. On the other hand, the scientific context can sometimes suggest a fixed value or a function of N for r in (2). A flexible hierarchical modeling approach specifies the joint distribution of r and N through a marginal specification for N and a conditional distribution for r given N. The conditional distribution of T given N and r remains as in (1), and S * (t) is easily derived from (2) to yield
Practical modeling further benefits by characterizing cure models that are identifiable from the data (see, e.g., Li, Taylor, and Sy 2001) . In our hierarchical context, we seek conditions in which θ is identifiable under a noninformative prior g(θ ). This is relevant only when some individuals experience the event (i.e., not all are censored) and amounts to the finiteness of I f * (t) = ∞ 0 g(θ )f * (t) dθ . Identifiability permits regression parameters with flat priors through a link on θ . For instance, assuming the marginal specification N ∼ Po(θ ) with mean θ , we obtain the cure fraction P(N = 0) = exp(−θ). The objective (noninformative) scale-invariant prior sets g(θ ) = 1/θ , which amounts to a flat prior on log(θ ). Under this setup, we can prove (see item 1 in the App.) that θ is identifiable whenever r = 1 or r = N. (In fact, we prove this identifiability more generally whenever r is fixed or N − r is fixed.) Setting r = 1 implies that activating any one of the N latent events brings about the observed failure, that is, T = min 1≤k≤N Y k (the firstactivation, or FA, scheme). On the other hand, setting r = N implies that T = max 1≤k≤N Y k and delivers a different scheme (the last-activation, or LA, scheme). A well-identified mixture scheme is obtained immediately with r|N having positive mass on {1, N} with probabilities 1 − π and π . Indeed, this model is identifiable for any π ∈ (0, 1) with a posterior distribution that indicates the data's support for first or last activation.
More generally, with r|N having positive mass on values other than 1 and N, θ may no longer be identifiable. A particularly interesting result follows by specifying r|N as DiscreteUnif (1, N) (discrete uniform). Then (4) simplifies to (see item 2 in the App.)
which is a classical BG-type model with cure fraction P(N = 0) depending on the distribution of N. With N ∼ Po(θ ) and g(θ ) = 1/θ , we find that θ is not identifiable. The same is true for μ with g(μ) ∝ 1 in the BG model, where N ∼ Ber(e μ /(1 + e μ )) with cure fraction 1/(1 + e μ ).
The identifiability of the cure fraction is determined by the nature of the mixing in (2). The question of characterizing nondegenerate probability distribution for r given N ∼ Po(θ ) on the support of {1, . . . , N} that leads to an identifiable θ is more challenging (see item 3 in the App.). For instance, with N ∼ Po(θ ), we may specify r − 1|N as Bin(N − 1, π) (the HA-Bin model). Although θ is weakly identifiable for π ∈ (0, 1), the hyperparameter π can be assigned, at least conceptually, a suitable hyperprior (e.g., a uniform or beta distribution) with Markov chain Monte Carlo (MCMC) techniques used for their estimation. In fact, this is a clear advantage of the Bayesian mechanism, because a richer framework is obtained without impairing model identifiability. Note that the hierarchical model includes the first-and last-activation schemes as special cases when π = 0 and π = 1, and its posterior distribution may indicate favoring first or last activation. However, the data often do not inform as much about this hyperparameter, and the posterior of π might be inconclusive. A more practical approach fits separate models (say, fixing π = 0, 1) and uses statistical model comparison metrics to assess "better" performance. We discuss such a practical strategy in Section 4. Alternatively, as discussed earlier, the mixing probabilities in the mixture model are better identified and can be used to test for activation schemes (see Sec. 5.1).
First-Activation Scheme
The first-activation scheme sets r = 1 in the hierarchical setting assuming a single activation leads to observed failure. A biological model for patients diagnosed with cancer assumes that N is the number of metastasis-competent cells (clonogens) that are in an irreversible process toward metastasis and that Y k is the time needed for the kth clonogen to produce "detectable" tumor. This occurs as soon as any one of the clonogens metastasizes, so that T = min 1≤k≤N Y k , and (1) simplifies to P(T ≥ t|N) = 1(N = 0) + [S(t)] N 1(N ≥ 1). The YCIS models of Chen et al. (1999) are a special instance of this scheme with N ∼ Po(θ ). Hanin, Tsodikov, and Yakovlev (2001) have provided arguments supporting this assumption for postradiation clonogens in a patient's body.
Several authors, including Tucker et al. (1990) and Tucker and Taylor (1996) , have questioned the universal validity of the Poisson assumption and this scheme. From a modeling standpoint, N can have any finite-mean integer-valued distribution with moment-generating function (mgf) m(t) = E[exp(tN)] and a cure fraction given by P(N = 0) = m(−∞). The marginal distribution of T is then obtained as
For example, in the YCIS model with N ∼ Po(θ ), we have m(t) = exp[−θ(1 − e t )], which yields S * (t) = exp(−θ(1 − S(t))), with cure fraction exp(−θ). Note that (6) offers flexibility to go beyond the YCIS and BG models and model the biology of disease occurrence/relapse suitable for the application at hand. In the BG-type models, N is binary with only one latent dominant event (say, one dominant metastasis-competent tissue mass), so N ∼ Ber(θ ), where θ is the probability of activation and m(t) = 1 − θ(1 − e t ). Here S * (t) = 1 − θ(1 − S(t)), with a cure fraction of 1 − θ . An alternative K-site cancer model discussed by Gail, Santner, and Brown (1980) suggests that for each patient, an unknown N out of K dominant mutation sites within a disease location become mutated, with K fixed a priori based on scientific considerations. This implies a K with a cure fraction of (1 − θ) K . Ideally, K also could be stochastically modeled, although this would be computationally burdensome and likely would entail reversible-jump MCMC (see, e.g., Carlin and Louis 2000, sec. 6.4.3) . Although the choice of K is subjective, and the model's performance can be sensitive to it, the flexible hierarchical schemes add robustness to the model's performance.
Yet another specification of a mechanistic model of cancer considers a biological model (see Moolgavkar, Luebeck, and de Gunst 1990) in which exposure to genetic damage causes the patient's body to produce N mutated cells/tissues before the immune system is activated. If every new mutation (initiation) produces with probability 1 − θ an effective immune response capable of destroying the last mutated tissue/cell to halt the mutation process, then N ∼ Geo(θ ), a geometric distribution with mean θ/(1 − θ) and mgf m(t)
With {Y k } N k=1 now being the iid promotion times of N mutated cells remaining in the body, a first-activation scheme results in
) with a cure fraction of 1 − θ .
Last-Activation Scheme
The mechanistic framework of the first-activation scheme, originally proposed by Yakovlev et al. (1993) , can be questioned for certain diseases. Alternatively, N can be the number of latent factors that must all be activated for failure. For instance, for certain situations (e.g., types of cancer), the underlying mechanism involves metastasis-competent mutation of the tissue mass that generates the first primary. During the short interval of this mutation, the patient's immune response also becomes activated to initiate N immune responses to this mutation. When there is no mutation, there is no immune response (i.e., N = 0). Each immune response is a latent factor capable of resisting disease manifestation or death until its promotion (destruction) time, Y k . Failure (detectable disease/death) occurs after all of the N factors have been activated, so the observed failure time is T = max Y k , k = 1, . . . , N, a special case of (1) with r = N. Here we also discuss Poisson, Bernoulli, binomial, and geometric specifications for N.
The conditional distribution of T given N is now easily expressed in terms of
with cure fraction S * (∞) = m(−∞). Analogous to (6), (7) characterizes S * (t) for last activation in terms of m(t) and helps provide insight into regression (see Sec. 3). In addition, S * (t) in (7), although different from (6), tends to have the same cure fraction, m(−∞) = P(N = 0). In particular, when N ∼ Po(θ ),
, which is different from that under first activation, but approaches the same cure fraction, exp(−θ). For N ∼ Geo(θ ), using the mgf of the geometric distribution, we obtain, after some algebra, S * (t)
, with 1 − θ as the cure fraction for 0 < θ < 1. The biological motivation for the geometric model is similar to that described for the first activation, except that now failure occurs after the last promotion time for the mutated cell.
REGRESSION IN CURE MODELS
Equation (3) shows f * (t) in a generally complex relationship with the latent density function, but gives the hazard function h * (t) for the first and last activation schemes in terms of
.
, we see that g(t) depends on both S(t) and θ . With N ∼ Po(θ ) we find that g(t) = (1+e −θ )e θS(t) − 1, a decreasing function in t satisfying lim t→∞ g(t) = e −θ (the cure fraction) and lim t→0 g(t) = e θ . This behavior occurs for any latent survival distribution and suggests that activation schemes are identifiable from data with specific hazard structures.
In what follows, we specify the latent survival function S(t) using a two-parameter Weibull distribution, Weib(ρ, η), with survival function S(t) = exp(−t ρ e η ). Cure rate models can incorporate a regressor vector x in the Weibull scale parameter η = η(x), ensuring both a proportional hazards structure and an accelerated failure time model for the latent activation time. But this does not necessarily translate to S * (t|x). Whenever the regressor x is modeled through the activation time using an accelerated life model structure as S(t|x) = S 0 (tφ(x)), the corresponding cure rate model under the first-activation scheme becomes an accelerated life model with
for any m(u) that is free of x. Using the uniqueness of the mgf, we can show that when S(t) does not depend on x, the cure model cannot have an accelerated failure time structure. Similarly, when S(t|x) = S 0 (tφ(x)) and S * (t|x) has an accelerated failure time distribution, the mgf m(u|x) = E [exp(uN) |x] is free of x. These results characterize the activation time distribution and the distribution of N when the cure rate model under the first activation scheme follows an accelerated failure time structure.
For the special case of the YCIS model in which N is Poisson with mean θ = θ(x) and S(t) is free of x, we obtain a proportional hazards structure for h * (t|x) = θ(x)f (t). On the other hand, a model with either N ∼ Bin (K, θ) or N ∼ Geo(θ ) does not render a proportional hazards structure regardless of whether we regress through θ(x) or η(x). In fact, using the uniqueness property of the Poisson mgf, we can show that when S(t) is free of x and h * (t|x) has a proportional hazards structure, then N|x ∼ Po(θ (x)) with mean θ(x) (a function of x). Therefore, when the available observed data inform about the form of S * (t|x), we can deduce the distributional structures of the corresponding latent activation times and N.
Under the last-activation scheme, we do not have a proportional hazards structure with Poisson, binomial, or geometric mgf's, and the hazard structures are more complex (and perhaps less intuitive) than in the first-activation setting. Nevertheless, our earlier discussions on identifiability (see Sec. 4 and the App., item 1) show that with a Poisson mgf, we have identifiable regression in log(θ ) under fairly general conditions, whereas for a Bernoulli or binomial mgf, regressing on θ with flat priors on regression coefficients produces improper posteriors. On the other hand, regressing through η in the latent Weibull distribution is always valid, yielding proper posteriors even with improper priors with an appropriate link.
To see how the foregoing assumptions lead to flexible classes of models, consider the setting with I subjects, where the ith subject has a vector of risk factors (covariates) x i . Letting η i and θ i be the respective analog of the foregoing η and θ for subject i, we introduce regression as either
, where g is a suitable link mapping onto the positive real line (recall that θ i has positive support). We investigate cure rate models based on the activation scheme, the distribution of N, and the regression, in particular considering each of the following models under different activation schemes:
. Models 1(a)-1(d) regress on the latent Weibull mean, ensuring proper models irrespective of the distribution of N, but maintain a constant cure parameter θ . Model 2 regresses on the cure parameter θ and renders proper models for N ∼ Po(θ ), but restricts the latent survival distribution to a common Weibull mean η. Note that all activation schemes coincide for model 1(b) (N binary). In models 1(a)-1(d), higher values of η i indicate longer latent event times and hence prolonged survival, so covariates influence the latent factors that cause failure, whereas in model 2 they influence the cure fraction directly. In our subsequent analysis, we compare performances of these models under first-, last-, and hierarchical-activation schemes.
The covariates that affect the latent event times also may affect the probability of cure. In fact, a natural question that arises here relates to the feasibility and identification of regressions in both η and θ . Such settings will not necessarily yield proportional hazards, proportional odds, or accelerated failure structures in S * (t) and in fact might lead to nonidentifiable regression models for the marginal survival function. In a different context, this is a more relevant issue for developing spatial models for geographically referenced cure data (see, e.g., Banerjee and Carlin 2004) with spatially informative priors, and it merits separate investigation.
BAYESIAN ESTIMATION AND MODEL COMPARISONS

The Likelihood and Posterior
For the ith individual, our observed data consist of
, where t i is the observed failure time, ν i is the failure indicator, and x i is a set of covariates. We collect the modelspecific parameters (and hyperparameters) into i . Generally, we write i = (η i (β), θ i (β), ρ, ψ) to denote regression in either η i or θ i (but not both) and let ψ denote set of other hyperparameters that may arise in specific models. Suppressing the dependence of the latent distributions on η i and ρ and implicitly assuming N ≥ r ≥ 1, subject i's contribution to the data likelihood (in a right-censored setting) is
. The posterior distribution of { i } (marginalized over N i and r i ) can be now be written generically as
where P( i , N i , r i ) are the joint prior probabilities. Note that for models 1(a)-1(c), we have P(θ i (β)) ≡ P(θ ) and P(η i (β)) ≡ P(β), whereas the reverse is true for model 2. In addition, for the first-and last-activation schemes, P(r i |N i ) is degenerate, and we need consider only P(N i |θ i ).
In general, marginalization in (8) is analytically intractable and performed using a MCMC algorithm (see, e.g., Carlin and Louis 2000) . Implementation of the MCMC may be simplified considerably using a marginalized likelihood. In fact, marginalizing the (N i , r i )'s out of (8) significantly reduces the estimation space and amounts to evaluating
for each i. Using the facts that ν i equals 1 or 0 and that the derivative can be interchanged with the expectation, we can rewrite this as (h * (t i )) ν i S * (t i ), yielding the data likelihood as
Thus we may sample P({ i }|{D i }) in (8) using, say, Metropolis, and avoid sampling the (N i , r i ).
Model Comparison
With the broad range of models that the foregoing formulation encompasses, model evaluation and selection become important issues. We believe that the model selection issue involves scientific considerations that might favor certain assumptions and assess the models with respect to the data at hand. Regarding this, note that the data likelihood in (9) can distinguish between the models and the activation schemes based on the differing hazard and survival structures [h * (t) and S * (t)] that they imply. As a practical guideline for model selection, we adopt a measure that rewards goodness of fit but penalizes complexity. In practice, when several models fit the data adequately well, scientific considerations (e.g., knowledge about the disease) often guide the final model choice(s). In the absence of such knowledge, our measure will favor the simpler models unless the complex model offers substantially better fits.
To assess goodness of fit, we perform posterior predictive comparisons. With as the parameter set, we generate (future) data replicates t * ={t * i } I i=1 from the posterior predictive distribution,
where P(t * | , {ν i , x i }) is the underlying probability distribution in the data likelihood. Note that, unlike in usual survival models, here the impropriety of S * (t) in the likelihood complicates these computations somewhat, in particular, simulating from P(t * | , {ν i , x i }). However, by simulating our latent event schemes, we can generate posterior predictive samples for the ith individual by plugging in the posterior sample values j , j = 1, . . . , M, for the required parameter estimates. For instance, if ν i = 1, then subject i has failed, so we first generate N i from the truncated Po(θ i (β))1(N i ≥ 1) distribution, ensuring that N i ≥ 1, and set r i = 1 (first activation), r i = N i (last activation) or generate r i ∼ Bin(N i , π i ) (hierarchical activation) for the respective schemes. Next, we generate Y 1 , . . . , Y N from the Weibull family and set T i = Y (r i ) . On the other hand, if ν i = 0, then the subject has a positive probability of being cured, so we generate N i from a Po(θ i (β)) distribution, admitting the possibility that N i = 0. If N i = 0, then we set T i = ∞. (Operationally, what is actually assigned as ∞ will depend on the computing environment, but for practical purposes, any number much larger than the observed data will suffice.) Otherwise, we follow the procedures for N i ≥ 1 as for ν i = 1, but truncate T i to exceed the observed censoring time t i .
Although several models may provide an adequate fit to the data, it is beneficial to have a framework for choosing among them. Theoretically, due to the presence of the point mass at T i = ∞, the moments of the posterior predictive distribution do not exist for cure models, but in practice we replace ∞ with a large number and effectively build model comparison procedures based on these. Here we adopt the posterior predictive L-measure (Laud and Ibrahim 1995; Gelfand and Ghosh 1998) , computed as the sum of a goodness-of-fit measure and a penalty term,
where μ * = E t * |{D i } [t * ] is the posterior predictive mean of the replicated data and t is a vector of the observed time points {t i }. Letting P = tr(var(t * |t))) [which equals the first term in (11)] and G = (t − μ * ) T (t − μ * ), we see that L tends to P + G as δ → ∞. This approach has decision-theoretic justifications for treating model choice as a minimizing decision rule for a squared-error loss function. To compute G, P, and L, we first compute
Operationally, we often work on a transformed scale, replacing t i and t * i by log(t i ) and log(t * i ), to ensure greater numerical stability and a better scale for comparison. Smaller L scores suggest better models in terms of predictive fit, and simulation draws from different likelihoods can be compared fairly. Alternative model comparison measures such as the deviance information criterion (DIC) (Spiegelhalter, Best, Carlin, and van der Linde 2002) , although computationally simpler, are unsuitable here, because our likelihoods are not log-concave. Furthermore, because the L-measure is computed purely from predictive samples, we can compare models not only within a given activation scheme, but also across different activation schemes-something that is precluded in DIC without computation of normalizing constants, which greatly detracts from its computational simplicity.
ILLUSTRATIONS
We illustrate our methods first through a simulation study for assessing model performance, and then using datasets for melanoma and breast cancer. The melanoma data, where failure is melanoma relapse, was previously analyzed using YCIS modeling (Chen et al. 1999 ) to capture a pronounced "plateau" effect in its survival curve. The breast cancer data, for which failure is defined as death from breast cancer (here deaths from many aggressive cancers are attributed to disease relapse, and relapse is practically indistinguishable from death), does not reveal a dominant plateau effect in the study time frame. Nonetheless, cure modeling for breast cancer is relevant, especially with prognosis often showing marked improvement where cure fraction estimates are better measures of treatment efficacy.
We always assigned a N(0, 10 3 ) prior to the regression slopes, whereas we assigned a relatively weak Gamma(.001, .001) prior to ρ. For model 2, we set η ∼ N(0, 100), with θ ∼ Gamma(.001, .001) in model 1(a) and U(0, 1) in models 1(b) and 1(c). These priors were sufficiently weak for the data to drive the posterior inference and yield acceptable MCMC convergence. Experimenting with different hyper parameter values revealed very robust posteriors. For the HA-Bin scheme, we selected r − 1|N ∼ Bin(N − 1, π) and experimented with a beta or uniform prior on π and also with π = 1/2. The resulting inferences did not differ much, so we present only the π = 1/2 cases. When fitting the mixture model (Mix) in which r ∈ {1, N} with probability 1 − π and π , we assigned π ∼ U(0, 1). For each analysis, we ran two initially dispersed parallel MCMC chains for 30,000 iterations each. Convergence diagnostics suggested discarding the first 5,000 iterations from each chain as a preconvergence burn-in, yielding 2 × 25,000 = 50,000 samples for posterior analysis.
Simulation Study
To assess the performance of the activation schemes, we generated datasets from each set of known model specifications and activation schemes that were subsequently analyzed by fitting models 1(a), 1(c), 1(d), and 2. Model 1(b), the classical BG-type model, does not distinguish among the different activation schemes and is not considered here. For each of models 1(a), 1(c), 1(d), and 2 and each activation scheme, FA, LA, HA-Bin, and (Mix), we generated 10,000 datasets: 2,000 each with cure fractions of 20%, 25%, 30%, 35%, and 40%. The regressors comprised an intercept and a continuous covariate generated from a N(0, 1) distribution. We fixed β = (−5, 2) for models 1(a) and 1(c) and (−3, 2) for model 1(d), with ρ = 1.5 for all of the models, and let the censoring rate vary between 20% and 60%. For model 2, we set η = −3 and β 1 = 1, with β 0 determined from β 1 and the respective cure fraction. MCMC iterations subsequently produced consistent estimates of all of the model parameters with the 95% credible interval including the true values 95-100% of the time.
The first two columns in Table 1 indicate the model and scheme generating the data, with each cell displaying the means of G, P, and L over the 10,000 simulations. The bold diagonal entries for the L measure indicate, quite expectedly, the better performance of the true model on average. This pattern is very consistent, barring only the Mix scheme in model 1(c), where HA-Bin's L score mean is marginally lower. The table also reveals superior performance of the hierarchical schemes, both HA-Bin and Mix; even when not the truth, they perform very robustly, withḠ,P, andL appreciably closer to those of the true model and substantially lower than those of the misspecified nonhierarchical scheme. Note that the differences between the HA-Bin and the Mix schemes were usually minor, although the former's performance under the true Mix model seems NOTE: The first and second columns denote the underlying model and mechanism that generated the data. The remaining columns show means of goodness of fit (Ḡ), the penalty (P), and the L measure (L) under first-, last-, and hierarchical-activation schemes. The cells with the lowest means for each measure are highlighted.
better than the reverse [especially for models 1(c) and 1(d)]. Model 1(c) in Table 1 corresponds to K = 10; we also conducted analysis for other values of K (e.g., 5, 15, and 20) and found activation scheme performance very consistent with that presented here.
To assess the mixture model's ability to distinguish between fast activation and last activation, we also monitored the mixing probability P(r = 1). This parameter appeared to be well identified in our MCMC computations. For example, with a randomly selected simulated dataset, the Mix scheme with P(r = 1) = P(r = N) = 1/2 and model 2 yielded 95% posterior credible interval for P(r = 1) about (.394, .791) . With fast activation and last activation as the true underlying schemes, they were consistently estimated as (.845, .997) and (.029, .444) , whereas with HA-Bin, the interval was (.017, .557 ).
These simulations demonstrate the advantages for accounting for the uncertainty in activation schemes. Fixed-activation schemes seem to perform inferiorly to our hierarchical schemes, whose comparatively robust performance should make them invaluable modeling tools for more realistic settings in which the "true" underlying mechanisms generating the data are rarely known.
Analysis of Melanoma Data
Melanoma incidence rates are among the highest of all solid tumors; despite of earlier detection and screening, high-risk melanoma patients continue to have mortality rates between 60% and 75% (Kirkwood et al. 2000) . The data that we consider come from two recent Phase three clinical trials (Kirkwood et al. 1996) in which subjects were given postoperative chemotherapy with interferon alpha-2b (IFN). The dataset comprises 284 subjects, of whom 113 are female, with 174 who relapsed and the remainder who were censored. In addition, an indicator covariate (fully active, other) representing the performance status (PS) of each subject is also available. Basic descriptive analysis through a Kaplan-Meier curve (see the solid line in Fig. 2 ) reveals a typical "plateau," indicating a significant proportion of patients who appear to be cured. Table 2 provides the posterior predictive L measures for the different models for the melanoma dataset. Recall that model 1(b) is the BG model, in which the activation schemes coincide; thus, the L measures are same across this row. Model 1(d) (regressing on the Weibull mean) for the Mix scheme has the lowest Lmeasure score among all of the different models under any activation scheme with a marginal improvement over the YCIS model (model 2, FA) and more pronounced improvements over the BG-type model. Table 3 presents results for the L-best model under the different activation schemes. The covariates included are age at diagnosis, sex (male or female), and performance status (fully active or not). Recall from Section 3 that for model 2, the parameters affect the cure probability, with positive estimates implying lower cure probabilities, whereas for models 1(a), 1(b), and 1(c) they affect the Weibull link, now with positive estimates implying greater hazard of failing. The lack of significance in the covariate estimates is somewhat disappointing, but these findings agree with the results reported by Chen et al. (1999) (although they discussed only the FA scheme). The Weibull scale parameter ρ is significantly greater than 1, consistent with the marked slope in the hazard curve. We also remark that the Mix model 1(d) estimated of P(r = 1) as .859 with a 95% confidence interval of (0.651, 0.989), indicating strong support for first activation.
The first column of Figure 1 plots the individual-specific cure fraction estimates (posterior medians) for the different activation schemes as provided by model 2 for the melanoma dataset. Each plot also shows a solid line corresponding the constant cure fraction estimated from model 1(a) (regression in the Weibull link). These plots reveal the sensitivity in the cure fractions to individual characteristics, somewhat corroborating the results in Table 2 that indicated model 2 as one of the best models. Finally, Figure 2 overlays the median of the posterior predictive survival plots (dashed and dotted lines) with KaplanMeier plots (solid lines) from the raw data. Almost all of the models seem to provide, adequate fits to the empirical curve, capturing the plateau quite effectively. This is noteworthy given that a smooth parametric family (Weibull) is modeling a latent, rather than an observed, survival distribution.
Analysis of Breast Cancer Data
The National Cancer Institute's Surveillance, Epidemiology, and End Results (SEER) database (available at http://seer. cancer.gov) provides a national cohort of women who have been progressively monitored for assessing breast cancer prognosis. In addition, available individual-level covariates include racial information, age at diagnosis, the number of primary cancers diagnosed, and the stage of the disease [local, regional (95 patients), or distant (12 patients), with local as baseline]. We consider a sample of 305 patients diagnosed with breast cancer in January 1992 and monitored until 1998. The response here is time to death from breast cancer; only those who have been identified as having died from metastasis of nodes in the breast (there were 102 such deaths) are considered having failed, whereas the rest (including those who might have died from metastasis of other types of cancer or other causes) are considered censored. With the time unit "month," the longest observation time is 84 months. Note that with such an endpoint definition, a cure rate model is essentially mandatory, because we know that some positive fraction will die from causes other than breast cancer. Table 4 provides the L scores for the different models for the breast cancer dataset. Clearly, the FA scheme (YCIS model) does not perform well here. Indeed, the hierarchical and LA frameworks with regression in the cure fraction (model 2) seem to be more desirable, with the HA-Bin scheme in model 2 having the lowest L score. Table 5 presents parameter inference results from model 1(d) with LA along with those from model 2 for FA and the hierarchical schemes (the best models under each scheme). For all three models, we see a significant positive impact for age at diagnosis (with later diagnosis corresponding to greater hazard). The number of primary nodes has a positive estimate, significantly so for the LA [model 1(d)] scheme. Expectedly, regional or distant stages yield significant hazard increases relative to local. The Weibull scale parameter ρ is estimated robustly across the models. The mixture model 2 still seems to slightly favor the FA scheme, although much less than the melanoma data, estimating P(r = 1) with .745 and a 95% confidence interval of (.495, .928). Turning to the median cure fraction estimates in the second column of Figure 1 , the variation in the cure fraction estimates appears to be less tightly centered about the fixed cure fraction estimate than for the melanoma data. Unlike in the melanoma data, here the differences in performance across models are quite evident. The lack of a "plateau" in the observed time frame induces the downward shift of cure fraction for the poorly performing models, so model 1(a) tends to move the cure fraction bar off the center. This reveals greater sensitivity to the modeling assumptions and a bias in the models with a constant cure fraction.
This message carries over to the posterior-predictive survival plots show in Figure 3 , where the Kaplan-Meier plot for the survival data runs up to only 84 months, but we extend our fitted curves up to 200 months to show the "plateau." Generally, the fit of models 1(a)-1(d) (including BG-type models) is less satisfactory than that of model 2, demonstrating the inadequacy of a constant cure fraction. In model 2, the LA and HA-Bin schemes offer better fits than FA (YCIS model), nicely capturing the flattening of the survival curve for the observed data after 50 months. These plots also reveal the differences in the plateaus more distinctly than the melanoma data. Generally, we find that LA reaches the plateau fastest and FA reachest it the slowest, whereas HA-Bin and Mix have intermediate rates. This is expected due to the more stringent conditions for failure in LA than in FA. Finally, we remark that these predictive fits seem to be consistent with the goodness-of-fit measures (G) in Table 4 , although they do not inform about formal model penalty (P), which is accounted for by the L measure. In any case, the breast cancer data demonstrate the weaker performances of the existing BG-type and YCIS models and the improvements available using the flexible hierarchical methods.
SUMMARY AND DISCUSSION
We have proposed a general class of cure models motivated from latent-activation mechanisms and outlined a hierarchical framework with MCMC inference. Our models generalize existing ones, offer robust inference, and should be especially beneficial in realistic settings where the disease's mechanistic nature can be only surmised. In fact, statistical estimation of when the survival function hits a plateau is particularly pertinent in cancer studies (e.g., of the breast), where cure is believed although short-term monitoring data might conceal such a plateau. Our melanoma analysis reveals that our models perform consistently with existing models, whereas our breast cancer example demonstrates the need for greater flexibility.
Extensions of our work could explore further possibilities beyond N ∼ Po(θ ). In fact, interesting hazard structures (e.g., proportional odds) arise with N ∼ Geo(θ ) in model 2, leading to new classes of identifiable cure models. In addition, whereas the mixing distribution is unidentifiable in semiparametric formulations, joint modeling of cure rate survival data and multivariate longitudinal data (e.g., Ibrahim et al. 2001; Taylor 1995) involves characterizing the mixing structure through observed multivariate longitudinal data. We envision adapting our richer framework for such data. Taking a different tack, we could consider spatial cure models extending the simpler BG-type structures (e.g., Banerjee and Carlin 2004 ) by incorporating random effects or frailties that are correlated. Our framework can certainly accommodate such modeling, but unresolved issues arise regarding associations in both the latent link and the cure fraction.
APPENDIX: TECHNICAL DETAILS
1. We discuss the identifiability of θ under the prior g(θ) with respect to the density f * (t|θ), which amounts to I f * (t) = ∞ 0 g(θ) × f * (t|θ) dθ being finite for all t > 0. We could work with the likelihood ∼ Bin(N, F(t) With g(θ) = 1/θ , the foregoing further simplifies to I f * (t) = f (t)/ F(t) < ∞. This proves the identifiability of θ under the scaleinvariance prior whenever r is degenerate at a single point. Even when r and N both vary in the foregoing setting but the difference N − r remains constant, calculations analogous to the previous reveal that I f * (t) = f (t)/S(t) = h(t) < ∞ under g(θ) = 1/θ . This proves in particular the identifiability of the cure fraction for the last activation models (N − r = 0). 2. Here we derive (5), which demonstrates how the hierarchical framework leads to a BG-type model. Taking For N ∼ Po(θ), it is easily seen by differentiating S * (t|θ) above [or directly by using (A.1)] that f * (t|θ) = f (t)(1 − e −θ ), and thus I f * (t) = f (t) ∞ 0 g(θ)(1 − e −θ ) dθ . However, with g(θ) = 1/θ , we immediately see that I f * (t) = ∞, proving the nonidentifiability of θ . The classical BG-type model assumes that N ∼ Ber(θ), with 1 − θ as the cure fraction. With a logistic link, we have θ = e μ /(1 + e μ ), which gives f * (t|μ) = e μ f (t)/(1 + e μ ) and I f * (t) = f (t) ∞ 0 g(μ)e μ /(1 + e μ ) dμ. With the noninformative flat prior g(μ) ∝ 1, it is straightforward to show that I f * (t) = ∞.
3. Let P N (·) denote the conditional probability distribution of r − 1 given N with support {0, . . . , N − 1}. Then, with N ∼ Po(θ), using (A.1) we can write f * (t|θ) = θf (t)E (N,V * ) [P(W * = V * |N)], where W * |N ∼ Bin(N, F(t) ) (as in item 1) and V * |N ∼ P N+1 (·). Therefore, for θ to be identifiable under g(θ) = 1/θ , the family P N (·) must satisfy For general P N (·) (i.e., one without all its mass at a single point), this condition may be difficult to verify.
