Bousfield has shown how the 2-primary v 1 -periodic homotopy groups of certain compact Lie groups can be obtained from their representation ring with its decomposition into types and its exterior power operations. He has formulated a Technical Condition which must be satisfied in order that he can prove that his description is valid.
Introduction
The p-primary v 1 -periodic homotopy groups of a topological space X, denoted v −1 1 π * (X; p), are a localization of the portion of the actual homotopy groups detected by K-theory. Each v 1 -periodic homotopy group of X is a direct summand of some actual homotopy group of X.
In 1989, Mimura suggested to the author that the computation of v −1 1 π * (X; p) for all compact simple Lie groups X and all primes p would be an interesting project. In a series of papers over the subsequent 13-year period, the author, often in collaboration with Bendersky, had performed this computation in all cases except E 7 and E 8 at the prime 2.( [13] , [1] , [7] , [6] , [5] , [15] , [12] , [3] , [14] , [4] ) In this paper, we use recent work of Bousfield to compute v −1 1 π * (E 7 ; 2) and v −1 1 π * (E 8 ; 2), thus completing the project suggested by Mimura.
The one impreciseness in these results is some extension questions involving Z 2 's. We write Z 2 interchangeably with Z/2. We denote by A#B an abelian group G The author would like to thank Pete Bousfield for his suggestions on this work and for allowing him to use his unpublished results. In 2.2, we state a slight reformulation of a conjecture of Bousfield that would yield, for all simply-connected compact Lie groups G, the groups v terms of the representation ring R(G) together with its decomposition into real, complex, and quaternionic types, and its second and third exterior power operations. Bousfield has proved (see Theorem 2.5) that his conjecture is valid for those G for which R(G) satisfies a Technical Condition, which we state in 2.4. Our second main result determines which of the simply-connected compact simple Lie groups satisfy this Technical Condition. 6 or Spin(4k + 2) with k not a 2-power.
Theorem 1.3. A simply-connected compact simple Lie group satisfies the Technical Condition 2.4 if and only if it is not E
In particular, Conjecture 2.2 is valid for E 7 and E 8 . It is by computing the groups and homomorphisms of 2.2 that Theorems 1.1 and 1.2 are proved.
The author has computed, for all compact simple Lie groups G, the result for v −1 1 π * (G; 2) which would be implied by Bousfield's conjecture 2.2 and obtained remarkable agreement with the results he has obtained previously by other methods. This may be viewed both as lending credence to Conjecture 2.2 and as a check on the earlier work of the author and coworkers.
Bousfield's Conjecture and Theorem
In this section, we state a slight reformulation of Bousfield's conjecture regarding 2-primary v 1 -periodic homotopy groups, and his Technical Condition, under which he can prove his conjecture valid.
The first step of Bousfield's program is a real analogue of [8, 8.1,8.5] . In a November 2002 e-mail, Bousfield wrote that the following result can be proved by utilizing [9, 7.8,9 .4,9.5] to adapt the argument of [8] . 
where (−) # denotes Pontrjagin duality.
Bousfield's conjecture expresses KO * (ΦG; Z ∧ 2 ) in terms of the representation theory of G. For the simply-connected compact Lie group G, let R(G) be its (complex) representation ring, I ⊂ R(G) the augmentation ideal, and Q = Q(G) = I/I 2 the group of indecomposables in I. Let R R (G) (resp. R H (G)) denote the real (resp. quaternionic) representation rings. We identify these with their image in R(G) under the extension homomorphisms, which are injective. Let Q R ⊂ Q (resp. Q H ⊂ Q) denote the image in Q of the augmentation ideal of R R (G) (resp. R H (G)). Let λ k denote the exterior power operations on R(G).
The following conjecture uses all the above notation. We omit writing Z 
where gr(B R (G)) = 0, gr(B H (G)) = 1, and gr(ρ t(ρ)) = 0, while the augmentation satisfies (ρ) = dim(ρ) mod 2. Let H R (G) denote the subgroup of H(G) of grading 0. There is an augmentation-preserving algebra homomorphism φ :
whose image lies in the summand In those same e-mails, Bousfield wrote that he has an idea of how he might be able to prove Conjecture 2.2 without assuming the Technical Condition, but that this is more speculative.
Compact simple Lie groups and the Technical Condition
In this section, we prove Theorem 1.3, which states exactly which of the simplyconnected compact simple Lie groups satisfy the Technical Condition 2.4.
We begin by tabulating for the compact simple Lie groups a set of basic representations and their division into types. For the classical groups, this information is proved in [11, VI] , while for the exceptional groups it is extracted from [17] . 
We will say more about the specifics of the basic representations ρ i of E 6 and E 7 when we make specific applications later.
We begin with an elementary proposition and two corollaries. Proof. Referring to Table 3 .1, we see that
We will prove the coefficient of 6) which, with 3.2, will imply the theorem, since λ 2m is then a ψ 3 -submodule of Ind R (H(SU (4m))) complementary to im(φ).
Let T denote the maximal torus of SU (4m). Then
and R(SU (4m)) → R(T ) is a ring homomorphism sending λ k to σ k , and sending
, which we call p. Here the sum is over all i 1 < · · · < i 2m , and σ k is the kth elementary symmetric polynomial in
This p can be written as an integer polynomial f (σ 1 , . . . , σ 4m ) in which each term has grading 6m, where gr( is odd, hence each k is at least as 2-divisible as 4m, and so 2m = k is at least as 2-divisible as 4m, which is impossible. Thus the coefficient of λ i λ 4m−i is even, proving (3.6).
The proof of the next result involves more combinatorics. Proof. It is well-known (see, e.g., [18, p.151 
(3.10)
. . , µ n−2 }, and B(φ) = {P }, where P := ∆ + ∆ − . The theorem follows from the following result, in which n = 2k + 1.
In order to prove Lemma 3.11, we need an explicit formula for ψ 3 on the basis { λ 1 , . . . , λ 2n−1 } of the free abelian group
This will then be transported to Ind R (H(Spin(4k + 2))) using j * , (3.8), and (3.9). 
In Q(SU (n)),
, where P denotes the primitives. As in [2, pp. 42-43], let B i ∈ P K 1 (SU (n)) correspond to β( λ i ) under Bott periodicity. We will prove that
Then (3.14) follows from the fact that
Thus it suffices to prove (−1)
where the sums are taken over all values which give meaningful terms. Note that there are relations among the ξ i 's when i n, but they are the same on both sides of the equation, and hence need not be considered. The ξ i 's are just formal variables, and so can be replaced by x −i . Thus we wish to prove
Multiplying both sides by (−1) i x ki , it is equivalent to show
The left hand side equals (1 − x k ) n , while the right hand side equals
n , and these are equal, establishing (3.15).
Remark 3.16. Another approach to Theorem 3.12 is illustrated by
in R(SU (n)), which is readily verified to be consistent with one case of 3.12.
Proof. Using R(SU (n)) → R(T ) as in the proof of 3.5, λ 1 corresponds to Lemma 3.11 . We work in the Z/2-vector space V := Ind R (H(Spin(4k + 2))). Since dim(∆ ± ) is even, (3.9) becomes
14) and (3.8), we obtain
We will use (3.17) to express µ 2k as P − µ 2k−2 − µ 2k−4 − · · · . By (3.13), since we work mod 2,
Thus (3.18) implies that there is a splitting as ψ 3 -modules,
where V od = µ 2i−1 : 1 i k and V ev = P, µ 2i : 1 i k − 1 . Thus im(φ) = P has a complementary ψ 3 -submodule in V if and only if it has a complementary ψ 3 -submodule in V ev , and so we focus our attention on the latter.
One can use these sorts of formulas to prove ψ 3 (P ) = P , but this also follows from the fact that im(φ) is a ψ 3 -submodule by naturality. Now we can easily prove 3.11 (1) 
. Thus the only way to have c 3j−k + c 3j−k−1 = 1 is if 3j − k = 0 or 3. But this is impossible, since k ≡ 0 mod 3.
To prove part (2), let
denote the matrix of ψ 3 with respect to the ordered basis
The last column of B is due to ψ 3 (P ) = P , observed earlier. We will prove a. If k is not a 2-power, then r = 0. b. A + I is singular. Lemma 3.11(2) then follows. Indeed, suppose k is not a 2-power and W ( ) is a ψ 3 -submodule. Then, for 1 j k − 1,
The coefficient of P must be 0 for each j. Thus, with (−) T denoting the transpose,
and since r = 0 by (a), A + I must be nonsingular, contradicting (b). It remains to prove (a) and (b). Part (a) follows from (3.19) and Lemma 3.20, while (b) follows from Lemma 3.24.
Proof. We write k = 2 e u with u > 1 odd, and divide into cases depending on the mod 6 value of u. Case 1. If u = 3a, then j = 2 e a works, since c 0 + c −1 = 1. Case 2. If u = 6a + 1, then j = 2 e (2a + 1) works. (Note that if a = 0, then j = k, explaining the failure of the lemma when k is a 2-power.) To see this, note that
and hence c 2 e+1
where
Here we have used (mod 2, as always) 
and 1 j 2 e and γ j = 0 otherwise. We will show that, for 1 i k − 1,
which establishes the linear dependence of some of the columns of A + I. Observing that γ k = 0, it is equivalent to show that, for 1 i k,
We will, in fact, prove that (3.25) is true for all i 1. We begin with the case k = 2 e (4m − 1). Since k ≡ −2 e mod 2 e+2 , we have
and c(−, −) is as in the previous proof. Similarly,
Thus we must show
We have 
x . Thus the "otherwise" part of (3.26) is verified. Now let i = 2 e+2 t + with 1 2 e+1 . The left hand side of (3.26) equals (3.27) where The proof when k = 2 e (4m + 1) and m > 0 is similar. We now have
and similarly
Thus we must show 
e+2 by x, and letting = m + t, (3.29) equals
where q m (x) is as in 3.31, and so (3.28) follows from 3.31, which is proved similarly to Lemma 3.30. The proof when k = 2 e+1 is similar and easier. It is also less important, since we don't need the result in this case, and hence is omitted. 
The following result completes the proof of Theorem 1.3. Proof. We use the order of the generators in the computer package LiE ( [19] ). Information about the types of the representations can be found in [17] , although a different ordering of the generators is used there. Then R(E 6 ) has basic representations ρ 1 , . . . , ρ 6 
. Thus, using 3.33 again,
It is clearly impossible to choose the scalars so that both of these are 0.
ii. In V ,
Proof. Part (i) can be proved by the LiE methods used in the proof of (ii). It can also be obtained from [12, 3.9] by conjugating the matrix of ψ 3 given there by the change-of-basis matrix given there. The B i in [12, 3.9] 
The proof of part (ii) requires LiE, and an algorithm somewhat similar to that used in [12] . Irreducible representations are represented in LiE by their highest weight, which, for E 6 , is a 6-tuple of integers. We adopt a notation that ρ i1,...,ir with 1 i 1 · · · i r 6 has highest weight (e 1 , . . . , e 6 ) where e j equals the number of k for which i k = j. For example, ρ 1,6 has highest weight (1, 0, 0, 0, 0, 1) and ρ 4,4 has highest weight (0, 0, 0, 2, 0, 0). The following information is obtained from LiE.
We use these successively to express multisubscripted ρ's as products of ρ i 's. For example, the first one yields
and the third then yields
Ultimately we obtain, mod 2,
We have, mod 2, ρ 2 ≡ ρ 2 , while if i = 2, then ρ i ≡ ρ i + 1. Substituting these into (3.34) yields the first equation of part (ii). The second equation of part (ii) is proved by the same algorithm, but there are so many terms that it is only feasible to have a computer program manage all the details. We list the LiE program for completeness. The program just computes the coefficients of 1, ρ 1 , ρ 3 , ρ 5 , ρ 6 , ρ 1 ρ 6 , and ρ 3 ρ 5 in ψ 3 (ρ i ). The first five coefficients are needed in the determination of the last two. They also serve as a check on the validity of our program. We obtain that, mod 2,
plus other terms. The last two coefficients of (3.35) yield the quadratic part of part (ii). (The linear part is contained in the matrix above.) Note that coefficients 2 to 5 of (3.35) agree with those of the matrix above. (The first coefficient equals dim(ρ 4 ) mod 2. Note also that (3.35) is not concerned with the coefficient of ρ 2 .) An additional check of our program was provided by modifying it to compute the same seven coefficients in ψ 3 (ρ 2 ). The values obtained, 0 + 0 ρ 1 + ρ 3 + ρ 5 + ρ 6 + ρ 1 ρ 6 + ρ 3 ρ 5 , agreed with results obtained independently above.
The LiE program is listed below. The reader may profit by comparing with the related program in [12, §7] . Row numbers here are not part of the program; they are here for purpose of reference.
01 setdefault E6 02 on + height 03 terms=Adams (3,[0,0,0,1,0,0 ρ i ) ). This process is iterated until it stabilizes (no more terms being added to the list).
The terms in the list are ordered by height. The first term in the list will be ρ ∅ = 1, which has coefficients a 1 = 1 and a j = 0 for j > 1 (line 19). For each ρ J = ρ j1,...,jr in the list, the loop from lines 18 to 33 computes the coefficients a i such that
plus other terms. For a term ρ J in the list, let J = (j 2 , . . . , j r ). Write
The vector of coefficients of ρ J will include the sum of the vectors of those ρ K for which α K is odd (lines 31 to 33).
Noting that ρ j 1 = ρ j 1 + 1 if j 1 = 2, while ρ 2 = ρ 2 , the ρ j 1 ⊗ ρ J itself contributes nothing if j 1 = 2. Otherwise, it finds ρ J earlier in the list (line 25) and contributes the vector of coefficients of ρ J (due to the 1 in ρ j1 ) (line 26) plus, if j 1 = 1, 3, 5, or 6, appropriate terms. For example, if j 1 = 1, the ρ 1 -term is increased by the coefficient of the constant term of ρ J , and the ρ 1 ρ 6 -term is increased by the coefficient of ρ 6 in ρ J (line 27). Finally, in lines 36 to 39, we add the coefficient sequences of those ρ J which appear with odd coefficient in ψ 3 (ρ i ).
v 1 -periodic homotopy groups of E 8
In this section, we prove Theorem 1.2, the determination of the groups v −1 1 π * (E 8 ; 2). The situation for E 8 is, at least conceptually, simpler than that for E 7 because all of its representations are real. The following proposition is an immediate consequence of Theorem 2.5, since the hypothesis implies Q H = 2Q. 
The # notation used here is as defined prior to Theorem 1.1.
The next result will be applied, with specific calculations, to give 1.2. 
Proof. For the most part, this result follows directly from 2.1 and 4.1. We must explain θ m and the splittings.
2 ) which appears in 2.1 corresponds to ψ 3 − 9 in
2 ) under the realification and complexification homomorphisms, one of which is an isomorphism. Under Bott periodicity, this corresponds to 3
, which is, by the proof of 2.5, isomorphic to P K 1 (G; Z ∧ 2 )/ im(ψ 2 ), and this is isomorphic to Q/ im(λ 2 ) with ψ
The exact sequences of 2.1 and 2.2 lead to extension questions. That some of these are split can probably be derived from a more careful analysis of the work in [9] that led Bousfield to 2.2. We prefer to establish these split extensions by comparison with the Bendersky-Thompson spectral sequence (BTSS) method used in [3] and [4] . This comparison is quite illuminating for both approaches.
We employ the notation of 4.2 in a BTSS chart which generalizes [3, 4.9] for G 2 and F 4 and [4, 1.5] for Spin(8a ± 1).
(G), and so the extension into CK must be present to compensate for the class in K 4k+1 which supported the d 3 . A similar argument implies the differential and extension from C 4k+1 .
This chart then implies the ⊕'s in 4.2. The one when d = −2 is due to the relation 2η = 0 in π * (−). The ⊕ when d = −1 is due to the fact that CK and KC appear in the same filtration, and the direct sum splitting there was established in [3, 3.1] . The splittings when d = 0 and d = 1 follow for similar reasons.
The reader should be aware that this BTSS comparison is only used to establish these splitting results, which should be regarded as fine tuning. Moreover, most of these splittings can probably be deduced from a deeper study of Bousfield's approach without the BTSS. A reader who is well-versed in such spectral sequences may draw additional insight from this comparison, but one who is not may omit this portion of the paper. That is the reason that we have not explained the spectral sequence in more detail.
Next we compute the groups of 4.2 explicitly for E 8 . For Lie groups such as E 7 , in which the division into type is nontrivial, it is important that we use the basis of ρ i for our Adams operations. But in E 8 all representations are real, and so we may use any basis we like. Recall that (Q, λ 2 , λ 3 ) of 4.2 is isomorphic to (P K 1 (G), −ψ 2 , ψ 3 ), which was computed in [12] . The main advantage of the K-theory perspective is that determination of ψ 2 is enough to obtain all ψ k because of the rational splitting of these Lie groups as products of spheres and the nice form of the Adams operations in spheres.
In [12, (3. 2)], a basis of eigenvectors of ψ 2 (and hence of all ψ k ) on P K 1 (E 8 ; Q) is given. These are expressed there in terms of B i = β( ρ i ). These eigenvectors do not span integrally, and so in [12, pp.11-19] , we describe an algorithm of replacing vectors v by integral vectors (v −w)/p to reduce the exponent of p in det(M ), where M is the matrix having the vectors as columns. All Adams operations on all these vectors are explicitly known, since they are explicit combinations of eigenvectors. In [12] , this procedure was implemented three times for E 8 , once (3.5) to eliminate all powers of 5 from det(M ), yielding ψ k on a basis of P K 1 (E 8 ) (5) , once (6.1) to eliminate all powers of 3, and once (3.11) to eliminate all powers of all primes, yielding ψ k on a basis of P K 1 (E 8 ) (integral). Although we could use the latter here, the numbers are so large as to be unwieldy.
We perform the same algorithm to eliminate just the exponents of 2. We start with the eight eigenvectors of [12, (3.2) ]. At each stage, we find a combination of them which is even, and replace the first vector in that combination by the combination divided by 2. Not only do we keep track of these vectors of integers, but also of the coefficients in the combinations. After 61 such steps, we have a set of eight vectors of integers such that det(M ) is odd, and we have a matrix N whose columns express the new vectors in terms of the original vectors. 
We obtain the following matrices, which we write in transposed form, to fit them on one line. We find the groups C 4k±1 of 4.2 by using the algorithm which was applied to (E 8 , 3) in [12, pp.35-37] [4, 11.3] .
Proposition 4.4. Let G be a finitely generated free abelian group, and θ and ψ commuting injective endomorphisms of G with finite cokernels. Let
, where (ψ) and (θ) denote matrices of ψ and θ with respect to any fixed basis.
Proof. Since Pontrjagin duality is exact, the sequence
On the basis of Hom(G, Z) dual to that of G, the matrices of ψ * and θ * are (ψ)
T and (θ) T , but when we take the presentation matrix as in (4.5), we transpose back again.
v 1 -periodic homotopy groups of E 7
Although its numbers are not quite as large, the computation of v 
We substitute this proposition into 2.1, using the matrix (ψ 3 ) of 5.1 and obtain the following result.
As we did with E 8 , we can resolve some of the extension questions by comparing with the BTSS. The study of the extension questions is facilitated by first comparing the large summands of 5.3 with the E 2 -term of the BTSS. As with E 8 , the BTSS is only needed for resolving the extension questions and providing possible insight.
We first consider the group 2B R , B H /(ψ 2 (2B), θ 4k+3 2B R , B H ) which occurs in 5.3 when d = 6. The corresponding group E 1,8k+7 2 (E 7 )
# has the same form, with the three 2's omitted. We compute this latter group first.
The desired group E 1,8k+7 2 (E 7 ) # is presented by the matrix
where (ψ 2 ) and (ψ 3 ) are as in 5.1. Five times we pivot on odd elements, removing rows and columns, to leave a 9 × 2 matrix. The smallest ν(−) of remaining terms is ν = 2, and so we split off a Z/4 and pivot on that element. We let R = 3 4k+3 − 3 75 , and so ν(R) = ν(k−18)+4. Of the eight relations remaining, those with the smallest 2-exponents are, with odd multiples omitted, # , we multiply rows 9, 12, and 14 by 2, and then divide columns 2, 5, and 7 by 2. The pivoting through the Z/4 goes as before, as the pivoted-upon elements were unchanged. Both the relevant relations ((5.6) or (5.7)) are divided by 2, as they are in original row 3 or 4 and column 7. Thus v When this is computed using ψ = ψ 2 and θ = ψ 3 − 3 4k+5 of 5.1 using the pivoting methods described above, we obtain that the ker part of v −1
# is Z/2 4 ⊕ Z/2 e−2 , where e is the 2-exponent of the large summand of v −1 1 π 8k+10 (E 7 ) described above. Note that the two groups must have the same order since they are the kernel and cokernel of an endomorphism of a finite abelian group.
A result similar to 5.9 applies to the large summand of v −1 1 π 8k+5 (E 7 ), and when it is computed we obtain similarly that the ker part of v −1
# is Z/2 4 ⊕ Z/2 e−2 , where e = min(17, ν(k − 18) + 11), the large summand in v −1 1 π 8k+6 (E 7 ) obtained earlier. We emphasize that in performing the pivoting to obtain this group, we need find only that it has two summands and that the smaller has order 2 4 . As we shall use the BTSS to settle some extension questions, it is useful to know the following. Proof. As in [3, 3.1b] , there is a short exact sequence 0 → B/(2, ψ 2 , θ 4k+(d+1)/2 ) → E 2,8k+d+2 2 (E 7 ) # → ker(θ 4k+(d+1)/2 |B/ im(ψ 2 )) → 0.
The first group is Z 2 generated by B 1 (d = 9) or B 7 (d = 5), while the second is obtained by the algorithm used to find K m for E 8 near the end of Section 4 or that used to find the groups v −1 1 π 8k+d (E 7 ) above, without the 2's that complicated the argument there. The matrix pivots down to two columns, and the smallest 2-exponent is 4 (d = 5) or 5 (d = 9). The other exponent is then forced by the equality of the orders of the kernel and cokernel of an endomorphism.
We can incorporate the above information into the BTSS chart for E 7 below, and then use this chart, as we did with E 8 , to draw inferences about some extensions in 5.3. The facts that we use to make these inferences are that 2η = 0 in π * (−) and that relationships between elements in the same bidegree is the same in π * (−) as it is in E 2 (−). Theorem 1.1 follows from 5.3, the specific calculations of portions of v −1 1 π 8k+d (E 7 ) made above when d = 5, 6, 9, and 10, and the extension inferences
