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Abstract. We investigate the Fekete-Szego¨ problem with real and complex parameter λ
for the class Co(α) of concave univalent functions defined by Fox-Wright’s generalized
hypergeometric function.
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1. Introduction
Let S denote the class of all univalent analytic functions




where z ∈ Δ = {z : |z| < 1}. The problem of maximizing |a3 − λa22| is called Fekete-
Szego¨problem. The classical Fekete-Szego¨ inequalitybymeansofLowner’smethod
for f ∈ S is




, λ ∈ [0, 1)
When λ→ 1 , we have |a3 − a22| ≤ 1 The coeﬃcient functionalΛλ( f ) = a3 −λa22 plays
an important role in function theory, namely a3 − a22 represents Sf (0)/6, where Sf
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of locally univalent functions f in Δ. The problem of Fekete-Szego¨ has been solved
for various subclasses of S, such as the class S∗(β) , C(β), the subclass of close-to-
convex function, close-to-convex functions of order α type β, etc. In [3] Bhowmik et
al[4] solved the problemof Fekete-Szego¨ for the class of concave univalent functions
given by (1.1).
In this paperwe solve the Fekete-Szego¨problemwith real and complex parame-
ter for the class of concave univalent function defined by Fox-Wright’s generalized
hypergeometric functions.
2. Preliminaries
The study of operators plays an important role in geometric function theory and
its related fields. Many diﬀerential and integral operators can be written in terms
of convolution of certain analytic functions. It is observed that this formalism
brings an ease in further mathematical exploration and also helps to understand
the geometric properties of such operators better (see [11, 12, 13, 14]) also see
[21, 15, 22] and the references cited therein.
Let f be defined by (1.1). For  ∈ S given by (z) = z+∑∞n=2 bnzn, the Hadamard
product of f and  is given by
(2.1) ( f ∗ )(z) = z +
∞∑
n=2
anbnzn, z ∈ Δ.
Nowwe briefly recall the definitions of the special functions and operators used
in this paper. For complex parameters α1, . . . , αp (
α j
Aj
 0,−1, . . . ; j = 1, 2, . . .p) and
β1, . . . , βq (
β j
Bj
 0,−1, . . . ; j = 1, 2, . . .q) by Fox’s H-function we mean the Wright’s
generalized hypergeometric functions pΨq with irrational Aj,Bj > 0, give (rather




(α1,A1), . . . , (αp,Ap)






Γ(α1 + nA1) . . .Γ(αp + nAp)














An ≥ 0, (p, q ∈ N = 1, 2, 3, ...) and for suitably bounded values
of |z|.
Note that whenA1 = · · · = Ap = B1 = · · · = Bq = 1, they turn into the generalized




(α1, 1), . . . , (αp, 1)











⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ pFq(α1, . . . , αp : β1, . . . , βq : z),
(2.3)
p ≤ q + 1; p, q ∈N0 =N ∪ {0}; z ∈ Δ.
Now we recall the linear operator due to Srivastava [21](see[15]) and Wright
[22] in terms of the Hadamard product (or convolution) involving the general-
ized hypergeometric function. Let l,m ∈ N and suppose that the parameters
α1,A1 . . . , αl,Al and β1,B1 . . . , βm,Bm are also positive real numbers, then corre-
sponding to a function
lΦm[(α j,Aj)1,l; (β j,Bj)1,m; z]
defined by









⎞⎟⎟⎟⎟⎠. We consider a linear operator
W[(α j,Aj)1,l; (β j,Bj)1,m] : A→A
defined by the following Hadamard product (or convolution)
W[(α j,Aj)1,l; (β j,Bj)1,m]( f )(z) := z lΦm[(α j,Aj)1,l; (β j,Bj)1,m; z] ∗ f (z).
We observe that, for f (z) of the form(1.1), we have






Ω Γ(α1 + A1(n − 1)) . . .Γ(αl + Al(n − 1))
(n − 1)!Γ(β1 + B1(n − 1)) . . .Γ(βm + Bm(n − 1)) ,(2.6)
for convenience, we write
(2.7) Wlm f (z) =W[(α1,A1), . . . , (αl,Al); (β1,B1), . . . , (βm,Bm)] f (z).
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Remark 2.1. Other interesting and useful special cases of the Fox-Wright generalized hy-
pergeometric function lΨm defined by (2.2) include (for example) the generalized Bessel
function
lΨm(−; (ν + 1, μ);−z) ≡ Jνμ.
For μ = 1, corresponds essentially to the classical Bessel function Jν(z), and the generalized
Mittag-Leﬄer function lΨm((1, 1); (μ, λ); z) ≡ Eλμ.
Remark 2.2. By setting Aj = 1( j = 1, ..., l) and Bj = 1( j = 1, ...,m) in (2.4), we are led
immediately to the generalized hypergeometric function lFm(z) is defined by
ΩlFm(z) ≡ ΩlFm(α1, . . . αl; β1, . . . , βm; z) :=
∞∑
n=0
(α1)n . . . (αl)n




(l ≤ m + 1; l,m ∈N0 := N ∪ {0}; z ∈ U)
whereN denotes the set of all positive integers, (α)n is the Pochhammer symbol.
By setting Aj = 1( j = 1, ..., l) and Bj = 1( j = 1, ...,m) the linear operatorWlm
contains the Dziok-Srivastava operator given by
H lm f (z) = z +
∞∑
n=2
(α1)(n−1) . . . (αl)(n−1)
(β1)(n−1) . . . (βm)(n−1)
zn
(n − 1)!
and as its various special cases contain linear operators like Hovlov operator,
Carlson-Shaﬀer operator, Ruscheweyh derivative operator, generalized Bernardi-
Libera-Livingston operator and fractional derivative operator as remarked below:
It is of interest to note that the following are the special cases of theDziok-Srivastava
linear operator.
Remark 2.3. For f ∈ A,H21(α, 1; β) f (z) = L(α, β) f (z) was considered by Carlson and Shaﬀer
[6].
Remark 2.4. For f ∈ A,H21(δ + 1, 1; 1) f (z) = z(1−z)δ+1 ∗ f (z) = Dδ f (z) the symbol Dδ f (z) was
introduced by Ruscheweyh [20]
Remark 2.5. For f ∈ A,H21(c + 1, 1; c + 2) f (z) = c+1zc
∫ z
0
tc−1 f (t)dt = Jc f (z) where c > −1.
The operator Jc was introduced by Bernardi[5]. In particular, the operator J1 was studied
earlier by Libera [18] and Livingston [19].
Remark 2.6. For f ∈ A,H21(2, 1; 2 − λ) f (z) = Γ(2 − λ)zλDλz f (z) = Ωλ f (z), λ N \ {1}.
Let S∗W denote the class of functions analytically defined as
S∗W =
{





> 0, z ∈ Δ
}
.
We now recall some facts about the class Co(α) of concave univalent functions. A
function f : Δ→ C is said to belong to the family Co(α) if f satisfies the following
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conditions:
(i) f is analytic inΔwith the standard normalization f (0) = f ′(0)−1 = 0. In addition
it satisfies f (1) = ∞
(ii) f maps Δ conformally onto a set whose complement is convex with respect to
C.
(iii) the opening angle of f (Δ) at∞ is less than or equal to πα, α ∈ (1, 2].
This class has been extensively studied in the recent years. A detailed discussion
about concave univalent functions can be found in [1] and [2] and the references
therein. The analytic characterization for functions in Co(α), α ∈ (1, 2] is that f ∈













Let S∗ denote the class of starlike functions. In [3], the authors used this character-
ization and proved the following theorem:
Theorem 2.1. Let α ∈ (1, 2]. A function f ∈ Co(α) if and only if there exists a φ ∈ S∗










The lemma stated below is also noteworthy.
Lemma 2.1. Let φ(z) = z + b2z2 + b3z3 + · · · ∈ S∗. Then |b3 − λb22| ≤ max{1, |3− 4λ|},
which is sharp for the Koebe function k if |λ − 3/4| ≥ 1/4 and for (k(z)2) 12 = z1−z2 if|λ − 3/4| ≤ 1/4.
Recall from Theorem 2.1 that f ∈ Co(α) if and only if there exists a function φ ∈






























Computation of a3 − λa22 yields
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We investigate the maximum value of the function |a3 −λa22| by considering several
cases depending on the range of λ.




. Note that this assumption is equivalent
to
2(α + 1)(σ2(α1))2 − 3λ(α − 1)(σ2(α1))2
8σ3(α1)
≥ 1
and the first term in the last expression is non-negative. Using Lemma for the last
term in (12) and since |φ2| ≤ 2/σ2(α1) we have












Case 2: Let λ ≥ 2(α+2)3(α+1) . This implies that the first term in (12) is non-positive. Also,
we have λ ≥ 2/3. Therefore(









By lemma (2.1),∣∣∣∣∣∣φ3 −
(






∣∣∣∣∣∣ ≤ 3 − 2σ3(α1) .
Using this inequality and the fact that |φ2| ≤ 2/σ2(α1), in (12), and simplifying the
above inequality, we get














Case 3: To get the complete solution to Fekete-Szego¨ problem, consider the case
λ ∈
(2(α + 1)((σ2(α1))2 − 8σ3(α1))





We now deal with this case by using (11) and (12) together with the representation






1 − zw(z) ,
where w : Δ → Δ¯ is a function analytic in Δ with Taylor’s series w(z) = ∑∞n=0 cnzn.
Substituting the respective Taylor’s series on both sides of (2.11), and comparing
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Substituting these in (2.13) we get
































= A + Bc0 + Cc20 +Dc1,
where
A =
(α + 1)(α+ 2)
6
− λ(α + 1)
2
4












Using the fact that |c1| ≤ 1 − |c0|2, we have
(2.13) |a3 − λa22| ≤ |A + Bc0 + Cc20| + |D|(1− |c0|2).
Let c0 = reiθ.We now find the maximum value of (2.13). For this, we first find
the maximum of |A+ Bc0 +Cc20|2,where we fix r and vary θ. Substituting for c0, we
get |A + Bc0 + Cc20|2 = f (r, θ) where
(2.14) f (r, θ) = (A − Cr2)2 + B2r2 + (2ABr + 2BCr3)cosθ + 4ACr2cos2θ.
To get the upper bounds of |a3 − λa22|, we have to find the largest value of f (r, θ)
where r ∈ (0.1]. Letting cosθ = x, in (2.14), it becomes
(2.15) h(x) = (A−Cr2)2 + B2r2 + (2ABr+ 2BCr3)x+ 4ACr2x2, x ∈ [−1, 1].
To do this we consider several subclasses of(2(α + 1)(σ2(α1))2 − 8σ3(α1)








2(α + 1)((σ2(α1))2 − 8σ3(α1))





In this range, C > 0,B < 0 and A + Cr2 > 0, for r ∈ (0, 1]. Therefore h(x) attains
its maximum value for any r ∈ (0, 1], at x = −1. Let
(r) = A − Br + Cr2 + α − 1
6
(1 − r2).
We now find the maximum value of (r).
′(r) = −B + 2Cr − α − 1
3
r.
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since ′(0) = −B > 0 and




6(−6λ+ 4(α − 1)) > 0,
the maximum value is attained at the boundary that is at r = 1. Therefore







3(α − 1) .
Clearly, C = 0 and hence h(x) = A2 + B2r2 + 2Brx is a linear function of xwhich has
maximum value at x = −1. Proceeding as in the previous case, we get the same










In this interval h is monotonic decreasing for x ∈ [−1, 1]. h(x) has its maximum at




A ). It is suﬃcient to show that x(r) is monotonic increasing and
x(r) < −1.The assertion that x(r) is monotonic increasing is clear. To prove that
x(1) < −1 is equivalent to showing that j(λ) = α2(3λ− 2)2− 4+ 3λ > 0. This is easily
verified. Hence we also get here the same upper bound for |a3 − λa22| as in the case
of 3A and 3B. From the cases 3A, 3B, 3Cwe conclude that
(2.17)
|a3 − λa22| ≤
2α2 + 1
3
− λα2, λ ∈
(
2(α + 1)(σ2(α1))2 − 8σ3(α1)















The roots of j(λ) = 0 are
λ1 =
4α2 − 1 − √8α2 + 1
6α2
, and λ2 =
4α2 − 1 + √8α2 + 1
6α2
.
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Hence the maximum of Fekete-Szego¨ functional is




α(10 − 9λ) − (3λ − 2)
9(2 − λ) + 3α(3λ − 2) .(2.18)
For







) ∈ (0, 1]
















is monotonic decreasing for r > r0. Hence the maximum value of |a3 − λa22| is (rm).
Case 3E: Let λ = 23 . Then, B = 0,C =
−(α−1)
6 . Thus |a3 − λa22| = α3 .
From 3D and 3E, we conclude that
(2.19) |a3 − λa22| ≤
α(10 − 9λ) − (3λ − 2)
9(2 − λ) + 3α(3λ − 2) .












is the unique solution of x(r) = 1 lying in (0,1].For r < r1, h(x) ≤ h(1), consider the
function








, rn > r1.
Since k(r) is monotonic increasing, the maximum value of the Fekete-Szego¨ func-
tional is





= α(1 − λ)
√
12(1 − λ)
(4 − 3λ)2 − α2(3λ − 2)2
which is attained for c0 = eiθ0 ,where cosθ0 =
−B(A+C)
4AC . In this case, we have
(2.20) |a3 − λa22| ≤ α(1 − λ)
√
12(1− λ)




















1 − B24AC )
satisfies x(r2) = −1 and r2 ∈ (0, 1). For r ≤ r2, we can make similar considerations as
in the preceding case.The maximum is attained at x = 1 or x = −1. For the values
of λ under consideration, A + C < 0 and A + Cr2 < 0 and therefore the maximum
of (12) is attained at x = −1 , i.e. for c0 = −r. Hence for r ∈ (r2, 1], the maximum
function is
(2.21) n(r) = −A + Br − Cr2 + α − 1
6
(1 − r2).
Since −C > α−16 ,B > 0, we get n(r) ≤ n(1) in this interval. Hence




λ ∈ (λ2, 2(α + 2)3(α + 1) ].
Equations (2.17),(2.18),(2.19),(2.20) and Case 3G give the following theorem:





















(4−3λ)2−α2(3λ−2)2 , λ ∈ [ 23 , λ2]















, λ ∈ [ 2(α+2)3(α+1) ,∞)
where λ2 = 4α
2−1+√8α2+1
6α2 . The inequalities are sharp.
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When λ is complex, we have the following:
Theorem 2.3. Let f ∈ Co(α), α ∈ [1, 2] have the expansion (1.1). If λ is a complex
number, then








v(α, λ) = |(2 − 3λ)(α + 1) + 2| + 2(α − 1)|3λ− 2| + α − 1
α + 1
|4 − [2(α+ 1) − 3λ(α − 1)]|.
Proof. Substituting (11) in (9) we have
12(a3 − λa22) = (α + 1)[(2− 3λ)(α + 1) + 2] + 2(α2 − 1)(3λ− 2)c0
−(α − 1)[6 − [2(α+ 1) − 3λ(α − 1)]]c20 + 2(1 − α)c1.
For λ complex,
12|a3 − λa22| ≤ (α + 1)|(2− 3λ)(α + 1) + 2| + 2(α2 − 1)|3λ− 2||c0|
−(α − 1)|6 − [2(α + 1) − 3λ(α − 1)]||c0|2 + 2(1 − α)|c1|.
Using the fact that |c0| ≤ 1 and |c1| ≤ 1 − |c0|2,
12|a3 − λa22| ≤ (α + 1)[(2 − 3λ)(α + 1) + 2] + 2(α2 − 1)(3λ− 2)|c0|
−(α − 1)[6 − [2(α+ 1) − 3λ(α − 1)]]|c0|2 + 2(1 − α)(1 − |c0|2).
Thus, 12|a3 − λa22| ≤ (α + 1)v(α, λ) for Re v(α, λ) > 0
where
v(α, λ) = |(2 − 3λ)(α + 1) + 2| + 2(α − 1)|3λ− 2| + α − 1
α + 1
|4 − [2(α+ 1) − 3λ(α − 1)]|.
Remark 2.7. If l = 2 and m = 1 with α1 = μ + 1(μ > −1), α2 = 1, β1 = μ + 2,where Jμ is a
Bernardi operator [5] defined by





tμ−1 f (t)dt ≡ H21(μ + 1, 1;μ + 2) f (z).
Note that the operator J1 was studied earlier by Libera and Livingston. Various other
interesting corollaries and consequences of our main results (which are asserted in above
Theorems ) can be derived similarly. Further, by setting Aj = 1( j = 1, ..., l) and Bj =
1( j = 1, ...,m), and specific choices of parameters l,m, α1, β1 the various results presented
in this paper would provide interesting extensions and generalizations of S∗W. The details
involved in the derivations of such specializations of the results presented here are fairly
straightforward.
Acknowledgement: We express our sincere gratitude to the referees for their
valuable suggestions to improve the results.
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