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Visualization and exploration of nematic liquid crystal (NLC) data is a challenging task
due to the multidimensional and multivariate nature of the data. Traditionally, scientists
have used a combination of different tools and techniques like 2D plots, histograms, cut
views, etc. for data visualization and analysis. However, such an environment does not
provide the required insight into NLC datasets. This thesis addresses two areas of the study
of NLC data—understanding of the tensor order ﬁeld (the Q-tensor) and defect detection in
this ﬁeld. Tensor ﬁeld understanding is enhanced by using a new glyph (NLCGlyph) based
on a new design metric which is closely related to the underlying physical properties of an
NLC, described using the Q-tensor. A new defect detection algorithm for 3D unstructured
grids based on the orientation change of the director is developed. This method has been
used successfully in detecting defects for both structured and unstructured models with
varying grid complexity.
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LIST OF NOMENCLATURE
Nomenclature of the most widely used terms in the nematic liquid crystal study [5] .
Anisotropic: Having properties which vary depending on the direction; in liquid crystals,
this is due to the alignment and the shape of the molecules.
Biaxial: Possessing two directions along which monochromatic light vibrating in any
plane will travel with the same velocity. The optic axis lies just between these directions. Mathematically, an NLC is biaxial when all the eigenvalues derived from the
Q-tensor for a molecule are of different magnitude.
Biaxiality Measure (b): Measures the degree of biaxiality of a molecule from a Q-tensor.
Deﬁned as
1
1
b = |λ2 − λ3 | = |λ1 + 2λ2 |
2
2
where λ1 , λ2 and λ3 are the major, medium and minor eigenvalues of a Q-tensor.
Director: The molecular direction of preferred orientation in liquid crystalline mesophases.
Disclination: Line defects arising from singularities in orientational order in a director
ﬁeld. The disclinations carry a winding number of strength ±m, where m can be 12 ,
1 or 2, called the Frank’s index; this indicates a rotation of the director by ±2πm
when the disclination is encircled in the counter-clockwise direction [60].
Defects: Abrupt change in orientation.
Homeotropic: Liquid crystal uniformly aligned in a direction perpendicular to the planar
substrate.
Isotropic: Having properties that are the same regardless of the direction of measurement.
In the isotropic state, all directions are indistinguishable from each other.
Liquid Crystal: A thermodynamic stable phase characterized by an anisotropy of properties without the existence of a three-dimensional crystal lattice, and generally lying
in the temperature range between the solid and isotropic liquid phase.
Mesogen: Rigid rod-like or disc-like molecules which are components of liquid crystalline materials.
Nematic: Liquid crystalline phase with no positional order but only orientational order.
x

Nematic Mesophase: Liquid crystals that are characterized by the long-range orientational order and the random disposition of the centers of gravity in individual
molecules. The nematic phase is composed of rod-shaped molecular aggregates
that are arranged with parallel but not lateral order.
Order parameter (S): This describes the orientational order of liquid crystalline material.
Allows for individual orientational deviation of the molecules from the director,
which is represented by the average over the collection. Typically, it ranges from
0.3 to 0.9 [9], depending on the temperature, with a value of 1 for perfect order.
Orientational Order: Measure of the tendency of the molecules to align along the director
on a long-range basis.
Q-tensor: Nematic liquid crystal modelling uses a tensor approach to deﬁne the order
parameter. The Q-tensor approach [46] models the orientation order using a tensor
instead of Euler angle representation. Tensor M is computed from the director ﬁelds
n, m and using corresponding scalar orders S1 and S2 as
M = S1 (n ⊗ n) + S2 (m ⊗ m)
Here M is symmetric, since ni nj = nj ni and mi mj = mj mi and the trace of M will
be S1 + S2 since |n| = 1 and |m| = 1. Thus M will have ﬁve independent elements
⎡
⎤
m1 m2
m3
⎦
m5
M = ⎣ m2 m4
m3 m5 (S1 + S2 ) − m1 − m4
Using the above matrix M, the Q-tensor is computed as following:
1
Q = S1 (n ⊗ n) + S2 (m ⊗ m) − (S1 + S2 )I
3
where I is the identity matrix [46].
Smectic Mesophase: The molecules organize themselves into layers. The smectic phases
form a one dimensional periodic lattice in which the individual layers are two dimensional liquids. More than 12 different smectic phases have been identiﬁed.
Thermotropic: Liquid crystal molecules which exhibit temperature dependent liquid crystalline behavior.
Uniaxial: Material that possesses only one direction along which monochromatic light
vibrating in any plane will travel with the same velocity. This direction is known as
the optic axis. Mathematically, an NLC is uniaxial when two eigenvalues derived
from the Q-tensor for a molecule are equal in magnitude.
xi

CHAPTER I
INTRODUCTION
Throughout the development of science, people have endeavored to model and visualize nature in terms of a sets of rules. Recent advances in science and computer graphics
have enabled users, engineers, and scientists to efﬁciently and effectively interact with visualizations of natural phenomenon and simulations. Graphics techniques have made it
feasible to visualize unseen properties like stress, strain, and magnetic ﬁeld. The research
focus of this thesis is visualization techniques for effective exploration and analysis of
nematic liquid crystal (NLC) data for topological defects.

1.1 Nematic Liquid Crystal Basics
Liquid crystal is an intermediate state of matter that exists between solid (crystal) and
liquid states under speciﬁc conditions for certain organic materials. In this state, molecules
have lost most of their positional order, but retain orientational order to a certain extent.
Based on their degree of rotational symmetry, molecules are classiﬁed as either uniaxial
or biaxial (Figure 1.1). Uniaxial molecules have one axis of rotational symmetry, whereas
biaxial molecules have two separate axes of reﬂective symmetry.
NLC materials mostly consist of thread-like ellipsoidal or elongated molecules, which
is reﬂected in the name. The word nematic is derived from the Greek word nemato, mean1

2
ing threadlike. The liquid crystal phase can also be described in terms of the phase order
and molecular regularity. The solid phase normally exhibits a periodic spatial pattern of
molecules in one, two, or three dimensions. Material to be classiﬁed as a crystal requires
the spatial pattern to be regular over a distance that is very large compared with the repeating distance of the structure. Molecules in the liquid phase are free to change position
with respect to other molecules, thus exhibiting the property of ﬂow and shape change.
Liquid crystals are an intermediate state possessing the mechanical properties of a liquid:
high ﬂuidity and inability to support shear. They have anisotropic properties similar to the
crystalline solid in their optical, electrical, and magnetic properties. This mix of properties has made them a constant source of research and exploration. Figure 1.2 illustrates the
effect of the change of temperature on the molecular structure (phase) of nematic material.

Figure 1.1
Uniaxial (left) and Biaxial (right) macro-molecules.

3

Figure 1.2
Schematic illustration of solid, liquid crystal and liquid phases.

1.2 NLC Application: Biosensor
NLCs have been a major focus of research due to their high sensitivity to external magnetic or electric ﬁelds. Even the presence of a weak ﬁeld created due to intramolecular forces can cause major structural changes in nematic material. These changes
are manifested as a defect structure. Recent advances in the computer simulation and
nano-fabrication process of NLCs have created an interest in the application of NLCs as
a simple and cost-effective means for sensor platform design. The sensitivity of NLCs to
electric ﬁelds has been utilized in various everyday products like laptop screens, display
panels, and opto-electronic equipments. Some research groups like our collaborators are
exploring the usage of NLC as a biosensor [70]. These varied applications of NLCs have
renewed research interest in fundamental science.
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Current biosensor modeling research focuses on developing an understanding of the
physics of defect generation in NLCs in the presence of various external biological molecules.
Biosensor design involves placing a thin layer of NLC material between two plates; this
generates a distinctive disclination, or defect, in the presence of external molecular structures [53]. The liquid-crystal based biosensor has high sensitivity on the order of few
parts per billion and high selectivity in distinguishing between similar compounds. These
properties make it an ideal and highly cost effective sensor. NLC-based biosensor design is viewed as a simple, cost-effective, and promising new alternative to the traditional
expensive lab based analysis.
Success of a biosensor design depends on the extensive research in molecular interaction, defect analysis, and efﬁcient computer simulation modelling [19]. This thesis proposes visualization techniques that intend to facilitate the exploration and visualization
of NLC simulation data and help establish a strong understanding of defect topology for
different sensor conﬁgurations. Deﬁnitions of the various terms used in NLC literature is
described in the Nomenclature, on page xi.

1.3 Hypothesis
The hypothesis of this thesis is two fold. First, physically motivated glyphs for Qtensors will provide a visually more effective means of communicating physical properties
of NLC than existing methods. Secondly, it is feasible to detect defects in 3D unstructured
models, which provides correct and deeper insight into the nature of defects.
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Hypothesis Validation: The ﬁrst hypothesis presented in this thesis will be validated by
collecting qualitative and quantitative feedback from the user group, as appropriate. The
second will be validated via a comparison of the proposed algorithm against the known
method for defect detection in a 3D unstructured geometry.

1.4 Motivation
Current physical theories of disclination or defect analysis use complex mathematical
models but use comparatively simpler visualization aids in the form of 2D plots, charts,
and images. Simulation model complexity is increasing in direct response to computational power; however, the same visualization techniques are being used for analyzing increasingly large datasets. Current simulation models are designed using 3D unstructured
grids having the complexity of millions of nodes, where increased grid complexity is used
to analyze and comprehend topological defects on ﬁner resolution. Increasing complexity
in simulation modeling has inspired research in the area of automatic defect detection and
visualization.
Current simulation generates solution ﬁles containing scalar, vector, and tensor primitives at each cell center of a complex geometric model for multiple timesteps. Existing
techniques are not adequate for effectively exploring the type of data being generated.
Most of the current analysis is done based on the domain understanding of the data and
the expected behavior. Current exploration can be expanded using more advance 3D visual
exploration and interaction. Although there exist many applications like EnSight, Plot3D,
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FieldView, etc., which provide various techniques that can be used to analyze certain data
types, they lack visualization techniques suitable for NLC data. The absence of required
visualization techniques and weak visual encoding for the data have been the major motivation behind this research.
Design challenges for an effective visualization are in identifying an appropriate visual
encoding for tensors and enabling automated defect detection across multiple timesteps
[56]. Most of the current tensor visualization techniques are for DT-MRI [65, 74] and geomechanical [32] data, which comprises of positive-deﬁnite second-order tensors, whereas
orientation order in NLCs are described using second-order traceless tensors (Q-tensor)
[46]. In addition, there does not currently exist a technique for detecting defects in 3D
unstructured geometry.

1.5 Objective
The key objective of this thesis is to research, evaluate, and develop visualization encodings and a framework which can efﬁciently and effectively allow data exploration and
defect analysis. The proposed visualization techniques focus only on the nematic material
and speciﬁcally look into the director and Q-tensor parameter change over time. Defect
analysis is based on the director change and the Q-tensor is visualized using the new glyph
(NLCGlyph).
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1.6 Simulation Data
The techniques presented and discussed here have used various datasets developed by
Dr. Rajendran Mohanraj and Ms. Huangli Wu. Here we brieﬂy describe the simulation
model and 3D geometrical models used for visualization [70].
Simulations have been performed to study the impact of various nanoparticles or analytes (e.g., colloidal particles) in the liquid-crystal-based sensors. The computational
model solves a partial differential equation, based on dynamical ﬁeld theory (the Continuum model) to compute the Q-tensor at cell centers of unstructured meshes. Various
geometrical models have been designed to study the molecular orientation of liquid crystals due to varying shape and size of an analyte. The datasets used for visualization contain
simple spherical and complex biological molecular shapes. The spherical shape is used for
validation with existing studies and complex shapes of biological molecules for validation
of the defect detection algorithm. Complex 3D geometry is used to model a biological substance, Immunoglobulin G (IgG, a protein that acts as an antibody), and this model is used
in Section 4.4.3, Figure 4.10 and Chapter V for validation of automatic defect detection
algorithm.
It should be noted that all the other parameters used for defect analysis like biaxiality
(b), scalar order parameter (S), and the director (n), are derived from the Q-tensor.

CHAPTER II
SURVEY OF CURRENT LITERATURE
This chapter describes the existing state of research in the area of scientiﬁc visualization and liquid crystal defect detection as applicable to our research problem. Relevant
research focus areas are as follows:
• Tensor glyph generation.
• Defect detection and visualization in NLCs.
Recently, tensor visualization has been an active area of research with the primary focus
on positive defnite , real, symmetric tensors—tensors with matrix representations that are
symmetric about the diagonal and have positive, real eigenvalues. In contrast, NLCs are
deﬁned by real symmetric traceless tensors—real symmetric tensors whose eigenvalues
sum to zero. Thus, traditional approaches fail to work directly for NLCs. Defect dynamics
and visualization in NLCs have been mainly based upon visual inspection of cutting-planes
or parameter plots. This approach has been effective for small and regular 2D datasets, but
the increasing use of 3D unstructured models requires automated defect detection and
visualization techniques. This chapter ﬁrst describes previous tensor visualization and
various glyph based techniques, followed by different defect detection approaches. The
aim of this chapter is to provide the background of the two major problems addressed in
this thesis—Q-tensor visualization and automatic defect detection.
8
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2.1 Tensor Visualization
Tensor visualization is a challenging and interesting ﬁeld of study. Tensor ﬁelds, especially second order tensors, are encountered in the study of various scientiﬁc and analytical
tasks and used across engineering domains like medical imaging [65], computational ﬂuid
ﬂow analysis, earth science [79], material science [56] and mechanics [32]. Hence, effective visualization of the tensor ﬁeld can greatly augment our understanding of the existing
ﬁeld of study. Current major challenges in tensor visualization are high data dimensionality, effective representation, and glyph packing. Also, as physical interpretation of the
tensor ﬁeld is application speciﬁc, it requires a domain speciﬁc visualization approach or
visual mapping for effective analysis.
Current tensor visualization research is focused on ﬁnding new techniques for efﬁcient
glyph generation [36, 51], topology extraction [24], or tensor decomposition. Most tensor
visualization techniques decompose the second-order tensor matrix into three independent
eigenvalue and eigenvector sets, forming the basis of the superquadric or ellipsoidal glyph
[50, 67]. Glyph rendering has been augmented by various perceptual cues like texture,
color, hue, and saturation for increasing the effective dimensionality of the display space
[54, 66, 77].
Over the last decade, various tensor visualization approaches like glyph-based representation, stream-tubes, stream-surfaces [28], hyper-streamlines [11], and HyperLIC [76]
have been used. Overall, all these techniques can be broadly classiﬁed into two major
categories as either discrete or global tensor ﬁeld visualization.
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Discrete tensor visualization depicts each tensor point in the ﬁeld as a tensor glyph, so
that the complete tensor information of a point is visualized. In contrast, tensor topologybased approaches avoid visual clutter by rendering a continuous ﬁeld [24]. Topology visualization ﬁrst identiﬁes the degenerate points (trisectors and wedge points) and then
connects them with topological skeletons (hyperstreamlines) [78]. This shows the salient
features of the ﬁeld without any details. Understanding of tensor ﬁeld via topology analysis requires knowledge of the underlying physical phenomenon and properties. Such
underlying knowledge can only help in the correct interpretation of the tensor ﬁeld via
topological structure.
Major tensor visualization techniques have been applied in the study of diffusion tensor
MRI (DT-MRI) imaging [68, 74] and geomechanical analysis [32, 79]. Tensor glyph visualization techniques use eigenanalysis for constructing visually correct glyphs for a given
tensor. Eigenanalysis computes the eigenvalues (λi ) and eigenvectors (vi ) for a second
order symmetric tensor M, such that it satisﬁes the equation: Mv = λv. Computational
procedures for ﬁnding the set of eigenvalue and eigenvector from a tensor by solving a
characteristic equation are presented in Appendix C [33].
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Table 2.1
Existing tensor glyph techniques
Glyph
Display features
Lamé’s
Eigen value and
stress el- vector represents
lipsoid
magnitudes and
[37]
orientation
of
principal stress.
Haber
Orientation and
glyph [20]
magnitudes
of
principal stresses
using elliptical
disk and rod.
Reynolds
tensor
glyph [45]

Normal
stress,
strain
components

HWY tensor glyph
[23]

Magnitude
of
shear stress and
strain
components

Hyper
streamline
tubes [11]

Continuum
features of tensor ﬁelds like
gradient in space.
Normal and shear
tensor transforms
quadric surface
(ellipsoids).

PNS (Principal,
Normal and
Shear) tensor glyph
[37]
Superquadric Eigen value and
tensor
vectors
conglyph [36]
trolled via alpha
and beta control
variables.

Advantages
Limitations
Isotropic stress is a sphere. Difﬁcult to observe
principal direction
for nearly isotropic
states.
Does not
show shear stresses.
Clear representation of Introduces
visual
change in the principal clutter.
directions of stresses.
Represents magnitude and
sign of all principal state
using color coding.
Clear representation of Difﬁcult to see
stress and strain on any principal direction
plane. Shows orientation for nearly isotropic
of principal components. states.
Isotropic state is a sphere.
Clear representation of Does not show the
magnitude and orienta- orientation of the
tion of principal shear shear components.
components.
Visually
complex
structure.
Represents the continuous Depends on the seed
tensor ﬁeld and overcomes points, choice of
principal eigenvecvisual clutter of glyphs.
tors.
complex
Tensor components like Visually
tension, compression and structure.
shear are easy to visualize.

Distinguishes the ﬁner
shape changes and has
distinct shape for linear,
planar
and
spherical
shapes.

Introduces
clutter.

visual
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2.1.1 Discrete Visualization Techniques
Major discrete tensor visualization techniques use glyphs to depict various properties
of the tensor. A glyph is a parameterized icon that represents the data with shape, size,
color, texture, location, etc. Normally, tensor data is broken down into eigenvalues and
eigenvectors, and a glyph is generated such that the shape is controlled by the eigenvalues and orientation is governed by the eigenvectors. Other associated scalar values are
mapped to remaining parameters like color, texture, etc. Various glyph based tensor visualization techniques are summarized in the Table 2.1 [37]. Two glyph design techniques
from the Table 2.1 are discussed in detail to provide the idea about the underlying process
of mapping a tensor into a glyph.
Lamé’s stress ellipsoid: These are the ﬁrst glyphs used to visualize stress tensors.
In this approach, stress components are combined into 3x3 matrix and decomposed into
eigenvalues and eigenvectors. Eigenvalues represent the principal stresses and eigenvectors represent the direction. The major, medium, and minor axes of the Lamé ellipsoid
represents the largest, intermediate, and smallest magnitude of the eigenvalues and an orientation of this ellipsoid is represented by eigenvectors.
Haber glyph [20] : Haber glyph highlights one eigenvector (direction) over the others
by using the shapes of a elliptical disk and a rod to represent the direction associated with
the medium, minor, and major directions respectively. The rod represents the eigenvalue
and eigenvector by length and orientation of the principal stress. The Haber glyph has
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been effectively used in the study of principle directions of stresses in geomechanics and
dynamic fracture.
Ellipsoidal and quadric shapes have been the most frequently used glyph shapes for
tensor data depiction. Superquadrics are another possible shape. Smooth superquadric
parametric shape generation was ﬁrst introduced by A. Barr [2]. By using only a few
parameters, superquadrics can generate a wide variety of shapes. Speciﬁcally ellipsoids,
due to their free form deformation capability, have been used widely in the shape encoding,
segmentation and vision [31]; but they suffer from visual ambiguity due to its smooth
surface, as shown by Kindlmann [33]. Superquadric glyphs, introduced by Kindlmann
[36], are used to remove this ambiguity which uses two more control parameters to create
visually and perceptually unambiguous shapes. Superquadrics have been used widely
in DT-MRI analysis, as they are very effective in identifying anisotropic spread of the
MR diffusion tensor. Superquadric glyph geometry is enhanced at the edge depending
on the control parameters, and the shape is bounded between linear, planar, and spherical
geometry. Glyphs are very effective in conveying the detailed information of a speciﬁc
point, but suffer from visual clutter and visual ambiguity in granular topologies. Thus,
effective tensor glyph packing is also an active area of research.
DT-MRI has been an active area of tensor visualization research, due to the need for
performing diagnosis of internal neural structures. DTI measurements of the brain exploit
the fact that the neural network of the ﬁbres has a characteristic microstructure that constrains the water molecules within it. The direction of the fastest diffusion is aligned with
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ﬁber orientation in a pattern that is numerically modeled, using diffusion tensor. The major focus of DT-MRI visualization has been to identify critical aspects of the tensor data
[21, 35].
Westin et al. [67] ﬁrst presented the DT-MRI anisotropy metric for the sorted eigenvalues, λ1 ≥ λ2 ≥ λ3 , which described with the certainty (c) with which the tensor is linear,
planar or spherical. Such a classiﬁcation has been parameterized as below:
λ 1 − λ2
λ1 + λ2 + λ3
2(λ2 − λ3 )
cp =
λ1 + λ2 + λ3
3λ3
cs =
λ1 + λ 2 + λ 3
cl =

(2.1)
(2.2)
(2.3)

Metrics cl , cp , and cs are used to create a barycentric triangle. For all the intermediate values in the triangle, the tensor shape smoothly changes between linear, planar, and spherical
shape. Various combinations of the normalized and individual values have been used for
anisotropic tensor data visualization. This is the most widely used technique in DT-MRI
visualization.
Laidlaw et al. [39], inspired by 2D painting techniques, adopted concepts like canvas, stokes, overlay, transparencies, and underlays for generating tensor images. Multiple
layering and transparencies were used to capture the multiple dimensions of the tensor
ﬁeld. Other variations like illuminated streamlines [43, 81] and tensor splats have been
used for tensor visualization. Benger et al. [3] used splats for generating nearly perfect
glyphs in realtime. In order to generate perceptually corrected cluster of glyphs, Gumhold
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[18] used ray-tracing with depth correction on GPUs for creating ellipsoids interactively.
The GPU-based particle tracing approach has been used by Kruger et al. [38] for creating
stream lines, streamtubes, and ellipsoids in realtime for about half a million particles. Due
to high glyph density, it is able to represent the overall ﬂow and shape of the anatomy but
fails to visualize detailed information. Kindlmann et al. [34] used the volume rendering
approach to capture the details of the tensor ﬁelds. 3D kernel and address interpolation is
performed for computing diffusion values and barycentric-based opacity transfer functions
and lighting is used for mapping the values.

2.1.2 Topology Visualization Techniques
Hyperstreamlines were introduced by Delmarcelle and Hesselink in 1993 [10, 11]. In
this approach, a tensor ﬁeld is decomposed into three eigenvector ﬁelds and subsequently
uses vector ﬁeld visualization techniques. They generate a streamline from the major
eigenvector. The other two eigenvectors are used to encode the change in the cross section
along the streamline. The cross-section used is either an ellipse or a cross resulting in tube
or helix shapes. Generation of streamlines requires identiﬁcation of an initial seed point.
Instead of the global view, this approach urges the user to create a mental picture of what
is happening. Also, excessive seed point placement will create visual clutter, making the
visualization ineffective.
Tractography is used to represent curves of neural pathways which are hard to visualize
using glyphs. Streamlines and other derivatives are ideal for generating continuous tracts
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from the discrete tensor ﬁelds. Streamtubes and streamsurfaces [74] are used to visualize
ﬁber pathways in regions of linear anisotropy. Trajectories of the streamtubes follow the
major eigenvectors in the diffusion tensor ﬁeld and the cross-section represents medium
and minor eigenvalues; color encoding represents the magnitude of the linear anisotropy.
Streamsurfaces visualize regions of planar anisotropy by extending along the major and
medium eigenvectors with color mapped to the magnitude of planar anisotropy. Tractography provides great insight into neural pathways of the brain, but it is very sensitive to
noise. Hence, a small amount of noise can lead to signiﬁcantly different results.
Zhou et al. [79] visualized geostress tensors along oil well trajectories using a very
simple technique. It is used to visualize the spiral distribution of the geostress tensor
along a trajectory by creating elliptical planes using two eigenvectors, ignoring the vertical eigenvector. It differs from the hyperstreamline in that it does not integrate along the
curve. Direction and magnitude of the principal stresses are visualized using the hinged
surface created between the two major eigenvector lines. Jeremic et al. [32] have investigated various techniques such as hedgehogs, streamlines, and hyperstreamsurfaces for 3D
visualization of tensors in geomechanics.
HyperLIC [76] generates images similar to LIC [4] and is based on the hyperstreamline
approach. HyperLIC was introduced by Zheng and Pang in 2003 [76]. It is a multipass
approach for the visualization of anisotropic properties of a 2D or 3D tensor ﬁeld. In this
approach, primitives like squares and spheres are placed on the path of a hyperstreamline
and deformed according to the tensor ﬁeld. The resulting swept area identiﬁes the volume
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of the noise texture, which will contribute to the intensity of the pixel or voxel. HyperLIC
is computationally a very expensive, memory consuming algorithm. It is usually implemented in parallel and computation is performed one layer at a time.
3D tensor topology is efﬁcientively visualized by Zheng et al. [78], who demonstrated
that degenerate tensors usually form lines in their most basic conﬁgurations on the basis of
which further topological analysis can be performed. In order to analyze 3D topological
structures, 3D degenerate tensors are ﬁrst reduced to 2D, as 3D separating surfaces are
mostly 2D separatrices. This work intends to lay down a theoretical foundation for tensor
analysis and topology extraction; but they caution in performing analysis of the results,
since tensor topology is highly linked with the nature of data and identiﬁcation depends
on the interpretation.
Hotz et al. [27] visualized stress and strain tensor ﬁeld using metric based approach.
In the ﬁrst step, a tensor ﬁeld is interpreted as a distortion of a ﬂat metric with similar
topological structure and later the resulting metric is visualized using the texture based
approach. It creates a texture image by compositing three LIC images, generated by applying Fast LIC on a densely packed noise image and using each eigenvector as a probe.
This creates an image which has a fabric-like texture that is dense in regions of compression and sparse in regions of expansion. This is primarily a 2D approach, which fails to
visualize volume data.
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2.2 Defect Detection in Nematic Liquid Crystals
The study of topological defects in nematic liquid crystals is very important in many
physical systems, as crystal dislocation or topological defects have a great inﬂuence on
the physical properties. Continuum theory by Oseen and Frank provides the mathematical
description of the director ﬁeld around disclinations [46, 47]. Most of the existing defect
analysis is performed using histograms, 2D charts, and analysis of data acquired by optical
microscopy under polarized lights [6, 16]. Various studies in NLC analysis have shown
that in-depth study of topological defects requires various analytical and visualization tools
[22, 56, 64].
The study of defects is done using either the Q-tensor, the director (n) or the scalar
order parameter (S). The director represents the preferred orientation of a group of
molecules, and is represented by a vector, n. The scalar order parameter, S, represents
the orientation order of a liquid crystal, and is a statistical average of a molecule’s deviation from the director computed over a small collection of molecules (macro-molecule):
S=

1
h3 cos2 θ − 1i
2

Typical values of S range from 0.3 to 0.9 [8], depending on the temperature, where θ is an
angle between a molecular orientation and the director.
In NLCs, defect cores are deﬁned as the regions where the director’s gradient is very
high, and the local scalar order parameter deviates signiﬁcantly from the average value.
Defects occur as points (zero-dimensional), lines (one-dimensional), or walls (two-dimensional)
in three-dimensional nematic space. Among these, wall defects are not topologically sta-

19
ble; for example, a wall defect will degenerate into lower dimensional defects having low
molecular interaction energy [9].

2.2.1 Disclination Basics
A typical sample of nematic material does not have a director pointing in the same
direction at all points in the sample. It is common to ﬁnd the director in certain regions
pointing in one direction, while pointing in a different direction elsewhere. If there is overlap between these regions, then the director orientation changes abruptly. Such a change
exhibits discontinuity in an orientation proﬁle (i.e., it possesses a disrupted director ﬁeld
n(r)) and is classiﬁed as a defect. The study of these defects is very important in understanding the response of nematic material under different conditions or due to the presence
of external nanoparticles or biological molecules. Various experimental and computational
studies of nematic medium have conﬁrmed the existence of such defects [17, 40, 52, 58].
The term disclination was coined by the Frank [9] and comes from the Greek word
kline, meaning slope. The term is used to describe line defects, as a line represents a
discontinuity in the inclination of the director. Different studies have indicated that line
defects are most common, followed by point and plane defects [9, 61]. Disclinations are
further classiﬁed by the total angular change of the director in the plane perpendicular to
the disclination line. The total change of director orientation is deﬁned as 2πm, where m
is a strength of disclination (often called the Frank’s number) which can take the value of
0, ± 12 , ±1, ± 32 , ±2 . . . [9].
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Liquid crystal literature [8, 40, 52] classiﬁes major types of topological defects as
follows:
• Point defects or hedgehog defects
• Line defects or disclinations
• Satellite defects (occurs near single particles)
• Saturn ring defects
Existing study of topological defects is based on either scalar (S), vector (director, n) or
tensor (Q-tensor) parameter. Although S and n based study has been the prevalent mode
of analysis, Q-tensor based approaches promise to be a beneﬁcial alternative as the Qtensor ﬁeld does not contain any singularities. There have been various studies comparing
and contrasting vector and tensor based approaches for defect detection [1, 58, 80] which
studied the differences in reliability and accuracy of results, speed of computation and the
complexity of implementation between both approaches. Until now, vector based analysis
has been predominant over other approaches due to the presence of certain ambiguities
in Q-tensor based analysis and unavailability of tools and techniques for Q-tensor based
analysis.
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2.2.2 Scalar Order Parameter (S) Based Analysis
Order parameter analysis is performed on the angle that is made by a molecule with
respect to the director. In practice, instead of using θ directly, the function h 3 cos2 θ−1 i is
2

used. Since the cosine of 0◦ is 1, perfect orientation order causes this average to equal
1. In addition, in a liquid with no orientational order, the average of this function is 0.
The average of this function is called the order parameter of the liquid crystal. The order
parameter of the liquid crystal decreases as the temperature increases (Figure 2.1).
S-based analysis has been used to understand the defect structure in 2D and 3D ﬁelds,
using sectional cutting-views and isosurfacing. Figure 2.2 displays an S-based analysis
scenario for a complex protein molecule (IgG) situated near the boundary surface. The left
image shows the sectional cut-view of the entire domain area and the right image shows
the selective region (zoomed view). The right image is an isosurface visualization of the
speciﬁc S value along with the internal boundary surface (gray color) and the sectional
cut-view. The S value depends on the user’s choice, but normally it is a minimal value
located around the expected defect region; thus, validity of this method depends on the
user’s expertise and experience. Although isosurface generation depends on S value, it is
one of the most prominent defect analysis techniques. This method is currently used by
our collaborators for visual validation of our technique (details discussed in Chapter IV).
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Figure 2.1
Order parameter variation with transition temperature (Tc ) in NLC

Figure 2.2
Validation method: S-based analysis using FieldView
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2.2.3 Director (n) Based Analysis
One of the ﬁrst 3D disclination methods was introduced by Toyoki [62]; his approach
uses homotopy-based defect classiﬁcation to understand the evolution of disclinations over
time. Homotopy-based disclination classiﬁcation means that the path or loop traced by
the director in order parameter (S) space can be continuously deformed into a point or
a path joining diametrically opposite points as shown in Figure 2.3. Contractible and
noncontractible loops (PP’ in Figure 2.3) correspond to unstable and stable topological
defects respectively.
In Figure 2.3, PP’ is the path traced by directors over space. The left image shows
contractible or unstable topology. The right image shows an uncontractible or stable topological defect loop connecting opposite points P and P’ in uniaxial nematic order parameter
space RP2 (this is a half-spherical volume shape) [73]. Classiﬁcation of defects involves
marking each face of a cube in a lattice where the total angular rotation of the directors
calculated at each corner of a cell is approximately equal to 180◦ (π). Only the minimum
angle subtended between a pair of directors is considered, as the director is a headless vector (n and -n are equivalent). This technique was successfully used to study time evolution
of disclination lines in a structured nematic model.
Zapotoky et al. [73] later presented a defect detection algorithm and complete classiﬁcation scheme similar to Toyoki’s but focused on ﬁnding point defects in a two-dimensional
(thin slab) nematic substance. Multiple algorithms are used to detect different types of defects in both uniaxial and biaxial space. For each algorithm, defect detection involves
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computing the total angular rotation of the director by stepping around a set of 2x2 or 4x4
blocks as shown in Figure 2.4. A defect is classiﬁed as stable or unstable, depending on
whether the total rotation is an odd or even multiple of π.
Another similar technique was proposed by Hobdell and Windel [26] by extending Zapotoky’s approach to structured three dimensional grids. This extension involves repeating
the two dimensional approach along each coordinate axis so that each face of a collection
of cells is searched for disclinations and marked accordingly. Once all cells are classiﬁed,
marked cells are sorted to form continuous lines. Line direction is found by forming a
vector from one cell to its next cell (Figure 2.4). Multiple algorithms are used to detect
defects of different strengths; for example, detecting whether the director changes its orientation by 180◦ or 360◦ . Furthermore, differentiation of identiﬁed lines is done by ﬁnding
the characteristic angle of the disclination α, the angle between the rotation vector Ω (the
vector around which director seems to rotate) and the disclination line L.
Figure 2.4 shows how cells formed by 2x2 blocks are checked using the algorithm
described by Zapotocky et al. [73] to ﬁnd disclinations. In the left image, the director is
shown as a nail with a rotation vector (Ω) pointing out of the paper [26]. The right image
shows defect line generation from the collection of identiﬁed nodes. Here nodes A, B and
C share a line direction indicated by L at node B.
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P

P P’

RP2

P’

Figure 2.3
Contractible and Uncontractible defect loop

Figure 2.4
Disclination detection algorithm by Zapotocky et al.
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Disclination Annihilation: Detailed discussion on the annihilation of two disclination
lines arising due to dynamic interaction between suspended particles and defects in an
NLC is discussed by Grollau et al. [16]. They studied simulations in 2D and 3D by using
a time-dependent evolution equation on the symmetric traceless tensor order parameter.
3D simulations suggest that a spherical particle between two disclination lines can be
surrounded by a Saturn ring and suggest that dynamic behavior of disclination lines could
be used to report the structure of a defect around a particle. A dynamic model is built using
the Q-tensor theory. In numerical procedures, defect positions are located by looking for
the minimum value of the nematic scalar order parameter. Visual analysis uses a hedgehog
plot of directors by projecting the vectors onto the xy plane and using a gray colormap of
the scalar order parameter. Such 2D plots are effective in conveying local information at
the selected plane.
In the area of computer simulation modeling, Fukuda et al. [29, 30] showed beneﬁts of
computational precision through the use of an adaptive mesh reﬁnement topology. They
were ﬁrst to study defect structure around a spherical particle using an adaptive mesh
reﬁnement approach. Until then, all the analysis had been done using a regular grid structure. Regular grid structures cause simulation errors, as there exists a large difference
in the length between the external body and the liquid crystal molecules. The adaptive
grid approach provides the required resolution at the defect core region. Due to the ﬁne
mesh reﬁnement up to the order of 10−3 × R0 , (R0 is a particle radius), they were able
to show that hedgehog defects are made up of small rings, rather than a point as argued
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previously by both experimental and theoretical studies. Our collaborators are exploring
unstructured grid space for generating computationally stable solutions in the presence of
complex molecular structures.
In contrast to performing defect visualization in simulated datasets, Sparavigna et al.
[59] developed an image based approach for analyzing polarized light microscopy data
via Oriented LIC and streamline techniques. The defect pattern is detected by performing 2D analysis of the director ﬁeld near defects in the acquired images. This technique
highlights the defect pattern but fails to provide any local orientation or defect structure
information. Recently, Slavin et al. [56] used visualization techniques such as streamlines
[11], streamtubes, and ellipsoids for NLC visualization in a virtual environment (CAVE).
Various immersive and interactive techniques helped in reducing visual clutter to a certain
extent, but the use of streamline introduces sampling and placement issues. Streamlines
are generated using anisotropic metrics. However, they anticipated better results using
Westin’s metrics [67]. They have noted that although virtual reality was a good environment for molecular exploration, it showed limitations in displaying clear structures and
patterns in the context of nematic topological defects [56]. Sameep et al. [44] have studied
defect structures occurring in regular silicon lattice using isosurfacing, volume rendering
and classiﬁcation based upon atomic bond angle (local operators). They demonstrated that
their local operator based method is simpler and as effective as other approaches based on
their analysis of the regular lattice grid of size 112x112x112.
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Aside from existing NLC research, we would like to clarify that research techniques
developed for the detection of crest or valley lines [42, 49, 71] or simpliﬁcation of vector
ﬁeld topology [63, 69] are not well-suited for our problem. Detecting crest lines or ridges
involves the study of surface normals and derivatives for estimating line curvature on the
model surface. In contrast, defect detection requires extraction of defect or fracture lines
(disclinations) embedded in 3D models. The study of ﬂow ﬁeld topology involves analysis
of critical points (positions in a vector ﬁeld where ﬁeld magnitude is zero), but disclinations are not based on critical points. Defect cores in NLCs are deﬁned on the basis of the
director change around it. In fact, Q-tensor based defect analysis is the study of a tensor
representation of n and S; this Q-tensor does not possess any critical points [1, 58].
All of the techniques discussed above have certain limitations which make them unsuitable for our problem. These techniques either solve the problem in a low dimension
space or rely on a user for visual detection. Moreover, there does not exist any known technique for higher precision 3D unstructured data. As evident, vector (n) based approaches
are the most predominant approach; our algorithm (Chapter IV) is also based upon the
change in the director ﬁeld, derived from the Q-tensor.

2.3 Unstructured Grid Visualization
It is challenging to adapt any existing algorithm to unstructured grids. Due to the
nature of unstructured grids spatial and neighboring information needs to be extracted
from the connectivity information as there is no linear relationship between neighboring
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nodes. Thus, the majority of algorithms developed for structured grids do not work for
an unstructured grids. Our contribution is in developing a solution for an unstructured
environment.

CHAPTER III
NLC TENSOR GLYPH
This chapter introduces a glyph-based method for visualizing the NLC’s tensor order parameter (Q-tensor). Unlike previous approaches, the proposed method is based on
physical characteristic —uniaxiality, biaxiality and orientation, instead of adding offsets
to eigenvalues. The proposed metrics, combined with a set of superellipsoid shapes, are
used to communicate the strength of the crystal’s uniaxial alignment and amount of biaxiality. This work demonstrates a particular approach to solving the symmetric, traceless
tensor visualization problem studied in context of NLCs.

3.1 Introduction
Tensor visualization aims to depict inherent spatial information contained within a
tensor. Unlike scalar and vector visualization, tensor visualization must use volumetric
(as opposed to point- or line-based) primitives in order to communicate its meaning. A
Q-tensor is a real symmetric traceless tensor; hence, the tradiational approach suitable
for positive deﬁnite tensors can not be used. Traditionally, researchers have used an offset based approach for Q-tensor visualization, which results in sometimes ambiguous or
misleading interpretations. We have addressed this shortcoming by introducing a glyph
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parameterization based upon physically-motivated metrics of the tensor. Thus, the glyphs
graphically encode the features of interest in a NLC system.
This approach has beneﬁted liquid crystal researchers in visual analysis, speciﬁcally in
understanding strong biaxial (possible areas of defects) regions in 3D unstructured meshes.
Such an understanding of defect structures is critical for biosensor design and modeling.
As outlined in Section 3.2, NLCs exhibit certain types of symmetry depending on the
orientational order; the chosen glyphs reﬂect this symmetry. Previous approaches such as
ellipsoidal or cylindrical glyphs do not display this symmetry. Our approach, discussed
in Sections 3.3 and 3.4, demonstrates the beneﬁt of using our metrics over existing offset
based approaches.

(a) Uniaxial

(b) Biaxial
Figure 3.1

Major alignments of NLC molecules.
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3.2 Nematic Liquid Crystal Alignment
In NLCs, the molecules do not favor any particular position within a crystalline lattice;
however, they do favor alignment with preferred directions throughout the material. Thus,
over any small region in the material, the molecules have a random distribution in space,
but possess an overall average orientation. This average orientation is the called director
n. The change of the director over space and time is a chief feature of interest for liquid
crystal studies. These molecules have either one axis of rotational symmetry (uniaxial)
or two axis of reﬂective symmetry (biaxial), which are best visualized by a cylinder or
rectangular box, respectively.
Since NLC molecules have a primary axis, the alignment of this axis with the director
(statistical average, S) is an important physical property. S varies from 1, when all the
molecules align with the director (n), to − 12 , if the molecules are aligned primarily in
the plane orthogonal to n. In the isotropic state, the molecules are randomly oriented,
hcos2 θi =

1
3

in the spherical region, and S will be 0 [46]. Physically, systems with

S < 0 are rare. A -S indicates that while the average orientation is along the director, the
molecules have signiﬁcant alignment with the perpendicular plane. Like the director, the
change of S over space and time is an important feature.
To simulate the behavior of NLC systems, an alignment tensor approach is common;
the names tensor order parameter and Q-tensor are also used. The dynamics for the
evolution of an NLC system typically depend on the Q tensor directly; thus, modeling
the tensor is sufﬁcient to describe the system. In NLC simulations (Section 1.6), the Q-
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tensor is computed by solving a partial differential equation over time. Other required
variables like the director (n), scalar-order parameter (S), and others are derived from
eigenanalysis of a Q-tensor.Assuming the eigenvalues λ1 , λ2 , λ3 of Q are sorted such that
|λ1 | ≥ |λ2 | ≥ |λ3 |, then in the eigenvector frame Q is represented as:
⎡
⎤ ⎡
⎤
2
⎢ 3S
⎢
⎢
⎢
[Q] = ⎢
− 13 S
⎢
⎣

− 13 S

⎥ ⎢ λ1
⎥ ⎢
⎥ ⎢
⎥ ⎢
λ2
⎥=⎢
⎥ ⎢
⎦ ⎣

λ3

⎥
⎥
⎥
⎥
⎥
⎥
⎦

In addition, the eigenvector v1 corresponding to λ1 is the overall director n represented
in the lab frame (the frame of the simulation). However, this Q representation is only
valid when the collection of NLC molecules described by the tensor are in a uniaxial
arrangement (i.e., when λ2 = λ3 and thus there is no preferred second axis of symmetry).
In general, the Q tensor will exhibit some amount of biaxality; this can be modeled as the
amount of divergence b from the uniaxial tensor [41]:
⎡
2
⎢ 3S
⎢
⎢
⎢
[Q] = ⎢
− 13 S − bs
⎢
⎣

− 13 S + bs

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

(3.1)

where bs = sgn(S)b. This measure of biaxality has a physical meaning; it corresponds
to the strength of the biaxial terms from the spherical decomposition of the probability
density functions of the NLC crystal ordering [41, 72].
The traceless nature of the Q tensor has some signiﬁcant consequences for the eigenanalysis of Q. First, sgn (λ1 ) = −sgn (λ2 ). This is a consequence of the fact that a
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traceless matrix’s eigenvalues must sum to zero. Similarly, the sign of λ1 determines the
sign of S. Thus, when λ1 = −λ2 (and by extension, λ3 = 0), the order parameter is
ambiguous—a slight change in one value causes the system to switch from positive to
negative S. We call these cases neutral biaxial since the scalar order parameter’s sign is
ambiguous; by extension, positive unaxial/biaxial and negative uniaxial/biaxial arrangements or tensors occur when S is positive or negative respectively. When λ 1 = λ2 = 0,
the alignment is instead isotropic; unlike the previous cases, S is well deﬁned and equal
to zero. This transition from positive to negative alignment, along with the amount of Q’s
biaxiality, will be used to parameterize our tensor glyphs.

3.3 NLC Tensor Glyphs
The previous section introduced three salient properties of the NLC system namely (as
follows):
• The uniaxial director n
• The uniaxial scalar order parameter S
• The biaxial divergence parameter b
Each of these are derived from the eigenanalysis of the alignment tensor Q. Visualization
of the Q tensor ﬁeld should visually encode each of these three properties. Previously, the
three major methods for depicting NLC tensor information used cylindrical [1], box [58],
or ellipsoidal [15] glyphs. These methods echo approaches from other tensor visualization
tasks, such as DT-MRI visualization (for an overview, refer to Zhang et al. [75]). While

35
each method can successfully depict a portion of the salient tensor information, they have
their limitations as well:
• Cylindrical glyphs are ideal for uniaxial arrangements; their azimuthal axial symmetry is the same as that for a nematic molecule. However, since the non-azimuthal
axes have equal magnitude, they are inappropriate for biaxial arrangements.
• Box glyphs are well suited for biaxial alignments. They posses reﬂective symmetry
without rotational symmetry, and each axis may take on a separate length. However,
this lack of rotational symmetry makes them inappropriate for uniaxial regions.
• Ellipsoidal glyphs address both these issues; they exhibit axial rotational symmetry
at one extreme and reﬂective symmetry at another. As previously shown [36], they
are visually ambiguous—different view projections of the same ellipsoid produce
glyphs that are indistinguishable from glyphs of a different tensor.
Unlike the previous shapes, superellipsoids possess the capabilities to distinguish the
two separate types of symmetry needed for NLC arrangements without ambiguity. They
are the glyphs used in this work.
Superquadrics, introduced by A. Barr [2], are higher-order quadric surfaces with continuous, controllable shapes. Superellipsoids, like other superquadrics, use the shape parameters α, β:
⎡

cosαs

θ cosβs

φ
⎢
⎢
⎢
⎢ sinα θ cosβ φ
e (θ, φ) = ⎢
s
s
⎢
⎣
sinβs φ

⎤

⎥
⎥
⎥ −π ≤ θ ≤ π
⎥
⎥
⎥ −π ≤ φ ≤ π
⎦ 2
2

(3.2)

where xys = sgn(x)|x|y . Superquadrics have been used in multi-variate visualization [12],
in ﬂow visualization [13], and in DT-MRI visualization [36]. A signiﬁcant advantage
of superquadric glyphs is their ability to model data features perceptually. Experimental
studies have veriﬁed their discernability for feature encoding [54, 55]. Inspired by the
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work of Kindlmann for DT-MRI visualization [36], we have adopted superquadric-based
glyphs, particularly superellipsoid glyphs, for our approach. However, we utilize a different parameterization and collection of superellipsoids for two reasons. First, Kindlmann’s
shapes, based upon Westin’s shape characterizations from DT-MRI studies [67], are inappropriate for NLC systems. For example, they do not perceptually capture negative
uniaxial state. Secondly, Westin’s shape metrics cannot be directly applied since the Qtensor is traceless. While one could offset the three eigenvalues by a constant to make
them all positive—some multiple of the trace of Q2 is a common choice [58, 64]—this
does not preserve all the features of an NLC system (Figure 3.3). Section 3.4 discusses
this limitation in more detail.
Our parameterization is based upon two observations. First, a visual inspection of the
chart of α vs. β suggests several suitable shapes (Figure 3.2). The vertical α = 1 line is
particularly striking; it naturally encodes uniaxial arrangements. The shapes on this line
posses the correct axial symmetry, and the “pinching” that occurs for β > 1 corresponds
intuitively to the increasing distribution of molecules in the plane perpendicular to the director as S approaches − 12 . Secondly, as α approaches zero, the shape’s axial symmetry
decreases while reﬂective symmetry increases. This corresponds nicely to increasing biaxality in an NLC collection. Thus, relations between α and biaxiality and between β and
uniaxial order forms the basis of our glyphs.
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Figure 3.2
Superellipses: Shaded region represents the NLC alignment tensor space.
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(a) Positive biaxial NLC

(b) Negative biaxial NLC with incorrect director

(c) Negative biaxial NLC with correct director

(d) Rotated positive biaxial NLC
Figure 3.3
Visual Ambiguity: NLC Glyphs using offset (left three) and our method (right).

3.3.1 NLC Tensor Glyph Generation
The creation of an NLC tensor glyph is a ﬁve step process. We start with an alignment
tensor Q sampled at position x and its absolute magnitude sorted eigenvalues λ 1 , λ2 , λ3 .
These eigenvalues are known as the major, medium, and minor eigenvalues, respectively;
the corresponding eigenvectors v1 , v2 , v3 are the major eigenvector and so on. We can also
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derive n = v1 , S = 32 λ1 and b =

1
λ
2 1

+ λ3 from our equations for Q (Equation 3.1).1

Given these values, we ﬁrst determine the tensor’s shape characteristics, then calculate the
superellipsoid parameters, scale by the glyph scaling factors, and ﬁnally align the glyph
based upon the eigenframe. This section explains these steps.
Shape metrics are useful for identifying a tensor [67]; in our case, the shape is used
to induce a pair of barycentric coordinate systems over our superellipsoids (see the Appendix A for details). We deﬁne four shape metrics—µu+ is proportional to the strength of
positive uniaxial alignment, µu− is similarly deﬁned for negative alignment. µb measures
the amount of biaxiality, and µi measures how isotropic the collection is as following:
−3λ3 S ≥ 0
0
S<0
(
0
S≥0
=
6λ3 S < 0

µ u+ =
µu−

(

(3.3)
(3.4)
(3.5)

µb = 6b = |3λ1 + 6λ3 |
(
1 − 32 λ1 S ≥ 0
µi =
1 + 3λ1 S < 0

(3.6)

All the metrics vary between zero and one; a value of one in any metric means the collection’s shape is entirely characterized by that metric. For example, if µu+ = 1, the other
metrics are zero and the collection is purely positive uniaxial. The two barycentric spaces
using these measures are the positive alignment space described by (µu+ , 21 µb , µi ) and
the negative alignment space with coordinates (µu− , µb , µi ). Along the µu+ = µu− = 0
line (the border between these spaces), as µi decreases, µb and |S| also increases. Since
1

Numerically, ﬁnding b this way is more stable than the traditional b =
difference in λ2 and λ3 .

1
2 |λ2

− λ3 | due to the small
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λ1 = −λ2 on this border, the system is neutrally biaxial. Extreme glyph shapes in the
design metric are shown in Figure 3.4. Given barycentric shape coordinates, the tensor
shape can be deﬁned. We have two spaces of tensor shapes corresponding to the positive
and negative alignment spaces:
µu+ ≥ 0, µu− = 0 ⇒



α = (1 − µb )γb
β = (1 − µu+ )γu

µu+ = 0, µu− > 0 ⇒



α = (1 − µb )γb
β = 1 + 3µγuu−

(3.7)

This parameterization uses the α/biaxiality and β/uniaxiality correspondence discussed
previously. The positive alignment space is mapped to α × β ∈ [0, 1] × [0, 1], and the
negative alignment space is mapped to α × β ∈ [0, 1] × [1, 4]. These regions correspond
to the union of the shaded regions in Figure 3.2. Like Kindlmann, we use sharpness
parameters γb , γu to modulate the edge sharpness of the superellipsoid glyphs [36]. All
the images shown here are rendered with γb , γu equal to 1. Figure 3.5 shows the effect of
γb , γu on NLCGlyph shape.
The next step to generate a NLC tensor glyph is to determine the scale of the glyph.
Recall, we cannot use the eigenvalues directly due to the traceless nature of the tensor—
some eigenvalues will be negative or zero. Thus, we encode other properties of the NLC
system as the axes radii. Scale factors are determined such that the magnitude of the
axes orthogonal to the director increases as uniaxial order decreases. This represents the
increasing alignment with the orthogonal planes. In addition, the ratio of length of the
minor and medium axes decreases as biaxiality increases—more biaxiality means more
disparity in size:
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Figure 3.4
Glyph shapes at extremes of metric
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(a) γb = 0.5, γu = 1.0

(b) γb = 1.0, γu = 0.5

(a) γb = 1.0, γu = 1.0 (default)

(c) γb = γu = 2.0

(d) γb = γu = 3.0
Figure 3.5

Effect of shape control parameters – γb and γu on NLCGlyphs.
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µ u+ ≥ µ u−

µ u+ < µ u−

⎧
⎪sx = smin + (smax − smin ) µi
⎨
⇒ sy = smin + (smax − smin ) (1 − µu+ )
⎪
⎩
sz = smax
⎧
�

1
⎪s
⎨ x = smin + (smax − smin ) 1 − 2 µb
⇒ sy = smax
⎪
⎩
sz = smax

(3.8)

(3.9)

Typical values of the minimum and maximum scaling factors smin , smax are 0.1 and
0.5 respectively. These produce shapes which ﬁt inside a unit cube. If the cell containing
a glyph is smaller/larger than a unit cube, the scaling factors can be chosen to ﬁt the glyph
into the chosen region. Note that these scaling factors are the same when µu+ = µu− = 0;
in that case, µi = 1 − 12 µb (see the Appendix A).
The orientation of the glyph is the last element to be determined. The eigenvectors v i
deﬁne the conversion from the eigenvector representation of Q to its representation in the
lab frame. This change-of-basis transform is (as following):


V (Q) = sgn (v2 · v1 ) v3 v2 v1


= l m n


(3.10)

This alignment is chosen such that
• The director n/major eigenvector v1 aligns with the major axis of the superellipsoid
ẑ
• The medium eigenvector aligns with the second largest scaling factor. The axis
encodes the increase in biaxiality.
• The minor eigenvector aligns with the smallest scaling factor. In addition, a righthanded coordinated frame is ensured.
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This alignment is analogous to the system for positive deﬁnite tensors. The ﬁnal tensor
glyph parameterization is (via equations 3.2–3.10):
e0 (Q, x, θ, φ) = V (Q) S (Q) e (θ, φ, α (Q) , β (Q)) + x
⎡
⎤⎡
⎤
⎢sx
⎢
⎢
= l m n ⎢
sy
⎢
⎢
⎣


⎥ ⎢cosα θ cossβ φ⎥
⎥⎢ s
⎥
⎥⎢
⎥
⎥ ⎢ sinα θ cosβ φ ⎥ + x
⎥⎢ s
s ⎥
⎥⎢
⎥
⎦⎣
⎦
β
sins φ
sz

(3.11)

Figure 3.6 illustrates the glyph design space corresponding to the Figure 3.2. As designed,
there is a smooth transition between purely aligned arrangements (Figure 3.2: left part)
towards biaxial arrangements (Figure 3.2: right part); as biaxiality increases, the minor
and medium scaling factors diverge as well. The direction of the director is clearly encoded. Finally, positive and negative alignment is distinguished by the aforementioned
“pinching” in the plane orthogonal to the director. The effectiveness of these glyphs will
be demonstrated in the next section.

3.4 Examples and Discussion
For our examples, we utilize an unstructured grid based NLC simulation composing of
two spheres in an NLC medium [70]. Due to the presences of the spheres, discontinuities
in the director alignment occurs—what starts out in a unixial alignment will diverge into
both positive and negative biaxial cases. Our ﬁrst example (Figure 3.7) provides both an
overview and close-up of two methods: An ellipsoid-tensor based approach that offsets
the eigenvalues by a ﬁxed value [64], and our approach.
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Figure 3.6
NLCGlyphs: Uniaxiality increases vertically; biaxiality increases left-to-right.

46

Figure 3.7
Comparison of an eigenvalue-offset approach (top) to our approach (bottom).
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Both methods present an effective high-level overview of the tensor ﬁeld. The offset
approach appears more dense due to the large offset used—a normalization of the ellipsoid
axes to ﬁt within a unit cube would equalize the glyphs used in the approaches. It is
in the detail window that the differences between the techniques become apparent. In
the ellipsoid view, a convergence in the director ﬁeld is visible. However, beyond this
convergence, little additional information is present. In our approach, the convergence
can still be inferred from the change in glyph direction. More importantly, the strong
difference in shape pre-attentively communicates the presence of an important feature [66].
The glyphs indicate that several positive biaxial cases and at least two negative biaxial
arrangements exist near the center of the region. The presence of these negative alignments
cannot be gleaned from the offset-based approach.
Figure 3.3 further illustrates the issues with offset-based approaches for traceless tensor
visualization. After applying an offset, it may no longer be the case that |λ 01 | > |λ02 |. If the
major eigenvalue was originally negative, it becomes the smallest of the new values when
positive. If one naively extracts the director from this new system, an incorrect choice
is made—the largest modiﬁed eigenvalue is not the largest in absolute magnitude within
the original system (Figure 3.3b). Even if the correct director is extracted (Figure 3.3c),
the inappropriateness (for cylindrical) or rotational ambiguity (for box and ellipsoid) of
the glyph is still present. This ambiguity has been noticed in liquid cyrstal physics [58]
and in general tensor visualization [36]. Our approach avoids these issues by using a
distinguishable glyph based upon the system’s physics.
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(a) Cylinders

(b) Boxes

(c) Ellipsoids

(d) Super-ellipsoids
Figure 3.8

Various tensor glyphs based-upon our shape metrics.
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Our last example uses the metrics and scale factors deﬁned by Equations 3.3–3.6, 3.8
and 3.9, but applies it to four different glyphs shapes—cylinders, boxes, ellipses, and our
superquadrics (Figure 3.8). Note that only the superquadrics can utilize the α and β parameterization to modify shape, the other glyphs can only use their scaling to communicate the
NLC characteristics. The “sharpness” of the cylindrical and box representations quickly
draw the eye; however, they convey little additional information beyond the existence of
signiﬁcant biaxiality in the viewed region. The ellipsoid representation also fails to communicate more than the presence of biaxiality. Only our approach, which used the shape
and the shape’s relative scales to communicate information, clearly shows the negative
biaxiality region present at the center of the simulation.

3.5 User Feedback
The examples discussed in this chapter are based upon the NLC simulation data as
discussed in the Section 1.6. The unstructured grid tensor data displayed has 37,135 nodes;
a glyph is generated for each node and stored in a display list. Depending on the resolution
of the glyph used (i.e., the number of θ and φ divisions in Equation 3.11), the initial
pre-processing time for data parsing, loading and glyph generation varies between 32–64
seconds. The system allows interactive viewing of the data with rates of 10 frames per
second. All timings were performed on a 3.6 GHz Pentium 4 with 1 GB main memory
and an NVidia 6800 Ultra GPU with 256 MB video memory under Windows XP SP2. If
performance becomes a concern, such as when the size or density of the grid increases, the
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number of displayed glyphs could be decreased (e.g., only glyphs with strong biaxiality
could be shown). Alternatively, a canonical sampling of the tensor shape space could be
performed; tensors with barycentric shape coordinates within a threshold would use the
corresponding pre-stored glyph.
Our collaborators found several beneﬁts of our work. Before using our method, they
used one of two approaches to depict the alignment data. To visualize the director ﬁeld, a
“hedge-hog” oriented line was used. Strength of the scalar order parameter or biaxiality
was depicted via an isosurface. They found the tensor version succinctly and quickly communicated all three features simultaneously. The direction of the glyph was self-evident
and the perceptually distinct shapes effectively encoded S and b’s relative strengths. For
their primary task, ﬁnding defects in the nematic medium—which predominantly occur
in areas of high biaxiality—the change in symmetry cues over a region effectively highlight defects (Figure 3.7, bottom). Such change in shape is less perceptible with the other
glyphs. They also found that the shapes assisted in the perception of depth, especially
compared to their previous analysis. Finally, since the glyphs have no inherent color or
texture, these channels can be used to communicate other information of interest to them,
such as redundantly encoding biaxial strength via color. Our collaborators feel that the
system will have signiﬁcant positive impact on their work.

51
3.6 Conclusions
We have introduced a collection of physically-motivated, barycentric metrics to deﬁne
a superellipsoid parameterization for nematic liquid crystal alignment tensors. Through
use of these metrics, the salient properties of the NLC system are graphically encoded in
a perceptually and mathematically continuous manner. Our contributions demonstrate an
approach to visualizing symmetric, traceless tensors without the need to artiﬁcially modify
the tensor’s eigen-representation. Unlike the offset method, our approach does not distort
the features of interest.

CHAPTER IV
AUTOMATIC DEFECT DETECTION
This chapter introduces and discusses the new defect detection technique proposed for
visualizing defects in 3D unstructured models. Figure 4.1 compares our defect detection
algorithm with an existing approach, where the left image shows the nodes detected by
our algorithm and blue color region in the right image shows the defect region identiﬁed
using an existing approach.

Figure 4.1
Visual comparison of defect detection algorithm
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This chapter presents a new technique for automatic detection and visualization of defects in unstructured models of NLCs. We developed this approach to identify topological
defects or disclinations that are created by the presence of external molecules like a virus
or protein in a nematic medium of a biosensor. Our technique identiﬁes the defect core
by measuring the total angular change of directors (representing preferred orientation of
a macro-molecular structure) by traversing the neighboring nodes in a nearest-neighbor
path. Defects identiﬁed using our technique have a strong correlation with actual defects
identiﬁed by an expert. In addition, the proposed algorithm can also identify defects for a
regular structured grid without any modiﬁcation.

4.1 Introduction
Our proposed technique uses director based analysis; validation is done using scalar
order (S) and director (n) based analysis conducted by experts. Our technique uses the
measure of director change around a node for classiﬁcation. This technique addresses the
previously unsolved problem of defect detection in 3D unstructured grids. In our analysis,
an unstructured grid is used to model the biosensor along with suspended particles of various shapes [70]. Our proposed method produces effective and less cluttered visualization
by detecting only defective nodes. In addition, it ﬁnds regions missed by other methods,
such as isosurfacing. Algorithm details are discussed in the Section 4.2 and algorithm effectiveness in presented in the Section 4.3. The application tool (Figure 4.6) developed on
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the basis of the proposed algorithm (Appendix B) has been successfully used by scientists
to explore defects in 3D unstructured models.

4.2 NLC Defect Detection on Unstructured Grid
For defect detection, our algorithm (Algorithm 1) visits each node of the input grid
and identiﬁes it as a defect based on the total director rotation and user supplied threshold
angles. Node identiﬁcation is a two step process. In the ﬁrst step, a node connectivity list
is built for the current node; in the second step, the total angular rotation of the director
(Θ) is computed by traversing each node of the sorted list. Visited nodes are classiﬁed
as a defect if the total angular rotation (Θ) is within the threshold limits. Threshold limits consist of user supplied minimum (α1 ) and maximum (α2 ) angles. Our collaborators
have used threshold values for indirect defect classiﬁcation or ﬁltering. Unstructured grid
based modeling of NLCs is a relatively new area of reseach with the current focus on
computational and simulation model veriﬁcation and validation.
The angular rotation of the director between two nodes is deﬁned by the minimum
angle between them. Since a director deﬁnes some preferred molecular alignment, we
make no distinction between the director’s direction (i.e., n and -n are equivalent). In
Figure 4.2, A and B denote two macro-molecular structures with associated directors. The
director rotation between A and B is computed by taking the dot product of two directors
and considering only the smaller angle (α2 in Figure 4.2). Here, the left image shows two
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molecules A and B with their director orientation and the right image shows computation
of minimum subtended angle (α2 ), using superimposed director (n) orientation.
Computing total angular rotation (Θ) requires node traversal in a certain order. Orderless traversal, based on only grid connectivity, would result in an incorrect Θ as shown in
Figure 4.3. Here, the node being classiﬁed (central node) is shown along with its neighbors. The total angular rotation of the director involves ordered traversal through all neighbors. The effect of unordered traversal and ordered traversal is shown by considering three
nodes a, b and c. In an ordered traversal (Figure 4.3: right-top), θ is computed for node
pairs (a, b) and (b, c) as θ = α + β. In the case of an unordered traversal, node pairs are
(a, c) and (b, c) resulting in θ = α + β (Figure 4.3: right-bottom). Here, θ is incorrect
0

0

0

0

and it is greater than θ which is a correct value for nodes A and B. Hence, it is critical
to deﬁne an ordering in 3D space when computing Θ, which we have deﬁned by using
nearest-neighbor-path (NNP) approach.

Figure 4.2
Computing minimum subtended angle, deviation(A, B)
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Figure 4.3
Importance of node sequence in connectivity

A nearest neighbor path (NNP) is a widely used approach in areas like data query, pattern matching, and searching [7, 25]. We have used an NNP to constrain and deﬁne our
node traversal order. Finding the NNP results in an ordered, nearly spiral path in the randomly scattered neighbors as shown in Figure 4.4. The Θ computation in 3D space is done
on this spiral path, since using a projection method [73] or random walk gives incorrect
results. Figure 4.4 shows the illustration of spiral winding with effectiveness of nearestneighbor-path (NNP) based sorting. The left image shows neighbor traversal without any
sorting. The right image shows neighbor traversal on NNP sorted nodes. Node position
and connectivity shown here are taken from an actual simulation data. Using the unsorted
sequence results in an incorrect identiﬁcation due to the higher random ﬂuctuations in
director deviation.
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Figure 4.4
Sorted vs. Unsorted winding with Nearest Neighbor Path (NNP) traversal.

Figure 4.5
NNP sorted sequence for basic geometries.
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To perform defect detection, we ﬁrst preprocess the input grid and generate node connectivity lists with NNP sorted neighbors. Most simulations read grid topology ﬁle and
generate multiple solution data ﬁles. Thus, we build the required NNP sorted neighbor list
(NNPList) in a preprocessing stage. The steps for building the NNPList involve reading
the grid topology ﬁle to build the node-to-node connectivity lists (N2NList). Then for
each node, we sort its neighbor list by using a greedy nearest neighbor path approach. In
greedy NNP, we ﬁrst create an empty NNP list and use the N2NList as an input list. In
the ﬁrst step, we insert the ﬁrst node from the N2NList into the NNPList; we continue inserting nodes from the N2NList which are closest to the last node inserted until no nodes
are left. NNP-based sorting creates an effective winding path for neighboring nodes for
tetrahedron-based grids.
After the preprocessing step is done, the solution data corresponding to the required
timestep is loaded. Then a defect list is generated by visiting each node and classifying
it on the basis of Θ and threshold angles. Complete pseudo algorithm details are listed in
an Appendix B. As shown in Figure 4.5, our approach performs similarly to the previous
approaches for 2D and 3D structured cases. Only the best possible sequence for basic
geometries is shown, but all other sequences result in required winded path as shown in
Section 4.4.1.
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Require: Valid and processed grid, associated data, and defect threshold angles
(min,max)
Ensure: List of defect nodes
for node ni of grid do
neighborSize = ni .size()
for ni = 0 to neighborSize do
totalAngle = totalAngle + deviation(ni , ni+1 )
end for
if totalAngle ∈ [min, max] then
Mark ni
Insert ni into defectList
end if
end for
return defectList
Algorithm 1: D ETECT D EFECT(ugrid, data, min, max)
4.3 Results and Verifcation
The NLC defect detection algorithm discussed in this paper has been implemented
in a prototype application. The application was developed using C++, OpenGL, HDF5
[48] and wxWidgets [57]. Testing was done using a Dell Dimension 8400 system with
a 3.2GHz processor, 1GB RAM, and an NVIDIA 6800 Ultra graphics card with 256MB
video memory. In simulation models, the orientation proﬁle of nematic material is described by a time-evolution equation simulating short and long-range elastic effects. The
simulation data was obtained by numerical integration of the Beris-Edwards formulation
on an unstructured grid model [70]. This data was generated by our collaborators (details
in Section 1.6).
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Figure 4.6
A snapshot of the defect detection tool.

Our NLC defect detection tool (NLCViz) has been developed as an object-oriented
and scalable 3D defect detection system. Figure 4.6 shows a snapshot of NLCViz. The
tool has proved useful to our collaborators in defect exploration and analysis. Users can
interactively visualize defect nodes with their associated director. Node connectivity and
model boundaries can also be displayed. The visual results presented here are shown
to demonstrate the correctness of our algorithm, and we expect that our approach would
beneﬁt the liquid crystal community in general by making defect dynamics studies in 3D
unstructured grid feasible and effective.
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4.4 Case Studies
We have selected three datasets, which show different types of NLC defects, and validate our algorithm by comparative analysis with traditional approaches. The different
datasets exhibit three key properties of our algorithm:
1. Ability to detect defects in structured space.
2. Ability to perform temporal defect analysis.
3. Ability to detect defects due to complex nanoparticles (e.g., a protein molecule).
Different datasets are used based upon the actual tasks performed by our collaborators,
who are studying an NLC based biosensor model. Comparison study of our algorithm with
existing approaches is done with visual veriﬁcation of defect regions. Currently, defect
structure analysis is performed by studying sectional views and isosurfaces. A sectional
view consists of a 2D cut-view of a grid, color coded with S; isosurface generation is
based on a speciﬁc S value selected from the defect region. Isosurface-based studies do
not show exact defect regions as the isosurface is for a very speciﬁc value of S. However,
isosurfaces do help in understanding probable defect shape and structure. Validation of an
expected defect region is done by biaxiality or S parameter analysis. In the case of our
algorithm, visual veriﬁcation has been done by our collaborators.

4.4.1 Structured Case: Cube
In order to demonstrate that our technique is applicable in structured domains, we
created a synthetic dataset of a cube model with a structured mesh. In this model, two
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disclination rings were created for algorithm validation. Figure 4.7 shows the images
created using FieldView [14] and our tool.The left-hand side image is created using FieldView, where the defect structure is shown as an isosurface (blue color) along with the
sectional slice from the y-z plane. The right-hand image shows results generated using our
algorithm, where the extracted region shows a close resemblance to the isosurface region.
Each extracted defect node is shown as a sphere along with its director.
This case demonstrates that it is possible to detect defect structures in a regular grid
structure. In fact, our proposed algorithm has potential to detect defects in any grid topology provided we can build the required node-to-node connectivity information from the
input grid deﬁnition. Furthermore, if we assume that the sectional view shown in the left
side of Figure 4.7 is 2D grid topology; then we can say that the nodes identiﬁed in the corresponding plane form the 2D defect region. Hence, we can assert that detecting defects
based on the director change is a robust and stable method, and is applicable in both 2D
and 3D structured grids.
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Figure 4.7
Case Study: Structured cube grid model.
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4.4.2 Unstructured Case: Disclination Annihilation
The dataset used for this study is similar to the one discussed by Grollau et al [17].
Our collaborators have used this dataset for comparison and validation of their unstructured grid based simulation model. In this study, two disclination lines are created at a
distance from a central sphere; the defects move slowly toward each other due to strong
attractive force and ﬁnally annihilate each other, creating a Saturn-ring type defect around
the sphere [17]. The computational model used in this study has been modeled with high
grid resolution, consisting of 72,000 volume tetrahedrons. Finer resolution has been used
near the sphere for more precise and stable numerical results.
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(a) Time step 100000.

(b) Time step 150000.

(c) Time step 200000.

(d) Time step 300000.
Figure 4.8

Case Study: Annihilation of disclination lines using FieldView.
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(a) Time step 100000

(b) Time step 150000

(c) Time step 200000

(d) Time step 300000
Figure 4.9

Case Study: Annihilation of disclination lines using our method.
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A comparison study shows that the defect regions (Figure 4.8) marked by our collaborators using an isosurface (S = 0.3456) has strong resemblance to the regions identiﬁed
by our algorithm (Figure 4.9). Figure 4.8 and 4.9 each depict four distinct timesteps from
the defect evolution sequence. In the ﬁrst timestep, two disclination lines are equidistant
from the sphere and a ring defect surrounds the sphere, both of which are clearly identiﬁed
with our algorithm (Figure 4.9a). In the second step, disclination lines move closer to each
other and the ring structure starts to change. This is clearly visible in Figure 4.9b, but not
so clearly in the reference image (Figure 4.8b). In the reference image, the correct defect
region is not the isosurface region but the darker region visible within it. This ambiguity is
introduced because an isosurface is created for a distinct S value and suffers from numerical precision issues. In our approach, defects are identiﬁed based on the director change
and hence are clearly identiﬁed. Observing Figure 4.8a & d, it can be seen that the ring
defect has undergone deformation, resulting a rotation of 90◦ around the y-axis.
Here, our algorithm is clearly able to differentiate and identify defect changes occurring in smaller regions, which are difﬁcult to differentiate using an isosurface-based
approach. This case demonstrates that our algorithm can successfully differentiate and
identify defect evolution over time.

4.4.3 Unstructured Case: A Protein Molecule
To validate the correctness of our algorithm for a complex geometry, our collaborators designed a protein molecule, IgG dataset with a very ﬁne mesh consisting of
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nearly 784,700 volume tetrahedrons (Section 1.6). Due to the complex shape of a protein molecule, it is not possible to study defect structure using only 2D sectional views as
was done for the symmetric models previously. In order to capture the defects around the
curves and valleys of a molecular surface, the volume near the protein surface has been
modeled with very ﬁne mesh resolution.
Figure 4.10 shows the defect region identiﬁed using FieldView based on S value analysis (left) and our method (right). The left image shows a transparent molecular surface
and isosurface (in blue) created using FieldView. The right image shows mesh along with
all defect nodes shown as spheres with associated director. Isosufacing creates discontinuous regions due to single S value, whereas our method detects regions not found via
isosurfacing. For this model, sectional views do not provide any relevant information and
isosurface extraction proved to be very difﬁcult task. A very small change in S will distort the region considerably. Our method does not suffer from this limitation. We can
identify all the lumps and curves visible in the isosurface and regions extracted by our
algorithm. Moreover, our approach is able to identify disjoint areas more easily than the
isosurface-based approach without facing any sampling and interpolation issues.
Comparative analysis of the above three case studies shows that our defect identiﬁcation method, based on the director change, is more stable and robust than isosurfacing
or other methods. In the presence of a complex surface, sectional views do not convey
complete information and creating correct isosurface from a speciﬁc S value is not always
an effective approach.
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Figure 4.10
Case Study: Unstructured Biomolecular Model.
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4.5 User Feedback
Our collaborators found the prototype to be very beneﬁcial in their analysis, particularly for the biosensor design work. In biosensor design, locating and understanding
defects is the most critical task. The commercial tools (FieldView and TecPlot) used by
our collaborators are not designed for performing defect extraction, identiﬁcation, and visualization; thus, it requires a lot more effort. Typically, signiﬁcant amount of time is
spent in defect detection workﬂow. Various activities are performed like dataset visualization using the “sweep feature” of FieldView, determining an S value for isosurfacing, and
creating 2D plots of various parameters. Our tool helped in focusing more on the analysis
work rather than on manipulating different parameters.
Our collaborators experienced a remarkable improvement in their research process by
the use of our tool, which resulted in reduced work-ﬂow complexity. This also made
the analysis process easier and directed the research effort towards the study of defect
dynamics, rather than ﬁnding those defects.

4.6 Conclusions
We have proposed a new approach for detecting NLC disclinations in unstructured
grids without performing sampling or simpliﬁcation of data. Our proposed approach identiﬁes the actual defect core and disclination without creating any visual clutter. Moreover,
this technique is based on existing research and identiﬁes defects in both structured and
unstructured grids.

CHAPTER V
CONCLUSIONS
This thesis has presented novel techniques for visualizing the Q-tensor and automatically detecting defects in NLCs. As mentioned in Chapter I, defect detection and analysis
in 3D unstructured meshes are very critical for modeling and understanding behavior of
NLCs. The proposed glyph parameterization metrics and defect detection algorithm are
the ﬁrst known techniques applied in the study of NLC defect dynamics for 3D unstructured mesh based simulation models.
In the form of the NLCGlyph, we have introduced a collection of physically-motivated,
barycentric metrics to deﬁne a superellipsoid parameterization for the Q-tensor. Through
use of these metrics, salient properties of the system are graphically encoded in a perceptually and mathematically continuous manner. Our contributions demonstrate an approach
to visualize symmetric, traceless tensors without the need to artiﬁcially modify the tensor’s
eigen-representation. Unlike previous offset-based methods, our approach does not distort
the features of interest.
A new algorithm is proposed for detecting defects in unstructured grids without performing sampling or simpliﬁcation of grid or data. The proposed approach identiﬁes actual
defect cores at the node level without creating any visual clutter. More over, this technique
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is based on existing research and identiﬁes defects in both structured and unstructured
grids.
Qualitative feedbacks from the researches have been positive and proposed approaches
have shown potential improvement in defect analysis, which is visually shown here by
comparing existing and proposed techniques for a complex biological macromolecular
model of IgG (Immunoglobulin G, an antibody) (Figure 5.1). Figure 5.1(a) illustrates the
grid complexity of the IgG model. Figure 5.1(b) visualizes a plot of S parameter at a
cut-section in a plane centered at model and perpendicular to x-axis. Figure 5.1(c) is an
isosurface of the S (0.27) parameter along with the boundary surface mesh. Figure 5.1(d)
visualizes defects detected by our algorithm, where defect cores are represented by colored
spheres, which exhibits close resemblance to the isosurface based approach. Figure 5.1(e)
visualizes the central thin slab of the model in the Q-tensor ﬁeld using NLCGlyphs, exhibiting perceptually distinct shapes near defect regions, which is apparent in the closeup
view of the “neck-region” shown in Figure 5.1(f).
This work provides important techniques for enhancing visual analysis via NLCGlyph
for the Q-tensor and automatic defect detection in 3D unstructured and structured grids.
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(a) Model topology

(b) S based analysis (cut-view)

(c) Isosurface for S = 0.27

(d) Automated defect detection

(e) NLCGlyph cut-view

(f) Zoomed central (neck) region
Figure 5.1

Comparative analysis of all techniques using IgG model.
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5.1 Future Work
As the proposed methods contribute a discrete set of approaches for solving a single
problem of defect detection, possible integration and extension along with an integrated
interface are natural areas for future work. Speciﬁc areas of future work are summarized
below:
1. Integration of the defect detection algorithm with Q-tensor based analysis and NLCGlyph.
2. Use of sampling in the NLCGlyph tensor space for computationally efﬁcient visualization.
3. Use of approaches that do not distinguish between positive and negative uniaxiality,
positive and negative biaxiality.
4. Exploration of color, texture, or other attributes of NLCGlyphs and thus extending
the visualized parameter space.
5. Design of a defect classiﬁcation scheme applicable to 3D unstructured topologies.
Finally, validation of the methods with physical behavior requires extensive testing
with various grid topologies and collaborations with experimental scientists; quantiﬁcation
of beneﬁts against established methods needs to be measured by performing controlled
user-studies.
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APPENDIX A
CONSTRUCTION OF THE BARYCENTRIC TENSOR GLYPH
SPACES
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Consider an alignment tensor in the eigenvector frame as deﬁned by Equation 3.1;
from the term for λ3 :
(
3 (b − λ3 )
S≥0
1
− S + b s = λ3 ⇒ S =
(A.1)
3
−3 (b + λ3 ) S < 0
Thus, there is a linear relationship between S, b, and the minor eigenvalue λ 3 . If S is kept
ﬁxed, then increasing the biaxiality brings λ3 closer to zero. If b is ﬁxed, then increasing
S drives λ3 away from zero.
If we split Equation A.1 into its positive and negative cases, add one to both sides to
the positive case, and utilize the metric deﬁnitions from Equations 3.3–3.6, the expression
becomes
1 + S = 1 + 3b − 3λ3
1 = 1 − S + 3b − 3λ3
1
= µ i + µ b + µ u+
2

S≥0
(A.2)

For the positive case, our metrics form only a portion of a cut-off barycentric triangle (Figure A.1). If we let µ0 = 12 µb = 3b and allow µ0 ∈ [0, 1], then the coordinates (µu− , µ0 , µi )
deﬁne a complete triangle. However, not all values within this triangle are physically
realizable—b is constrained. Given that maximum biaxiality occurs when λ3 = 0 and
λ1 = −λ2 (see Section 3.2), the possible maximum values for b are 13 when S = 1 and 16
when S = ± 12 (Equation A.1). If b > 16 , then we loose symmetry in the system—if we
change the negative eigenvalue λ2 slightly so that |λ2 + δ| > |λ1 |, we enter a physically
meaningless state since S < − 12 . Thus, b ∈ [0, 16 ]. This means points in our (µu− , µ0 , µi )
triangle are constrained such that µ0 ≤ 21 , the range of µb . Thus Figure A.1 is subdivided into the positive space (a portion of the (µu+ , µ0 , µi ) triangle where b ≤ 16 ), and the
negative alignment space spanned by (µu− , µb , µi ).
For the negative case of Equation A.1, if we add
1
1
+ S = − 3b − 3λ3
2
2
1
1
+ S + 3b + 3λ3 =
2
2
1
(µi + µb + µu− ) =
2
µ i + µ b + µ u− = 1

1
2

to both sides, it becomes:
S<0

(A.3)
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Figure A.1
Our barycentric tensor glyphs space (shaded region).
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Thus, the negative case deﬁnes a barycentric triangle with coordinates (µu− , µb , µi ). This
triangle aligns along its µu− = 0 edge with the µu+ = 0 edge of the positive case.

APPENDIX B
DEFECT DETECTION ALGORITHM
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This appendix outlines the detailed algorithm procedures for automatic defect detection in 3D unstructured grids. Input consists of grid structure deﬁned in UGRID ﬁle format
and solution ﬁles deﬁned in HDF5 format. These procedures have been implemented in
the NLCViz tool (Figure 4.6 in Section 4.3) developed using C++, OpenGL and wxWidgets and used for comparison analysis.
1:
2:
3:
4:
5:
6:
7:
8:
9:

grid = L OAD UGRID(ugridF ile)
tStep = Read valid time-step
while tStep is valid do
gridData = LoadHDF(tStep)
min, max = Read min and max angles
defectList = D ETECT D EFECT(grid, gridData, min, max)
Display(defectList)
tStep = Read valid time-step
end while
Algorithm 2:

MAIN(ugridF ile)

Require: Valid input UGRID ﬁle
Ensure: grid data containing node position and connectivity
1: if gridF ile is valid then
2:
grid.nodeList = Read node structures
3:
grid.volNodeList = Read volume grid
4:
grid.nodeConnList = Build Node-to-node connectivity
5:
for all ni in nodeList do
6:
sort nodeConnList[ni ] using Nearest-neighbor-path algorithm
7:
end for
8:
return grid
9: else
10:
return NULL
11: end if
Algorithm 3: L OAD UGRID(gridF ile)
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Require: Valid time step from solution
Ensure: S and n value from simulation solution for given timeStep
1: if timeStep is valid then
2:
Data.S = ReadScalarOrder(timeStep)
3:
Data.n = ReadDirector(timeStep)
4:
return Data
5: else
6:
return Error: Invalid time step
7: end if
Algorithm 4: L OAD HDF(timeStep)

1:
2:
3:
4:

angle = arccos(data[cur].n, data[next].n)
if angle > π2 then
angle = π − angle
end if
Algorithm 5: D EVIATION(cur, next)

APPENDIX C
TENSOR MATH BASICS
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This appendix will contain the method for computation of the eigen value and eigen
vector.
Q is a symmetric traceless matrix and written as
⎡
⎤
Qxx Qxy Qxz
Q = ⎣ Qyx Qyy Qyz ⎦
Qzx Qzy Qzz

Some functions of tensors, like trace tr() and determinant det(), are actually deﬁned in
terms of their standard matrix counterparts:
tr(Q) = tr([Q]) = Q11 + Q22 + Q33
Qxx Qxy Qxz
det(Q) = det([Q]) = Qyx Qyy Qyz
Qzx Qzy Qzz

(C.1)
(C.2)

C.1 Eigenvalue Computation
An eigenvalue of the a tensor Q is a scalar λ for which there is a nozero vector v
satisfying
Qv = λv ⇔ (λI − Q)v = 0
This means the tensor λI − D is singular, as is the matrix [λI − D]:
det([λI − Q]) = det(λI − [Q]) = 0

(C.3)

Equation C.3 deﬁnes a cubic polynomial equation, called the characteristics equation,
of matrix [Q]. Associated with the eigenvalue λ is a set of eigenvectors (vi ) for which Dv
= λv. The set of eigenvectors is a vector space, somtimes called eigenspace, because it is
closed under addition and scalar multiplication.
From linear algebra, we know a number of important properties of an arbitrary nxn
symmetric matrix M:
• M has n real eigenvalues and n orthogonal eigenvectors.
• M can be diagonalized as M = R ∧ R t R is an orthogonal matrix in which each
column is an eigenvector. ∧ is a diagonal matrix of eigenvalues.
• The dimension of the eigenspace associated with eigenvalue λ is equal to the multiplicity of λ as a root in the characterisitic equation.
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The determinant can be evaluated in any coordinate frame, such as the laboratory frame
(QL ) as below:
det(λI − Q)

=
=
=
+
−

det(λI − [Q]L )
−Qxz
λ − Qxx −Qxy
Qyz
−Qyx λ − Qyy
Qzx
Qzy
λ − Qzz

λ3 + (−Qxx − Qyy − Qzz )λ2
(Qxx Qyy + Qxx Qzz + Qyy Qzz − Q2xy − Q2xz − Q2yz )λ

2Qxy Qxz Qyz − Qxx Qyy Qzz + Q2xz Qyy + Qxx Q2yz + Q2xy Qzz

= λ3 − J1 λ2 + J2 λ − J3
J1 = Qxx + Qyy + Qzz
J2 = Qxx Qyy + Qxx Qzz + Qyy Qzz − Q2xy − Q2xz − Q2yz

(C.4)

J3 = 2Qxy Qxz Qyz − Qxx Qyy Qzz + Q2xz Qyy + Qxx Q2yz + Q2xy Qzz

Since the characterisitc polynomial is invariant, its coefﬁcients J1 , J2 , J3 are invariant.
These are the principal invariants of the tensor, which can be expressed in terms of the
trace and determinant as follows
J1 = tr(Q)
tr(Q)2 − tr(Q2 )
J2 =
2
J3 = det(Q)

(C.5)

Equation C.4 represents how the principal invariants are typically computed in practice, based on the matrix components of the tensor represented in the measured frame. The
relationship between the invariants Ji and the eigenvalues λi can be seen by computing the
characterisitc polynomial in the princiap frame.
det(λI − [Qe ) =

⇒ J1
J2
J3

=
=
=
=
=
=

0
0
λ − λ1
0
0
λ − λ2
0
0
λ − λ3
(λ − λ1 )(λ − λ2 )(λ − λ3 )
λ3 − (λ1 + λ2 + λ3 )λ2 + (λ1 λ2 + λ1 λ3 + λ2 λ3 )λ − (λ1 λ2 λ3 )
λ 3 − J 1 λ2 + J 2 λ2 − J 3
λ1 + λ 2 + λ 3
(C.6)
λ1 λ 2 + λ 1 λ 3 + λ 2 λ 3
λ1 λ 2 λ 3 .
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Another invariant useful for the determination of eigenvalues is the squared norm:
J4 = kQk2 = Q : Q = J12 − 2J2
2
2
= Qxx
+ 2Q2xy + 2Q2xz + Q2yy + 2Qyz
+ Q2zz
= λ21 + λ22 + λ23
More over any arithmetic combination of invariants is another invariant. The eigen
values of a tensor are invariant, and they are computed from some intermediate invariants
deﬁned in terms of Ji . Following is the standard formula for solving the cubic polynomial [33]:
Q=

J12 −3J2
9

R=

−9J1 J2 +27J3 +2J13
54

Θ=

1
3

=

J4 −J2
9

3J4 − J12
18
−5J1 J2 + 27J3 + 2J1 J4
=
54

=

cos−1 ( √R 3 )
Q

Finally the analytical formulae for the three eigenvalues are:
p
J1
λ1 =
+ 2 Q cos(Θ))
3
p
J1
2π
+ 2 Q cos(Θ −
)
λ2 =
3
3
p
J1
2π
+ 2 Q cos(Θ +
)
λ3 =
3
3

(C.7)
(C.8)
(C.9)

(C.10)

C.2 Eigenvector Calculation

Orientation of the glyph in the coordinate system is done using the set of three eigenvectors. Hence computation of the eigenvector is very vital in visualizing a tensor glyph.
The computation of the eigenvectors is done in the normal cartesian coordinate system
using the tensor as a matrix. From Equation C.10, we know the multiplicity of the eigenvalue as a root of the characteristic polynomial. If the multiplicity of eigenvalue λ is one,
then the matrix
⎡
⎤
Qxx − λ
Qxy
Qxz


Qyy − λ
Qyz ⎦ = l1 l2 l3
QL − λI = ⎣ Qxy
(C.11)
Qyz
Qzz − λ
Qxz
has rank two, and its column matrix vectors li span the two-dimensional column-space of
the matrix. Then, we calculate the pair wise cross-products of li , which we term as cross
vectors :
c 1 = l1 × l 2
c2 = l 1 × l 3
c3 = l 2 × l 3
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Theoretically, all the cross vectors ci are parallel, and are all eigenvectors associated
with eigenvalue λ. In order to compensate for the numerical precision, a better way to
calculate the eigen vector is to average the directions of the cross vectors. It might happen
that two cross vectors point to the opposite direction, so reliable way of correcting this is
to ﬁnd the longest cross vector cm , and change the sign of the other two ci so that ci .cm ≥
0. The average of the sign adjusted ci has proven to be accurate means of computing the
eigenvector. This computation has been conﬁrmed with the eigenvalue and eigenvector
computation in the Matlab.
The above algorithm for the computation of the eigenvector corresponding to greatest
eigenvalue can be summarized as below:
1. Compute the matrix: Q − λ1 I
2. Compute the cross vectors c1 , c2 and c3 . (Note ci is the cross product of two column.)
3. Find cm (highest cross-vector) and inverse the sign of other two cross-vectors ci ,
such that ci .cm ≥ 0.
4. Compute normalized average vector (e1 ) from cross-vectors c1 , c2 and c3 .
5. Final vector is the required eigenvector, e1 .

