Abstract-In this paper we investigate the relation between robustness of periodic orbits exhibited by systems with impulse effects and robustness of their corresponding Poincaré maps. In particular, we prove that input-to-state stability (ISS) of a periodic orbit under external excitation in both continuous and discrete time is equivalent to ISS of the corresponding 0-input fixed point of the associated forced Poincaré map. This result extends the classical Poincaré analysis for asymptotic stability of periodic solutions to establish orbital input-to-state stability of such solutions under external excitation. In our proof, we define the forced Poincaré map, and use it to construct ISS estimates for the periodic orbit in terms of ISS estimates of this map under mild assumptions on the input signals. As a consequence of the availability of these estimates, the equivalence between exponential stability (ES) of the fixed point of the 0-input (unforced) Poincaré map and ES of the corresponding orbit is recovered. The results can naturally be applied to continuoustime systems as well. Although our motivation for extending classical Poincaré analysis to address ISS stems from the need to design robust controllers for limit-cycle walking and running robots, the results are applicable to a much broader class of systems that exhibit periodic solutions.
I. INTRODUCTION
S YSTEMS with impulse effects (SIEs) are characterized by a set of ordinary differential equations (ODEs) and a discrete map that reinitializes the ODEs when the corresponding solution reaches a switching surface, possibly resulting in discontinuous evolution. These systems arise in a broad range of fields; a non-exhaustive list of examples includes impact mechanics [1] , modeling of population dynamics [2] , communication [3] , and legged robotics [4] ; a collection of methods for analyzing SIEs can be found in [5] .
In this paper, we study the stability properties of limit cycles exhibited by SIEs under persistent external excitation. Our interest in this specific class of systems arises from dynamically-stable legged robots, where periodic walking gaits are modeled as limit cycles of SIEs. This approach has been successful in generating asymptotically stable periodic gaits for bipedal robots through a variety of methods, including hybrid zero dynamics [6] , [7] , geometric control [8] , virtual holonomic constraints [9] , to name a few. Recent extensions of these methods resulted in generating continuums of limitcycle gaits for bipedal walkers [10] , [11] , and switching among them [12] - [14] , to enlarge the behavioral repertoire of these robots in order to accomplish tasks that require adaptability to typical human-centric environments [15] , and human (or robot) collaborators [16] . Practical use of these robots demands robustness to external disturbances, which has led many researchers-including the authors of the present paper-to analyze [17] - [19] and design [14] , [20] , [21] controllers that enhance the robustness of limit-cycle walking gaits. With this being our motivation, we develop in this paper a framework for rigorously analyzing the robustness of limit cycles, by relating orbital ISS for hybrid limit cycles of SIEs with the corresponding Poincaré map.
The ISS notion of stability has been widely used to study robustness in continuous [22] , discrete [23] , and hybrid [24] nonlinear systems. Intuitively, the state trajectories emanating in a neighborhood of an ISS equilibrium point remain bounded when the external inputs are bounded. In addition, when the inputs vanish, these trajectories converge back to the equilibrium. However, studying ISS of periodic orbits, as in the present paper, instead of equilibria poses a considerable challenge, which, in the case of SIEs, is exacerbated by the hybrid nature of the system. Examining the robustness of such hybrid orbits could be facilitated by studying a suitable sampled discrete system, termed the forced Poincaré map, that is, the map induced by the usual definition of the Poincaré map-see [25] for example-by incorporating the effects of external inputs in continuous and discrete time. However, to the best of the authors' knowledge, establishing the connection between the ISS of a 0-input fixed point of the forced Poincaré map and the ISS of the underlying periodic orbit has not been addressed in the relevant literature.
Indeed, numerous results exist that analyze the Poincaré map under external inputs without considering their effect on the limit cycle; see [26] , [27] for periodic inputs and [18] , [19] , [28] for inputs that are not necessarily periodic. On the other hand, results that relate the stability properties of a fixed point of a Poincaré map and the corresponding limit cycle are restricted to 0-input (unforced) systems; see [29, Theorem 6.4] for continuous systems and [30, Theorem 1] , [5, Theorem 13.1] , [31, Theorem 1] for systems with impulse effects. This gap in the relevant literature calls for the development of new tools that enable limit-cycle robustness analysis through the study of the corresponding forced Poincaré map. Offering such tools is at the core of this paper.
Specifically, the main result of this work is to prove that ISS of a periodic orbit exhibited by a SIE is equivalent to ISS of a 0-input fixed point of the corresponding forced Poincaré map. To achieve this, we consider ISS with respect to inputs that affect the continuous, as well as the discrete dynamics of the system. The continuous-time inputs belong to the space of continuous functions, which, equipped with the supremum norm, obtains the structure of an infinite-dimensional Banach space. As a consequence, the forced Poincaré map is a nonlinear functional defined over an infinite-dimensional function space, thus significantly extending prior work, which only considers finite dimensional disturbances; see [18] , [19] , [32] for example. In addition to establishing ISS in this general setting, the proof of the main result (Theorem 1) provides an explicit connection between the ISS estimates of the forced Poincaré map and those of the hybrid orbit. Furthermore, it is worth mentioning that the results of this paper generalize [31, Theorem 1] , which is widely used to establish equivalency of exponential stability (ES) between a hybrid limit cycle and the corresponding Poincaré map. Indeed, [31, Theorem 1] can be obtained as an immediate consequence of Theorem 1 of Section III below; see Corollary 1. Most important, Proposition 1 of Section III and Lemma 8 of Section V below complete crucial arguments that were omitted in the proof of [31, Theorem 1] .
Finally, our results can offer useful tools for rigorously analyzing robust controllers for limit cycles of SIEs. For example, the methods in [33] for robust control design for dynamically-walking bipeds based solely on the Poincaré map can be rigorously justified in an orbital setting using our results. As a final note, the results of this paper can naturally be applied to study ISS of limit cycles of continuoustime nonlinear systems under external excitation. Hence, their relevance extends beyond SIEs and dynamically-stable legged systems, and they can be used to analyze the stability of other biomimetic robots-including aerial robots with flapping wings [34] and robot snakes [35] -which realize locomotion through periodic forceful interactions with their environment.
The paper is organized as follows. Section II introduces the class of systems under study and develops the forced Poincaré map; Section III presents the main results of the paper; Section IV and V present the proofs for Proposition 1 and Theorem 1, respectively; and Section VI provides conclusions.
II. BACKGROUND
This section introduces the class of systems with impulse effects pertinent to this paper, and develops a forced Poincaré map suitable for studying periodic orbits of such systems under the influence of continuous and discrete inputs. We begin with a few notes on the notation used in the paper.
A. Notation
Let R and Z denote the sets of real and integer numbers, and R + and Z + the corresponding subsets that include the non-negative reals and integers, respectively. For any x ∈ R n , the euclidean norm is represented as x . An open ball of radius δ > 0 centered at x is denoted by B δ (x). The pointto-set distance of x from A ⊆ R n is defined as dist(x, A) := inf y∈A x − y and let P(A) represent the power set of A.
For any interval E ⊆ R let u : E → R p be a function that represents the continuous-time inputs. The norm of u is defined as u ∞ := sup t∈E u(t) . The set of continuoustime inputs we work with belong to U :
Discrete-time inputsv are defined as the sequencev :
With an abuse of notation we use · ∞ to denote the norm for both U and V. No ambiguity arises because the meaning of · ∞ depends on whether the argument is continuous or discrete.
A function α : R + → R + belongs to class K if it is continuous, strictly increasing, and α(0) = 0. A function β : R + × R + → R + belongs to class KL if it is continuous, β(·, t) belongs to K for any fixed t ≥ 0, β(s, ·) is strictly decreasing, and lim t→∞ β(s, t) = 0, for any fixed s ≥ 0.
B. Forced Systems With Impulse Effects
We are interested in studying the stability of periodic orbits exhibited by systems with impulse effects under externally applied inputs. These systems are characterized by alternating continuous and discrete phases. The evolution of the state x ∈ R n during the continuous phase is governed by an ordinary differential equationẋ
where the input u : R + → R p is an element of U defined in Section II-A and u(t) ∈ R p is its value. The vector field f in the right-hand side of (1) satisfies the following assumption A.1) f : R n × R p → R n is twice continuously differentiable 1 .
Let x(t) := ϕ(t, x(0), u) be the flow of (1) starting from the initial state x(0) and evolving under the influence of the input u. Local existence and uniqueness of this solution for a fixed u follows from [36, Theorem 3.1] based on assumption A.1 and the continuity of u as a function of t.
The continuous phase terminates when the flow reaches a set S ⊂ R n defined as
where it is assumed that A.2) S = ∅, the map H : R n → R is twice continuously differentiable, and for allx ∈ S, ∂H ∂x x = 0, i.e. S is a twice continuously differentiable embedded submanifold in R n with co-dimension 1.
For future use we define the sets S + := {x ∈ R n | H(x) > 0} and S − := {x ∈ R n | H(x) < 0}. The approach of the continuous solution to S initiates the discrete phase, which is governed by the equation
where x − , x + are the states right before and after impacting S, respectively, and v ∈ R q is a member of the discrete input v, which belongs in the set V defined in Section II-A. It is assumed that A.3) ∆ :
The switching surface S is in grey.
Putting together the dynamics of the continuous and discrete phases given by (1) and (3), the forced system with impulse effects takes the form
Let x * ∈ S and T * ∈ (0, ∞) such that the following hold.
A.4) dist(∆(x * , 0), S) > 0, and ∆(x * , 0) ∈ S + . Note that the choice of ∆(x * , 0) ∈ S + does not result in any loss of generality. Indeed, if ∆(
We further assume that O satisfies the following.
It follows from our assumptions that O is not a closed curve. Moreover, assumption A.7 ensures that the orbit is not tangential to S; see Fig. 1 for a geometric illustration. Let x(t) := ψ(t, x(0), u,v) be the hybrid flow of the system (4) for some initial state x(0), continuous input u, and discrete inputv. We assume that ψ is right-continuous at time instants when it approaches S; it is a matter of choice whether ψ is right-or left-continuous [5] , the results will hold regardless.
It can be observed from (4) that at any instant, the solution will either evolve according to (1) or (3) . This allows us to represent ψ as the flow of (1) which, on approaching S, is interrupted by the discrete map (3). Hence, the existence and uniqueness of ψ for a maximal time duration [0, t max (x(0), u,v)) follows from the existence and uniqueness of ϕ [36, Theorem 3.1] and the fact that ∆ is a welldefined map for x ∈ S and v ∈ R q . A more detailed discussion on the properties of ψ can be found in Appendix A.
C. Forced Poincaré Map
The Poincaré map is a common tool used for analyzing systems with periodic orbits. Given a Poincaré section-which is an embedded submanifold transversal to the orbit-the Poincaré map returns consecutive intersections of the system's flow with the Poincaré section. Here, we study the map which returns the intersection of the solution of (4) with S under the influence of the external inputs u andv. Consequently, it is natural to call this map the forced Poincaré map.
In Section II-B above, the existence and uniqueness of the solution of (1) has been established using [36, Theorem 3.1] by definingf (x, t) := f (x, u(t)). However, to develop the forced Poincaré map, it is important to be able to consider the forced solution ϕ(t, x(0), u) with u appearing as one of its arguments and interpreted as an infinite-dimensional member of the Banach space (U, · ∞ ); see Appendix A and [37] for more details. We only note here that, for notational convenience, we use the same symbol u to denote both the finite-dimensional values of the input function at given time instants and the infinite-dimensional interpretation of the input signal as a function in the Banach space (U, · ∞ ); the distinction will always be clear through the domain of definition of the corresponding map.
Let T I : S × U × R q → R + ∪ {∞} be the time-to-impact map defined as
which gives the time after which a solution of (4) starting at x ∈ S returns to S. Lemma 1 below establishes that the time-to-impact function T I is well defined and continuously differentiable in x, u and v. Note that the dependence of T I on u is to be understood with u interpreted as a function in (U, · ∞ ). It is shown in Appendix A that the assumption A.1 implies that ϕ(t, x(0), u) is continuously differentiable in u in the Fréchet sense, thus enabling the use of the implicit mapping theorem [37, Chapter XIV, Theorem 2.1], which is crucial in the proof of the lemma.
Lemma 1.
Let the time-to-impact map be as in (6) . Suppose that (4) satisfies assumptions A.1-A.7, then there exists a δ > 0 such that T I is continuously differentiable for any x ∈ B δ (x * ) ∩ S, u ∈ U with u ∞ < δ, and v ∈ B δ (0).
Proof. Before proceeding with the proof, note that even though the domain of T I is restricted to S × U × R q , T I is well-defined on R n × U × R q since ∆ and ϕ are well-defined maps for any x ∈ R n . Hence, we will consider this extended domain of T I in the proof, which follows from the implicit mapping theorem [37, Chapter XIV, Theorem 2.1].
LetH(t, x, u, v) := H • ϕ(t, ∆(x, v), u) where x ∈ R n , u ∈ U, and v ∈ R q . From Lemma 10 in Appendix A, we have that the flow ϕ is continuously differentiable in all its arguments in the Fréchet sense. Using this with assumption A.2 we have thatH is continuously differentiable. From assumption A.5 it follows thatH(T * , x * , 0, 0) = 0. Further, from assumption A.7 we have ∂H/∂t| (T * ,x * ,0,0) = 0. Next, noting that (R n × R q , · ) and (U, · ∞ ) are Banach spaces, we can use [37, Chapter XIV, Theorem 2.1] to establish the existence of a unique map T I (x, u, v) which satisfies H(T I (x, u, v), x, u, v) = 0 for a sufficiently small δ > 0 such that x ∈ B δ (x * ), u ∈ U with u ∞ < δ, and v ∈ B δ (0).
Additionally, sinceH(t, x, u, v) is continuously differentiable with respect to its arguments, so is T I (x, u, v). As this holds for any x ∈ B δ (x * ), it also holds for any x ∈ B δ (x * )∩S.
The forced Poincaré map P : S × U × R q → S is defined as
From Lemma 1 it follows that P is well-defined and continuously differentiable for any x ∈ B δ (x * ) ∩ S, u ∈ U with u ∞ < δ, and v ∈ B δ (0).
For k ∈ Z + , let t k be the time instant at which the (k+1)-th intersection of x(t) = ψ(t, x(0), u,v) with S occurs. Define u k (t) := u(t) for 2 t k ≤ t < t k+1 , and let v k be the k-th element of the sequence 3v . Then, the forced Poincaré map gives rise to a forced discrete dynamical system,
which captures the evolution of x(t) as it crosses S, i.e. each x k ∈ S corresponds to the (k + 1)-th intersection of x(t) and S. As x(t) is assumed to be right-continuous at impacts, we can define x k more formally as x k := lim t t k x(t). Let x * be as in assumption A.6, then x * is the 0-input fixed point of (7), i.e. x * = P (x * , 0, 0). For future use, we also defineT I (x, u) : S + × U → R + ∪ {∞} as the time-to-impact function for solutions of (1) starting from states in S + defined aŝ
It can be noted thatT I is continuously differentiable like T I which can be shown using a proof similar to that of Lemma 1. Finally, the following remark clarifies the relation between ψ, ϕ, and the sequence {x k } ∞ k=0 ; this will be important when proving the main result (see Theorem 1).
is the solution of (7) for the initial state x 0 = lim t t0 x(t) and the sequence of input functions {u k } ∞ k=0 are as defined above, then for all k ∈ Z + ,
where
2 The results of this paper hold even if u is discontinuous as long as each u k is continuous, in other words, u can be discontinuous at t k . 3 Note that
D. Pertinent Stability Definitions
Notions of orbital stability that will be studied in this paper are introduced here. We begin with local input-to-state stability (LISS) of the periodic orbit.
Definition 1a. The periodic orbit O of (4) is orbitally LISS if there exists a δ > 0, α 1 , α 2 ∈ K, and β ∈ KL such that x(t) := ψ(t,
Shrinking δ sufficiently in Definition 1a ensures that t max (x(0), u,v) → ∞ for all ensuing hybrid solutions. In the rest of the paper, we will restrict our attention to ψ that exists for all time, do not possess consecutive discrete jumps 4 , and do not exhibit Zeno 5 behavior; conditions to assure these are discussed in Proposition 2 which is relegated to Appendix A for maintaining focus on the primary development. Hence, we provide the following definition of LISS which will be the one that we will use in the paper.
Definition 1b. The periodic orbit O of (4) is orbitally LISS if there exists a δ > 0, α 1 , α 2 ∈ K, and β ∈ KL such that
for any x(0) ∈ S + with dist(x(0), O) < δ, u ∈ U with u ∞ < δ, andv ∈ V with v ∞ < δ.
Besides LISS, we will briefly consider local exponential stability (LES) of O.
Definition 2. The periodic orbit O of (4) is LES if there exists a δ > 0, N > 0, and ω > 0 such that
Noting that LES is a specialized case of LISS, we can use Proposition 2 of Appendix A and choose a sufficiently small δ that ensures the existence of LES solutions for all time; hence, in the definition above, we assume that t max (x(0), 0, 0) → ∞.
Besides orbital stability, we also present notions of stability for the discrete system (7).
Definition 3. The system (7) is LISS if there exists a δ > 0, α 1 , α 2 ∈ K, and β ∈ KL, such that for all k ∈ Z + ,
is satisfied for any x 0 ∈ S with x 0 − x * < δ, u ∈ U with u ∞ < δ, andv ∈ V with v ∞ < δ.
The 0-input fixed point of (7), i.e. x * , is LES in the absence of inputs if it satisfies the following definition.
Definition 4. The fixed point x * of (7) is LES if there exists a δ > 0, N > 0, and 0 < ρ < 1 such that for all k ∈ Z + ,
is satisfied for any x 0 ∈ S with x 0 − x * < δ.
III. MAIN RESULTS
In this section we present the main results of this paper. First, we introduce an important proposition on the geometric relation between O and S. This proposition allows us to express bounds on the orbital distance of any x ∈ S from O equivalently based on its euclidean distance from x * , and vice-versa. The importance of this proposition becomes clear by observing the distance metrics used in Definition 1b and Definition 3. Hence, it serves as an important bridge between the orbital notions of stability and the Poincaré map's stability. Proposition 1. Let S be as in (2) and satisfy assumption A.2. Let O be as in (5) and satisfy assumptions A.4-A.7. Then, there exists a 0 < λ < 1 such that
for all x ∈ S.
The proof of Proposition 1 is detailed in Section IV. Now we are ready to present the main result of the paper. (4); (ii) x * is an LISS fixed point of (7).
It is straightforward to note that in the absence of inputs (u ≡ 0,v ≡ 0), Theorem 1 essentially collapses to the Poincaré result of asymptotic stability for systems with impulse effects, providing an alternative proof for [30, Theorem 1] . However, the proof detailed in the following sections explicitly constructs the class-KL functions involved in the definitions, thereby providing useful insight on the rates of convergence. The following result can be stated as an immediate corollary of Theorem 1.
Corollary 1.
Under the assumptions of Theorem 1, the following are equivalent (i) O is a LES 0-input orbit of (4); (ii) x * is a LES 0-input fixed point of (7).
Before continuing with proving the main results, the following remarks are in order.
Remark 2. The equivalence between ES of a periodic orbit and ES of the corresponding fixed point of the associated Poincaré map has been discussed for the first time in [31,
Theorem 1], which has been subsequently used in a number of relevant publications, e.g., [7] , [39] - [42] , and many more. However, [31, Theorem 1] holds only for initial states in the Poincaré section, as noted above [31, Equation (6)], rather than for initial states in a neighborhood of the entire orbit, as Definition 2 requires. Furthermore, Proposition 1, which is crucial for commuting between Definition 2 and Definition 4 is omitted in the proof of [31, Theorem 1] , resulting in the estimate in [31, Equation (6)] being incomplete; the final estimate should have been expressed in terms of dist(x, O), which requires the use of Proposition 1.
Remark 3. It should be emphasized that the results of this paper can be used to study limit-cycle solutions of continuoustime forced systems like (1), by replacing the discrete update map ∆ with the identity map for the x component and the zero map for the v component.
IV. PROOF OF PROPOSITION 1
The proof of Proposition 1 is organized in a sequence of lemmas. We begin with a lemma which establishes that for O, the point-to-set distance is equal to the minimum euclidean distance over the closure of the orbit. As the minimum will be attained by some point in O, Lemma 2 allows us to work with the euclidean distance from that point instead of dealing with inf y∈O x − y . Lemma 2. Let O be defined as in (5) and satisfy assumptions A.4-A.7, then for all x ∈ R n , we have
On the other hand,
because inf y∈O x * − y = 0 due to x * ∈ O. The result follows from (12) in view of (13) .
To simplify notation in the proofs that follow, the closure of the orbit O is parameterized as a function y(τ ) on some closed interval [0, T ], in "time" like coordinates τ . Let ϕ − (t, x * , 0) be the flow of the 0-input continuous system (1) backwards in time from the initial state x * . The flow is chosen to be backwards so that x * is at τ = 0 primarily for convenience of notation; the flow can be chosen forwards in time starting from ∆(x * , 0) as well. Then, let τ := t/s, where s > 0 is a scaling constant, and define the function y : [0, T ] → O by the rule
where T = T * /s. The scaling is performed to ensure that in the Taylor expansion of y(τ ) about τ = 0, the first derivative is a vector of unit magnitude. This is done only to simplify notation in the future. Note that y(τ ) should be viewed as a parameterization of the set O and not as a solution of the system Σ in (4). In fact, this section only deals with the geometric properties of O and S and does not study the dynamical system as such. The following lemma provides some useful properties of y(τ ).
Lemma 3. The map y(τ ) is bijective and three-times continuously differentiable in τ .
The proof of Lemma 3 can be found in Appendix B.
The next lemma shows that as x is picked closer to x * , the nearest points to x on O approach x * .
Lemma 4. Let 6 τ m : R n → P(O) be a set-valued map defined as τ m (x) := arg min τ ∈[0,T ] x − y(τ ) for x ∈ R n and y(τ ) as defined in (14) . Then,
n is open and contains y(0) = x * using the injectivity of y(τ ) from Lemma 3. As a result, there exists a δ > 0 such that
c . It can be seen that for any x ∈ B δ (x * ), the points on O closest to x will be within B 2δ (x * ). This follows by a contradiction argument. Indeed, take any x ∈ B δ (x * ) and let τ min be any element of the set 7 τ m (x) defined in the statement of Lemma 4. Assume
c , and thus τ min < , which is a consequence of the injectivity of y(τ ) by Lemma 3. As this holds for any 0 < < T , the result trivially holds for all > 0.
Next, we present a lemma which shows that the lower bound of Proposition 1 holds locally around x * .
Lemma 5. Let S be as in (2) and satisfy assumption A.2. Let O be as in (5) and satisfy assumptions A.4-A.7. Then, there exists δ > 0 and 0 <λ < 1 such that
Proof. This proof is structured as follows. We begin by establishing the desired inequality for states restricted to the vector spaces T x * O (tangent line to O at x * ) and T x * S (tangent plane to S at x * ) and subsequently introduce non-linearities one-byone. First, we extend the result to O and T x * S, and finally, we extend the result to O and S. A geometric illustration of the setup can be seen in Fig. 2 .
Performing Taylor's expansion [37, pp. 349 ] of y(τ ) about τ = 0, we get
where ν is a unit vector and τ 2 r(τ ) is the remainder. The scaling factor s in the definition of τ above (14) is chosen to 6 Recall from Section II-A that P(·) is the power set of its argument. 7 It is straightforward to note that τm(x) = ∅ if O = ∅ and compact. Fig. 2 . Geometric illustration. The switching surface S is in grey, the tangent plane T x * S is in blue, curved line is the orbit O, and the dashed line is T x * O.
ensure that ν has unit length. Let y (τ ), r (τ ) be shorthand for dy/dτ and dr/dτ , respectively. As y(τ ) is three-times continuously differentiable by Lemma 3, r(τ ) and r (τ ) are Fig. 2 . Given z ∈ T x * S, the point on T x * O closest to z is obtained by projecting the vector z − x * along the unit vector ν. Specifically, the point on T x * O closest to z is given by x * +τ min (z)ν, wherê
where ·, · represents the inner product. Let the angle between z − x * and ν be θ(z). By transversality of O and S at x * given by assumption A.7, θ(z) will never be 0 or π, so min z =1 | sin(θ(z))| =: µ satisfies 0 < µ ≤ 1. Constructing the right-angle triangle with vertices at x * , z, and x * +τ min (z)ν, we see that
(ii) O and T x * S Now we extend the result to O and T x * S. Choose δ > 0 such that z ∈ B δ (x * ) ∩ T x * S implies τ min < T for all τ min ∈ τ m (z); Lemma 4 guarantees that such δ exist. Next, split the set B δ (x * ) ∩ T x * S into two subsets:
For convenience, from hereon when we use τ min , it is understood that τ min can be any element of τ m (z). Also, we will drop the functional dependence ofτ min on z; see (16) . If z ∈ E 2 then τ min > 0 and the vector from z to the nearest point on O must be orthogonal to the orbit. Hence, we have z − y(τ min ), y (τ min ) = 0, which, on using (15), gives
We use (19) to derive an important estimate. From (19) ,
. Since r(τ ) and r (τ ) are bounded as discussed below (15) , and τ min < T , we have, for some constant c > 0, that
Using = 1/(4c) in Lemma 4 there exists a δ < 1/(4c) (shrink δ if necessary) such that for z − x * < δ, we have τ min < 1/(4c). Then from (21) we have
Next, notingτ min = z − x * , ν , from (20) we obtain
Using (22) in the above inequality and updating the constant 8 c > 0 accordingly, we have
provided z − x * < δ. Turning our attention to dist(z, O) and using Lemma 2,
where (24) is obtained by using (15) ; (25) is obtained by adding and subtractingτ min ν; (26) is obtained by using the reverse triangle inequality; and (27) is obtained by the boundedness of r(τ ), (17) , (23), and (22). Again we update the constant c > 0 accordingly. Further we can write (27) as
for all z ∈ E 2 . Putting together the results of (18) and (28) for the sets E 1 and E 2 , respectively, and noting that min{1, µ/2} = µ/2 as µ/2 ≤ 1/2 < 1 (see below (16) to recall the meaning of µ) gives us,
for all z ∈ B δ (x * ) ∩ T x * S. (iii) O and S Here, we extend the result to x ∈ B δ (x * ) ∩ S. First, note that if x ∈ S is a point in the neighborhood of x * and z ∈ T x * S 8 Intermediate constants of no particular importance are used as c while updating the meaning of c as we proceed with the proof.
is the projection of x on T x * S, then Appendix C shows that there exists a constant c > 0 such that
Since z − x
by the triangle inequality and (30), choosing x ∈ S so that x − x * < δ for a sufficiently small δ > 0 ensures that the corresponding z satisfies (29) . Then,
where (31) follows from (29); (32) from the reverse triangle inequality on z − x * = z − x + x − x * ; and (33) follows from (30) with c > 0 updated accordingly. Write (33) as
and choose x − x * ≤ µ/(4c), shrinking δ if necessary. The result follows by lettingλ = µ/4 < 1.
Now we present the proof of Proposition 1, which essentially extends Lemma 5 to the entire S.
Proof of Proposition 1. The upper bound on dist(x, O) in Proposition 1 follows, for all x ∈ S, directly from (13) .
For the lower bound, we begin by applying Lemma 5 to establish the existence of δ > 0 and 0 <λ < 1 such that
for all x ∈ S with x − x * < δ. To obtain a lower bound that holds for all x ∈ S, we first consider the case where S is unbounded; then, the case where S is bounded follows easily.
Let S be unbounded and distinguish the following regions. (i) R I = {x ∈ S | x − x * > δ } for δ > δ We will show that a δ > δ exists so that for all x ∈ R I a lower bound for dist(x, O) similar to (34) can be found. First note that, by the definition (2), the surface S is closed. Furthermore, by assumption A.6 we have O ∩ S = {x * }, and thus the only limit point that O and S share is x * . Hence, dist(x, O) > 0 for all x ∈ S\{x * }, as these points are in the complement of the closure of O in R n , and dist(x, O)/ x − x * > 0 is well defined for all x ∈ S\{x * }. We claim that
from which it follows easily that there exists δ > 0 (expand δ if necessary to ensure δ > δ) such that
for all x ∈ R I . To show the claim (35), take any x ∈ S\{x * }, let τ min ∈ τ m (x) and define M O := max y1,y2∈O y 1 − y 2 so that x
and
As a result, for any sequence of points x n ∈ S\{x * } such that x n − x * → ∞, it follows from (37) and (38) that
implying lim n→∞ dist(x n , O)/ x n − x * = 1, which by [43, Theorem 4.2] proves the claim (35) .
(ii) R II = {x ∈ S | δ ≤ x − x * ≤ δ } With δ > 0 provided by Lemma 5 and δ > δ selected as in case (i), letλ := min x∈RII dist(x, O)/ x − x * > 0, which is well defined since dist(x, O)/ x − x * > 0 is continuous over the compact set R II . Hence,
for all x ∈ R II . Finally, combining (34), (36) , and (39) by choosing λ = min{λ, 1/2,λ, } gives
for all x ∈ S, completing the proof when S is unbounded. For the case where S is bounded, we can choose δ > 0 sufficiently large to ensure that S ⊂ B δ (x * ). Then, an argument analogous to that used in (ii) above establishes the desired lower bound for this case, thereby completing the proof of Proposition 1.
V. PROOF OF THEOREM 1
In the proof of Theorem 1, we will often compare different solutions based on their initial state and inputs. With this in mind, we present the following lemma, which is a straightforward adaptation of [36, Theorem 3.5].
Lemma 6. Suppose f in (1) satisfies assumption A.1. Let u 1 ∈ U and x 1 (t) be the solution oḟ
which exists for all t ∈ [0,T ]. There exists L > 0 and δ > 0 such that if a 2 − a 1 < δ and u 2 − u 1 ∞ < δ, theṅ
has a unique solution x 2 (t) for all t ∈ [0,T ]. Further,
for all t ∈ [0,T ].
The proof of Lemma 6 is analogous to the proof of [36, Theorem 3.5] and is omitted for brevity. The following remark extends the unperturbed (zero-input) solution ϕ(t, ∆(x * , 0), 0) of (1) that starts from ∆(x * , 0). 
is continuous in time, it follows that for a sufficiently small T > T * , we can ensure L f H(ϕ(t, ∆(x * , 0), 0), 0) < 0 for all T * ≤ t ≤ T , so ϕ(t, ∆(x * , 0), 0) ∈ S − for that time duration.
Lemma 7 below shows that the perturbed solution ϕ(t, ∆(x, v), u) of (1) is well defined over the interval [0, T ] where the unperturbed solution ϕ(t, ∆(x * , 0), 0) can be extended, provided that the initial conditions and inputs are in a sufficiently small neighborhood of those corresponding to ϕ(t, ∆(x * , 0), 0). Moreover, the lemma provides a bound on the distance of ϕ(t, ∆(x * , v), u) from the orbit O that will be used in the proof of Theorem 1.
Lemma 7.
Under the assumptions of Theorem 1, there exist δ > 0, and T > 0, T > T * with T * = T I (x * , 0, 0) being the period of O, such that for all x ∈ B δ (x * ) ∩ S, u ∈ U with u ∞ < δ, andv ∈ V with v ∞ < δ the following hold 
Proof. We begin with part (i). By Remark 4, ϕ(t, ∆(x * , 0), 0) exists and is unique over [0, T ] with T > T * . Lemma 6 establishes the existence of δ 1 > 0 for which, when x ∈ S and v ∈ R q are such that ∆(x, v) − ∆(x * , 0) < δ 1 , and when u ∞ < δ 1 , the perturbed solution ϕ(t, ∆(x, v), u) exists and is unique over the same interval [0, T ]. By the continuity of ∆ following from assumption A.3, there exists a δ 2 > 0 for which x − x * < δ 2 and v < δ 2 guarantee ∆(x, v) − ∆(x * , 0) < δ 1 . As a result, choosing δ = min{δ 1 , δ 2 } we have that for x ∈ B δ (x * )∩S, u ∈ U with u ∞ < δ andv ∈ V with v ∞ < δ, the perturbed solution ϕ(t, ∆(x, v), u) of (1) exists and is unique over [0, T ], thus proving part (i).
To prove part (ii), let T = T − T * > 0. By continuity of T I there exists a δ T > 0 such that for x ∈ B δ T (x * ) ∩ S, u ∈ U with u ∞ < δ T , and v ∈ B δ T (0), we have that |T I (x, u, v)− T I (x * , 0, 0)| < T , which implies that T < T I (x, u, v) < T where T = T * − T = 2T * − T > 0 (shrink T if necessary to ensure that T < 2T * ). Choosing δ = min{δ 1 , δ 2 , δ T } with δ 1 , δ 2 > 0 chosen as in the proof of part (i) implies both that ϕ(t, ∆(x, v), u) is well defined over [0, T ] and that it crosses S in finite time T I (x, u, v) satisfying T < T I (x, u, v) < T . Hence, part (ii) is proved.
Finally, for part (iii), let w(t) := ϕ(t, ∆(x * , 0), 0) be the unperturbed (zero-input) solution of (1), which by Remark 4 is well-defined over the interval [0, T ] with T > T * . Let δ > 0 as in the proof of part (ii) so that, for x ∈ B δ (x * ) ∩ S, u ∈ U with u ∞ < δ and v ∈ B δ (0), the perturbed solution ϕ(t, ∆(x, v), u) exists and is unique over [0, T ] and (42) where (42) is obtained by adding and subtracting w(t) and using the triangle inequality. Note that dist(w(t), O) = 0 for t ∈ [0, T * ], while for t ∈ (T * , T ] we have
since inf y∈O ||x * − y|| = 0. We distinguish the following cases. Case (a): Assume that T I ≤ T * . Then, for all t ∈ [0, T I ], we have dist(w(t), O) = 0 and application of sup 0≤t<TI on (42) results in the bound
We proceed with finding an upper bound of the term in the right-hand side (RHS) of (44). Since ∆ and T I are continuously differentiable from assumption A.3 and Lemma 1, respectively, they are also locally Lipschitz. Let L ∆ > 0 be the Lipschitz constant for ∆ which holds for any x ∈ B δ (x * ) ∩ S and v ∈ B δ (0) (shrink δ if necessary). Similarly, let L T > 0 be the Lipschitz constant for T I which holds for any x ∈ B δ (x * ) ∩ S, u ∈ U with u ∞ < δ and v ∈ B δ (0) (shrink δ if necessary). Applying Lemma 6 for a suitable δ > 0 (shrink if necessary), we have
for t ∈ [0, T ]. Local Lipschitz continuity of ∆ in (45) gives
is an upper bound for the term on the RHS of (44) for t ∈ [0, T I (x, u, v)). Case (b): Assume that T I > T * . Then, using (43) we have
Applying sup 0≤t<TI on (42) followed by (47) results in
Note that the first term in the RHS of (48) is the same as the one in the RHS of (44), for which an upper bound is available by (46). Next, we look at the second term. Let F := max T * ≤t≤T f (w(t), 0) . As mentioned in Remark 4, we have L f H(w(t), 0) < 0 for all T * ≤ t ≤ T which implies that f (w(t), 0) = 0 for all t ∈ [T * , T ], hence F > 0. Use F in the following,
Using (46) and (49) in (44) and (48) results in (41) for an appropriate constant c > 0, thereby completing the proof.
Lemma 7 shows that solutions starting on S at points sufficiently close to x * with small enough inputs are well defined, and their distance from the orbit satisfies the linear upper bound (41) . However, in proving Theorem 1 we need an "orbital" version of this result, i.e. we need a result for solutions starting anywhere close to the entire orbit. Next, we present a lemma which shows that if a solution starts sufficiently close to O, then it will cross S in finite time. Furthermore, bounds on the distance of such solutions from O that are similar to (41) are also provided. given by (8) , and 0 <T I (x, u) < T . (iii) There exists a c > 0 such that
The proof of Lemma 8 is similar to the proof of Lemma 7 in many aspects, albeit more technical as it requires the construction of suitable open covers for O; thus, it is relegated to Appendix D to maintain focus on the main results. Before proving Theorem 1, we present a final lemma, which provides a property of class-K functions that will be useful to us; see [44, Lemma 14] for a proof of this lemma.
Lemma 9. Let α ∈ K, then for any > 0, s 1 > 0, and s 2 > 0, the following inequality holds
Proof of Theorem 1. We first show (i) =⇒ (ii) and then (ii) =⇒ (i) by explicitly constructing class-KL and class-K functions to satisfy Definitions 1b and 3. To avoid ambiguity in notation, we use x(0) ∈ R n as the initial condition for the system with impulse effects (4) and x 0 ∈ S as the initial condition for the discrete system (7). (i) =⇒ (ii) Assume that O is a LISS orbit of (4), and let x(t) := ψ(t, x(0), u,v) be a solution of (4) that satisfies Definition 1b for some δ Σ > 0 and for suitable functions α 1 , α 2 ∈ K, β ∈ KL. Choose δ Σ sufficiently small to further ensure that Lemma 8 is satisfied. Then, t 0 =T I (x(0), u [0,t0) ) is finite, and x 0 := lim t t0 x(t), i.e. the first intersection of x(t) and S, is well-defined. To guarantee that subsequent intersections of x(t) with S are also well defined, let δ T > 0, T > 0, and T > T * be as in Lemma 7. Pick 0 < δ < min{δ Σ , δ T } sufficiently small to also ensure that β(δ, 0)+α 1 (δ)+α 2 (δ) < min{δ Σ , λδ T }; here, by Proposition 1, λ ∈ (0, 1) is a constant such that (11) holds for all x ∈ S. Then, for dist(x(0), O) < δ, u ∞ < δ, and v ∞ < δ, we have that
allowing the use of (9) with the same β, α 1 , α 2 as above, for solutions of (4) starting at x 0 . As a result, for all k ∈ Z + we can write
where the first inequality follows from Proposition 1; the second inequality follows from (9); the third inequality follows from the fact that β is monotonically decreasing in time and t k+1 − t k = T I (x k , u k , v k ) ≥ T for all k ∈ Z + ; and the last inequality follows from Proposition 1 again. Noting that (1/λ)β ∈ KL, (1/λ)α 1 ∈ K and (1/λ)α 2 ∈ K, and comparing the last inequality with (10), we get that the solution of (7) satisfies Definition 3, thus completing the first part of the proof.
(ii) =⇒ (i) Assume that x * is a LISS fixed point of (7), and let {x k } k∈Z+ with x k ∈ S for all k ∈ Z + be a solution of (7) that satisfies Definition 3 for some δ 1 > 0. Then, for x 0 ∈ B δ1 (x * ), u ∞ < δ 1 , and v ∞ < δ 1 , there exist suitable functions α 1 , α 2 ∈ K, β ∈ KL such that (10) is satisfied. This implies
for all k ∈ Z + , and thus δ 1 can be chosen (shrinking it if necessary) so that Lemma 7 is satisfied for all integers k ≥ 0. Then, there exist T 1 > T * (obtained as in Remark 4) so that
The setting above provides a uniform (over k) upper bound T 1 to the impact times T I (x k , u k , v k ) defining the intervals [t k , t k+1 ), where t k+1 = t k +T I (x k , u k , v k ) for k ∈ Z + . However, to establish a relation between the discrete-time solution of (7) and the continuous-time solution (4), we also need to address the interval [0, t 0 ); that is, the interval until the solution intersects S for the first time. By Lemma 8, there exists δ > 0 such that, if x(0) ∈ S + satisfies dist(x(0), O) < δ and u ∈ U satisfies u ∞ < δ, the solution crosses S in finite time t 0 =T I (x(0), u [0,t0) ), and that there exists a bound T 2 > T * so that t 0 < T 2 . We need to make sure that δ can be selected in a way that x 0 satisfies x 0 − x * < δ 1 so that Lemma 7 continues to hold. As before, let x(t) := ψ(t, x(0), u,v); see Remark 1 for the form of x(t) over the intervals [t k , t k+1 ). From Lemma 8(iii) we have
for some c 1 > 0, which since x 0 := lim t t0 x(t) and the function dist(x, O) is continuous in x, implies that
Since x 0 ∈ S, Proposition 1 implies
The analysis above shows that, under the assumption of x
Now we can combine the estimates (55) and (56) to obtain a bound for all t ≥ t 0 of the distance from O of a solution starting from x 0 at time t 0 . Note that the function
is continuous, monotonically increasing in dist(x 0 , O), and monotonically decreasing in t because the individual functions in the max have the same properties; hence,β ∈ KL.
Upper bounding (55) and (56) withβ and remembering that
which holds for all t ≥ t 0 .
To complete the proof, we need an estimate in which the class-KL function in the RHS of (57) depends on dist(x(0), O) and not dist(x 0 , O); the reader is reminded that x(0) is the initial state of the solution of (4), i.e. ψ(t, x(0), u,v), while x 0 is the first intersection of ψ with S. To remedy this fact, use (52) noting thatβ(dist(x 0 , O), t) in (57) is a class K function for any fixed t. With this observation, useβ on (52) followed by Lemma 9 with = 1 to get,
Use this inequality in (57) and absorb the second term of the above inequality inα 1 ( u ∞ ) to obtain the following bound
However, (58) merely holds for t ≥ t 0 and not for all t ≥ 0.
To address this issue we consider the following case.
We use the bound (51), which is a consequence of Lemma 8. Employing a trick similar to the one used for constructing the class KL function in Case (b), let 9 γ = ln(2)/(2T ). Then,
To complete the proof, we now combine the bound (58) which is valid for all t ≥ t 0 with the bound (59) which is valid for t ∈ [0, t 0 ) to construct class-KL and class-K functions that satisfy Definition 1b for solutions of (4) . With an abuse of notation we re-use the symbols β, α 1 , and α 2 . Let
Then, for all t ≥ 0, we have
completing the proof of the theorem.
Finally, we present a proof of Corollary 1.
Proof of Corollary 1. The proof of Corollary 1 is identical to that of Theorem 1 with u ≡ 0,v ≡ 0. The only point to note is that in proving (ii) =⇒ (i) we choose ω > 0 (see Definition 2) such that ρ in Definition 4 satisfies ρ = e −ωT .
VI. CONCLUSION
This paper presents a method for analyzing robustness of limit cycles exhibited by systems with impulse effects. It is shown that ISS of the limit cycle is equivalent to that of the forced Poincaré map. This result allows us to analyze the robustness of hybrid limit cycles by merely analyzing a discrete dynamical system. The proof of this result, provides ISS estimates that could be used to quantify the robustness. Furthermore, exploiting the availability of these estimates, we establish an equivalence between ES of the limit cycle and the 0-input Poincaré map. The overarching goal of this work is to develop a framework within which the robustness of periodic orbits can be rigorously analyzed.
APPENDIX A
This appendix clarifies a few technical aspects regarding the forced solution ϕ(t, x(0), u) of (1) and the hybrid forced solution ψ(t, x(0), u,v) of (4). We begin with the solution ϕ(t, x(0), u) of (1), which maps R + ×R n ×U to R n . For most applications in control theory, the system is affected by a fixed u ∈ U, thereby its solution can be viewed as that of a timevarying ODE with the vector fieldf (t, x) := f (x, u(t)). In this paper we need to compare solutions with different initial conditions and inputs; thus, in what follows, we view u as a parameter which resides in the Banach space (U, · ∞ ) and make use of Banach calculus [37] to analyze variations of ϕ(t, x(0), u) with respect to its arguments. The following lemma shows that the solution ϕ(t, x(0), u) of (1) is continuously differentiable with respect to its arguments, in the Fréchet sense, under the hypothesis that f : (1) is continuously differentiable, as it is required to be by assumption A.1.
be continuously differentiable in its arguments, with u ∈ U as in Section II-A.
is continuously differentiable in its arguments in the Fréchet sense.
Proof. To establish the lemma, we will use [37, Theorem 5.2, pp 377], which states that the flow ϕ is continuously differentiable in its arguments when F is continuously differentiable in t, x and u. Note that, although the statement of [37, Theorem 5.2, pp 377] requires F to be continuously differentiable in t, its proof only uses continuity of F in t.
Therefore, in what follows, we will show that F is continuously differentiable in x and u, but only continuous in t.
We begin by showing that G is continuous in t and continuously differentiable in u. Continuity of G in t is clear. Now, to show continuity of G with respect to u ∈ U, we will show that the operatorĜ : U → R p defined byĜ(u) = G(t, u) = u(t) for a fixed time t ∈ R + is bounded and linear, which by [45, pp. 257, Theorem 1] implies thatĜ is continuous in u, thus G is also continuous in u. Indeed, linearity is immediate by the definition ofĜ, while boundedness follows from Ĝ (u) = u(t) ≤ u ∞ , implying that the operator norm is upper bounded by 1 for any t ∈ R + . As a result, G(t, u) is continuous in both arguments. Furthermore, G is linear with respect to u, and using [37, pp 339, Theorem 3.1], we have that the Fréchet (partial) derivative of G with respect to u is continuous, for it is G itself. Thus, G(t, u) is continuous in t and continuously differentiable in u. Using this fact with the assumption that f is continuously differentiable, it follows that F is continuous in t and continuously differentiable in (x, u). The result follows from [37, Theorem 5.2, pp 377], noting that continuous differentiability in t can be relaxed to continuity in t.
The following proposition establishes certain properties of interest regarding the hybrid solutions ψ of (4) that are in a sufficiently small neighborhood of a LISS periodic orbit O. Proposition 2. Consider the system (4) which satisfies assumptions A.1-A.7. Suppose that the solutions of (4), denoted by x(t) = ψ(t, x(0), u,v) and defined in Section II-B, satisfy Definition 1a. Then, there exists a δ > 0 such that for all x(0) ∈ S + with dist(x(0), O) < δ, u ∈ U with u ∞ < δ, andv ∈ V with v ∞ < δ the following holds:
(i) x(t) has no consecutive discrete jumps, (ii) x(t) exists for all t ≥ 0, and (iii) x(t) does not exhibit Zeno behavior.
Proof. To show part (i), by Definition 1a we have that
for all t ∈ [0, t max (x, u,v)); clearly, by properties of class-KL and class-K functions (see also Section II-A), the upper bound in (60) is monotonically increasing in δ. Hence, the solution x(t) can be "trapped" arbitrarily close to O by choosing a sufficiently small δ. Now, by the continuity of ∆ from assumption A.3 and assumption A.4, there exists a δ ∆ > 0 such that for any x ∈ B δ∆ (x * ) ∩ S and v ∈ B δ∆ (0), we have
which implies that ∆(x, v) ∈ S + . If t k denotes the (k + 1)-th instance the solution reaches S and x k = lim t t k x(t) ∈ S, Proposition 1 implies
Shrink δ in (60) to ensure dist(x k , O) < λδ ∆ for all k ∈ Z + . Using this in (62) gives x k − x * < δ ∆ for all k ∈ Z + , essentially guaranteeing that (61) holds for every discrete event, thereby completing the proof of part (i).
To prove part (ii), from (60) it is clear that x(t) is trapped in a compact set. Using arguments similar to the proof of [36, Theorem 3.3] , the continuous solution must exist until it reaches S, or it can be extended indefinitely if it never reaches S. In the later case the proof of part (ii) is complete. Now, if the solution does reach S, a well-defined discrete jump occurs that ensures the post-discrete-event state is still trapped within the same compact set and lies outside S because of part (i); hence, the solution must flow again according to the continuous dynamics until it reaches S. We can propagate this argument forward for all time to obtain part (ii).
The proof of part (iii) is a straightforward consequence of the continuity of T I from Lemma 1. There exists δ T > 0 such that for x ∈ B δ T (x * ), u ∈ U with u ∞ < δ T , v ∈ B δ T (0) we have 0 < T < T I (x, u, v) < T . Using arguments similar to the ones in the proof of part (i), we can choose a δ sufficiently small to ensure that x k −x * < min{δ T , δ ∆ } for all k ∈ Z + . Hence, any two consecutive discrete events are punctuated by a time gap of at least T > 0 ensuring the absence of Zeno behavior and completing the proof of part (iii).
APPENDIX B
Proof of Lemma 3. From assumption A.1, we get that f (x, 0) is twice continuously differentiable; hence, its backward flow ϕ − (sτ, x * , 0) = y(τ ) is three-times continuously differentiable. Surjectivity of y(τ ) is obvious from the definition of y(τ ) in (14) . Injectivity follows from a contradiction argument. Assume y(τ ) is not injective, then there exists τ 1 < τ 2 in [0, T ], such that y(τ 1 ) = y(τ 2 ). Let f − (x, 0) := −f (x, 0) be the vector field for the backwards flow. If f − (y(τ 1 ), 0) = f − (y(τ 2 ), 0), this is a contradiction to the fact that f is a welldefined function. If f − (y(τ 1 ), 0) = f − (y(τ 2 ), 0), we consider the following cases: Case (i): 0 < τ 1 < τ 2 As y(τ 1 ) = y(τ 2 ), we return to the same state after some interval τ 2 − τ 1 > 0. As a result, E := {y(τ ) | τ 1 ≤ τ ≤ τ 2 } ⊂ O is a periodic orbit of the backwards-flow continuous system. Within case (i) consider the following sub-cases:
The orbit E would exist in the forward flow as well with the exception that the flow will be in the opposite direction to the backward flow. As the periodic orbit is an invariant set under the 0-input continuous dynamics (1), the forward flow starting from y(T ) = ∆(x * , 0) will get trapped in E and never reach S, leading to a contradiction with assumption A.5, according to which the solution must reach S in finite time
This sub-case results in a contradiction to the uniqueness of the backwards solution, as starting from y(τ 1 ) ∈ E, one solution flows to y(τ ) ∈ E while the other gets trapped in E. Case (ii): 0 = τ 1 < τ 2 Note that H(y(τ )) and L f − H (y(τ, 0) ) are continuous in τ . Additionally, from assumption A.6-A.7 it follows that H(y(0)) = H(x * ) = 0 and L f − H(y(0), 0) > 0 (flipped sign from assumption A.7 due to the flow being backwards in time), thus there exists a δ > 0 such that L f − H(y(τ ), 0) > 0 for all τ ∈ [0, δ). Hence for the interval (0, δ) we have H(y(τ )) > 0, i.e. {y(τ ) | τ ∈ (0, δ)} ⊂ S + . Again using continuity of H(y(τ )) and L f − H(y(τ ), 0) at τ 2 we have that H(y(τ )) is strictly increasing in the interval (τ 2 − δ, τ 2 + δ) (shrink δ > 0 if necessary to ensure δ < τ 2 − δ) but H(y(τ 2 )) = 0, hence, H(y(τ )) < 0 for all τ ∈ (τ 2 − δ, τ 2 ), i.e. {y(τ ) | τ ∈ (τ 2 − δ, τ 2 )} ⊂ S − . Thus, for someτ such that δ <τ < τ 2 − δ, the solution must cross over from S + to S − at a point other than x * , resulting in a contradiction to assumption A.6.
APPENDIX C
First note that S is a twice continuously differentiable embedded submanifold in R n given by H(x) = 0. Clearly, H(x * ) = 0, and without loss of generality assume that for the n-th coordinate ∂H ∂xn x * = 0, which follows from assumption A.2. Hence, using the implicit function theorem we can write x n = h(x) wherex := (x 1 , ..., x n−1 ) for x ∈ B δ (x * ) where x * = (x * , h(x * )). As a result, the local coordinates of states x ∈ S in a neighborhood of x * are x = (x, h(x)). The Taylor expansion of h(x) atx * gives
where A = ∂h ∂x x * . Let z ∈ T x * S be the projection of x on T x * S along (x 1 , x 2 , ..., x n−1 ), then its coordinates are z = (x, h(x * ) + A(x −x * )). Hence, for x ∈ S and z ∈ T x * S, there exists a c > 0 such that,
APPENDIX D Proof of Lemma 8. We first prove Lemma 8(i), (ii) simultaneously. The proof follows from Lemma 6 and the fact that O is compact. Using Lemma 6 for any point on the orbit, there exists a sufficiently small open ball of initial conditions and inputs such that the corresponding (forced) solution exists and is unique over a time interval that is sufficiently long for the solution to cross S in finite time. Then, invoking compactness of O, we show that an upper bound on the finite time to cross S holds uniformly in a "tube" around O.
Let w(t) := ϕ(t, ∆(x * , 0), 0) be the unperturbed (zeroinput) solution of (1) starting from ∆(x * , 0). By Remark 4, w(t) is well-defined over an interval [0, T ] with T > T * . Then define w e := w(T ) which is in the open set S − . Hence, there exists a δ e > 0 such that B δe (w e ) ⊂ S − . Given an arbitrary time ξ ∈ [0, T * ] and the corresponding point w(ξ) ∈ O, Lemma 6 ensures that there exists a δ ξ > 0 such that, for any x ∈ B δ ξ (w(ξ)) and u ∈ U with u ∞ < δ ξ , the (perturbed) solution ϕ(t, x, u) exists and is unique over the interval t ∈ [0, T − ξ]. Furthermore, for some L > 0, (40) gives ϕ(t, x, u) − w(ξ + t) ≤ (2e L(T −ξ) − 1)δ ξ for all t ∈ [0, T − ξ], which implies that δ ξ can be chosen sufficiently small to ensure that sup 0≤t≤T −ξ ϕ(t, x, u) − w(t + ξ) < δ e . This ensures that if we start in a neighborhood of a point w(ξ) of the unforced solution, then the perturbed solution will cross S within the interval [0, + with dist(x, O) < δ and u ∈ U with u ∞ < δ exists and is unique for t ∈ [0, T − ξ i ], where ξ i corresponds to the ball B δi (w i ) that includes x (note that x may belong to multiple such balls; picking any one would suffice). Moreover, the solution will cross S in time within max 1≤i≤N (T −ξ i ) ≤ T . This completes the proof of Lemma 8(i), (ii).
The proof of Lemma 8(iii) closely follows the proof of Lemma 7(iii), with the difference that, instead of comparing the solution ϕ(t, x, u) with ϕ(t, ∆(x * , 0), 0) as was the case in Lemma 7(iii), now we compare ϕ(t, x, u) with ϕ(t, w(ξ min ), 0) = w(t + ξ min ), where ξ min ∈ [0, T * ] is such that 10 dist(x, O) = x−w(ξ min ) . To do this comparison, we use Claim 1 and Claim 2 below to generalize estimates related toT I and Lemma 6, respectively, from an open-ball around a point in R n to an entire open neighborhood of O in S + . Claim 1: LetT I be as in (8) . There exist LT > 0 and δ > 0 such that for x ∈ S + with dist(x, O) < δ and u ∈ U with u ∞ < δ, the following is satisfied |T I (x, u) −T I (w(ξ min ), 0)| ≤ LT ( x − w(ξ min ) + u ∞ ).
Claim 2: There exist L > 0 and δ > 0 such that for any x ∈ S + with dist(x, O) < δ and u ∈ U with u ∞ < δ, the following is satisfied for 0 ≤ t ≤ T − ξ min , ϕ(t, x, u)−w(t+ξ min ) ≤ e LT x−w(ξ min ) +(e LT −1) u ∞ .
Hence, in proving Lemma 8(iii) we follow the steps of proving Lemma 7(iii), where, instead of local Lipschitz continuity of T I and Lemma 6, we use Claim 1 and Claim 2, respectively, to compare ϕ(t, x, u) with ϕ(t, w(ξ min ), 0) = w(t+ξ min ). We use T * − ξ min and T − ξ min instead of T * and T . In the end, we replace x − w(ξ min ) with dist(x, O).
Finally, we present proofs of Claim 1 and 2.
Proof of Claim 1. For any ξ ∈ [0, T * ], there exists a δ ξ > 0 such thatT I is continuously differentiable, hence locally Lipschitz, with a Lipschitz constant LT ,ξ for any x ∈ B δ ξ (w(ξ)) and u ∈ U with u ∞ < δ ξ . Construct an open-cover for O as above, but now use B δ ξ /2 (w(ξ)) for all ξ ∈ [0, T * ]. As O is compact, there are ξ 1 , ξ 2 , ..., ξ N ∈ [0, T * ] and δ i := δ ξi , w i := w(ξ i ) such that O ⊂ ∪ N i=1 B δi/2 (w i ). Let x ∈ B δi/2 (w i ) for some i, then w(ξ min ) ∈ B δi (w i ) for the same i. This holds because x−w(ξ min ) ≤ x−w i < δ i /2, hence using the triangle inequality w(ξ min )−w i ≤ x−w(ξ min ) + w i −x < δ i . Therefore, for any x ∈ ∪ N i=1 B δi/2 (w i ), we can write the Lipschitz bound with the Lipschitz constant LT ,ξi replaced by LT = max 1≤i≤N LT ,ξi . Choosing 0 < δ < min 1≤i≤N δ i /2 such that {x ∈ S + | dist(x, O) < δ} ⊂ ∪ N i=1 B δi/2 (w i ) and u ∈ U with u ∞ < δ completes the proof.
Proof of Claim 2. This proof is very similar to [36, Theorem 3.5]; hence, we only provide a sketch. It is pointed out that L is the Lipschitz constant of f on the compact set {(x,û) ∈ R n × R p | x − w(t) ≤ , ∀t ∈ [0, T * ], and û ≤ } wherê u is used to denote the value of u ∈ U at a certain time instant and should not be confused with the function itself. The proof follows by the Gronwall-Bellman inequality [36, Lemma A.1] between ϕ(t, x, u) and w(t + ξ min ), which gives ϕ(t, x, u) − w(t + ξ min )
≤ e L(T −ξmin) x − w(ξ min ) + (e L(T −ξmin) − 1) u ∞ , ≤ e LT x − w(ξ min ) + (e LT − 1) u ∞ .
for t ∈ [0, T − ξ min ]. Choosing δ = /(2e LT ) such that dist(x, O) = x − w(ξ min ) < δ and u ∞ < δ ensures the solution remains trapped in the compact -neighborhood of O for t ∈ [0, T * −ξ min ] and hence the inequality holds.
