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1. Introduction
In this paper we establish the complete classification of cusp forms of all orders. Higher-order cusp
forms constitute a natural extension of the notion of classical cusp forms and they have attracted
the interest of several researchers in the broader area of automorphic forms during the last few years.
Reasons for this interest include its relevance for new approaches to problems related to the distribution
of modular symbols ([CDO]), to GL(2) L-functions ([DKMO], [F]), to percolation theory ([KZ]) and,
more recently, to Manin’s non-commutative modular symbols ([M]) via the connection of higher-order
forms with iterated integrals ([DS]). This approach has already yielded striking successes, e.g. the
proof that modular symbols have a normal distribution ([PR]), the establishment of higher order
Kronecker limit formulas ([JO]) etc.
The first step towards a classification of spaces of higher-order cusp forms was taken in [DO], where
the case of order 2 was settled. Unexpectedly, the classification of higher weights proved to be far from
routine and it seems that ultimately this is related to difficulties to identify the underlying cohomology
in orders higher than 2. Indeed, we have not found yet an Eichler-Shimura-type theorem similar to
that proved in [DO]. However, in this work we succeed in computing the dimensions of the spaces of
higher-order forms and in constructing explicit bases that are fully computable.
The first two sections deal with technical preliminaries some of which have independent interest (e.g.
the growth estimates for antiderivatives of higher-order cusp forms). The basic theorem, establishing
the analytic continuation and growth properties of the generalized Poincare´ series on which the basis
elements is built, is proved in section 3.2. It is based on a quite large scale induction which relies
crucially on the spectral analysis of a certain Poincare´-type series. The basis elements are constructed
in Sections 3.3 and 3.4, where it is also proved that they are actually a basis of the space of weight 2
higher-order cusp forms. In section 4 we contruct bases for higher-order cusp forms of higher weight.
2. Definitions and basic estimates
Let Γ ⊂ PSL2(R) be a Fuchsian group of the first kind acting on the upper half plane H with non
compact quotient Γ\H of genus g. We assume that there are m ≥ 2 inequivalent cusps. As usual we
write x + iy = z ∈ H and H∗ for H together with the cusps. Let dµz be the hyperbolic volume form
dxdy/y2 and
V =
∫
Γ\H
dxdy
y2
the volume of Γ\H. For a fundamental domain F fix representatives of the inequivalent cusps in F and
give them labels such as a, b. Use the corresponding scaling matrices σa, σb to give convenient local
coordinates near these cusps as in [I1], Ch 2. The subgroup Γa is the set of elements of Γ fixing a and
σa
−1Γaσa = Γ∞ =
{
±
(
1 m
0 1
) ∣∣ m ∈ Z} .
Typeset by AMS-TEX
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The slash operator |k defines an action of PSL2(R) on functions f : H 7→ C by
(f |kγ)(z) = f(γz)(cz + d)
−k
with γ =
( ∗ ∗
c d
)
∈ PSL2(R). Extend the action to C[PSL2(R)] by linearity. We set j(γ, z) = cz + d.
We now define the space Stk(Γ) of cusp forms of order t and weight k ≥ 0 recursively by setting:
(i) S0k(Γ) = {0} and
(ii) for t ≥ 1, by letting Stk(Γ) be the space of holomorphic functions f : H→ C such that:
1. f |k(γ − 1) ∈ S
t−1
k (Γ), for all γ ∈ Γ,
2. f |kπ = f , for all parabolic π ∈ Γ and
3. for each cusp a, (f |kσa)(z)≪ e
−cy as y →∞ uniformly in x for some constant c > 0 (“vanishing
at the cusps”).
When the group is clear, we will be using Stk instead of S
t
k(Γ).
A useful reformulation of this definition, essentially proved in [DKMO] is that a holomorphic
f : H → C is a t-th order cusp form if and only if it is invariant under the parabolic elements, it
satisfies
f |k(γ1 − 1) . . . (γt − 1) = 0 for all γi ∈ Γ
and, for each γ ∈ Γ and each cusp a, (f |kγσa)(z) ≪ e
−cy as y → ∞ uniformly in x with c > 0 and
the implied constant depending on γ.
Further, by relaxing the third condition to include functions such that, for each cusp a, (f |kσa)(z)≪
yc as y → ∞ uniformly in x for some constant c, we obtain the space of t-th order modular forms.
We denote it by M tk.
The next lemma is stated in greater generality than what we need it for in the sequel because we
want it to cover other situations that have arisen in our work.
We define recursively certain sets of maps denoted by Ht. First, for convenience we use the
superscripts + and − to indicate absence and presence of complex conjugation respectively. We set
(i) H0 = H1 = {0} and
(ii) for t > 1, we set
Ht :=
⊕
r+s≤t
1≤r,s≤t−1
Hr ⊗ S
s
2
where Hr ⊂Maps(Γ,C) is generated by maps of the form
γ →
m∏
i=1
( ∫ γzi
zi
fi(w)dw
)±
for some zi ∈ H
∗ with fi ∈ S
ri
2 such that fi|2(· − 1) ∈ Hri and
∑m
i=1 ri = r. (Here and in the sequel
we will take sums whose upper limit is smaller than the lower to be equal to 0.) We identify each of
these spaces with their images in Maps(Γ, St−12 ) under the natural projection.
With this notation we can now state a proposition that gives important estimates for derivatives
and anti-derivatives of weight 2 cusp forms of all orders.
Lemma 2.1. For all t ≥ 0, if f ∈ St2 satisfies f |2(· − 1) ∈ Ht then, for any cusp a,
(i) Im(z)|f(z)| ≪
t−1∑
i=0
| log(Im(z))|i
(ii)
∫ z
z0
f(w) dw ≪
t∑
j=0
| log(Im(σa
−1z))|j and
(iii)
∫ γz0
z0
f(w) dw ≪
∑
i+j≤t
0≤i,j
| log(Im(σa
−1z))|i| log(Im(σa
−1γz))|j
2
for all z ∈ H. The implied constants are independent of z and γ.
Proof: We will use induction on t. For t = 0, it is trivial. Let now t > 0. Assume the result holds
for orders < t and let f ∈ St2 satisfy f |2(· − 1) ∈ Ht. To prove (i), let F∞ be the strip of (x, y) with
y > 0 and |x| ≤ 1/2 and F the fundamental domain consisting of z ∈ F∞ such that |j(γ, z)| > 1 for
all γ ∈ Γ− Γ∞. Then Im(z)|f(z)| ≪ 1 in F because f has exponential decay at each cusp. If, on the
other hand, z ∈ F∞−F , then there is γ ∈ Γ−Γ∞ and w ∈ F such that z = γw. According to Lemma
1.25 of [Sh], there is a r > 0 depending only on Γ such that Im(w) ≤ 1/(r2Im(z)). On the other hand,
since w ∈ F , Im(z) <Im(w). Therefore, log(Im(z)) < log(Im(w)) ≤ −2 log(r) − log(Im(z)) and hence
| log(Im(w))| ≤ 2| log(r)| + | log(Im(z))|. (2.1)
Now, if
(f |2(γ − 1))(z) =
∑
′
m∏
i=1
(
∫ γzi
zi
hi(w)dw)
±h0(z) (2.2)
where the prime indicates that the summation is over (h1, . . . , hm, h0) ∈ S
l1
2 × · · · × S
lm
2 × S
l0
2 (l1 +
· · ·+ lm + l0 ≤ t) with hi|2(· − 1) ∈ Hli (i > 0), then
|Im(z)f(z)| = |Im(w)(f |2γ)(w)| ≤ |Im(w)f(w)| +
∑
′
|
m∏
i=1
∫ γzi
zi
hi(w)dw||Im(w)h0(w)|.
With the boundedness of Im(z)|f(z)| in F and the inductive hypothesis, we deduce that
|Im(z)f(z)| ≪ 1 +
∑
′
m∏
n=1
( ∑
i+j≤ln
0≤i,j
| log(Im(w))|i| log(Im(γw))|j
)( l0−1∑
i=0
| log(Im(w))|i
)
with the implied constant independent of w and γ. With (2.1) this implies
|Im(z)f(z)| ≪ 1 +
∑
′
m∏
n=1
( ∑
i+j≤ln
0≤i,j
| log(Im(z))|i+j
)( l0−1∑
i=0
| log(Im(z))|i
)
≪
t−1∑
i=0
| log(Im(z))|i
for z ∈ F∞ − F and thus for all z ∈ H because both sides of (i) are translation invariant.
To prove (ii), we first note that∫ σaz
z0
f(w) dw =
∫ z
σa−1z0
(f |2σa)(w) dw.
Since f |2σa(σa
−1γσa − 1) = f |2(γ − 1)σa, an inductive argument implies that f |2σa ∈ S
t
2(Γ
′) with
Γ′ := σ−1a Γσa. In fact, a similar argument implies that f |2σa(· − 1) ∈ Ht(Γ
′). Therefore, we can use
(i) to deduce
Im(z)|(f |2σa)(z)| ≪
t−1∑
i=0
| log(Im(z))|i
Further the invariance under the parabolic elements gives
∫ z+1
z
(f |2σa)(w) dw = 0.
Therefore, ∫ σaz
z0
f(w) dw ≪
∫ x+iy
σ−1a z0
log(Imw)t−1 + · · ·+ 1
Im(w)
dw
3
with y =Imz and x ≡Rez mod 1 and 0 ≤ x < 1. The last integral equals
∫ x+iIm(σa−1z0)
σ−1a z0
+
∫ x+iy
x+iIm(σa−1z0)
log(Imw)t−1 + · · ·+ 1
Im(w)
dw
where the integration path is, in both cases, a straight segment. This sum in turn equals:
log(Im(σa
−1z0))
t−1 + · · ·+ 1
Im(σa−1z0)
(x−Re(σa
−1z0)) + i
∫ y
Im(σa−1z0)
log(s)t−1 + · · ·+ 1
s
ds≪
t∑
j=0
(log(Imz))j
Replacing z by σ−1a z completes the proof of (ii).
Finally, by employing (2.2) it is easy to see that
∫ γz0
z0
f(w)dw =
∫ γz
z0
f(w)dw −
∫ z
z0
f(w)dw +
∑
′
m∏
i=1
(
∫ γzi
zi
hi(w)dw)
±
∫ z0
z
h0(w)dw (2.3)
where the summation is over (h1, . . . , hm, h0) ∈ S
l1
2 × · · · × S
lm
2 × S
l0
2 , (l1 + · · · + lm + l0 ≤ t) with
hi|2(· − 1) ∈ Hli , (i > 0) and the inequality follows from (ii) and the inductive hypothesis. 
3. Bases for St2(Γ)
3.1 Preliminaries
We collect here some notation and results we will be using frequently in the sequel.
Let C∞(Γ\H, k) denote the space of smooth functions ψ on H that transform as
ψ(γz) = ε(γ, z)kψ(z)
for γ in Γ and ε(γ, z) = j(γ, z)/|j(γ, z)|. Note that this notion of weight in general differs from the
previous definition of weight.
We define the Maass raising and lowering operators by
Rk = 2iy
d
dz
+
k
2
, Lk = −2iy
d
dz¯
−
k
2
.
It is an elementary exercise to show that
Rk : C
∞(Γ\H, k)→ C∞(Γ\H, k + 2), Lk : C
∞(Γ\H, k)→ C∞(Γ\H, k − 2).
For n > 0, we write Rn for Rk+2n−2 · · ·Rk+2Rk and L
n for Lk−2n+2 · · ·Lk−2Lk. We also let L
0 and
R0 be the identity operator.
A very useful fact proved in [JO] (Lemma 9.2) is that if γ ∈PSL2(R) and
µ(s, k, F ) := F (γ)Im(γz)se(mγz)ε(γ, z)−k
then
Rkµ(s, k, F ) = 2iµ(s+ 1, k + 2,
d
dz
F ) + (s+
k
2
)µ(s, k + 2, F )− 4πmµ(s+ 1, k + 2, F )
Lkµ(s, k, F ) = −2iµ(s+ 1, k − 2,
d
dz¯
F ) + (s−
k
2
)µ(s, k − 2, F ) (3.1)
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The hyperbolic Laplacian ∆ = −4y2 d/dz d/dz can be realized as ∆ = −L2R0 = −R−2L0. Further,
for τ ∈ PSL2(R), we let the operator θτ,k : C
∞(Γ\H, k)→ C∞(τ−1Γτ\H, k) be defined by
θτ,kψ(z) =
ψ(τz)
ε(τ, z)k
.
It is easy to verify that this action commutes with the raising and lowering operators:
θτ,k−2Lk = Lkθτ,k,
θτ,k+2Rk = Rkθτ,k.
In stating our bounds, the notation yΓ(z) = maxa(maxγ∈Γ(Im(σa
−1γz))) will often be useful. For
example, if |ψ| is smooth with weight 0 then we write ψ(z) ≪ yΓ(z)
A, instead of ψ(σaz) ≪ y
A for
each cusp a as y → ∞. We also use the notation yF(z) = maxa(Im(σa
−1z)) for z in a fundamental
domain F.
We next recall that the usual non-holomorphic Eisenstein series
Ea(z, s) =
∑
γ∈Γa\Γ
Im(σa
−1γz)s
is absolutely convergent for s with Re(s) > 1 (and uniformly convergent for s in compact sets there)
and that it has the Fourier expansion at the cusp b
Ea(σbz, s) = δaby
s + φab(s)y
1−s +
∑
m 6=0
φab(m, s)Ws(mz)
= δaby
s + φab(s)y
1−s +O(e−2πy) (3.2)
as y →∞ with an implied constant depending only on s and Γ.
The hyperbolic Laplacian operates on L2(Γ\H) the space of smooth, automorphic, square integrable
functions. Any element ξ of L2(Γ\H) may be expanded according to the discrete and continuous
spectrum of ∆ (Roelcke-Selberg decomposition):
ξ(z) =
∞∑
j=0
〈ξ, ηj〉ηj(z) +
1
4π
∑
b
∫ ∞
−∞
〈ξ, Eb(·, 1/2 + ir)〉Eb(z, 1/2 + ir) dr, (3.3)
where {ηj} denotes a complete orthonormal basis of Maass forms, with corresponding eigenvalues
λj = sj(1 − sj), which forms the discrete spectrum. As always, we will write sj = σj + itj, chosen
so that σj > 1/2 and tj > 0, and we enumerate the eigenvalues, counted with multiplicity, by
0 = λ0 < λ1 6 λ2 6 · · · . Weyl’s law ((11.3) of [I1]) implies
#{j| |λj | 6 T } ≪ T. (3.4)
The decomposition (3.3) is absolutely convergent for each fixed z and uniform on compact subsets
of H, provided ξ and ∆ξ are smooth and bounded (see, for example, Th. 4.7 and Th. 7.3 of [I1]).
For each j, the Fourier expansion of ηj is
ηj(σaz) = ρaj(0)y
1−sj +
∑
m 6=0
ρaj(m)Wsj (mz). (3.5)
For all but finitely many of the j (corresponding to λj < 1/4) we have σj = 1/2 and ρaj(0) = 0. The
constant δΓ used throughout this paper is chosen so that 1− δΓ > σ1 > 1/2.
With this notation we now state
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Lemma 3.1. For all z ∈ H, T ∈ R and n ∈ Z+ we have
(i) Rn
(
ηj(z)
)
, Ln
(
ηj(z)
)
≪Γ,n (|tj |
n + 1)yΓ(z)
1/2 + (|tj |
2n+5 + 1)yΓ(z)
−3/2
(ii) Ea(z, 1/2 + ir) ≪
Γ,T
yΓ(z)
1/2 for all r ∈ [T, T + 1]
(iii)
∫ T+1
T
|RnEa(z, 1/2 + ir)|
2
dr,
∫ T+1
T
|LnEa(z, 1/2 + ir)|
2
dr ≪ T 4n+12yΓ(z)
Proof: For a proof of see Lemma 8.2, (11.12) and Lemma 8.3 of [DO] respectively. 
We now define the basic auxiliary functions we will be using in the sequel and prove their basic
properties. For k ∈ 2Z, we consider
Uam(z, s, k) =
∑
γ∈Γa\Γ
Im(σa
−1γz)se(mσa
−1γz)ε(σa
−1γ, z)−k
and for simplicity we set Uam(z, s) := Uam(z, s, 0). By a direct computation based on (3.1)
RkUam(z, s, k) = (s+ k/2)Uam(z, s, k + 2)− 4πmUam(z, s+ 1, k + 2) (3.6)
LkUam(z, s, k) = (s− k/2)Uam(z, s, k − 2). (3.7)
Proposition 3.2. For k ∈ 2Z, Uam(z, s, k) has a meromorphic continuation to all s with Re(s) >
1− δΓ its only pole appearing at s = 1 when m = k = 0. It is simple with residue 1/V . Furthermore,
Ua0(z, s, k)≪ yΓ(z)
σ and Uam(z, s, k)≪ yΓ(z)
1/2 (m > 0)
for these s with the implied constant depending on s,m, k,Γ.
Proof: This is the content of Propositions B and C of [DO]. 
Given this analytic continuation we set
Pam(z)2 := y
−1Uam(z, 1, 2),
These series are holomorphic for m > 0 and span S2(Γ) (cf. [JO] Th. 3.2). When m = 0 they satisfy
j(σb, z)
−2Pa0(σbz)2 = δab −
1
yV
+O(e−2πy) as y →∞ (3.8)
and
y2
d
dz
Pa0(z)2 =
i
2V
. (3.9)
For f ∈ St2 and n ∈ Z≥1 we set:
Ian(zn) =
∫ zn
i∞
· · ·
∫ z2
i∞
∫ z1
i∞
fa(z0)dz0dz1 · · · dzn−1
where fa(z) = f(σaz)/j(σa, z)
2. For n ≤ 0, we set Ian(z) = f
(−n)
a (z). We observe that Ia1(σa
−1z) =∫ z
a
f(w)dw. With this notation, we set, for each r ∈ Z≥0
Qam(z, s, n, r; f¯) =
∑
γ∈Γa\Γ
Ian(σa−1γz) Im(σa
−1γz)se(mσa
−1γz)ε(σa
−1γ, z)−r.
In this section we will give the domains of initial convergence and bounds of this series and its
derivative. Their analytic continuation will be discussed in the next section.
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Proposition 3.3. Let f ∈ St2 be such that f |2(· − 1) ∈ Ht. For k ∈ 2Z and σ = Re(s) > 1 the se-
ries Qam(z, s, 1, k, f¯) and Q
′
am(z, s, 1, k, f¯) converge absolutely and uniformly on compacta to analytic
functions of s. For these s and for all m ≥ 0, Qam(z, s, 1, k; f¯) and (|m|+ 1)
−1yQ′am(z, s, 1, k; f¯) are
bounded by a constant times yΓ(z)
1/2−σ/2. The implied constants are independent of z and m.
Proof: Let f ∈ St2 be such that f |2(· − 1) ∈ Ht. By Lemma 2.1 and the elementary inequality
| log y| < ǫ(yǫ + y−ǫ) we have ∫ σbz
a
f(w)dw ≪
t∑
j=−t
yjǫ (3.10)
for all z in H and hence
∫ γσbz
a
f(w)dw =
∫ σaσa−1γσbz
a
f(w)dw ≪
t∑
j=−t
Im(σa
−1γσbz)
jǫ
for any cusp b and any z in H. The implied constant depends solely on a, ǫ, f and Γ. Further, the
Fourier expansion of
∫ σbz
b
f(w)dw yields
∫ σbz
a
f(w)dw =
∫ b
a
f(w) dw +
1
2πi
∞∑
n=1
ab(n)
n
e(nz) (3.11)
with ab(n) the n-th Fourier coefficient of f at the cusp b. Thus,∫ σaz
a
f(w)dw ≪ e−2πy as y →∞. (3.12)
Consequently, since |e(mσa
−1γz)ε(σa
−1γ, z)−k| ≤ 1,
Qam(σaz, s, 1, k; f¯)≪
∑
γ∈Γa\Γ
|
∫ γσaz
a
f(w)dw|Im(σa
−1γσaz)
σ
≪ e−2πyyσ +
∑
γ∈Γa\Γ
γ 6=I

 t∑
j=−t
Im(σa
−1γσaz)
σ+jǫ

≪ y1−σ+tǫ
for σ > 1 + tǫ as y →∞ by (3.2). When a 6= b we have
Qam(σbz, s, 1, k; f¯)≪
t∑
j=−t
Ea(σbz, σ + jǫ)≪ y
1−σ+tǫ
for σ > 1 + tǫ as y →∞. Choose ǫ = (σ − 1)/2t for simplicity and we have demonstrated that
Qam(z, s, 1, k; f¯)≪ yΓ(z)
1/2−σ/2
for σ > 1 and an implied constant depending on σ, a, f and Γ alone. This proves the statement for
Qam(z, s, 1, k; f¯).
With (3.1) we deduce that
2iyQ′am(z, s, 1, k; f¯) = (s+
k
2
)Qam(z, s, 1, k + 2; f¯)−
4πmQam(z, s+ 1, 1, k + 2; f¯)−
k
2
Qam(z, s, 1, k; f¯)
7
This together with the continuation and bounds of Qam that we have just proved yields the desired
result about Q′am. 
3.2. The basic theorem
We are ready to state the theorem that will enable us to construct the basis elements for St2.
We first construct a family of elementary functions in St2. Fix a cusp a and let {f1, . . . , fg} be an
orthonormal basis of S2. For ij ∈ {1, . . . , g} we set
Fi1,...,it(z) = fi1(z)
∫ z
a
fi2(w)
( ∫ w
a
fi3 . . .
)
dw.
It is easy to see with (2.3) and an inductive argument that
Fi1,...,it |2(γ − 1) =
t−1∑
r=1
Fi1,...,ir
∫ γa
a
Fir+1,...,it(w)dw. (3.13)
It is straightforward, by an inductive argument, to see that they are invariant under the parabolic
elements, that they vanish at the cusps and that Fi1,...,it |2(γ − 1) ∈ S
t−1
2 . Hence Fi1,...,it ∈ S
t
2.
Since these functions will play a fundamental role in the sequel, we set
At = {Fi1,...,it ; ij ∈ {1, . . . , g}}.
It is clear that, if f ∈ At, f |2(· − 1) ∈ Ht, so the results of the previous sections apply to the elements
of this set.
To generate further higher-order cusp forms, we need some functions that depend on standard
cusp forms in a less elementary way than the Fi1,...,it ’s do. Specifically, let m ≥ 0 and k ∈ 2Z. For
f ∈ St2(Γ) we set
Zam(z, s, 1, k; f¯) :=
∑
γ∈Γa\Γ
(∫ γa
a
f(w)dw
)
Im(σa
−1γz)se(mσa
−1γz)ε(σa
−1γ, z)−k
This function is essentially a generalization of the function Zam(z, s; f) which was crucial for the
construction of a basis of the space of second-order cusp forms in [DO]. However, the multiplier is
slightly modified. The advantage is that in this way we avoid the introduction of the function Gam
used in [DO].
We need to meromorphically continue Zam to a region that contains 1. The proof has many
similarities to that of the corresponding result in [DO].
Theorem 3.4. For f ∈ At, Zam(z, s, 1, k; f¯) admits a meromorphic continuation to Re(s) > 1− δΓ.
The only possible pole is s = 1 and it can only occur when k ≤ 0. For k = 0, it is simple. For
k ≥ 2, and m 6= 0, Zam(z, s, 1, k; f¯) ≪ yF(z)
1/2. For k ≥ 2, Za0(z, s, 1, k; f¯) ≪ yF(z)
σ. For k = 2,
Za0(z, 1, 1, 2; f¯)≪ yF(z)
1/2. The implied constants are independent of z in all cases.
Proof: We will prove the theorem by induction on t. For t = 0, it is trivial. Let t > 0 and suppose,
the statement is true for orders < t. If f ∈ At, then (2.3) implies
Zam(z, s, 1, k; f¯) = Qam(z, s, 1, k; f¯)− (
∫ z
a
f(w)dw) Uam(z, s, k)+
∑
′
Zam(z, s, 1, k; h¯)(
∫ a
z
h1(w)dw) (3.14)
where the prime indicates that the summation is over some pairs (h, h1) ∈ Ar ×At−r, 1 ≤ r ≤ t− 1.
The meromorphic continuation and bounds of Uam(z, s, k) and Zam(z, s, 1, k; h¯) in (3.14) are known
by Prop. 3.2 and the inductive hypothesis respectively. Therefore, we only need to meromorphically
continue and bound Qam(z, s, 1, k; f¯). To this end we first need to study Qam(z, s+ n + 1,−n, k, f¯)
for n ≥ 0.
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Proposition 3.5. Suppose that f ∈ At. For k ∈ Z and −n 6 0 the series Qam(z, s+ n+ 1,−n, k, f¯)
has a meromorphic continuation to Re(s) > 1 − δΓ. For k ≥ 0, it is analytic. Also for these s
and k ≥ 0 we have Qam(z, s + n + 1,−n, k; f¯) ≪ e
−πyΓ(z) with the implied constant depending on
n,m, f, k, s and Γ alone.
Proof: We begin with the formula
g(n)(γz) = (−2i)−nIm(γz)−n−1
n∑
r=0
(−1)n−rε(γ, z)−2r−2
(
n
r
)
(n+ 1)!
(r + 1)!
Lr
(
θγ,−2(yg(z))
)
valid for any holomorphic g : H → C and for all γ in Γ (see [CO] for a proof). Set Γ′ := σa
−1Γσa.
Then σa
−1Γaσa = Γ∞ and
ε(σa, z)
−kQam(σaz, s,−n, k; f¯) =
∑
γ′∈Γ∞\Γ′
f
(n)
a (γ′z)Im(γ
′z)se(mγ′z)ε(γ′, z)−k =
(−2i)−n
n∑
r=0
(−1)n−r
(
n
r
)
(n+ 1)!
(r + 1)!
∑
γ′∈Γ∞\Γ′
Lr(θγ′,−2(yfa(z)))Im(γ
′z)s−n−1e(mγ′z)ε(γ′, z)−(2r+2)−k
Now, if f |2(γ − 1) =
∑ ′
(
∫ γa
a
h(w)dw)h1 (γ ∈ Γ), with (h, h1) ∈ Ar(Γ) × At−r(Γ), (r ≥ 1), then
fa|2(γ
′−1) =
∑ ′
(
∫ γ′σa−1a
σa−1a
ha(w)dw)(h1)a for γ
′ ∈ Γ′ and (ha, (h1)a) ∈ Ar(Γ
′)×At−r(Γ
′). Therefore,
Lr
(
θγ′,−2(yfa(z))
)
= Lr
(
y(fa|2γ′)(z)
)
= Lr
(
yfa(z)
)
+
∑
′
∫ γ′σa−1a
σa−1a
ha(w)dwL
r
(
y(h1)a(z)
)
It is also easy to see (cf. Prop. E of [DO]) that for all G : H→ C,
Lr
(
yGa(z)
)
= Lr
(
yG(z)
)∣∣∣
σaz
ε(σa, z)
2r+2
so ∑
γ′∈Γ∞\Γ′
Lr
(
θγ′,−2(yfa(z))
)
Im(γ′z)s−n−1e(mγ′z)ε(γ′, z)−(2r+2)−k =
Lr(yf(z))|σazUam(σaz, s− n− 1, 2r + 2 + k)ε(σa, z)
−k+∑
′
[
Lr(yh1(z))×( ∑
γ∈Γa\Γ
(∫ γa
a
h(w)dw
)
Im(σa
−1γz)s−n−1e(mσa
−1γz)ε(σa
−1γ, z)−(2r+2)−k
)]
|σazε(σa, z)
−k
= Lr(yf(z))|σazUam(σaz, s− n− 1, 2r + 2 + k)ε(σa, z)
−k+∑
′
Lr(yh1(z))|σazZam(σaz, s− n− 1, 1, 2r+ 2 + k; h¯)ε(σa, z)
−k (3.15)
Since h ∈ Ar, r < t, the inductive hypothesis implies that Zam has a meromorphic continuation for
Re(s − n − 1) > 1 − δΓ. By Prop. 3.2 the same holds for Uam. Moreover, since 2r + 2 ≥ 2, by the
inductive hypothesis and Prop. 3.2 we deduce that we obtain an analytic function when k ≥ 0.
The function Lr
(
yf(z)
)
(and Lr
(
yh(z)
)
) has exponential decay at every cusp b because
θσb,−2r−2L
r
(
yf(z)
)
= Lr
(
θσb,−2yf(z)
)
= Lr
(
yj(σbz)−2f(σbz)
)
= Lr
(
y
∞∑
n=1
ab(n)e(nz)
)
.
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Hence
Lr
(
yf(z)
)
≪ yΓ(z)
r+1e−2πyΓ(z) (3.16)
for an implied constant depending on r, f and Γ. Therefore, with (3.15), (3.16), Prop. 3.2 and the
inductive hypothesis, we have for Re(s) > 1− δΓ and k ≥ 0:
Qam(z, s+ n+ 1,−n, k; f¯)≪ e
−πyΓ(z).

We are now ready to prove the analytic continuation of Qam(z, s, 1, k, f¯).
Proposition 3.6. Let m ≥ 0 and k ∈ 2Z. For f ∈ At the series Qam(z, s, 1, k; f¯) has continuation
to a meromorphic function of s with Re(s) > 1 − δΓ. For k > 0, we obtain an analytic function. For
k = 0, it has only a simple pole at s = 1 with residue −aa(m)2πim if m 6= 0 and 0 otherwise. For k 6= 0
or k = m = 0, we have Qam(z, s, 1, k; f¯) ≪ yΓ(z)
1/2. For k = 0, m 6= 0, (s − 1)Qam(z, s, 1, 0; f¯) ≪
yΓ(z)
1/2. The implied constants depend on s, m, f and Γ.
Proof: We first prove the result for k = 0. By Proposition 3.3, Qam(z, s, 1, 0; f¯) is square integrable
for Re(s) > 1 and the spectral decomposition yields
Qam(z, s, 1, 0; f¯) =
∞∑
j=0
〈Qam(·, s, 1, 0; f¯), ηj〉ηj
+
1
4π
∑
b
∫ ∞
−∞
〈Qam(·, s, 1, 0; f¯), Eb(·, 1/2 + ir)〉Eb(z, 1/2 + ir) dr. (3.17)
We recall the Prop. 9.3 and Cor. 9.4 of [JO]:
Lemma 3.7. Let ξ1, ξ2 and ψ be any smooth Γ invariant functions (not necessarily in L
2(Γ\H)). If
(∆− λ)ξ1 = ξ2, (∆− λ
′)ψ = 0 and
ξ1, R0ξ1,∆ξ1 ≪ yΓ(z)
A,
ψ,R0ψ ≪ yΓ(z)
B
for A+B < 0 and R0 = 2iy
d
dz the raising operator, then
〈ξ1, ψ〉 =
1
λ′ − λ
〈ξ2, ψ〉.
We will apply this lemma to ξ1 = Qam(z, s, n, 0; f¯) (n ∈ Z) and ψ = ηj . (3.1) implies that for all
n ∈ Z,
(∆− s(1− s))Qam(z, s, n, 0; f¯) =− 8πimQam(z, s+ 2, n− 1, 0; f¯)
+ 4πmsQam(z, s+ 1, n, 0; f¯) + 2isQam(z, s+ 1, n− 1, 0; f¯).
Next, we have ηj(z), R0ηj(z)≪ yΓ(z)
1/2 by Lemma 3.1(i) and
Qam(z, s, 1, 0; f¯), R0Qam(z, s, 1, 0; f¯),∆Qam(z, s, 1, 0; f¯)≪ yΓ(z)
1/2−σ/2
for σ = Re(s) > 1 by Proposition 3.3 and Proposition 3.5. So we may use Lemma 3.7 to get, for
Re(s) > 2,
〈Qam(·, s, 1, 0; f¯), ηj〉 =
1
(sj − s)(1 − sj − s)
(
− 8πim〈Qam(·, s+ 2, 0, 0; f¯), ηj〉
+ 4πms〈Qam(·, s+ 1, 1, 0; f¯), ηj〉+ 2is〈Qam(·, s+ 1, 0, 0; f¯), ηj〉
)
.
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We can repeat this procedure W times in all to obtain, again for Re(s) > 2,
〈Qam(·, s, 1, 0; f¯), ηj〉 =
∑
l
Pl(m, s)
Rl(sj , s)
〈Qam(·, s+W + cl, 1− dl, 0; f¯), ηj〉, (3.18)
with integers cl, dl satisfying 0 6 cl, dl 6 W , dl ≤ W + cl, Pl(m, s) a polynomial in m, s alone of
degree W in m and of degree W in s and Rl(sj , s) a polynomial in sj , s alone of degree 2W in sj and
of degree 2W in s. In fact
Rl(sj , s) =
∏
b
(sj − b− s)(1 − sj − b− s) (3.19)
where, for each l, the product is over some subset of integers b in {0, 1, · · · , 2W} of cardinality W .
If dl = 0, then we have
Qam(z, s+W + cl, 1, 0; f¯)≪ yΓ(z)
1/4−W/2 (3.20)
by Proposition 3.3, for W > 1. Hence
〈Qam(·, s+W + cl, 1, 0; f¯), ηj〉 ≪
√
||yΓ(z)−1/4|| · ||ηj || =
√
||yΓ(z)−1/4|| ≪ 1. (3.21)
For 0 < dl 6W , Prop. 3.5 implies that
Qam(z, s+W + cl, 1− dl, 0; f¯)≪ e
−πyΓ(z)
and hence 〈Qam(z, s+W + cl, 1 − dl, 0; f¯), ηj〉 ≪ 1. Therefore, for j > 0, 〈Qam(·, s, 1, 0; f¯), ηj〉 is an
analytic function of s for Re(s) > 1− δΓ and satisfies
〈Qam(·, s, 1, 0; f¯), ηj〉 ≪ |sj |
−2W ≪ |λj |
−W (3.22)
for implied constants depending on s,m,W, f and Γ alone and with the dependence on s being uniform
on compacta.
For j > 0 and for all n ≥ 0 we can now use (3.4), Lemma 3.1 (i) and (3.22) to get
∑
T6|λj |<T+1
< Qam(·, s, 1, 0; f¯), ηj > R
n
(
ηj(z)
)
≪ T 1−W ((T n/2+1)yΓ(z)
1/2+(T n+7/2+1)yΓ(z)
−3/2).
Hence for W = 6 + n,
∞∑
j=1
< Qam(·, s, 1, 0; f¯), ηj > R
n(ηj(z))≪ yΓ(z)
1/2 (3.23)
for all s with Re(s) > 1− δΓ. The sum converges uniformly for s in compact sets with Re(s) > 1− δΓ
giving an analytic function of s. When n > 0, Rn eliminates 〈Qam(·, s, 1, 0; f¯), η0〉η0(z).
For j = 0, the constant eigenfunction is η0 = V
−1/2. If m 6= 0, by unfolding we obtain
〈Qam(·, s, 1, 0; f), η0〉η0 =
−aa(m) Γ(s− 1)
2πim(4πm)s−1
=
−aa(m)
2πim
(
1
s− 1
+O(1)
)
as s→ 1 for fa(z) =
∑∞
m=1 aa(m)e(mz). If m = 0, the same process gives 0.
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With arguments similar to those used for the discrete spectrum we now consider the continuous
spectrum. For Pl, Rl, cl and dl identical to (3.18), Lemma 3.1 (ii) gives
〈Qam(·, s, 1, 0; f¯), Eb(·, 1/2 + ir)〉 =∑
l
Pl(m, s)
Rl(1/2 + ir, s)
〈Qam(·, s+W + cl, 1− dl, 0; f¯), Eb(·, 1/2 + ir)〉, (3.24)
which is true for Re(s) > 2 initially.
With (3.19), (3.20), Prop. 3.5 and Lemma 3.1 (ii) we see that (for W > 1) the right side of (3.24)
converges and gives the analytic continuation of the left side to Re(s) > 1− δΓ. Now, for all n ≥ 0,
∫ T+1
T
〈Qam(·, s, 1, 0; f¯), Eb(·, 1/2 + ir)〉R
nEb(z0, 1/2 + ir) dr
=
∑
l
Pl(m, s)
∫ T+1
T
〈Qam(·, s+W + cl, 1− dl, 0; f¯), Eb(·, 1/2 + ir)〉
Rl(1/2 + ir, s)
RnEb(z0, 1/2 + ir) dr
=
∑
l
Pl(m, s)
∫ T+1
T
∫
F
Qam(z, s+W + cl, 1− dl, 0; f¯)
Rl(1/2 + ir, s)
Eb(z, 1/2 + ir)R
nEb(z0, 1/2 + ir) dµz dr.
(3.25)
The integrand satisfies
Qam(z, s+W + cl, 1− dl, 0; f¯)
Rl(1/2 + ir, s)
Eb(z, 1/2 + ir)R
nEb(z0, 1/2 + ir)≪
|r|−2W+nyΓ(z)
1/4−W/2yΓ(z)
1/2yΓ(z0)
1/2
by (3.19), (3.20), Prop. 3.5, Lemma 3.1(ii) and the easily proved identity
RnEa(z, s) = s(s+ 1) · · · (s+ n− 1)Ua0(z, s, 2n).
Thus the double integral in (3.25) is absolutely and uniformly convergent and we may interchange the
limits of integration to obtain
∑
l
Pl(m, s)
∫
F
Qam(z, s+W + cl, 1−dl, 0; f¯)
∫ T+1
T
Eb(z, 1/2 + ir)
Rl(1/2 + ir, s)
RnEb(z0, 1/2+ ir) dr dµz. (3.26)
Also∫ T+1
T
Eb(z, 1/2 + ir)
Rl(1/2 + ir, s)
RnEb(z0, 1/2 + ir) dr
≪ T−2W
√∫ T+1
T
|Eb(z, 1/2 + ir)|2 dr ·
∫ T+1
T
|RnEb(z0, 1/2 + ir)|2 dr.
So, with Lemma 3.1 (iii), (3.26) is bounded by a constant times
∑
l
|Pl(m, s)|T
12−2W+2n
∫
F
yΓ(z)
3/4−W/2 dµz · yΓ(z0)
1/2.
This means that, for W chosen large enough,∫ ∞
−∞
〈Qam(·, s, 1, 0; f¯), Eb(·, 1/2 + ir)〉R
nEb(z, 1/2 + ir) dr ≪ yΓ(z)
1/2.
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To combine the information we have collected for the discrete and the continuous part of (3.17) we
observe that with (3.23) and preceeding discussion we can interchange summation and differentation
to get
Rn
( ∞∑
j=1
< Qam(·, s, 1, 0; f¯), ηj > ηj(z)
)
=
∞∑
j=1
< Qam(·, s, 1, 0; f¯), ηj > R
n
(
ηj(z)
)
and that Lemma 10.2 of [DO] implies
1
4π
∑
b
Rn
∫ T+1
T
〈Qam(·, s, 1, 0; f¯), Eb(·, 1/2 + ir)〉Eb(z, 1/2 + ir) dr =
1
4π
∑
b
∫ T+1
T
〈Qam(·, s, 1, 0; f¯), Eb(·, 1/2 + ir)〉R
nEb(z, 1/2 + ir) dr
for all T ∈ R. Therefore,
RnQam(z, s, 1, 0; f¯) = 〈Qam(·, s, 1, 0; f¯), η0〉R
nη0 +
∞∑
j=1
〈Qam(·, s, 1, 0; f¯), ηj〉R
n
(
ηj(z)
)
+
1
4π
∑
b
∫ ∞
−∞
〈Qam(·, s, 1, 0; f¯), Eb(·, 1/2 + ir)〉R
nEb(z, 1/2 + ir) dr
and it has a continuation to a meromorphic function of s with Re(s) > 1 − δΓ. For these values,
(s− 1)Qam(z, s, 1, 0; f¯), R
nQam(z, s, 1, 0; f¯) (n > 0) and Qa0(z, s, 1, 0; f¯) are all ≪ yΓ(z)
1/2 The only
pole is at s = 1 and it comes from the contribution of η0 when n = 0.
To pass to general k’s we apply the operators Rr successively, using (3.1), to obtain, for k > 0:
Qam(z, s, 1, k; f¯) =
1
s(s+ 1) · · · (s+ k2 − 1)
(
RkQam(z, s, 1, 0; f¯)
+
k−1∑
i=−1
k∑
j=1+i
′
pi,j(m, s)Qam(z, s+ j,−i, k; f¯)
)
(3.27)
with polynomials pi,j in m and s. Here the prime indicates that we exclude the term corresponding
to (i, j) = (−1, 0). Thanks to Propositions 3.3, 3.5 (for −i ≤ 0) and the meromorphic continuation
and growth of RkQam(z, s, 1, 0; f) we just proved, the identity (3.27) implies Prop. 3.6. For k < 0,
we work in a similar way. 
End of proof of Th. 3.4 By Propositions 3.2 and 3.6, the inductive hypothesis and (3.14), we deduce
that for k > 0 Zam(z, s, 1, k; f¯) is holomorphic in s and that for k = 0 the only possible pole is at
s = 1 which is simple. This completes the proof of the analytic continuation of Zam.
To prove the bounds, we recall from (3.11) and (3.12) that, for z ∈ F,
∫ σaz
a
f(w)dw ≪ 1 and∫ σbz
a
f(w)dw ≪ e−2πy, if a 6= b as y →∞. The desired bound follows from this, Propositions 3.2 and
3.6, the inductive hypothesis and (3.14). For m = 0, k = 2 and s = 1 we deduce the bound from these
inequalities and Ua0(σbz, 1, 2)≪ δaby + 1, as y →∞ (see (3.8)). 
3.3 A family of functions of St2.
In this section we construct a family of t-order cusp forms based on the analytic continuation of
Zam(z, s, 1, 2; f) established in Section 3.2. The construction is carried out in three steps.
In the first step, since we are mainly interested in the weight according to j(γ, z) rather than ε(γ, z),
we set
Zam(z, s; f¯) := y
−1Zam(z, s+ 1, 1, 2; f¯)
=
∑
γ∈Γa\Γ
( ∫ γa
a
f(w)dw
)
Im(σa
−1γz)se(mσa
−1γz)j(σa
−1γ, z)−2. (3.28)
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According to Theorem 3.4, Zam(z, s, F¯i1,...,it−1) is analytic for Re(s) > −δΓ. It is easy to see that
Zam(·, 0, F¯i1,...,it−1 )|2(γ − 1) =(∫ γ−1a
a
Fi1,...,it−1
)
Pam +
t−2∑
r=1
(∫ γ−1a
a
Fi1,...,ir
)
Zam(·, 0, F¯ir+1,...,it−1).
Further, for Re(s) large we have:
d
dz¯
Zam(z, s; F¯i1,...,it−1) =
is
2y2
Zam(z, s+ 1, 1, 0; F¯i1,...,it−1) (3.29)
In the second step, if fit =
∑
l alPaml , we set, for j ≥ 1,
Zij ,...,it =
∑
l
alZaml(·, 0; F¯ij ,...,it−1).
An inductive argument implies that, for t ≥ 2,
Zi1,...,it |2(γ − 1) =
t−1∑
r=1
(∫ γ−1a
a
Fi1,...,ir
)
Zir+1,...,it (3.30)
In view of (3.29), we apply the same linear combination to Ress=1Zam(·, s, 1, 0; F¯i1,...,it−1) and to
−aa(m)
2πim , for m > 0. We denote them by Ri1,...,it and ai1,...,it respectively. Then, (3.14) and Prop. 3.2
give
Ri1,...,it = ai1,...,it +
t−2∑
r=1
( ∫ a
z
Fi1,...,ir
)
Rir+1,...,it . (3.31)
For convenience we have set Zj := fj . (3.30) and induction imply that
Zi1,...,it |2(γ1 − 1) . . . (γt−1 − 1) =
∫ γ−11 a
a
fi1 . . .
∫ γ−1
t−1a
a
fit−1fit (3.32)
In the third step, we suitably modify the functions constructed so far to obtain holomorphic forms.
To state a lemma we will need, we recursively define the following functions:
Si1 :=
∫ a
z
fi1(w)dw and
Si1,...,it :=
t∑
r=1
∫ a
z
Fi1,...,ir (w)dw Sir+1,...,it .
We also set Sik+1,...,ik = 1, Sij ,...,ik = 0 for j > k + 1 and Si0 = 1.
Lemma 3.8. Let t ∈ Z≥2. For every i1, . . . , it ∈ {1, . . . , g} we have
(i) For m 6= 0,
Ri1,...,it =
t−2∑
j=0
Si1,...,ij · aij+1,...,it .
(ii)
Ress=1Za0(·, s, 1, 0; F¯i1,...,it) =
1
V
Si1,...,it .
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Proof: (i) is proved by induction in t. By (3.14), it is clear for t = 2. If the result holds for orders
< t, then (3.31) implies that
Ri1,...,it = ai1,...,it +
t−2∑
r=1
( ∫ a
z
Fi1,...,ir
) t−2∑
j=r
Sir+1,...,ijaij+1,...,it .
By the definition of Sij ...ik for j > k, the inner sum can be written in the form
∑t−2
j=1 Sir+1,...,ijaij+1,...,it
and thus
Ri1,...,it = ai1,...,it +
t−2∑
j=1
t−2∑
r=1
(∫ a
z
Fi1,...,irSir+1,...,ij
)
aij+1,...,it .
Since Sij ,...,ik = 0 for j > k + 1, the inner sum equals Si1,...,ij . This proves the identity for t.
(ii) follows from (3.14), Prop. 3.2 and a straightforward induction argument because, as shown in the
proof of Prop. 3.6., ai1,...,it in (3.14) is 0. 
By (3.29) and Lemma 3.8(i), there is a linear combination Z(i1, . . . , it−1) of Zi1,i2 , . . . , Zi1,...,it−1
for m 6= 0 such that
d
dz¯
(Zi1,...,it − Z(i1, . . . , it−1)) =
i
2y2
(Si1,...,it−2ait−1,it) (3.33)
Since
Ress=1(Qam(z, s, 1, 0; F¯it−1)) =
−aa(m)
2πim
= 2i< fit−1 , Pam(·) >,
(where < ·, · > is the usual Petersson scalar product), by the definition of ait−1,it we have,
ait−1,it = 2i< fit−1 , fit >.
Therefore, if it−1 6= it, (3.33) and the orthonormality of the basis imply that Zi1,...,it −Z(i1, . . . , it−1)
is holomorphic. If it−1 = it, (3.33) again implies that(
Zi1,...,it − Z(i1, . . . , it−1)
)
−
(
Zi1,...,it−2,1,1 − Z(i1, . . . , it−2, 1)
)
is holomorphic.
In order to keep track of the basis elements we will construct in the sequel, we indicate the conju-
gation of
∫ γji∞
i∞
fij (w)dw by a minus sign in the notation of the corresponding subscript. Specifically,
in view of (3.32) we set, for every i1, . . . , it ∈ {1, . . . , g} with (it−1, it) 6= (1, 1),
Z−i1,...,−it−1,it =
{
(−1)t−1 (Zi1,...,it − Z(i1, . . . , it−1)) if it−1 6= it
(−1)t−1(Zi1,...,it − Z(i1, . . . , it−1)− Zi1,...,1,1 − Z(i1, . . . , it−2, 1)) if it−1 = it.
The reason we have added the factor (−1)t−1 is so that Z satisfy (3.32) without the γj ’s being inverted
on the right-hand side. For t = 1, we set, for i < 0,
Zi = Z−i = fi := f−i.
Theorem 3.9. For t ∈ Z≥2, i1, . . . , it−1 ∈ {−1, . . . ,−g}, it ∈ {1, . . . , g} and (it−1, it) 6= (−1, 1), we
have Zi1,...,it ∈ S
t
2.
Proof: They are holomorphic by construction. The invariance under the parabolic elements of all
Zi1,...,ir ’s is deduced by (3.30) and the fact that Fi1,...,ir ∈ S
t
2. (3.32) implies that
Zi1,...,it |2(γ1 − 1) . . . (γt − 1) = 0.
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The growth condition proved in Theorem 3.4 implies that each Zi1,...,ir and thus Zi1,...,it is ≪
yF(z)
−1/2. (Recall that Zam(z, s+ 1, 1, 2; f¯) is divided by y in Zam(z, s; f¯)). Considering the Fourier
expansion of Zi1,...,it we deduce its vanishing at the cusps.
Now, (3.30) and Th. 3.4 imply that Zi1,...,ir |2γ ≪ yF(z)
−1/2 for each γ ∈ Γ. Therefore, the same
estimate holds for the holomorphic Zi1,...,it |2γ and a look at its Fourier expansion implies the vanishing
at the cusps for each γ.
By (the second formulation of) the definition of St2 we deduce the result. 
In the next section we will also need a family of functions lying outside St2. They are the analogue
of the function Zµ,µ + 2iV < µ, µ >Pa0(z)2 in Prop. 5.2 of [DO]. If ai (i = 1, . . . ,m) is a set of
inequivalent cusps for Γ, set
fg+i := Pai0 − Pam0 for i = 1, . . . ,m− 1.
Then {fg+1, . . . , fg+m−1} a basis of the space E2 of Eisenstein series of M2 (cf. [GO]). For ij ∈
{1, . . . , g}, we set
Z ′−i1,...,−it−1,it =
{
Z−i1,...,it if it−1 6= it
(−1)t−1
(
Zi1,...,it − Z(i1, . . . , it−1)− 2iV · Zam0(·, 0; F¯i1,...,it−2)
)
if it−1 = it.
The last term is understood to be Pam0(·)2 when t = 2. By Lemma 3.8(ii), (3.29) and (3.33) we
observe that Z ′−i1,...,−it−1,it is holomorphic. By the holomorphicity, Theorem 3.4 and (3.8), Z
′
−i1,...,it
vanishes at all cusps except am in the case t = 2. Again the reason for the factor (−1)
t−1 is that Z ′
now satisfies (3.32) without the γj ’s being inverted on the right-hand side.
3.4 Construction of a basis of St2
We will use the functions defined in Section 3.3 to build recursively bases for all St2’s. We first introduce
some notation and prove an elementary lemma. First, following [R], for an increasing finite sequence
j1, . . . jt−1 we call a shuffle of type (r, t) a pair (φ, ψ) of order-preserving maps
φ : {j1, . . . , jr−1} → {1, . . . , t− 1} and ψ : {jr, . . . , jt−1} → {1, . . . , t− 1}
whose images are disjoint and complementary. Since the specific underlying sequence will be under-
stood in each case, we denote their set simply by Sr,t. We then have
Lemma 3.10. For F ∈ Sr2 , G ∈M
t−r+1
0 we have
(F ·G)|2(γ1−1) . . . (γt−1−1) =
∑
(φ,ψ)∈Sr,t
F |2(γφ(1)−1) . . . (γφ(r−1)−1) ·G|0(γψ(r)−1) . . . (γψ(t−1)−1).
Proof: By Th. 2.2 of [CD], we have
(F ·G)|2(γ − 1) = F |2(γ − 1) ·G+ F ·G|0(γ − 1) + F |2(γ − 1) ·G|0(γ − 1).
This means that each time we apply a γ − 1 (γ ∈ Γ) on F ·G, either F or G or both are acted upon
by γ − 1 too. Now, F (resp. G) is annihilated by any products with r (resp. t− r + 1) factors of the
form γ− 1. Therefore, the only non-vanishing terms left after (γ1− 1) . . . (γt−1− 1) is applied on F ·G
are the products of the form
F |2(γi1 − 1) . . . (γir−1 − 1) ·G|0(γj1 − 1) . . . (γjt−r − 1)
with i1 < · · · < ir−1, j1 < · · · < jt−r and i1, . . . , ir−1, j1, . . . , jt−r covering {1, . . . , t−1}. In particular,
by the last two facts the sets of ik and jk are disjoint. This implies Lemma 3.10. 
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Next, for j ∈ {±1, . . . ,±g} ∪ {g + 1, . . . , g +m− 1} we set < fj , γ > for
∫ γi
i fj(w)dw, when j > 0
and
∫ γi∞
i∞
f−j(w)dw, for j < 0. We also set A for the space generated by maps φ : Γ
l → S2 defined by
φ(γ1, . . . , γl) =< fi1 , γ1 > · · · < fil , γl > fil+1
with −ij = ij+1 = 1 for at least one j ∈ {1, . . . , l}. (In section 4 we will need the analogue of this
space with fil+1 of higher weight. In an effort to simplify notation, A will stand for the space in the
case of weight 2 and when we need it for higher weights, we will indicate it by a subscript.)
We denote by I ′ the set of vectors (i1, . . . , it) with entries in {±1, . . . ,±g} for which there is no
j ∈ {1, . . . , t− 1} such that −ij = ij+1 = 1. We also let I be the set of (i1, . . . , it) ∈ I
′, with it > 0.
Starting with Zi, suppose now that, for each s < t, the forms Zi1,...,is , (i1, . . . , is) ∈ I satisfy
Zi1,...,is |2(γ1 − 1) . . . (γs−1 − 1) =< fi1 , γ1 > · · · < fis−1 , γs−1 > fis + φ(γ1, . . . , γs−1) (3.34)
for some φ ∈ A.
We claim that for every (i1, . . . , it) ∈ I, there are Zi1,...,it satisfying (3.34) with s = t.
First, with Lemma 3.10,
[Zi1
∫ z
i
Zi2,...,it(w)dw]|2(γ1 − 1) . . . (γt−1 − 1) =
fi1 < fi2 , γ1 > · · · < fit−1 , γt−2 >
∫ γt−1i
i
fit(w)dw + φ(γ1, . . . , γt−1). (3.35)
Hence, for (i1, . . . , it−1) ∈ I and it ∈ {1, . . . , g} we set
Zi1,...,it := Zit
∫ z
i
Zi1,...,it−1(w)dw.
Next, if i1 < 0, (i1, i2) ∈ I, and (i3, . . . , it) ∈ I,
[Zi1,i2
∫ z
i
Zi3,...,it(w)dw]|2(γ1 − 1) . . . (γt−1 − 1) =
∑
(φ,ψ)∈S2,t
∫ γφ(1)i
i
fi1(w)dwfi2
t−1∏
j=3
< fij , γψ(j) >
∫ γψ(t)i
i
fit(w)dw + φ(γ1, . . . , γt−1)
for some φ ∈ A. By the definition of shuffles,
∫ γt−1i
i fit(w)dw appears as the last factor and thus
unconjugated in each summand of the right-hand side except for that corresponding to φ(1) = t− 1.
Therefore, by (3.35), there is a linear combination of Zj1
∫ z
i
Zj2,...,jt(w)dw’s denoted by A(fi1 , . . . , fit),
such that
[Zi1,i2
∫ z
i
Zi3,...,it(w)dw −A(fi1 , . . . , fit)]|2(γ1 − 1) . . . (γt−1 − 1) =∫ γt−1i
i
fi1(w)dwfi2 < fi3 , γ1 > · · · < fit−1 , γt−3 >
∫ γt−2i
i
fit(w)dw + φ(γ1, . . . , γt−1) (3.36)
for some φ ∈ A. Hence for (it−1, it), (i1, . . . , it−2) ∈ I and it−1 < 0 we can set
Zi1,...,it := Zit−1,it
∫ z
i
Zi1,...,it−2(w)dw −A(fit−1 , fit , fi1 , . . . , fit−2).
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Further, if i1, i2 < 0 and (i1, i2, i3), (i4, . . . , it) ∈ I,
[Zi1,i2,i3
∫ z
i
Zi4,...,it(w)dw]|2(γ1 − 1) . . . (γt−1 − 1) =
∑
(φ,ψ)∈S3,t
∫ γφ(1)i
i
fi1(w)dw
∫ γφ(2)i
i
fi2(w)dwfi3
t−1∏
j=4
< fij , γψ(j) >
∫ γψ(t)i
i
fit(w)dw+
φ(γ1, . . . , γt−1)
for some φ ∈ A. The only summand that does not appear on the right-hand side of (3.35) and (3.36)
for an appropriate permutation of i1, . . . , it, is
∫ γt−2i
i
fi1(w)dw
∫ γt−1i
i
fi2(w)dwfi3 < fi4 , γ1 > · · ·
∫ γt−3i
i
fit(w)dw.
Therefore, by (3.35) and (3.36), there is a linear combination of terms Zj1
∫ z
i Zj2,...,jt(w)dw’s and
Zj1,j2
∫ z
i Zj3,...,jt(w)dw’s denoted by B(fi1 , . . . , fit), such that
[Zi1,i2,i3
∫ z
i
Zi4,...,it(w)dw −B(fi1 , . . . , fit)]|2(γ1 − 1) . . . (γt−1 − 1) =
∫ γt−2i
i
fi1(w)dw
∫ γt−1i
i
fi2(w)dwfi3 < fi4 , γ1 > · · ·
∫ γt−3i
i
fit(w)dw + φ(γ1, . . . , γt−1)
for some φ ∈ A. Hence for (it−2, it−1, it), (i1, . . . , it−3) ∈ I and it−2, it−1 < 0 we can set
Zi1,...,it := Zit−2,it−1,it
∫ z
i
Zi1,...,it−3(w)dw −B(fit−2 , fit−1 , fit , fi1 , . . . , fit−3).
Continuing this way we construct, for all (i1, . . . , it) ∈ I, functions Zi1,...it satisfying (3.34). The
last element, whose indices i1, . . . , it−1 are negative, is obtained directly from Th. 3.9.
We also define recursively a similar family of functions involving Z ′: Starting with Z ′i = Zi, suppose
that, for each s < t, Z ′i1,...,is , ij ∈ {±1, · · · ± g} (is > 0) satisfy
Z ′i1,...,is |2(γ1 − 1) . . . (γs−1 − 1) =< fi1 , γ1 > · · · < fis−1 , γs−1 > fis . (3.34’)
Then
[Z ′i1
∫ z
i
Z ′i2,...,it(w)dw]|2(γ1 − 1) . . . (γt−1 − 1) = fi1 < fi2 , γ1 > · · · < fit−1 , γt−2 >
∫ γt−1i
i
fit(w)dw
and for ij ∈ {±1, · · · ± g} (it−1 > 0) we set
Z ′i1,...,it := Z
′
it
∫ z
i
Z ′i1,...,it−1(w)dw.
Next, if i1 < 0,
[Z ′i1,i2
∫ z
i
Z ′i3,...,it(w)dw]|2(γ1 − 1) . . . (γt−1 − 1) =
∑
(φ,ψ)∈S2,t
∫ γφ(1)i
i
fi1(w)dwfi2
t−1∏
j=3
< fij , γψ(j) >
∫ γψ(t)i
i
fit(w)dw.
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As before, there is a linear combination of Z ′j1
∫ z
i
Z ′j2,...,jt(w)dw’s denoted by A(fi1 , . . . , fit), such that
[Z ′i1,i2
∫ z
i
Z ′i3,...,it(w)dw −A(fi1 , . . . , fit)]|2(γ1 − 1) . . . (γt−1 − 1) =∫ γt−1i
i
fi1(w)dwfi2 < fi3 , γ1 > · · · < fit−1 , γt−3 >
∫ γt−2i
i
fit(w)dw
so, if it−1 < 0 we set
Z ′i1,...,it := Z
′
it−1,it
∫ z
i
Z ′i1,...,it−2(w)dw −A(fit−1 , fit , fi1 , . . . , fit−2).
Continuing in this way we construct, for all ij ∈ {±1, . . . ,±g} (it > 0), functions Z
′
i1,...it
satisfying
(3.34), but, this time, without a φ. The last element, whose indices i1, . . . , it−1 are negative, is
obtained directly by the construction at the end of section 3.3.
By construction these functions are holomorphic and satisfy the stated functional equation. They
have at most polynomial growth at each cusp a, and vanish at a 6= am. Because of this, they are
invariant under πa for a 6= am.
To prove that the Z’s span St2, we will need a lemma that generalizes Prop. 5.2. of [DO].
Lemma 3.11. Let t ≥ 3. Suppose that for some F ∈ St2 and ci3,...,it ∈ C,
F |2(γ1 − 1) . . . (γt−1 − 1) =
∑
ci3,...,it
∫ γ1i
i
f1(w)dw
∫ γ2i
i
f1(w)dw < fi3 , γ3 > . . . fit
for all γi ∈ Γ, where the sum ranges over all ij ∈ {±1, . . . ,±g}. Then all ci3,...,it vanish.
Proof: As shown above,
Z ′−1,1,...,it |2(γ1 − 1) . . . (γt−1 − 1) =
∫ γ1i
i
f1(w)dw
∫ γ2i
i
f1(w)dw < fi3 , γ3 > . . . fit
and hence F −
∑
ci3,...,itZ
′
−1,1,...,it
is annihilated by (γ1 − 1) . . . (γt−1 − 1). Since F and Z
′
−1,1,... are
of at most polynomial growth at the cusps, for every γi ∈ Γ, we have
(F −
∑
ci3,...,itZ
′
−1,1,...,it)|2(γ1 − 1) . . . (γt−2 − 1) =
g+m−1∑
i=1
χi(γ1, . . . , γt−2)fi
for χi : Γ
t−2 → C. The left-hand side is annihilated upon the application of one more γ− 1 and hence
the identity γδ− 1 = (γ − 1)(δ− 1)+ (γ − 1)+ (δ− 1) implies that each χi is a group homomorphism
in terms of each γj.
By Eichler-Shimura isomorphism,
χi(γ1, . . . , γt−2) =
∑
j
(
aij(γ1, . . . , γt−3)
∫ γt−2i
i
hj(w)dw + b
i
j(γ1, . . . , γt−3)
∫ γt−2i
i
gj(w)dw
)
for some aij , b
i
j : Γ
t−3 → C, gj ∈ S2 and hj ∈M2. The injectivity of the Eichler-Shimura isomorphism
implies that each aij, b
i
j is a homomorphism on each of the arguments and hence, by induction, we
deduce that
(F −
∑
ci3,...,itZ
′
−1,1,...,it)|(γ1 − 1) . . . (γt−2 − 1) =∑
i1,...,it−1
λi1,...,it−1 < fi1 , γ1 > · · · < fit−2 , γt−2 > fit−1 (3.37)
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with ij ∈ {±1, . . . ,±g} ∪ {g + 1, . . . , g +m − 1} and it−1 > 0. Since Z
′
i1,...,it
is invariant under πai
when i 6= m, the identity (γ − 1)(π − 1) = (γπγ−1 − 1)γ − π − 1 implies that
Z ′i1,...,it |2(γ1 − 1) . . . (γt−2 − 1)
vanishes when one of the γj ’s equals πai , i 6= m. Since F ∈ S
t
2, this then also holds for both sides
of (3.37). Therefore, none of the fij , j < t − 1 appearing in (3.37) can be non-cuspidal. Indeed,
for 0 < k < m, < fij , πak > 6= 0 iff ij = g + k (recall the definition of fg+1). Hence, for all
γ1, . . . , γj−1, γj+1, . . . , γt−2 ∈ Γ and for γj = πak , (k = 1, . . . ,m− 1), the RHS of (3.37) equals∑
i1,...,ij−1,ij+1,...,it−1
λi1,...,ij−1,g+k,ij+1,...it−1×
< fi1 , γ1 > · · · < fij−1 , γj−1 >< fg+k, πak >< fij+1 , γj+1 > · · · < fit−2 , γt−2 > fit−1 = 0.
Therefore, by the injectivity of Eichler-Shimura isomorphism, λi1,...,ij−1,g+k,ij+1,it−1 = 0. Hence, only
cusp forms fj appear on the RHS of (3.37), so if {γ1, . . . , γt−2} contains πam , both sides of (3.37)
vanish. Since F ∈ St2, this implies that
∑
ci3,...,itZ
′
−1,1,...,it
|2(γ1 − 1) . . . (γt−2 − 1) = 0 if at least one
of the γi’s is πam . However, we can show, by induction that, when i1 < 0,
Z ′i1,i2,...,it |2(πam − 1) . . . (γt−2 − 1) = fit < fit−1 , γt−2 > · · ·
∫ πam i
i
Z ′−i,i(w)dw
if (i1, i2) = (−i, i) (i > 0) and 0 otherwise. For t = 3, it is straightforward. If ir > 0, ir+1, . . . , it−1 < 0,
then Z ′−i,i,i3,... is by definition equal to Z
′
ir+1...it
∫ z
i Z
′
−i,i,i3,...,ir
minus a linear combination of products
of the form Z ′ir+k,...,it
∫ z
i
Z ′j1,j2,j3,... (k > 1) which we denote by C(f−i, fi, fi3 , . . . ). The indices
j1, j2, . . . in the expression of C(fi1 , fi2 , . . . ) are obtained by interspersing, in their original order,
subsets of {ir+1, . . . , it−1} among the indices i1, i2, i3, . . . , it. Now, as in Lemma 3.10, we observe
that, if one of the γi is parabolic and ir+k, . . . it−1 < 0, ir+k−1 > 0 then, for k ≥ 1,
[Z ′ir+k...it
∫ z
i
Z ′j1,j2,...,ir+k−1 ]|2(γ1 − 1) . . . (γt−2 − 1) =∑
(φ,ψ)∈S
Z ′ir+k,...it |2(γφ(1) − 1) . . . (γφ(t−r−k) − 1)×
∫ γψ(r+k−2)z
z
[Z ′j1,j2,...,ir+k−1 |2(γψ(1) − 1) . . . (γψ(r+k−3) − 1)](w)dw. (3.38)
Therefore, by the second part of the inductive hypothesis, the application of (πam − 1) . . . (γt−2 − 1)
on Z ′−i,i,... will eliminate all terms in C(f−i, fi, fi3 , . . . ) except for those with j1 = −i, j2 = i, thus
obtaining, by (the first part of) the inductive hypothesis, products of the form
(∫ γψ(1)i
i
Z ′−i,i(w)dw
)
· · · < fir+k−1 , γψ(r+k−2) >< fir+k , γφ(1) > · · · < fit−1 , γφ(t−r−k) > fit .
These, upon varying k, yield
∑
(φ,ψ)∈Sr,t−1
(∫ γψ(1)i
i
Z ′−i,i(w)dw
)
· · · < fir , γψ(r−1) >< fir+1 , γφ(1) > · · · < fit−1 , γφ(t−r−1) > fit+
C(Z ′−i,i, . . . , fit)|2(γ1 − 1) . . . (γt−2 − 1). (3.39)
where C(Z ′−i,i, fi3 , . . . ) is C(f, fi3 , . . . ) with f formally replaced by Z
′
−i,i. Since the cancellations
yielding (3.34’) do not rely on fi1 ’s being a cusp form rather than second order modular form, the
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same cancellations imply that (3.39) equals fit < fit−1 , γt−2 > · · ·
∫ πam i
i Z
′
−i,i(w)dw as we wanted to
show.
The second part of the claim is proved in the same way, once we observe that C(fi1 , fi2 , . . . )
does not contain integrals of Z ′−i,i,... because of the way the indices j1, j2, . . . in the expression of
C(fi1 , fi2 , . . . ) are obtained and the fact that ir+1, . . . , it−1 < 0. Therefore the inductive hypothesis
can be applied.
Therefore, for all γ2, . . . , γt−2 ∈ Γ,∑
ci3,...,itZ
′
−1,1,...,it |2(πam − 1) . . . (γt−2 − 1) =(∫ πam i
i
Z ′−1,1(w)dw
)∑
ci3,...,it < fi3 , γ2 > · · · < fit−1 , γt−2 > fit
and since the LHS is 0, the linear independence of the terms < fi3 , γ2 > · · · < fit−1 , γt−2 > fit for
γ2, . . . , γt−2 ∈ Γ, implies the desired conclusion. 
Theorem 3.12. Let t ≥ 1. Then the image of
{Zi1,...,it ; (i1, . . . , it) ∈ I}
under the natural projection is a basis of St2/S
t−1
2 .
Proof: We first note that by Th. 3.1 of [CD], each Zi1,...,it ((i1, . . . , it) ∈ I) is a weight 2, t-th order
form cusp because it is the product (“0-th Rankin-Cohen bracket”) of a weight 2, order r < t cusp
form and a weight 0, order t− r+1 modular form (namely the antiderivative of a weight 2, order t− r
cusp form).
We now show that our set spans St2/S
t−1
2 . The claim is obvious for t = 1. Let now t > 1 and
F ∈ St2. Then, for every γi ∈ Γ,
F |2(γ1 − 1) . . . (γt−1 − 1) =
∑
i
χi(γ1, . . . , γt−1)fi
for a χi : Γ
t−1 → C. As in the proof of Lemma 3.11, each χi is a group homomorphism but, in addition,
each of them vanishes at the parabolic elements as a function of each γi. Repeated applications of the
Eichler-Shimura isomorphism imply that each χi(γ1, . . . , γt−1) is a linear combination of
t−1∏
j=1
< fij , γj > ij ∈ {±1, . . . ,±g}.
By the construction of Zi1,...it ’s and (3.34) (with s = t) we then deduce that there is a linear com-
bination L of these functions satisfying, (F − L)|2(γ1 − 1) . . . (γt−1 − 1) = φ(γ1, . . . , γt−1) for some
φ ∈ A. We will show that φ ≡ 0.
By the definition of A, there are ci1,...,ˆij ,ˆij+1,...,it ∈ C such that φ(γ1, . . . , γt−1) equals
t−1∑
j=1
∑
ci1,...,ˆij ,ˆij+1,...,it < fi1 , γ1 > . . .
∫ γji
i
f1(w)dw
∫ γj+1i
i
f1(w)dw < fij+2 , γj+2 > . . . fit
for all γi ∈ Γ. The inner sum ranges over all (i1, . . . , iˆj , iˆj+1, . . . , it) such that (ij+2 . . . , it) ∈ I and
the hat indicates missing index. The term corresponding to j = t − 1 is understood to end with∫ γt−1i
i f1(w)dwf1. With (3.34), an induction shows that, for some a
l
i1,..., b
l
ij+2,... ∈ C, the sum can be
re-written as
t−1∑
j=1
∑
l
∑
0<|ik|≤g
ali1,...,ij−1 < fi1 , γ1 > · · · ×
∫ γji
i
f1(w)dw
∫ γj+1i
i
f1(w)dw
∑
0<|ik|≤g
blij+2,...,it−1 < fij+2 , γj+2 > . . . fit (3.40)
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with ∫ γj+1i
i
f1(w)dw
∑
0<|ik|≤g
blij+2,...,it−1 < fij+2 , γj+2 > . . . fit = G|2(γj+1 − 1) . . . (γt−1 − 1)
for some G ∈ St−j2 .
This implies that, if we consider γ1, . . . , γt−2 fixed for the time being, each term in (3.40) except
for that corresponding to j = t − 1 is a multiple of a G|2(γt−1 − 1) for some G ∈ S
2
2 . Hence, if
(F −L)|2(γ1−1) . . . (γt−1−1) = φ(γ1, . . . , γt−1), then there is a second-order form G1 and a µt−1 ∈ C
(which will normally depend on γ1, . . . , γt−2) such that
G1|2(γt−1 − 1) = µt−1
∫ γt−1i∞
i∞
f1(w)dwf1
Prop. 5.2 of [DO] implies that µt−1 = 0. Therefore, φ(γ1, . . . , γt−1) equals the expression in (3.40)
but with one term less.
We can continue the ‘descent’ this way by noting each term on the right-hand side except for the
last one is a multiple of a G|2(γt−2 − 1)(γt−1 − 1) for some G ∈ S
3
2 . Therefore, there is a G2 ∈ S
3
2
such that
G2|2(γt−2 − 1)(γt−1 − 1) =
∑
cit
∫ γt−2i∞
i∞
f1(w)dw
∫ γt−1i∞
i∞
f1(w)dwfit
for some cit ∈ C and this, from Lemma 3.11, implies that all cit vanish. Continuing this way we
deduce that φ ≡ 0.
We will finally show that the Z’s are linearly independent modulo St−12 . Suppose that∑
(i1,...,it)∈I
λi1,...,itZi1,...,it = 0.
Then ∑
(i1,...,it)∈I
λi1,...,itZi1,...,it |2(γ1 − 1) . . . (γt−1 − 1) = 0
and by (3.34) (with s = t), we obtain∑
(i1,...,it)∈I
λi1,...,it < fi1 , γ1 > · · · < fit−1 , γt−1 > fit + φ(γ1, . . . , γt−1) = 0,
for some φ ∈ A. Since the set of all χi’s is linearly independent and φ is a linear combination
of < fi1 , γ1 > · · · < fit−1 , γt−1 > fit ’s with (i1, . . . , it) 6∈ I, we deduce that λi1,...,it = 0, for all
(i1, . . . , it) ∈ I, i.e. the Z’s are linearly independent. 
Corollary 3.13. Let g be the genus of Γ. The dimension of St2(Γ)/S
t−1
2 (Γ) (t ≥ 1) is 0 if g = 0, and
1
2
(
(g +
√
g2 − 1)t + (g −
√
g2 − 1)t
)
otherwise.
Proof: According to the theorem, to prove the corollary in the case g 6= 0, it suffices to compute
the cardinality at of I. If bt is the cardinality of I
′, then, bt − at is the number of vectors in I
′ with
it < 0. In particular, it 6= 1 and hence, bt− at = gbt−1. On the other hand, bt = 2gbt−1− bt−2. (gbt−1
elements of I ′ have it < 0 and gbt−1 − bt−2 have it > 0 with (it−1, it) 6= (−1, 1)). The solution of this
recursive relation with b1 = 2g, b2 = 4g
2 − 1 is
bt =
1
2
√
g2 − 1
(
(g +
√
g2 − 1)t+1 − (g −
√
g2 − 1)t+1
)
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when g 6= 1 and bt = t+ 1, when g = 1. The conclusion then follows from bt − at = gbt−1.
The proof of the corollary in the case g = 0 follows by the observation that, for F ∈ St2(Γ),
F |2(γ1 − 1) . . . (γt−1 − 1) ∈ S2(Γ). (3.41)
Since S2(Γ) = {0} when g = 0, this implies that F ∈ S
t−1
2 (Γ) and hence S
t
2(Γ)/S
t−1
2 (Γ) = {0}. 
Examples (with g 6= 0):
t dim(St2(Γ)/S
t−1
2 (Γ))
1 g
2 2g2 − 1
3 4g3 − 3g
4 8g4 − 8g2 + 1
5 16g5 − 20g3 + 5g
4. Higher Weights
Our construction of the base of Stk for k > 2 and t > 1 relies on the base for S
t−1
2 we have
just defined and it parallels the process we employed to construct the latter. We shall maintain the
notation developed in the previous sections.
First of all we note that Theorem 3.4 can be used just as well to construct forms of higher weight.
Specifically, for every k > 2 and f ∈ At we set
Yam(z, s; f¯) := y
−k/2Zam(z, s+ k/2, 1, k; f¯)
=
∑
γ∈Γa\Γ
( ∫ γa
a
f(w)dw
)
Im(σa
−1γz)se(mσa
−1γz)j(σa
−1γ, z)−k.
According to Theorem 3.4, it is analytic for Re(s) > 1− k/2− δΓ and it is easy to see that
Yam(·, 0, F¯i1,...,it−1)|k(γ − 1) =(∫ γ−1a
a
Fi1,...,it−1
)
Pam(·)k +
t−2∑
r=1
(∫ γ−1a
a
Fi1,...,ir
)
Yam(·, 0, F¯ir+1,...,it−1) (4.1)
Here we set
Pam(z)k := y
−1Uam(z, 1, k),
the Poincare´ series of weight k. There is a set of positive integers M such that {Pam(·)k}m∈M is a
basis of Sk.
Now, for Re(s) large we have:
d
dz¯
Yam(z, s; F¯i1,...,it−1) =
is
2y1+k/2
Zam(z, s+ k/2, 1, k− 2; F¯i1,...,it−1)
By Theorem 3.4., Zam(z, s+ k/2, 1, k − 2; F¯i1,...,it−1 ) is holomorphic at s = 0, when k > 2 and hence
Yam(z, 0; F¯i1,...,it−1) is holomorphic in z. Thus we set Ym := Pam(·)k and
Y−i1,...,−it−1;m = (−1)
t−1Yam(z, 0; F¯i1,...,it−1).
With (4.1) we note that
Y−i1,...,−it−1;m|k(γ1 − 1) . . . (γt−1 − 1) =
∫ γ1a
a
fi1 . . .
∫ γt−1a
a
fit−1Pam(·)k.
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In exactly the same way as Th. 3.9, we can show that Yi1,...,it;m ∈ S
t
k for ij ∈ {−1, . . . ,−g}.
We can now construct a basis for St+1k by extending the definition of Yi1,...,it;m to all (i1, . . . , it) ∈ I
′
and m > 0: First, with Lemma 3.10, for (i1, . . . , it) ∈ I
[Ym(z)
∫ z
i
Zi1,...,it(w)dw]|k(γ1 − 1) . . . (γt − 1) =
Pam(·)k < fi1 , γ1 > · · · < fit−1 , γt−1 >
∫ γti
i
fit(w)dw + φ(γ1, . . . , γt)
for some φ ∈ Ak. Hence, for (i1, . . . , it) ∈ I we set
Yi1,...,it;m := Ym(z)
∫ z
i
Zi1,...,it(w)dw.
Next, if i1 < 0, and (i2, . . . , it) ∈ I,
[Yi1;m(z)
∫ z
i
Zi2,...,it(w)dw]|k(γ1 − 1) . . . (γt − 1) =∑
(φ,ψ)∈S2,t+1
∫ γφ(1)i
i fi1(w)dwPam(·)k
∏t
j=2 < fij , γψ(j) >
∫ γψ(t)i
i fit(w)dw + φ(γ1, . . . , γt)
for some φ ∈ Ak. Therefore, as in Section 3.4, there is a linear combination of Ym(z)
∫ z
i Zj1,...,jt(w)dw’s
denoted by Ai1,...,it;m, such that
[Yi1,m(z)
∫ z
i
Zi2,...,it(w)dw −Ai1,...,it;m]|k(γ1 − 1) . . . (γt − 1) =∫ γti
i
fi1(w)dwPam(·)k < fi2 , γ1 > · · · < fit−1 , γt−2 >
∫ γt−1i
i
fit(w)dw + φ(γ1, . . . , γt)
for some φ ∈ Ak. Hence for (i1, . . . , it−1) ∈ I and it < 0 we can set
Yi1,...,it;m(z) := Yit;m(z)
∫ z
i
Zi1,...,it−1(w)dw −Ait,i1,...,it−1;m.
Further, if i1, i2 < 0 and (i3, . . . , it) ∈ I,
[Yi1,i2;m(z)
∫ z
i
Zi3,...,it(w)dw]|k(γ1 − 1) . . . (γt − 1) =
∑
(φ,ψ)∈S3,t+1
∫ γφ(1)i
i
fi1(w)dw
∫ γφ(2)i
i
fi2(w)dwPam(·)k
t∏
j=3
< fij , γψ(j) >
∫ γψ(t)i
i
fit(w)dw+
φ(γ1, . . . , γt)
for some φ ∈ Ak. Therefore, there is a linear combination of terms Ym(z)
∫ z
i
Zj1,...,jt(w)dw’s and
Yj1;m(z)
∫ z
i
Zj2,...,jt(w)dw’s denoted by Bi1,...,it;m, such that
[Yi1,i2;m(z)
∫ z
i
Zi3,...,it(w)dw −Bi1,...,it;m]|k(γ1 − 1) . . . (γt − 1) =
∫ γt−1i
i
fi1(w)dw
∫ γti
i
fi2(w)dwPam(·)k < fi3 , γ1 > · · ·
∫ γt−2i
i
fit(w)dw + φ(γ1, . . . , γt)
for some φ ∈ Ak. Hence for (i1, . . . , it−2) ∈ I and it−2, it−1 < 0 we can set
Yi1,...,it;m(z) := Yit−1,it;m(z)
∫ z
i
Zi1,...,it−2(w)dw −Bit−1,it,i1,...,it−2 .
Continuing this way we cover the entire I ′ and hence we construct, for all (i1, . . . , it) ∈ I
′, functions
Yi1,...it;m such that
Yi1,...,it;m|k(γ1 − 1) . . . (γt − 1) =< fi1 , γ1 > · · · < fit , γt > Pam(·)k + φ(γ1, . . . , γt) (4.2)
for some φ ∈ Ak.
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Theorem 4.1. If k > 4 and g is the genus of Γ, then the image of the set
{Yi1,...,it;m; (i1, . . . , it) ∈ I
′;m ∈M}
under the natural projection is a basis of St+1k (Γ)/S
t
k(Γ). Therefore the dimension of S
t+1
k (Γ)/S
t
k(Γ)
is 0 if g = 0, (t+ 1) dim(Sk(Γ)) if g = 1, and
dim(Sk(Γ))
2
√
g2 − 1
(
(g +
√
g2 − 1)t+1 − (g −
√
g2 − 1)t+1
)
otherwise.
Proof: Each Yi1,...,it;m is a (t+1)-th order cusp form as the product of an order r < t+1 cusp form
and an order t+ 2− r modular form.
Now, since the argument does not depend on the weight, we can show exactly as in the proof of
Th. 3.12, that if F ∈ St+1k , then
F |k(γ1 − 1) . . . (γt − 1) =
∑
i1,...,it+1
λi1,...,it < fi1 , γ1 > · · · < fit , γt > Fit+1 . (4.3)
Here Fi ranges over a basis of Sk. By (4.2) we then conclude that there is a linear combination L of
functions in the set under consideration such that
(F − L)|k(γ1 − 1) . . . (γt − 1) = φ(γ1, . . . , γt)
for some φ ∈ Ak. It is easy to see that Lemma 3.11 holds in weights > 2. The only adjustment
required in the proof is that the construction of the analogue of Z ′ is based on
Yi1,...,ir ;m
∫ z
i
Z ′ir+1,...,it
instead of Z ′i1,...,ir
∫ z
i Z
′
ir+1,...,it
. We deduce that φ ≡ 0 and hence, our set spans St+1k /S
t
k.
The proof that the set is linearly independent is deduced directly from (4.2), exactly as in Th. 3.12.
The formula for the dimension in the case g > 0 is deduced by the formula for bt := #I
′ established
in Cor. 3.13. In the case g = 0, the dimension is 0 because of (4.3). 
Examples (with g 6= 0):
t dim(Stk(Γ)/S
t−1
k (Γ))
2 2g dim(Sk(Γ))
3 (4g2 − 1) dim(Sk(Γ))
4 (8g3 − 4g) dim(Sk(Γ))
5 (16g4 − 12g2 + 1) dim(Sk(Γ))
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