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Abstract— Driver models are invaluable for planning in
autonomous vehicles as well as validating their safety in simu-
lation. Highly parameterized black-box driver models are very
expressive, and can capture nuanced behavior. However, they
usually lack interpretability and sometimes exhibit unrealistic—
even dangerous—behavior. Rule-based models are interpretable,
and can be designed to guarantee “safe” behavior, but are
less expressive due to their low number of parameters. In
this article, we show that online parameter estimation applied
to the Intelligent Driver Model captures nuanced individual
driving behavior while providing collision free trajectories. We
solve the online parameter estimation problem using particle
filtering, and benchmark performance against rule-based and
black-box driver models on two real world driving data sets.
We evaluate the closeness of our driver model to ground truth
data demonstration and also assess the safety of the resulting
emergent driving behavior.
I. INTRODUCTION
Modeling the behavior of human drivers is a key component
in the development of safe automated vehicles. In the context
of real-time behavior prediction on the road, the usefulness of
a driver model depends on its ability to forecast the evolution
of the traffic scene. Driver models are also important for
safety validation in simulation. The effectiveness of simulation
tests depends on generating a variety of scenarios that are
representative of real human driving behavior [1].
Driver modeling is characterized by a high degree of
uncertainty. The behavior of any given vehicle depends on a
multitude of unobservable psychological and physiological
factors, including e.g., the driver’s latent objectives and
unique “driving style.” Modeling is further complicated by
interaction between multiple drivers. Even if all other sources
of uncertainty in a traffic scene are ignored, this interaction
between decision-making agents yields a complex multi-
modal distribution over possible outcomes that can be very
challenging to model.
Black-box models (e.g., Gaussian mixture models, neural
networks [2], [3], [4], [5]) often have the expressive power to
capture nuanced driving behavior. However, such models lack
interpretability and often exhibit unrealistic, even dangerous
behavior (e.g., colliding with other vehicles) in regions of
the state-space that are under-represented in the training
dataset. Though usually less expressive than black-box models,
rule-based models (e.g., the Intelligent Driver Model [6])
are interpretable and—in many cases—can guarantee “good
behavior” (e.g., collision-free driving). This “good behavior”
arises directly from the model structure itself, which is
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Fig. 1. We model the behavior of a vehicle of interest (green) in the presence
of other vehicles (red). How the green vehicle maneuvers is modeled using
a stochastic extension of the Intelligent Driver Model. The parameters of
the driver model are sequentially estimated from driving demonstration data
using a particle filter. The bucket of particles is shown on the right. The
new positions are sampled using blue particles and compared against green
ground truth to weight the green particles.
informed by expert knowledge and applies even in regions
of the state space that are under-represented in the data.
Model parameters can be selected offline or online. Offline
methods can make use of arbitrary amounts of data because
the duration of training is unconstrained. These methods
usually yield “average” parameters for the population of
drivers represented in the data set. Offline estimation is
the paradigm of choice for essentially all black-box models
and many rule-based models. In contrast, online methods
can capture idiosyncrasies of individual drivers because
these methods use real-time sensor information to select
and/or update model parameters. The time and information
implications of near real-time operation mean that online
methods are best-suited to models (i.e., rule-based models)
with relatively few parameters.
In this paper, we apply online parameter estimation to
an extension of the Intelligent Driver Model (IDM) [6] that
explicitly models stochasticity in the behavior of individual
drivers. Our specific contributions are:
• We formulate a Bayesian estimation problem and pro-
pose a particle filtering approach for recursively estimat-
ing the parameters of the extended IDM (see Fig. 1).
• We use our parameter estimates for forward motion
prediction. Model-generated trajectories are compared
to ground truth trajectories from two real world driving
data sets. Our model is benchmarked against various
existing models. We also report emergent metrics for
our model and the benchmark models.
The principles underlying our model are applicable in the
general driver modeling problem. However, in this paper we
study the specific problem of car-following, which reasons
about longitudinal driving behavior.
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II. BACKGROUND
A. Intelligent Driver Model and Extensions
The IDM [6] is a parametric rule-based car-following model
that balances two forces, the desire to achieve free speed if
there were no vehicle in front, and the need to maintain safe
separation with the vehicle in front. The IDM is guaranteed
to be collision free. The inputs to the model are the vehicle’s
current speed v(t) at time t, relative speed r(t) with respect
to the leading vehicle, and distance headway d(t). The model
then outputs an acceleration according to
aIDM = amax
(
1−
(
v(t)
vdes
)4
−
(
ddes
d(t)
)2)
, (1)
where the desired distance is
ddes = dmin + τ.v(t)− v(t).r(t)
2
√
amax.bpref
. (2)
The model has several parameters that determine the
acceleration output based on the scene information. Here, vdes
refers to the free speed velocity, dmin refers to the minimum
allowable separation between the ego and leader vehicle, τ
refers to the minimum time separation allowable between
ego and leader vehicle, amax and bpref refer to the limits
on the acceleration and deceleration, respectively. Though
the collision-free motion of a vehicle can be simulated by
arbitrarily setting some parameter values, the driving behavior
is not necessarily realistic. Therefore, in this paper, we learn
the parameters from real human driver demonstrations.
B. Related Work
The literature contains various extensions of the original
IDM. The Enhanced IDM incorporates a slight modification
that prevents the model from “over-reacting” when another
vehicle cuts in front of it [7]. The Foresighted Driver
Model modifies the output of the IDM based on factors
like upcoming curvature in the road [8]. Liebner et al. [9]
incorporate a spatially varying velocity profile within the
IDM to account for variation in different types of maneuvers
through intersections. Hoermann, Stumper, and Dietmayer
[10] use a stochastic IDM model with fixed-variance additive
Gaussian white noise. Schulz et al. use a similar model that
also incorporates context-dependent upper and lower bounds
on acceleration [11], [12].
Many approaches in the literature estimate IDM model
parameters offline. Lefèvre et al. [2] use constrained nonlinear
optimization. Morton, Wheeler, and Kochenderfer [3] use the
Levenberg-Marquardt algorithm. Some approaches select the
parameters heuristically [11], [12]. In fact, “recommended”
parameter values have been published for the IDM [13].
Offline estimation is also used for selecting parameter
values in black-box driver models. Lefèvre et al. [2] use
Expectation Maximization (EM) to train a Gaussian mixture
model (GMM), and the Levenberg-Marquardt algorithm to
train a neural network (NN). Morton, Wheeler, and Kochen-
derfer [3] use gradient-based optimization to train various
feedforward and recurrent neural network models. Kuefler et
al. [4] use Generative Adversarial Imitation Learning (GAIL)
to train a recurrent neural network.
Some approaches estimate driver model parameters online.
In Multi-Policy Decision-Making, the parameters of several
hand-crafted control policies are estimated online with
Bayesian Changepoint Estimation and Maximum-likelihood
estimation [14]. Sadigh et al. [15] use online active informa-
tion gathering to estimate the parameters of a human driver’s
reward function.
Several online estimation approaches are used for IDM
in particular. Monteil et al. [16] use an Extended Kalman
filter. Examples of particle filters used with IDM parameters
include approximate online POMDP solvers [17] and fully
probabilistic scene prediction algorithms [10]. The online
parameter estimation approach of Buyer et al. is similar to
ours, although they use a different IDM extension and do not
use their model for forward simulation of traffic scenes [18].
None of the above models explicitly estimate “stochasticity”
parameters for individual drivers.
III. METHOD
A. Stochastic IDM
To model human driving behavior, which is inherently
stochastic (given the exact same scene, a human driver may
not always take the same resulting action), we use the IDM
with stochasticity [13]. We assume that the output acceleration
is distributed according to
a ∼ N (a | aIDM, σIDM), (3)
where aIDM and σIDM represent the mean and variance,
respectively, of a Gaussian distribution. The mean aIDM is
computed with Eq. (1), and σIDM is a new model parameter.
Assuming the vehicle dynamics
xt+1 = xt +
1
2
a∆t2, (4)
where x is the position and ∆t is the unit-time, we obtain
the new position distributed according to
xt+1 ∼ N (xt+1 | xt + 1
2
aIDM∆t
2, σIDM∆t
2). (5)
B. Parameter Estimation
We wish to maintain a distribution over model parameters
for each driver in a given traffic scene. We assume that the
parameters θi of driver i are stationary, i.e., human drivers
do not change their latent driving behavior over the time
horizons being considered in this work. While this assumption
may not be entirely realistic (humans may have to change
driving style given extreme situations), the relaxation to non-
stationary parameters has been left to future work. Fig. 2
shows a Bayesian network where the hidden state contains the
parameters of the IDM and the observations are the position
trace obtained from demonstration data.
The distribution over parameters can be written as
p(θ | x1, x2, ..., xT ), (6)
where (x1, x2, ..., xT ) denotes a sequence of position observa-
tions from driving demonstration data. This inference problem
can be solved using recursive Bayesian estimation, where the
recursive update equation is given by
p(θ | x1:t) = p(xt | θ)p(θ | x1:t−1)∫
θ
p(xt | θ)p(θ | x1:t−1)dθ . (7)
The partition function (the denominator) in Eq. (7) cannot
be evaluated analytically for general nonlinear distributions.
Rather than imposing restrictive assumptions on the form
of the distribution, we use particle filtering [19], [20] to
approximately solve the inference problem. A particle filter
approximates a continuous probability distribution with a
collection of samples, called particles.
Given a starting scene, each vehicle has an associated initial
set of I particles contained in the set Θ = {θ1, θ2, . . . , θI}
For all these vehicles, demonstration trajectories of length T
are given. At every time-step, a random particle θi is selected
from the set Θ and a new position x(t+1)i for the vehicle is
sampled from the generative model defined by the IDM with
parameters represented by the particle. We explicitly capture
the interaction between vehicles by sampling the new position
in the presence of other vehicles driven by a deterministic
IDM. The particle is then weighted according to the likelihood
of the true position x(t+1) under the distribution given by
the sampled position x(t+1)i . This likelihood is computed by
querying the Gaussian probability density function with mean
given by x(t+1)i and variance given by σIDM∆t
2 per Eq. (5).
Finally, particles are resampled according to the weights to
yield a new set of particles. The particle filtering algorithm
is given in Algorithm 1.
Particle filtering is susceptible to the particle deprivation
problem wherein particles converge to one region of the
state space and there is no exploration of other regions.
Dithering [21] helps to mitigate the particle deprivation
problem wherein external noise is added to aid exploration
of state space regions. We implement dithering by adding
random noise to the top 20% particles ranked according to
the corresponding likelihood.
Rather than estimating all model parameters, we estimate
only the desired velocity (vdes) and the driver-dependent
stochasticity (σIDM) as the parameters to be estimated.
Therefore, the parameter space is two-dimensional, with
Fig. 2. Bayesian network showing the driver modeling problem in the state
estimation framework. θ represents the IDM parameters, xt and xt+1 are
the positions at timestep t and t+ 1, respectively. The objective is to learn
the latent IDM parameters θ from data collected from a human driver.
θ = [vdes, σIDM].
At the end of the particle filtering process, every vehicle has
an associated collection of particles that should best explain
the observed driving behavior given in the demonstration
trajectory. IDM parameters are then extracted from this
collection of particles to drive the vehicles in simulation
and collect metrics to assess the driving behavior.
IV. EXPERIMENTS
We evaluate the performance of our model on demonstra-
tion data from two real world datasets, namely the Next-
Generation Simulation (NGSIM) for US Highway 101 [22]
which provides driving data collected at 10 Hz and the
Highway Drone Dataset (HighD) [23] which provides driving
data from German highways recorded at 25 Hz using a
drone. We benchmark our approach against representative
rule-based and black-box models as well as constant velocity
and constant acceleration baselines.
Experiments are conducted on a set of thirty scenarios
(fifteen scenarios randomly sampled from each dataset).
Twenty vehicles in each scenario are randomly selected as
target vehicles. For each scenario and each model, predicted
trajectories are generated by forward simulation of this set
of target vehicles over a 5 s time horizon, where the target
vehicles are controlled by the driver model defined by the
parameters estimated using particle filtering.
We use Root Mean Squared Error (RMSE) of the position
and velocity to measure “closeness” of a predicted trajectory
to the corresponding ground-truth trajectory. Figure 5 shows
the RMSE over time for an example scenario with 20 vehicles
over a 5 s duration from the NGSIM dataset.
While RMSE measures prediction accuracy at the level
of individual vehicles by comparing the obtained trajectories
against ground truth from the demonstration trajectories, we
also wish to quantify how “safely” each model drives. To this
end, we count the number of “undesirable events” (collision,
going off the road, and hard braking) that occur in each scene
prediction.
The code for all the experiments is publicly available at
our code base.1
A. Filtering
To estimate the parameters of the IDM using our filtering
approach as per Algorithm 1, the particles are initially
sampled from a uniform distribution discretized into a grid
with resolution of 0.5 m/s for the desired velocity parameter
(vdes) and 0.1 for the stochasticity parameter (σidm). At
the dithering stage (to avoid particle deprivation), we add
noise sampled from a discrete uniform distribution with
vdes ∈ {−0.5, 0, 0.5} and σIDM ∈ {−0.1, 0, 0.1}. These
values are chosen to preserve the discretization present in
the initial sampling of particles. The time taken for filtering
to converge in a 20 vehicle scenario over a 5 s duration was
30 s on an Intel Core i9-9900K eight-core processor.
To assess the convergence of the particle filtering ap-
proach, Fig. 3 shows the root mean squared distance from
1https://github.com/sisl/ngsim_env/tree/idm_pf_NGSIM
Algorithm 1 IDM parameter estimation using particle filtering
Input: Expert trajectories of length T , Starting scene with K vehicles, Initial set of particle sets {Θ1,Θ2, . . . ,ΘK}
for t← 0, 1, . . . , T {time-steps}
for k ← 1, 2, . . . ,K {vehicles}
x
(t+1)
k ← true position of the kth vehicle at t+ 1
for i← 1, 2, . . . , Ik {particles}
θi ← random particle in Θk
x
(t+1)
k,i ∼ N (x(t)k + 12aIDMθi∆t2, σIDMθi∆t2) {Sampled next position of the kth vehicle using the ith particle -
Eq. (5)}
wi ← O
(
x
(t+1)
k | x(t+1)k,i
)
{Probability density of true next position given sampled next position}
Θk ← Obtain Ik samples from Θk according to [w1, w2, . . . , wIk ] {Resampling}
Fig. 3. RMSE distance from final particle over particle set at every iteration
averaged over all the vehicles. The particle set converges to the final particle
with the progress of filtering.
Fig. 4. Mean particles from final distributions achieved after particle filtering
for a set of 10 NGSIM and HighD vehicles observed over trajectories of 50
timesteps. HighD vehicles are faster on average.
the mean of the final particle distribution over the set of
particles at every iteration. The particles converge as more
demonstration data is shown to the filtering algorithm.
Figure 4 shows the mean particle after the filtering process
for a subset of vehicles from both the NGSIM and the HighD
datasets. The HighD vehicles have a higher desired velocity
(vdes) parameter on average, reflecting the fact that vehicles
drive faster on German highways.
B. Benchmarking
To benchmark the performance of our approach, we
compare the driving behavior obtained by our model against
that obtained by five other models. The first benchmark model
is IDM with the “default” parameter values recommended in
[13]: vdes = 30 m/s, τ = 1.0 s, dmin = 2 m, amax = 3 m/s2,
and bpref = 2 m/s2. Our second (also rule-based) benchmark
model is the IDM with parameters obtained by offline
estimation using non-linear least squares [3]. The associated
parameter values are vdes = 17.837 m/s, τ = 0.918 s, dmin =
5.249 m, amax = 0.758 m/s2, and bpref = 3.811 m/s2. Our
third benchmark model is a recurrent network trained with
Generative Adversarial Imitation Learning (GAIL) [24]. We
also baseline our method against constant velocity (vehicles
continue driving at the same speed that they start with at
the beginning of the simulation) and constant acceleration
(vehicles accelerating at 1 m/s2) models.
C. Results
RMSE results for an example scenario with 20 vehicles over
a 5 s duration from the NGSIM dataset are shown in Fig. 5.
We observe that our method provides driving trajectories that
are closer to the ground truth as compared to those generated
by IDM with default parameter values, and those generated
by GAIL driven policies. We see that the RMSE in both
position and velocity averaged over the set of vehicles is
lowest for all timesteps using our driving model.
Further experiments on both NGSIM and HighD datasets
are reported in Table I. These results are generated using
15 randomly sampled scenarios from both the HighD and
NGSIM datasets. Every scenario is such that there is a set
of 20 vehicles driving over a 5 s horizon which translates
to 50 timesteps for NGSIM and 125 timesteps for HighD.
We see that while our method outperforms other methods,
it performs worse than the constant velocity baseline for
the HighD dataset. One possible reason may be the default
values for the parameters that govern the interaction between
vehicles, i.e. minimum allowed separation dmin and minimum
timegap τ . Including these parameters within the filtering
process will allow finer grained driver modeling and is an
interesting direction for future work.
The cumulative number of undesirable driving instances for
20 vehicles over a 5 s duration in a congested traffic scenario
from the NGSIM dataset is shown in Fig. 6. The cumulative
number of undesirable driving instances keep growing with
time for the data-driven benchmark in Fig. 6. This reflects
the fact that GAIL does not provide guarantees on safety. As
expected, the IDM based models including ours, and the two
TABLE I
EXPERIMENTS OVER 15 RANDOMLY SELECTED SCENARIOS FOR BOTH NGSIM AND HIGHD EACH WITH 20 VEHICLES DRIVING FOR A 5 s DURATION.
THE RESULTS SHOW THE RMSE VALUES FOR POSITION AND VELOCITY AT THE END OF 5 s. CUMULATIVE NUMBER OF COLLISIONS AT THE END OF THE
HORIZON ARE ALSO REPORTED.
Models
Metrics Dataset IDMθ (ours) Default [13] GAIL [24] Const. Speed Const. Acc. Non-Linear Fit [3]
Position RMSE NGSIM 5.90 ± 1.98 27.78 ± 5.40 10.42 ± 3.73 6.24 ± 2.02 12.64 ± 4.70 7.34 ± 4.55HighD 8.02 ± 3.34 18.30 ± 9.03 13.63 ± 3.92 2.42 ± 1.64 11.01 ± 1.92 35.13 ± 7.21
Velocity RMSE NGSIM 2.12 ± 0.79 10.72 ± 2.36 3.52 ± 1.28 2.22 ± 0.82 5.03 ± 1.78 2.69 ± 1.77HighD 2.14 ± 0.65 4.59 ± 2.46 2.94 ± 0.93 0.94 ± 0.57 4.39 ± 0.61 10.05 ± 2.07
Number of collisions NGSIM 0 ± 0 0 ± 0 53 ± 11 113 ± 18 119 ± 16 0 ± 0HighD 0 ± 0 0 ± 0 15 ± 4 0 ± 0 27 ± 3 0 ± 0
Fig. 5. Root mean square error in position and velocity averaged over all
cars to benchmark our model (IDMθ) against other driver models. Default
refers to an IDM with parameters as set to default for motorways [13].
Non-linear fit refers to an IDM with parameters estimated offline from data
using non-linear least-squares fit [3]. GAIL refers to a black box driver
model trained using Generative Adversarial Imitation Learning [24]. Baseline
models are constant acceleration and constant velocity driving models.
Fig. 6. Cumulative number of undesirable instances summed over all
vehicles over a 5 s time horizon using different driving models in a congested
scenario from the NGSIM dataset. IDM based models, including ours, result
in no collisions, off-the-road driving, or hard decelerations.
rule-based benchmarks do not show any collisions because
the IDM is collision-free by default. The constant velocity and
constant acceleration baselines also do not provide collision-
free trajectories because they are not reacting to the vehicle
in front of them but merely driving with constant velocity
and acceleration, respectively.
Cumulative number of collisions for all vehicles over the
duration of the trajectory are also reported in Table I. We
observe that the constant velocity baseline suffers from no
collisions in the HighD dataset. This is because the dataset is
not as congested as the NGSIM dataset and hence vehicles
start with sufficient distance headway and relative velocity
to avoid collisions. However, the constant acceleration does
result in some collisions whenever a faster vehicle starts
out behind a slower vehicle. The data-driven benchmark
also results in some collisions (fewer than NGSIM due to
larger separation between vehicles). As expected, congested
scenarios present a challenge for the benchmark models.
V. CONCLUSIONS
In this paper, we proposed a methodology that learned
the parameters of the stochastic Intelligent Driver Model
from driving demonstration data. We used particle filtering to
perform online estimation of the parameters of the stochastic
IDM. We benchmarked our driving model on two real driving
datasets against both rule-based models and black-box driving
models. We assessed the driving performance both in terms
of closeness to demonstration trajectories as well as safety
of emergent driving behavior.
While we assumed fixed parameters of the Intelligent
Driver Model, future work will investigate the impact of
changing parameters to account for nonstationarity in human
driver behavior. While this work demonstrated the proposed
approach only on two parameters, future work will also extend
the particle filtering method to more parameters leading to a
finer grained characterization of driving behavior. The driving
model will also be combined with a lane changing model
such as MOBIL [25] to extend to two-dimensional driving
behavior. Datasets involving driving behavior with labeled
driving style will be used to assess the capability of the
proposed methodology to capture individual driving behavior
from demonstrations. Finally, the resulting driving models
will be used for generating reliable simulations of human
driving to enable safety assessment of autonomous vehicles.
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