We use micro data on product prices linked to information on the …rms that set them to test for selection e¤ects (state dependence) in micro-level producer pricing. In contrast to using synthetic data from a canonical Menu-Cost model, we …nd very weak, if any, micro-level selection e¤ects when running price change probability regressions on actual data. Also, …tting a model that nests both timeand state-dependent elements (the CalvoPlus model of Nakamura and Steinsson, 2010), the parameters mimic the standard Calvo (1983) model. Thus, upstream in the supply chain, price setting is best characterized by a very low degree of self-selection.
Introduction
In the canonical workhorse model of applied macroeconomics, the New Keynesian model, nominal frictions are the keystone for generating monetary non-neutrality and a role for monetary policy. 1 A key simplifying assumption in this model is that price setting is time dependent (TD). Thus, the pricing decision faced by the …rm is only about the magnitude of the price change and not the timing of the change. 2 However, introducing state dependence (SD) in pricing, i.e. treating the timing (as well as the magnitude)
of price changes as a regular pro…t-maximizing choice, can have a dramatic e¤ect on the degree of monetary non-neutrality; see Caplin and Spulber (1987) , Dotsey, King, and Wolman (1999) , Golosov and Lucas (2007) , Midrigan (2011) and Karadi and Rei¤ (2014) . The main driver behind this result is the self-selection mechanism in SD models that mitigates the real e¤ects of money. That is, …rms that change price in SD models are those that have the most to gain from it. This increases the e¤ect on the price level from a monetary shock relative to a TD model and reduces the degree of monetary non-neutrality. Moreover, modeling pricing as TD or SD also a¤ects other properties of the model, such as determinacy under a speci…c policy rule; see Dotsey and King (2005) for a discussion. Thus, whether self-selection by …rms into the price-changing group is a feature of observed …rm behavior or not is an important question for macroeconomic analysis and the policy advice derived from it.
In this paper we address the empirical importance of the self-selection mechanism in pricing directly at the micro level. This paper is thus part of a very small, but growing literature that uses quantitative micro data linking prices to marginal cost. One strand of this literature focuses on data downstream in the supply chain that relates retail prices to costs (wholesale/spot prices or replacement cost for the vended product); see e.g. Levy, Dutta, and Bergen (2002) , Davis and Hamilton (2004) , Eichenbaum, Jaimovich, and Rebelo (2011) and Anderson, Jaimovich, and Simester (2012) . In this paper, and as in Carlsson and Nordström Skans (2012) , the focus is instead on price-setting behavior upstream in the supply chain and draws on very detailed annual Swedish data on product 1 See Smets and Wouters (2003) and Christiano, Eichenbaum, and Evans (2005) 2 In the Taylor (1980) model the timing of price changes is a deterministic function of time, and in the Calvo (1983) model it is stochastic with a …xed probability of changing the price each period. The tractability gain from making the …rm's pricing decision only about the magnitude of the price change comes from the reduced dimensionality needed when describing the evolution of the aggregate price level.
producer prices matched to a rich data set containing information on the activity of the …rms that set these prices. To our knowledge, this is the …rst data set where such detailed quantitative price data have been merged with detailed information on …rm-level activity for a broad sample (702) of industrial …rms. Using the …rm-level data, we construct a measure of marginal cost (i.e. unit labor cost) consistent with the vast majority of DSGE models in the literature and which has been showed by Carlsson and Nordström Skans (2012) to be highly relevant for explaining the magnitude of micro-level price changes.
Departing from the …nding of sizeable nominal frictions reported in Carlsson and Nordström Skans (2012) , this paper explores to what extent price setting features important selection e¤ects or not. Importantly, the focus here is directly on …rm behavior and whether or not we observe self-selection on the micro level. This is a necessary condition for self-selection to play a role in the degree of monetary non-neutrality. Note, however, that the overall importance of self-selection for monetary non-neutrality is driven by the interaction of the measure of marginal …rms lying close to the adjustment threshold and the size of the adjustment needs; see Karadi and Rei¤ (2014) for a discussion.
To impose discipline on the empirical exercise at hand, we …rst outline and calibrate a baseline SD model to match key moments in the data. The Menu-Cost model we rely on is along the lines of Nakamura and Steinsson (2008) , but allows for fat-tailed idiosyncratic shocks to marginal cost (akin to Midrigan, 2011) in order to better match the micro-data.
3 Moreover, the model is calibrated to a monthly frequency, which allows us to gauge the e¤ect of time aggregation in the annual data. Aggregating the simulated data in the same way as the actual data is aggregated, we …nd that time aggregation …lls out the gap of very small price changes that is otherwise a hallmark of the price-change distribution in SD models. Actually, this type of data …ltering takes the Menu-Cost model a long way in replicating the observed annual price change distribution. Thus, time aggregation is a complementary mechanism for generating small price changes in SD models to the economies of scope suggested by Lach and Tsiddon (2007), Midrigan (2011) and Alvarez and Lippi (2014) or stochastic menu costs as in Caballero and Engel (1999) and Dotsey, King, and Wolman (1999) . Intuitively, pricing patterns where e.g. large positive and negative monthly changes within a year nearly cancel one another out generates small overall price movements in the time-aggregated data. Also, the timeaggregation mechanism described here should be at work as soon as we leave ticker data and rely on data with intermittent price observations.
Next, we analyze the strength of the selection mechanism by running probability models along the routes of what Cecchetti (1986) , Buckle and Carlson (2000) , Loupias and Sevestre (2013) and others have done previously relying on aggregate/sectoral or qualitative data to measure drivers of price change. Speci…cally, we investigate if the absolute value of the accumulated change in the …rm's marginal cost, as well as the nonaccumulated version of the same, a¤ects the probability of a price change and compare the …ndings from observed data to those from synthetic time-aggregated data generated by the SD model. We …nd an order of magnitude smaller e¤ect on the probability of a price change than expected if the SD model was generating the data. Moreover, when considering measurement issues pertaining to the classi…cation of small price changes in the data, the (small) positive estimates we …nd seems to be the result of upward bias.
To structurally quantify the regression results we also …t a price-setting model that nests both TD and SD elements to the data (i.e. a fat-tailed shocks version of the CalvoPlus model outlined in Nakamura and Steinsson, 2010) , which can generate an arbitrary degree of selection e¤ects in the simulated micro data from the model. Importantly, the procedure to …t the model parameters can be constructed to be una¤ected by the measurement issues that may bias the regression results. When choosing parameters so that the model matches empirical moments as closely as possible, the parameters are driven very close to a purely TD standard Calvo (1983) model. This again implies that the selection e¤ects are not an important feature of the data.
Thus, overall, timing adjustments of price changes to marginal-cost developments do not seem to be an important feature of observed price-setting behavior of goods-producing …rms. A corollary to this …nding is that a TD model seems to provide a reasonable description of the price-setting behavior in our data. Note though that it is not argued that the Calvo (1983) model is the true underlying model of micro-level price setting, but rather that in order to be aligned with the data, any successful model of price setting in …rms upstream in the supply chain needs to predict a low degree of self-selection with respect to cost shocks.
Interestingly, Eichenbaum, Jaimovich, and Rebelo (2011) also links a measure of mar-ginal cost, i.e. the replacement cost of the vended product, to the price set in data drawn from a large US food and drug retailer and documents a high degree of selection e¤ects in pricing downstream in the supply chain. 4 This indicates that there seems to be considerable di¤erences in pricing behavior along the supply chain. This is perhaps not surprising given di¤erences in conditions between consumer and business-to-business markets, but this observation may provide important hints for future research on the microfoundations of pricing behavior.
Another important point, when thinking about the results found here, is that in the canonical New Keynesian model the TD price-setting frictions are usually added high up in the supply chain (intermediate goods sector), whereas downstream sectors (retail sector) are, for convenience, modeled as frictionless; see e.g. Smets and Wouters (2003) and Christiano, Eichenbaum, and Evans (2005) . Thus, this class of models does not need price-setting frictions on all levels of the supply chain in order to generate signi…cant monetary non-neutrality. This implies that frictions found in the downstream sectors can only add to monetary non-neutrality and given the results presented here, they are not instrumental for the existence of sizable monetary non-neutrality.
This paper is organized as follows: Section 2 presents the data, section 3 outlines the SD model used as a benchmark, section 4 presents our results and, …nally, section 5 concludes the paper.
Data and Previous Findings
In this section we discuss the data used in this paper as well as results of importance for the present study presented in Carlsson and Nordström Skans (2012) , where the same data is used to study the importance of nominal and information frictions in …rm-level price setting.
Data
The data set consists of quantitative price data on the product level that have been merged with information on the producing …rm's production level, inputs and costs for 4 Especially when considering reference prices (and costs) -i.e. when abstracting from high frequency variation such as sales commonly observed in consumer prices. As noted by Nakamura and Steinsson (2008) , sales seem to be uncommon in producer price data. a broad sample of manufacturing …rms. This data set combines information on detailed product-prices drawn from the Swedish IVP ("Industrins Varuproduktion") survey with information on plant-level activity from the IS ("Industristatistiken") survey.
The IVP micro data provides annual information on prices and quantities of products for all Swedish industrial plants with at least 10 (20) employees for the years 1990 1996 (1997 2002) and a sample of smaller plants. The product classi…cation is at the 8=9-digit level of the Harmonized System (HS) for the years 1990 1995 and the Combined Nomenclature (CN) for the years 1996 2002. The data allow us to follow the same product (or at least a very closely de…ned group of products) over time. The codes are fairly exact; an example of a product code is 84181010 for "A combined freezer and cooler with separate exterior doors with a volume exceeding 340 liters intended for use in civilian aircrafts". The (unit) price for each product code is calculated by dividing the …rms'yearly reported value for the product code with the accompanying volume (in terms of the relevant measure, e.g. the number of products, cubic meters, metric tons, etc.). The data are thus based on actual transaction prices and not list prices.
A key novelty is that the price data can be matched to data on activity for the individual plant. The IS survey contains annual information on inputs and output for all Swedish industrial plants with 10 employees or more and a sample of smaller plants.
We only use plants that are also a …rm since pricing essentially is a …rm-level and not a plant-level decision and since there is some scope for transactions between plants within a …rm for tax reasons. In addition, we limit the analysis to …rms that are in operation throughout the sample period since we want to identify normal behavior.
Following Rotemberg and Woodford (1999) , Carlsson and Nordström Skans (2012) and others, we rely on unit labor cost as a measure of marginal cost. 5 To construct unit labor cost we use the IS survey data on the …rms'wage bill divided by real output, where the latter variable is obtained by de ‡ating nominal output from the IS survey (the value of total sales) using a …rm-speci…c producer price index. 5 As discussed in Carlsson and Nordström Skans (2012) this is a good measure of marginal cost under the assumption that …rms are cost minimizers, wage takers and face a production technology that is approximately a Cobb-Douglas (which can be viewed as a log-linear approximation to any production technology). 6 The price index is constructed as a chained index with Paasche links combining the plant-speci…c unit prices described above and the most detailed product/producer-price indices available. The product/producer-price indices are used if the 8=9-digit unit value data are not available due to missing data, changes in the …rm's product portfolio, or when there are large swings (over the 1:5=98:5 centiles).
Since the raw price data involve a few very large swings we apply a cleaning procedure in which we split the individual price series and give them a new unique plant-price identi…er whenever a large change in the growth rate appears in the raw data. The cuto¤ levels are given by the 1:5 and 98:5 centiles of the full raw data distribution. We also remove …rms that are subject to large swings in the observed marginal cost. As with prices, we use the full distribution of log changes in unit labor cost across all …rms for which this variable can be computed and remove …rms with growth rates outside the [1:5; 98:5] centiles in any one year of the sample period.
When merging data sets, we are left with 17; 282 price observations (with a minimum spell length of two periods) across 1; 610 unique product codes, 3; 510 unique product/…rm identities and 702 …rms (as in Carlsson and Nordström Skans, 2012) . These industrial …rms are mainly medium to small …rms with an average of 65 employees. See also Appendix A for more details on the data construction. There we also present evidence on the robustness of the results to more generous cut-o¤ levels.
In Figure 1 , we plot the …nal data distribution of log price changes (for the 8=9-digit unit price data). All in all, this comprises 13; 772 price-change observations. Each bin represents a log di¤erence of 0:01. Note that since these prices are calculated from reported values and volumes of sold products, there might be small rounding errors in the data. As can be seen in Figure 1 , however, there is a substantial spike for the bin centered around zero. In fact, 13:6 percent of the price-change observations are con…ned within the 0:5 percent interval.
The observation that a substantial fraction of price spells remain …xed across years is well in line with existing survey evidence. When surveying 626 Swedish …rms in 2002, Apel, Friberg, and Hallsten (2005) found that about 70 percent of the …rms adjust their price once a year or less. Moreover, for the approximately 15; 000 European …rms surveyed in the Eurosystem Wage Dynamics Network, Druant et. al. (2012) reports that about half of the …rms on average change their price once a year or less. In a wider perspective it is interesting to note that both studies report that manufacturing (upstream) …rms seem to change prices less frequently than the economy-wide average.
In the right-hand panel of Figure 1 , we plot the distribution of log changes in unit labor cost for the 702 …rms (all in all 8; 424 observations). As can be seen in the …gure, there is no corresponding spike at the zero unit labor cost change bin. 7 The shapes of the two distributions is thus indicative of nominal price rigidities in the sense that the spike in the price change distribution is not matched with a spike in the marginal-cost change distribution.
Previous Findings
Relying on the same data set and measurement, as employed here, Carlsson and Nordström Skans (2012) or menu-cost models rely on a …xed cost to generate a mass point of zero adjustment, they also generate a region of inaction around the zero adjustment point. Thus, from the shape of the price-change distribution it may seem like a standard SD model could be taken out of the picture already at this point, but as we will see this is not the case when we explicitly consider the underlying time aggregation of the annual data. 8 A …nal important result from Carlsson and Nordström Skans (2012) is that the OLS and IV estimate of the pass-through of price to marginal cost is very similar (p.e. of 0:27 vs. 7 In fact, there are only three observations with exactly zero growth in marginal cost, whereas the corresponding number for price changes is 529.
8 Other routes to generate small price changes in SD models are economies of scope as suggested by Lach and Tsiddon (2007) , Midrigan (2011) and Alvarez and Lippi (2014) or stochastic menu costs as in Caballero and Engel (1999) and Dotsey, King, and Wolman (1999) .
0:33).
9 Thus, there does not seem to be any important endogenous variation in marginal cost, suggesting an approximately ‡at …rm-level marginal-cost schedule. Also, classical measurement errors in the marginal-cost measure seem to be of minor importance since this would also drive a wedge between the OLS and the IV results.
A Baseline Menu-Cost Model
To obtain a benchmark for what micro-level selection e¤ects to expect in the empirical work if the data where generated from a SD model, we rely on a standard partial equilibrium Menu-Cost model along the lines of Nakamura and Steinsson (2008) , which in turn builds on work by Barro (1972) , Sheshinski and Weiss (1977) , Golosov and Lucas (2007) .
As documented by Carlsson and Nordström Skans (2012) , idiosyncratic variation strongly dominates any common variation in the data we use and there are no signs of bunching, or spikes, in the price-change distribution apart from the zero spike. Moreover, time dummies makes no di¤erence for the results when estimating the probability models discussed below. All, in all, this makes us focus on only idiosyncratic factors when trying to explain the …rm-level price-change distribution. Moreover, the model outlined below focuses on idiosyncratic marginal cost (or equivalently, as the model is formulated, technology) shocks as the driver of the …rm-level price-change distribution. If we assumed a more elaborate demand function than the constant elastic one used below, implying a non-constant desired ‡ex-price markup, idiosyncratic demand shocks may also play a role in price setting. However, results from probability regressions on qualitative data (see e.g. Loupias and Sevestre, 2013) , as well as surveys (see e.g. Fabiani et. all., 2006) indicate that variations in the production scale has a limited impact on the likelihood of changing prices. This motivates our choice to stay in line with the previous theoretical literature and focus on cost shocks, but we note that the results in this paper are conditioned on this modeling approach. Finally, we explicitly consider the e¤ects of the time aggregation of our data by calibrating and simulating an underlying monthly Menu-Cost model from which we generate synthetic annual data by time aggregating the synthetic monthly data in the same way as our annual data are constructed.
The Menu-Cost Model
Let …rm j's product demand at time t, Y jt , be given by
where C is (constant) aggregate demand determining the size of the market, p jt = P jt =P t is the relative price of …rm j and (> 1) is the (negative) of the price elasticity of demand.
To change the nominal price, P jt , units of labor is needed. Following Nakamura and
Steinsson (2008) we assume that the (constant) real aggregate wage is given by 10
Assuming a constant returns to scale technology, the …rm's real pro…t can be written as
where mc jt is the real marginal cost of …rm j, and I jt is an indicator that takes the value one if the nominal price is changed, i.e. P jt 6 = P jt 1 , and zero otherwise. The constant returns assumption is consistent with the …nding of an essentially ‡at …rm-level marginal-cost schedule presented by Carlsson and Nordström Skans (2012) . Assuming that …rm-level marginal cost is independent from any decisions taken by the …rm that a¤ects the scale of production also motivates modeling marginal cost as an exogenous process. Here, the log of real marginal cost follows an AR(1) process
where = (1 ) log(( 1)= ) so that the expectation of long-run real marginal cost converges to the real wage. Moreover, jt Laplace(0; = p 2), implying a standard deviation of jt equal to . The assumption of a Laplace distribution is motivated by the non-normal shape of the observed annual marginal cost change distribution (when controlling for time dummies the kurtosis (skewness) coe¢ cient equals 3:95 (0:01) and a standard test (D'Agostino, Belanger and D'Agostino, 1990) rejects the null of normality on the one-percent level due to the relatively high kurtosis). This assumption is also in line with the fat-tails assumption of Midrigan (2011) . The log of the price level drifts with the rate 11 log P t = + log P t 1 :
Assuming that the …rm discounts pro…t streams at a constant rate and denoting the relative price the …rm enters the period with as p jt = P jt 1 =P t , the value function of …rm j can be written as
where E t is the expectations operator. Following Nakamura and Steinsson (2008) we solve this problem by value function iterations on a grid and using the method of Tauchen (1986) to approximate the mc jt process. 
Monthly Calibration
To calibrate the model, we …rst estimate the drift parameter of the in ‡ation process to ( ) to 0:00138 using monthly data on the Swedish industrial producer-price index for the period 1990:1 to 2002:12. This implies an annualized average in ‡ation rate of 1:7 percent, which is very close to the annual mean price change in the data (1:8 percent). We set = 0:96 1=12 to generate an annualized real interest rate of about 4 percent. We set = 3 which is in line with the …rm-level estimate for the Swedish manufacturing sector reported in Carlsson, Messina, and Nordström Skans (2014) when estimating equation (1) using the instrumental variable approach outlined in Foster, Haltiwanger, and Syverson (2008) .
To calibrate the remaining parameters, we …rst normalize C to unity and then set , and so as to match the annual data in terms of (i) the persistence of log real As noted above, the prices are calculated from reported values and volumes of sold products. Since, e.g., survey respondents are asked to state the value of sold products in thousands of SEK, there will be rounding errors in calculated prices and thus small erroneous price changes in the data. 14;15 In contrast, there are no measurement errors in the synthetic data from the model. This di¤erence motivates calibrating the model to match the zero bin rather than to the share of observation that are exactly zero in the data.
That is, as long as any measurement error is small enough to be con…ned within the zero bin, misclassi…cation should not matter for the moment-matching exercise. Also, judging from the continuous shape of the log price change distribution on both sides surrounding the zero bin, there is no reason to believe that a wider band than the zero bin should be warranted.
Finally, to match annual statistics, we time-aggregate the monthly data using monthly 13 The estimate of the annual persistence of log real marginal cost in Carlsson and Nordström Skans (2012) actually controls for time interacted by two-digit sector code (NACE). Using this procedure for the standard deviation of the log real marginal cost change distribution yields a very similar estimate to what is used here (0:142 vs.145).
14 Note that the median value of sold products across product codes for the …rms in our sample is SEK 6:1 million. 15 Changes in the composition of buyers who pay di¤erent prices are another reason for small measurement errors when computing prices by dividing value with volume. Although common in retail prices, see Eichenbaum, Jaimovich, Rebelo, and Smith (2014) , some of the price-setting practices in that sector, like discount coupons, two for one o¤ers, and so on, are less likely to be prevalent in producer price setting. Also, Nakamura and Steinsson (2008) notes that sales seem to be uncommon in producer price data.
output weights consistently with the annual data we observe. The annual unit price of …rm j is constructed as
where m denotes month. Similarly we can write
which motivates the use of monthly output weights.
The full calibration is presented in Table 1 and implies that the model needs a sizable menu cost, about 23 percent of the average monthly real gross pro…ts, in order to match annual moments. 
Simulation Results
In Figure 2 we plot the monthly log price/marginal cost change distributions for 100; 000 simulated monthly observations. For clarity we have omitted the spike at zero which contains 92 percent of the observations. Here we see that the high menu cost generates the usual price change distribution with no mass in a region around zero price adjustment.
In Figure 3 we plot the observed and the simulated annual data from the model, focusing on the interval [ 0:5; 0:5] log points. A …rst observation is that the log marginal cost change distribution is well replicated from the simulation. In terms of the similarity of the dispersion of the distributions this is no big victory since the standard deviation of the log real marginal cost change distribution is a target moment when …tting the model combined with a constant in ‡ation rate in the model. Importantly, however, the kurtosis of the actual data (3:82) is not far from that of the simulated distribution (3:24). 16 That is the ratio of ( 1)= and the average of Cp jt (p jt mc jt ) in the simulated monthly data. Turning to the log price change distribution, a key observation is that we …nd no regions of inaction in the time aggregated synthetic data, although we do see some di¤erence in the observed log price change data and the time-aggregated synthetic data in that there is a lack of mass around the spike at the zero bin. Moreover, the simulated distribution is not dispersed enough, the observed/simulated standard deviations are 0:19 vs. 0:13 and the kurtosis of the actual data (8:62) is much higher than that of the simulated distribution (3:39). However, time aggregation gives a lot of mileage in replicating the observed log price change distribution with a stylized Menu-Cost model and provides a complementary mechanism for generating small price changes in SD models to the economies of scope suggested by Midrigan (2011) or stochastic menu costs as in Dotsey, King, and Wolman (1999) . Also, the time-aggregation mechanism described here should be at work as soon as we leave ticker data and rely on a time average of prices or in any setting where big positive and negative observations can almost cancel each other out as in data with intermittent price observations. 17
Results
In this section we compare the empirical strength of the selection e¤ects in the micro data to what is expected from the Menu-Cost model, outlined above, using regression methods.
We also discuss whether these results can be interpreted as true selection e¤ects. In a …nal step, we structurally quantify the regression results in a model that can generate an arbitrary degree of selection e¤ects in the simulated data (i.e. the CalvoPlus model of Nakamura and Steinsson, 2010) .
Probability Regressions
To compare the relative strength of the selection mechanism in the Menu-Cost model vs.
the data, we run price-change probability regressions inspired by the work of Cecchetti (1986), and later contributions by e.g. Buckle and Carlson (2000) , Loupias and Sevestre (2013) and others. Due to data limitations these papers have to rely on aggregate/sectoral or qualitative data to measure drivers of price change. Here, instead we can compute a quantitative …rm-speci…c measure of marginal cost change.
We …rst de…ne an indicator for price changes outside the zero bin as
where P g;t denote the price of good g (produced by …rm j) at time t: Next, we regress the absolute value of the accumulated change in (log) marginal cost (jd s ln M C j;t j), where d s denotes the accumulated change since the last price change, on this indicator, i.e.
where 0 and 1 are coe¢ cients to be estimated and gt is a goods-speci…c error term.
That is we run a linear probability model to try to determine whether or not movements in the forcing variable (i.e. the accumulated marginal costs change since the last price change) have an impact on the price-change probability, or in other words, the timing of the price change. To account for the fact that jd s ln M C j;t j varies on the …rm level and not the goods level we correct the standard errors by clustering on the …rm level, which handles any type of error-term dependence within the …rm over time. Also, in Appendix B.2 we show that the regression results are robust to only relying on single-product …rms.
Looking at a small band around zero (instead of the zero point) in the price change distribution is very useful when relying on annual data since it increases the variation in the dependent variable and also renders potential misclassi…cation of small price changes a non-issue for the results when comparing the model to the data. Note, however, that this estimate is likely to be an upward-biased estimate of the true selection e¤ects, since absent any such e¤ects we are still likely to obtain a positive estimate. This is because even in the purely TD model small price changes (within the band) are associated with small accumulated marginal cost changes. 18 Here, the main focus is to evaluate the structural model with respect to …tting data moments and for this purpose this bias does not matter since it should also be captured by the model. Below, however, we will try to evaluate the size of this potential bias in the regression model.
In Table 2 , we present summary statistics of the data used in the probability regressions. In the top panel of 18 Or, in other words, if we erroneously rede…ne observations in the dependent (dummy) variable to zero that at the same time have values on the independent variable that are below its mean, the estimate of the slope parameter from the probability model will be upward-biased. a price change in the previous period, we loose 4; 078 observations relative to the full sample of price and marginal-cost changes. This is also a reason for running regressions on the absolute value of marginal cost change, jd ln M C jt j, (i.e. without any accumulation) where we can use the full sample of 13; 772 price changes. Although less directly interpretable from theory, the Menu-Cost model also has comparable predictions in this dimension of the data. In the bottom panel of Table 2 we present the summary statistics for this version of the regression model. As can be seen in the table, there is a slightly higher share of the observations in the zero bin (13:6 percent -as in the price-change distribution in Figure 1 ), but a slightly lower, but still sizable, variation in the explanatory variable jd ln M C jt j (s.d. of 0:091) as also re ‡ected in the log unit labor cost change distribution of Figure 1 .
In the …rst column of the top panel of Table 3 we present the results from running the linear probability model as outlined in (10). The estimated marginal e¤ect is 0:071 (s.e. 0:05) and statistically insigni…cant signi…cant on the …ve-percent level. Also, the point estimate indicate a very small e¤ect, a standard deviation change in jd s ln M C jt j implies only a 1 percent higher probability of the …rm changing price. This should be Table 3 . Here, we use the monthly Menu-Cost model to generate panels of simulated, time-aggregated annual data on price and marginal-cost changes consisting of 3; 510 price identities (as in the data) observed for …ve years (the average number of observations per price identity is 4:92 years in the data). The average estimate of the linear probability model across 200 simulated panels is presented in the …rst column in the bottom panel of Table 3 together with the standard deviation of the point estimate across all repetitions.
As can be seen from the table the point estimate does not move much across simulations and the mean, 0:96, is more than 13 times larger than found in actual data, implying that a standard deviation increase in jd s ln M C f;t j should increase the probability of price adjustment by 13:2 percent. Another way to see the di¤erence between the data and the model predictions is depicted in Figure 4 , where kernel regressions are used to illustrate the dramatic di¤erence between the data (left hand panel) and the Menu-Cost model (right-hand panel).
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In the second column of the top panel of Table 3 , the results from using the nonaccumulated absolute change of log marginal cost as the driver of price-changes are presented. The estimated marginal e¤ect in this case is 0:13 (s.e. 0:05) and statistically signi…cant on the …ve-percent level. Thus, taking the estimate at face value and disregarding any biases, this result indicate the presence of a selection e¤ect in the sense that the timing of the pricing decision is state-dependent. However, in an economic sense, the e¤ect is still very small and comparable to when using absolute accumulated changes; a standard deviation change in jd ln M C jt j implies only a 1:2 percent higher probability of the …rm changing price. Moreover, as compared to the bottom panel, the Menu-Cost model predicts an eight times higher e¤ect.
In column 3 of Table 3 we also include lagged changes in marginal cost, i.e. jd ln M C jt 1 j.
In a SD model we would also expect lagged changes to matter due to pent-up adjustment incentives (otherwise captured in the accumulation of changes). As can be seen in the second column of the bottom panel of Table 3 this prediction is con…rmed in the simulated and time-aggregated data with a mean point estimate of 0:31 (s.d. of 0:03) on jd ln M C jt 1 j. However, we do not see this e¤ect in the observed data. The point estimate is very close to zero 0:01 (s.e. 0:07) and naturally statistically and economically insigni…cant.
Appendix B.1 present evidence of that the conclusions are robust to using Probit and Logit estimators instead of the linear probability model and also to controlling for a variety of real-world features not included in the model such as time dummies, which control for any common variation and …rm-…xed e¤ects, which control for any heterogeneity in average price-change probabilities across …rms, as well as the combination of the latter two. Thus, across models, we get the same message that the timing adjustments of price changes in response to marginal-cost developments do not seem to be an important feature of observed price-setting behavior of goods-producing …rms. Moreover, in Appendix C we present evidence of that even the small positive point-estimates found here is likely to be due to the upward bias discussed above. Next, however we turn to a structural evaluation of these regression results, which can be done regardless of the presence of any bias in the regression results.
Structural Evaluation -The CalvoPlus Model
As noted above, the Menu-Cost model generates selection e¤ects that are much too strong. In order to structurally quantify the selection e¤ects implied by the regression results above, we …t a price-setting model that nests TD and SD elements and thus can generate an arbitrary degree of selection e¤ects. To this end we use the CalvoPlus model outlined in Nakamura and Steinsson (2010) . As compared with the Menu-Cost model outlined in section 3, the …rms now get an opportunity with probability (1 ) to change price at a low cost L , and to a high cost H otherwise. Thus, this model The …rm's real pro…t in the CalvoPlus economy can be written as
where I
High jt
is an indicator that takes on the value one if the the …rm faces the high menu cost and zero otherwise. The value function can be written as,
where
Bernoulli( );
and subject to the processes (5) and (4) 
and I IZB is the average of 1 I OZB gt and 1;Data and 2;Data denote the coe¢ cients on contemporaneous and lagged jd ln M C jt j, respectively, presented in column 3 of the top panel of Table 3 , which is used since we need two additional moments to match the model to. 20 Finally, denotes the standard errors of the observed data moments (clustered on the …rm level). 21 The resulting parameter values, as well as observed and synthetic data moments, for the CalvoPlus model are presented in Table 4 . The data wants a menu-cost setup that is in line with the standard Calvo (1983) model with a very high menu cost in the high cost state (about 14 months of average monthly real gross pro…ts) and a very low menu cost in the low cost state (about 22 minutes of average real gross pro…ts for a continuously operating …rm). In fact, setting L = 0 and H = 150 in the CalvoPlus model gives rise to nearly identical results for the model to those presented in the bottom panel of Table 4 . Thus, this exercise speaks against any important selection e¤ects in the data. Moreover, the data wants a Calvo parameter, = 0:89, that is not too far from estimates from macro-data studies. Adolfson, Laséen, Lindé, and Villani (2008) present a 20 Note that the Menu-Cost model could be calibrated to exactly match the data moments used for that model. Thus, any sensible weighting of the moments would return the same parameters. 21 To …nd the minimum of the weighted squared deviations we use a combination of a global minimization method (the ga algorithm in MatLab), to rule out local minimums, and a simplex method (fminsearch in MatLab). To make computations feasible, the number of grid points for the state space as well as the number of simulated panels of …rms is gradually increased in this process. In the bottom panel of Table 4 the model moments are compared to their targets in the annual observed data (with standard errors clustered on the …rm level). Although the model is not able to exactly match the targets, it does a good job when considering the con…dence bands for the observed moments and notably so when it comes to replicating the regression estimates as compared to the coe¢ cients obtained from the canonical Menu-Cost model. Next, in Figure 5 , we plot the implied annual log price/marginal 22 These coe¢ cients are given by (1 ) P 11 m=0 ( ) m and (1 ) P 23 m=12 ( ) m ; respectively (see, e.g., equation (8) in Carlsson and Nordström Skans, 2012) . 
Concluding Discussion
We use detailed Swedish micro data on product producer prices linked to a detailed data set containing information on the …rms that set these prices to test the empirical relevance of selection e¤ects in micro-level producer pricing. To impose discipline on the empirical exercise at hand, we …rst outline and calibrate a baseline SD model to match key moments in the data. The Menu-Cost model we rely on follows Nakamura and Steinsson (2008) , but allows for fat-tailed idiosyncratic shocks to marginal cost (akin to Midrigan, 2011) in order to better match the micro data. Moreover, the model is calibrated to a monthly frequency, which then allows us to gauge the e¤ect of time aggregation in the annual data we observe. Aggregating the data the same way as actual data is aggregated, we …nd that time aggregation gives a lot of mileage in replicating the observed price change distribution with a stylized Menu-Cost model. This is because the time aggregation …lter …lls out the gap of small price changes otherwise expected in the price-change distribution from an SD model. Thus, time aggregation is a complementary mechanism for generating small price changes in SD models to the economies of scope suggested by Lach and Tsiddon (2007) , Midrigan (2011) and Alvarez and Lippi (2014) or stochastic menu costs as in Caballero and Engel (1999) and Dotsey, King, and Wolman (1999) .
Intuitively, price patterns where e.g. large positive and negative monthly changes within a year nearly cancel one another generates small price movements in the time-aggregated data. Also, the time-aggregation mechanism described here should be at work as soon as we leave ticker data and rely on data with intermittent price observations.
To analyze the strength of the selection mechanism we investigate if the absolute accumulated value of the change in the …rm's marginal cost, as well as a non-accumulated version of the same, a¤ects the probability of a price change and compare the …ndings from observed data to those from synthetic time-aggregated data generated by the SD model. We …nd much smaller e¤ects on the probability of a price change than we would expect in the SD model. Moreover, when considering measurement issues pertaining to the classi…cation of small price changes in the data, the (small) positive estimates we …nd seems to be the result of upward bias.
To structurally quantify the regression results we also …t a price-setting model that nests both TD and SD elements to the data (i.e. a fat-tailed shocks version of the CalvoPlus model outlined in Nakamura and Steinsson, 2010) , which can generate an arbitrary degree of selection e¤ects in the simulated micro data from the model. Importantly, the procedure to …t the model parameters can be constructed to be una¤ected by the measurement issues that may bias the regression results. When choosing parameters so that the model matches empirical moments as closely as possible, the parameters are driven very close to a purely TD standard Calvo (1983) model. This suggests, in agreement with the previous results, that selection e¤ects are not being an important feature of the data.
Thus, overall, timing adjustments of price changes in response to marginal-cost developments do not seem to be an important feature of observed price-setting behavior of goods-producing …rms. Note though that it is not argued that the Calvo (1983) model is the true underlying model of micro-level price setting, but rather that in order to be aligned with the data, any successful model of price setting in …rms upstream in the supply chain needs to predict a low degree of self-selection with respect to cost shocks. Interestingly, Eichenbaum, Jaimovich, and Rebelo (2011) also link a measure of marginal cost, i.e. the replacement cost of the vended product, to the price set in data drawn from a large US food and drug retailer (downstream in the supply chain) and documents a high degree of selection e¤ects in pricing. This indicates considerable di¤erences in pricing behavior along the supply chain. This is perhaps not surprising given di¤erences in conditions between consumer and business-to-business markets, but it may provide important leads for future research on the microfoundations of pricing behavior.
Another important point, when thinking about the results found here, is that in the canonical New Keynesian model the TD price-setting frictions are usually added high up in the supply chain (intermediate-goods sector), whereas downstream sectors (retail sector) are, for convenience, modeled as frictionless; see e.g. Smets and Wouters (2003) and Christiano, Eichenbaum, and Evans (2005) . Thus, this class of models does not need price-setting frictions throughout the whole supply chain in order to generate signi…cant monetary non-neutrality. This then implies that frictions found in the downstream sectors can only add to monetary non-neutrality and given the results presented here, they are not instrumental for the existence of sizable monetary non-neutrality.
Appendix

A Data
The data we use are drawn from the Industristatistiken (IS) survey for plant-level data and the Industrins Varuproduktion (IVP) survey for the 8=9-digit price data, which can be linked to the producing plant.
The IVP survey provides plant-level information on prices and quantities for the years 1990 2002 at the …nest (i.e. 8=9 digit) level of the Harmonized System (HS) for the years 1990 1995 and according to the Combined Nomenclature (CN) for the years 1996 2002. Although these two coding systems are identical only down to the 6-digit level, the change means that we have no overlap in the raw data at the most detailed level between 1995 and 1996. To avoid throwing away too much information, we need to merge spells across these two coding systems while minimizing the risk of creating spells of price observations for non-identical products. Thus, we take a very cautions approach by only merging price spells for products produced by …rms that only produce a single product in 1995 and 1996 and whose product code is identical between 1995 and 1996 at the 6-digit level.
In the left-hand panel of …gure 6, we plot the raw data distributions of log price changes (for 8=9-digit unit value data) for all price changes that we can match to the …rms in the IS data (including the merged price spells in 1995=1996). All in all, this comprises 18; 878 observations for 2; 059 unique product codes and 4; 385 unique product/…rm identities across 934 …rms. Each bin represents a log di¤erence of 0:01. As can be seen in the …gure, there is a substantial spike for the bin centered around zero. About 13:2 percent of the price-change observations are con…ned within the 0:5 percent interval (with 714 observations identically equal to zero, i.e. 3:8 percent).
Since the raw price data involve quite a few large swings (Max/Min. in the log price change distribution is 7:08/ 7:65) we apply a cleaning procedure for the data used in the analysis. We are concerned with two types of errors in the price data. First, there may be measurement errors (of some magnitude) which show up as a zigzag pattern in the growth rate of the price and, second, there may be signi…cant changes in, say, the quality of a product within a 8=9-digit product group, which will show up as a large one-period increase in the di¤erence. To remove the impact of this type of observations on the results, we split the individual price series and give them a new unique plant-price identi…er whenever a large change in the growth rate appears in the data. We use the full distribution of log price change and determine the cut-o¤ level as given by the 1:5 and 98:5 centiles of this distribution, depicted in the left-hand panel of …gure 6. We also correct the …rm-speci…c producer price index used to compute real output in unit labor cost by not using unit-value data in them for these observations. Moreover, price spells with holes in them are given separate unique plant-price identi…ers for each separate continuous spell.
For the data from the IS database we start out with standard data quality checking, removing obviously erroneous observations like negative sales or a zero wage bill.
Moreover, after constructing the …rm-level variables needed, we remove …rms which are subject to large swings in unit labor cost, since we aim at capturing normal behavior and not …rms in extreme circumstances. In the right-hand panel of …gure 6, we plot the log changes in …rm-level unit labor cost for all …rms (1; 480) for which we can compute this measure in the IS data, in sum, 17; 760 observations. The distribution is much less spread When experimenting with more generous cut-o¤ rules for prices and unit labor cost, we …nd the regression results presented in the top panel of Table 3 in the main text to Notes: Dependent variable takes on a value of one if the price change is outside the zero bin and zero otherwise. Superscripts * and ** denote estimates signi…cantly di¤erent from zero at the …ve/one-percent level. Robust standard error clustered on the …rm level is inside the parenthesis. The number of observations is 9,694 (top panel) and 12,292 (bottom panel), respectively. be very similar. More speci…cally, we tried using the 1 and 99 centiles instead, leaving us with an estimation sample of 767 …rms and 14; 990 price-change observations in the …nal sample (751 …rms and 13; 368 price-change observations when also including a lag in the regression).
B Robustness B.1 Speci…cation and Estimator Variations
In Table 5 we …rst present various variations on the baseline regressions presented in the main text. Column (1) replicate the baseline results from Table 3 . Columns (2)-(6) show that the baseline results are robust to using a Probit or a Logit estimator instead of a linear probability model, the inclusion of time dummies, …rm-…xed e¤ects and the combination of the latter two. Although the statistical signi…cance varies across variations, in an economic sense, the estimated e¤ects are still very small across all variations. Thus, nonlinearities or common factors over time or …rm-speci…c factors constant over time do not seem to be important drivers of the results. 
B.2 Single-Product Firms
In Table 6 we present the results from only relying on the 264 …rms in the sample identi…ed as single-product …rms from the IVP survey (in accordance with the 8/9 digits HS/CN codes). First, column (1) reproduces the results from the baseline sample. Compared to these results, we see that when relying only on single-plant …rms, column (3) of Table   6 leads to higher point estimates, but the di¤erence is not statistically signi…cant since con…dence intervals overlap on regular levels. Higher point estimates are to be expected if there are measurement errors that attenuates the estimates from the multi-product sample. However, when looking at the results from only relying on exactly zero price change observations in the de…nition of the price-change dummy, column (2), we see quantitatively more similar results as compared to the multi-product results, column (4).
Thus, a much more likely explanation for the results is that the upward bias in the point estimates from using an interval de…nition of the price-change dummy is stronger in the single-plant sample than the presence of any serious e¤ects of measurement errors in the multi-product results. This interpretation is also in line with the results of Carlsson and Nordström Skans (2012) , who report a small e¤ect on the point estimates from using instruments when estimating the pass-through of marginal cost onto prices relying on the same baseline sample as in this paper.
C Selection E¤ects and Estimation Bias
As discussed in the main text, the small positive point estimates we …nd in the regression exercise may be due to the way we de…ne the zero band. Note that shrinking the I IZB band in the analysis will have two consequences in that it reclassi…es true price changes as price changes in the data and potentially reclassi…es true non-changing observations as price changes in the data. First, reclassifying small true price changes as price changes in the data would reduce the positive bias discussed above and drive down the point estimate in the probability regression. Second, to the extent there are small rounding errors in the price data, shrinking the I IZB band creates misclassi…ed price changes in the data.
In a pure TD model this will not bias the point estimate in the probability model since the probability of being stuck with the old price and the measurement error in prices are independent of marginal cost. However, in a SD model, …rms that do not change the price do so because they typically had small changes in marginal costs. Thus, reclassifying true non-changing observations as price changes will bias the point estimate downwards if the data is generated by a SD model. For this reason, comparing the baseline regression results with those obtained when shrinking the band towards only including exactly zero price changes yields an interval within which the true selection e¤ect lies.
Comparing column (1) and (2) in the top-left panel of Table 7 , we see that narrowing the band lowers the point estimate from 0:071 to 0:020 as expected. In this formulation the I IZB gt = 1 observations constitute 2:6 percent of the sample (as compared to 11:6 percent in the baseline formulation in column (1)). But note that the standard error actually shrinks in the latter case (0:050 vs. 0:025), thus not indicating any precision problems when shrinking the band (also using a Probit or Logit estimator yields very similar results quantitatively). Also, in columns (1) and (2) in the bottom-left panel we present a very similar e¤ect of shrinking the band when using the absolute value of the non-accumulated changes.
In columns (3) and (4) of Table 7 we redo the experiment above on synthetic data from the Menu-Cost model. Here, we still expect a positive estimate when using only exactly zero price-change observations since in the SD world …rms choose not to change price due to small changes in marginal cost and vice versa. Comparing the results in columns (4) and (5), we see that the point estimate falls slightly with 0:128 when going from using the zero bin to exactly zero price change observations in the probability regression (average In columns (5) and (6) we do the same experiment in the calibrated CalvoPlus model.
The point estimate drops from 0:143 to 0:031 when shifting the dependent variable from the baseline zero bin to only looking at exactly zero price changes. The intuition is that since the data want a calibration of the CalvoPlus model that is, for all relevant aspects, a standard Calvo model, there are no selection e¤ects. This exercise thus con…rms that the time aggregation does not a¤ect the basic intuition for the mechanisms at work.
Moreover, the di¤erence between the estimates, 0:174, gives a slightly larger estimate of the positive bias from including small positive price changes in the I IZB de…nition as compared to the Menu-Cost model. In Figure 7 we present a kernel regression exercise, which graphically illustrates the results discussed above. Comparing the top-left panel with the bottom-left panel of Figure 7 we see that the positive slope disappears when changing the zero-bin de…nition to only include exactly zero price-change observations.
Comparing the top-right panel with the bottom-right panel, we see that not using the absolute value (of the accumulated log marginal cost change) leads to an expected Ushaped relationship that disappears once only relying on exactly zero price changes in Acc. Log Unit Labor Cost Change -Zero Bin Figure 7 : Kernel regressions of the baseline (top panels) and the exactly zero (bottom panels) price-change dummy on the absolute (left-hand panels) and regular (rigth-hand panels) accumulated change in log marginal cost. Gray area depicts the 95-percent con…dence band.
the zero bin.
In the bottom panels of Table 7 we redo the exercises outlined above using the absolute value of the non-accumulated change. 23 As can be seen in the two bottom rows of Table   7 , results are qualitatively unchanged from this extension. Also, comparing the results in columns (3) and (4) we see that the lagged e¤ect in the Menu-Cost model is qualitatively unchanged from using the baseline zero bin or only the observations that are exactly zero. Moreover, Figure 8 repeats the exercise the exercise of Figure 7 , but using the non-accumulated change, with very similar results.
The results suggest that the di¤erence between estimated selection e¤ects in the data when comparing the baseline with the results from relying on only the exactly zero observations is well in line with the bias estimates from the simulated data. In fact the point estimate of the drop (0:091) when shrinking the band is actually smaller than in the 23 The small di¤erences between the results in the bottom panel of column (5) and the bottom panel of Table 4 stems from that here we average point estimates from each panel, whereas in the bottom panel of Table 4 we …rst stack all data and then run the regression. Figure 8 : Kernel regressions of the baseline (top panels) and the exactly zero (bottom panels) price-change dummy on the absolute (left-hand panels) and regular (rigth-hand panels) change in log marginal cost. Gray area depicts the 95-percent con…dence band. models, thus pointing away from the hypothesis that the estimate when only relying on exactly zero observation in the data is downward-biased due to misclassi…cation of price changes in combination with state dependence in price-setting. Moreover, the results from …tting the CalvoPlus model, which indicate very little state dependence, suggests that the estimates in column (2) of Table 7 are more or less an unbiased estimates of the true selection e¤ects. Thus, taken together, the results presented here lend support to the TD interpretation of the data and the view that the (small) positive point estimates reported in Table 3 is the result of upward bias from including small price changes in the zero bin.
