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ON THE BOUNDARY OF ALMOST ISOPERIMETRIC DOMAINS
ERWANN AUBRY, JEAN-FRANC¸OIS GROSJEAN
Abstract. We prove that finite perimeter subsets of Rn+1 with small isoperimetric
deficit have boundary Hausdorff-close to a sphere up to a subset of small measure. We
also refine this closeness under some additional a priori integral curvature bounds. As an
application, we answer a question raised by B. Colbois concerning the almost extremal
hypersurfaces for Chavel’s inequality.
1. Introduction
In all the paper, Bx(r) and Sx(r) denote respectively the Euclidean ball and sphere
with center x and radius r in Rn+1. We also set Bk the unit ball centred at 0 in Rk and
Sk−1 the unit sphere centred at 0 in Rk.
For any Borel set Ω of Rn+1, we denote |Ω| its Lebesgue measure, P (Ω) its perimeter
(see definition in section 2) and I(Ω) = P (Ω)
|Ω| nn+1
its isoperimetric ratio. Then it satisfies the
isoperimetric inequality
(1.1) I(Ω) > I
(
Bn+1
)
with equality if and only if Ω is a Euclidean ball up to set of Lebesgue measure 0. To
study the stability of the isoperimetric inequality, we denote by
δ(Ω) :=
I(Ω)
I(Bn+1)
− 1
the isoperimetric deficit of a Borel set Ω of finite perimeter and address the following
question:
”How far from a ball are almost isoperimetric domains?(i.e. with small δ(Ω))”
More quantitatively, by stability of the isoperimetric inequality, we understand the validity
of an inequality of the form
”distance” from Ω to some ball 6 Cδ(Ω)1/α for a given category of Ω ⊂ Rn+1
where the ”distance” need to be defined and where C and α are some positive universal
constants. Many authors have studied this stability problem with the Fraenkel asymmetry
A(Ω) as distance function. We recall that
A(Ω) := inf
x∈Rn+1
|Ω∆Bx(RΩ)|
|Ω| for Ω ⊂ R
n+1
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2 E. AUBRY, J.-F. GROSJEAN
where RΩ is given by R
n+1
Ω |Bn+1| = |Ω| and U∆V = (U \V )∪(V \U). So the isoperimetric
inequality is said stable with respect to the Fraenkel asymmetry if there exists C(n), α(n) >
0 such that
(1.2) A(Ω) 6 C(n)δ(Ω)1/α(n)
holds for a given category of domains Ω ⊂ Rn+1.
Such inequalities were first obtained for domains of R2 by Bernstein ([4]) and Bonnesen
([5]). The first result in higher dimension was due to Fuglede ([11]) for convex domains.
Without convexity assumption, the main contributions are due to Hall, Haymann, Weits-
man (see [17] and [18]) who established this inequality with α(n) = 4, and later to Fusco,
Maggi and Pratelli who proved this inequality with the sharp exponent α(n) = 2 in [15]
(see also the paper of Figalli, Magelli and Pratelli ([10]) or [8] and [14] for other proofs of
this last result).
To get more precise informations on the geometry of almost isoperimetric domains than
a small Fraenkel asymmetry, we can take as ”distance” function the Hausdorff distance.
The first result in that direction was the following inequality proved by Bonnesen ([5]) for
convex curves and by Fuglede ([12]) in the general case: if ∂Ω is a C1-piecewise closed
curve there exists a Euclidean circle C such that
(1.3) 16pid2H(C, ∂Ω) 6 P (Ω)2 − 4pi|Ω| 6 4pi|Ω|δ(Ω)
(
2 + δ(Ω)
)
where dH denotes the Hausdorff distance. Note that assuming δ(Ω) 6 1 and using the
isodiametric inequality |Ω| 6 pi4 (diamΩ)2, we infer the following inequality
(1.4)
dH(C, ∂Ω)
diamΩ
6
√
3pi
4
δ(Ω)
1
2
However, this result is false for more general domains in R2, especially non connected
one (consider for instance the disjoint union of a large ball and a tiny one far from each
other). Moreover, in higher dimension n > 2, even for connected smooth domains, we
cannot expect to control the Hausdorff distance from ∂Ω to a sphere by the isoperimetric
deficit alone, as proves the sets obtained by adding or subtracting to a ball a thin tubular
neighbourhood of a Euclidean subset of dimension not larger than n− 1 (see for instance
[6]). So to generalize this kind of stability result in higher dimension, it is necessary
to assume additional informations on the geometry of the domains we consider. In [11]
Fuglede proved that if n > 3, Ω is a convex set and δ(Ω) small enough then
(1.5) inf
x∈Rn+1
dH(Ω, Bx(RΩ))
RΩ
6 C(n)δ(Ω)
2
n+2 .
(δ(Ω)
2
n+2 is replaced by
√
δ(Ω) for n = 1 and by (δ(Ω) log[1/δ(Ω)])1/2 for n = 2). Note
that since Ω is convex, ∂Ω is also close to a sphere of radius RΩ. Actually, Fuglede deals
with more general sets called nearly spherical domains and this Fuglede’s result has been
generalized by Fusco, Gelli and Pisante ([13]) for any set of finite perimeter satisfying an
interior cone condition.
In this paper, we prove generalizations of inequalities (1.4) and (1.5) to any smooth
domain (even nonconvex) with integral control on the mean curvature of the boundary.
We even get a weak Hausdorff control for almost isoperimetric domains that need no
additional assumption on their boundary.
31.1. No assumption on the boundary. Let F(Ω) be the reduced boundary of Ω (see
the section 2 for the definition). When Ω is a smooth domain, we have F(Ω) = ∂Ω.
Theorem 1. Let Ω be a set of Rn+1 with finite perimeter with δ(Ω) 6 1C(n) . There exists
xΩ ∈ Rn+1 and A(Ω) ⊂ F(Ω) such that
(1)
Hn(F(Ω) \A(Ω))
P (Ω)
6 C(n)δ(Ω) 14 ,
(2)
dH
(
A(Ω), SxΩ(RΩ)
)
RΩ
6 C(n)δ(Ω)β(n).
Here Hn denotes the n-dimensional Hausdorff measure and β(n) = min( 14n , 18).
In other words, the boundary F(Ω) is Hausdorff close to a sphere up to a set of small
measure. Note that we have
A(Ω) = F(Ω) ∩A
δ(Ω)
1
4
where for any η > 0 we set Aη =
{
x ∈ Rn+1/ ∣∣|x− xΩ| −RΩ∣∣ 6 RΩη}.
Remark 1. Note that the sets of the previous theorem also satisfy
(1)
|Ω∆BxΩ(RΩ)|
|Ω| 6 C(n)δ(Ω)
1/2 ,
(2)
dH
(
Ω ∩BxΩ(RΩ), BxΩ(RΩ)
)
RΩ
6 C(n)δ(Ω)
1
2(n+1) (see the end of the section 2).
In other words Ω ∩ BxΩ(RΩ) is Hausdorff close to the ball BxΩ(RΩ) up to a set of small
measure, which is a weak generalization of inequality (1.5).
Remark 2. When n = 1 or Ω convex Theorem 1 easily implies earlier results a` la Bon-
nesen [5] and Fuglede [11] but with non optimal power β(n).
Remark 3. See also Theorem 8 in Section 4.4 that is a reformulation of Theorem 1 in
term of Preiss distance between the normalized measures associated to F(Ω) and SxΩ(RΩ).
To get informations on the smooth domain Ω itself, and not up to a set of small measure,
additional assumptions are required. A reasonable assumption is an integral control on
the mean curvature H. In the sequel, for any p > 1, we define
‖f‖p =
(
1
P (Ω)
∫
∂Ω
|f |pdHn
)1/p
for any measurable f : ∂Ω→ R.
Note that a upper bound on ‖H‖p with p < n − 1 is not sufficient. Indeed, we can refer
to examples constructed by the authors in [2, 3]: by adding small tubular neighbourhood
of well chosen trees to B0(1), we get a set almost isoperimetric domains on which ‖H‖p is
uniformly bounded for any p < n− 1 and that is dense for the Hausdorff distance among
all the closed set of Rn+1 that contain B0(1).
1.2. Upper bound on ‖H‖n−1.
Theorem 2. Let Ω be an open set with a smooth boundary ∂Ω, finite perimeter and δ(Ω) 6
1
C(n) . There exists a subset T of R
n+1 which satisfies whose 1-dimensional Hausdorff
measure satisfies
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(1) H1(T ) 6 C(n)RΩ
∫
∂Ω\A
δ(Ω)1/4
|H|n−1dHn,
(2) dH
(
∂Ω, SxΩ(RΩ) ∪ T
)
6 C(n)RΩδ(Ω)β(n),
(3) the set Aδ(Ω)1/4 ∪ T has at most N + 1 connected components,
where H1(T ) denotes the 1-dimensional Hausdorff measure of T and N is the number of
the connected components of ∂Ω that do not intercept A
δ(Ω)
1
4
.
Note that by Theorem 1 at least one connected component of ∂Ω intercepts A
δ(Ω)
1
4
and
so if ∂Ω is connected then we have N = 0 and Aδ(Ω)1/4 ∪ T is connected. Moreover note
that for n = 1 we recover Fuglede’s result (1.3) for C2-piecewise closed curves.
The case N =∞ in Theorem 2 is trivial since the sets obtained by the union of a sphere
and infinitely numebrable many points are dense for the Hausdorff distance among all the
closed sets containing SxΩ(RΩ).
Similarly to the case of curves, Theorem 2 is quite optimal as prove examples given
by a domain Ωε =
[
B0(R) \
⋃
i
Ti,ε
] ∪⋃
j
Tj,ε, where (Ti) and (Tj) are some families of
Euclidean trees and the Ti,ε denotes the ε-tubular neighbourhood of Ti. In these examples,
the integral of |H|n−1 on ∂Ωε \A
δ(Ω)
1
4
will converge, up to a multiplicative constant C(n),
to the sum of the length of the trees as ε tends to 0.
We refer to Theorem 10 of Section 5.2 for a generalization of inequality (1.5) similar to
Theorem 2.
1.3. Bound on ‖H‖p with p > n− 1. If we assume some upper bound on the Lp norm
of |H| with p > n − 1, then combining Theorem 2 and Lemma 2 with Ho¨lder inequality
readily gives the following improved result.
Theorem 3. Let p > n − 1 and Ω be an open set with a smooth boundary ∂Ω, finite
perimeter and δ(Ω) 6 1C(n) . Let (∂Ωi)i∈I be the connected components of ∂Ω that do not
intercept A
δ(Ω)
1
4
. For any i ∈ I, there exists xi ∈ ∂Ωi such that
dH
(
∂Ω,SxΩ(RΩ) ∪
⋃
i∈I
{xi}
)
6 C(n, p)RΩ
[
δ(Ω)β(n) + δ(Ω)
p−n+1
4p (P (Ω)
1
n ‖H‖p)n−1
]
Moreover if p > n and if H is Lp-integrable then I is finite and we have
(1.6) Card(I) 6 C(n, p)P (Ω)‖H‖npδ(Ω)
p−n
4p .
Remark 4. We will see in the proof that the above estimates are more precise since as in
Theorem 2, we can replaced ‖H‖p by
(
1
P (Ω)
∫
∂Ω\A
δ(Ω)1/4
|H|pdHn
) 1
p
.
Remark 5. If we assume that ∂Ω is connected, then Theorem 3 implies that ∂Ω is Haus-
dorff close to a sphere. If ∂Ω has N connected component, the it asserts that ∂Ω is
Hausdorff close to a sphere union a finite set with at most N − 1 points.
Note that in the case p < n we can not control the cardinal of I in terms of ‖H‖p.
Indeed, consider the sequence of domains Ωk obtained by the union of Bn+1 and k balls
Bxi(ri/k) where xi are some points satisfying for instance dist(0, xi) = 2i. If
∑
i>0
rn−pi is
5convergent then lim
k−→∞
δ(Ωk) = 0 and P (Ωk)‖Hk‖p (where Hk denotes the mean curvature
of ∂Ωk) remains bounded when Card(I) tends to infinity.
Here also we refer to Theorem 11 of Section 5.2 for a version of Theorem 3 generalizing
inequality 1.5.
1.4. Bound on ‖H‖p with p > n. When p > n, it follows from 1.6 that if δ(Ω) is small
enough then I = ∅ and ∂Ω is Hausdorff close to SxΩ(RΩ). More precisely we have that
Theorem 4. Let p > n. There exists a constant C(n, p) > 0 such that if Ω is an open
set with smooth boundary ∂Ω such that Hn(∂Ω)‖H‖np 6 K and δ(Ω) 6 1C(n,p,K) then
∂Ω is diffeomorphic and quasi-isometric to SxΩ(RΩ). Moreover the Lipschitz distance dL
satisfies
dL(∂Ω,SxΩ(RΩ)) 6 C(n, p)δ(Ω)
2(p−n)
p(n+2)−2n
for any n > 2 and the Hausdorff distance
dH(∂Ω, SxΩ(RΩ)) 6 C(n, p,K)RΩδ(Ω)
2p−n
2p−2n+np
when n > 3 and
dH(∂Ω, SxΩ(RΩ)) 6 C(p,K)RΩ(−δ(Ω) ln δ(Ω))
1
2
when n = 2.
Remark 6. Actually, under the assumption of the previous theorem, we show that ∂Ω =
{ϕ(w)w,w ∈ SxΩ(RΩ)}, where ϕ ∈ W 1,∞(SxΩ(RΩ)) ∩ W 2,p(SxΩ(RΩ)), with ‖dϕ‖∞ 6
C(n,p,K)
RΩ
δ(Ω)
p−n
2p−2n+pn and ‖∇dϕ‖p 6 C(n, p,K)/R2Ω. So Ω is a nearly spherical domain
in the sense of Fuglede and is the graph over SxΩ(RΩ) of a C
1,1−n
p (SxΩ(RΩ)) function.
It implies that any sequence of domain (Ωk)k with δ(Ωk) → 0 and Hn(∂Ωk)‖Hk‖np 6 K
converges to SxΩ(RΩ) in C
1,q topology for any q < 1− pn .
Remark 7. The estimates on dL and dH in Theorem 4 are sharp with respect of the
exponent of δ(Ω) involved, but not for what concern the constant C(n, p,K). We show it
by constructing example at the end of section 6. Note moreover that in the case p = ∞
we recover the same exponent as in the convex case.
1.5. Stability of the Chavel Inequality. In the last part of this paper we answer a
question asked by Bruno Colbois concerning the almost extremal hypersurfaces for the
Chavel’s inequality: if we set λΣ1 the first nonzero eigenvalue of a compact hypersurface Σ
that bounds a domain Ω, Chavel’s inequality says that
(1.7) λΣ1 6
n
(n+ 1)2
(Hn(Σ)
|Ω|
)2
Moreover equality holds if and only if Σ is a geodesic sphere. Now if we denote by γ(Ω)
the deficit of Chavel’s inequality (i.e. γ(Ω) = n
λΣ1 (n+1)
2
(Hn(Σ)
|Ω|
)2 − 1), we have
Theorem 5. Let Σ be an embedded compact hypersurface bounding a domain Ω in Rn+1.
If γ(Ω) 6 1C(n) then we have
δ(Ω) 6 C(n)γ(Ω)1/2
Consequently, δ(Ω) can be replaced by γ(Ω)
1
2 in all the previous theorems, which gives
the stability of the Chavel’s inequality. Note moreover that γ small implies readily that
Σ = ∂Ω is connected and so we have N = 0 and I = ∅ is this case.
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2. Preliminaries
2.1. Definitions. First let us introduce some notations and recall some definitions used
in the paper. Throughout the paper we adopt the notation that C(n, k, p, · · · ) is function
which depends on p, q, n, · · · . It eases the exposition to disregard the explicit nature of
these functions. The convenience of this notation is that even though C might change
from line to line in a calculation it still maintains these basic features.
Given two bounded sets A and B the Hausdorff distance between A and B is defined
by
dH(A,B) = inf{ε | A ⊂ Bε and B ⊂ Aε}
where for any subset E, Eε = {x ∈ Rn+1 | dist(x,E) 6 ε}.
Let µ be a Rn+1-valued Borel measure on Rn+1. Its total variation is the nonnegative
measure |µ| defined on any Borel set Ω by
|µ|(Ω) := sup
{∑
k∈N
‖µ(Ωk)‖ | Ωi ∩ Ωj = ∅ ,
⋃
k∈N
Ωk ⊂ Ω
}
Given a Borel set Ω of Rn+1, we say that Ω is of finite perimeter if the distributional
gradient DχΩ of its characteristic function is a Rn+1-valued Borel measure such that
|DχΩ|(Rn+1) <∞. The perimeter of Ω is then P (Ω) := |DχΩ|(Rn+1). Of course if Ω is a
bounded domain with a smooth boundary we have P (Ω) = Hn(∂Ω). For any set Ω with
finite perimeter, we have P (Ω) = Hn(F(Ω)) where F(Ω) is the reduced boundary defined
by
F(Ω) :=
{
x ∈ Rn+1 | ∀r > 0 , |DχΩ|(Bx(r)) > 0 and lim
r−→0+
DχΩ(Bx(r))
|DχΩ|(Bx(r)) ∈ S
n
}
Moreover Federer (see [1]) proved that F(Ω) ⊂ ∂?Ω where ∂?Ω is the essential boundary
of Ω defined by
∂?Ω := Rn+1 \ (Ω0 ∪ Ω1)
where Ωt :=
{
x ∈ Rn+1 | lim
r−→0
|Ω ∩Bx(r)|
|Bx(r)| = t
}
.
2.2. Some results proved in [10]. Now we gather some results proved in [10] about
almost isoperimetric sets, that will be used in this paper.
Theorem 6. (A. Figalli, F. Maggi, A. Pratelli, [10]) Let Ω be a set of Rn+1 of
finite perimeter, with 0 < |Ω| < ∞ and δ(Ω) 6 min
(
1,
k(n)2
8
)
where k(n) :=
2− 2 nn+1
3
.
Then there exists a domain G ⊂ Ω such that
(1) 0 6 |Ω| − |G| 6 |Ω \G| 6 δ(Ω)k(n) |Ω|,
(2) P (G) 6 P (Ω),
(3) δ(G) 6 3k(n)δ(Ω),
(4) There exists a point xΩ ∈ Rn+1 such that∫
F(G)
∣∣|x− xΩ| −RG∣∣dHn 6 10(n+ 1)3
k(n)
|G|δ(Ω)1/2
where X is the vector position of Rn+1,
(5) |G∆BxΩ(RG)| 6 20(n+1)
3
k(n) |G|δ(Ω)1/2.
7The following property is important for our purpose and derive easily from [10], but
since it is not proved nor stated in [10], we give a proof of it for sake of completeness.
Lemma 1. There exists a constant C(n) > 0 such that under the assumptions and nota-
tions of the previous theorem, we have(
1− C(n)δ(Ω))Hn(F(Ω)) 6 Hn(F(Ω) ∩ F(G))
Proof. We reuse the notations of [10]. First of all, by the previous theorem, we have
Hn(F(G)) > I(Bn+1)|G| nn+1 > (1− δ(Ω)
k(n)
)
n
n+1 I(Bn+1)|Ω| nn+1 >
(1− δ(Ω)k(n) )
n
n+1
1 + δ(Ω)
Hn(F(Ω))
>
(
1− C(n)δ(Ω))Hn(F(Ω))(2.1)
and by the construction made in [10], Ω is the disjoint union of G and a set F∞ which
satisfy
Hn(F(F∞)) 6 (1 + k(n))Hn(F(Ω) ∩ F(F∞)).
Then we have
Hn(F(Ω)) = Hn(F(Ω) ∩ F(G)) +Hn(F(Ω) ∩ F(F∞))
and
(1 + k(n))Hn(F(Ω))+ (1− k(n))Hn(F(G) ∩ F(Ω))
= 2Hn(F(G) ∩ F(Ω))+ (1 + k(n))Hn(F(Ω) ∩ F(F∞))
> 2Hn(F(G) ∩ F(Ω))+Hn(F(F∞))
= Hn(F(G))+Hn(F(Ω))
>
(
2− C(n)δ(Ω))Hn(F(Ω))
where we have used Inequality (2.1). We infer that
Hn(F(G) ∩ F(Ω)) > (1− C(n)δ(Ω))Hn(F(Ω)).

2.3. Proof of remark 1. Up to a translation we can assume that xΩ = 0 and from the
Theorem 6 we have :
|G∆B0(RG)| 6 C(n)|G|δ(Ω)1/2
Since
Ω∆B0(RΩ) ⊂ (Ω∆G) ∪ (G∆B0(RG)) ∪ (B0(RG)∆B0(RΩ))
we deduce immediately that |Ω∆B0(RΩ)| 6 C(n)|Ω|δ(Ω)1/2 which proves the point (1) of
the remark.
On the other hand let x ∈ B0(RΩ) and RΩ > ε > 0 such that
Bx(ε) ∩ (Ω ∩B0(RΩ)) = ∅.
We then have Bx(ε) ∩ B0(RΩ) ⊂ Ω∆B0(RΩ) and since Bx(ε) ∩ B0(RΩ) contains the ball
with diameter Rx ∩Bx(ε) ∩B0(RΩ) whose length is larger than ε, we get
1
C(n)
εn+1 6 |Ω∆B0(RΩ)| 6 C(n)|Ω|δ(Ω)1/2
Since Ω ∩B0(RΩ) ⊂ B0(RΩ), it suffices to get the point (2) that is
dH(Ω ∩B0(RΩ), B0(RΩ)) 6 C(n)|Ω|
1
n+1 δ(Ω)
1
2(n+1)
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3. Concentration in a tubular neighborhood of a sphere
The main result of this section is the following theorem :
Lemma 2. Let Ω be a set of Rn+1 with finite perimeter and let
Aη :=
{
x ∈ Rn+1/ ∣∣|x− xΩ| −RΩ∣∣ 6 RΩη}.
If δ(Ω) 6 1C(n) then for any α ∈ (0, 12), we have
Hn(F(Ω) \Aδ(Ω)α) 6 C(n)P (Ω)δ(Ω) 12−α
Proof. By inequalities (4) and (1) of Theorem 6, we get
Hn(F(G) \Aη) 6 1
RΩη
∫
F(G)\Aη
∣∣|x− xΩ| −RΩ∣∣dHn
6 1
RΩη
∫
F(G)\Aη
∣∣|x− xΩ| −RG∣∣dHn + |RΩ −RG|
ηRΩ
Hn(F(G))
6 1
RΩη
10(n+ 1)3
k(n)
|G|δ(Ω)1/2 + |RΩ −RG|
ηRΩ
Hn(F(G))
6 C(n) |Ω|
n
n+1
η
√
δ(Ω)
where we have used that Hn(F(G)) = P (G) = C(n)(1 + δ(G))|G| nn+1 6 C(n)|Ω| nn+1 (by
Theorem 6 (1) and (3)).
Now by Lemma 1 and Inequality (2) of Theorem 6, we have
Hn(F(G) \ (F(Ω) ∩ F(G))) 6 Hn(F(Ω) \ (F(Ω) ∩ F(G))) 6 C(n)δ(Ω)Hn(F(Ω))
And so
Hn(F(Ω) \Aη) 6 Hn((F(Ω) ∩ F(G)) \Aη)+Hn(F(Ω) \ (F(Ω) ∩ F(G)))
6 Hn(F(G) \Aη)+ C(n)Hn(F(Ω))δ(Ω)
6 C(n)
η
|Ω| nn+1 δ(Ω)1/2 + C(n)|Ω| nn+1 δ(Ω)
6 C(n)
(
1
η
δ(Ω)1/2 + δ(Ω)
)
|Ω| nn+1
Then choosing η := δ(Ω)α and δ(Ω) 6 1 we get the desired result. 
4. Domains with small deficit without assumption on the boundary
In this section, we gather the proofs of several geometric-measure properties of the
boundary of almost isoperimetric domains.
4.1. Proof of Theorem 1. By Lemma 2, we have Inequality (1) with A(Ω) = F(Ω) ∩
Aδ(Ω)1/4 . Inequality (2) will be a consequence of the following density theorem.
Theorem 7. Let Ω be a set of Rn+1 with finite perimeter and ρ ∈ [C(n)δ(Ω) 18RΩ, RΩ].
Then for any x ∈ SxΩ(RΩ) we have∣∣∣Hn(Bx(ρ) ∩ SxΩ(RΩ))
RnΩVol Sn
− H
n
(F(Ω) ∩Bx(ρ))
Hn(F(Ω))
∣∣∣ 6 C(n)δ(Ω) 14
9Let x ∈ SxΩ(RΩ) and ρ = C1(n)RΩδ(Ω)β(n) with β(n) := min(18 , 14n). Then for C1(n)
large enough and δ(Ω) 6 (1/C1(n))1/β(n), ρ ∈
[
C(n)δ(Ω)
1
8RΩ, RΩ
]
and the estimate of
Theorem 7 combined to the fact that there exists a constant C2(n) such that
Hn(Bx(ρ) ∩ SxΩ(RΩ))
RnΩVol Sn
> C2(n)
(
ρ
RΩ
)n
gives for C1(n) great enough
Hn(F(Ω) ∩Bx(ρ))
Hn(F(Ω)) > −C(n)δ(Ω)1/4 + C2(n)
(
ρ
RΩ
)n
> (−C(n) + C2(n)C1(n)n)δ(Ω)min(n8 , 14 )
> C3(n)δ(Ω)min(
n
8
, 1
4
)
Moreover from the lemma 2 we have
Hn(F(Ω) ∩Aδ(Ω)1/4 ∩Bx(ρ)) > Hn
(F(Ω) ∩Bx(ρ))− C(n)P (Ω)δ(Ω)1/4
> C3(n)P (Ω)δ(Ω)min(
n
8
, 1
4
) − C(n)P (Ω)δ(Ω)1/4
> (C3(n)− C(n))P (Ω)δ(Ω)min(n8 , 14 )
> C4(n)P (Ω)δ(Ω)min(
n
8
, 1
4
)
If C1(n) is large enough. This implies that F(Ω)∩Aδ(Ω)1/4 ∩Bx(ρ) has non-zero measure,
hence is non-empty for any x ∈ SxΩ(RΩ). Putting A(Ω) = F(Ω)∩Aδ(Ω)1/4 , we obtain that
dH(A(Ω), SxΩ(RΩ)) 6 ρ for C1(n) large enough which gives the fact (2) of Theorem 1.
Note that Theorem 7 implies that density of F(Ω) near each point of Sn(RΩ) converges
to 1 at any fixed scale. It will be combined with Allard’s regularity theorem in Section 6
to prove Theorem 4.
4.2. Proof of Theorem 7. It will be a consequence of the following fundamental pro-
position.
Proposition 1. Let Ω be a set of Rn+1 of finite perimeter, with δ(Ω) 6 1C(n) . For any
f ∈ C1c (Rn+1), we have∣∣∣ 1
P (Ω)
∫
F(Ω)
fdHn − 1
RnΩVol Sn
∫
SxΩ (RΩ)
fdHn
∣∣∣ 6 C(n)(‖f‖∞ + ‖df‖∞)δ(Ω) 12 ,
where we denote ‖df‖∞ = sup
y
|dyf(y)|.
Proof. Up to translation, we can assume that xΩ = 0 subsequently. Let G ⊂ Ω be the
subset associated to Ω in Theorem 6. We note X the field Xx = x for any x ∈ Ω. We
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have divx(fX) = dfx(Xx) + (n+ 1)f(x) and so we get∣∣∣∫
F(G)
f〈X, νG〉dHn −RG
∫
S0(RG)
fdHn
∣∣∣
=
∣∣∣∫
F(G)
f〈X, νG〉dHn −
∫
S0(RG)
f〈X, νS0(RG)〉dHn
∣∣∣
=
∣∣∣∫
G
div(fX)dHn+1 −
∫
B0(RG)
div(fX)dHn+1
∣∣∣
6(n+ 1)
∣∣∣∫
G
fdHn+1 −
∫
B0(RG)
fdHn+1
∣∣∣
+
∣∣∣∫
G
df(X)dHn+1 −
∫
B0(RG)
df(X)dHn+1
∣∣∣
6(n+ 1)
(‖f‖∞ + ‖df‖∞)|G∆B0(RG)|
620(n+ 1)
4
k(n)
|G|(‖f‖∞ + ‖df‖∞)δ(Ω)1/2(4.1)
Where we have used Inequality (5) of Theorem 6. Now we have∫
F(G)
∣∣f(RG − 〈X, νG〉)∣∣dHn
6 ‖f‖∞
∫
F(G)
∣∣RG − |X|∣∣dHn + ‖f‖∞ ∫
F(G)
∣∣|X| − 〈X, νG〉∣∣dHn
= ‖f‖∞
∫
F(G)
∣∣RG − |X|∣∣dHn + ‖f‖∞ ∫
F(G)
|X|dHn − ‖f‖∞
∫
F(G)
〈X, νG〉dHn
6 2‖f‖∞
∫
F(G)
∣∣RG − |X|∣∣dHn +RG‖f‖∞Hn(F(G))− ‖f‖∞ ∫
G
div(X)dHn+1
6 20(n+ 1)
3
k(n)
|G|‖f‖∞δ(Ω)1/2 + ‖f‖∞RGHn
(F(G))− ‖f‖∞(n+ 1)|G|
Now a straightforward computation shows that δ(G) =
RGHn
(
F(G)
)
(n+1)|G| − 1. Consequently
(4.2)
∫
F(G)
∣∣f(RG − 〈X, νG〉)∣∣dHn 6 ‖f‖∞C(n)|G|δ(Ω)1/2
Combining Inequalities (4.1) and (4.2) gives
1
P (Ω)
∣∣∣∫
F(G)
fdHn −
∫
Sn(RG)
fdHn
∣∣∣ 6 C(n) |G|
P (Ω)RG
(‖f‖∞ + ‖df‖∞)δ(Ω) 12
6 C(n)
(‖f‖∞ + ‖df‖∞)δ(Ω) 12(4.3)
Where we have used Inequality (1) of Theorem 6 to get
(4.4)
|G|
P (Ω)RG
6 C(n) |G|
n
n+1
P (Ω)
6 C(n) |Ω|
n
n+1
P (Ω)
6 C(n).
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We have∣∣∣∣∣ 1P (Ω)
∫
F(Ω)
fdHn − 1
RnΩVol Sn
∫
Sn(RΩ)
fdHn
∣∣∣∣∣ 6 A1 +A2 +A3 +A4
with
A1 =
1
P (Ω)
∣∣∣∣∣
∫
F(Ω)
fdHn −
∫
F(G)
fdHn
∣∣∣∣∣
A2 =
1
P (Ω)
∣∣∣∣∣
∫
F(G)
fdHn −
∫
Sn(RG)
fdHn
∣∣∣∣∣
A3 =
1
P (Ω)
∣∣∣∣∣
∫
Sn(RG)
fdHn −
∫
Sn(RΩ)
fdHn
∣∣∣∣∣
A4 =
∣∣RnΩVol Sn
P (Ω)
− 1∣∣‖f‖∞ 6 C(n)δ(Ω)‖f‖∞
Note that A2 is controlled by Inequality (4.3). Let us now estimate A1. By Lemma 1
we have
A1 =
1
P (Ω)
∣∣∣∫
F(Ω)\(F(Ω)∩F(G))
fdHn −
∫
F(G)\(F(G)∩F(Ω))
fdHn
∣∣∣
6 ‖f‖∞C(n) |Ω|
n
n+1
P (Ω)
δ(Ω) 6 ‖f‖∞C(n)δ(Ω)
A3 6
1
P (Ω)
∫
Sn
∣∣RnGf(RGu)−RnΩf(RΩu)∣∣dHn
6 1
P (Ω)
∫
Sn
∣∣(RnG −RnΩ)f(RGu)∣∣+RnΩ∣∣f(RΩu)− f(RGu)∣∣dHn
6 C(n) |Ω|
n
n+1 − |G| nn+1
P (Ω)
‖f‖∞ + R
n
Ω
P (Ω)RG
∫
Sn
∫ RΩ
RG
|dtuf(tu)| dt du
6 C(n)(‖f‖∞ + ‖df‖∞)δ(Ω)
where once again we have used the estimates of Theorem 6. 
Proof of the theorem 7: Up to translation, we can assume that xΩ = 0. Let ρ 6 RΩ.
By Lemma 2, we have
(4.5)
∣∣∣Hn(F(Ω) ∩Bx(ρ))Hn(F(Ω)) −
Hn(F(Ω) ∩Bx(ρ) ∩A
δ(Ω)
1
4
)
Hn(F(Ω))
∣∣∣ 6 C(n)δ(Ω) 14
We set η = δ(Ω)
1
4 6 12 and ϕ : [0,+∞) → [0, 1] be a C1 function with compact support
in (0, 2RΩ),
2
RΩ
-Lipschitz and such that ϕ(t) = 1 on
[
RΩ(1 − η), RΩ(1 + η)
]
. For any
function v ∈ C1(S0(RΩ)), we set f(x) = ϕ(|x|)v(RΩx|x| ). Then |dfx(x)| 6 4‖v‖∞ and
applying Proposition 1 to f , we get
(4.6)
∣∣∣ 1
P (Ω)
∫
F(Ω)
fdHn − 1
RnΩVol Sn
∫
S0(RΩ)
vdHn
∣∣∣ 6 C(n)‖v‖∞δ(Ω) 12
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0 x
Bx(ρ)
Cint
Cext
B0(R)
B0
(
R(1 + η)
)
B0
(
R(1− η))
Figure 1.
Let x ∈ S0(RΩ) and vr be the characteristic function of the geodesic ball of center x and
radius r in S0(RΩ). By convolution, we can approximate vr in L
1(S0(RΩ)) by C
1 functions
uk such that ‖uk‖∞ 6 1. Applying Inequality (4.6) to v = uk and letting k tends to ∞,
we get
(4.7)
∣∣∣ 1
P (Ω)
∫
F(Ω)
frdHn −
Hn(Cr/RΩ ∩ S0(RΩ))
RnΩVol Sn
∣∣∣ 6 C(n)δ(Ω) 12
where fr = ϕRΩ(‖x‖)vr(RΩx‖x‖ ) and where Cα =
{
y ∈ Rn+1 \ {0}/ 〈 y‖y‖ , x‖x‖〉 > cosα
}
. Now,
since ‖fr‖∞ 6 1, Lemma 2 gives us
(4.8)
1
P (Ω)
∣∣∣∫
F(Ω)
frdHn −
∫
F(Ω)∩A
δ(Ω)
1
4
frdHn
∣∣∣ 6 C(n)δ(Ω) 14
By construction of fr, we have
(4.9)
∫
F(Ω)∩A
δ(Ω)
1
4
frdHn = Hn
(F(Ω) ∩A
δ(Ω)
1
4
∩ Cr/RΩ
)
Combining Inequalities (4.7), (4.8) and (4.9), we get
(4.10)
∣∣∣Hn
(F(Ω) ∩A
δ(Ω)
1
4
∩ Cr/RΩ
)
Hn(F(Ω)) − H
n
(Cr/RΩ ∩ S0(RΩ))
RnΩVol Sn
∣∣∣ 6 C(n)δ(Ω) 14
We now assume that δ(Ω)
1
4 6 ρ2
2R2Ω
. The following angles
αext = arccos
(1 + (1− δ(Ω) 14 )2 − ρ2R2Ω
2(1− δ(Ω) 14 )
)
and αint = arccos
(1 + (1 + δ(Ω) 14 )2 − ρ2R2Ω
2(1 + δ(Ω)
1
4 )
)
satisfy the following property (see figure 4.2)
Cint ∩A
δ(Ω)
1
4
⊂ Bx(ρ) ∩A
δ(Ω)
1
4
⊂ Cext ∩A
δ(Ω)
1
4
,
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where we have set Cint = Cαint and Cext = Cαext , so we get the following inequalities
Hn(F(Ω) ∩Bx(ρ) ∩A
δ(Ω)
1
4
)
Hn(F(Ω)) >
Hn(F(Ω) ∩ Cint ∩A
δ(Ω)
1
4
)
Hn(F(Ω))
>
Hn(Cint ∩ S0(RΩ))
RnΩVol Sn
− C(n)δ(Ω) 14
Hn(F(Ω) ∩Bx(ρ) ∩A
δ(Ω)
1
4
)
Hn(F(Ω)) 6
Hn(F(Ω) ∩ Cext ∩A
δ(Ω)
1
4
)
Hn(F(Ω))
6
Hn(Cext ∩ S0(RΩ))
RnΩVol Sn
+ C(n)δ(Ω)
1
4
Since we have Bx(ρ) ∩ S0(RΩ) = Cαρ ∩ S0(RΩ) for αρ = arccos(1 − ρ
2
2R2Ω
), we infer the
estimate
D =
∣∣∣Hn
(F(Ω) ∩Bx(ρ) ∩A
δ(Ω)
1
4
)
Hn(F(Ω)) − Bx(ρ) ∩ S0(RΩ)RnΩVol Sn
∣∣∣
6
Hn(Cext ∩ S0(RΩ))−Hn(Cint ∩ S0(RΩ))
RnΩVol Sn
+ C(n)δ(Ω)
1
4
Now, by the Bishop’s and Bishop-Gromov’s theorems, we have
Hn(Cext ∩ S0(RΩ)) = Hn(BS0(RΩ)x (RΩαext)) 6 RnΩαnextVol (Bn) = Vol (Sn−1)n RnΩαnext
and
Hn(BS0(RΩ)x (RΩαint))
Hn(B0(RΩαint)) >
Hn(BS0(RΩ)x (RΩαext))
Hn(B0(RΩαext))
that is
Hn(Cint ∩ S0(RΩ))
Hn(Cext ∩ S0(RΩ)) > α
n
int
αnext
,
where B
S0(RΩ)
x (r) denotes the ball of center x and radius r in S0(RΩ). These inequalities
give
D 6 1
RnΩVol (Sn)
(
1− α
n
int
αnext
)
Vol (Sn−1)
n
RnΩα
n
ext + C(n)δ(Ω)
1
4
6 Vol (S
n−1)
Vol (Sn)
pin−1|αext − αint|+ C(n)δ(Ω) 14
Since by assumption δ(Ω)
1
4 6 ρ2
2R2Ω
, we get |αext − αint| 6 C(n)δ(Ω) 14 which gives
D 6 C(n)δ(Ω) 14
Finally, by Lemma 2, we have∣∣∣Hn
(F(Ω) ∩Bx(ρ) ∩A
δ(Ω)
1
4
)
Hn(F(Ω)) − Hn
(F(Ω) ∩Bx(ρ))
Hn(F(Ω))
∣∣∣ 6 C(n)δ(Ω) 14
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which gives ∣∣∣Hn(Bx(ρ) ∩ S0(RΩ))
RnΩVol Sn
− H
n
(F(Ω) ∩Bx(ρ))
Hn(F(Ω))
∣∣∣ 6 C(n)δ(Ω) 14 .
4.3. A control of the unit normal to F(Ω). In this subsection, we prove a result that
we will use latter. It gives a weak control of the oscillation of the tangent planes of F(Ω).
Note that another proof of this result is proposed in [14].
Lemma 3. Let Ω be a set of finite perimeter such that δ(Ω) 6 1C(n) . Then we have∫
F(Ω)
∣∣∣∣νΩ − x|x|
∣∣∣∣2 dHn 6 C(n)P (Ω)δ(Ω) 12
Proof. By Lemma 1 and the fact that νΩ = νG Hn-almost everywhere in F(G) ∩ F(Ω),
we have∣∣∣∫
F(Ω)
∣∣∣∣νΩ − x|x|
∣∣∣∣2 dHn − ∫F(G)
∣∣∣∣νG − x|x|
∣∣∣∣2 dHn∣∣∣
=
∣∣∣∫
F(Ω)\F(G)
∣∣∣∣νΩ − x|x|
∣∣∣∣2 dHn − ∫F(G)\F(Ω)
∣∣∣∣νG − x|x|
∣∣∣∣2 dHn∣∣∣ 6 4C(n)δ(Ω)P (Ω)
Now, we have ∫
F(G)
∣∣∣∣νG − x|x|
∣∣∣∣2 dHn = 2∫F(G)
(
1−
〈
νG,
x
|x|
〉)
dHn
and by inequality (4.2), we have that∣∣∣∫
F(G)
(
1−
〈
νG,
x
|x|
〉)
dHn
∣∣∣ 6 ∣∣∣∫
F(G)
(
1−
〈
νG,
x
RΩ
〉)
dHn
∣∣∣
+
∣∣∣∫
F(G)
〈
νG,
x
|x| −
x
RΩ
〉
dHn
∣∣∣
6 C(n)RnGδ(Ω)
1
2 +
1
RΩ
∫
F(G)
∣∣|x| −RΩ∣∣dHn
6 C(n)RnGδ(Ω)
1
2 6 C(n)P (G)δ(Ω) 12 6 C(n)P (Ω)δ(Ω) 12
where the last inequality comes from fact (4) of Theorem 6. 
4.4. A stability result involving the Preiss distance. First we recall the definition
of the Preiss distance on Radon measures of Rn+1.
Definition 1. Let µ and ν be two Radon measures on Rn+1, for any i ∈ N, we set
Fi(µ, ν) = sup
{∣∣∫ fdµ− ∫ fdν∣∣, spt f ⊂ B0(i), f > 0, Lip f 6 1}
and
dP (µ, ν) =
∑
i∈N
1
2i
min
(
1, Fi(ν, µ)
)
it gives a distance on the Radon measure of Rn+1 whose converging sequences are the
weakly? converging sequences.
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For almost isoperimetric domains we have a control on the boundary in term of Preiss
distance
Theorem 8. Let Ω be a set of Rn+1 with finite perimeter. Then there exists xΩ ∈ Rn+1
such that
(4.11) dP
( |DχBxΩ (RΩ)|
RnΩVol Sn
,
|DχΩ|
P (Ω)
)
6 C(n)
√
δ(Ω)
where dP is the Preiss distance on Radon measures of Rn+1.
Proof. Note that if f has support in B0(i) and is 1-Lipschitz, then by convolution, it can
be uniformly approximated by a sequence of 1-Lipschitz, C1 and compactly supported
functions (fk). We then have lim
k
‖fk‖∞ = ‖f‖∞ 6 i and lim
k
|dXfk(X)| 6 lim
k
‖dfk‖∞i 6 i
and applying Proposition 1 to fk and letting k tends to ∞ gives us∣∣∣ 1
P (Ω)
∫
F(Ω)
fdHn − 1
RnΩVol Sn
∫
SxΩ (RΩ)
fdHn
∣∣∣ 6 2iC(n)δ(Ω) 12
and so
Fi
( |DχΩ|
P (Ω)
,
|DχBxΩ (RG)|
P (BxΩ(RG))
)
6 2iC(n)
√
δ(Ω)
Hence we get that if δ(Ω) 6 1C(n) , then we have
dP
(
|DχΩ|
P (Ω)
,
|DχBxΩ (RG)|
P (BxΩ(RG))
)
6 C(n)
√
δ(Ω)
Since for any couple of measures µ, ν we have dP (µ, ν) 6 2, we infer that we can leave the
condition δ(Ω) 6 1C(n) as soon as we consider a larger C(n). 
5. Domains with small deficit and ‖H‖p bounded in the case p 6 n
5.1. Proof of Theorems 2 and 3. These theorems are consequence of the following.
Theorem 9. (E. Aubry, J.-F. Grosjean, [3]) There exists a (computable) constant
C = C(m) such that, for any compact submanifold Mm of Rn+1 and any closed subset
A ⊂ M that intercepts any connected component of M , there exists a finite family (Ti)∈I
of geodesic trees in M with A∩Ti 6= ∅ for any i ∈ I, dH
(
A∪
⋃
i∈I
Ti,M
)
6 C
(
Vol (M \A)) 1m
and
∑
i∈I
H1(Ti) 6 Cm(m−1)
∫
M\A
|H|m−1.
Remark 8. Note that by construction the A ∪
⋃
i∈I
Ti has the same number of connected
components than A.
Proof Theorems 2 and 3 : We set ∂rΩ the union of the connected components of
∂Ω that intercept A
δ(Ω)
1
4
and we apply Theorem 9 to the hypersurface ∂rΩ and the set
A0 = ∂Ω ∩ Aδ(Ω)1/4 = ∂rΩ ∩ Aδ(Ω)1/4 . We set T0 the union of the trees given by the
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theorem. Then we get H1(T0) 6 C(n)
∫
∂rΩ\A0
|H|n−1, the set Aδ(Ω)1/4 ∪ T0 is connected
and by the first point of Theorem 1 (or Lemma 2) and Theorem 9, we have
dH(A0 ∪ T0, ∂rΩ) 6 C(n)Hn(∂rΩ \A0) 1n 6 C(n)Hn(∂Ω \Aδ(Ω)1/4)
1
n
6 C(n)P (Ω)1/nδ(Ω) 14n 6 C(n)RΩδ(Ω)
1
4n
If we now apply Theorems 9 and Theorem 1 to each connected component Ci of ∂Ω \
∂rΩ with Ai = {xi} ⊂ Ci, we get a connected union of trees Ti such dH(Ti, Ci) 6
C(n)RΩδ(Ω)
1
4n and H1(Ti) 6 C(n)
∫
Ci
|H|n−1dHn. If we set T = T0 ∪
⋃
i∈I
Ti, then we
have H1(T ) 6 C(n)
∫
∂Ω\A
δ(Ω)
1
4
|H|n−1dHn and
dH
(
∂Ω, SxΩ(RΩ) ∪ T
)
6 max
(
dH
(
∂rΩ, SxΩ(RΩ) ∪ T0
)
, (dH(Ci, Ti))i∈I
)
6 max
(
dH(∂rΩ, A0 ∪ T0) + dH
(
A0 ∪ T0, SxΩ(RΩ) ∪ T0
)
, C(n)RΩδ(Ω)
1
4n
)
6 C(n)RΩδ(Ω)
1
4n + dH
(
A0, SxΩ(RΩ)
)
6 C(n)RΩδ(Ω)β(n)
the last inequality comes from Theorem 1. This completes the proof of Theorem 2.
Now to prove Theorem 3, we have
dH
(
∂Ω, SxΩ(RΩ) ∪
(⋃
i∈I
{xi}
))
6 dH
(
∂Ω, SxΩ(RΩ) ∪ T
)
+ dH
(
SxΩ(RΩ) ∪ T, SxΩ(RΩ) ∪
(⋃
i∈I
{xi}
))
6 C(n)RΩδ(Ω)β(n) + dH
(
T, (T0 ∩ SxΩ(RΩ)) ∪
(⋃
i∈I
{xi}
))
6 C(n)RΩδ(Ω)β(n) + max
(
dH
(
T0, T0 ∩ SxΩ(RΩ)
)
, (dH(Ti, {xi}))i∈I
)
6 C(n)RΩδ(Ω)β(n) + C(n)
∫
∂Ω\A
δ(Ω)
1
4
|H|n−1dHn
To finish the proof of Theorem 3 we just have to use Ho¨lder’s inequality and Lemma 2.
For what concerns cardinality of I, remark that the Michael-Simon Inequality applied to
the function f = 1 and to any connected component C of ∂Ω \ ∂rΩ gives us
Hn(C)n−1n 6 C(n)
∫
C
|H|dHn 6 C(n)
(∫
C
|H|ndHn
) 1
n
(Hn(C)n−1n
and so
∫
C |H|ndHn > 1C(n) for any connected component of ∂Ω \ ∂rΩ. We infer that
Card(I)
C(n)
6
∑
C
∫
C
|H|ndHn 6
∫
∂Ω\A
δ(Ω)
1
4
|H|ndHn
we conclude for any p > n by Ho¨lder inequality and Lemma 2.
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5.2. Variants of Theorems 2 and 3 that generalize inequality (1.5).
Theorem 10. Let Ω be an open set with smooth boundary, finite perimeter and δ(Ω) 6
1
C(n) . There exists a subset T ⊂ Rn+1 with
(1) H1(T ) 6 C(n)RΩ
∫
∂Ω\BxΩ
(
RΩ(1+δ(Ω)
1
4 )
) |H|n−1dHn,
(2) dH
(
Ω, BxΩ(RΩ) ∪ T
)
6 C(n)RΩδ(Ω)β(n),
(3) the set BxΩ
(
RΩ(1 + δ(Ω)
1
4 )
) ∪ T has at most N + 1 connected components,
where N is the number of connected components of ∂Ω that do not intercept the ball
BxΩ
(
RΩ(1 + δ(Ω)
1
4 )
)
.
Theorem 11. Let p > n − 1 and Ω be an open set with smooth boundary ∂Ω, finite
perimeter and δ(Ω) 6 1C(n) . Let (∂Ωi)i∈I be the connected components of ∂Ω that do not
intercept the ball BxΩ
(
RΩ(1 + δ(Ω)
1
4 )
)
. For any i ∈ I, there exists xi ∈ ∂Ωi such that
dH
(
Ω, BxΩ(RΩ) ∪
⋃
i∈I
{xi}
)
6 C(n, p)RΩ
[
δ(Ω)β(n) + δ(Ω)
p−n+1
4p (P (Ω)
1
n ‖H‖p)n−1
]
Moreover if p > n and H is Lp-integrable then I is of finite cardinal N and we have
N 6 C(n, p)P (Ω)‖H‖npδ(Ω)
p−n
4p .
Remark 9. The norm ‖H‖p can be replaced by
(
1
P (Ω)
∫
∂Ω\BxΩ
(
RΩ(1+δ(Ω)
1
4 )
) |H|pdHn) 1p .
Proof of Theorems 10 and 11 : We set ∂rΩ the union of the connected components
of ∂Ω that intercept BxΩ
(
RΩ(1 + δ(Ω)
1
4 ) and then we construct T as in the previous
section. Arguing as in the previous subsection, we get that the C(n)RΩδ(Ω)
β(n)-tubular
neighbourhood of BxΩ(RΩ) ∪ T contains ∂Ω \ BxΩ
(
RΩ(1 + δ(Ω)
1
4 )
)
. We set with R′Ω =
RΩ(1 + 2C(n)δ(Ω)
1
2(n+1) ) (where C(n) is the constant of Remark 1 (2)). Then for any
x ∈ Ω, either we have x ∈ BxΩ(R′Ω) and then d
(
x,BxΩ(RΩ) ∪ T
)
6 2C(n)RΩδ(Ω)
1
2(n+1) ,
either we have x ∈ Ω \BxΩ(R′Ω), and then x ∈ Ω∆BxΩ(RΩ). From the Remark 1 (1), we
infer (as in the proof of Remark 1 (2)) that
d(x, ∂Ω) 6 C(n)RΩδ(Ω)
1
2(n+1)
and even more precisely, d
(
x, ∂Ω \ BxΩ
(
RΩ(1 + δ(Ω)
1
4 ))
)
6 C(n)RΩδ(Ω)
1
2(n+1) . We infer
that we have
d
(
x,BxΩ(RΩ) ∪ T
)
6 C(n)RΩδ(Ω)min(
1
8
, 1
4n
)
On the other hand, for any x ∈ BxΩ(RΩ) ∪ T , either x ∈ BxΩ(RΩ) and then d(x,Ω) 6
C(n)RΩδ(Ω)
1
2(n+1) by Remark 1 (2), either x ∈ T and then d(x,Ω) = 0. We then get
dH
(
BxΩ(RΩ) ∪ T,Ω
)
6 C(n)RΩδ(Ω)min(
1
8
, 1
4n
)
which gives the result as in the proofs of Theorems 2 and 3.
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6. A quasi-isometry result : proof of Theorem 4
Let us first remind Duggan’s version of Allard’s local regularity theorem about hyper-
surface of suitably bounded mean curvature.
Theorem 12 (J.P. Duggan [9]). If p > n is arbitrary, then there are η = η(n, p), γ =
γ(n, p) ∈ (0, 1) and c = c(n, p) such that if M ⊂ Rn+1 is a hypersurface, x ∈M and ρ > 0
satisfy the hypotheses
(1) Hn(Bx(ρ) ∩M) 6 (1 + η)ρn|Bn|
(2) ρp−n
∫
Bx(ρ)∩M
|H|pdHn 6 ηp
then there exists a linear isometry q of Rn+1 and u ∈ W 2,p(BRn0 (γρ)) with u(0) = 0,
M ∩Bx(γρ) =
(
x+ q(graph u)
) ∩Bx(γρ) and
(6.1)
sup |u|
ρ
+ sup |du|+ ρ1−np
(∫
BRn0 (γρ)
|∇du|pdHn
)1/p
6 cη 14n .
So the Morrey-Campanato says that for any v ∈W 1,p(BRn0 (1)) we have
sup
x 6=y∈BRn0 (1)
|vx − vy|
|x− y|1−np
6 C(n, p)
(∫
BRn0 (1)
|v|pdHn +
∫
BRn0 (1)
|dv|pdHn
)
Up to a normalization and under the assumptions of Theorem 12, the Morrey-Campanato
theorem gives us that
ρ
1−n
p sup
x 6=y∈BRn0 (γρ)
||dux| − |duy||
|x− y|1−np
6 C(n, p)η 14n
Now let Φ : BR
n
0 (γρ)→ Rn+1 , a 7→ q(a, u(a)). Then dΦa(h) = q(h, dua(h)). Since q is an
isometry, a unit normal is given by νΦ(a) = q
( ((∇u)|a,−1)√
1+|∇u|a|2
)
which gives for any x ∈ ∂Ω
(6.2) ρ
1−n
p sup
y,z∈Bx(γρ)∩∂Ω, y 6=z
∣∣νy − νz∣∣
|y − z|1−np
6 C(n, p)η 14n
Lemma 4. Let p > n. There exist 3 positive constants C1(n, p), C2(n, p) and C3(n, p)
such that for any domain Ω with smooth boundary ∂Ω satisfying P (Ω) ‖H‖np 6 K, and
δ(Ω) 6 1
C1(n,p)Kα(n,p)
, we have
(6.3) sup
x∈∂Ω
∣∣|x− xΩ| −RΩ∣∣ 6 C2(n, p)RΩδ(Ω)β(n),
and the assumptions of Theorem 12 are satisfied for ρ¯ = RΩ
C3(n,p)K
p
n(p−n)
. Moreover we have
(6.4) ρ¯
1−n
p sup
y,z∈Bx(γρ¯)∩∂Ω, y 6=z
∣∣Zy − Zz∣∣
|y − z|1−np
6 C(n, p)η 14n
Where Zx =
x−xΩ
|x−xΩ| − νx. Here we have set α(n, p) =
8p
p−n .
Proof. Since the computations are a bit messy, we organize them in several steps:
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(1) For what concern the point (2) of Theorem 12, we have for any ρ > 0
ρp−n
∫
Bx(ρ)∩∂Ω
|H|pdHn 6 ρp−nP (Ω)‖H‖pp 6
(
ρ
P (Ω)
1
n
)p−n
K
p
n
From (1.1) and the definition of RΩ, we have R
n
Ω 6 C(n)P (Ω) and so
ρp−n
∫
Bx(ρ)∩∂Ω
|H|pdHn 6 C(n, p)
(
ρ
RΩ
)p−n
K
p
n
From this we deduce that there exists a constant C3(n, p) large enough such that ∂Ω
satisfies assumption (2) of Theorem 12 for ρ = ρ¯ = RΩ
C3(n,p)K
p
n(p−n)
.
(2) Let x ∈ Sn then there exists a r(n, p) ∈]0, 1] such that we have Hn(Bx(r)∩Sn)|Bn|rn ∈ [1/2, 1+
η(n, p)/4], for any r < r(n, p), where η(n, p) is the constant of Theorem 12. By
Michael-Simon Sobolev inequality, we have K > P (Ω)‖H‖np > k(n), and so we can
assume C3(n, p) large enough to have ρ¯/RΩ 6 r(n, p) 6 1.
From now on C3(n, p) is fixed so that it satisfies both the two previous conditions.
(3) Since K > k(n), we can assume C1(n, p) large enough for δ(Ω) 6 1C1(n,p)Kα(n,p) to
imply that δ(Ω) 6 min
( η
η+4 , (
|Bn|(C(n))n−1η
8Hn(Sn) )
8
)
6 1 in what follows, where C(n) is the
constant of Theorem 7.
(4) From Theorem 3, the number N of connected components of ∂Ω that do not intercept
Aδ(Ω)1/4 satisfies
N 6 C(n, p)P (Ω)‖H‖npδ(Ω)
p−n
4p 6 C(n, p)Kδ(Ω)
p−n
4p 6 C(n, p)Kδ(Ω)
1
α(n,p)
So, when δ(Ω) 6 1
(2C(n,p)K)α(n,p)
, we have N = 0. We infer by Theorem 3
dH
(
∂Ω, SxΩ(RΩ)
)
6 C(n, p)RΩ
[
δ(Ω)β(n) + δ(Ω)
p−n+1
4p (P (Ω)
1
n ‖H‖p)n−1
]
6 C(n, p)RΩ
(
1 + δ(Ω)
(n−1n )
(
p−n
4p
)
K
n−1
n
)
δ(Ω)β(n)
6 C(n, p)RΩ
(
1 +
(
δ(Ω)
1
α(n,p)K
)n−1
n
)
δ(Ω)β(n)
6 C2(n, p)RΩδ(Ω)β(n)
which gives inequality (6.3) for any C1(n, p) > (2C(n, p))α(n,p) such that the previous
condition (3) also holds. Note that we have used δ(Ω) 6 1. At this stage, C2(n, p) is
fixed, and does not depends on C1(n, p).
(5) Similarly for C1(n, p) large enough and δ(Ω) 6 1C1Kα , we have from the previous point
that
(6.5) |x| > RΩ(1− C2δ(Ω)β) > RΩ
(
1− C2
Cβ1K
βα
)
> RΩ
(
1− C2
Cβ1 k(n)
βα
)
> 1
2
RΩ
From this we deduce that∣∣∣ x−xΩ|x−xΩ| − y−xΩ|y−xΩ| ∣∣∣
|x− y|1−np
6 4
RΩ
|x− y|np 6 C(n, p)R
n
p
−1
Ω 6
1
ρ¯
1−n
pC
p−n
p
3 K
1/n
6 C(n, p)
ρ¯
1−n
p
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which gives with 6.2 the inequality 6.4.
(6) We want to apply Theorem 7 to ∂Ω and Bx(ρ¯) and so need ρ¯ ∈ [C(n)δ(Ω)1/8RΩ, RΩ].
Note that ρ¯ 6 RΩ was already obtained in (2). On the other hand, we have that
ρ¯
RΩ
=
C(n)δ(Ω)
1
8n
C(n)δ(Ω)
1
8nC3(n, p)K
p
n(p−n)
=
C(n)δ(Ω)
1
8nC1(n, p)
1
8n
C(n)C3(n, p)[δ(Ω)C1(n, p)Kα(n,p)]
1
8n
> C(n)δ(Ω) 18 C1(n, p)
1
8
C(n)C3(n, p)
.
Now it is clear that for C1(n, p) large enough, we have
ρ¯
RΩ
> C(n)δ(Ω) 18n > C(n)δ(Ω) 18 .
(7) Now we prove that for C1(n, p) large enough, ∂Ω satisfies (1) for ρ¯ =
RΩ
C3(n,p)K
p
n(p−n)
with C3(n, p) fixed in (2). Let x ∈ SxΩ(RΩ). Then Theorem 7 gives us
Hn(Bx(ρ¯) ∩ SxΩ(RΩ))
P (Ω)
6 C(n)δ(Ω)1/4 + H
n(Bx(ρ¯) ∩ SxΩ(RΩ)
RnΩHn(Sn)
6 C(n)δ(Ω)1/4 +
Hn
(
Bx′
( ρ¯
RΩ
) ∩ SxΩ(1))
Hn(Sn)
where x′ = xΩ + 1RΩ (x− xΩ). Now by the condition (2) above, we have
Hn
(
Bx′
( ρ¯
RΩ
) ∩ SxΩ(1)) 6 (1 + η/4)|Bn| ρ¯nRnΩ
and so
Hn(Bx(ρ¯) ∩ SxΩ(RΩ)) 6 C(n)P (Ω)δ(Ω)1/4 + (1 + η/4)P (Ω)|Bn|ρ¯nHn(Sn)RnΩ
6
(2C(n)Hn(Sn)RnΩ
|Bn|ρ¯n δ(Ω)
1/4 + (1 + η/4)
(
1 + δ(Ω)
))|Bn|ρ¯n
6
( 2Hn(Sn)
(C(n))n−1|Bn|δ(Ω)
1/8 + (1 + η/4)
(
1 + δ(Ω)
))|Bn|ρ¯n
where we have used the fact that P (Ω)RnΩHn(Sn) = 1 + δ(Ω) 6 2, and
RnΩ
ρ¯n
6 1
C(n)nδ(Ω)1/8
proved in (5). Now from the condition δ(Ω) 6 min
( η
η+4 , (
|Bn|(C(n))n−1η
8Hn(Sn) )
8
)
we deduce
that
Hn(Bx(ρ¯) ∩ SxΩ(RΩ)) 6 (η/4 + (1 + η/4)(1 + ηη + 4
)
|Bn|ρ¯n 6 (1 + η)|Bn|ρ¯n

Now, using Duggan’s regularity theorem, we can show a Calderon-Zygmund property
of almost isoperimetric manifolds with Lp bounded mean curvature:
Lemma 5. Let p > n. There exists C(n, p) > 0 such that for any domain Ω with smooth
boundary ∂Ω satisfying P (Ω) ‖H‖np 6 K and δ(Ω) 6 1C(n,p)Kα(n,p) we have
P (Ω)‖B‖np 6 C(n, p)K
p+1
p−n
Remark 10. We can improve the proof below to get P (Ω)‖B‖np 6 C(n, p)K
p
p−n .
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Proof. Let (xi)i be a maximal family of points of ∂Ω such that the balls Bxi(γρ¯/2) are
disjoints in Rn+1. Then the family
(
∂Ω ∩ Bxi(γρ¯)
)
i
covers ∂Ω. By (6.3), all the balls
Bxi(γρ¯/2) are included in Bxi
((
γ
2C3k
p
p−n
+ C2
Cβ1 k
αβ
+ 1
)
RΩ
)
and for C1 and C3 large
enough, they are included in BxΩ(3RΩ). And so the family has at most (
6RΩ
γρ¯ )
n+1 6
C(n, p)K
(n+1)p
n(p−n) elements (note that using the fact that ∂Ω is Hausdorff close to SxΩ(RΩ)
we could replace K
(n+1)p
n(p−n) by the better K
p
p−n ).
By Theorem 12, denoting by ui each corresponding function we then have |B| 6√
n |d
2ui|√
1+|dui|2
on ∂Ω ∩Bxi(γρ¯) and∫
∂Ω∩Bxi (γρ¯)
|B|pdHn 6
∫
BRn0 (γρ¯)
np/2
|d2ui|p
(1 + |dui|2)
p−1
2
dHn
6
∫
BRn0 (γρ¯)
np/2|d2ui|pdHn 6 C(n, p)
ρ¯p−n
from which we get
P (Ω)‖B‖np = P (Ω)1−
n
p
(∫
∂Ω
|B|pdHn
)n/p
6 C(n, p)
(
P (Ω)
ρ¯n
) p−n
p
K
n+1
p−n
= C(n, p)
(
P (Ω)
RnΩ
Cn3K
p
p−n
) p−n
p
K
n+1
p−n 6 C(n, p)K
p+1
p−n

Using Duggan’s Theorem we now improve the L2 smallness of Z given by Lemma 3 in
an L∞ one.
Lemma 6. Let p > n. There exists C(n, p) > 0 such that for any domain Ω with smooth
boundary ∂Ω satisfying P (Ω) ‖H‖np 6 K and δ(Ω) 6 1C(n,p)Kα(n,p) , we have
sup
x∈∂Ω
|Zx| 6 C(n, p)K 1n δ(Ω)
1
nα(n,p)(6.6)
Here α(n, p) is the same as in Lemma 4.
Proof. Let
(6.7) C4(n, p) = max
(C(n)
γ
,
C2(n, p)
γ
,
1
γ
(
4C(n)
|Bn|
) 1
n )
where C(n) is the constant of Theorem 7 and C2(n, p) is the constant of Lemma 4. We
set ρ′ = 2γC4(n, p)δ(Ω)
1
8nRΩ.
Assume now that δ(Ω) 6 1
C′1(n,p)Kα(n,p)
where C ′1 > C1. For C ′1(n, p) large enough we
have δ(Ω) 6 1
C′1(n,p)Kα(n,p)
6 1
(2C4C3)8nKα(n,p)
and ρ′ 6 γρ¯. As explained in the point (2) of
the proof of Lemma 4, we can assume C ′1(n, p) large enough to get that
(6.8) δ(Ω)
1
8n 6 min
(γC4
C2
,
1
γC4
)
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where C3(n, p) is the constant used in the proof of Lemma 4. For any x ∈ ∂Ω and for any
y, z ∈ ∂Ω ∩Bx(ρ′), Inequality (6.4) and the value of ρ¯ give us
|Zy − Zz| 6 C(n, p)η(n, p)
1/4n
ρ¯
p−n
p
|y − z|1−np 6 C(n, p)K1/n
(
ρ′
RΩ
)1−n
p
Since, K > k(n), we can assume C ′1(n, p) large enough so that Lemma 3 applies and then
for any x ∈ Ω
|Zx| 6 1Hn(Bx(ρ′) ∩ ∂Ω)
(∫
Bx(ρ′)∩∂Ω
∣∣Zx − Zy∣∣dHn(y) + ∫
Bx(ρ′)∩∂Ω
∣∣Zy∣∣dHn(y))
6 C(n, p)K 1n
( ρ′
RΩ
)1−n
p +
( 1
Hn(Bx(ρ′) ∩ ∂Ω)
∫
Bx(ρ′)∩∂Ω
|Zy|2dHn(y)
)1/2
6 C(n, p)K 1n
(
ρ′
RΩ
)1−n
p
+ C(n)
(
P (Ω)
Hn(Bx(ρ′) ∩ ∂Ω)
) 1
2
δ(Ω)
1
4
Now let x′ = xΩ + RΩ x−xΩ|x−xΩ| ∈ SxΩ(RΩ). From (6.3), an easy computation shows that
Bx′
(ρ′
2
) ⊂ Bx(ρ′). Indeed if y ∈ Bx′(ρ′2 ), then
|x− y| 6 ||x− xΩ| −RΩ|+ ρ
′
2
6 C2RΩδ(Ω)β +
ρ′
2
From the choices made in (6.7) and (6.8) we have δ(Ω)β 6 γC4C2 δ(Ω)
1/8n and |x− y| 6 ρ′.
We then get
(6.9) |Zx| 6 C(n, p)K1/nδ(Ω) 1nα + C(n)
(
P (Ω)
Hn(Bx′(ρ′/2) ∩ ∂Ω)
) 1
2
δ(Ω)
1
4
Now (6.7) and (6.8) imply that δ(Ω)1/8n 6 1/γC4 and C4 > C(n)/γ which gives ρ
′
2 ∈
[C(n)δ(Ω)1/8RΩ, RΩ]. So we can apply Theorem 7, and since we have
ρ′
RΩ
6 r(n, p) (see
(2) in the proof of the previous lemma), we get Hn
(
Bx
(
ρ′
2RΩ
)
∩ Sn
)
> |B
n|
2
( ρ′
2RΩ
)n
and
Hn(Bx′
(
ρ′
2
)
∩ ∂Ω)
P (Ω)
>
Hn(Bx′
(
ρ′
2
)
∩ SxΩ(RΩ))
RnΩ|Sn|
− C(n)δ(Ω)1/4
>
Hn(Bx′′
(
ρ′
2RΩ
)
∩ SxΩ(1))
|Sn| − C(n)δ(Ω)
1/4
> |B
n|
2
(
ρ′
2RΩ
)n
− C(n)δ(Ω)1/4
=
|Bn|(γC4(n, p))n
2
δ(Ω)
1
8 − C(n)δ(Ω)1/4
> C(n)δ(Ω)1/8
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where x′′ = xΩ + 1RΩ (x
′ − xΩ) and in the last inequality we used again (6.7). Reporting
this in (6.9) we obtain
|Zx| 6 C(n, p)K1/nδ(Ω)
1
nα(n,p) + C(n, p)δ(Ω)3/16
6 C(n, p)K1/nδ(Ω)
1
nα(n,p) +
C(n, p)
k(n)1/n
K1/nδ(Ω)
1
nα(n,p)
6 C5(n, p)K1/nδ(Ω)
1
nα(n,p)
which gives the desired inequality by putting C(n, p) = max(C ′1(n, p), C5(n, p)). 
Since we have an upper bound on the second fundamental form, we could also perform
a Moser iteration as in [3] to prove the previous lemma.
Let Ω be an almost isoperimetric domain. We consider the map F : ∂Ω −→ SxΩ(RΩ)
defined by
F (x) = RΩ
x− xΩ
|x− xΩ|
Proof of Theorem 4 : In this proof, C(n, p) is the constant of the Lemma 6. For
more convenience up to a translation we can assume xΩ = 0. Under the assumptions of
Lemma 4, we have |x| > 12RΩ. Hence F is well defined on ∂Ω. Moreover, for any x ∈ ∂Ω
and u ∈ Tx∂Ω, we have dFx(u) = RΩ|x|
(
u− 〈x,u〉|x|2 x
)
= RΩ|x|
(
u− 〈Zx, u〉 x|x|
)
and we have
|dFx(u)|2 = R
2
Ω
|x|2 (|u|
2 − 〈Zx, u〉2)
Let D(n, p) > C(n, p) large enough and assume δ(Ω)1/2 6 1DKα . Since by Inequality (6.6)
of Lemma 6 we have
|Zx| 6 CK1/nδ(Ω) 1nα 6 CK
1/n
D
1
nαK
1
n
=
C
D
1
nα
Hence we can assume ‖Z‖∞ < 1/2 for D(n, p) large enough, which infer that F is a
local diffeomorphism form ∂Ω into S0(RΩ). Let ∂Ω0 be a connected component of ∂Ω.
Since ∂Ω0 is compact and S0(RΩ) is simply connected, we get that F is a diffeomorphism.
Moreover since ||x| −RΩ| 6 C2RΩδ(Ω)β we have
∣∣∣RΩ|x| − 1∣∣∣ 6 2C2δ(Ω)β and
||dFx(u)|2 − |u|2| 6
∣∣∣∣RΩ|x| − 1
∣∣∣∣ ∣∣∣∣RΩ|x| + 1
∣∣∣∣ |u|2 + R2Ω|x|2 |Zx|2|u|2
6
(
6C2δ(Ω)
β + 2‖Z‖∞
)
|u|2
6
(
6C2
k(n)1/n
δ(Ω)β−
1
nα + 2C
)
K1/nδ(Ω)
1
nα |u|2
6
(
6C2
k(n)1/n
+ 2C
)
δ(Ω)
1
2nα
D1/nα
|u|2
6 C6(n, p)δ(Ω)
1
2nα |u|2(6.10)
Now if ∂Ω as at least 2 connected components ∂Ω0 and ∂Ω1 we have for any i ∈ {0, 1}
Hn(S0(RΩ)) =
∫
∂Ωi
F ?dHn =
∫
∂Ωi
|〈x, νx〉|
|x|
(
RΩ
|x|
)n
dHn 6 H
n(∂Ωi)
(1− C2δ(Ω)β)n
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and
P (Ω) > Hn(∂Ω0) +Hn(∂Ω1) > 2(1− C2δ(Ω)β)nHn(S0(RΩ)) > 2(1− C2δ(Ω)
β)n
1 + δ(Ω)
P (Ω)
Where we have used the fact that H
n(∂Ω)
Hn(S0(RΩ)) =
I(Ω)
I(Bn+1) = 1+δ(Ω). Now we can prove easily
that (1−C2δ(Ω)
β)n
1+δ(Ω) > 1/2 for D great enough and we deduce that ∂Ω has one connected
component.
Actually Inequality 6.10 gives forD great enough that dL(∂Ω, S0(RΩ)) 6 C6(n, p)δ(Ω)
1
2nα
= C6(n, p)δ(Ω)
16pn
p−n . But we can improve this bound in order to have sharp estimates with
respect to the powers of δ(Ω) involved in the estimates on dL and dH .
Let ϕ : S0(RΩ)→ R given by ϕ(w) = ‖F−1(w)‖/RΩ. Then we have ∂Ω = {ϕ(w)w,w ∈
S0(RΩ)}, ϕ > 1/2 and from 6.3 ‖ϕ − 1‖∞ 6 C2δ(Ω)β. Moreover for any u ∈ TwS0(RΩ)
we have :
dϕw(u) =
1
R2Ω
〈dF−1w (u), w〉 =
〈dF−1w (u), ZF−1(w)〉
RΩ
Consequently RΩ|dϕw| 6 |dF−1w ||ZF−1(w)| and for D great enough we deduce from 6.10
that |dF−1w |2 6 11−C6δ(Ω)1/2nα 6
1
2 and from 6.6 we get
RΩ‖dϕ‖∞ 6 C(n, p)K1/nδ(Ω)1/nα
Now the second fundamental form B of the boundary can be expressed by the formulae
(F−1)?B =
ϕ∇dϕ− dϕ⊗ dϕ− 1
R2Ω
(F−1)?g√
|dϕ|2 + ϕ2
R2Ω
which gives
|∇dϕ| 6 1
ϕ
(√
‖dϕ‖2∞ +
‖ϕ‖2∞
R2Ω
|(F−1)?B|+ ‖dϕ‖2∞ +
1
R2Ω
|(F−1)?g|
)
6 1
ϕ
(√
‖dϕ‖2∞ +
‖ϕ‖2∞
R2Ω
|B ◦ F−1||dF−1|2 + ‖dϕ‖2∞ +
1
R2Ω
|dF−1|2
)
6 1
2ϕ
(√
‖dϕ‖2∞ +
‖ϕ‖2∞
R2Ω
|B ◦ F−1|+ 2‖dϕ‖2∞ +
1
R2Ω
)
6 C(n, p,K)
RΩ
(
|B ◦ F−1|+ 1
RΩ
)
On the other hand
‖B ◦ F−1‖pp =
1
Hn(S0(RΩ))
∫
S0(RΩ)
|B ◦ F−1|pdHn = 1Hn(S0(RΩ))
∫
∂Ω
|B|pF ?dHn
6 1Hn(S0(RΩ))
∫
∂Ω
|B|p |〈x, νx〉||x|
(
RΩ
|x|
)n
dHn 6 2
nHn(∂Ω)
Hn(S0(RΩ))‖B‖
p
p
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Now H
n(∂Ω)
Hn(S0(RΩ)) =
I(Ω)
I(Bn+1) = 1 + δ(Ω) 6 2 which gives with Lemma 5 and the fact that
P (Ω)1/n = RΩ|Bn+1|1/n+1I(Ω)1/n
‖∇dϕ‖p 6 C(n, p,K)
(
1
R2Ω
+
1
RΩP (Ω)1/n
)
6 C(n, p,K)
R2Ω
If we set u : Sn → R defined by u(x) = ϕ(RΩx) − 1 we have for D large enough ‖u‖∞ =
‖ϕ− 1‖∞ 6 C2δ(Ω)β 6 320(n+1) and ‖du‖∞ = RΩ‖dϕ‖∞ 6 CK1/nδ(Ω)1/nα 6 1/2 and so
Ω is a nearly spherical domain in the sense of Fuglede.
Moreover since ‖∇du‖p = R2Ω‖∇dϕ‖p 6 C(n, p,K) we have ‖du‖W 1,p 6 C(n, p,K) and
by the Campanato-Morrey estimate, we then get for any x, x0 ∈ Sn that
||dux| − |dux0 ||
dSn(x, x0)
1−n
p
6 C(n, p,K)
and choosing x0 such that |dux0 | = ‖du‖∞ we have
|dux| > ‖du‖∞ − C(n, p,K)(dSn(x, x0))1−
n
p
Let r0 :=
( ‖du‖∞
C(n,p,K)
) 1
1−np . We can assume r0 <
pi
2 by taking C(n, p,K) large enough.
Integrating the above inequality on the ball of Sn of center x0 and radius r0 and using the
estimates of [11] and then Inequality (I.a) of [11] we get that
10δ(Ω) > ‖du‖22 >
1
|Sn|
∫
BSnx0 (r0)
|du|2dHn
> |S
n−1|
|Sn|
∫ r0
0
(‖du‖∞ − C(n, p,K)t1−
n
p )2 sinn−1 tdt
>
(
2
pi
)n−1 |Sn−1|
|Sn|
∫ r0
0
(‖du‖∞ − C(n, p,K)t1−
n
p )2tn−1tdt
> 1
C ′(n, p,K)
‖du‖
2+ n
1−np∞(6.11)
From which we infer that
(6.12) (RΩ‖dϕ‖∞)
2+ n
1−np = ‖du‖
2+ n
1−np∞ 6 C(n, p,K)δ(Ω)
Using Inequalities (I.b) of [11] and the above inequality (6.12), we get that
dH(∂Ω, SxΩ(RΩ)) = RΩ‖u‖∞ 6 RΩC(n)‖du‖
n−2
n∞ δ(Ω)1/n
6 C(n, p,K)RΩδ(Ω)
2p−n
2p−2n+np
for n > 3 and dH(∂Ω, SxΩ 6 C(p,K)RΩ(−δ(Ω) ln δ(Ω))
1
2 for n = 2.
Now since for any x ∈ ∂Ω, F−1(x) = xϕ(x), and so |dF−1RΩx(v)|2 = (1 + u(x))2|v|2 +
(dux(v))
2, we can use the previous estimates on u to obtain
||dF−1RΩx(v)|2 − |v|2| 6 (‖du‖2∞ + 2‖u‖∞ + ‖u‖2∞)|v|2 6 C(n, p,K)δ(Ω)
2p−2n
2p−2n+np |v|2
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From this and the definition of the Lipschitz distance we conclude that for δ(Ω) small
enough
dL(∂Ω, SxΩ(RΩ)) 6 (| ln dil(F )|+ | ln dil(F−1)|)
6 max(| ln(1 + Cδ(Ω) 2p−2n2p−2n+np |, | ln(1− Cδ(Ω) 2p−2n2p−2n+np )|)
6 C(n, p,K)δ(Ω)
2p−2n
2p−2n+np
where for any diffeomorphism f from ∂Ω into S0(RΩ), dil(f) = sup
x∈∂Ω
|df(x)| (for more
details on the Lipschitz distance see [16]).
We end this section by the construction of simple examples that prove the sharpness of
Theorem 4 with respect of the power of delta involved in our estimates:
The sharpness in the case n = 3 is already contained in Fuglede’s work [11]. In the case
n > 3, let ϕ : Rn → R the function defined by
(6.13) ϕ(x) =

0 if |x| > r := δ p2p−2n+pn
1
3(r − |x|)2−
n
p if r2 6 |x| 6 r
1
3(2(
r
2)
2−n
p − |x|2−np ) if |x| 6 r/2
ϕ is a C
1,1−n
p function on Rn with
(6.14) ∇ϕ(x) =

0 if |x| > r
1
3(
n
p − 2)(r − |x|)1−
n
p x|x| if
r
2 6 |x| 6 r
1
3(
n
p − 2)|x|1−
n
p x|x| if |x| 6 r/2
from which we infer that ‖ϕ‖∞ = C(n, p)δ
2p−n
2p−2n+pn , ‖dϕ‖∞ 6 C(n, p)δ
p−n
2p−2n+pn and
1
C(n,p)δ 6
∫
Rn |dϕ|2dHn 6 C(n, p)δ. ϕ can be transposed to a function defined on
Sn (via the exponential map at a fixed point of Sn) for δ small enough. The previ-
ous estimates will be preserved and the surface Sϕ = {(1 + ϕ(x))x, x ∈ Sn} will be
an almost spherical surface in the sense of Fuglede. In particular, according to the in-
equality (I.a) of [11], the isoperimetric deficit of the domain Ωϕ bounded by Sϕ satisfies
δ
C(n,p) 6 δ(Ωϕ) 6 C(p, n)δ. Since dH(Sϕ, SxΩ(RΩ)) = ‖ϕ‖∞, and for any q < p there exists
K(n, q) such that ‖∇dϕ‖q 6 K(n, q) for any δ > 0, we infer that ‖B‖q 6 K(n, q) for any
δ > 0. These examples prove that the estimate of Theorem 4 are sharp with respect to
the powers of δ involved in the estimate on dH . An easy computation show that it is the
same way for the estimate on dL.
7. Almost extremal domains for Chavel’s inequality
Proof of Theorem 5 Let Σ be an embedded compact hypersurface bounding a domain
Ω in Rn+1 and let X be the vector position. Up to a translation we can assume that
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Σ
XdHn = 0 which allows us to use the variational characterization. Then
(n+ 1)2
|Ω|2
Hn(Σ)2 =
(
1
Hn(Σ)
∫
Ω
1
2
∆|X|2dHn+1
)2
=
(
1
Hn(Σ)
∫
Σ
〈X, ν〉 dHn
)2
6 ‖X‖21 6 ‖X‖22 6
‖dX‖22
λΣ1
=
n
λΣ1
=
(n+ 1)2Hn(Σ)2/n
I(Ω)2(
n+1
n )
(1 + γ(Ω)) = (n+ 1)2
|Ω|2
Hn(Σ)2 (1 + γ(Ω))
Let us put ρΩ := (n+ 1)
|Ω|
Hn(Σ) . From the inequalities above we deduce that
| ‖X‖22 − ρ2Ω| 6 ρ2Ωγ(Ω) and | ‖X‖21 − ρ2Ω| 6 ρ2Ωγ(Ω)
which gives for γ(Ω) < 1
‖|X| − ρΩ‖22 = ‖X‖22 − 2ρΩ ‖X‖1 + ρ2Ω
6 ρ2Ω((1 + γ(Ω))− 2(1− γ(Ω))1/2 + 1) 6 3ρ2Ωγ(Ω)
Now by the divergence theorem to the field Z = (|X| − ρΩ) X|X| , we get
|Ω \B0(ρΩ)| 6
∫
Ω\B0(1)(ρΩ)
divZdHn+1 =
∫
∂Ω\B0(ρΩ)
(|X| − ρΩ)〈 X|X| , ν〉dH
n
6 Hn(Σ)∥∥|X| − ρΩ∥∥1 6 31/2Hn(Σ)ρΩγ(Ω)1/2
Now since ρΩ =
1
1+δ(Ω)RΩ 6 RΩ and |B0(RΩ)| = |Ω| we have
|B0(ρΩ) \ Ω| 6 |Ω \B0(ρΩ)| 6 31/2Hn(Σ)ρΩγ(Ω)1/2
It follows that
∣∣|Ω|−|B0(ρΩ)|∣∣ 6 2(31/2)Hn(Σ)ρΩγ(Ω)1/2. From the expression of ρΩ, I(Ω)
and the fact that I(B0(1)) = (n+ 1)|B0(1)|
1
n+1 , the last inequality can be rewritten as∣∣∣∣1− I(B0(1))n+1I(Ω)n+1
∣∣∣∣ 6 2(n+ 1)31/2γ(Ω)1/2
which gives the desired result.
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