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COTANGENT BUNDLES FOR “MATRIX ALGEBRAS
CONVERGE TO THE SPHERE”
MARC A. RIEFFEL
Dedicated to the memory of Richard V. Kadison
Abstract. In the high-energy quantum-physics literature one finds state-
ments such as “matrix algebras converge to the sphere”. Earlier I provided a
general setting for understanding such statements, in which the matrix alge-
bras are viewed as compact quantum metric spaces, and convergence is with
respect to a quantum Gromov-Hausdorff-type distance. More recently I have
dealt with corresponding statements in the literature about vector bundles on
spheres and matrix algebras. But physicists want, even more, to treat struc-
tures on spheres (and other spaces) such as Dirac operators, Yang-Mills func-
tionals, etc., and they want to approximate these by corresponding structures
on matrix algebras. In preparation for understanding what the Dirac opera-
tors should be we determine here what the corresponding ”cotangent bundles”
should be for the matrix algebras, since it is on them that a ”Riemannian
metric” must be defined, which is then the information needed to determine
a Dirac operator. (In the physics literature there are at least 3 inequivalent
suggestions for the Dirac operators.)
Introduction
In the literature of theoretical high-energy physics one finds statements
along the lines of “matrix algebras converge to the sphere” and “here are
the Dirac operators on the matrix algebras that correspond to the Dirac
operator on the sphere”. But one also finds that at least three inequivalent
types of Dirac operator are being proposed in this context. See, for example,
[2, 1, 4, 6, 9, 13, 15, 27, 28] and the references they contain, as well as
[19] which contains some useful comparisons. In [20, 21, 24] I provided
definitions and theorems that give a precise meaning to the convergence of
matrix algebras to spheres. These results were developed in the general
context of coadjoint orbits of compact Lie groups, which is the appropriate
context for this topic, as is clear from the physics literature. I seek to give
eventually a precise meaning to the statements about Dirac operators.
In ordinary differential geometry, Dirac operators are built from Riemann-
ian metrics, which give a smooth assignment of an inner product to the tan-
gent vector space at each point of the manifold. But in the non-commutative
setting suitable “tangent bundles” are scarce, while “cotangent bundles” are
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relatively common. They are often called “first order differential calculi”
[12]. In ordinary differential geometry it is well-known that a Riemannian
metric can equivalently be specified by giving a smooth assignment of an
inner product to the cotangent vector space (the dual of the tangent vector
space) at each point of the manifold. The main result of this paper is to
indicate what the “cotangent bundles” are for the matrix algebras that con-
verge to the sphere and to other spaces. The appropriate context is that of
connected compact semisimple Lie group, and that is the context in which
we work in this paper. The statement and proof require the detailed theory
of roots and weights for semisimple Lie groups and their representations,
and we prefer to state our main result (Theorem 4.1) after we have estab-
lished our notation and conventions for this detailed theory. The particular
case in which G = SU(n) and pi is the defining representation of G on Cn
was treated earlier in [11, 10, 18].
In the non-commutative context the “cotangent bundles” are actually
bimodules, which in the commutative context are the bimodules of smooth
cross-sections for the ordinary cotangent bundles. In the non-commutative
context we will continue to refer to these bimodules as “cotangent bundles”.
Contents
Introduction 1
1. Preliminaries on compact Lie groups and their representations 2
2. Highest weight vectors 4
3. Coadjoint orbits 5
4. The cotangent bundles for the matrix algebras 6
5. The cotangent bundle for G 9
6. Cotangent bundles for homogeneous spaces 10
References 12
1. Preliminaries on compact Lie groups and their
representations
Let T be a torus group, that is, a commutative connected compact Lie
groups, isomorphic to a finite product of circle groups. We will denote its
Lie algebra by the traditional h. For any finite-dimensional unitary repre-
sentation (H, pi) of T we let pi also denote the corresponding representation
of h. For each H ∈ h the operator piH is skew-adjoint, and so its eigenvalues
are purely imaginary. Since the piH ’s all commute with each other, they are
simultaneously diagonalizable. Because we need to keep track of the struc-
ture over R, we will use a convention for the weights of a representation
that is slightly different from the usual convention. If ξ ∈ H is a common
eigenvector for the piH ’s, there will be a linear functional α on h (with values
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in R) such that
piH(ξ) = iα(H)ξ
for all H ∈ h. For each α ∈ h′ (where h′ denotes the dual vector space to h)
we set
Hα = {ξ ∈ H : piH(ξ) = iα(H)ξ for all H ∈ h}.
If there are non-zero vectors in Hα then we say that α is a weight of the
representation (H, pi). We denote the set of all weights for this representation
by ∆pi. Then
H =
⊕
{Hα : α ∈ ∆pi}.
Suppose, instead, that H is a Hilbert space over R and that pi is a repre-
sentation of T by orthogonal transformations. The corresponding represen-
tation of h is by skew-symmetric operators, which may have no eigenvectors.
Let HC denote the complexification of H, and let θ denote the corresponding
complex conjugation operator on HC, so that θ is a conjugate linear isome-
try such that θ2 = IHC . Let pi also denote the extension of pi to H
C. Notice
that θ commutes with each piH . Let α be a weight of pi, and let ξ ∈ H
C
α .
Then for any H ∈ h
piH(θξ) = θ(piHξ) = θ(iα(H)ξ) = −iα(H)θ(ξ).
Thus θ carries HCα into, in fact onto, H
C
−α. Thus when a unitary representa-
tion is the complexification of an orthogonal representation, if α is a weight
of the representation then so is −α. Let v = ξ + θ(ξ) and w = i(ξ − θ(ξ)),
so that v,w ∈ H. Then piH(v) = iα(H)w and piH(w) = −α(H)v.
Now let G be a compact connected semisimple Lie group. For discussion
and proofs of the results we state below see [8, 16, 25, 26] . We make a
choice of a maximal torus, T , in G. Let g denote the Lie algebra of G, and
let h be its subalgebra for T . As in [23], we let Kil denote the negative of
the Killing form on g, so that it is a (positive) inner product on g. Then
the adjoint representation, Ad, of G on g is by orthogonal operators for Kil.
Thus the corresponding adjoint representation, ad, of g, which is just the
left regular representation of g on itself, is by skew-symmetric operators for
Kil. We let gC denote the complexification of g. The non-zero weights for
Ad or ad are called the “roots” of G. We denote the set of roots simply
by ∆. By the comments made above, if α ∈ ∆ then −α ∈ ∆. In the
standard way [16, 25, 26] we make a choice, ∆+, of positive roots, and we
let S denote the corresponding set of simple roots in ∆+. For each root
α we let gCα denote the corresponding root space. We extend Kil to g
C by
C-bilinearity (not sesquilinearity). It is a standard fact that this extended
Kil is non-degenerate, and that the root spaces gCα and g
C
β are orthogonal to
each other for Kil exactly if α− β 6= 0, while all root spaces are orthogonal
to hC. It is also a standard fact that these root spaces are all of dimension
1, and that [gCα , g
C
−α] is not of dimension 0 (so is of dimension 1). We want
to choose usual elements Hα, Eα and Fα in these spaces, but we need to
choose them in a careful way so that they mesh well with representations.
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Let (H, pi) be a finite-dimensional unitary representation of G. We extend
the corresponding representation of g to a representation (still denoted by
pi) of gC. Let W ∈ gC with W = X + iY for X,Y ∈ g. Then
(piW )
∗ = (piX)
∗ + (ipiY )
∗ = pi(−X+iY ).
Thus it is appropriate to define an involution on gC by (X+iY )∗ = −X+iY ,
so that (piW )
∗ = piW ∗ for all W ∈ g
C (as in [14, 26]). Notice that for all
W,Z ∈ gC we have [W,Z]∗ = [Z∗,W ∗].
The following result is certainly well-known, but I have not seen in the
literature a derivation of it quite like the one below, though there are simi-
larities with results in [14, 26].
Proposition 1.1. With notation as above, for each α ∈ ∆+ we can choose
Hα ∈ ih and Eα ∈ g
C
α such that [Eα, E
∗
a ] = Hα and [Hα, Eα] = 2Eα. Setting
Fα = E
∗
α, we then obtain [Hα, Fα] = −2Fα.
Proof. Let α ∈ ∆ be given, and choose a non-zero E ∈ gCα. Then E
∗ ∈
gC−α and E
∗ 6= 0. Then [E,E∗] 6= 0 since [gCα, g
C
−α] is not of dimension 0.
Furthermore, [E,E∗] is self-adjoint for ∗, and so is in ih. We must relate all
this to Kil. For any H ∈ h we have
Kil(H, [E,E∗]) = Kil(−[E,H], E∗) = iα(H)Kil(E,E∗).
It is easily calculated that Kil(Z,Z∗) is strictly negative for any non-zero
Z ∈ gC. Rescale E so that Kil(E,E∗) = −1. Then for all H ∈ h
α(H) = Kil(H, i[E,E∗]).
Set H˜α = −[E,E
∗]. Then
[H˜α, E] = iα(H˜α)E = −Kil(H˜α, H˜α)E.
Notice that the coefficient of E on the right is positive. This equation says
that
[[E,E∗], E] = Kil([E,E∗], [E,E∗])E.
It is then clear that we can rescale E so that the Kil-term has value 2.
Denote the resultingE byEα and setHα = [Eα, E
∗
α]. We see that [Hα, Eα] =
2Eα as desired. 
2. Highest weight vectors
Let (H, pi) be an irreducible unitary representation of G. By the standard
theory [16, 25, 26], for our choice of ∆+ made in the previous section there
is a highest weight vector, ξo ∈ H, for pi, with ‖ξo‖ = 1. It is unique up to
phase. As a weight vector it is an eigenvector for all the piH for H ∈ h. The
fact that it is a highest weight vector means exactly that piEαξo = 0 for all
α ∈ ∆+. Define λ on g by
λ(X) = −i〈ξo, piXξo〉.
(We take the inner product on H to be linear in the second variable, as done
in [23, 14, 12].) Up to sign λ is exactly the “equivariant momentum map”
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of equation 23 of [17]. Because piX is skew-symmetric for all X ∈ g, we see
that λ is R-valued on g. Note that λ does not depend on the phase of ξo.
From now on we will denote ξo by ξλ. We extend λ to g
C and hC in the usual
way. Because ξλ is a highest weight vector, we clearly have λ(Eα) = 0 for
all α ∈ ∆+, and λ(Fα) = 0 for all α ∈ ∆
+ because Fα = E
∗
α. Furthermore,
because [Eα, E
∗
a ] = Hα and [Hα, Eα] = 2Eα and [Hα, Fα] = −2Fα, the
triplet (Hα, Eα, Fα) generates via pi a representation of sl(2,C), for which
the spectrum of piHα must consist of integers. In particular, iλ(Hα) is an
integer, necessarily non-negative, in fact equal to ‖Fαξλ‖
2. We see in this
way that λ is a quite special element of g′.
Let µ denote the weight of ξλ, so that piH(ξλ) = iµ(H)ξλ for all H ∈ h.
Comparison with the definition of λ shows that µ is simply the restriction
of λ to h. It is clear that λ is determined by µ in the sense that λ has value
0 on the Kil-orthogonal complement of hC. Thus from now on we will let λ
also denote the weight of ξλ. (Thus the special properties of λ mean that,
as a weight, λ is a “dominant integral weight”.)
3. Coadjoint orbits
Let µ ∈ g′ with µ 6= 0. The coadjoint orbit of µ is Oµ = {Ad
′
x(µ) : x ∈
G}. Then G acts transitively on Oµ. Let K = {x ∈ G : Ad
′
x(µ) = µ},
the stability subgroup of µ. Then Oµ can be naturally identified with the
homogeneous space G/K. As in [23] we will usually work with G/K rather
than directly with Oµ. Let k be the Lie algebra of K. Then it is evident
that k = {Y ∈ g : µ([Y,X]) = 0 for all X ∈ g}.
Since Kil is definite on g, there is a (unique) element in g, denoted by Z⋄
in [23], such that
λ(X) = Kil(X,Z⋄)
for all X ∈ g. It is easily seen that the Ad-stability subgroup of Z⋄ is again
K. Let T⋄ be the closure in G of the one-parameter group r 7→ exp(rZ⋄),
so that T⋄ is a torus subgroup of G. Then it is easily seen that K consists
exactly of all the elements of G that commute with all the elements of T⋄.
Note that T⋄ is contained in the center of K (but need not coincide with
the center). Since each element of K will lie in a torus subgroup of G that
contains T⋄, it follows that K is the union of the tori that it contains, and
so K is connected (corollary 4.22 of [16]). Thus for most purposes we can
just work with the Lie algebra, k, of K when convenient. In particular,
k = {X ∈ g : [X,Z⋄] = 0}, and k contains the Lie algebra, t⋄, of T⋄.
Let us apply the above considerations to the λ of the previous section. We
view λ as extended to gC. We saw that for all α ∈ ∆+ we have λ(Eα) = 0 =
λ(Fα). It follows that Z⋄ is Kil-orthogonal to all the root spaces of g
C, and
so is in hC. But also Z⋄ ∈ g, and so Z⋄ ∈ h. It follows that T⋄ is contained
in the maximal torus T that we had chosen in the previous section. But
K is the centralizer of T⋄, and so K contains T . Consequently h ⊆ k and
hC ⊆ kC.
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As in [23] let m = k⊥ (for Kil). As seen there (and in many other places),
m is naturally identified with the tangent space at the coset K of G/K, and
we will use this later. We have further that mC = kC
⊥
. We now make more
precise for our special situation some results in section 3 of [7].
Proposition 3.1. With notation as above, kC is the direct sum of hC with the
span of {Eα, Fα : λ(Hα) = 0}, while m
C is the span of {Eα, Fα : λ(Hα) 6= 0}.
Proof. We saw above that hC ⊆ kC. Since T is clearly a maximal torus in
K it follow that kC is the direct sum of hC and the weight spaces that it
contains. The proof of the first statement is then completed by:
Lemma 3.2. Let α ∈ ∆+. If λ(Hα) = 0 then Eα, Fα ∈ k
C. Conversely, if
either Eα ∈ k
C or Fα ∈ k
C then λ(Hα) = 0.
Proof. If λ(Hα) = 0 then piHαξλ = λ(Hα)ξλ = 0. Also piEαξλ = 0 since ξλ
is a highest weight vector. Since {Hα, Eα, Fα} generate a representation of
sl(2,C) with the usual relations, the facts about such representations (see
??? [16, 25, 14]) imply that piFαξλ = 0. But then for any X ∈ g
C we have
λ([Eα,X]) = 〈piXξλ, piFαξλ〉 − 〈piXpiEαξλ, ξλ〉 = 0,
so that Eα ∈ k
C. A similar argument shows that Fα ∈ k
C. Conversely, if
Eα ∈ k
C then 〈[Eα,X]ξλ, ξλ〉 = 0 for any X ∈ g
C. On setting X = Fα we
find that λ(Hα) = 〈[Eα, Fα]ξλ, ξλ〉 = 0. A similar argument applies if it is
Fα that is in k
C. 
We return to the proof of Proposition 3.1 Suppose that λ(Hα) 6= 0. Then
for every β ∈ ∆ such that λ(Hβ) = 0 we have α− β 6= 0 and so Eα and Fα
are orthogonal to Eβ and Fβ. Thus Eα and Fα are orthogonal to k
C. From
this the second statement follows quickly. 
4. The cotangent bundles for the matrix algebras
With notation as used earlier, we let B = B(Hλ), and we let α be the
action of G on B defined by αx(T ) = pixTpi
∗
x. The corresponding represen-
tation of g is given by αX(T ) = [piX , T ]. As a first approximation to the
cotangent bundle we take B⊗g′ (= B⊗(gC)′), viewed as a B-bimodule in the
evident way. For any T ∈ B we define dT by (dT )(X) = αX(T ) = [piX , T ].
Then d is a derivation of B into the bimodule B ⊗ g′. But the definition of
the cotangent bundle (or first order calculus [12]) includes the requirement
that it be generated as a bimodule by the range of d. So our task is to
determine for our situation what this sub-bimodule of B ⊗ g′ is.
The representation (Hλ, pi) need not be faithful. Its kernel at the Lie-
algebra level is an ideal of g. But g, as a semisimple Lie algebra, is the
direct sum of its minimal ideals, each of which is a simple Lie algebra (non-
commutative). Denote the kernel of pi by go. It must be the direct sum
of some of these minimal ideals. Denote the direct sum of the remaining
minimal ideals by gλ, so that g = gλ ⊕ go. Clearly pi is faithful on gλ. We
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identify g′λ with the subspace of g
′ consisting of linear functionals on g that
take value 0 on go.
From the definition of dT it is clear that (dT )(X) is 0 for any X in go.
Consequently, the range of d is contained in the B-bimodule B ⊗ g′λ. The
main theorem of this section, and of this paper, is:
Theorem 4.1. With notation as above, the B-bimodule generated by the
range of d is B ⊗ g′λ. Thus B ⊗ g
′
λ is the cotangent bundle for B for the
action α.
Proof. It is clear from the discussion above that it is sufficient to prove that
if pi is a faithful representation of g then the B-bimodule generated by the
range of d is B ⊗ g′. Thus we assume that pi is faithful for the rest of the
proof.
For notational simplicity, in the rest of the proof we will use module
notation for the action of g on Hλ, not mentioning pi. Thus we will write
Xη for piX(η), for example.
Let Ωλ be the linear span of all the linear functionals from g into B ⊗ g
′
of the form
X 7→ R(dT (X))S
for R,S, T ∈ B. By definition Ωλ is the cotangent bundle that we seek.
Thus our task is to show that Ωλ = B ⊗ g
′. Now every operator in B is the
sum of rank-one operators. Thus Ωλ is the linear span of the functionals
of the above form for which R and S are of rank one. For the purpose of
examining these operators we use the following notation. For ξ, η ∈ Hλ we
let 〈ξ, η〉o denote the rank-one operator defined by
〈ξ, η〉o(ζ) = ξ〈η, ζ〉
for ζ ∈ Hλ, where the inner product on the right side is that of Hλ. Thus
for ξ, η, ζ, ω ∈ Hλ and for T ∈ B we consider linear functionals from g into
B of the form
X 7→〈ξ, η〉o[T,X]〈ζ, ω〉o = 〈〈ξ, η〉o[T,X]ζ, ω〉o
= 〈ξ〈η, [T,X]ζ〉, ω〉o = 〈η, [T,X]ζ〉〈ξ, ω〉o.
Fixing η, ζ and T and taking linear combinations for various ξ, ω, we see
that we obtain in this way all of 〈η, [T,X]ζ〉B. So we see that it is sufficient
for us to consider linear combinations of linear functionals of the form
X 7→ 〈η, [T,X]ζ〉.
We denote the linear span of such functionals by Qλ, and we see that our
task is to show that Qλ = (g
C)′. Now each of η and ζ is a linear combination
of weight vectors, and so it suffices for us to examine the case in which η
and ζ are weight vectors. Thus, if µ and ν are weights and if ξµ and ξν are
weight vectors for them, it suffices to consider functionals of the form
X 7→< ξµ, [T,X]ξν〉.
The main technical fact that we need is:
8 MARC A. RIEFFEL
Lemma 4.2. Assume that pi is faithful. Then the weights of (H, pi) span
h′. Consequently, for every α ∈ ∆+ there is a weight µ of (Hλ, pi) such that
µ(Hα) 6= 0.
Proof. The set S of simple roots of g forms a basis for h′. Thus it suffices
to show that every simple root is in the span of the weights of (H, pi). Note
that because pi is faithful we can not have λ = 0. But it is quite possible
that iλ(Hβ) 6= 0 for only one element β of S.
Let a simple root β be given. There is a simple summand, g∗, of g such
that β is a simple root of g∗. Then g = g∗⊕go, where go is the direct sum of
the other simple summands of g. Since (Hλ, pi) is irreducible, it is the tensor
product of an irreducible representation of g∗, which has a highest weight
λ∗, and an irreducible representation of go, which has a highest weight λo.
When these highest weights are viewed as defined on g in the evident way,
we have λ = λ∗+λo. It is easily seen that because pi is faithful, λ∗ 6= 0. We
see in this way that it suffices to prove the lemma for the case in which g is
simple. For the rest of the proof we assume that this is the case.
As seen above, there is at least one simple root, say β∗, such that iλ(Hβ∗) >
0. Then by the representation theory of sl(2,C) it follows (see lemma 10.3
in [14]) that λ − β∗ is a weight. Subtracting this from λ, we see that β∗
is in the span of the weights. Because g is simple, its Dynkin diagram is
connected. In other words, if there are other simple roots, there is at least
one, β2, that is adjacent to β∗ in the Dynkin diagram, that is, is such that
iβ∗(Hβ2) < 0. Then i(λ− β∗)(Hβ2) > 0. Again, this implies (lemma 10.3 in
[14]) that λ− β∗ − β2 is a weight. Subtracting this weight from the weight
λ − β∗, we see that b2 is in the span of the weights. If there are further
simple roots, then there is one, β3, that is adjacent to either β∗ or β2 (but
not to both of them since Dynkin diagrams are simply-connected). Again
it follows that i(λ − β∗ − β2)(Hβ3) > 0. This implies that λ− β∗ − β2 − β3
is a weight, and so β3 is in the span of the weights. Continuing in this way,
we see that each simple root β is in the span of the weights of (H, pi), as
desired. 
We return to the proof of Theorem 4.1. Let β∗ ∈ S be given. Applying
Lemma 4.2, we choose a weight µ such that iµ(Hβ∗) > 0. Choose a weight
vector ξµ. Then Fβ∗ξµ 6= 0 because iµ(Hβ∗) > 0 (see lemma 10.3 in [14]).
Let φ be the linear functional on gC defined by
φ(X) = 〈ξµ, [Eβ∗ ,X]Fβ∗ξµ〉.
If H ∈ hC, then
φ(H) = −iβ∗(H)〈ξµ, Eβ∗Fβ∗ξµ〉,
which is a non-zero multiple of β∗(H) since Eβ∗Fβ∗ξµ is a non-zero multiple
of ξµ (by the representation theory of sl(2,C)). On the other hand, if X =
Eα or X = Fα for some α ∈ ∆ then φ(X) = 0 because weight vectors for
different weights are orthogonal. Because the elements of S form a basis for
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hC, we see that Qλ contains all linear functionals on g
C that take value 0 on
(hC)⊥.
Next, let α ∈ ∆+ be given. According to Lemma 4.2 there is a weight µ
such that µ(Hα) 6= 0. Now define φ by
φ(X) = 〈ξµ, [Eα,X]ξµ〉.
By considering the weights of the vectors involved, it is immediate that
φ(H) = 0 for all H ∈ hC, and that φ(Eβ) = 0 for all β ∈ ∆
+. Furthermore,
by similar considerations, φ(Fβ) = 0 if β 6= α, while φ(Fα) is a non-zero
multiple of µ(Hα), so that φ(Fα) 6= 0. So we see that Qλ contains all the
linear functionals that are 0 on (Fα)
⊥ for any given α ∈ ∆+. By replacing
Fα by Eα in the formula for φ, one finds in the same way that Qλ contains
all the linear functionals that are 0 on (Eα)
⊥ for any given α ∈ ∆+. Putting
all of this together, we see that Qλ = (g
C)′, as desired. 
5. The cotangent bundle for G
In this short section, as a prelude to discussing the cotangent bundle for
coadjoint orbits, we examine the cotangent bundle for G. Here we only need
to assume that G is a connected compact Lie group, with Lie algebra g. In
this section we will not need to take compexifications of g and other vector
spaces, so all vector spaces will be over R.
We let A = C∞(G), and we let α denote the action of G on A by left
translation. We let α also denote the corresponding action of g on A. Ac-
cording to our consistent approach to cotangent bundles, we first consider
the A-bimodule A⊗ g′ = C∞(G, g′), and the derivation d into it defined by
df(X) = αX(f) for f ∈ A and X ∈ g. The cotangent bundle is then the
sub-A-bimodule generated by the range of d. Since it is well-known that for
the usual definition of cotangent bundles the fibers of the usual cotangent
bundle of G are just copies of g′, it is no surprise that we have:
Theorem 5.1. For notation as above, the cotangent bundle for G, i.e. for
A, is A⊗ g′ itself.
Proof. Let {Xj}
n
j=1 be a basis for g (so the dimension of g is n). For any
fixed r ∈ R, r > 0 let Cr denote the open hypercube (−r, r)
n. Let exp be
the exponential map from g into G, and let Φ : Cr → G be defined by
Φ(t1, · · · , tn) = exp(t1X1 + · · · + tnXn). Choose r sufficiently small that
Φ is a diffeomorphism from Cr onto an open neighborhood of the identity
element of G. For each j let xj denote the standard coordinate function on
Cr. The differentials dxj form a basis for the C
∞(Cr)-bimodules of smooth
cross-sections of the usual cotangent bundle, i.e differential forms.
Any 1-form ω of compact support on Cr can be expressed as a linear
combination of the dxj ’s with coefficients in C
∞
c (Cr). Since ω has compact
support in Cr, we can find a smooth function, h, on Cr that takes value
1 on the support of ω but has compact support inside Cr. For each j let
hj = hxj . Then ω can be expressed as a linear combination of the dhj ’s
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with coefficients in C∞c (Cr). Since Φ is a diffeomorphism, this picture carries
over to Φ(Cr), so any 1-form on G with compact support in Φ(Cr) will be a
linear combination of the images of the dhj ’s with coefficients in C
∞
c (Φ(Cr)).
Extending the images of the hj ’s and the coefficients to functions in C
∞(G)
that take value 0 outside Φ(Cr), we see that any 1-form on G with support
in Φ(Cr) is in the bimodule generated by the range of d. We can cover G by
a finite number of translates of Φ(Cr), and then find a smooth partition of
the identity, {pk}, subordinate to this cover. Given a 1-form ω on G, each
of the pkω’s will be in the A-bimodule generated by the range of d, and thus
ω itself will be in that bimodule, as needed. 
The situation for homogenous spaces, for example coadjoint orbits, is
more complicated.
6. Cotangent bundles for homogeneous spaces
In this section we treat the cotangent bundle for homogeneous spaces
G/K where G is now any compact connected Lie group, and K is any closed
connected subgroup of G. In this paper we are primarily interested in the
case in which G is semisimple andK is the stability subgroup for a point in a
coadjoint orbit for G. But for just the construction of the cotangent bundle
nothing special happens for that more special situation. What is special in
that situation is that then the coadjoint orbit has a Kahler structure. That
is important when constructing a corresponding Dirac operator, as seen in
[23], but we will not discuss that aspect in this paper.
In this section we will not need to complexify the Lie algebras, and so
again all vector spaces will be over R. As in the earlier sections, g and k will
denote the Lie algebras of G and K. A description of the (smooth cross-
sections of the) tangent bundle was given in [22]. We will make use of that
description here. As is frequently done in the present situation, we choose
and fix an Ad-invariant inner product on g. (When G is semisimple it can
be our earlier Kil.) Much as done earlier, we set m = k⊥.
In notation 4.2 of [22] the tangent bundle of G/K was described as
T (G/K) = {W ∈ C∞(G,m) :W (xs) = Ads−1(W (x)) for x ∈ G, s ∈ K}.
For this definition, elements of T (G/K) act as derivations onA = C∞(G/K)
by
(δW f)(x) = D
t
0(f(x exp(tW (x)))),
where we write Dt0 for (d/dt)|t=0. Notice that this definition of δW involves
right multiplication even though we have usually used left multiplication.
Reasons for using right multiplication here are given in [22]. It is clear that
T (G/K) is a module over A for pointwise operations. We recognize T (G/K)
as just the induced bundle for the representation Ad restricted to K on m.
We let m′ denote the vector-space dual of m, but we will also view m′
as a subspace of g′ consisting of linear functionals on g that take value
0 on k. Note that since our inner product on g is Ad-invariant, and Ad
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restricted to K carries k into itself, Ad restricted to K also carries m into
itself. Consequently, Ad′ restricted to K carries m′ into itself. Since the
fibers of a cotangent bundle are just the vector-space duals of the fibers of
the tangent bundle, it is appropriate for us to set:
Notation 6.1. We describe the cotangent bundle, Ω(G/K), of G/K by:
Ω(G/K) = {ω ∈ C∞(G,m′) : ω(xs) = Ad′s−1(ω(x)) for x ∈ G, s ∈ K}.
The pairing between T (G/K) and Ω(G/K) is given by
〈W, ω〉A(x) = 〈W (x), ω(x)〉
where the pairing on the right is that between m and m′. It is clear that
Ω(G/K) is a bimodule over A for “pointwise multiplication”. The differen-
tial d from A to Ω(G/K) is of course given by df(W ) = δW (f).
Our task is to show that, consistent with our general approach to defining
cotangent bundles for actions of G on C*-algebras, Ω(G/K) is generated as
a bimodule by the range of the derivation. This is well-known by the usual
methods of differential geometry using coordinate charts. We show here how
this works in our setting.
Theorem 6.2. With notation as above, the sub-A-bimodule of Ω(G/K)
generated by the range of the derivation d is Ω(G/K) itself.
Proof. We need to use how the smooth structure on G/K relates to that of
G. We use the “slice lemma”, lemma 11.21, of [14]. Define a function Φ
from m ×K to G by Φ(Y, x) = exp(Y )x. The slice lemma says that there
is an open neighborhood, U of 0 ∈ m such that Φ restricted to U ×K is a
diffeomorphism onto an open neighborhood of the identity element, e, of G.
In particular, each left coset of K meets Φ(m × {e}) = exp(U) in at most
one point. Let C = exp(U). Thus C is a submanifold of G, and is a local
cross-section for the canonical projection, p, of G onto G/K. Let O = p(C),
so that p ◦ exp restricted to U is a diffeomorphism from U onto O by the
definition of the smooth structure on G/K.
Let Ωc(O) be the subspace of Ω(G/K) consisting of elements ω of compact
support in O, that is, such that there is an open subset O′ which contains
the support of ω and whose closure O¯′ is contained in O. Here, for our
notation, by ω having support in O′ we really mean that as a function on
G it has support in p−1(O′). Notice that ω is entirely determined by its
restriction to C (since it takes value 0 outside of CK).
The pull-back, ω˜, of ω by exp is a smooth function from U into m′, and
is thus a differential form on U . Let b1, · · · , bm be the basis for m dual to
our basis X1, · · · ,Xm for m. As functions on m they are the coordinate
functions. Then
ω˜ =
∑
g˜jdbj
for certain smooth functions g˜j that are supported in U
′, where U ′ is the
preimage of O′ under p ◦ exp. Each dbj is just the constant function with
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value bj ∈ m
′. Since U ′ has compact closure in U , we can find a smooth
function, h, on U that takes value 1 on U ′ but has compact support inside
U . For each j set h˜j = hb˜j . Then g˜jdh˜j = g˜jdb˜j so that
ω˜ =
∑
g˜jdh˜j
while each h˜j has compact support in U . For each j let gj and hj be the
pullbacks of g˜j and h˜j to C by the inverse of exp. Then we have
ω =
∑
gjdhj .
on C. Extending gj and hj to CK and then to functions on G that are in
C∞(G/K), we see that
ω =
∑
gjdhj
on G/K. Thus ω is in the bimodule generated by the range of d.
Since G/K is compact, it can be covered by a finite number of translates
of Ω. By use of a partition of the identity subordinate to such a cover,
it follows easily that the bimodule generated by the range of d is all of
O(G/K). 
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