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High-resolution thermal expansion and magnetostriction measurements were performed on single
crystals of α-RuCl3 in magnetic fields applied parallel to the Ru-Ru bonds. The length changes were
measured in the direction perpendicular to the honeycomb planes. Our data show clear thermo-
dynamic characteristics for the field-induced phase transition at the critical field µ0Hc1 = 7.8(2) T
where the antiferromagnetic zigzag order is suppressed. At higher fields, a kink in the magnetostric-
tion coefficient signals an additional transition or crossover around µ0Hc2 ≈ 11 T. The extracted
Gru¨neisen ratio shows typical hallmarks for quantum criticality near Hc1, but also displays anoma-
lous behavior above Hc1. We compare our experimental data with spin-wave calculations employing
a minimal Kitaev-Heisenberg model in the semiclassical limit. Most of the salient features are
in agreement with each other, however, the peculiar features in the region above Hc1 cannot be
accounted for in our semiclassical modelling and hence suggest a genuine quantum nature. We con-
struct a phase diagram for α-RuCl3 in a magnetic field along the Ru-Ru bonds, displaying a zigzag
ordered state below Hc1, a quantum paramagnetic regime between Hc1 and Hc2, and a semiclassical
partially polarized state above Hc2.
I. INTRODUCTION
The search for realizations of topological quantum spin
liquids (QSLs) has generated a tremendous excitement,
for both fundamental reasons and potential applications,
e.g., in quantum information processing [1]. QSLs are
characterized by long-range entanglement, topological or-
der and associated ground-state degeneracies, as well as
fractionalized quasiparticles. Kitaev’s spin-1/2 model on
the honeycomb lattice [2] is a paradigmatic example for
a QSL because it uniquely combines exact solvability
in terms of Majorana fermions and experimental rele-
vance [3–6].
One of the prime candidates to realize Kitaev mag-
netism is the compound α-RuCl3: It is a Jeff = 1/2
Mott insulator with a layered structure of edge-sharing
RuCl6 octahedra arranged in a honeycomb lattice [7–14].
While α-RuCl3 displays magnetic long-range order of so-
called zigzag type, a moderate in-plane magnetic field
suppresses the magnetic order, resulting in a paramag-
netic state whose nature has been debated [15–17]. By
now, the existence of a quantum spin-liquid regime in α-
RuCl3 in a window of applied magnetic field is suggested
∗ a.wolter@ifw-dresden.de
by a number of experimental results, such as an exci-
tation continuum in neutron scattering [18–20], in Ra-
man scattering [21], as well as in microwave/terahertz ab-
sorption measurements [22, 23], and, most prominently,
an approximately half-quantized thermal Hall conductiv-
ity [17, 24]. The latter has been associated with the pres-
ence of a chiral Majorana edge mode, characteristic of a
Kitaev spin liquid in applied magnetic field [25, 26]. The-
oretically, a field-induced spin liquid has been discussed
for microscopic models relevant to α-RuCl3 [27–29].
However, the structure of the field-temperature phase
diagram of α-RuCl3 is not settled: The experiments of
Refs. 17, 20, and 24 suggest the existence of at least three
low-temperature phases, i.e., a spin-liquid phase sand-
wiched between the zigzag and high-field phases. Yet
clear-cut thermodynamic evidence for a transition be-
tween the spin-liquid and high-field phase is lacking, per-
haps with the exception of a signature in the magne-
tocaloric effect [20]. Moreover, the spin-liquid signatures
have not been traced to very low temperatures, hence
they may as well represent a quantum critical regime in-
stead of a stable phase.
In this paper, we report a thorough dilatometric study
of α-RuCl3 in in-plane magnetic fields up to 14 T and
temperatures down to 2.4 K. Thermal expansion (TE)
and magnetostriction (MS) represent thermodynamic
properties governed by magnetoelastic coupling, enabling
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2us to study the nature of the different phase transitions
and possible critical behavior. We confirm the field-
induced suppression of long-range order at a critical field
of µ0Hc1 = 7.8(2) T and provide strong thermodynamic
evidence for quantum critical behavior at Hc1 by ana-
lyzing the Gru¨neisen ratio. This is confirmed by our
MS data, which moreover displays signatures of an ad-
ditional weak first-order transition or crossover around
µ0Hc2 ≈ 11 T. A comparison of our experimental data to
semiclassical calculations in a minimal spin model yields
qualitative agreement for many features, but also hints at
additional physics between Hc1 and Hc2 beyond semiclas-
sics. On basis of our experimental data we conjecture a
field-temperature phase diagram of α-RuCl3 for in-plane
fields along the Ru-Ru bonds containing three distinct
low-temperature regimes.
II. EXPERIMENTS
A. Methods
High-quality single crystals of α-RuCl3 with a thick-
ness of ∼ 1 mm were grown using a vapor-transport tech-
nique [6]. Via angular-dependent magnetization measur-
ments [30, 31] the sample was properly aligned to ensure
that the magnetic field was applied parallel to the Ru-Ru
bond direction. This is the field direction where the ad-
ditional ordered phase found in Ref. 32 is absent or very
narrow.
The linear TE and MS of α-RuCl3 were determined
by using a custom-built capacitive dilatometer with a
parallel-plate system consisting of two separately aligned
capacitor plates, which detect changes of the uniaxial
sample length ∆Li. The sample is clamped between one
of the plates and the frame of the dilatometer, and thus is
exposed to a small force via the springs of the dilatome-
ter. Note that this force in combination with the van-der-
Waals bonds between the honeycomb planes of α-RuCl3
leads to an irreversible mechanical deformation of the
sample along ab. Thus, all TE and MS studies were per-
formed for the configuration ∆~L ‖ c∗, ∆~L ⊥ ~H for this
van-der-Waals bonded material, with c∗ being perpen-
dicular to the crystallographic ab plane. For the TE the
temperature T was swept from 3 K to 300 K using sweep
rates between 0.03 K/min and 0.2 K/min. The MS was
measured at constant temperatures between 2.4 K and
10 K and slowly sweeping the magnetic fields from 0 T
to 14 T (sweep rates of 0.01 T/min and 0.03 T/min). A
correction for the TE of the dilatometer itself has been
applied using high-purity Cu reference samples. Mea-
surements were performed on two different single crystals
with a thickness of ∼ 1.0 mm (sample #1) and ∼ 0.8 mm
(sample #2).
Specific-heat measurements under applied magnetic
fields ~H ‖ Ru-Ru bonds up to 14 T were performed on
the same single crystal used for the dilatometry mea-
surements (sample #1). For the experiments a heat-
pulse relaxation method was used in a Physical Prop-
erty Measurement System (PPMS, Quantum Design). In
order to obtain the intrinsic specific heat of α-RuCl3,
the temperature- and field-dependent addenda were sub-
tracted from the measured specific-heat values in the
sample measurements. In order to estimate the phononic
contribution, the specific heat of the non-magnetic struc-
tural analog compound RhCl3 in polycrystalline form was
measured [33].
B. Thermal expansion
In Fig. 1 the normalized linear TE measured along the
c∗ direction,
∆Lc∗(T, µ0H)
Lc∗(300 K, 0 T)
≡ Lc∗(T, µ0H)− Lc∗(Tref , 0 T)
Lc∗(300 K, 0 T)
, (1)
of α-RuCl3 is depicted for zero field as well as for some
representative in-plane magnetic fields ~H ‖ Ru-Ru bonds.
∆Lc∗ is the measured length change along the c
∗ direc-
tion, which is then normalized to the sample length at
room temperature. Tref = 3.6 K represents a minimum
reference temperature at which Lc∗ was measured for ev-
ery data set and thus our data refer to, i.e., the TE is
zero at Tref and vanishing field.
The zero-field c∗-axis TE is rather large, as expected
for weakly bonded van-der-Waals materials, Fig. 1(a).
Further, the overall TE is decreasing upon lowering tem-
perature, which is in line with an overall shrinking of the
lattice constants compared to room temperature [9, 34].
Interestingly, a step-like feature is seen in our TE data
at around Ts,c ≈ 137 K upon cooling, clearly indicat-
ing a first-order structural transition. The transition is
strongly hysteretic, with Ts,w ≈ 161 K upon warming. It
likely corresponds to a change from a high-temperature
monoclinic C2/m structure to a low-temperature rhom-
bohedral R3¯ structure [34]. Note that Ts,c and thus also
the hysteresis upon this transition strongly depend on
the used temperature sweep rate.
Looking at the details at low temperatures in zero field,
Fig. 1(b), the overall shrinking of the c∗-axis TE is fol-
lowed by a broad minimum at ∼ 14 K and a subsequent
expansion of the c∗ axis down to lowest temperatures.
Furthermore, a sharp kink is clearly discernable at the
antiferromagnetic transition temperature TN = 7.2(1) K.
While the TE for T & 100 K is not particularly sensi-
tive to the application of an in-plane magnetic field, the
low-temperature TE changes dramatically up to the crit-
ical field µ0Hc1 = 7.8(2) T at which the kink signalling
the antiferromagnetic transition is finally completely sup-
pressed. For fields larger than Hc1 a positive TE is dis-
cernable.
Overall, our TE data are in good agreement with x-
ray diffraction and former zero-field TE experiments [34,
35], showing a rearrangement of the unit cell of α-RuCl3
both at the structural and the antiferromagnetic phase
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FIG. 1. Normalized linear TE of α-RuCl3 perpendicular to
the ab plane, ∆Lc∗/Lc∗,300 K, as function of temperature for
both zero and finite applied magnetic fields ~H ‖ Ru-Ru bonds;
(a) full temperature interval up to 300 K, (b) low-temperature
region up to 30 K.
transitions, and thus also a coupling of the lattice and
spin degrees of freedom in our compound.
In order to better resolve the magnetic phase transi-
tions, we also analyze the linear TE coefficient along the
c∗ direction,
αc∗ =
∂
∂T
∆Lc∗(T, µ0H)
Lc∗(300 K, 0 T)
(2)
Anomalies in αc∗(T ) typically correspond to phase tran-
sitions. Low-temperature results for α-RuCl3 are shown
in Fig. 2(a). At zero field the sharp peak signifies a sin-
gle phase transition at TN = 7.2(1) K. With increasing
field the peak broadens, reduces in magnitude, and shifts
to lower temperatures, until it disappears at µ0Hc1 =
7.8(2) T. Given the agreement with other probes, we con-
clude that this peak represents the magnetic transition
into the zigzag phase. It highlights that the low-T con-
tributions to αc∗ are primarily magnetic, and also under-
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FIG. 2. The linear TE coefficient perpendicular to the ab
plane, αc∗ , of α-RuCl3 for zero and applied magnetic fields
~H ‖ Ru-Ru bonds. (a) General overview of αc∗ with the
focus on the ordered antiferromagnetic zigzag transition and
its shift as function of the applied field. (b) A zoom of the data
for applied fields close to the critical field µ0Hc1 = 7.8(2) T.
lines the quality of our single crystals, with a dominant
ABC stacking of the hexagonal layers along c∗.
Fig. 2(b) displays a magnified region of Fig. 2(a) for
fields near and above Hc1. The low-T linear TE shows
a sign change close to the critical field Hc1; at Hc1 the
TE coefficient is tiny up to about 8 K, indicating that the
phonon contribution is small in this temperature regime.
For fields of 11.2 T and 13 T, αc∗(T ) is positive and mono-
tonic. In this high-field regime, the magnitude of αc∗ de-
creases with increasing field, consistent with an increas-
ing magnetic excitation gap in the polarized high-field
phase as observed by various methods, such as nuclear
magnetic resonance and thermal conductivity [36, 37].
Interestingly, the data at 8 T are anomalous in that αc∗
shows a non-monotonic T dependence, suggesting the ex-
istence of a distinct intermediate-field region between the
zigzag and high-field phases, as recently also observed
4with other techniques [17, 20, 24].
C. Gru¨neisen ratio
The linear TE coefficient is proportional to the deriva-
tive of the entropy with respect to uniaxial pressure along
the c∗ axis, ∂S/∂pc∗ , as discussed in detail below (see
Sec. III A). Therefore, vanishing αc∗ near Hc1 indicates
a maximum of the magnetic contribution to the entropy,
Smag, at the critical field. In fact, such an entropy accu-
mulation is predicted to occur near a continuous quantum
phase transition [38, 39], and can be identified experi-
mentally by measuring the Gru¨neisen ratio, commonly
defined as the ratio between the magnetic contributions
to the volume TE coefficient and the specific heat Cp,mag,
Γ = Vm
αmag
Cp,mag
= − (∂Smag/∂p)T
T (∂Smag/∂T )p
, (3)
where Vm ' 55.9 cm3/mol is the molar volume [9, 34, 40].
Γ displays characteristic divergencies [38] upon approach-
ing a pressure-driven quantum critical point (QCP), and
both Γ and αmag change sign near a QCP as a result of
entropy accumulation in the quantum critical regime [39].
Upon applying this concept to α-RuCl3 two remarks
are in order: (i) Its phase transition(s) can be driven by
both field and pressure, therefore both the field and pres-
sure derivatives of the entropy will display sign changes,
making Γ a suitable probe to detect QCPs. (ii) For the
qualitative analysis, we use the linear c∗-axis (instead of
volume) TE coefficient αc∗ , which is much larger com-
pared to that along the other directions [35].
To calculate the Gru¨neisen ratio, the specific heat of
α-RuCl3 is needed. The corresponding specific-heat co-
efficient Cp/T is shown in Fig. 3 as a function of temper-
ature and magnetic field ~H ‖ Ru-Ru bonds. The data
agree with previous reports for unknown in-plane field
directions [33, 41], with a single magnetic transition at
zero field at TN = 7.1(1) K defined at the peak position
of Cp/T . For µ0H & 8 T the peak and thus the magnetic
long-range order disappears, as expected.
For both αc∗ and Cp the phononic contribution is as-
sumed to be field-independent and had to be determined
and subtracted from the α-RuCl3 data. The phononic
contribution to the specific heat of α-RuCl3 was approx-
imated by the specific heat of the non-magnetic struc-
tural analog compound RhCl3 (see Fig. 3), after scaling
its experimental specific heat curve by the Lindemann
factor [42], which was found to be 1.000059. For the
phononic contribution of αc∗(T ) we used the α-RuCl3
data at 7.75 T as an approximation. Alternative schemes
are discussed in Appendix B.
The resulting Gru¨neisen ratio Γ is depicted in
Figs. 4(a) and 4(b) as function of temperature and ap-
plied magnetic field ~H ‖ Ru-Ru bonds, respectively. A
more comprehensive data set, including measurements of
different samples, is shown in Appendix A. As function
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FIG. 3. Specific-heat coefficient Cp/T of α-RuCl3 as function
of temperature for applied magnetic fields ~H ‖ Ru-Ru bonds,
together with Cp/T data for nonmagnetic RhCl3 (black stars).
The inset shows the magnetic contribution Cp,mag/T of α-
RuCl3 on a semi-logarithmic scale.
of field, Γ changes sign at Hc1 as expected. For fields be-
low Hc1, Γ(T ) displays a peak at the Ne´el temperature
TN(H), while becoming small at high T , Fig. 4(a). More-
over, below Hc1 and at low T , Γ(H) has its largest mag-
nitude close to Hc1, Fig. 4(b). The low-field part thus
appears consistent with quantum critical phenomenol-
ogy [39], and the fact that Γ(T ) does not change sign
at a temperature T & TN (Fig. 4(a)) implies a large
fluctuation regime above the quasi-two-dimensional mag-
netic transition. Together, the data signifies a continuous
quantum phase transition at Hc1 – the same conclusion
was reached earlier based on a detailed analysis of low-T
specific-heat measurements [33].
The low-T data for Γ above Hc1 are again anomalous,
in that there is no appreciable field dependence in Γ(H)
between 8 and 11 T. As a result, the behavior of Γ(H)
around Hc1 is rather asymmetric, Fig. 4(b). We note
that Γ for fields of 13 T and above displays large error
bars at low T because both αc∗,mag and Cp,mag become
very small as the magnetic excitations are gapped out.
D. Magnetostriction
Field-driven phase transitions can be efficiently stud-
ied in MS experiments, measuring the length change as
function of the applied field at constant T . Results for
the linear MS coefficient along c∗,
λc∗ =
∂
∂(µ0H)
∆Lc∗(T, µ0H)
Lc∗(300 K, 0 T)
, (4)
are displayed in Fig. 5. At T = 2.4 K the continu-
ous transition at Hc1 causes a sharp peak in λc∗ at
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FIG. 4. The Gru¨neisen ratio Γ of α-RuCl3 in a magnetic
field along the Ru-Ru bonds. (a) Γ(T ) for different fields
up to 13 T. (b) Γ(H) for 4 K and 10 K and for two different
samples (#1, #2). The dash-dotted line shows the theoretical
calculation for Γ at 4 K whose overall amplitude has been
scaled to match the low-field part of the data. Close to Hc1
no results are shown as the spin-wave approximation becomes
unreliable, see text.
µ0H = 7.8(2) T, which broadens and shifts to lower fields
upon increasing temperature, thus tracking TN(H). At
10 K (i.e., above TN), λc∗ deviates from a linear field de-
pendence that would be expected for a usual paramag-
net. This is again related to the large fluctuation regime
reaching up to temperatures of the exchange couplings
(∼ 50 K); we recall that α-RuCl3 has been characterized
as a “Kitaev paramagnet” in this regime [18, 43].
A striking feature is seen in the low-T MS data
above Hc1: While the 2.4 K data of λc∗(H) show no
signature for a second continuous transition, the curve
displays a clear kink at µ0Hc2 ≈ 11 T, see inset of Fig. 5.
Upon increasing the temperature, the kink position varies
only weakly while the kink magnitude (i.e. the change in
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FIG. 5. The linear MS coefficient λc∗ as function of field
and different temperatures (sample 1). The inset highlights
the kink observed in λc∗ at 2.4 K.
slope) decreases, with the kink disappearing for tempera-
tures above 8 K. These observations suggest the existence
of an additional low-temperature quantum regime whose
field width remains finite at the lowest temperatures and
should therefore be distinguished from the narrow quan-
tum critical regime near Hc1 and the semiclassical par-
tially polarized regime above Hc2.
III. THEORY
A. Methods
1. J1-K1-Γ1-J3 model
For a theoretical description of the thermodynamic be-
havior of α-RuCl3, we employ a minimal spin model
containing nearest-neighbor Heisenberg J1, Kitaev K1,
and off-diagonal Γ1 interaction, as well as a third-
nearest-neighbor Heisenberg J3 interaction on the two-
dimensional honeycomb lattice [44],
H =
∑
〈ij〉
[
J1~Si · ~Sj +K1Sγi Sγj + Γ1(Sαi Sβj + Sβi Sαj )
]
+
∑
〈〈〈ij〉〉〉
J3~Si · ~Sj . (5)
Here, (α, β, γ) = (x, y, z) on a nearest-neighbor z bond,
for example. The spin quantization axes point along the
cubic axes of the RuCl6 octahedra, such that the [111]
direction is perpendicular to the honeycomb ab plane
(referred to as c∗ axis) and the in-plane [1¯10] direction
points along a Ru-Ru nearest-neighbor bond of the hon-
eycomb lattice. The model displays a C∗3 symmetry of
6combined threefold rotations in real and spin space; a
possible trigonal distortion spoiling this symmetry is ne-
glected. Additional off-diagonal couplings, dubbed Γ′,
are symmetry-allowed but assumed to be negligible.
We are interested in the behavior of this model in the
presence of an external magnetic field, described by the
Hamiltonian
H′ = H− gµ0µB
∑
i
~H · ~Si (6)
with ~H ‖ [1¯10] ‖ Ru-Ru bonds. Here, gµB~S corresponds
to the effective moment of the Jeff = 1/2 states in the
crystal, g ≡ gab is the in-plane g factor, and µB the Bohr
magneton.
2. Thermodynamic relations
We are interested in calculating changes of the sam-
ple length perpendicular to the ab plane. Given the
anisotropy of the α-RuCl3 crystal and the high sensitivity
of the magnetic couplings to its structure, it is therefore
important to also distinguish uniaxial from hydrostatic
pressure. We begin by writing down the differential of
the Helmholtz free energy
dF = −SdT +
∫
d3r σijdηij − gµ0µBMdH, (7)
where S denotes the entropy, σij and ηij are respec-
tively the stress and strain tensors, H = | ~H| is the field
strength, and gµBM = gµB
∑
i |〈~Si〉| corresponds to the
uniform magnetization, which we assume to be parallel
to the magnetic field [30]. The spatial integral goes over
the volume of the undeformed crystal [45, 46].
Now, we may refine our description by taking the C∗3
symmetry of our model into account. Indeed, this prop-
erty implies that, under homogeneous stress, the system
has only two independent length changes, namely of `c∗
along the c∗ axis and `ab perpendicular to it. Further-
more, it guarantees that ηij becomes diagonal in a co-
ordinate system which has one of its axes parallel to c∗.
Thus, if we assume that stress is homogeneous through-
out the sample, we may rewrite Eq. (7) in the form
dF = −SdT + V σidηi − gµ0µBMdH, (8)
where V denotes the volume of the undeformed crystal,
and we employ the shorthand notations ηi ≡ ηii and
σi ≡ σii. Each diagonal strain element ηi then encodes
information about the elongation along the i-th principal
axis, such that dηi = d ln `i [45, 47]. In the following, we
focus on a situation with uniaxial stress σc∗ ≡ −pc∗ along
the c∗ axis, as relevant for the experiment [48].
The Maxwell relations then read
αc∗ =
(
∂ ln `c∗
∂T
)
σ,H
=
1
V
(
∂S
∂σc∗
)
σab,T,H
, (9)
λc∗ =
[
∂ ln `c∗
∂ (µ0H)
]
σ,T
=
µB
V
[
∂ (gM)
∂σc∗
]
σab,T,H
, (10)
where the σab on the right-hand sides of Eqs. (9) and
(10) serve as a reminder that all stresses but σc∗ are to
be held constant in carrying out the derivatives.
Within our two-dimensional model, it is impossible to
compute the observables directly from Eqs. (9) and (10).
Instead, we must consider how uniaxial stress along c∗ af-
fects the microscopic parameters J ∈ {J1,K1,Γ1, J3, g}
contained in the Hamiltonian, so that
αc∗ =
1
V
∑
J
∂S
∂J
∂J
∂σc∗
, λc∗ =
µB
V
∑
J
∂ (gM)
∂J
∂J
∂σc∗
.
(11)
3. Pressure dependence of model parameters
As the expressions in Eq. (11) illustrate, the sensitivity
of each microscopic parameter to stress plays a key role
in determining αc∗ and λc∗ . For small distortions we may
expand J up to first order in σc∗
J (σc∗) ≈ J0 [1 + nJ (σc∗ − σ0)] , (12)
where σ0 represents ambient stress and J0 is the corre-
sponding unperturbed value of the model parameter, and
we have defined the expansion coefficient
nJ :=
1
J0
∂J
∂σc∗
∣∣∣∣
σc∗=σ0
. (13)
A positive nJ therefore means that the absolute value
of J increases in response to increasing tensile stress σc∗
(i.e., decreasing uniaxial pressure along c∗).
As the exchange couplings in α-RuCl3 sensitively de-
pend on bond lengths and angles [15, 44], the pressure
dependence of the model parameters is not easily mod-
eled. Comprehensive ab initio information is presently
lacking (see, however, Ref. 49). We therefore treat the
various nJ as free parameters, aiming at reproducing
the main features of the experimental results in regimes
where spin-wave theory is reliable.
4. Spin-wave theory
We now compute the Helmholtz free energy on the
level of linear spin-wave theory (LSWT). This semiclas-
sical approach is expected to provide reliable results at
low temperatures in both the ordered and the polarized
high-field phases where the number of magnon excita-
tions is small. It is, however, not reliable (i) at low fields
for temperatures comparable to or above the Ne´el tem-
perature TN and (ii) at high fields for temperatures above
the spin gap. This includes the quantum critical regime
near Hc1.
At zero field, the Hamiltonian (5) hosts three differ-
ent zigzag patterns as degenerate classical ground states.
However, such a degeneracy is lifted by a [1¯10] field,
7which selects the configuration with zigzag chains run-
ning perpendicularly to it. This happens because the cor-
responding zero-field order is normal to the [1¯10] axis, so
that the spins cant uniformly in response to the magnetic
field [30]. Canting increases until the critical field, Hc1,
is reached and a continuous transition from the canted
zigzag to a partially polarized state takes place.
We employ a standard procedure involving the
Holstein-Primakoff transformation, whereby quantum
fluctuations with respect to the classical ground state are
described as magnonic excitations [50–52]; see Ref. 53 for
a pedagogic introduction in the context of Heisenberg-
Kitaev models. This amounts to introducing magnon
creation and annihilation operators a†iν and aiν at site ν
in the magnetic unit cell i. The index ν runs from 1 to
the number of magnetic sublattices, Ns, so that Ns = 2
and 4 in the polarized and canted zigzag phases, respec-
tively. To the leading nontrivial order, we arrive at a
quadratic spin-wave Hamiltonian in momentum space,
HLSW = Ncl + 1
2
∑
k
(
Ψ†kMkΨk − TrAk
)
, (14)
where N is the total number of sites, cl is the classical
energy per site, Ψ†k =
(
a†k1 . . . a
†
kNs
, a−k1 . . . a−kNs
)
, and
the summation is over all momenta in the magnetic Bril-
louin zone. The 2Ns × 2Ns matrix Mk can be written in
terms of two Ns ×Ns submatrices, Ak and Bk, as
Mk =
(
Ak Bk
B†k AT−k
)
. (15)
HLSW can then be diagonalized via a Bogoliubov trans-
formation [53], from which we obtain the eigenener-
gies kν > 0. This step was performed analytically in
the partially polarized phase, but required a numerical
approach in the zigzag ordered phase.
In these terms, we may write the Helmholtz free energy
for a system of non-interacting bosons as
F = Egs + β
−1∑
kν
ln
(
1− e−βkν) , (16)
where β = 1/(kBT ) is the inverse temperature and
Egs = Ncl +
1
2
∑
k
(
Ns∑
ν=1
kν − TrAk
)
(17)
denotes the ground-state energy including the leading-
order quantum corrections. Then, by combining
Eqs. (11) and (16), we find
αc∗ = −kBβ
2
V
∑
J
J0nJ
∑
kν
eβkν kν
(eβkν − 1)2
∂kν
∂J (18)
and
λc∗ = −
∑
J
J0nJ
µ0V
{
N
∂2
∂J ∂H
(
cl − TrAk
2Ns
)
+
∑
kν
[(
1
2
+
1
eβkν − 1
)
∂2kν
∂J ∂H
− βe
βkν
(eβkν − 1)2
∂kν
∂H
∂kν
∂J
]}
. (19)
Note that, in order to arrive at Eq. (19), we have used the
fact that TrAk is momentum-independent for the phases
we consider here. Another noteworthy point is that both
αc∗ and λc∗ are given as a linear combination of terms
which result from varying one microscopic parameter at a
time. While this does not hold beyond the approximation
(12), it allowed us to analyze an arbitrarily wide range of
sets {nJ } without demanding extra computational time.
A third quantity of interest is the magnetic heat ca-
pacity at constant strain η,
Cη (T,H) = kBβ
2
∑
kν
eβkν 2kν
(eβkν − 1)2
. (20)
In the following, we will compare αc∗/Cη to the
Gru¨neisen ratio measured in the experiments, even
though both observables are not strictly equal. That is
because the Gru¨neisen ratio is defined as the ratio be-
tween the TE coefficient and the heat capacity at con-
stant stress rather than constant strain.
5. Parameter sets
The values for the exchange couplings in Eq. (5) can
be estimated from ab initio calculations [44]; however,
we find better agreement with our experimental data
by using a slightly adapted parameter set that has re-
cently been suggested by comparing with zero-field neu-
tron scattering data [54]:
(J1,K1,Γ1, J3) = (−0.1,−1.0,+0.5,+0.1)A, (21)
where A is a global energy scale, which we adjust to
A = 4.31 meV, so that the continuous classical transi-
tion between the canted zigzag and the polarized phase
occurs at µ0Hc1 = 7.8 T for g = 2.8 and in-plane fields
~H ‖ [1¯10], as in the experiment [10]. The above model
has previously been shown to reproduce features found
in a number of experiments on α-RuCl3 [30, 32, 33, 53–
56], although it might require adjustments when finite
interlayer interactions [20] are taken into account [57].
In addition to the values of the model parameters at
ambient pressure, we require their pressure dependence.
In order to work with dimensionless parameters, we have
chosen to normalize the nJ with respect to nΓ1 > 0. The
8TABLE I. Different sets of expansion coefficients nJ de-
scribing the stress dependence of the model parameters, see
Eq. (13). The value of nΓ1 is used as reference scale, see text.
nJ1/nΓ1 nK1/nΓ1 nJ3/nΓ1 ng/nΓ1
Set 1 0.3 0.3 1.6 0
Set 2 0.5 0.75 0.56 -0.65
latter represents an overall fitting factor that can be de-
termined by matching the global scale of the experimen-
tal data. A good fit is obtained for nΓ1 = 0.9 GPa
−1, cf.
Fig. 4(b).
As a first trial, we looked into a scenario where uniax-
ial pressure would affect all exchange couplings, but not
the g factor. Then, we adjusted the remaining free pa-
rameters to reproduce as many qualitative features from
the experimental data as possible, regarding both the TE
and the MS measurements. This approach lead us to the
set of coefficients labeled by Set 1 in Table I.
However, as we shall explain in the following, our
MS results motivated us to consider a second scenario,
whereby we removed the constraint ng = 0. In this way,
a new comparison to the experimental data yielded the
set we will refer to as Set 2.
Before proceeding, we note that both Set 1 and Set 2
predict that the magnitudes of all exchange couplings
decrease with increasing pressure along the c∗ axis. Al-
though the intricate nature of the quantum chemistry
behind the model prevents a clear judgment on how rea-
sonable such an observation is, a previous ab initio study
has suggested the same trend after considering a similar
model for α-RuCl3 [49].
B. Thermal expansion
We now discuss our TE results, which are shown in
the top row of Fig. 6. Both sets of coefficients presented
in Table I reproduce gross features of the experimental
data, such as: (i) αc∗ is negative for H < Hc1 and posi-
tive for H > Hc1; (ii) the magnitude of αc∗ is markedly
smaller for µ0H & 11 T than for µ0H . 7 T; (iii) αc∗
is suppressed by increasing H at sufficiently high fields.
Moreover, Set 1 also leads to the correct field trend in
the zigzag phase, whereby the magnitude of αc∗ becomes
larger as one increases H at a fixed temperature. On the
other hand, Set 2 only does so approximately, since the
trend is spoiled near zero field. We recall that LSWT
does not capture the thermal phase transition at TN,
hence a corresponding peak in αc∗(T ) is missing, and a
comparison of experiment and theory for low fields should
be restricted to T < TN.
Upon analyzing different combinations of the coeffi-
cients nJ , we were unable to obtain a reasonable agree-
ment with experiment without considering a compara-
tively large nJ3 > 0. This interesting observation sug-
gests that uniaxial pressure along the c∗ axis destabilizes
the zigzag phase, since this particular type of magnetic
ordering is favored by a positive J3.
As an additional remark on the role of the expansion
coefficients nJ , we point out that the correct field evolu-
tion for H < Hc1 requires a sizable nΓ1 > 0. Increasing
nK1 and nJ1 tends to cancel this trend and even produce
negative values for αc∗ in the polarized phase at temper-
atures larger than 15 K.
With that said, we emphasize that neither Set 1 and
Set 2, nor any other combination of coefficients we con-
sidered in our analysis produces the non-monotonic be-
havior for αc∗(T ) at fields in the region between Hc1 and
Hc2, as reported in experiment. Instead, we generally
find that αc∗ increases monotonically at a fixed temper-
ature as H → H+c1.
C. Gru¨neisen ratio
Next, we discuss the evolution of the Gru¨neisen ratio
as a function of the magnetic field (see the second row of
plots in Fig. 6). Our results show the correct signs above
and below Hc1, as we have enforced this by a careful
analysis of the TE data.
Very close to Hc1 magnon excitations proliferate and
the non-interacting boson picture underlying LSWT be-
comes inadequate. Hence, the evolution of αc∗ and
αc∗/Cη through the critical field cannot be reliably com-
puted within our approach. On general grounds [39] we
expect that both quantities evolve smoothly at fixed fi-
nite T as function of H, with the exception of a singu-
larity at TN(H), crossing zero near Hc1.
As noted above, however, we expect our calculations
to yield correct results at sufficiently high fields and low
temperatures, where the magnon excitation gap is com-
parable to or larger than kBT . A sample result of the
theory for T = 4 K in comparison with the experimental
data, displayed in Fig. 4(b), shows the field dependence
of the calculated Gru¨neisen ratio Γ at a fixed low T . For
a standard direct transition between zigzag and partially
polarized phases, the semiclassical result should agree for
all fields except very close to the quantum critical point at
Hc1. The match at low fields is convincing, however, the
anomaly of the measured Γ in the region above Hc1 does
not appear compatible with an interpretation in terms
of spin-wave theory, suggesting the presence of a genuine
quantum regime.
D. Magnetostriction
When we move to the results on the MS (bottom row
of Fig. 6), we see that both sets of coefficients correctly
produce negative values of λc∗ for the whole range of
magnetic fields considered here. However, Set 1 notably
leads to large non-monotonic variations around an inflec-
tion point in the zigzag phase which are not observed in
experiment. The origin of this is in the behavior of the
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FIG. 6. From top to bottom: TE coefficient, Gru¨neisen ratio and MS plots for the two sets of microscopic parameters
given in Table I. In the plots where the independent variable is the magnetic field, the vertical gridline represents the critical
field, µ0Hc1 = 7.8 T. In all panels, the left vertical axis gives the theory result normalized to nΓ1 , the right vertical axis shows
experimental units using nΓ1 = 0.9 GPa
−1 and V/N ' 92.8 A˚3, corresponding to a molar volume Vm ' 55.9 cm3/mol [9, 34, 40].
Our semiclassical analysis does not show any of the features interpreted as signatures of an additional regime at intermediate
fields above Hc1 and thus supports its genuine quantum character.
magnon spectrum which evolves in a highly non-trivial
fashion with field.
When trying to reduce the intensity of this feature in
λc∗ , we verified that it becomes even larger if one, for in-
stance, decreases nK1 . In fact, without considering varia-
tions in g, we were unable to find a parameter set capable
of smoothing out such a contortion while preserving the
main characteristic of the TE coefficient. As far as we
could check, this is only accomplished by taking ng < 0,
which motivated us to consider the second set of coeffi-
cients.
We recall that LSWT does not produce critical behav-
ior at TN, therefore λc∗(H) displays a singularity at Hc1
for all temperatures, instead of a singularity at TN(H).
In regard to the behavior for H > Hc1, our results do
not bear any resemblance to the kink found in experi-
ment. Together with the absence of a non-monotonic be-
havior in αc∗ around 8 T and the lack of the asymmetric,
anomalous Gru¨neisen ratio above Hc1, this suggests that
the physics in the regime between Hc1 and Hc2 cannot be
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FIG. 7. The T -H phase diagram of α-RuCl3 as determined
in this work for ~H ‖ Ru-Ru bonds (Cp: yellow squares, TE:
red and orange triangles for samples #1 and #2, respectively,
MS: pink and blue diamonds). Additionally, the Gru¨neisen
ratio Γ(T,H) is shown in color scale (sample 1); these data
are the same as in 4 (a). The gray shaded region marks
the limits for the color map. In addition to the zigzag (ZZ)
ordered state at low fields and the conventional paramagnetic
(CPM) state at high fields, our analysis suggests the presence
of a third low-temperature regime that is of genuine quantum
nature (QPM). The field-driven low-temperature transition at
Hc1 is continuous, whereas the one at Hc2 is either a crossover
or a weak first-order transition.
fully accounted for semiclassically, in terms of a continu-
ous field-induced opening of a spin gap alone. This sup-
ports the interpretation of our experimental data in terms
of an exotic quantum regime in a finite low-temperature
region above the quantum critical point at Hc1.
IV. DISCUSSION
Based on these findings, we construct a temperature-
field phase diagram of α-RuCl3 for ~H ‖ Ru-Ru bonds
using our experimental thermal expansion, magnetostric-
tion, and specific-heat results. It also includes the
Gru¨neisen ratio Γ(T,H) in color scale, interpolated
from the experimental data (see Sec. II C, Fig. 4
(a)). The phase diagram, Fig. 7, shows three distinct
low-temperature regimes: (i) the low-field phase with
zigzag (ZZ) long-range order terminating at µ0Hc1 =
7.8(2) T, (ii) an intermediate quantum paramagnetic
(QPM) regime between µ0Hc1 and µ0Hc2 ≈ 11 T, and
(iii) a conventional paramagnetic (CPM) state with a
gapped magnon spectrum and partially polarized spins
at high fields above µ0Hc2.
We speculate that the QPM intermediate regime could
possibly represent a topological quantum spin liquid as
claimed by thermal Hall effect studies [17, 24]. Such a
phase is not symmetry-distinct from the CPM high-field
phase and does not require it to be bounded by a thermal
phase transition. Our measurements of the Gru¨neisen ra-
tio did not show signs of quantum critical scaling near
Hc2, suggesting the absence of a second-order transi-
tion. The transition between the QPM and CPM regimes
should therefore be either a crossover or a weak first-order
transition. In the latter case, one should expect the tran-
sition line at Hc2 to terminate at a critical endpoint at
finite temperature. We note that the signatures observed
around Hc2 may in principle also be related to a change
in the character of the magnetic excitations as probed
by Raman and THz spectroscopy, where indications for
magnon bound states have been reported [58, 59]. Near
Hc1, on the other hand, the Gru¨neisen ratio exhibits
characteristic quantum critical behavior, confirming the
earlier proposal [33, 60] of a quantum critical point at
µ0Hc1 = 7.8(2) T and T = 0.
V. CONCLUSIONS
Our high-resolution thermal expansion and magne-
tostriction measurements of α-RuCl3 along the c
∗ axis
confirm the field-induced suppression of long-range mag-
netic order at a critical field of µ0Hc1 = 7.8(2) T, ap-
plied parallel to the Ru-Ru bonds, and provide thermo-
dynamic evidence for quantum critical behavior at Hc1
from an analysis of the Gru¨neisen ratio. A clear kink in
the measured linear MS coefficient at µ0Hc2 ≈ 11 T hints
at an additional weak first-order phase transition, or a
finite-temperature crossover, while an additional second-
order phase transition above Hc1 can be ruled out. A
comparison of our experimental data to calculations us-
ing a minimal lattice model, solved in the semiclassical
limit via linear spin-wave theory, shows that the behav-
ior at low fields appears well captured by semiclassical
theory. In contrast, the regime between Hc1 and Hc2 is
not explained by our minimal spin model. While we can-
not draw clear conclusions about the nature of the low-T
state at these intermediate fields, we speculate that this
could possibly represent the topological quantum spin
liquid suggested earlier [17, 24].
Our findings call for a more detailed experimental and
theoretical study of the MS (and related quantities) in α-
RuCl3 for different in- and out-of-plane field directions.
Further theoretical work is needed to investigate possible
field-driven transitions in and out of the putative spin liq-
uid in Kitaev-based models [53] and trying to understand
the field dependence of TE and MS in the spin-liquid
phase.
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Appendix A: Sample dependence
The TE was measured on two different samples of α-
RuCl3 with similar crystal dimensions (∼ 1 and∼ 0.8 mm
in thickness). In this way, sample dependencies due to
crystal imperfections were tested. The linear TE coeffi-
cient αc∗(T ) and the corresponding Gru¨neisen ratio Γ(T )
on sample #2 are shown in Fig. 8. For comparison, the
same observables obtained for sample #1 are shown in
Figs. 2 and 4(a) above. The key features are identi-
cal, i.e., the sharp peak in αc∗ at the antiferromagnetic
phase transition TN = 7.2(1) K, the sign change of αc∗
and Γ(T ) at the critical field µ0Hc1 = 7.8(2) T, and the
quantum critical signature in Γ(T ). The shallow maxi-
mum in αc∗(T ) at low temperatures and at 8 T, however,
cannot be observed in sample #2. This is probably re-
lated to the reduced thickness of sample #2 leading to
even smaller changes in the TE, being at the resolution
limit of our experimental setup for these kind of thin 2D
van-der-Waals materials. It should be noted, however,
that the linear TE coefficient at low temperatures and
fields µ0H ∼ 9 T is also slightly increased for sample #2,
see inset of Fig. 8(a).
Fig. 9 shows the field dependencies of αc∗,mag and Γ for
samples #1 and #2, respectively, for different tempera-
tures between 3.5 K and 10 K. Note that the measure-
ment accuracy of the two observables is rather different:
While the error bar of αc∗,mag(H) is mainly determined
by the reproducibility of our setup and the uncertainty
of the subtracted phononic background contribution to
αc∗ (see below), the error of Γ(H) = Vmαc∗,mag/Cp,mag
is influenced by more factors. This can be seen in our
data on both samples, where Γ(H) displays a large scat-
ter and large errors in the high-field regime above 11.2 T,
where both quantities αc∗,mag and Cp,mag become small
due to the spin excitation gap. Still, both data sets (sam-
ple #1 and #2) are in good agreement with each other,
evidencing the sign change of the linear TE coefficient
and of Γ at the critical field µ0Hc1. Also the anomalous
asymmetric Gru¨neisen ratio for fields around the critical
field and the small absolute values for fields just above
Hc1 are fully reproduced on both samples. We note that
Fig. 4(b) of the main paper displays Γ(H) at 4 K for both
samples and at 10 K for sample #1.
Appendix B: Phonon background subtraction
To check the sensitivity of the key features found in the
Gru¨neisen ratio with respect to the choice of the phonon
background model for the TE coefficient, we tried two al-
ternative approaches in addition to the scheme discussed
in Sec. II C: (A) We modeled the phononic contribution
to the TE using the 14 T TE data in the gapped high-
field state. Although the spin excitation gap is still not
large enough to fully gap out magnetic excitations above
∼ 6 K, the key features of the resulting Gru¨neisen ratio at
low temperatures are robust. (B) Since the phonon con-
tribution to the TE is typically much smaller than that
to the specific heat, we neglected this contribution in a
first approximation for T < 10 K. A comparison of Γ(H)
at 4 K for the different approaches is shown in Fig. 10,
emphasizing the robustness of the anomalous behavior of
Γ(H) for H > Hc1 at low T .
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