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Abstract
Undirected graphical models known as Markov networks are popular for a wide variety
of applications ranging from statistical physics to computational biology. Traditionally,
learning of the network structure has been done under the assumption of chordality which
ensures that efficient scoring methods can be used. In general, non-chordal graphs have
intractable normalizing constants which renders the calculation of Bayesian and other scores
difficult beyond very small-scale systems. Recently, there has been a surge of interest
towards the use of regularized pseudo-likelihood methods for structural learning of large-
scale Markov network models, as such an approach avoids the assumption of chordality. The
currently available methods typically necessitate the use of a tuning parameter to adapt
the level of regularization for a particular dataset, which can be optimized for example
by cross-validation. Here we introduce a Bayesian version of pseudo-likelihood scoring
of Markov networks, which enables an automatic regularization through marginalization
over the nuisance parameters in the model. We prove consistency of the resulting MPL
estimator for the network structure via comparison with the pseudo information criterion.
Identification of the MPL-optimal network on a prescanned graph space is considered with
both greedy hill climbing and exact pseudo-Boolean optimization algorithms. We find
that for reasonable sample sizes the hill climbing approach most often identifies networks
that are at a negligible distance from the restricted global optimum. Using synthetic and
existing benchmark networks, the marginal pseudo-likelihood method is shown to generally
perform favorably against recent popular inference methods for Markov networks.
Keywords: Bayesian inference, Markov networks, structure learning, undirected graph,
pseudo-likelihood, regularization
1. Introduction
Markov networks represent a ubiquitous modeling framework for multivariate systems, with
applications ranging from statistical physics to computational biology and sociology (see
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Lauritzen, 1996; Koller and Friedman, 2009). However, statistical inference for such models
is in general challenging, both regarding estimation of parameters and learning structure
of the network. Under the assumption of chordality it is possible to use a closed-form
factorization of a distribution with respect to a Markov network, however, in non-chordal
cases the normalizing factor (or partition function) of these distributions is intractable
beyond toy-sized systems. Since the chordality assumption is restrictive and may seriously
bias learning of the dependencies among variables, considerable interest has been targeted
towards making also non-chordal networks tractable for applications. A revival of interest
has in particular arisen from the need to consider high-dimensional models in a ’large p,
small n’ setting (Lee et al., 2006; Ho¨fling and Tibshirani, 2009; Ravikumar et al., 2010;
Aurell and Ekeberg, 2012; Ekeberg et al., 2013).
In physics, Markov network models have traditionally been fitted using the mean-field
approximation, which has only recently started to become superceded by more elaborate
approaches, such as the pseudo-likelihood method (Aurell and Ekeberg, 2012; Ekeberg et al.,
2013). The pseudo-likelihood approach was originally motivated by the difficulties of max-
imizing the likelihood function for lattice models (Besag, 1972) and it simplifies the model
fitting by a factorization of the likelihood over local neighborhoods of the random variables
involved in the modeled system.
High-dimensional Markov networks usually necessitate some form of regularization to
make the pseudo-likelihood estimation problem feasible to solve. Some of the currently
available methods necessitate the use of a tuning parameter to adapt the level of regulariza-
tion for a particular dataset. The value of the tuning parameter can then be optimized for
example by cross-validation. Here we introduce a Bayesian version of the pseudo-likelihood
approach to learn the structure of a Markov network without assuming chordality. Our
method enables an automatic regularization of the resulting model complexity through
marginalization over the nuisance parameters in the model.
The structure of the remaining article is as follows. In the next section the basic prop-
erties of Markov networks are reviewed and the structure learning problem is formulated in
Section 3. In Section 4, we introduce the marginal pseudo-likelihood (MPL) score and prove
consistency of the corresponding structure estimator. Algorithms for optimizing the MPL
score for a given dataset are derived in Section 5 and the penultimate section demonstrates
the favorable performance of our method against other popular recent alternatives. The
last section provides some additional remarks and conclusions.
2. Markov networks
We consider a set of d discrete random variables X = {X1, . . . , Xd} where each variable Xj
takes values from a finite set of outcomes Xj . A Markov network over X is a undirected
probabilistic graphical model that compactly represents a joint distribution over the vari-
ables. The dependence structure over the d variables is specified by an undirected graph
G = (V,E) where the nodes V = {1, . . . , d} correspond to the indices of the variables X
and the edge set E ⊆ {V × V } represents dependencies among the variables. We will use
the terms node and variable interchangeably throughout this article. The complete set of
undirected graphs is denoted by G.
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A node i is a neighbor of j (and vice versa) if {i, j} ∈ E and the set of all neighbors
of j is called its Markov blanket, which is denoted by mb(j) = {i ∈ V : {i, j} ∈ E}. A
clique in a graph is a subset of nodes, C ⊆ V , for which every pair of nodes are connected
by an edge, that is {i, j} ∈ E if i, j ∈ C. A clique is considered maximal if it cannot be
extended by including an additional node without violating the clique criterion. The set of
maximal cliques associated with a graph is denoted by C(G). The variables corresponding
to a subset of nodes, S ⊆ V , are denoted by XS = {Xj}j∈S and the corresponding joint
outcome space is specified by the Cartesian product XS = ×j∈SXj . The cardinality of an
outcome space is denoted by |XS |. We use a lowercase letter xS to denote that the variables
have been assigned a specific joint outcome in XS . A dataset x = (x1, . . . ,xn) refers to a
collection of n i.i.d. complete joint observations xk = (xk,1, . . . , xk,d) over the d variables,
that is xk,j ∈ Xj for all k and j.
In addition to the graph, to fully specify a Markov network one must also define a
probability distribution that satisfies the restrictions imposed by the graph G. We restrict
the models to positive and faithful distributions unless otherwise mentioned. A distribution
is said to be faithful to G if it does not satisfy any additional independencies that are not
conveyed by the graph. In this case G can be considered a true representation in the sense
that no artificial dependencies are introduced. We use θG to denote the set of parameters
describing a distribution of a model with graph G. The parameter space ΘG contains all
possible instantiations of θG corresponding to a distribution satisfying G. Finally, we use
p(xA | xB) as an abbreviated notation for the conditional probability p(XA = xA | XB =
xB), while p(XA | XB) represents the corresponding family of conditional distributions.
The concept of graphical models is based on the assumption of modularity manifested
in the factorization of the joint distribution. In particular, the (positive) joint distribution
of a Markov network can be factorized over the maximal cliques in the graph according to
p(x) =
1
Z
∏
C∈C(G)
φ(xC) (1)
where φ(xC) : XC → R+ is a clique factor (or potential) and Z =
∑
x∈X
∏
C∈C(G) φ(xC) is
a normalizing constant known as the partition function. Markov networks are often also
parameterized in terms of a log-linear model in which each clique factor is replaced by an
exponentiated weighted sum of features according to
p(x) =
1
Z
exp
 ∑
fK∈F
wKfK(xK)
 (2)
where F = {fK} is the set of feature functions and W = {wK} is the corresponding set of
weights. A feature function fK : XK → R maps each value xK ∈ XK for some K ⊆ V to
a numerical value, typically it is in the form of an indicator function that equals 1 if the
value matches a specific feature and 0 otherwise. Every Markov network can be encoded as
a log-linear model by defining a feature as an indicator function for every assignment of XC
for each C ∈ C(G). In this case, the weights in (2) correspond to the natural logarithm of
the clique factors in (1). Conversely, a log-linear model over X implicitly induces the graph
of a Markov network by imposing an edge {i, j} for every pair of variables appearing in the
same domain of some feature function fK(xK), that is {i, j} ∈ E if {i, j} ⊆ K.
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The absence of edges in the graph G = (V,E) of a Markov network encodes statements of
conditional independence. The variables XA are conditionally independent of the variables
XB given the variables XS if p(XA | XB, XS) = p(XA | XS) holds. We denote this by
XA ⊥ XB | XS .
The dependence structure of a Markov network can be characterized by the following
Markov properties:
1. Pairwise Markov property: Xi ⊥ Xj | XV \{i,j} for all {i, j} 6∈ E.
2. Local Markov property: Xi ⊥ XV \{mb(i)∪i} | Xmb(i) for all i ∈ V .
3. Global Markov property: XA ⊥ XB | XS for all disjoint subsets (A,B, S) of V such
that S separates A from B.
Although the strength of the above properties differ in general, they are proven to be
equivalent under the current assumption of positivity of the joint distribution (Lauritzen,
1996). While the last property is sufficient in the sense that it captures the entire set of
independencies induced by a network, the first two properties are also useful since they
allow one to focus on smaller sets of independencies. In particular, our MPL approach for
structure learning is based on the local Markov property.
3. Structure learning
There are two main tasks associated with fitting graphical models to data; parameter esti-
mation and structure learning. In this work, we focus entirely on the latter. By structure
learning, we refer to the process of deducing the dependence structure from a set of data as-
sumed to be generated from an unknown Markov network. The structure learning problem
can be considered a model class learning problem in the sense that each specific structure
alone represents a class of models. In many applications, the structure is a goal in itself in
the sense that one wants merely to gain a qualitative insight into the dependence structure
of an underlying process. However, given a known structure, the problem of model parame-
ter estimation is simplified. Hence, if the distribution needs also to be explicitly estimated,
this can be achieved by using any of the several existing methods conditional on the fixed
structure learned by our approach.
3.1 Hypothesis space
When learning the structure of a Markov network the considered space of model classes,
or hypothesis space, can be formulated in terms of different degrees of granularity (Koller
and Friedman, 2009). The most fine-grained structure learning methods aim at recovering
distinct features in the log-linear parameterization (2), this approach is commonly referred
to as feature selection (Pietra et al., 1997; Lee et al., 2006; Ho¨fling and Tibshirani, 2009;
Ravikumar et al., 2010; Lowd and Davis, 2014). The advantage of a very detailed structure
is that it enables the model to better emulate the properties of a distribution without
imposing redundant parameters. One possible drawback of this formulation is the risk of
overfitting the structure through long specialized features. Since every pair of variables in a
4
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feature results in an edge, such parameterizations can obscure the connection to the graph
structure in the sense that sparsity in the number of features does not in general correspond
to sparsity in the number of edges in the graph. In contrast to the very specific feature
selection problem, the model space of our approach is formulated directly in terms of the
graph structure alone and the complexity of a model is defined by the size of the maximal
cliques in the network.
Although dense graphs are not necessarily unfavorable, there are several situations where
a sparse graph is preferred. In particular, when the ultimate goal is knowledge discovery, a
dense graph may in the worst case hide the primary layer of the dependency pattern. An-
other important aspect is the feasibility of performing probabilistic inference in the model.
One of the main inference tasks for graphical models is the process of computing the poste-
rior probability of a list of query variables given some observed variables. Inference methods
designed for this purpose often exploit the sparsity of the graph structure and dense graphs
inevitably hamper the efficiency of such algorithms.
3.2 Different approaches
Structure learning methods can roughly be divided into two categories; constraint-based and
score-based methods. Constraint-based approaches aim at inferring the structure through a
series of independence tests based on the Markov properties, (Spirtes et al., 2000; Tsamardi-
nos et al., 2003; Bromberg et al., 2009; Anandkumar et al., 2012). This approach is appeal-
ing in the sense that the independently performed tests can be combined into a structure
through a divide-and-conquer approach. Under the assumptions that the distribution is
faithful to graph structure and that the tests are correct, the true structure can be re-
constructed. However, constraint-based approaches can be quite sensitive to failures in
individual tests in the sense that a wrong answer from an independence test can mislead
the network construction procedure (Koller and Friedman, 2009). In practice, rather large
sample sizes may be required for the independence tests to yield correct answers.
The score-based approach formulates structure learning as an optimization problem.
One defines an objective or score function according to which the plausibility of each candi-
date in the model space can be evaluated. Since score functions consider the whole structure
at once, they can be less sensitive to individual failures. The disadvantage of the score-based
approach is that it usually requires use of an optimization algorithm. This poses an obvi-
ous problem since the search space for d nodes consists of 2ˆ
(
d
2
)
distinct undirected graphs.
Finding the global optimum in such enormous combinatorial spaces becomes intractable al-
ready for moderate-sized models. For this reason, a selection of heuristic search algorithms
have been developed for the sole purpose of finding high-scoring networks and many of them
have been shown to work well in practice.
The most commonly used objective function is the likelihood of the data given a graph,
l(θG; x) = p(x | θG) =
n∏
k=1
p(xk | θG),
or, in practice, the corresponding log-likelihood function,
`(θG; x) = log l(θG; x).
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By maximizing the (log-)likelihood, the model fit to the data is maximized. Although
there exists no analytical solution for non-chordal Markov networks, the concavity of the
likelihood function enables it to be maximized by numerical optimization for moderate-sized
models. The maximum likelihood alone is not an appropriate objective function since it
obtains its maximum value under the complete graph due to noise in the data. One option
is to constrain the expressiveness of the graphs in the model space, for example by only
considering tree structures (Chow and Liu, 1968). A problem with such a constraint is
that it may easily end up limiting the model space to networks not suitable for modeling
the data. A more popular approach is to regulate the fit by adding a sparsity-promoting
penalty function to the log-likelihood (Akaike, 1974; Schwarz, 1978; Lee et al., 2006).
In contrast to the above methods where the complexity of a model is penalized explicitly,
the Bayesian framework provides an alternative by implicitly preventing overfitting. In the
Bayesian approach a graph is scored by its posterior probability given the data,
p(G | x) = p(x | G) · p(G)
p(x)
. (3)
In practice it suffices to consider the unnormalized posterior probability
p(G,x) = p(x | G) · p(G), (4)
since p(x) is a normalizing constant that can be ignored when comparing graphs. The key
factor of (4) is p(x | G) which is the marginal likelihood (ML) of the data given the network
structure (also called the evidence). To evaluate the ML, one must integrate the likelihood
function over all parameter values satisfying the restrictions imposed by the graph according
to
p(x | G) =
∫
ΘG
l(θG; x) · f(θG)dθG, (5)
where f(θG) is a prior distribution that assigns a weight to each θG ∈ ΘG. Since the ML
accounts for the parameter uncertainty through the prior, it implicitly regulates the fit to
the data against the complexity of the network.
A drawback of the ML is that it is extremely hard to evaluate for non-chordal Markov
networks. For this reason various penalized maximum likelihood objectives have naturally
been preferred. In particular, Schwarz (1978) introduced the Bayesian information criterion
(BIC) as an asymptotic approximation of the ML. Still, due to the partition function, even
maximum likelihood based techniques become intractable for larger models and require use
of approximate inference. Therefore, in the next section we derive an alternative Bayesian-
type score applicable also to very large systems.
Given a scoring function, it is still necessary to specify a search algorithm to find high-
scoring networks since the discrete search space is in general too large for an exhaustive
evaluation. To avoid the discrete nature of the model space, Lee et al. (2006) introduced an
L1-based penalty to reformulate the structure learning problem as a convex optimization
problem over the continuous parameter space. This is an elegant technique that has been
further developed (Ho¨fling and Tibshirani, 2009; Ravikumar et al., 2010) for the special
class of binary pairwise Markov networks for which the method is especially well-suited.
Each edge in such a network is associated with a single parameter and forcing an edge
6
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parameter to zero is equivalent to removing the corresponding edge from the network. In
fact, in this case the problem formulation of feature selection and graph structure discovery
are equivalent due to the one-to-one correspondence between edges and features. For more
general networks, sparsity must be enforced to groups of parameters in order to achieve
sparsity in the number of edges in the resulting graph (Schmidt and Murphy, 2010). For
the direct approach of Lee et al. (2006) the issue of maximizing the likelihood function still
remains.
The main difference between constraint- and score-based methods is the level at which
they approach the problem (Koller and Friedman, 2009). Score-based methods works on
a global level by considering the whole structure at once. This makes them less sensitive
to individual failures but has a negative effect on their scalability. The local approach of
constraint-based methods allows them to scale up well but it makes them more sensitive
to failures in the individual tests. Although the MPL as such would fall into the score-
based category, under the optimization strategy introduced in Section 5, our MPL method
is rather a hybrid by which we aim to achieve scalability as well as reliable performance.
4. Marginal pseudo-likelihood
In order to avoid problems associated with the evaluation of the true likelihood function,
one can preferably use alternative objectives that possess favorable properties from a com-
putational perspective. In this work we consider the commonly used pseudo-likelihood,
originally introduced by Besag (1972), from a Bayesian perspective.
4.1 Derivation
The pseudo-likelihood function approximates the likelihood function by a factorization into
conditional likelihood functions according to
pl(θ; x) =
n∏
k=1
d∏
j=1
p(xk,j | xk,V \j , θ).
For a fixed graph structure G, the local Markov property implies that a variable in a Markov
network is independent of the remaining variables given its Markov blanket such that
p(Xj | XV \j , G) = p(Xj | Xmb(j), G)
must hold. Consequently, the pseudo-likelihood for a fixed graph is given by
pl(θG; x) =
n∏
k=1
d∏
j=1
p(xk,j | xk,mb(j), θG). (6)
In terms of the log-linear parameterization (2), the pseudo-likelihood approximation offers
huge computational savings compared to the true likelihood since the global normalizing
constant in the likelihood function is replaced by d local normalizing constants. By replacing
the likelihood with the pseudo-likelihood, methods originally based on the maximum like-
lihood have been extended to work on larger systems. For example, the pseudo-likelihood
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approximation of Ho¨fling and Tibshirani (2009) and the closely related method by Raviku-
mar et al. (2010) highlight how the original idea of Lee et al. (2006) can be extended to
higher dimensions. Ji and Seymour (1996) and Csisza´r and Talata (2006) both derived
a pseudo-likelihood version of the Bayesian information criterion by Schwarz (1978). An
encouraging aspect is that several pseudo-likelihood approaches have been shown to enjoy
consistency under the assumption that the data is generated by a distribution in the model
class (Ji and Seymour, 1996; Csisza´r and Talata, 2006; Ravikumar et al., 2010).
From a Bayesian perspective, the structural form of (6) offers an interesting possibility.
In fact, under certain assumptions it enables an analytical evaluation of the integral
pˆ(x | G) =
∫
ΘG
pl(θG; x) · f(θG)dθG (7)
which is here referred to as the marginal pseudo-likelihood (MPL). We parameterize the
conditional probabilities associated with the pseudo-likelihood function of a graph by
θijl = p(Xj = x
(i)
j | Xmb(j) = x(l)mb(j)) where θijl > 0 and
rj∑
i=1
θijl = 1. (8)
The indices i = 1, . . . , rj and l = 1, . . . , qj , where rj = |Xj | and qj = |Xmb(j)| =
∏
i∈mb(j) ri,
represent the configurations of the variable and its respective Markov blanket. The above set
of graph-specific parameters is by no means a compact representation of a Markov network,
in fact, it is a quite crude over-parameterization. Rather than actual model parameters,
they should be considered temporary nuisance parameters, used solely for computational
convenience, in solving the structure learning problem. Similarly as above, we denote the
counts of the corresponding configurations in x by
nijl =
n∑
k=1
I
[
(xk,j , xk,mb(j)) = (x
(i)
j , x
(l)
mb(j))
]
and njl =
rj∑
i=1
nijl.
The pseudo-likelihood function can now be expressed in terms of our above notation by
pl(θG; x) =
d∏
j=1
qj∏
l=1
rj∏
i=1
θ
nijl
ijl . (9)
Under the current parameterization it is easy to make out certain structural similarities
between the above pseudo-likelihood function and the likelihood function of a Bayesian
network under a standard conditional parameterization (see e.g. Koller and Friedman, 2009).
In a Bayesian network the l-index would be associated with configurations of parent sets
instead of configurations of Markov blankets. The parent sets must be such that they
satisfy the acyclicity constraint imposed by a DAG whereas the Markov blankets must be
mutually consistent. Under certain assumptions listed by Heckerman et al. (1995) the ML
of a Bayesian network has a nice analytical expression that factorizes variable-wise making
it attractive for the task of structure learning. Using a corresponding set of assumptions
we would like to achieve something similar for the ML. We consider the parameters defined
in (8) in terms of the sets
θjl = ∪rji=1{θijl}, θj = ∪qjl=1{θjl}, and θG = ∪dj=1{θj}.
8
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One of the fundamental assumptions behind the ML for Bayesian networks is an assumption
regarding global and local parameter independence (Assumption 2, Heckerman et al., 1995).
This assumption ultimately justifies a factorization of the parameter prior. We need to
factorize the parameter prior in (7) in a corresponding fashion according to
f(θG) =
d∏
j=1
f(θj) =
d∏
j=1
qj∏
l=1
f(θjl),
implying that θj ⊥ θj′ for j 6= j′ (global parameter independence) and θjl ⊥ θjl′ for l 6= l′
(local parameter independence). Whereas parameter independence can be a quite reason-
able assumption in a Bayesian network parameterization, in our case it directly violates
the properties of a Markov network. The conditional distributions, represented by our pa-
rameters, are connected to each other in the sense that they must satisfy certain algebraic
relations for them to be consistent with a Markov network. We do not elaborate on these
relations but we note that they directly translate to restrictions between the corresponding
parameter sets. At this point, the parameter independence assumption is mainly justi-
fied by the induced computational savings. In Section 4.4 we discuss the implications of
the assumption more in detail from another perspective. Another fundamental assump-
tion, necessary for our derivation, is to restrict each parameter set θjl to follow a Dirichlet
distribution
θjl ∼ Dirichlet(α1jl, . . . , αrjjl),
where α1jl, . . . , αrjjl are hyperparameters for which we denote αjl =
∑rj
i=1 αijl.
Under the established assumptions, the integral in (7) can be reordered into a product
of local integrals. Since the Dirichlet distribution is a conjugate prior of the multinomial
distribution, each local integral is easily solved using standard Bayesian calculations:
pˆ(x | G) =
∫
ΘG
pl(θG; x) · f(θG)dθG
=
d∏
j=1
qj∏
l=1
∫
Θjl
rj∏
i=1
θ
nijl
ijl · f(θjl)dθjl
=
d∏
j=1
qj∏
l=1
Γ(αjl)
Γ(njl + αjl)
rj∏
i=1
Γ(nijl + αijl)
Γ(αijl)
In practice, the logarithm of the formula is used since it is computationally more manage-
able.
To evaluate the above expression it is necessary to define the hyperparameters. We want
to specify a symmetric prior since we assume that there is no prior knowledge favoring one
parameter in {θ1jl, . . . , θrjjl} over any of the others. We achieve this by modifying a prior
originally defined for Bayesian networks by Buntine (1991) such that the hyperparameters
are determined according to
αijl =
N
|Xj | · |Xmb(j)|
=
N
rj · qj ,
where N is the equivalent sample size adjusting the strength of the prior.
9
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4.2 Properties
The MPL possesses several advantageous properties. The parameter prior offers a natural
regularization that prevents overfitting. Methods that explicitly penalize the degree of
regularization are sensitive to the choice of some tuning parameter, which usually has to be
determined empirically. In contrast, the MPL requires specification of the hyperparameters
in the Dirichlet distribution. In our formulation this boils down to setting a value on
the equivalent sample size N . Silander et al. (2007) show that the maximum a posteriori
(MAP) Bayesian network structure optimization problem is indeed sensitive to the choice
of value on the equivalent sample size parameter. Due to the similarity between the MPL
and the BDeu score considered in Silander et al. (2007), one would expect the MPL to
display a similar behavior. In this work we primarily focus on the setting where N = 1,
and simulations are used to demonstrate the adequacy of this choice.
An important property preferably satisfied by a scoring function is consistency. By
consistency we mean that, under the assumption that the generating distribution is faithful
to a Markov network structure, the score will favor the true graph when the sample size
tends to infinity. The following theorem establishes that MPL is indeed a consistent scoring
function for Markov networks.
Theorem 1 Let G∗ ∈ G be the true graph structure, of a Markov network over (X1, . . . , Xd),
with the corresponding Markov blankets mb(G∗) = {mb∗(1), . . . ,mb∗(d)}. Let θG∗ ∈ ΘG∗
define the corresponding joint distribution which is faithful to G∗ and from which a sample
x of size n is obtained. The local MPL estimator
m̂b(j) = arg max
mb(j)⊆V \j
p(xj | xmb(j))
is consistent in the sense that m̂b(j) = mb∗(j) eventually almost surely as n → ∞ for
j = 1, . . . , d. Consequently, the global MPL estimator
Gˆ = arg max
G∈G
pˆ(x | G)
is consistent in the sense that Gˆ = G∗ eventually almost surely as n→∞.
Proof See Appendix A.
Although consistency alone is a reassuring theoretical property, it is also important to
recognize its limitations. In particular, the assumptions under which the result is obtained
rarely hold in practice. Therefore it is important to investigate how well the MPL performs
in practice. In Section 6 we do a series of large-scale numerical simulations to investigate how
well the MPL performs in combination with the search algorithms introduced in Section 5.
Before that, we conduct a small-scale simulation study to gain an insight into the behavior
of the MPL both when it comes to choosing the optimal graph as well as ranking the most
plausible graphs.
In the first part of the experiment we restrict the model space to chordal graphs. By
doing so we can calculate the ML of each considered graph and compare it to the MPL. The
ML of a chordal graph is usually calculated by factorizing the likelihood according to the
maximal cliques and separators of the graph (see e.g. Corander et al., 2008), however, there
10
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(a) (b) (c)
Figure 1: Graphs used in the simulations in Section 4.2.
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Figure 2: Comparison of the MPL and ML graph rankings for different sample sizes. In (a)
the similarity of rankings are compared for the top ranked graph and the 100 top ranked
graphs. In (b) the average FP and FN rates are compared for the 100 top ranked graphs.
is an alternative approach. To any chordal graph, there exists a collection of Markov equiv-
alent DAGs, each encoding an equivalent dependence structure as the undirected graph.
We can therefore evaluate the ML of an undirected chordal graph by the BDeu metric
(Buntine, 1991) of one of the equivalent DAGs. Since the BDeu metric assigns the same
score to all Markov equivalent DAGs, it does not depend on which DAG being picked for
evaluation. The main advantage of the DAG-based approach is that the structural form
of the ML is similar to the MPL since the factorization of the likelihood and the choice
of hyperparameters are done analogously. Consequently, we can apply both methods un-
der fairly similar conditions such that the different behaviors are primarily due to different
fundamental characteristics of the score functions.
First, we used the graph in Figure 1a as base for the generating model. The number of
possible graphs over six nodes is 2ˆ
(
6
2
)
= 32768 and 18154 of these are chordal. To generate
a distribution according to a graph, we assigned values to the maximal clique factors in
(1) by independently sampling from a uniform distribution over (0, 1). We generated ten
distributions and for each distribution we generated ten samples. The final results are thus
averaged over hundred samples. We performed an exhaustive evaluation of the chordal
graphs and listed the hundred highest ranked graphs for the respective score.
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Figure 3: Comparison of the MPL and ML top ranked graph for the graphs in Figure 1.
The success rate, which is plotted against the sample size, refers to the rate at which the
correct graph is identified except for in (c) where the ML success rate refers to the rate at
which the top ranked graph contains all the true edges.
To begin with, we consider the similarity of the rankings. Figure 2a illustrates the rate
at which the ML and MPL scores agree on the top graph as well the percentage of graphs
included in both of the top 100 rankings. With an increased sample size, the two scores show
an increased conformity in how they rank the graphs. To further investigate the differences,
Figure 2b illustrates the average rate of falsely added edges (False Positives, FPs) and
falsely omitted edges (False Negatives, FNs) among the 100 top ranked graphs. Although
the overall error rates are quite similar, there is a key difference between the MPL and the
ML which is nicely illustrated by the figure. Since the MPL in a sense over-determines the
dependence structure, it is more conservative in terms of adding edges. This phenomenon
is clearly reflected by the MPL consistently having a lower false positive rate and a higher
false negative rate than the ML. The difference becomes less distinct for larger sample sizes
which is in concordance with Figure 2a.
One drawback of the above mentioned characteristic is that it makes the MPL less sample
efficient than the ML in terms of identifying the correct graph. In Figure 3a we have plotted
the rate at which the true graph was ranked as optimal by the respective score. Although
the curves eventually converge for large enough sample sizes, the ML outperforms the MPL
for all the considered sample sizes. This weakness is exaggerated for graphs containing large
Markov blankets compared to the maximal clique sizes. As an ultimate example of this,
consider the star graph in Figure 1b for which there is one hub node connected to all the
other nodes. In Figure 3b we see that the ML has a clear advantage over the MPL, for
this type of graph, for limited sample sizes. Still, the curves will eventually converge as
confirmed by Theorem 1.
As expected, the ML is to be preferred over the MPL when it comes to picking the
optimal chordal graph. However, we conclude this section by giving an example that illus-
trates the importance of going beyond chordal graphs, which for larger systems only make
up a small fraction of the graph space. In the last experiment we also consider non-chordal
graphs. In particular, we based our generating model on the non-chordal graph in Figure
1c. Since the ML can only be evaluated for chordal graphs, it cannot discover the true
graph. Therefore, we change the criterion for success for the ML by looking at the true
12
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positives. If the top ranked graph contains all of the true edges, we consider it to be correct.
In this setup the MPL clearly outperforms the ML as seen in Figure 3c. This is a natural
consequence considering that the ML needs to add three spurious edges in order to form
a chordal graph that contains all the true edges. As in the previous case, the curves will
eventually converge for large enough sample sizes. Still, a model based on a graph with
spurious edges contains redundant parameters which inevitably destabilize a subsequent
parameter estimation process.
4.3 Computational complexity
Whereas the computational complexity of the ML is determined by the size of the maximal
cliques, the computational complexity of the MPL is determined by the size of the Markov
blankets. The (log-)MPL is calculated by the sum
log pˆ(x | G) =
d∑
j=1
log p(xj | xmb(j), G)
=
d∑
j=1
qj∑
l=1
log p(xj | x(l)mb(j), G)
=
d∑
j=1
qj∑
l=1
[
log Γ(αjl)− log Γ(njl + αjl) +
rj∑
i=1
[log Γ(nijl + αijl)− log Γ(αijl)]
]
,
which consists of
∑d
j=1 qj(2+2rj) terms. Since rj = |Xj | does not depend on the graph, the
number of terms, associated with a node j, is mainly determined by the number of Markov
blanket configurations, qj , which grows exponentially with the size of the Markov blanket.
Thereby, the complexity of calculating the MPL of a graph is to a high extent determined
by the maximal Markov blanket size. Still, it is important to note that the partial sum
log p(xj | x(l)mb(j), G) = log Γ(αjl)− log Γ(njl + αjl) +
rj∑
i=1
[log Γ(nijl + αijl)− log Γ(αijl)] ,
does not contribute to the MPL if the corresponding Markov blanket configuration is not
represented in the data. Consequently, the maximum number of terms evaluated by a non-
naive implementation is
∑d
j=1 min(qj , n)(2 + 2rj) where n is the number of observations
in the dataset. Furthermore, for a large Markov blanket of node j, the number of distinct
configurations present in a dataset is, in practice, usually far less than min(qj , n).
If we look at the MPL from an optimization perspective, it is easy to see that its variable-
wise decomposition makes it a convenient candidate for search algorithms based on local
changes. To compare the plausibility of two graphs, G1 = (V,E1) and G2 = (V,E2), we can
calculate the ratio of their MPLs,
K(G1, G2) =
pˆ(x | G1)
pˆ(x | G2) ,
or equivalently the log-ratio,
logK(G1, G2) = log pˆ(x | G1)− log pˆ(x | G2),
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which is basically the pseudo-version of log-Bayes factor or the log-Bayes pseudo-factor.
Assume there is a single edge difference,
{E1 ∪ E2} \ {E1 ∩ E2} = {i, j},
between the graphs. This implies that mb(i) and mb(j) are the only Markov blankets that
differ in the two graphs. Consequently, log-Bayes pseudo-factor is simply evaluated by
logK(G1, G2) = log p(xi | xmb(i), G1) + log p(xj | xmb(j), G1)−
log p(xi | xmb(i), G2)− log p(xj | xmb(j), G2)
since the rest of the terms cancel each other out.
4.4 Related work
In addition to the asymptotically equivalent PIC (see proof of Theorem 1) by Csisza´r and
Talata (2006), the MPL is very closely related to a class of models known as dependency
networks (Heckerman et al., 2001). In fact, the general concept of using pseudo-likelihood
for Markov networks has an alternative interpretation in terms of this class of models.
The distribution of a dependency network is, like a Bayesian network, represented by
variable-wise conditional distributions in a pseudo-likelihood type manner. The directed
graph of a dependency network may thus, in contrast to a Bayesian network, contain cy-
cles. A dependency network does not in general represent a consistent distribution in the
sense that the local distribution cannot be inferred from a joint distribution over all the
variables. Consequently, one must rely on Gibbs sampling to perform inference in such mod-
els. In contrast to dependency networks, Markov networks always represent a consistent
distribution. Still, any Markov network with the undirected graph G can be represented
by a consistent dependency network with a symmetric directed graph containing the same
structural adjacencies as G (Theorem 1 & 4 Heckerman et al., 2001).
The obvious advantage of dependency networks in terms of structure learning is that
the local structure of each node can be learned independently of the rest of the network.
The local structures can be inferred using a variety of regression-based techniques. In
particular, Heckerman et al. (2001) model the local structures using probabilistic decision
trees in conjunction with a Bayesian score originally derived by Friedman and Goldszmidt
(1996) for the purpose of including context-specific independence in the learning process of
Bayesian networks. Lowd and Davis (2014) converted this approach into a feature selection
method by transforming the trees into features of a Markov network. The authors mention
the risk of overfitting by generating long specialized features. Due to the feature-edge
relation described in Section 2, the implication of such overfitting would be emphasized in
terms of graph structure discovery.
The logistic regression approach of Ravikumar et al. (2010) is another method that has
a natural interpretation in terms of the dependency network framework. The solutions of
the separate regression problems represent a structure of a general dependency network and
must be made symmetric in order to be consistent with a structure of a Markov network.
In contrast, the problem formulation in the closely related approach by Ho¨fling and Tib-
shirani (2009) ensures that the network is kept symmetric and even consistent during the
optimization process.
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Our MPL can be interpreted as the ML of a symmetric dependency network under the
standard conditional parameterization defined in (8). Without the parameter independence
assumption, the MPL would correspond to the ML of a consistent dependency network un-
der our parameterization. This would make up a very natural option for objective function
if it could be evaluated efficiently. Still, the goal of the MPL is to learn a graph structure
rather than a specific model. If merely considering the dependence structure, each graph
of a Markov network has an equivalent counterpart in terms of a symmetric dependency
network structure. Therefore it makes sense to enforce consistency among the Markov
blankets, that is, to only consider symmetric dependency networks. In contrast to a general
dependency network, the MPL evaluates the inclusion of an edge {i, j} by comparing the
potential benefit from adding j to mb(i) against the potential loss of adding i to mb(j).
5. MPL optimization
The straightforward global MPL-based optimization problem is formulated by
arg max
G∈G
log pˆ(x | G) + log p(G) (10)
where p(G) is the graph prior distribution which can account for any prior belief regarding
for example the degree of sparsity. To maintain the useful structure of the MPL, the prior
must follow a similar decomposition. This is achieved by defining the prior in terms of
mutually independent prior beliefs on the individual Markov blankets. In Section 6.3 we
give an example of such a prior, however, in the remainder of the section we assume a
uniform prior and the term p(G) is therefore omitted. Still, the methods presented in this
section are also directly applicable under any prior that follows the same decomposition as
the MPL.
Due to rapidly growing size of the discrete optimization space, the global optimization
problem (10) is clearly intractable already for moderate-sized systems. Hence, we need to
construct an algorithm that finds approximate solutions of satisfactory quality in a reason-
able time. To ensure applicability in a genuinely high-dimensional setting, the algorithm is
designed to exploit the structural decomposition of the MPL by breaking down the problem
into two steps instead of directly approaching the global problem (10).
Since each graph G is uniquely specified by its collection of Markov blankets mb(G) =
{mb(j)}dj=1, we can reformulate (10) as
arg max
mb(G)∈×j∈V P(V \j)
d∑
j=1
log p(xj | xmb(j))
subject to i ∈ mb(j)⇒ j ∈ mb(i) for all i, j ∈ V
(11)
where P(V \ j) is the power set of V \ j representing all possible Markov blankets of node j.
From (11) it is easy to see that our problem is basically made up of d dependent subproblems
that are connected through the consistency constraint. By omitting the constraint we
remove the dependence among the subproblems and obtain the relaxed problem
arg max
mb(G)∈×j∈V P(V \j)
d∑
j=1
log p(xj | xmb(j)). (12)
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Since the d subproblems now are independent of each other, we can finally reformulate (12)
by breaking it down into a collection of stand-alone Markov blanket discovery problems,
arg max
mb(j)⊆V \j
log p(xj | xmb(j)) for j = 1, . . . , d, (13)
which can be solved completely in parallel considerably improving real time efficiency. Since
each individual subproblem in itself is still intractable, in Section 5.1 we introduce an
efficient deterministic search algorithm that gives an approximate solution.
The relaxation step shifts the focus from the strictly score-based view in (10) towards a
constraint- or regression-based view, or in terms of dependency networks, from symmetric
to general. It is worth noticing that the consistency result established in Theorem 1 still
holds under the relaxed problem formulation.
By solving the relaxed problem we usually obtain a solution inconsistent with a Markov
network structure. We could simply post-process the solution using either a ∧ (and) crite-
rion,
E∧ = {{i, j} ∈ {V × V } : i ∈ mb(j) ∧ j ∈ mb(i)}
or a ∨ (or) criterion,
E∨ = {{i, j} ∈ {V × V } : i ∈ mb(j) ∨ j ∈ mb(i)}.
These criteria are quite standard among constraint- or regression-based methods, however,
neither of them is quite satisfactory from an MPL optimization perspective. Therefore we
propose a second optimization phase whose goal is to combine the inconsistent Markov
blankets from the first phase into a coherent structure which is MPL-optimal on a reduced
model space determined by the relaxed solution.
More specifically, the edge set in E∨ is considered to be the result of a prescan that
identifies eligible edges. The original problem (10) is then solved with respect to the reduced
model space G∨ = {G ∈ G : E ⊆ E∨}, that is
arg max
G∈G∨
log pˆ(x | G).
The reduced model space G∨ is in general considerably smaller than G. In Section 5.2 we
discuss a method that under certain circumstances can solve the above problem exactly. In
Section 5.3 we describe a fast deterministic approximate algorithm that can be applied also
in situations when the exact method is infeasible.
5.1 Local Markov blanket discovery using greedy hill climbing
To solve the relaxed problem, we basically need a Markov blanket discovery algorithm whose
goal is to optimize the local MPL for each node independently of the solutions of the other
nodes. For this we use an approximate deterministic hill climbing procedure similar to the
interIAMB algorithm by Tsamardinos et al. (2003).
An outline of the algorithm is presented in Algorithm 1 and the general idea is as
follows. The algorithm is based on the two basic operations by which members are added
to or deleted from the Markov blanket. The method is initiated with the empty Markov
blanket and all other nodes are considered potential Markov blanket members. At each
16
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Algorithm 1 Procedure for optimizing the local MPL of a node using greedy hill climbing.
Procedure Markov-Blanket-Hill-Climb(
j, //Current node
x, //Complete dataset
)
1: mb(j), m̂b(j)← ∅
2: while m̂b(j) has changed
3: C ← V \ {mb(j) ∪ j}
4: mb(j)← m̂b(j)
5: for each i ∈ C
6: if log p(xj | xmb(j)∪i) > log p(xj | xm̂b(j))
7: m̂b(j)← mb(j) ∪ i
8: end
9: end
10: while m̂b(j) has changed & |m̂b(j)| > 2
11: mb(j)← m̂b(j)
12: for each i ∈ mb(j)
13: if log p(xj | xmb(j)\i) > log p(xj | xm̂b(j))
14: m̂b(j)← mb(j) \ i
15: end
16: end
17: end
18: end
19: return m̂b(j)
iteration it adds to the Markov blanket the node that induces the greatest improvement
to the local MPL and updates the set of potential members accordingly. When the size
of the Markov blanket grows larger than two, the algorithm interleaves each successful
addition-step with a deletion phase. In the deletion phase, the algorithm removes the node
that induces the largest improvement to score. The deletion-step is repeated until removal
of a node no longer increases the score or the size of the Markov blanket is smaller than
three. When the addition-phase is iterated through without a successful addition, a local
maximum has been reached, the algorithm terminates and returns the identified Markov
blanket.
To examine the computational complexity of the algorithm, we consider the cost of
performing an complete iteration where mb denotes the current Markov blanket. In the
addition phase, each of the d − 1 − |mb| candidate members needs to be evaluated by
calculating the local MPL for Markov blankets of size |mb| + 1. Say that a node is added
to the Markov blanket which is now of size |mb| + 1. In the first iteration of a potential
deletion phase, the removal of each of the |mb| + 1 Markov blanket members is evaluated
by calculating the local MPL for Markov blankets of size |mb|. In practice, the most lately
added node can be skipped in the first iteration. In a potential successive deletion step,
|mb| Markov blankets of size |mb| − 1 must be evaluated and so on.
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The recurring deletion-phase of the algorithm attempts to keep the size of the Markov
blanket as small as possible during the search in order to improve both sample and time
efficiency. Still, the computational cost of the method is strongly dependent on the size of
identified Markov blanket since a large Markov blanket naturally requires many iterations.
Furthermore, an iteration becomes more expensive as the current Markov blanket grows
larger since the cost of evaluating the local MPL is highly dependent on the size of the
Markov blanket (see Section 4.3).
5.2 Global graph discovery using pseudo-boolean optimization
There has recently been a considerable interest in use of computational logic algorithms
for structure learning of both Bayesian and Markov networks (Cussens, 2008; Bartlett and
Cussens, 2013; Corander et al., 2013; Berg et al., 2014; Parviainen et al., 2014). In this
section we describe how
arg max
G∈G∨
log pˆ(x | G) (14)
can be cast as a pseudo-boolean optimization (PBO) problem (Boros and Hammer, 2002)
which can be solved by existing mixed integer programming solvers such as the SCIP solver
(Berthold et al., 2009; Achterberg, 2009).
A PBO problem consists of an objective function and a set of (in)equality constraints
over boolean variables. To formulate our optimization problem as a PBO problem, we need
to introduce two types of propositional variables:
1. Edge variables: For each edge {i, j} ∈ E∨, a variable x{i,j} is introduced. If the
value of x{i,j} is 1 (true) in a solution, the associated edge is included in the graph.
If the value of x{i,j} is 0 (false), the associated edge is not included in the graph.
2. Markov blanket variables: Each node j is associated with a set of candidate
Markov blankets defined as all subsets of mb∨(j) which is the Markov blanket of node
j in G∨. Let dj be the number of nodes in mb∨(j). The Markov blanket candidates
are denoted by mbk(j) for k = 1, . . . ,mj where mj = 2
dj . For each candidate Markov
blanket, a variable xmbk(j) is introduced. If the value of xmbk(j) is 1 (true) in a solution,
the Markov blanket of node j is equal to mbk(j) in the graph. If the value of xmbk(j)
is 0 (false), the Markov blanket of node j is not equal to the k:th candidate.
Each complete instantiation of the edge variables will correspond to a distinct graph in
the considered graph space. The purpose of the edge variables is to ensure that the com-
bined Markov blankets correspond to a coherent graph structure. Consequently, we need
to connect the edge variables to the blanket variables in such a way that the value of blan-
ket variable is true if and only if all edge variables associated with edges induced by the
Markov blanket are true and the remaining edge variables are false. More formally, we need
to introduce a constraint corresponding to the propositional formula
xmbk(j) ↔ (x{v1,j} ∧ x{v2,j} ∧ · · · ∧ x{vl,j} ∧ ¬x{vl+1,j} ∧ ¬x{vl+2,j} ∧ · · · ∧ ¬x{vdj ,j}) (15)
where
{v1, . . . , vl} = mbk(j) and {vl+1, . . . , vdj} = mb∨(j) \mbk(j).
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If we now consider the variables taking on values 0 and 1 rather than false and true, the
above formula can be expressed as the pseudo-boolean equality constraint
xmbk(j) −
(
l∏
i=1
x{vi,j}
) dj∏
i=l+1
x¯{vi,j}
 = 0, (16)
where x¯{vi,j} = 1− x{vi,j}. For any assignment of the variables, it is clear that the value of
formula (15) is true if and only if constraint (16) is satisfied. For each node and Markov
blanket candidate, we add constraint (16) to the PBO problem. This will ensure that any
feasible instantiation of the introduced variables must coincide with a graph structure of a
Markov network.
The constraints expressed by equation (16) are sufficient on their own, however, to
facilitate the optimization process we also introduce the following constraint for each node:
mj∑
k=1
xmbk(j) = 1 (17)
By including constraint (17), we explicitly require that exactly one candidate is selected
for each node. Even though this is already implied by constraints (16), the implication
is not straightforward since the candidate variables are related to each other via the edge
variables. Consequently, to realize that any two given candidate variables of the same node
can not be true simultaneously, some of the edge variables need to be assigned. Therefore,
including constraint (17) helps the solver to tighten the bounds of the feasible region (and
objective function) early on.
Finally, we need to express our objective function. For this we introduce the Markov
blanket candidate weights
w(j, k) = −bK · log p(xj |xmbk(j))c
where K is a large positive integer. As required in a PBO objective function, the floor
function transforms the weights into integers. The objective function to be minimized can
now be expressed by
d∑
j=1
mj∑
k=1
w(j, k) · xmbk(j). (18)
With a large enough K, the solution to the PBO problem
arg min
mb(j)⊆mb∨(j)
j=1,...,d
d∑
j=1
mj∑
k=1
w(j, k) · xmbk(j), (19)
subject to constraint (16) (and (17)), is equivalent to the solution to the optimization
problem
arg min
mb(j)⊆mb∨(j)
j=1,...,d
−K
d∑
j=1
log p(xj | xmb(j)), (20)
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Algorithm 2 Procedure for optimizing the MPL using greedy hill climbing.
Procedure Graph-Hill-Climb(
G∨ //The considered graph space
x, //Complete dataset
)
1: G, Ĝ← ∅
2: while Ĝ has changed
3: G← Ĝ
4: for each G′ ∈ NG∨(G)
5: if pˆ(x | G′) > pˆ(x | Ĝ)
6: Ĝ← G′
7: end
8: end
9: end
10: return Ĝ
subject to the constraint in (11), which in turn is equivalent to the original optimization
problem (14).
The obvious advantage of this approach is that we are guaranteed to obtain the exact
(or global) solution to the problem. However, the method can only be applied in certain
situations since the number of variables and constraints for each node grows exponentially
with the number of the potential Markov blanket members. More specifically, the total
number of introduced boolean variables is |E∨| +
∑d
j=1 2
dj and the total number of intro-
duced equality constraints is d+
∑d
j=1 2
dj . In addition, the weight of each candidate must
be calculated and stored prior to the actual optimization. Consequently, the feasibility of
this approach depends strongly on the sizes of the Markov blankets in G∨. Hence, in the
next section we also introduce an alternative approximate algorithm that can be applied
also in intractable situations.
5.3 Global graph discovery using greedy hill climbing
The variable-wise factorization of the MPL makes it particularly well-suited for global search
algorithms based on local changes. As a stochastic option, the non-reversible MCMC-
based approach by Corander et al. (2008) is directly applicable for MPL optimization.
Here we propose a simple deterministic approach in form of a greedy hill climbing (HC)
algorithm which has also been used for learning Bayesian networks (see e.g. Heckerman
et al., 1995). Local edge change algorithms move between neighboring graph structures
during the optimization procedure. The set of neighbors of a graph G in a graph space G is
denoted by NG(G) and defined as all graphs in G that can be reached from G by a adding
or removing a single edge.
An outline of the algorithm is presented in Algorithm 2 and the general idea is as follows.
The empty graph is set as the initial graph and the considered optimization space is G∨. At
each iteration, all neighbors of the current graph are evaluated. At the end of the iteration,
we choose the highest scoring graph from the neighbors, assuming that it has a higher score
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than the current graph, and repeat the procedure. If no candidate among the neighbors has
a higher score than the current graph, a local maximum has been reached, the algorithm
terminates and returns the identified graph.
We examine the computational complexity of the proposed algorithm by considering the
calculations required at each iteration. The cost of evaluating the specified expressions was
discussed in Section 4.3. We show that, by implementing smart caching, the efficiency of
the algorithm can be improved considerably. Let Gt be the current graph at iteration t and
let G′t ∈ NG∨(Gt) differ with respect to the edge {i, j}. To compare G′t to Gt we calculate
the log-Bayes pseudo-factor
logK(G∗t , Gt) = log p(xi | xmb(i), G′t) + log p(xj | xmb(j), G′t)−
log p(xi | xmb(i), Gt)− log p(xj | xmb(j), Gt).
The above expression must be evaluated for each candidate in the neighbor set NG∨(Gt)
which has a maximum cardinality of
(
d
2
)
if all edges are included. However, since
log p(xi | xmb(i), Gt) and log p(xj | xmb(j), Gt)
are determined by the current graph, they can be stored and re-used. Consequently,
log p(xi | xmb(i), G′t) and log p(xj | xmb(j), G′t)
are the only terms that specifically need to be calculated to evaluate the neighbor associated
with the edge change {i, j}.
In the first iteration, d local MPLs with empty Markov blankets must be evaluated.
Additionally, each possible neighbor must be evaluated by calculating two local MPLs with
Markov blanket size one. In subsequent iterations, we can further exploit the decomposition
of the MPL by noting that most of the log-factors from the previous iteration remain
unchanged under the new current graph. In fact, the only edge changes that need to be
re-evaluated are those that overlap with the previous change. Say that the current graph
Gt was attained by adding (deleting) the edge between {k, l} to (from) Gt−1. In line with
earlier notation, let G′t−1 be the neighbor of Gt−1 that differs with respect to the edge {i, j}.
Given the context, we now have that
logK(G′t, Gt) = logK(G
′
t−1, Gt−1) if {i, j} ∩ {k, l} = ∅.
Consequently, after the initial iteration it suffices to re-evaluate only a small fraction of
the updated neighbor set. In the worst case, 2(d− 1) neighbors need to be evaluated even
though the maximum cardinality of the neighbor set of interest is
(
d
2
) − 1 when excluding
the graph from the previous iteration.
Under this optimization strategy, the MPL method is similar in spirit to the max-min hill
climbing algorithm for learning Bayesian networks by Tsamardinos et al. (2006). The main
difference is that both phases of our algorithm are derived from the notion of maximizing
a single underlying score.
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Network Grid Hub Loop Clique
Number of nodes 16 16 16 16
Number of edges 24 15 19 20
Average Markov blanket size 3.25 1.88 2.38 2.5
Maximum Markov blanket size 4 8 4 4
Chordal No Yes No Yes
Table 1: Properties of the graph components in Figure 4.
6. Experimental results
The main focus of this section is to empirically investigate the performance of the MPL
using the optimization algorithms from the previous section. To evaluate our approach in
a controlled setting, we compare it to other competitive methods on synthetic models as
well as real-world networks. Since the graph structures of the generating models are known,
it allows for a straightforward and fair assessment of the algorithms. To finally illustrate
the potential of our method, we also present a real high-dimensional knowledge discovery
problem on which our method is applied.
When the true structure of the generating network is known, the quality of an output
network is readily assessed by the number of errors in terms of FPs and FNs. As our main
measure of quality we consider the sum of FPs and FNs which is the Hamming distance
between the output and true network. Consequently, a low value on the Hamming distance
corresponds to structural resemblance to the true network and the minimum value of zero
is obtained for the correct graph. In addition to structural resemblance, we monitor the
execution times for the different methods.1 The total runtimes of all algorithms are reported
along with the maximum discovery time for a single Markov blanket. The maximum Markov
blanket discovery time would be the total real time required if the local problems were solved
in parallel rather than in serial fashion.
If not otherwise mentioned, we set the equivalent sample size parameter N = 1 which
results in a weak parameter prior. For the main part of the experiments, we set p(G) to
be uniform since we want to investigate how well the MPL alone performs as a metric for
graph structures.
6.1 Synthetic Markov networks
In this section we use synthetic models to generate datasets of different sizes to systemat-
ically compare the performance of the MPL combined with our optimization algorithms.
Moreover, we compare the MPL against different competing methods for structure learning
of Markov networks. For simplicity, we restrict the synthetic networks to be made up of
binary variables.
The synthetic graphs were formed by combining disconnected components in form of
the four 16-node graphs illustrated in Figure 4. These graphs represent different structural
characteristics present in realistic models and some of their properties are listed in Table
1. In particular, as already shown in Section 4.2, the hub network in Figure 4b represents
1. All experiments were carried out in Matlab except for the PBO, which was solved using the SCIP solver
(web site: http://scip.zib.de/). The experiments were performed on a standard PC architecture with
2.66GHz dual-core processors.
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(a)
(b)
(c)
(d)
Figure 4: Synthetic graphs used in Section 6.1: (a) Grid, (b) Hub, (c) Loop, and (d) Clique.
a structural characteristic that is especially hard to capture for the MPL even though it
is a rather simple tree structure. Initially, one replica of each subgraph was combined to
form a structure over 64 variables. This procedure was then repeated with 2, 4, and 8 repli-
cas to form network structures over 128, 256, and 512 variables, respectively. Each final
network structure thus contained all the structural characteristics present in the graph com-
ponents. The advantage of this approach is that the disconnected nature of the generating
networks facilitates the sampling procedure substantially since each distinct subnetwork can
be sampled directly from its corresponding joint distribution independently of the rest of
the network. In practice, a distribution was generated by randomly sampling the maximal
clique factors in (1). Each factor value φ(xC) was drawn, independently of the other values,
from a uniform distribution over (0, 1). Consequently, the strength of the dependencies
entailed by the edges may have varied considerably. To increase the stability of our results,
for each sample size and graph structure, we generated 10 distributions from each of which
10 datasets were sampled. In total, under each setup, we learned 100 model structures over
which the final results were averaged. The experiments were performed for sample sizes
ranging from 250 to 32000.
First we examine how our approximate algorithm, HC, performs in comparison with our
exact algorithm, PBO, in the second phase of the optimization process. Since the exact
method finds the globally MPL-optimal graph on the reduced graph space G∨, we can use
it as a gold standard to which we compare our approximate method. Since the feasibility of
the exact method is restricted by the output of the first phase, we need to filter out instances
that are not solvable in a reasonable time. We restricted the comparison to instances where
the total number of Markov blanket candidates is less than 15000. We also set a time limit
on the solver to 3600 seconds per instance. The following results are thus based on the
remaining solved instances (see Table 3 for more details).
In Figure 5a we have plotted the rate at which the two methods discover identical
solutions. In terms of the HC method, this corresponds to the rate at which the algorithm
succeeds in reaching the global optimum. As expected, the success rate grows with an
increased sample size. When given more observations the algorithm is more firmly guided
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Figure 5: Comparison of HC and PBO for different model sizes. In (a) the rate at which the
two methods reach identical solutions is plotted against the sample size. In (b) the average
Hamming distance between non-identical solutions is plotted against the sample size.
towards the optimal solution. In addition, the size of the optimization space is in general
smaller for larger sample sizes due to an increased conformity among the Markov blankets
from the initial phase. Overall, the HC method performs very well in identifying the optimal
solution for reasonable sample sizes. We now consider the instances where the optimal
solution was not reached by the HC method. In Figure 5b we have plotted the average
Hamming distance between the HC solution and the optimal solution for instances when
the two graphs were different. For all of the considered model sizes, the curves quickly
converge towards a Hamming distance of two which is the closest a local maximum can
be to the global maximum under our definition of neighboring graphs. As expected, the
approximate and exact solutions tend to resemble each other somewhat less for the more
extreme “large d, small n”-setups.
In the second part of the experiment, we compare the MPL against other structure
learning methods that are also applicable in high dimensions. We limit the MPL approach
to the less computationally expensive HC algorithm, which we from now on simply refer to
as the MPL method. The other methods used in the comparison are the following:
• PIC: The PIC criterion by Csisza´r and Talata (2006) is applied using the exact same
search technique as for the MPL method. From the proof of Theorem (1), we know
that MPL and PIC are asymptotically equivalent estimators, but here we examine
how they perform in practice for limited sample sizes.
• CMI: We apply the Markov blanket discovery approach of Tsamardinos et al. (2003)
who use conditional mutual information2 (CMI) to assess if two variables are condi-
tionally independent given some set of variables. For a fair comparison against the
MPL method, we use the CMI measure combined with Algorithm 1. To form the final
2. To calculate the conditional mutual information, the Matlab package of Peng (2007, Accessed 2013-10-14)
was used.
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Figure 6: Comparison of the MPL method with the other structure learning methods. The
average Hamming distance between the induced and true graph is plotted against the sample
size for synthetic models of size (a) d = 64, (b) d = 128, (c) d = 256, and (d) d = 512.
graph, we apply either the AND or the OR criterion depending on which one results
in a graph closer to the true graph in terms of Hamming distance.
• L1LR: We apply the L1-regularized logistic regression3 (L1LR) approach of Raviku-
mar et al. (2010) which is directly applicable on our models since we have restricted
the experiments to binary variables. To form the final graph, we apply either the
AND or the OR criterion depending on which one results in a graph closer to the true
graph in terms of Hamming distance.
An issue with both the CMI and L1LR method is that they require the user to specify
a crucial tuning parameter in form of a threshold value and a regularization weight, re-
spectively. Consequently, to circumvent this problem, the methods were executed for the
3. The L1-regularized logistic regression was performed using the Matlab package of Schmidt (2013, Ac-
cessed 2013-10-14).
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Network Alarm Insurance Hailfinder Barley
Number of nodes 37 27 56 48
Number of edges (DAG) 46 52 66 84
Number of edges (moral graph) 65 70 99 126
Number of parameters 509 984 2656 114005
Average Markov blanket size 3.51 5.19 3.54 5.25
Maximum Markov blanket size 8 10 17 13
Average variable cardinality 2.84 3.30 3.98 8.77
Maximum variable cardinality 4 5 11 67
Table 2: Properties of the real-world Bayesian networks used in Section 6.2.
following ranges of values:
λCMI ∈ {0.25, 0.1, 0.075, 0.05, 0.025, 0.01, 0.0075, 0.005, 0.0025, 0.001, 0.00075, 0.0005},
λL1LR ∈ {4, 6, 8, 12, 16, 24, 32, 48, 64, 96, 128, 192, 256, 384, 512, 768, 1024}.
This resulted in a range of overly sparse to overly dense graphs from which we picked the
graph (and parameter value), that minimized the Hamming distance, as the final solution.
Since the Hamming distance tend to steadily increase when moving away from the optimal
parameter value, the above range of values were chosen such that the picked parameter
values (see Table 8) would lie strictly between the smallest and largest value. In a sense,
the MPL also requires us to choose a value on the equivalent sample size parameter N .
However, in these experiments we have fixed N = 1 whereas the other methods are tuned
with respect to the true graph in order to perform optimally given the range of parameter
values.
The results of the simulations are summarized in Table 4 and 5. In Figure 6 the average
Hamming distance is illustrated for the different methods and model sizes. Overall, the MPL
method performed highly satisfactorily and was marginally inferior to the other methods
only for some of the most extreme “large d, small n”-settings. It is difficult to say whether
this is due to the MPL itself or the approximation made by the HC method. In terms of
speed (see Table 5), the MPL method was at a comparable level for all of the considered
models. Furthermore, the task of determining the tuning parameter experimentally would
significantly increase the total runtimes of the CMI and L1LR method.
6.2 Real-world Bayesian networks
In this section we proceed to a more realistic setting by conducting experiments on well-
known real-world models, from the related class of Bayesian networks, in a similar fashion
as Bromberg et al. (2009). The considered models are commonly used as benchmarks in
research and are available from a number of sources4. To transform the directed acyclic
graph of a Bayesian network into a corresponding undirected graph of a Markov network, a
two-step procedure known as moralization is used (see Lauritzen, 1996; Koller and Friedman,
4. The networks used in this work were obtained from the Bayesian network repository at
http://www.bnlearn.com/bnrepository/ (Accessed 2014-08-07) and sampled using the R package of
Scutari (2010).
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2009). In the first step all parents of a common child are connected by an undirected edge
if not already connected. In the second step the graph is made undirected by removing the
direction of all directed edges. Although the local Markov property remains valid in the
transformed network, some conditional independencies are lost in the moralization process
due to the added edges. Consequently, the associated distribution is no longer faithful to
the undirected graph making the graph identification more challenging.
We selected the four medium-sized networks which are listed along with some of their
properties in Table 2. Compared to the relatively simple and balanced synthetic networks
in Section 6.1, these models are more challenging due to their higher edge density and larger
Markov blankets. In addition, large variable cardinalities also tend to have a negative effect
on the learning time for methods such as the MPL. As before, we sampled each network for
sample sizes ranging from 250 to 32000. For each network and sample size, we generated
100 samples over which the final results were averaged. We applied the same methods as
in the previous section except for L1LR which without modifications is restricted to binary
variables. In order to have a sufficient range of threshold values for the CMI method we
added
{0.5, 0.75, 1, 1.25, 1.5, 1.75, 2, 2.25, 2.5}
to the range of values from the previous section.
The results of the simulations are summarized in Table 6 and 7. In Figure 7 the average
Hamming distance from the moralized graph is illustrated for the different methods and
networks. Again, the MPL method displayed an overall stable and good performance when
compared to the other methods. However, the Hailfinder network exposes the main weakness
of the MPL (and the related PIC when consistency is enforced). Although the majority
of the nodes in the moral graph have relatively small Markov blankets, there is one node
with a Markov blanket of size 17. As shown earlier, the MPL struggles with large Markov
blankets or so-called hub nodes. As seen in Table 6, the CMI-AND method naturally suffers
from the same problem, however, the CMI-OR method can to some extent circumvent it. In
terms of speed (see Table 7), the MPL is the slowest of the considered methods, however, its
runtimes are still at a reasonable level considering the performance. A reason for the slower
runtimes is that the MPL method tends to produce denser graphs than the PIC as well as
the CMI method when tuned with respect to the Hamming distance. Consequently, the
MPL method requires more iterations which will affect the runtimes negatively, especially
when the variable cardinalities are increased. However, it should be noted that the choice
of threshold value by cross-validation would again significantly increase the computation
time for CMI method.
All MPL simulations this far have been performed under the fixed equivalent sample
size N = 1. Whereas λCMI and λL1LR have a rather clear interpretation in terms of their
effect on the graph, the effect of N is not as easy to interpret. Silander et al. (2007)
showed experimentally that the maximum a posteriori (MAP) structure of the BDeu score
for Bayesian networks is sensitive to the choice of N . Furthermore, they noted that larger
values of N tend to produce denser MAP graphs. Since the MPL and BDeu share the same
basic structure, one would expect to see a similar behavior between the two scores. To
investigate this we conclude this section by performing an additional simulation study for
the Alarm network for
N ∈ {1, 4, 8, 16, 32, 64, 128, 256}.
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Figure 7: Comparison of the MPL method with the other structure learning methods. The
average Hamming distance between the identified and true moral graph is plotted against
the sample size for the (a) Alarm, (b) Insurance, (c) Hailfinder, and (d) Barley network.
The results of the simulation are summarized in Table 6b and the Hamming distances
are illustrated in Figure 8. As expected, the results indicate a similar behavior as the BDeu
metric in the sense that the MPL method produced denser graphs for larger values of N .
Furthermore, the results in Table 6b also indicate that larger values of N can be beneficial
for larger samples, however, N = 1 appears to be a reasonable choice when considering the
complete range of sample sizes.
6.3 A real-world application
Finally, to illustrate the MPL for a high-dimensional real application, we consider a dataset
of 1,000 aligned whole-genome DNA sequences of Mycobacterium tuberculosis (Casali et al.,
2014). A Markov network can be used to reveal direct associations between variation over
genome positions that may be relatively distant from each other. This purpose is similar
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Figure 8: The MPL method applied on the Alarm network under different values of N . The
average Hamming distance between the identified and true moral graph is plotted against
the sample size.
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Figure 9: Association pattern identified by the MPL method for 1kb genome intervals in
M. tuberculosis. A blue point indicates found linkage between positions that reside within
the intervals located in the genome according to the values on the horizontal and vertical
axes (in thousands of nucleotides).
to the use of Markov networks for finding direct dependencies among amino acid sequence
positions that relate to the underlying crystal structure (Ekeberg et al., 2013).
The original 5Mb multiple sequence alignment for M. tuberculosis had approximately
27,000 variable positions, out of which we chose 589 that displayed sufficient variability
determined by the threshold that the most frequent DNA base in a variable position was
not allowed to represent more than 90% of the total number of observations. Similar to
the amino acid dependency modeling with Markov networks, associations between genome
positions that are close neighbors in the sequences are trivial and uninteresting for the
biological purposes. We applied the MPL method on the 589 variables under the sparsity
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promoting prior
p(G) ∼
d∏
j=1
2−qj(rj−1).
in order to filter out the strongest dependencies.
The variable positions included in the analysis were separated maximally by almost 2.5
million bases since the bacterial genome is circular. To enable an efficient illustration of the
results, the genome alignment was first split into non-overlapping intervals of 1000 (1kb)
successive positions. Then, an adjacency matrix was created for the pairs of genome inter-
vals such that a pair of intervals was determined adjacent if the identified graph contained
an edge between any variable positions in the two intervals, respectively. The resulting ad-
jacency structure is illustrated in Figure 9, which succinctly demonstrates the long-distance
linkage of genome variation in this bacterium, as expected on the basis of its very low
recombination rate.
7. Conclusions
In this work we have introduced a novel approach for learning the structure of a Markov
network without imposing the restriction of chordality. Our marginal pseudo-likelihood
scoring method is proven to be consistent and can be considered a small sample analytical
version of the information theoretic PIC criterion (Csisza´r and Talata, 2006). We have
designed two algorithms for finding the MPL-optimal solution after an initial prescan for
plausible edges. For moderately sized candidate sets of Markov blankets, we have shown
that it is possible to obtain an exact solution to the restricted global optimization problem
using pseudo-boolean optimization. As a fast alternative to the exact method, we considered
a greedy hill climbing approach, which gave near optimal performance for reasonable sample
sizes. The straightforward possibility of parallel use of the MPL makes it a viable candidate
for high-dimensional knowledge discovery.
In comparison with the other methods for structure learning of Markov networks, our
MPL method was overall superior, and only slightly inferior to alternatives under fairly
extreme “large d, small n”-settings, or when the underlying network contained hub nodes.
Moreover, it should also be kept in mind that we chose the tuning parameter values for
the CMI and L1LR method by optimizing their performance against the known underlying
structures, to reduce the computational burden of the experiments. In a real data analysis
scenario, it would be necessary to tune these methods, using for example cross-validation,
which would plausibly have a negative effect on their performance. In this sense, the
comparison was extremely fair for the alternative methods, since no parameter choice was
made for the MPL by the resulting performance. In terms of execution time, the MPL
method is not necessarily as fast as the other methods, however, the runtimes of the CMI
and L1LR method are here reported under a best case scenario. If the value of the penalty
parameter would be determined experimentally, the computation times would easily exceed
those reported for the MPL method.
The main drawback of the MPL compared to the true ML is that the former in a sense
over-specifies the dependence structure. As a result, the MPL is less data efficient than the
ML, especially when the true network contains hub nodes. On the other hand, calculation
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of the true ML remains still intractable for non-chordal Markov networks. Therefore, the
attractive properties of the MPL, combined with its solid performance in our experiments,
suggest that our approach has considerable potential for both applications and further
theoretical development.
Appendix A.
In this appendix we prove Theorem 1 from Section 4:
Theorem Let G∗ ∈ G be the true graph structure, of a Markov network over (X1, . . . , Xd),
with the corresponding Markov blankets mb(G∗) = {mb∗(1), . . . ,mb∗(d)}. Let θG∗ ∈ ΘG∗
define the corresponding joint distribution to which G∗ is faithful and from which a sample
x of size n is obtained. The local MPL estimator
m̂b(j) = arg max
mb(j)⊆V \j
p(xj | xmb(j)) (21)
is consistent in the sense that m̂b(j) = mb∗(j) eventually almost surely as n → ∞ for
j = 1, . . . , d. Consequently, the global MPL estimator
Gˆ = arg max
G∈G
pˆ(x | G) (22)
is consistent in the sense that Gˆ = G∗ eventually almost surely as n→∞.
Proof The proof is based on an asymptotic comparison of the local log-MPL
log p(xj | xmb(j)) =
qj∑
l=1
[log Γ(αjl)− log Γ(njl + αjl)
+
rj∑
i=1
(log Γ(nijl + αijl)− log Γ(αijl))]
(23)
and the PIC criterion (Csisza´r and Talata, 2006) which is defined by
PIC(mb(j); x) = −
qj∑
l=1
rj∑
i=1
nijl log
nijl
njl
+ qj log n
according to our notation. The PIC estimator is then defined as the Markov blanket (or
neighborhood) that minimizes the above score. Csisza´r and Talata (2006) conclude that
the PIC criterion is consistent (Theorem 2.1). Their proof is based on two key propositions
(Proposition 4.1 and 5.1) which together rule out the possibility of overestimation as well
as underestimation. They also note that their results remains valid if the penalty term is
multiplied by any constant c > 0. Thus, any estimator asymptotically equivalent to the
PIC estimator is also consistent.
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We proceed by investigating the asymptotic behavior of the local log-MPL when n→∞.
We re-arrange the terms in (23) and omit the constant term introducing an O(1) error:
qj∑
l=1
[log Γ(αjl)− log Γ(njl + αjl) +
rj∑
i=1
(log Γ(nijl + αijl)− log Γ(αijl))]
=
qj∑
l=1
[− log Γ(njl + αjl) +
rj∑
i=1
log Γ(nijl + αijl)] +
qj∑
l=1
[log Γ(αjl)−
rj∑
i=1
log Γ(αijl)]
=
qj∑
l=1
[− log Γ(njl + αjl) +
rj∑
i=1
log Γ(nijl + αijl)] +O(1)
We let n→∞ and apply Stirling’s asymptotic formula
log Γ(n)→ (n− 1
2
) log n− n+O(1)
on the remaining terms:
qj∑
l=1
[− log Γ(njl + αjl) +
rj∑
i=1
log Γ(nijl + αijl)] +O(1)
→
qj∑
l=1
[−(njl + αjl − 1
2
) log(njl + αjl) + (njl + αjl)
+
rj∑
i=1
(nijl + αijl − 1
2
) log(nijl + αijl)− (nijl + αijl)] +O(1)
=
qj∑
l=1
rj∑
i=1
nijl log
nijl + αijl
njl + αjl
+
qj∑
l=1
rj∑
i=1
αijl log
nijl + αijl
njl + αjl
+
qj∑
l=1
[
1
2
log(njl + αjl)−
rj∑
i=1
1
2
log(nijl + αijl)] +O(1)
The second step is allowed since njl =
∑rj
i=1 nijl and αjl =
∑rj
i=1 αijl. As n → ∞ we have
that
nijl + αijl
njl + αjl
=
nijl(1 +
αijl
nijl
)
njl(1 +
αjl
njl
)
→ nijl
njl
Since nijl/njl is the maximum likelihood estimate of the parameter θijl we further know
that
qj∑
l=1
rj∑
i=1
αijl log
nijl + αijl
njl + αjl
= O(1)
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Finally, the remaining terms can be rewritten as
qj∑
l=1
[
1
2
log(njl + αjl)−
rj∑
i=1
1
2
log(nijl + αijl)]
=
1
2
qj∑
l=1
[log
njl + αjl
n
− log n−
rj∑
i=1
(log
nijl + αijl
n
− log n)]
=
1
2
qj∑
l=1
[− log n+
rj∑
i=1
log n] +
1
2
qj∑
l=1
[log
njl + αjl
n
−
rj∑
i=1
log
nijl + αijl
n
]
=
1
2
qj∑
l=1
[− log n+
rj∑
i=1
log n] +O(1)
=
1
2
(−qj log n+ qjrj log n) +O(1)
=
qj(rj − 1)
2
log n+O(1)
Piecing everything together,
log p(xj | xmb(j))→
qj∑
l=1
rj∑
i=1
nijl log
nijl
njl
− (rj − 1)qj
2
log n+O(1).
as n→∞. Since the O(1) term does not grow with n, the local log-MPL is asymptotically
equivalent to
qj∑
l=1
rj∑
i=1
nijl log
nijl
njl
− cj · qj log n.
where cj = (rj−1)/2 is a variable specific constant. Consequently, the local MPL estimator
is asymptotically equivalent to minimizing
−
qj∑
l=1
rj∑
i=1
nijl log
nijl
njl
+ cj · qj log n
which is equivalent to the consistent PIC estimator up to a constant factor on the penalty
term. Hence the local MPL estimator (21) is consistent.
Since the local MPL estimator is consistent, the true collection of Markov blankets is
eventually identified when n → ∞. A set of Markov blankets uniquely specifies the struc-
ture of a Markov network. Since the true model structure satisfies the structural properties
of a Markov network, that is i ∈ mb(j) if j ∈ mb(i), the global MPL estimator (22) is also
consistent.
Appendix B.
This appendix contains supplementary material of Section 6 in form of numerical results.
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