Abstract| This paper presents a new timing analysis algorithm for e cient state space exploration during the synthesis of timed circuits or the veri cation of timed systems. The source of the computational complexity in the synthesis or veri cation of a timed system is in nding the reachable timed state space. We introduce a new algorithm which utilizes geometric regions to represent the timed state space and partially ordered sets (POSETs) to minimize the number of regions necessary. This algorithm operates on speci cations su ciently general to describe practical circuits, as well as other timed systems. The algorithm is applied to several examples showing signi cant improvement in runtime and memory usage.
I. Introduction
The fundamental di culty in circuit synthesis and veri cation is controlling the state explosion problem. The state spaces representing reasonably sized systems are large even if the timing behavior of the system is not considered. The problem gets even more complex when state space exploration is done on timed systems. However, timed state space exploration is crucial to applications such as the synthesis and veri cation of timed asynchronous circuits as well as the veri cation of any system that involves realtime constraints.
A number of techniques have been proposed to deal with state explosion. One approach is to minimize the number of interleavings due to concurrency that are explored. These techniques include stubborn sets 1], partial orders 2], or unfoldings 3]. While they have been successful, they only deal with untimed systems. Additionally, approaches that do not consider all interleavings cannot be used for synthesis, since they do not generate a complete state space. Logic synthesis algorithms for timed asynchronous circuits require that all of the boolean states allowed by the state space are found in order to create a correct logic implementation. If the synthesis algorithm is given an incomplete state space, it cannot be guaranteed to generate logic that correctly responds to all inputs to the circuit since there may be reachable states that it is not aware of.
The state space of timed systems is often even larger than the state space of untimed systems and has been more di cult to reduce. The representation of the timing information has a huge impact on the growth of the state space. Timing behavior can either be modeled continuously (i.e., dense-time), where the timers in the system can take on any value between their lower and upper bounds, or discretely, where timers can only take on values that are multiples of a discretization constant. Discrete time has the advantage that the timing analysis technique is simpler and implicit techniques can be easily applied to improve performance This research is supported by a grant from Intel Corporation, NSF CAREER award MIP-9625014, an NSF Traineeship award, SRC contract 97-DJ-487, and a DARPA ASSERT Fellowship. 4 ], 5]. However, the state space explodes if the delay ranges are large and the discretization constant is set small enough to ensure exact exploration of the state space.
Continuous time techniques eliminate the need for a discretization constant by breaking the in nite continuous timed state space into equivalence classes. All timing assignments within an equivalence class lead to the same behavior and do not need to be explored separately. In order to reduce the size of the state space, the size of the equivalence classes should be as large as possible. In the unit-cube (or region) approach 6], timed states with the same integral clock values and a particular linear ordering of the fractional values of the clocks are considered equivalent. Although this approach eliminates the need to discretize time, the number of timed states is dependent on the size of the delay ranges and the number of concurrently enabled clocks which can quickly explode for even relatively small systems.
Another approach to continuous time is to represent the equivalence classes as convex geometric regions (or zones) 7], 8], 9]. These geometric regions can be represented by sets of linear inequalities (also known as di erence bound matrices or DBMs). These larger equivalence classes can often result in smaller state spaces than those generated by the unit-cube approach.
While geometric methods are e cient for some problems, their complexity can be worse than either discrete or unitcube methods when analyzing highly concurrent systems. The number of geometric regions can explode with these approaches since each untimed state has at least one geometric region associated with it for every ring sequence that can result in that state. In highly concurrent systems where many interleavings are possible, the number of geometric regions per untimed state can be huge. Some researchers 10], 11], 12], 13] have attacked this problem by reducing the number of interleavings explored using the partial order techniques developed for untimed systems. These algorithms reduce veri cation time by exploring only part of the timed state space, but the improvement is dependent on the property to be veri ed. The reduction in interleavings also prevents these techniques from being used for synthesis. Finally, even though the number of interleavings is reduced, in 10], 11] one region is still required for every ring sequence explored to reach a state. If most interleavings need to be explored, these techniques could still result in state explosion.
The algorithm presented in 14] , 15] , 16] signi cantly reduces the number of regions per untimed state by using partially ordered sets (or POSETs) of events rather than linear sequences to construct the geometric regions. Using this technique, untimed states do not have an associated region for every ring sequence. Instead, the algorithm generates only one geometric region for any set of ring sequences that di er only in the ring order of concurrent events. This algorithm is shown in 15] to result in very few geometric regions per untimed state. The entire timed state space is explored, so it can be used for both veri cation 15], 16] and synthesis 17]. However, it is limited to speci cations where the ring time of an event can only be controlled by a single predecessor event. This is known as the single behavioral place restriction.
In 18], we presented an approximate algorithm for exploring the entire state space with POSETs on a general class of speci cations, lifting the single behavioral place restriction. Although it performs better than the algorithm in 15] , 16] , in some cases it generates geometric regions which are larger than those actually allowed by the speci cation, which may lead to the addition of unreachable states to the state space.
This paper presents a new algorithm for timed state space exploration based on geometric regions and POSETs and describes the application of the algorithm to timed Petri nets. The algorithm can also operate on a more general class of speci cations, timed event-rule(ER) structures 19], but for clarity, the algorithm is presented in the context of the better known timed Petri net model. Unlike the partial order techniques discussed earlier, the POSET timing algorithm does explore every interleaving between event rings, and therefore explores all states of the system. This new algorithm dramatically improves the performance of geometric region based techniques on highly concurrent systems, making dense-time state space exploration competitive with discrete-time when the delay ranges are small and far superior when the ranges are large. The performance of the POSET timing algorithm is demonstrated by signi cant improvement in runtime and memory usage on several examples. These examples include two specications which are used in 5] to show the disadvantages of continuous time and parameterized versions of a FIFO, counter, selection circuit, and synchronization circuit to show how the POSET method compares with the algorithm presented in 14], 15].
II. Timed state space exploration
The objective of timed state space exploration is to take a speci cation of the system to be analyzed and produce its reachable state space. This section presents a brief overview of timed Petri nets and the generic algorithm that is used to analyze them.
A. Timed Petri nets
A one-safe timed Petri net is modeled by the tuple hP; T; F; M 0 ; i where P is the set of places, T is the set of transitions, F (P T) (T P) is the set of edges, M 0 P is the initial marking, and is an as- re when all of the places in its preset have had tokens long enough to meet their lower bounds. A transition must re when all of the tokens in its preset have had tokens long enough to meet their upper bounds. In order for a Petri net to be considered one-safe, the structure of the net must prevent a token from being added to a place which already contains a token.
The behavior speci ed by a timed Petri net can be dened with a semantics composed of three types of operations: advancement of time, ring of tokens, and ring of transitions. A time-valued clock, c i , is associated with each marked place p i . Each clock advances with time and denotes how long the place has been marked. Time is advanced by uniformly increasing the clocks by an amount which is less than or equal to max advance of a given marking M. The function max advance, which is de ned formally later, is the minimum di erence over all marked places between the upper bound of the timing requirement on the place, p i , and its clock, c i . A token in place p res when its clock is between the lower and upper bounds on p, and when it res, it is colored red (un red tokens are black). Although token rings are not something usually associated with a Petri net, token rings ensure that a token's age never exceeds the upper bound on its place. A transition res simultaneously with the last token in its preset ring. When a Petri net has choice, multiple transitions may have their presets become completely marked with red tokens simultaneously. In this case, one of the transitions must re simultaneously with the last token ring, and the others lose their chance to re. A transition ring causes all tokens in its preset to be removed and new (black) tokens to be added to all places in its postset. Figure 1 shows an example of a timed Petri net. Assume that transition A res at time 0, creating clocks c 2 and c 1 which are associated with places p 2 and p 1 and initialized to an age of zero. These tokens can re in either order. 4 to be colored red. No transition res, since no transition has a complete set of red tokens. Next, the token in p 3 res when its clock is between the ages 6 and 10. Now both D and E have a complete set of red tokens in their presets and either transition can re. Once a choice is made, the other transition loses its chance to re.
It is necessary to note at this point the key di erence between the standard timed Petri net semantics used in this paper and the orbital net speci cation method used in 15], 16], 17]. Although orbital nets are similar to timed Petri nets, they have some important di erences. The di erence that is relevant to timing analysis is that the places of an orbital net are labeled as either behavioral or constraint and only a single behavioral place can be in the preset of any transition. The timing bounds associated with a behavioral place are used to specify guaranteed timing behavior. The timing requirements associated with a constraint place are used to specify desired timing behavior, and they do not affect the actual timing behavior. The single behavioral place restriction that is required in orbital nets ensures that the delay between the ring of a transition in the preset of a behavioral place and the ring of a transition in the postset of the same place must always fall between the lower and upper bound of the timing requirement of this place. In other words no clock can ever exceed the upper bound on its place. In a timed Petri net, however, every place is essentially a behavioral place since any place has the ability to control a transition ring time. When multiple behavioral places are allowed in the preset of a transition, some clocks may exceed their upper bounds. The algorithm presented in this paper eliminates the single behavioral place restriction, allowing an arbitrary number of behavioral places in the preset of any transition, and thus it can analyze any timed Petri net.
B. Timed ring sequences
The set of behaviors of a timed Petri net is de ned by a set of sequences S 2 ((P )(T )) where each event (token or transition ring) is numbered sequentially. In order to simplify the notation, a few shorthand operations for dealing with ring sequences need to be de ned. When Petri net operations such as postset or preset are used on ring instances, they are assumed to apply to the place containing the token or the transition that is red. For example, when considering a sequence , i indicates the preset of the transition or place that res in the ith position in the sequence, . When necessary, the function L is used to map an instance of a transition or place in the ring sequence back to the corresponding transition or place in the original net. Finally, the 2 operator is used to specify whether a type of ring occurs in the sequence.
The structure of the Petri net de nes the set of sequences that are reachable if timing is not considered. The formal de nition of the set of reachable sequences requires the definition of the set rable which contains the set of transitions which have presets where every place contains a red token.
De nition II.1: The set of rable transitions of a ring sequence 0:::n is de ned as follows: firable( 0::n ) = ft i 2 T j L( n ) 2 t i8 p 2 t i 9 j 2 0:::n : (L( j ) = p)( :9 k 2 j:::n : (L( k ) 2 j )g
The rable set contains all transitions in the postset of n which have red tokens in all of the places in their presets.
The de nition determines whether a transition, t i , has a red token in every place in its preset by checking that there is at least one token ring for each place in the preset of t i which has not been consumed by another transition ring. If the last ring in the sequence is a transition, the rable set is empty since a transition ring at the end of the sequence is not in the preset of any transition t i . This de nition allows us to de ne the set of sequences which are allowed by the Petri net, S 2 ((P )(T )) , as follows: De nition II.2: A sequence 0::n 2 S if and only if 8 i 2 0::n :
The rst requirement states that if the ring is a token ring in place p, then p is either in the initial marking and this is the rst time a token in p res, or a transition in the preset of p res earlier in the sequence and the token it generated has not already red. The second requirement of this de nition states that all transitions must be in the rable set when they re. The last requirement is that if the rable set of a token ring is not empty, the following event in the sequence must be a transition in the rable set of that token.
Each token ring, i , can be associated with the transition ring that created the token by the causal transition In other words, the function nds the last instance of a transition in the preset of i that occurs before i does. Since the Petri nets are one-safe, this is always the transition ring that created the ring token.
Any sequence of events can be given a timing assignment which maps an event to the time at which it occurs. For each sequence, 0::n 2 S; the set of valid timing assignments can be de ned as follows: De nition II.4: A timing assignment is valid for a sequence 0::n 2 S if and only if 8 i 2 0::n :
This means that a timing assignment is valid if it corresponds to the order of the ring sequence, all transitions re simultaneously with the last token in their preset ring, and tokens re between their lower and upper bounds. A ring sequence 0::n 2 S is reachable in a timed Petri net if and only if it can be given a valid timing assignment.
As an example of a timed ring sequence, consider the Petri net in Figure 1 , and assume that both of the tokens shown are created at time 0. Initially either the token in place p 2 C. Exploring the state space Cyclic Petri nets have an in nite number of in nitely long ring sequences. Each individual sequence can also have an in nite number of valid timing assignments. State space exploration requires that this in nite set of sequence, timing assignment pairs be divided into a nite set of equivalence classes. The obvious way to do this in the untimed case is to say that two sequences and 0 represent equivalent states if the markings that result from executing them are the same (M( ) = M( 0 )). Therefore, for state space exploration, the untimed state of the system is simply the marking. The timed state of the system is represented by the ages of all the currently active clocks. A clock is active in a ring sequence if the place it is associated with contains a token when has been executed on the Petri net.
We de ne a function T m that returns the transition ring that created the token that is contained by a place p i after This function simply returns the latest transition ring in the preset of p i that occurs in the sequence. If place p i is not marked after executing the sequence, the function is not de ned. This de nition can be used to formally de ne max advance, the function that determines how much time can advance without forcing a token to re for a ring sequence 0::n .
The function max advance returns the minimum di erence over all of the un red (black) tokens between the upper bound on the place containing the token and the current age of the token in the ring sequence. This is the maximum amount of time that can pass before some token must re or exceed its upper bound.
De nition II.6: The max advance function is de ned as follows: max advance( 0::n ; ) = The max advance function is used to determine all of the possible clock ages that are allowed by a timing assignment, , for a sequence 0::n .
De nition II.7: For each place p i 2 M( 0::n ), the age of c i must satisfy the inequality: Suppose that there exists a representation R which gives the ages of the clocks allowed by a ring sequence. A timed state, TS, then consists of M R. Using this representation, the timed state space of the timed Petri net can be explored using the algorithm in Figure 2 . The algorithm does a depth-rst search of the timed state space, nding all the timed states that are reachable. The nd enabled function uses timing information to determine which actions should be included in the action list, AL. An action is a place, transition pair. At least one pair is added to the list for every token ring that is possible given the timing information in R. If not cause any transitions to re. Note that multiple pairs for the same token ring can be placed in the action list if that place is part of a choice. This ensures that all possible transition choices are eventually explored by the algorithm. Once the algorithm has computed the action list, it selects the rst element of the list (i.e. head(AL)) as the action to execute. Since the algorithm must explore the execution of the remaining actions later, it uses the \push" operation to add the remainder of the list (tail(AL)) to the stack. The algorithm then executes the action by coloring the red token red, and, if necessary, updating the marking to re ect that a transition has red. It then updates the representation of the timing information, R, and checks whether the resulting timed state has been seen before. If it has not been seen before, a new list of actions to execute is computed and the algorithm continues. Otherwise, the algorithm pops a timed state and the list of events that have not yet been explored for that state o the stack. When a state that has been seen before is reached and there are no unexplored actions on the stack, the entire timed state space has been found.
Untimed states are only explored if they can be reached given the timing information in the speci cation. This can eliminate large portions of the untimed state space for some designs. Many states that are reachable without timing information are not reachable given the timing constraints in the speci cation. However, the algorithm explores the entire timed state space, and the size of the timed state space depends on the representation chosen for the timing information. The algorithm presented in this paper discusses how to represent the timing information with geometric regions and POSETs so that the cost is minimized.
III. Geometric algorithm
The timing analysis algorithm presented here uses geometric regions (also known as zones) to represent the timing information within a timed state. The minimum and maximum age di erences of all the clocks are stored in a constraint matrix R. Each entry r ij in the matrix R has the value max(c j ? c i ), which is the maximum age di erence of the clocks. A dummy clock c 0 whose age is always 0 is also included. The maximum age di erence between c i and c 0 (r 0i ) is the maximum age of c i and the maximum age di erence between c 0 and c i (r i0 ) is the negation of the minimum age of c i . Note that R only needs to contain information on the timing of currently marked places, not on every place in the net. This particular way of representing timed regions was rst introduced in 7]. This constraint matrix (also known as a di erence bound matrix) represents a convex jfp : M(p) = blackgj dimensional region.
Each dimension corresponds to an un red token, and the age at which it res can be anywhere within the space.
Many matrices can be used to represent the same region in space since some entries may be underconstrained. However, there is a canonical representation where every constraint is maximally constraining. A set of constraints is maximally constraining if each constraint can reach its maximum value for some timing assignment without violating any of the other constraints. In the algorithm, the matrix is made maximally constraining through a process called recanonicalization. Recanonicalization takes a matrix R where some of the r ij 's are greater than max(c j ?c i ) and produces a matrix where all the r ij 's have their maximum allowed value. The assignment of the r ij 's so that they all have their maximum value is always unique, so the algorithm can determine when a given region is equivalent to or contained in a region that has been seen before. Recanonicalization is essentially the all pairs shortest path problem and can be done in O(n Geometric regions are used in Orbits 15] , 16] to do timed state space exploration on speci cations with the single behavioral place restriction. This restriction is made Algorithm III.1 (Update) void update(time Petri net N, geometric region R, in Orbits to ensure that the geometric regions that represent the time behavior of the system are always convex.
If the values of clocks can exceed their upper bounds, the regions representing the time behavior may not be convex. Figure 3 shows an example of this. In this speci cation, either the separation between a and c must not exceed 5, or the separation between b and c must not exceed 4. Since only one of the upper bound constraints needs to be met, the resulting region is non-convex. Since Floyd's algorithm only works on convex regions, this must be avoided. However, when tokens are allowed to re independently of transitions as discussed in the previous section, clocks can no longer exceed their upper bounds, and the regions can be guaranteed to be convex. In this example, 2 regions would be generated to cover the space shown in Figure 3 .
The algorithm in Figure 4 shows how the function for updating timing information used in Figure 2 is implemented with geometric regions. The function takes as input the Petri net speci cation, the constraint matrix, the place containing the token chosen to re, and the transition it causes. The index function used in the algorithm takes a place, and returns the index in the constraint matrix that corresponds to its token. The rst step of the function is to check if the minimum age of the ring token's clock allowed by the matrix is greater than or equal to the lower bound on the age of the token. If it is not, the lower bound on the age of the token in the matrix is set to the minimum age of the token. This ensures that the minimum age of each clock is no less than the di erence between the time it is created and the time that the last event in the sequence res. The row and column corresponding to the red token is then removed from the matrix by the project operation. Next, the algorithm adds clocks for newly created tokens if a transition res(i.e if the ring transition is not t ; ). All of the places in its postset have new tokens, and new entries in the matrix must be created for them. When a token is initially created, its age is zero, so the entries in the matrix for its minimum and maximum age are set to zero. Age relationships between the new tokens and the previously existing ones must also be entered in the matrix. The maximum age di erence between a new token and any previously existing token is the maximum age of the previously existing token. Therefore, the new maximum age di erence entries are copied from row zero of the matrix which contains the maximum ages of existing tokens. The minimum age di erence between the new token and a previously existing token is the minimum age of the previously existing token, and this minimum age is copied from column zero of the matrix. Finally, the algorithm sets the maximum age of each token to the maximum age on its place and recanonicalizes. This allows time to advance as far as possible without causing any token to exceed its maximum age. The new region now represents all clock ages that are possible given the ring sequence that is currently being explored. Figure 5 shows an example of how the geometric algorithm would be applied to the simple timed Petri net shown at the top of the gure. The rst column shows the constraint matrix at each step and the second column shows the region in space represented by the matrix. The recanonicalization procedure that is applied after each step is not shown here, but is described in detail in 14]. Initially, places p 1 and p 2 are marked with black tokens, which are given clocks c 1 and c 2 respectively. The initial constraint matrix indicates that the maximum age for both clocks is 5. Since the lower timing bounds on both p 1 and p 2 are less than 5, they are both added to the action list. The place p 1 is paired with transition C since its ring allows C to re, and p 2 is paired with B since its ring allows B to re. The pair (p 2 ; B) is chosen to re. The clock for p 2 is projected out of the constraint matrix, and the matrix is constrained so that that all clocks that existed when p 2 red must have a minimum age of 3. A new clock is added for the new token, p 4 . It must be between 3 and 5 time units younger than the clock for p 1 since the clock for p 1 has an age between 3 and 5 time units when it is added.
The action list now contains (p 1 ; C) and (p 4 ; t ; ). The ring of p 4 is paired with t ; since when p 4 res the other place in the preset of transition D does not contain a red token. The pair (p 1 ; C) is chosen to re next, causing tokens to be placed in p 3 and p 5 . The new action list contains rings for p 4 and p 5 but not p 3 since the lower bound on p 3 is 6, and the maximum age for p 3 allowed by the matrix is 2. Next, p 4 is chosen to re. It does not cause a transition to re, so no new clocks are added to the constraint matrix.
After p 4 res, the maximum age of the token in p 3 can advance to 10, allowing it to be placed on the new action list, paired with the transition D. The token in p 3 can then re, producing the last matrix and region in the gure.
This algorithm allows us to analyze any timed Petri net including those with multiple behavioral places. It can, however, generate a large number of regions since at least one region is generated for each ring sequence explored. The next section introduces the POSET algorithm, which dramatically reduces the number of regions needed to represent the timed state space.
IV. Partially ordered sets While the geometric algorithm described above eliminates the single behavioral place restriction, the number of geometric regions the algorithm generates can explode for highly concurrent timed systems 15], 5]. In 15], an algorithm is described that uses partially ordered sets (POSETs) instead of linear sequences during state space exploration to mitigate this state explosion problem.
POSET timing techniques take advantage of the inherent concurrency in the Petri net and prevent additional regions from being added for di erent sequences of rings that allow the same set of future behaviors. This results in a compression of the state space into fewer, larger geometric regions that, taken together, contain the same region in space as the set of regions generated by the standard geometric technique.
The semantics described in Section 2 require two sequences to be in di erent equivalence classes if they result in the same marking but allow di erent sets of values to be assigned to the active clocks. This is based on the observation that if two sequences and 0 result in the same marking, and allow the same set of values to be assigned to the active clocks, a timed state is reachable from if and only if it is reachable from 0 . However, in some cases the requirement that the allowable clock values for both sequences must be the same is too restrictive. With additional analysis, it is possible to derive a set of clock values for a marking M( ), which are guaranteed to be allowed by some ring sequence 0 where M( ) = M( 0 ).
In other words, given a ring sequence, , it is possible to determine not only which clock values are allowed for , but also a set of clock values that are guaranteed to be allowed for some other reachable ring sequence, 0 , which red concurrent events in a di erent order. This allows the POSET algorithm to preemptively construct a larger region for , knowing that eventually a ring sequence, 0 for which the clock values are allowed, will be found during the depth rst search. When 0 is found, the clock values that it allows are already represented in the region that is constructed for , and an additional region is not generated. This e ectively combines the regions for and 0 and reduces the number of regions in the state space.
The computation necessary to determine this larger set of clock values is based on the concept of causality.
De nition IV.1: The function causal( ; i ; j ) returns true when i = T c ( j?1 ; ).
Intuitively, this means i is causal to j if the ring i created the token whose ring is the last in the preset of j to re, and thus controls the ring time of j . When i is causal to j , the time separation between j and i is always less than the upper bound on the place in the preset of j that is marked by the ring of i . This is formalized in the following lemma:
Lemma IV.1: If i is causal to j in then the inequality: ( j ) ( i ) + u( j?1 ) is true for all valid timing assignments to .
The proof of this lemma (as well as all following lemmas and theorems) is given in the appendix. There is also a more general property that holds between any two transition rings i and j . If the ring i creates a token that is used in ring j , then the minimum time separation between the rings i and j is at least the lower bound on the place containing that token. If the transition red by i has no choice places in its preset, the lower and upper bounds on these inequalities can always be met by some reordering of the ring sequence that is in S. In order to prove this, a few more de nitions and lemmas are required. The rst is the de nition of the required set, which contains the set of events in that must re in order for the ring of an event i to meet the requirements speci ed by De nition II.2(1) and (2) . If i is the rst ring of a token that is in the initial marking, then the required set of i is empty. If i is a token ring, and is not the rst ring of an initially marked place, then its required set contains its causal transition. If i is a transition ring, then rings of all of the places in its preset are required for it to re. The last condition is the transitive closure of these requirements, if an event is required for the ring of i then all events required to re it are also included in the required set for i . These requirements are de ned formally as follows:
De nition IV.2: The required set of an event i in 0::n (required( i ; 0::n )) is de ned recursively as follows: 
If a sequence is in S, then any reordering of , (S), is also in S.
Lemma IV.3: Given 2 S and is a valid reordering of , if 0 = ( ) then 0 2 S. Lemma IV.3 can be used to rede ne what it means for two sequences to have the same timed state. Previously two sequences are de ned to result in the same timed state if every set of clock ages that could result from a valid timing assignment to one of the sequences could also result from a valid timing assignment to the other sequence. The de nition of a valid timing assignment is based on the concept of assigning ring times to events that re in sequence. Therefore a valid timing assignment must assign ring times that are consistent with the order that events re in the sequence. Timing assignments that allow events to re out of order can be made if it is guaranteed that a sequence that can re in order with that timing assignment exists. The set of valid reorderings of a sequence de nes when such a reordering exists by creating a partial order that all of the sequences that can result from reordering must conform to.
More formally, a sequence is used to de ne a partial order as follows.
De nition IV.4: A partial order consists of a set (S) and an ordering relationship (>). The partial order de ned by a sequence is as follows: The set of ring sequences that can be derived by reordering the rings in in a way that conforms to the partial order de ned by is referred to as PO( ). This set can be used to de ne a new set of valid timing assignments for .
De nition IV. . This de nition eliminates the ordering of concurrent events from consideration in creating the equivalence class, and therefore allows the equivalence classes to be larger. When a sequence is explored, a geometric region can be created that includes all of the timing assignments that are PO valid for . Since a timing assignment is only PO valid for if there is some untimed reachable ring sequence for which it is valid, even though it may violate the ordering of , it is guaranteed that the search eventually nds a ring sequence for which it is valid. When this sequence is explored, the search can immediately backtrack, thus eliminating timed states.
In order to be able to build this larger region based on the partial order implied by a ring sequence, the algorithm must know what timing assignments are PO valid for while is being explored. Lemmas IV.1 and IV.2 show that there are upper and lower bounds on the separation between transition ring times that depend only on causality. If causality is preserved in a reordering of a ring sequence, these upper and lower bounds are pre- ). Intuitively this theorem means that, if transition ring i is causal to transition ring j and the transition red by j does not have a choice place in its preset, then the maximum separation between rings i and j over all valid reorderings of the sequence is de ned. There is always a reordering with a valid timing assignment where the age of the last place to re in the preset of j reaches its upper bound. Therefore there is always a reordering where the maximum separation between i and j is u( j?1 ). This means it is possible to determine the maximum separation between i and j over all valid ring sequences where i is causal to j by examining a single ring sequence . ). This theorem deals with minimum separations between transition rings. Unlike Theorem IV.1 it does not have the restriction that the transition ring in question has no choice places in its preset. Intuitively, the theorem states that for every transition ring i , there exists a reordering with a valid timing assignment where i res at the minimum time allowed by the places in its preset. This minimum time is the earliest time at which all of the places in the preset of i have tokens whose ages meet the lower bounds on their places. The theorem shows that there is always a sequence where i res at this minimum time. Therefore, it is possible to determine the minimum ring time of i over all valid reorderings of , by examining a single sequence.
These theorems are su cient to construct a geometric region based state space representation for the set of timing assignments that are possible in a speci cation if it contains no choice places. When there are choice places, the analysis becomes more complex. Although Theorem IV.2 still applies, Theorem IV.1 only applies to transitions that do not have choice places in their presets. When a transition ring i has a choice place in its preset, the maximum time separation between a ring of i and its causal transition j may not be able to reach u( j?1 ) for any valid reordering of . This is illustrated in Figure 6 . Assume that t 0 ; t 1 3 res between one and two time units after it becomes marked, and it cannot reach its upper bound, 100. It is possible to compute the upper bound for transitions with choice places in their presets, but the computation is complex, and in the worst case can involve examining the entire ring sequence. Therefore, when a transition t i with a choice place in its preset res, the maximum separation between t i and its causal transition is set to the maximum allowed by the current ring sequence. This means that all timing assignments to the ring of t i that are in the region are valid for the current ring sequence. Therefore no reordering of the token rings in the preset of t i is needed for t i to re at the computed upper bound. This ensures that the resulting region is exact, but the restriction results in more regions being generated than may be necessary.
The result of the restriction on reorderings imposed by choice places is that the worst-case complexity of the POSET algorithm when applied to Petri nets with choice is no better than the geometric algorithm presented in Section 3. However, in practice most circuit speci cations are dominated by concurrent behavior rather than choice behavior. The POSET algorithm still shows signi cant benet over the geometric algorithm in such a speci cation. In a speci cation consisting mostly of choice behavior, concurrency is limited and therefore state explosion is less of a problem. In this kind of speci cation the POSET algorithm essentially reduces to the geometric algorithm with some additional overhead. Alternatively, the geometric algorithm can be used directly on such a speci cation. Finally, we have found that for most circuit speci cations, the additional restriction imposed by the choice places has little impact on the generated state space. If the restriction is eliminated, larger regions are generated, which are supersets of the actual regions, but new markings are rarely found. Therefore, eliminating the restriction produces a conservative and faster solution. If this is acceptable, transitions with choice places in their presets can be treated the same as other transitions.
V. POSET algorithm
The POSET algorithm creates the larger equivalence classes discussed in the previous section by maintaining a POSET matrix in addition to the constraint matrix discussed in Section 2. The POSET matrix stores the minimum and maximum possible separations between transition ring times that can still e ect future behavior. These separations represent the set of possible timing assignments to the partial order that is created by the ring sequence currently being explored. At each iteration, the separations in the POSET matrix are copied into the entries of the constraint matrix that restrict the di erences in the ages of the tokens. Transitions are projected out of the POSET matrix when their timing information is no longer needed, so the algorithm only needs to retain and operate on local timing information.
When a new transition res and is added to the POSET matrix, the minimum and maximum time separations between its ring time and the ring times of all other transitions in the matrix is determined. They must only allow timing assignments to the partial order that are valid. This means that the separations must be consistent with the causality in the ring sequence being explored. This is the major di erence between the POSET technique described here and the work presented in 14], 15]. In 14], 15], it is not necessary to use explicit causality information since the causal place is always the behavioral place. With multiple behavioral places, causality must be considered in order to compute a correct POSET matrix. Figure 7 shows the algorithm which is called by the function which updates the region. The algorithm rst examines all of the transitions currently in the POSET matrix (PM) and determines what relationship each transition has to the ring transition. This is quite simple since all of the information necessary to do this is present in the ring sequence being explored. If a transition in PM is the causal transition for the ring transition t f , then the minimum separation in PM is set to the lower bound on the causal place, p. If there is a choice place in the preset of t f then the maximum separation is set to the maximum age of p that is allowed by the constraint matrix. This sets the separation to the maximum allowed by the current ring sequence, instead of the maximum allowed over all valid reorderings of the current sequence. With this restriction, when a transition with a choice place in its preset res, the maximum timing assignment that it can have is limited by the maximum amount time can advance before another place must re. For example, consider the choice place in Figure 6 and assume that transitions t 0 , t 1 , and t 2 all re Constraint Matrix before p3 fires at the same time. The constraint matrix that results after the token in p 2 res is shown in the gure. If the token in p 3 res next, the transition t 4 res. Transition t 2 is causal to t 4 through p 3 . The maximum bound on p 3 is 100, but this is not the value placed into the POSET matrix by the algorithm. Since t 4 has a choice place in its preset, the value 2, which is the maximum age of p 3 in the current constraint matrix, is used instead.
If there is no choice place in the preset of t f , then the only limitation is the upper bound on the causal place, and the separation between t f and t c is set to the upper bound on p. If a transition is not causal, but does create one of the tokens used in the ring of t f , then a constraint is added indicating that the lower bound on the place containing that token must be met, but no upper bound is set. If a transition is unrelated to the ring transition, then no constraints are set. Once all of the constraints have been added to the POSET matrix, it is recanonicalized, causing all of the unconstrained entries to be set to the maximum value allowed by the constraints. Finally, any transitions that are no longer in the preset of marked places are removed from the matrix. The constraints computed in the POSET matrix can then be used to compute a new constraint matrix when a transition res. The constraint matrix contains the possible di erences in the ages of marked tokens. Since the di erence in these ages depends on when the tokens are created, if the minimum and maximum di erences between the ring times of all transitions in the presets of marked places is known, the di erences in token ages are known as well. When the POSET algorithm is used, the di erence in transition ring times that are stored in the POSET matrix are used to generate all of the constraints on the di erences in token ages in the constraint matrix. After theses constraints are copied to the constraint matrix, time is allowed to advance by setting the maximum age of all the tokens to the upper bounds on their respective places. The constraint matrix is then recanonicalized, resulting in a new geometric region. The recanonicalization process may further constrain some of the inequalities that are copied from the POSET matrix since the POSET inequalities do not take into account the fact that no token may exceed the upper bound on the place holding it. Figure 8 shows timing analysis based on POSETs applied to the small timed Petri net shown at the top of the gure. This example shows how the algorithm solves two of the problems that occur when using geometric regions for timed state space exploration: region splitting and multiple The dashed line in the middle of the region shows the two regions that would be generated by the standard geometric technique. The upper region contains timing assignments where B res rst, and the lower region contains timing assignments where C res rst. In this timed state, tokens in places p 3 ; p 4 , and p 5 can re. Once the tokens in p 3 and p 4 have red, D res. When D res, information on event B can be removed from the POSET matrix, but since C still has a marked token in its postset, p 5 , C remains. Two di erent maximum separations between C and D are possible depending on whether transition C or B is causal to D. This is determined by whether the token in place p 4 or p 3 res last. The gure shows the two di erent geometric regions that result from the two di erent ring sequences. In this example, one region is a subset of the other, but this is not always the case.
VI. Optimizations
There are a number of optimizations to this algorithm that can be made to reduce the number of geometric regions generated and decrease state space size. The simplest is to check for subsets when checking to see if a region has been explored already. If a region is a subset of a region that has been explored, then all of its possible future behaviors are explored by the exploration of the larger region. Any exploration starting from the smaller region generates redundant regions. Checking for a subset can be done simply by checking to see if all of the entries in one matrix are less than than their counterparts in the other matrix. A similar optimization can be made by removing a region from the list to be explored in the future when a superset of that region is added to the list. The smaller region can also be removed from the representation of the state space in order to save memory.
The previous optimizations can provide substantial runtime improvement, but the most signi cant improvement results from the removal of certain interleavings between token rings from consideration. The purpose of exploring di erent interleavings between token rings is to ensure that all possible causal places for each transition r- ing are explored. If two di erent token ring interleavings result in the same causal place for a given transition ring, no additional information is generated by exploring both of them, due to the way the POSET algorithm generates POSET matrices. When information on a new transition, t, is added to the POSET matrix, the causal place determines the upper bound on the time separation between the ring of t and its causal transition. Two ring sequences with the same causal place for t always result in the same time separations between the ring of t and the other transitions in the matrix.
Consider for example, the Petri net in Figure 9 . Ini- tially the ring sequence p 1 ; t 1 has been explored. Since there are many possible interleavings between the ring of p 4 and the ring of the other tokens in the Petri net, it reduces execution time if only one interleaving where p 4 is causal to t 4 is explored. Figure 10 shows the POSET matrices generated as t 4 res when each of the places in the preset of t 4 is causal. Looking at the POSET matrices, we can see that when p 4 is causal to t 4 it generates a unique matrix that is not a subset of the matrices generated when other places are causal. The matrix in Figure 10 (a) is also the matrix generated whenever p 4 ated multiple times when all token ring interleavings are explored. Additionally, since a di erent geometric region is generated for each token ring interleaving, many additional geometric regions are generated by exploring all of the token ring interleavings which are going to create the same POSET matrix. In order to reduce the number of interleavings explored, the algorithm should only generate the POSET matrix in Figure 10 (a) once, and not explore the other token ring interleavings that lead to it. The di culty is deciding when a token can always be red as soon as it is old enough, and when it must be interleaved so it has a chance to be causal. In general, solving this problem would require a lot of computation. However, in certain cases, interleavings can be eliminated by a structural examination of the Petri net. The details of this process are explained in 20]. It does not add signicant overhead to the POSET algorithm, and in some cases drastically reduces the number of regions explored.
VII. Results
The POSET algorithm drastically reduces the number of geometric regions generated during state space exploration of highly concurrent systems. The new algorithm along with the optimizations discussed in the previous section has been implemented within the CAD tool ATACS and produces very good results as illustrated with the parame- terized examples in this section. The rst two, the Alpha and Beta examples, are from 5] and one stage of each is shown in Figure 11 . Each stage of the Alpha example is composed of a single event which can re repeatedly at a given interval and is not e ected by any other events in the system. In 5], they showed that techniques based on DBMs (i.e., geometric regions) could only handle 5 stages of this highly concurrent example while their symbolic discrete-time technique using numerical decision diagrams (NDDs) could handle 18 stages in 12 hours on a SUN UltraSparc with 256MB of memory. A loglog plot of the results from 5] and our results using POSET timing on a SPARC 20 with 128 MB of memory is shown in Figure 12 . These results indicate that POSET timing can be orders of magnitude faster and more memory ecient. Our techniques found the reachable states space for 512 stages in about 73 minutes using 112 MB of memory. This simple example clearly has only one untimed state regardless of the number of stages, and POSET timing can represent the timed state space using only one geometric region. Our technique does not nd the region in its rst iteration, however. It rst nds a number of smaller regions before nding the nal region that is a superset of all the rest. Therefore, although its performance is very good, it does not analyze the example instantaneously.
One stage of the Beta example is composed of one state bit per stage with two events, one to set and one to reset the bit. timing is able to represent all the timing behavior in this example using one geometric region per state. Clearly, the Alpha and Beta examples are ideally suited to our algorithm, but they are used in 5] to demonstrate the weakness of traditional geometric region based methods. Also, since these examples do not have multiple behavioral places, the performance of our algorithm is no better than the performance of the Orbits algorithm. They are presented here to show the performance of region based time representation compared to discrete time approaches.
The next example is a n-bit synchronous counter. The basic operation of the counter is that when the clock goes high, the next value of the count is determined from the previous value. When the clock goes low, the new value is latched and fed back to determine the next count. This example has several transitions which contain multiple behavioral places in their presets. As the size of the counter speci cation is scaled to more bits, the size of the presets of transitions grows. In 19], graph transformations are described that create a new speci cation which satis es the single behavioral place restriction allowing veri cation by Orbits 14] , 15]. Table I shows runtimes and regions generated using ATACS and Orbits for counters ranging in size from 2 bits to 7 bits. The results using di erent combinations of optimizations in ATACS are indicated in the tables as follows: \Geometric" indicates the geometric algorithm presented in Section 3 without any optimizations. \PO" indicates the POSET algorithm without any optimizations. \Sub/sup" indicates the POSET algorithm with the subset and superset optimizations. \Interleaving" indicates that only the interleaving optimization is used, and \all" indicates that subsets, supersets, and interleaving are used. The last column, \Orbits", gives the results of running Orbits. Orbits also contains many optimizations, all of which are used for this comparison. Entries of \mem" in the table indicate that the machine, a 400MHz Pentium II with 512MB of memory, runs out of memory. The example size is indicated in the rst column, where \T" represents the number of transitions and \P" represents the number of places. Runtime comparisons are di cult between ATACS and Orbits since ATACS is implemented in C and Orbits is implemented in Scheme. Although Orbits is run on a compiled version of Scheme, which is much faster than interpreted Scheme, its runtimes are still degraded by the di erence in implementation language. For this reason, di erences in regions generated are useful to compare the algorithms in an implementation independent way.
The n! new places for each event that has n behavioral places.
In the 3-bit counter most of the transitions have 4 behavioral places, causing a huge combinatorial explosion in the number of regions produced by Orbits. This example also shows the impact of the interleaving optimization. For a 3 bit counter, the interleaving optimization reduces the region count from 1627 regions to 89 regions, and allows the algorithm to analyze up to a 7 bit counter without running out of memory. Since the number of transitions with many places in their presets is high in this example, eliminating unnecessary token ring interleavings produces a dramatic reduction in regions and runtime.
The next example is an asynchronous FIFO composed of lazy-active/passive bu ers. These bu ers perform one communication on their read port to receive a new data value, followed by another communication on their write port to send the value on to the next stage. When many FIFO stages are composed together the resulting speci cation has many transitions with multiple behavioral places. The results generated for FIFO's ranging in length from 1 stage to 6 states are shown in Figure II trates the behavior of the algorithm on speci cations with choice. Three versions of the example are analyzed. In the rst, the B and C blocks are replaced with simple handshakes, and only the A block is analyzed. In the second, the B block is removed and replaced with a handshake.
The third version contains all three selectors. The results for this example are shown in Table III . Since this example has choice, and additional column, \approx" is added to the table to show the results when the choice restriction in the POSET algorithm is removed. When the \approx" option is used, the algorithm does not check to see of a transition has a choice place in its preset when computing upper bounds in the POSET matrix. All of the other optimizations are also used with the approximation. In this example and the next example, the set of reachable markings found with this approximation is the same as the set of markings found with the exact algorithm. There is an improvement in runtime on the order of 40% when the approximation is used on the largest example. This shows that the con ict restriction is adding extra regions and degrading performance somewhat, but that the e ect is not dramatic. approximation can be used to improve performance. If conservative results are not acceptable the runtime penalty to achieve exact results is not prohibitive. The nal example comes from the Intel RAPPID design 21]. The RAPPID design is a fully asynchronous instruction length decoder for the x86 instruction set. This design is shown to be 3 times faster while using half the power of a corresponding synchronous design from a 400 MHz x86 processor. The key to the performance is a very ecient synchronization mechanism which is called the tagunit. One tagunit is shown in Figure 15 . The operation of this circuit is that it can receive a tag from one of seven places (Tagin i ). If the instruction is ready (InstRdy) and the crossbar is ready (XBRdy), it tags out to one of seven places (TagOut i ) depending on the length of the instruction (Length i ). The correctness of the tagunit is veri ed using ATACS and Orbits, and the results are shown in Table IV . In order to parameterize the example, we veri ed tagunits of various sizes where the size is the number of places from which a tag could be received and then transmitted. The tagunit speci cation contains many choice places, and the impact of the choice restriction is illustrated using the approximation described previously. The result of the approximation in the tag unit is similar to the result in the selector. Removing the choice restriction produces approximately a 40% improvement in runtime for the largest tag unit. Unlike the selector, Orbits completes the largest tag unit speci cation. Orbits does not fail due to state explosion in this example, but ATACS with all optimizations produces approximately one third the regions that Orbits produces for all sizes of tag unit except size one. This example has fewer transitions with large numbers of places in their presets, which explains the improved performance of Orbits. In our experience, ATACS with all of the optimizations performs better than Orbits in all speci cations that have multiple behavioral places. If a speci cation does not have multiple behavioral places, the ATACS algorithm and the Orbits algorithm produce identical results.
VIII. Conclusions and Future work
Our results clearly show that POSET timing can dramatically improve the e ciency of timing veri cation allowing larger, more concurrent timed systems to be veried. The results on the alpha and beta examples show that the POSET algorithm allows region based timing analysis to scale well on highly concurrent examples. The results on the counter example show that the POSET algorithm is a dramatic improvement over Orbits when there are a large number of behavioral rules, and the analysis of the selectors shows that the penalty incurred by the algorithm to exactly analyze speci cations with choice is not overwhelming. Finally the results from the tag unit show that the algorithm can be used to successfully analyze real world circuits, and that it performs signi cantly better than Orbits on such circuits. The POSET algorithm achieves these improvements without eliminating parts of the state space, so it does not limit the properties that can be veri ed, and the generated state space can be used for synthesis.
In the future, we plan to further increase the size and generality of the speci cations that can be veri ed with the POSET method. We plan on adding support for level based speci cations to the algorithm, which will facilitate the representation of gate level circuits. Also, our algorithm currently represents the state space explicitly, and we are working on applying implicit techniques. Our preliminary results show that this can lead to a signi cant improvement in memory performance 22]. of i . Therefore, i is in the required set of the rings of places in its preset that immediately follow it. By Lemma 9.1, and the fact that required sets are transitively closed, i is also in the required set of all future rings of places in its preset. Therefore, L( j ) 2 i^j > i ) ( 1. No transition that shares a place in the preset of i and occurs after i can be reordered to occur before i . This is proved as follows:
If a transition ring j shares a place, p, in the preset of i and res after i , then there must be a ring of a token in p, that occurs between i and j . This ring, k , is in the required set of j . The net is one-safe, which implies that i is in the required set of rings of p that occur after i in , since no future ring of p can occur until i has red to remove the existing token. Therefore i is in the required set of k , and also in the required set j since required sets are transitively closed. This implies that j cannot be reordered to occur before i . 2. No transition that shares a place in the preset of i and occurs before i , can be reordered to occur between a shared place ring and i . This is proved as follows:
Suppose that k is the ring of shared place place p, which occurs before i . Lemma 9.2 shows that no transition can be reordered to occur after a ring of a place in its preset. This requires that the transition ring that created the token is not reordered after i and that no place ring that uses the token created by j is reordered to occur between j and i . The reordering restriction on the transition ring is guaranteed by the the de nition of a valid reordering. L( i ) 2 P^9 j 2 0::i?1 : (L( j ) 2 i )( :9 k 2 j+1::i?1 : L( k ) = L( i )) ) j 2 required( i ; ) j 2 required( i ; ) ) ( j ) < ( i ) fDefinition IV:3g
We now need to show that no place ring which res i 's token can be reordered to occur between i and the transition ring, j , that creates the token ring in i . If a place ring, k is going to use the token, then L( i ) = L( k ).
As shown in Lemma 9.1, if k > i, i 2 required( k ; ) so k cannot be reordered to occur before i . This means that any ring occurring after i is eliminated. The only token ring that would not have to violate Lemma 9.1 to be reordered between j and i is the ring of L( i ) immediately preceding i , which we call k . This ring could be reordered between j and i without forcing token rings out of order. However, since the net is one-safe, this cannot happen. Since k is the ring of L( i ) immediately preceding i , j is the only ring of transition L( j ) that occurs between k and i . Since the net is one-safe, this implies that the ring of of k must occur before the ring of j since it is necessary to remove the token from L( k ) before another one can be created by the ring of L( j ). Therefore, no token rings which use the token needed by i can be reordered to occur between j and i . We now need to prove that the remaining condition from De nition II.2 is met. 
If the rable set of the subsequence ending in i is nonempty in , it is followed by a transition ring i+1 . Since i+1 always follows i in a valid reordered sequence, any ring which has a non-empty rable set in is followed by a transition in 0 . Therefore, if no token ring that has an empty rable set in has non-empty one in 0 , the requirement is satis ed. Now we need to show that in a valid reordering it is not possible for a token ring to have an empty rable set in and a non-empty one in 0 . Since transition rings and their causal token rings are reordered consecutively, if a token ring, i has an empty rable set in , and the result of its reordering, ) multaneously with their causal place, so their maximum ring times are determined by the maximum ring times of this place. The maximum ring times of places are determined by when the token in the place is created by it causal transition, and by the other rings occurring after it in the sequence. Since the ring order of the sequence must be re ected by the timing assignment, the maximum valid timing assignment to a place ring is limited by the maximum valid timing assignments of all rings following it. These de nitions allow us to prove upper and lower bounds on the times between transition rings that are possible over all valid reorderings of a ring sequence.
Theorem IV.1: For any ring sequence 2 S that has a valid timing assignment, if i is causal to j , and j does not have a choice place in its preset (:9 k : j \ k 6 = ;), there exists a ring sequence 0 ). Proof: De nitions IX.3 and IX.2 state that this equation can always be satis ed for any where i is causal to j unless there is some k that limits the maximum ring time of j . A ring k limits that maximum ring time of j if it res after j in and has a lower maximum valid ring time than j . Since j is a transition, it must re at the same time as its causal token ring j?1 . All rings limiting the ring time of j are actually limiting the ring time of j?1 and must be moved to re before j?1 . We need to show that we can create a reordering which generates a sequence where all such rings are moved before the ring of j?1 . Since j has no choice places in its preset and j?1 is in the preset of j , only requirement in their required sets can now be given timing assignments that do not limit the ring time of 0 x because 0 x must re before they can re, and moving its maximum valid timing assignment later also moves theirs later. Since no rings that limit the ring time of 0 x occur after 0 x , this can always be done without violating the ordering constraint.
Therefore there exists a ring sequence 0 ). Proof: The proof of this theorem is similar to the proof of the Theorem IV.1. The goal is to move any rings that are limiting the minimum ring time of i to re after i . Since the ring time of a transition is determined by the preceding token ring, we are again dealing with the ring time of the token ring i?1 . Since this time we are trying to move rings to occur after i instead of before i , De nition IV.3(3) does not restrict the possible reorderings relative to i . Also any event that res after i cannot be in the required set of any event ring before i since 2 S. Therefore all events ring before i that are not in the required set of i and limit the minimum ring time of i can be reordered to re after i . When this is done, only events in the required set of i limit its minimum ring time. Since all of the token rings necessary to re i are in its required set, there is at least one token for which i can re at its minimum ring time.
