We recall the definition of subordination between two functions, say / and F, analytic in A = {z: | z \ < 1}. This means that/(0) = F(0) and there is an analytic function φ so that ^(0) = 0, | φ(z) \ < 1 and f( z ) = F(φ(z)) (zeA). This relation shall be denoted by / •< F. If F is univalent in A the subordination is equivalent to /(0) = F(O) and f(A)czF (A) . (See [8, p. 421-] and [13, p. 226-] for some basic results about subordination.)
The classical illustration of our interest is the family & of functions with a positive real part. Recall that /e^ if / is analytic, /(0) = 1 and Re/(z) > 0 (zeA). The family & consists of the functions subordinate to F(z) = (1 + z)/(l -z) in A. Herglotz's formula f(z) -\ (1 + xz)/(l -xz) dμ(x) gives a representation of the functions in ^, where μ varies over the probability measures on the unit circle. Since the mapping μ->f is one-to-one this formula also implies that the extreme points of & are exactly the functions f(z) = (1 + xz) /(l ~ xz) , \x\ = l [14, p. 30] .
We shall let s$? denote the set of functions analytic in A. This set is a locally convex linear topological space with respect to the topology of uniform convergence on compact subsets of A [19, p. 150] . Thus, the ideas of extreme points, convex hulls and other terms are meaningful, and the general results about such spaces are applicable.
(We refer to [5, Chapter 5] for these considerations.) We shall use the notaion φ^~ to denote the closed convex hull of the set ^~ and ©$c^~ to denote the extreme points of φ^7
The functions analytic in A and with a range contained in a given half-plane can be represented by a formula analogous to the Herglotz 455 formula by a simple appeal to that formula. With the normalization /(0) = 1 such a family consists of the functions subordinate to F(z) = (1 + cz)/(l -z) for a suitable number c. The representation formula is f(z) = \ (1 + cxz)l(l -xz) dμ(x) and the functions (1 + cxz)/(l -xz), Jl*l = l I x I = 1, are the extreme points. A more recent example of this kind of relation was obtained in [2, see Theorem 5] . The result proved there implies the following assertion: If μ is a probability measure on | x | = 1 then there is another probability measure v on | x | = 1 such that
• The functions given by the left-hand side of equation (1) are precisely the analytic functions subordinate to
The functions defined by the right-hand side of the equation form a closed convex set, and since the kernel functions f(z) = 1/(1 -xz) p (\x\ = 1) are subordinate to F(z) we may make the following conclusions. The closed convex hull of the functions subordinate to F(z) = 1/(1 -zf is given by the set of functions
, where μ varies over the probability measures Jl*l = l on I x I = 1, and the extreme points of this hull are the functions 2, 3, ...) . A very recent result of D. Brannan, J. Clunie, and W. Kirwan in [1] implies that the conclusions described above more generally hold if p ^ 1. This corresponds to the special case c = 0 of the following assertion. 
Theorem A implies that if p ^ 1, | c | <: 1 and if μ is a probability measure on | x \ = 1 then there is another probability measure v on x I = 1 such that
Conversely, this generalization of the result concerning equation (1) implies Theorem A, as indicated by the argument following equation (1) . Our main interest in Theorem A is in the special case p = 2. We use Theorem A with p = 2 and c = 1 to determine the convex hull and the extreme points of the functions subordinate to some starlike mapping. (In fact, the present authors proved Theorem A in this special case by a different method and independently of Brannan, Clunie, and Kir wan.) To be more precise, let S denote the subset of £/ of functions univalent in Δ so that /(0) = 0 and /'(0) = 1. Also, let St denote the subset of S so that fe St iίf(Δ) is starlike with respect to 0. Let St* = {f f < 9 for some g in St}. (In general if ^ a Sf we let ^~* denote the set {/:/ < g for some g in ^H ) We find tgSt* and @$S£*. The argument depends upon knowing dlgSt, as determined in [2, Theorem 3] , some observations made in [12] and the special case of Theorem A.
In the same way, Theorem A with p = 2 and | c | = 1 is used to discuss the convex hull and extreme points of functions subordinate to some close-to-convex function. We recall that the family of closeto-convex functions, which we denote by C, consists of the functions / analytic in Δ, so that /(0) = 0, /'(0) = 1 and for which there exist a complex number a and a function g so that Re {zf(z)/g(z)} > 0 (z e A) and ag e St. This class was introduced by W. Kaplan in [10] and we note that StaCaS.
Let K denote the subset of S of functions / for which f(A) is convex. We determine QK* and &ξ>K*. We also give applications of our results to the solution of extremal problems and indicate other families for which these considerations are useful.
The last part of this paper concerns the following general question. Suppose that Fej^ and ^~ denotes the family of functions subordinate to f in J. What, in general, can be said about We first show that the functions f(z) = F(xz), \ x | = 1, always belong to QεQJ^ That these functions may be the only functions in ©^^ is well illustrated by the previous examples. The quite opposite situation is represented by the diversity of the set of extreme points of the functions in Jϊf that satisfy \f(z)\ ^ 1 (zeA) [see 9, p. 138] . (This is in the context of our discussion where, say, F(z) = z.) In this direction, we show that if FeH p (the Hardy class), where 1 < p < oo and if φ is an inner function and 0(0) = 0, then F(φ) is an extreme function for the class.
2 The extreme points and convex hull of K*, St*, and C*. [12, see p. 366] 
we conclude that / is subordinate to g where g(z) -2/(1 -xz) and The conclusion that $K* is given by the functions represented by equation (3) follows from the Krein-Milman theorem [5, p. 440] . This uses the fact that the collection of functions φiΓ* is a compact convex set and that @£ΐΓ* = {f:
We also appeal to [2, Theorem 1] . Let S^(x) denote the set of functions subordinate to
2 -1] shows that the linear map/= l/4:x(g -1) exhibits a one-to-one correspondence between the family £^(x) and the class of functions J^s ubordinate to the function 
Since ©φSΓc & §£<*(%) we conclude 
The collection {h} is the same as the set of functions subordinate to 
Our assertion about §C* follows in the usual way by appealing to the Krein-Milman theorem and the fact that ©£>C* c E. We are unable to resolve the question of whether Gfξ>C* = E. In any case, the inclusion (5£>C* c E suffices for most applications. We remark that R(0) =2 T where T is the set of typically real functions introduced by Rogosinski [16] . This fact is probably known but we point out here that if
where pe^ (and p is real on ( -1, 1) ) and the general fact that if Re w t > 0 and Re w 2 > 0 then Re Vw x w 2 > 0. We also note that the class S ΓΊ i?(l/2) was introduced by 0. Dvorak in [6] and most recently discussed by P. Duren and G. Schober in [4] . We recall that SO R(l/2) ^ St and yet as is clear from a result in [2, p. 106] We remark that when p ^ 2 this theorem is obtainable by a result of Rogosinski [17, p. 64] since the numbers A k (l ^ k ^ n) are nondecreasing and convex. That sequence is not convex if 1 < p < 2. When p ^ 1 the sharp coefficient estimate is | a n \ ^ p(n = 1,2, •).
We recall the result of Rogosinski [17, p. 72 ] that if / < g and geSt then \a n \ ^ n(n = 1, 2, •) where /(z) = ΣΓ=i α^ An application of Theorem 4 with a = 1/2 and the kind of argument made in the proof of Theorem 2 shows that <S$R*(l/2) = &®St*. This implies a generalization of Rogosinski's result; namely, Ίίf<F, FeR(l/2) and f(z) = Σ"=i a n z n then | a n \ ^ ^ = 1, 2, •)• For, it suffices to consider the functions in (g£i?*(l/2), and the nth coefficient of a function f(z) = 7/^/(1 -α z) 2 , I x \ = \ y \ = 1, always has modulus n. In [15] Robertson generalized the result of Rogosinski for the coefficients of a function in C*. By making use of Theorem 3 we can obtain a simple proof of this result. It suffices to consider the function in @£>C*. Hence we need only show that the wth coefficient of the functions has modulus bounded by n. This is an easy calculation; namely and so
Our next applications deal with the L p means of a function / which is subordinate to a function g belonging to some compact subfamily ^ of S. To each function / analytic in Δ we let
) \ p dθ, where 0 < r < 1, p> 0 . 2π Jo Since Si* is a compact subset of Sxf we know, by arguments given in [12] , that 
The inequalities (5) hold, more generally, for the class C*. This depends on arguments given by the second author in [12] for n = 1, 2, 3, and by D. R. Wilken in [20] for n = 0. We note that the inequalities (5) contain the result | a n | ^ n for the coefficients of /. This follows for a given n by using the inequality for p = 1 and then by letting r -> 0. Similar results about L v means hold for functions in K*> as is easy to show (see [12] for various references about related problems). This implies that Re a n ^ I -A* I and that Re a n = \ A n \ only for functions f(z) = jP(a?2;) where | x \ = 1 (and α? has a suitable argument so that ίΛ4. w > 0).
Let &l consist of the functions f(z) = ^H= o a k z k in φ^for which Re a n = I A n \. Then ^" is a compact subset of QJ^ and thus contains an extremal element [5, p. 439] , say / 0 . Since &l is an extremal subset of §^t r this implies that f 0 e @^> ^. But as ^^ is compact ^Q^czJ^ [5, p. 440] and so f Q e ^7 Therefore, / 0 must have the form / 0 (^) = F(xz) for a suitable α;, as shown above (| x | = 1). This shows that there is a complex number x 1 so that | x ι \ = 1 and We next show that if F(x x z) e Gcφ,^ for some x l9 \ x 1 | = 1 then F(xz) e ©ξ> J^~ for every x, \ x | = 1. Suppose that | x 2 | = 1 F(x 2 z) $^^. Then, we may write F(x 2 z) = tf(z) + (1 -t)g(z) where 0 < t < 1, / Φ g and / and g belong to $ ^~. This is the same as F(x L z) = tf(xjx 2 z) + (1 -t)g(xjx 2 z), which would contradict that F{x^z) e © §^" if we show that f(xjx 2 z) and g(xjx 2 z) belong to φ J^, since f(xjx 2 z) Φ g(xjx 2 
z).
We are required to show that if |α?| = l and /e^y then f(xz) e £>^7 A function / e φ ^"* if / is a limit (uniform on compact subsets of A) of functions of the form Σ*=i Theorem 6 can be proved by appealing to other unique extremal properties of the functions F{xz). For example, say that ^'(0) Φ 0, 30 that for all sufficiently small r, F maps | z \ < r one-to-one onto a convex domain. Lindelof's theorem [13, p. 22] asserts that if A r = {z:\z\ < r} then f(A τ )cF (A r ) and the boundary of f(A r ) meets the boundary of F(A r ) only if f(z) = F(xz), \x\ = 1. The convexity of jP(J r ) thereby implies that Ree ία /(z) is uniquely maximized for each z,\z\ -r, over ^7 With varying a we get all functions F(xz) f \x\ =1.
Theorem 6 may be thought of as prescribing the minimal possibility for the set ©φ ^7 This minimal situation is achieved for several examples discussed earlier. Our next theorem gives information about when the set @^>^ can be much more varied for certain functions F.
We need to recall some results about subordination and its relation to H p spaces. (For a general discussion of the theory of H p spaces see [3] or [9] .) For a function / analytic in A we set (p > 0, 0 < r < 1). In [11] J. E. Littlewood proved that if f<F then '-<[/; r] ^ ^t p [F; r] for p > 0, 0 < r < 1. Also, ^%, [f; r] is an increasing function of r (0 < r < 1) [3, p. 9] .
The space H p (p ^ 1) is defined to be the set of functions F analytic in Δ for which ^V\F\ r] is a bounded function of r for 0 < r < 
. We may assume that F(0) Φ 0, otherwise we would first prove the theorem, say, with
This proves that fe @£>^~ if p > 1. 2 There are other ways to show that such a family ^~ has extreme points besides the functions F(xz), \ x \ = 1, without obtaining such descriptive information as that given by Theorem 7. A good example of this is provided by the result proved by A. W. Goodman in [7] . He shows that if the class of functions subordinate to a univalent function F is the same as the set of functions given by The type of situation just described also occurs if one of the coefficients (after A λ ) of F vanishes. Similarly, if F(z) = Σ*=o A*3*> A 1 Φ 0 and A n -> 0 then there are extreme points other than F(xz), \x\ = 1, as such functions are not extremal for the problem max | a n if n is sufficiently large. This follows merely by noting that the functions f(z) = F(z n ) are subordinate to F. The situation A n -> 0 occurs, for example, if F is univalent and convex in Δ and does not map onto a half-plane. More generally, F need only be subordinate to some such function and F\0) ^ 0. To see this observe that such a function belongs to H 1 due to Littlewood's inequality and the fact that a convex, univalent function other than a half-plane mapping is in H 1 (and even in H p for some p > 1). But it always follows that A n -+0 if FeH 1 .
A geometric realization of this situation occurs whenever the range of F has at least two distinct lines of support.
3* The converse of Theorem 7 is not generally true; for certain functions F in H p there can be extreme points not of the form F(φ) where φ is an inner function. This is already the case when F(z) -z [see 9, p. 138] . We thank L. Brickman for pointing out the following example in which extreme points can be geometrically realized. Let the analytic function F be univalent in Δ so that F(Δ) is convex and some arc Γ on the boundary of F(Δ) does not contain a line segment. Then each analytic function / (say, univalent in Δ) so that /(0) = F(0), f{A) c F{A) and [closure of f(Δ)] Π [closure of F(Δ)] 3 Γ is extreme in the class of functions subordinate to F. To see this consider writing f(z) = tg{z) + (1 -t)h(z)(z e A) where 0 < t < 1, g e Qâ nd h e φ *^Γ Since F(Δ) is convex ^^ = J?~ and so g and h belong to H 1 . Therefore, g and h have radial limits almost everywhere. We now see that by taking radial limits associated with points e iθ so that f(e iθ ) e Γ that the relation f(z) = tg(z) + (1 -t)h(z) could only be possible if g(z) -h(z) = f(z) on some set on | z \ -1 of positive measure. But then we would have g -h in A.
