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Nurminen L, Kilpeläinen M, Laurinen P, Vanni S. Area summation in human visual system: psychophysics, fMRI, and modeling. J Neurophysiol 102: 2900 -2909 , 2009 . First published August 26, 2009 doi:10.1152 /jn.00201.2009 . Contextual modulation is a fundamental feature of sensory processing, both on perceptual and on single-neuron level. When the diameter of a visual stimulus is increased, the firing rate of a cell typically first increases (summation field) and then decreases (surround field). Such an area summation function draws a comprehensive profile of the receptive field structure of a neuron, including areas outside the classical receptive field. We investigated area summation in human vision with psychophysics and functional magnetic resonance imaging (fMRI). The stimuli were similar to those used drifting sine wave gratings in previous macaque single-cell area summation studies. A model was developed to facilitate comparison of area summation in fMRI to area summation in psychophysics and single cells. The model consisted of units with an antagonistic receptive field structure found in single cells in the primary visual cortex. The receptive field centers of the model neurons were distributed in the region of the visual field covered by a single voxel. The measured area summation functions were qualitatively similar to earlier single-cell data. The model with parameters derived from psychophysics captured the spatial structure of the summation field in the primary visual cortex as measured with fMRI. The model also generalized to a novel situation in which the neural population was displaced from the stimulus center. The current study shows that contextual modulation arises from similar spatially antagonistic and overlapping excitatory and inhibitory mechanisms, both in single cells and in human vision.
I N T R O D U C T I O N
Context modulates the neural responses to a stimulus at various stages of the visual system (Jones and Sillito 1991; Maffei and Fiorentini 1976; Pack et al. 2005; Shapley and Victor 1979; Solomon et al. 2006; Zhang et al. 2005) as well as in the auditory (Sutter et al. 1999 ) and the somatosensory systems (Vega-Bermudez and Johnson 1999) . In visual perception, spatial context affects the appearance of a target stimulus (Cannon and Fullenkamp 1991) as well as observer's performance in detection (Polat and Sagi 1993) and discrimination tasks (Foley 1994; Olzak and Laurinen 2005) . These perceptual phenomena share strong similarities with the modulation of neural responses in the early visual cortex.
In the primary visual cortex of the macaque, contextual modulation has been studied with the area summation paradigm, i.e., by varying the size of a grating centered on the neuron's receptive field (RF). Area summation functions provide information on the RF structure of a neuron, including areas outside the neuron's classical RF. The models concerning area summation in single cells in macaque V1 consist of spatially overlapping excitatory and inhibitory RF mechanisms (Cavanaugh et al. 2002a; Sceniak et al. 2001) . These antagonistic mechanisms have a Gaussian sensitivity profile in the spatial domain with a broader spread in the inhibitory mechanism (Angelucci et al. 2002; Cavanaugh et al. 2002a; Levitt and Lund 2002; Sceniak et al. 2001; Zhang et al. 2005) . The present paper follows the definition of RF, which consists of a summation field, including the classical RF, and a larger surround field. Increasing stimulus size within the summation field increases the firing rate of the neuron, and stimulus reaching the surround field typically suppresses the firing (Angelucci et al. 2002; Cavanaugh et al. 2002a; Ichida et al. 2007; Sceniak et al. 2001) . The spatial spread and the gains of excitatory and inhibitory mechanisms determine the sizes of the summation and surround field (Cavanaugh et al. 2002a; Sceniak et al. 2001) .
Area summation has also been investigated in psychophysical studies. As the size of a target grating increases, the detection threshold of the target decreases monotonically (Howell and Hess 1978; Meese et al. 2005; Robson and Graham 1981; Rovamo et al. 1993) , whereas stimulus size has only a minor impact on contrast discrimination thresholds (Legge and Foley 1980; individual differences reported in Meese et al. 2005) . In the majority of V1 cells, however, the response first increases and then decreases with increasing size of a grating (Cavanaugh et al. 2002a ). Two psychophysical area summation studies measured the detection threshold of a small target as a function of mask size and reported similar functions that are most frequently found in single-cell studies (Saarela and Herzog 2008; Yu and Levi 1997) . However, these reports did not provide quantitative estimates of the spatial profiles of the mechanisms underlying contextual modulation.
Functional magnetic resonance imaging (fMRI) provides fine spatial resolution and it has been used for assessing correlates of classical RFs in humans (Dumoulin and Wandell 2008; Kastner et al. 2001; Smith et al. 2001 ). However, regions outside the classical RF are instrumental in mediating contextual modulation. The focus in previous contextual modulation studies with fMRI has been on the modulation strength (Dumoulin and Hess 2006; Williams et al. 2003; Zenger-Landolt and Heeger 2003) . The spatial profiles of mechanisms of contextual modulation have not been described in human V1 and V2.
We measured area summation functions with psychophysics and fMRI and characterized the spatial structure of the mechanisms of contextual modulation in human V1 and V2/V3. The stimuli corresponded to those in earlier single-cell area summation studies, which facilitated the comparison of our results and the spatial structure of RFs in single cells in macaque V1 and V2. We developed a model for the comparison of area summation in fMRI and psychophysics. The model took into account the voxel size, magnification factor in human V1, and the spatial structure of the RFs in primary visual cortex. After modeling, the structure of the summation fields agreed in fMRI (V1) and psychophysics. The shape of the area summation functions was similar to the functions observed in single cells in macaque V1 and V2. The results of the current study indicate that in humans and macaques, the mechanisms of contextual modulation have a very similar spatial structure in early visual cortex.
M E T H O D S
Psychophysics SUBJECTS. Four subjects (1 female, age 27-43 yr) participated in the psychophysical experiment. All subjects had normal or corrected to normal vision. One of the subjects was naïve to the purposes of the study.
STIMULI. Psychophysical stimuli consisted of a mask ( Fig. 1A ) and a superimposed target (gray line in Fig. 1B) . The mask was a circular sinusoidal grating (spatial frequency, 1 cpd; drift rate, 4 Hz; orientation, 45°; contrast, 15%), drifting orthogonally relative to orientation. Diameter of the mask was varied (0.5, 2, 4, 8, 16, and 24°of visual angle) . Edges of the mask were smoothed with a Gaussian low-pass filter (SD 1/3°). The target was a Gabor patch (SD 0.125°of visual angle), which had spatial frequency, temporal frequency, and orientation identical to the mask. Drift direction of the mask and the target were always the same and reversed after each trial. The stimuli were displayed at 13°eccentricity and 15°of polar angle above the horizontal meridian of the left visual field. The mean luminance of the stimuli and unmodulated background was 40 cd/m 2 .
The stimuli were created with Matlab (Mathworks, Natick, MA) and presented on a 22-in Mitsubishi Diamond Pro 2070 CRT monitor (NEC-Mitsubishi Electronics Display-Europe GmbH, Munich, Germany) with an 800 ϫ 600-pixel resolution, 100-Hz refresh rate via a Visage stimulus generator (Cambridge Research Systems, Kent, UK). The luminance output of the monitor was gamma corrected. Viewing distance was 49.5 cm. and the display was the only light source in the room during the experiments. PROCEDURE. The threshold contrast for detecting the Gabor target ( Fig. 2) was measured as a function of mask diameter using a temporal two-alternative forced choice method of constant stimuli. Every trial began with a 300-ms presentation of the fixation point, followed by two stimulus intervals [180 ms each; interstimulus interval (ISI), 600 ms]. The mask grating was presented in both intervals and the target randomly in one of the two. The subjects indicated with a button press the interval in which the target had appeared. Each of the nine target contrasts was presented 16 times. Psychometric functions were fitted with Weibull-function using maximum likelihood method, and their 95% confidence intervals were estimated with bootstrap using Psignifit version 2.5.41 (Wichmann and Hill 2001) Matlab toolbox. The target contrast corresponding to 75% of responses correct was used as the detection threshold. DETERMINING THE SIZE OF SUMMATION AND SURROUND FIELD AND SUPPRESSION STRENGTH. For each subject, the detection threshold versus mask diameter function was fitted with difference of integrals of Gaussians (DOG) (Sceniak et al. 2001 ) function by minimizing squared error. The DOG was used to interpolate between the measured mask diameters. Summation field size was defined as the mask diameter at which the fitted function reached the maximum. Surround field size was defined as the smallest diameter at which the function had decreased to a value 5% greater than the detection threshold with the largest mask. We quantified suppression with an index SI ϭ (R peak -R sup )/R peak , where R peak and R sup are threshold contrast (from the fitted function) at peak and at the largest stimulus diameter, respectively. The index takes value 0 when there is no suppression.
RELATIONSHIP BETWEEN THE DISCRIMINATION THRESHOLDS AND
BOLD. Psychophysically measured discrimination thresholds cannot be considered direct correlates of BOLD or even neural response amplitudes. The use of summation field size, surround field size and suppression index extracted from psychophysical data in our model is based on the following logic. The responses of visual neurons first increase to a peak and then decrease to a plateau with an increasing grating size (Cavanaugh et al. 2002a; Zhang et al. 2005 ). An increase in neural responses, in turn, is coupled with increase in the neural noise and a changing slope of the neural contrast response functions (Geisler and Albrecht 1997) . Importantly, an increase in psychophysical threshold is commonly linked either to a decreasing slope of the contrast response function, an increase in neural noise or both (Geisler and Albrecht 1997; Georgeson and Meese 2006; Klein 2006) . In any of the cases, thresholds would be increasing monotonically with increasing neural responses. However, psychophysical contrast discrimination thresholds first decrease and then increase as a function of mask contrast. The monotonic relation between neural responses and psychophysical thresholds holds only in the increasing part of the threshold vs. contrast function. Our control experiment (data not shown) and earlier literature (Boynton et al. 1999) indicate that our mask contrast (15%) lies clearly in the monotonically increasing part of the threshold versus contrast function.
We do thus not assume that an increase in discrimination thresholds is a direct effect of increasing neural responses. Instead, we assume that an increase in the discrimination threshold in our measurements is a result of a decreasing slope in the contrast-response function or increasing neural noise (both correlated to increased neural responses to the target area of the stimulus).
General fMRI methods
Four fMRI experiments with different methods and purpose were conducted. The methods common to all of the fMRI experiments are described below. The purpose of each experiment and the specific methods are explained in Experiment specific fMRI methods.
Subjects. All subjects had normal or corrected to normal vision and gave written informed consent before participating in the study. The study conformed to the guidelines of the Declaration of Helsinki and was approved by the ethical committee of the hospital district of Helsinki and Uusimaa. All subjects from the psychophysical experiment also participated in fMRI experiments 1, 2, and 4.
Stimuli. In the separate functional localizer runs, the stimulus was a circular 2°diam grating at 13°eccentricity with 100% Michelson contrast. The mean luminance of the stimuli and unmodulated background was always 40 cd/m 2 . PROCEDURE. Each fMRI session consisted of seven experimental runs, two functional localizer runs, and one run to obtain a structural image in this order. Each 4.5-min experimental run comprised three repetitions of six stimulation blocks (one 10.8-s block/stimulus diameter) followed by one 10.8-s rest block. To reduce transitional effects, there was an additional 1.8-s rest between the stimulation blocks. The order of stimulus presentation was pseudorandomized between experi-mental runs and subjects. In the functional localizer runs, a 21.6-s stimulation block alternated with 21.6 s of rest throughout the two ϳ4.5-min runs. During stimulation, the direction of drift reversed every 450 ms. To control attention, subjects were required to report with button press the direction of a minor luminance change at fixation. fMRI ACQUISITION PARAMETERS. The blood-oxygenation-level-dependent (BOLD) contrast was measured with a General Electric Signa EXCITE 3.0 T MRI (General Electric Medical Systems, Milwaukee, WI) scanner with an eight-channel receiver coil. SELECTION OF THE VOXEL OF INTEREST. The borders of retinotopic areas were identified for six subjects with the phase-encoded retinotopic mapping method (Sereno et al. 1995; Warnking et al. 2002) and for six subjects with multifocal fMRI (Vanni et al. 2005 ). The multifocal mapping was limited to 24 visual field regions, and these regions were divided into two alternating periods where abutting regions were never stimulated at the same time. This alternation alleviates the spatial interactions between neighboring patches of cortex and allows the mapping of borders between extra-striate areas. For eight subjects, the retinotopic mapping data were rendered on cortical surface, which was reconstructed from high-resolution anatomical image and unfolded using Brain à la Carte (BALC) Matlab toolbox (Warnking et al. 2002) . For the rest of the subjects, V1 and V2/V3 were segregated in three dimensional images by checking that the vertical meridian representation (from multifocal mapping) separated the two BOLD responses to the localizer. Areas V2 and V3 could not be reliably discriminated given the position of the stimulus close to the horizontal meridian. Although we always attempted to choose a voxel of interest in V2, we denote these voxels with label V2/V3. On the basis of activation induced by the localizer stimulus, one voxel with the highest t-value within predefined visual cortical area was chosen as the voxel of interest, and the rest of the analyses are based on only these voxels. The t-values of the voxels sharing a side with the voxel of interest are provided as supplementary material (Supplemental Fig. S3 ). 1 The figure indicates that the t-value of the voxel of interest is (by definition) the largest but also consistently comparable to the t-values in the immediate neighborhood, arguing against a problem of highly nonrepresentative voxel selection. The main conclusions of the current study are based on measurements conducted with spin echo fMRI sequence, which reduces the risk that the signal from the voxel of interest would have been reflecting signal from a draining vein.
Basing the analysis on a single voxel deviates from the standard practice in fMRI in which a ROI containing a number of voxels is usually analyzed. The procedure was an imperative in the current study because we attempted to estimate spatial parameters of contextual modulation. A single voxel at the 13°eccentricity represents a significant region in the visual field, and increasing the number of voxels would have dispersed the RFs of the sampled neuron population further and made the shape of the covered visual field region more unpredictable, complicating the modeling considerably. For example, our modeling and data indicate ( Fig. 7) that the area summation function of a voxel centered at 9.4°eccentricity rises at similar stimulus diameter in which the function of a voxel at 13°e ccentricity already decreases. Averaging the responses of these voxels would make the area summation function of the ROI to appear flat and complicate the estimation of summation and surround field sizes. change associated with each stimulus condition was estimated by fitting a general linear model to the time-series data. High-pass filtering (180-s cutoff) and noise autocorrelation were included in the estimation. For each run, a regressor was assigned for each stimulus size and for the mean signal. To calculate signal change values, regression coefficients for each condition and run were divided by the mean regression coefficient of the same run and then multiplied by 100. Each data point in Figs. 3A and 4A represents signal change values for one stimulus size in VOI, averaged over runs. Signal change was plotted as a function grating diameter. The sizes of summation and surround fields and suppression strength were determined the same way as from the psychophysical data.
Experiment specific fMRI methods
fMRI EXPERIMENT 1. The first fMRI experiment investigated area summation in V1 and V2/V3. Six subjects (1 female, age 24 -43 yr) participated in fMRI experiment 1. The stimuli (Fig. 1A) were the same as the mask stimuli used in the psychophysical experiment but without the target Gabor. The functional volumes were acquired with tissue sensitive spin echo EPI sequence (16 slices, repetition time, 1.8 s; echo time, 70; field of view, 16 cm; imaging matrix, 64 ϫ 64; and slice thickness, 2.5 mm).
fMRI EXPERIMENT 2. The second experiment replicated the results of experiment 1 with conventional single shot gradient echo EPI sequence (29 slices, repetition time, 1.8 s; echo time, 30 ms; flip angle, 60; field of view, 16 cm; imaging matrix, 64 ϫ 64; slice thickness, 2.5 mm). Twelve subjects (1 female) participated in the second fMRI experiment. The stimuli were the same as the mask stimuli used in the psychophysical experiment (i.e., without the target Gabor). Errors bars indicate 95% CI, calculated over subjects. C: summation field diameter, surround field diameter, and suppression indices in V1 vs. V2/V3. Markers above diagonal indicate that the value is larger in V2/V3. Error bars indicate 95% CI, calculated over subjects. The data of subject S4 was not included in the calculation of V2/V3 averages as a fit that would provide a reliable estimate of summation field could not be obtained. All other data were included. fMRI EXPERIMENT 3. The third fMRI experiment controlled for the effects of the stimulus energy on nonnominal spatial frequencies and orientations (Fig. 1D ). Two subjects participated in the third fMRI experiment. The functional volumes were acquired with a single shot gradient echo EPI sequence (29 slices, repetition time, 1.8 s; echo time, 30 ms; flip angle, 60; field of view, 16 cm; imaging matrix, 64 ϫ 64; slice thickness, 2.5 mm). The stimuli were filtered with filter that was composed of two Fourier-domain Gaussians centered on the nominal frequency and orientation of the stimuli and normalized to one (Fig. 1E) . Standard deviations for the Gaussians were 0.5 cpd in spatial frequency, and ϳ28°in orientation. Filtering cut the nonnominal energy to approximately one fifth in comparison with the original stimuli (Fig. 1F) .
fMRI EXPERIMENT 4. The fourth experiment tested the applicability of the voxel response model (see RESULTS) to a displaced neural population. The experiment was otherwise identical to experiment 1, but it included two additional functional localizer runs. The additional localizer stimulus was displayed at 9.4°eccentricity and scaled to 1.45°diam to achieve approximately equal cortical coverage with the other localizer stimuli. Four subjects (one female) participated in experiment 4.
Comparison to single-cell data
We received data on summation and surround field sizes and suppression indices for 551 macaque V1 neurons, from James R. Cavanaugh, Wyeth Bair, and J. Anthony Movshon. The methods for data collection and parameter extraction are described in Cavanaugh et al. (2002a); although we used the peak of interpolated function instead of 95% of the peak as definition of summation field. To estimate population averages for summation field, surround field and suppression index at 13°eccentricity, we plotted the data for a given parameter as a function of eccentricity. We then fitted a linear regression line to the data and took the value of the regression line at 13°as the population average. For summation field and suppression index, all neurons were included. For surround field, only neurons that showed suppression were included. The population averages were used to create an average single neuron response form.
R E S U L T S

Perceptual area summation
Perceptual area summation functions were obtained by measuring the detection threshold of a Gabor target as a function of mask diameter (0.5-24°). Figure 2 shows that the area summation functions were similar to those observed in single-cell studies (Angelucci et al. 2002; Cavanaugh et al. 2002a ). As the mask diameter increased, the thresholds first increased, and then decreased to an asymptote. The average perceptual summation field diameter was 2.1 Ϯ0.30°(95% CI), surround field was 6.2 Ϯ 2.5°, and suppression index was 0.34 Ϯ 0.08. In macaque V1 cells (in Cavanaugh et al. 2002a,b data), on the same eccentricity, the corresponding values are 2.7 Ϯ 0.14°, 4.5 Ϯ 0.22°, and 0.32 Ϯ 0.02, respectively. The results indicate that the neural mechanisms underlying area summation have similar spatial structure in both species. Interestingly, when the perceptual area summation functions were compared with only those macaque V1 cells that do show suppression, the functions were in a closer correspondence.
BOLD area summation
BOLD area summation functions were obtained from human visual areas V1 and V2/V3 by measuring BOLD signal change as a function of grating diameter (0.5-24°) using spin echo (SE; fMRI experiment 1) and gradient echo (GE; fMRI experiment 2) EPI sequences. GE EPI is the standard method in fMRI because it has good sensitivity, but it is more susceptible for draining vein signal and has thus lower spatial specificity than SE sequence. The data of 3/12 subjects failed to show suppression with GE EPI sequence but showed suppression with SE sequence (e.g., Fig. 3A, bottom) . GE versus SE comparison (Fig. 3B) indicated that there was a trend toward smaller average V1 summation and surround field sizes with the SE sequence (e.g., Fig. 3A, top) . The result is in line with the higher susceptibility of GE to signal from draining vein and hence to signal displacement (Olman et al. 2007 ). Because SE sequence provides better spatial precision, we report here the results from the SE experiment. The GE data are provided as supplementary material ( Supplementary Fig. S1 ).
As in psychophysics and single-cell studies (Angelucci et al. 2002; Cavanaugh et al. 2002a; Sceniak et al. 2001; Solomon et al. 2004; Zhang et al. 2005) , BOLD responses first increased and then decreased with increasing grating diameter (Fig. 4A ). Average BOLD summation field diameter in V1 was 3.2 Ϯ 1.3°(95% CI), surround field diameter 15 Ϯ 2.3°, and suppression index 0.87 Ϯ 0.23. V2/V3 values were 5.6 Ϯ 6.0°, 15 Ϯ 6.4°, and 0.82 Ϯ 0.68. In line with single-cell studies (Solomon et al. 2004; Zhang et al. 2005) , summation field sizes showed a trend toward larger values in V2/V3 than in V1 (Fig. 4C) .
The BOLD summation and surround field diameters were consistently larger than in the perceptual measurements. At least two sources could cause the discrepancy: 1) nonnominal Fourier energy emerging from the sharp stimulus edges and 2) a large neural sample in fMRI with RFs significantly dispersed in the visual field.
Nonnominal Fourier energy can be confounding in fMRI experiments because voxel includes neurons with a variety of orientation and spatial frequency preferences. In fMRI experiment 3, we used filtered stimuli (Fig. 1, D-F) to control for the effect of nonnominal energy. Filtering the nonnominal stimulus energy did not remove the discrepancy between fMRI and psychophysics.
Voxel response model
The limited spatial resolution of fMRI could underlie the large summation fields observed in the fMRI data (Fig. 4) . To investigate this possibility in detail, we developed a model for the BOLD area summation in V1. Our approach is similar to a previous study predicting human area V5 responses to motion stimuli (Rees et al. 2000) . A Matlab implementation of the model is available at http://ltl.tkk.fi/wiki/BRU/Vision_ Systems_Physiology#Code.
MODEL DESCRIPTION. The voxel response model included a population of stereotypical model neurons differing only in their RF locations (Fig. 5) . The model neurons were evenly distributed within a 7.5 ϫ 7.5 mm area (see following text). The central 2.5 ϫ 2.5 mm corresponds to the modeled voxel (Fig. 5, top  left) . The retinotopic locations (a i , b j ) of RF centers of the model neurons were determined by projecting a single voxel in V1 at 13°eccentricity to visual space (Fig. 5, top right) . The projection followed the inverse of the Schwartz (1994) for-mula: a,b ϭ exp(w/k) -f, where a and b are the real and imaginary parts, respectively, of a complex number representing a point in visual space in Cartesian coordinates, complex number w is a corresponding point on cortical surface, k is a scaling factor and f controls the area of cortex devoted to fovea. We used f ϭ 1 and k ϭ 17, corresponding to the human V1 magnification factor (Duncan and Boynton 2003).
After determining the RF positions, the model response to a stimulus with radius r was computed in three steps. First, the output R n of a model neuron at visual field location (a i , b j ) was given by a two-dimensional difference of integrals of Gaussians function (2D-DOG, Eq. 1). The 2D-DOG is essentially the Sceniak et al. (2001) single neuron area summation model applied in two dimensions. The integrals in 2D-DOG were computed over the circular stimulus area C(r) with radius r (1) where c ϭ center spread, k c ϭ center gain, s ϭ surround spread, k s ϭ surround gain, and m is a constant. The response represents a change in the firing rate of a neuron relative to the spontaneous firing. The choice of the single-cell model was based on computational convenience and another model, such as that of Cavanaugh et al. (2002a) should work equally well. Figure 5 (the 2 solid curves in the graph) illustrates how RF position has a significant influence on the stimulus diameter at which the response peaks. Second, the model took into account the point-spread function of fMRI, which smoothes the ideally sharp voxel. The central 2.5 ϫ 2.5 mm of the modeled cortex, corresponding to the voxel of interest, was set to one and the rest to zero. The voxel was then convolved in both dimensions with a Cauchy-Lorentz function, with half-width at half-maximum (hwhm) of 0.65 mm/3. Jesmanowicz et al. (1998) suggest a hwhm of 0.65 for the phase-encoded direction, for the measurement parameters that we used. However, because the point-spread of EPI is negligible in frequency-encoded and slice direction (Liang and Lauterbur 2000) , the expected value of hwhm for any given voxel dimension is 0.65/3. After convolution, the values were normalized to one, and the response of each cell was weighted with the value of the smoothed voxel in corresponding location.
Third, after computing the response of each model neuron, the voxel response Rvox (Eq. 2) is achieved by summing over all model neurons i.e., over all RF locations. The dashed curve in Fig. 5 shows an example of the normalized summed response
We used 3,600 model neurons in the simulations. Although 3,600 is below the real number of neurons in a corresponding area of real cortex, we found in a pilot experiment that the change in the model summation and surround field size saturated with Ͻ1,600 model neurons ( Supplementary Fig. S2 ). The first simulation was run with two a priori fixed sets of parameters for the 2D-DOG. The first set ( c ϭ 0.6200°, k c ϭ 1.1100, s ϭ 0.8550°, k s ϭ 0.3527, m ϭ 0.0244) produced a model neuron which had summation and surround field sizes corresponding to the averages from the Cavanaugh et al. (2002a,b) macaque single neuron data (gray line in Fig. 6A ). The second set ( c ϭ 0.3750°, k c ϭ 1.22, s ϭ 1.3281, k s ϭ 0.0456, m ϭ Ϫ0.0059) produced a model neuron corresponding to our psychophysical data (black line in Fig. 6A) .
We were not able to fix the 2D-DOG to produce simultaneously the macaque V1 average summation and surround field size and suppression index. Because the spatial parameters were the main interest of this study, we produced a model neuron that had the average summation and surround field size of macaque V1 neurons but an arbitrary suppression index. Note that the problem concerns only the 2D-DOG applied to macaque V1 single neuron data. When fitted to the psychophysical data, the 2D-DOG produced the same summation and surround field size and suppression index as in the data. We have assumed a linear relationship between the suppression index in BOLD and that in single-cell responses and the psychophysically measured thresholds. While the curvature of the functions has no influence on the accuracy of the modeled spatial extents of summation and suppression, it does influence the suppression index. Thus the model estimate of suppression index involves an additional source of uncertainty in comparison to the spatial parameters.
A single voxel in V1 includes neurons with all orientation preferences (Haynes and Rees 2005) and in the second simulation each model neuron was replaced with four model neurons with different orientation preferences (0, 45, 90, and 135°r elative to the stimulus). Even after this modification the model does not include any free parameters. We assumed that the orientation preferences in a voxel follow an even distribution (Haynes and Rees 2005) . The effect of nonoptimal stimulus orientation was modeled as a change in the balance of the center and surround gain. We applied published orientation tuning curves of the RF center and surround ( Fig. 3D in Cavanaugh et al. 2002b) to the gains of the model neurons' center and surround (k c and k s in Eq. 1). For example, a ϳ50% firing rate reduction due to a 45°orientation change in Cavanaugh et al. (2002b) was here applied as a ϳ50% reduction in center gain k c . The gain parameters for the different orientation preferences (given in brackets) were k c (0) ϭ 1. When the parameters were fixed according to macaque single neuron data, the voxel model produced summation and sur-round field diameters 4.7 and 5.3°, respectively. With parameters fixed according to psychophysics, the model summation and surround field diameters were 4.0 and 6.8°, respectively, and suppression index was 0.27. The model with parameters fixed according to psychophysics provided a better correspondence to the spatial extents of summation and suppression observed in fMRI, and the results presented hereafter are based on those parameters. Figure 6B presents a closer comparison of area summation function of the psychophysical model and the SE fMRI data from individual subjects. The model (solid black line in Fig. 6B) captures the increasing part of the BOLD responses well but fails at the suppressing part. The BOLD continues to decrease after the model has reached a plateau.
With the orientation tuning component included, the model produced summation and surround field diameters 3.7 and 7.6°, respectively, and a suppression index of 0.35 (dashed black line in Fig. 6B ). Thus the modification improved the fit to the data. Figure 6C provides an overview of the spatial extent of summation and surround as measured in fMRI and as predicted by the model with and without the orientation tuning. While the psychophysical parameters cannot be certainly attributed to any cortical area exclusively, it is interesting to note that the model with parameters from psychophysics is in better agreement with BOLD responses from V1 than V2/V3.
To test whether the model applies to a completely novel situation, we measured the fMRI signal from two different voxels, one centered on the stimulus and one displaced ϳ3.6°t oward the fovea (see METHODS, fMRI experiment 4). Figure 7 shows the SE fMRI data of individual subjects (gray lines) and the corresponding model simulations (thick black lines) in the centered voxel case (A) and the displaced voxel case (B). As suggested by the area summation model, the BOLD responses peaked at a larger stimulus diameter when the voxel was displaced from the center of stimulation (Fig. 7B) . The model predicted the BOLD responses fairly well in both conditions, but the fit is somewhat better in the centered compared with the displaced voxel condition. The model at displaced condition peaked at stimulus diameter 9.9°and reached an asymptote at 12.8°, producing suppression index 0.22. The response of the model began to rise at a larger stimulus diameter than in the data. Interestingly, the initial small-amplitude dip produced by the model in the displaced voxel condition, is also present in the data (3/4 cases). We studied the spatial extent of contextual modulation in human vision. The present study took several methodological advances to enable comparison of area summation in fMRI, psychophysics, and single cells. Our study showed that the models designed to characterize contextual modulation in single cells also apply to contextual modulation in the human visual system.
Perceptual area summation
The overall shape of the perceptual area summation functions resembled the functions frequently encountered in singlecell area summation studies. The similarity indicates that contextual modulation arises from spatially alike mechanisms in human vision and in single cells in macaque early visual cortex. A link between psychophysics and single cell response properties has been earlier demonstrated at least in contrast and spatial frequency discrimination (Geisler and Albrecht 1997) .
The current psychophysical results were significantly different from earlier studies in which the detection threshold of a target was measured as a function of the target area. In these studies, the detection threshold decreased monotonically with the target area (Foley et al. 2007; Howell and Hess 1978; Meese et al. 2005; Robson and Graham 1981; Rovamo et al. 1993) . In contrast, we found nonmonotonic functions similar to the functions that describe spatial summation of luminance in human vision (Westheimer 1967) . At least two reasons may underlie the difference. First, our target was of fixed size, whereas in the preceding studies, it was varied. With variable target size, the subjects may sum information about the target over a different number of cells in each condition. However, our target stimulus was designed to fall on the same number of RFs in each condition. Second, our mask gratings were of relatively high contrast, which activates the inhibitory RF mechanism in V1 cells more strongly than a low contrast grating (Cavanaugh et al. 2002a; Ichida et al. 2007; Schwabe et al. 2006) .
While there is good reason to believe that psychophysics can give close approximations of the RF structure underlying behavioral performance (Neri and Levi 2006; Spillmann et al. 1987) , stimulus design may still affect psychophysical estimates. For example, the peak of an area summation function shifts to a larger stimulus diameter with increasing target size (Yu and Levi 1997) , likely reflecting an increased spatial spread of the neural population detecting the target. We used a small target, but the size of the target may nevertheless have an effect. In addition to target size, also contrast affects area summation (Angelucci et al. 2002; Cavanaugh et al. 2002a; Sceniak et al. 1999) . The current psychophysical measurements could not have been conducted with a much higher mask contrast than the current 15%, as a sufficient contrast range had to be reserved for the large target contrast increments needed with the most effective mask sizes.
BOLD area summation
Functional MRI has previously been used to map correlates of classical RF (Dumoulin and Wandell 2008; Kastner et al. 2001; Smith et al. 2001 ). The current study showed that also the entire area summation function can be measured with fMRI.
The summation and surround fields in the fMRI data were larger than in psychophysics or in the single-cell data. However, fMRI cannot be compared with the other methods unless one considers the spatial resolution of fMRI. A single voxel (2.5 ϫ 2.5 ϫ 2.5 mm in our study) contains a large number of neurons and spans a notable area of the visual field (ϳ2 ϫ 2 deg at 13°off the fovea, see Fig. 5 ). Because the RFs of the neuron population in a voxel are necessarily dispersed in the visual field, fMRI measurement enlarges the estimate of the summation field size. Besides fMRI, the dispersion problem applies also to other methods such as subdural electrode measurements (Yoshor et al. 2007 ).
Voxel response model
We modeled BOLD area summation functions with a population of V1 model neurons. Initially, the orientation and spatial frequency of the stimulus were assumed to be optimal for all the model neurons. This model (solid black line in Fig.  6B ) captured the increasing part of the BOLD area summation function quite accurately but failed with the surprisingly strong and wide reaching suppression. The difference between the model and the data could stem from fMRI summing the activity of all neurons in a voxel indiscriminately, whereas psychophysics may sample the neural population more selectively (Chen et al. 2006; Clatworthy et al. 2003; Geisler and Albrecht 1997) . Suppression is probably stronger and more widespread in the neurons for which the stimulus is suboptimal because suppression has a broader orientation and spatial frequency tuning than does excitation (Cavanaugh et al. 2002b; Webb et al. 2005) . When we included an orientation tuning component to the model, the fit improved substantially (dashed black line in Fig. 6B ). Including a spatial frequency tuning component would make the model more realistic and would probably further improve the fit. However, estimating the spatial frequency preference distribution for the model neurons is much more complex than estimating orientation preferences, where an even distribution is a fair approximation (Haynes and Rees 2005) . Even with the spatial frequency tuning component included, the model would probably still fall somewhat short of predicting the strong suppression in BOLD area summation. Anderson et al. (2001) showed in an intracellular length tuning study that in some cells the membrane potential asymptoted at certain stimulus length, but both excitatory and inhibitory synaptic conductance continued to decrease. Given the correlation between synaptic activity and the BOLD signal (Logothetis et al. 2001) , our data suggests that synaptic activity continues to decrease when the perceptual area summation functions have already asymptoted. Interestingly, the model and the BOLD summation field sizes were nearly identical when the model parameters were fixed according to the psychophysical data. The model produced a too-large summation field when the parameters were fixed according to macaque V1 single-cell data.
BOLD point spread
BOLD point spread function (PSF) involves both technical and physiological factors, and BOLD PSF introduces spatial imprecision to fMRI experiments. Parkes et al. (2005) measured the BOLD PSF in human V1 using SE EPI. The supplementary material provides results of a simulation which included the PSF of BOLD (supplemental methods and Supplemental Fig. S4 ). However, in the analysis of Parkes et al. (2005) , the BOLD PSF subsumed both the technical PSF and neural spread. Summation fields (already included in our model), by definition, involve modulation of the neural responses by subthreshold inputs from visual space adjacent to the classical RF. The point spread of subthreshold activity on macaque cortical surface [as measured with voltage-sensitive dye (VSD)], in turn, matches the BOLD PSF quite exactly. Amplitude decreases to 1/e in 2.1 mm with VSD (Grinvald et al. 1994 ) and in 2.0 mm with SE BOLD (calculated from Parkes et al. 2005) . Indeed, the horizontal connections have been suggested as the underlying source of the BOLD PSF (Engel et al. 1997; Menon and Goodyear 1999) , summation fields (Angelucci et al. 2002; Cavanaugh et al. 2002a) , and neural spread (Grinvald et al. 1994) in the primary visual cortex. Thus while the technical PSF is independent of neural summation, it seems that including an additional BOLD PSF component to the model simulations involves a risk of modeling the same mechanism twice. For these reasons, we included only the technical point spread in the model simulations.
Generalizability of the model
To our best knowledge, area summation has been studied only with stimuli falling in the center of the measured neuron's RF. It is equally important, however, to understand the behavior of the neurons when the stimulus is not centered on the RF. We computed the area summation function for a model neuron population that was displaced from the center of stimulation and compared it to the corresponding BOLD responses. The similarity between the modeled and the measured response suggests that the model generalizes well to novel situations.
Methodological considerations
Our study raised methodological issues, which should be taken into account when the spatial properties of the visual system are studied with fMRI. While gradient echo fMRI provides the best signal-to-noise ratio, it is more susceptible to signal from draining veins and has an inferior spatial specificity compared to spin echo fMRI (Kim et al. 2004; Olman et al. 2007; Parkes et al. 2005) . We compared the two methods and noticed that spin echo appears better suited when spatially detailed information on visual system is required (Fig. 3A,  bottom) , although the lower signal-to-noise ratio of spin echo fMRI may reduce its feasibility in some cases.
The BOLD area summation functions reported here underline the importance of designing the spatial extents of stimuli so that they appropriately stimulate (or modulate) the region of interest. Press et al. (2001) measured fMRI BOLD signal as a function of checkerboard diameter, but their data showed neither summation nor suppression in V1 or V2. According to data published after the Press et al. (2001) study (Cavanaugh et al. 2002a,b) , the lack of modulation for the checkerboard pattern could be due to a methodological limitation. The smallest stimulus diameter in their study was 3°, presented in the fovea, whereas 75% of macaque V1 single-cell responses 
Conclusions
Our results provide experimental evidence that contextual modulations arise from spatially similar mechanisms in humans and macaques. The study also shows that data from neuroimaging and psychophysics can be brought into fair agreement with a modeling approach that is tightly linked to the known properties of single neurons. The approach of the current study could also be extended to other sensory systems. Thus it seems increasingly viable to measure neural correlates of contextual modulation noninvasively in humans even with entirely novel stimulation paradigms.
