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ABSTRACT 
This paper provides a finitely computable graph-theoretic answer to the following 
question concerning linear dynamical systems: When, given only the signs of entries 
( + , - , or 0) in a real square matrix A, can one be certain that all positive trajectories 
of the system i = Ax are bounded? Matrices having such sign-patterns are called 
sign-qua&table. With “bounded” replaced by “convergent to the origin,” the 
matrices are called sign-stable and were fully described in earlier papers. However, 
when A’s digraph has several strong components, so that the system is actually a 
hierarchy of subsystems, and when some of those subsystems fail to be sign-stable, the 
recognition of sign-quasistability is a very delicate matter. By means of certain graph 
color tests, it is possible to identify the system variables that are capable (for some 
choice of matrix-entry magnitudes and initial conditions) of emitting nonzero constant 
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or sinusoidal signals. When such a system variable “drives” a downstream variable of 
the same sort, diverging trajectories are possible. These ideas are made more precise 
in the Introduction and in the remarks following Theorem 3.4. A properly presented 
n X n matrix A can be tested for sign-quasistability in time 0( n + number of nonzero 
entries of A). 
0. INTRODUCTION 
An n X n matrix A = [a i j] is semistable if each eigenvalue has nonposi- 
tive real part, quasistable if it is semistable and each eigenvalue with zero 
real part is a simple root of A’s minimum polynomial, and stable if each 
eigenvalue has negative real part. These matrix properties are of special 
interest because of their close relationship to stability properties of dynamical 
systems. In particular, if A is the matrix of a system of homogeneous linear 
differential equations with constant coefficients, so that for each p E R” 
there is a unique positive trajectory x : [0, co [ --) Iw * with x(O) = p and It = Ax, 
then A is quasistable (stable) if and only if each positive trajectory x(t) is 
bounded (converges to the origin as t --, co). For more general dynamical 
systems, stability (asymptotic stability) of an equilibrium in the sense of 
Lyapunov is closely related to the quasistability (stability) of the matrix 
arising from the linear approximation of the system equations near the 
equilibrium (see Cesari [3], Hahn [4]). 
Many problems in physics, chemistry, ecology, and economics involve the 
flow of a substance such as energy or money through a system. Though a 
conservation law may guarantee exact conservation of the substance, the 
exact or even approximate determination of flow rates between compart- 
ments (for example, the flow of energy from a prey species to an associated 
predator species) may be impractical or impossible. This has led to qualitative 
studies of stability questions. In the simplest form of the qualitative approach, 
one attempts to draw conclusions from the sign pattern (pattern of negative, 
zero, and positive entries) in the matrix of the linear approximation of the 
system. 
Let Q(A) denote the convex cone consisting of all n X n matrices 
A = [Zij] that have the same sign pattern as A, so that sgnEij = sgn aii for 
all i and j. The matrix A is sign-semistable (sign-qua&stable, sign-stable) if 
each member of Q(A) is semistable (quasistable, stable). These are very 
strong conditions, but it should be noted that the real canonical form [5] of 
any stable matrix is sign-stable and hence each stable matrix is similar to one 
that is sign-stable. 
The problem of recognizing matrices whose stability properties are a 
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consequence of their sign patterns can be traced in a general way to the 1947 
book of Samuelson [15]. However, it was first attacked explicitly in 1965 by 
Quirk and Ruppert [ 121, who characterized sign-semistability and also studied 
sign-stability. A graph-theoretic approach was introduced by Maybee and 
Quirk [lo] in 1969. The first correct finitely computable characterization of 
sign-stability was discovered by Jeffries [6] in 1974 and established in detail 
by Jeffries, Klee, and van den Driessche [7] in 1977. The last two authors [S] 
developed fast algorithms for testing sign-semistability and sign-stability. An 
alternative approach was provided independently by Logofet and Ulianov [9] 
in 1982. Results and problems concerning various qualitative notions of 
stability were surveyed by Quirk [ll] in 1981. The present paper, which is 
concerned primarily with sign-quasistability, is related to these papers and 
also to recent work of Carlson, Datta, and Johnson [2] on D-stability and of 
Redheffer and Walter [13], Redheffer and Zhou [14], and Solimano and 
Beretta [16] on Volterra prey-predator systems. 
As in previous work, an essential role is played here by the digraph D(A) 
of the matrix A. It was shown in [7], by construction of a suitable Lyapunov 
function, that when A is irreducible [i.e., D(A) is strongly connected], 
sign-quasistability is equivalent to sign-semistability. Here the Lyapanov 
analysis is extended to show that in the general case, sign-quasistability 
depends in a complex way on the manner in which certain nodes of D(A) are 
“driven” by other nodes. Our results are complicated to state, but they are 
mathematically illuminating and are computationally attractive, for they lead 
to algorithms that test a properly presented matrix A in time 
0( n + number of nonzero entries of A) 
for sign-semistability, sign-quasistability, or sign-stability. However, it should 
be recognized that all three conditions are very restrictive and hence our 
results are of limited applicability. In effect, we provide an interval analysis 
of stability problems for the case in which each entry of the matrix A is 
known to lie in one of the intervals ] - w,O[, {0}, and 10, co[. It would be a 
great advance in potential applicability to extend this to the case of intervals 
I-~-~[,[-~,~[,{O},l~,~l,l~,~[, for th en one could handle flow rates 
that are roughly known in magnitude (“small” or “large”) as well as sign. We 
have no idea how to carry out such an extension. 
Though the problems treated here are formulated entirely in matrix-theo- 
retic terms, our characterizations are graph-theoretic in nature, and-as in [7] 
-our arguments depend, in apparently essential ways, on elementary graph- 
theoretic methods, on the basic solution properties of systems of linear 
differential equations with constant coefficients, and on Lyapunov’s “direct 
method” for treating stability problems. Good background references are 
Bollobas [l] for graph theory, and Hirsch and Smale [5] for differential 
4 CLARK JEFFRIES ET AL. 
equations and linear algebra. An introduction to the classical stability theory 
appears in [5], and more details can be found in [3] and [4]. 
Our section headings are as follows: 
1. The cycle conditions; 
2. The coloring conditions; 
3. Rims and drivers (statement of the main results); 
4. Causes of instability in certain driven systems; 
5. Characterizations of Gdrivers; 
6. Identification of e-drivers; 
7. Algorithmic recognition of signquasistability; 
8. Appendix: Rims and matchings. 
1. THE CYCLE CONDITIONS 
It is necessary to review some known material in a form that is well suited 
to our present needs. This section introduces some basic notation and reviews 
the [12] characterization of sign-semistability in terms of three cycle condi- 
tions. 
When A isan nXn realmatrix[aij],thedigraphD(A)has {l,...,n} as 
its node set and has as its edge set the set of ordered pairs 
{(j,i):aij#o}. 
It is more common to take {(i, j) : a ij # 0}, but for present purposes our 
choice is preferable because it is consistent with the idea of flow in the 
applications mentioned earlier and is suggestive of the “driving” relationships 
that we intend to exploit. The edge (j, i) is depicted by an arrow from j to i, 
indicating that in the equation 
n 
i= c UijXj 
j=l 
determining xi’s rate of change, the level of xi is affected by that of xj. 
In the signed digmph SD(A), the edge (j, i) is regarded as negative or 
positive according as a i j < 0 or a i j > 0. An example appears in Figure 1. 
A p-cycle in D(A) or SD(A) is a sequence of p edges that forms a 
(properly directed) loop involving p distinct nodes. Note that each coeffi- 
cient of A’s characteristic polynomial is the sum of products (and negatives 
of products) of matrix entries corresponding to a covering of all nodes of 
D(A) by a node-disjoint collection of cycles. Thus the magnitude of a, j 
cannot influence A’s characteristic polynomial unless the edge ( j, i) appears 
in at least one cycle in D(A). 
The following result was established by Quirk and Ruppert [12], and the 
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FIG. 1. A 4 X4 sign-pattern A and its signed digraph SD(A). 
present authors [7] used the Lyapunov function that appears in the suf- 
ficiency argument outlined below. This function plays an essential role in the 
sequel. 
THEOREM 1.1. A matrix A = [u i j] is sign-semistable if and only if it 
satisfies the following three conditions: 
(a) 
(P) 
i # j; 
(Y> 
each l-cycle in SD(A) is signed “ - ,” so that a ii < 0 for each i; 
each 2-cycIe in SD(A) is signed “ - + ,” so that a i ja ji < 0 whenever 
D(A) ha.srwp-cyckforp~3, sothat 
ai(l)i(2)ai(2)i(3) ’ . * ai(p-l)i(p)ai(p)i(l) = O 
for each sequence of p > 3 distinct indices i(l), i(2), . . . , i(p) in { 1,. . . , n }. 
When A is irreducible these conditions imply sign-qua&stability. 
Proof. To show necessity of the conditions, choose A E Q(A) with 
entries + 1 associated with the edges of a violating cycle and all other entries 
very small in magnitude. The eigenvalues of A are then close to the roots of 
the equation (x - 1)x”-’ = 0, (x2 - 1)xnP2 = 0, or (xp & l)rnmP = 0 for vio- 
lations of (cy), (/?), or (y ) respectively. 
To establish sufficiency, assume the conditions (cY), (p) and (y ) are all 
satisfied and let x denote the matrix obtained from A by replacing with 0 all 
entries corresponding to edges of D(A) that are not part of any cycle. [In the 
presence of (y), these are just the edges (j, i) such that a ij # 0 = u .i.] Then 
A and x have the same characteristic polynomial and hence t e k same 
eigenvalues, and A= A when A is irreducible. 
By applying suitable elementary transformations, the matrix A may be 
taken in block-diagonal form, and its blocks then correspond to the strong 
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components of D( A> and of D(A). Without loss of generality, we focus on a 
k x k block of A, say with nodes 1 , . . . , k. As is shown in [7], conditions (p) 
and ( y ) guarantee the existence of positive constants A i = 1, X s, . . , h k such 
that hiQij = - hjCji for all i # j in {l,.. ., k}. The subsystem 
+iCijxj (i=l,...,k) 
then admits the positive definite Lyapunov function 
A(x) = ; A,& 
i=l 
whose derivative 
A(x) = 2 2XiXiii = 2 i i XiX$iijXj = 2 i h&,x~ 
i=l i=l j-1 i=l 
is negative semidefinite by condition (a). By a well-known theorem [3,4], this 
implies positive trajectories are bounded and the subsystem is quasistable. n 
Conditions (a), (/3), and (y) are assumed in all that follows, and our 
special purposes can be served by drawing SD(A) in a way that leads to 
relatively uncluttered diagrams. The presence of a negative l-cycle (a ii < 0) 
is indicated by labeling node i with a “ - ” sign, and in view of (a) the 
absence of such a label shows aii = 0. The presence of a “ - + ” 2cycle 
(a ija ji < 0) is depicted by an undirected edge between i and j. This does 
not distinguish between the case a i j < 0 < a ji and the case a i j > 0 > a ji, but 
that distinction is irrelevant in all that follows. In view of (p), for each pair of 
distinct nodes i and j not connected by an undirected edge it is true that 
aij=O= aji (no edge at all) or aij#O=aji (arrow from j to i) or 
a i j = 0 + a ji (arrow from i to j). These arrows need not be labeled with 
signs, for it turns out to be irrelevant whether the nonzero entry is negative 
or positive. A typical small signed digraph satisfying (a), (fl), and (y) is 
shown in Figure 2, using our special conventions. The labels in large circles 
indicate strong components. 
In addition to the digraph D(A) and the signed digraph SD(A), our 
analysis involves the undirected graph G(A) whose edges are the node pairs 
{i, j } such that i f j and aij # 0 # a ji. When SD(A) is drawn as in Figure 
2, G(A) is obtained by discarding the “one-way” edges (j, i) such that 
a ij # 0 = a ji. The nodes i such that aii # 0 are taken as distinguished in 
G(A). In the presence of (y), G(A) is a forest (an acyclic graph) and each of 
its components is a tree. Also, there is an underlying acyclic digraph whose 
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0 3 
0 4 
FIG. 2. A signed digraph satisfying conditions (a), (/3), and (y ). 
nodes are the strong components of D(A). When D(A) is as in Figure 2, the 
component digraph is as in Figure 3. 
Parts of our discussion of an n X n matrix A concern the signed digraph 
SD(A), while other parts involve only the digraph D(A) or the graph G(A). 
Since it is usually clear from context which structure is involved, we often 
mention merely A itself. A node of A is an i E { 1,. . . , n }, and i is 
distinguished if a,, # 0. An edge of A is, according to context, an ordered 
pair (j, i) of distinct nodes such that a ij + 0 [i.e., an edge of D(A)] or an 
unordered pair {i, j } of distinct nodes such that a, j z 0 z a jl [i.e., an edge 
of G(A)]. A component of A is a strong component of D(A), a component of 
FIG. 3. The digraph of strong components from Figure 2. 
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G(A), or merely the node set of some such component. When these 
distinctions are not clear from context they are made explicitly. 
2. THE COLORING CONDITIONS 
In [7] sign-stability was characterized by the three cycle conditions 
(a)-(v) in conjunction with a coloring condition and a matching condition. 
To meet our present needs, we sharpen the analysis of [7] slightly and show 
that the matching condition can be reformulated as a second coloring 
condition. Since the coloring conditions (6) and (E) involve only G(A), 
sign-stability can be tested by verifying conditions ((Y)-(E) for the individual 
components of A. The “one-way” edges ( j , i ) ( corresponding to a i j # 0 = a ji) 
do not enter here, but they later play an essential role in the driving 
relationships used to characterize signquasistability. 
For a graph with a set of distinguished nodes, a d-coloring is a partition of 
the nodes into two sets, black and white, such that 
(i) each distinguished node is black; 
(ii) no black node has exactly one white neighbor; 
(iii,) each white node has a white neighbor. 
An e-coloring is defined by conditions (i), (ii), and 
(iii,) no white node has a white neighbor. 
The trivial coloring, in which all nodes are black, is both a G-coloring and an 
e-coloring. The two coloring conditions are: 
(8) each S-coloring of G(A) is trivial; 
(E) each s-coloring of G(A) is trivial. 
In Figure 2, with the “ - ” nodes distinguished, component 1 has no 
nontrivial coloring of either type, 2 has nontrivial colorings of both types, 3 
has a nontrivial e-coloring but no nontrivial &coloring, and 4 has a nontrivial 
&coloring but no nontrivial e-coloring. 
LEMMA 2.1. If A has a purely imaginary eigenvalue then G(A) admits 
a nontrivial &coloring. 
Proof. Without loss of generality we assume that n > 2, A is irreducible, 
and the imaginary eigenvalue is 2 = m. (We use z for the complex unit 
J-1 to distinguish it from the index i.) A suitable real version of the Jordan 
canonical form [5] then implies the existence of an invertible matrix S such 
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that the first two columns of SAS-’ start with 
0 -1 
[ 1 1 0 
and are otherwise zero. The trajectory 
y(t) = (cost,sint,O ,..., 0)r 
is such that rj = SAS’y and hence x = S’y is such that i = Ax. Let the 
node i be colored black or white according as the i th component function xi 
of the trajectory x is or is not identically zero. Plainly this coloring is 
nontrivial, and we show it is a &coloring. 
Let A denote the Lyapunov function used in the proof of Theorem 1.1, so 
that 
A(x) = t&x: and A(X) = i2hixiii. 
1 I 
If x=(x,,..., x,) is a trajectory for which It = Ax, then 
A(x) = gXiaiix; d 0
because Xi > 0 > a,,; if, in addition, x is periodic then h(x) = 0 and hence 
a ii < 0 implies xi = 0. Thus each distinguished node is black for the coloring 
in question. To see that a black node i cannot have exactly one white 
neighbor k, note that 
0 = ii = aikxk + C aijxj, 
jE {i,kj 
where xk $0 because k is white and aik # 0 because k is a neighbor of i. 
Thus there exists j P { i, k } for which x j f 0 and a i j f 0; each such j is a 
white neighbor of i. To see that each white node k has at least one white 
neighbor, note that xk f 0 and xk(t ) is a linear combination of cos t and sin t, 
whence i, f 0, akk = 0, and 
i,= 1 akjxj. 
j+k 
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Thus there exists j # k for which ski # 0 and xi + 0; each such j is a white 
neighbor of k. n 
LEMMA 2.2. Suppose that A is irreducible and has no distinguished 
node, and n > 2. Suppose that a node r of A and a function g such that 
g = - g are given. Then there exist A E Q(A) and a trajectory x such that 
i = Ax, x, = g, and each component of x is 5 g or f g. 
Proof. When the total number of edges (i, j) of D(A) to a node i is m,, 
let the corresponding entries Ci j of A” E Q(A) all have magnitude I/V+. To 
assign the components of X, let xr = g and regard G(A) as a tree rooted at 
the node r. For each edge {i, j } of G(A), exactly one of (i, j) and (j, i) is 
oriented “up the tree” (away from the root). Assign components of r to the 
nodes other than the root node by proceeding up the tree in the following 
manner: when a positive (negative) edge of SD(A) is directed from a node . . 
assigned f to an unassigned node, assign the function - f (f) to the 
unassigned node. Then x and A” are as claimed. W 
When the nodes of a graph G are colored black or white, we use the 
terms black block and white block to refer to sets of nodes that are maximal 
with respect to being of the specified color and spanning a connected 
subgraph of G. In an E-coloring each white block consists of a single node, 
but in &colorings the white blocks may be large and may even include all 
nodes of G when G is connected and has no distinguished node. 
LEMMA 2.3. Suppose that A is irreducible, a B-coloring of G(A) with 
both black and white nodes is given, r is a white node, and g is a function 
such that g = - g. Then there exist d E Q(A) and a trajectory x such that 
?! = Ax, x, = g, each component of x corresponding to a white node is + g or 
+ g, and each component of x corresponding to a black node is identically 
zero. 
Proof. Let all entries of A’ corresponding to edges within white blocks 
be assigned magnitudes as in the preceding lemma. More precisely, when i 
and j are white nodes such that a, j f 0 # a ji, let C i j = (sgn a i j)/mi, where 
mi is the number of white nodes k such that aik + 0 # ski. Assign the value 0 
to all components of x corresponding to black nodes, and let the entries of A 
corresponding to edges from black nodes have arbitrary magnitudes. It 
remains to specify the entries in A” corresponding to edges from white nodes 
to black nodes, and to specify components of x corresponding to white 
nodes. 
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Consider the white block that contains the given white node T, and, 
regarding it at first in isolation, assign x components as in the preceding 
lemma. Regarding G(A) as a tree of alternating white blocks and black 
blocks rooted at a given white block, proceed “up the tree” to assign 
components of x and entries of A as follows. 
Consider a black node i such that xi has not yet been assigned but i has 
a white neighbor j for which xi has been assigned as f E { - g, g, - g, g }. 
Let jr,..., j, be the other white neighbors of i, noting that k > 1 by 
condition (ii), that j, jr,. . . , j, are in k + 1 different white blocks by (y), and 
that because of the inductive nature of the construction, the components 
x , . . . , xfk have not yet been assigned. Let 6, j be of magnitude 1, let each of 
_” 
aij,,...,aijL be of magnitude l/k, and let 
‘j,,= - (sgnaij,)(Sgn~ij>f for h = l,..., k. 
Note that ii = 0 because xi = 0, and hence 
k 
Lfi=czijxj+ c liij,,Xj,. 
h=l ’ 
The construction process has now been started for the white blocks that 
contain the nodes jr,. . ., j,, and can plainly be continued in the same 
manner. n 
LEMMA 2.4. Suppose that A is irreducible and has 0 as an eigenvalue, 
whence there is a constant vector x # 0 such that Ax = 0. If node i be colored 
black or white according as the ith component of x is or is not 0, then this is 
a nontrivial E-coloring of G(A). 
Proof. Note that i = Ax, and consider the Lyapunov function A of 
Theorem 1.1. Each node with a l-cycle is black, for otherwise 
0 = ii = i2hiaiix; < 0; 
1 
thus condition (i) is satisfied. To verify (ii) and (iii,), consider a node i that 
has a white neighbor k, and note that 
0 = ii = aikxk + C aiixj. 
white jE(i,k) 
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If i is black and k its only white neighbor, this yields 0 = aikxk # 0. If i is 
white it yields the existence of a second white neighbor j of i. Hence each 
white node with a white neighbor has at least two white neighbors. Since n is 
finite, it follows that there is a p-cycle for some p >, 3. This contradicts 
condition ( y ) and completes the proof. n 
LEMMA 2.5. Zf A is irreducible and an E-coloring of G( A) is given, there 
exists a constant vector x with J = Ax = 0 such that for each node i, xi f 0 if 
and only if i is white. 
Proof. As in the proof of Lemma 2.3, regard G(A) as a tree of 
alternating white blocks and black blocks. In the present situation, each white 
block consists of a single white node. Assume there is at least one such node, 
choose such a node T, and let x, be an arbitrary nonzero constant. That starts 
the construction, which is continued as in Lemma 2.3 by proceeding “up the 
tree” from the root r. However, in the present case A is fixed and we need 
only assign the components of x. 
Consider a black node i such that xi has not yet been assigned but i has 
a white neighbor j for which xj has been assigned as a nonzero constant. Let 
_fl~“.~ jk ’ be the other white neighbors of i, noting as in Lemma 2.3 that 
kal. Let ri=Oand 
aij 
Xj~~= - ka ij, for h=l,...,k. 
Note that 
k 
ii = aijxj + 1 aij,,xj, = 0, 
/a=1 I 
as required. The construction of x has been extended to the components 
corresponding t0 jl,. . . , jk and can plainly be continued in the same manner. 
B 
The following theorem, a consequence of Theorem 1.1 and Lemmas 
2.1-2.5, is an alternate form of the main result of [7]. Note that a nontrivial 
&coloring implies the existence of a purely imaginary eigenvalue for some 
A E Q(A), while a nontrivial s-coloring implies the existence of a 0 eigen- 
value for all a E Q(A). 
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THEOREM 2.6. A matrix A is sign-stable if and only if its signed digraph 
SD(A) satisfies the three cycle conditions (a), (p), and (y) and its graph 
G(A) satisfies the following two coloring conditions: 
(8) each koloring of G( A) is trivial; 
(E) each E-coloring of G( A) is trivial. 
3. RIMS AND DRIVERS (STATEMENT OF THE MAIN RESULTS) 
For a graph with a set of distinguished nodes, the d-rim (e-rim) is defined 
as the set of all nodes that are white in at least one &coloring (s-coloring). 
Thus by Theorem 2.6 a matrix A is sign-stable if and only if it is sign-semista- 
ble and both the b-rim and e-rim of G(A) are empty. However, sign-quasista- 
bility does not require emptiness of rims, for we saw in Theorem 1.1 that 
when A is irreducible (more generally, when each edge of D(A) lies in a 
strong component, so that there is no interaction among the strong compo- 
nents-see pp. 321-322 of [7]), sign-quasistability is actually equivalent to 
sign-semistability. In the general case, signquasistability is efficiently char- 
acterized by restrictions on the nature of paths in D(A) that go from rim 
nodes to other rim nodes. The restrictions are conveniently expressed in 
terms of the notions of driver and driving defined in the present section, 
A node j of A is called a Gdriver (&driver) if there exist a matrix 
A” E Q(A) and a trajectory x for the system ?J = Ax such that the j th 
coordinate function xi of x is nonzero (i.e., not identically zero) and 
Cj = - xj (ij = 0); thus xi(t) is a nontrivial linear combination of sin t and 
cos t (is a nonzero constant). 
When i and j are nodes of a digraph, we say that j directly drives i if 
(j, i) is an edge and i and j are in different components. [In the case of 
D(A), this implies a i j # 0 = a ji and is equivalent to that when (y ) holds.] 
The following important lemma is stated here, but its proof is deferred until 
the next section. For a square matrix A4 and a scalar X, pi(M) denotes the 
multiplicity of h as a root of M’s minimum polynomial. 
LEMMA 3.1. Suppose that the matrix 
AzBc 
[ 1 0 D 
is sign-semistable, where B and D are square s&matrices of A, and B is 
irreducible. If h = a (h = 0) and rims and drivers are of the S- (E-) variety, 
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then the following two conditions are equivalent: 
(i) p,(4) > 2 for some A_E Q(A); 
(ii) px( D) > 2 for some D E Q(D), or some node of B’s rim is directly 
driven by a driver from D. 
For the full statement of our main theorems, two additional notions of 
driving are needed. When i and j are nodes of a digraph, j Gdrives i if j 
directly drives i or there is a sequence of i = i,, i,, . . . , i, = j such that k > 2, 
(i,,, i,_ r ) is an edge for 1~ h < k, i, and i, are in different components, and 
i,_ I and i, are in different components. Here the driving of i, by i, and of 
i,_, by i, is direct, but the intermediate portion i,,. .., ikP, of the path may 
“linger” in one or more components. The notion of s-driving is much more 
complicated, and is not defined until Section 6. However, like a-driving, it 
can be tested in time 
0( n + number of nonzero entries of A) 
when the matrix A is sign-semistable. Direct driving implies both a-driving 
and s-driving. 
Our two main results are as follows. 
THEOREM 3.2. For a sign-se&stable matrix A, conditions (i), (ii), and 
(iii) are equivalent and they imply condition (iv): 
(i) some pure imaginay number is a multiple root of the minimum 
polynomial of some member of Q( A); 
(ii) A has a Sdriver that directly drives a node of the &rim; 
(iii) there is a &rim node of A that Gdrives another such node; 
(iv) there is a path in D(A) that leads from a S-rim node j to another 
S-rim node i in a diffment component j?om j. 
THEOREM 3.3. For a sign-semistable matrix A, conditions (i), (ii), and 
(iii) are equivalent and they imply condition (iv): 
(i) zero is a multiple root of the minimum polynomial of some member 
of Q(A); 
(ii) A has an edriver that directly drives a node of the s-rim; 
(iii) there is an s-rim node of A that &drives another such node; 
(iv) there is a path in D(A) that leads from an s-rim node j to another 
E-rim node i in a different component from j. 
Parts of Theorems 3.2 and 3.3 are proved in the present section, but the 
full proofs are long and complicated and will not be completed until Section 
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6. Theorems 3.2 and 3.3 deal separately with pure imaginary multiple roots 
and zero multiple roots of A’s minimum polynomial. The following is an 
immediate consequence. 
THEOREM 3.4. Suppose that the matrix A is sign-semistable. For the 
sign-qua&stability of A it is necessary and sufficient that no S-rim node 
should be Gdriven by another such node and no e-rim node should be 
&driven by another such node. It is sufficient that no path in D(A) should 
lead from a node j to a node i such that i and j are in different components of 
D(A) and are both in the S-rim or both in the s-rim. 
Figure 4 illustrates the relationship between the two parts of Theorem 
3.4. It is the digraph, following our special conventions, of a 16 x 16 matrix 
that has four components and is sign-quasistable even though it does not 
satisfy the second condition of Theorem 3.4. As is indicated, each undis- 
tinguished node of this matrix belongs to the &rim or the e-rim, and for each 
choice of CL, 0 E { 6, E) there is a path from an a-rim node to a b-rim node. 
However, no &rim node is S-driven by another &rim node and no e-rim node 
is edriven by another e-rim node, so the matrix is sign-quasistable by the first 
condition of Theorem 3.4. If either of the broken edges were present, the 
matrix would not be signquasistable. (As was mentioned earlier, the signs 
associated with one-way edges are not important.) 
For a sign-semistable matrix A, the import of Theorem 3.4 is roughly the 
following: 
Subject to the equation f = Ar, each node in the &rim (e-rim) of A is 
capable, for some A E Q(A), of emitting a nonzero sinusoidal (nonzero 
constant) signal, and that signal is propagated through the digraph in a 
manner described in the definition of a-driving (~-driving). Zf a nonzero 
sinusoidal or nonzero constant signal meets a node that is already capable 
(because it belongs to the appropriate rim) of emitting such a signal on its 
own, then a divergent signal (unbounded positive trajectory) can be pro- 
duced by an appropriate choice of A E Q(A); otherwise all positive trajecto- 
ries are bounded and A is sign-qua&stable. 
FIG. 4. Sign-quasistable when broken edges are omitted. 
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Although Lemma 3.1 will not be proved until the next section, we now 
give an indication of our methods by presenting the proof, using Lemma 3.1, 
that in Theorem 3.2 and Theorem 3.3 conditions (i) and (ii) are equivalent. 
Consider a sign-semistable A, and note that by the cycle condition (y), the 
digraph of A’s strong components is acyclic. Hence there is at least one 
“sink” component from which no edge goes to another component. After a 
suitable simultaneous permutation of rows and columns, A takes the form 
that was assumed in Lemma 3.1, where B corresponds to a sink component 
and D to the nodes not in that component. 
Now suppose condition (i) holds in Theorem 3.2 (Theorem 3.3), whence 
with X =_z (X = 0) there exist B E Q(B), d E Q(C), and D E Q(D) such 
that p,,(A) >, 2 for the matrix 
If a rim node of B is directly driven by? driver from D,>hen co>dition (ii) 
holds; otherwise, by Lemma 3.l(ii), p,,(D)>/ 2 for some D E Q(D) = Q(D), 
and the same reasoning can be applied to D. The desired direct driving must 
appear by the time a matrix with only two components is reached, for 
otherwise the next step would produce a single component K of A such that 
px( I?) >, 2 for some I? E Q(K). That is impossible, for by virtue of being 
irreducible and sign-semistable K is also sign-quasistable by Theorem 1.1. 
If condition (i) fails, so that X is not a multiple root of the minimum 
polynomial of any member of Q(A), then by Lemma 3.1 the same is true of 
Q(D), and moreover, no node in B’s rim is directly driven by a driver from 
D. This implies that B is uninvolved in direct driving of a rim node of A by a 
driver from A, so B may be discarded and the same reasoning applied to D, 
leading eventually to the conclusion that (ii) fails. That completes the proof, 
assuming Lemma 3.1, that conditions (i) and (ii) are equivalent in Theorems 
3.2 and in 3.3. 
Condition (iii) of Theorem 3.2 is brought into the picture in Section 5, 
along with a characterization of b-drivers, and condition (iii) of Theorem 3.3 
appears with edrivers in Section 6. Sections 4-6 involve a delicate interplay 
of notions from linear algebra, graph theory, and the theory of linear 
differential equations. We close this section with a much coarser analysis that 
deals with condition (iv) in Theorems 3.2 and 3.3 and hence establishes the 
sufficiency of the second condition in Theorem 3.4. Though this line of 
reasoning does not come close to establishing our main results, it may be of 
interest because of its simple nature and because its conclusions are the best 
we could get by purely matrix-theoretic methods. The deeper results can, of 
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course, be stated in matrix-theoretic terms, but their proofs (at least, in our 
hands) seem to require the stability theory of linear differential equations. 
For each scalar X, let y,,(A) denote the multiplicity of X as a root of A’s 
characteristic polynomial. It is well known that yx( A) = C: = lyx( A k) when 
A 1,. . . , A, are the components of A. Theorem 3.6 below is a roughly 
analogous result for pLX(A), the multiplicity of X as a root of A’s minimum 
polynomial. 
LEMMA 3.5. Suppose that A is a square matrix of the foTm shown in 
Figure 5, where P, the B,‘s, and S are square s&matrices of various sizes, 
no two of which are intersected by any row OT column of A, and where each 
nonzero entry of A that is not in any of the B,‘s is in a row that intersects P 
or a column that intersects S. Then for each complex number X it is true that 
max{~LX(P)~CLh(B1),...,~LX(Br)~~X(S)} <I-~(A) 
and PA(A) G ~#‘)+ma+#%.> I-LX@,)} + &). 
Proof. Note that if two matrices are of the indicated form, with the 
same successive sizes of the diagonal square blocks P, B,, . . . , B,, S, then their 
P 
B1 0 
0 
I S 
FIG. 5. The matrix of Lemma 3.5. 
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product is also of this form and each diagonal block of the product is simply 
the product of the corresponding diagonal blocks of the two matrices. Similar 
statements hold for sums and scalar multiples of matrices. Hence for each 
polynomial 5 the diagonal blocks of .$(A) are simply E(P), [(B,), . . . , ((II,), 
and E(S). If [(A) = 0, then of course the diagonal blocks of <(A) are 0 and [ 
is divisible by the minimum polynomials of P, each of the B,‘s, and S. That 
establishes the lower bound for nx( A). 
Let ‘pi denote the minimum polynomial of P, /3 the least common 
multiple of the minimum polynomials of B,, . . . , B,, and L-J the minimum 
polynomial of S. Let p and s be the orders of P and S respectively. Then all 
entries are 0 in the first p columns of r(A), in all positions of p(A) that are 
not in the first p rows or the last s columns, and in the last s rows of a(A). 
From this it follows that a(A@(A)a( A) = 0, whence the product +&r is 
divisible by A’s minimum polynomial. That establishes the upper bound for 
PA(A). W 
Let us say that a (strong) component of a digraph drives another 
component when there is a path from some node in the first component to 
some node in the second. Extending this in the obvious way to the square 
submatrices of A associated with the various components of D(A), we may 
state the following. 
THEOREM 3.6. ZfA,,. .., A, are the components of A and the scalar A is 
such that whenever A,, drives A,, X is an eigenvalue of at most one of A,, 
and A,, then 
Proof. Let 
.Z= {j:h isaneigenvalueof Aj} = {jl,...,jr_i} 
K= {k:forsome jE.Z, A,drives Ai} 
L= {Z:forsomejEJ, AjdrivesA,} 
M= {l,..., t} -(]UKUL). 
From the relevant definitions, the transitivity of drives, and the assumption 
on X, it follows that Aj for j E J does not drive Aj, for j’ E J- {j} or A, 
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for k E K or Am for m E M. Similarly, A, does not drive A j or A, or An,, 
and A,,, does not drive Ai or A, or A,. Thus by setting 
Bi=Aji for l<i<r, 
Br= A/,,i.WCJ, 
S=A 
where C, denotes the node set of the strong component of D(A) from which 
A, arises, and by a suitable simultaneous permutation of rows and columns of 
A, we obtain the situation described in Lemma 3.5. Since 
vx(P) = VA@,) = YX@) = 0 
by the earlier-stated equality for yx, the desired conclusion follows from 
Lemma 3.5. n 
It is now possible to justify condition (iv) in Theorems 3.2 and 3.3. Simply 
combine Theorem 3.6 with the results of Section 2. 
4. CAUSES OF INSTABILITY IN CERTAIN DRIVEN SYSTEMS 
To prepare for the proofs in this section, let us review some basic 
properties of systems of linear differential equations with constant coeffi- 
cients. Whenever r: Iw + Iw n is a trajectory of the system n’ = Ax, each of the 
n component functions x j( t ) is a linear combination of functions of the forms 
t ke ‘a cos bt and t ‘et’ sin bt , 0) 
where X = a + tb is an eigenvalue of A and the nonnegative integers k and 1 
are less than the multiplicity of A as a root of A’s minimum polynomial ]5, p. 
1351. Let F, , F,, FE, and F, denote the set of all linear combinations of 
functions of the forms (1) with a < 0, a = 0 #b, a = 0 = b, and a > 0 
respectively. Then each trajectory x admits a unique decomposition 
x=x, +xg+x,+x, 
with x, EF,~’ for * E { <,a,&, > }. Since i, =Ax. in each case, the 
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equation It = Ax splits naturally into four parts corresponding to the four 
choices of * , 
A trajectory x of the system It = Ax is said to be divergent if the set 
{x(t):tE[O,4} is unbounded. The trajectory fails to be divergent if and 
only if x > is identically zero, x, is constant, and each component (x8)i(t) of 
x8( t ) is a linear combination of sines and cosines of multiples of t. The matrix 
A is semistable iff x, is identically zero for each trajectory x of the system 
i = Ax; A is quasistable iff each trajectory fails to be divergent; and A is 
stable iff x8, xe, and x, are all identically zero for each trajectory x, whence 
x is equal to its transient part x < . 
Recall that a node i of A is a_Gdriver (s-driver) iff there exist A E Q(A) 
and a trajectory x with It = Ax such that xi f 0 and xi is sinusoidal 
(constant). The two notions behave similarly in several respects, but there 
are also important differences. In particular, when A is sign-semistable it is 
true that: 
(i) for each b-driver i of A there exist A E Q(A) and a trajectory x with 
2 = dx such that xi f 0 and all components of x are sinusoidal (some 
coordinates may be _zero); 
(ii) there exist A E Q(A) and a trajectory x with f = Ax such that xi is 
nonzero and sinusoidal for all d-drivers i simultaneously. 
In fact, both (i) and (ii) are established in Section 5 by a single choice of A 
and x. However, when 6 is replaced by E and “sinusoidal” by “constant,” (i) 
and (ii) both fail for the sign-semistable matrix of the next paragraph. [If A is 
not merely sign-semistable but actually signquasistable, the s-version of (i) is 
obvious and the e-version of (ii) is proved in Section 6.1 
When 
each d E Q(A) is of the form PA with EL > 0, and the general solution of 
i = Ax is of the form 
x*(t) =Pv x,(t)=Pclt+u (constant p, y ) . 
Node 1 is an e-driver (take 0 = /3 # y) and so is node 2 (take p f 0), but 
x2 = 0 when x, is constant. 
The rest of this section is devoted to the proof of Lemma 3.1. 
Proof When B is as in Lemma 3.1 and g E Q(B), all positive trajecto- 
ries of the system d = l?v are bounded. We shall prove Lemma 3.1 by 
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studying the dynamics of the system 
c(t) = h(t)+ t(t), 0,<t<CO, 
for certain vector-valued “driving” function < that arise from a system of the 
form 6 = & with fi E Q(D). A formalization of the notion of driving 
function is the “transfer unit” of [4]. 
(i) 3 (ii): Assuming that pLx(A) > 2 for some 
@th kQ(B), &Q(C), and fi,EQ(D), and that /.L~(D)< 1 for all 
D E Q(D), we want to show that some node in B’s rim is directly driven by 
a driver from 0. 
By [5, Theorem 2, pp. 129-1301 there is an invertible real matrix S such 
that the matrix Sk- ’ is of the form 
-0 -1 1 0 
1 0 0 1 
* 
0 0 0 -1 or 
0 0 1 0 
0 
I 
0 1 
* 
0 0 
0 * 
according as X is a or 0. Here the large O’s are zero matrices and the * 
entries are unrestricted. With 
z(t)= i 
(tcost,tsint,cost,sint,O ,..., O)r when h=t, 
(t,1,0 )..., 0) when X =O, 
we have i = Sk-‘z, and hence the function x(t) = S-%(t) is such that 
i = Ax. Each component of x is a linear combination of components of z. 
Now suppose that the dimensions of A and B are n X n and k X k 
respectively, and let 
~=(rr,...,r~)r and w = bk,1>...> xn> 
T 
be trajectories for 
zj=l?v+dw and zi,=&. 
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The assumption p,(d) < 1, in conjunction with the fact that w = 
(X k+ r, . . . , x ,,)Tand the known forms of x and z, implies that when X = t (0), 
w is sinusoidal (constant) and so is cw. In each case, w is bounded and x is 
divergent, so u must be divergent. Hence there are functions .$, p, and 9 on 
W to R”, all sinusoidal when X = 2 and all constant when h = 0, such that 
and 9 is not identically zero. Our next goal will be to show that for some 1 
the function 9,.$, is not identically zero. 
As was observed in the proof of Theorem 1.1, there exist positive 
constants A,=l,X,,...,A, such that hihij = - Xjbji for all i z j in 
{l,..., k}. Let 
NY) = i XiYi! 
i=l 
for all y=(yl,...,yk)r E Rk, and note that along the trajectory v, 
A = ; 2XiVidi = i 2hi”i&ijz)j + i: 2XiVi& 
i=l i,j=l i=l 
=2 i Xi&ii”;+2 i Xi(pi+t9i)Si’ 
i=l i=l 
Since u is divergent and v(t) = p(t)+ tq(t), there are constants ai, bi, ci, di 
such that 
vi(t)=aisint+b,cost+citsint+ditcost with i$i(c~+~~)tO 
when X = i; and when X = 0, 
k 
u,(t) = a, + bit with c b;> 0. 
i=l 
Substituting these formulas for u,(t) in ~~=12Xiuidi, and collecting terms of 
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order t, we see that t is multiplied by 
f: 2hi[(cf-u,d,-bic,)sin2t+(d,2+Uidi+bici)c0s2t 
i=l 
+(2cidi +2a,c, - 2bidi)sintcost] 
when h = 2 and by C:+2Xibz when X = 0. If A is bounded away from + cc 
along the trajectory v, these sums must be < 0. In the X = z case, setting 
t = 0 then yields 
d; -k aid, + bici = 0 for all i, 
and setting t = 7r/2 yields 
cf - aid, - bici = 0 for all i, 
whence Ef= ,(cf + d:) = 0. Similarly, in the X = 0 case, boundedness of h 
away from + co along 0 implies Ck= lbf = 0. The contradictions imply that A 
(as well as, of course, A itself) has arbitrarily large values along the trajectory 
v, whence at least one product q&, is not identically zero. 
Now for each h E {l,...,k}, 
whence d,, = ~~-lg”jqj. Thus 4 = l?q. Let us color each node h of G(B) 
black or white according as the component q,, is or is not identically zero. 
Since each q,, is sinusoidal when X = a and constant when h = 0, a moment’s 
reflection shows that this is a &coloring of G(B) in the first case and an 
s-coloring in the second. Since qrtl f 0, node I belongs to the appropriate 
sort of rim of B and is directly driven by the appropriate sort of driver from 
D. That shows (i) - (ii). 
(ii) 3 (i): If 
A= [ 8 d 1 0 b
_ 
and pA(D) > 2, then pi(A) 2 2 by Lemma 3.5. Thus in proving Lemma 
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3.l(ii) implies Lemma 3.1(i) we may assume that P~( 0) G 1 for all fi E Q(D) 
and that a node T of B’s rim is directly driven by a driver from D. We want 
to pro_duce matrices fi E Q(B), c” E Q(C), fi E Q(D), and a trajectory w for 
ti = Dw such that 0 ( ) a is an eigenvalue of both fi and 6, and w is constant 
(sinusoidal) but no trajectory v for 
zj=Bv+dw 
is constant (sinusoidal). Since no such v could be entirely transient, our 
construction of B, c, and fi will prove that v must have a divergent part 
and in fact that 0 (2) is a multiple root of d’s minimum polynomial; that is, 
/.l*( A> ,, 2. 
When X = 0 let 8 be an arbitrary member of Q(B), and when h = z 
choose 2 E Q(B) as in Lemma 2.3. The driving hypothesis implies that 
hr, = 0 (because r is a rim node) and that 6, w, and c” can be chosen so that 
a=&, w=w p, and the rth coordinate of dw is a nonzero constant 
(w:wwg and the rth coordinate of cw is a nonzero sinusoid). Since 
pLh( D) < 1, w itself is constant when X = 0 and sinusoidal when h = 2. 
Now for the case X = 0, consider a trajectory v for 
where 5 = dw is a constant vector with 6, = 1 and all other components of t 
can be assumed arbitrarily small by suitable choice of small magnitudes of 
entries in d. If kO(A) = 1, then the constant part y of v must satisfy 
Considering the r-component of this vector equation and recalling that 
hr, = 0, we have either that 0 = t, if B is 1 X 1 (a contradiction) or that some 
other component of y, say y,, is nonzero where node s is connected to node 
r in B and node s is black. Since node s is black, it must be connected to 
some other white node, say node t. If [, # 0, choose lE,l so small that 
satisfying row t of 0 = By + 5 requires the existence of some (white) node u 
with y, # 0 (using b,, = 0). This process can be continued until by finiteness 
a contradiction is secured. Thus _.ra(A”) > 2 if (some node in) g’s s-rim is 
directly driven by an s-driver in D, with c suitably chosen. 
Suppose now that B’s &rim is directly driven by a Gdriver in D (to have 
a S-rim B must be at least 2 X 2). Choose 8 E Q(B) as in Lemma 2.3. 
Proceeding as before, we have 
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where without loss of generality we assume node r in B is white, ii = - a, 
u,(t)=Ricost+Rssint with Ry + R; > 0, 
and the other components of u can be bounded in absolute value as close as 
we wish to 0 by suitable choice of 6. 
Of course node r lies in a certain white block in B. Suppose the black 
nodes (if any) of fi have their 2) components identically zero. Then 
- vL), = ij, = c h,j( hjLVk + Uj) - Rrsint + R,cost. 
j, k in white block 
But the selection of fi (from Lemma 2.3) yields, as all components of 0 
except a, are small, 
-v,=&G -vu,--RR,sint+R,cost, 
contradicting Rf + Ri >> 0. Thus the white block containing the node r 
driven by a, must be connected to a black node s with v8 f 0 and not 
arbitrarily small. However, node s must in turn be connected to another 
white block in fi and must in effect drive that white block. Repeating the 
above argument shows that u and l? so chosen cannot admit a sinusoidal 
solution v of zj = gv + u. Since A is sign-semistable and since a, f 0, we have 
p&J) > 2. n 
5. CHARACTERIZATIONS OF &DRIVERS 
Most of this section is devoted to the proof of Lemma 5.1 below. That 
provides the basis for the characterization of a-drivers in Theorem 5.2, which 
in turn makes it possible to complete the proof of Theorem 3.2. 
LEMMA 5.1. Suppose that the matrix 
AsB c [ 1 0 D 
is sign-se&stable, where B and D are square submatrices of A, and B is 
irreducible. Suppose that w i.s a sinusoidal trajectory with zi, = 020, and that 
- - 
(i) there exists C E Q(C) such that Cw is not identically zero, or 
(ii) B is at least 2X2 and each diagonal entry of B is zero. 
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Then there exist fi E Q(B), c E Q(C), and a sinusoidal trajectory v with 
such that none of the component functions vi is identically zero. 
Proof. When B is 1 X 1, the equation 2j = Bv + cw becomes 
d,(t)=b,,v,(t)+psint+vcost 
for constants p and v that are not both zero. The function 
v(t)= (v-blly)sint-(I-l+bllv)cost 
1 1+ b:, 
is a sinusoidal solution $0. 
We assume henceforth that B is a k X k matrix with k >, 2, and that the 
matrices B, C, and D inherit their indexing from A. Thus the range is from 1 
to k >, 2 for B’s row and column indices and C’s row index, and from k + 1 
to n for D ‘s row and column indices and C’s column index. For each node i 
of B, let N(i) denote the set of all neighbors of i, i.e., 
N(i)= {j+i:bij+O}, 
and let mi = IN(i)], the number of neighbors of i. 
If there exists c E Q(C) 
* 
such that Cw = 0, and if, at the same time, 
bii = 0 (and hence bii = 0) for all i, let us define the off-diagonal entries of g 
as in Lemma 2.2, setting 
sgn bi i 
bij = - 
mi 
for-all i#j. 
It follows as in Lemma 2.2 that the system d = Bv admits a sinusoidal 
trajectory 0 for which no component function ui is identically zero. If 
Cw = 0 then of course d = Bu + Cw. 
We assume henceforth that there exists C E Q(C) for which Cw is not 
identically zero, and hence there are indices r and s with 1~ r < k < s < n 
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such that c,., # 0 and w, f 0. Define 
sgn bi j 
hi5 = - for r#i# j, 
mi 
1 sgn brj 
hrj= -- 
2 m, 
for r# j, 
and complete the definition of fi by setting 
6,, = (sgn bii)c for l<i<k, 
where E is a positive number to be specified later. Define the matrix 
d E Q(C) by setting 
Eij = (sgncij)s for l<i<k<j<n, (i, j)+(r,s) 
and setting 
where the positive number 17 will also be specified later. 
For 1~ i < k, the function C;=,, r5ijwj is sinusoidal, and since err = cost 
+ z sin t there is a unique complex number 
Pi = Pi(&) 
such that 
Re( Pie”) = i CijWj( t ) for all t. 
j=k+l 
Note that 
while 
lilioppi( .5) = 0 for i#r, 
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such that 
Re(pe”) = q(sgnc,,)w,. 
We are going to show that for each sufficiently small E > 0 and each 
sufficiently large 9, the system of complex linear equations 
( - 6,, + z)y, = pi + c gijyj (lgi<k) (2) 
l<j<k,j#i 
admits a solution in which none of the complex numbers yi is 0. The desired 
trajectory o(t) = (or(t),. . . , uk( t))T is then obtained by setting 
vi(t) = Re( Tie”) (1 <i < k), 
thereby assuring that vi is sinusoidal and not identically zero. When both 
sides of (2) are multiplied by eIt and the real parts of the two sides are 
equated, we obtain 
t&(t) - kiiVi(Q = c gijvj(t)+ i: Eijwj(t), 
l<j<k, j#i j==k+l 
whence zj = Bv + &I. 
For each node i z r, let N’(i) = N(i) - {i’}, where i’ is the node that 
follows i on the unique path that joins i to r in G(B), and let S(i) denote the 
length (number of edges) of this path. As the notation suggests, the node r is 
regarded as the root of the tree. With 
d=max{S(i):l<i<k}, 
the specification of nonzero constants yi that satisfy (2) will begin at the 
nodes i for which S(i) = d and then proceed recursively toward the root. 
Note that each such i is an end node z r. 
To simplify the notation, let pi = ( - hii + I)-‘. Then (2) can be rewritten 
as 
Yi = PiPi + Pi C ‘ijYi> (3) 
jEN(i) 
for i # r as 
yi = PiPi + fiiLiityi’ +Pi C &ijYj' 
jEN’(i) 
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and when i is an end node Z r as 
yi = pipi + /!&+ 
In the last case, m, = 1 and hence hii, = sgn b,,,. AS E -+ 0, p, -+ - a and 
pi -+ 0. Setting 
F,(E) =/Ii and Gi(&) = pigi,,, 
we have accomplished the following for q = d: 
(L,) For each node i of G(B) with S(i) > q, we have defined complex- 
valued functions Fj and Gi on IO, cc[ such that 
(i) lim,,,F,(~) = - 2; 
(ii) lim,,, Gi(s) = - t sgn bii,; 
(iii) if we set 
Yi = ‘i(E ’ Gi( E)Yi, 
for each i with 6(i) 2 q, then all the equations (3) that have such yi on the 
left side are satisfied for each choice of E > 0. 
Supposing now that 1 < q < d and that (L,) holds, we want to establish 
(L,_,) by suitably defining functions Fj and Gj for all nodes j such that 
S(j) = q - 1. The definitions have already been given for the case in which j 
is an end node. Suppose, then, that j is not an end node, whence N’(j) is 
nonempty. For each i E N’(j) it is true that i’= j, 6(i) = q, and the 
inductive hypothesis supplies well-behaved functions F, and Gi as described 
in (L,). The equation (3) for yj is 
uj =pipi + P,bjjryj( + fij C bjiYi) i E A”( j ) 
and upon substitution of (L,)(iii)‘s expressions for the yi’s in terms of yj this 
can be rewritten as 
bjiGi(~) 1 =Pjpj + Pj&jj,Yj, + Pj C ‘jiF(E)Pi(E). i E h"( j) (4) 
From (L,)(ii) and the definition of B’s off-diagonal entries, it follows that as 
30 
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c hjiGi(e) + 
i EN'(j) 
c gji( -sgnPij)t=tq. 
iEN’ J 
But pj + - 2 as E + 0, and hence the coefficient of yj in (4) converges to 
mj-1 1 
l-(-z)z-=- 
“i mj ’ 
The terms on the right side of (4) converge respectively to 0, - z(sgn 6. .,)/mj, 
and 0, so it is easy to define the functions Fj and Gj as desired. It fo lows by i’ 
induction that the construction of the F’s and G’s can be carried all the way 
to the neighbors of the root node r; that is, the assertion (L,) has been 
established. 
For the root node r, the analogue of (4) is 
C griGi(e) =Pr~r +Pr C &riK(E)Pi(E). 1 (5) is N(r) i E I\‘( r ) 
From the choice of 5’s offdiagonal entries, in conjunction with (L,)(iii) and 
the fact that p, + - z as E + 0, it follows that Ci E h,CrJ&riGi( E) converges to 
z/2 and hence the coefficient of y, in (5) converges to i. The desired 
solution ( yr, . . . , yk) may then be constructed by choosing n (thereby fixing 
p) so large that 
lpl- 4 1 16J > 3d+2 
i E A’( r ) 
and then choosing E so small that 
0-c l-p, c &Gi(&) ~1, 
i= h'(r) 
l&l ’ IPlP~ lpi\<+ forall ifr, 
andforall i, 
t < IPil < 27 t < IF,(E) 1-c 2, i</Gi(E)/<2. 
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Having chosen 71 and E, define y, by (5) thus assuring that 
IYrI ’ lia,ljlPrl - C l~rillFiCE) I) 
iEN 
1 IPI >? y-2 c 
( 
pi1 >:3Cf+2>3CC 
iE,V(r) I 
Now proceed inductively, using (L,)(iii) to define y, when S(i) = 1,. . . , d - 1, 
and (L,)(iii) to define yi when 6(i) = d. We claim that always 
and this has been established when S(i) = 0. For the inductive step, we have 
S(i’) = S(i) - 1, lyi,l > 3d-6(i)+i, 
and hence 
lyil>-IGi(~)llyi,l-I~i(~)1I~i(~)I>~3(1-6(i)+1-2.$>3r’-6(i). n 
It is interesting to note that when a &rim node is directly driven by a 
S-driver, it may be associated both with a divergent trajectory as in Lemma 
3.1, and with a sinusoidal trajectory as in Lemma 5.1. Different choices of 
g E Q(B) account for the different trajectories. 
Lemma 5.1 leads to a characterization of Gdrivers in terms of the 
following notion: for nodes i and j of a digraph, j pushes i if there are nodes 
i=i O,“‘, i, = j such that (ih, ih_l) is an edge for 1~ h < k, and i, and i,-, 
are in different components. This differs from a-driving only in that i, and i, 
are not required to be in different components, except of course when k = 1. 
THEOREM 5.2. Suppose that A is a sign-semistable matrix. Then for each 
node i of A, the following three conditions are equivalent: 
i belongs to A’s b-rim or is pushed by a member of A’s S-rim; 
;!) th ere exist A” E Q(A) and a trajectory x with i = Ax such that 
(xi)S + O; 
(iii) i is a Gdriver for A (that is, there exist A E Q(A) and a trajectory x 
with i = Ax such that xi is sinusoidal and not identically zero). 
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Further, there exist i E Q(A) and a trajectory x with i = Ax such that all 
components of x not corresponding to d-drivers are identically zero and all 
components comesponding to Gdrivers are sinusoidal and nonzero. 
Proof. The entire statement of Theorem 5.2 is proved by a single 
induction on the number of components of A. When there is only one 
component, A is irreducible and the assertion follows from Lemma 2.2. 
Suppose, then, that A has two or more components, and let B be a sink 
component of A. We may assume without loss of generality that 
AzBc 
[ 1 0 D 
as in Lemma 5.1. 
Let D, denote the set of all a-drivers for D. By the inductive hypothesis 
(applying Theorem 5.2 to D), D, consists of all nodes of D_ that belong to 
D’s S-rim or are pushed by such nodes; further, there exist D E Q(D) and a 
sinusoidal trajectory w with zi, = Dw such that wi + 0 precisely when 
j E D,. 
Let C = [cij], and suppose first that some node i of B is directly driven 
by a node j E D,. Then each node of B is pushed by a node of A’s &rim, 
and since ci j # 0 we may apply Lemma 5.1 (with D replaced by fi) to 
produce 8, c, and sinusoidal v for which, with 
xT=(vT,wT) and A’= 
the trajectory x is sinusoidal with i = Ax, and further, x j = 0 only when j is 
a node of D - Ds. Hence (i) and (iii) are equivalent for all nodes of A, and 
the final statement of Theorem 5.2 is valid for A. 
Now suppose that no node of B is directly driven by a node of D,, 
whence Cw = 0. By the inductive hypothesis as applied to B, there exist 
fi E Q(B) and a sinusoidal trajectory v with 
zj=Bv (=Bv+Cw) 
such that vi f 0 precisely when i belongs to B’s &rim. With 
rr=(nr,wr) and A= 
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the trajectory x is sinusoidal with It = Ax, and further, xi = 0 only when i is 
a node of D - Ds or i is a node of B that is not in B’s &rim. Hence, again, 
(i) and (iii) are equivalent for all nodes of A, and the final statement of 
Theorem 5.2 is valid for A. 
Plainly (iii) implies (ii). Thus to complete the proof of Theorem 5.2 it 
suffices to show that if i is a node of B and there exist A E Q(A) and a 
trajectory x with f = Ax and (X~)~ + 0, then i belongs to B’s S-rim or some 
node of B is directly driven by a member of Ds. Let us form the decomposi- 
tion xi = (VT, w,‘) as usual, whence, with 
we have 
tis = Bv, + ews and &, = fiws. 
If cws = 0 then d, = Bv,, and since ( vi)8 f 0, it follows from the inductive 
hypothesis as applied to B that i belongs to B’s &rim. If dw, f 0, there are 
nodes i of B and j of D such that Eij(~j)s f 0. But then i is directly driven 
by j and, by the inductive hypothesis as applied to D, j E D,. That 
completes the proof. n 
Let us now return to the proof of Theorem 3.2, one of our two main 
results. Recall that the equivalence of its conditions (i) and (ii) was proved in 
Section 3, using Lemma 3.1, and that Lemma 3.1 itself was proved in Section 
4. That (iii) q (iv) in Theorem 3.2 was proved at the end of Section 3, using 
Theorem 3.6 and results of Section 2. Thus to complete the proof of Theorem 
3.2 it remains only to prove that its conditions (ii) and (iii) are equivalent. If 
Theorem 3.2(ii) holds, there is a node r of A’s &rim that is directly driven by 
a Gdriver 9 for A. By Theorem 5.2, 9 itself is a &rim node or is pushed by a 
&rim node p. Since r is a-driven by 9 and also (when p exists) by p, 
condition (iii) holds. Thus (ii) =$ (iii). If (iii) holds, there are &rim nodes p 
and r of A such that p d-drives T. The definition of 6driving implies the 
existence of a certain sort of path from p to r. Let 9 be the node that 
precedes T on this path. Then 9 directly drives r, and either 9 is p or 9 is 
pushed by p. Hence 9 is a a-driver by Theorem 5.2, and Theorem 3.2(ii) 
holds. That completes the proof of Theorem 3.2. 
COROLLARY 5.3. For a semistable matrix A, each node of A that is 
pushed by a Sdriver of A is itself a Sdriver of A. 
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6. IDENTIFICATION OF E-DRIVERS 
By definition, a node i of a matrix A is an edriver for A if there exist 
A E Q(A) and a trajectory x for the system i = Ax such that the component 
function xi is a nonzero constant. Of course, 
x=x< +xs+x,+x> 
as usual, and i, = AX,. When A is quasistable, x, is merely a constant 
trajectory y, and A-r = i, = 0. Thus the study of &drivers for a sign-quasista- 
ble A is concerned only with the zero-nonzero patterns of solutions of 
algebraic systems Ax = 0 for A E Q(A). 
For any sign-semistable matrix A, each s-rim node is an e-driver, and 
when A is also irreducible the set of all &drivers is precisely the s-rim. For a 
sign-semistable A that is not irreducible, each s-driver belongs to the E-rim or 
is pushed by a node in the e-rim, just as in the 6 case [cf. Theorem 5.2(i)], but 
in contrast to the 6 case (cf. Corollary 5.3), there may be nodes of A that are 
not e-drivers even though they are pushed by e-rim nodes. The full clarifica- 
tion of this situation seems to be unavoidably algorithmic in nature, and our 
Theorem 6.1 below is essentially an algorithm for identifying e-drivers. For 
sign-semistable 
AEB ’ 
[ 1 0 D 
where B and D are square submatrices and B is irreducible, we assume all 
s-drivers for D are known, and hence, given the driving edges corresponding 
to nonzero entries in C, we know which nodes of B are directly driven by 
E-drivers for A. [We assume also that pa(A) < 1 for all A E Q(A).] Then the 
problem of identifying nodes of B that are s-drivers for A involves systems of 
the form 
where BEQ(B)and E is constant relative to the time parameter t, but 5 can 
be adjusted by varying the magnitudes of entries of d E Q(C). Of course, if 
an s-rim node of B is directly driven by an edriver for D, there are divergent 
trajectories for d = fiv + 5 and hence for i = AX (cf. Lemma 3.1) but this 
cannot occur when A is sign-quasistable. 
From our results it follows that the sign-semistable matrices A such that 
pa(A) < 1 for all A E Q(A) (i.e., zero is not a multiple root of the minimum 
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polynomial of any matrix sharing A’s sign-pattern) are exactly those that can 
be constructed as follows: 
(1) take one or more irreducible sign-semistable matrices, and locate their 
s-drivers (in this case these are just the s-rim nodes); 
(2) attach another irreducible sign-semistable matrix in such a way that it 
is “downstream” from some of the existing submatrices and unconnected to 
the others, and so that no s-rim node of the new submatrix is directly driven 
by any s-driver from the earlier submatrices; 
(3,) use Theorem 6.1 to locate the E-drivers for the combined matrix that 
he in the new submatrix (these will be the e-rim nodes of the new submatrix 
and generally some of its other nodes as well); 
(4) repeat (2) and (3) a finite number of times. 
For any sign-semistable matrix A built of sign-semistable blocks in su_ch a way 
that some s-rim node is directly driven by an s-driver, there exists A E Q(A) 
such that pO(A) > 2. 
The situation described in the preceding paragraph is similar to that for 
multiple imaginary roots of the minimum polynomial, but there is an im- 
portant difference in step (3). We have seen in Section 5 that when zero is 
replaced by a, o by ,, and E by S, the above paragraph is valid when (3,) is 
replaced by 
(36) note that by Theorem 5.2, the 8drivers for the combined matrix that 
lie in the new submatrix are either all nodes of the new submatrix or the 
&rim nodes of new submatrix, according as the new submatrix does or does 
not lie downstream from any previous a-driver. 
The algorithm of Theorem 6.1 begins by coloring all nodes of B’s s-rim 
white, indicating that they’re e-drivers for A. In the first phase of the 
algorithm, each of B’s remaining nodes is colored black, indicating that it’s 
not an s-driver for A, or pink (p for “processed” or “potential”), indicating 
that it has been processed once and may eventually turn out to be an 
s-driver. At the end of the first phase, each node of B has been colored white, 
black, or pink. In the second phase, each pink node is recolored white or 
black, and the nodes of B that emerge as white are precisely those that are 
e-drivers for A. 
THEOREM 6.1. Suppose that the matrix 
A=Bc 
[ 1 0 D 
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is sign-semistable, where B and D are square submatrices of A. Suppose that 
B is irreducible and that ,,(a) < 1 for each A” E Q(A). Suppose that the 
e-drivers (if any) of D are known, and no e-rim node of B is directly driven 
by such an &driver. lf all nodes of B are initially uncolored, then those that 
are colored white when the following algorithm terminates are precisely the 
nodes of B that are Edrivers for A: 
(2) 
begin 
(1) 
for each node r of B’s e-rim do 
color r white, color all G(B)-neighbors of r black; 
let H be the subgraph of G(B) spanned by all uncolored nodes; 
let E be the set of all nodes of H that are directly driven by an 
s-driver from D; 
let Z be the set of all nodes h of H such that h @ E and b,, = 0; 
X +- set of all components of the graph H; 
while .%Y#lZi do 
begin 
choose KEX; X+-X- {K}; 
if some end node p of K belongs to Z 
then begin 
color p pink; color p’s unique K-neighbor q black; 
L +- subgraph of K spanned by all uncolored nodes; 
X + 2 U (set of all components of L) 
end 
else begin 
(3) 
(4) 
if some node of K belongs to E 
then color all nodes of K white 
else color all nodes of K black 
end 
let HB be the set of all black nodes of H; 
HP + set of all pink nodes of H; 
HW + set of all white nodes of H; 
while there is a node v E HB that has a neighbor in HP 
and (belongs to E or has a neighbor in HW ) do 
begin 
N +- set of all neighbors of v in HP; 
(5) color all nodes of N white; 
HP+HP-N; HW+HWuN 
end; 
(6) color all nodes of HP black 
end 
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Understanding of the algorithm may be aided by noting that when a set 
X is specified in the above description by a phrase “let X be . . . ,” the 
membership list of X is fixed from then on, while specification by “X + . . . ” 
indicates that membership in X may change as the computation progresses. 
There are no restrictions on the choices of r, K, p, and v except that each 
should, when chosen, satisfy the stated condition. Variations in the order in 
which qualified candidates are chosen to play the role of T, K, p, or v will 
affect the order in which B’s nodes eventually become white or black, but it 
will not affect the final color of any node. That is not obvious, but it follows 
from our theorem. 
In the above algorithm, there are six lines, indicated by numbers at the 
left, on which nodes are colored black or white. It is clear that each node 
eventually receives one of those colors, and after that its color does not 
change. Our aim is to show that no black node of B is an e-driver for A, and 
that there exist A’ E Q(A) and a constant vector x such that Ax = 0 and 
xi f 0 for each white node i of B. As was shown by an example in Section 4, 
the ability to do this for all s-drivers in B simultaneously depends on the 
irreducibility of B. For a general sign-semistable matrix A, we cannot be sure 
of finding a single A E Q(A) and trajectory x with i = Ar such that the 
component xi is a nonzero constant for all E-drivers i simultaneously. And 
even for a particular e-driver j, we cannot be sure of finding A” E Q(A) and a 
trajectory x with i = Ax such that xi is a nonzero constant and xi is 
constant (perhaps zero) for all other edrivers i. In these respects the situation 
for e-drivers is much more delicate than that for S-drivers. 
LEMMA 6.2. If i belongs to B’s E-rim, then i is an &driver for A and no 
neighbor of i is an &driver for A. Hence the nodes colored white in step (1) 
are &drivers, and those colored black in step (1) are not E-drivers. 
Proof. Of course, if i is colored white in step (1) we need only select 
x j = 0 for all nodes j in components upstream from i, and x as in Lemma 2.5 
for the component containing i, to build the required trajectory with xi a 
nonzero constant. 
Suppose some node i colored black in step (1) is an s-driver, so some 
constant trajectory x satisfies Ax = 0 with xi f 0 and node i in B connected 
to node j in the E-rim of B. Suppose node j is an end node. Then 
( Ax)~ = a jixi = 0 (not summed), a contradiction. Suppose j is not an end 
node. Since a jj = 0 and node j is in Z, some other node k connected to j 
must have xk # 0. Also, node k is a black node and, being connected to a 
white node (node j), must be connected to another white node. Repeating 
the procedure leads ultimately to a white end node connected to a nonzero 
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node, a contradiction. Hence no node colored black in step (1) can be an 
s-driver. n 
LEMMA 6.3. Any node colored black in step (2) cannot be an E-driver. 
Proof. Generally node q colored black in step (2) is connected to a node 
p in Z. If Lemma 6.3 were false, then the equation (Ax), = 0 would reduce 
to aPQxq = 0, since by Lemma 6.2 the only other neighbor of p is not an 
s-driver. This shows rQ = 0, as required. n 
LEMMA 6.4. No node colored black in step (4) is an E-driver. 
Proof. First of all, let us prove the determinant of the submatrix 
corresponding to the subgraph K in step 4 is nonzero. Suppose det K = 0. 
Then there is a nontrivial s-coloring of K. This coloring extends to a 
nontrivial e-coloring of G(B), namely recoloring some pink nodes black if a 
black node has exactly one pink neighbor and recoloring some pink nodes 
white if a black node connected to a pink node also has a white neighbor. 
This addition of white nodes consistent with the s-coloring rules contradicts 
the fact that the E-rim of G(B) is maximal and does not include nodes of K. 
Thus det K f 0. In particular, if K is a singleton node, i then a ii < 0. 
Suppose Lemma 6.4 is false. Then there is an A” E Q(A) and x such that 
Ax = 0 and coordinates of x corresponding to K nodes are not all zero. This 
reduces to Kx = 0, since K is only connected in G(B) to nodes which cannot 
be s-drivers. This contradiction establishes Lemma 6.4. n 
LEMMA 6.5. No node colored black in step (6) is an E-driver. 
Proof. After step (4) all the nodes of H are colored. If there are no pink 
nodes, H consists of invertible blocks each attached only to nodes colored 
black in step (1). Each such block has nonzero determinant. Any such block 
with all nodes outside E contains no s-drivers for A by Lemma 6.4. 
Suppose H does have at least one pink node after step (4). Regard the 
components Hi of H one by one, and treat them as follows. At least one such 
pink node is an end node of Hi. Choose such a node p,, and regard Hi as a 
tree rooted at p,. This tree [after step (4)] has branches typically consisting of 
alternating pink and black nodes which end either with pink nodes or with all 
white (s-driven) blocks or with all black (not s-driven) blocks. Starting from 
such end nodes or end blocks and working down the branches of the tree to 
p,, we see that for any node q colored black in step (6), a solution of 
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Bv + [ = 0 reduces to bpqvq = 0 where p is a pink neighbor of 9. Thus nodes 
colored black in step (6) cannot be &drivers. R 
LEMMA 6.6. Suppose M = [mij] is an m X m, irreducible, sign-semista- 
ble, invertible matrix. Suppose [ is an m-vector, not the zero vector. Suppose 
for each end node e of G( M) with mee = 0 that .$‘, # 0. Then any I? E Q(M) 
is invertible and there exist A!i E Q(M) and {E Q(E) such that no coordinate 
of - M-‘[ is zero. 
Proof. Since M is sign-semistable and invertible, any G E Q(M) is also 
invertible (cf. Lemmas 2.4,2.5). 
The case m = 1 is trivial, so we assume M is at least 2 X 2. 
Let &? and [ be arbitrary and form v = - & ‘6 Let us assume some 
components ofv happen to be zero (not all can be, of course). We shall adjust 
certain ti-entries, making such zero components nonzero and leaving non- 
zero components of v unchanged, as follows. 
Consider row i in the equation av t [= 0. At least two edges (including 
edges arising from nonzero fiij, fiii, E,) must be incident upon node i. 
Obviously the summands in such an equation either include both positive and 
negative terms or all are zero. 
Suppose vi = 0. If all row equations in L& + .$= 0 corresponding to 
nodes connected to i in G(a) have both positive and negative summands, 
then we are clearly free to set vi = 1 and adjust local g values to preserve 
n;r,+[=o. 
Suppose that there is in G(a) a block B (maximal connected subgraph) 
consisting of nodes i,, i,, . . . with vi, = vi, = . . . = 0. If node j is connected 
to i, but is not in the block (there must exist at least one such j), then there 
are already positive and negative summands in (h;lv + [)j = 0. Hence local 
i&alues could be adjusted to accommodate a new value for vertex i,, say 
f 1. Consider next a maximal block 9? in B consisting of the nodes of B with 
only zero summands in the associated equations (!& + [)i, = 0. Using the 
tree structure of %?, it is always possible to specify new viYvalues of 
magnitude one and new local matrix values A’ so (a’vi,) = (G’v + [)i, = 0 
except for end nodes of V. But end nodes of 59 are either connected to nodes 
like ik in B or to nodes like j, so with some local matrix magnitude 
adjustments the solution extends to those nodes as well. In fact, the tree 
structure of G(M) enables us to extend the solution throughout G(M) until 
all components of v which were 0 were replaced by f 1. n 
LEMMA 6.7. All nodes colored white in steps (3) and (5) are E-drivers. 
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Proof. We shall specify B and C values and construct a vector v such 
that Bv + [ = 0 and vi # 0 for all nodes colored white in steps (3) and (5). 
Assume first that there are no pink nodes after step (4) that is, that H 
consists of one or more invertible blocks attached to various nodes in G(B) 
which are colored black in step (1). Let K stand both for the subgraph of H 
and the submatrix of B corresponding to such a block. In view of Lemma 6.5, 
assume some node in K is in E. Specify entries in K and 5 as in Lemma 6.6. 
Consider the nodes colored black in step (1) to which K is connected in 
G(B). The E-coloring of G(B) gives us values for a v’ with Bu” = 0, and in 
each sum in this equation at such a black node both positive and negative 
summands occur. Clearly values in B - H can be adjusted slightly if neces- 
sary to accommodate at black nodes such added summands from K. Thus 
Bv + 5 can be specified with vi f 0 for all nodes colored white in steps (3) 
and (5). 
Now assume that there are some pink nodes after step (4). As in the proof 
of Lemma 6.5, regard H as a set of trees rooted at pink nodes connected to 
nodes colored black in step (1). In each component Hi of H, consider end 
blocks like K and treat as in Lemma 6.6. Extend v down the tree, until v 
solving Bv + [ = 0 is found as required. n 
Lemmas 6.2 through 6.7 establish Theorem 6.1. 
We are now almost ready to complete the proof of Theorem 3.3, but must 
first define the notion of e-driving. To place this in context, recall the notion 
of a-driving from Section 3, and note that a node j of a digraph S-drives node 
i if and only if there are distinct components I,, . . . , I, and there are nodes 
i=i,, j,,i,,..., jk,ik, jk+l= j such that for 1 < h < k, { j,, ih} c I,,, and for 
O<h<k, jh+l directly drives i,?. (When k = 0, this says merely that j 
directly drives i.) The notion of e-driving is more stringent, and is defined 
only for a digraph that is equipped with distinguished nodes and hence with 
an e-rim defined with respect to these nodes. Specifically, the node j e-drives 
the node i if and only if j directly drives i or there are components I,, . . . , I, 
and nodes i = i,, ji, i,,.. ., j,, i,, jk+l = j as above, subject to the following 
additional requirement for 1~ h 6 k: 
If j,> + i is designated as an E-driver and the algorithm of Theorem 6.1 is 
applied (with respect to Z,,‘s distinguished nodes and e-rim) to color the 
nodes of I,,, then the node j,l is colored white (hence is identified as an 
s-driver in I,,). 
This definition involves an abuse of terminology, for Theorem 6.1 was stated 
in terms of matrices. However, the algorithm’s operation is entirely graph- 
theoretic in nature. 
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Using the above definition, the proof that Theorem 3.3(ii) and (iii) are 
equivalent is virtually the same as the proof, given at the end of Section 5, 
that Theorem 3.2(ii) and (iii) are equivalent. The details are left to the reader. 
7. ALGORITHMIC RECOGNITION OF SIGN-QUASISTABILITY 
It was shown in [8] that a properly presented n X n matrix A can be 
tested for sign-semistability and for sign-stability in 
0( n + number of nonzero entries of A) 
computational steps. Now we want to do the same for sign-quasistability. 
Note that the signs of the matrix entries are relevant only in testing the cycle 
conditions (o) and (/?). After the cycle condition (y ) has also been verified 
(i.e., after sign-semistability has been established), we are left with a forest 
G(A) [the node-disjoint union of the undirected trees corresponding to the 
strong components of D(A)], and the trees of this forest are organized into 
an acyclic digraph by means of the one-way edges of D(A). There is also a 
set of distinguished nodes i corresponding to aii z 0. 
In testing for sign-stability it is necessary to decide only whether the F-rim 
and the s-rim are empty, but to test for sign-quasistability it is necessary to 
know exactly which nodes belong to these rims. The rim is the complement 
of the core, where the &core (e-core) of a graph (with a set of distinguished 
nodes) consists of all nodes that are black in every &coloring (s-coloring). Let 
us define the S-core (e-~ore) coloring as that in which all nodes of the core 
are black and all nodes of the rim are white. For each of the graphs of Figure 
6, the s-core consists of only the central node, and hence the e-core coloring is 
not an s-coloring [it violates condition (iii,) in Section 21. However, this 
difficulty does not arise when the graph is a forest. 
A node of a graph will be called peripheral if it is isolated (has no 
neighbor) or is an end node (has a unique neighbor). 
LEMMA 7.1. The &core coloring of an arbitrary graph is a &coloring. 
The E-core coloring of an arbitrary forest is an .+coloring. 
Proof. Plainly both the &core coloring and the s-core coloring satisfy 
condition (i) of the definition of Section 2. They also satisfy (ii), for if a black 
node b has a white neighbor w, there is a 6- coloring (e-coloring) in which b 
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FIG. 6. For graphs with cycles, the e-core coloring need not be an E-coloring 
is black and w white; b must have another neighbor that is white in this 
coloring and hence in the &core (s-core) coloring. Similar reasoning shows 
that condition (iii,) holds for the G-core coloring of an arbitrary graph. 
To complete the proof of Lemma 7.1 we show that if two adjacent nodes 
v and w belong to the s-rim of a forest G then they lie together in a proper 
subgraph H of G such that the restriction to H of an arbitrary e-coloring of 
G is an e-coloring of H. This implies that the e-core coloring of H violates 
condition (iii,), and thus provides the basis for an inductive proof. 
Being a forest, G has a node p that is isolated or is an end node. If p is 
isolated, form H by discarding p from G. If p has a unique neighbor 4, 
discard p, q, and all edges incident to q. To see that H is as desired in the 
second case, verify that q belongs to the s-core of G and hence { p, q } n 
{v,w} =0. n 
LEMMA 7.2. There is an algorithm which, starting from an adjacency-list 
presentation of an arbitrary graph with a set of distinguished nodes, pro- 
duces the S-core in time 
O(number of nodes + number of edges). 
Proof. Imagine that initially, all distinguished nodes are black and all 
others are white, but blackness spreads in such a way that a white node turns 
black if it has no white neighbor or is the sole white neighbor of a black node. 
After the spread has been completed according to these rules, the set of all 
black nodes is the G-core. Details of implementation, including suitable data 
structures, can be found on p. 278 of [8]. n 
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LEMMA 7.3. There is an algorithm which, starting from an adjacency-list 
presentation of an arbitrary forest with a set of distinguished nodes, produces 
the e-core in time 
0( number of nodes + number of edges). 
Proof. Let G be a forest and D its set of distinguished nodes. If a node 
p is isolated in G, then p belongs to G’s s-core EG if and only if p E D. If p 
has a unique neighbor 9 in G, then 9 E EG; further, p E EC if and only if 
p E D or all Gneighbors of 9 in H belong to H’s e-core, where H is the 
graph obtained from G as in Lemma 3.1. by discarding p, 9 and all edges 
incident to 9. From these facts, and the facts that subgraphs of forests are 
forests and nonempty forests have peripheral nodes, it follows that in the 
recursive procedure below, the final value of C is the s-core of the forest G. 
The procedure has the stated timecomplexity. 
begin 
C +- D; 
procedure coaE(forest G); 
begin 
while G not empty do 
begin 
p + peripheral node of G; 
if p isolated in G 
then begin G + forest obtained by discarding p from G end 
else begin 
9 + sole Gneighbor of p; 
C+Cu{9}; 
N + set of all Gneighbors of 9 other than p; 
begin 
G + forest obtained by discarding p, 9 and all 
edges incident to 9 from G 
& 
CORE(G); 
ifNcCthen CtCu{p} 
end 
end 
end 
end n 
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THEOREM 7.4. A properly presented n X n matrix A can be tested in 
time 
0( n + number of nonzero entries of A) 
for sign-semi&ability, for sign-qua&stability, and for sign-stability. 
Proof. We suppose that A is presented by means of the adjacency lists 
and sign lists for SD(A), the associated signed digraph. Thus with each node 
i of A there is associated the list of all j such that aij z 0, and also a second 
list giving the signs of these matrix entries. The cycle conditions (CX) and (fi) 
are checked first, and thereafter no use is made of the lists of signs. If the 
cycle conditions (cY), (p), and (y) are all satisfied, then A is sign-semistable; 
each eigenvalue of each member of Q(A) has nonpositive real part. 
If the cycle tests are all passed, then G(A), the graph of A, is a forest. Its 
edges are the pairs {i, j} such that i # j and aij + 0 f a ji. We proceed to 
produce the adjacency lists for this forest, and to identify distinguished nodes 
-nodes i such that a,, # 0. With the aid of Lemmas 7.2 and 7.3, the S-rim 
and the e-rim of G(A) are then determined. If the S-rim is empty, then no 
member of Q(A) has a purely imaginary eigenvalue, and if the e-rim is 
empty; then no member of Q(A) has zero as an eigenvalue. If both rims are 
empty, then A is sign-stable. 
If either rim is nonempty, then the driving edges come into play. These 
are the edges (j, i) such that aij # 0 = a ji; note that, in view of condition 
(y), this requires that i and j be in different components. Since (y) is 
satisfied, the components of D(A) can be arranged in a sequence such that 
all driving edges into any component K come from components that precede 
K in the sequence. Since the S-rims of the various components have already 
been determined, we may proceed through the list of components, using 
Lemma 5.1 to identify a-drivers. If it never happens that a &rim node is 
directly driven by a d-driver, then no member of Q(A) has a pure imaginary 
number as a multiple root of its minimum polynomial. Similarly, Theorem 6.1 
is used to identify e-drivers. If it never happens that an s-rim node is directly 
driven by an &driver, then no member of Q(A) has 0 as a multiple root of its 
minimum polynomial. Though the identification of s-drivers is much more 
complicated than that of &drivers, it is not hard to see that the total number 
of computational steps is bounded by a fixed multiple of the number of 
edges. The n x n matrix A is sign-quasistable if and only if it satisfies the 
cycle conditions ( OI), (p), and (v), and further, no rim node of either sort is 
directly driven by a driver of the same sort. In the manner indicated, this can 
be tested in time 0( n + number of nonzero entries of A). m 
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8. APPENDIX: RIMS AND MATCHINGS 
Suppose that G is a graph with a (possibly empty) set of distinguished 
nodes. A matching in G is a set M of edges such that no node belongs to 
more than one member of M. The value of M is the number of undis- 
tinguished nodes that it covers, a maximum matching is one of maximum 
value, and a complete matching is one that covers all undistinguished nodes 
(and perhaps some distinguished nodes as well). Theorem 8.2 below explains 
the interchangeability of the color condition (E) of Section 2 and the 
matching condition used in [71’s characterization of sign-stability. 
LEMMA 8.1. Suppose G is a forest each tree in which has at least one 
distinguished end node and at most one undistinguished end node. Then G 
admits a complete matching, and the S-rim and the E-rim of G are both 
empty. 
Proof. If each tree in G consists of a single node, then the assertion of 
the lemma is obvious. 
Let us construct a matching for a tree in G with more than one node. If 
the tree has an undistinguished end node, denote it by i; otherwise choose 
some end node and denote it by i. Let j be the unique node connected to 
node i, and let the first member of M be the edge {i, j}. Form new trees 
with distinguished nodes inherited from G by deleting nodes i and j and 
edges involving nodes i and j from G. Clearly each new tree has at least one 
distinguished end node and at most one undistinguished end node. We can 
proceed by iteration, adding more edges to M, until only trees consisting of 
single distinguished nodes remain and we have a complete matching. 
Suppose next that G has a nonempty S-rim or s-rim, that is, that some 
tree in G has at least one white node w relative to the appropriate coloring. 
Consider the maximal block B of white nodes containing w. For the E case, 
B consists of w itself; for the 6 case, B contains at least one other node. At 
any rate, some node in B must be connected to a black node, since each tree 
of G contains at least one distinguished (so black) node. Such a black node 
must be connected to another white block B’. Since each tree of G can have 
at most one undistinguished end node, either B or B’ must be connected to 
another black node. Since G is acyclic and has only a finite number of nodes, 
repeating this process leads to a contradiction. n 
THEOREM 8.2. A forest with a set of distinguished nodes admits a 
complete matching if and only if its &-rim is empty. 
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Proof. We provide an inductive proof by showing that if Theorem 8.2 
fails for a forest G then it fails for a proper subgraph H of G. Since the 
theorem is obvious for a graph that is empty or has only isolated nodes, a 
contradiction will be obtained. By Lemma 8.1, if G fails to admit a complete 
matching or has nonempty s-rim, there is an undistinguished node P of G 
that is isolated or has a unique neighbor 9. In the first case, P is not covered 
by any matching and p belongs to G’s s-rim. Thus only the second case need 
be considered. 
Form H as in Lemma 7.1 by discarding p,q, and all edges incident to 9, 
and take as distinguished all nodes of H that are distinguished in G. If G 
admits a complete matching M, then { p, 9) E M, because P is undis- 
tinguished and hence M - { { p, 9 } } is a complete matching in H. Con- 
versely, if H admits a complete matching, then so does G. If G admits a 
nontrivial e-coloring, then its restriction to H is a nontrivial e-coloring of H; 
this follows from the fact that 9 must be black, and if P is white, 9 must 
have a white G-neighbor in H. Conversely, each nontrivial s-coloring of H 
can be extended to one of G by coloring 9 black and coloring p white or 
black according as there is or is not a white node in H that is a Gneighbor of 
9. n 
The following result is a considerable extension of Theorem 8.2, but its 
proof is longer. 
THEOREM 8.3. FOT each forest G with a set of distinguished nodes, the 
e-core EG is equal to the set PG of all nodes that are distinguished OT are 
covered by every maximum matching in G. 
Proof. It suffices to show that if EG # PC, if some undistinguished node 
p of G has a unique neighbor 9, and if H is as in the preceding argument, 
then EH f PH. Note that 9 E EC, for otherwise 9 is white in the s-core 
coloring of G and Lemma 7.1 is contradicted whether p is black or white in 
the e-core coloring. Also, 9 E PC, for if a matching M in G fails to cover 9, 
the value of M can be increased by adding the edge { p, 9 }. 
We now show that if EC - PG + 0 then EH - PH # @. Suppose first that 
p E FG - PIG, and let M ’ be a maximum matching in G that misses P, 
whence M’ includes an edge { 9, T } for some node T of H. Plainly T E EH, for 
otherwise T is white in some .s-coloring of H and this is extended to an 
E-coloring of G by coloring 9 black and p white. Since the matching 
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is also a maximum matching in G, M - {{ p, q}} is a maximum matching in 
H and hence r P PH. Thus if the undistinguished end node p is in EG - pG, 
r must lie in EH - PH. 
There remains the case in which p @ EG - PC but some (undis- 
tinguished) node s of H belongs to EG - PG. There is a maximum matching 
in G that misses s, hence one that uses { p, q} and misses s, and conse- 
quently s CJ? PH. Also, s E EH because each e-coloring of H can be extended 
to one of G. 
We want finally to show that if PG - EC # 0 then E_IH - EH # 0. (Of 
course, all members of /.LG - EG are undistinguished.) Suppose first that 
p E PG - EG. Then G admits an s-coloring in which p is white, and since 
q E EG, some Gneighbor r of o in H must be white. Plainly r P EH, for the 
restriction of this coloring to H is an e-coloring of H. To see that r E pH, 
suppose that H admits a maximum matching M' that does not cover r and 
let M = M' U { { q, r } } . Since p E PG - UM, M is not a maximum match- 
ing in G and hence admits an augmenting path P. (Theorem 1 of [8, p. 2801 
applies here.) This is a simple path whose edges are alternately in M and not 
in M, such that for one end node v of the path it is true that (a) the node is 
missed by M and (b) the node is undistinguished, while for the other end 
node w either (a) holds or (c) the node is distinguished but the path’s end 
edge incident to the node belongs to M. A consideration of cases shows that 
when all edges involving p or o are discarded from the path P, there remains 
a path that augments M' as a matching in H. 
There remains the case in which p @ PG - EG but some node s of H 
belongs to PG - EG. Plainly s E EH, and we want to show s E PH. Suppose 
the contrary, let M' be a maximum matching in H that does not cover s, 
and let M = M' U { p, 9 }. Since s E pG, M is not a maximum matching in G 
and hence admits an augmenting path. Using the fact that p is undis- 
tinguished, we see that the path does not involve p or 9 and hence augments 
M' as a matching in H. The contradiction completes the proof. n 
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