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Abstract
The standard supercharacter theory of the finite unipotent upper-triangular matrices Un(q)
gives rise to a beautiful combinatorics based on set partitions. As with the representation
theory of the symmetric group, embeddings of Um(q) ⊆ Un(q) for m ≤ n lead to branching
rules. Diaconis and Isaacs established that the restriction of a supercharacter of Un(q) is a
nonnegative integer linear combination of supercharacters of Um(q) (in fact, it is polynomial in
q). In a first step towards understanding the combinatorics of coefficients in the branching rules
of the supercharacters of Un(q), this paper characterizes when a given coefficient is nonzero
in the restriction of a supercharacter and the tensor product of two supercharacters. These
conditions are given uniformly in terms of complete matchings in bipartite graphs.
1 Introduction
The representation theory of the finite groups of unipotent upper-triangular matrices Un(Fq) has
traditionally been a hard problem, where even enumerating the irreducible representations is a
well-known wild problem. In fact, it is not even known if the number of irreducible representa-
tions is polynomial in q (the Higman conjecture [12] suggests the affirmative). However, Andre´
[1, 2, 3, 4] and later Yan [18] demonstrated if one decomposes the regular representation into
“nearly irreducible” pieces (called super-representations) rather than the usual irreducible pieces,
one obtains a theory that is far more tractable with beautiful combinatorial underpinnings. Later,
work of Arias-Castro, Diaconis and Stanley [7] demonstrated that this theory could even be used
in place of the usual representation theory in an application to random walks, and for more general
supercharacter theories, Otto [15] has shown that they can be used to bound nilpotence classes of
nilpotent algebras.
While it has been a guiding principle that the supercharacter theory of Un(q) is analogous to
the representation theory of the symmetric group Sn, many Un-analogues of Sn results remain to
be worked out. Some of the known observations include
(a) The irreducible characters of Sn are indexed by partitions of n, and the supercharacters of
Un(Fq) are indexed by (a q-analogue of) set partitions of {1, 2, . . . , n} [1, 18, 7],
(b) For Sn, Young subgroups are a natural family of subgroups which give the corresponding
character rings a Hopf structure through induction and restriction. Similarly, [16] defines
an analogue to Young subgroups for Un(q), noting that while in the Sn-case the particular
embedding of the subgroup typically does not matter, in the Un(q)-case it is critical [14, 17].
These subgroups are indexed by set-partitions instead of integer partitions.
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(c) As an algebra, the ring of symmetric functions model restriction/induction branching rules
for the characters of Sn considered simultaneously for all n ≥ 0. The corresponding ring for
the supercharacters of Un(Fq) seems to be the ring of symmetric functions in non-commuting
variables [16].
This paper attempts to better understand the combinatorics of branching rule coefficients for the
supercharacters of Un(Fq).
In the symmetric group case, the irreducible character χµ × χν appears in the decomposition
of the restricted character
Res
S|λ|
S|µ|×S|ν|
(χλ)
only if µ, ν ⊂ λ. For Un(q) this paper gives both necessary and sufficient conditions for analo-
gous result, using the close relationship between tensor products and restrictions in this case. In
particular, the main results of this paper are
Theorem 3.1. Given a set partition λ and subgroup UK ⊆ Un, there is a bipartite graph ΓK(λ)
such that the trivial character appears in the decomposition of ResUnUK (χ
λ) if and only if the
graph has a complete matching.
Theorem 4.1. Given set partitions λ, µ, and ν, there is a bipartite graph Γ(λ, µ, ν) such that the
χν appears in the decomposition of χλ⊗χµ if and only if the graph has a complete matching.
Theorem 4.3. Given set partitions λ, µ and subgroup UK ⊆ Un, there is a bipartite graph
ΓK(λ, µ) such that the χ
µ appears in the decomposition of ResUnUK (χ
λ) if and only if the
graph has a complete matching.
The bipartite graphs referenced in all three results have a uniform construction as described in
Section 4.1, and are remarkably easy to construct given the initial data. However, the description
of the bipartite graph in Theorem 3.1 is particularly nice, so we describe it separately in Section
3.1. A fundamental part of extending Theorem 3.1 to Theorem 4.1 and Theorem 4.3 is a result
that rewrites tensor products as restriction, as follows.
Theorem 4.2 Given two supercharacters χλ and χµ of UK , there exists a supercharacter χ
ν
and groups UK ′ ⊆ UL with UK ′ ∼= UK such that χ
λ ⊗ χµ is the same character of UK as
q−rResUL
U ′K
(χν) is of UK ′ , where r ∈ Z≥0.
While these results do not give a complete description of the coefficients, [8] showed that these
coefficients are always positive integers (in fact, polynomial in q). Thus, a more explicit under-
standing of the coefficients remains open. We do, however, give explicit coefficients of the trivial
character for a family of “nice” examples in Theorem 5.1. This result then also has generalizations
for non-trivial coefficients in the same way that Theorems 4.1 and 4.3 use Theorem 3.1.
The supercharacter theory studied in this paper is a particular example of a supercharacter
theory that has a more general construction on algebra groups [8]. Generalizations of this approach
have also been studied by Andre´ and Neto for maximal unipotents subgroups in other Lie types
[5, 6]. This study of a particular supercharacter theory is somewhat different from recent work by
[11], which attempts to find all the possible supercharacter theories for a given finite group.
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2 Preliminaries
This section sets up the necessary combinatorics of set partitions, which differs from some of
the more standard formulations. From this point of view, the parts of the set partition are less
important than the relative sizes of the numbers in the same part. We then review the definition
of a supercharacter theory, and recall the specific supercharacter theory of interest for the finite
groups of unipotent upper-triangular matrices, as developed by Andre´ [1, 2, 3, 4] and Yan [18].
2.1 Set partition combinatorics
Fix a prime power q, and let Fq be the finite field with q elements with additive group F+q and
multiplicative group F×q .
For a finite subset K ⊆ Z≥1, let
AK(q) = {i
a
⌢j | i, j ∈ K, i < j, a ∈ F×q },
and
A(q) =
⋃
K⊆Z≥1
|K|<∞
AK(q),
where A∅(q) = {∅}. We will refer to the non-emptyset elements of A(q) as arcs.
Let
M(q) =
⋃
K⊆Z≥1
|K|<∞
MK(q), where MK(q) = {finite multisets in AK(q)}.
For λ ∈ MK(q) and j, k ∈ K, let
Rjk = {j
a
⌢k ∈ λ}, mjk(λ) = |Rjk|, and wtjk(λ) =
∑
j
a
⌢k∈Rjk
a ∈ Fq, (2.1)
where Rjk is a multiset. For example, if
λ = {1
a
⌢4, 1
b
⌢4, 1
c
⌢4, 3
d
⌢5} = • • • • •
1 2 3 4 5
a
b
c
d
, for a, b, c, d ∈ F×q ,
then
R14 = {1
a
⌢4, 1
b
⌢4, 1
c
⌢4}, m14(λ) = 3, wt14(λ) = a+ b+ c, and R23 = ∅.
Note we will use a diagrammatic representation of multisets λ ∈ MK(q), by associating to each
element of K a node (usually arranged along a horizontal line), and each arc i
a
⌢j in λ becomes a
labeled edge connecting node i to node j.
A q-set partition of K is a multiset λ ∈ MK(q) such that if i
a
⌢l, j
b
⌢k ∈ λ are two distinct
arcs, then i 6= j and k 6= l. Let
S(q) =
⋃
K⊆Z≥1
|K|<∞
SK(q), where SK(q) = {q-set partitions in MK(q)}.
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Note that 2-set partitions of K are set partitions λ of K by the rule that i and j are in the same
part if there is a sequence of arcs i
1
⌢j1, j1
1
⌢j2, . . . , jm−1
1
⌢j ∈ λ. That is, the parts of the set
partitions are the connected components of the diagrammatic representation of the 2-set partition.
For example,
• • • • • • • •
1 2 3 4 5 6 7 8
1
1
11 1
←→ {1, 4, 6, 8 | 2, 3, 5 | 7}.
In this sense, q-set partitions are a q-analogue of set partitions (although, strictly speaking, they
are (q − 1)-analogues of set partitions).
Let λ ∈ M(q). A conflict in λ over K is either
(CL) A pair of distinct arcs i
a
⌢l, j
b
⌢k ∈ λ such that i = j and k < l,
(CR) A pair of distinct arcs i
a
⌢l, j
b
⌢k ∈ λ such that i < j and k = l,
(CB) A pair of distinct arcs i
a
⌢l, j
b
⌢k ∈ λ such that i = j and k = l,
(CN) A nonempty multiset {i
a
⌢k ∈ λ | i = j or k = j} for some j /∈ K.
Example. The multiset
λ = • • • • • •
1 2 3 4 5 6
a
b
c
d
e
f
has conflicts
• • •
1 2 4
a
b
, • • •
2 5 6
c
d
, • • • •
1 3 4 6
a
e
f
, • • •
2 4 6
d
e
over {1, 2, 3, 5, 6}, where the conflicts are of type (CL), (CL), (CN), and (CR).
Conflicts are instances in a multiset which violate the conditions of membership in the set SK(q).
Theorem 2.1 and Theorem 2.2, below, may be viewed as representation theoretic “straightening
rules” for resolving such conflicts in the context of restricting and taking tensor products.
Remark. There are a variety of q-analogues of set partition or Stirling numbers in the literature.
This particular q-analogue of set partitions is different from the one introduced [10] and only seems
to appear in connection with supercharacters. There is also a standard construction for q-Stirling
numbers (see for example [9]), where the Stirling number S(n, k; q) is defined by “q-counting” the
number of elements of Sn(2) with n− k arcs. If we let Sq(n, k) be the number of elements of Sn(q)
with n− k elements, we obtain a recursion
Sq(n, k) = Sq(n− 1, k − 1) + k(q − 1)Sq(n− 1, k),
which is different from the recursion for S(n, k; q) in [9].
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2.2 Supercharacters of Un(q)
Supercharacters were first studied by Andre´ in relation to Un(q) as a way to find some more tractable
way to understand the representation theory of Un(q). Diaconis and Isaacs [8] then generalized
the concept to arbitrary finite groups, and we reproduce a version of this more general definition
below.
A supercharacter theory of a finite group G is a pair (K,X ) where K is a partition of G such
that
(a) Each K ∈ K is a union of conjugacy classes,
(b) The identity element of G is in its own part in K,
and X is a set of characters of G such that
(a) For each irreducible character ψ of G there is a unique χ ∈ X such that 〈χ,ψ〉 6= 0,
(b) The trivial character 1 ∈ X ,
(c) The characters of X are constant on the parts of K,
(d) |K| = |X |.
We will refer to the parts of K as superclasses and the characters of X as supercharacters. For
more information on the implications of these axioms see [8] (including some redundancies in the
definition).
For n ∈ Z≥1, let Mn(Fq) be the ring of n× n matrices with entries in the finite field Fq with q
elements. Let
Un(q) = {u ∈Mn(Fq) | uji = 0, uii = 1, uij ∈ Fq, i < j}
be the group of unipotent upper-triangular matrices. For K ⊆ {1, 2, . . . , n}, let
UK(q) = {u ∈ Un(q) | uij = 0, i < j,unless i, j ∈ K}.
Note that UK(q) ∼= U|K|(q).
For UK(q) there is a standard example of a supercharacter theory developed by Andre´ and Yan,
where K and X are indexed by q-set partitions of K. For the purpose of this paper it suffices to
recall the definition of the supercharacters. Fix a nontrivial group homomorphism,
ϑ : F+q −→ C
×.
For λ ∈ SK(q), there is a supercharacter χ
λ given by
χλ =
⊗
i
a
⌢l∈λ
χi
a
⌢l, (2.2)
where each χi
a
⌢l is an irreducible character of UK(q) whose value on the superclass indexed by
µ ∈ SK(q) is
χi
a
⌢l(µ) =


0, if j
b
⌢k ∈ µ with i = j < k < l or i < j < k = l,
q|{i<j<l|j∈K}|
q|{i<j<k<l|j
b
⌢k∈µ}|
ϑ(awtil(µ)), otherwise.
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It can be quickly verified that the linear supercharacters of UK(q) correspond to λ ∈ SK(q) with
i
a
⌢l ∈ λ implies {i < j < l | j ∈ K} = ∅; the trivial character is χ∅.
The superclass {1} is indexed by ∅ ∈ SL(q). Thus, for λ ∈ ML(q) with L ⊆ Z≥1, the degree of
χλ is
χλ(1) =
∏
i
a
⌢l∈λ
q|{i<j<l|j∈L}|.
If K ⊆ L, then define
rLK(λ) = |{(j, i
a
⌢l) ∈ L× λ | i < j < l, j /∈ K}|. (2.3)
Note that if λ ∈ ML(q) ∩MK(q) then q
rLK(λ) is the ratio of the degrees of χλ as a character of
UL(q) and χ
λ as a character of UK(q). It therefore is a constant that frequently comes up in the
restriction of supercharacters. In fact, by inspection, if λ ∈ ML(q) ∩MK(q), then
Res
UL(q)
UK(q)
(χλ) = qr
L
K(q)χλ. (2.4)
In general, supercharacters are orthogonal with respect to the usual inner product on class
functions, and for λ, µ ∈ SK(q),
〈χλ, χµ〉 = δλµq
|C(λ)|, where C(λ) = {(i
a
⌢k, j
b
⌢l) ∈ λ× λ | i < j < k < l}, (2.5)
is the set of crossings in λ.
The following two theorems describe local rules for computing restrictions and tensor products.
To use these rules for arbitrary set partitions, one uses the observations (2.2) and
ResULUK (χ
λ) =
⊗
i
a
⌢l
ResULUK (χ
i
a
⌢l).
In principle, therefore, one can easily compute restrictions and tensor products in a recursive, algo-
rithmic fashion (see [16] for a detailed description of this algorithm, and [13] for an implementation
of this algorithm in Python). However, this algorithm does not give an obvious combinatorial
interpretation of the resulting coefficients.
The first theorem describes how to restrict an arc from UL to a subgroup UK , or how to resolve
a (CN) conflict.
Theorem 2.1 ([16, 17]). For i
a
⌢l ∈ AL(q) and K ⊆ L,
ResULUK (χ
i
a
⌢l) =


qr
L
K(i
a
⌢l)χi
a
⌢l, if i, l ∈ K,
qr
L
K(i
a
⌢l)
(
χ∅ +
∑
i<j<l
j∈K,b∈F×q
χj
b
⌢l
)
, if i /∈ K, l ∈ K,
qr
L
K(i
a
⌢l)
(
χ∅ +
∑
i<k<l
k∈K,b∈F×q
χi
b
⌢k
)
, if i ∈ K, l /∈ K,
qr
L
K(i
a
⌢l)
(
(|K ∩ [i, l]|(q − 1) + 1)χ∅ + (q − 1)
∑
i<j<k<l
j,k∈K,b∈F×q
χj
b
⌢k
)
, if i, l /∈ K.
The next theorem explains how to resolve conflicts of types (CL), (CR) or (CB). It was originally
proved in [18], but a proof can also be found in [16].
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Theorem 2.2 ([18]). For i
a
⌢l, j
b
⌢k ∈ AK(q),
χ{i
a
⌢l,j
b
⌢k} =


χ{i
a
⌢l,j
b
⌢k}, if no conflict,
χi
a
⌢l +
∑
i<j′<l
j′∈K,c∈F×q
χ{i
a
⌢l,j′
c
⌢k}, if (CL), k < l,
χi
a
⌢l +
∑
i<k′<l
k′∈K,c∈F×q
χ{i
a
⌢l,j
c
⌢k′}, if (CR), i < j,
χ∅ +
∑
i<k′<l
k′∈K,c∈F×q
(χi
c
⌢k′ + χk
′ c⌢l) +
∑
i<j′,k′<l
j′,k′∈K,c,d∈F×q
χ{i
c
⌢j′,k′
d
⌢l}, if (CB), a+ b = 0,
(|K ∩ [i, l]|(q − 1) + 1)χi
a+b
⌢ l + (q − 1)
∑
i<j′<k′<l
j′,k′∈K,c∈F×q
χ{i
a+b
⌢ l,j′
c
⌢k′}, if (CB), a+ b 6= 0.
It follows from Theorem 2.2 that for any λ ∈ MK(q), the product
χλ =
⊗
i
a
⌢l∈λ
χi
a
⌢l,
is a character of UK(q) and a Z≥0-linear combination of supercharacters. The following proposition
summarizes some of the observations of this section.
Proposition 2.1. Let λ ∈MK(q). Then
(a) If λ ∈ SK(q), then χ
λ is a supercharacter of UK(q),
(b) If λ ∈ SK(q) and λ has no crossings, then χ
λ is an irreducible character of UK(q).
3 Coefficient of trivial character
This section investigates the coefficient of the trivial character 1 = χ∅ in the restriction from UL(q)
to a subgroup UK(q). In particular, Theorem 3.1 characterizes when the coefficient of 1 is nonzero
in the restriction of a supercharacter. Although the theorem seems somewhat specific, in later
sections we will use it to analyze the coefficients of arbitrary supercharacters in both restrictions
and tensor products.
We begin with the statement of the main result. To prove the theorem, we define a poset on
M(q) where two multisets are related if and only if there is a way to resolve conflicts using some
combination of Theorems 2.1 and 2.2. We then use this poset to show that many arcs do not affect
whether the coefficient is nonzero, and so may be removed. Once we have eliminated the excess
arcs, we obtain our main result.
3.1 Main result
Given a set partition λ ∈ SL(q) and a subset K ⊆ L, let ΓK(λ) be the bipartite graph given by
vertices
V• = {i⌢j ∈ λ | i, j ∈ K}
V◦ = {i⌢j ∈ λ | i, j /∈ K},
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and an edge from j ⌢k ∈ V• to i⌢ l ∈ V◦ if i < j < k < l. Note that this graph has in general
far fewer vertices than λ has arcs. The following theorem is the main result of the paper, and is a
model for the remaining results in this paper.
Theorem 3.1. Let K ⊆ L ⊆ Z≥1 be finite sets, and let λ ∈ SL(q) be a q-set partition. Then
〈ResULUK (χ
λ), 1 〉 6= 0,
if and only if the graph ΓK(λ) has a complete matching from V• to V◦.
Remark. The complete matching referred to in Theorem 3.1 is a one-sided matching. That is,
every element in V• must be matched to a corresponding element in V◦, but there could potentially
be elements of V◦ not matched to elements of V•. For example, if
Γ1 =
◦ ◦ ◦
• •
and Γ2 =
◦
• •
then Γ1 has a complete matching from V• to V◦ and Γ2 does not.
Example. If K = {1, 4, 5, 6, 7, 9} and
λ =
• • • • • •◦ ◦ ◦ ◦
1 2 3 4 5 6 7 8 9 10
a
b
c
d
e
f
then V• = {4
c
⌢7, 5
f
⌢6, 7
d
⌢9}, V◦ = {2
b
⌢10, 3
e
⌢8}, and
ΓK(λ) =
◦2
b
⌢10 ◦3
e
⌢8
•
4
c
⌢7
•
5
f
⌢6
•
7
d
⌢9
Since this graph has no complete matchings from V• to V◦, by Theorem 3.1 〈Res
UL
UK
(χλ), 1 〉 = 0.
3.2 The conflict poset
There is a reasonably natural poset that helps model branching rules given by Theorem 2.1 or
Theorem 2.2. As observed in Proposition 3.1, below, two multi-partitions are comparable in the
following poset if one appears in the decomposition of the other in some restriction or tensor product
of characters.
We say µ ≺ λ if there exists a conflict γ ⊆ λ over K such that λ−γ ⊆ µ and for ν = µ− (λ−γ),
either
(PL) γ = {i
a
⌢l, i
b
⌢k} with k < l and ν ∈
{
{i
a
⌢l}, {i
a
⌢l, j
c
⌢k} | i < j < k, c ∈ F×q
}
,
(PR) γ = {i
a
⌢l, j
b
⌢l} with i < j and ν ∈
{
{i
a
⌢l}, {i
a
⌢l, j
c
⌢k} | j < k < l, c ∈ F×q
}
,
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(PB) γ = {i
a
⌢l, i
b
⌢l} with
• a+ b = 0 and ν ∈
{
∅, {i
c
⌢k}, {j
c
⌢l}, {i
c
⌢k, j
d
⌢l} | i < j < l, i < k < l, c, d ∈ F×q
}
,
• a+ b 6= 0 and ν ∈
{
{i
a+b
⌢ l}, {i
a+b
⌢ l, j
c
⌢k} | i < j < k < l, c ∈ F×q
}
.
(PN) There exists j /∈ K such that γ = {i
a
⌢k ∈ λ | i = j or k = j}, and there exists an injective
function ι : ν → γ such that if ι(k
a
⌢l) = j
b
⌢l′ then l = l′ and j < k; and if ι(h
a
⌢i) = h′
b
⌢j,
then h = h′ and i < j.
Extending this relation transitively gives a partial order P for all of M(q), which we will refer to
as the conflict poset. Roughly speaking, as one moves down the poset one resolves conflicts by
shrinking arcs or making them disappear altogether (ie. using Theorems 2.1 and 2.2), so the rules
(PL), (PR), (PB), and (PN) match up with the corresponding conflicts (CL), (CR), (CB) and
(CN).
Remark. Note that even though (PN) is the only condition that explicitly spells it out, if µ  λ
then there is an injective function ι : µ → λ that satisfies ι(j
b
⌢k) = i
a
⌢l implies i ≤ j < k ≤ l.
We will use this to keep track of arcs as we follow a string of relations in P.
Example. If
λ = • • • • • •
1 2 3 4 5 6
a b
c
∈ S6(q) and µ = • • •
3 4 5
d
∈ S{3,4,5}(q),
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then the interval between λ and µ is
• • • • • •
1 2 3 4 5 6
a b c
• • • • •
2 3 4 5 6
a′
b
c
• • • • •
2 3 4 5 6
d
b
c
• • • • •
1 2 3 4 5
a
b
c′
• • • • •
1 2 3 4 5
a b
• • • • •
1 3 4 5 6
a cb′
• • • • •
1 3 4 5 6
a c
• • • •
3 4 5 6
d b′ c
• • • •
3 4 5 6
d c
• • • •
2 3 4 5
b
d
• • • •
2 3 4 5
b
d c′
• • • •
1 3 4 5
a −c′
c′
• • • •
1 3 4 5
a
• • •
3 4 5
d
−c′
c′
• • •
3 4 5
d
(P
N
) (P
N
)
(PN)
(PL
)
(PR)
(PL)
(P
N
)
(P
N
)
(P
N
)
(P
N
)
(PN
)
(P
N
)
(P
N
)
(PN
)
(P
N)
(P
N
)
(PL)
(PR)
(PB)
(P
N
)
(P
N)
(PN
)
(PN
) (P
N
)
(P
N)
(PB)
where to be able depict the interval we have combined the nodes corresponding to the different
values of a′, b′, c′ ∈ F×q .
Remark. The conflict poset P is related to two natural posets,
(a) The poset on A given by nesting, or j
a
⌢k ≤ i
b
⌢l if i ≤ j < k ≤ l.
(b) The poset P is a subposet of the poset on M given by µ ≤ λ if there exists an injective
function ι : µ → λ such that ι(j
a
⌢k) = i
b
⌢l, where i ≤ j < k ≤ l. We use this observation
to think of arcs as shrinking as we move down the poset (and potentially disappearing).
A path in P is a directed path in the Hasse diagram of the poset P. The following proposition
justifies the existence of this poset.
Proposition 3.1. Let λ ∈ML(q) and µ ∈ MK(q) with K ⊆ L. Then µ ≺ λ if and only if either
(a) K = L and χλ = cλµχ
µ + χ′, where cλµ ∈ Z>0 and χ
′ is a character of UK(q),
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(b) K ⊂ L and Res
UL(q)
UK(q)
(χλ) = cλµχ
µ + χ′, where cλµ ∈ Z>0 and χ
′ is a character of UK(q).
Proof. Following a path in P corresponds to resolving conflicts in λ using either Theorem 2.1 or
Theorem 2.2.
Remark.
(a) It is tempting to assume that cλµ is equal to the number of paths from λ to µ in the Hasse
diagram. However, this turns out to be false. To get such a result one would need to use a
subposet of P by essentially specifying a “canonical order” for resolving conflicts.
(b) Another way to view the purpose of this paper is as a characterization of when two set
partitions are comparable in P, or more generally when an arbitrary multiset is greater than
a set partition.
3.3 Proof of Theorem 3.1
This section proves Theorem 3.1. Lemma 3.1 is the heart of the proof, allowing us to deduce the
appearance of the trivial character in a decomposition from the appearance of another superchar-
acter. Unfortunately, the proof is quite technical, and there is probably a more elegant proof of the
main theorem to be found that avoids this lemma. Lemma 3.2 then shows that given λ ∈ SL(q), we
can remove many of the arcs of λ without changing whether 1 appears in the decomposition. The
final proof then uses that related elements in P have an implicit injective map from the smaller
element to the larger one.
For λ ∈MK(q), let λ¯ ∈MK(q) be given by
λ¯ = {i
−a
⌢l | i
a
⌢l ∈ λ}.
Note that by (2.2) the conjugate character χλ = χλ¯. The first proposition is a standard result for
irreducible characters, but its analogue bears observing for supercharacters.
Proposition 3.2. Let λ, µ ∈ SK(q) with K ⊆ Z≥1. Then
〈χλ ⊗ χµ, 1 〉 = δλµ¯q
|C(λ)|.
Proof. By the orthogonality of supercharacters,
〈χλ ⊗ χµ, 1 〉 = 〈χλ, χµ¯〉 = δλµ¯q
|C(λ)|.
The following lemma allows us to deduce the appearance of the trivial character in the de-
composition of a restriction from the appearance of a single arc that was not in the original set
partition. The proof of this lemma is the crux of proving the main result.
Lemma 3.1. Let K ⊆ L ⊆ Z≥1 be finite sets, and let λ ∈ SL(q) .
(a) If there exists i ∈ K such that i⌢j /∈ λ for all j > i, then for all l > i and a ∈ F×q ,
〈Res
UL(q)
UK(q)
(χλ), χi
a
⌢l〉 6= 0 implies 〈Res
UL(q)
UK(q)
(χλ), 1 〉 6= 0.
(b) If there exists l ∈ K such that k⌢l /∈ λ for all k < l, then for all i < l and a ∈ F×q ,
〈Res
UL(q)
UK(q)
(χλ), χi
a
⌢l〉 6= 0 implies 〈Res
UL(q)
UK(q)
(χλ), 1 〉 6= 0.
11
Proof. (a) Suppose 〈Res
UL(q)
UK(q)
(χλ), χi
a
⌢l〉 6= 0 for some l > i and a ∈ F×q . By assumption there is a
path from λ to {i
a
⌢l} in P. Since there are injective maps ι at each step of the path we can track
the arc that will eventually become i
a
⌢l in this path. We will refer to this arc as arc ϕ (regardless
of its particular endpoints at a given point in the path). In fact, given a fixed choice of injections,
we can track all the original arcs and the conflicts they have with ϕ along the way.
Since i⌢k /∈ λ for all k, at some point arc ϕ must have changed from i′
a′′
⌢l′′ 7→ i
a′
⌢l′ where
i′ < i < l′ ≤ l′′. At this point in the path we have the multiset {i
a′
⌢l′} ∪ ν for some multiset ν.
The arcs that interact with arc ϕ the rest of the way come in three flavors:
(F1) i⌢k for some k ≤ l∗, where ϕ = i
a∗
⌢l∗,
(F2) j⌢l∗ for some i < j, where ϕ = i
a∗
⌢l∗,
(F3) h⌢l∗ for some h < i, where ϕ = i
a∗
⌢l∗.
Our goal is to show that we can replace the image i
a′
⌢l′ of ϕ with another arc, without changing
where the other arcs (F1)–(F3) end up. By being careful, the (F2)–(F3) arcs will not be affected
(they act in exactly the same way), but we will need to deal with the (F1) arcs separately, below.
List all the (F2) arcs, j1
a1⌢l1, j2
a2⌢l2, . . . , jr
ar⌢lr, where j1 ≤ j2 ≤ · · · ≤ jr and if jm = jm+1,
then lm ≥ lm+1. Let li1 ≥ li2 ≥ . . . ≥ lim be the longest decreasing subsequence of (l1, l2, . . . , lr)
beginning at li1 = l1 such that if lim = lim+1 , then jim < jim+1 . At the stage where we sent
i′
a′′
⌢l′′ 7→ i
a′
⌢l′, we could have sent
ϕ = i′
a′′
⌢l′′ 7→
{
j1
−a∗1⌢ l′, if j1 exists, a
∗
1 = wtj1l1({j1
a1⌢l1, j2
a2⌢l2, . . . , jr
ar⌢lr}),
∅ otherwise.
If j1 exists, we will continue to let ϕ interact with (F2) and (F3) arcs as before (except throughout
we choose the label −a∗1 for ϕ), until we get to the conflicts (Rj1l1 , j1
−a∗1⌢ l1). Note that since
li2 < li2−1, . . . , l2 and arcs shrink as we move down the poset, the arcs j2
a2⌢l2, . . . , ji2−1
ai2−1⌢ li2−1
will already have interacted in the original fashion with our arc ϕ before we resolved the conflicts
(Rj1l1 , j1
−a∗1⌢ l1). We resolve the conflicts (Rj1l1 , j1
−a∗1⌢ l1) by sending each arc in Rj1l1 to wherever
it went in the original (Rj1l1 , i
a′
⌢l1)-conflicts, and arc
ϕ = j1
−a∗1⌢ l1 7→
{
ji2
−a∗i2⌢ l1 if i2 exists, a
∗
i2
= wtji2 li2 ({ji2
ai2⌢li2 , . . . , jr
ar⌢lr}),
∅, otherwise.
We iterate this process and all (F2) arcs act the same way as before, but there is no arc ϕ in the
end.
Note that nothing has changed for the (F3) arcs in this process. An example is probably
instructive at this point. Suppose that in the original path, ϕ started as i
a
⌢ j6, and the path
continues as
• • • • • •
j2 j3 j4 j5 j6i
a
b
c
d
e
7→
• • • • • •
j2 j3 j4 j5 j6i
a
c
d
e
7→
• • • • • •
j2 j3 j4 j5 j6i
a′
c
d
e
7→
• • • • • •
j2 j3 j4 j5 j6i
a′′
c
d
e
7→
• • • • • •
j2 j3 j4 j5 j6i
a′′
c′
d
e
,
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where i
b
⌢j4 is (F1), j2
c
⌢j4 is (F2) and the other two arcs ending at j5 and j6 are (F3). The above
algorithm suggests that if we had instead mapped ϕ to j2
−c
⌢j6 instead of i
a
⌢j6, we obtain
• • • • • •
j2 j3 j4 j5 j6i
−c
b
c
d
e
7→
• • • • • •
j2 j3 j4 j5 j6i
−cb
c
d
e
7→
• • • • • •
j2 j3 j4 j5 j6i
−cb
c
d
e
7→
• • • • • •
j2 j3 j4 j5 j6i
b
c′
d
e
.
Note that the (F2) and (F3) arcs act the same as before. However, we are left with the unwanted
(F1) arc i
b
⌢j4.
Thus, in making the change i′
a′′
⌢ l′′ 7→ j1
−a∗1⌢ l′, the (F1) conflicts cannot resolve in the same
way. Suppose i
b
⌢k is a type (F1) conflict, and call it arc τ . Since i⌢k /∈ λ for any k, τ must have
come from some i′
b′
⌢k′; we will use this to send τ to a different arc in a way similar to how we
dealt with ϕ above. The arcs that τ interacts with the rest of way come in four guises:
(G1) i
c
⌢j with j ≤ k∗, where τ = i
b∗
⌢k∗,
(G2) i∗
c
⌢j with i∗ > i, j ≤ k∗, where τ = i∗
b∗
⌢k∗,
(G3) j
c
⌢k∗ with j > i∗, where τ = i∗
b∗
⌢k∗,
(G4) i∗
c
⌢l with k∗ < l or h
c
⌢k∗ with h < i∗, where τ = i∗
b∗
⌢k∗,
WLOG we may ignore the (G1) type conflicts. That is, since they have the same properties as τ ,
we may apply the same strategy to them as we do to τ .
Let i1
b1⌢k1, i2
b2⌢k2, . . . , iℓ
bℓ⌢kℓ be the set of (G2) and (G3) type conflict arcs, where i1 ≤ i2 ≤
· · · ≤ iℓ and if im = im+1, then km+1 ≤ km. Since i⌢ k /∈ λ for any k, τ must have come from
some i′
b′
⌢k′. Instead of sending i′
b′
⌢k′ 7→ i
b
⌢k, send
ϕ = i′
b′
⌢k′ 7→


∅, if i1 does not exist,
i1
b∗
⌢k, if i1
b1⌢k1 is type (G2), (i
a∗
⌢l∗, i
b
⌢k) originally mapped to (i
a∗
⌢l∗, i1
b∗
⌢k),
i1
−b∗1⌢ k, if i1
b1⌢k1 is type (G3), b
∗
1 = wti1l1({i1
b1⌢k1, i2
b2⌢k2, . . . , iℓ
bℓ⌢kℓ}).
In the first case, we are done. In the second case, the remaining conflicts can be resolved in the
same way as before (we just skipped a step). In the third case, we will eventually have the conflicts
(Ri1k1 , i1
−b∗1⌢ k1) which we resolve by sending each arc i1⌢k1 in Ri1k1 to wherever it went in the
original conflict (Ri1k1 , i
∗ b
∗
⌢k∗), and we iterate the process for i1
−b1⌢ k1 with the remaining conflicts
{im
bm⌢km | m > 1, km ≤ k1}.
The type (G4) conflicts interact with τ the same way as before.
Thus, by changing our choices slightly, the arcs all behave in a similar way except that we end
up without the i
a
⌢l arc at the end.
(b) The proof is symmetric.
Given λ ∈ SL(q), the following lemma allows us to discard all the arcs that have exactly one
endpoint in K without changing whether the resulting restriction has a trivial character in its
decomposition.
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Lemma 3.2. Let K ⊆ L ⊆ Z≥1 be finite sets and let λ ∈ SL(q). Suppose there exists i
a
⌢ l ∈ λ
such that |{i, l} ∩K| = 1. Then
〈Res
UL(q)
UK(q)
(χλ), 1 〉 = 0 if and only if 〈Res
UL(q)
UK(q)
(χλ−{i
a
⌢l}), 1 〉 = 0.
Proof. WLOG assume that l /∈ K. Suppose 〈Res
UL(q)
UK(q)
(χλ−{i
a
⌢l}), 1 〉 6= 0. Then by Theorem 2.1,
〈ResULUK (χ
λ),1 〉 = 〈ResULUK (χ
λ−{i
a
⌢l})⊗ ResULUK (χ
i
a
⌢l), 1 〉
= qr
L
K(i
a
⌢l)
(
〈ResULUK (χ
λ−{i
a
⌢l})⊗ 1 , 1 〉+
∑
i<j<l
j∈K,b∈F×q
〈ResULUK (χ
λ−{i
a
⌢l})⊗ χi
b
⌢j, 1 〉
)
> 0.
Conversely, suppose 〈ResULUK (χ
λ), 1 〉 6= 0. Then
qr
L
K(i
a
⌢l)
(
〈ResULUK (χ
λ−{i
a
⌢l})⊗ 1 , 1 〉+
∑
i<j<l
j∈K,b∈F×q
〈ResULUK (χ
λ−{i
a
⌢l})⊗ χi
b
⌢j, 1 〉
)
6= 0.
Thus, either 〈ResULUK (χ
λ−{i
a
⌢l}), 1 〉 6= 0 or there exists i < j < l and b ∈ F×q such that
〈ResULUK (χ
λ−{i
a
⌢l}), χi
b
⌢j〉 6= 0.
However, in the latter case Lemma 3.1 implies that 〈ResULUK (χ
λ−{i
a
⌢l}), 1 〉 6= 0.
We can now prove the main theorem.
Proof of Theorem 3.1. By Lemma 3.2, we may assume that for all i
a
⌢ l ∈ λ, either i, l ∈ K or
i, l /∈ K (else, we could remove the other arcs without affecting the whether the coefficient of 1 is
nonzero).
Suppose that ΓK(λ) has an appropriate matching from V• to V◦. Then
ResULUK (χ
λ) =
⊗
Matched pairs
(j
b
⌢k,i
a
⌢l)∈V•×V◦
ResULUK (χ
{j
b
⌢k,i
a
⌢l})⊗
⊗
Unmatched
i
a
⌢l∈V◦
ResULUK (χ
i
a
⌢l).
For each matched pair, by Theorem 2.2,
ResULUK (χ
{j
b
⌢k,i
a
⌢l}) = ResULUK (χ
j
b
⌢k)⊗ ResULUK (χ
i
a
⌢l)
= q|{j<j
′<k|j′/∈K}|χj
b
⌢k ⊗
(
ci
a
⌢l
1 1 +
∑
i<i′<l′<l
i′,l′∈K,a′∈F×q
ci
a
⌢l
i′
a′
⌢l′
χi
′ a
′
⌢l′
)
where ci
a
⌢l
i′
a′
⌢l′
, ci
a
⌢l
1 ∈ Z>0. Since i < j < k < l, χ
j
−b
⌢k is a nonzero summand of ResULUK (χ
i
a
⌢l). Since
1 is a nonzero summand of χ{j
b
⌢k,j
−b
⌢k},
〈
⊗
Matched pairs
(j
b
⌢k,i
a
⌢l)∈V•×V◦
ResULUK (χ
{j
b
⌢k,i
a
⌢l}), 1 〉 6= 0.
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By Theorem 2.1, each unmatched term ResULUK (χ
i
a
⌢l) has 1 as a nonzero summand, so
〈
⊗
Unmatched
i
a
⌢l∈V◦
ResULUK (χ
i
a
⌢l), 1 〉 6= 0.
Thus,
〈ResULUK (χ
λ), 1 〉 6= 0.
Conversely, suppose that
〈ResULUK (χ
λ), 1 〉 6= 0.
Write λ = µ ∪ ν, where
µ = V◦ = {i
a
⌢l ∈ λ | i, l /∈ K}
ν = V• = {j
b
⌢k ∈ λ | j, k ∈ K}.
By Theorem 2.1 and (2.4),
ResULUK (χ
λ) = ResULUK (χ
µ)⊗ ResULUK (χ
ν) = ResULUK (χ
µ)⊗ qr
L
K(λ)χν ,
since ν ∈ SK(q) ∩ SL(q). Since 〈Res
UL
UK
(χλ), 1 〉 6= 0,
〈ResULUK (χ
µ), χν¯〉 = 〈ResULUK (χ
µ)⊗ χν , 1 〉 6= 0.
However, Proposition 3.1 implies ν¯  λ, so there exists an injective function ι : ν → µ, giving the
appropriate matching for ΓK(λ).
4 Tensor products and general restriction coefficients
Theorem 3.1 in fact is sufficiently strong that analogous statements can be made for the coefficients
of arbitrary supercharacters in the decomposition of tensor products and restrictions. This section
begins by developing the appropriate generalization to the graph ΓK(λ). We then prove Theorem
4.1 for tensor products and Theorem 4.3 for restrictions. Along the way, Theorem 4.2 describes
how characters corresponding to multisets are the same as restrictions from certain set partitions
(up to a scalar multiple).
4.1 A generalized bipartite graph
Given λ ∈ M(q), perturb the arcs such that they stack on top of one-another in the following
fashion.
(TL) If i
a
⌢j, i
b
⌢k ∈ λ with j < k, then the left endpoint of i
b
⌢k is above the left endpoint of
i
a
⌢j,
•
i
•
j
•
k
a
b
7→
•
•
i
•
j
•
k
a
b
.
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(TR) If i
a
⌢k, j
b
⌢k ∈ λ with i < j, then the right endpoint of i
a
⌢k is above the right endpoint of
j
b
⌢k,
•
i
•
j
•
k
b
a
7→
•
i
•
j
•
•
k
b
a
.
(TB) If |Rjk| > 1, then
Rjk =
•
j
•
k
...
a1
a2
al
7→


•
•
•
j
•
•
•
k
...
a1
a2
al
, if wtjk(λ) 6= 0,
•
•
•
•
•
j
•
•
•
•
•
k
...
a1
a2
al−2
alal−1
, if wtjk(λ) = 0.
Example. For q = 3,
λ = • • • • •
1 2 3 4 5
1
2
2
2
1
1
7→ • • • • •
• • • •
• •
1 2 3 4 5
1
2
2 2
1
1
Define a labeling function ΛK : λ→ {(•, •), (◦, •), (•, ◦), (◦, ◦)}, given by
ΛK(j
b
⌢k) = (ΛLK(j
b
⌢k),ΛRK(j
b
⌢k)),
where
ΛLK(j
b
⌢k) =
{
◦ if j /∈ K or j
b
⌢k starts below an arc starting at j,
•, otherwise.
ΛRK(j
b
⌢k) =
{
◦ if k /∈ K or j
b
⌢k ends below an arc ending at k,
•, otherwise.
(4.1)
In the above example,
Λ{1,2,3,4,5}(λ) = ◦ ◦ ◦◦• •
• •◦ ◦
• •
1 2 3 4 5
1
2
2 2
1
1
and Λ{2,3,4,5}(λ) = ◦ ◦ ◦◦• •
•◦ ◦ ◦
• •
1 2 3 4 5
1
2
2 2
1
1
,
where we replace the endpoints of the arcs by their images under ΛK .
16
Construct a bipartite graph ΓK(λ) given by vertices
V• = {j
a
⌢k ∈ λ | ΛK(j
a
⌢k) = (•, •)}
V◦ = {j
a
⌢k ∈ λ | ΛK(j
a
⌢k) = (◦, ◦)},
and an edge from i
a
⌢l ∈ V◦ to j
b
⌢k ∈ V• if i < j < k < l.
In our example,
Γ{1,2,3,4,5}(λ) =
3
2
⌢4 3
1
⌢5
2
2
⌢3 3
1
⌢5
◦ ◦
• •
and Γ{2,3,4,5}(λ) =
1
1
⌢4 3
2
⌢4 3
1
⌢5
2
2
⌢3 3
1
⌢5
◦ ◦ ◦
• •
.
The main theorem of this section follows, and its proof can be found in Section 4.2.
Theorem 4.1. Suppose λ, µ, ν ∈ SK(q) with K ⊆ Z≥1 a finite subset. Then
〈χλ ⊗ χµ, χν〉 6= 0
if and only if ΓK(λ ∪ µ ∪ ν¯) has a complete matching from V• to V◦.
Example. Suppose
λ =
• • • • • •
1 2 3 4 5 6
a
b
, µ =
• • • • • •
1 2 3 4 5 6
c
d
e
, ν =
• • • • • •
1 2 3 4 5 6
f
g h
,
so
λ ∪ µ ∪ ν¯ =
• • • • • •
1 2 3 4 5 6
a
b
c
d
e
−f
−g
−h =
◦ ◦ ◦ ◦••◦
• • • • •
1 2 3 4 5 6
a
b
c
d
e
−f
−g
−h
where the perturbing of {2
b
⌢5, 2
d
⌢5} and {1
c
⌢6, 1
−f
⌢6} depend on b+ d and a+ c− f . Then
Γ{1,2,3,4,5,6}(λ ∪ µ ∪ ν¯) b+ d = 0 b+ d 6= 0
a+ c− f = 0
1
a
⌢6
◦
1
a
⌢6◦
•
2
d
⌢5
a+ c− f 6= 0
1
a
⌢6 1
c
⌢6
1
−f
⌢6
◦ ◦
•
1
a
⌢6 1
c
⌢6
2
d
⌢5 1
−f
⌢6
◦ ◦
• •
Thus, the coefficient of χν is nonzero in χλ∪µ if and only if a+ c− f = 0.
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4.2 Straightening rules
Given λ ∈M(q), this section describes “straightening” rules that allow us to create a sequence
λ = λ(0), λ(1), · · · , λ(ℓ),
where at each stage we remove a conflict of type (CL), (CR), or (CB) until we arrive at λ(ℓ) ∈ S(q).
Furthermore, there is an underlying sequence of pairs (K(0), L(0)), (K(1), L(1)), . . . , (K(ℓ), L(ℓ)) of
finite subsets such that |K(i)| = |K| and λ(i) ∈ MK(i)∪L(i)(q). While the order in which one applies
the straightening rules does matter in terms of which set partition one obtains, for our purposes in
this paper (Theorem 4.2, below) the differences are irrelevant. The rules are as follows.
For a, b ∈ F×q , in moving from λ
(m−1) to λ(m) we can
•
i
•
j
•
k
a
b
7−→
•
i
◦
i+1
•
j+1
•
k+1
a
1
(SL)
with
K(m) = ([1, i] ∩K(m−1)) ∪ ((Z≥i+1 ∩K(m−1)) + 1)
L(m) = ([1, i] ∩ L(m−1)) ∪ {i+ 1} ∪ ((Z≥i+1 ∩ L(m−1)) + 1);
•
i
•
j
•
k
a
b
7−→
•
i
•
j
◦
k
•
k+1
a
1
(SR)
with
K(m) = ([1, k − 1] ∩K(m−1)) ∪ ((Z≥k ∩K(m−1)) + 1),
L(m) = ([1, k − 1] ∩ L(m−1)) ∪ {k} ∪ ((Z≥k ∩ L(m−1)) + 1);
•
i
•
k
a
b
7−→


•
i
◦
i+1
◦
k+1
•
k+2
1 1
, if a+ b = 0,
•
i
◦
i+1
◦
k+1
•
k+2
a+b
1
, if a+ b 6= 0.
(SB)
with
K(m) = ([1, i] ∩K(m−1)) ∪ (([i+ 1, k − 1] ∩K(m−1)) + 1) ∪ ((Z≥k ∩K(m−1)) + 2)
L(m) = ([1, i] ∩ L(m−1)) ∪ {i+ 1}(([i + 1, k − 1] ∩ L(m−1)) + 1) ∪ {k + 1} ∪ ((Z≥k ∩ L(m−1)) + 2).
In each case there are “new nodes” indicated by ◦ that push all the other node values to the
right up (note, we view the •-nodes as being the same though their number labels may change).
In fact, K(m) is the set of original nodes (up to being pushed around) and L(m) is the set of nodes
that were at some point ◦-nodes (see example after Theorem 4.2).
The following lemma states that these rules (SL), (SR) and (SB) fundamentally do not change
the underlying character.
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Lemma 4.1. Let λ ∈ MK(q) and apply (SL), (SR) or (SB) to obtain λ˜ = λ
(1) ∈ MK(1)∪L(1)(q).
Then as a character of UK ∼= UK(1),
χλ = q
−rK
(1)∪L(1)
K(1)
(λ˜)
Res
U
K(1)∪L(1)
U
K(1)
(χλ˜).
Proof. Let (i
a
⌢l, j
b
⌢k) be the conflict in λ that gets resolved to obtain λ˜. If i = j < k < l, then
we applied (SL) to get λ˜ with K ′ = K(1) = [1, i] ∩K ∪ ((Z≥i+1 ∩K) + 1) and L′ = L(1) = {i+ 1}.
On the one hand, by Theorem 2.2,
χλ = χλ−{i
a
⌢l,i
b
⌢k} ⊗ χ{i
a
⌢l,j
b
⌢k}
= χλ−{i
a
⌢l,i
b
⌢k} ⊗
(
χi
a
⌢l +
∑
i<j′<k
j′∈K,b′∈F×q
χ{i
a
⌢l,j′
b′
⌢k}
)
= χλ−{i
b
⌢k} ⊗
(
χ∅ +
∑
i<j′<k
j′∈K,b′∈F×q
χ{j
′ b
′
⌢k}
)
.
On the other hand, by Theorem 2.1,
q−r
K′∪L′
K′
(λ˜)Res
UK′∪L′
UK′
(χλ˜) = q−r
K′∪L′
K′
(λ˜)Res
UK′∪L′
UK′
(χλ˜−{i+1
1
⌢k+1})⊗ Res
UK′∪L′
UK′
(χ{i+1
1
⌢k+1})
= χλ˜−{i+1
1
⌢k+1} ⊗
(
χ∅ +
∑
i+1<j′<k+1
j′∈K′,b′∈F×q
χ{j
′ b
′
⌢k+1}
)
.
These are the same characters up to re-ordering the indices between K and K ′. The proofs for
(SR) and (SB) are analogous.
By iterating Lemma 4.1 to remove all the conflicts of a multiset, we see that up to shifting
of indices every tensor product is the same (up to a scalar multiple) as restriction from some
supercharacter.
Theorem 4.2. Let λ ∈ MK(q). Then there exists λ˜ ∈ SK ′∪L′(q) with |K| = |K
′|, such that
χλ = q−r
K′∪L′
K′
(λ˜)Res
UK′∪L′
UK′
(χλ˜).
Example. Suppose a, b, c, d, e, f ∈ F×q with a+ b+ c = 0, and
λ =
• • • • •
1 2 3 4 5
b
a
c
f
d
e
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Then we can resolve conflicts as follows
• • • • •
1 2 3 4 5
b
a
c
f
d
e
(SR)
7→
• • • • • •
1 2 3 4 5 6
b
a
c
f
1
e
(SR)
7→
• • • • • • •
1 2 3 4 5 6 7
b
a
c
f
1
1
(SB)
7→
• • • • • • • • •
1 2 3 4 5 6 7 8 9
a+b
1
c f
1
1
(SB)
7→
• • • • • • • • • • •
1 2 3 4 5 6 7 8 9 10 11
1
1
1
f
1
1
where the •-nodes are in K(i) and the ◦-nodes are in L(i). For example, K(4) = {1, 4, 7, 8, 11} and
L(4) = {2, 3, 5, 6, 9, 10}. Note that the order in which we resolved the conflicts above minimized
the number of crossings in the resulting set partition. On the other hand, by picking an alternate
order of straightening rules, we might have ended up with the q-set partition
• • • • • • • • • • •
1 2 3 4 5 6 7 8 9 10 11
1
1
1
f
11
.
However, this other set partition restricts to the same character of UK(4)(q).
Remark. Note that if we assume there are no (CN) conflicts, or λ ∈ MK(q), then we may simplify
the definition of the labeling function ΛK as follows. If λ ∈ MK(q) and λ˜ ∈ SK(ℓ)∪L(ℓ)(q) is obtained
by applying (SL), (SR) and (SB), then
ΛK(j
b
⌢k) = (ΛLK(j
b
⌢k),ΛRK(j
b
⌢k)),
where
ΛLK(j
b
⌢k) =
{
◦ if j ∈ L(ℓ),
•, otherwise.
ΛRK(j
b
⌢k) =
{
◦ if k ∈ L(ℓ),
•, otherwise.
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We now have sufficient tools to prove Theorem 4.1.
Proof of Theorem 4.1. First note that
〈χλ ⊗ χµ, χν〉UK = 〈χ
λ ⊗ χµ ⊗ χν¯ , 1 〉UK .
By Theorem 4.2 there exists ˜λ ∪ µ ∪ ν¯ ∈ SK ′∪L′(q) such that
χλ∪µ∪ν¯ = q−r
K′∪L′
K′
(λ˜∪µ∪ν¯)Res
UK′∪L′
UK′
(χλ˜∪µ∪ν¯).
Thus,
〈χλ∪µ∪ν¯ , 1 〉UK = q
−rK
′∪L′
K′
(λ˜∪µ∪ν¯)〈Res
UK′∪L′
UK′
(χλ˜∪µ∪ν¯), 1 〉UK′ ,
and the result follows from Theorem 3.1 and the remark preceding this proof.
4.3 Consequences for restriction coefficients
Theorem 4.2 also allows us to extend Theorem 3.1 to the coefficient of arbitrary supercharacters.
Theorem 4.3. Suppose λ ∈ SL(q) and µ ∈ SK(q) with K ⊆ L ⊆ Z≥1 finite sets. Then
〈ResULUK (χ
λ), χµ〉 6= 0
if and only if ΓK(λ ∪ µ¯) has a complete matching from V• to V◦.
Proof. Note that
〈ResULUK (χ
λ), χµ〉 = 〈ResULUK (χ
λ)⊗ χµ¯, 1 〉.
Since µ ∈ SK(q), by (2.4)
ResULUK (χ
λ)⊗ χµ¯ = q−r
L
K(µ¯)ResULUK (χ
λ ⊗ χµ¯) = q−r
L
K(µ¯)ResULUK (χ
λ∪µ¯).
By Theorem 4.2 there exist, L′ ⊆ M ⊆ Z≥1, and λ˜ ∪ µ¯ ∈ SM (q) such that as characters of
UL(q) ∼= UL′(q),
χλ∪µ¯ = q−r
M
L′
(λ˜∪µ¯)ResUMUL′
(χλ˜∪µ¯).
Thus, there is K ′ ⊆ L′ such that
〈ResULUK (χ
λ), χµ〉 = q−r
M
L′
(λ˜∪µ¯)−rLK(µ¯)〈ResUMUK′
(χλ˜∪µ¯), 1 〉.
The result now follows from Theorem 3.1.
5 Explicit coefficients
This section explicitly computes some of the coefficients of the trivial character in the restriction
and the tensor products for a family of examples.
For λ ∈ SL(q) and K ⊆ L, let
CK(λ) = {(i
a
⌢k, j
b
⌢l) ∈ λ | i < j < k < l, i, l /∈ K, j, k ∈ K}.
A crossing (i
a
⌢k, j
b
⌢l) is maximal in a set B of crossings if (i′
a
⌢k′, j
b
⌢l) ∈ B implies k′ < k and
(i
a
⌢k, j′
b
⌢l′) ∈ B implies j < j′.
The main theorem of this section gives an explicit computation of 〈ResULUK (χ
λ), 1 〉 in the case
when λ has a particular convenient labeling in the sense of (4.1).
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Theorem 5.1. Let K ⊆ L ⊆ Z≥1 be finite subsets. Suppose λ ∈ SL(q) satisfies j
a
⌢k ∈ λ only if
|{j, k} ∩K| = 1. Then
〈ResULUK (χ
λ), 1 〉 = qr
L
K(λ)q|CK(λ)|.
Example. If K = {4, 5, 7, 8, 9, 10} and
λ = ◦ ◦ ◦ ◦ ◦ ◦• • • • • •
1 2 3 4 5 6 7 8 9 10 11 12
a
b c
d
©
©
© e
f
©
©
where the elements of CK(q) are circled, then Theorem 5.1 says
〈ResULUK (χ
λ), 1 〉 = q7q5.
To prove Theorem 5.1 we note that
ResULUK (χ
λ) =
⊗
i
a
⌢l∈λ
ResULUK (χ
i
a
⌢l)
so by our assumption that j
a
⌢k ∈ λ only if |{j, k} ∩K| = 1, we can write
ResULUK (χ
λ) = qr
L
K(λ)
⊗
i
a
⌢l∈λ
i/∈K
(
1 +
∑
i<j<l
j∈K,b∈F×q
χj
b
⌢l
)
⊗
⊗
i
a
⌢l∈λ
l/∈K
(
1 +
∑
i<k<l
k∈K,b∈F×q
χi
b
⌢k
)
(5.1)
= qr
L
K(λ)
∑
γ
cγχ
γ , (5.2)
where cγ ∈ {0, 1}, and each γ ∈ MK(q) with cγ = 1 comes from one choice of terms in the product
(5.1). In other words, if
I
i
a
⌢l
(λ) =
{
{∅, j
b
⌢l | j ∈ K}, if i /∈ K,
{∅, i
b
⌢k | k ∈ K}, if l /∈ K,
then there is an ordering of the arcs of γ such that as a sequence
γ ∈ IK(λ),
where IK(λ) is the Cartesian product of the sets Ii a⌢l(λ) for all i
a
⌢l ∈ λ in some fixed order. If we
write γ ∈ IK(λ), we assume we have fixed some ordering on γ and we will take j
b
⌢k ∈ γ ∩I
i
a
⌢l
(λ)
to mean that the i
a
⌢lth arc of γ is j
b
⌢k. Note that any such γ ∈ IK(λ) will satisfy 0 ≤ mjk(γ) ≤ 2
for all j < k ∈ K. For example, if
λ = ◦ ◦ ◦ ◦ ◦ ◦• • • • • •
1 2 3 4 5 6 7 8 9 10 11 12
a
b c
d
e
f
, and γ = • • • • • •
4 5 7 8 9 10
a′
−c′
c′
−e′
e′
,
then
(4
a′
⌢5, ∅,4
c′
⌢9, 4
−c′
⌢ 9, 8
e′
⌢10, 8
−e′
⌢ 10)
∈ I{4,5,7,8,9,10}(λ) = I1 a⌢5(λ)× I2 b⌢7
(λ)× I
3
c
⌢9
(λ)× I
4
d
⌢12
(λ)× I
6
e
⌢10
(λ)× I
8
f
⌢11
(λ),
and 4
c′
⌢9 ∈ I
3
c
⌢9
(λ).
The first lemma examines the structure of those γ ∈ MK(q) that satisfy ΛK(γ) ⊆ {(•, ◦), (◦, •)}.
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Lemma 5.1. Let γ ∈ MK(q). Then ΛK(γ) ⊆ {(◦, •), (•, ◦)} if and only if for all j
a
⌢k ∈ γ, either
(1) mjk(γ) = 2, wtjk(γ) = 0, i
b
⌢k ∈ γ implies j ≤ i, and j
b
⌢l ∈ γ implies l ≤ k,
(2) mjk(γ) = 1 and there exists either j
b
⌢l ∈ γ with l > kl or i
b
⌢k ∈ γ with i < j, but not both.
Proof. Suppose ΛK(γ) ⊆ {(◦, •), (•, ◦)}. Let j
a
⌢k ∈ γ. By (TB) and (4.1), a large multiplicity
mjk(γ) > 2 implies (◦, ◦) ∈ ΛK(γ). If mjk(γ) = 2, then by (TB) and (4.1) wtjk(λ) = 0, and there
cannot be any endpoint above the endpoints of j
a
⌢k in the perturbed version of γ. If wtjk(γ) = 1,
then exactly one of the endpoints must have an endpoint above it in the perturbed diagram.
The converse is immediate.
The following will allow us to set up a recursion, since the γ ∈ IK(λ) of interest will satisfy
ΛK(γ) ⊆ {(•, ◦), (◦, •)}.
Lemma 5.2. Suppose λ ∈ SL(q) satisfies j
a
⌢k ∈ λ only if |{j, k} ∩ K| = 1, and let γ ∈ IK(λ).
Then 〈χγ , 1 〉 6= 0 if and only if ΛK(γ) ⊆ {(◦, •), (•, ◦)}.
Proof. Suppose that 〈χγ , 1 〉 6= 0. If ΛK(γ) * {(◦, •), (•, ◦)}, then Theorem 4.1 implies (◦, ◦) ∈
ΛK(γ) (since for every (•, •) there must at least one (◦, ◦)). In this case, since 0 ≤ mjk(γ) ≤ 2 the
arc mapping to (◦, ◦) must be in one of the two cases,
i j
• • • •
b c
a ΛK→
i j
• •◦ ◦
• •
b c
a
,
i j
• •
b
a
ΛK→
i j
◦ ◦
• •
a
b
where a+ b 6= 0.
Suppose β = j
a
⌢k satisfies ΛK(β) = (◦, ◦) and
if ΛK(i
b
⌢l) = (◦, ◦) with i ≤ j < k ≤ l, then i
b
⌢l = β. (5.3)
WLOG assume that β ∈ I
i
a
⌢k
(λ) with ΛK(i
a
⌢k) = (◦, •). Since λ is a q-set partition, the other arc
α in γ ending at k must satisfy α ∈ I
i′
a′
⌢l′
(λ) with ΛK(i
′ a
′
⌢l′) = (•, ◦). If ΛK(α) = (•, •) we arrive
at a contradiction since by (5.3), V◦ will have no edge connecting to α in V•. Else, ΛK(α) = (◦, •),
so there must exist α1 ∈ γ which shares a left endpoint with α and a right endpoint > k. But, to
avoid contradiction ΛK(α1) = (•, ◦), so there must exist α2 ∈ γ sharing the right endpoint with α1
and with left endpoint left of α. When we iterate, we obtain a picture of the form
• • • • • • •
1 2 3 4 5 6 7
...
α3
α2α1
α
β
Since there are a finite number of nodes, eventually there must be αf with ΛK(αf ) = (•, •), which
leads to the same contradiction as before. Thus, if 〈χγ , 1 〉 6= 0, then ΛK(γ) ⊆ {(◦, •), (•, ◦)}.
Checking the converse is straightforward.
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By Lemma 5.2, if γ ∈ IK(λ) and 〈χ
γ , 1 〉 6= 0, then ΛK(γ) ⊆ {(•, ◦), (◦, •)}. It follows that if
γ˜ ∈ SK ′∪L′(q) is obtained by applying (SL), (SR), and (SB) to γ as in Theorem 4.2, then j
a
⌢k ∈ γ˜
only if |{j, k}∩K ′| = 1. Thus, we can iterate by finding γ2 ∈ IK ′(γ˜). This process gives a sequence
(γ0, γ1, . . . , γℓ) with γ0 = λ which terminates at γℓ = ∅. In fact,
〈ResULUK (χ
λ), 1 〉 = qr
L
K(λ)
∣∣∣∣
{
(γ0, . . . , γℓ)
∣∣∣∣γ0 = λ, γℓ = ∅, ℓ ∈ Z≥0,γk+1 ∈ IKk(γ˜k),K0 = K
}∣∣∣∣ , (5.4)
where γ˜j ∈ SKj∪Lj(q) is a set-partition obtained by applying (SL), (SR), (SB) to γj such that
χγj = Res
UKj∪Lj
UKj
(χγ˜j ).
Remark. Note that the sequence (γ0, . . . , γℓ) is not a path in P. Even if we reindex the endpoints
of γj via the order preserving bijection Kj−1 → K, the resulting sequence will not be a path in P.
However, after re-indexing the sequence will be a sub-path of a path in P (skipping some steps).
That is, we avoid the difficulties of choosing a canonical order for resolving conflicts by resolving
the conflicts in “clumps.”
The final two lemmas more closely study the relationship between γ and λ, where γ ∈ IK(λ).
Lemma 5.3. Let K ⊆ L ⊆ Z≥1 be finite sets. Suppose λ ∈ SL(q) satisfies j
a
⌢ k ∈ λ only if
|{j, k} ∩ K| = 1, and let γ ∈ IK(λ) with ΛK(γ) ⊆ {(◦, •), (•, ◦)}. Then for each j
a
⌢k ∈ γ with
mjk(γ) = 1
(a) ΛK(j
a
⌢k) = (◦, •) if and only if j
a
⌢k ∈ I
i
a′
⌢k
(λ) ∩ γ for some i < j,
(b) ΛK(j
a
⌢k) = (•, ◦) if and only if j
a
⌢k ∈ I
j
a′
⌢l
(λ) ∩ γ for some l > k.
Proof. We first prove
(a’) If ΛK(j
a
⌢k) = (◦, •), then j
a
⌢k ∈ I
i
a′
⌢k
(λ) ∩ γ for some i < j,
(b’) If ΛK(j
a
⌢k) = (•, ◦), then j
a
⌢k ∈ I
j
a′
⌢l
(λ) ∩ γ for some l > k.
Suppose k−j is maximal such that j
a
⌢k ∈ γ is a counterexample to (a’) or (b’). WLOG assume that
ΛK(j
a
⌢k) = (◦, •). Since j
a
⌢k is a counterexample, there exists l > k such that j
a
⌢k ∈ I
j
a′
⌢l
(λ).
However, ΛK(j
a
⌢k) = (◦, •) implies there exists j
b
⌢ l′ ∈ γ such that l′ > k. Let l′ be maximal
with this property. Since j
a′
⌢ l ∈ λ, there must be i < j such that j
b
⌢ l′ ∈ I
i
b′
⌢l′
(λ). However,
ΛK(j
b
⌢l′) ∈ {(◦, •), (•, ◦)}, and by the maximality of l′, ΛK(j
b
⌢l′) = (•, ◦), which contradicts (b).
Since l′ − j > k − j this contradicts the maximality of our counterexample, proving (a’) and (b’).
Conversely, suppose j
a
⌢k ∈ I
i
a′
⌢k
(λ) for some i < j. If ΛK(j
a
⌢k) = (•, ◦), then by (b’) there
exists l > k such that j
a
⌢k ∈ I
j
b
⌢l
(λ). However, in this case mjk(λ) = 2. Thus, ΛK(j
a
⌢k) = (◦, •).
The converse of (b’) is proved similarly.
The last lemma will help us keep track of elements of CK(λ).
Lemma 5.4. Let K ⊆ L ⊆ Z≥1 be finite sets. Suppose λ ∈ SL(q) satisfies j
a
⌢ k ∈ λ only
if |{j, k} ∩ K| = 1, and let γ ∈ IK(λ) with ΛK(γ) ⊆ {(◦, •), (•, ◦)}. If i
a
⌢ k, i
b
⌢ j ∈ γ or
i
a
⌢k, j
b
⌢k ∈ γ with i < j < k, then there exist h < i and l > k such that (h
a′
⌢k, i
b′
⌢l) ∈ CK(λ).
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Proof. WLOG, assume i
a
⌢k, i
b
⌢j ∈ γ with i < j < k. By Lemma 5.3, γ ∈ IK(λ) implies
(i
a
⌢k, i
b
⌢j) ∈ I
i
a′
⌢l
(λ)× I
h
b′
⌢j
(λ) or (i
a
⌢k, i
b
⌢j) ∈ I
h′
a′
⌢k
(λ)× I
h
b′
⌢j
(λ).
In the first case, we are done.
Suppose k is maximal such that (i
a
⌢k, i
b
⌢j) ∈ I
h′
a′
⌢k
(λ) × I
h
b′
⌢j
(λ). If there is no i
b′
⌢l ∈ λ
such that l > k and l /∈ K, then mik(γ) = 1 so by Lemma 5.3(a) we have ΛK(i
a
⌢k) = (◦, •). Thus,
there must exist h′′ < i and l > k such that i
c
⌢l ∈ γ ∩ I
h′′
c′
⌢l
(λ). However, this contradicts the
maximality of k.
The proof of Theorem 5.1 uses observation (5.4), and proves that
RK(λ) =
{
(γ0, . . . , γℓ)
∣∣∣∣γ0 = λ, γℓ = ∅, ℓ ∈ Z≥0,γk+1 ∈ IKk(γ˜k),K0 = K
}
←→ {f : CK(q)→ Fq}.
Proof of Theorem 5.1. Suppose λ ∈ SL(q) satisfies j
a
⌢k ∈ λ only if |{j, k} ∩K| = 1.
Let (γ0, γ1, γ2, . . . , γℓ) ∈ RK(λ). We wish to construct f : CK(q) → Fq using this sequence.
First, note that for (i
a
⌢k, j
b
⌢ l) ∈ C(γm) with ΛKm(i
a
⌢k) = (◦, •) and ΛKm(j
b
⌢l) = (•, ◦), by
Lemma 5.3 there exists i′ < i and l′ > l such that (i′
a′
⌢k, j
b′
⌢ l′) ∈ CKm(γ˜m−1). Furthermore, if
τ : Km+1 → Km is the order preserving bijection, then (i
a
⌢k, j
b
⌢l) ∈ CKm+1(γ˜m) if and only if there
exists i′ < τ(j) and l′ > τ(k) such that (i′
a
⌢τ(k), τ(j)
b
⌢l′) ∈ C(γm) with ΛKm(i
′ a⌢τ(k)) = (◦, •)
and ΛKm(τ(j)
b
⌢l′) = (•, ◦). By composing these identifications we get injective maps
ιm : CKm(γ˜m)→ CK(λ).
The following rules explain how to define f : CK(λ) \ ι1(CK1(γ1)) → Fq. Since each γm ∈
IKm−1(γ˜m−1), we can iterate to find the remaining values of f .
(1) If mjk(γ) = 2, then the pair (j
a
⌢k, j
−a
⌢k) ∈ I
i
b
⌢k
(λ) × I
j
c
⌢l
(λ) for some i < j < k < l with
i, l /∈ K. Define f(i
b
⌢k, j
c
⌢l) = a.
(2) If mjk(γ) = 1, then by Lemma 5.1 and Lemma 5.4 either
• {j
c
⌢l, j
d
⌢k} ⊆ γ with k < l and there exists (j
a
⌢m, i
b
⌢k) ∈ CK(λ),
• {i
c
⌢k, j
d
⌢k} ⊆ γ with i < j and there exists (h
a
⌢k, j
b
⌢l) ∈ CK(λ).
In the first case, f(j
a
⌢m, i
b
⌢k) = d, and in the second case, f(h
a
⌢k, j
b
⌢l) = d.
(3) Suppose mjk(γ) = 0, and either
• The pair (j
c
⌢l, ∅) ∈ I
j
a
⌢m
(λ)× I
i
b
⌢k
(λ) with (j
a
⌢m, i
b
⌢k) ∈ CK(λ),
• The pair (i
c
⌢k, ∅) ∈ I
h
a
⌢k
(λ)× I
j
b
⌢l
(λ) with (h
a
⌢k, j
b
⌢l) ∈ CK(λ).
Then f(j
a
⌢m, i
b
⌢k) = 0 or f(h
a
⌢k, j
b
⌢l) = 0, respectively.
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For example, suppose K = {4, 5, 7, 8, 9, 10}, and we have
(γ0, γ1, γ2, γ3) =
(
◦ ◦ ◦ ◦ ◦ ◦• • • • • •
1 2 3 4 5 6 7 8 9 10 11 12
a
b c
d
47
45
49
e
f
89
810
, • • • • • •
4 5 7 8 9 10
a′
−c′
c′
−e′
89
e′
, • •
10 13
g
−g
, ∅
)
where the elements of CK(q) are labeled by pairs jk. Apply (1–3) to λ and γ1 to obtain f(49) = c
′,
f(810) = e′, f(45) = a′, f(47) = 0, and f(89) is undefined. If we now apply (1–3) to
γ˜1 = • • • • • •◦ ◦ ◦ ◦ ◦
4 5 6 7 9 10 11 12 13 14 15
1
1 1
1
89 1
and γ2, we obtain that f(89) = g. Another iteration gives no new information, there are no more
significant crossings in
γ˜2 = • •◦ ◦
10 11 14 15
1 1
.
Conversely, suppose f : CK(λ) → Fq is a function. Then f recursively determines a sequence
(γ0, γ1, . . . , γℓ) as follows. Let γ0 = λ. Then for 1 ≤ m ≤ ℓ,
Step 0. Let γ˜m−1 ∈ S(q) be obtained from γm−1 via straightening rules (SL), (SR), (SB). Let
fι = f ◦ ιm−1, B = {c ∈ CK(γ˜m−1) | fι(c) 6= 0}, A = ∅, and γm = ∅.
Step 1. For each maximal crossing c = (i
a
⌢k, j
b
⌢l) ∈ B, set
γm = γm ∪ {j
fι(c)
⌢ k, j
−fι(c)
⌢ k},
B = B − {c}, and A = A ∪ {c}.
Step 2. If B = ∅, then we are done. Else, for each maximal crossing c = (i
a
⌢k, j
b
⌢ l) ∈ B, if
either i
a
⌢k or j
b
⌢l is involved in no crossing in A, then
γm = γm ∪ {j
fι(c)
⌢ k}, B = B − {c}, and A = A ∪ {c}.
Otherwise, B = B − {c}.
Step 3. Repeat Step 2.
For example, suppose
λ = ◦ ◦ ◦ ◦ ◦ ◦• • • • • •
1 2 3 4 5 6 7 8 9 10 11 12
a
b c
d
47
45
49
e
f
89
810
and f(45) = 3, f(47) = 1, f(49) = f(810) = 0 and f(89) = 5. To compute γ1, we have B =
{45, 47, 89}. Step 1 gives
γ1 = {4
1
⌢7, 4
−1
⌢7, 8
5
⌢9, 8
−5
⌢9}, B = {45}, A = {47, 89}.
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Then for Step 2, 45 = (1
a
⌢5, 4
d
⌢12) satisfies 1
a
⌢5 is not involved in any crossing in A, so
γ1 = {4
1
⌢7, 4
−1
⌢7, 8
5
⌢9, 8
−5
⌢9, 4
3
⌢5}, B = {}, A = {44, 47, 89}.
Since
γ1 = • • • • • •
4 5 7 8 9 10
3
−1
1
−5
5
, we have γ˜1 = • • • • • •◦ ◦ ◦ ◦ ◦
4 5 6 7 9 10 11 12 13 14 15
1
1 1
1 1
,
and the by Lemma 5.1, γ2 = ∅.
Since these two algorithms invert one-another, by (5.4)
〈ResULUK (χ
λ), 1 〉 = qr
L
K(λ)|{f : CK(λ)→ Fq}| = qr
L
K(λ)q|CK(λ)|,
as desired.
We obtain an analogous result for multisets λ ∈ MK(q) (in particular, for tensor products),
where the correct generalization of CK(λ) is
CK(λ) = {(i
a
⌢k, j
b
⌢l) ∈ C(λ) | i < j < k < l,ΛK(i
a
⌢k) = (◦, •),ΛK (j
b
⌢l) = (•, ◦)}.
Corollary 5.1. Let K ⊆ Z≥1 be finite subset and λ ∈ MK(q) with ΛK(λ) ∈ {(◦, •), (•, ◦)}. Then
〈χλ, 1 〉 = q|CK(λ)|.
Proof. By Theorem 4.2 there exists λ˜ ∈ SK ′∪L′(q) such that
χλ = q−r
K′∪L′
K′
(λ˜)Res
UK′∪L′
UK′
(χλ˜).
Apply Theorem 5.1 to get the desired result.
Remark. In general, the coefficient of 1 will not be a power of q, but merely polynomial in q, as
demonstrated by
〈χ{1
a
⌢5,1
b
⌢5,1
c
⌢5}, 1 〉U5(q) = 3q − 2, when a+ b+ c = 0.
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