Abstract: The paper presents the use of a MATLAB based software framework designed for nonlinear state estimation of discrete-time dynamic systems in optimal and adaptive control problems. The main focus of the framework is to facilitate implementation, testing and use of various nonlinear state estimation methods. Nevertheless, due to its versatility, the framework is also suitable for adaptive control purposes. The designer of the controller can utilize any of the large number of offered estimators which provide the necessary state and parameter estimates in the form of conditional probability density function. The paper presents the possibilities of the toolbox usage in optimal and adaptive control problems. It will be demonstrated how easily and naturally an estimation problem can be described by means provided by the framework and how easily it can be fitted into and controller.
INTRODUCTION
The problem of control of the stochastic systems is tightly coupled with the problem of state and parameter estimation. In order to be able to properly fulfill the control goal, it is necessary to obtain sufficient characteristics of the unknown state and parameters. Generally, these two problems are inevitably interwoven since the solution of one of the problems may have significant influence on the quality of the solution of the other problem (Feldbaum, 1965) . Thus, any controller dealing with uncertainties in state and parameters incorporates a suitable estimator.
Nonlinear estimation of discrete-time stochastic dynamic systems is a rapidly developing field of study. In the last decade it has undergone rapid development of various new estimation methods. All those methods strive to overcome a problem with closed form solvability of the general solution to state estimation problem which can be found by means of Bayesian functional relations (BFRs) (Candy, 2008) .
The development has proceeded in both basic categories of estimation methods differentiated by the validity of the provided estimates, i.e. the global and local methods. The global methods such as the Gaussian sum method (Straka andŠimandl, 2005) , the point-mass method (Šimandl et al., 2006) , and most notably the particle filter (Doucet et al., 2001) provide state estimates, which are valid in almost whole state space, in the form of a probability density function (PDF). However, their high computational costs often hinder their practical use.
The local methods are usually based on an approximation of the nonlinear functions in the state or measurement equation or on an approximate computation of first two moments of a nonlinearly transformed random variable so that the Kalman filter (KF) (Grewal and Andrews, 2001 ) design technique can be used to obtain the estimate. This rough approximation of the posterior estimates induces local validity of the provided point state estimates. As the concept is based on the adoption of the structure of the KF, it is referred to as Kalman filtering framework (KFF).
The traditionally widely used Taylor series based linearization was gradually replaced by stochastic and polynomial linearizations or by use of quadrature or cubature integration rules (Ito and Xiong, 2000; Arasaratnam and Haykin, 2009 ). The main advantage of these new techniques over the traditional ones is that they do not require evaluation of the Jacobi matrix of the nonlinear functions in the state and measurement equations of the model (Šimandl and Duník, 2009) . The idea of the stochastic linearization is to approximate a random variable by a set of points which are transformed through nonlinear functions (i.e. functions in the model) (Julier and Uhlmann, 2004; Ito and Xiong, 2000; Duník et al., 2005) . The unscented transform (UT) used in the unscented Kalman filter (UKF) belongs to stochastic linearization methods (Lefebvre et al., 2002) . The idea of the polynomial linearization is to approximate a nonlinear function by a first or second order polynomial interpolation (Ito and Xiong, 2000; Nørgaard et al., 2000) . The divided difference filter (DDF) is the main representative of the filters utilizing the polynomial linearization. Recently, several nonlinear filters have been proposed based on numerical calculation of the predictive statistics within the KFF. They use Gauss-Hermite quadrature (Ito and Xiong, 2000) or cubature integration rules (Arasaratnam and Haykin, 2009 ). Duník et al. (2013) have proposed a new filter called the stochastic integration filter (SIF). Its core is the stochastic integration rule which possesses some favorable properties as opposed to the UT. This vast number of different state estimation methods can make the choice of a suitable estimation technique for the control purposes quite burdensome. All their theoretical demands, the number of design parameters and lack of recommendations, which could help the user who looks for a suitable estimation method for his control task, call for the employment of a suitable software package. A desirable package should ease the burden of choosing and implementing the right estimation technique. The control method designer should be able to chose the estimation technique at will and concentrate on the main task, i.e. control. Such package should act as a toolbox that implements various estimation methods, facilitate their use and makes it easy to setup the estimator for the control purposes.
The Nonlinear Estimation Framework (NEF) (Straka et al., 2009; Straka et al., 2010; can be seen as a candidate. It serves as a supporting platform for developing and testing various estimation techniques. It provides implementation of many of the traditional and modern estimation techniques and supports processing of the filtering, prediction, and fixed-lag smoothing tasks. It can also be easily employed for implementation of optimal and adaptive controllers. It was successfully used for numerical simulation of suboptimal adaptive dual controllers for systems with both parameter and functional uncertainties (Flídr andŠimandl, 2011 Král anď Simandl, 2011 .
The main goal of this paper is thus twofold, to present the Nonlinear Estimation Framework (NEF) software toolbox and to demonstrate its use in two control examples.
The structure of the paper is as follows. Section 2 is devoted to a brief introduction of the structure, the provided components and possibilities of the NEF toolbox. Afterwards, in Section 3, a demonstration of the framework possibilities will be presented in two examples. The paper is concluded by Section 4.
INTRODUCTION TO THE NONLINEAR ESTIMATION FRAMEWORK
The Nonlinear Estimation Framework is a freely available 1 MATLAB toolbox. The toolbox is comprised of components representing all the necessary pieces for estimation experiment description, processing of the data and performance evaluation (see Fig. 1 ). These components provide set of classes which instances are used for the problem description, choice and parametrization of estimator and evaluation of the results. The design of the toolbox facilitates a straightforward and natural experiment setup for casual user, however, at the same time it provides a powerful tool with full control in the hands of advanced users. The toolbox is also easily extensible due to the use of object oriented programming methodology.
The key features of the NEF are
• structural and probabilistic modeling,
• support for time-varying models,
• support for filtering, multi-step prediction and fixed-lag smoothing, • implementation of both standard and numerically stable estimation algorithms, • full estimator parametrization by means of the standard MATLAB property-value mechanism, • evaluation of estimate quality. The remainder of this section is devoted to the description of the core components. 
Components for Problem Description
In order to describe the estimation experiment at hand, the toolbox has to provide means for proper description of functions and random variables which can than be used for model description. The resulting model description can be afterwards employed in the estimator itself (see the Fig. 2 ).
The toolbox provides two model classes nefEqSystemn and nefPDFSystem for structural and probabilistic description of time-varying models, respectively. The structural model description is given as follows
where x k ∈ R n x , z k ∈ R n z and u k ∈ R n u are state, measurement and control of the model, respectively, w k ∈ R n x and v k ∈ R n z are state and measurement white noises described by p(w k ) and p(v k ), respectively. Both noises are mutually independent and they are also independent of the known initial state x 0 . The functions f k and h k are supposed to be known.
From the above mentioned description it is clear that the user needs to specify the state and measurement functions accompanied with PDFs of the state and measurement noises and of the prior state. Of all the function classes the class nefHandleFunction is the most prominent for description of the f k and h k functions. This class makes it possible to provide a unified interface within the toolbox for description of arbitrary generally time-varying function. The attributes of the class instance are given either as anonymous functions or function handles representing the function itself accompanied by specification of system variable dimensions and if needed its first and the second derivatives.
For the description of random variables, the toolbox provides many classes which in fact represent PDFs. Their instances are given by a specification of parameters of the corresponding PDF, e.g. in case of the Gaussian PDF by the mean vector and covariance matrix. In order to be able to describe time varying parameters or to describe conditional PDF necessary for probabilistic model description, it is possible to state these PDF parameters using instances of function classes. This feature is naturally exploited in case of the probabilistic model description which is specified by the transient PDF (3), the measurement PDF (4): 
and PDF p(x 0 ) of the initial state.
Estimators and class methods for estimation
The crucial toolbox component is undoubtedly the estimator component. This components offers implementation of many traditional and modern local and global estimation methods as presented in Table 1 . Gaussian sum filter based on any of the above local filter nefPF bootstrap filter, generic particle filter, auxiliary particle filter, unscented particle filter nefEnKF ensemble Kalman filter nefSIF stochastic integration filter
The provided implementations are often broadly parametrizable (as is the case of the particle filter and UKF implemented by classes nefPF and nefUKF, respectively). Apart from the canonical implementation, also more advanced algorithma such as the UKF with adaptation of the parameter of the UT, are also offered.
All the power of the estimator classes is inherited from the abstract class nefEstimator. This class defines the interface provided by all estimator classes and offers a ready-touse mechanism for processing the basic estimation tasks, i.e. filtering, multi-step prediction and smoothing (fixed lag, fixed Fig. 3 . The scheme of processing schemes of basic estimation tasks supported by the estimate method of the nefEstimator class.
point and fixed interval). The simplest way of executing the estimation experiment is to employ the estimate method which embodies the BFR. This methods automatically processes all the data (see Fig. 3 ) and gives the results in the form of PDFs. However, this way is not suitable for control purposes as it is currently not possible to insert the evaluation of the control law into the process. Nevertheless, this is not a serious obstacle as the user is able to use directly methods timeUpdate, measurementUpdate (and possibly smoothUpdate).
Performance evaluation component
The last component supports the task of an experiment result evaluation. It is primarily aimed at measuring the estimation error and compare performance of several estimators against the true value of the state. However, most of the provided measures can also be advantageously used for evaluation of the quality of the controllers. Currently, the performance evaluation component provides performance indices (Li and Zhao, 2006; Blasch et al., 2006) given in Table 2 . 
NEF EMPLOYMENT IN CONTROL PROBLEMS
This section presents examples of application of the NEF to the control problems. First, the classical LQG controller, where the state estimates will be provided by UD factorized Kalman filter, will be shown. Second, the example where some parameters of the controlled systems are not known will be presented. In this example the estimation problem is nonlinear in nature and UKF will be used in order to obtain the filtering mean and covariance matrix.
In both examples, the following controlled system is considered
The parameter vector θ k = θ 1,k , θ 2,k , θ 3,k T is considered to be constant, i.e. θ k+1 = θ k . The actual parameters are given by θ k = (−2.0427, 0.3427, 1) T , ∀k (i.e. the controlled system is unstable) and the initial state is fixed to value x 0 = (1, −0.5)
T .
The PDFs of the state and measurement noises are specified as
where N r , P r denotes normal distribution with meanr and covariance matrix P r .
The goal is be to find a control law minimizing the criterion
with respect to the discrete time stochastic system (5)-(6). The cost function is considered to be quadratic and is defined as
The quantityx k+1 ∈ R 2 denotes the setpoint vector at time instant k + 1. The matrices Q k+1 ∈ R 2×2 and R k ∈ R 1 are appropriately chosen positive semidefinite and positive definite matrices, respectively.
In this particular case, the cost function (11) is specified as
i.e. the goal is to drive the second state element to the setpoint valuesx k+1,2 and the trajectory of the first state element is not penalized in any way. The cost function (12) corresponds to the general form (11) by choosing the weighting matrices as
Implementation of the LQG controller
In case of known parameters of the system the solution to the above described optimization problem leads to the LQG controller. The controller design employs the separation principle. The control law is derived for a deterministic certainty equivalent (CE) system with assumption that the state is completely known and the true state is replaced by its optimal state estimate. The LQ controller represents a deterministic control law and the optimal estimate is provided by KF .
The LQ control law, for a non zero setpoint is given by the relation
(14) with the control gain specified as
The matrix S k+1 and the vector F k+1 are derived using the Bellman optimization recursion 2 . As the estimation and control tasks do not interfere with each other, it is possible to determine these parameters of the LQ control law beforehand.
The proper implementation of the LQG controller consisting of the LQ controller and KF is crucial. It is necessary to properly propagate the quantities within the controller. The LQ controller needs according to (14) the filtering estimate µ k which in turn requires the predictive estimatex k . The control u k is then required to determine the predictive estimatex k+1 . The whole process of evaluation of control law and filtering and predictive estimates is depicted in Fig. 4 .
Kalman filter -filtering step
LQ controller for CE system
Kalman filter -predictive step The remaining part of this subsection will present how to implement this procedure employing the means provided by the NEF toolbox. First, it is necessary to describe the problem at hand, i.e. to represent the system (5)- (9) within the toolbox.
Since the functions (5) and (6) where the first, second, and third matrix parameters correspond to matrices multiplying the state, control, and noise, respectively. The system model is given structurally, hence the nefEqSystem class will be use for its definition within the toolbox model=nefEqSystem(f,h,pw,pv,px0);
where it is mandatory to provide the state function f, the measurement function h, the PDFs of the state and parameter noises pw and pv, respectively, and initial state PDF px0.
Subsequently, it is possible to create an object that embodies the chosen estimator. For this particular system, the KF is a natural choice. This example will however use one of the numerically stable implementations of the KF. The chosen filter uses the UD factorization of the covariance matrices and is provided by the class nefUDKalman. The instance of this filter is constructed in the following manner UDKalman = nefUDKalman(model);
Finally, it is possible to proceed to the implementation of the control loop. It is necessary to implement the process depicted in Fig. 4 . For this implementation each of the estimators provided by NEF offers two indispensable methods. These are the measurementUpdate and timeUpdate methods implementing the filtering and predictive step of the estimator, respectively.
Before the implementation itself it is necessary to mention two notes. First, in the subsequent MATLAB code it will be assumed that all the values of matrix S k+1 and vector F k+1 are already determined beforehand and stored in cell arrays S and F. Second, since the UD factorized KF will be used instead of the standard KF, it is necessary to factorize the initial state covariance matrix 3 and to prepare a proper prediction PDF for the filtering step in a structure element RV predPDF.RV=nefGaussianRV(x0,... nefUDFactorFunction(Px0));
Now, everything but measurement of the initial state is prepared for the actual trajectory simulation. This measurement is computed using simulate method of the nefEqSystem class Now it will be assumed that the parameter vector θ k will be unknown. The problem is not separable and neutral anymore. Also the optimal control law is not attainable in a closed form. It is necessary to resort to some suboptimal solution. For purposes of this example the suboptimal cautious controller will be used. Moreover, to simplify the presentation, only the myopic cautious controller will be considered as this controller can be simply derived and implemented.
The control law is in this case given as
It should also be noted, that in this case the control is not solely function of the point estimate µ k but also of the filtering estimate covariance matrix.
The estimation problem is also slightly more complicated, as the the state has to be augmented with the unknown parameters making the problem nonlinear. The state transient function where the fFun is MATLAB handle function representing the state transient function augmented with the relations describing constant parameters. The second parameter specifies dimensions of the state, control, state noise and time quantities 4 . The model is again described using the instance of nefEqSystem class in the same manner as before.
Next the estimator object should be created. It is possible to use the nefUDKalman class constructor again. Then, the estimator will detect the nonlinear state transition function and will automatically use the UD factorized extended KF in the prediction step. However, it should be noted that in this case the user would have to enhance the nefHandleFunction contructor with a parameter specifying the Jacobian of the function f k (x k , u k , w k ). Of course, it advisable to use a derivative free method instead, such as the UKF UKF = nefUKF(model);
The implementation of the control loop is very similar to the previous case. There are three differences in the algorithm. First, it is necessary to extract the covariance matrix from the filtering PDF as it is used in the control law. Second, of the point estimate µ k only the first two elements representing the state. Third, it is necessary to create estimated matricesÂ and B at each time instant using the remaining elements of point estimate µ k . 4 The zero dimension for time means that the function is t-invariant. 
