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Abstract
The design of active noise control (ANC) has been developed in the last two decades
based on linear identiﬁcation and control tools. However, acoustic processes present
nonlinearities coming both from the characteristics of the actuator and from the nature
of the process. Recent research has emphasized the importance of nonlinear model-
based controllers, which increase the performance of several types of systems. From the
diﬀerent nonlinear techniques, fuzzy modeling is one of the most utilized. Direct and
inverse multivariable fuzzy models can be identiﬁed directly from data using fuzzy
clustering. Inverse models can then be applied directly as controllers, which can be
included in an active noise control scheme. This paper proposes the use of fuzzy tech-
niques in ANC. The performance of the proposed control schemes is compared to
classical ﬁnite impulse response ANC in an experimental setup. The proposed fuzzy
control scheme outperforms classical active noise controllers.
 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Technological and industrial development has resulted in an increase of
noise level from machines, factories, traﬃc, etc. Many reasons have been
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taken into account to develop research in the sound attenuation ﬁeld, as e.g.
environmental and legal restrictions concerning peoples safety and health.
Noise reduction can be achieved in two diﬀerent ways. The ﬁrst one con-
sists of passive systems, which are based on the absorption and reﬂection
properties of materials, and present excellent results for frequencies higher
than 1 kHz [1]. The other consists of active systems, which present good
performance for frequencies below 1 kHz. Active systems are based on the
principle of wave interference, where a sound is generated with the same
amplitude as the noise source but with an adequate phase shift, in order to
cancel the primary noise [2]. This is usually known as active noise control
(ANC).
Most of ANC applications use linear identiﬁcation and control techniques,
relying on the linear superposition of a primary ﬁeld and a destructively in-
terfering secondary ﬁeld to achieve the desired noise cancellation. In practical
terms, this means that one pressure ﬂuctuation will not become distorted by the
presence of another. However, in some situations is not possible to neglect
nonlinear terms. Examples of these situations are when the loudspeaker excites
both the frequency of interest and its respective harmonics, or when it operates
close to or lower than its minimum operating frequency. The process by itself
may be responsible for the appearance of nonlinearities, as distortion and re-
verberation.
In general, nonlinear dynamic processes can be modeled in two diﬀerent
ways:
• Physical (white-box) models based on nonlinear diﬀerential equations. The
construction of such models is tedious and time consuming and the predic-
tion accuracy is often not satisfactory.
• Black-box models which make use of general function approximators and
data-driven construction techniques.
The ﬁrst approach is only suitable for well-understood processes, while the
latter can be used to approximate processes that are diﬃcult to describe in the
traditional framework of diﬀerential equations, derived on the basis of prior
knowledge. It is very diﬃcult to obtain accurate physical models of acoustic
processes, suitable to be applied in model based ANC schemes. Therefore, this
paper uses black-box models identiﬁed directly from data. The choice of a
suitable black-box model structure is not simple, as many diﬀerent possibilities
exist. The most popular ones are based on basis function expansions, including
polynomial models [3], neural, wavelet and radial basis function networks [4],
and fuzzy models [5]. Important criteria for the application of nonlinear black-
box modeling techniques are:
• The model construction procedure should be simple, reliable and should
allow for the possibility to include prior knowledge in various forms.
• The model should not be too complex (i.e., should not have a large number
of parameters) and should be transparent to interpretation.
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• In order to ease the computational burden of the on-line optimization, the
model should have a structure which is analytically tractable and hence al-
lows for the use of standard optimization techniques.
This article presents a new approach of intelligent active noise control based
on nonlinear fuzzy models. An appropriate experimental setup, consisting of
an enclosure, is developed to test the proposed control schemes. This type of
system is known to have strong nonlinearities. Both direct and inverse black-
box models are identiﬁed from real data. Fuzzy models are obtained and ap-
plied in ANC of the enclosure.
The outline of this paper is as follows. Section 2 presents a brief overview of
intelligent nonlinear modeling techniques, focusing on fuzzy identiﬁcation. In
Section 3, a short review of classical active noise control is presented, and the
motivation to apply intelligent techniques in ANC is discussed. The experi-
mental setup is presented in Section 4, and Section 5 shows the experimental
results for both modeling and control, and a comparison between the proposed
method and classical techniques is made. Finally, Section 6 concludes the
paper.
2. Intelligent modeling techniques
Nonlinear models of an acoustic process can be identiﬁed using nonlinear
modeling techniques such as fuzzy modeling or neural networks. At the
computational level, certain classes of neural and fuzzy models are quite closely
related [6]. Yet, they have some distinct properties as discussed in the follow-
ing. First, note that in both types of models, system dynamics are represented
in a similar way. Most often, a NARX input–output model is used:
yðk þ 1Þ ¼ f yðkÞ; yðkð  1Þ; . . . ; uðkÞ; uðk  1Þ; . . . ; hÞ: ð1Þ
Here, f is either a neural network or a fuzzy model and h are its free param-
eters. By denoting
xðkÞ ¼ ½yðkÞyðk  1Þ . . . uðkÞuðk  1Þ . . .; ð2Þ
one can see that static regression procedures can be applied to estimate the
parameters or even the structure of the function f :
yðk þ 1Þ ¼ f ðxðkÞ; hÞ: ð3Þ
The particular identiﬁcation method depends on the type of the model (the
structure of f ). For the ease of notation, the time argument is omitted in the
sequel.
Fuzzy models are ﬂexible mathematical structures that, in analogy to neural
networks and radial basis functions, have also been recognized as universal
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approximators [7,8]. Fuzzy models use ‘‘If-Then’’ rules and logical connectives
to establish relations between the variables deﬁned for the model of the system.
The two main types of rule-based fuzzy models are the linguistic fuzzy model [9]
and the Takagi–Sugeno (TS) model [10]. Linguistic rules, such as
If the sound sensation is noisy then the pressure level is high; ð4Þ
describe the process in a semi-qualitative manner. Fuzzy sets are used as a
smooth interface between qualitative variables in the rules (e.g. level is high)
and the numerical domains of the inputs and outputs of the model. As lin-
guistic models can capture imprecise information and heuristics, they are
typically built on the basis of prior knowledge. Therefore, linguistic models can
provide a more transparent representation of the system under study, main-
taining a high degree of accuracy, when compared to black-box modeling
approaches.
Takagi and Sugeno [10] introduced a fuzzy rule based model that can ap-
proximate a large number of nonlinear systems. The TS fuzzy model consists of
fuzzy rules, where each rule describes a local linear input–output relation:
Ri : If x is Ai then yi ¼ fiðxÞ; i ¼ 1; . . . ;K; ð5Þ
where Ri denotes the ith rule, K is the number of rules, x ¼ ½x1; . . . ; xn is the
input (antecedent) variable, which in the dynamic case is equal to (2), Ai is the
antecedent fuzzy set, and yi is the consequent variable (rule output). Each rule i
has a diﬀerent function fi yielding a diﬀerent value for the output yi. The most
simple and widely used function fi is the aﬃne form:
Ri : If x is Ai then yi ¼ aTi xþ bi; i ¼ 1; . . . ;K; ð6Þ
where ai is a parameter vector and bi is a scalar oﬀset. The overall output of the
model y^ is calculated by taking the weighted average of the K rule consequents:
y^ ¼
PK
i¼1 biyiPK
i¼1 bi
; ð7Þ
where bi is the degree of activation of the ith rule:
bi ¼ Pnj¼1lAiðxÞ; i ¼ 1; 2; . . . ;K; ð8Þ
and lAiðxÞ is the membership function of the multidimensional fuzzy set Ai. The
structure presented here for multi-input single-output systems can be easily
generalized to the multi-input multi-output (MIMO) case.
2.1. Identiﬁcation of TS fuzzy models
A fuzzy model can be constructed entirely on the basis of system mea-
surements. Assuming that the input and the output variables are known, the
nonlinear identiﬁcation problem is solved in two steps:
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(1) Structure identiﬁcation–consists of transforming the dynamic identiﬁcation
problem into a static nonlinear regression, by choosing the systems struc-
ture: input delays, output delays and pure delays.
(2) Parameter estimation–is done by fuzzy clustering, where data is divided into
K clusters. The antecedent membership functions are extracted by project-
ing the clusters in the respective variables, and the consequent parameters
in (6) are obtained by local or global mean-squares.
This paper considers data-driven modeling based on fuzzy clustering, as
described in [11]. This approach proved to be better than other well known
methods, such as ANFIS [12]. Assume that data from a process y ¼ F ðxÞ is
observed, where x is deﬁned as in (2). This data is used to construct a deter-
ministic function y ¼ f ðxÞ that can approximate F ðxÞ. The function f is rep-
resented as a rule-based model of the TS type. The identiﬁcation problem
consists of predicting how changes in uðkÞ aﬀect yðkÞ, given by the function
f . To identify the model described by (6), the regression matrix X and an
output vector y are constructed from the available data, consisting on N data
points:
XT ¼ ½x1; . . . ; xN ; yT ¼ ½y1; . . . ; yN : ð9Þ
The antecedents of the TS fuzzy model are identiﬁed using fuzzy clustering.
The degree of membership of a given data point to a cluster is deﬁned using a
distance norm. The Gustafson and Kessel (GK) clustering algorithm [13] is
applied in the product-space of X and y to identify regions where the systems
behavior is approximated by local linear models [11]. The data set Z to be
clustered is thus composed from X and y:
ZT ¼ ½X; y: ð10Þ
Given Z and an estimated number of clusters 1 (rules) K, the GK algorithm
compute the fuzzy partition matrix U whose ikth element lik 2 ½0; 1 is the
membership degree of the data object zk 2 Z, in cluster i. The fuzzy sets Aij in
the antecedent of the rules are obtained from the multidimensional fuzzy sets
deﬁned point-wise in the ith row of U by projections onto the input variables
xj:
lAijðxjkÞ ¼ projNnþ1j ðlikÞ; ð11Þ
where proj is the point-wise projection operator [17]. The obtained point-wise
fuzzy sets Aij are then approximated by a parametric function.
When the premise is determined, the consequent parameters of the rules can
be obtained as a least-square (LS) estimate in two diﬀerent ways. One is to
1 Methods like cluster validity measures [14], compatible cluster merging [15] or similarity
measures [16] can be applied to ﬁnd a suitable number of clusters.
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solve K independent weighted LS problems, one for each rule. The other is to
solve a global LS problem following from the aggregated output equation (7).
The ﬁrst approach gives more transparent local models, while the second ap-
proach gives a minimal prediction error estimate [18]. This paper applies the
global approach, and the resulting rules are thus less transparent but more
accurate. Let Xe denote the matrix ½X; 1, and let Ci be a diagonal matrix in
RN	N having the normalized membership degree:
ciðxkÞ ¼
biðxkÞPK
j¼1 bjðxkÞ
ð12Þ
as its kth diagonal element. Further, denote X0 the matrix in RN	KN composed
of matrices Ci and Xe:
X0 ¼ ðC1XeÞ; ðC2XeÞ; . . . ; ðCKXeÞ½ : ð13Þ
Denote h0 the vector in RKðnþ1Þ given by
h0 ¼ hT1 ; hT2 ; . . . ; hTK
 T
; ð14Þ
where hTi ¼ ½aTi ; bi for 16 i6K. The resulting LS problem y ¼ Xh0 þ , where 
is the approximation error, has the solution
h0 ¼ ðX0ÞTX0
h i1
ðX0ÞTy: ð15Þ
From Eq. (14), the parameters are given by ai ¼ ½h0qþ1; h0qþ2; . . . ; h0qþnT; and
bi ¼ ½hqþnþ1; where q ¼ ði 1Þðnþ 1Þ.
3. Active noise control
The earliest ideas for ANC are outlined in the patent granted to Paul Lueg
in 1936, see e.g. [19]. But it was only in the 1980s, when the digital controllers
became readily accessible, that ANC became eﬃcient. ANC strategies can be
divided into two groups:
• Feedforward systems, where a reference signal is available from a detection
sensor and the information of a monitoring sensor is used to adapt the con-
troller.
• Feedback systems, where there is no detection of the noise source. The sig-
nals from the sensors are fed back to the actuator which produces an acous-
tic signal at the sensor to be added to the signal produced by the noise
source.
In the present-day ANC applications, the controllers are usually ﬁnite im-
pulse response (FIR) adaptive ﬁlters, where a feedforward control loop is
considered. These ﬁlters are moving average (MA) models of the actuators and
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are designed to minimize a cost function, usually the acoustic pressure mea-
sured by a sensor microphone [2]. This strategy can be easily generalized for the
multivariable case, where the cancellation problem requires several speakers
and microphones. When a feedback loop is considered, the ﬁlters are designed
in the frequency domain using for instance robust control analysis [19].
ANC was already implemented successfully in several systems, such as air
conditioning ducts to attenuate the low frequency noise produced by fans, or in
transport systems, such as cars or planes, to reduce the sound produced by
engines. Both fan and engine noise are harmonic sounds, which makes noise
reduction a relatively simple problem, except when some harmonics of the
disturbance signal are present in the process. In many other applications sound
attenuation is desirable but the sound ﬁeld is far more complex, as in enclo-
sures or free ﬁeld applications. Classical controllers have their bounds of ap-
plication well deﬁned and the use of linear time invariant model based control
does not allow for further improvements in terms of control performance.
Nonlinear modeling techniques bring a new insight and develop the possibil-
ities of ANC. This section describes ﬁrst the most utilized linear control
technique in ANC: FIR feedforward control, for both single and multi-chan-
nel. Then, intelligent ANC, as proposed in this paper, is presented.
3.1. Single channel FIR feedforward control
The wave nature of sound leads naturally to a feedforward approach of
control design. In this approach, it is assumed that the signal used to drive the
actuator is derived from a detection sensor. This sensor captures an electric
signal, which provides a prediction of the noise at the control point. This de-
tection signal xðkÞ can be measured in several ways, e.g. by a microphone lo-
cated upstream the controller in the propagation sound ﬁeld, by a mechanical
transducer on a rotating machine, by an accelerometer or by an optical sensor.
A microphone, called the error sensor, is introduced at the control point. This
sensor provides the error signal, which is normally used to monitor the per-
formance of the active noise controller and adapt the controller parameters.
The idea behind this control strategy is quite simple. In the usual feedfor-
ward loop, the controller is fed by the reference signal and generates a control
action to the plant. Usually the controller used in this case is a FIR ﬁlter wðkÞ,
which is a function of a discrete instant k, and is deﬁned as
wðkÞ ¼
XI1
i¼0
aif ðk  iÞ; ð16Þ
where ai are the ﬁlters coeﬃcients, f ðkÞ is the signal input of the ﬁlter, and I is
the total number of ﬁlter coeﬃcients. In order to obtain better active con-
trollers, the error signal can be used to adapt the FIR controller, using the least
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mean squares (LMS) algorithm. The adaptation of the ﬁlter is derived by ﬁl-
tering the detection signal using a model of the system. The error eðkÞ to be
minimized is given by the pressure at the control point, which has two terms:
the primary noise pressure dðkÞ and an estimate of the output y^ðkÞ:
eðkÞ ¼ dðkÞ þ y^ðkÞ: ð17Þ
The estimate of the output uses the reference signal rðkÞ and the adaptive
version of the FIR ﬁlter to be used on-line, which is described by the ﬁlter
coeﬃcients wi:
yðkÞ ¼
XI1
i¼0
wirðk  iÞ: ð18Þ
The reference signal rðkÞ is given by the detection signal xðkÞ deﬁned previ-
ously, ﬁltered by a model of the actuator bgi:
rðkÞ ¼
XI1
i¼0
bgixðk  iÞ: ð19Þ
Fig. 1 shows the described control loop. In fact, this type of controller acts like
an inverse model controller [2]. Note that although this controller uses the
error signal, the control loop is said to be feedforward, since the error is not
directly used by the controller.
3.2. Multi-channel FIR feedforward control
To control sound over large regions of space, multiple actuators and sensors
are needed. Multiple channel active control systems are the generalization of
the single channel feedforward control scheme, presented in the previous sec-
tion. However, new issues must be discussed, as the relation between the
number of sensors and actuators, and the role of the sensors in this new
conﬁguration. As in the previous case, the assumption that the system is linear
remains.
Fig. 1. Feedforward loop control with LMS adaptive controller.
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Considering a number L of loudspeakers and a number M of microphones,
each of the L error signals is the superposition of noise produced by the pri-
mary source and the contribution of the M secondary sources in each error
sensor. It is also considered that there are N reference signals available. Since
the superposition principle remains, the error signal at each of the L error
sensors is the summation of the contribution of each of the M control sources
and the disturbance. In this way, the number of models of the system is L	M ,
corresponding to the combinations of acoustic paths between the M actuators
and L error sensors.
The generalization of the algorithm relies on the generation of a set of LMN
ﬁltered reference signals, obtained by ﬁltering each of the N reference signals
by each of the L	M paths in the plant response. These ﬁltered-reference signals
are used to obtain a simple expression for the vector of the L error signals:
elðkÞ ¼ dlðkÞ þ ylðkÞ; ð20Þ
where the estimate of the output is deﬁned as
ylðkÞ ¼
XM
m¼1
XN
n¼1
XI1
i¼0
wmnirlmnðk  iÞ; ð21Þ
and the LMN ﬁltered-reference signals rlmn are given by
rlmnðkÞ ¼
XJ1
i¼0
g^lmjxðk  jÞ: ð22Þ
The adaptation of the control ﬁlter is obtained by
wmniðk þ 1Þ ¼ wmniðkÞ  aRðkÞTeðkÞ; ð23Þ
with
eðkÞ ¼ ½e1ðkÞ . . . eLðkÞT; ð24Þ
and RðkÞ is the matrix
RðkÞ ¼
rT1 ðkÞ rT1 ðk  1Þ . . . rT1 ðk  I þ 1Þ
rT2 ðkÞ rT2 ðk  1Þ . . . rT2 ðk  I þ 1Þ
..
. ..
. ..
. ..
.
rTL ðkÞ rTL ðk  1Þ . . . rTL ðk  I þ 1Þ
2
6664
3
7775: ð25Þ
The ratio between the number L of loudspeakers and the number M of mi-
crophones is very important in the feedforward multi-channel control system.
There are three possible cases:
• Over-determined system, where L > M––in this case there are more equations
than control variables to determine. Although there is a unique global
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minimum, which in general is not zero, the system may be ill-conditioned.
Physically, this can happen when the sensors and the actuators are close
to each other. The system will be then very sensitive to disturbances.
• Fully-determined system, where L ¼ M––this case has also a unique mini-
mum, that has the value zero. The error signals will be zero, but there is
no guarantee that the sound at other points will not increase. This can also
happen in an over-determined system, unless a large number of sensors is
used.
• Undetermined systems, where L < M––in this situation local minima often
occur, which makes this conﬁguration undesirable.
3.3. Intelligent ANC control
Most of ANC applications use linear identiﬁcation and control techniques,
relying on the linear superposition of a primary ﬁeld and a destructively in-
terfering secondary ﬁeld to achieve the desired noise cancellation. In some
situations however it is not possible to neglect nonlinear terms. Nonlinearities
are important when the sound ﬁeld is quite complex, as in enclosures or free
ﬁeld applications, where phenomena like distortion and reverberation must be
considered. However, it is very diﬃcult to obtain physical models of such
systems. This paper proposes the use of fuzzy modeling techniques, as de-
scribed in Section 2, to be applied to ANC.
Using an acoustic model, the controller may predict the noise at the con-
trol point, as proposed in several ANC schemes. Internal model control
strategies using artiﬁcial neural networks, for instance, have been proposed
recently [20–22]. Also fuzzy models have already been used to obtain accurate
models of acoustic actuators [23]. Active noise control is proposed in [24],
where fuzzy models are used to attenuate sound using a predictive control
strategy.
This paper proposes intelligent ANC strategies, using the control loop
shown in Fig. 2, where both the acoustic model A^ðkÞ of the acoustic path and
the inverse model of the plant G1ðkÞ are identiﬁed using fuzzy modeling
techniques. The proposed control strategy is applied to a MIMO acoustic
process presented in Section 4. The fuzzy identiﬁcation technique can achieve
compact representations of the models, which is fundamental to apply ANC
in real-time. Note that in classical ANC the number of operations required
to obtain the reference signal and to update the classical FIR controller is
very large for multivariable processes. By using the inverse control loop
proposed in this paper, the complexity of the intelligent MIMO models
do not increase as much as in the classical MIMO models, leading to sim-
pliﬁed and more compact models. The control technique proposed in this
paper requires an inverse model, which are brieﬂy discussed in the next sec-
tion.
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3.4. Inversion methods
From the several methods that can be applied to obtain the inverse model of
a given process using intelligent techniques [25], the following two are the most
utilized:
(1) Identiﬁcation of the inverse model from input–output data.
(2) Analytical inversion of the original model.
The ﬁrst method is maybe the most intuitive approach to inverse modeling,
and it tries to ﬁt the data in an inverse function f 1 using inverse fuzzy [26]
and neural [27] models. The second method can only be applied in fuzzy
systems, and for model with only one input [28]. As this paper intends to
apply MIMO controllers, this method is not applicable. Therefore, this paper
uses direct inverse learning [27]. In this type of learning the process is excited
with a training signal and the system reconstructs the input signal of the
process from the given output signal, see Fig. 3. Two major drawbacks can be
found in this approach. First, the dynamics of the system can be a many-to-
one mapping, and several values for u are possible for the same output of the
process. Secondly, it could be diﬃcult to obtain an appropriate training signal
for direct inverse learning, because the inverse model is supposed to work
over a wide range of input amplitudes on y, and for a large bandwidth.
However, as the excitation of the system is introduced as the activation of u,
a persistent excitation of y cannot usually be guaranteed. Fortunately, the
acoustic system under study do not present the ﬁrst drawback, as it can be
conﬁrmed by the experimental results, see Section 5. The second drawback
Fig. 2. Inverse model controller.
Fig. 3. Direct inverse learning.
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was taken into account by selecting proper data sets for training the inverse
models.
Although the inverse model is identiﬁed directly from data using the direct
inverse learning, the data permutation is not a straightforward process. One
could simply feed the outputs as inputs and the inputs as outputs. However, the
output vector has to be changed, because the inversion of the NARX model
described in (1) revealed to be quite inaccurate. Note that this model is non-
causal, so it is necessary to shift the output of the inverse model (the systems
input) in order to keep the causality of the model that one wants to obtain.
4. Experimental setup
The intelligent ANC strategies proposed in this paper are tested in an ex-
perimental setup. This consists of a closed and isolated box with a rectangular
shape, which is convenient for both providing modal responses and search for
the best location of sound absorbers for sound control. Fig. 4 shows the en-
closure. This box must receive the less possible sound from any other source
but the loudspeakers. Its construction guarantees perfect isolation from the
outside. It consists of a rectangular box with dimensions 90	 70	 40 cm3.
Each side of the enclosure is composed by two wood partitions with thickness
of 19 mm on the outer wall and 12 mm in the inner wall, and an air interface
between them. To avoid undesirable reﬂections, the air interface was ﬁlled with
glass wool. Fig. 5 shows the inside of the enclosure and the conﬁguration of the
equipment. The primary noise source is placed at one corner of the enclosure,
radiating in the direction of the actuators. The electromechanical ﬁlms (EMF)
actuators (see Section 4.1) produce the control actions that will cancel the noise
Fig. 4. Experimental setup: enclosure.
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at two particular points inside the box, which are represented in Fig. 5 as
microphones. In order to apply the proposed control strategy, models of the
loudspeakers are required. Each of these models represents the output of the
loudspeaker at a microphone placed in a speciﬁed point inside the box, where it
is desired to cancel the sound when an input is applied. This sensors/actuators
disposition leads to the fully-determined optimization case, as described in
Section 3.2.
4.1. Sensors and actuators
Dynamic loudspeakers are a relatively old device. They are built from many
diﬀerent elements and their incapability and reproduction defects have to be
corrected electronically. Their poor eﬃciency demands high powered ampliﬁers
so that suﬃcient pressure can be achieved. Moreover, loudspeakers can be
diﬃcult to handle in some situations due to their weight.
For these reasons, this paper uses as actuators EMF [29,30], which consist of
a thin biaxial oriented plastic ﬁlm coated with electrode layers. The EMF are
permanently polarized and are very light-weighted due to its bubble structure.
When exposed to dynamic mechanical or acoustic energy, the structure gen-
erates an electric charge, functioning as a sensor. The EMF also works in the
opposite direction, converting electrical energy to vibration and sound, thus
functioning as an actuator. The variation in the control voltage alternately
Fig. 5. Schematic view from the top of the enclosure.
J.M. Sousa et al. / Internat. J. Approx. Reason. 33 (2003) 51–70 63
ﬂattens and expands the ﬁlm, causing the air mass on the surface of the ﬁlm to
move. This can be heard as air pressure ﬂuctuation or, in other words, as
sound. One of the main advantages of these actuators is related to their ge-
ometry, which allows for an easy construction of a low-cost panel with several
sources. The enclosure presented in Fig. 5 uses two EMF panels, both with the
dimensions 37	 25	 8 cm3. Models of these elements and control applications
using these panels are presented in [22,23].
The control conﬁguration used in this paper needs a disturbance signal,
which is generated by a conventional sound board of a PC computer and added
to a loudspeaker. The experimental setup contains also two error microphones.
4.2. The measurement and control chain
The sensors and actuators described previously are connected to a PC
Pentium III, using a National Instruments NI6024-E data acquisition board
and the Matlabs toolbox Data Acquisition. A Wavetek Rockland spectrum
analyzer is used to generate white noise. The simulation and control programs
were developed in Matlab. The nonlinear models were identiﬁed using the
fuzzy modeling toolbox developed by [11]. A sampling rate of 3 kHz is con-
sidered. The hardware conﬁguration of the experimental setup is shown in Fig.
6. An acoustic toolbox for Matlab was developed to provide a modeling and
control acoustical environment for the experiments.
5. Experimental results
This section presents modeling and control results of the experimental setup.
Models using FIR ﬁlters and fuzzy modeling techniques are identiﬁed. Then,
these models are applied to ANC control, and the performance obtained using
linear techniques is compared to the intelligent control scheme proposed in this
paper.
Fig. 6. Hardware implementation.
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5.1. Modeling of the plant
In order to apply the conﬁguration shown in Fig. 2, three diﬀerent models
must be identiﬁed: the direct, the acoustic and the inverse model. White noise is
used as the excitation signal to derive the three models. The accuracy of the
models is measured using the root mean square (RMS) error, and the percentile
variance accounted for (VAF). The VAF rates the variance r of the diﬀerence
between two signals, the original signal y and the modeled signal ym, over the
variance of the original signal y. Both measures were done using the power
spectrum density of the signals Sy and Sym , as the analysis must be done in the
frequency domain. Therefore, in this paper the VAF is deﬁned as
VAF ¼ 1

 rðSy  SymÞ
rðSyÞ

	 100%: ð26Þ
Note that when the real output power spectrum Sy and the models output
power spectrum Sym are equal, the VAF has the value of 100%. This measure is
adimensional, contrary to the RMS. The experimental results are presented for
the bandwidth [50,500] Hz, which is the bandwidth of interest for the proposed
experimental setup. In order to obtain accurate models, 6000 sample points
were considered, where 3000 are used for the training of the models, and the
other 3000 to validate the results.
5.1.1. FIR models
The FIR ﬁlter models are digital ﬁlters whose impulse response is zero after
some ﬁnite number of samples. These ﬁlters are also called MA ﬁlters and they
are always stable, for bounded coeﬃcients. They are called FIR ﬁlters since its
I coeﬃcients represent the impulse response of the plant. An optimization
method must be used to adapt the desired coeﬃcients to the impulse response
of the system. Usually, the LMS algorithm is used to achieve these coeﬃcients.
In this case, the number of actuators M is 2, the number of detection sensors N
is 1, and the number of error sensors L is 2, see Section 3.2. Thus, four SISO
models, as depicted in Fig. 1, one for every possible combination between the
error sensors and the actuators are identiﬁed. The models identiﬁed are direct
models, and four control conﬁgurations as in Fig. 7, one for each possible
combination between the number of reference signals and actuators [20], are
necessary. The number of coeﬃcients I for each model is 128. Table 1 presents
the accuracy for each SISO model.
5.1.2. Fuzzy models
The identiﬁed fuzzy models represent the measurements at both micro-
phones based on the inputs of the loudspeakers, either acting as actuators
(direct and inverse models) or acting as noise source (acoustical model), see
Fig. 2. In Eq. (1) it is necessary to deﬁne the model parameters, which are the
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pure delays nd , the input delays nui and the output delays nyi , as well as the
number of clusters. The inputs are the signals that feed the loudspeakers, and
the outputs are the pressures measured at the microphones in the control
points. The pure delay nd represent the time delay of the sound traveling from
the loudspeaker to the microphone. The air sound speed is 331.5 ms1 [31] and
the distance between the loudspeaker and the microphone is 20 cm. The sound
takes 0.6 ms to travel between the loudspeaker and the microphone, which is
less than one sampling rate to travel this distance. Thus, the system has no pure
delays. The lags in the input and in the output nui and nyi are a mathematical
representation of the output of the system based on the inputs and the outputs.
These parameters were determined experimentally. All models have two clus-
ters, i.e., two TS fuzzy rules. This low number of rules is important because
it reduces the computational burden. The fuzzy models have the following
parameters:
• Fuzzy direct model: nu1 ¼ 20, nu2 ¼ 25, ny1 ¼ 10, ny2 ¼ 10, nd1 ¼ 1 and
nd2 ¼ 1.
• Fuzzy inverse model: nu1 ¼ 40, nu2 ¼ 50, ny1 ¼ 20, ny2 ¼ 20, nd1 ¼ 0 and
nd2 ¼ 0.
• Fuzzy acoustic plant model: nu1 ¼ 20, nu2 ¼ 20, ny1 ¼ 20, ny2 ¼ 20, nd1 ¼ 1
and nd2 ¼ 1.
The accuracy of fuzzy models in the region of interest, i.e. in the [50, 500] Hz
bandwidth, is presented in Table 2. The FIR direct models have similar ac-
Fig. 7. FIR ﬁlter models of the plant.
Table 1
Measures of FIR models accuracy
SISO Model G11ðzÞ G21ðzÞ G12ðzÞ G22ðzÞ
RMS (dB) Output1 0.03 0.02 0.07 0.03
Output2 0.05 0.03 0.04 0.02
VAF Output1 97.64 96.89 97.23 98.93
Output2 98.34 98.25 97.91 98.01
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curacy to the direct and the acoustic fuzzy models. The inverse model is less
accurate, but it is still possible to apply it in control, as shown in Section 5.2.
5.2. Control results
ANC was applied to the enclosure. The experiments were performed using
an open-loop strategy; the control actions were evaluated using a simulation
of the process, where the behavior of the plant is evaluated by the direct
model. The control actions computed by the controller are then applied in real
time. The FIR ﬁlters are applied using the control scheme presented in Fig. 1,
and the intelligent controller use the scheme in Fig. 2. Note that the FIR ﬁlters
cannot be applied using this last control scheme [20]. Several tests were made to
analyze the repeatability of the results. The results obtained using the FIR
ﬁlters are presented in Fig. 8. The results obtained using intelligent ANC using
inverse fuzzy models are presented in Fig. 9. The control performance in the
range of interest is compared by measuring the attenuation achieved by each
controller. The results for the range of interest ([50,500] Hz) are presented
in Table 3. The fuzzy control technique proposed in this paper clearly
Table 2
Accuracy of the fuzzy models
Direct model Acoustic model Inverse model
RMS (dB) Output1 0.26 0.02 0.27
Output2 0.25 0.037 0.24
VAF Output1 95.64 96.48 60.32
Output2 97.43 97.52 77.79
Fig. 8. Control results using FIR ﬁlters (noise–dashed, controlled signal–solid).
J.M. Sousa et al. / Internat. J. Approx. Reason. 33 (2003) 51–70 67
outperforms the classical FIR ﬁlters. In general the attenuation is ﬁve times
superior to the classical control technique.
6. Conclusions
This paper proposed active noise controllers based on inverse fuzzy mod-
eling techniques for multivariable systems. Inverse control was developed
based on direct and inverse models identiﬁed directly from data, using fuzzy
techniques. The control strategy was applied in an enclosure, which has a
highly nonlinear behavior. Real-time implementation of both classical FIR
ﬁlters and inverse fuzzy control were compared. The fuzzy control technique
proposed in this paper clearly outperforms the classical FIR ﬁlter. The atten-
uation of noise is in general ﬁve times superior using the proposed intelligent
techniques. In the near future, the proposed open-loop strategy will be im-
plemented in an internal model control scheme in order to cope better with
disturbances and model-plant mismatches.
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Fig. 9. Control results using fuzzy ANC (noise–dashed, controlled signal–solid).
Table 3
Attenuation achieved in dB by the proposed controllers
FIR ﬁlters Fuzzy control
Microphone 1 0.9 5.5
Microphone 2 1.0 4.8
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