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Abstract
Linear programming approaches have been applied to derive upper bounds on the size of classical and quantum codes. In
this paper, we derive similar results for general quantum codes with entanglement assistance by considering a type of split weight
enumerator. After deriving the MacWilliams identities for these enumerators, we are able to prove algebraic linear programming
bounds, such as the Singleton bound, the Hamming bound, and the first linear programming bound. Our Singleton bound and
Hamming bound are more general than the previous bounds for entanglement-assisted quantum stabilizer codes. In addition, we
show that the first linear programming bound improves the Hamming bound when the relative distance is sufficiently large.
On the other hand, we obtain additional constraints on the size of Pauli subgroups for quantum codes, which allow us to improve
the linear programming bounds on the minimum distance of quantum codes of small length. In particular, we show that there
is no [[27, 15, 5]] or [[28, 14, 6]] stabilizer code. We also discuss the existence of some entanglement-assisted quantum stabilizer
codes with maximal entanglement. As a result, the upper and lower bounds on the minimum distance of maximal-entanglement
quantum stabilizer codes with length up to 20 are significantly improved.
I. INTRODUCTION
The theory of quantum error-correcting codes has been developed over two decades for the purpose of protecting quantum
information from noise in computation or communication [1], [2], [3], [4], [5], [6], [7], [8], [9], [10]. Classical coding techniques,
such as code constructions, encoding and decoding procedures, have been generalized to the quantum case in the literature [11],
[12]. An important question in coding theory is to determine how much redundancy is needed so that a certain amount of errors
can be tolerated [13]. The error-correcting capability of a code is usually quantified by the notion of its minimum distance,
which can be determined by the weight enumerator of the code. Delsarte applied the duality theorem of linear programming to
find universal upper bounds on the size of classical codes [14]. A key step is to use the MacWilliams identities that relate the
weight enumerators of a code and its dual code [13]. These linear programming bounds have been generalized to the quantum
case by Ashikhmin and Litsyn [15], based on the existence of quantum MacWilliams identities [16], [17]. We would like to
extend these results to the case of quantum codes with entanglement assistance.
Entanglement-assisted (EA) quantum stabilizer codes are a coding scheme with an additional resource—entanglement—
shared between the sender and receiver [18]. These codes have some advantages over standard stabilizer codes [19], [20], [21],
[22]. In the scheme of an EA stabilizer code, it is assumed that the receiver’s qubits are error-free, which makes the analysis
of error correction slightly more complicated. Previously, Lai, Brun, and Wilde discussed the MacWilliams identities for the
case of EA stabilizer codes [23], [24], which naturally follow from the MacWilliams identities for orthogonal groups [13]. Two
dualities (see Eqs. (43) and (44) below) are used to find linear programming bounds on the minimum distance of small EA
stabilizer codes. However, only one duality (see Eq. (4) below) appears in standard stabilizer codes, and thus we cannot directly
apply the method in [15] to obtain algebraic linear programming bounds for EA stabilizer codes. In addition, examples of
nonadditive EA quantum codes have recently been found in [25], which apparently do not fit the EA stabilizer formalism [18].
Consequently, previous upper bounds for EA stabilizer codes, such as the Singleton bound and Hamming bound, do not work
for nonadditive EA quantum codes.
In this paper, we will first define general EA quantum codes and discuss their error correction conditions. Two split weight
enumerators of an EA quantum code are defined accordingly and they are proved to obey a MacWilliams identity, similarly
to nonadditive quantum codes [16], [17]. These weight enumerators bear sufficient information about the error correction
conditions of the EA code (see Theorem 2). Recently the notion of data-and-syndrome correction codes is introduced [26],
and algebraic linear programming bounds for these codes are derived from a type of weight enumerators over the product
space of F4 and Z2. We use similar techniques to derive algebraic linear programming bounds on the size of EA quantum
codes of given length, minimum distance, and entanglement, and obtain the Singleton bound, the Hamming bound, and the
first linear programming (LP-1) bound for unrestricted (degenerate or nondegenerate, additive or nonadditive) EA quantum
codes. In addition, we show that the LP-1 bound improves the Hamming bound when the ratio of code distance to code length
(relative distance) is sufficiently large. Also the previous Singleton bound for EA stabilizer codes in [18] does not work for
large minimum distance (i.e., d > n+22 ; see definitions below). Recently examples of EA stabilizer codes that violate the
Singleton bound have been constructed [42]. We will provide a refined Singleton bound for the general case.
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2In the case of EA stabilizer codes, the MacWilliams identities for split weight enumerators provide more constraints in
the linear program of an EA stabilizer code than those in [23], and thus the resulting upper bound on the minimum distance
could be potentially tighter for EA stabilizer codes of small length. Other than that, we also find additional constraints on the
weight distributions of EA stabilizer codes. Rains introduced the notion of shadow enumerator for additive quantum codes. In
the case of a quantum stabilizer code, a type of MacWilliams identity between the weight enumerators of a stabilizer group
and its shadow (see Eq. (48)) provides additional constraints on the weight distribution of its stabilizer group and hence the
linear programming bound can be improved [27]. However, this method cannot be applied to non-Abelian groups, such as the
normalizer group of a stabilizer code or the simplified stabilizer group of an EA stabilizer code. We will derive additional
constraints on the weight enumerators of non-Abelian Pauli groups and improve the linear programming bounds on the minimum
distance of small EA stabilizer codes. In particular, this helps to exclude the existence of [[27, 15, 5]] and [[28, 14, 6]] quantum
codes. As for EA stabilizer codes, the improved linear programming bounds rule out the existence of several EA stabilizer
codes. We also prove the nonexistence of certain codes and construct several EA stabilizer codes with previously unknown
parameters. To sum up, the table of upper and lower bounds on the minimum distance of maximal entanglement EA stabilizer
codes of length up to 20 given in [24] (with lower bounds improved in [28]) is greatly improved in Table II.
This paper is organized as follows. Preliminaries are given in the next section. In Sec. III we discuss general EA quantum
codes and their properties, including two split weight enumerators and their MacWilliams identities. In particular, we prove a
Gilbert-Varshamov type lower bound for the case of EA stabilizer codes. Then we derive algebraic linear programming bounds
in Sec. IV, including the Singleton-type, Hamming-type, and the first-linear-programming-type bounds. We will compare the
Hamming bound and the first linear programming bound in Subsec. IV-C. The linear programming bounds for small EA
stabilizer codes are discussed in Sec. V, including the additional constraints, and nonexistence and existence of certain EA
stabilizer codes. Then the discussion section follows.
II. PRELIMINARIES
In this section we give notation and briefly introduce Pauli operators, quantum error-correcting codes, the MacWilliams
identities for orthogonal groups, and properties of the Krawtchouk polynomials.
A. Pauli Operators
A single-qubit state space is a two-dimensional complex Hilbert space C2, and a multiple-qubit state space is simply the
tensor product space of single-qubit spaces. The Pauli matrices
I2 =
[
1 0
0 1
]
, X =
[
0 1
1 0
]
, Z =
[
1 0
0 −1
]
, Y = iXZ
form a basis of the linear operators on a single-qubit state space. Let
Gn = {M1 ⊗M2 ⊗ · · · ⊗Mn : Mj ∈ {I2, X, Y, Z}},
which is a basis of the linear operators on the n-qubit state space C2n . Let
Gn = {ieg : g ∈ Gn, e ∈ {0, 1, 2, 3}}
be the n-fold Pauli group. The weight of g = ieM1⊗M2⊗· · ·⊗Mn ∈ Gn is the number of Mj’s that are nonidentity matrices
and is denoted by wt (g). Note that all elements in G¯n have only eigenvalues ±1 and they either commute or anticommute
with each other.
Since the overall phase of a quantum state is not important, it suffices to consider error operators in Gn. For a subgroup
V ⊂ Gn, we define
V = {g ∈ Gn : ieg ∈ V for e ∈ {0, 1, 2, 3}}. (1)
That is, V is the collection of the elements in V with coefficient +1 instead. Sometimes it is convenient to consider the quantum
coding problem in terms of binary strings [6]. For two binary n-tuples u, v ∈ Zn2 , define
ZuXv =
n⊗
j=1
Z [u]jX [v]j ,
where [u]j denotes the j-th entry of u. Thus any element g ∈ Gn can be expressed as g = ieZuXv for some e ∈ {0, 1, 2, 3}
and u, v ∈ Zn2 . For example, we may denote X ⊗ Y ⊗ Z by Z011X110 up to some phase. Let I denote the identity operator
of appropriate dimensions. We may also use the notation Xj to denote the operator I2 ⊗ · · · ⊗ I2 ⊗ X ⊗ I2 ⊗ · · · ⊗ I2 (of
appropriate dimensions) with an X on the j-th qubit and identities on the others, and similarly for Zj and Yj . We define a
homomorphism τ : Gn → Z2n2 by
ieZuXv 7→ (u, v). (2)
3Define an inner product in Gn by
〈g, h〉Gn =
n∑
i=1
([u1]i[v2]i + [v1]i[u2]i),
where g = ieZu1Xv1 , h = ie
′
Zu2Xv2 ∈ Gn and the addition is considered in Z2. Then 〈g, h〉Gn = 0 if they commute, and
〈g, h〉Gn = 1, otherwise.
B. Quantum Error-Correcting Codes
An ((n,M, d)) quantum code Q of length n and size M is an M -dimensional subspace of the n-qubit state space C2n ,
such that any error E ∈ Gn of wt (E) ≤ d− 1 is detectable. The parameter d is called the minimum distance of Q. From the
error correction conditions [29], [3], E is detectable if and only if 〈v|E|w〉 = 0 for orthogonal codewords |v〉, |w〉 ∈ Q.
Suppose S = 〈g1, . . . , gn−k〉 is an Abelian subgroup of Gn, where gj are independent generators of S , such that the minus
identity −I /∈ S. Then S defines a quantum stabilizer code
C(S) = {|ψ〉 ∈ C2n : g|ψ〉 = |ψ〉,∀g ∈ S}
of dimension 2k. The vectors |ψ〉 ∈ C(S) are called the codewords of C(S) and the operators g ∈ S are called the stabilizers
of C(S). Quantum stabilizer codes are analogues of classical additive codes. As opposed to stabilizer codes, others are called
nonadditive quantum codes [30], [31], [32], [33], [34], [35], [12].
Suppose an error E ∈ Gn occurs on a codeword |ψ〉 ∈ C(S). If E anticommutes with some gj’s, it can be detected by
measuring the eigenvalues of gj’s without disturbing the state of E|ψ〉. Let
S⊥ = {h ∈ Gn : 〈h, g〉Gn = 0, ∀g ∈ S}, (3)
which is the normalizer group of S in Gn. It is clear that for E ∈ S⊥, E cannot be detected. Thus the minimum distance d
of C(S) is defined as the minimum weight of any element in
S⊥ \ S, (4)
since errors in S are not harmful. Then C(S) is called an [[n, k, d]] quantum stabilizer code. If there exists g ∈ S with
wt (g) < d, C(S) is called degenerate; otherwise, it is nondegenerate.
The weight enumerator of a group S is
WS(x, y) =
n∑
w=0
Bwx
n−wyw,
where Bw is the number of elements of weight w in S . We may simply say that {Bw} is the weight distribution of S . The
weight enumerators of an additive group V and its orthogonal group V⊥ are related by the MacWilliams identities [13], [36]:
WV⊥(x, y) =
1
|V|WV(x+ 3y, x− y), (5)
Thus we have the MacWilliams identities for stabilizer codes.1 Note that the MacWilliams identities for nonadditive quantum
codes also exist [16], [17]. As a consequence, linear programming techniques can be applied to find upper bounds on the
minimum distance of small quantum stabilizer codes [7], [23] or to derive Delsarte’s algebraic upper bounds on the dimension
of general quantum codes [15].
C. Krawtchouk Polynomials
The i-th quaternary Krawtchouk polynomial is defined as
Ki(x;n) =
i∑
j=0
(−1)j3i−j
(
x
j
)(
n− x
i− j
)
, (6)
which satisfies
(1− y)x(1 + 3y)n−x =
n∑
i=0
Ki(x;n)y
i.
1More precisely, when we apply the MacWilliams identities for orthogonal groups, we are considering the stabilizer subgroup defined in the quotient of
the n-fold Pauli group by its center: Gn/{±I,±iI} as in [23]. Or one can consider the group τ(S) and its orthogonal group in Z2n2 instead.
4The Krawtchouk polynomials satisfy the following orthogonality relation
n∑
i=0
Kr(i;n)Ki(s;n) = 4
nδr,s. (7)
where δr,s is the Kronecker delta function. Thus they form a basis of polynomials with finite degree n. They are especially
useful in the MacWilliams theory and algebraic linear programming bounds. Details of Krawtchouk polynomials can be found
in [13], [37], [15]. Here we survey some properties of the quaternary Krawtchouk polynomials. For convenience, sometimes
we may simply write Ki(x) = Ki(x;n) when the underlying n is clear from the context.
Let {Bw} and {B⊥w} be the weight distributions of a stabilizer group S and its orthogonal subset S⊥ in Gn, respectively.
Thus Eqs. (5) and (6) imply
B⊥i =
1
|S|
n∑
j=0
BjKi(j;n), i = 0, . . . , n.
A symmetry relation is satisfied by the polynomials
3i
(
n
i
)
Ks(i;n) = 3
s
(
n
s
)
Ki(s;n). (8)
The following property is needed in the proof of Singleton bound later (Sec. IV-A)
n∑
i=0
(
n− i
n− j
)
Ki(x;n) = 4
j
(
n− x
j
)
. (9)
Every polynomial of degree at most n has a unique expansion in the basis of Krawtchouk polynomials. If a polynomial
f(x) has the expansion
f(x) =
t∑
i=0
fiKi(x),
then
fi = 4
−n
n∑
j=0
f(j)Kj(i).
The Christoffel-Darboux formula is of importance [37]:
Kt+1(x)Kt(a)−Kt(x)Kt+1(a) = 4(a− x)
t+ 1
3t
(
n
t
) t∑
i=0
Ki(x)Ki(a)
3i
(
n
i
) . (10)
The Krawtchouk polynomials satisfy a recurrence relation,
(i+ 1)Ki+1(x) = (3n− 2i− 4x)Ki(x)− 3(n− i+ 1)Ki−1(x). (11)
The following equation is derived in [15, Lemma 2]
Ki(x)Kj(x) =
n∑
l=0
Kl(x)
n−l∑
r=0
α(l, i, j, r), (12)
where
α(l, i, j, r) =
(
l
2l + 2r − i− j
)(
n− l
r
)(
2l + 2r − i− j
l + r − j
)
2i+j−2r−l3r. (13)
Denote by rt the smallest root of Kt(x). It is well known that rt > rt+1 [13] and that when t grows linearly with n we
have
rt
n
=
3
4
− t
2n
− 1
2
√
3
t
n
(n− t
n
) + o(1).
Define
f(x) =
1
a− x {Kt+1(x)Kt(a)−Kt(x)Kt+1(a)}
2
. (14)
This polynomial yields the first linear programming bound for classical codes over F4 [38],[37]. To get the first linear
programming bound in the asymptotic case, for large n, we choose
t
n
=
3
4
− 1
2
δ − 1
2
√
3δ(1− δ) + o(1),
5where δ = d/n, and a so that rt+1 < a < rt and
Kt(a)
Kt+1(a)
= −1.
The Krawtchouk polynomials also form a basis for multivariate polynomials. In our case, we will need the basis of bivariate
polynomials of degrees at most n, c in x, y, respectively:
{Ki(x;n)Kj(y; c)}.
Then a polynomial f(x, y) of degree at most n, c in x, y has a unique Krawtchouk expansion
f(x, y) =
n∑
i=0
c∑
j=0
fi,jKi(x;n)Kj(y; c),
where
fi,j =
1
4n+c
n∑
u=0
c∑
v=0
f(u, v)Ku(i;n)Kv(j; c). (15)
III. ENTANGLEMENT-ASSISTED QUANTUM CODES
In the following we consider Pauli operators of the form
EA ⊗ FB ∈ Gn+c
for EA ∈ Gn, FB ∈ Gc, where the superscripts A and B denote two parties Alice and Bob, respectively. We may implicitly
write E ⊗ F for simplicity when it is clear from the context. We will define two split weight enumerators for EA quantum
codes that count weights on Alice and Bob’s qubits separately, and then derive their MacWilliams identities, which is a key
step to prove algebraic linear programming bounds for general EA quantum codes.
Assume Alice and Bob share c pairs of maximally-entangled states (|00〉 + |11〉)/√2, called ebits. In addition, Alice has
other n − c qubits in the state |0〉. Then Alice will encode information in her qubits (a total of n qubits) and send them to
Bob through a noisy channel. Bob’s c qubits are assumed to be error-free during the whole process. Since the qubits of Alice
and Bob are entangled, the encoded quantum state lies in an (n+ c)-qubit state space. (Details of the encoding procedure can
be found in [25].) Thus we define an EA quantum code as follows.
Definition 1. An ((n,M, d; c)) EA quantum code Q is an M -dimensional subspace of the (n + c)-qubit state space C2n+c
such that
1) for |ψ〉 ∈ Q, TrA (|ψ〉〈ψ|) = 12c IB ;
2) for EA ∈ Gn of wt
(
EA
) ≤ d− 1, E′ = EA ⊗ IB is detectable.
The first condition in Def. 1 ensures that Alice and Bob share c ebits and that the encoding is locally performed by Alice. The
parameter d is called the minimum distance of Q, which quantifies the maximum weight of a detectable Pauli error. Denote
by R = log2Mn the code rate, by δ =
d
n the relative distance, and by ρ =
c
n the entanglement-assistance rate. If Q is defined
by a stabilizer group (of Gn+c) of size 2n+c−k, we have M = 2k and Q is called an [[n, k, d; c]] EA stabilizer code [18]. If,
furthermore, c = n− k, Q is called a maximal-entanglement EA stabilizer code.
Suppose Q has an orthonormal basis {|ψi〉} and P =
∑
i |ψi〉〈ψi| is the orthogonal projector onto Q. The quantum error
correction conditions [29], [3] say that an error operator E ∈ Gn+c is detectable by Q if and only if
〈ψi|E|ψj〉 = λEδi,j
or PEP = λEP for some constant λE depending on E. An error operator E is called a degenerate error if λE 6= 0; otherwise,
it is nondegenerate.
Similarly to the case of quantum codes [16], we define two split weight enumerators {Bi,j} and {B⊥i,j} of Q by
Bi,j =
1
M2
∑
Ei∈Gn,wt(Ei)=i
Ej∈Gc,wt(Ej)=j
(Tr ((Ei ⊗ Ej)P ))2, i = 0, . . . , n; j = 0, . . . , c; (16)
B⊥i,j =
1
M
∑
Ei∈Gn,wt(Ei)=i
Ej∈Gc,wt(Ej)=j
Tr ((Ei ⊗ Ej)P (Ei ⊗ Ej)P ) , i = 0, . . . , n; j = 0, . . . , c. (17)
6Since P =
∑
i |ψi〉〈ψi|, we can rewrite Bi,j and B⊥i,j as
Bi,j =
1
M2
∑
Ei∈Gn,wt(Ei)=i
Ej∈Gc,wt(Ej)=j
|
∑
l
〈ψl|Ei ⊗ Ej |ψl〉|2,
B⊥i,j =
1
M
∑
Ei∈Gn,wt(Ei)=i
Ej∈Gc,wt(Ej)=j
∑
l,m
|〈ψl|Ei ⊗ Ej |ψm〉|2.
Thus {Bi,j} is a distribution of errors that do not corrupt the code space of Q, while {B⊥i,j} is a distribution of errors that
are undetectable by Q.
Theorem 2. Suppose Q is an ((n,M, d; c)) EA quantum code with projector P and split weight enumerators {Bi,j} and
{B⊥i,j}, defined in (16) and (17), respectively. Then
1) B0,0 = B⊥0,0 = 1; B
⊥
i,j ≥ Bi,j ≥ 0;
2) B0,j = 0 for j = 1, . . . , c;
3) {
Bi,0 = B
⊥
i,0, i = 1, . . . , d− 1;
Bd,0 < B
⊥
d,0;
(18)
4)
B⊥i,j =
M
2n+c
n∑
u=0
c∑
v=0
Bu,vKi(u;n)Kj(v; c); (19)
Bi,j =
1
2n+cM
n∑
u=0
c∑
v=0
B⊥u,vKi(u;n)Kj(v; c). (20)
Proof. 1) The first part is straightforward and the second part is from the Cauchy-Schwartz inequality.
2) By Definition 1, we have TrA(P ) = M2c I
B . Then for j > 0,
B0,j =
1
M2
∑
Ej∈Gc,wt(Ej)=j
(Tr
(
(IA ⊗ Ej)P
)
)2
=
1
M2
∑
Ej∈Gc,wt(Ej)=j
(Tr (EjTrA(P )))
2
= 0,
since Tr (E) = 0 for a nonidentity Pauli operator E.
3) We have Bi,0 = B⊥i,0 if and only if 〈ψl|EA ⊗ IB |ψm〉 = 0 for E ∈ Gn with wt (E) = i and for all l 6= m.
4) The proof is similar to that in [16]. The projector P can be expressed as
P =
n∑
u=0
c∑
v=0
∑
Du∈Gn,wt(Du)=u
Dv∈Gc,wt(Dv)=v
Tr ((Du ⊗Dv)P )
2n+c
Du ⊗Dv,
since {Du ⊗Dv}u,v is a basis of linear operators on C2n+c . For convenience, we will simply write Du ⊗Dv as the index of
summation and similarly for Ei ⊗ Ej . By definition,
B⊥i,j =
1
M
∑
Ei⊗Ej
∑
u,v
u′,v′
∑
Du⊗Dv
D
u′⊗Dv′
Tr ((Du ⊗Dv)P ) Tr ((Du′ ⊗Dv′)P )
22(n+c)
· Tr ((Ei ⊗ Ej)(Du ⊗Dv)(Ei ⊗ Ej)(Du′ ⊗Dv′))
(a)
=
1
M
∑
Ei⊗Ej
∑
u,v
∑
Du⊗Dv
(Tr ((Du ⊗Dv)P ))2
22(n+c)
· Tr ((Ei ⊗ Ej)(Du ⊗Dv)(Ei ⊗ Ej)(Du′ ⊗Dv′))
=
M
2n+c
∑
u,v
∑
Du⊗Dv
(Tr ((Du ⊗Dv)P ))2
M2
·
∑
Ei
Tr (EiDuEiDu)
2n
∑
Ej
Tr (EjDvEjDv)
2c
(b)
=
M
2n+c
∑
u,v
Bu,vKi(u;n)Kj(v; c),
where (a) is because the trace of a nonidentity Pauli operator is zero. To prove (b), note that Tr (EiDuEiDu) /2n = 1 if Ei
and Du commute; and Tr (EiDuEiDu) /2n = 1, otherwise. The rest is simply to determine the number of Ei that commute
with Du.
7Eq. (20) is obtained by applying (7) twice to (19).
Definition 3. An ((n,M, d; c)) EA quantum code is called degenerate if its split weight enumerator Bi,0 > 0 for some
0 < i < d, and nondegenerate, otherwise.
Remark: The converse of Theorem 2 is not necessarily true; given two distributions {Bi,j} and {B⊥i,j} satisfying the
conditions 1), 2), 3), and 4) in Theorem 2, it may still be the case that no corresponding EA quantum code exists. In particular,
we will derive additional constraints for the case of EA stabilizer codes in Theorem 16 later.
Usually the existence of a code is shown by construction. The Gilbert-Varshamov bound provides a nonconstructive proof of
the existence of classical codes [13]. Next we will prove a Gilbert-Varshamov-type bound on the size of EA stabilizer codes2
for fixed n, d, c in Theorem 4. We start by defining three Pauli subgroups associated with an EA stabilizer code.
Let S ′ be an Abelian subgroup of Gn+c generated by
g′1 = g
A
1 ⊗ ZB1 , . . . , g′c = gAc ⊗ ZBc ,
h′1 = h
A
1 ⊗XB1 , . . . , h′c = hAc ⊗XBc ,
g′c+1 = g
A
c+1 ⊗ IB , . . . , g′n−k = gBn−k ⊗ IB ,
where ZBj , X
B
j ∈ Gc, gAj , hAj ∈ Gn, 0 ≤ c ≤ n− k, and gj and hj satisfy the commutation relations:
〈gi, gj〉Gn = 0 for i 6= j, (21)
〈hi, hj〉Gn = 0 for i 6= j, (22)
〈gi, hj〉Gn = 0 for i 6= j, (23)
〈gi, hi〉Gn = 1 for all i. (24)
(We say that gi and hi are symplectic partners.) Then S ′ defines an [[n, k, d; c]] EA stabilizer code C(S ′) by
{|ψ〉 ∈ C2n+c : g|ψ〉 = |ψ〉,∀g ∈ S ′}
of dimension 2k. We can introduce another 2k independent generators gAn−k+1⊗IB , . . . , gAn ⊗IB , hAn−k+1⊗IB , . . . , hAn ⊗IB ∈
Gn+c, where gj and hj also satisfy the commutation relations. Since these 2k generators commute with the stabilizers in S ′, they
operate on the logical level of the encoded states. Thus we define a logical subgroup L = 〈gn−k+1, . . . , gn, hn−k+1, . . . , hn〉.
Let SI = 〈gc+1, . . . , gn−k〉 ⊂ Gn be the isotropic subgroup, which is Abelian. Let SS = 〈g1, h1, . . . , gc, hc〉 ⊂ Gn be the
symplectic subgroup, which is non-Abelian. Since gihi = −higi, −I ∈ SS. Let S = {g1g2 : g1 ∈ SS, g2 ∈ SI} be the simplified
stabilizer group, which is non-Abelian. Since the elements in SS commute with the elements in SI, we can safely denote S
by the notation SS ×SI and similarly in the following. Then the minimum distance d of C(S ′) is the minimum weight of any
element in
S⊥ \ SI. (25)
Now we prove a Gilbert-Varshamov bound for EA stabilizer codes.
Theorem 4. There exists an [[n, k, d; c]] EA stabilizer code provided that
(
2n+k−c − 2n−k−c) d−1∑
j=0
(
n
j
)
3j ≤ 4n − 1.
As n becomes large, we have
R = 1 + ρ− δ log2 3−H2(δ),
where H2(x) = −x log2 x− (1− x) log2(1− x) is the binary entropy function.
Proof. The first part is similar to the proof of the Gilbert-Varshamov bound for quantum stabilizer codes [6], [39]. Let Nk be
the number of all [[n, k; c]] EA stabilizer codes. Let M denote the multiset⋃
S
S⊥ \ SI,
where the union is over all simplified stabilizer subgroups S = SS × SI of [[n, k; c]] EA stabilizer codes. For each S, there
are
(
2n+k−c − 2n−k−c) elements in S⊥ \ SI. Recall that the n-fold Clifford group is the set of unitary operators that preserve
the n-fold Pauli group Gn by conjugation. It is known that the n-fold Clifford group is transitive on Gn \ {I}. That is, for
2A similar result has been provided in [24], but the argument there was incomplete.
8E,F ∈ Gn \ {I}, there exists an n-fold Clifford operator U such that UEU† = F . If E ∈ S , then F ∈ USU†, where
USU† , {UgU† : g ∈ S}. Thus each nonidentity element E ∈ Gn appears
Nk · 2
n+k−c − 2n−k−c
4n − 1
times in M. Now we delete from M those S⊥ \ SI with at least one nonidentity element of weight less than d. At most
d−1∑
j=0
(
n
j
)
3j ·N · 2
n+k−c − 2n−k−c
4n − 1
S are removed from the union of M. If this number is smaller than Nk, there exists an [[n, k, d; c]] EA stabilizer code.
The second part is from Stirling’s approximation:
1
n
log2
(
n
d
)
= H2
(
d
n
)
+ o(1), (26)
where o(1) tends to 0 as n increases.
The Gilbert-Varshamov bound for EA stabilizer codes suggests that entanglement-assisted quantum codes may have higher
code dimension than codes without entanglement assistance for fixed n and d.
IV. UPPER BOUNDS FOR EA QUANTUM CODES
In this section, we will derive Delsarte’s algebraic linear programming bounds for general quantum codes with entanglement
assistance. We first derive the main theorem, similar to [15, Theorem 4] and [26, Theorem 3].
Theorem 5. Let Q be an ((n,M, d; c)) EA quantum code. Let
f(x, y) =
n∑
i=0
c∑
j=0
fi,jKi(x;n)Kj(y; c)
be a polynomial with nonnegative coefficients {fi,j} in the Krawtchouk expansion (15). Assume that
fi,0 > 0, for 0 ≤ i ≤ d− 1; (27)
f(x, y) ≤ 0, for x ≥ d or y ≥ 1. (28)
Then
M ≤ 1
2n+c
max
0≤l≤d−1
f(l, 0)
fl,0
.
If Q is nondegenerate, then
M ≤ 1
2n+c
f(0, 0)
f0,0
. (29)
Proof. Suppose Q is an ((n,M, d; c)) EA quantum code with split weight enumerators {Bi,j} and {B⊥i,j}. Then
2n+cM
d−1∑
i=0
fi,0Bi,0 ≤2n+cM
n∑
i=0
c∑
j=0
fi,jBi,j
(a)
= 2n+cM
n∑
i=0
c∑
j=0
fi,j · 1
2n+cM
n∑
u=0
c∑
v=0
B⊥u,vKi(u;n)Kj(v; c) =
n∑
u=0
c∑
v=0
B⊥u,vf(u, v)
=
d−1∑
i=0
B⊥i,0f(i, 0) +
n∑
i=d
B⊥i,0f(i, 0) +
n∑
i=0
c∑
j=1
B⊥i,jf(i, j)
(b)
≤
d−1∑
i=0
B⊥i,0f(i, 0) =
d−1∑
i=0
Bi,0f(i, 0),
where (a) is by (20) from Theorem 2; (b) follows from assumption (28). The last equality is by (18) from Theorem 2. Thus
M ≤ 1
2n+c
∑d−1
i=0 Bi,0f(i, 0)∑d−1
l=0 fl,0Bl,0
≤ 1
2n+c
max
0≤l≤d−1
f(l, 0)
fl,0
.
If Q is nondegenerate, we have its split weight enumerator Bi,0 = 0 for 0 < i < d. Using this additional constraint in the
above proof, we have (29).
9It remains to find good polynomials f(x, y) that satisfy (27) and (28).
A. Singleton Bound for EA Quantum Codes
The Singleton bound for EA stabilizer codes was proposed in [18], which is obtained by an information-theoretical
approach [40]. Herein we prove a Singleton bound for EA quantum codes. Our bound applies to nonadditive EA quantum
codes as well, and is thus more general than the one in [18].
Theorem 6. For an ((n,M, d; c)) EA quantum code Q, if d ≤ (n+ 2)/2, then
M ≤ 2n+c−2(d−1).
If Q is nondegenerate, the bound holds for any d.
Proof. Let
f(x, y) = 4n−d+1
n∏
i=d
(
1− x
i
)
· 4c
c∏
j=1
(y − j) = 4n+c−d+1
(
n−x
n−d+1
)(
n
d−1
) c∏
j=1
(y − j). (30)
From (15), (7), and (9), after some calculation, we have
fi,j =
(
n−i
d−1
)(
n
d−1
) ≥ 0.
It can be easily checked that fi,0 > 0 for 0 ≤ i ≤ d− 1 and f(x, y) = 0 if x ≥ d or y ≥ 1. Also f(0, 0)/f0,0 ≥ f(i, 0)/fi,0
for 1 ≤ i ≤ d− 1 if d ≤ (n+ 2)/2. Thus by Theorem 5, we have M ≤ 12n+c f(0,0)f0,0 = 2n+c−2(d−1).
The assumption d ≤ (n + 2)/2 is reasonable for quantum codes [15] because of the no-cloning theorem [41]; however,
entanglement can increase the error-correcting ability of quantum codes as Grassl has proposed a construction of EA stabilizer
codes with d > (n+ 2)/2 [42].
The argument used in [18] does not generalize to this case of d > (n+ 2)/2. Also, the polynomial f(x, y) in Eq. (30) does
not work for d > n+22 since fl,0 =
(n−ld−1)
( nd−1)
= 0 if n − l < d − 1, which will lead to a trivial upper bound M < ∞. To solve
this problem, a possible way is to introduce another polynomial h(x, y) , f(x, y) + g(x, y) such that gl,0 > 0 for those l with
fl,0 = 0. A candidate is
ga(x, y) = 4a
n∏
i=1
(x− i)
c∏
j=1
(y − j)
with coefficient
gax,y = 4
a−n−c
in the Krawtchouk expansion, where a is some real number chosen appropriately. Apparently, we can apply Theorem 5 with
polynomial ga(x, y) and obtain another trivial bound
M ≤ 2n+c.
Now define
ha(x, y) = f(x, y) + ga(x, y)
with coefficient
hax,y = fx,y + g
a
x,y.
By linearity, we can apply Theorem 5 with ha(x, y). Optimizing over appropriate real numbers a, we have the following
theorem.
Theorem 7. (Refined Singleton Bound) For an ((n,M, d; c)) EA quantum code Q, then
M ≤ 1
2n+c
min
{
max
0≤l≤d−1
f(l, 0)
fl,0
, min
0≤a≤n+c
max
0≤l≤d−1
ha(l, 0)
hal,0
}
.
Note that the range 0 ≤ a ≤ n+ c can be enlarged.
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The smallest EA quantum code with d > (n + 2)/2 in [42] has parameters [[9, 1, 6; 1]]. Applying this theorem with
n = 9, d = 6, c = 1, and optimizing over a from 0 to 10 with increment 0.001, we have
M ≤ 3.73 · · · .
Therefore, the [[9, 1, 6; 1]] EA quantum code is optimal.
Remark: The refined Singleton bound for EA quantum codes in Theorem 7 is not monotonic in d, while it appears to be
monotonic in c. For n = 9, d = 7, c = 1, we have M ≤ 5.63; for n = 9, d = 8, c = 1, we have M ≤ 5.18. Thus the quest for
a good general bound remains open. It is our future direction to find suitable auxiliary polynomials.
B. Hamming Bounds for EA Quantum Codes
It is known that a nondegenerate [[n, k, d; c]] EA stabilizer code satisfies the EA Hamming bound [43], [44]. Herein we
derive a Hamming bound for general EA quantum codes.
Theorem 8. For an unrestricted (nondegenerate or degenerate) ((n,M, d; c)) EA quantum code Q,
M ≤ 2n+c max
0≤l≤d−1
∑t
i=0
∑t
j=0
∑n−l
r=0 α(l, i, j, r)(∑t
i=0Ki(l;n)
)2 , (31)
where t = bd−12 c and α(l, i, j, r) is defined in (13).
If Q is nondegenerate,
M
t∑
j=0
3j
(
n
j
)
≤ 2n+c. (32)
Proof. Let fHl,j = F
H
l , where
FHl =
(
t∑
i=0
Ki(l;n)
)2
. (33)
Using (7) and (12), one can show that
fH(x, y) = 4n+c
t∑
i=0
t∑
j=0
n−x∑
r=0
α(x, i, j, r)
is the polynomial with coefficients fHl,j in the Krawtchouk expansion. It can be checked easily that f
H(x, y) = 0 if x ≥ d or
y ≥ 1. Thus we can apply Theorem 5.
For degenerate ((n,M, d; c)) EA quantum codes, (31) and (32) coincide if max0≤l≤d−1
fH(l,0)
fHl,0
is achieved at l = 0. The
region of n, d where the quantum Hamming bound holds for degenerate quantum stabilizer codes has been discussed in [45],
[26]. So far, there is no evidence of degenerate quantum codes that violate the nondegenerate Hamming bound (32). The same
analysis can be considered here. Note that for fixed n, d, the value of l that maximizes f
H(l,0)
fHl,0
does not depend on c. In Fig. 1,
we plot the degenerate and nondegenerate Hamming bounds at d = 9 and c = 3. The two bounds coincide after n = 19. We
have observed similar behaviors for several values of d and t. Thus we have the following conjecture:
Conjecture 9. The nondegenerate Hamming bound (32) holds for degenerate ((n,M, d; c)) EA quantum codes for n ≥ N(t),
where N(t) does not depend on c.
The first few values of N(t) are listed in Table I. Similar results have been observed for data-syndrome codes [26].
t 2 3 4 5 6 7 8 9 10
N(t) 9 14 19 24 30 35 40 46 51
TABLE I: Values of N(t) for 2 ≤ t ≤ 10.
Recall that Theorem 4 suggests that M can be larger by introducing entanglement assistance. Also the degenerate and
nondegenerate Hamming bounds diverge at low code rate from the above discussion. Consequently, it is likely that EA
quantum codes violate the nondegenerate Hamming bound, as evidences have been provided in [46]: A family of degenerate
[[n = 4t, 1, 2t+ 1; 1]] EA stabilizer codes for t ≥ 2 has been constructed, which violate (32).
On the other hand, the nondegenerate Hamming bound is valid for quantum codes in the asymptotic case for δ = d/n <
1/3 [15], and similarly for EA quantum codes. Then applying (26) to (32), we have the following corollary.
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Fig. 1: Plots of the degenerate and nondegenerate Hamming bounds at d = 9 and c = 3.
Corollary 10. For any ((n,M, d; c)) EA quantum code with large n,
log2M
n
≤ 1 + ρ− δ
2
log2 3−H2(
δ
2
) + o(1),
where ρ = c/n and δ = d/n < 1/3.
By introducing entanglement assistance, distance can be increased [47]. Again consider the family of [[n = 4t, 1, 2t+ 1; 1]]
EA stabilizer codes. These codes have relative distance δ = 0.5, which is beyond the working region of the Hamming bound.
C. The First Linear Programming Bound for EA Quantum Codes
The following polynomial is used to prove the first linear programming bound of classical binary or nonbinary codes [48],
[38], [37] and also quantum codes [15]
F (x) =
1
a− x (Kt+1(x;n)Kt(a;n)− Kt(x;n)Kt+1(a;n))
2 (34)
for some suitable a. Herein we will first discuss the LP-1 bound for quantum codes of finite lengths. It is straightforward to
generalize the results to EA quantum codes by choosing f(x, y) = 4cF (x)
∏c
j=1(y − j) and fj,l = Fj . In particular, we will
show that the LP-1 bound is better than the Hamming bound for large d/n.
1) LP-1 bound for quantum codes of finite lengths:
Theorem 11. For an unrestricted (nondegenerate or degenerate) ((n,M, d; c)) EA quantum code Q,
M ≤ 1
2n−c
max
0≤l≤d−1
F (l)
Fj
, (35)
where F (x) is defined in (34) with t = bd−12 c. If Q is nondegenerate,
M ≤ 1
2n−c
(
3t+1
(
n
t+1
)
Kt(a)− 3t
(
n
t
)
Kt+1(a)
)2
aF0
. (36)
Proof. By the Christoffel-Darboux formula (10),
F (x) =
4 · 3t
t+ 1
(
n
t
)
{Kt+1(x)Kt(a)−Kt(x)Kt+1(a)}
t∑
i=0
Ki(x)Ki(a)
3i
(
n
i
)
=
4 · 3t
t+ 1
(
n
t
)(
Kt(a)
t∑
i=0
Ki(a)
3i
(
n
i
)Kt+1(x)Ki(x)−Kt+1(a) t∑
i=0
Ki(a)
3i
(
n
i
)Kt(x)Ki(x)) .
Using (12) we obtain
F (x)
c∏
j=1
(y − j) = 4c
n∑
j=0
FjKj(x),
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with
Fj =
4 · 3t
t+ 1
(
n
t
)(
Kt(a)
t∑
i=0
Ki(a)
3i
(
n
i
) n−j∑
s=0
α(j, t+ 1, i, s) −Kt+1(a)
t∑
i=0
Ki(a)
3i
(
n
i
) n−j∑
s=0
α(j, t, i, s)
)
. (37)
From (37) it follows that by choosing appropriate a ∈ (rt+1, rt), we can guarantee that Fj ≥ 0. Then we can apply
Theorem 5 with f(x, y) = 4cF (x)
∏c
j=1(y − j) and fj,l = Fj .
Even for small values of n we have to manipulate by very large numbers during computation of the bound
max
0≤j≤d−1
F (j)/Fj .
The values of Krawtchouk polynomials and binomial coefficients in (37) grow very rapidly with n. Though packages like Maple
and Mathematica allow one to operate with very large numbers by increasing the precision of computations, straightforward
computations of F (j) and Fj are getting very slow even at relatively small n. The following simple tricks allow to speed up
Maple computations significantly.
First, the analysis of (37) shows the limits of summations can be computed more accurately, leading to the equation:
Fj =
4 · 3t
t+ 1
(
n
t
)Kt(a) t∑
i=0
Ki(a)
3i
(
n
i
) min{n−j,(t+i+1−j)/2}∑
s=max{0,(t+i+1−2j)/2,t+1−j}
α(j, t+ 1, i, s)
−Kt+1(a)
t∑
i=0
Ki(a)
3i
(
n
i
) min{n−j,(t+i−j)/2}∑
s=max{0,(t+i−2j)/2,t+1−j}
α(j, t, i, s)
 . (38)
Second, in (38) the two summations over s do not depend on a. So, for given j and i, we can pre-compute and reuse them
for getting Fj for different values of a.
Third, computation of Kt(x) according to (11) is much faster than according to (6).
To get a good bound for a particular value of n, we have to optimize the choice of parameters t and a in (34). The following
procedure is used:
1. Find the smallest t such that rt < d. In order of doing this, we start with t0 = 3n4 − d2 − 12
√
3d(n− d) and increase t until
Kt(d) < 0.
2. Find rt and rt+1.
3. Find
aopt = arg min
a∈(rt+1,rt)
max
0≤j≤d−1
F (j)
Fj
. (39)
For example, for n = 50 and d = 15, we have t = 15 and rt+1 ≈ 13.543, rt ≈ 14.510. The behavior of max0≤j≤d−1 F (j)/Fj
as a function of a is shown in Fig. 2. In all our computations this function was convex. So, we conjecture that this is always
the case.
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Fig. 2: maxj F (j)/Fj as a function of parameter a for n = 50 and d = 15
The analysis of (37) shows that if we fix n and start increasing d, then at a certain moment we will have Fj = 0 for some
j ≤ d − 1. For instance, for n = 30 this happens when d ≥ 15 and for n = 60 this happens for d ≥ 25. To overcome this
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problem one may try to choose larger t so that it is not the first t for which rt < d. We leave this possibility, however, for
future work. In this work we assume that if Fj = 0, j < d, then LP-1 bound is not applicable.
In the asymptotic regime, for sufficiently large δ = d/n, the LP-1 bound is better than the Hamming bound. Similarly, the
LP-1 bound improves the Hamming bound for codes of finite length. In Fig. 3, we show bounds on the code rate R, which
is defined as
R =
log2M
n
≤ log2
(
max
0≤j≤d−1
F (j)
Fj
)
− 1 + ρ,
where ρ = c/n and F (j) is either the LP-1 polynomial defined in (34) or the Hamming polynomial defined in (33). In this
figure, we have ρ = 0 and n = 1000.
Fig. 3: The LP-1 and Hamming Upper Bounds for n = 1000, ρ = 0 and d = 200, . . . , 350.
One can see that for large values of d, the LP-1 bound visibly improves the Hamming bound.
2) LP-1 bound for large values of n: Packages like Maple and Mathematica allow one to increase the precision of
computations over real numbers by increasing the number of digits for representing real numbers. For example, in Maple
the precision can be increased by assigning larger values to the system variable DIGITS (its default value is 10). For large
values of n, however, the needed precision becomes overwhelming.
To overcome the above problem, we can compute LP-1 bound using only integers as follows. When n grows, the roots rt+1
and rt are getting closer and closer to each other. Numerical computations show that choosing a such that Kt(a) = −Kt+1(a)
in this case, we get a value very close to aopt defined in (39). Let us denote this a by a∗. Then we have
F (j) =
1
a∗ − xKt(a
∗)2 {Kt+1(j)−Kt(j)}2 .
Next we lower bound Fj by using only the term with i = t in (38):
Fj ≥F (low.bnd.)j = Kt(a∗)2
4
t+ 1
 min{n−j,(2t+1−j)/2}∑
s=max{0,(2t+1−2j)/2,t+1−j}
α(j, t+ 1, t, s) +
min{n−j,(2t−j)/2}∑
s=max{0,(2t−2j)/2,t+1−j}
α(j, t, t, s)

,Kt(a∗)2
4
t+ 1
· cj . (40)
Finally, we find the largest integer a′ < d such that Kt+1(a′) > 0. Since a∗ lies somewhere between rt+1 and rt, we have
a′ ≤ a∗. Hence using a′ in the denominator of (34), we make our LP-1 bound larger (worse).
Summarizing these arguments, we obtain that for the optimal LP-1 polynomial F (j) (with aopt) we have
F (j)
Fj
≤ 1
a′ − j (Kt+1(j)−Kt(j))
2 · cj , (41)
where cj is defined in (40). During computation of (41) we need to operate only with integers, no operations over real numbers
are needed until the very end of computing:
log2( max
0≤j≤d−1
1
a′ − j {Kt+1(j)−Kt(j)}
2 · cj)− 1 + ρ.
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Thus we do not lose any precision in computations. Using this approach we obtained the results presented in Fig. 4 for ρ = 0.
We consider the case when the code length grows, but the ratio d/n = 0.3 is fixed. We again observed that starting with some
small value of n, LP-1 bound visibly improves the Hamming bound.
Fig. 4: LP-1 and Hamming Upper Bounds for code lengths n = 30, . . . , 1000, ρ = 0, and d = 0.3n.
3) Asymptotic case: Following the same procedure (see [15], for details), we can show that the conventional first linear
programming bound holds for EA quantum codes asymptotically.
Theorem 12. For any ((n,M, d; c)) EA quantum code Q with 0 ≤ δ ≤ 0.3152,
R ≤ρ− 1 +H2
(
3
4
− δ
2
− 1
2
√
3δ(1− δ)
)
+
(
3
4
− δ
2
− 1
2
√
3δ(1− δ)
)
log2 3 + o(1) (42)
for large n. If Q is nondegenerate, (42) holds for all δ.
Note that this upper bound differs from that for classical quaternary codes by a constant (ρ− 1).
Let us consider again the family of degenerate [[4t, 1, 2t+ 1; 1]] EA stabilizer codes. These codes have asymptotic R = 0,
ρ = 0, and δ = 0.5, which are beyond the working region of the first linear programming bound.
D. Bounds for Maximal-entanglement EA Stabilizer Codes
In this subsection we consider [[n, k, d; c = n − k]] maximal-entanglement EA stabilizer codes, where there is no degen-
eracy [23]. Lai et al. proved a Plotkin bound for maximal-entanglement EA stabilizer codes [24] and its asymptotic version
is:
δ ≤ 0.75 + o(1).
The asymptotic Gilbert-Varshamov bound, Singleton bound, Hamming bound, first linear programming bound are as follows:
R ≥1− δ
2
log2 3−
1
2
H2(δ),
R ≤1− δ,
R ≤1− δ
4
log2 3−
1
2
H2(
δ
2
) + o(1),
R ≤1
2
H2
(
3
4
− δ
2
− 1
2
√
3δ(1− δ)
)
+
1
2
(
3
4
− δ
2
− 1
2
√
3δ(1− δ)
)
log2 3 + o(1).
Thus we have shown that conventional bounds for classical quaternary codes hold for maximal-entanglement EA stabilizer
codes. These bounds are plotted in Fig. 5.
V. UPPER BOUNDS FOR QUANTUM STABILIZER CODES OF SMALL LENGTH
In the previous section we have introduced algebraic linear programming bounds for EA quantum codes. We will discuss
linear programming bounds on the minimum distance of EA stabilizer codes of small length. In particular, we find additional
constraints on a stabilizer group and its orthogonal group so that the linear programming bounds can be strengthened. A table
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Fig. 5: Plots of the Singleton bound, Hamming bound, first linear programming bound, and the Gilbert-Varshamov bound. The
x-axis ranges from 0 to 0.75 because of the Plotkin bound.
of upper and lower bounds for any maximal-entanglement EA stabilizer codes with length n up to 15 is given in [23]. However,
there are many “gaps” between the upper and lower bounds. We will improve that table in this section.
We would like to apply linear programming techniques to upper bound the minimum distance of EA stabilizer codes.
However, since S⊥ 6= SI, we cannot use a MacWilliams identity to connect the weight distributions of these two groups.
Observe that
(SS × SI)⊥ = L × SI (43)
and
S⊥I = L × SS × SI. (44)
In [24], [23], these two dualities are considered to obtain the linear programming bounds on the minimum distance of small
EA stabilizer codes.
Interestingly, the split weight enumerators {Bi,j} and {B⊥i,j} of EA quantum codes defined in (16), (17) have enough
information for our linear programming problem. Let S ′S = 〈g′1, h′1, . . . , g′c, h′c〉, S ′I = 〈g′c+1, . . . , g′n−k〉, and L′ = {gA ⊗ IB :
g ∈ L}. Define
Ai,j = |{E1 ⊗ E2 ∈ S ′S × S ′I : E1 ∈ Gn,wt (E1) = i, E2 ∈ Gc,wt (E2) = j}|, (45)
A⊥i,j = |{E1 ⊗ E2 ∈ L′ × S ′S × S ′I : E1 ∈ Gn,wt (E1) = i, E2 ∈ Gc,wt (E2) = j}|. (46)
Observe that Bi,j = Ai,j and B⊥i,j = A
⊥
i,j in the case of EA stabilizer codes. Thus we have the following corollary.
Corollary 13. Suppose Q is an [[n, k, d; c]] EA stabilizer code with stabilizer group S ′S × S ′I . Let {Ai,j} and {A⊥i,j} be the
split weight distributions of S ′S × S ′I and (S ′S × S ′I )⊥, respectively. Then
A⊥i,j =
1
2n+c−k
n∑
u=0
c∑
v=0
Au,vKi(u;n)Kj(v; c).
Furthermore, the weight distribution of SI is {Ai,0} and the weight distribution of S⊥ is {A⊥i,0}. Since the minimum distance
of C(S ′) is d, we have
Ai,0 = A
⊥
i,0, i = 1, . . . , d− 1;A⊥d,0 > Ad,0. (47)
Now we can build a linear program with variables Ai,j , A⊥i,j and constraints from Corollary 13 and (47). The least d such that
this linear program has no feasible solution is an upper bound on the minimum distance for given n, k, c, and this is called
the linear programming bound on the minimum distance of [[n, k; c]] EA stabilizer codes. The resulting linear programming
bound is at least as tight as the one from (43) and (44) used in [24], [23], since this linear program has more constraints and
variables.
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A. Additional Constraints on the Weight Enumerator Associated with an Non-Abelian Pauli Subgroup
Rains introduced the idea of shadow enumerators to obtain additional constraints in the linear program of quantum codes [27].
The shadow Sh(V) of a group V(⊆ Gn) is the set
{E ∈ Gn : 〈E, g〉Gn = wt (g) mod 2, ∀g ∈ V}.
If V is Abelian, Rains showed that
WSh(V)(x, y) =
1
|V|WV(x+ 3y, y − x), (48)
where WV(x, y) and WSh(V)(x, y) are the weight enumerators of V and Sh(V), respectively [27]. For an EA stabilizer code,
the isotropic subgroup SI is Abelian. Thus
WSh(SI)(x, y) =
1
|SI|WSI(x+ 3y, y − x).
Recall that {Ai,0} is the weight distribution of SI. This implies
n∑
w′=0
(−1)w′Aw′,0Kw(w′;n) ≥ 0, i = 0, . . . , n. (49)
However, the situation is more complicated when V is not Abelian, which is the case of the simplified stabilizer group
S = SS × SI and its orthogonal group. Herein we derive additional constraints for an non-Abelian Pauli subgroup.
Suppose V ⊂ Gn is non-Abelian and V can be decomposed as V = VS × VI, where VS = 〈g1, h1, . . . , gc, hc〉 and VI =
〈gc+1, . . . , gc+r〉 for some c such that the commutation relations (21)-(24) hold [49]. We categorize different V’s into the
following three types:
I. All the generators of V are of even weight.
II. wt (gc+1) is odd and all the other generators of VI and VS are of even weight.
III. wt (g1) and wt (h1) are odd and all the other generators of VS and VI are of even weight.
For convenience, we have the following lemma, which can be easily verified.
Lemma 14. For g, h ∈ Gn,
wt (gh) ≡ wt (g) + wt (h) + 〈g, h〉Gn mod 2.
This lemma shows that the weight of the product of two operators depends on their inner product.
Lemma 15. Suppose V = VS ×VI, where VS = 〈g1, h1, . . . , gc, hc〉 and VI = 〈gc+1, . . . , gc+r〉 for some c such that (21)-(24)
hold. Then the generators are of type I, II, or III.
Proof. Suppose VI contains some elements of odd weight, say gc+1 without loss of generality. If gj or hj is of odd weight
for j 6= c+ 1, it is replaced by gjgc+1 or hjgc+1, which is of even weight by (21), (23), and Lemma 14. Eqs. (21)-(24) hold
for the new set of generators. This is type II.
Next, suppose VI contains no elements of odd weight. Consider the generators of VS. We know that VS has some elements
of odd weight, because one of g1, h1, and g1h1 must be of odd weight. Assume g1 is of odd weight without loss of generality.
If gi is of odd weight for i = 2, . . . , c, we replace it with gigc+1, which is of even weight by (21) and Lemma 14. Notice
that h1 has to be replaced by h1hi at the same time to maintain the commutation relation in (23). Thus wt (g1) is odd and
wt (g2) , . . . ,wt (gc) are even. If hi has odd weight for i = 2, . . . , c, we replace it with hig1, which is of even weight by (22)
and Lemma 14. Similarly, h1 has to be replaced by h1gi to maintain the commutation relation in (22). Therefore, we can
assume h2, . . . , hc are of even weight.
It remains to check whether h1 is of odd weight or not. If wt (h1) is odd, this is type III. If wt (h1) is even, we replace g1
with g1h1, which is of even weight by Eq. (24) and Lemma 14. This case is type I.
Suppose V ⊂ Gn is generated by c pairs of symplectic partners and r isotropic generators of type i. Let N eveni (c, r) and
N oddi (c, r) be the number of elements in V of even and odd weight, respectively. Below we derive formulas for these two
numbers for the three types of generators in Lemma 15.
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Theorem 16. For c, r ≥ 0,
N evenI (c, r) = 2
r−1(4c + 2c),
N oddI (c, r) = 2
r−1(4c − 2c),
N evenIII (c, r) = 2
r−1(4c − 2c),
N oddIII (c, r) = 2
r−1(4c + 2c).
For c ≥ 0 and r > 0,
N evenII (c, r) = N
odd
II (c, r) = 2
2c+r−1.
Proof. These formulas can be derived by recursion. We first consider the case of type I. It is obvious that N evenI (0, 0) = 1 and
N oddI (0, 0) = 0. (In this case, V is the trivial subgroup.) For c = 1, we have two generators g1 and h1 of even weight such that〈g1, h1〉Gn = 1. Thus wt (g1h1) ≡ wt (g1) + wt (h1) + 〈g1, h1〉Gn ≡ 1 mod 2. We have N evenI (1, 0) = 3 and N oddI (1, 0) = 1.
Since VI ⊆ V⊥S and the generators of VI are of even weight (hence every element of VI is of even weight), it follows that
N evenI (1, r) = 3 · 2r and N oddI (1, r) = 2r.
Let Sc denote a group generated by c pairs of symplectic partners. Now we add a new pair of symplectic partners g′ and h′
of even weight and g′, h′ ∈ S⊥c . An element E in the new group Sc+1 is of even weight if one of the following cases hold:
E ∈ Sc and wt (E) ≡ 0 mod 2 ; E = g′E′ for some E′ ∈ Sc and wt (E′) ≡ 0 mod 2 ; E = h′E′ for some E′ ∈ Sc and
wt (E′) ≡ 0 mod 2 ; or E = g′h′E′ for some E′ ∈ Sc and wt (E′) ≡ 1 mod 2. Therefore
N evenI (c+ 1, r) = 3N
even
I (c, r) +N
odd
I (c, r).
Similarly, we have
N oddI (c+ 1, r) = 3N
odd
I (c, r) +N
even
I (c, r).
Solving this system of two recursive equations, we have
N evenI (c, r) = 2
r−1(4c + 2c),
N oddI (c, r) = 2
r−1(4c − 2c).
We can find the formula for the generators of type III along the same lines.
Now we consider the case of type II for r > 0. Let Sc denote a group generated by c pairs of symplectic partners of even
weight. From above, we have N evenI (c, 0) and N
odd
I (c, 0). Now we add a new generator g ∈ S⊥c and wt (g) is odd. An element
E in the new group g × Sc is of even weight if one of the following two cases hold: E ∈ Sc and wt (E) ≡ 0 mod 2; or
E = gE′ for some E′ ∈ Sc and wt (E′) ≡ 1 mod 2. Thus
N evenII (c, 1) = N
even
II (c, 0) +N
odd
II (c, 0).
Similarly,
N oddII (c, 1) = N
even
II (c, 0) +N
odd
II (c, 0) = N
even
II (c, 1).
It implies N oddII (c, 1) = N
odd
II (c, 1) = 2
c. Therefore, we have
N evenII (c, r) = N
odd
II (c, r) = 2
2c+r−1.
These formulas serve as constraints on the weight distributions of subgroups that are Abelian or non-Abelian. Note that∣∣N eveni (c, 0)−N oddi (c, 0)∣∣ = 2c for i = I, III.
In the case of standard stabilizer codes, we have Abelian stabilizer group S and non-Abelian normalizer group S⊥. Thus
we have the following corollary.
Corollary 17. Suppose S is an Abelian subgroup of Gn with n−k generators. Let {Aj} and {A⊥j } be the weight distributions
of S and S⊥, respectively. Then one of the following three cases holds:
1.
∑
j:j even Aj = 2
n−k−1,
∑
j:j even A
⊥
j = 2
n+k−1;
2.
∑
j:j even Aj = 2
n−k,
∑
j:j even A
⊥
j = 2
n−k−1 (4k + 2k) ;
3.
∑
j:j even Aj = 2
n−k,
∑
j:j even A
⊥
j = 2
n−k−1 (4k − 2k) .
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B. Linear Program for EA Stabilizer Codes
Now we provide a linear program for EA stabilizer codes in this subsection. Let n, k, d, c be integers. Define integer variables
Ai,j , A
⊥
i,j , i = 0, . . . , n, j = 0, . . . , c.
The following constraints are from Theorem 2, Corollary 13, Eq. (49), and Theorem 16:
A0,0 = A
⊥
0,0 = 1, A
⊥
i,j ≥ Ai,j ≥ 0;
Ai,0 = A
⊥
i,0, i = 1, . . . , d− 1;A0,j = A⊥0,j = 0, j = 1, . . . , c;
n∑
w=0
Aw,0 = 2
n−k−c,
n∑
w=0
c∑
w′=0
Aw,w′ = 2
n−k+c,
n∑
w=0
A⊥w,0 = 2
n+k−c,
n∑
w=0
c∑
w′=0
A⊥w,w′ = 2
n+k+c;
A⊥i,j =
1
2n+c−k
n∑
u=0
c∑
v=0
Au,vKi(u;n)Kj(v; c);
n∑
w′=0
(−1)w′Aw′,0Kw(w′;n) ≥ 0, i = 0, . . . , n;
( ∑
w:even
∑
w′
Aw,w′ = N
even
i (c, n− k − c), for i = I or III,
∑
w:even
A⊥w,0 = N
even
i (k, n− k − c), for i = I or III,
∑
w:even
∑
w′
A⊥w,w′ = N
even
i (k + c, n− k − c), for i = I or III, and
∑
w:even
Aw,0 = 2
n−k−c
)
or
( ∑
w:even
∑
w′
Aw,w′ = N
even
II (c, n− k − c),
∑
w:even
A⊥w,0 = N
even
II (k, n− k − c),
∑
w:even
∑
w′
A⊥w,w′ = N
even
II (k + c, n− k − c), and
∑
w:even
Aw,0 = 2
n−k−c−1
)
.
If there is no solution to the integer program with variables Ai,j , A⊥i,j and the above constraints for given n, k, d, and c, then
there is no [[n, k, d; c]] EA stabilizer code.
We can introduce additional constraints from MacWilliams identities for general split weight enumerators [36]. In the
following, we use the notation in [36]. Let HG1 be the complex Hilbert space with an orthonormal basis |I〉, |X〉, |Y 〉, |Z〉.
Let HGn = H⊗nG1 . Then S ⊂ Gn has an exact weight generator
gES =
∑
g∈S
|g〉 ∈ HGn .
The MacWilliams identity says that
gES⊥ =
1
|S|F
⊗ngES , (50)
where F is the Fourier transform operator on HG1 and its matrix representation in the ordered basis |I〉, |X〉, |Y 〉, |Z〉 is
F =

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
 . (51)
Let γ : HGn → C be a linear functional. Then applying γ to (50), we have the MacWilliams identities for general split weight
enumerators defined by γ. (See [36] for more details.) For example, let
γH(x, y) = x〈I|+
∑
α∈{X,Y,Z}
y〈α|,
where x, y ∈ C. Then the general Hamming weight enumerator of S and its MacWilliams identity are defined by γ⊗nH (x, y).
The split weight enumerators (45), (46) are defined by γ⊗nH (x, y)⊗ γ⊗cH (u, v).
In general, an arbitrary γ and its induced MacWilliams identity will lead to more constraints on the coefficients of S and
S⊥. However, these general split weight enumerators usually introduce too many variables to solve in a computer program.
If we know more about a stabilizer group, we can design an effective γ. In [7], the idea of refined weight enumerator is
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introduced when S is known to have an element of weight u. Let
γre(y0, y1, y2) = y0〈I|+ y1〈X|+
∑
α∈{Y,Z}
y2〈α|.
Then a refined weight enumerator is defined as
γ⊗n−uH (x0, x1)⊗ γ⊗ure (y0, y1, y2)gES =
∑
i,j,l
Ai,j,lx
n−u−i
0 x
i
1y
u−j−l
0 y
j
1y
l
2. (52)
Suppose {Ai} is the weight distribution of S. Then
Aw =
∑
i,j,l:i+j+l=w
Ai,j,l.
Without loss of generality, we may assume S has the element I⊗n−u ⊗X⊗u of weight u. Since S is Abelian, we must have
Ai,j,l = 0 for l 6= 0 mod 2. Similar constraints can be found for the distribution A⊥i,j,l of S⊥. From (50), we have additional
constraints from the MacWilliams identities on Ai,j,l and A⊥i,j,l.
Next we use Mathematica [50] to see if the integer program has a feasible solution for some parameters. Since Mathematica
is a symbolic manipulation program, the results are reliable.
Example 1. (Nonexistence of [[27,15,5]] quantum codes.) In the case of c = 0, SS is trivial and it reduces to the case of
standard stabilizer codes. Solving the linear program for stabilizer codes [7] with additional constraints from Corollary 17,
we found that a [[27, 15, 5]] stabilizer code, if it exists, must have S⊥ generated by type III generators and the only possible
weight distribution of S is
A0 = 1, A16 = 81, A18 = 1800, A22 = 1944, A24 = 270,
and Aw = 0, otherwise.
Using refined weight enumerators with respect to u = 24, we have additional constraints from the MacWilliams identities
for the refined weight enumerators, which produce a linear program with no feasible solution. Thus we improved the quantum
code table at n = 27, k = 15 [51].
Example 2. (Nonexistence of [[28,14,6]] quantum codes.) We found that a [[28, 14, 6]] stabilizer code, if it exists, must have
S⊥ generated by type I generators and the only possible weight distribution of S is
A0 = 1, A16 = 189, A18 = 5040, A22 = 9072, A24 = 1890, A28 = 192,
and Aw = 0, otherwise. This implies that a [[28, 14, 6]] code must be nondegenerate. By the propagation rule that the existence
of a nondegenerate [[n, k, d]] code implies the existence of an [[n − 1, k + 1, d − 1]] code [7, Theorem 6], if we have a
nondegenerate [[28, 14, 6]] code, there is a [[27, 15, 5]] code. However, the existence of a [[27, 15, 5]] code has been excluded
in Example 1. Thus there is no [[28, 14, 6]] code.
Example 3. Similarly, a [[23, 1, 9]] stabilizer code, if it exists, must have S⊥ generated by type III generators and the only
possible weight distribution of S is
A0 = 1, A10 = 10626, A12 = 78246, A14 = 478170, A16 = 1245519, A18 = 1562022, A20 = 733194, A22 = 86526
and Aw = 0, otherwise. Unfortunately, we do not know how to exclude these possibilities. Some other techniques are needed.
We also found that several quantum codes, such as the parameters [[14, 3, 5]], [[17, 3, 6]], [[17, 6, 5]], [[19, 5, 6]], [[21, 7, 6]],
[[23, 3, 8]] and so on, must have S⊥ with generators of type II, if they exist.
Next we consider maximal-entanglement EA stabilizer codes, where SI is trivial, in the following example.
Example 4. Solving the integer program, we eliminate the existence of [[4, 2, 3; 2]], [[5, 3, 3; 2]], [[5, 2, 4; 3]], [[6, 3, 4; 3]],
[[9, 2, 7; 7]], [[10, 2, 8; 8]], [[10, 3, 7; 7]], [[11, 3, 8; 8]], [[14, 2, 11; 12]], [[14, 3, 10; 11]], [[15, 2, 12; 13]], [[15, 3, 11; 12]], [[15, 8, 7; 7]],
[[15, 9, 6; 6]],[[16, 4, 11; 12]], [[17, 4, 12; 13]],[[20, 3, 15; 17]] EA stabilizer codes. The constraints from Theorem 16 are effective
in the case of maximal-entanglement EA stabilizer codes.
C. Nonexistence of [[5, 3, 3; 2]], [[4, 2, 3; 2]], [[5, 2, 4; 3]], and [[6, 3, 4; 3]] EA stabilizer Codes
A general method to prove or disprove the existence of a code of certain parameters is to use computer search over all
possibilities. It is applicable when the search space is small. Here we consider a general form of the check matrix of quantum
codes and use computer search to rule out the existence of some small EA stabilizer codes.
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The parity-check matrix corresponding to a simplified stabilizer group S = 〈g1, . . . , gn−k, h1, . . . , hc〉 is defined as
H =

τ(g1)
...
τ(gn−k)
τ(h1)
...
τ(hc)

with rank
(
HΛ2nH
T
)
= 2c [52], where the superscript T means transpose and Λ2n =
[
0n×n In
In 0n×n
]
. Recall that τ : Gn →
Z2n2 is defined in (2).
Theorem 2 in Ref. [53] states that a check matrix of a nondegenerate [[n, k, d; c]] code can be transformed into a standard
form H =
 Is A D 00 C Is B
0 E 0 F
, where Is is the s × s identity matrix and s ≥ d − 1. Since a maximal-entanglement EA
stabilizer code is nondegenerate, we can construct a check matrix in that form. The check matrix of an [[5, 3, 3; 2]] code, if it
exists, can be written as
H = [HX |HZ ] =

1 0 ∗ ∗ ∗ 0 0 ∗ ∗ ∗
0 1 ∗ ∗ ∗ 0 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗ 1 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗ 0 1 ∗ ∗ ∗
 ,
where a “ ∗ ” can be 0 or 1. The error syndromes of single-qubit Pauli errors Xi and Zj are the i-th column and j-th column
of HX and HZ , respectively. If the syndromes of Xi and Zi are sxi , and s
z
i , respectively, then the syndrome of Yi is s
x
i + s
z
i .
Our goal is to fill in the missing columns such that rank(HΛHT ) = 4 and each single-qubit Pauli error has a unique error
syndrome, since the minimum distance is three [54].
Let the integer number corresponding to a column vector [a0 a1 a2 a3]T be
∑3
i=0 a02
3−i. The columns 8, 4, 2, and 1 have
appeared in the above standard form, and hence so have the columns 10 and 5 (the syndromes of Y1 and Y2). The remaining
candidates are 3, 6, 7, 9, 11, 12, 13, 14, and 15. We group these columns as follows:
G1 : 3, 12, 15; G2 : 3, 13, 14; G3 : 6, 9, 15;
G4 : 6, 11, 13; G5 : 7, 9, 14; G6 : 7, 11, 12.
The three columns in any one of the six groups are candidates of the syndromes of Xi, Zi, and Yi for a fixed i. We further
divide these six groups into two non-overlapping sets: S1 = {G1, G4, G5} and S2 = {G2, G3, G6}. To fill in the missing
columns of H , we first choose a set Sj , and then choose two columns from each of the three groups in Sj . Consequently, the
total number of candidates for H is
2× (
(
3
2
)
× 2!)3 = 432.
We verified that none of them has rank(HΛHT ) = 4. Hence there is no [[5, 3, 3; 2]] EA stabilizer code.
The same technique shows that there are no [[4, 2, 3; 2]], [[5, 2, 4; 3]], or [[6, 3, 4; 3]] EA stabilizer codes.
D. Nonexistence of other EA stabilizer Codes
A maximal-entanglement EA code can also be uniquely defined by a logical group L. Like the check matrix, we can define
a logical matrix L corresponding to L with
rank(LΛ2nLT ) = 2k.
Thus maximal-entanglement EA codes are a special case of classical additive quaternary code [7], [47].
Lemma 18. An upper bound on the minimum distance of a classical (n, 22k) additive quaternary code is an upper bound on
the minimum distance of an [[n, k;n− k]] EA stabilizer code.
A table of upper bounds on the minimum distance of additive quaternary codes for length n ≤ 13 is given in [55], [56].
From that table, we learn that there are no [[11, 4, 7; 7]], [[12, 5, 7; 7]], [[12, 7, 5; 5]], [[13, 6, 7; 7]], [[13, 7, 6; 6]], or [[13, 8, 5; 5]]
EA stabilizer codes. As pointed out in [28], there is no [[15, 5, 9; 10]] EA stabilizer code since there is no (15, 210, 9) additive
quaternary code [57].
Lemma 19. An upper bound on the minimum distance of a classical (n, 22k) additive quaternary code is an upper bound on
the minimum distance of an (n + 1, 22(k+1)) additive quaternary code, and hence an upper bound on the minimum distance
of an [[n+ 1, k + 1;n− k]] EA stabilizer code.
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n\k 1 2 3 4 5 6 7 8 9
3 3 2
4 3 2 1
5 5 3 2 2
6 5 4 3 2 1
7 7 5 4 3 2 2
8 7 6 5 4 3 2 1
9 9 6 6 5 4 3 2 2
10 9 7 6 6 5 4 3 2 1
11 11 8 7 6 6 5 4 3 2
12 11 9 8 7 6 5-6 4 4 3
13 13 10 9 8 7 6 5 4 4
14 13 10 9 8 7-8 6-7 6 5 4
15 15 11 10 9-10 8 7-8 6-7 6 5
16 15 12 11 10 9 8 7-8 6-7 6
17 17 13 12 11 9-10 8-9 7-8 7-8 6-7
18 17 14 13 11-12 10-11 9-10 8-9 8-9 7-8
19 19 14 13-14 12-13 11 10-11 8-9 8-9 8
20 19 15 14 13 12 11-12 9-10 8-10 8-9
n\k 10 11 12 13 14 15 16 17 18
11 2
12 2 1
13 3 2 2
14 4 3 2 1
15 4 4 3 2 2
16 5 4 4 3 2 1
17 6 5 4 3-4 3 2 2
18 6-7 5-6 5 4 3 3 2 1
19 7 6-7 5-6 5 4 3 3 2 2
20 7-8 6-7 6-7 5-6 5 4 3 2 2
TABLE II: Upper and lower bounds on the minimum distance of any [[n, k, d;n − k]] maximal-entanglement EA stabilizer
codes.
Lemma 19 is because that an (n+ 1, 22(k+1)) code has the same number of parity checks as an (n, 22k) code. Hence there
are no [[14, 7, 7; 7]], [[14, 8, 6; 6]], or [[14, 9, 5; 5]] EA stabilizer codes.
E. Existence of other EA stabilizer Codes
We say an [[n, k, d; c]] EA stabilizer code is optimal if d achieves any upper bound on the minimum distance for fixed
n, k, c. By constructing check matrices as in the proof of nonexistence of [[5, 2, 4; 3]] EA stabilizer codes in Subsec. V-C, we
found optimal EA stabilizer codes with the following parameters: [[10, 5, 5; 5]], [[11, 7, 4; 4]], [[15, 12, 3; 3]], and [[15, 11, 4; 4]].
By the EA stabilizer code construction in [18], the [9, 4, 5] linear quaternary code can be transformed into a [[9, 4, 5; 5]]
EA stabilizer code, which is optimal. In the same way, we obtain the following EA stabilizer codes: [[9, 5, 4; 4]], [[10, 4, 6; 6]],
[[11, 6, 5; 5]], [[11, 5, 6; 6]], [[11, 4, 6; 7]], [[12, 8, 4; 4]], [[12, 5, 6; 7]], [[12, 2, 9; 10]], [[13, 2, 10; 11]], [[13, 6, 6; 7]], [[14, 7, 6; 7]],
and [[14, 8, 5; 6]]. A [[14, 6, 6; 8]] follows naturally. By deleting the fourth column and the 18-th column of the check matrix of
the [[14, 8, 5; 6]] code, we obtain a [[13, 7, 5; 6]] EA stabilizer code. From the [12, 6, 6] linear quaternary code, we can obtain
a [[12, 5, 6; 5]] EA stabilizer code. By adding two more ebits, we obtain a [[12, 5, 6; 7]] EA stabilizer code.
Using the circulant construction in [47], we found an optimal [[11, 3, 7; 8]] EA stabilizer code. We also obtained a [[15, 5, 8; 10]]
and a [[15, 6, 7; 9]] EA stabilizer code, which improves the lower bounds on minimum distance for fixed n, k, c.
Finally, several optimal maximal-entanglement EA stabilizer codes have been constructed from classical quaternary zero-
radical codes in [28].
The existence of these codes demonstrate that the corresponding linear programming bounds are tight.
F. Table of Lower and Upper Bounds on the Minimum Distance of Maximal-Entanglement EA stabilizer Codes
Combining the results in the previous subsections, we improved the table of lower and upper bounds on the minimum
distance of maximal-entanglement EA stabilizer codes for n ≤ 20 ([23], [28]) in Table II.
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VI. DISCUSSION
We have discussed general EA quantum codes, including nonadditive codes, and proposed their algebraic linear programming
bounds, including Singleton-type, Hamming-type, and the first-linear-programming-type bounds. The degenerate and nonde-
generate bounds differ for some δ when degeneracy exists. It is known that degenerate EA stabilizer codes can violate the
(nondegenerate) Hamming bound. Can we construct such a family of EA stabilizer codes with R > 0? Another interesting
question is: are there families of degenerate [[n, k, d; c]] EA quantum codes with R > 0, ρ > 0 and 1/3 < δ < 0.75 that
violate the conventional first linear programming bound? We can also consider the case of imperfect ebits, which should be
similar to the study in [26]. Finally, these results could be strengthened in the case of linear EA stabilizer codes [58], [59].
We provided a refined Singleton bound for EA quantum codes that works for d > (n+ 2)/2; however, it is not monotonic
and may not fully characterize the case of large c. A better Singleton bound for EA stabilizer codes with d > (n + 2)/2
remains open.
In the setting of usual EA quantum codes, it is assumed that Bob’s qubits are error-free. Thus we chose in Theorem 5 a
polynomial of the form
f(x, y) = F (x)
c∏
j=1
(y − j),
where F (x) is a polynomial that is used to derive a certain upper bound for general stabilizer codes. The case that Bob’s
qubits are imperfect [53] can be developed similarly to the split bounds for data-syndrome codes [26], where two types of
errors are considered on two disjoint sets of locations.
The linear programming bounds for small quantum codes are improved. The additional constraints in Theorem 16 are
especially effective for maximal-entanglement EA stabilizer codes, where the generators of a symplectic subgroup or a logical
group are of type I or type III. However, they are not that helpful in the case of standard stabilizer codes, where the normalizer
groups often have weight distributions of type II. It is possible that the linear programming bounds for standard stabilizer
codes can be improved for n ≥ 30.
The EA stabilizer code table in [23] has been significantly improved. Most of the check matrices of the EA stabilizer codes
constructed in this article are omitted because of limited space. All of the gaps between the lower bound and upper bound in
Table II are now closed for d ≤ 5 or n ≤ 8. The grouping techniques used in [56] may be generalized to find upper bounds
on classical additive quaternary codes for n = 15 to 20, which can be used as bounds on maximal-entanglement EA stabilizer
codes by Lemma 18.
Other types of split weight enumerators can be introduced into the linear programm for EA stabilizer codes. However,
they usually induce too many variables so that the integer program is untraceable when n becomes large. The refined weight
enumerator (52) has already introduced too many variables for large n.
The method used in Subsec. V-C is difficult to apply for larger codes because the computational complexity grows
exponentially. Perhaps we can construct standard stabilizer codes using this grouping method together with Theorem 2 in [53].
The approach here can be applied to other type of quantum codes, for example, the data-syndrome quantum codes [60],
[26], [61], which are codes in the space Fn4 ×Fm2 . Split weight enumerators for these codes can be derived easily. We can also
apply these techniques to other asymmetric quantum codes.
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