Abstract-This work describes a technique to define a single parametric equation that estimates remote conditions within a distribution network, in an online setting, without dedicated telemetry. In this novel approach, a departure from conventional state estimation is explored to facilitate a fully decentralized operation. Derived based on fundamental treatment of ac power flow, the electrical behavior of a section of network is defined to a tractable constraint space using regression analysis. In this noniterative technique, a measurement set consisting of the local voltage magnitude, active and reactive power injections at a single node are the input to precomputed polynomials. Remote current flow, active power and reactive power flow, as well as remote and local voltages and sensitivities are estimated in a direct calculation from period to period. Accurate estimations are also found in the presence of transducer errors. To assess the applicability of this technique at differing voltage levels, a range of reactance to resistance ratios are considered.
I. INTRODUCTION
T HE flow of current through power system infrastructure is contingent on the physical connection between multiple busbars and the locations of generation and demand. The voltage experienced at a node is the result of complex power injections at every node on the power system in a given instant. Altering the network topology, a transformer tap setting or the amount or location of demand or generation changes the characteristics of the ac power flow problem, leading to a new set of power flows and node voltages. This work asks; to what extent can the voltage measurement at a single node be used to estimate remote complex power flows and sensitivities, which result in that voltage? As distinct from state estimation techniques this work features a non-iterative calculation, and in an online setting does not require a communication medium.
State estimation is an established method that can infer the state of the power system from a limited measurement set and is used to assess the security and stability of the system [1] - [3] . To produce a satisfactory output requires that accurate measurements are communicated in good time, and requires an accurate representation of line parameters and topology. Usually, weighted least squares estimation is used to align what is known about the system to a scenario that is in agreement with available measurements. Though typically thought of as a calculation performed centrally, a distributed state estimation technique as presented in [4] would be advantageous to distribution system operators owing to the decrease in available measurements in that context. With increasing distributed generation (DG) and increased consumer flexibility, state estimation is continually being improved for use in wider adaptations [5] . On distribution systems, Muscas et al. [6] identify the scarcity of measurement and monitoring devices and avail of overlapping measurements in defined areas to estimate the state of the network. Complementary to the state estimation technique, online grid impedance estimation [7] - [9] and online Thévenin equivalent estimation [10] are topics of growing interest and relevance to distributed control.
The variation in voltage sensitivities on the distribution network is a well-established observation in the literature; used implicitly in any work containing OPF techniques and explicitly in [11] as a means of optimally allocating generation on distribution networks, in [12] to simultaneously manage both voltage and thermal constraints and in [13] to inform a local optimization technique minimizing current flow. In the latter, the seemingly linear trend in voltage sensitivities over a wide range of operating points brought about from a non-linear calculation is further elucidated here.
Fitted polynomials have been shown to be useful in estimating the energy loss on a system as a function of the amount of demand and other key system parameters [14] , [15] . This work investigates the use of fitted parametric equations to accurately estimate both local and remote distribution system conditions. This paper follows from earlier work that formed part of a patent [16] . Using the measurement set at a single node, the flows and voltages at other points in a network are calculated. In other words, measurements at one point are used to infer system conditions at another point in the network without a dedicated communication infrastructure. This capability may render redundant the communication medium implicit in an optimal power flow deployment and enhance the performance of existing decentralized control techniques and indeed future techniques envisioned for a smart grid.
Section II describes the requirements for such an observation to be made successfully. In Section III the estimation technique is assessed using a time series power flow. Section IV presents the technique with varying X/R ratios, emphasizing the extent to which the assumptions for diverse voltage levels hold. Section V concludes the findings with some thought given to future applications.
II. METHODOLOGY
In the proposed estimation approach, measurements at a single node are substituted into polynomials that, when solved, provide an estimate for remote flows on the network as well as local and remote voltages and sensitivities. Treatment of the ac power flow problem is required in initial offline network studies to determine system characteristics, thereafter no communication is assumed. Using the necessary observations obtained from these studies at a known operating point, measurements at a single node are related to various system conditions of interest using regression analysis. The extrapolation of these planes to track the variability of these equations across multiple operating points is explained.
A. Determination of System Characteristics
Determining the system characteristics in the present approach requires the solution of the ac power flow problem. Assuming the general π-equivalent circuit for every branch and node pair, known series admittances; g ij and b ij , and shunt admittances; g si and b si , are used to form the admittance matrix of the network. For transformers, assuming the appropriate transformations are performed, a leakage impedance and magnetizing impedance can be included in the relevant entries of the admittance matrix, [17] . A recalculation of their effective admittance is necessary in the case of a change in tap position, modelled in this work as per [18] .
A matrix of sensitivities emerges from the convergence of the power flow problem, describing the relationship between polar node voltages and complex power injections (1) .
This Jacobian matrix encapsulates the sensitivity of the power system at the point of convergence, and describes the change in voltage angle and voltage magnitude that would occur at a given node due to the injection of active power or reactive power at any other node. The calculation of the matrix varies between diagonal and off-diagonal entries; a full treatment of these equations can be found in [19] . Using an unbalanced ac power flow in the offline procedure extends the application to estimating unbalanced distribution networks. The technique does not specifically require the solution to the balanced NewtonRaphson power flow, other solutions to the power flow problem can be used such as the unbalanced four-conductor current injection method [20] . With a converged solution in hand, where the error function is reduced to an acceptably small tolerance, the node voltage angle and magnitude solutions combined with the series and shunt admittances are used to equate the complex power flow on each branch of the system; active power P and reactive power Q flow on any branch ij is calculated from (2) and (3). (2) and (3) the current flowing into a given line is calculated from (4) using the voltage magnitude V at this starting point, i.
This work hypothesizes that embedded characteristics of the non-linear ac power flow model can be represented by an expression with independent terms, evaluated using measurements from one point in a network. The analysis is undertaken in the context of a distribution network from the point of view of a single node, herein called the measurement node, with both active power and reactive power capability, i.e. a demand node or a node with generation. Crucially the demand level on the system is maintained to a single operating condition for this part of the analysis. Fig. 1 summarizes the data capturing phase to determine the system characteristics in a brute force manner. To capture the interdependence between multiple measurement nodes the formulation of equations are calculated in the same analysis.
At the measurement node(s), active power is set to the lower bound of operation, and reactive power is set to the lower inductive bound. An ac power flow is solved and the variables of interest are stored; these can include branch flows, (2-4), node voltages, and entries of the Jacobian matrix (1). Next, a step change increase in reactive power occurs at the measurement node(s), in this instance a third of the upper capacitive limit. Individual power flows are solved until the measurement node(s) reach an upper capacitive bound. When all permutations of reactive power combinations have been captured, the active power at the measurement node(s) is increased, in this approach by 1%, and the procedure begins again; resetting the reactive power to the inductive bound, running a power flow at each reactive power set point and storing the results of interest from the converged power flow solutions. The granularity of step changes to active and reactive power are not limited to these values. This collection of observed local and remote operating points, found from all permutations of power injections at the measurement node(s), is now further analyzed. A non-linear regression analysis is undertaken that formulates the system characteristics of interest to the measurement set of voltage, V , active power, P and reactive power, Q at the measurement node(s) under investigation.
B. The Parametric Equations
In nonlinear regression, observational data can be modeled by a function containing a nonlinear combination of multiple independent variables. From the data captured using the procedure of Fig. 1 , an equation can be formed using the local measurements at each node as the independent variables and the acquired data sets as the observable data. These equations estimate both local and remote conditions. Least squares estimation minimizes the sum of square of residuals between the data and the evaluation of the fitted equations at respective points. An algorithm, for example the GaussNewton method, determines the shaping coefficients (x, y, z) of the fitted polynomial; beginning from an initial guess and converging toward a specified tolerance, moving the coefficients in a direction that minimizes the sum of squares of residuals [21] . This analysis is readily programmable as per [21] or in Matlab [22] using the function nlinfit. In this work, the chosen formulations are two-variable second-order equations linking local measurements of a node to desired observations. This requires that six shaping coefficients be determined from the regression analysis.
For a two variable equation of l and k, the following procedure applies. If n is the degree in l and m is the degree in k, the total degree of the polynomial is the maximum of n and m. The degree of l in each term is less than or equal to n, and the degree of k in each term is less than or equal to m. The total degree of any term in the polynomial cannot exceed the maximum of n and m [22] . The order of these polynomials can increase to allow for a more accurate formulation of the surface plots and more independent terms can be accommodated should the goodness of fit be unsatisfactory, however these formulations would require more coefficients. Rather than fixing the data to a two variable second order equation, an application of Cholesky decomposition [21] leaves the number of independent terms and the order of the polynomial as a free variable in the regression analysis; formulating the conditions whereby the shaping coefficients of a generic equation are determined. Further details on this formulation can be found in [23] .
The system characteristics of interest to this work are current magnitude, active power and reactive power flows on remote lines, local voltage sensitivities and, vitally, the expected voltage at the demand level assumed in the analysis of Fig. 1 . The representation of these characteristics are now contained in just six known coefficients per equation.
In (5) local measurements of active power, P , and voltage magnitude, V , at the terminals of a demand customer or generator are used to infer an estimate for current flow and flows of active power and reactive power on specified lines ij of the distribution network. These equations, each with unique coefficients x 1−6 , are formed from the calculation of (2-4) in the power flow simulations of Fig. 1 .
(5) Using the local node voltage magnitude and the reactive power measurement, Q, in (6), an estimate for the reactive power voltage sensitivity is analytically obtained. This formulation is obtained by observing the respective diagonal entries of the Jacobian matrix (1) in the procedure of Fig. 1 . To reaffirm, active power voltage sensitivities and angle sensitivities can also be formulated in this manner, although the active power measurement is a better metric in these cases.
Inaccurate representation of system parameters and changes to system parameters, such as line reconfiguration, will affect the accuracy of the estimation technique. System parameters should be modelled as accurately as possible and reflect actual system values. In the case of reconfiguration, the new configuration can also be represented by new, separately defined, shaping coefficients. To obtain accurate estimations in the event of a reconfiguration requires online updating of the shaping coefficients and for the new configuration to be analyzed in the procedure outlined in Fig. 1 . In the case of radial networks all backfeed configurations are known, so this analysis can be performed a proiri.
C. Interpreting for a Change in Demand
Unaccounted for, as yet, is the influence changing demand will have on these estimations. A change in demand will influence the voltage at each measurement location in a different manner, dependent on the change in active power, possible shifts in the power factor and the diversity in demand from location to location. To extrapolate the analysis outside the time of assumed known demand, (7) relates the active power, P , and reactive power, Q, of the measurement node to its local voltage magnitude, V m , at this demand level. The procedure to correct for the presence of demand is to repeat the analysis in Fig. 1 at another demand level. The difference in coefficients of (7) of the two demand levels z 1−6 are used to calculate a set of known slopes between the respective differences in coefficients of the other defined equations x 1−6 and y 1−6 . Using these slopes in the presence of unknown demand levels, the error between (7) and the measured voltage is used to interpolate or extrapolate the value of these coefficients to match the demand level. Fig. 2 illustrates an example of the interpolation procedure for remote active power flows. Shown on the figure are the extremes of active power flows resulting from expected maximum and minimum demand conditions for all combinations of active and reactive power set points and resulting voltage magnitudes. Not altering the shaping coefficients of Equations (5) in the presence of demand, will result in an inaccurate estimation of remote flows; where the inputs of voltage and active power calculate differing estimates to reality.
D. Application of Method
In calculating the polynomials (5-7) from all possible combinations of active power and reactive power at the measurement node, they can now be used at the location of the measurement set to estimate: line flows on remote feeders, both remote and local node voltages, as well as a range of voltage sensitivities. Put simply, from one measurement node a complete picture of the feeders in the vicinity is built, represented by unique shaping coefficients of the formulated polynomials.
In essence, these parametric equations are an accurate representation of the system characteristics in a given instant. In defining these characteristics to a single equation the solution space of these observations will exist on a single plane, making a direct calculation possible. These polynomials only require the measurement set of a single node, namely the voltage magnitude and the set-points of active power and reactive power. Implementation of the method enables a decentralized control procedure, where this non-iterative calculation is performed in a given time-step, to estimate remote conditions and potentially inform a new control regime.
III. TEST CASE
In order to validate this novel analytical approach the system characteristics of a section of existing Irish distribution system infrastructure are first established. Then in a simulation environment using time-series power flow, estimations are found from the direct calculation of equations (5-7) and compared against the true values. The test network under examination is a section of a distribution system with both radial and looped configurations, shown in Fig. 3 . A 63 MVA transformer feeds the network rated at 38 kV from a transmission system at 110 kV modeled as an infinite bus. Three generators are embedded in the network, one on the radial section and two more on the looped section of network. Eight overhead lines make up this section of network that vary in length and exhibit X/R ratios of approximately one. The line parameters, DG capacities and rated voltage levels are provided in Table I . Characterization of a larger test network of 69 branches [24] has also been conducted, provided in Appendix A. Shaping coefficients and polynomials are obtained for each DG, however the technique is not exclusively applicable to these nodes alone; nodes without generation can also be used.
A. Network Characterization
In the procedure of Fig. 1 remote line current flows, flows of active power and reactive power, observed voltages and Fig. 1 are taken as the observed data or the dependent variable. The independent variables are taken as the recorded values of active power generation P of DG 03 and resulting voltage magnitude V at the terminals of DG 03 in the respective AC power flow solutions. The regression analysis then determines the best fit to the chosen formulation (5) using readily programmable equations of least squares regression, as per [21] or in Matlab using the nlinfit function. The values of three estimate equations' shaping coefficients are displayed in Table II for estimations local to DG 03.
In Fig. 4 , one such observation and formulated surface is displayed; the line current flow on line 0102 against the calculated voltage and active power output of DG03. The current flow estimate, of the form (5), is displayed as a colored surface found from the regression analysis of the observed operating points displayed as black markers. range of operating conditions are seen to remain on the same plane when mapped. A non-linear calculation has produced a linear trend over all operating conditions of this DG and other DGs on the simulated system. This linear relationship also holds amongst the other entries of the Jacobian when mapped against the varying active and reactive power outputs available at the node.
1) Goodness of Fit:
When using a regression analysis there a number of statistics that measure the goodness of fit of the formulated equation to the observed data, these are; the summed square of residuals error (SSE), the R 2 statistic and the Root Mean Squared Error (RMSE). A residual is the difference between the calculated estimate and the observed data. The better the fit, the closer the SSE will be to zero. The R 2 statistic measures how successful the fit is in explaining the variation of the data. The better the fit, the closer this number will be to one. The RMSE statistic is an estimate of the standard deviation of the random component in the data. The better the fit, the closer the RMSE number will be to zero. Table II displays the SSE in ascending order by type, along with the R 2 and RMSE for each estimate polynomial displayed alongside the measurement location.
The R 2 and RMSE results of each estimate polynomial (5-7) are an encouraging sign of the goodness of fit to the observed data. The SSE statistic of each polynomial also show promise, ranging from 26.46 to 1e-05 for polynomials of the form (5) that estimate current, active power and reactive power flow. The absolute values of current were observed in the offline procedure discounting for the change in direction of flows. In some instances, this leads to larger residual errors in the vicinity of low current flow when fitting a single equation to the data points in the regression analysis. Comparing the statistics from the expected voltages at each location (7), the radial section, V 03 , has a better fit to its data than the data captured on the meshed loop configuration, V 05 and V 08 . Here DG05 is seen to influence the voltage measurements at DG08 and vice-versa; leading to an SSE and RMSE of up two orders of magnitude greater than the radial section. The estimates with the best fit are the reactive power voltage sensitivities (6), highlighting the potential for this estimate to be used in distributed control strategies, as in [13] . A true measure of the estimate performance can only be found in the presence of varying system conditions, as presented in the results of the time series power flow.
B. Time Series Power Flow Results
In a month long time series power flow with 15 minute resolution, demand and generation profiles are provided for each node in the network of Fig. 3 . The generators operate with a constant power factor of 0.95 inductive. Using only measurements available at each DG, in each time-step the parameters listed in Table III are estimated in a direct calculation using the coefficients obtained from the network characterization procedure and the required measurement set.The mean execution time for an individual estimate polynomial to calculate its estimate from available measurements was calculated as 2 μs.
Taking the worst expected line current estimate based on the SSE results of Table III, Fig. 6(a) shows the measured and estimate line current of line 0102 for the first week of the month. Also displayed in this plot are the resulting flows of active power (b) and reactive power (c), presented with the estimates made from DG03. These estimates use a polynomial of the form (5) and a measurement set consisting of active power generation and the voltage of node 03 available at the terminals of DG03. In all cases the estimate was shown to match well with the resultant flow. At low values for current flow the largest difference between measurement and estimate is evident, anticipated from the noticeable residual gap seen in Fig. 4 . Here a precise estimate is less important than at times of high current flow, where the thermal limitation of the line could be breached. In contrast, in subplots, (b) and (c) a near exact match was made in every time step. Focusing on these promising results, Fig. 7 shows the active power and reactive power flow estimates and observations made for other formulated polynomials of (5).
The subplots of Fig. 7 (a)-(o) illustrate the estimate and resultant complex power, active power and reactive power flow for each of the lines. Also labeled on the scatter plots are the locations of estimation. An estimate with no error would appear on these plots at 45
• , equidistant from both axes. Although not explicitly formulated with a polynomial, as seen, the estimation of complex power flow is possible by finding the root sum of squares of the active and reactive power estimates. In each of the subplots (a) to (o) the observations and estimates are in excellent agreement, tracking the ideally diagonal trend. The accuracy of these results and the fact that they are found from a direct calculation with no latency in communication, indicates the applicability for real time decentralized applications. Using these polynomials, local measurements could be used to sense congestion on remote parts of a network and inform a shift in the active and reactive power control regime. Table III indicated that active power estimates of line 0107, Fig. 7(h) , from DG08 and reactive power estimates of line 0105, Fig. 7(l) , from DG05 would be less accurate relative to the other power flow estimates. Estimates on these lines are affected by the interdependence of voltage sensitivities present on the looped network. In other words, demand at multiple locations and independent operating points of DG08 and DG05 affect the performance of the estimates. In these plots however, it was observed that the data points deviate only slightly from the ideally diagonal trend line, indicating that the procedure to interpret for a change in demand is working as expected.
In Table IV the mean absolute error, median error and standard deviation of the error is shown for each flow estimate considered (5), reactive power voltage sensitivities (6) and voltage estimates (7) . The error in each case consists of the estimate of the parameter subtracted from the resultant recorded from the power flow simulation. Remote voltage estimates of non measurement nodes are presented in the table shown, having been also formulated with unique shaping coefficients in a polynomial of the form (5).
As seen in Table IV , the median value of all line current estimates is a negative number indicating that an overestimation occurs in these estimates. This is predominantly due to the anticipated overestimation at low values of current, ranging from 3-8.5% in this vicinity, as indicated by the residual gap seen in Fig. 4 . However at times of peak line current the error reduces to 0.01% for all line estimates. The mean absolute error of active power flow ranges between 0.02 MW on line 0203 which experiences an average flow of −6 MW to 0.32 MW on line 0107 which has an average flow of 2.4 MW. For reactive power flow the mean absolute error ranges between 0.01 MVAr on line 0708 where the average flow was 0.9 MVAr to 0.22 MVAr on line 0107 which recorded 2.2 MVAr on average. The results of the time series power flow confirmed that the promising indication from the goodness of fit observed in Table III , seen for the reactive power voltage sensitivities, proved true for estimating this parameter. The statistics of the error for this parameter are also shown in Table IV . In every time step considered, the estimate of the sensitivity strongly matched the result of the power flow.
In Fig. 8 one final comparison is shown, the observed and estimate complex power flow of line 0506. The flow of complex power in this line is influenced by independent demand at node 05, 06, 07 and 08, in addition to generation by units at node 05 and 08. Nonetheless, an accurate estimation for the complex flow is achieved by measurement node 05 and more remotely, node 08; both resulting in an R 2 above 0.92.
C. Comparative Tests With State Estimation
Whereas classic state estimation uses multiple measurements at numerous locations and an iterative technique to calculate the state of a section of network, the proposed method uses only the measurements at a single node to estimate the value of other nodal voltages and remote line flows that influence the voltage measurement at that node. The proposed methodology is a fully-decentralised non-iterative alternate approach to estimating system characteristics. Unique shaping coefficients of formulated polynomials need just three measurements to build a complete picture of the feeders in the vicinity, independent of network size. Thus the need for telemetry is greatly reduced, if required at all.
In a comparative test, the results of the time series power flow of part B are revisited in the context of state estimation. A state estimation procedure [25] is performed on the looped section of network of Fig. 3 using measurements with no error assumed. The minimum number of measurements required to ensure a comparatively accurate estimation of system flows for the looped section of network is eight, four voltage measurements at nodes 05, 06, 07 and 08 and the active and reactive power generation of DG 05 and 08.
As no measurement error was assumed, converged estimations resulted in an R 2 value of one when comparing resulting estimate flows to actual flows. Observability was not guaranteed in every time step however, of the 2881 periods considered 428 could not converge without input from further measurements, i.e. demand measurements at node 08 and 05. In contrast, using three measurements at node 08 in the proposed approach an estimate flow in every time-step was possible, with R 2 values ranging from 0.979-1 for the estimate complex power flows on this section of network.
1) Bad Data:
The influence of measurement errors in state estimation necessitates the use of a bad data detection filter to avoid the detriment of estimate performance due to erroneous data. Measurement errors arise due to inaccurate transducer measurements and can be compounded with latency of com- [18] . Reliable estimations are obtained through the identification and elimination of bad data at some measurement locations, aided by accurate readings at other locations [26] , [27] . The proposed approach relies solely on three measurements at one location and all are required. Installing highquality accurate transducers at the sole measurement location enables the detection of bad data from a simple plausibility check.
Telemetry failures, latency and noise from unexpected interference may also lead to large discrepancies between what is recorded and ultimately delivered to the central calculation of the classic state estimation technique. Owing to the elimination of telemetry, these factors do not influence estimates in the proposed local estimation technique.
D. Influence of Transducer Error
As there is no measurement redundancy, gross error elimination through practiced bad data analysis is not possible; this will compromise the accuracy of the estimates. To investigate the influence of a transducer error, the time series analysis is repeated with a random error added to the voltage measurements made at the terminals of the DG units. The random error is normally distributed with a range of 2.5% across the month long simulation. In this technique all estimates rely on a difference in voltage to tune the polynomial estimates to the observed demand level. For this reason an error in the voltage measurement is the worst conceivable for the proposed approach.
Shown in Table V are the experimentally found R 2 statistics of complex, active and reactive power flows from the time series power flow simulations shown with and without the random component of error. Unsurprisingly, a reduction in the performance of the estimates is observed when a transducer error is modeled. Whereas the R 2 ranged from 0.9110 to 1.000 in ideal conditions, the range expands to 0.8127 to 0.9975 with the inclusion of a transducer error. These findings indicate that the estimates retain sufficient accuracy, in the presence of standard transducer error, to be used in a decentralized control procedure.
IV. INFLUENCE OF THE X/R RATIO
To investigate if the novel approach of Section II holds for a wide range of X/R ratios a number of cable diameters are considered on a radial test network. A 20 MW wind farm resides at the end of a 20 km radial section of network as shown in Fig. 9 . There are three load centers on this synthetic network, one located on the same busbar as the transformer secondary, another 5 km from the location of the DG, and lastly immediately adjacent to the location of generation. The conductor type of this 38 kV connection is modeled as an XLPE underground cable, with an X/R ratio increasing from 0.8 to 19.63. The series impedance and shunt admittance information for the different X/R ratios are available from [28] .
The procedure to determine system characteristics Fig. 1 is repeated for 18 different cable diameters. In Fig. 10 reactive power voltage sensitivities as a function of known reactive power generation and local node voltage (6) is illustrated for each X/R ratio considered. In this figure the formulated surfaces are presented between four red guidelines indicating the direction of change of increasing X/R ratios.
The change in X/R ratio has the effect of moving the formulations of reactive power voltage sensitivities to new, distinctly tractable, values; illustrated as a vertical change in Fig. 10 . Notably, the range of voltage values decreases with higher X/R ratios, signifying the dampened effect of voltage rise from active power injections. Also of note are the higher sensitivity values obtained at higher X/R ratios, in accordance with what one would intuitively expect for larger reactances.
Network topology reconfiguration is a typical occurrence on radial distribution feeders to ensure continuity of supply while scheduled maintenance is undertaken. The closing of a normally open point may add or subtract multiple km of cable to a network and this cable may be of different size and type to the cable now switched out, undoubtedly influencing the voltage sensitivities at the point of connection. This change will have the effect of moving the formulated surface of reactive power voltage sensitivities to new, distinctly tractable, values, as illustrated as a vertical change in Fig. 10 . Changes in network configuration may be evident in the changes in voltage resultant from the complex power regime of the unit from period to period.
V. CONCLUSION
Lack of observability on distribution systems will continue to challenge the operation of the power system, in particular with increased penetrations of distributed energy resources. Exploring the influence of a distributed energy resource on the ac power flow problem has revealed a highly accurate and effective decentralized estimation technique. The polynomials, defined here, analytically link remote system flows, remote and local voltages and sensitivities to a set of local measurements at the terminals of a distributed energy resource; namely voltage magnitude, active power and reactive power.
Once formulated from the regression analysis, the polynomials are solved non-iteratively in a direct calculation to provide an estimate of the desired remote and local system conditions. Allowing for the operation of an on-load tap-changer, changing demand and varying generation at multiple locations; line current flows, active and reactive power flows, remote voltages and voltage sensitivities are estimated in a time series power flow simulation with no communication medium. Repeating the network characterization technique over a wide range of X/R ratios and voltage levels has shown its applicability to a variety of networks.
Mapping remote system characteristics to a single equation confines the solution space to measurements within a tractable constraint space. Here, a direct calculation with no latency in communication gives an accurate estimate of system states, indicating the applicability for real time decentralized applications.
APPENDIX A 69-BRANCH DISTRIBUTION FEEDER
The procedure of Section II is repeated for a network with 69 branches, illustrated in Fig. 11 found in [24] . DG units at node 20, 30, 40 and 50, estimate remote flows on lines 0405, 0328, 0436, 0447 respectively. Table VI displays the favorable statistics from the regression analysis for line current, active and reactive power along these lines. A time series power flow, as per Section III, reveals close to unity R 2 values were determined from the observations and estimates, complemented by low errors present in the estimates. 
