Lossy image compression (LIC), which aims to utilize inexact approximations to represent an image more compactly, is a classical problem in image processing. Recently, deep convolutional neural networks (CNNs) have achieved interesting results in LIC by learning an encoder-quantizer-decoder network from a large amount of data. However, existing CNN-based LIC methods generally train a network for a specific bits-perpixel (bpp). Such a "one-network-per-bpp" problem limits the generality and flexibility of CNNs to practical LIC applications. In this paper, we propose to learn a single CNN which can perform LIC at multiple bpp rates. A simple yet effective Tucker Decomposition Network (TDNet) is developed, where there is a novel tucker decomposition layer (TDL) to decompose a latent image representation into a set of projection matrices and a core tensor. By changing the rank of core tensor and its quantization, we can easily adjust the bpp rate of latent image representation within a single CNN. Furthermore, an iterative non-uniform quantization scheme is presented to optimize the quantizer, and a coarse-to-fine training strategy is introduced to reconstruct the decompressed images. Extensive experiments demonstrate the state-of-the-art compression performance of TDNet in terms of both PSNR and MS-SSIM indices.
I. INTRODUCTION
A S AN indispensable step in many image processing applications, lossy image compression (LIC) is a classical yet still active topic. The goal of LIC is to reduce the image storage space without sacrificing much the image quality, and thus provide an economic solution to image storage and transmission systems. Recently, with the development of portable imaging devices and social media (i.e., Facebook), billions of images are transmitted and stored daily on social networks [1] . The explosive growth of the amount of shared images on Internet raises higher requirements on LIC for more effective visual communication systems. Manuscript A typical LIC system contains mainly three modules: transformation (e.g., an encoder and a corresponding decoder), quantization (e.g., a quantizer), and encoding. To compress an image into bitstreams, conventional LIC methods firstly apply predefined transformations to transform an image into a sparse domain, then perform lossy quantization on the transformed coefficients, followed by entropy coding [2] . Notwithstanding their demonstrated success, conventional LIC methods (i.e., JPEG [3] and JPEG 2000 [4] ) do not work very well for low bitrate image compression and may introduce visible artifacts such as blurring and ringing.
Deep convolutional neural networks (CNNs) have recently led to a series of breakthroughs in many vision problems [5] - [9] . The flexible non-linear modelling capability and powerful end-to-end training paradigm of CNN also make it a promising new approach to LIC. In the last several years, a flurry of CNN-based LIC methods have been proposed, including the study of network structures [10] - [14] as well as loss functions [15] - [18] . Firstly, the end-to-end training manner enables CNN-based LIC systems to adaptively learn an effective encoder-decoder pair from a large amount of image data and in a larger context to represent more complex image structures, reducing the artifacts in the decompressed image. Secondly, by adopting specific loss functions (i.e., perceptual metrics) in the training, the CNN compressors are able to strengthen certain desired aspects (i.e., perceptual quality) of the decomposed image.
Despite the advantages of employing CNN for compression, there are still some challenges which limit the performance of CNN-based compressors. First, existing CNN-based LIC methods generally change the number of latent feature maps and/or quantized values to adjust the bpp rate. As a result, the network is trained dedicatedly for a specific bpp rate once at a time. Such a "one-network-per-bpp" problem limits the flexibility and applicability of CNNs to practical image compression systems. Second, because of the nondifferentiable property of discrete operation, quantizer is hard to be updated during the end-to-end CNN network training. Therefore, the optimal decision boundaries of quantization levels are almost unreachable. Third, existing CNN based LIC methods usually adopt fixed quantization bins to discretize the latent image representation and treat each element of the latent image representation equally. Such a quantization scheme, however, ignores the prior knowledge that the local content is spatially variant in an image, and restricts the capability of CNNs in compressing complex image structures.
To address the aforementioned issues, in this work, we propose a new paradigm for deep LIC. More specifically, we proposed a deep Tucker Decomposition Network (TDNet) which takes the sparsity/low-rankness of latent image representations into consideration. The key component of TDNet is a novel tucker decomposition layer (TDL), which decomposes the latent image representation into a set of projection matrices and a compact core tensor. By changing the rank of core tensor and its quantization levels, we can easily adjust the bpp rate of latent image representation, and thus a single CNN can be trained to compress and reconstruct images under multiple bpp rates. Besides, we propose an iterative non-uniform quantization strategy to obtain the optimal quantization boundaries based on the distribution of encoding coefficients. A coarse-to-fine training strategy is introduced to train a stable TDNet and reconstruct the decompressed images. Extensive experiments demonstrate that, our proposed TDNet trained with the mean-squared error (MSE) loss or the multi-scale structural similarity index (MS-SSIM) [19] loss can yield competitive results with state-of-the-art CNN-based LIC schemes but it uses only a single network to achieve this goal.
The contributions of this work are summarized as follows: (1) We propose an end-to-end trainable deep tucker decomposition network, namely TDNet, which, for the first time to the best of our knowledge, enables a single network to perform LIC at multiple bpp rates. Besides, we proposed the "all-in-one" training strategy to ensure the convergence of TDNet training. (2) We present an iterative non-uniform quantization scheme to obtain the quantization boundaries of the tensor decomposition coefficients, and adopt a variable-bits quantization scheme to discretize the latent image representation. By assigning different number of quantized bits to different chunks, the proposed TDNet can preserve the major data components and treats each element of the latent image representations differently. (3) We introduce the reconstruction sub-network to further enhance the deconvolution output by reproducing the details and textures lost in the encoding and TDL quantization process. The proposed methods demonstrate stateof-the-art PSNR/SSIM indices and visual quality. The remainder of this paper is organized as follows. Section II provides a brief survey of related work. Section III introduces our proposed TDNet model. Section IV presents in detail the tucker decomposition layer. Section V presents the all-in-one training strategy. In Section VI, extensive experiments are conducted to evaluate TDNet. Finally, several concluding remarks are given in Section VII.
II. RELATED WORK

A. Traditional Lossy Image Compression
The most prevalent LIC method is JPEG (Joint Photographic Experts Group), 1 which first applies discrete cosine 1 https://jpeg.org/ transform (DCT) to non-overlapping 8 × 8 image blocks, and then quantizes the transformed DCT coefficients in frequency domain using a predefined quantization table, followed by entropy coding such as Huffman coding and arithmetic coding [20] . As a significantly improved version of JPEG, JPEG2000 adopts the more powerful discrete wavelet transform (DWT), instead of DCT, to perform time-frequency analysis on images. More specifically, JPEG2000 adopts the Cohen-Daubechies-Feauveau (CDF) 9/7 wavelet to decompose an image into multiple bands, and performs scalar-quantization on the DWT coefficients, followed by the Embedded Block Coding with Optimal Truncation (EBCOT) [21] . Another powerful LIC scheme is the so-called Better Portable Graphics (BPG) method, 2 which is built upon the intra-frame encoding scheme of the High Efficiency Video Coding (HEVC) video compression standard. 3 It has been proved that BPG can produce smaller files for a given quality than JPEG and JPEG 2000.
Although these traditional LIC approaches have demonstrated their great success, they predefined transformations (e.g., DCT and wavelet transform) to transform the image into some sparse domain for quantization. These conventional predefined transformations are limited in adaptively and effectively decomposing complex image structures, resulting in visual artifacts around image edges and textures, especially when the bpp rates are low. The deep neural network based LIC methods are then proposed to address these problems.
B. Deep Lossy Image Compression
Recently, deep neural networks have been investigated and achieved promising results in LIC. As a pioneering work, Toderici et al. adopted the recurrent neural network (RNN) to encode and decode images of size 32×32 [10] , and they further extended the network to compress full-resolution images [11] . Built upon the architecture proposed in [10] , [11] , Johnston et al. [17] modified the recurrent architecture by introducing hidden-state priming to improve spatial diffusion, and replaced the MSE loss by MS-SSIM loss [19] to increase the visual quality of reconstructed images. Different from the above methods which employ RNN, methods in [12] - [16] , [18] rely on CNN based auto-encoder architectures. Ballé et al. [12] used generalized divisive normalization for joint nonlinearity to implement local gain control. Li et al. [14] learned a content-weighted importance map, according to which more bits are allocated to the region with rich content to preserve image edge and texture details. Rippel and Bourdev [15] aggregated image information across different scales by exploiting the pyramidal decomposition strategy, and introduced the generative adversarial networks (GANs) [22] to sharpen the edge of reconstructed images. To alleviate the effect of vanishing gradient caused by non-differentiable quantization operation, Theis et al. [13] introduced a smooth approximation of the derivative of the rounding function. A soft-to-hard scheme is adopted in [18] to find assignments to the quantizer. For all the aforementioned deep LIC methods, the bpp rate of latent image representation can only be adjusted by changing the number of latent feature maps and/or quantized values since the output of encoder should have the same size as the input of decoder. Thus, one network can only be trained to deal with a specific bpp rate, making these deep CNN-based LIC methods less flexible. In this work, we introduce a novel tucker decomposition layer into CNN, and present a TDNet scheme which enables a single network to tackle with multiple bpp rates for LIC.
III. DEEP LOSSY IMAGE COMPRESSION MODEL
In this section, we first summarize the pipeline of conventional CNN-based LIC methods, and then present the pipeline of our proposed TDNet. Finally, we present in detail the network architecture.
A. Overview of Conventional LIC Network Pipeline
Existing deep LIC networks can be generally formulated as a joint rate-distortion optimization process to learn an encoder, a quantizer, and a decoder. The architecture of those networks is shown in Figure 1 . Given a set of training images
where N is the total number of training images, deep LIC methods aim to learn a nonlinear analysis transformation encoder E(·), a quantizer Q(·), and a nonlinear synthesis transformation decoder F(·). The encoder E(·) first converts an input image x i into a latent feature representation z i = E(x i ). Then, the quantizer Q(·) quantizes the features into discrete valuesẑ i = Q(z i ), which can be losslessly encoded into a bitstream for transmission or storage. Once the bitstream is received by the decoder F(·), an approximation of the original image is obtained asx i = F(ẑ i ). Overall, the deep image compression pipeline can be formulated as:
where and are the parameters of encoder E(·) and decoder F(·), respectively.
Given a certain compression ratio, the network is expected to learn the parameters and to minimize the distortion of the reconstructed image. Note that the compression ratio can be defined as α = C(x i ) C(z i ) , where C(·) is the function to calculate the average number of bits to store a pixel of an image. Since C(x i ) is usually a constant for the original image x i without compression, we can adjust C(z i ) to change the compression ratio α. For most of the existing CNN based LIC methods, one can only change the number of feature maps and quantization levels to adjust C(z i ) of latent image representation z i . As a result, usually a specific network has to be trained for a certain compression ratio or bpp rate. For a new bpp rate, a new network has to be retrained by adjusting the number of latent representation feature maps and quantization levels.
B. Proposed LIC Network Pipeline
Our proposed TDNet is designed to achieve the objective of multiple bpp rates with a single network. The pipeline of TDNet is shown in Figure 2 . Instead of directly quantizing the latent image representation into a bitstream as in conventional deep LIC methods, we introduce a novel tucker decomposition layer (TDL) to process the latent image representation. Denote by T (·) the decomposition operation of TDL, and by T −1 (·) the inverse operation. Given the latent image representation z i , we use {Y , U (1) , U (2) , U (3) } = T (z i ) to decompose the features into 3 orthogonal matrices {U (n) } 3 n=1 and a core tensor Y , and then apply the quantizer Q(·) to quantize the decomposed components to generate bitstream. Once the bitstream is received, with T −1 (·) and Q −1 (·), we can de-quantize and reproduce the features by back-projecting the core tensor and 3 orthogonal matrices into the approximation (1) , U (2) , U (3) )).
By changing the rank of core tensor in TDL, we can easily adjust the bpp rates and hence the compression ratio α while keeping the size of latent image representation unchanged. Onceẑ i is received, we can obtain an approximation of the original input image byx i = R(D(ẑ i )), where R(·) is the reconstruction network to reproduce the decompressed image, and D(·) is the deconvolutional process to up-sample the latent image representations to the size of original images. Together, the decoder can be presented as R(D(·)). The pipeline of the proposed TDNet can be formulated as:
where is the parameter of encoder E(·), and and are the parameters of decoder D(·) and R(·), respectively. Being optimized in an end-to-end manner, the network is expected to learn the parameters { , , } to minimize the distortion of the reconstructed image. 
C. Architecture of TDNet 1) Loss Function:
The loss function of a LIC network defines how close or how similar the decompressed image is to the original image. Many existing deep CNN based LIC methods [16] , [18] use the perceptual loss such as the MS-SSIM loss [19] , [23] to strength the perceptual quality of the compressed image. The MS-SSIM loss can also be adopted into our TDNet to learn the LIC network. Refer to Figure 2 , we require both the deconvolution output and the final output of the network to be similar to the original image, resulting in the following loss function:
, and λ is a parameter to balance the loss between the intermediate deconvolution output and the final reconstruction.
Considering that most of the classical LIC methods such as JPEG and JPEG2000 take MSE as the objective to optimize, it is also important to validate whether a deep LIC network can achieve good MSE or equivalently PSNR measures. By minimizing the MSE of both the deconvolution output and the final output of the network, the MSE oriented loss function of the proposed network can be formulated as:
2) Encoder: Our encoder network consists of 3 types of layers, which are shown with 3 different colors in Figure 2 . Instead of using Rectified Linear Unit (ReLU), we adopt Parametric Rectified Linear Units (PReLU) [24] as the activation function since it could improve the model fitting capability with little extra computational cost. Several convolution layers with a stride of 2 are utilized to downsample the feature maps, and the sigmoid function is used to project the data into the range of [0, 1]. Besides, concat operations are adopted to concatenate the feature maps of two layers to ensure maximum information flow. With the concat operations, we can tackle with the gradient vanishing problem in CNN training and ensure the TDNet to converge into the closest local minimum. Equipped with the concat connection, the network could also make full use of the hierarchical features from the previous layers. By stacking several convolutional layers, PReLU and Concat layers, the encoder network can transform the images into a compact domain with reduced redundancy. The detailed settings of the encoder network are summarized in Table I .
3) Tucker Decomposition Layer (TDL): Our TDL consists of two operations: T (·), which decomposes and quantizes the features into 3 orthogonal matrices {U (n) } 3 n=1 and a core tensor Y , and T −1 (·), which de-quantizes and projects the core tensor and 3 orthogonal matrices back into the features. By setting the ranks {R 1 , R 2 , R 3 } of the three matrices and setting the quantization level M of the core tensor, the compression ratio of the network can be calculated as:
To change the compression rate, we can adjust the ranks of the decomposition matrices and the quantization levels {R 1 , R 2 , R 3 , M} of the core tensor, instead of retraining the network, and consequently achieve the goal of multiple bpp rates with a single network. More detail of the proposed TDL can be found in Section IV. To ensure the end-to-end training of the network, the gradient of each component should be calculated for backpropagation. Though the tucker decomposition operation is non-differentiable and we cannot differentiate it with respect to its argument, based on the straight through estimator on gradient in [13] , fortunately, we could set the derivative of tucker decomposition layer as:
By setting the derivative to 1, the network can back propagate the loss from a decoder to an encoder. Thus, the whole network can be trained in an end-to-end manner. 4) Decoder: Our decoder network consists of a deconvolutional sub-network and a reconstruction sub-network, as shown in Figure 2 . The deconvolutional sub-network basically mirrors the architecture of the encoder, and the stride of all convolutional layers is set to 1 since there is no need to downsample the feature maps. To ensure that the output image will have the same size as the input one, the sub-pixel layer [25] is adopted to reshape and upsample feature maps. Usually, the deconvolution sub-network can deliver a rough approximation of the original image. The reconstruction subnetwork aims to further enhance the deconvolution output by reproducing the missing details and textures in the encoding and TDL quantization process. Inspired by [8] , [26] , we propose to use the residual learning framework for the design of reconstruction sub-network. It consists of five convolutional layers, PReLUs and an element-wise addition operation. With the reconstruction sub-network, the final output image quality can be much refined. The detailed settings of the decoder network are summarized in Table II . 
IV. TUCKER DECOMPOSITION LAYER
In this section, we first introduce some necessary notations and preliminaries of tensor decomposition, and then present in detail the proposed TDL.
A. Notations and Preliminaries
Denote by A ∈ R I 1 ×I 2 ×···×I N an N-order tensor, and denote by a i 1 ···i n ···i N its elements, where 1 ≤ i n ≤ i N . Let B ∈ R J n ×I n denote a matrix. The mode-n product of a tensor A and a matrix B can be defined as [27] :
where the symbol × n denotes the tensor-timesmatrix operation, and the mode-n product output C ∈ R I 1 ×···×I n−1 ×J n ×I n+1 ×···×I N is a tensor of order N.
The elementwise representation of Eq. (7) can be written as:
The mode-n product can also be calculated by matrix multiplication:
where A (n) = unfold n ( A) ∈ R I n ×(I 1 ···I n−1 I n+1 ···I N ) and C (n) = unfold n (C) ∈ R J n ×(I 1 ···I n−1 I n+1 ···I N ) , 1 ≤ n ≤ N, are called mode-n matrices. Note that the operator un f old n (·) is the process of reordering the elements of an n-way date array into a matrix. Conversely, the unfolding matrices along the n th mode can be transformed back to the tensor by the unfold n (·) operation. For convenience, we define A× −n {B ( j ) } N j =1 as [27] : (1) ), (10) where ⊗ denotes the Kronecker product. The SVD of A (n) is defined as:
and the leading R n -dimensional left singular subspace of A (n) is defined as (n) r n = (n) (:, 1 : R n ).
B. Tucker Decomposition Layer
Deep CNNs have shown great potentials in LIC; however, it is still inconvenient to train a single network for LIC at multiple bpp rates with good performance. It is well-known that low-rank approximation is an effective way to reduce the redundancy of data. As a powerful low rank approximation approach, tensor decomposition, e.g., Tucker decomposition [28] and CP decomposition [29] , has been successfully used in various tasks, such as multispectral image restoration [30] , [31] , 3D image reconstruction [32] , and higher-order web link analysis [33] . Inspired by the success of tensor decomposition methods, we introduce a novel TDL into the network architecture to achieve the goal that a single LIC network can perform image compression with multiple bpp rates. The flowchart of the proposed TDL is illustrated in Figure 3 . It consists of 4 major components: 1) tucker decomposition; 2) quantization; 3) de-quantization; and 4) tucker reconstruction. The details of each component are described as follows .
1) Tucker Decomposition: Tucker decomposition aims to decompose an N-order tensor X ∈ R I 1 ×I 2 ×···×I N as an affiliation of N orthogonal bases {U (n) ∈ R I n ×R n } N n=1 and the associated core tensor Y ∈ R R 1 ×R 2 ×···×R N , where R n ≤ I n . It can be formulated as:
To find the optimal orthogonal matrices {U (n) } N n=1 and the core tensor Y , we could minimize the error between the original data tensor X and its approximationX, leading to the following optimization problem: argmin U (1) ,U (2) 
Since X 2 F is a constant, according to [27] , [34] - [36] , Eq. (13) can be recast as an optimization problem to maximize Y 2 F . We have:
argmax U (1) ,U (2) ,··· ,U (N)
To solve Eq. (14), we first employ the higher order singular value decomposition (HOSVD) [34] to initialize a set of basis factor matrices {U (n) 0 } N n=1 , then utilize the higher order orthogonal iteration (HOOI) [37] to iteratively update the orthogonal matrices {{U (n) k } N n=1 } S s=1 until convergence, where s is the index of loop. With the obtained set of optimal orthogonal matrices {U (n) } N n=1 , we can easily obtain the corresponding core tensor Y by Eq. (12) .
Specifically, for our TDNet the order of the feature tensor is N = 3. Given a 3-order tensor X ∈ R I 1 ×I 2 ××I 3 and the desired rank of output {R 1 , R 2 , R 3 }, we first compute the leading R n -dimensional left singular subspace of X (n) to initialize the basis factor matrices U (n) 0 ∈ R I n ×R n , where n = {1, 2, 3}. Then, we rewrite Eq. (14) as follows to solve the n-th component matrix U (n) :
The optimal solution U (n) of Eq. (15) 2) Quantization and De-Quantization: Since the core tensor Y has both positive and negative values, we take one bit to represent the sign of the original value. Let |Y | denotes the absolute value of the core tensor. To obtain the optimal quantizer, we first train the TDNet (without quantization) in an end-to-end manner. After the network converges, we will have the core tensors for all the training images. With a set of core tensors Y , we can easily compute p(|Y |), the probability density function (PDF) of the positive core tensor |Y |. With the p(|Y |), the optimal quantizer can be solved as follows by minimizing the quantization error:
Given a number M of decision intervals, the optimal quantizer is expected to find the set of decision boundaries {b q } M 0 and quantized values {Ŷ q } M 1 . Solving the partial derivative of Eq.(16), we could have:
The optimal solutions of Eq.(17) can be easily solved by the Lloyd's algorithm [38] , outputting the optimal quantizer Q(·) with decision boundaries {b q } M 0 and quantized values {Ŷ q } M 1 . Considering that the core tensor has clear physical meanings (the larger singular values are generally associated with the major projection orientations), we adopt a variable-bits quantization scheme to allocate different quantized bits to the core tensor, which is useful in preserving the major edges and textures. More specifically, we first scan the positive core tensor |Y | in raster order, then utilize the decision boundaries {b q } M 0 to divide the core tensor into M non-overlapping chunks. Let C m (m ∈ [1, M]) denote the index of the chunk. For the elements |Y i | in chunk C m , instead of using {Ŷ q } m as the quantized values, we define a new quantizer for it:
where MAX C m and MIN C m are the maximum and minimum values in chunk C m , respectively, and m is the number of quantized bits in chunk C m . In this way, chunk C m would take m + 1 bits for the quantization. For example, if elements are in chunk C 1 , we quantize them into M + 1 bits, while if they are in chunk C M , we quantize them into 2 bits. Conversely, the de-quantization process can be readily formulated as:
Considering that the precision of the orthogonal matrices {U (1) , U (2) , U (3) } is vital for the Tucker reconstruction and these 3 orthogonal matrices are relatively small compared with the image representation matrix, we simply use 6-bits to uniformly quantize them into discrete intervals, then adopt entropy coding to encode them.
Algorithm 1 Tucker Decomposition Layer
3) Tucker Reconstruction:
With the de-quantized core ten-sorŶ and the orthogonal matrices {U (n) } 3 n=1 , we can easily obtain an approximation of the original feature dataX by:
The overall TDL is summarized in Algorithm 1. With the proposed TDL, we can easily adjust the compression ratio while keeping the size of latent image representation unchanged. Finally, we are able to train a single network to achieve LIC with multiple bpp rates.
The computational complexity of HOSVD [34] for an N-order tensor A ∈ R I 1 ×I 2 ×···×I N is O(N I N+1 ), where I 1 = I 2 = · · · = I N = I . As for the HOOI [37] , it employs the HOSVD to initialize the tensors and converges after several iterations of alternating least squares (ALS). In this paper, the order number N is set to 3, I i is set to {40, 40, 32}.
V. ALL-IN-ONE TRAINING
Instead of training a specific network for a certain compression ratio as in previous deep LIC methods [11] - [16] , [18] , the proposed TDNet allows an all-in-one training strategy to enable a single network to compress an image at multiple compression ratio. More specifically, we first train an encoder-decoder network without the TDL to learn some initial parameters { , , } 0 . We can then calculate a set of latent image representations of the input images (3) to jointly fine-tune the encoder-TDL-decoder network by minimizing the loss function. The latent image representations at multiple bpp rates will be taken into consideration during the training process. In each training epoch, we first After the TDNet converges, we can use the optimal decision boundaries {{b q } M 0 } G g=1 and network parameters { , , } to compress and reconstruct images with different bpp rates. The all-in-one training scheme is summarized as Algorithm 2.
It should be noted that although our proposed 'all-in-one' joint training strategy can be used in the existing CNN-based LIC methods for 'single-network-multiple-bpp', the one with our proposed TDL can achieve better performance. Besides, since the quantization parameter M acts on all pixels, a small adjustment of M can change the bpp rates in a wide range for many existing methods, while our TDL can adjust the rank of core tensor to change the bpp rates with a finer step.
VI. EXPERIMENTAL RESULTS
In this section, we first present the experimental settings, including training and testing datasets, as well as parameter settings. We then discuss the performance of TDNet using a single network and multiple networks. Finally, we compare TDNet with state-of-the-art LIC methods.
A. Experimental Settings 1) Datasets: It is generally agreed that a larger scale training dataset which covers various image contents and structures will bring benefit to train a stable deep LIC network. Therefore, we mix the MS COCO test2017 dataset [39] , the DIV2K dataset [40] and the Waterloo Exploration dataset [41] together as the training dataset. The MS COCO test2017 dataset contains 40, 652 images which cover a great diversity of objects and scenes. The DIV2K dataset has 900 high-resolution images with complex structures and texture patterns. The Waterloo Exploration dataset contains 4, 744 elaborately selected high quality natural images. We first crop these images into 320×320 patches, 4 then randomly flip them. With around 100, 000 image patches, we could train a robust model for LIC with multiple bpp rates.
For the testing, we use two different test datasets for comprehensive evaluation: the Kodak PhotoCD dataset, 5 which contains 24 natural images, and the McMaster dataset [42] , which contains 18 high quality images. Note that all those images are widely used for the evaluation of image processing methods and they are not included in the training dataset.
2) Parameter Settings: In the training phase, we set G = 4 groups of desired ranks and decision intervals
g=1 to train the TDNet: {{38, 37, 28, 5}, {36, 35, 26, 4}, {34, 31, 23, 3}, {34, 30, 22, 3}}. The minibatch size is set to 7. We initialize the network weights by the method in [24] and adopt the Adam solver [43] to optimize the network parameters { , , }. The learning rate starts from 1e−4 and is then fixed to 1e−5 when the training error stops decreasing. The training is terminated when the training error does not decrease in 20 sequential epochs. For the other hyper-parameters of Adam, we utilize the default setting.
The parameter {R 1 , R 2 , R 3 , M} in this paper ranges from {40, 40, 32, 5} to {32, 30, 22, 2}. We first utilized 100, 000 image patches of size 320 × 320 × 3 to train the network, then we obtained the latent image representations of size 40 × 40 × 32 for each patch. With these 100, 000 latent image representations, we used the HOOI algorithm to decompose them into a core tensor and its associated orthogonal matrices, from which the latent image representations can be reconstructed. We empirically found that when the rank of core tensor (R 1 , R 2 , R 3 ) is less than (34, 30, 22) , the PSNR between the original latent image representation and the reconstructed one will drop significantly. Based on this observation, the rank (R 1 , R 2 , R 3 ) is set to be greater than (34, 30, 22) . While for the quantization parameter M, we set it to {2, 3, 4, 5}. As mentioned above, the quantization parameter M is acting on all pixels, a small adjustment of M (e.g., from 3 to 2) can change the bpp rates in a wide range. Thus, we adjust the rank of the core tensor (R 1 , R 2 , R 3 ) to change the bpp rates in a small range. Otherwise, we change the quantization parameter M. Though we use 4 groups of ranks and decision intervals {R 1 , R 2 , R 3 , M} to train the TDNet, to validate the generality of the trained network, in the testing phase we use 6 groups of ranks and decision intervals to test the performance of TDNet: {{38, 37, 28, 5}, {36, 35, 26, 4}, {35, 32, 23, 4}, {34, 31, 23, 3}, {34, 30, 22, 3}} and {34, 30, 22, 2}}. As we will see in the following sections, our TDNet achieves highly competitive performance.
We experimentally found that the alternative optimization process of our TDNet compressor (refer to Algorithm 2 please) will converge in less than k = 4 iterations. The parameter λ in our loss function Eq. (4) or Eq. (3) is set to 0.4 by experience. The network is trained in CAFFE [44] with an Nvidia Titan Xp GPU. In our PC with Intel(R) Core(TM) i9-7900X CPU @ 3.3GHz, 96G RAM, the training process costs about 3 days.
3) Entropy Coding Scheme: As for the entropy coding engine, we follow the previous CNN-based LIC methods to take the CABAC [45] as a separated module to losslessly encode the latent image representations. Specifically, we first use an exponential Golomb code to quantize the valuesȲ i into binary decisions. We then integrate a non-optimized CABAC implementation provided in an open source software tool, 6 where most of the parameters are set as default. In this open source software tool, the context is formed by the previous n bits, where n is a tuneable parameter and we set n = 4, implying that we have 16 contexts in total. The updating rule of the probability within each context is standard: when the specific context is met, the corresponding probability mass function is updated according to current symbol. Furthermore, the data unit for CABAC coding is the binarized syntax elements of the whole image. In other words, we do not explicitly reset the context probabilities. Certainly, a tailored and optimized CABAC implementation (e.g., through re-defining the context template, increasing the number of contexts, adaptively resetting the context probability, etc) could bring additional performance gain, at the cost of lower computational efficiency. However, since the goal of this paper is to design a CNN-based LIC method for image compression with multiple bpp rates, the in-depth discussion regarding this improvement strategy is beyond the scope of our current work.
B. Ablation Study 1) Single Network vs. Multiple Networks: The proposed
TDNet allows an "all-in-one" training strategy to learn a single network to perform LIC at multiple bpp rates. To validate the 6 https://github.com/jigar23/CABAC effectiveness of our "single-network-multiple-bpp" scheme, in this section we also train six individual TDNet compressors for the six groups of {R 1 , R 2 , R 3 , M} 6 g=1 (i.e., six bpp rates), respectively, and compare the performance of single TDNet and multiple TDNet at different bpp rates. Figure 4 compares the visual quality of compressed images house by those two training strategies at around 0.35bpp. We also show the zoom-in images of a smooth background area, a texture area and a large edge area. It can be seen that both the two training strategies produce good preservation of image edges and details, and they have very small visual difference. Figure 5 (a) shows the PSNR based rate-distortion curves by the single network and multiple networks on the Kodak dataset. Note that the six points on the curve of multiple networks is obtained by a TDNet trained at a specific bpp. As one can see, the rate-distortion curve of the trained single TDNet is very close to the curve obtained by multiple networks. On average, its PSNR is only 0.181dB lower than that of multiple networks.
2) Effectiveness of TDL: To further evaluate the effectiveness of the proposed TDL, we compare the proposed TDNet with [46] . By changing the quantization levels M, we can utilize the proposed "single-network-multiple-bpp" training scheme to make [46] adaptive for multiple bpp rates. The rate-distortion curves on the Kodak dataset of our proposed TDNet and [46] are shown in Figure 5 (a). One can see that the proposed TDL enables training a single network for multiple bpp rates. Besides, we also trained a baseline variant of our method (denoted by baseline 1), which uses the network described in Figure 2 but without the proposed TDL. The comparison results are shown in Figure 5(b) .
3) Reconstruction Network: The reconstruction subnetwork aims to further enhance the deconvolution output by reproducing the missing details and textures in the encoding and TDL quantization process. To evaluate the effectiveness of the reconstruction sub-network, we trained a baseline variant of our method (denoted by baseline 2), which uses the network shown in Figure 2 but without the proposed reconstruction sub-network. The comparison results are shown in Figure 5 (b). One can see that the network with the reconstruction sub-network achieves better performance.
C. Results
We compare our proposed TDNet with both traditional LIC Codecs and CNN-based LIC methods. 
1) Traditional LIC Codecs:
The compared traditional LIC codecs include JPEG (implemented by libjpeg 7 ), JPEG 2000 (implemented by Matlab) and the state-of-the-art compression format better portable graphics (BPG). 8 Following [15] , we use BPG with the setting of 4 : 4 : 4 chroma format.
2) Deep LIC Methods: The compared CNN-based LIC methods include Ballé et al. [12] , 9 Theis et al. [13] , 10 Li et al. [14] , 11 Johnston et al. [17] , Rippel & Bourdev [15] , Mentzer et al. [16] and Minnen et al. [47] . Note that since the source codes of the above deep compressors [12] - [17] are not available, we either digitize their rate-distortion curves on the Kodak dataset from the original papers or copy the results from their websites.
3) Quantitative Evaluation: Most of the existing CNN-based LIC models [15] - [17] are optimized with the MS-SSIM loss [19] , while traditional LIC methods (i.e., JPEG, JPEG2000 and BPG) and some of the deep LIC methods [12] - [14] , [47] are optimized in terms of PSNR. Therefore, we conduct the experiments to quantitatively evaluate the competing methods in terms of both PSNR and MS-SSIM indices for a more comprehensive comparison.
The PSNR and MS-SSIM based rate-distortion curves on the Kodak and McMaster datasets are summarized in Figure 6 . As in previous works [ [14] , and significantly outperforms the prevalent compressor JPEG. Although the proposed TDNet does not show advantage over BPG in term of PSNR on the Kodak dataset, it achieves much better PSNR index than BPG on the McMaster dataset (see Figure 6 (c)). Meanwhile, it is not a surprise that TDNet trained with MSE has much higher PSNR indices than TDNet trained with MS-SSIM.
Figures 6(b) and 6(d) show the MS-SSIM based ratedistortion curves on the Kodak and McMaster datasets, respectively. One can see that our TDNet largely outperforms the traditional codecs BPG, JPEG2000 and JPEG. It also significantly outperforms the methods of Johnston et al. [17] , Ballé et al. [12] and Theis et al. [13] , and achieves comparable performance to the state-of-the-art deep LIC methods Rippel & Bourdev [15] and Mentzer et al. [16] .
As shown in Figures 6(a) and 6(b), the recent work in [47] reports better results than ours on the Kodak dataset; however, it employs a much deeper and wider network and is trained on a very large dataset, which consumes much higher computational cost than ours. Our tucker decomposition strategy can also be used in other CNN-based LIC methods. Since the focus of this paper is on the design of a single CNN which can perform LIC with multiple bpp rates, we prefer to use a lightweight network to verify the effectiveness of our proposed TDL. Note that our method achieves better performance than many previous CNN-based LIC methods, including those recent ones [12] - [15] , [46] .
As shown in Figure 6 , one can see that both our proposed TDNet and traditional LIC codecs (including JPEG, JPEG 2000 and BPG) achieve better quantitative results (in terms of both PSNR and MS-SSIM indices) on the Kodak dataset than the McMaster dataset. This is mainly because the images in the Kodak dataset are smoother, less saturated and have more redundant information than the images in the McMaster dataset [42] , [48] - [50] . Specifically, as shown in [42] , the Kodak images are smooth in chromatic gradient, have [42] very high spectral correlation and low saturation (please refer to Table III) .
Although the two datasets have different statistics, the proposed TDNet still achieves similar quantitative performance on them. In contrast, the quantitative results of those traditional LIC codecs (i.e., JPEG2000 and BPG) on the McMaster dataset are much lower than the Kodak dataset. The reason may be that these traditional methods are less effective for sharp and saturated images. The proposed TDNet is trained on a large scale of images (including COCO testing dataset [39] , the DIV2K dataset [40] and the Waterloo Exploration dataset [41] ), which cover a variety of image structures and contents. Thus, it is more robust to compress images with different statistics.
Again, we would like to stress that all the competing CNN-based LIC methods here train a specific network for a certain bpp, while our proposed TDNet trains a single network to deal with multiple bpp rates.
4) Visual Quality Evaluation:
We further compare the visual quality of images compressed by JPEG, JPEG 2000, BPG, Ballé et al. [12] , Li et al. [14] , Theis et al. [13] and our proposed TDNet (trained with MSE and MS-SSIM). Note that since the source codes of all existing deep LIC compressors are not available, we can only download the results of Ballé et al. [12] , Li et al. [14] and Theis et al. [13] from their websites. The compressed images of other deep LIC methods are not available and thus cannot be compared. Figure 7 shows the compressed images lighthouse by the comparison methods at a compression rate around 0.3bpp (note that Theis et al., only provides the image lighthouse at 0.375bpp). One can see that noticeable blocky and ringing artifacts are inevitable in the reconstructed images by traditional JPEG and JPEG 2000 compression formats. While BPG, Theis et al. and Ballé et al. can produce much better visual quality, they still blur much the edges and over-smooth the textures (see the zoom-in areas). Li et al.'s method can preserve better the sharp edges and detailed textures, but still generate some noticeable artifacts. Compared with these methods, the image compressed by our TDNet method is visually more pleasing with sharper edges and much less artifacts. Figure 8 presents the visual comparison results on image peppers from the McMaster dataset at a compression rate around 0.3bpp. Note that since the results on this dataset are not available for all existing deep LIC methods, we only compare TDNet with JPEG, JPEG2000 and BPG. Again, one can see noticeable artifacts in the zoom-in areas for the traditional LIC methods. In contrast, the result produced by our proposed TDNet exhibits visually much more pleasing results.
VII. CONCLUSION AND FUTURE WORK
In this paper, we presented a simple yet effective Tucker Decomposition Network (TDNet) with a novel tucker decomposition layer (TDL), which can decompose a latent image representation into a set of matrices and one small core tensor for lossy image compression (LIC). By changing the rank of core tensor and its quantization levels, we could easily adjust the bits-per-pixel (bpp) rate of latent image representation, and consequently achieved the goal of using a single CNN model to cover a range of bpp rates. An iterative nonuniform quantization scheme was presented to optimize the quantizer, and an all-in-one training strategy was employed to train the TDNet. Compared with traditional LIC schemes and previous deep LIC compressors which use different networks to compress images at different bpp rates, our TDNet exhibits very competitive results on benchmark datasets by using a single network.
