Absences in Chicago Public High Schools are 4-7 days per year higher in first period than at other times of the day. This study exploits this empirical regularity and the essentially random variation between students in the ordering of classes over the day to measure how the returns to classroom learning vary by course subject, and how much attendance in one class spills over into learning in other subjects. We find that having a class in first period significantly reduces grades in that course but does not affect grades in related subjects. We also find that having math in first period reduces test scores in all subjects and reduces grades in future math classes. These effects are particularly large for black students. For classes other than math, we find little effect of having the class in first period on test scores or long-term grades.
I.

INTRODUCTION
This study provides a more complete picture than has previously been possible of the ways in which days and quality of instruction in specific classes affect learning in specific subjects in high school. To measure the effects of days and quality of instruction, we use a quasi-experimental design based on exogenous differences in course scheduling in Chicago Public High Schools. After students select the courses that they will take in a semester, the ordering of classes over the day is a computerized and essentially random process that is determined based on scheduling constraints. 1 Relative to later periods of the day, classes that meet in first period are associated with higher rates of absenteeism and greater morning grogginess, both of which inhibit student learning. For the typical Chicago Public High School student, attendance is roughly six days per year lower in first period classes than in other periods of the day. To the extent that missing and being groggy in math classes reduces students' test scores in math, we should expect students who take math in first period to perform worse than average on standardized tests in math, and we would expect similar negative effects of having English or social studies first period on reading test scores.
Our empirical strategy does not enable us to disentangle the absenteeism effect from the grogginess effect; however, our detailed set of outcome variables makes it possible to measure many different ways in which the negative shock of having a class in first period affects learning. We examine direct effects of instruction in a given subject on grades and standardized test performance in that subject, spillover effects of instruction in a subject on performance in related subjects, and long-term effects of instruction in a subject on performance in the same subject in a later year.
This research contributes to three active debates in education policy. First, a number of previous studies examined the cognitive and labor market effects of math and technical courses. Most of this work has involved associational studies based upon student-level variation in courses taken (Bishop and Mane, 2004; Jacobson, LaLonde, and Sullivan, 2005; Levine and Zimmerman, 1995; Rose and Betts, 2004; Sebring, 1987) , or school-level variation in courses offered (Altonji, 1995; Attewell and Domina, 2008; Bishop and Mane, 2004) . Two notable recent studies have used the more plausibly exogenous variation generated by state-and school-level policies requiring additional math instruction in high schools (Goodman, 2008; Joensen and Nielsen, 2009 ). Both studies find that such policies increased wages; the Goodman study finds that the returns were concentrated among black students. Additionally, Dee and Cohodes (2008) find that having a teacher who is state-certified in math improves math scores and having a teacher who is state-certified in social studies improves social studies test scores; they find no effects of having state-certified science or English teachers. This study contributes to this literature by measuring the effects of instruction in multiple subjects and looking at its effects on a variety of outcomes.
In addition to the literature on subject-specific learning, this study also contributes to the literatures on the cognitive returns per day of education and on the cognitive effects of school start times. Previous studies on the returns per day of schooling have examined the effects of summer break (Cooper, et al. 1996) , mandatory remedial summer school (Jacob and Lefgren, 2004) , variation in testing dates across students (Fitzpatrick, Grissmer, and Hastedt, 2011) , snow days and school closures (Hansen, under revision; Marcotte and Hemelt, 2008) , and making the school year start earlier, holding the test date constant (Marcotte and Hemelt, 2008) . These studies generally find that each day of instruction improves test performance by roughly 0.01 standard deviations.
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Delays in school start times are largely believed to operate through the grogginess mechanism more than the absenteeism mechanism (Wahlstrom, 2002) ; however, it has not been possible to disentangle the two mechanisms empirically. Recent work on these policies has found mixed results, with Carrell, Maghaikan, and West (2011) finding large effects among Air Force cadets and Hinrichs (2011) finding little or no effect in high schools in Minnesota, Kansas, and Virginia. Our study contributes to these two literatures by estimating the effects of a treatment that influences both absenteeism and grogginess. In addition, we construct new upper bound estimates of the effect of an hour of instruction as it varies across subjects.
Overall, we find large negative effects of first period classes on absences, course grades, moderate-sized negative effects on test scores, and some evidence of "spillover" effects of first period classes on performance in other subjects. Specifically, we find that having a class in first period increases absences in that subject by four to seven days over the year and that it decreases class performance in that subject by 0.11 to 0.17 grade points on a four-point grading scale. These results are consistently significant and are stable across specifications and course subjects. The negative effect of first period on course grades may occur because absences and grogginess cause students to learn less than they otherwise would; however, some teachers may explicitly factor attendance into course grades. We find no evidence of negative cross-subject effects of having a class in first period on class performance in similar subjects. We do, however, find a consistently negative and sometimes significant long-term effect of having Algebra I in first period on students' later Algebra II grades. We do not find a similar long-term effect for French II or Spanish II, possibly due to small sample sizes. Hence, failure to acquire math skills appears to have a long-term negative effect; however, the lack of evidence on other kinds of spillovers suggests that many of the skills that students failed to acquire due to absenteeism and grogginess were specific to those classes.
Our results provide suggestive evidence of some moderately-sized negative effects of having a class in first period on test performance. For black students, we observe negative effects of having math in first period on spring math test scores. We observe smaller negative effects of having first period math on test scores in the fall, when students had not yet received a full year of treatment in a first period math class. We observe small and insignificant effects for non-black students and for the effects of first period English on reading scores. The analysis at the classroom level, we find negative spillover effects of having math in first period on test score growth in science and reading. We also observe net negative effects of first period science, English, social studies, and foreign language on test score growth; however, these effects do not appear to follow a clear subject-specific pattern.
Our estimated effects on test scores are comparable to previous quasiexperimental estimates. Hansen (under revision) finds that, among third, fifth, and eighth graders in Colorado, Maryland, and Minnesota, a missed day of school reduces test scores by roughly 0.01 standard deviations. If we suppose that all of the negative effects that we find of first period math on math test score growth are attributable to missed days of instruction, we estimate an effect of -0.011 standard deviations per math class missed.
In addition to contributing to the general understanding about subjectspecific learning, this study provides policy implications regarding course scheduling. Our analysis suggests that students benefit most from math classes when they are taught after first period. Most teachers teach a single subject and work over the full day; hence, switching math class to the later in the day for some students would typically require switching math class to the morning for other students. The heterogeneous effects of first period suggest, however, that having math in first period is especially harmful for at-risk students, and the gains to moving at-risk students' math classes to the afternoon probably outweigh the losses to moving other students' math classes to the morning.
II.
EMPIRICAL FRAMEWORK
We can model the effects of absenteeism on course grades and test scores in different subjects according to the following structural equation:
where represents a measure of student 's performance in subject in academic year , defined as a function of absences (days missed) in multiple subjects ′, a vector of observable student-, subject-, and classroom-specific characteristics, and high school and teacher fixed effects. Lastly, represents the random error.
The parameters of interest are , the direct effect of absences in subject on performance in that subject, and ′ , the spillover effects of absences in subject ′ on performance in subject . Because absences are not randomly assigned across subjects, estimating Equation (1) using ordinary least squares (OLS) will produce biased estimates of these parameters.
To address this problem, we can model ′ as an endogenous variable that is determined by the following first-stage equation:
where ′ is an indicator for whether subject ′ is student 's first period class in year . Because students often arrive to school late, ′ is expected to be positive. As a maintained assumption, we require that ′ is uncorrelated with the unobserved student-, classroom-, or school-level determinants of subjectspecific performance described by . Given this restriction, we could estimate and ′ using two-stage least squares, where Equation (2) is the first-stage equation for absences in each subject ′. The corresponding reduced-form equation can be expressed as:
One major concern in identifying and ′ is the exclusion restriction that ′ only affects student achievement through the channel of absenteeism. This assumption will be violated if first period is associated with unusually high rates of tardiness or morning grogginess -variables that are likely to have their own negative effects on performance -so that instrumental variables estimates of and ′ would overstate the magnitude of the true effects of absenteeism. Due to this limitation, we do not present two-stage least squares estimates in this study, and we focus solely on the reduced-form effects of first period classes.
Even if first period does have these auxiliary effects, comparing the reduced-form coefficients 1 and 1 ′ across different subjects can still provide useful evidence on the relative importance of instruction in different subjects. The reduced-form parameters can in this case be interpreted as the combined effects of first period through these multiple channels.
III. DATA AND SAMPLE CHARACTERISTICS
A.
DATA SOURCES
The data for this study cover the universe of students in Chicago Public Schools from 1993-94 to 2005-06. These data have been used to study a variety of topics including high stakes testing (Jacob, 2005; Jacob and Levitt, 2003) , school choice Levitt, 2005, 2006) , teacher hiring (Aaronson, Barrow, and Sander, 2007) , student crime (Jacob and Lefgren, 2003) , and remedial summer school (Jacob and Lefgren, 2004, 2009 ). Our analysis focuses on students in grades 9-12, for which high school transcript data are available. These transcript data include course title and number, absences, period of the day, and a teacher identifier for each class taken. Course subject is taken from the course number. We classify some courses as advanced, low-level, or bilingual based on their titles.
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The data also include multiple standardized test scores and a detailed set of descriptive variables about the individual students and the Census blocks in which they live.
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Our main samples consist of student by year datasets of all students who took at least one math course and all students who took at least one English course in that year. For each student, we construct dummies for whether math or English was taken in first period. The vast majority of students had the same course in first period in the fall and spring. For cases in which the period changed or the student took more than one course in that subject in a semester, the first 4 A course is classified as advanced if the title includes any of the words "Advanced," "Honors," "College," "Accelerated," "Advanced Placement," "International Baccalaureate," or abbreviations thereof. The course "Algebra II" is sometimes listed as "Advanced Algebra" and is not counted as advanced. A course is classified as low-level if the title includes any of "Learning Disabled," "Remedial," "Introductory," "With Support," "Emotional Behavioral Disability," or abbreviations thereof. A course is classified as bilingual if its title includes "Bilingual," "English as a Second Language," "Second Language," the name of a non-English language (for courses not in the foreign language subject category), or abbreviations thereof. 5 Since the circulation of an early version of this paper and a detailed proposal sent to the Office of Research and Accountability in 2007 to request additional data, a brief working paper has been released by that office that examines the relationships between period of the day, absences, and passing rates in the 2005-06 school year (Schmidt, 2008). period dummy is constructed for a randomly selected one of the courses taken that year. 6 We measure yearly absences in each subject as the sum of fall and spring absences. Students' letter grades are converted into a four-point numerical scale (4.0 = A). A student's yearly grade in a subject is measured as the average of the fall and spring grades. For cases in which the student took more than one course in that subject in a semester, absences and grades in that subject are based on the randomly selected course, described above. Charter, magnet, and vocational schools are dropped from the sample as are schools that did not appear to use a seven-period daily schedule and after-school classes meeting in period eight or later. The remaining sample includes 82 high schools. The numbers of classes taken that year in each subject are included as control variables in all of the regressions. The standard errors in all of the regressions and t-statistics are clustered at the level of the school and year combination.
To measure cross-subject effects, we use a dataset of classroom-level averages. To construct these data, we begin with a dataset that includes about six or seven observations per student per semester, one for each course taken. We then take averages of each student characteristic for each teacher, period, and semester combination. Averages for each student characteristic are computed from the students with non-missing values for those variables. Most students do not take all eight of the subjects examined here in a given year, and the use of classroom-level data provides a straightforward and intuitive way to examine cross-subject effects without losing a large fraction of the sample. Variables such as "average absences in math" and "average grade in social studies" are computed for every classroom, regardless of subject. Each student who took at least one class in a subject that semester is counted once in the classroom-level average with absences or grade level equal to that student's personal average across the different classes in that subject taken that semester.
The standardized tests that were administered and the grades of students who took them vary from year to year in our sample. Consequently, the samples of students and classrooms for which test score data are available are smaller than the sample for which absences and course grades are observed. For the majority of students, 8 th grade math and reading scores are available from the Iowa Test of Basic Skills (ITBS). For the more recent years, math, science, reading, and 6 Supplemental tutoring classes were not included in these averages and were classified as "other subject." 7 By examining paper records available at the Office of Research and Accountability, we were able to measure the times in which first period began for most schools and whether the different schools used "block scheduling" (that varies by day of the week) in the 2005-06, 2006-07, and 2008-09 
B. DESCRIPTIVE STATISTICS
In order for this study to identify the causal effects of first period on absences and on academic performance, students who have key subjects such as math and English in first period must be otherwise similar to students who take those classes later in the day. One testable implication of this assumption is that the student and classroom characteristics should be similar between classes that meet in first period and those that meet later in the day. In Figure 1 and Tables 1, 2 , and 3, we present evidence to evaluate this premise. Table 1 shows separately by period of the day the fraction of classes in each subject. This table is calculated from unweighted student-level data and the fractions in each column sum to one. As Table 1 shows, the breakdown of classes by subject is generally stable over the course of the day, and schools do not appear to systematically schedule academic subjects in low-absence periods. This figure is also calculated from student-level data. Only four subjects (English, social studies, science, and math) are shown; consequently, within each course level and period, the sum of the numbers on the graph is less than one. As the figure shows, the breakdown of course level by these four subjects is generally stable over the course of the day. We do, however, observe that advanced English classes and low-level science classes are particularly likely to meet in first period. Notes: Course distribution computed with student-level data. Each column sums to one. Charter, magnet, and vocational schools are dropped from the sample, as are schools that do not appear to have a seven-period day and any classes meeting in periods eight or later. Course subject is identified from the course number. Supplementary tutoring courses are reclassified as "other."
Next, we examine whether the students or classrooms with mathematics or English in first period are systematically different from other students and classrooms. Table 2 presents means of the control variables for the mathematics and English classrooms in our data, shown separately by period of the day. All 8 These correlations between first period and course level are likely to bias our estimated effects of first period English and science; we adjust for these biases in the regressions by including classroom characteristics, teacher-by-year fixed effects, and previous test scores as controls. Additionally, we control for fixed student and classroom effects in the individual and classroomlevel test scores regressions by analyzing fall to spring test score growth as a dependent variable.
of the statistics reported in Table 2 and in later tables are computed from student-level data. Math classes are shown in columns (1) to (5) and English classes are shown in columns (6) to (10). Columns (1) and (6) show means for classes that meet in first period, columns (2) and (7) show means for classes that meet in second period, and columns (3) and (8) show means for classes meeting anytime from period three through seven. The t-statistics in columns (4) and (9) test the null hypothesis that the first period and second period means are equal, and the t-statistics in columns (5) and (10) test the null hypothesis that the first period means are equal to the third through seventh period means.
As Table 2 shows, first period math and English classes are fairly similar to math and English classes meeting later in the day. Due to the large number of observations, we reject the null hypothesis of equality across periods of the day for some of the control variables, in particular for English classes. Nevertheless, most of these significant differences are very small. For example, first period English classes tend to have somewhat more black students, fewer Hispanic students, and students who are slightly older. It is worth mentioning, that there are no differences in both previous test score achievement, as measured by students 8 th grade math and reading ITBS scores, for first period math and English classes compared to math and English classes that meet later in the day (shown in the first two rows of Table 1 ). The lack of existing differences in 8 th grade test scores between math and English classes meeting in first period and those meeting later in the day helps to rule out the possibility that other unobservable indicators of skill may also be correlated with having math and English in first period. That said, while the differences in the other covariates are not economically significant, the statistically significant relationships between first period classes and some of the control variables raises the possibility that having math or particularly English in first period may be correlated with a wide range of other confounding factors. To address these possible sources of bias, we examine in Table 3 the degree to which including teacher fixed effects can mitigate these biases. 
28.
College Graduate 0.14 0.14 0.14 -2.54** -2.24** 0.14 0.14 0.14 -3.12** -2.81** Notes: Individual-level data are used and sample restrictions are the same as Table 1 . Only students who took at least one math class are included in the sample in columns (1) to (5), and only students who took at least one English class are included in columns (6) to (10). For each student who took more than one math class or more than one English class, the math period and English period variables pertain to a randomly selected class taken that year. ITBS indicates students' scores on the Iowa Test of Basic Skills. Standard errors are clustered at the interaction of school and academic year for the t-tests. ** and * indicate 5% and 10% significance, respectively. (1) to (6) is "Math is Period 1," and the dependent variable in columns (7) to (12) is "English is Period 1." The dataset is the same as in Table 2 ; however, estimates are presented separately for black and nonblack students. The F-statistic shown at the bottom of the table tests the joint significance of all of the regressors shown. Table 3 shows regressions of "math is period 1" and "English is period 1" on all of the control variables presented in Table 2 . Each column shows results from a different ordinary least squares (OLS) regression; the F-statistics at the bottom of the table test the null hypothesis that the coefficients on all of the controls are simultaneously equal to zero. The F-test can be viewed as a formal test of the hypothesis of quasi-random assignment of first period that was examined in Table 2 . In columns (1) to (6), the dependent variable is an indicator for having math in first period, and in columns (7) to (12), the dependent variable is an indicator for having English in first period. The sample is restricted to black students in columns (1) to (3) and (7) to (9) and is restricted to non-black students in the remaining columns. Columns (1), (4), (7), and (10) regress first period on all of the control variables and a constant term. The F-statistics in these columns test the null hypothesis that first period is uncorrelated with all of the control variables. Columns (2), (5), (8), and (11) add teacher-by-school year fixed effects, and columns (3), (6), (9), and (12) replace those two-way interactions with teacher-by-school year-by-grade fixed effects. The F-statistics in these columns test the null hypothesis that, after controlling for teacher-by-year or teacher-byyear-by-grade effects, the remaining variation in first period is uncorrelated with the control variables
The results from Table 3 indicate that the two-and three-way fixed effects appear to eliminate the correlations between having a subject in first period and the control variables. Columns (1), (4), (7), and (10) of Table 3 confirm the general  findings from Table 2 . With some exceptions, the coefficients on the control variables are generally small; however, they are precisely estimated, and many are statistically significant, especially for English classes. As we see from the Fstatistics and p-values at the bottom of Table 3 , we reject the null hypothesis in all four cases; hence, first period math and English are significantly correlated with the control variables for both black and non-black students. When teacher-by-year fixed effects are added in columns (2), (5), (8), and (11), nearly all of the coefficients become insignificant in the math regressions, and for both black and non-black students, we fail to reject the null hypothesis that these coefficients are all simultaneously equal to zero. In the English regressions in columns (8) and (11), adding the teacher-by-year fixed effects reduces the significance of the coefficients on the controls. The F-test for the full set of coefficients is marginally significant for black students and still significant for non-black students. When the teacher-byyear-by-grade fixed effects are added in columns (3), (6), (9), and (12), all four Fstatistics become insignificant. Hence, after controlling for teacher-by-year-bygrade fixed effects, we fail to reject the null hypothesis that having a class in first period is uncorrelated with all of the other controls.
Next, in Figures 2 and 3 , we examine graphically the reduced-form effects of having math and English in first period on absences in math and English, course grades, and test scores. Panels A and B of Figure 2 show year-long absences (out of 180 school days) for black and non-black students in math, English, science, and social studies classes as functions of the period of the day in which each class meets. Panels C and D show the averages of fall and spring course grades in those subjects as functions of class period.
As panels A and B show, absences in all four of the subjects shown are at their highest levels in first period, they decline until reaching their lowest levels in third and fourth period, and then they gradually rise over the remainder of the day. This pattern is most pronounced among black students, for whom yearly absences vary across periods and subjects from 25 to 36. Nevertheless, the pattern is also detectable among non-black students, for whom yearly absences vary across periods and subjects from 19 to 26. As panels C and D show, the reverse pattern can be seen in course grades in all four subjects for both black and non-black students, with grades up to 0.3 points higher in classes meeting in periods three and four than in classes meeting in first period.
The four panels of Figure 3 plot fall and spring test scores and fall to spring test score growth (measured as the change in z-score) as functions of period of the day. Panels A and B show math scores as functions of math period for black and non-black students. Panels C and D show reading scores as functions of English period for black and non-black students. In panel A, spring math scores are somewhat lower for black students taking math in first period than for those taking it later in the day. Other that this difference, no clear relationships are apparent in the other panels, and we do not observe strong reduced-form relationships between having math or English in first period and math or reading test scores. An additional point to note from Figure 3 is that the magnitudes for the fall to spring test growth variables do not match the observed differences between spring and fall scores. These discrepancies arise because there is a relatively small number of years during which students took both fall and spring tests, and the growth data are taken from this smaller sample. Notes: Each mean on the graph is calculated using student-level data. Each panel shows average absences or GPA, presented separately by black and non-black students, subject, and period of the day in which the class meets. Year-long absences are measured as the sum of average fall and average spring absences in that subject. Year-long course grades are measured as the average of each student's fall and spring grades in that subject. Additional details are in the text.
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IV. DISCUSSION OF RESULTS
A. OWN-SUBJECT EFFECTS OF FIRST PERIOD MATH AND ENGLISH
In Table 4 , we use multivariate regressions to estimate the reduced-form effects of having math or English in first period while controlling for other determinants of student achievement. Within each panel of Table 4 , each of the six columns shows results from a different regression in which the regressor of interest is a dummy for whether the class meets in first period. In columns (1) to (6), the sample is restricted to math classes, and in columns (7) to (12), the sample is restricted to English classes. As in Table 3 , columns (1) to (3) and (7) to (9) show results for black students and columns (4) to (6) and (10) to (12) show results for non-black students. Panels A and B show first-stage OLS estimates of Equation (2), where the dependent variables are year-long absences in math and English, respectively. Panels C through J show reduced-form OLS results from a restricted form of Equation (3), where cross-subject effects are not included and the dependent variables are different measures of student achievement as listed in the panel headings. The spring and fall math and English grades shown here are the average grades across the math or English course taken that year. All of the regressions in panels A and C control for the average number of math classes taken by the student that year, all of the regressions in panels B and D control for the average number of English classes taken, and all of the regressions in panels E to J control for the fraction of students with non-missing test scores and the fractions taking each type of test. Each regression in columns (1), (4), (7), and (10) includes those controls plus teacher-by-year fixed effects and the full set of student-, classroom-and neighborhood-level characteristics except for ITBS scores (as listed in rows 3 to 28 of Table 2 ). Columns (2), (5), (8), and (11) replace the teacher-by-year fixed effects with teacher-by-year-by-grade fixed effects. Columns (3), (6), (9), and (12) include all of these controls and add 8 th grade math and reading ITBS scores as controls. The ITBS scores are missing for some students; consequently, the sample sizes in columns (3), (6), (9), and (12) are slightly smaller than in the preceding columns.
As panels A through D of Table 4 show, adding controls and fixed effects has relatively little effect on our estimated effects of first period math on math absences and grades and of first period English on English absences and grades. We find that having math in first period increases year-long math absences by 7.1 to 7.5 days for black students and by 5.2 to 5.7 days for non-black students. Likewise, we find that having English in first period increases year-long English absences by 6.6 to 7.0 days for black students and 4.5 to 5.1 days for non-black students. All four effects are robust to the inclusion of controls and are significant Tables 2 and 3 , with students taking math in columns (1) to (6) and students taking English in columns (7) to (12). Table 2 . Student controls omit 8th grade test scores, which are included in columns (3), (6), (9), and (12). ** and * indicate 5% and 10% significance, respectively. in all three specifications. We also find that having math in first period reduces math grades by 0.145 to 0.149 grade points for black students and by 0.110 to 0.122 for non-black students. Lastly, we find that having English in first period reduces English grades by 0.152 to 0.168 grade points for black students and by 0.114 to 0.140 for non-black students. These effects are also stable and significant in all specifications.
While the negative effects of first period classes may arise due to a causal effect of absenteeism or grogginess on student learning, they may simply reflect a mechanical relationship in which absenteeism or apparent effort factors directly into course grades. To test this theory, we examine test scores as an alternative measure of achievement in panels E through J.
The results in columns (1) to (3) of panel E confirm the finding from Figure 3 that, for black students, having math in first period is associated with lower math scores. This effect is moderately-sized, ranging from -0.021 to -0.038 standard deviations and is significant in all three specifications. In panel G, we see that a smaller and insignificant effect of first period math, ranging from -0.014 to -0.022, was observable in the fall. Hence, the effect of first period became greater as the amount of exposure increased over the course of the academic year for black students. We observe very small, generally negative, and insignificant effects of first period math on non-blacks' math scores in both spring and fall. Turning our attention to first period English, we strangely find generally positive and moderately-sized (though insignificant) effects of first period English on reading scores in panels F and H. For both black and non-black students and both in spring and fall, the effects decline as controls are added to the regressions and are close to zero in the most complete specifications in columns (9) and (12). Hence, in the complete specifications that control for many possible student-and classroom-level correlates of first period, we find negative effects of first period math and essentially zero effect of first period English. This result is consistent with the view that math test scores are more sensitive to hours of math instruction than reading test scores are to hours of English instruction.
In panels I and J, fall to spring differences in test scores are used as dependent variables in the regressions. There were relatively few school year and grade combinations in which students were administered fall and spring tests in the same subject. For this reason, using test score growth as a dependent variable shrinks the sample considerably. The numbers of observations in the test score regressions range from 9,463 to 13,694, as compared to 25,510 to 53,996 for the fall test score regressions and 46,874 to 134,586 for the spring test score regressions. For math classes, we find moderate-sized, positive, and insignificant effects of first period on math test growth for both black and non-black students. In all six cases, these coefficients are fairly small relative to their standard errors, and the positive effects are probably the result of small sample sizes and sampling variation. For English classes, we find larger, negative, and insignificant effects (with one marginally significant coefficient) of first period on reading test growth for black and non-black students. These effects, which are reasonably large relative to their standard errors, could indicate that using the first difference effectively controls for student and course-level variables that caused bias in the spring and fall test regressions. Nevertheless, these insignificant effects, like those in panel I, could simply result from small sample sizes and sampling error. We examine this issue further through the use of classroom-level data in the next subsection.
B. CROSS-SUBJECT EFFECTS OF FIRST-PERIOD CLASSES
Next, we examine the hypothesis that having a class in first period affects absences and student achievement in related subjects. The classroom-level dataset is used for Tables 5, 6, and 7. Table 5 presents the first-stage results from an expanded form of Equation (2), in which having first period in one subject can affect absences in another subject. The dependent variables in these regressions are average absences in different subjects. Some classrooms have missing values for absences in a specific subject because no student in the class takes that subject; consequently, the sample size varies across the different columns. The regressors of interest are the indicators for what course subject is taught in that class interacted with an indicator for whether the class meets in first period. Each regression includes teacher-by-year fixed effects and the full set of controls minus previous 8 th grade test scores, as in columns (1), (4), (7), and (10) of Table 4 , and these controls are interacted with the course subject indicators. The own-subject effects of having a class in first period on absences in that subject appear in bold along the diagonal.
Along the diagonal of Table 5 , we see that having a given subject in first period significantly increases absences in that subject by 3.6 to 6.8 days per year, with effects of 3.6 to 4.9 for English, Art, Music, & Physical Education (P.E.), and Shop, Vocational, & Other, and effects of 6.0 to 6.8 for the remaining subjects. We observe moderately-sized negative cross-subject effects, with one insignificant coefficient of -0.44, two marginally significant coefficients of -0.62 and -1.08, and the remainder significant and ranging from -0.77 to -1.66. The cross-subject effects that are smallest are those for foreign language, business, art, music and P.E., and shop, vocational, and other courses, all of which tend to be offered less frequently than math, science, English, and social studies (as can be seen in Table 1 ). Hence, having a given subject in first period tends to reduce absences in every other subject by one to two days per year, probably because having one subject in first period precludes any other subject from being a first period class. Notes: Each column shows results from a separate regression where the outcome variable measures average absences in a given subject among students in that class. The regressors of interest are subject dummies interacted with "class is first period." The level of observation is the classroom (teacher-by-period-by-semester). Each regression controls for student, classroom, and neighborhood controls (excluding 8th grade test scores), the average number of courses taken by subject, and teacher-by-year fixed effects. Own-subject effects are shown in bold. All controls are interacted with dummies for course subject. Standard errors are clustered by school-by-year. ** and * indicate 5% and 10% significance, respectively. Table 6 presents reduced-form results from Equation (3), where the dependent variables are year-long course grades in different subjects. The specifications and format are the same as in Table 5 except for the change in the dependent variables. The results along the diagonal are similar to our findings from Table 4 and indicate that scheduling a class in first period significantly reduces average grades in that subject by 0.11 to 0.17 grade points. We also find crosssubject effects that are significant in 41 and marginally significant in three of the 56 coefficients, with generally positive coefficients ranging from -0.01 to 0.06, which suggests that having a subject in first period generally improves course grades in other subjects. Hence, like the cross-subject effects in Table 5 , these effects probably occur because having first period in one subject prevents other subjects from being first period. Table 7 presents additional results from Equation (3); however, the dependent variables in the four columns are the fall-to-spring changes in classroom average test scores for math, science, reading and English. The average numbers of courses taken in each subject are removed as control variables and replaced with the fractions of students with non-missing test scores and the fractions taking the different types of tests. The specifications and format are otherwise the same as in Tables 5 and 6 . Because English and social studies courses may affect test score growth in both reading and English, the four pairwise combinations (English and reading, English and English, social studies and reading, and social studies and English) are all shown in bold. Because classroom-level data are used for the averages and blacks and non-blacks are combined, taking the fall to spring difference results in fewer lost observations than in the individual-level regressions panels I and J of Table 4 .
The coefficients in Table 7 are considerably less significant than in Tables 5  and 6 , with only one significant and four marginally significant coefficients out of the 32 estimates. Unlike with Tables 5 and 6, the own-subject effects are roughly the same signs and magnitudes as the cross-subject effects. As with Table 6 , the cross-subject effects of first period may occur due to some combination of mechanisms including the effect of preventing other classes from being first period and true spillovers in learning. Strangely, we observe a large and stable negative effect of having shop, vocational, or other in first period on all test scores. Notes: See notes to Table 5 . Specifications are the same as in Table 5 ; however, the outcome variable is yearly average course grade rather than yearly absences. ** and * indicate 5% and 10% significance, respectively. Notes: The regression results reported estimate the effects of period x course subject on the difference between the spring and fall classroom-level average test scores for math, science, reading, and English tests. The own-subject are shown in bold (e.g., math classes on math scores). English and social studies classes could be viewed as primarily affecting both reading and English tests, so all four of those classtest combinations are bolded. The structure of the regressions is the same as in Tables 5 and 6 . ** and * indicate 5% and 10% significance, respectively.
One possible reason for this negative effect is a selection bias that occurs because the shop and vocational courses taught in first period are different from those taught later in the day. For example, "food services," and "personal development" are common courses in this category that are disproportionately taken in first period. Students taking shop, vocational, or other courses in first period have significantly higher 8 th -grade test scores (but significantly lower growth over the year) than do students taking those courses later in the day.
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With the exception of this last category of classes, having math class in first period appears to be more harmful to test score growth than having any other subject in first period. The direct effects of first period math on math test score growth are negative but insignificant. We also observe moderately-large negative spillover effects of having math in first period on test score growth in science and reading. The mechanisms for these cross-subject effects are unclear; however, one possible explanation is that math classes include valuable instruction in how to take a standardized test. While imprecise, the remaining estimates suggest that having first period science, English, or foreign language is harmful to learning. We observe mixed results for first period social studies and business and positive effects of having art, music, or P.E. in first period.
If we suppose that the direct effects of first period (through the channel of grogginess) are known to be negative, then we can obtain a (negative) lower bound on the effect of missing a class in a given subject on test scores. This bound is constructed by dividing the effects that we estimate in Table 7 of first period on test scores by the effects that we estimate in Table 5 of first period on absences. Because the fall tests are taken in October and the spring tests are taken in late April, an adjustment is necessary to convert this ratio into a per-day measure of the effects of absenteeism. Roughly 120 days elapse between the October and April exams, whereas the school year lasts 180 days. Hence, some of the absences that are measured in the transcript data will have occurred before the fall exam and some will have occurred after the spring exam. If we assume that absences are uniformly distributed over the year, then we can adjust for this discrepancy by multiplying the ratios of coefficients by 1.5 (i.e., 120 days/180 days=1.5).
Dividing the bold reduced-form coefficients in Table 7 by the corresponding first-stage effects on absences from Table 5 and multiplying by 1.5, we find that a single absence in math reduces math test score growth by 0.011 standard deviations (i.e., (-0.046/6.535)*1.5=-0.0106). We find a positive effect of a single absence in science on science test score growth of 0.0007 standard deviations. We find that an absence in English reduces reading and English test score growth by 0.007 and 0.003 standard deviations, respectively. Finally, we find mixed effects of +0.006 standard deviations in reading test score growth and -0.006 standard deviations in English test score growth per missed social studies class. The positive effect on reading score growth may reflect the effect of preventing another class from being first period, or it may simply reflect imprecision in the estimates.
If we suppose that missing the most useful class of the day reduces test score growth by roughly 0.011 standard deviations, and that many classes have roughly zero effect, our estimated effects of absences are comparable to Hansen's (under revision) estimate that a weather-induced missed day of school reduces test scores in Colorado, Maryland, and Minnesota by 0.003 to 0.039 standard deviations, with an average estimate around 0.0127.
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Our estimates are somewhat large, however, relative to Jacob and Lefgren's (2004) finding that summer school has no detectable effect on Chicago sixth graders' test performance. One likely explanation for the differences in these various estimates is that the true effect of classroom attendance is heterogeneous. The students in Chicago Public Schools are slightly older and come from considerably poorer and less-educated families than do the students in the Colorado, Maryland, and Minnesota school districts examined by Hansen, and the returns to schooling could be negatively correlated with age and poverty. Additionally, by examining the effects of snow days, Hansen identifies the effect of the average day of school, whereas students may selectively skip classes that are less important, and unmotivated students skip at higher rates, so that the return to a typical day missed is probably lower than the return to the average day. Alternatively, Jacob and Lefgren (2004) , by estimating the effects of being held back for summer school, identify the returns to attendance for a particularly unmotivated set of students. Moreover, as Jacob and Lefgren discuss, the negative psychological effect of holding students back may partially counteract the positive effects of classroom attendance in their study.
C. LONG-TERM EFFECTS OF FIRST PERIOD
Our final set of results examine the reduced-form effects of having a course in first period on performance in future classes in that same subject. To the extent that the own-subject effects of first period on course grades reflect actual learning, we should expect these effects to persist and to improve students' performance in the same subject in future years. Table 8 presents our estimates of the long-term and short-term effects of first-period classes on math and foreign language course grades. Each of the nine columns shows results from a different regression. The student-level data are used, as in Table 4 , and the full set of control variables (excluding 8 th grade test scores) is included. In columns (1) to (3), the sample is restricted to students who took Algebra II and are observed in an earlier year of data having taken Algebra I. In columns (4) to (6), the sample is restricted to students who took both French I and II, and in columns (7) to (9), it is restricted to students who took both Spanish I and II. Panel A shows results for black students, and panel B shows results for non-black students. The dependent variable in columns (1) to (3) is the yearly average course grade in Algebra II, and the regressors of interest include an indicator variable for whether that class is first period as well as whether Algebra I was first period. In columns (4) to (6), the dependent variable is course grade in French II, and in columns (7) to (9), the dependent variable is course grade in Spanish II. In each case, the regressors of interest include an indicator for whether the second-level course meets in first period as well as an indicator variable for whether the introductory course met in first period. It should be noted that the effects of Algebra I, French I, and Spanish I are estimated for the subsample of students who went on to take the next level courses. If having the earlier course in first period reduces the likelihood of continuing in that subject, these estimates may understate the full long-term effect of having Algebra I, French I, and Spanish I on performance in that subject.
The results in columns (1) to (3) are consistent with a long-term learning effect of first period Algebra. As in Tables 4 and 6, we observe negative direct effects of having Algebra II in first period on Algebra II grades, in this case ranging from -0.120 to -0.176 and significant in all six specifications. In addition, we find that having Algebra I in first period is associated with a smaller negative effect on Algebra II grades, ranging from -0.035 to -0.059 and significant in two and marginally significant in two of the six specifications. Our estimates for French and Spanish classes are imprecise and vary widely in magnitude across specifications, probably due to the small sample sizes. Consequently, we are not able to draw clear inferences from the results in columns (4) to (9). Notes: The specifications are the same as in Table 4 ; however, the sample is restricted to those students who have taken specific course sequences involving at least one semester of an introductory course (Algebra I, French I, or Spanish I), and at least one semester of a later course that builds on that material (Algebra II, French II, or Spanish II). ** and * indicate 5% and 10% significance, respectively.
V.
CONCLUSION
This study exploits quasi-random variation in the ordering of courses over the day to estimate the degree to which the returns to classroom attendance vary across course subject and the degree to which attending class in one subject has spillover effects onto learning in other subjects. We find that having a class in first period reduces grades in that course and has little effect on long-term grades or grades in related subjects. We also find suggestive evidence of moderate-sized own-subject and cross-subject effects on test scores, particularly for math classes. Our study also provides two policy implications: that math classes for at-risk students should be scheduled after first period and that math teachers' preparation time should be scheduled during first period.
