Intelligent perception must capture not only a scene's static content, but also its affordances: how an agent's actions can affect the scene. We propose an unsupervised method to learn an environment's sensorimotor affordances. We use a recurrent latent variable that is (i) minimal in sensitivity to static content and (ii) compositional in nature.
(i) minimal in sensitivity to static content and (ii) compositional in nature.
We show these two properties are sufficient to induce representations that are reusable across different scenes with shared degrees of freedom.
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Background
We use a recurrent latent variable to capture the distribution of possible future frames [1, 2] .
In deterministic environments, represents the agent's actions.
Balancing the two parts of the objective allows to recover a minimal representation [3] .
Stochastic video prediction

Composability training
The two components of the VIB loss encourage v to represent the trajectory, while being minimal in the sense of Information Bottleneck [4] . In turn, this forces z to be suitable for composition.
Experiments Variational Information Bottleneck
Trajectory transplantation
Action-conditioned prediction
The Information Bottleneck [4] objective for a representation Z, input X, output Y:
Takeaways
The inductive biases of minimality and composability provide sufficient constraints for learning affordances in an unsupervised way.
The learned representation is disentangled from the static scene content.
The disentanglement allows the representation to be used for visual servoing and actionconditioned prediction.
