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Scientific abstract
We describe a new method for making palaeoclimate reconstructions. The method produces
seasonal palaeoclimate variables from site-based reconstructions, which are used to further gen-
erate reconstructions of six key variables: mean annual precipitation, mean annual temperature,
mean temperature of the coldest month, mean temperature of the warmest month, growing de-
gree days above 5◦C (a measure of the growing season) and moisture index (the ratio between
precipitation and equilibrium evapotranspiration). The method uses a variational technique,
3D-Var, to produce the maximum a posteriori estimate of the climate given pollen-based recon-
structions and a prior estimate. We apply spatial and temporal correlations in the error of the
prior to ensure that the reconstruction is spatially and temporally smooth. The strength of the
correlations can be adjusted with scaling parameters to determine the smoothness of the recon-
struction. Further, the method uses an observation function that accounts for the difference in
atmospheric CO2 concentration between the modern and palaeo time periods; this means the
final reconstructions have the correct response to CO2 change. We explore the effect of the
length scales on the reconstruction to determine the optimal scales. The method is applied to
pollen-based reconstructions together with a prior estimate made up of outputs from the 3rd
round of the Palaeoclimate Modelling Intercomparison Project and is used to make global re-
constructions of the Last Glacial Maximum (c.a. 21,000 years ago) and the mid-Holocene (c.a.
6,000 years), as well as estimates of error for the reconstructions. The reconstructions show good
spatial and temporal smoothness and produce realistic climates that can be used for data-model
comparison.
Keywords: Data Assimilation, Variational, Palaeoclimate, Reconstructions, Pollen
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Lay summary
Climate models are used to predict the future of the Earth’s rapidly changing climate and to
guide policy to mitigate the effects of global warming. Since the future climate is expected to be
very different from our current climate, information about unusual climates is needed to develop
and test the models. Past climates provide situations in which the climate was very different
from the modern day; however, analysing these climates can be difficult as much of the evidence
of past climates has long since been destroyed. One key way of finding out what past climates
were like is to use palaeo pollen data to determine what plants were living where and, from
that, determine the climate using contemporaneous pollen data. In this thesis we describe a
new method of generating maps of past climates. The method is applied, in combination with
pollen data and climate models, to estimate the climate over large areas of the Earth’s land
surface for time periods around 21,000 and 6,000 years ago and ensures that these estimates are
physically realistic. These estimates are an improvement on previous climate estimates as they
were generated from pollen data that are sparse geographically and based at specific sites. The
climate maps generated can then be used to compare against climate model outputs to identify
deficiencies in models and thereby help improve them.
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1
Introduction
1.1 Motivation
Future climates are likely to be very different to the modern day because of anthropogenic
changes in atmospheric CO2 concentration ([CO2]) and land use changes. These changes in
forcing (the factors which drive the climate) will give rise to changes in regional climates, which
include higher temperatures in the extratropics, changes in atmospheric circulation driven by
changes in the latitudinal temperature gradient and increasing sea levels (Pachauri et al., 2014).
Climate models are used to predict the future such that modern day strategies can be made to
counteract the effects of the changes to the climate. Although such models are highly developed,
it can be difficult to determine if they are reacting correctly under future conditions (Hargreaves
and Annan, 2014). These conditions can create large changes in the Earth’s climate dynamics
that are expected to be very different from climates we have experienced in the recent past.
The climate forcings for most palaeoclimates, such as atmospheric [CO2], solar radiation and ice
sheet cover were often much different than today (Harrison and Bartlein, 2012). Climate models
are tested with these different forcings to discover ways in which the models can be improved,
or to identify parts of climate model predictions which may need further verification (Harrison
et al., 2014, 2015; Kageyama et al., 2018; Schmidt et al., 2014a; Taylor et al., 2012).
Climate data are required in order to evaluate the performance of climate models. Meteorolo-
gical and satellite-derived environmental data are available for only a short period: 50-300 years
in the case of meteorological observations (Freeman et al., 2019; Morice et al., 2012), and 10-50
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years in the case of satellite-derived products (Thies and Bendix, 2011; Yang et al., 2013, 2016).
On longer timescales, past climate states have to be inferred from palaeoenvironmental obser-
vations. These include geomorphic and/or sedimentological evidence, chemical and/or isotopic
data from ice cores, sediments and speleothems, tree-ring records from living and fossil trees,
and changes in biotic assemblages (e.g. diatoms, chironomids, pollen) preserved in sedimentary
archives (Bradley, 1999; Gornitz, 2008). The most widespread source of quantitative informa-
tion about terrestrial climates comes from statistical or model-inversion of pollen assemblages
(Bartlein et al., 1984, 1986, 2011; Davis et al., 2003; Huntley and Prentice, 1988; Mauri et al.,
2015; Seppa¨ et al., 2004). Pollen-based reconstructions are the major source of palaeoclimate
information used in this thesis.
During a given time period, the degree to which plants grow depends on the climate they
are in. As they grow, they create pollen which is then spread around the environment; this
pollen can eventually be washed into a lake and sink to the bottom. Silt and dirt covers the
pollen and air escapes so that the pollen is left in an anaerobic environment and is preserved for
many thousands of years. Through core sampling, the frequency and distribution of the pollen
is calculated and by using model inversion (Garreta et al., 2010) and/or statistical techniques
(Ter Braak and Juggins, 1993), the palaeoclimate that created these plants which in turn created
the pollen, can be determined. Studies such as Bartlein et al. (2011) and Marsicek et al. (2018)
bring together many different pollen reconstructions made in this fashion. Bartlein et al. (2011)
create global reconstructions of the climate 6 kiloannum (ka) and 21ka years ago, the mid-
Holocene (MH) and the Last Glacial Maximum (LGM) respectively; however, these data are
sparse geographically and in certain areas do not account for the change in atmospheric [CO2]
between the modern and palaeo time periods.
This thesis aims to develop new mathematical techniques for making reconstructions of the
palaeoclimate using sparse data from pollen-based reconstructions.
1.2 Challenges
This thesis develops a method for reconstructing palaeoclimates by setting the problem in a
data assimilation framework where pollen-based reconstructions presented in Bartlein et al.
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(2011) and Prentice et al. (2017) are used as the observations and a 3D-Variational (3D-Var)
technique is used to find the reconstruction (Lahoz and Schneider, 2014; Nichols, 2010). To
use a 3D-Var approach, an estimate of the climate is needed, called the prior, along with the
covariance of this prior; a natural choice for this would be to use model outputs. The method
must create reconstructions for data-model comparison and so care must be taken to make sure
a prior generated from model outputs does not unreasonably influence the final reconstruction
by weighting the prior correctly against the observations.
The reconstructions in Bartlein et al. (2011) are presented as gridded reconstructions based
on combining point-based sites (only at specific points in space). These sites are sparse spatially;
however each reconstruction represents the catchment area of the lake from which the original
pollen observations were taken. Furthermore, climate is generally spatially homogeneous, such
that the reconstruction at a site may represent the climate around the point (in terms of the
lake), but may also be closely correlated to the climate close by. Since most of the sites are
clustered close together, significant areas in between sites can be seen as highly correlated to
the reconstructions. Hence, a method to create palaeoclimate reconstructions must incorporate
spatial correlations to generate reconstructions in between sites and increase spatial coverage.
Bartlein et al. (2011) give reconstructions of six key variables; mean annual precipitation
(MAP), mean annual temperature (MAT), mean temperature of the coldest month (MTCO),
mean temperature of the warmest month (MTWA), growing degree days above 5◦C (GDD5)
which is the integral of the annual temperature curve over 5◦C and the moisture index (MI) which
is the ratio between MAP and equilibrium evapotranspiration. These variables are used as they
are functionally important for plant growth (Harrison et al., 2010) and so can be reconstructed
from pollen data and provide useful reconstructions for modelling plants in the climate system.
The dataset is composed of several different sources and it was not always possible to reconstruct
all six variables. 67.9% sites have at least one variable missing for the LGM and 70.9% for the
MH and 58.8% sites have at least two variables missing for the LGM and 68.9% for the MH.
To increase coverage the method must be able to reconstruct variables at sites where they were
previously not available.
One of the main benefits of the LGM time period as a benchmark for data-model comparison,
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is the fact that the atmospheric [CO2] was around half the current day [CO2] (Harrison and
Bartlein, 2012). Models tested against this time period can be tested for their sensitivity to
[CO2] change. Even if [CO2] is expected to rise in the future rather than drop, sensitivity
can still be tested. However, plants are directly sensitive to changes in [CO2] as the plant’s
process of photosynthesis relies heavily on how much CO2 is available, an effect that goes beyond
[CO2] changing the plant’s surrounding climate (Bragg et al., 2013; Gerhart and Ward, 2010;
Prentice and Harrison, 2009). Hence, the method must consider low [CO2] effects when making
palaeoclimate reconstructions, especially at the LGM.
The problem caused by changes in [CO2] for palaeoclimate reconstructions using modern
analogue or regression techniques to establish relationships between pollen abundances and cli-
mate variables has been known for several decades (Bennett and Willis, 2000; Cowling and
Sykes, 1999; Farquhar, 1997; Idso, 1989; Jolly and Haxeltine, 1997; Street-Perrott, 1994). In-
deed, it has been suggested that the lack of consideration of the direct impacts of [CO2] on plant
growth and hence on palaeoclimate reconstructions may help to explain discrepancies between
observations and model simulations (Harrison and Prentice, 2003; Ramstein et al., 2007). Al-
though some of the site-based reconstructions in Bartlein et al. (2011) were made by inversion
of a vegetation model and therefore do take account of the impact of changes in [CO2], most of
the reconstructions were based on modern statistical relationships. Thus, when using a 3D-Var
approach, the observation operator must account for the impact of changes in [CO2] to more
realistically reconstruct moisture related variables.
Finally, using a variational approach to make global reconstructions with a measure of un-
certainty can have a high computational cost. This is especially the case in situations with many
variables and where a non-linear observation operator is used. The method presented here must
be able to produce a reconstruction without the need for excessive computational resources.
1.3 Key results
This thesis describes a new 3D-Var based method for making palaeoclimate reconstructions,
with a measure of uncertainty, that improves upon site-based pollen reconstructions, such as
Bartlein et al. (2011), by having improved spatial coverage, improved inter-variable coverage
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and by correcting for the effect of [CO2] change on model-analogue pollen reconstructions. The
method uses model outputs as a prior estimate of the climate and site-based reconstructions
generated from pollen reconstructions as observations of the climate. Correlations are applied
from grid cell to grid cell and from month to month in the prior error (the difference between the
reconstruction and the output of the climate models) based on a Bessel function. This allows the
site-based information in Bartlein et al. (2011) to spread out spatially, creating reconstructions
where there were previously none in the pollen dataset. The addition of correlations gives
rise to correlation length scales. A novel way of using the resolution matrix (Delahaies et al.,
2017; Menke, 2012) to determine plausible length scales to make palaeoclimate reconstructions
is described.
The use of model outputs to generate a prior can create reconstructions unusable for data-
model comparison as the reconstructions could be too biased towards models. Since a variational
technique is used, the generated reconstructions can vary significantly from model output. Also,
the spatial and temporal prior error correlations are generated independently of the models,
meaning the resulting reconstructions are less biased towards a model’s spatial and temporal
correlations; this is done without the addition of model based constraints. Additionally, the
method applies a mask to the final reconstructions based on the ratio of how the variance of the
reconstruction has improved compared to the prior variance; this excludes any parts of the re-
construction that are highly dependent on model outputs. These features create reconstructions
well suited to data-model comparison as they rely minimally on models.
By selecting a representative state space (the climate space we reconstruct), the method is
able to create reconstructions of all six original climate variables found in the reconstructions
in Bartlein et al. (2011). Hence, sites from the reconstructions in Bartlein et al. (2011) that
had less than the six variables reconstructed can now have all variables reconstructed. This
effect combines with the spatial correlation such that an original site-based reconstruction of
one variable can create a reconstruction of a different variable in a different area; this leads to
reconstructions with increased coverage.
The method also incorporates a vegetation model into its observation operator to model the
response to [CO2] change, an extension of the methodology described in Wang et al. (2013).
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For this method the water lost per unit carbon gain of a plant, e, which is the inverse of
water use efficiency (WUE), is modelled by the method described in Prentice et al. (2014).
Pollen reconstructions made using the modern analogue technique are effectively viewed as
reconstructions of plants in the palaeoclimate acting under a modern WUE. Hence, a method
of calculating the MI of a climate as if the plants in it were acting under the modern WUE is
constructed. This way climates can be compared against reconstructions found in Bartlein et al.
(2011). This relationship can then be inverted using the data assimilation method to give an
accurate reconstruction which accounts for the effect of the change in [CO2] on modern analogue
techniques.
The 3D-Var problem is solved using an iterative method; however using 3D-Var to make
global reconstructions creates a moderately large state space (∼ 105 elements). In order to
compute the reconstruction and its variance using minimal computer memory, the problem is
preconditioned (Haben et al., 2011); a process that transforms the problem to one that requires
fewer iterations. Further, to reduce the computational cost of each iteration, the process is split
up using block matrices.
The [CO2] correction methodology is first applied to modern-analogue statistical reconstruc-
tions of LGM climates in Australia to produce site-based reconstructions of MI (Prentice et al.,
2017). Secondly, the reconstructions of Bartlein et al. (2011) are used in the data assimilation
method to make reconstructions of Europe at the LGM without accounting for [CO2] change.
Finally, the reconstructions of Bartlein et al. (2011) are combined with pollen-based reconstruc-
tions of Australia (Prentice et al., 2017) and used with the full data assimilation method where
[CO2] change is accounted for. This is used to produce global palaeoclimate reconstructions of
both the LGM and MH which can be used for data-model comparison.
1.4 Plan of the thesis
Chapter 2 provides an overview of previously used methods for making palaeoclimate recon-
structions by fusing often sparse observations and model output. It is discussed how these
methods do not solve all the of challenges faced in this work and what the method shown here
does differently to solve these problems.
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Chapter 3 introduces the conditioned 3D-Var method used throughout this thesis and de-
scribes how it is used to make palaeoclimate reconstructions. This chapter also introduces block
matrix operations; these operations can be used to improve the computational cost of finding
reconstructions.
Chapter 4 describes the palaeoclimate information used to make reconstructions. This in-
cludes the datasets used to make the reconstructions and the variables and time periods which
are reconstructed.
Chapter 5 presents a novel observation function that links the climate state to the pollen-
based observations. It describes how this operator maps from the different spatial grids to
the site-based observations and also describes the vegetation model that allows the observation
operator to account for [CO2] change.
Chapter 6 presents how the method is implemented with the observation operators described
in chapter 5. The use of variational techniques means that the implementation relies on the block
matrix operations outlined in chapter 3. The chapter also includes a discussion of how to choose
length scale parameters to produce robust results.
Finally, in chapter 7, the methods described in the previous chapters are applied to make
reconstructions of:
• Australia at the LGM that account for change in [CO2] with a simple set up that does not
involve data assimilation.
• Europe at the LGM using data assimilation that do not account for change in [CO2].
• the globe at the LGM and MH using data assimilation that account for change in [CO2].
Many parts of this work have been published or are currently in various stages of review for
publication. The use of vegetation model inversion to correct for [CO2] change was published as
Prentice et al. (2017). My main contributions to this work were to finalise the [CO2] correction
method and the code which implements it, include the compensation point in the method,
solidify the conclusions surrounding the sensitivity analysis and apply the method to the pollen
reconstructions from Australia. This work makes up the work of sections 5.2 and 7.1.
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The work demonstrating much of the method described in chapter 6, as well as its application
in section 7.2, is currently in review for the Journal of Advances in Modeling Earth Systems
as Cleator et al. (2019b). Finally, work detailing the application of the method to make global
reconstructions at the LGM, as described in section 7.3.2, as well as the observation operator
defined in chapter 5, used to make this reconstruction, is currently under discussion in the
journal, Climate of the Past, as Cleator et al. (2019c). These publications can be found as
appendices A, B and C. The data of the reconstructions of the LGM in section 7.3.2 has been
published as Cleator et al. (2019a). The code used to implement the method described in chapter
6 has been published as Cleator et al. (2019d).
2
Literature Survey
Various methods have been used in previous work to make robust palaeoclimate reconstructions
by fusing information from the often sparse observations with information from model simula-
tions. In this chapter key methods available in the literature are discussed. It is shown how
these methods do not solve some or all the challenges outlined in section 1.2 and the chapter
explains what the methods presented in this thesis do differently to overcome these challenges.
One approach to create a reconstruction of the palaeoclimate is to select a model output from
an ensemble that best fits observational data. The method described in Goosse et al. (2006)
generates an initial ensemble by using a model with a variety of different forcing conditions. A
dynamical reconstruction is then created by selecting, for each time point separately, the member
of the ensemble which has the minimum least squared distance from the observations. Whilst
this method provides a way of generating a reconstruction that generally fits observations and
has plausible, geographically full climates, the reconstruction is entirely constrained by model
outputs. By using a variational, rather than an optimal selection technique, the method shown
in this thesis can generate reconstructions outside the bounds of model output.
Instead of selecting a single ensemble member from a selection of model outputs, a linear
combination of the ensemble can generate reconstructions not explicitly constrained by a single
model. Annan and Hargreaves (2013) find a linear combination of outputs from the 2nd round
of the Palaeoclimate Modelling Intercomparison Project (PMIP2) (Braconnot et al., 2007) that
best match a set of observations using linear regression. Since a linear combination is used rather
than a single model, the reconstruction can deviate from any particular model. However, since
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the linear combination is performed globally, the method cannot make changes for each obser-
vation independently, hence, it cannot match the climate in a local area around the observation.
Further, in situations where all models in the ensemble agree with each other but disagree with
observations, this approach is unable to generate a new climate to match the observations. This
creates reconstructions that can only deviate from model outputs in certain situations and are
heavily constrained by such outputs in others. The variational technique used in this thesis is
performed at a grid cell level and hence the method can vary the climate differently at different
geographical locations. This creates reconstructions that match all observations and can vary
outside of the constraints imposed by the models that make up the prior.
Data assimilation approaches, widely used in the field of numerical weather prediction (Da-
ley, 1994; Dee et al., 2011), can provide improved reconstructions over model selection and
linear combination methods and are becoming increasingly more common in palaeoclimatology
(Widmann et al., 2010). Monte Carlo methods are a class of data assimilation methods that
can be used to make palaeoclimate reconstructions. Parnell et al. (2016) use a statistical Monte
Carlo type approach to reconstruct climates at a particular site from a set of pollen data from
core samples. A prior ensemble of climates is generated from a stochastic random walk model
and, using a Bayesian approach, a posterior distribution of climates is found by comparing the
ensemble against the ensembles generated from the pollen cores. This method focuses on recon-
structing the climate at a single particular site and so does not use the geographic spread of the
cores meaning the method is unable to create reconstructions in between core sites.
Weitzel et al. (2019) use a Markov Chain Monte Carlo approach to make reconstructions
from pollen data, similar to Parnell et al. (2016), however, by introducing spatial correlations
to the prior, reconstructions in between core sites can be made. The prior is used to create
the spatial correlations for the prior error and a covariance localisation is applied to prevent
spurious correlations. Using this as the source of spatial correlations, as well as the necessity to
define scaling parameters, means that reconstructions made using this method are constrained
by the spatial correlations of model output. One of the main ways that the method shown in
this thesis differs from other techniques is that the prior error covariance is not generated from
model results but instead the prior error covariance is generated using Bessel functions. This
CHAPTER 2. LITERATURE SURVEY 11
avoids constraining reconstructions to spatial correlations of model output such as in Weitzel
et al. (2019).
Particle filtering (PF) is another Monte Carlo technique where an ensemble of models is
adjusted to match observations sequentially. PF methods select members that best fit each
observation from a prior ensemble and so produce smoother reconstructions through time, com-
pared to offline methods. Goosse et al. (2010) use a straightforward PF approach where only
the member of the ensemble that best matches the observation is selected. Mairesse et al. (2013)
use a PF method described in Dubinkina et al. (2011) where, for each time point, the ensemble
members are resampled based on how they match the observations using a Gaussian likelihood.
Reconstructions made from PF methods are dominated by model output as the reconstruction
can only be a composite of the models used in the ensemble; however the 3D-Var method used
in this thesis allows the reconstructions to deviate significantly from model output.
Alongside sequential data assimilation methods, variational methods vary the whole state to
match all the observations simultaneously. Work such as Gebhardt et al. (2008); Simonis et al.
(2012) use a variational technique, 3D-Var, to make reconstructions of minimum and maximum
yearly temperatures for Europe during the Last Glacial by combining pollen-based palaeocli-
mate reconstructions with a spatial constraint based on a 2D advection-diffusion equation for
atmospheric dynamics. The analysis is constrained by a set of equations governing wind dy-
namics with a modern day wind field used in the prior of this constraint. The use of a modelled
constraint with a modern wind field means the resulting reconstructions made using this method
are biased towards this wind field. For the method shown in this thesis, the only constraints
are made to the prior error. These constraints are generated by a Bessel function and not by a
model, thus reducing the chance of biasing reconstructions to a particular model. Furthermore,
these constraints are only applied to the prior error, rather than the state of the system, meaning
the method can still vary the system itself, separate from any additional constraints.
Tardif et al. (2019) use a type of ensemble Kalman filter technique to create palaeoclimate
reconstructions with a prior derived from model output. Reconstructions are created at each
time step using the best linear unbiased estimate (BLUE) (Nichols, 2010), which is a variational
technique. This method loses accuracy the more non-linear the observation operator is. In the
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problem of this thesis the observation operator must be non-linear to account for the changes in
atmospheric [CO2] during the time periods involved, hence using the BLUE could give inaccurate
reconstructions. Instead, the maximum a posteriori estimate of the climate is found using an
iterative method which accounts for non-linearities in the observation operator.
Sophisticated observation operators, like the one used here, can improve palaeoclimate recon-
structions and there is a need for improved observation operators to generate better reconstruc-
tions (Dee et al., 2016; Goosse, 2016). Parnell et al. (2016) use an observation operator to map
a climate to a pollen distribution, which is statistically inverted to generate the climate for each
time slice; however, this method is focused on making reconstructions from individual pollen
cores. Tardif et al. (2019) determine the relationship between palaeoclimate reconstructions and
the prior using linear regression. However, temporal relationships between the two are not based
on an explicit analytical function designed to preserve structures (auto-correlations and/or dis-
continuities) in the prior and observations. The observation operator used here is derived from
analytical equations from ecophysiology and hydrology; this preserves auto-correlations present
in the pollen-based reconstructions used as observations. Also, this allows the causal relation-
ships between [CO2] and MI to be explored.
Other work has had success in creating palaeoclimate model reconstructions where changes
in [CO2] are corrected for by using vegetation model inversion, such as Guiot et al. (2000); Izumi
and Bartlein (2016); Wu et al. (2007). The ability of these methods to create reconstructions
depends on the model used. In such studies, the use of plant functional types (PFT) which
are groupings of similar types of plants, can create discontinuities in reconstructed climates as
the reconstruction jumps between the different types. Since the method found here does not
use PFT, any jumps in the reconstruction are due to features present in the prior and/or the
observations.
3
Using Variational Data Assimilation to Make Palaeoclimate
Reconstructions
This chapter introduces the framework that will be used in chapters 6 and 7 to reconstruct pa-
laeoclimates. In section 3.1 it is shown how the problem of reconstructing palaeoclimates from
pollen-based observations and model outputs can be viewed in a data assimilation framework
and solved with a 3D-Variational method (3D-Var). The use of 3D-Var can be computationally
costly so, in section 3.2, it is shown how the problem is scaled such that the process is computa-
tionally more viable. Even with this additional scaling, the problem can still be computationally
expensive, hence, in section 3.3, sparse block matrices are introduced; a form of matrix whereby
matrix based operations can be computed cheaply. Chapter 6 shows how the preconditioned
3D-Var method is implemented to give a method that makes palaeoclimate reconstructions at
an acceptable computational cost by utilising these sparse block matrices.
3.1 Making palaeoclimate reconstructions with the 3D-Variational method
The 3D-Var method finds the maximum a posteriori estimate of the state of a system at one
point in time, given a prior estimate of the state and observations of the system (Lahoz and
Schneider, 2014; Nichols, 2010). A 3D-Var approach is used here to find reconstructions of the
palaeoclimate where the prior estimate is made from model outputs and observations made
from pollen-based reconstructions. Using this approach allows the state to vary freely from the
model-based prior, allowing for reconstructions that are not completely dependent on model
output.
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The state is assumed to be from a normal distribution so the state vector, x ∈ X, lies in
some distribution such that p(x) ∼ N (xb,B) where xb ∈ X is a prior estimate of the state (or
the background) and X is the state space. The observation vector, y ∈ Y, is also assumed to be
from a normal distribution such that p(y) ∼ N (y,R) where Y is the observation space. Here B
is known as the background error covariance matrix and R is the observation error covariance
matrix. For this thesis generally X = RNx and Y = RNo for some integers Nx and No. Finding
the maximum likelihood of p(x|y) is equivalent to finding the minimum of the cost function, J ,
such that
argmaxxp(x|y) = argminxJ(x) (3.1)
where J is defined as
J(x) =
1
2
(x− xb)TB−1(x− xb) + 1
2
(y − h(x))TR−1(y − h(x)) (3.2)
where h is the observation operator such that h : X → Y. The analysis, xa, the state that
minimises the cost function, is defined as
xa = argminxJ(x). (3.3)
Hence, ∇xaJ = 0 where
∇xJ = B−1 (x− xb)−H|TxR−1(y − h(x)), (3.4)
and H is the Jacobian of h at x.
To find the x where ∇xJ = 0 the limited memory Broyden-Fletcher-Goldfarb-Shanno (L-
BFGS) method is used (Liu and Nocedal, 1989). The L-BFGS method is an iterative process
where, at each step n, xn+1 is found by
xn+1 = xn + (∇xnJ) f(xn). (3.5)
This is repeated until xn+1 − xn is sufficiently small and reaches some termination condition at
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which point the state has converged to an approximation of the maximum a posteriori estimate.
In the L-BFGS method, f(xn) is proportional to a limited memory, approximated version of the
inverse Hessian of the cost function. For the problem described here, the Hessian of the cost
function is
S = B−1 + H|TxR−1H|x, (3.6)
The L-BFGS method is used since computing and inverting S directly requires a large amount of
computer memory due to the need to compute B−1. Since L-BFGS only stores an approximated,
limited memory version of the Hessian, the process requires less memory.
The observation data generated from pollen-reconstructions are sparse and so reconstructions
made using these data will have uncertainty that changes spatially, temporally and between
variables. To quantify these changes in reconstructions made by the method, a measure of
uncertainty is calculated along with every reconstruction. Nichols (2010) shows how to find the
analysis error covariance matrix, A, as
A = (I−KHxa) B. (3.7)
where the gain matrix K is
K = BHTxa
(
HxaBH
T
xa + R
)−1
. (3.8)
The main diagonal of A represents the first order variance of xa and is used as a measure of
uncertainty on reconstructions generated by the method.
3.2 Preconditioning
Finding the analysis (equation 3.3) under a variational scheme can be computationally expensive.
When using a step-based method as described above, each step can be expensive to compute,
but, by decreasing the number of steps, the result can be computed at a lower cost. Here, the
problem is preconditioned; this transforms it into one that requires fewer iterations and has
background errors that are uncorrelated.
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3.2.1 Preconditioning the 3D-Variational problem
It is shown in Vogel (2002) how the error in calculating the inverse of a matrix is bounded
by the condition number, κ, of the matrix. As the iteration method described above finds the
matrix inverse for each iteration step, the rate of convergence is bounded above by the condition
number. The spectral condition number for the problem described in section 3.1 is given by
κ(S) =
λmax(S)
λmin(S)
(3.9)
where λmax(S) and λmin(S) represent the maximum and minimum eigenvalues of S respectively
and S is the Hessian defined in equation (3.6). Reducing the condition number of the problem
increases the rate of coverage of the rate and hence the solution is found at reduced computational
cost (Nocedal and Wright, 2006).
Haben et al. (2011) describe a scheme for transforming the problem that reduces the condition
number upper bound of the cost function. For our problem the transformation is given by
B
1
2w = x− xb. (3.10)
where B
1
2 represents the square root of B such that B
1
2B
1
2 = B. The transformation in equation
(3.10) is used by transforming the cost function. We substitute equation (3.10) into equation
(3.2) to give
J(w) =
1
2
wTw +
1
2
(
y − h(B 12w + xb)
)T
R−1
(
y − h(B 12w + xb)
)
. (3.11)
Once we have found
wa = argminwJ(w) (3.12)
we can then use wa to find xa by
B
1
2wa + xb = xa. (3.13)
Since we have now preconditioned the problem, we must understand how to solve the new
problem. Namely, we can compute the Jacobian of our cost function with respect to w such
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that
∇wJ = w −B 12HTxR−1
(
y − h(B 12w + xb)
)
(3.14)
and so the Hessian of the cost function, which we will label Sc, is given by
Sc = I + B
1
2H|TxR−1H|xB
1
2 . (3.15)
Haben (2011) effectively shows that
κ(S) ≥ κ(Sc). (3.16)
It is not guaranteed that this conditioning will give a problem with a smaller condition
number; however, even if it does not, conditioning is still a useful process. Firstly, it scales our
problem so that x is at xb when w = 0, hence we can effectively view w as a scaled departure
from xb. Secondly, it scales our problem about the errors in the background hence, if there
were still problems with scaling, they would be confined to axes which have a larger error to
begin with and so are less reliable measurements. This also works to scale away some of the
dimensionality of our problem. If the state has been poorly non-dimensionalised then dividing
the state by a quantity that will also have dimension, the covariance, will work to reduce this.
The symmetric square root (Lewis et al., 2006) is used to implement the preconditioning
described in equation 3.10. Although other choices for the square root of a matrix are available,
the symmetric square root is used as this is the only form that is uniquely defined and the
computations involving the transpose of the square root matrix (such as equations 3.14 and 3.15)
can be simplified. The symmetric square root is implemented using singular value decomposition
(SVD) (Lewis et al., 2006).
3.2.2 Resolution matrix
The resolution matrix, N, gives a measure of the degree to which parts of the system being
reconstructed can be resolved (Delahaies et al., 2017; Menke, 2012). In the case where N = I
the method will reconstruct the state perfectly, however if N is far from the identity the method
is unable to resolve the state. If N has large off-diagonal terms, then information between
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the different variables is being mixed together and so it will be impossible to differentiate the
variables from each other. If N has diagonal terms far from 1, then the method is unable to
effectively resolve a particular variable.
To derive the resolution matrix for the problem found here, consider the true, conditioned
solution to the problem to be wt, where
B
1
2wt = xt − xb (3.17)
such that h(xt) = y. The goal of the method in section 3.2.1 is to try to find the state as close
to wt as possible. By assuming the tangent linear hypothesis (TLH), given as
Hxb(x− xb) ≈ h(x)− h(xb), (3.18)
we have that
HxbB
1
2wt ≈ y − h(xb), (3.19)
Further, from Nichols (2010), we have
xa − xb = K (y − h(xb)) .
Hence
N = B−
1
2KHxbB
1
2
is the resolution matrix for this problem where wa ≈ Nwt.
3.3 Reducing computational cost of numerical linear algebra with block matrices
Finding the minimum of the conditioned cost function (equation 3.11) by direct computation of
the cost functions can be computationally expensive. For most problems, the state space has a
high dimension (often of order 107 or higher) making computations involving B very expensive.
In the cases explored in this thesis, the state space will only be of the order 105. Whilst this
is still too high to implement a cost function minimiser using the most basic methods, it is low
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enough to be implemented by viewing many of the matrix calculations in terms of their block
matrix form.
To improve performance the matrices are split into individual blocks where possible and then
matrix operations are implemented on the blocks. In cases later in this section, several of the
block operations can be ignored or reduced, leading to increased performance. For situations
when there is no more advantage in splitting matrices into blocks, implementations of matrix-
matrix multiplications are available. These can be performed relatively efficiently by utilising
computer Central Processing Unit (CPU) properties such as cache sizes. For this thesis we use
the implementation OpenBLAS (Xianyi et al., 2012, 2019) for matrix-matrix and matrix-vector
multiplications that cannot be computed more quickly by using block matrices. Hence, the aim
of using block matrices is to reduce large matrix computations to a handful of small matrix
computations, which can then be computed cheaply with OpenBLAS.
For any ar × ac matrix A, we define the block matrix form of this matrix to be
A =

A11 · · · A1abc
...
. . .
...
Aabr1 · · · Aabrabc

=

(A11)11 · · · (A11)1asc · · · (A1abc)11 · · · (A1abc)1asc
...
. . .
...
...
...
. . .
...
(A11)asr1 · · · (A11)asrasc · · · (A1abc)asr1 · · · (A1abc)asrasc
...
...
...
...
...
...
...
(Aabr1)11 · · · (Aabr1)1asc · · · (Aabrabc)11 · · · (Aabrabc)1asc
...
. . .
...
...
...
. . .
...
(Aabr1)11 · · · (Aabr1)1asc · · · (Aabrabc)asr1 · · · (Aabrabc)asrasc

(3.20)
such that each of the abr × abc sub-matrices, or blocks, Aij is an asr × asc matrix. This can be
calculated for any matrix; the only criteria are that ar = abrasr and ac = abcasc. In multiplication
(as well as addition and subtraction) these block matrices act much like matrices of matrices
with the operations applied to blocks. For example, given a matrix, G, that has gbr×gbc blocks,
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each of dimension gsr × gsc, we have that
AG =

A11 · · · A1abc
...
. . .
...
Aabr1 · · · Aabrabc


G11 · · · G1gbc
...
. . .
...
Ggbr1 · · · Ggbrgbc

=

∑abc
i A1iGi1 · · ·
∑abc
i A1iGigbc
...
. . .
...∑abc
i AabriGi1 · · ·
∑abc
i AabriGigbc

(3.21)
providing that abc = gbr and asc = gsr as this guarantees the number of columns in A is the same
as the number of rows in G. Each matrix multiplication in the summations can be computed
separately; however, a2bcabr matrix-matrix multiplications need to be performed.
Consider a specialised case of a matrix, a row vector v of dimension vr, with vbr blocks
labelled vi, each block of dimension vsr. Then vr = vbr × vsr. Left multiplication with a general
matrix can then be performed
Av =

A11 · · · A1abc
...
. . .
...
Aabr1 · · · Aabrabc


v1
...
vvbr
 =

∑abc
i A1ivi
...∑abc
i Aabrivvb
 (3.22)
providing that abc = vbr and asc = vsr as this guarantees ac = vr. As with the matrix-matrix
multiplication case, the individual Ajivi operations can be handled by a general matrix-vector
multiplier, however vbr×abr such operations are required. Vectors in this sense are a special case
of a matrix and follow the same logic as equation (3.21) with gc = gbc = 1. Hence, in general,
the rest of the operations in this section can be applied to both matrices and vectors.
If a sparse matrix (a matrix with many 0 entries) can be represented in sparse block form,
where Aij = 0 for some i
′s and j’s, then only the non-sparse blocks of the matrix need to be
stored in memory. Also, we can design operations involving sparse block matrices much more
efficiently since only a subset of the usual operations need to be computed, as we know the rest
of the operations will result in a 0 matrix. For the rest of this section we describe several forms
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of sparse (or reduced) block matrices and how to implement efficient multiplications of them.
Note that in terms of computational cost, the operations are commutative, so we will only show
the calculation in one direction.
3.3.1 Block diagonal matrices
A block diagonal matrix is a sparse matrix where all the off diagonal blocks are the zero matrix,
hence a general nr × nc matrix N is block diagonal if it is of the form
N =

N11 0 · · · · · · 0
0 N22
. . .
. . .
...
...
. . .
. . .
. . .
...
... · · · . . . N(nbr−1)(nbc−1) 0
0 · · · · · · 0 Nnbrnbc

(3.23)
where there are nbr × nbc blocks, each of dimension nsr × nsc. Since a block diagonal matrix
is characterised by any block Nij being the zero matrix if i 6= j, only min(nbr, nbc) blocks need
to be stored in memory. Furthermore, computations involving these matrices become much
reduced as
AN =

A11 · · · A1abc
...
. . .
...
Aabr1 · · · Aabrabc


N11 0 · · · · · · 0
0 N22
. . .
. . .
...
...
. . .
. . .
. . .
...
... · · · . . . N(nbr−1)(nbc−1) 0
0 · · · · · · 0 Nnbrnbc

=

A11N11 · · · A1abcNnbrnbc
...
. . .
...
Aabr1N11 · · · AabrabcNnbrnbc

(3.24)
assuming that abc = nbr and asc = nsr. Hence, performing equation (3.24) only requires abcabr
matrix-matrix multiplications which is an improvement on equation (3.21) where a2bcabr matrix-
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matrix multiplications are needed. Similarly for vectors we have that
Nv =

N11 0 · · · · · · 0
0 N22
. . .
. . .
...
...
. . .
. . .
. . .
...
... · · · . . . N(nbr−1)(nbc−1) 0
0 · · · · · · 0 Nnbrnbc


v1
...
vvbr

=

N11v1
...
Nnbrnbcvvbr

(3.25)
requiring that nbc = vbr and nsc = vsr. This operation now needs only nbr matrix-matrix
multiplication operations, in contrast to equation (3.22) which requires abrvbr, hence if nbr = abr
then there are far less operations needed.
3.3.2 The Kronecker product and Kronecker matrix
The Kronecker product, ⊗, acts on an $r ×$v matrix W and an θr × θc matrix Θ so that
W ⊗Θ =

w11Θ · · · w1$cΘ
...
. . .
...
w$r1Θ · · · w$r$cΘ
 (3.26)
where (W)ij = wij is the ij’th element of W (Loan, 2000). The resulting Kronecker matrix,
W ⊗Θ, is a $rθr ×$cθc matrix. The advantage of defining matrices in this way is that only
a $r ×$c and a θr × θc matrix need to be stored in memory, rather than the full $rθr ×$cθc
matrix.
Many of the usual operations can be performed more efficiently for Kronecker matrices. We
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can write
A(W ⊗Θ) =

A11 · · · A1abc
...
. . .
...
Aabr1 · · · Aabrabc


w11Θ · · · w1$cΘ
...
. . .
...
w$r1Θ · · · w$r$cΘ

=

(
∑abc
i A1iwi1) Θ · · · (
∑abc
i A1iwi$c) Θ
...
. . .
...
(
∑abc
i Aabriwi1) Θ · · · (
∑abc
i Aabriwi$c) Θ

(3.27)
assuming that asc = θr and abc = $r. Whilst this involves lots of matrix-matrix addition
inside the summations, there only needs to be abc$r matrix-matrix multiplications, which is an
improvement on the general matrix-matrix case.
Matrix multiplication can be simplified even further if we are multiplying by a block diagonal
matrix. Using N from equation (3.23) then we have that
N(W ⊗Θ) =

N11 0 · · · · · · 0
0 N22
. . .
. . .
...
...
. . .
. . .
. . .
...
... · · · . . . N(nbr−1)(nbc−1) 0
0 · · · · · · 0 Nnbrnbc


w11Θ · · · w1$cΘ
...
. . .
...
w$r1Θ · · · w$r$cΘ

=

w11N11Θ · · · w1$cN11Θ
...
. . .
...
w$r1NnbrnbcΘ · · · w$r$cNnbrnbcΘ

(3.28)
assuming that nsc = θr and nbc = $r. Unlike equation (3.27), equation (3.28) only requires $r
matrix-matrix multiplications since the NiiΘ multiplications can be computed once and used
for every column.
Kronecker matrix forms also have advantages when dealing with vectors since the Kronecker-
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vector multiplication case can be written as
(W ⊗Θ)v =

w11Θ · · · w1$cΘ
...
. . .
...
w$r1Θ · · · w$r$cΘ


v1
...
vvbr
 =

Θ (
∑$c
i w1ivi)
...
Θ (
∑$c
i w$rivi)
 (3.29)
assuming that $c = vbr and θc = vsr. This operation only requires $r matrix-vector multiplic-
ations, again a large improvement over the general matrix-vector multiplication case.
3.4 Conclusion
This chapter shows how the problem of creating palaeoclimate reconstructions from model out-
puts and pollen-based reconstructions can be viewed as a data assimilation problem. This
problem is then solved with 3D-Var by finding the minimum of a cost function J from equation
(3.2) using an iterative method. Further, the uncertainty of this method can be quantified from
the analysis error covariance matrix, A, from section 3.1.
To reduce the number of iterations needed to find the minimum of the cost function, the cost
function is preconditioned with the symmetric square root of the background error covariance
matrix. This process rescales our problem to one with a potentially lower condition number that
converges faster.
Even with preconditioning applied to the 3D-Var problem, it is still computationally expens-
ive to perform the numerous matrix based calculations, specifically, the matrix-matrix multiplic-
ations involving the large B matrix. Also, since the B matrix is so large, storing it fully would
require a large amount of computer memory. Several of the matrices that solve our specific
palaeoclimate problem in chapter 6 are sparse and can be represented efficiently in block form.
In section 3.3 various useful block matrices are defined, as well as methods for efficiently com-
puting multiplications between these block matrices, matrices and vectors. Sparse block matrix
operations break down the different computations needed so that fewer overall computations
need to be performed.
4
Palaeoclimate Data Sources
This chapter describes the choice of time periods for reconstruction, climate variables reconstruc-
ted and the datasets necessary to create the reconstructions. Specifically the modern climate
data set used as a reference is described as well as the pollen-based statistical reconstructions
and the climate model outputs used to create a prior.
4.1 Choice of time periods
Two time periods have been a major focus for palaeoclimate model experiments and palaeo-
climate reconstructions: the Last Glacial Maximum (LGM) and the mid-Holocene (MH) (Bra-
connot and Kageyama, 2015; Braconnot et al., 2007; Joussaume and Taylor, 1995; Kageyama
et al., 2018). The LGM was the time in the last glaciation when the northern hemisphere ice
sheets were at their maximum extent, approximately 24-21 thousand years ago. Large ice sheets
covered areas of North America and northern Europe which resulted in a reduced sea level (Abe-
Ouchi et al., 2015; Kageyama et al., 2018). Ice core evidence indicates that the atmospheric
[CO2] was around half of the modern day value, namely 180ppm (Monnin et al., 2001). The
orbital configuration was rather similar to the present day, and thus the seasonal and latitudinal
distribution of incoming solar radiation was similar (Berger, 1978). The large changes in [CO2]
make the LGM a useful period for testing climate and earth system sensitivity (Crucifix, 2006;
Hargreaves et al., 2012; PALAEOSENS Project Members, 2012).
The MH is a period approximately 6,000 years ago when the climate was very different
from that of the modern day and that of the LGM since the Earth’s orbital configuration was
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Time period Years ago (ka) [CO2] (ppm) Eccentricity Obliquity Perihelion
Modern 0 360 0.016724 23.446 102.04
Mid-Holocene 6 264.4 0.018682 24.105 0.87
Last Glacial Maximum 21 180 0.018994 22.949 114.42
Table 4.1: Table showing the different parameter values chosen for each time period. Perihelion
is the longitude of the perihelion in radians and the unit for obliquity is radians.
different resulting in major changes in the seasonal and latitudinal distribution of insolation.
The [CO2] of the MH is taken to be 264.4ppm, in line with Jouzel et al. (2007). The large
northern-hemisphere ice sheets of the LGM had all but disappeared by the MH. Although there
was a relict ice sheet in the Hudson Bay lowlands, this only had an effect on local climate and
therefore will be ignored here.
For the purpose of this study, the LGM, MH and modern day time periods can be character-
ised by their global [CO2] and their orbital parameters of the Earth in reference to the Sun, of
which detailed calculations can be found in Berger (1978). The values for all these parameters
are given in table 4.1.
4.2 Pollen-based reconstructions
Pollen records are widely used to infer past vegetation and climate. Fossil pollen is preserved
in anoxic lake or bog sediments that accumulate through time. Provided these sediments can
be accurately dated, through radiometric methods, they provide a record of local vegetation
changes. Climate reconstructions can be generated for the pollen assemblages using statistical
relationships between individual climate variables and modern pollen assemblages, which are
then applied to the fossil assemblages (see Bartlein et al., 2011 for a fuller discussion of alternative
methods).
Bartlein et al. (2011) provide a collection of pollen-based climate reconstructions from differ-
ent sources, generated using different methods. At specific sites for both the LGM and MH, at
most 6 variables: α (the ratio between actual and equilibrium evapotranspiration), MAP, MAT,
MTCO, MTWA and GDD5, are presented. The number of variables reconstructed varies from
site to site. Most of these reconstructions were created using a modern analogue technique, but
some were not. Notably, both reconstructions from Wu et al. (2007) and Guiot et al. (2008)
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were created using an inverse modelling approach which correctly accounts for the changes in
[CO2] between the past and modern day. In chapter 5, where observation functions are defined
that account for this change, a different function is applied to these reconstructions that does
not correct for the [CO2] change in order to not account for the [CO2] twice.
Prentice et al. (2017) provide site-based pollen reconstructions of MAT and MI for Australia
at the LGM. This dataset contains both reconstructions corrected for and not corrected for
[CO2] change; to generate our reconstructions we use the reconstructions that are not corrected.
The Bartlein et al. (2011) dataset provides variances for the reconstructions, generated along
with the method used to make these reconstructions. Where these variances are not provided
in the original reconstructions, Bartlein et al. (2011) use the average global variance of each
variable. Prentice et al. (2017) do not provide uncertainties on the reconstructions, so we use
the average variance present in Bartlein et al. (2011) for MAT and MI. Since Bartlein et al.
(2011) only provide α values and not MI, we calculate the average MI standard deviation as
the average α standard deviation from Bartlein et al. (2011), linearly transformed to the MI
standard deviation by the differential of the Zhang form of the Budyko curve from Zhang et al.
(2004),
α = 1 +m− (1 +mω) 1ω . (4.1)
at the point of average MI from the Prentice et al. (2017) dataset. This is 0.0145 for MI standard
deviation and 1.82◦C for MAT standard deviation. MI is used over α as the actual evapotran-
spiration needed to directly compute α requires the implementation of dynamic moisture model
in the observation operator, however, only a static moisture model is needed for MI.
4.3 The Palaeoclimate Model Intercomparison Project
Climate model outputs provide information about topographical and inter-variable relationships
not available from the site-based reconstructions described above. This information is integrated
into the palaeoclimate reconstructions of this thesis by using the model outputs as a prior
estimate of the climate. The 3rd round of the Palaeoclimate Model Intercomparison Project
(PMIP3) (Braconnot et al., 2012) provides output from multiple climate models under the same
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Identifier Model Name LGM MH Reference
j BCC-CSM1.1 × X Wu et al. (2013)
b CCSM4 X X Gent et al. (2011)
a CNRM-CM5 X X Voldoire et al. (2013)
m COSMOS-ASO X × Budich et al. (2010)
l CSIRO-Mk3.6.0 × X Rotstayn et al. (2010)
h CSIRO-Mk3L-1-2 × X Phipps et al. (2011)
i FGOALS-g2 X X Li et al. (2013)
d FGOALS-s2 × X Bao et al. (2013)
n GISS-E2-R × X Schmidt et al. (2014b)
l IPSL-CM5A-LR X X Dufresne et al. (2013)
f MIROC-ESM X X Watanabe et al. (2011)
g MPI-ESM-P X X Jungclaus et al. (2006)
c MRI-CGCM3 X X Yukimoto et al. (2012)
Table 4.2: The models from PMIP3 which are included when considering each experiment
along with a unique identifier and whether the model contributed to a particular time period.
boundary conditions (ice sheets, atmospheric composition and orbital forcing) for the LGM and
MH. In this section we describe the PMIP3 datasets that will be used to make the prior for the
palaeoclimate reconstructions in chapter 7.
Many, but not all, models ran LGM and MH experiments, however all models ran a pre-
industrial control (PI) experiment, an experiment designed to simulate the climate just before
the industrial revolution at 1850 CE. The common design for these models is to start the model
and run it until it settles into an equilibrium climate. The model is then run for 500 years for
the PI experiment and ≥ 100 years for the LGM and MH experiments (Taylor et al., 2011).
Palaeoclimate model predictions are often studied as a difference from their PI experiment as
to remove biases from each model.
Table 4.2 lists the models used from PMIP3, which particular experiments were performed
and a unique code used to identify the model run. In some cases, similar models were run by the
same group (e.g. FGOALS-s2 and FGOALS-g2 in table 4.2), however, since they generated two
different PIs, these are considered distinct simulations here. Further, only models that provided
all of the required outputs were included. These outputs were monthly values (monClim) of
surface temperature (tas), precipitation (pr), total cloud cover (clt) and surface relative humidity
(hurs). Figures 4.1 and 4.2 show the PMIP3 simulated anomalies, the difference between the
LGM or MH and the PI, for MAP; Figures 4.3 and 4.4 show the same for MAT. The data sets
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are re-gridded to a 2◦ × 2◦ grid using bilinear grid interpolation so that outputs of this thesis
can be easily compared with the gridded outputs from Bartlein et al. (2011).
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Figure 4.1: The global LGM MAP anomalies of the relevant models that took part in PMIP3.
Each model is labelled (in the bottom left) with the model identifiers from table 4.2. Grid cells
containing ice are plotted in grey.
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Figure 4.2: The global MH MAP anomalies of the relevant models that took part in PMIP3.
Each model is labelled (in the bottom left) with the model identifiers from table 4.2.
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Figure 4.3: The global LGM MAT anomalies of the relevant models that took part in PMIP3.
Each model is labelled (in the bottom left) with the model identifiers from table 4.2. Grid cells
containing ice are plotted in grey.
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Figure 4.4: The global MH MAT anomalies of the relevant models that took part in PMIP3.
Each model is labelled (in the bottom left) with the model identifier from table 4.2.
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Figure 4.5: The LGM ice sheet used in PMIP3, re-gridded to 2◦× 2◦ where ice is 50% or more.
The LGM ice sheet in the PMIP3 simulations is an average of three different ice sheet
reconstructions (Abe-Ouchi et al., 2015). We re-grid this ice sheet to a 2◦×2◦ grid and consider
that a grid cell contains ice when there is 50% or more ice (figure 4.5).
4.4 Presenting palaeoclimate data as anomalies
Palaeoclimate reconstructions and simulations are generally presented as anomalies from the
present-day climate. This is partly because it allows analyses of the palaeoclimate based on an
intuitive understanding of the current climate and partly to overcome the impact of potential
model biases in the simulation of modern climates. Further, to use the observations functions
in chapter 5, absolute values are needed from PMIP3 outputs. Hence, a method of converting
absolute to anomalous values, and vice-versa, is needed.
In this section the modern climate used throughout this thesis for making absolute and
anomaly maps is defined. Anomalies of the pollen reconstructions and the average of the PMIP3
ensemble are shown; these are used as the observations and prior in a data assimilation framework
to make palaeoclimate reconstructions.
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4.4.1 Modern day climate
The Climate Research Unit’s CL v2.0 dataset (CRU CL 2.0) (New et al., 2002), a map at a
10′ × 10′ lat-lon grid over the land globally for everywhere but Antarctica is used for a modern
climate reference. This dataset provides the average climate of every month for the variables:
temperature, precipitation, relative humidity and sunshine fraction (the fraction of sunlight that
reaches the Earth’s surface), as well as providing the elevation of each grid cell. The dataset
is derived from various weather stations across the globe monitoring the climate from 1931 to
1990.
In order to use CRU CL 2.0 as a modern reference for the PMIP3 outputs (section 4.3), it is
re-gridded to a 2◦×2◦ grid using bilinear grid interpolation. In figures 4.6, 4.7 and 4.8 re-gridded
elevation, MAT and MAP respectively are plotted. Although sea-level was approximately 120m
lower during the LGM, we assume that the impact of this change in elevation would have a
negligible effect on the reconstructions. Therefore the elevation is not adjusted when making
reconstructions for palaeo time periods.
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Elevation (m)
Figure 4.6: The elevation from the CRU CL 2.0 dataset, re-gridded to a 2◦ × 2◦ resolution.
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Figure 4.7: The mean annual temperature from the CRU CL 2.0 dataset, re-gridded to a 2◦×2◦
resolution.
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Figure 4.8: The mean annual precipitation from the CRU CL v2.0 dataset, re-gridded to a
2◦ × 2◦ resolution.
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4.4.2 Global pollen-based reconstruction anomalies
To compare pollen-based reconstructions with the reconstructions created in chapter 7 and
others in the literature, the anomalies of the global pollen reconstructions are created by taking
the difference between the pollen-based reconstructions and the CRU values. Figure 4.9 shows
the global dataset for the LGM derived from the reconstructions from Bartlein et al. (2011) and
Prentice et al. (2017). There are 419 sites where 211 have either α or MI, 284 have MAP, 221
have MAT, 328 have MTCO, 284 have MTWA and 150 GDD5.
Figure 4.10 shows the reconstructions for the MH at 4747 sites. The values are given as
anomalies from the present day reference dataset (section 4.4.1). The notable difference between
the LGM and MH is the ten fold increase in coverage of observations in the MH. However,
although there are many more MH sites, there are still regions with only sparse representation,
most notably in South America and Australia. There are 4743 sites where 1652 have α, 3166
have MAP, 2172 have MAT, 3145 have MTCO, 4222 have MTWA and 1393 GDD5.
4.4.3 PMIP3 average anomalies
To create a baseline representation of the palaeoclimate, the average of the anomalies for all 48
variables (12 each for precipitation, temperature, sunshine fraction and relative humidity) from
the PMIP3 ensemble is used. Note that PMIP3 does not directly provide the sunshine fraction;
instead this is calculated as 1 minus the total cloud fraction. This may not be a realistic
representation of the climate in some areas but is only used as a prior estimate of the climate
for further reconstructions. This PMIP3 average is used as a prior estimate of the climate when
making the reconstructions shown in chapter 7.
The average anomalies are applied to the CRU CL 2.0 dataset, transformed into 6 key
variables used in the pollen reconstructions: MI, MAP, MAT, MTCO, MTWA and GDD5, and
shown in figure 4.11 for the LGM and 4.12 for the MH as anomalies against the CRU CL 2.0
dataset. The temperature variables: MAT, MTCO, MTWA and GDD5, are computed by taking
the relevant mean, minimum, maximum and integral of the annual monthly temperatures. MAP
is found by taking the sum of the monthly precipitation. MI is computed as the ratio between
the MAP and the equilibrium evapotranspiration (note this transformation is g in chapter 5,
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Moisture Index MAP (mm)
MAT (◦C) MTCO (◦C)
MTWA (◦C) GDD5 (◦C)
−0.4 −0.2 0.0 0.2 0.4 −400 −200 0 200 400
−10 −5 0 5 10 −15 −10 −5 0 5 10 15
−7.5 −5.0 −2.5 0.0 2.5 5.0 7.5 −1000 −500 0 500 1000
Figure 4.9: The LGM pollen-based reconstructions of the climate from Bartlein et al. (2011) and
Prentice et al. (2017) given as differences to CRU CL 2.0, where the modern climate variables
are transformed to the variables of the observation using hic (equation 5.69 at each site i).
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Moisture Index MAP (mm)
MAT (◦C) MTCO (◦C)
MTWA (◦C) GDD5 (◦C)
−0.3 −0.2 −0.1 0.0 0.1 0.2 0.3 −150 −100 −50 0 50 100 150
−2 −1 0 1 2 −2 −1 0 1 2
−1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 −400 −200 0 200 400
Figure 4.10: The MH pollen-based reconstructions of the climate from Bartlein et al. (2011)
given as differences to CRU CL 2.0, where the modern climate variables are transformed to the
variables of the observation using hic (equation 5.69 at each site i).
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equation 5.74).
Figure 4.11 shows the LGM model average tends to produce an overall cooling everywhere
compared to CRU CL 2.0. The models also predict less moisture in the northern hemisphere,
with the exception of North America, and both increased and decreased moisture in the southern
hemisphere. The moisture pattern is much less spatially smooth that the temperature related
variables.
Figure 4.12 shows models predict summer warming in the high northern latitudes with a
similar pattern for the growing season compared to CRU CL 2.0 for the MH, however, there is
overall winter cooling. The seasonal temperature pattern is reversed for parts of the southern
hemisphere, namely: Australia, north of South America and a band of South Africa. Further,
there is overall warming in northern Europe and Greenland. There is an expansion of precipita-
tion northwards from the tropical rain belts with increases in MAP and MI in northern Africa,
India and southern China. There is drying in the southern hemisphere, central North America
and large parts of Siberia.
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Moisture Index MAP (mm)
MAT (◦C) MTCO (◦C)
MTWA (◦C) GDD5 (◦C)
−0.2 −0.1 0.0 0.1 0.2 −200 −100 0 100 200
−6 −4 −2 0 2 4 6 −7.5 −5.0 −2.5 0.0 2.5 5.0 7.5
−4 −2 0 2 4 −1500 −1000 −500 0 500 1000 1500
Figure 4.11: The global average anomaly of all models in table 4.2 that participated in PMIP3’s
LGM experiment. Grid cells containing ice are plotted in grey.
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Moisture Index MAP (mm)
MAT (◦C) MTCO (◦C)
MTWA (◦C) GDD5 (◦C)
−0.04 −0.02 0.00 0.02 0.04 −20 −10 0 10 20
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Figure 4.12: The global average anomaly of all models in table 4.2 that participated in PMIP3’s
MH experiment.
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4.5 Prior uncertainty generated from the PMIP3 ensemble
To use the PMIP3 ensemble average as a prior in a data assimilation scheme, a measure of
uncertainty of the prior is also needed. A measure of uncertainty on the ensemble average is
constructed from the variance of the ensemble, a measure of disagreement in the models. The
local and global properties of the variance of a specific variable are combined together to create
a measure of error. If just the local error was used, in cases where the models show agreement
for a particular variable, the variance will be low and the simulated climate will appear to have
low uncertainty even though the prediction may be wrong. The variance of a variable, γmi , at
grid cell i for model m is set to be
vγ,i =
1
2
1
Nm
Nm∑
l
(
γli − µγ,i
)2
+
1
2
1
Nb
Nb∑
j
(
1
Nm
Nm∑
l
(
γlj − µγ,j
)2)
(4.2)
where Nb is the number of grid cells, Nm is the number of models in the ensemble and
µγ,i =
1
Nm
Nm∑
l
γli. (4.3)
The local part of the variance is given by the first summation of equation (4.2). This is split
with the global part, the second sum of equation (4.2). If only the first half was present then, in
situations where all the models agreed, the variance would approach 0. The second half prevents
this by adding in the average variance for the variable across the globe. These variances are
plotted for both ensembles in figures 4.13 and 4.14 for the LGM and MH respectively. These
variances have also been transformed to the 6 key variables using g (equation 5.74) and its
Jacobian, G, as described in chapter 5.
As seen in figures 4.13 and 4.14, this metric of uncertainty for GDD5 does not work well
when MTWA< 5◦C. At this point the sub yearly temperature can vary and the GDD5 would
not change, hence generating a measure of error for GDD5 becomes difficult. We will plot this
error as being 0◦C as can be seen for GDD5 in figures 4.13 and 4.14 at high latitudes and high
elevations, generally situations with cold climates. It should be noted that, in these climates,
the fact that GDD5 is 0◦C is almost certain and so warrants a standard deviation of almost 0◦C.
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However, there are theoretical circumstances where this breaks down, such as if the temperature
was 4.99◦C for every month of the year. In these cases, it is not so certain that GDD5 is 0◦C
since a small error in the calculation of the temperature could lead to a change in GDD5. In
such rare climates, plants are unlikely to survive, hence these areas will have little bearing on
reconstructions made from pollen-based observations.
Moisture Index MAP (mm)
MAT (◦C) MTCO (◦C)
MTWA (◦C) GDD5 (◦C)
0.0 0.1 0.2 0.3 0.4 0.5 0 20 40 60 80 100 120 140
0.0 0.5 1.0 1.5 2.0 0.0 0.5 1.0 1.5 2.0 2.5
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 0 50 100 150 200 250 300 350
Figure 4.13: The standard deviation of the PMIP3 ensemble for the LGM, as described by
equation (4.2). The error is calculated half from local variance of the models for a particular
variable in a particular grid cell and half from the global variance for that grid cell. Grid cells
that contain ice are coloured grey.
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Moisture Index MAP (mm)
MAT (◦C) MTCO (◦C)
MTWA (◦C) GDD5 (◦C)
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Figure 4.14: The standard deviation of the PMIP3 ensemble for the MH, as described by
equation (4.2). The error is calculated half from local variance of the models for a particular
variable in a particular grid cell and half from the global variance for that grid cell.
4.6 Conclusion
This chapter has presented and discussed the seasonal climates portrayed by the palaeoclimate
simulations used to construct a prior and the method for generating variances for these simula-
tions. In order to minimize potential biases in these simulations, we use anomalies between the
LGM and MH experiments and a PI control and a modern climate to create absolute climate
variables. The modern dataset (CRU CL 2.0) and the generation of the absolute climate variables
is also described. Finally, the chapter described the pollen-based climate reconstructions that
are used in building the analytical reconstructions, including the fact that these reconstructions
do not take account of the [CO2] effect (which is discussed further in chapter 5).

5
Defining Observation Operators from Climate Relations
The PMIP3 average described in chapter 4 has 48 different variables: the monthly variables for
the temperature, precipitation, relative humidity and sunshine fraction. The pollen observations
however have 7 different variables: α, MI, MAP, MAT, MTCO, MTWA and GDD5. In this
chapter we define observation operators (also called forward operators or proxy system models)
that map PMIP3 type outputs to pollen observation type outputs. These are used in chapter 6
in a data assimilation framework that makes palaeoclimate reconstructions.
As part of the observation function, we define methods for calculating the MI, m, a robust
indicator for moisture over climatological time scales. We use two methods of calculating m. The
first method calculates the theoretical true MI that would be seen in a specific climate. This
method is suitable for comparing m against data which have been generated from situations
where the WUE of a plant matches the climate from which the data are derived. The WUE
of a plant describes the ratio between the water lost by a plant compared to its CO2 uptake;
as a plant opens its stomata to take up CO2 it also loses moisture. WUE can change based
on climatological factors affecting a plant, for instance changes in temperature or atmospheric
[CO2]. In this chapter a method for calculating the WUE of a plant from the vegetation model
derived by Prentice et al. (2014) is constructed.
Many of the palaeoclimate reconstructions described in chapter 4 are created using a modern
analogue technique where the palaeoclimate is derived from the abundance of pollen species
found at a particular site. The abundances are matched to locations of similar abundances of
modern day pollen and, since the modern day climate is well known, the palaeoclimate can be
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determined. The problem with this method is that it assumes that the plants in the two climates
are behaving in the same way. This is not always the case, as modern and palaeo values of [CO2]
are different and so the plants from the different time periods are using different WUEs. This
means that many of the observation data described in chapter 4 are a set of reconstructions of
palaeoclimate with the plants having a modern WUE. We construct an observation function that
takes this fact into account; when this function is inverted, the palaeoclimate reconstructions
will have the correct response to [CO2]. For reconstructions that were made using a different
method (such as an inversion based method), there is no need for a [CO2] response correction,
so we use an observation function that does not need to consider the modern WUE.
This chapter also presents a simplified way of correcting MI reconstructions for [CO2] change.
This method is used in chapter 7 for making MI corrections to pollen-based observations in
Australia. The simplified method makes assumptions about solar radiation, sunshine fraction,
uses a less accurate vegetation model and only uses annual temperature averages instead of a
seasonal temperature cycle. These simplifications mean that it is simpler to find the necessary
corrections to MI, as less variables are required to make reconstructions. The downside is
that the corrections may be less accurate and the method is restricted to observations made of
Australia at the LGM, due to the assumptions about sunshine fraction and solar radiation. These
simplifications, whilst limiting, are necessary to make corrections to single site observations of
Australia in chapter 7. This simplified method was presented in Prentice et al. (2017) where it
was used to make palaeoclimate reconstructions in Australia at the LGM; these reconstructions
are also in section 7.1.
As described in section 4.2, the pollen-based reconstructions presented in Bartlein et al.
(2011) and Prentice et al. (2017) provide site-based reconstructions of up to 7 variables. In
this chapter we encapsulate all the different values these variables can take into the observation
space. Further, although these variables relate to each other, due to the complex nature of how
changing [CO2] effects WUE values, it is difficult to design models that input one variable and
output any of the others. However, it is possible to map from a general climate onto the observed
variables. We call this general climate the state space and define it fully in this chapter. The
state space is a gridded map of climate values as opposed to the site-based reconstructions of
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the observation space, hence it provides information on the climate between different sites. We
further define the viewing space, a space which has the same gridded map as the state space
and has the observed variables of the observation space. The viewing space allows us to view
the state space in easier to understand variables, whilst also changing the WUE.
All three spaces (the state, observation and viewing spaces), as well as the associated mapping
operators, are non-dimensionalised to improve the scaling of the problem and avoid considering
unrealistic climates. The non-dimensionalisation functions are described along with their inverse,
the dimensionalisation functions. In order to be able to dimensionalise and non-dimensionalise
the variances relating to any variables, we also derive the derivatives of the functions.
5.1 A method of calculating a reconstructed moisture index with a modern
water use efficiency
Most of the MI and α that are reconstructed in Bartlein et al. (2011), and all that are reconstruc-
ted in Prentice et al. (2017), were made using a modern analogue technique, hence, these palaeo
reconstructions assumed the plants were acting under a modern WUE. In order to compare
climates against these observations we derive a method of finding the MI and α of a particular
climate as if it has a modern WUE. We derive Mc to calculate the MI from the climate and
Mu to calculate the MI from the climate but with a modern WUE.
5.1.1 Calculating moisture index
Prentice et al. (2017) describe a method of calculating the MI, m, in terms of the slope of
evaporation saturation pressure, ∂es∂T . The saturation vapour pressure, es, represents the air
pressure at which the air cannot hold any more moisture; its slope is how this pressure changes
with respect to temperature. Hence, es denotes the maximum amount of moisture vapour that
some air could hold; generally a higher temperature means that more pressure is required to
saturate the air. In this section we define m in terms of ∂es∂T . The
∂es
∂T can then be calculated
either based on the climate, in the case of using the correct WUE, or from modelling plant
physiology in the case of a changed WUE.
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The MI is defined as
m =
P
Eq
(5.1)
where P is the annual precipitation (mm) and Eq is the annual equilibrium evapotranspiration
(mm). This definition shows how m is the ratio of moisture entering and leaving a system. The
precipitation represents all the moisture that can enter the system through processes such as
snow or rainfall. Evapotranspiration describes the sum of moisture that evaporates from the
system together with the amount of moisture that the plants lose due to transpiration. Naturally
evapotranspiration will change over time as more evapotranspiration is likely to occur the more
moisture there is present in the system. To simplify this measure over the long time scales of
the climate, we consider evapotranspiration when the system is in equilibrium.
Since we are taking averages over long time scales, these measures will be inaccurate when
considering the moisture for daily time scales or for a specific year. Further, we are ignoring other
processes that impact moisture; for instance, condensation, which we assume to be negligible
and run-off which we assume to cancel out over large time and spatial scales. Dynamic models
such as SPLASH (Davis et al., 2017) are available that can model situations at finer time and
spatial scales but with increased computational cost. The observations from Bartlein et al.
(2011) and Prentice et al. (2017) are at a year long scale and are spread over a large area. It
is unlikely that using finer resolution models would produce more accurate results, due to the
relatively coarse temporal and spatial resolution of the observation information. Hence, since
the use of models such as SPLASH would incur an increased computational cost and is unlikely
to give more accurate results, we instead use a simpler formulation for Eq.
We define Eq as
Eq =
1
λ
∫
year
R(t)
[
∂es
∂T (T (t))
∂es
∂T (T (t)) + γ
]
dt (5.2)
where λ is the latent heat of vaporisation (2.45MJkg−1), R(t) is the daily net radiation at
the vegetated surface and γ is the psychrometer ‘constant’ (0.067kPaK−1 at sea level). The
radiation from R(t) represents the amount of energy getting into the system and the 1λ
( ∂es∂T )i
( ∂es∂T )i+γ
factor is proportional to the amount of energy that a plant requires to transpire a unit of water.
The integral (or sum) of the product of both over the year is the amount of moisture that is lost
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through transpiration.
We discretise the integral in equation (5.2) about the months; this splits up the temperat-
ure variable, T , by months and so determines the size of the state space. If the discretisation
would be finer, for instance over days instead of months, we would need more computational
cost to perform the assimilation as we would have to reconstruct the temperature for every day.
Choosing a scale of months is a reasonable approximation since we are only taking climato-
logical averages and, as explained above, are using a general measure of moisture m which is
inappropriate for a sub-month time scale. This means that we compute Eq as
Eq =
1
λ
∑
i
[
Ria(Ti, Sfi; o)
(
∂es
∂T
)
i(
∂es
∂T
)
i
+ γ
]
(5.3)
for month i. Ria (MJm
−2) is the monthly net radiation at the vegetated surface, defined as being
the day-time and night-time radiation during the middle of a month, times the month length.
For this thesis we use the scheme described in Davis et al. (2017) to calculate an appropriate Ria
which takes inputs of temperature and sunshine fraction (Sf ) as well as the orbital parameters
(o) of the time period as described in table 4.1.
5.1.2 Calculating moisture index with the correct water use efficiency
By combining equations (5.1) and (5.3) we have
m = Pλ
[∑
i
Ria(Ti, Sfi; o)
(
∂es
∂T
)
i(
∂es
∂T
)
i
+ γ
]−1
. (5.4)
We now calculate MI using equation (5.4) where ∂es∂T is approximated by the Roche-Magnus
formula (Allen et al., 1998),
∂es
∂T
=
10.5485
(237.3 + T )2
exp
(
17.27T
237.3 + T
)
(kPaK−1). (5.5)
We label the MI calculated this way to be mc and the function of calculating MI using equation
(5.5) as Mc so
mc =Mc(T,Sf ,o). (5.6)
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The c here stands for corrected, reflecting that the MI is already corrected for the changes
between modern and palaeo [CO2]. This is an accurate way to calculate the MI of a climate
system which is described by T, Sf and o. The vectors T and Sf are the monthly temperatures
and sunshine fractions through the year and o is a vector of the orbital parameters of the Earth
for the time period, namely the obliquity, eccentricity and longitude of perihelion (values for
which can be found in Berger, 1978).
5.1.3 Calculating moisture index with an apparent water use efficiency
The palaeoclimate reconstructions made through a modern analogue technique described in
Chapter 4 effectively assume the same WUE between the palaeoclimate and the modern day.
In effect these are reconstructions of MI with a modern WUE. We will refer to this different
WUE and climate as the apparent WUE and climate, noting that, for the data described in
chapter 4, the apparent WUE and climate is that of the modern day. The apparent MI, mu, is
the MI calculated with the apparent WUE which is calculated by using equation (5.4) but with
an apparent ∂es∂T . This requires a way to calculate
∂es
∂T with respect to the WUE. Our method
for this is described below.
We first link together ∂es∂T and D, the vapour pressure deficit (VPD), which is the extra
amount of moisture that the air can hold before it is fully saturated. This is done using two
equations from Allen et al. (1998), namely,
D = es − ea (5.7)
where
ea =
H
100
es. (5.8)
where H is the relative humidity (%) and ea is the actual vapour pressure. This is the vapour
pressure that moisture exerts on the air and so signifies how much moisture is in the air. We
calculate it here from the relative humidity since this variable is more widely observed and
recorded. By combining equations (5.7) and (5.8) and taking the derivative, we can compute
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the slope of saturation vapour pressure as
∂es
∂T
=
∂D
∂T
(
1− H
100
)−1
. (5.9)
Note that this ∂es∂T is one that can be used to take into account the changes in WUE. This is in
contrast to equation (5.5) which only relies on temperature and so can only be used to calculate
an MI with the same reference and palaeo temperatures.
Modelling D with Respect to Plant Internal [CO2]
Here we model the D that is experienced by a plant using the model outlined in Prentice et al.
(2014) which states that
ci =
ca + Γ
∗ξ
√
D
1 + ξ
√
D
(5.10)
where
ξ =
√
1.6η∗
β(K + Γ∗)
.
Note that the ξ defined here is the inverse to the one in Prentice et al. (2014). The constant
β (unitless) represents the ratio of carboxylation and transpiration costs at 25◦C; Wang et al.
(2017) estimate this to be approximately 240. The variable ci is the plant’s internal [CO2] and
is calculated from ca, the atmospheric [CO2]. Γ
∗ is the photorespiratory compensation point
and is modelled as in Bernacchi et al. (2001) as
Γ∗ = 0.00422exp
[
∆HΓ
R
(
1
298.15
− 1
TK
)]
(kPa).
where ∆HΓ is the compensation point activation energy (37830Jmol
−1), R is the universal gas
constant (8.314J mol−1 K−1) and TK(T ) = T + 273.15(K) so that TK is the temperature in
Kelvin. The compensation point represents the point of [CO2] that a plant needs to maintain
itself. The function η∗ = η/η(25) (unitless) is the viscosity of water relative to the viscosity at
25◦C, where the viscosity of water is modelled by
η = 0.024258 exp
[
580
TK − 138
]
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from Vogel (1921).
The function K is the effective Michaelis-Menten coefficient for carboxylation (kPa) and is
given by
K = KC
(
1 +
O
KO
)
from Farquhar et al. (1980) where
KC = 0.003997 exp
[
∆HC
R
(
1
298.15
− 1
TK
)]
(kPa)
and
KO = 278.4 exp
[
∆HO
R
(
1
298.15
− 1
TK
)]
(h)
from Bernacchi et al. (2001). Here the different ∆H represent activation energies with ∆HC =
79430J mol−1 and ∆HO = 36380J mol−1 and the atmospheric concentration of oxygen O is
taken to be 210h.
Modelling e
In order to relate D to e, we model e in the same way as in Prentice et al. (2017). The inverse of
WUE, e, is calculated as the ratio between the water lost due to transpiration E and the CO2
uptake as given by A such that
e =
E
A
. (5.11)
Both E and A are determined by Fick’s law. The water lost due to transpiration is given by
E = 1.6gsD, (5.12)
where gs is the stomatal conductance. Note the factor 1.6 is due to the molecular size difference
between water and CO2. The CO2 uptake is given by
A = gsca(1− χ), (5.13)
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where χ = cica is the ratio between the plant internal [CO2] and the atmospheric [CO2]. We can
calculate the inverse of WUE with equations (5.12) and (5.13) as
e = 1.6
D
ca(1− χ) . (5.14)
Modelling D and e to give D in terms of e
We substitute equation (5.10) into equation (5.14) and solve for
√
D to give a quadratic in
√
D
as
0 =
√
D
2
+
1
ξ
√
D +
e
1.6
(Γ∗ − ca). (5.15)
which is solved for D using the quadratic formula such that
D =
1
4
(
1
ξ2
± 2
ξ
√
∆ + ∆
)
(5.16)
where ∆ is the discriminant
∆ =
1
ξ2
+
4e
1.6
(ca − Γ∗). (5.17)
Equation (5.16) gives a full equation for D which depends on e. In order to calculate the
apparent MI through equations (5.4) and (5.9), we take the derivative of VPD with respect to
temperature
∂D
∂T
=
1
4
(
∂∆
∂T
− 2 ∂ξ
∂T
1
ξ3
± ∂∆
∂T
1
ξ
√
∆
∓ 2
√
∆
ξ2
∂ξ
∂T
)
(5.18)
where
∂ξ
∂T
=
0.8
ξβ
(
∂η∗
∂T (K + Γ
∗)− η∗(∂K∂T + ∂Γ
∗
∂T )
(K + Γ∗)2
)
and
∂∆
∂T
=
4
1.6
(
∂e
∂T
(ca − Γ∗)− ∂Γ
∗
∂T
e
)
− ∂ξ
∂T
2
ξ3
.
The parameter ca (kPa) is the partial pressure of atmospheric [CO2] and is set depending on
the time period from values in table 4.1.
The functions η∗, Γ∗ and K and their respective derivatives ∂η
∗
∂T ,
∂Γ∗
∂T and
∂K
∂T are all functions
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of temperature, T . The derivatives are given by
∂η∗
∂T
= − 580
(TK − 138)2 η
∗,
∂Γ∗
∂T
= Γ∗
∆HΓ
RT 2K
and
∂K
∂T
=
1
RT 2K
(
∆HCK − KCO∆HO
KO
)
respectively.
Substituting a WUE
By substituting equation (5.18) into equation (5.9) an apparent MI can be calculated for a
particular WUE. We calculate an apparent WUE by using the reference climate of the modern
day with equation (5.14) and (5.10), calculating D from equations (5.7) and (5.8). This gives
e = 1.6
D
ca − Γ∗
(
1 +
1
ξ
√
D
)
. (5.19)
whilst using es is calculated from Allen et al. (1998) as
es(T ) = 0.6108 exp
[
17.27T
T + 237.3
]
. (5.20)
The derivative of the apparent e is calculated by differentiating equation (5.19) to give
(5.21)
∂e
∂T
=
1.6
ca − Γ∗
[
∂D
∂T
(
1 +
1
2ξ
√
D
)
− ∂ξ
∂T
√
D
ξ2
+
e
1.6
∂Γ∗
∂T
]
Full Equation for MI with an Apparent WUE
The equations presented above provide a full description of how to calculate the MI with an
apparent WUE. The apparent MI, labelled mu is calculated by using equation (5.4) and sub-
stituting in the apparent value for ∂es∂T . The apparent
∂es
∂T is calculated by using equation (5.9)
where ∂D∂T is calculated from (5.18) using the reference values of e and
∂e
∂T . To calculate reference
e and ∂e∂T we use equations (5.19) and (5.21) with a reference climate. We incorporate all of
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these functions into the Mu such that
mu =Mu(T,Sf ,H,o, cap,Tr,Sfr,Hr,or, car). (5.22)
The subscript u, for uncorrected, denotes that the MI is not corrected for the difference between
modern and palaeo [CO2]. The palaeoclimate is represented here by T,Sf ,H, o and cap which
represent the temperature, sunshine fraction, relative humidity, orbital parameters and [CO2]
respectively. The reference, or modern climate here, is represented with the subscript r by the
variables Tr,Sfr,Hr, or and car.
5.2 A construction for moisture index correction with several approximations
Section 5.1.1 describes a function, Mu, for finding an uncorrected MI using a modern, refer-
ence climate. In order to retrieve the true MI we need to invert Mu to find the appropriate
climate and then use equation (5.6) to find the correct MI for that climate. Chapter 6 describes
a method for doing this inversion using data assimilation and functions derived in section 5.4.
This process provides a palaeoclimate reconstruction with spatial interpolation and smoothing,
as well as interactions across different variables, giving good utilisation of sparse palaeoclimate
data. However, the process requires additional information in the form of a background cli-
mate and spatial correlation assumptions and further requires a complex set up with increased
computational cost.
In this section we presentW, a function for finding a MI corrected for changes in [CO2] from
the uncorrected MI, that requires fewer climate inputs than the method in section 5.1 (only
MAT and [CO2]). We do this by making assumptions about the climatological systems, namely
when computing sunshine fraction, solar radiation and the vegetation model.
The simplified solar radiation model used means that the method is inaccurate in time
periods with differing solar radiation to the modern day, such as the MH. Further, no spatial
interpolation is present, hence climates can only be reconstructed at the site-based locations of
the original reconstruction. Finally, for temperature, only MAT is considered and so there is no
seasonal temperature cycle modelled. This could lead to possibly inaccurate reconstructions in
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climates where plants are sensitive to the seasonal cycle and the MAT does not fully reflect the
instantaneous temperature.
Whilst these assumptions restrict the time periods and areas the method can be applied to,
they make the method simpler and the problem of calculating corrected MI well-posed. The
method does not need the regularisation and smoothing present when invertingMu, hence does
not require any sort of data assimilation and can instead be performed on single sites. In section
7.1 we use the fact that this method can be applied to specific sites individually to correct the
MI of reconstructions of the LGM in Australia on a site by site basis.
The work from this section has been published in Prentice et al. (2017).
5.2.1 Model equations
The same principle as used in section 5.1.1 is used here. We calculate the MI in a climate,
but swap out the WUE of that climate for the WUE of a reference climate. Section 5.1.1
has a method for calculating WUE that is different from the one here. The inverse of the
WUE calculated using the method shown in section 5.1.1 is labelled e; the inverse of the WUE
calculated from the method below is labelled eˆ.
Since it is difficult to find an algebraic representation of MI in terms for WUE, we instead
write the problem as finding mˆc, the corrected MI, where
eˆ(Tp, mˆc, cap) = eˆ(Tr,mu, car). (5.23)
Here Tp is the reconstructed MAT for the palaeoclimate, cap is the atmospheric [CO2] for the
palaeoclimate, Tr is the reference temperature, mu is the reconstructed MI and car is the atmo-
spheric [CO2] of the reference climate. For modern analogue pollen assemblages, the reference
climate is the modern day climate and, for the purposes of this section, the palaeoclimate is the
climate of the LGM.
The WUE is calculated using a similar formulation to equation (5.14) but we make an
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assumption that VPD is modelled by the Monteith relationship,
D =
∆E
g0
(5.24)
as described in the appendix of Prentice et al. (2014). Here
∆E = Ea − Eq
where Ea is the actual evapotranspiration and Eq is the equilibrium evapotranspiration. We use
annual average values for both Ea and Eq and use the Budyko curve to link them together, such
that
Ea = Eq
[
1 +m− (1 +mω) 1ω
]
(5.25)
as in Zhang et al. (2004). By substituting equation (5.24) into (5.14), we have that the inverse
of WUE is
eˆ = 1.6
∆E
g0ca (1− χˆ) . (5.26)
In this method we are using a different vegetation model than the method in section 5.1 and so
χ is different. We denote this by using χˆ instead.
We calculate e from (5.14), where χˆ is calculated using the least cost hypothesis described
in Prentice et al. (2014). The ratio χ is given by
χˆ =
[
1 + C
( η
K
) 1
2
∆E
1
4
]−1
(5.27)
where C is an empirical constant (14.76, when ∆E is in mm) taken to represent warm temper-
ature, humid conditions (Wang et al., 2014).
We use the annual average Eq which can be calculated as
Eq =
Rn
λ
[
∂es
∂T
∂es
∂T + γ
]
(5.28)
where ∂es∂T is given in equation (5.5), λ is the latent heat of vaporization of water (2.45 MJ
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kg−1) and γ is the psychrometer constant (0.067 kPa K−1 at sea level). Rn is the balance of net
incoming shortwave and net outgoing longwave radiation, approximated by Linacre (1968)
Rn = 0.83R0(0.25 + 0.5Sf )− (107− T )(0.2 + 0.8Sf ), (5.29)
where R0 is the insolation, the incident solar radiation at the top of the atmosphere. We take
a value of R0 = 400Wm
−2 which is a good approximation to the LGM and present day in
Australia. This value is dependent on latitude and the Earth’s current position relative to the
Sun. This makes this model a poor approximation for other time periods and latitudes further
from that of Australia. As in Prentice et al. (2017), we use climate data for the interval from
1970 to 1999 to fit the following relationship by non-linear regression
Sf (m) = 0.6611e
−0.74m + 0.2175. (5.30)
5.2.2 Compensation point
The plants being modelled use C3 photosynthesis (a pathway of photosynthesis used by most
crops, temperate grasses and nearly all trees). C3 photosynthesis requires that the plants regulate
how open and closed their stomata are, so that the correct levels of ci and MI are reached
internally. However, this represents a trade off for the plant as opening stomata increases ci,
but lowers internal moisture. Plants try to react to their conditions to work with this trade
off. However, if at a certain point there is not enough atmospheric CO2 available, the plant will
have to open its stomata too wide, lose too much moisture and thus begin to die. This point is
called the compensation point and is a measure of baseline ci needed for the plant to survive.
We write this as
ci > Γ
∗ + bK, (5.31)
where b ≈ 0.025 (Prentice et al., 2014). If a reconstruction is found with ci below the compens-
ation point, then it is likely that the pollen used in the reconstruction is not from plants that
use C3 photosynthesis.
Figure 5.1 shows the relationship between compensation point, MI, atmospheric [CO2] and
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ci. In hotter climates there needs to be a higher MI and/or ci for the same plant to be able to
survive. This effect is compounded exponentially with temperature due to the exponential term
in Γ∗ however, for low temperatures, this effect is less important.
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Figure 5.1: The black line represents the compensation point. The coloured lines represent the
leaf internal CO2 for various combinations of atmospheric CO2 and MI. These are then plotted
against temperature, hence all parts of the coloured line above the black line are above the
compensation point and all parts below the line are below the compensation point.
5.2.3 Algebraic reduction
Solving equation (5.23) for mˆc numerically can be computationally expensive. Algorithms for
solving such equations often involve trying several values of mˆc until the best one is found. Since
many such attempts need to be tried, it is more efficient to calculate several parts of the equation
that do not depend on mˆc first. That way, when testing several different mˆc the computation is
faster. We algebraically re-arrange equation (5.23) so that as much as possible can be computed
before several values for mˆc are tried.
By substituting the χˆ from equation (5.27) into equation (5.26) we receive an equation for
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eˆ in terms of ∆E. Then by substituting this eˆ into equation (5.23) we can write an equation
relating mˆc to Tp, cap, Tr,mu and car as
∆˘E · (t˘∆˘E−
1
4 + 1) = t˘∆˘E
3
4 + ∆˘E = s˘ (5.32)
where
s˘ =
g0caeˆ(Tr,mu, car)
1.6
, (5.33)
t˘ =
1
C
(
K
η
) 1
2
. (5.34)
and
∆˘E = ∆E(Tp, mˆc, cap),
the difference between the actual and equilibrium evapotranspiration for the palaeoclimate. We
then rewrite equation (5.32) as
∆˘E
4
+ (−4s˘− t˘4)∆˘E3 + 6s˘2∆˘E2 + (−4s˘3)∆˘E + s˘4 = 0, (5.35)
a quartic in ∆˘E that can be solved using the quartic formula. Using equation (5.25) to also
write ∆˘E as
∆˘E = (ue−0.74mˆc + v)((1 + mˆωc )
1
ω − mˆc) (5.36)
where
u = 0.6611(0.83R00.5− (107− Tp)0.8)τ
and
v = (0.83R00.25− (107− Tp)0.2 + 0.2175(0.83R00.5− (107− Tp)0.8)) τ
with
τ =
1
λ
(
1 +
γ(c+ Tp)
2
abc
exp
[
− bTp
c+ Tp
])−1
.
Since equation (5.35) is equivalent to equation (5.32) which is in turn equivalent to equation
(5.23), any solution to equation (5.35) is a solution to (5.23). Further, since the ∆˘E from
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equation (5.35) must also satisfy equation (5.36), the difference between the ∆˘E from equation
(5.35) and that of equation (5.36) must be 0 for the correct mc. Hence
mˆc = argminm (F (m)) (5.37)
where
F (m) =
(
ue−0.74m + v
) (
(1 +mω)
1
ω −m
)
− ∆˘E. (5.38)
The
(
ue−0.74m + v
) (
(1 +mω)
1
ω −m
)
part of F is found using equation (5.25) and the right part,
∆˘E, is found by solving the quartic in equation (5.35). We minimise F using the minimisation
package MINPACK (More´ et al., 1980) and which is accessed through the ‘fsolve’ wrapper in
the SciPy python package (Jones et al., 2001–). Since u, v and ∆˘E do not involve mˆc they can
be calculated before calculating F (m) multiple times for different m. Through this method, mˆc
is calculated from Tp, cap, Tr, mu and car.
5.2.4 Sample moisture index correction
We package equation (5.37) and the compensation point from equation (5.31), into the function
W which gives the change of MI needed for a modern analogue reconstruction. This change is
defined as
W(mu, Tp, cap, Tr, car) =

argminm (F (m))−mu if ci > Γ∗ + bK
0 otherwise
(5.39)
Hence for any original reconstruction, mu, the corrected reconstruction is given by
mu +W(mu, Tp, cap, Tr, car).
Figure 5.2 plotsW for some sample values. The whole chart shows a climate where Tr = 20◦C
and Tp = 15
◦C and car = 360ppm, but varying values of cam and mu. For almost all cam and
mu, W gives an increase in MI such that W > 0. An increase in mu leads to W giving a larger
increase in MI, especially for lower car, such that
∂W
∂mu
> 0. The LGM had low values of car
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suggesting that reconstructions of MI at the LGM will be more effected by [CO2] than in time
periods with more [CO2]. For low mu and low car the compensation point law is not upheld
and so no change to MI is needed; in these cases, W = 0. This suggests that modern analogue
reconstructions of the MI need to be increased. Thus, original reconstructions, especially of the
LGM, appear drier than the palaeoclimate actually was.
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Figure 5.2: The computed MI correction term as a function of the reconstructed MI value
and the palaeo-[CO2] for a modern annual mean temperature of 20
◦C and a cooling (relative to
modern) by 5◦C. The white area lies below the [CO2] compensation point and hence represents
no change to MI.
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5.2.5 Sensitivity analysis
The five inputs ofW; mu, Tp, cap, Tr and car are known to different levels of certainty for palaeo-
climate applications. Notably car, the modern [CO2], is known to a very high degree compared
to the other variables. It would be useful to know which of the variables drives the moisture
correction effect the most. Hence, we study the sensitivity of W to the remaining variables.
In order to be able to interpret the results of our analysis, we transform the inputs of W to
more useful climatological variables such that we wish to know how W changes with respect to
mu, Tr,∆T = Tp − Tr and cap/car.
The sensitivity of a function is how much a variable changes relative to another variable
(Lewis et al., 2006), in this case how much W changes with respect to its inputs. Thus, the
sensitivity of W to a variable wi at a point w is
Sˆwi(v) =
(v)i
W(v)
∂W
∂vi
∣∣∣
v
(5.40)
where (v)i corresponds to the element of v that matches the variable vi. Instead of finding the
derivative of W to a set point, we instead scale by the range of values of variables taken for the
dataset presented in Prentice et al. (2017). We define the sensitivity to be
Svi(v) =
range((v)i)
range(W)
∂W
∂vi
∣∣∣
vi
(5.41)
where range(·) is the absolute difference between the mean value for the modern and the mean
value for the LGM dataset in Prentice et al. (2017). This works out to be
range(∆T ) = 2.5231
range(Tr) = 2.5231
range(mu) = 0.1513
range(cap/car) = 0.5
range(W) = 2.7962
. (5.42)
Figure 5.3 shows the sensitivity ofW to the four different input variables as described above.
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The point at which the sensitivity is being shown, the particular choice of v, is ∆T = 5 and
Tr = 15 and is shown for various values of cap/car, labelled ca ratio, and various values of mu
labelled mrec. Whilst the sensitivity changes through mu and cap/car, the main changes in
sensitivity occur between the different variables. The sensitivity to cap/car generally has larger
absolute values, meaning that W is most sensitive to changes in cap/car. When observing the
input variables, the variable with the least error is generally the atmospheric [CO2] variable
since [CO2] can be measured accurately, compared to the temperature variables. Hence, since
the dominant input to W is cap/car and this is a variable with lowest error associated with
it, reconstructions made with W will have a relatively high degree of accuracy. Changes in
sensitivity through the temperature values can be seen in the animation associated with Prentice
et al. (2017), which shows a similar pattern through the temperature values.
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Figure 5.3: Plots showing the sensitivity of the change in MI (given by W) to uncertainties in
the input following equation (5.41). Top left shows the sensitivity of W to ∆T , top right Tr,
bottom left mu and bottom right cap/car, for the range of values of mrec and ca ratio plotted at
a modern annual mean temperature of 20◦C and a cooling (relative to modern) by 5◦C.
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5.3 Single site observation function
In this section we construct a function that maps the climate at a particular point (in a particular
grid cell) to a set of key observation variables. This function is made up of various temporal
temperature statistics, namely the average, maximum, minimum and GDD5, as well as Mu
defined in the previous section, 5.1. In later sections many of these single site functions are
combined to create the full observation function, h, in equation (5.77).
5.3.1 Spaces
The single site observation functions map from the state space at one point to the observation
space at one point. The observation space at a single site, labelled Y′, is defined as
Y′ = span{α,m,MAP,MAT,MTCO,MTWA,GDD5} (5.43)
such that dim{Y′} = 7. The space consists of all the values that have been observed in the
pollen-based reconstructions described in Chapter 4. The space has several bounds where the
different component variables are physically possible namely 0 ≤ α ≤ 1.26, 0 ≤ m, 0 ≤ MAP,
−273 ≤ MAT, MTCO, MTWA and finally 0 ≤ GDD5. A general observation that exists at a
particular site v is labelled
yv ∈ Y′ (5.44)
so that yv is a 7-column vector.
The choice of the observation space is entirely determined by the observations of the climate.
Since our observations come from the datasets contained in Bartlein et al. (2011) and Prentice
et al. (2017), the observation space is made up from the variables of these papers. Ultimately,
the variables reconstructed in those papers were chosen since plants are sensitive to them. If
variables were chosen to which plants are not sensitive, then generating reconstructions of the
said variables from pollen distributions would create a heavily ill-posed problem.
For a particular grid cell, we parametrise both the palaeoclimate and a reference climate. A
particular climate is parametrised by 41 variables;
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• Mean annual precipitation (P )
• The mean temperature for each month, Ti for month i with T = (T1, . . . , T12)T .
• The mean sunshine fraction for each month, Sfi for month i with Sf = (Sf1, . . . , Sf12)T .
• The mean relative humidity for each month, Hi for month i with H = (H1, . . . ,H12)T .
• The three orbital parameters, o. These are the parameters from table 4.1.
• The atmospheric [CO2] for the time period, ca.
For any particular grid cell all 41 climate variables for both the palaeo and a reference climate
are parametrised as P,T,Sf ,H,o and ca for the palaeoclimate and Pr,Tr,Sfr,Hr,or and car
for the reference climate.
The state space for a grid cell, labelled X′, is defined as
X′ = span{P,T} (5.45)
This gives dim{X′} = 13, due to the precipitation dimension and the 12 monthly temperatures.
This space has bounds for when the variables stop being physically possible, since P ≥ 0 and
Ti > −273. For a particular grid cell, s, a reading of the state in this grid cell is labelled xs
where
xs ∈ X′. (5.46)
Since the state space is the space we are trying to reconstruct, the computational cost of
making any reconstructions is highly dependent on the size of the state space. Ideally, the
state space would be as small as possible to limit the state that needs to be searched to make
reconstructions. However, unlike the observation space, there are no restrictions of the choice
of state space due to datasets available. The main dataset that would constrain the state space
is the PMIP3 outputs, however, since this dataset is generated from climate models, a large
amount of variables is available. Instead, the choice of state space depends on the models used
in the observation function and the variables to which the observations are sensitive.
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The types of variables chosen for the state space, precipitation and temperature, are vari-
ables that plants are highly sensitive to. Further, the observations made are generated from
temperature statistics as well as moisture (and hence precipitation) relationships. Since there
are four variables in the temperature variables in the observation space, the state space has the
monthly temperatures. However, since there are only two observed moisture variables (MI and
MAP or α and MAP) at any one site and one of the moisture variables, MI, is dependent on
temperature, the state space only has one moisture variable, MAP.
In dry regions, where MAP is zero, there is little sensitivity to changes in moisture which
creates a discontinuity at zero precipitation. Hence, when using an inverse technique to try
and reconstruct precipitation, it would be very difficult to reconstruct precipitation over any
sort of sub-monthly time scale with only observations of annual precipitation. Models such as
SPLASH (Davis et al., 2017) were experimented with as they can model daily precipitation in a
bucket type model; however, since the only observations available in this study are of the total
annual precipitation, generating any daily reconstruction is very difficult. Being able to make
such reconstructions would negate the need for calculating α from the Budyko formulation (such
as in using equation 5.68). Using this equation would create more accurate reconstructions of
α. Ultimately, to reduce the computational cost of any such inversions, and due to the lack of
observational data to make the problem well posed, a formulation of calculating MI from annual
precipitation was chosen, as seen in equation (5.3).
The decision to discretise temperature up into months is motivated by much the same factors
affecting precipitation. A sub-yearly discretisation is necessary since it is needed to calculate
all the temperature variables in the observations. Attempts to use more sophisticated models
to predict sub-monthly time scales for temperatures resulted in poor reconstructions as the
observations being used are of temperature at a year-long time scale. There are at least four
observations (MTCO, MTWA, MAT, GDD5), as well as two non-linearly related observations
(MI and α), to constrain the possible temperature curve. Hence it is possible to make monthly
reconstructions.
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5.3.2 Non-dimensionalisation
The spaces Y′ and X′ are both dimensional and so have axes with different scales. The floating-
point arithmetic used by modern computer systems becomes less accurate when dealing with
numbers at different scales, as round off occurs for relatively high and low numbers. This
can occur in our system when dealing with varying dimensions of different sizes. Furthermore,
variables such as precipitation have bounds (e.g. P ≥ 0), which can be difficult to deal with
when using variational schemes as the state could easily vary to unphysical climates, such as
climates with negative precipitation. In order to alleviate these problems we non-dimensionalise
both Y′ and X′ .
First we non-dimensionalise the variables of Y′ . For any given yv ∈ Y′ :
Wy(y
v) = Wy

α
m
P
MAT
MTWA
MTCO
GDD5

=

α
m
DP (P )
MAT
Ts
MTWA
Ts
MTCO
Ts
GDD5
NyTs

=

α¯
m¯
P¯
MAT
MTWA
MTCO
GDD5

= y¯v (5.47)
where Ny is the number of days in a year, Ts is a temperature scaling value (5
◦C) and function
DP is defined as
DP (P ) =

ln
(
Pλ
Isc
)
+ 1 P < Iscλ
Pλ
Isc
otherwise
. (5.48)
The formulation of DP ensures that P ≥ 0 for all P¯ . The non-dimensional observation space is
then
Y¯
′
= span{y¯v} (5.49)
so that
y¯v ∈ Y¯′. (5.50)
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When all the data assimilation has been performed, we study the variables in their more
intuitive dimensional form and so we must dimensionalise the variables again. Hence we invert
Wy to obtain
W−1y (y¯
v) =
(
α¯ m¯ D−1P (P¯ ) TsMAT TsMTWA TsMTCO TsNyGDD5
)T
(5.51)
where
D−1P (P¯ ) =

Isc
λ e
P¯−1 P¯ < 1
P¯ Iscλ otherwise
. (5.52)
Further, when dimensionalising and non-dimensionalising the error of variables in the observation
spaces we must calculate the derivatives of these conversions. Hence we calculate
∂Wy
∂yv
= diag
{(
1 1 ∂DP∂P
1
Ts
1
Ts
1
Ts
1
NyTs
)}
(5.53)
where
∂DP
∂P
=

1
P P <
Isc
λ
λ
Isc
otherwise
. (5.54)
We calculate the same derivative for the dimensionalisation such that
∂W−1y
∂y¯v
= diag
{(
1 1
∂D−1P
∂P Ts Ts Ts NyTs
)}
(5.55)
where
∂D−1P
∂P¯
=

Isc
λ e
P¯−1 P¯ < 1
Isc
λ otherwise
. (5.56)
The same process is applied to the state space, X′ . For any given xs ∈ X′
Wx(x
s) = Wx
 P
T
 =
 DP (P )
1
Ts
T
 = x¯s, (5.57)
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where the non-dimensionalised state space is
X¯
′
= span{x¯s} (5.58)
so that
x¯s ∈ X¯′ . (5.59)
We also need to re-dimensionalise the state space and so we calculate
W−1x (x¯s) =
 D−1P (P¯ )
TsT¯
 . (5.60)
We also calculate the derivatives of the dimensionalisations such that
∂Wx
∂x
= diag
{(
∂DP
∂P | 1Ts112
)}
(5.61)
where 112 is the 12-dimensional row vector with 1 at each entry. The derivative of the dimen-
sionalisation of the state space is calculated as
∂Wy
∂x¯
= diag
{(
∂D−1P
∂P¯
| Ts112
)}
. (5.62)
The non-dimensional state and observation spaces, X¯′ and Y¯′ , will have less scaling problems
than their dimensional counterparts and so can be calculated more accurately. Also, since X¯′
is almost unbounded, the state can vary freely whilst still being a realistic climate. We note
that the state space is strictly bounded in its temperature variables as temperature cannot drop
below 0◦K. Temperatures this low are extremely unlikely in the climate and so, even though the
state space can theoretically vary infinitely, the state rarely does. Since these low temperatures
are almost impossible to attain, we can ignore these bounds and still have realistic climates.
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5.3.3 Linking observation space and state space at a site through the observation
function
We link together the observation and state spaces at a site s through a site-based observation
function. We use two such functions
hsu : X¯
′ → Y¯′ (5.63)
and
hsc : X¯
′ → Y¯′ . (5.64)
Both functions are the same, except one calculates the MI based on an apparent WUE and the
other does not. The function hsc uses Mc from equation (5.6) and hsu uses Mu from equation
(5.22).
For hsu the climate is mapped at a site by
(5.65)
hsu(x¯) = h
s
u
(
P¯ , T¯
)
=

B(Mu(D−1P (P¯ ), TsT¯; Ssf ,Hs,o, cap, P sr ,Tsr,Ssfr,Hsr,or, car))
Mu(D−1P (P¯ ), TsT¯; Ssf ,Hs,o, cap, P sr ,Tsr,Ssfr,Hsr,or, car)
P¯
M(T¯)
max(T¯)
min(T¯)
G(T¯)

where Ssf ,Hs,o, ca, P sr ,Tsr,Ssfr,Hsr,or and car are the climate variables for the grid cell s. The
function max is the maximum value of T¯, min is the minimum value in T¯, M is the daily
weighted mean such that
M(T) =
1
Ny
∑
i
liT¯i (5.66)
with li being the length of month i. The GDD5 function G is also daily weighted such that
G(T¯) =
1
Ny
∑
i
li

T¯i − 5Ts T¯i > 5Ts
0 otherwise
. (5.67)
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The function B is the Budyko curve described by Zhang et al. (2004),
B(m) = 1 +m− (1 +mω) 1ω (5.68)
where ω ≈ 3. The function without apparent WUE is defined similarly to equation 5.65 but
without the need for a reference climate
(5.69)
hsc(x
s) = hsc
(
P¯ , T¯
)
=

B(Mc(P¯ , T¯,Ssf ,o))
Mc(P¯ , T¯,Ssf ,o)
P¯
M(T¯)
max(T¯)
min(T¯)
G(T¯)

where Ssf and o are the climate variables for grid cell s.
5.4 Multiple site observation function
With the observation functions at single grid cells, hsu and h
s
c, we construct functions g and
h that perform the same mapping, but at every necessary grid cell. For any particular grid
cell, indexed by s, the climate can reside in X¯′ . All these cells together make the space of total
possible climates, which we label
X¯ =
N∧
X¯
′
(5.70)
where N is the number of cells in our map and so dim(X¯) = dim(X¯′)N = 13N . This makes X¯
the set of all possible climates.
We define an analogous space for the variables with MI corrected for [CO2] effects; we call
this the viewing space. It is also a set of gridded maps, each consisting of a set of grid cells. For
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each cell s the climate can exist in Y¯′ and so the grid of all the cells together is
Z¯ =
N∧
Y¯
′
. (5.71)
This is the same grid as X¯ so it contains the same amount of grid cells and so dim(Z¯) =
dim(Y¯′)N = 7N .
As well as the climate, there is also the space from which observations of that climate are
taken. Since the observations described in chapter 4 are made without accounting for the effect
of atmospheric [CO2] on plants, each observation, labelled v, resides in Y¯
′
. Hence the space of
all of these observations together is termed
Y¯ =
M∧
Y¯
′
, (5.72)
where M are the amount of observations made hence, dim(Y¯) = dim(Y¯′)M = 7M .
Instead of viewing the climate in X¯ it is more intuitive to view it in Z¯, since X¯ contains lots
of detailed variables whereas Z¯ is made up of 7 commonly used variables for each grid. Hence,
we define a map between the two spaces as
g : X¯→ Z¯ (5.73)
where
g(x¯) =
(
h1c(x¯
1)|h2c(x¯2)|. . . |hNc (x¯N )
)T
(5.74)
for some state
x¯ =
(
x1|x2|. . . |xN)T ∈ X¯. (5.75)
The observation function, h, maps from the space of our reconstruction, X¯, onto the space
of our observations, Y¯, such that
h : X¯→ Y¯. (5.76)
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Here we define the observation function as
h(x¯) =
(
h1u(x¯
c1)|h2u(x¯c2)|. . . |hMu (x¯cM )
)T
(5.77)
where ci is the index of the grid cell which is closest to observation i. If observation i has been
reconstructed using a method where the change in [CO2] does not need to be accounted for,
then the observation function hc is used instead of hu. This is to account for the fact that some
of the reconstructions taken from Bartlein et al. (2011) are made using methods that already
account for this [CO2] effect and so, using hu would produced an inaccurate result.
5.5 Jacobian of the observation function
The Jacobians of both global observations functions h and g can be found mostly analytically
and so their computation can be done more cheaply than simply using a finite difference method.
The Jacobian, G, of g, is given in a block diagonal form about the grid cells since each grid cell
maps to itself and the grid cells are independent. This is
G =
∂g
∂x¯
=

∂h1c
∂x¯1
0 · · · · · · 0
0 ∂h
2
c
∂x¯2
. . .
. . .
...
...
. . .
. . .
. . .
...
... · · · . . . ∂hN−1c
∂x¯N−1 0
0 · · · · · · 0 ∂hNc
∂x¯N

. (5.78)
The matrix G is then a 7N × 13N matrix composed of N ×N blocks, each block of dimension
7× 13.
The Jacobian of h, H, is also a sparse block matrix since the transformation between the
state cells and observations sites is linear. However, since a grid cell is not being mapped onto
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itself, H is not block diagonal. The matrix H is instead of the form
H =
∂h
∂x¯
=

H11 · · · H1N
...
. . .
...
HM1 · · · HMN
 (5.79)
where Hij is a 7× 13 matrix, so that H is a 7M × 13N matrix with M ×N blocks. The block
Hij is the zero matrix if observation i is not in grid cell j, hence, there are several rows that
are all zeros as there are many grid cells without observations. If observation i is in grid cell
j then Hij =
∂hiu
∂xj
if the observation is originally made using a modern analogue technique and
Hij =
∂hic
∂xj
otherwise.
Both the derivatives of hic and h
j
c are similar since they are the same function, save for the
MI and α terms. The Jacobian is calculated as
∂hic
∂xj
=

∂B(Mc)
∂P¯
∂B(Mc)
∂T¯1
· · · · · · · · · ∂B(Mc)
∂T¯12
∂Mc
∂P¯
∂Mc
∂T¯1
· · · · · · · · · ∂Mc
∂T¯12
1 0 · · · · · · · · · 0
0 l1Ny · · · · · · · · · l12Ny
0 ∂(max(T¯))
∂T¯1
· · · · · · · · · ∂(max(T¯))
∂T¯12
0 ∂(min(T¯))
∂T¯1
· · · · · · · · · ∂(min(T¯))
∂T¯12
0 ∂G
∂T¯1
· · · · · · · · · ∂G
∂T¯12

(5.80)
where
∂(max(T¯))
∂T¯i
=

1 T¯i = max(T¯)
0 otherwise,
(5.81)
∂(min(T¯))
∂T¯i
=

1 T¯i = min(T¯)
0 otherwise
(5.82)
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and the derivative of the GDD5 function is
∂G
∂T¯1
=
1
Ny
∑
i
li

1 T¯i >
5
Ts
0 otherwise
. (5.83)
The other observation function’s Jacobian has much the same structure
∂hiu
∂xj
=

∂B(Mu)
∂P¯
∂B(Mu)
∂T¯1
· · · · · · · · · ∂B(Mu)
∂T¯12
∂Mu
∂P¯
∂Mu
∂T¯1
· · · · · · · · · ∂Mu
∂T¯12
1 0 · · · · · · · · · 0
0 l1Ny · · · · · · · · · l12Ny
0 ∂(max(T¯))
∂T¯1
· · · · · · · · · ∂(max(T¯))
∂T¯12
0 ∂(min(T¯))
∂T¯1
· · · · · · · · · ∂(min(T¯))
∂T¯12
0 ∂G
∂T¯1
· · · · · · · · · ∂G
∂T¯12

. (5.84)
The derivatives of the MI functions, ∂Mc∂P ,
∂Mc
∂Ti
, ∂Mu∂P and
∂Mu
∂Ti
, are calculated by finite differ-
ence. It may be possible to derive an analytical formula for this derivative, however, here it is
still computationally viable to use a finite difference method and the analytical formula would
be much more complicated. The α functions, the ones involving B, are then calculated as
∂B
∂m |Mc ∂Mc∂P , ∂B∂m |Mc ∂Mc∂Ti , ∂B∂m |Mu ∂Mu∂P and ∂B∂m |Mu ∂Mu∂Ti where
∂B
∂m
= 1−mω−1 (1 +mω)( 1ω−1) . (5.85)
5.6 Conclusion
We have defined several climate spaces, X¯, Y¯ and Z¯. The state space, X¯, is a gridded map of
monthly temperatures and the annual precipitation and represents fundamental measurements
that describe a given climate. The observation space, Y¯, is the site-based space of variables that
are observed through pollen reconstructions. The space Z¯ is the space that is grid based, like
X¯, but each grid cell is made of observed variables that make up Y¯. Rather than view the state
space directly, Z¯ allows us to view a gridded state space climate in gridded observed variables,
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which are much easier to analyse. The choice of the variables contained in the spaces is due to
the relationship between the observations, the observations available from pollen reconstructions
and the sensitivity of the observations to climate variables.
All of the spaces and variables involved are non-dimensional so as to avoid parts of the spaces
being unphysical and to also help with numerical scaling issues. We also describe how to map
between the dimensional and non-dimensional variables. This is done through the Wy and Wx
functions as well as their inverses, W−1y and W−1x . Further, we also define the derivatives of
these four functions with respect to their inputs; they are used to deal with uncertainties of all
the dimensional variables.
We also define functions that map from one space to another. The observation function, h,
maps from the state space to the observation space. For any given climate in the state space it
will show the pollen-based observations that would have occurred under this climate. We also
define g which maps from the state space to the gridded observation space Z¯. This function
is the same as h but maps to a gridded map instead of individual sites and is used since the
variables of the state space are difficult to view. We also derive the Jacobians of these functions,
H and G.
The MI of reconstructions made using a modern analogue technique are moisture indices of
a plant under a modern WUE, labelled mu. In order to calculate mu from a generic climate
we define the function Mu. The core of this function is the modelling of ci, plant internal
[CO2], as described in Prentice et al. (2014), which is used, along with various climatological
relationships, to find a way of calculating the WUE of a plant from a general climate. The
system is then algebraically inverted so that a MI is calculated from a WUE and a general
climate. The modern day WUE from the modern day climate is calculated using the equations
in one direction. This modern WUE is then used with the equations going the other direction,
alongside a palaeoclimate, to calculate mu.
As well as defining the functionMu to encompass the effects of [CO2] change on MI, we also
define W, a function which describes the correction needed for a reconstructed MI in simpler
terms. W only considers the change in atmospheric [CO2] and temperature as well as mu when
providing the correction, but can provide the correction without additional prior knowledge of
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the climate. The method also uses the compensation point, the point of a C3 plant’s internal
[CO2] when the plant cannot sustain itself. If a plant’s ci is below the compensation point,
then it is likely it uses a different type of photosynthesis. Figure 5.2 shows outputs from W
for idealised input and shows how, for almost all cases, especially for the LGM, the MI needs
to be increased, suggesting that original palaeoclimate reconstructions appear to depict the
palaeoclimate as drier than it actually was. Whilst W needs less inputs than Mu, a simplified
solar radiation model means that W is less accurate for time periods with solar radiation that
are very different from the modern climate. W uses an annual average of temperature, rather
than a seasonal cycle, as well as using a less accurate vegetation model thanMu, meaning that
generally, changes to reconstructions made with Mu will be more accurate than using W.
Using these spaces and observation functions, we can now set up a data assimilation problem
which, when solved, will give useful maps of the palaeoclimate. In other words, given any
particular y ∈ Y¯, we find the best x ∈ X¯ such that h(x) = y.

6
Combining Pollen Reconstructions and Model Outputs using a
Variational Method
In this chapter we describe a method for combining pollen reconstructions with PMIP3 outputs.
In order to obtain a climate reconstruction where every variable is free to vary away from
the background we use a 3D-Var variational method, as described in chapter 3. We describe
the structure of the observations, observation error covariance matrix (R), background and
background error covariance matrix (B), together with the observation function described in
chapter 5 and produce an inverse problem which we solve by minimising the 3D-Var cost function.
Since a variational technique is used, correlations based on a Bessel function are added to the
B matrix, one in the spatial dimension and another in the temporal dimension, to ensure that
the error in the analysis is smooth.
Due to the large dimension of the matrix B, solving the problem by computation of the
3D-Var cost function can be costly in terms of computer memory and number of operations. We
use the preconditioned form of the 3D-Var problem to minimise the amount of computations
needed to find the solution. However, this approach needs more memory due to the calculation
of B
1
2 since a memory efficient way of calculating B
1
2 is not known for the structure of B used
here. The inputs for the system are non-dimensionalised (and outputs re-dimensionalised) to
further help with the conditioning of the problem. We describe how the minimisation of the
preconditioned 3D-Var cost function is implemented, so that the method is adequately efficient
and a solution can be found. Further, we show an implementation for calculating the analysis
variance and the percentage change in this variance from the background.
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The strength of the correlations added to the matrix B can be controlled by scaling para-
meters; Ls for the spatial dimension and Lt for the temporal dimension. These parameters
represent the correlation of the errors in the background (the PMIP3 ensemble average) and so
determine how smooth the analysis error will be. By performing the assimilation method on
subsets of input data, we determine suitable values for the length scales and by studying the
condition number of the problem, we ensure that the choice of these values does not lead to a
minimisation problem that is ill-conditioned.
Material from this chapter is under review by the Journal of Advances in Modeling Earth
Systems as Cleator et al. (2019b).
6.1 Data assimilation with spatial and temporal correlations in the prior
A 3D-Var technique is used to make reconstructions so the climate, x, will vary as necessary,
depending on the cost function. In this section we describe how we set up our assimilation prob-
lem by specifying choices for the: state space, observations, observation function, background
and observation error covariance matrices.
6.1.1 The inverse problem for reconstructing palaeoclimates
The main problem considered by this thesis is to develop a method for determining a palaeo-
climate from a set of site-based reconstructions. We label the site-based reconstructions y ∈ Y
where Y is defined in equation (5.72). The column vector y is composed of observations at each
site such that
y =
(
y1
T |y2T |. . . |yMT
)T ∈ Y. (6.1)
where yi is the non-dimensionalised observation at site i defined in equation (5.50) and M is
the number of observations. Note that we are using the non-dimensional variables and spaces
defined in section 5.3.2 but with the bars (¯·) dropped. Not every variable is available at every
site; these values are set to 0 in y so the variance tends to ∞. This means the variable has 0
weighting (and hence no effect) in the cost function and is simpler to implement compared to
leaving these values out of Y and having dim(Y) changing with each dataset used.
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From these reconstructions we require a gridded climate represented by x ∈ X as defined
in equation (5.75). Using the observation function (equation 5.77) the state is compared with
observations. This problem can be seen as an inverse problem in that we need to find the x such
that
h(x) = y. (6.2)
This problem is ill-posed in that there are many different x that solve equation (6.2), hence it
is regularised with prior information,
xb ∈ X, (6.3)
the prior or background. Variances in the prior are labelled vb in the same order as xb and are
composed of the composite error generated from the PMIP3 ensemble defined in section 4.3.
The variables take the same order such that
(vb)i = vi mod 13,b i
13
c (6.4)
where v is from equation (4.2). The problem is to find the x that best satisfies equation (6.2)
and is as close as possible to xb whilst weighting the variables by vy and vb.
Chapter 3 describes how, using Bayes’ theorem, the maximum a-posteriori estimate of the
state (xa) is given by
xa = argminxJ(x). (6.5)
with the cost function J as
(6.6)J(x) =
1
2
(x− xb)TB−1(x− xb) + 1
2
(y − h(x))TR−1(y − h(x)).
We assume that the pollen observations, from which y is created, share no covariance, hence,
the observation error covariance matrix (R) is diagonal. The diagonal entries are formed from
the variances from the pollen reconstructions, vy, such that
R = diag(vy). (6.7)
The background error covariance matrix, B, is made up of the variances from the PMIP3
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ensemble (vb) as well as an additional correlation structure such that
B = ΣCΣ (6.8)
where Σ = diag(v
1
2
b ) is the diagonal matrix formed of the standard deviations of variability in
the prior ensemble and the C is the background error correlation matrix.
6.1.2 Background error correlation
There are regions where the climate is expected not to be smooth, for instance between large
topological features such as over mountains, and areas where it is expected to be smooth, such
as over large, flat regions. These features are present in the background, as they are in the
PMIP3 models, and we would expect them to be present in the true climate. In order to
preserve these features between the background and analysis, we impose that the error in the
background is smooth. This is done by imposing two independent sets of correlation structures
to the background error correlation matrix, C; one spatially and one temporally.
First, we impose that the correlation error of the prior from grid cell i to grid cell j is
correlated by
cL(i, j) =
(
a
L
sin
(
θ(i, j)
2
))
K1
(
a
L
sin
(
θ(i, j)
2
))
, (6.9)
a Mate´rn function (Handcock and Wallis, 1994; Mate´rn, 1986) with order 1 and where K is the
modified Bessel function of the second kind. We evaluate the Bessel function using the Boost
C++ library (Maddock et al., 2018). Here θ(i, j) is the angle between the centre of grid cells
i and j on a great circle of the Earth, the correlation length scale is L = Ls and a = 6371km
is the mean radius of the Earth. We then write the correlation between all the grid cells to be
CLs where
(CLs)ij = cLs(i, j).
The length scale Ls must be determined and represents the strength of correlation between
grid cell to grid cell and, since it is scaled against the Earth’s radius, Ls has the dimension of
kilometres. In section 6.3.2 we show how changing the Ls affects the assimilation problem.
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As well as the Bessel correlations used here there are other possible correlation structures
such Gaussian, second-order auto-regressive (SOAR) and Laplacian correlations (Haben, 2011).
In this thesis we stick to using only a Bessel correlation function as this structure does not
have any negative correlations as found in the SOAR case and there is a well described formula
for finding C, unlike the Laplacian case. Further, Mate´rn correlation functions like the Bessel
function used here, give correlation matrices that are full rank and so are invertible, unlike
Gaussian correlations. The correlation matrix itself needs to be invertible as it creates the
background error covariance matrix which needs to be invertible to be used in the cost function
(equation 3.2).
As well as creating a correlation in space, we also impose the same correlation (given by
equation 6.9) in time, from month to month. In this case the distance function is cyclical over
the year so that θ(i, j) = mod12(|i− j|) between months i and j. We scale by the year length
such that the correlation length scale is L = Lt months (mo) where a = 6/pi. We construct a
correlation matrix, CLt , between all the variables that vary over time, in a particular grid cell,
defined as
CLt =

1 0 . . . 0
0
... {cLt(i, j)}ij
0

. (6.10)
Note how {cLt(i, j)}ij is offset by the first row and column due to the presence of the precipitation
term which is uncorrelated to the temperature terms. The scale Lt is the time analogy of Ls
and must be chosen for the particular problem; in section 6.3.1 we discuss a technique for doing
this.
We then combine these two different correlations together to give C from equation (6.8) as
C = CLs ⊗CLt (6.11)
where ⊗ is the Kronecker product of matrices; this gives an overall structure of B as
B = Σ (CLs ⊗CLt) Σ. (6.12)
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The temperatures in different months are related to temperatures in different grid cells. In each
grid cell, the temperatures between the months are correlated by CLt and the temperature of a
particular month is related to the one in the grid cell next to it by CLs . With the structure of C,
the correlations can pass through both the time and spatial dimensions to relate temperatures
at different times and different spaces. For instance, the grid cells i and j are correlated by
(CLs)ij and the temperatures in month l and k are correlated by (CLt)lk. This means that the
temperatures in month l, in grid cell i and month k, in grid cell j, are correlated by the product
(CLs)ij (CLt)lk.
If our observations are from pollen-based observations, then there is little spatial and tem-
poral structural information contained in the observations. Instead, this information is contained
in the background, as this is information derived from climate models. Since there are correla-
tions both spatially and temporally to the error of the background, this means that the spatial
and temporal structure is likely to be preserved in the analysis. Hence, by imposing these correl-
ations, the analysis should have the climate information of the observations but with the spatial
and temporal structure information of the background. The scales Ls and Lt control how much
of this information passes to the analysis and so they must be chosen appropriately.
6.2 Implementation of the preconditioned 3D-Variational method
6.2.1 Computing the analysis
The inputs to this method of reconstructing the palaeoclimate using 3D-Var are the observations,
y and their variances, vy as well as the background xb and the background ensemble variances,
vb. Both y and xb are first non-dimensionalised using Wy and Wx respectively (from equations
5.47 and 5.57). The variances are non-dimensionalised as
∂Wy
∂y vy and
∂Wx
∂b vb (from equations
5.53 and 5.61). Hence, by non-dimensionalising we have that
y←Wy(y)
xb ←Wx(xb)
vy ← ∂Wy∂y vy
vb ← ∂Wx∂xb vb
(6.13)
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so that the non-dimensional inputs replace the dimensional ones for the rest of this section until
the end of the process, when we re-dimensionalise the variables.
We construct the error covariance matrices to form the weightings in the cost function. Since
R is diagonal we can easily construct R−1 by setting the main diagonal to be the inverse of each
element in vy so that effectively
R−1 = diag
(
1
vy
)
(6.14)
where 1vy is the element-wise inverse of vy. The background error covariance matrix, B, is
realised as in equation (6.8) with C from equation (6.11). The square root of B is formed by
using SVD as described in section 3.2.1.
The goal is to find the maximum a posteriori estimate of the state, given the observations,
background and their weightings. In chapter 3 it is shown how this can be done by finding the
state which minimises the cost function (equation 3.2). Section 3.2 shows how this problem can
be preconditioned so that the minimisation problem can be solved with more computational
accuracy. Thus, we solve the problem by finding the state that minimises the cost function
J(w) =
1
2
wTw +
1
2
(
y − h(B 12w + xb)
)T
R−1
(
y − h(B 12w + xb)
)
(6.15)
given by equation (3.11) with B
1
2 , R−1, y and xb as computed above.
In order to find the minimum of equation (3.11) we use the limited memory Broyden-Fletcher-
Goldfarb-Shanno (L-BFGS) method, a quasi-Newton method that maintains a limited memory
version of an approximated Hessian as described in Liu and Nocedal (1989). We label the
preconditioned state at iteration step i of the L-BFGS algorithm as wi and start with w0 = 0.
At each step we calculate the difference in observation space between the observations and the
current state, oi by using
oi = y − h(xb + B
1
2wi). (6.16)
We also calculate the Jacobian of the observation function at the current state, Hi. This is done
by computing the derivatives for the variables where this is possible and using a finite difference
method for ∂m∂Ti as explained in section 5.5.
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At each step of the algorithm we are required to calculate the function we are minimising,
in this case the cost function, as well as the function’s gradient. We calculate the cost function,
J(w), using
J(w) =
1
2
wTw +
1
2
oTi R
−1oi. (6.17)
We compute the gradient of J(w), labelled ∇J(w), as
∇J(w) = w −B 12HTxR−1oi (6.18)
where Hx is the Jacobian of h evaluated at x. Since R
−1 is a diagonal matrix and HTx is a block
matrix, these calculations can be made to execute quickly by the methods described in chapter
3.
After a number of iterations, the L-BFGS minimiser completes and we are left with the
preconditioned state analysis, wa. This is then transformed to the conditioned state analysis,
xa, using
xa = B
1
2w + xb. (6.19)
In order to view the outputs in a more intuitive way we transform them to the Z¯ space by
computing
z = g(xa), (6.20)
where g is from equation (5.74).
6.2.2 Computing the analysis uncertainty
The uncertainties of the analysis are calculated in the Z¯ space, as
Az = GxaAG
T
xa (6.21)
where Gxa is the Jacobian of g at xa, as described in section 5.5 and Az is the analysis error
covariance matrix in Z¯ space. We define the analysis variance in the Z¯ space as vza = diag(Az).
The analysis error covariance matrix A is described by section 3.1. Hence, using equations (3.8)
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and (3.7) we have that
Az = Gxa
(
I−BHTxb
(
HxbBH
T
xb
+ R
)−1
Hxb
)
BGTxa . (6.22)
Due to the large dimension of matrices such as B, it would be preferable not to perform all
these matrix multiplications involved in computing Az. We can take advantage of the fact that
we only need the main diagonal of Az, the variance vz, so that we must only compute
(vz)i = (Aze
c
i )i (6.23)
for all i, where eci is the column vector with a 1 in the i’th position and 0 elsewhere. Noting
the structure of B from equation (6.12), the calculation of (va)i can now be set as a system of
linear problems working from top to bottom as
M1 = HΣ (6.24a)
M2 = GxaΣ (6.24b)
M3 =
(
M1(CLs ⊗CLt)MT1 + R
)
(6.24c)
v1 = (CLs ⊗CLt)MT2 eci (6.24d)
v2 = M1v1 (6.24e)
M3v3 = v2 (6.24f)
(vz)i = (M2v1)i −
(
M2(CLs ⊗CLt)MT1 v3
)
i
. (6.24g)
Since Σ is diagonal, only a vector of length 13N needs to be resolved. Also, calculations of
both M1 and M2 are computationally trivial and their transposes can be determined cheaply.
In equations (6.24d) and (6.24g), multiplications involving the Kronecker product can be done
without needing to resolve the full CLs ⊗CLt as described in section 3.3.2. In equation (6.24f),
the inverse problem of finding v2 is well understood and in this implementation is handed off to
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OpenBLAS. This does require the realisation of
M1(CLs ⊗CLt)MT1 + R
however, this is only of dimension 7M×7M which is relatively small compared to the dimension
of B. Thus, all operations can be performed without realising matrices the size of B and
by avoiding matrix-matrix multiplications where sparse matrices are not involved. A further
improvement to this method could be from utilising the fact that eci is always sparse.
The approach in equation (6.24) attempts to reduce the size of computer memory needed
to be reserved by dealing primarily with vector based calculations. This technique leads to
increased computational time as a computation is needed for every variable at each grid cell.
Hence, in the final implementation, this method is not used. Instead, by utilising the block
nature of the matrices involved and the block matrix calculations described in chapter 3 we can
describe an algorithm that requires more computational memory but is quicker to compute.
In calculating Az, we note that
• Gxa is block diagonal
• I is diagonal
• B = Σ (CLs ⊗CLt) Σ, where Σ is diagonal and CLs ⊗CLt forms a Kronecker matrix
• Hxb is a block matrix
• R is diagonal
and so we can construct a situation where no direct, full, matrix-matrix multiplications are
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performed. Instead, we break the calculation down to be,
M1 = HxbΣ (6.25a)
M2 = GxaΣ (6.25b)
M4 =
(
M1 (CLs ⊗CLt) MT1 + R
)−1
(6.25c)
M5 = Σ (CLs ⊗CLt) MT2 (6.25d)
M6 = M5 −Σ (CLs ⊗CLt) MT1 M4HxbM5 (6.25e)
Az = GxaM6. (6.25f)
The calculations of M1 and M2 are block matrices multiplied by diagonal matrices and so are
fast and produce a sparse block matrix and a block diagonal matrix respectively. The calculation
of M1 (CLs ⊗CLt) MT1 is a set of block matrix-Kronecker matrix multiplications and although,
a slow calculation, it is still relatively fast compared to matrix-matrix multiplications. The
matrix inverse in M4 is handed off to OpenBLAS and the speed depends on the dimension
of the observation space. Calculating M5 again only involves a diagonal matrix, a Kronecker
matrix and a block diagonal matrix. The long series of matrix multiplications on the right of the
minus of M6 is simply a chain of block matrix-matrix multiplications, as well as a Kronecker and
diagonal multiplication. If the observation space is small then these calculations are a relatively
fast part of the computation. Finally, the computation of equation (6.25f) is again only a block
matrix-matrix multiplication.
6.2.3 Computing the final outputs
Using the analysis error we also calculate the percentage variance change defined as
vp = 100
(√
vz
main(GxbBG
T
xb
)
)
(6.26)
where the division and square root are applied element-wise to the vectors and main is the
main diagonal of a matrix. The percentage variance change is a measure of how much the
variance in the background has been improved (or potentially made worse) by the addition of
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the observations, in units of percentage. The variance in the analysis, vz is compared against
the variance in the background in the Z¯ space as
diag(GxbBG
T
xb
). (6.27)
If vp is 100% for a particular variable then the observations have made no improvements to the
background. This is expected for grid cells far away from observations. Variables with values of
vp less than 100% are cases where the observation has improved the reconstruction. Variables
with values of vp more than 100% are cases where the observation has made the reconstructions
worse. This can happen in cases where the background and the observations differ widely so
the new observation casts doubt on the background’s reconstruction. Due to numerical noise
the calculated value for such variables is unlikely to be exactly 100% and so in chapter 7 we will
consider the variable improved if vp is less than 95%.
The final step is to re-dimensionalise the outputs, effectively the opposite of equation (6.13),
such that
z←W−1x (z)
vz ← ∂W
−1
x
∂xa
vza.
(6.28)
This leaves the procedure with the final result of z,vz and vp as dimensionalised outputs. These
final results are used as global reconstructions in chapter 7.
6.2.4 Areas of high computational cost
Often variational analysis can be computationally costly to implement due to the spaces involved
having large dimensions, however, when dealing with the palaeoclimate, there is a relatively small
state and observation space. Even with such small spaces, this implementation is designed to
be as computationally efficient as possible so it can be run in a reasonable amount of time. We
arrange the computations needed to compute z,vz and vp so as to minimise the computational
cost.
In the L-BFGS loop, equations (6.16), (6.17) and (6.18) must be continuously computed.
At no point in these three equations does a matrix need to be explicitly resolved and it can
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instead be implemented as a set of matrix-vector multiplications. For example, the computation
of ∇J(w) can be calculated as the difference between the two vectors w and B 12HTxR−1oi where
the second part can be resolved as
B
1
2
(
HTx
(
R−1oi
))
(6.29)
with each bracket being resolved as a vector. Hence, this implementation avoids matrix-matrix
multiplications where possible and can make use of diagonal matrices such as R−1 and ∂Wx∂xb .
Since all matrix operations in the L-BFGS loop are relatively cheap, the most expensive
computations in the loop involve the observation operator. Whilst evaluations of h are relatively
cheap, the function is non-linear due to the MI correction in Mu (from equation 5.22). The
Jacobian of the observation function, Hi, required in equation (6.18), is calculated as described
in section 5.5 and hence requires at least M computations of Mu in each L-BFGS loop (where
M is the number of observation sites). It should be noted that the computation of h in equation
(6.16) requires a further evaluation of Mu, but can be used in Hi.
Outside of the L-BFGS loop, the computation of B
1
2 presents the largest amount of com-
putational cost. This is done using SVD as described in section 3.2.1 and so is not cheap and
has several computational difficulties. Firstly, B
1
2 , a large 13N × 13N matrix (where N is the
number of grid cells in the state space) must be realised in memory and can make matrix-vector
multiplications expensive. A more efficient representation could be formed using the form of the
matrix, B, namely
B = Σ(CLs ⊗CLt)Σ. (6.30)
If, for instance, Σ = uI where u ∈ R and I is the identity matrix then B 12 = u(C
1
2
Ls
⊗C
1
2
Lt
). An
implementation of the minimisation system would then only require realising C
1
2
Ls
, an N × N
matrix and C
1
2
Lt
, a 13× 13 matrix, both of which are relatively small compared to B. Note that
this requires
(CLs ⊗CLt)
1
2 = C
1
2
Ls
⊗C
1
2
Lt
(6.31)
as shown below by theorem 6.1.
96 6.2 Implementation of the preconditioned 3D-Variational method
Theorem 6.1. For two general matrices W and Θ
(W ⊗Θ) 12 = W 12 ⊗Θ 12 (6.32)
Proof. First note the standard property of the Kronecker product that
(P⊗Q) (R⊗T) = PR⊗QT
for any matrices P,Q,R and T. Hence, we can see that
(
W
1
2 ⊗Θ 12
)(
W
1
2 ⊗Θ 12
)
=
(
W
1
2W
1
2
)
⊗
(
Θ
1
2Θ
1
2
)
= W ⊗Θ
so
(W ⊗Θ) 12 = W 12 ⊗Θ 12 .
An alternate way to reduce computational cost would be to not precondition the problem,
so as to not have to compute B
1
2 . The minimisation problem could be solved by using L-
BFGS, similar to the above approach, but using the cost function in equation (3.2) and gradient
of equation (3.4). Neither of these equations need the realisation of B
1
2 and matrix-vector
multiplication with B−1 can be handled with only realising much smaller matrices as
B−1 = Σ−1
(
C−1Ls ⊗C−1Lt
)
Σ−1.
Using the non-preconditioned over the preconditioned case represents a trade off in terms of
computational cost and accuracy. Whilst using the regular set up would be cheaper, since we
would not have to realise B
1
2 , we would lose the scaling advantages of the preconditioned case.
This is to say that, the preconditioned case has the advantage of being better conditioned and
so is less sensitive to inaccuracies in the system’s inputs, which in turn leads to more accurate
computations of J and ∇J and so less iterations of the L-BFGS method would be needed. For
the problem of this thesis, the state space is sufficiently small such that it is possible to realise
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the preconditioned system, as B is not too large. In chapter 7 the preconditioned case is used
to find the analysis.
6.3 Choosing Ls and Lt
To implement the system described above, we must determine CLs and CLt for B in equations
(6.11) and (6.8). We use a Bessel correlation for both matrices (as described in section 6.1.2)
and hence we must decide on a scaling for the Bessel correlations, Ls and Lt. The length scales
represent the spread of uncertainty in the background spatially and temporally. In this section
we use the data, together with simulated reconstructions, to determine appropriate length scales.
6.3.1 Determining Lt
In order to understand how Lt affects our data assimilation problem we create a test scenario
with one simulated observation in one grid cell at 37.50◦N and 33.73◦E. By only studying one
grid cell we can ignore the effects of CLs as this relates grid cells to grid cells and does not
have an effect inside a single grid cell alone. In our test grid cell we supply observations of
MTCO and MTWA (−15◦C and 30◦C respectively). As we do not supply observations of
moisture values we can ignore the non-linear effects of calculating α and MI, and the need to
perform all the associated [CO2] corrections. Since the temporal correlation is only applied
to the temperatures, these moisture terms will not have a drastic effect on Lt. Figure 6.1
shows the background and observations for this test as well as the solution for performing the
assimilation for different values of Lt. The centre black line is the background for this example
and the coloured lines are the resulting analysis for different values of Lt, with the bottom
and top black lines representing the observations of MTCO and MTWA. Both low and high
values for Lt give a reconstruction that is somewhat unrealistic. For low values of Lt there is
little correlation between the months and the best linear solution is the one that fits the black
line at all points with MTCO and MTWA having no effect. Since MTCO and MTWA bound
the yearly temperature, their observations only constrain the cost function by making sure the
maximum and minimum temperature values change near observations. Elsewhere, since there
is no correlation, the analysis is just the background. For large values of Lt there is a lot
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of correlation between the different months; this means that the analysis is weighted heavily
towards keeping the shape of the background. Whilst this is somewhat realistic, it struggles to
even attempt to match the observation of MTCO. The middle value of Lt produces the best
assimilation as the analysis in this case is a smooth curve, like the background, but is able to
move towards the observations, especially the observation of MTCO.
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Figure 6.1: Yearly temperature for the assimilation performed on a single simulated site at
37.50◦N and 33.73◦E with varying values of Lt. The different coloured dots are the results of
the assimilation for different values of Lt. The black dots in the centre are the background
for the grid cell that contains this site with error bars of 1 standard deviation. The B-spline
interpolation of the dots is shown as the curved lines. The observations of MTWA and MTCO
are represented by the higher and lower solid black lines respectively with the dotted lines
showing 1 standard deviation around their mean.
The resolution matrix, as described in section 3.2.2, shows how much information about the
system can be retrieved when we only have the observations of MTCO and MTWA for different
values of Lt. Figure 6.2 shows the resolution matrix for the same test grid cell as in figure 6.1
for Lt = 0.1, 1, 3mo. For all values of Lt, MAP is not resolved and has no interference from
the temperature variables as the example has no observation of MAP. Since the minimum and
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maximum simulated background temperatures are in January and July and the observations are
of the minimum and maximum temperature, the months of January and July are resolved well.
This is clear when Lt = 0.1mo, since there is no interference from the other variables. Although
January and July are resolved well, no other months are resolved, hence when Lt is low, the rest
of the seasonal cycle is resolved. For large Lt the opposite is true; most months can be resolved,
even those far from January and July, however there is a great deal of interference from the other
variables. Hence for Lt = 3mo, it is difficult to tell the temperature of a specific month but a
ball park estimate can be made for most months. A value of Lt = 1mo shows a situation where
January and July can be resolved fairly well. This is also true for the surrounding months; there
is still interference but it is possible to resolve most months fairly well. These results, together
with the results from figure 6.1, suggest a value of Lt = 1mo is reasonable for this problem.
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Figure 6.2: The resolution matrices for the assimilation method with a sample single grid cell
and a simulated observation at 37.50◦N and 33.73◦E. The colour is the log value of the resolution
matrix, N, for values of Lt = 0.1, 1 and 3mo respectively.
6.3.2 Determining Ls
Whilst Lt describes the spread of background error temporally, Ls describes the spread spatially.
In order to determine an appropriate value for Ls, we perform a test of the method over southern
Europe during the LGM where Lt = 1mo, as shown by section 6.3.1. This is a relatively
small area (compared to the desired global reconstructions), allowing for computationally cheap
testing with multiple Ls values and is also representative of an area with varying climates
and good observation data coverage. In this section we describe our choices for y, xb to give a
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sample Europe reconstruction and discuss how different values of Ls give different reconstructions
before choosing an appropriate value of Ls. We also show how this choice of Ls has reasonable
conditioning and will give a global reconstruction problem which the method of section 6.2.1
can solve accurately, with low computational cost.
For our observations we use the pollen-based reconstructions of Bartlein et al. (2011) together
with CRU CL 2.0 (New et al., 2002) to create general absolute site-based reconstructions of the
LGM as described in section 4.2. These absolute values comprise the values of the observations,
y. We use the standard deviations of Bartlein et al. (2011) to comprise v
1
2
y . Note that where a
reconstruction of a variable at a site is not present, its standard deviation tends to ∞; since the
method of section 6.2.1 only requires the inverses of the observation variances, these particular
variables have a 0 weighting.
For the background we use the average LGM PMIP3 output as described in chapter 4. This
is the average of the PMIP3 ensemble that ran experiments for the LGM, bias corrected with the
PI experiment and then converted to anomalies with the modern climate described in section
4.4.1. The variances on the background are generated as described by equation (4.2) such that
they are half the ensemble average for a variable in a grid cell and half the global average for
that variable.
As described in section 6.2.1 we non-dimensionalise all the input variables. The background is
non-dimensionalised using Wx from equation (5.57) to make up the prior, xb. Non-dimensional
variances of the prior, made by taking the product of the variances and the derivative of equation
5.57, form vxb . Using Wy from equation (5.47) we non-dimensionalise the observations to remove
dimensional effects. The non-dimensionalised variables make up y and their non-dimensional
standard errors, formed from the product of the standard errors and the derivative of equation
(5.47), make v
1
2
y .
Since CLs links together spatially disparate information, the choice of Ls is important for
sparse datasets, such as the observation dataset used here. A large Ls means that grid cells far
away will still be linked, whereas a small Ls means that even close grid cells will not be linked.
Hence, a large Ls would mean that the sparse observation information can spread over large
distances and reconstructions of grid cells far away from observations can be made. This would
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be useful as it would utilise the sparse data, though it would be unrealistic if the propagation of
information extends far beyond that area which the pollen-based observations represent. This
correlation is also related to the spatial correlation present in the background. So, if Ls was too
large, this would mean that the correlation in the background is being overestimated, and the
result would be over smoothed. An Ls should be chosen so that it is large enough to get the
most use out of the observation data but not so large as to over smooth the problem and to use
an unrealistic amount of spatial correlation.
Haben et al. (2011) show that the condition number of the Hessian of our cost function
is proportional to the distance between the observation sites. Since Ls controls the degree to
which the sites are linked, this means that κ(S) ∝ Ls for this problem. A large condition number
would mean that the problem is poorly conditioned and would take a larger computational cost
to solve. Figure 6.3 plots κ(S) against Ls and shows how κ(S) increases with Ls with a mostly
linear pattern. As Ls increases, a larger amount of observation sites could interact with each
other, making for a more difficult inversion problem. It is possible that the inflection points in
figure 6.3 represent clusters of observations gaining influence on each other. Another explanation
could be that the inflection points relate to the grid size of our state space, and show more grid
cells interacting. For all Ls shown, the condition number is still relatively small and so any
choice of Ls within this range would give a well conditioned problem. In chapter 7 we chose an
Ls of 400km. As seen from figure 6.3 this is in a smooth region and the resulting problem will
be well conditioned.
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Figure 6.3: The condition number of our example problem as a function of Ls, the spatial
length scaling.
6.4 Conclusion
In this chapter we have described an implementation of a new method of reconstructing spa-
tially explicit palaeoclimates from site-based observations. The method takes inputs of the
observations and their variances, the background and their variances and outputs a gridded
reconstructed climate, the variances of the reconstruction and a percentage of how the method
has improved the background. The method centres on finding the minimum of a preconditioned
3D-Var cost function with an uncorrelated observation error covariance matrix and a correlated
background error covariance matrix. Since a variational technique is used, a correlation struc-
ture is used in the background error covariance to minimise the likelihood that the analysis is
non-smooth and unrealistic. The correlation in the error of the background is derived from a
Bessel function both temporally (from month to month) and spatially (from grid cell to grid
cell) with the strength of the temporal correlation controlled by the length scale Lt and the
spatial correlation strength controlled by Ls.
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The palaeoclimate has low amounts of observations and so a limited state space is chosen;
most notably only one time step is used. Even so, the background error covariance matrix
is still relatively large and so when implementing the method, care is taken to only realise
smaller matrices to use less computer memory. Section 6.2.1 shows how the full method can
be implemented whilst avoiding computationally costly operations, by only realising B when
necessary, preferring matrix-vector multiplication to matrix-matrix computation and leveraging
sparse block matrix operations where possible.
With the method implementation we have shown how to choose appropriate values for the
length scales Lt and Ls. By examining the method applied to one grid cell with one observation
we determine that ideally Lt = 1mo. This is then further confirmed by examining the resolution
matrix for this single cell problem. By computing the condition number of a reconstruction of
southern Europe at the LGM for different values of Ls we have shown that, for all values tested,
the condition number is in a suitable range. In the next chapter (7), a Ls of 400km is used, as
we have shown here that this still results in a problem that is reasonably well conditioned.

7
Reconstructing Palaeoclimates Globally for Both the Last Glacial
Maximum and Mid-Holocene
Chapter 6 uses the observation operators found in chapter 5 to describe a way of producing
spatially coherent, gridded maps of the palaeoclimate from site-based observations and climate
modelling output. The method corrects MI measurements for changes in atmospheric [CO2] and
can use information from different variables to produce climate estimates of a particular variable
when no observations of that variable have been made. In this chapter we use this method on
palaeoclimate reconstructions to produce gridded maps of the palaeoclimate that can be used
for data-model comparison.
Chapter 5 also defines a simpler version of the observation operator,W (equation 5.39), which
only requires MI and average temperature to give site-based, corrected, MI reconstructions for
Australia at the LGM. Although such outputs are less useful for data-model comparison, they
are still useful for determining the impact of [CO2] change on MI reconstructions. We apply
the method here to the data presented in Prentice et al. (2017) (explained in section 4.2) and
show how the effects on MI reconstructions match with those found from sample model runs in
section 5.2.4. Several aspects of this work were published in Prentice et al. (2017).
The method described in chapter 6 generates climate reconstructions such that the differences
from model outputs are generally spatially and temporally homogeneous. It spreads observation
information across space and between different variables so that reconstructions of the palaeo-
climate from pollen reconstructions will be easier to use for data-model comparison. In order
to test this method we apply the techniques to an area of southern Europe, without correcting
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MI for [CO2]. This allows for examination of the information spreading part of the technique,
without dealing with the complicated non-linear effects of the MI correction.
A reconstruction for use in data-model comparison needs to be corrected for the effect of
[CO2] change on MI, as well as cover as much space as possible. In the last part of this chapter, we
join together the MI correction with the spatially and temporally smoothing parts of the method
to give global reconstructions for both the MH and LGM. We then use the error percentage
change to mask out areas of reconstruction where no observational information is available.
These masked reconstructions are appropriate for data-model comparison.
7.1 Australian reconstructions
The function W, as defined in equation (5.39), takes a reference Australian climate, as well
as a reconstructed Australian LGM climate made from pollen observations and corrects the
MI of the reconstructed climate for changes in atmospheric [CO2] between the two climates.
The data presented in Prentice et al. (2017) give reference and reconstructed LGM Australian
palaeoclimates generated from pollen observations using a modern analogue technique. Here we
apply the W correction to the Prentice et al. (2017) dataset to create a reconstruction of the
climate of Australia at the LGM.
Prentice et al. (2017) provide site-based reconstructions of both temperature and MI for
the LGM and modern climate; at each site there can be multiple reconstructions. For each
reconstruction we label the LGM temperature Tu, the LGM MI mu and modern temperature
Tr. We take a modern [CO2] value, car, to be 360ppm and use a LGM [CO2] value of 180ppm,
labelled cap. For each reconstruction we then perform the operation W and find the corrected
anomaly MI, ∆m, such that
∆m =W(mu, Tp, cap, Tr, car) +mu −mr. (7.1)
At each site we find the average ∆m to give site averages of corrected MI anomaly.
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Figure 7.1: The anomaly of MAT (bottom left), uncorrected MI (top left) and corrected MI
(top right) for all the sites sampled in the dataset plotted against their location at the LGM.
The samples from the same site are averaged together.
Figure 7.1 shows the site averages corrected anomaly in the top right (mc−mr), the original
uncorrected MI (mu−mr) in the top left and the input MAT anomaly (Tr − Tu) in the bottom
left. This shows that W has increased MI virtually in all areas and taken sites in south eastern
Australia from being much drier than the present to only being slightly drier; this effect may
help explain differences between observed and simulated climates (such as those investigated in
Ramstein et al., 2007). These readings agree with the results in figure 5.2 (p.64) from section
5.2.4. For this experiment ∆ca =
cap
cam
= 0.5 corresponding with the far left edge of figure 5.2
(p.64). In this regime almost all reconstructions of MI are made wetter.
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Figure 7.2: The change in MI generated by W for Australia at the LGM. The black line is the
1 : 1 line. Points above this line have an increased MI and points below have a drop in MI.
In figure 7.2 we plot mu on the x-axis and W(mu, Tp, cap, Tr, car) +mu along the y-axis; we
do not average the sites for this plot. Figure 7.2 clearly shows that almost all MI were increased
by W, even with the different reconstructions having different Tr − Tp. Figure 5.2 (p.64) shows
that W increases MI more for larger mu. This is also shown in figure 7.2, however, relatively
few reconstructions have a high enough mu to see this effect. Several sites, including the most
northern site in figure 7.1, are still much drier than the present after applyingW, however figure
7.2 shows that almost all reconstructions increase in MI, even if only slightly in the case of the
northern most site. In a small number of instances the MI has decreased. This is likely to be
due to these sites having different temperature regimes than those plotted in figure 5.2 (p.64).
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Figure 7.3: The block line is the compensation point as in figure 5.1. The points represent
the calculated plant internal [CO2] from a specific site, before (crosses) and after (circles) the
application of the correction function, W.
Figure 7.3 shows the overall effect of W with respect to plant internal [CO2] (ci) as well
as how this relates to the compensation point. The crosses show the reconstruction’s ci before
W and the spots show ci after the method is applied. Since crosses show palaeo plants with a
modern WUE and W substitutes in the palaeo WUE, the spots show the plants with a higher
WUE. With a higher WUE, plants can keep stomata openings smaller and receive the same
amount of moisture, since, with smaller stomata, the plants can retain more CO2 and so have a
higher ci.
The black line in figure 7.3 represents the compensation point, C3 plants with ci below this
line cannot survive. We assume that if a plant has mu below this line then it is unlikely to be
a C3 type plant and so W is not an appropriate model in this case. In the dataset of Prentice
et al. (2017) there are two such reconstructions as shown in figure 7.3 and so there is no need
to change the plant ci and W is 0.
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7.2 European reconstructions
The variational method presented in chapter 6 is designed to give gridded, climate reconstruc-
tions that span the maximum area by combining inputs of site-based pollen reconstructions and
a background climate. Here we show the results of using the method to reconstruct the LGM
climate for an area of southern Europe, without performing the MI correction explored for Aus-
tralia in section 7.1. Since we focus on a relatively small geographic area and forgo correcting
MI, these reconstructions are relatively unsuitable for model-data comparison but instead serve
as a test for the variational method. These reconstructions show that choices of Lt = 1mo and
Ls = 400km hold for reconstructions using real world data without having to deal with the
highly non-linear effects of correcting MI. Several parts of this work are in submission to the
Journal of Advances in Modelling Earth Systems as Cleator et al. (2019b).
7.2.1 Experiment design
To reconstruct the climate of Europe we use the average of the absolute values of the PMIP3
ensemble (as described in section 4.3) as the background, xb. Figure 7.4 shows the dimension-
alised background in the viewing space, g(xb), as anomalies focused on Europe. As well as
showing the global cooling pattern, one of the main features of Europe in the PMIP3 average
is the South-West to North-East wet to dry feature of the precipitation. The variance for this
background, vb, is taken as the variance described in section 6.1.1, such that it is half the global
variance for each variable and half the local variance (and so includes spatial effects).
The observations (y) are formed from the absolute values of the site-based reconstructions
from Bartlein et al. (2011) as well as the corresponding variances (vy) as described in section 4.2.
For this experiment, since we are only reconstructing Europe, the observations from Prentice
et al. (2017) are not being used as they are all in Australia.
The observation operator for this experiment is the h (as described by equation 5.77) but
with Mc instead of Mu. The function Mu is the function that gives the MI of a climate using
an apparent reference WUE, however, Mc gives the MI for a climate with the WUE of that
climate. Hence, the observation function here does not account for differences in atmospheric
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Figure 7.4: The background for the European LGM experiment, g(xb), dimensionalised and
given as anomalies is represented by the colour field.
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Figure 7.5: The dimensionalised analysis in the observation space, h(xa), represented by the
colour field for Europe at the LGM. Dots represent the pollen-based observations, y.
[CO2] between modern and reconstructed climates when using pollen-based observations (such
as the ones used for this experiment). This means we expect reconstructions of MI to be mostly
too dry and this will also affect the rest of the variables since h is a non-linear operator joining
all the variables together.
Whilst the results from this experiment may not give an accurate reconstruction of the
palaeoclimate, the use of Mc over Mu means that h will be less complicated and more linear.
Since h is generally more linear, the smoothing effects of C (equation 6.11) are easier to see.
Hence, this experiment serves as a demonstration as to how the choice of B, through the choice
of C, creates a spatially and temporally smooth error with relatively sparse observations.
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7.2.2 Results
Figure 7.5 shows the results of performing the assimilation with Lt = 1mo and Ls = 400 using
the 50 observation sites in Europe. The results are shown as dimensionalised anomalies from the
modern climate in the viewing space but without the MI corrected for [CO2] change. Many of
the observations agree with the analysis, however, this is not the case for 3 sites at the eastern tip
of the Black Sea. These types of discrepancies can occur when there is a significant disagreement
between the background and the observations, or the observations themselves. In these cases, if
the observations have high error associated with them then they will have a low weighting and so
the analysis tends towards the background and ends up somewhere in between the background
and the observations. In most cases, this will also mean that the analysis has a relatively high
error in that region.
The error is plotted in figure 7.6. This shows an overall trend to dry the background whilst the
temperature changes vary by region. Since MAT, MTWA and GDD5 have changed differently
depending on region, this suggests that CLs is spreading out information spatially but only over
a specified distance, as designed. At most grid cells, MTCO has become colder and MTWA has
become warmer whereas MAT has changed differently depending on the area. This suggests
that CLt is allowing different temperature changes dependent on the time of year such that cold
months can become colder and warm months warmer. The inclusion of CLt means that these
temperature changes happen in a realistically smooth way, so that GDD5 and MAT still have
smooth changes.
Figure 7.7 plots the standard deviation associated with the analysis by plotting the square
root of the main diagonal of Az (equation 6.22). Generally, areas near observations have a lower
error. This is expected as, at these locations, there is more information available to make a
reconstruction. This lack of error spreads out in a Bessel function pattern from the sites of
observations due to CLs . A larger Ls would mean that there is higher error at the point of
observation but this spread of lack of error extends further whereas, a smaller Ls would mean
lower error at the site of observation but less spread. Some variables such as MTCO have less
spread of error reduction; this is due to the MTCO observations and background disagreeing
more than the other variables in general. Since the analysis has a large change from both the
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Figure 7.6: The dimensionalised error, the difference between the analysis and the background,
g(xa)−g(xb), represented by the colour field, for Europe at the LGM. The dots are the differences
between the observations, y, and their nearest background grid cell. Observations of α have
been translated to MI through equation (5.68).
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Figure 7.7: The standard deviation of the analysis, given by the square root of the dimensional-
ised analysis error variance in viewing space,
√
vz, is represented by the colour field, for Europe
at the LGM. Dots represent sites of observations. Observations of α have been translated to MI
through equation (5.68). For areas with very low temperature it is almost certain that GDD5
is zero and so these areas have set to zero.
116 7.3 Global reconstructions
observations and background, the error for this variable is much higher and the observations
make less of a spatial impact on the error.
7.3 Global reconstructions
Ideally, palaeoclimate reconstructions used for model-data comparison must have as much robust
information globally, for as many variables as possible. Furthermore, the reconstruction should
account for the atmospheric [CO2] between the palaeo and modern periods, unlike the experiment
in section 7.2. In this section we provide reconstructions of the LGM and MH which are designed
to be used for model-data comparison by covering as much spatial area as possible and accounting
for changes in atmospheric [CO2].
7.3.1 Experiment design
In order to reconstruct the global climate, we perform a similar process to the European re-
constructions as shown in section 7.2. We use an average of the absolute values of the PMIP3
ensemble, as described in section 4.3, to make the background (xb) plotted in figures 4.11 (p.41)
for the LGM and 4.12 (p.42) for the MH. The variance for this background, vb, is taken as the
variance described in section 6.1.1, such that it is half the global variance for each variable and
half the local variance (and so includes spatial effects). The square roots of these variances are
plotted in figures 4.13 (p.44) and 4.14 (p.45) for the LGM and MH respectively.
The observations (y) are formed from both the absolute values of the site-based reconstruc-
tions from Bartlein et al. (2011), as well as the reconstructions in Prentice et al. (2017). The
corresponding variances (vy) are also presented in the corresponding references as described in
section 4.2. Prentice et al. (2017) present reconstructions of Australia which are relevant to these
experiments, unlike the European reconstruction. These observations are plotted as figures 4.9
(p.38) and 4.10 (p.39) for the LGM and MH respectively.
The observations used have the [CO2] problem as described in chapter 4. This makes the
European reconstruction’s moisture related variables unrealistic in certain areas. For this exper-
iment we use the observation operator h equipped with the uncorrected MI function Mu (from
equation 5.22) to compensate for the change in atmospheric [CO2] between the palaeo and ref-
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erence period. The uncorrected MI function, Mu gives the MI for a given climate but as if the
plants have a WUE from a different reference climate. When giving the final reconstructions,
the function that maps to the viewing space, g, uses the corrected MI function,Mc, so that the
reconstructions have the correct MI.
To compute the C matrix, we pick length scales of Lt = 1mo and Ls = 400km. Section
6.3 shows that these length scales give a reasonable resolution and still give a well conditioned
problem; section 7.2 shows that these lead to realistic climate reconstructions.
7.3.2 Last Glacial Maximum results
Figure 7.8 shows the outputs of performing the global reconstruction in the viewing space,
dimensionalised. The results are then shown relative to the modern day and hence 0 on the
scale represents the same climate as the modern day. This means that, using notation from
chapters 5 and 6, we plot the entirety of g(xa) − g(xm) where xm is the non-dimensionalised,
modern climate in the state space. Areas which were covered with ice sheets would not have
been able to sustain plants, and hence would not produce pollen. We exclude these areas in our
reconstructions since pollen-based observations of them are not available and so, the assimilation
will not improve upon the PMIP3 ensemble. For all figures, areas with ice sheets will be coloured
in grey. The state space is not considered here, so these areas have not been reconstructed.
Figure 7.8 suggests a climate that was overall much colder than the present but with some
hotter spots in certain regions, especially modern day Siberia and Alaska. In terms of moisture,
the climate tends to be both wetter and drier in different regions with the pattern generally
recreated between the MI and MAP. Generally, the coupling of MI and MAP breaks down
more in the far northern regions. This is likely due to the calculation of solar radiation at the
Earth’s surface for MI. MI is the ratio between MAP and Eq, a term dependent on surface solar
radiation. At the poles this radiation becomes weaker and since MI is inversely proportional to
surface solar radiation, MI becomes more sensitive to changes in the surface solar radiation. The
surface solar radiation is dependent on temperature and so, at the poles, MI is more sensitive
to temperature. Hence in these regions MI and MAP can produce different patterns.
In general one would expect the observations and the result to match. This is the case
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Figure 7.8: The analysis from performing the assimilation method globally for the LGM. The
colour field shows the dimensionalised analysis in the viewing space, Z, as an anomaly to the
present day climate, g(xa) − g(xm) where xm is the non-dimensionalised modern day climate.
The dots show the observations as anomalies to the present day, y− g(xm). The grey grid cells
represent areas of ice cover.
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for most observations in figure 7.8, especially for the temperature variables. There are several
hotter spots in some of the temperature variables that do not match the observations, such as in
central Siberia. This behaviour is due to observations of other variables having an effect. All the
variables are linked together; the temperature variables are linked closely with the CLt in the
background error covariance matrix. This shows that the method is correctly using information
about one variable to influence the analysis of another variable.
There is less cohesion between the observations and the result for the moisture variables.
This is due to [CO2] correction effect as described in chapter 5. In effect, the observations of MI
shown are using a modern day WUE whereas the result shown uses the correct palaeo WUE.
Due to the coupling of MAP and MI this effect is also true for MAP. It should be noted that this
effect will also be slightly true for the temperature variables, however, as shown in the sensitivity
analysis of section 5.2.5, temperature is not the largest factor in the [CO2] correction. Due to
this effect, the assimilation has indicated a wetter climate than the observations in Europe and
through modern day Russia but, in general has not had large impacts on other regions.
Several of the changes from modern day climate presented in figure 7.8 are due to the effect
of the background (figure 4.11, p.41). For example, the wet-dry change in MI in Siberia is mostly
due to this effect being present in the background as opposed to coming from the assimilation.
In order to better understand these effects, in figure 7.9 we plot the assimilation result without
the background, often termed the innovation. This is plotted in normalised viewing space so
that we plot g(xa)− g(xb). We neglect the ice sheets, as in figure 7.8.
The error shows how different regions become either hotter or colder. Several hot spots exist
in South Africa, south-east Australia and over much of North America with the largest being in
northern Siberia. The warming over Siberia is most likely due to the effect of MI; high latitudes
have low incoming solar radiation leading to high MI. To compensate, the assimilation is pushing
these areas warmer. Elsewhere the error in the model tends towards indicating a colder climate
which is due to the spatially smoothing in the error; to keep the error smooth, the warming
from one region is balanced with cooling elsewhere.
Figure 7.9 shows that the assimilation is truly moving the moisture variables wetter and drier
in different areas. This is one of the advantages of using a variational method as, for instance,
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Figure 7.9: The colour field shows the innovation, the change between the dimensionalised
assimilation result and the background, globally for the LGM in the viewing space Z. In chapter
5 notation this is g(xa)− g(xb). The dots show the difference between the observations and the
background of the grid cell that is closest, effectively y − h(x). The grey grid cells represent
areas of ice cover.
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east and west Africa can have different patterning, even though they are relatively close. For
the most part, this sort of patterning is prevalent for all of MAP; in North America, Europe and
Africa there are east-west splits. The same is true for MI, but often on a more granular level
with less obvious patterning between regions.
Several of the changes are different from the observations. In the four temperature variables
this is often because, for a particular observation site, three of the variables shown one pattern
and the fourth shows another, meaning the analysis cannot match the pattern of all four. How-
ever, in the moisture variables, mismatches between the observations and the analysis are often
due to the effect of the [CO2] changes and this is particularly prevalent over eastern Europe and
Siberia. Again, this is likely due to how the system handles solar radiation as discussed above.
Since figure 7.9 shows the change of the result from the background and the only other input
to the system is the observations, this map shows how the method demonstrates that PMIP3
differs from the smoothed observations. Namely, near observations, the PMIP3 is biased towards
colder temperatures and is generally too dry but not representing wet-dry splits between various
regions. Note that away from the observations, the patterns for MTCO, MTWA and GDD5 are
more dependent on the smoothing used. Later in this section, by considering the percentage
variance change, we show a way to filter out this effect.
Along with the analysis data, we can also compute an uncertainty on our analysis. Figure
7.10 shows the standard deviation of our assimilation. This is the dimensionalised square root of
the main diagonal of the analysis error covariance matrix in viewing space. This can be written
as
√
main(GAGT ). As this is effectively the standard deviation of our result, it can be used to
give a measure of how accurate our final assimilation is, based on how accurate the background
and observations are.
For almost all variables, globally, the pattern is that the standard deviation is lower than its
surroundings at the observation sites. The reduction in error spreads out under a Bessel type
distribution from the observations. This is because of how CLs has a form generated from a
Bessel function and spreads out information as each grid cell affects the one next to it. At sites
of observations there are two sources of data; the observations and the background. This allows
the analysis to have a lower error at this point. As we move further from an observation site, the
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Figure 7.10: The standard deviation of the analysis globally for the LGM, shown as the dimen-
sionalised square root of the main diagonal of the analysis error covariance matrix in viewing
space,
√
main(GAGT ). Dots show locations of observations and grey grid cells represent ice
cover.
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effect of the observation diminishes under a distribution derived from the Bessel function, until
the observation is having minimal effect on the analysis. At this point, the only information
that goes into the analysis is from the background which has higher error than the observations
and background together.
Since the observation function couples several of the variables, information from one variable
can affect other variables. This means that in some areas where there are no observations, there
can be improvements in the error compared to the surroundings due to another variable being
observed. This can be seen best in the reconstructions of MAP and GDD5 for south eastern
Australia. In this region, even though there are no direct observations of MAP and GDD5 on
the continent, the observations of MI and MAT mean that the resulting analysis has less error
than surrounding areas without any observations at all.
Figure 7.10 only shows the variance of the final analysis. Due to this, it can be hard to see
how the analysis has improved on the variance compared to the background, as a lower variance
in figure 7.10 could result from there being lower variance in the background (shown in figure
4.13, p.44). In order to see the improvement of variance in our analysis from the background,
we plot the percentage change of the analysis from the background, in viewing space, vp from
equation (6.26). Figure 7.11 shows vp globally for the LGM. For this plot, 100% means that the
analysis has the same variance as the background, values < 100% are areas where the analysis
has better error than the background and values > 100% are where the analysis error is worse
than the background.
From figure 7.11 we can see that the expected pattern from the standard deviation is present.
Namely, in areas where there are observations, the error has been improved greatly upon the
background. In areas far from observations, the error is the same as in the background (or 100%)
in this case. This pattern spreads under a distribution derived from a Bessel function due to
the structure of CLs and also spreads between variables, as seen from south eastern Australia
for GDD5 and MAP.
There are some areas with error percentage > 100%. In these areas there is likely to be a
large disparity between the observations and the background. This means that, even though
there are now two sources of information, the information is conflicting. The resulting analysis
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Figure 7.11: The global LGM percentage change of variance between the analysis and the
background in viewing space, vp. Results below 100% use more of the observations and the
results above use more of the background.
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Figure 7.12: The colour map shows the dimensionalised result of the global LGM assimilation
in the viewing space as anomalies to the modern climate. The map is masked to only show grid
cells where the percentage variance change of the result, relative to the background, is larger
than 5%. Areas in grey represent grid cells with ice sheet coverage.
is then split between the two sources and so determining the correct climate is less likely, leading
to larger error. These cases are quite rare and so make little overall impact on the assimilation.
In this experiment the reconstruction covers the entire land surface, however, due to the
sparse nature of the observations, areas far from the observations cannot be determined accur-
ately without relying on the models themselves. This leads to areas of the analysis (figure 7.8)
being unsuitable for data-model comparison as these would be areas of mostly model data; to
combat this we use the percentage variance change. If there is a grid cell with improvement
on the background, then the analysis for this grid cell is no longer just a measurement of the
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background but a new reconstruction. Hence, in figure 7.12, we plot the analysis from figure 7.8
but mask out portions where the percentage variance change fails to meet some cut off value, Lc.
Figure 7.12 then plots g(xa)−g(xm) where vp < 100−Lc and gives no result when vp > 100−Lc
with Lc = 5%. This leads to a reconstruction that can be used for data-model comparison as it
represents a reconstruction that has sufficiently moved away from any original model boundary
conditions to give a new reconstruction, based largely on the observations.
The choice of Lc = 5% is, to some degree, arbitrary. If Lc = 0% then this would theoretically
mask away all background dependent values, however this leads to a patchy masking effect
in areas far from observations. This is because far from the observations, small numerical
perturbations in the analysis error mean that vp can be very close to, but smaller than 100%.
Selecting an Lc slightly larger than 0% means that these small numerical perturbations are
filtered away and we are left with only areas truly affected by observations. The resulting map
shows a realistic reconstruction around areas of observations with the same features as figure
7.8.
7.3.3 Mid-Holocene results
The same analysis as the LGM results (section 7.3.2), with some minor changes, is performed for
the MH to generate reconstructions. Notably, since the Prentice et al. (2017) dataset contains
no observations of the MH, it is not included in the observations. Also, the MH contains no
major ice sheets different from the modern day, hence these will not be plotted. The lack of ice
sheets mean there are more available grid cells for the MH; this in turn increases the size of the
state space to the point where it becomes computationally difficult to make MH reconstructions
with the same set up as the LGM case. To counteract this, for the MH case we exclude several
grid cells from the state space that are unlikely to make an impact on the final reconstructions.
We exclude any grid cell that does not have over a 0.15 correlation with any observation such
that, we exclude any grid cell i where, for all observations j,
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where θ(i, j) is the angle between i and j on the greater circle of the Earth and a = 6371km, the
mean radius of the Earth. By using this method we exclude any grid cell (in terms of weighting)
that has less than a 15% effect on any point in the analysis. In practice, with Ls = 400km,
this works out to be any grid cell that is more than 859km from an observation. This reduces
the state space from the 3806 grid cells to 3511. Choosing a value of 0.15 gives an amount of
grid cells that we can reconstruct. As these grid cells are very far from any observation, they
will have a minimal effect on the analysis near observation sites and since we perform the same
masking effect as in the LGM case with the percentage variance change, they will have a minimal
effect on the masked reconstruction.
Figure 7.13 shows the outputs of performing the global reconstruction in the viewing space,
dimensionalised. The results are then shown relative to the modern day and hence 0 on the scale
represents the same climate as the modern day. This means that, using notation from chapters
5 and 6, we plot the entirety of g(xa) − g(xm) where xm is the non-dimensionalised, modern
climate in the state space.
Figure 7.13 suggests a mixed climate of warmer and colder spots than the modern day. In
most instances the temperature analysis results match the observations where possible, suggest-
ing that the technique is able to vary the analysis enough spatially. Further, the temporal length
scale is allowing the different temperature variables to vary in different places; this means that
the seasonal cycle in the analysis has been adjusted to fit the observations. In terms of moisture,
the climate tends to be both wetter than the modern day in almost all cases with the notable
exceptions of north east America, parts of Europe and parts of Africa where there are lots of
drier observations.
There is a strong coupling between MI and MAP. This, together with the fact that in most
cases the observations match the analysis, suggests that the [CO2] correction is playing a smaller
role in the reconstructions. This is expected since the MH has a higher [CO2] than the present,
meaning that, under Mu, there is less correction needed due to [CO2] changes than in a period
like the LGM. However, there is still some effect leading to areas where MI and MAP differ, for
instance, the sites in South America.
Several of the changes from modern day climate present in figure 7.13 are due to the effect of
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Figure 7.13: The full result of performing the assimilation method globally for the MH. The
colour field shows the dimensionalised analysis in the viewing space, Z, as an anomaly to the
present day climate, g(xa) − g(xm) where xm is the non-dimensionalised modern day climate.
The dots show the observations as anomalies to the present day, y− g(xm). The grey grid cells
represent areas of ice cover.
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the background (figure 4.12). In order to better understand these effects, in figure 7.14 we plot
the assimilation result without the background, often termed the innovation. This is plotted in
normalised viewing space so that we plot g(xa)− g(xb). We neglect the ice sheets, as in figure
7.13.
Patterns for MI and MAP present a reasonable assimilation where the innovations largely
match the observations. The overall suggested change is much better than the modern day. This
suggests that climate models are producing climates that are too dry for the MH. This could be
due to the [CO2] correction effect as there is generally a trend in the innovation towards being
wet, even in some instances with many drier observations, such as the far north east of America.
Furthermore, in areas with no observations, such as parts of Africa, there is generally little to
no change, suggesting that the spatial correlations are working correctly to spread error.
Figure 7.14 shows a more mixed pattern for temperature than moisture. In cases where there
are no observations, there is little or no suggested change to the temperature, as expected from
the spatial error correlations. In other areas, there is a trend generally for hot and cold spots
with an overall colder suggestion. The innovation is matching the observations well. In most
cases where the innovation does not match observations there are clear patterns as to why in
the other variables. Information from the temperature variables is being mixed together well;
this means that the reconstruction of the seasonal cycle is well developed. This is further helped
by the relatively wide coverage.
Since figure 7.14 shows the change of the result from the background and the only other input
to the system are the observations, this map shows how the method suggests that PMIP3 differs
from the smoothed observations. For moisture variables, the models are predicting climates that
are too dry; this suggestion is likely driven by the [CO2] change. For temperature variables,
the suggestion is that models are predicting climates that are too warm, however there are
many areas where models may be predicting a climate that is too cold. Note that away from the
observations, the patterns for MTCO, MTWA and GDD5 are more dependent on the smoothing
used. Later in this section, by considering the percentage variance change, we filter out this
effect.
Along with the analysis data, we can also compute an uncertainty on our analysis. Figure 7.15
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Figure 7.14: The colour field shows the innovation, the change between the dimensionalised
assimilation result and the background, globally for the MH in the viewing space Z. In chapter
5 notation this is g(xa)− g(xb). The dots show the difference between the observations and the
background of the grid cell that is closest, effectively y − h(x). The grey grid cells represent
areas of ice cover.
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Figure 7.15: The colour field shows the result’s global MH standard deviation, the dimension-
alised square root of the main diagonal of the analysis error covariance matrix in viewing space,√
main(GAGT ). Dots show locations of observations and grey grid cells represent ice cover.
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shows the standard deviation of our assimilation in the viewing space. This is the dimensionalised
square root of the main diagonal of the analysis error covariance matrix in the viewing space.
This can be written as √
main(GAGT ). (7.3)
As this is effectively the standard deviation of our result, it can be used to give a measure of
how accurate our final assimilation is, based on how accurate the background and observations
are.
The pattern is much the same as the pattern for the LGM reconstructions. For areas near
observations, there is much less error than in areas without observations and the error spreads
under the correlation function (6.9). This is due to the structure of CLs . For areas with obser-
vations there are two sources of data to constrain the palaeoclimate, hence the reconstruction
has less error. As we move away from the observations there is only information from the prior;
this makes the reconstruction less reliable and hence has more error.
A difference between the LGM and MH in terms of error is the amount of observations
available to the MH. Since there are around 10 times more observations there are many more
spots with less error. Areas such as North America and Europe have much less error than their
surroundings and even areas such as Africa have areas where multiple observations are joining
together to reduce error.
The errors in figure 7.15 only show the final error of the assimilation. Due to this, it can
be hard to see how the analysis has improved on the error, compared to the background, as a
lower error in figure 7.15 could be due to a lower error in the background (shown in figure 4.14,
p.45). In order to see the improvement of variance in our analysis from the background, we plot
the percentage change of the analysis from the background, in viewing space, vp from equation
(6.26). Figure 7.16 shows vp globally for the MH. For this plot, 100% means that the analysis
has the same error as the background, values < 100% are areas where the analysis has better
error than the background and values > 100% are where the analysis error is worse than the
background.
From figure 7.16 we can clearly see the pattern of observations reducing the error. There
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Figure 7.16: The global MH percentage change of variance between the analysis and the
background in viewing space, vp. Results below 100% use more of the observations and the
results above use more of the background.
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Figure 7.17: The colour map shows the dimensionalised result of the global MH assimilation
in the viewing space as anomalies to the modern climate. The map is masked to only show grid
cells where the percentage variance change of the result, relative to the background, is larger
than 5%.
are large reductions in error in North America and Europe. In many cases there is over a 50%
reduction in error. There are varied reductions in Asia and Africa; in these cases the reductions
do not join together as much due to the way in which the observations are spread. However,
because of how the observations are distributed, there are patches of improved error.
As with the LGM case there are areas where the error has worsened. This is due to dis-
agreement in the observations and background. This is more prevalent in MI, possibly due to
the surface solar radiation for MI at high latitudes. Overall, these areas are uncommon and in
most cases, the error has improved drastically.
In this experiment the reconstruction covers most of the land surface, however, due to the
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sparse nature of the observations, areas far from the observations cannot be determined accur-
ately without relying on the models themselves. Much like the LGM cases, this leads to areas of
the analysis (figure 7.13) being unsuitable for data-model comparison, as there would be areas
comparing model on model. In order to combat this we use the percentage variance change. If
there is a grid cell with improvement on the background, then the analysis for this grid cell is no
longer just a measurement of the background but a new reconstruction. Hence, in figure 7.17, we
plot the analysis from figure 7.13 but mask out portions where the percentage variance change
fails to meet some cut off value, Lc. Figure 7.17 then plots g(xa)− g(xm) where vp < 100− Lc
and gives no result when vp > 100− Lc with Lc = 5%. This leads to a reconstruction that can
be used for data-model comparison as it represents a reconstruction that has sufficiently moved
away from any original model boundary conditions to give a new reconstruction, based largely
on the observations. The choice Lc = 5% is again somewhat arbitrary, however, we follow the
same logic as the LGM case.
From figure 7.17 we can see that the masking of the state space has had little effect on the
overall reconstruction. Areas where the masking was heavily applied, such as South America
and parts of Africa are all between areas that would have been masked away by vp. Whilst these
areas may have had some effect on the final reconstruction, the effect would be minimal and
hence the final result gives a realistic reconstruction, even with the initial state grid masking.
7.4 Conclusion
In this chapter we have shown that, when the method described in chapter 6 is applied to real
world palaeoclimate reconstructions and models, it produces spatially coherent reconstructions.
The variances of the reconstructions are as expected, small near sites of observations and lar-
ger further away. Furthermore, with the use of the percentage variance change, palaeoclimate
reconstructions can be made for use in data-model comparison by filtering away climate model
information.
The method also accounts well for [CO2] change. Figure 7.1 shows how using W (equation
5.39) can be used on real world pollen reconstructions. As shown in figure 7.2, in all cases for this
Australian dataset, the MI has been increased which is in line with the results shown in section
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5.2.4 (most notably in figure 5.2). For this dataset the compensation point has a relatively small
effect, only affecting a few sites, as shown by figure 7.3.
The reconstructions of the LGM for Europe in figures 7.5-7.7 show an example of how the
technique of chapter 6 can be used to make spatially full reconstructions. These figures further
show how values of Lt = 1mo and Ls = 400km provide realistic reconstructions and can be
used for reconstructions of larger areas. Figure 7.7 shows how the spatial correlation spreads
the observation information outwards from each site but that further away from sites there is
large error due to there being less information.
As discussed in chapter 5, W is only applicable to Australia at the LGM. The function Mu
can be used globally for all time periods. Figures 7.8-7.12 show that the method is computa-
tionally viable for the global case and Mu can be used to account for the [CO2] change effect.
These results also show that the conclusions for the Europe case hold over to the global case.
Namely that, even in the global case, error is lower close to observations and regresses to the
background error further away, signifying that CLs distributes the observation information and
Ls = 400km is an appropriate scale. This means that the masking provided from the error
percentage change in figures 7.11 and 7.16 will filter output background information when ob-
servations are not present. Hence, as the masked analyses of figures 7.12 and 7.17 are largely
based on observed pollen data, which are corrected for the [CO2] change effect byMu, they are
suitable for data-model comparison.
The reconstructions of LGM, as shown in figure 7.12, generally show a colder climate than
the modern, with a few hot spots in northern latitudes. The seasonal cycle is generally left un-
changed, however there are instances of a cooling in the colder months. Moisture reconstructions
show a mostly wetter trend however there are several drier spots. There is some separation of the
trend between MAP and MI, mostly in high latitudes, likely due to the surface solar radiation
used in Mu.
The reconstructions of MH, as shown in 7.17, show a generally wet climate for the MH
with strong coupling between MI and MAP. Temperature at the MH was overall colder than
the modern but with many hotter spots. The seasonal cycles are changed slightly, but there is
no obvious pattern to their change. Instead, temperature changes tend to happen through the
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whole cycle, as evidenced by all the temperature variables tending to move the same way.

8
Conclusions and Outlook
8.1 Conclusions
A novel method for reconstructing glacial and ice-age palaeoclimates is defined, implemented
and tested. The method combines data from pollen-based reconstructions and palaeoclimate
model simulations to give a field of reconstructions, useable for model-data comparison. This
method is used to make reconstructions of the MH and LGM in chapter 7.
This combination of pollen data and PMIP3 output is done by applying a 3D-Variational
method which uses an iterative approach to determine the maximum a posteriori Bayesian
estimate of the climate given the input information. The use of a variational method means that
the reconstructions can vary outside of the constraints set by the PMIP3 models. This variation
can be done spatially, meaning that observations can guide the reconstruction away from the
PMIP3 background in spaces where necessary and present a solution with low uncertainty in
areas where the observation and models agree.
In areas where there is a lack of observations, the PMIP3 signal dominates, which would make
a poor reconstruction for data-model comparison as, effectively, model output would be being
compared with models. In these areas we mask out the reconstruction using the percentage error
change, that is to say the amount the error has been improved (or impaired) by the addition of
observation data. In areas with low amounts of observations, the percentage error change will be
low, hence by masking out areas with low percentage error change, we receive a reconstruction
based on data outside the scope of the models. The remaining area, where the observations have
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had a large impact, can then be used for data-model comparison since the reconstructions will
have had a chance to vary outside of the bounds of the PMIP3 models.
Using a variational method means that the resulting climate can vary, bound only by the
constraints of the prior and the observations. Since the observation data are sparse in some areas,
the method could vary the climate in an unrestricted way, potentially producing an unrealistic
climate. We introduce spatial and temporal correlations into the background error covariance
matrix; this means that the change to the resulting climate from the prior must be smooth. This
has the effect of spreading observation information between the different months and different
sites, hence areas with less observation sites can receive information. The resulting climate for
these areas is then constrained by observation information. Since this smoothing is done using a
correlation matrix derived from a Bessel function, it means that the innovation is smooth both
spatially and temporally. As the background is created from models, it is generally smooth and
so the final result from the variational process will also be smooth.
The strength of the smoothing is controlled by the two length scales, Lt temporally and
Ls spatially. For the final reconstructions they were set to Lt = 1mo and Ls = 400km. By
considering the analysis and resolution matrix of a typical sample problem in chapter 6, a value
of Lt = 1mo was found to give an adequate correlation. This can be seen as the resolution
matrix shows that, at Lt = 1mo, the temperature for a reasonable amount of months can
be resolved from observations of MTCO and MTWA alone. By reconstructing the southern
European climate at the LGM, we can see that Ls = 400km produces reconstructions where
observation information is spread away from the observation sites to an appropriate level. Here
the error is least at the grid cell containing the observation and then generally returns back to
the relatively high error of the background in 2-4 grid cells. This spread of information can
lead to an increased computational cost when performing the assimilation. In section 6.3.2 we
show that, even though the conditioning of the problem (and hence the difficulty in solving the
problem numerically) increases as Ls increases, the problem remains relatively well conditioned,
especially for Ls = 400km.
Performing the assimilation can be computationally costly, especially in the global case where
B has a high dimension. Hence, in chapter 6 we show how to implement the calculations of
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the cost, gradient and analysis variance. This is done by utilising the block matrix structure of
several of the component matrices, especially the Kronecker and diagonal structure of B through
C, the block diagonal structure of the G matrix and the block structure of H. Formulas
for computing the Jacobians involved are calculated in chapter 5 and then fast methods of
calculating operations between them are shown in chapter 3. By performing Jacobian (and
associated derivate) calculations analytically, the computational cost of calculating the various
observation functions and their Jacobians is further reduced. Although further optimisation can
be found, especially by finding an analytic formula for B
1
2 , the system is optimised to the point
where it can be run without the need for excessive computational resources
The results also correct for the bias in the observations due to the changing of atmospheric
[CO2] between the modern and palaeo climates. As described in chapter 5, the observation
operator (h) used in the data assimilation method, incorporates the moisture correction function,
Mu. This function calculates the MI of a climate, if plants in that climate had a modern WUE.
The observation function used can recreate the [CO2] change problem that was present when
making the original observations and hence when inverting the observation function, the correct
climate is determined. The final results are presented in the viewing space, the space with the
same variables as the original observations but with the MI calculated with the correct palaeo
WUE. The final reconstructions show the correct sensitivity to [CO2].
The effects of changing [CO2] on MI are studied using an approximation of the full Mu,
labelledW (equation 5.39). It is shown how the correction favours increasing MI from the original
reconstructed MI, especially for LGM climates. Also, generally, for the global reconstructions
MI is increased, not only from the PMIP3 models but also from the original observations.
The amount of the moisture correction is dominated by the ratio of [CO2] between the
palaeo and modern periods by showing W is most sensitive to the changes in [CO2]. This
means that small perturbations in the temperature, or original MI, are less important to the
more accurately known [CO2]. In terms of the global reconstructions, this means that although
temperature and MI are non-linearly related by Mu, temperature is not the largest factor in
their reconstruction. Hence, reconstructions of MI whilst accounting for [CO2] differences are
still accurate reconstructions of MI, even if the temperature reconstructions vary greatly.
142 8.2 Outlook
8.2 Outlook
There are several ways in which this work could be improved or further researched to make
better reconstructions. Furthermore, there are many ways to extend the techniques shown in
this thesis so that they can be used to create further reconstructions. Here we split these into
the two categories; improvements to make better reconstructions and ideas for extending the
work to other areas.
8.2.1 Discussion and possible improvements
The variables of the observation space, Y, are ultimately determined by the input data and
the need to compare the observations with the results specifies the variables of the viewing
space, Z. The variables of the state space however, are chosen due to the construction of the
PMIP3 outputs, as well as the resolution needed to accurately compute MI by discretising
the temporal part of the observation function (5.1.1). Whilst this level of discretising seems to
produce realistic results and fits neatly with standard outputs given by PMIP3, a finer resolution
may give more accurate reconstructions. Further, with a finer resolution and discretising the
precipitation throughout the year, it may be possible to use a bucket moisture model such as
SPLASH (Davis et al., 2017) to make a more accurate observation operator. However, further
work would be needed to implement a bucket model due to the difficulty with inverting the
step functions involved. Another approach would be to reduce the temporal resolution. This
would reduce the state space, giving better computational cost. However, this may affect the
accuracy of the solar radiation calculations and in turn the MI correction calculation. With less
resolution, it would be more difficult to fully resolve the seasonal temperature cycle and retrieve
valid values for MTCO and MTWA.
In chapter 6 we showed how the length scales, Lt and Ls, are used to smooth out observation
information temporally and spatially. For the temporal scale Lt we use the resolution matrix
to determine that Lt = 1mo is an appropriate scale for global reconstructions. This approach
has the problem that it is ultimately subjective and relies on choosing an Lt that gives good
resolution matrices for test cases. Ideally, it would be best to pick a desired resolution to
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represent the state space of the problem and then solve for the Lt that gives this resolution.
One would only need to establish a method of determining a metric for how good the resolution
matrix fits the resolution desired.
Using the resolution matrix to generate an appropriate Lt relies on a test case at a specific
location, hence any Lt chosen may be inappropriate for other locations. In determining an
Lt, it would be useful to use multiple different test cases from different regions and pick the
best value. A better approach would be to use different Lt for different locations. This would
couple together the temporal and spatial smoothing and so require a new representation of the
matrix B, one in which the spatial and temporal parts are coupled further than just by using
the Kronecker product. In this situation, the block matrix nature of the B matrix may be lost
and so a different numerical implementation of the variational problem would be required to
still keep the computational cost low.
Analogous to the problems of determining Lt are those of determining Ls. A value of
Ls = 400km is chosen for the global reconstructions as it gives a realistic spread of error for
the European reconstruction. This value is also shown to give a problem with relatively good
conditioning (section 6.3.2). This method is somewhat subjective; a better way would be to
objectively determine a way to estimate what is a realistic spread of error before running the
method. This spread determines the geographical reach of each grid cell in the background
and so, through the observation function and covariance matrices, determines the spread of the
observation information. This means that Ls ultimately determines how the information from
the pollen reconstructions spreads through the system. Hence, a way of determining Ls would
be linked to how pollen reconstruction information is correlated spatially.
The final scale used in this thesis, Lc, determines the scale of masking of the final results.
The final choice of Lc = 5% is again somewhat subjective as it is chosen to give realistic
reconstructions from the analysis error. Instead, it may be possible to find an appropriate
measure for Lc depending on the scaling on Ls. Both parameters relate the spatial correlation
of error in the observations and so it may be possible to find a more fundamental estimation of
Lc.
The correlation matrices of CLs and CLc are both used to generate an estimation of the
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background error covariance matrix. We have chosen correlation matrices derived from a Bessel
function as these matrices are easy to compute and give realistic error profiles; however, more
work could be done to find more appropriate error covariances. Haben (2011) explores different
correlation matrices and shows that different correlation structures can be implemented and
still produce reasonable conditioning. Weitzel et al. (2019) also compare different methods of
generating spatial prior covariances in a palaeoclimate context; even though these are funda-
mentally generated from model output, a similar approach could be applied to generate spatial
correlations for data-model comparison. Further, since the spatial correlation of the background
feeds to the observation spatial correlation, a different correlation profile may be more real-
istic for pollen reconstructions. Pollen reconstructions from a particular site are generated from
the catchment area of the lake from which the pollen is taken, hence a spatial correlation pro-
file that better matches these catchment areas (and/or their distribution) may produce more
realistic reconstructions.
Much of the data coverage is uneven geographically (Bartlein et al., 2011; Harrison et al.,
2016), especially in areas such as South America. The reconstructions made in chapter 7 are
based on extending the observation data present in Bartlein et al. (2011) and Prentice et al.
(2017) geographically and across different variables, hence, areas underrepresented in the ob-
servation data may still be underrepresented in the resulting reconstructions. This can lead to
poor representation of various areas in the final reconstructions. Whilst higher spatial correla-
tion could extend the data further, ultimately, the best way is to introduce more observations
into the system.
The base 2◦×2◦ resolution used for most of the reconstructions in chapter 7 is chosen as the
reconstructions performed in Bartlein et al. (2011) are at a 2◦×2◦ resolution. Furthermore, using
the 2◦×2◦ resolution means that the variational data assimilation problem described in chapter
6 is computable efficiently. This resolution could be increased by increasing the resolution of
the state space. Many models in the PMIP3 ensemble are at a higher resolution than 2◦ × 2◦
and so their average, the background, would potentially be improved by making the state space
a higher resolution. Further, in the MH case there are many observations available and hence a
resolution higher than 2◦×2◦ may give more realistic results. The main limitation on increasing
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the resolution is the increase in computational cost and hence, to increase the resolution and
not change any other parts of the problem one would need either improved hardware or a better
implementation of the method than shown in chapter 6.
One of the largest computational costs of the problem is computing the SVD of the B matrix
to find B
1
2 to be used in the conditioning problem. By using the fact that (CLs ⊗CLt)
1
2 =
C
1
2
Ls
⊗ C
1
2
Lt
(theorem 6.1), it may be possible to avoid having to calculate the SVD entirely.
If this is not possible and the SVD must be computed, the spectral values of B may be used
to compute the cost function and its gradient when performing the minimisation. Also it may
be possible to find a cheaper way of calculating vz than described in section 6.2.1 by reusing
the spectral values of B computed earlier in the process. Another approach would be to not
precondition the problem. While this may make the conditioning slightly worse, it would negate
the need to calculate the spectral values of B and hence could reduce the overall process.
8.2.2 Extensions to further problems
The methods shown in this thesis can be extended and applied to additional problems to make
different reconstructions. Here we focus on pollen reconstructions and design an observation
function, h, that deals specifically with these types of observations. Many different types of
observations are available such as speleothems and tree rings. If one could design observation
functions to map the current state space (or some extended space) to these observations then
these observations can be assimilated along with the pollen reconstructions. This would greatly
increase the amount of observations available and so provide better geographical coverage for
the reconstructions. Further, in the method shown here, information about one variable can
inform another, leading to reconstructions of variables that were previously not present in the
observations. Hence, the introduction of additional data sources could provide more of this cross
variable coverage and so greatly decrease the uncertainty of the reconstructions whilst providing
reconstructions of previously unobserved variables.
The observations used, such as Bartlein et al. (2011), are original reconstructions based
on pollen assemblages. Hence, one could create an observation function from the state to the
pollen assemblages instead of the reconstructed observation variables. Studies such as Dee et al.
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(2016) Okazaki and Yoshimura (2017) and Gebhardt et al. (2008) show examples of how this
can improve the accuracy of reconstructions in certain situations and similar efforts may be true
in this case. This pollen model could account for the [CO2] effect, however, generating such a
model would be quite complex and it is unclear if an underdeveloped observation operator is a
large contributor to error for the reconstructions presented here.
Although time is technically incorporated into the methods here, since the state space is
spread over a year, the observations are only modelled as at a single point in time, hence the
reconstructions only give results modelled over a single time slice. Since both the LGM and
MH are reconstructed, the change of climate through time can be narrowly explored using
this method. However, most observations are spread through time and, with transient climate
modelling methods, one can make transient climate reconstructions (e.g. Goosse et al., 2010;
Parnell et al., 2016). By using a transient climate model as a forward operator, and using several
of the observations spread through time, one could extend the 3D-Var technique used here to a
4D-Variational (4D-Var) method and reconstruct the climate as it changes through time. Such
a method could improve reconstructions of the LGM or MH alone, as information from other
time periods could feed into the reconstructions of these particular times. A difficulty here
would be that the introduction of a model to move from one time step to another would make
the resulting reconstructions a worse out of sample test for performing data-model comparison;
however, it may be possible to implement a transient climate model through purely statistical
methods and without modelling.
In generating the background we take the average of the PMIP3 ensemble which ultimately
reduces the amount of data available as some information is lost in the averaging process.
Instead, one could utilise the ensemble nature of PMIP3 with various widely used ensemble
based data assimilation techniques to produce reconstructions that make use of this information.
Such an approach could not only lead to a better reconstruction but keeping the models separate
instead of averaging them together could give better insight into which models specifically are
disagreeing with the observations. This could help with data-model comparison since individual
models could be examined instead of the PMIP3 ensemble as a whole.
As well as using more data from PMIP3 to create better reconstructions, the upcoming
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4th round of the Palaeoclimate Modelling Intercomparison Project (PMIP4) (Kageyama et al.,
2018), will possibly provide model runs with more up to date models than PMIP3. Model
outputs from PMIP4 can be fed as a background to the variational method shown here and
produce better reconstructions. Further, PMIP4 is set to simulate additional time periods as
well as the LGM and MH. These additional time periods, coupled with additional observational
data from these time periods, could be used to provide reconstructions in addition to the LGM
and MH reconstructions presented in this thesis.
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A B S T R A C T
We present a novel method to quantify the ecophysiological effects of changes in CO2 concentration during
the reconstruction of climate changes from fossil pollen assemblages. The method does not depend on any
particular vegetation model. Instead, it makes use of general equations from ecophysiology and hydrology
that link moisture index (MI) to transpiration and the ratio of leaf-internal to ambient CO2 (w). Statistically
reconstructed MI values are corrected post facto for effects of CO2 concentration. The correction is based
on the principle that e, the rate of water loss per unit carbon gain, should be inversely related to effective
moisture availability as sensed by plants. The method involves solving a non-linear equation that relates e
to MI, temperature and CO2 concentration via the Fu-Zhang relation between evapotranspiration and MI,
Monteith’s empirical relationship between vapour pressure deficit and evapotranspiration, and recently
developed theory that predicts the response of w to vapour pressure deficit and temperature. The solu-
tion to this equation provides a correction term for MI. The numerical value of the correction depends on
the reconstructed MI. It is slightly sensitive to temperature, but primarily sensitive to CO2 concentration.
Under low LGM CO2 concentration the correction is always positive, implying that LGM climate was wetter
than it would seem from vegetation composition. A statistical reconstruction of last glacial maximum (LGM,
21±1 kyr BP) palaeoclimates, based on a new compilation of modern and LGM pollen assemblage data from
Australia, is used to illustrate the method in practice. Applying the correction brings pollen-reconstructed
LGM moisture availability in southeastern Australia better into line with palaeohydrological estimates of
LGM climate.
© 2017 Elsevier B.V. All rights reserved.
1. Introduction
Atmospheric CO2 concentration, [CO2], has a direct effect on plant
physiological processes that is distinct from the effects of climate
change. Increasing [CO2] allows plants that use the standard C3 path-
way of photosynthesis (including most crops, temperate grasses and
forbs, and nearly all trees) to assimilatemore carbonwhile losing less
water, implying an increase in water use efficiency or, equivalently,
a reduction in e, the water lost by transpiration per unit carbon fixed
by photosynthesis. Increasing [CO2] today is reducing e, as can be
* Corresponding author at: AXA Chair of Biosphere and Climate Impacts, Depart-
ment of Life Sciences, Imperial College London, Silwood Park Campus, Buckhurst Road,
Ascot SL5 7PY, UK
E-mail address: iain.colin.prentice@gmail.com (I. Prentice).
shown directly by comparing CO2 and latent heat fluxes, or indi-
rectly from stable carbon isotope discrimination (D13C) measured in
tree rings (Keenan et al., 2013; Dekker et al., 2016). D13C provides
a quantitative indication of the ratio (w) of leaf-internal to ambient
[CO2]. Theory and laboratory studies (e.g. Dewar, 1997; Ward et al.,
2005; Ainsworth and Rogers, 2007; Gerhart et al., 2012; Prentice
et al., 2014; Wang et al., 2016) indicate that w is conservative with
respect to changes in ambient [CO2]. Therefore, leaf-internal [CO2]
(ci) increases with increasing ambient [CO2] (ca). The rate of carbon
assimilation increases with ci, but at a diminishing rate, resulting in
partial stomatal closure - as required to keep w constant. Thus car-
bon assimilation increases while water loss decreases, both effects
causing a reduction in e. Consequences of declining e in C3 plants
today include observable ‘greening’ in warm, semi-arid regions of
the world (Donohue et al., 2013; Ukkola et al., 2015) and ‘woody
thickening’ (shift from grass- to tree-dominance) in mixed tree-grass
ecosystems (Bond et al., 2003, Kgope et al., 2010).
http://dx.doi.org/10.1016/j.gloplacha.2016.12.012
0921-8181/© 2017 Elsevier B.V. All rights reserved.
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Given the significance of [CO2] for plants and vegetation, effects
of low [CO2] should be considered when interpreting vegetation of
the past, including glacial maxima when [CO2] was low (Farquhar,
1997; Prentice and Harrison, 2009; Gerhart and Ward, 2010; Bragg
et al., 2013 and references therein). The contrary view of Huang et al.,
2001, although widely cited, appears to rest on the misconception
that climate and CO2 effects are mutually exclusive explanations for
vegetation changes (see the discussion in Bragg et al., 2013). Vegeta-
tion changes from the last glacial maximum (LGM, 21±1 kyr BP) to
the present (Holocene) interglacial include a major shift from C4 to
C3 plant dominance in tropical Africa, and a worldwide increase in
forest cover. These changes cannot be explained by climate change
alone, but they become predictable by process-based models when
[CO2] effects are considered in addition to those of climate (Harrison
and Prentice, 2003; Bragg et al., 2013; Martin Calvo and Prentice,
2015).
Current standard modern-analogue methods to reconstruct past
temperature and moisture regimes from pollen or plant macro-
fossil data do not take CO2 effects into account, although several
studies have shown that these effects are important (e.g. Jolly and
Haxeltine, 1997; Cowling and Sykes, 1999) and have pointed out that
the failure to account for these effects may help to explain discrep-
ancies between observed and simulated climates (e.g. Harrison and
Prentice, 2003; Ramstein et al., 2007). One possible approach, based
on the inversion of process-based vegetation models, has shown sig-
nificant effects on LGM palaeoclimate reconstructions when changes
in [CO2] are imposed (e.g. Guiot et al., 2000; Wu et al., 2007). The
success of the model inversion approach depends on the correctness
of a particular (complex) model. The structure of existing process-
based vegetation models includes discontinuities caused inter alia by
climatic limits of different plant functional types; these could poten-
tially cause artefacts in the form of discontinuities in reconstructed
climate variables. Results are likely to be model-dependent, lead-
ing to an unquantified structural uncertainty in the reconstructions.
These are significant drawbacks, which have probably limited the
wider use of the model inversion approach.
Here we describe a prototype of a more general and analyti-
cally tractable method. It is an extension of the simple post facto
correction approach that Wang et al. (2013) used to estimate the
effects of projected future [CO2] increases on vegetation patterns,
as simulated in that study by a statistical model. The idea behind
our new method is that climate changes are reconstructed statis-
tically first (using any suitable method), then a ‘correction term’ is
added to the reconstructed values of the moisture variable (here
Moisture Index, MI defined as the ratio P/Eq where P is mean
annual precipitation and Eq is mean annual equilibrium evapo-
transpiration: see e.g. Prentice et al. 2011). The correction term
(Dm) allows for the fact that under low [CO2] vegetation appears
‘dry’ due to the higher plant demand for water (increased e) at
low [CO2]. We introduce a set of equations to describe the con-
trols on e, and derive a computationally efficient method to solve
the coupled equation system for Dm. We show how Dm depends
on the reconstructed value of MI, modern and reconstructed tem-
peratures, and [CO2]. We then apply the method to a statistically
based reconstruction of LGM climates in Australia. The restriction
to Australia allows us to ignore some complications that would
need to be tackled in a global analysis. These include the influence
of large elevation differences on various non-climate parameters
(such as the partial pressure of O2 on the affinity of Rubisco for
CO2) that influence plant carbon uptake and water loss, and the
decoupling of summer and winter temperatures that characterises
the northern continents and would require the seasonal cycle to
be treated explicitly. For simplicity, we consider only mean annual
values of climate variables, and do not consider the possibility of
seasonally differentiated climate changes between LGM and recent
times.
2. Methods
2.1. Model
Fig. 1 summarizes the web of influences of climate and [CO2] on
e. The climate variables to be reconstructed from pollen data (see
Bartlein et al., 2011 for a global overview of pollen-based climate
reconstructions) are assumed to bemean annual temperature (T) and
MI (m). We consider each intermediate variable in turn, and spec-
ify general equations to represent the controls on each variable as
shown by the arrows in Fig. 1. Many approximations are involved,
but they are all explicit, and their consequences testable.
2.1.1. Moisture index, net radiation and evapotranspiration
By the definition of MI,
m =
P
Eq
(2.1)
where Eq represents the equilibrium evapotranspiration, i.e. the the-
oretical rate of evaporation from a well-watered vegetation surface
under steady-state conditions (see e.g. Huntingford and Monteith,
1998). Eq is an increasing function of net radiation and temperature:
kEq = Rn
[
s
s+ c
]
(2.2)
where k is the latent heat of vaporization of water (2.45 MJ kg−1), Rn
is the annual net radiation at the vegetated surface (MJ m−2), c is the
psychrometer ‘constant’ (0.067 kPa K−1 at sea level), and s (kPa K−1)
is ∂es
∂T where es is the saturated vapour pressure of water (kPa). The
term s is closely approximated by the Roche-Magnus formula (Allen
et al., 1998):
es = 0.6108 exp
[
17.27T
237.3+ T
]
(2.3)
where T is Celsius temperature (◦C). Rn is the balance of net incoming
shortwave and net outgoing longwave radiation, approximated here
by Linacre (1968):
Rn = 0.83R0(0.25+ 0.5Sf ) − (107 − T)(0.2+ 0.8Sf ) (2.4)
Fig. 1. Environmental influences on water lost per unit carbon gained (e), the inverse
of water use efficiency, for C3 photosynthesis. Symbols: P precipitation, Sf sunshine
fraction, m moisture index or MI (= P/Eq), Rn net radiation, R0 insolation, Ea actual
evapotranspiration, Eq equilibrium evapotranspiration, DE atmospheric water deficit
(= Eq − Ea), w ratio of leaf-internal (ci) to ambient (ca) [CO2].
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where R0 is the incident solar radiation at the top of the atmosphere
(insolation) and Sf is the fraction of possible sunshine hours
(approximately the one-complement of cloud cover fraction). Annual
insolation is a function of latitude and the Earth’s axial obliquity,
and was only marginally (≈0.1%) different at the LGM at the latitude
of Australia; we ignore this difference. The influence of Sf on Rn is
large, however and cannot be ignored even if we generally lack direct
evidence for changes in Sf. Strong empirical relationships between
mean annual values of Sf and m (as shown in Fig. 8) allow us
to estimate Sf. We used climate data for the interval from 1970–
1999(M. Hutchinson, pers.comm.) to fit the following relationship by
non-linear regression:
Sf = 0.6611e−0.74m +0.2175. (2.5)
Area-averaged actual evapotranspiration (Ea) is a compromise
between the energy-limited rate in wet climates, and the water-
limited rate in dry climates, with a smooth transition between these
limits. This behaviour is encapsulated in the ‘Budyko curve’. The Fu-
Zhang form of this curve provides a relationship between Ea and m
(Zhang et al., 2004):
Ea = Eq
[
1+m − (1 +my) 1y
]
(2.6)
where y ≈ 3. We disregard variation around this canonical value.
2.1.2. Plant water use, CO2 drawdown and the atmospheric moisture
deficit
The CO2 drawdown, or the ratio between leaf-internal (ci) and
ambient (ca) [CO2] (symbolized here by w), is an index of the
regulation ofwater vapour loss through stomata. The proximal driver
of water vapour loss at the leaf scale is the vapour pressure deficit,
D (the difference between ea, the actual water vapour pressure, and
es). We use the cumulative atmospheric moisture deficit DE (the
difference between Eq and Ea) as a surrogate for D. Prentice et al.
(2014) showed how optimal values of w (which minimise total costs
of maintaining the biochemical capacity for photosynthesis and the
capacity for water transport) can be predicted from T and DE. The
Appendix in Prentice et al. (2014) shows that DE is related to D by a
scaling constant g0, following the empirical model for Ea byMonteith
(1995) (later derived theoretically by Huntingford and Monteith,
1998). Optimal w is then approximated by (Wang et al., 2014):
w =
[
1+ C
(
g
K
) 1
2
DE
1
4
]−1
(2.7)
where g is the viscosity of water (mPa s); K is the effective Michaelis-
Menten coefficient for carboxylation (lmol mol−1); and C is an
empirical constant (14.76, when DE is in mm). The value of C was
chosen so as to give a realistic value of w under warm-temperate,
humid conditions (Wang et al., 2014). Both g and K are functions of
absolute temperature TK(K):
g = 0.024258 exp
[
580
TK − 183
]
(2.8)
(Vogel, 1921) and
K = KC
(
1+
O
KO
)
(2.9)
(Farquhar et al., 1980) where
KC = 404.9 exp
[
DHC
R
(
1
298
− 1
TK
)]
(lmol mol−1) (2.10)
and
KO = 278.4 exp
[(
DHO
R
)(
1
298
− 1
TK
)]
(h) (2.11)
(Bernacchi et al., 2001). Here the DH are activation energies
(79,430 J mol−1 for KC and 36,380 J mol−1 for KO) (Bernacchi et al.,
2001), R is the universal gas constant (8.314 J mol−1 K−1) and O is
the atmospheric concentration of oxygen (210h).
Plant water use can be quantified using Fick’s law, which applies
to both water lost and CO2 gained by diffusion through the stomata.
CO2 uptake (A) is given by:
A = gsca(1 − w) (2.12)
where gs is the surface conductance (dependent on leaf area and
stomatal conductance). Water loss by transpiration (E) is given by:
E = 1.6gsD (2.13)
The factor 1.6 arises because water, as a smaller molecule, diffuses
more readily than CO2. The ratio E/A is then given by:
e = 1.6
D
ca(1 − w) (2.14)
which is, conveniently, independent of gs. Eq. (2.14) expresses the
fact that water loss is proportional to vapour pressure deficit, while
CO2 gain is proportional to ambient [CO2]. It also shows how both
are regulated byw, which is a conservative quantity that nonetheless
consistently declines with increasing D; thus partially counteracting
the effect of vapour pressure deficit on water loss.
Fig. 2. The computed MI correction term (Dm) as a function of the reconstructed MI
value (mrec) and the ratio of past to modern CO2 (Dca), for a modern annual mean
temperature of 20◦C and a cooling (relative to modern) by 5◦C. The white area lies
below the [CO2] compensation point.
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2.2. Pollen based climate reconstruction method
The pollen data set is an updated version of the Australasian
pollen data set originally developed for the BIOME 6000 project
(Pickett et al., 2004; Herbert and Harrison, 2016). We follow the
convention of defining the modern period as the interval < 500 yr
BP, and the Last Glacial Maximum (LGM) as between 22,000 and
20,000 yr BP (Bartlein et al., 2011). The modern data set (Herbert
and Harrison, 2016) has 1464 surface and core-top samples dated to
< 500 yr BP from 321 sites (SI Table 1). The LGM data set contains 52
samples from 27 sites (SI Table 2).
Most pollen taxa were generally identified to genus level in
the original data sets, but some were only assigned to broad paly-
nological types or even families. Some rarer and not necessary
taxonomically-related types were grouped together. In order to
overcome the differences in taxonomic resolution between differ-
ent records, the pollen taxa were allocated to 25 plant functional
types (PFTs) on the basis of information on life form, leaf form,
phenology and climatic range (SI Table 3). Some pollen taxa were
necessarily assigned to multiple PFTs (SI Table 4). Pollen taxa likely
to represent local conditions (i.e. aquatic taxa, mangroves, parasitic
plants, mosses) or anthropogenic disturbance of the natural vegeta-
tion (i.e. agricultural crops, introduced species) were removed from
the pollen data set prior to analysis and are therefore not included in
SI Table 4.
Of the 903 taxa represented in either the modern or LGM data
sets, only 63% are allocated to a unique PFT. This problem is partly
caused by the large number of identifications to only families or sub-
families (15% of the taxa); 70% of the families represented in the
data set can include representatives of multiple PFTs. However, the
Australian flora is characterised by a large number of genera of high
diversity and broad climatic ranges. The classic case is Eucalyptus,
with more than 700 species including trees and shrubs, and occupy-
ing almost all extant climatic niches across the continent. Although
attempts have been made to distinguish broad ecological groups
of Eucalyptus from their pollen morphology (see e.g. Pickett and
Newsome, 1997), this practice is not widespread. Other genera in our
dataset which are generally not distinguished to species level in Aus-
tralian pollen records and which represent multiple PFTs include e.g.
Acacia (7 PFTs), Melaleuca (5 PFTs), Dodonea (5 PFTs), and Euphorbia
(7 PFTs).
One way of reducing the ambiguity of PFT allocations is to use
information on the occurrence of other PFTs in the sample. For
example, the presence of obligate tropical taxa in a sample makes it
likely that taxa that have a wider climatic range were, in reality, also
tropical. Similarly, the presence of forest taxa in a sample makes it
likely that taxa that could occur as trees in forests or as shrubs in
open vegetation were, in reality, trees. PFTs were assigned an index
for cold temperature tolerance (VT) and for the degree of openness of
the vegetation (VC) in which they occur (SI Table 5). The distribution
Fig. 3. Plots showing the sensitivity of the change in MI (Dm) to uncertainties in the input following Eq. (2.20). Top left shows the sensitivity of Dm to DT, top right Trec , bottom
left mrec and bottom right ca/cam , for the range of values of mrec and ca ratio plotted at a modern annual mean temperature of 20◦C and a cooling (relative to modern) by 5◦C.
Figure 9 shows these sensitivities with varying mean annual temperature and LGM cooling.
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of some PFTs is unaffected by low temperature limits and these were
not assigned a value for VT. Initial values of VT and VC were calcu-
lated for each sample based on the original allocation of taxa to PFTs,
including to multiple PFTs. Weights were then recalculated for each
PFT in the sample based on the likelihood that it was present given
the value of VT and VC in the sample compared to the values for the
individual PFTs. The general form of the Gaussian is given by:
f (x) =
1
2
ps2e−d
22s2 (2.15)
where d is the difference (in our case, between the VT or VC value of
the PFT and the current VT or VC value of the sample) and s is the
standard deviation, which is a measure of the “window width” (set
to 1 in this case). New weights were derived by multiplying these
weights by the weights obtained for the original assignment. This
procedure was iterated twice to yield a set of ‘PFT scores’ for each
sample.
PFT scores were normalised to sum to 1 for each sample,
then (following Wang et al., 2013) we fitted a GLM with logit
link function and assumed binomial distribution of residuals (i.e.
multiple logistic regression) using a linear predictor composed of
the climate variables and their squares; this approach fits inde-
pendent unimodal response functions for each variable. We used
climate data for the interval from 1970–1999, interpolated using
the ANUSPLIN thin-plate spline fitting package (Hutchinson, 2004)
to interpolate the meteorological data to a 0.05◦ grid cell res-
olution climatology (M. Hutchinson, pers.comm.). These data are
now available from ANUClimate grids (http://www.emast.org.au/
our-infrastructure/models/anuclimate-1-0-2/). The RMSE of the T
reconstructions for the modern samples is 1.97◦C, while the recon-
structions of MI have a RMSE of 0.23. Palaeoclimate estimates were
obtained for each fossil pollen spectrum by maximum likelihood,
based on the fitted model.
2.3. Estimation of the correction term: principle
Our goal was to estimate a term Dm such that mt = mrec + Dm,
where mt approximates the ‘true’ MI for an LGM sample, and mrec is
the statistically reconstructed value for that sample. This term should
satisfy the following equality:
e(Trec,mt , ca) = e(Tm,mrec, cam) (2.16)
where e is now expressed as a function of temperature, MI and
[CO2] in that order; Trec is the statistically reconstructed annual mean
temperature for a given time and location; ca is the [CO2] at that
time; Tm is the modern annual mean temperature at that location;
and cam is the modern [CO2]. We assume that Trec is correct, and not
biased by CO2 effects. Eq. (2.16) states that the ‘true’ MI under low
[CO2], at the palaeotemperature, should be the value for which the
plant water loss per unit carbon gain is equal to that corresponding
to the ‘apparent’ (reconstructed) MI under modern [CO2] at themod-
ern temperature. This statement assumes that the degree of water
stress to which plants are subject (and to which different plant types
are differentially adapted) is quantified by e, that is, the rate at which
the plant has to lose water in order to gain carbon.
2.4. The CO2 compensation point as a constraint
C3 photosynthesis requires at least that
ci > C
∗ (2.17)
where C∗ is the photorespiratory compensation point, that is the
leaf-internal [CO2] at which CO2 uptake (even in the absence of
Fig. 4. The black line represents the compensation point. The coloured lines represent the leaf internal CO2 for various combinations of atmospheric CO2 and moisture index.
These are then plotted against temperature, hence all parts of the coloured line above the black line are above the compensation point and all parts below the line are below the
compensation point.
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mitochondrial respiration) would be zero. C∗ increases with temper-
ature as follows:
C∗ = 42.75 exp
[
DHC
R
(
1
298
− 1
TK
)]
(lmol mol−1) (2.18)
where DHC = 37, 830 J mol−1 (Bernacchi et al., 2001). This require-
ment imposes a constraint. It implies that the range of environments
that are too dry for C3 plants to survive, other things being equal, is
extended under low [CO2]. However, the temperature dependence
implies that reduced ice-age temperatures (a climatic consequence
of low [CO2]) mitigated this effect (Cowling and Shin, 2006; Martin
Calvo and Prentice, 2015). Taking dark respiration into account, the
CO2 compensation point is closely approximated by C
∗ + bK where
b ≈ 0.025 (Prentice et al., 2014). Here we use the requirement that
ci > C
∗ +0.025K to limit the range of allowable values formt.
2.5. Estimation of the correction term: solution
Eq. (2.16) has no analytical solution. SI Appendix A describes
a method developed here to solve it efficiently through an alge-
braic simplification of the equation system represented by Eqs.
(2.1)–(2.16). The equation to be solved is ultimately expressed as:
F(mt) =
(
ue−0.74m + v
) (
(1 +myt )
1
y − mt
)
−DE(Tm,mrec, cam) (2.19)
where DE is a function of mrec, ca, cam, Trec and Tm, and u and
v are functions of Trec only. Although a numerical solution of the
whole equation system is possible, a numerical solution of Eq. (2.19)
achieves identical results in a fraction of the computation time.
2.6. Sensitivity analysis
The sensitivity of computed Dm was investigated with respect to
the control variablesmrec, Tm, DT = Trec −Tm (the reconstructed LGM
temperature anomaly) and ca/cam (the ratio of palaeo to modern
[CO2]). Here, sensitivity is represented by the partial derivatives of
the computed Dm with respect to each variable in turn, normalised
as follows:
S(x) =
range(x)
range(Dm)
∂Dm
∂x
(2.20)
where S(x) is the sensitivity of Dm to the variable x and range( • )
denotes the absolute difference betweenmean values for themodern
data set and the LGM.
3. Results
3.1. Properties of the MI correction
Fig. 2 provides an example of the computed values of the
correction term Dm as a function of mrec and Dca. Modern [CO2]
(cam) is taken to be 340lmol mol−1 to reflect the fact that modern
vegetation is not in equilibrium with the present, rapidly changing
[CO2]. This value is close to that typically chosen as the baseline
for process-based vegetation models (e.g. Haxeltine and Prentice,
1996). For illustration, Fig. 2 applies to amodern temperature of 20◦C
(Tm = 20) and a reconstructed palaeotemperature of 15◦C (DT =
−5). Colours are shown only for cases where ci > C∗; in the left
lower part of the rectangle, climate is too dry and [CO2] too low for
C3 photosynthesis. Some key points are immediately visible in Fig. 2.
− 1.1 − 0.9 − 0.7 − 0.5 − 0.3 − 0.1 0.1 0.3 0.5 0.7 0.9 1.1
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MAT Anomaly (°C)
Fig. 5. The anomaly of MAT (bottom left), uncorrected moisture index (top left) and corrected moisture index (top right) for all the sites sampled in the data set plotted against
their location. The samples from the same site are averaged together.
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At modern [CO2] (represented by the right-hand edge of the graph),
reconstructed MI should be corrected slightly downwards due to the
reduced temperature. At low [CO2] (the left-hand edge represents
170lmol mol−1), reconstructed MI requires substantial upward cor-
rection. The numerical values of the corrections generally increase
with the absolute value of MI.
The sensitivity of the computed Dm to different variables (Fig. 3)
carries a clear visual message, showing that [CO2] - over the range
by which it varies between glacial and interglacial climates - is by
far the most important determinant of Dm. Dm also becomes more
sensitive tomrec at low [CO2]. The sensitivities of Dm to temperature
are very small by comparison.
Fig. 4 illustrates how leaf-internal CO2 (ci) is influenced by ambi-
ent CO2 (ca), moisture and temperature. The CO2 compensation point
represents the point at which no net photosynthesis can take place
in C3 plants. (C4 plants can thrive below this point because of their
possession of a leaf-internal CO2 concentrating mechanism). Note
that this point increases quite steeply with temperature so that low
temperatures to some extent mitigate the negative effect of low CO2
on C3 plants, while the advantage of C4 photosynthesis becomes
decisive at high temperatures.
3.2. Statistical reconstruction and the effect of the correction term
The reconstructed LGM climate was on average 3 ◦C cooler than
today. The magnitude of the cooling varied, however, with sites in
the continental interior showing changes of up to 10◦C (e.g. Lake
Frome, Ulungra Springs) while changes elsewhere were more muted
(Fig. 5; SI Table 6). Four sites in the southeastern part of the conti-
nent show temperatures > 2◦C warmer than today. This apparently
anomalous signal arises because there is a large shift at these sites
from assemblages dominated by woody taxa under modern condi-
tions to assemblages consisting of between 80–100 % grasses and
forbs at the LGM dataset. While the warming signal may be real,
it could also reflect the absence of samples from cool/cold grass-
lands in the modern training set. The temperature reconstructions
are broadly consistent with inferences about LGM climates in this
region (Reeves et al., 2013). Pollen-based estimates suggest a cool-
ing of 4◦C in lowland Tasmania (Fletcher and Thomas, 2010); amino
acid-racemisation of emu eggshell indicates a cooling of the order of
9 ◦C in the continental interior (Miller et al., 1997). This gradient with
greater cooling in the interior is also apparent in our reconstructions.
Although many sites register an increase in MI at the LGM
compared to today, the reconstructed LGM climate was on aver-
age slightly drier than today (−0.05). However, some sites in the
southeastern part of the region and in the northeast show reduc-
tions in MI of > 0.8 (Fig. 5), implying a substantial shift towards
more arid conditions (SI Table 6). These sites remain more arid than
today after the CO2 correction is applied (Fig. 5), but the anoma-
lies are smaller and more consistent with the changes at other sites.
Overall, the corrected reconstructions suggest that the climate was
wetter than today at the LGM. The shift towards more open veg-
etation shown by pollen records at the LGM has generally been
interpreted as indicating drier conditions (Harrison and Dodson,
1993; Pickett et al., 2004; Williams et al., 2009). However, geomor-
phic evidence from southeastern Australia indicates that lakes were
high (Harrison and Dodson, 1993; Page et al., 1994; Bowler et al.,
2012) and there was increased fluvial activity in the Riverine Plains
and the Flinders Range (Page et al., 2009; Kemp and Rhodes, 2010;
Haberlah et al., 2010) while speleothem records from South Australia
indicate increased precipitation (Ayliffe et al., 1998). There is also
geomorphic evidence for periodically wet conditions in northern
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Fig. 6. The change in moisture index generated by the model. The blue line is the 1:1 line.
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Australia (Nott and Price, 1999; Reeves et al., 2007; Croke et al., 2010;
Reeves et al., 2013). The discrepancy between the different lines of
evidence has been interpreted as reflecting increased seasonality in
precipitation (Kemp and Rhodes, 2010; Fitzsimmons et al., 2013)
or an increase in runoff resulting from less water uptake by plants
(Dosseto et al., 2010; Bowler et al., 2012). Our results suggest that
the interpretation that the shift towards open vegetation is a direct
reflection of increased aridity is simplistic.
As shown in Fig. 6, the effect of the moisture index correction is
a general uplift of the reconstructed MI values, amounting to a near-
doubling at the lowest values of mrec and an increase by as much as
1.5 units at the highest values of mrec. Adopting the corrected values
of MI also has an important effect on the implied leaf-internal CO2.
Without correction, estimated ci values are notably low both in abso-
lute terms (at around 40 to 80 lmol mol−1, ci values are dangerously
close to the compensation point in the upper range of reconstructed
temperatures); and in relation to the LGM value of ca (implying w ≈
0.2 to 0.4, which is substantially lower than normally encountered
even under today’s higher ca). Correction of the MI elevates the val-
ues of ci to a more realistic range of 100 to 160 lmol mol−1 and
w ≈ 0.5 to 0.9, similar to values seen in contemporary data (Wang
et al., 2016) (Fig. 7).
4. Discussion and conclusion
The analysis of global-scale patterns in ecophysiological quanti-
ties such as w is a fast-developing field (see e.g. Wang et al., 2016).
It seems likely that the method could be streamlined in various
ways. It could also be extended to cover C4 photosynthesis, and to
include palaeorecords of d13C in the analysis, for example. Nonethe-
less, the results provided here amount to a useful proof of concept.
They show that a set of general equations can be used to make
corrections of climatic moisture availability that take account of a
major artefact in many current approaches to the reconstruction of
past climates from data derived from plants. They also show that in
order to consider ecophysiological effects it is not necessary to resort
to numerical inversion of complex models with multiple PFTs. The
analytical approach adopted here is considerably more transparent,
as well as more general.
Nevertheless, the application of this approach to other regions
of the world will require consideration of factors that are relatively
unimportant and could therefore be neglected in the Australian case
study presented here. Elevation, for example, has a direct impact
on carbon assimilation because it affects the both the partial pres-
sure of O2 (and thus the affinity of Rubisco for CO2) and the vapour
pressure deficit (and hence the cost of water uptake). The relation-
ship between elevation and w is well-constrained by theory and
empirical evidence (Wang et al., 2016) and this relationship could
therefore be applied to sites at different elevation. It could also
adjust for the very slight effect of the difference in elevation of indi-
vidual sites between LGM and present day (ca 120 m) caused by
the lowering of sea level (Kageyama et al., 2016). In the Australian
case study, it was possible to simplify the model inversion by only
considering mean annual changes in climate. This simplification
was based on the strong correlation between seasonal tempera-
tures today (Herbert and Harrison, 2016) and the assumption that
changes in temperature seasonality between the LGM and present
Fig. 7. The blue line is the compensation point as in Fig. 4. The dots represent the calculated plant internal CO2 from a specific site, before and after the application of the correction
term Dm.
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Fig. 8. The strong empirical relationship between the sunshine fraction (Sf) and moisture index (m). The blue dots show the average sunshine fraction for a particular moisture
index that has been rounded to 1 decimal place. These are data points from Australia in the interval of 1970–1999 (M. Hutchinson, pers.comm.). The blue line shows Eq. (2.5), the
curve found through applying non-linear regression to the data points.
would be small because of the strong maritime influence on Aus-
tralian palaeoclimates. While the assumption of minimal changes in
temperature seasonality is borne out by palaeoclimate simulations,
this is not the case in the northern extratropics where the seasonal
temperature range was 5–10 ◦C greater than today (see e.g. Izumi et
al., 2013, Figure 1). Changes of this magnitude could influence the
seasonal cycle of moisture changes and thus would require a season-
ally resolved treatment of carbon assimilation and water loss. Thus,
while the methodology described here could be applied to other
regions of the globe, it would require a series of other corrections to
be made.
The specific application is encouraging, as it suggests a possi-
ble resolution of a long-standing puzzle regarding the LGM climate
of southeastern Australia: namely, the apparent wetness of part
of southeastern Australia at the LGM, based on physical (geomor-
phic) evidence for enhanced river runoff and high lake levels at a
time when pollen-based reconstructions indicate aridity. Although
a number of papers have dealt with the issue of [CO2] effects at a
global scale, and a number for Africa, to our knowledge these effects
have not been considered before as a factor in the interpretation of
regional Australian palaeoclimate records.
Supplementary data to this article can be found online at http://
dx.doi.org/10.1016/j.gloplacha.2016.12.012.
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Appendix A. Model inversion
The model can be solved formt numerically by solving Eq. (2.16);
however, this set of governing equations can be simplified by solving
for DE independent ofmt.
We first take
s =
g0cae(Tm,mrec, cam )
1.6
(A.1)
and
t =
1
C
(
K
g
) 1
2
(A.2)
and so we can write Eq. (2.16) as
DE •
(
tDE−
1
4 + 1
)
= tDE
3
4 + DE = s. (A.3)
We binomially expand to a quartic in DE in the form of
DE4 + (−4s − t4)DE3 + 6s2DE2 + (−4s3)DE+ s4 = 0. (A.4)
The root of Eq. (A.4) can be found using a quartic formula or solver.
We can then use Eq. (2.6) with the DE as the solution of Eq. (A.4)
to write
DE(s, t) =
(
ue−0.74m + v
)(
(1+myt )
1
y − mt
)
(A.5)
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where
u = 0.6611(0.83R00.5 − (107 − Trec)0.8)t
and
v = (0.83R00.25 − (107 − Trec)0.2+ 0.2175(0.83R00.5 − (107 − Trec)0.8)) t.
with
t =
1
k
(
1+
c(c+ Trec)2
abc
exp
[
− bTrec
c+ Trec
])−1
.
Eq. (A.5) is then posed as a minimisation problem
F(mt) =
(
ue−0.74m + v
)(
(1+myt )
1
y − mt
)
− DE(s, t) (A.6)
where we use the fortran MINPACK solver to find themt which min-
imises F. Since DE(s, t), u, v and t do not depend on mt they can be
pre-calculated and so the solver need only solve Eq. (A.5). Making
this simplification is computationally cheaper and gives the same
results compared to solving Eq. (2.19).
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Abstract
We describe a method for reconstructing spatially explicit maps of seasonal palaeocli-
mate variables from site-based reconstructions. Using a 3D-Variational technique, the
method finds the best statistically unbiased, and spatially continuous, estimate of the
palaeoclimate anomalies through combining the site-based reconstructions and a prior
estimate of the palaeoclimate state. By assuming a set of correlations in the error of the
prior, the resulting climate is smoothed both from month to month and from grid cell
to grid cell. The amount of smoothing can be controlled through the choice of two length-
scale values. The method is applied to a set of reconstructions of the climate of the Last
Glacial Maximum (ca. 21,000 years ago, yr BP) for southern Europe derived from pollen
data with a prior derived from results from the third phase of the Palaeoclimate Inter-
comparison Project (PMIP3). We demonstrate how to choose suitable values for the smooth-
ing length scales from the datasets used in the reconstruction.
1 Introduction
Past climates provide useful examples of how the climate system has responded to
changes in external forcing, such as orbitally-induced changes in incoming solar radia-
tion, and internal Earth system feedbacks, such as changes in atmospheric CO2 concen-
tration ([CO2]) or ice sheet extent (Harrison & Bartlein, 2012). Reconstructions of past
climate states are now routinely used to evaluate the performance of the climate mod-
els that are used to project the trajectory of future climate changes (Harrison et al., 2014,
2015; Kageyama et al., 2018; Schmidt et al., 2014). The Last Glacial Maximum (LGM,
ca. 21,000 years ago) has been a major focus for these evaluations because the change
in climate forcing was as large (albeit different in type) as ”high-end” changes projected
for the end of the 21st century (Braconnot et al., 2012; Kageyama et al., 2018). These
evaluations obviously depend on the availability of quantitative reconstructions of key
climate variables and this has led to the creation of benchmark data sets documenting
climate conditions over land (e.g. Bartlein et al., 2011) and ocean (e.g. MARGO Project
Members et al., 2009).
Past climate conditions can be inferred from environmental records which respond
to climate, including sedimentological, geomorphological, chemical, isotopic and biolog-
ical records (Bradley, 1999; Gornitz, 2008). Quantitative reconstructions of climate vari-
ables can be obtained from these records either using statistical techniques based on mod-
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ern day climate-response relationships (e.g. Ter Braak & Juggins, 1993; see also discus-
sion in Bartlein et al., 2011) or by inversion of a model that simulates the response of
a particular type of environmental record to climate (e.g. Garreta et al., 2010; Steiger,
Steig, Dee, Roe, & Hakim, 2017). Pollen preserved in anoxic lake and bog sediments through
time is the most widespread source of data for the reconstruction of terrestrial climates
(Bartlein et al., 2011; Marsicek, Shuman, Bartlein, Shafer, & Brewer, 2018), because pollen
abundance reflects the distribution of different plant taxa that have highly specific cli-
matic requirements (Harrison et al., 2010; Woodward, 1987) and the pollen-preserving
sediments can be accurately dated using radiometric techniques. One important char-
acteristic of all of the environmental records that are used for climate reconstruction, in-
cluding pollen, is that both the primary data and the climate reconstructions are gen-
erated for individual sites. Geological and climatic factors mean that the distribution
of potential sites is spatially non-uniform: speleothem records, for example, are confined
to karst areas; pollen preservation requires anoxic conditions and thus pollen records are
not common in arid regions. Furthermore, issues of accessibility and scientific interests
means that the actual sampling of potential sites is non-uniform, so there are often large
geographic gaps in the data coverage (Harrison, Bartlein, & Prentice, 2016). While pollen
records, for example, are well-sampled across Europe and North America, there are far
fewer records from central Eurasia or the tropics. Furthermore, geological preservation
issues mean that the number of sites available tends to decrease through time: there is
an order of magnitude more pollen data available for the middle Holocene (ca 6000 yr
BP) than for the LGM, for example Harrison et al. (2016). Ideally, a benchmark data
set for model evaluation would provide continuous climate fields. However, while grid-
ding the data sets at a scale comparable to that of the climate models (see e.g. Bartlein
et al., 2011) can improve the situation, this still does not solve the problem of signifi-
cant gaps in site-based data coverage.
Alternative approaches to generating spatially continuous palaeoclimate reconstruc-
tions have been developed that involve combining observations with model simulations
of palaeoclimates. Goosse, Renssen, Timmermann, Bradley, and Mann (2006), for ex-
ample, used observations to select the most realistic member from an ensemble of climate-
model simulations. They ran a relatively large ensemble of simulations using a range of
different climate forcings and/or model parametrisations to encompass uncertainties, and
then selected the members of the ensemble that best matched the observations at each
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time step before running these simulations for longer to gain an new estimate of the cli-
mate. In this approach, the most realistic climate is taken to be the simulated climate(s)
that best matched observations after multiple simulations. Although this approach pro-
vides continuous and self-consistent fields of climate variables, the reconstructions can-
not deviate fundamentally from the model predictions and thus could still be influenced
by systematic errors inherent in the model construction. Annan and Hargreaves (2013)
also used an ensemble of model simulations, but in this case they used multiple mod-
els. The ultimate climate reconstruction was assumed to be a weighted average of those
climate models, where the weighting was determined by the goodness-of-fit to the ob-
servations. They applied a global weighting to each model rather than allowing the goodness-
of-fit to vary regionally. As a result, there are regions where the reconstructed palaeo-
climate is far from the observations, producing a palaeoclimate reanalysis that is highly
influenced by systematic errors in the models.
Variational data assimilation techniques provide a way of combining observations
and model outputs to produce climate reconstructions that are not explicitly constrained
to a given source (Lahoz & Schneider, 2014; Nichols, 2010). Variational techniques are
widely used by the weather forecasting community (e.g. Daley, 1994) and have also been
used to reconstruct palaeoclimate. Gebhardt, Ku¨hl, Hense, and Litt (2008), for exam-
ple, used this approach to reconstruct European climates during the Last Interglacial.
Simonis, Hense, and Litt (2012) applied the same basic approach to reconstruct January
and July temperatures across European climate during the late Glacial (13,000 yr B.P.)
and early Holocene (8,000 yr B.P.). The method involves applying a spatial constraint,
based on a two-dimensional advection-diffusion equation of atmospheric dynamics, to
upscale climate variables derived from statistical transfer functions relating the abun-
dance of plant taxa with January and July temperature. In both examples, modern-day
wind fields were used as the prior to determine the spatial scale and assumed to be the
same in the past.
Tardif et al. (2018) also use variational techniques to create palaeoclimate recon-
structions for the Last Millennium, using an ensemble of transient palaeoclimate sim-
ulations. They first determine the relationship between palaeoclimate reconstructions
and the model-derived prior using linear regression, and then determine the best linear
unbiased estimate (BLUE) using the Kalman formulation, to create the analytical re-
constructions. Thus, temporal relationships are not based on an explicit analytical func-
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tion designed to preserve structures (auto-correlations and/or discontinuities) in the prior
and/or observations. Spatial correlation is generated from the prior ensemble with a co-
variance localisation applied to prevent spurious correlations. This, and the necessity to
define scaling parameters, involves a number of arbitrary choices which influence the fi-
nal reconstructions and make it difficult for these reconstructions to deviate substantially
from the prior.
The 3D-Variational method finds the maximum a posteriori Bayesian estimate of
the palaeoclimate given the site-based reconstructions and a prior estimate. While this
could lead to the generation of reconstructions with sharp changes in time and/or space,
it is possible to incorporate additional assumptions about the error of the prior estimate
(the difference between the true climate and the prior) to prevent this by ensuring con-
tinuity of the solution. The degree of continuity in the change of the reconstructed cli-
mate field can be controlled by adjusting two length scales: a spatial length scale that
determines how smooth the spatial correlation in the prior is between different geograph-
ical areas and a temporal length scale that determines how smooth it is through the sea-
sonal cycle.
Here we apply this method to reconstruct six palaeoclimate variables across south-
ern Europe at the LGM. The six climate variables are those provided in the Bartlein et
al. (2011) dataset, namely mean annual temperature (MAT, ◦C), mean temperature of
the coldest month (MTCO, ◦C), mean temperature of the warmest month (MTWA, ◦C),
growing degree days above a baseline of above 5◦C (GDD5, d◦C), mean annual precip-
itation (MAP, mm) and an index of plant-available moisture (the ratio of actual to equi-
librium evapotranspiration or α in Bartlein et al. (2011) re-expressed as a moisture in-
dex (MI, unitless) defined as the ratio of MAP to equilibrium evapotranspiration in our
analyses. The conversion was made using the Zhang et al. (2004) formulation of the Budyko
relationship). We use pollen-based reconstructions of climatic variables for the region
of southern Europe (defined here as south of 50◦N and extending eastward to 50◦E) from
Bartlein et al. (2011) as our observations. Although the sites from Europe were used to
produce a gridded map in Bartlein et al. (2011), here we used the underlying individ-
ual site reconstructions. Some of the reconstructions used in Bartlein et al. (2011) were
derived by model inversion, and these were excluded from our data set. Bartlein et al.
(2011) gives mean values as anomalies from the modern climate, as well as standard er-
rors. We use eight LGM climate simulations (CCSM4, CNRM-CM5, MPI-ESM-P, MRI-
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CGCM3, FGOALS-g2, COSMOS-ASO, IPSL-CM5A-LR, MIROC-ESM) from the 3rd
phase of the Palaeoclimate Modelling Intercomparison Project (PMIP3: Braconnot et
al., 2012) to create a prior. These simulations were forced by changes in incoming so-
lar radiation, changes in land-sea geography and the size and extent of ice sheets, and
a reduction in atmospheric [CO2] (see Braconnot et al., 2012 for details of the modelling
protocol).
Our approach introduces features novel to the field of palaeoclimate data assim-
ilation, explicitly designed to maximise the usefulness of the reconstructions for climate
model evaluation. Specifically, by solving the full variational problem we take into ac-
count nonlinearities in the system. Furthermore we minimise the dependency of the fi-
nal analytical reconstructions on the prior generated from the climate models by using
a prescribed correlation function for the error of the prior and by using a resolution ma-
trix (Delahaies, Roulstone, & Nichols, 2017; Menke, 2012) to determine the temporal cor-
relation length scale. The resolution matrix provides a particularly useful way to over-
come problems caused by the sparsity of site-based palaeoclimate reconstructions at the
LGM. In addition to investigating methods to determine appropriate spatial and tem-
poral length scales, we provide a way of calculating the error in the final reconstructions.
2 Data Assimilation with Spatial and Temporal Correlations in the
Prior
In this section we describe the underlying method used in this paper. Section 2.1
describes the inverse problem solved by the method and the types of data used. Section
2.2 shows how the different climate variables can be related to one another by specify-
ing correlations from our prior estimate of the system. Finally section 2.3 describes how
the problem is preconditioned in order to reduce the computation cost.
2.1 The Inverse Problem
Our problem is to determine the palaeoclimate that existed from a particular set
of site-based reconstructions. We label the reconstructions as the column vector yi ∈
R6 for site i. For each reconstruction, yi, there are a total of 6 variables that may have
been reconstructed, namely; α, MAP, MAT, MTCO, MTWA and GDD5. All these re-
constructions together make the observations labelled y ∈ R6N such that
y =
(
yT1 |yT2 | · · · |yTN
)T
(1)
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where N is the number of reconstructions. The reconstruction technique gives the vari-
ances for each reconstruction that we label as the column vector vy ∈ R6N in the same
order as y. Not all variables are reconstructed at every site, for these variables the vari-
ance tends to infinity; this is achieved by setting their inverse to 0.
From these reconstructions we want to produce a gridded climate, the state vec-
tor, x ∈ R13M where there are M grid cells. The j’th grid cell of the state is labelled
xj ∈ R13 where
x =
(
xT1 |xT2 | · · · |xTM
)T
. (2)
For each grid cell the method determines a set of 13 variables: the mean annual precip-
itation (P ) and the 12 average temperatures for each month, T where
T = (T1 T2 . . . T12)
T
where Tm is the temperature at month m.
For a general function h that maps a gridded climate x to the site-based observa-
tions we state the problem as trying to find an x such that
h(x) = y. (3)
Solving equation (3) for x is ill-posed as there are several x that are possible solutions.
A prior estimate of the state called the background or prior (xb) allows us to find the
best x that solves equation (3) and remains close to the prior. The standard deviations
of the prior are labelled as the vector vb ∈ R13M in the same order as xb.
It can be shown (Nichols, 2010) that the optimal solution of equation (3) with a
prior estimate of the state is defined as the analysis, xa, where
xa = min
x
J(x). (4)
with the cost function J as
J(x) =
1
2
(x− xb)TB−1(x− xb) + 1
2
(y − h(x))TR−1(y − h(x)). (5)
Here B is the covariance of the uncertainties in the prior (conventionally denoted B, for
background) and R is the covariance of the uncertainties in the site-based reconstruc-
tions. Equations (4) and (5) ensure that the solution is the optimal distance from the
observations subject to ensuring that the solution is not too far from the prior estimate,
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weighted by the error statistics in each. We assume that there are no correlations in the
errors of the observations so we set
R = diag(vy).
The prior error covariance matrix can be represented as the product of the standard de-
viations of the prior and the correlations between the errors in the variables in the prior.
Hence we write
B = ΣCΣ (6)
where
Σ = diag(v
1
2
b ), (7)
is the diagonal matrix formed of the standard deviations of the prior error and C is the
prior error correlation matrix.
2.2 Prior Error Correlation
The difference between the true x and the prior, the error in the prior, is expected
to be smooth between adjacent grid cells and also from month to month since it would
be unlikely that the observations would contain sharp jumps in climate that aren’t present
in the prior. It would be unusual, for example, to have very high temperature in March
if the temperatures in February and April are very low, if this behaviour isn’t seen in
the prior. To achieve this we impose a structure on the prior error correlation matrix,
C, that weighs the cost function so that its minimum is smooth. This allows the prior
error to be smooth, but still allows non-smooth areas if there is significant evidence to
support it in the prior and/or the observations.
We assume there are two independent sets of correlations in the prior. The first
correlation is spatially between the different grid cells. We also assume that the spatial
correlation between the grid cells is homogeneous and valid on a sphere, so that for an
angle θij on a great circle of the Earth between each cell i and j the correlation is given
by,
cL(θij) =
(
a
L
sin
(
θij
2
))
K1
(
a
L
sin
(
θij
2
))
(8)
where cL is a case of a Mate´rn function (Handcock & Wallis, 1994; Mate´rn, 1986) with
order 1 and K is the modified Bessel function of the second kind, evaluated using the boost
C++ library (Maddock, Bristow, Holin, & Zhang, 2018). Here the correlation length scale
–8–
Submitted to Journal of Advances in Modeling Earth Systems (JAMES)
is L = Ls and a = 6371km is the radius of the Earth. The correlation matrix between
all grid cells, CLs , is given as
(CLs)ij = cLs(θij).
The choice of Ls is dependent on the datasets used in y and xb and so is specific to each
problem. In section 3.2 a method of finding Ls is shown for a particular experiment.
The second assumed correlation is between the error in the average temperatures
of the prior. We assume that there is a correlation between the average temperatures
of a month and the surrounding months given by equation (8). Here θij = mod12(|i− j|)
between months i and j. The correlation length scale is L = Lt and a = 6/pi. The
appropriate value of Lt again depends on the datasets given and is shown for a partic-
ular experiment in section 3.2. For each grid cell the correlation between the different
climate variables is given by CLt where
CLt =

1 0 . . . 0
0
... {cLt(θij}ij
0

. (9)
Note how {cLt(θij)}ij is offset by the first row and column due to the presence of the
precipitation term which is uncorrelated to the temperature terms.
These two sets of correlations imply that all the variables in the error of the prior
are correlated. For instance the grid cells i and j are correlated by (CLs)ij and the tem-
peratures in month l and k are correlated by (CLt)lk. This means that the temperatures
in month l in grid cell i and month k in grid cell j are correlated by the product (CLs)ij (CLt)lk.
Repeating this for every variable gives an overall correlation for the prior (C from equa-
tion (6)) as
C = CLs ⊗CLt (10)
where ⊗ is the Kronecker product of matrices.
The incorporation of correlations structures is due to the fact that the state space
covers space and time. We introduce the CLs and CLt correlations to make the prior
error smooth in space and time respectively. The presence of the scales Ls and Lt al-
lows the adjustment of the smoothing in both dimensions and should depend, at least
in part, on the spatial and temporal distribution of the prior and site-based reconstruc-
tions. In section 3.2 we discuss methods for choosing these scales.
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2.3 Preconditioning and the Condition Number
The minimum of the cost function is sensitive to change in the input data of the
problem and to computational errors. This sensitivity reflects the difficulty in solving
the problem and is measured by the condition number of the Hessian of the cost func-
tion (Golub & Loan, 1996). We define the condition number κ of a symmetric positive
definite matrix M to be
κ(M) =
λmax(M)
λmin(M)
(11)
where λmax(M) and λmin(M) are the maximum and minimum eigenvalues of M. Here,
M is the Hessian of the cost function, given by its (first order) second derivative S =
HBHT+R. This condition number indicates the computational work needed to min-
imise the cost function. Equation (11) shows how the condition number of S represents
the disparity in scales of the problem. As the eigenvalues represent the sizes of the scales
of S, their ratio represents the largest scale that will be encountered when inverting S.
Since large scale differences create more numerical inaccuracy, a large condition num-
ber will increase the computational cost and lead to an inaccurate solution.
Haben, Lawless, and Nichols (2011) shows that the bounds on the condition num-
ber can be reduced by minimising the cost function around w instead of x where
B
1
2 w = x− xb (12)
where B
1
2 is the symmetric square root of the matrix B such that
B = B
1
2 B
1
2 .
The use of this linear transformation can be thought of as a z-score to work with uncor-
related states.
Equation (12) transforms the inverse problem from equation (4) into finding
wa = minwJ(w). (13)
where J(w) is
J(w) =
1
2
wTw +
1
2
(y − h(xb + B 12 w))TR−1(y − h(xb + B 12 w)). (14)
We use the limited memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) method to
find the state, wa, which has the minimum J , L-BFGS is a quasi-Newton method that
–10–
Submitted to Journal of Advances in Modeling Earth Systems (JAMES)
maintains a limited memory version of an approximated Hessian as described in Liu and
Nocedal (1989). At each evaluation step we calculate the gradient of J as
∇J(w) = w −B 12 HTxR−1
(
y − hu(xb + B 12 w)
)
(15)
where Hx is the Jacobian of h evaluated at x. Once wa is found we use equation (12)
to find xa, the solution.
The error covariance of the analysis, xa, is denoted by A and is given (to first or-
der) following Nichols (2010) as
A = (I−KHxb) B. (16)
where the gain matrix K is
K = BHTxb
(
HxbBH
T
xb
+ R
)−1
. (17)
3 Experimental Design
We use our method to reconstruct the palaeoclimate of southern Europe during the
Last Glacial Maximum (LGM). The LGM had insolation forcing relatively similar to the
present day but northern hemisphere ice sheets were more extensive, sea-level was lower
and the area of the continents therefore larger, and the atmospheric [CO2] was less than
half of the concentration today. In this section we describe the choices of h, y and xb
used to make this reconstruction and our choices for Lt and Ls, the correlation length
scales.
3.1 Experiment Setup
We use pollen-based reconstructions of climatic variables from Bartlein et al. (2011)
as our observations. Bartlein et al. (2011) gives means as anomalies from the modern
climate as well as standard errors. We add the anomalies to the CRU CL v2.0 dataset
(New, Lister, Hulme, & Makin, 2002) to derive absolute climate reconstructions. We non-
dimensionalise the climate variables in order to avoid computational issues because they
are on different scales in the calculation of the cost function. After solving for the non-
dimensionalised case, we re-dimensionalise each of the variables to be on the original scale
of the observations and the prior. Details of the dimensionalisation and non-dimensionalisation
of variables can be found in Appendix A. We use the non-dimensionalised variables as
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our y and their non-dimensional standard errors, formed from the product of the stan-
dard errors and the derivative of Dy (equation A.1), as v
1
2
y .
We use the LGM outputs from PMIP3 as our prior. We use the variables of monthly
precipitation (that are summed to annual precipitation), monthly temperature and monthly
total cloud fraction. For each of the selected PMIP models that ran an LGM experiment
we interpolate the output to a 2◦×2◦ grid producing a set of maps all at the same res-
olution. In order to minimise the impact of potential individual systematic model biases
the simulated climate at the LGM, experiments are generally expressed relative to that
specific model’s pre-industrial control (PI) experiment. We therefore interpolate each
of the PI experiments to the same grid and take the difference between the LGM and
PI experiments of each model as the anomaly to the modern day for each model. We then
sum each model’s anomalous values with values from the modern day (from CRU CL
v2.0, as above, bilinearly interpolated to the 2◦×2◦ grid) in order to produce absolute
values for each model. For each variable in the set we take the mean and variance across
the set of all models to produce a gridded map. As for the observation space, we non-
dimensionalise the state space to remove any dimensional effects using equation (A.3).
The non-dimensional variables form the prior xb and their non-dimensional variances,
formed from taking the product of the variances and the derivative of equation (A.3),
form vxb .
The observation function, h, links together the variables from both datasets. At
each site, i, we define the observation function as
hˆ(xi) = hˆ
 P¯
T¯
 =

µ(xi)
P¯
mean(T¯)
max(T¯)
min(T¯)
G(T¯)

. (18)
The derivatives, ∂max(T )∂Tm and
∂max(T )
∂Tm
are taken to be 1 if Tm is the maximum or min-
imum of T and 0 elsewhere. The moisture index function µ is
µ(xi) = 1 +m(xi)− (1 +m(xi)ω)
1
ω (19)
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as given by the Budyko curve with ω = 3 as described in Zhang et al. (2004). The mois-
ture index m is calculated as
m(xi) = Pλ
[
12∑
k
lk
R(Tk, Sk)
∂es
∂T
∣∣
Tk
∂es
∂T
∣∣
Tk
+ γ
]−1
(20)
where γ (0.067kPaK−1) is the psychrometer constant at sea level, lj is the length of month
j in days and where
∂es
∂T
=
10.5485
(237.3 + T )
2 exp
(
17.27T
237.3 + T
)
,
is the differentiated Roche-Magnus formula from Allen, Pereira, Raes, and Smith (1998).
The function R(Tk, Sk) is the daily net radiation at the vegetated surface defined in Davis
et al. (2017) for the middle day in month k. The variable Sk is the total cloud fraction
for month j which is taken from the PMIP3 average described above. We define
G(T¯) =
1
Ny
12∑
k

lk
(
T¯k − 5Ts
)
T¯k >
5
Ts
0 else
,
and the mean function to be mean(T¯) = 1Ny
∑12
k lkT¯k and max(T¯) and min(T¯) to be
the maximum and minimum temperature in T¯ respectively. The full observation func-
tion, h, is formed by applying hˆ at each grid cell where there is an observation and defin-
ing
h(x) =
(
hˆ(x1)
T |hˆ(x2)T | · · ·
)
and so h will have the dimension 6N , and hence the Jacobian of h, H, will have dimen-
sion (6N)2.
3.2 Determining Lt and Ls
The two correlation length scales, Lt and Ls, in C (section 2.2) determine the strength
of the correlation in the errors of the prior. By varying the length scales we can vary how
smooth the error of the prior is and hence how smooth the solution is. If the length scale
is too large then the error will be over-smoothed and the solution will miss smaller scale
features such as inter-annual temperature changes or spatially small features such as to-
pography. A length scale too small will mean the solution will be too coarse and con-
tain unrealistic jumps.
In order to determine a suitable value for Lt we consider a single grid cell with a
single simulated observation at 37.50◦N and E33.73◦, which allows us to ignore the ef-
fects of CLs . The example only has observations of MTCO and MTWA (−15◦C and 30◦C
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respectively), allowing us to ignore the non-linear effects of calculating α. Fig. 1 shows
the prior and observations for the sample as well as the estimated states after assimi-
lation for different values of Lt. For all values of Lt the analysis doesn’t match the ob-
served MTCO since the prior temperature for January has low uncertainty. Low values
of Lt create an analysis that swaps between the prior and the observations. Although
the solution always matches either the reconstructions or the prior, the jumps between
them are unrealistic. On the other hand high values of Lt create an analysis that follows
the prior too closely and is unable to create high and low temperatures. The value of
Lt = 1 produces an assimilation that follows the shape of the prior but lies between
the values of the prior and the observations.
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan
Time (Months)
−10
0
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Figure 1. Yearly temperature for the assimilation performed on a single simulated site at
N37.50◦ and E33.73◦ with varying values of Lt. The different coloured dots are the results of the
assimilation for different values of Lt. The black dots in the centre are the prior for the grid cell
that contains this site with error bars of 1 standard deviation. The B-spline interpolation of the
dots is shown as the curved lines. The observations of MTWA and MTCO are represented by the
higher and lower solid black lines respectively with the dotted lines showing 1 standard deviation
around the their mean.
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We can further understand Lt by seeing how information is changed by the method.
If we consider the hypothetical, true solution to the inverse problem, wt, then by equa-
tion (3) we have that
HxbB
1
2 wt ≈ y − h(xb)
since, up to first order,
Hxb(x− xb) ≈ h(x− xb). (21)
Further Nichols (2010) shows how
xa − xb ≈ K (y − h(xb)) ,
where K is the gain matrix defined in equation (17). Hence we can consider the change
from true solution to our computed one (wa) as being given by
wa ≈ Nwt
where
N = B−
1
2 KHxbB
1
2
is the resolution matrix as described in Delahaies et al. (2017); Menke (2012).
Resolution matrices where the diagonal elements are close to 0 describe a situation
where, if perfect information is input, then the solution would only contain part of this
information. In situations where the resolution matrix has large off-diagonal terms, the
solution is degraded by interference between variables. If the opposite is true, the res-
olution matrix is close to the identity matrix. The best method will have a resolution
matrix that resolves as many variables as possible whilst having few variables interfer-
ing with each other.
Fig. 2 shows how the resolution matrix changes with respect to Lt for the same
test grid cell as in Fig. 1. The simulated prior temperatures are closest to the observa-
tions in January and July such that for small values of Lt, the method resolves temper-
atures in these months well. However, for large Lt the method improves the patterns away
from these months whilst degrading reconstructions of January and July. Values of Lt
in between the large and small values show a mixture of both high resolution and low
interference. These results together with the results from Fig. 1 suggest a value of Lt =
1 is suitable for this problem.
The choice of the other scale, Ls, is especially relevant for the relatively sparse dataset
used here. A higher Ls represents errors in the prior being correlated even though they
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Figure 2. The resolution matrices for the assimilation method with a sample single grid cell
and a simulated observation at N37.50◦ and E33.73◦. The colour is the log value of the resolution
matrix N for values of Lt = 0.1, 1 and 2 respectively.
are far away, whereas a low Ls represents errors not being highly correlated even though
they are close together. A large Ls means that information from the reconstructions could
be be propagated over a large distance. While this is useful in maximizing the use of a
geographically sparse data set, it could be unrealistic if this propagation extends too far
beyond the source area for the pollen on which the site reconstructions are based (which
is generally, though not always, of the order of 20− 100km around the site). In order
to obtain a realistic solution whilst maximising the use of the data we choose Ls such
that the assumed average source area of the different sites does not overlap.
Ls corresponds to the area that each observation impacts, so an increase in Ls gives
higher utilisation of observations. Haben et al. (2011) show that the condition number
of the inverse problem is proportional to the distance between the reconstruction sites
which, in this case, is proportional to Ls. However, the condition number corresponds
to the sensitivity of inverting the Hessian to inputs and so is inversely proportional to
the computational accuracy of the problem, up to first order. Hence, it is important to
check that a choice of large Ls doesn’t lead to a condition number for the problem that
is too large to give an accurate result.
Fig. 3 plots κ(S) against Ls and shows how κ(S) begins to increase with higher
Ls. Also Fig. 3 shows several inflection points which could indicate values of Ls that al-
low multiples of observations to interact. For this paper we pick a value of 400km for
Ls as this is large enough to propagate information sufficiently far from the different re-
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Figure 3. The condition number of our example problem as a function of Ls, the spatial
length scaling.
constructions. As seen in Fig. 3, Ls = 400km still has a relatively low condition num-
ber and hence the solution will be relatively accurate.
4 Results
The solution using scaling values of Lt = 1 and La = 400 (Fig. 4) produces cli-
mates at 50 sites and surrounding grid cells that are close to the reconstructions, as ex-
pected, over much of the region. However, this is not the case for the MI values of the
3 sites at the eastern tip of the Black sea (Apiancha, Kobuleti, Sukhumi). These discrepant
cases occur either where there is significant disagreement between different reconstruc-
tions and/or disagreement between the reconstructions and the prior with at least one
of the reconstructions having relatively low variance. This reconstruction is weighted highly
in the cost function and the solution does not meet the other reconstructed variables or
the prior. This creates a situation in which the best possible solution differs from both
the reconstructions and prior.
The difference between the solution and the prior, transformed by equation (18)
at each grid cell and dimensionalised via equation (A.1), shows that the climate is much
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Figure 4. The result, h(xa), is dimensionalised and represented by the colour field with the
dots representing observations made (y). Observations of α have been translated to moisture
index through equation (19).
drier than the prior in the western part of the area, as shown by MI and precipitation
(Fig. 5). MAT has increased in some regions but decreased in others; this suggests that
the inclusion of CLs is working as intended, since although there are varied changes in
MAT, the changes occur in a spatially smooth way. Furthermore there has been an in-
crease in temperature seasonality as MTCO has become colder at all sites and MTWA
has become warmer at most sites. This, together with the changes to MAT and GDD5
suggests that CLt is having the desired effect; as the changes to MTCO and MTWA are
impacting the whole of the seasonal cycle of the climate and giving reasonable and smooth
changes to both MAT and GDD5.
In general (Fig. 6) grid cells near reconstruction sites have less error, because the
solution is using information from both the prior and the reconstructions, while grid cells
further away from reconstruction sites have higher error by defaulting to the error in the
prior. There are some areas near reconstruction sites with high errors in MTCO, par-
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Figure 5. The colour field is the difference between the reconstructed climate field and the
prior, h(xa) − h(xb), dimensionalised. The dots are the differences between the site-based obser-
vations, y, and the reconstructed climate of the grid cell they are in. Observations of α have been
translated to moisture index through equation (19).
ticularly in the northeast. This could reflect the fact that vegetation towards the cold
and dry end of the winter temperature gradient is less sensitive to temperature change
than in the Mediterranean region. However, the high median error for MTCO overall
shows that there need to be large changes in MTCO from the prior to match the obser-
vations.
5 Discussion
Our final temperature reconstructions show good coherence spatially, plausible sea-
sonal relationships, and no systematic discrepancies from pollen-based reconstructions
at individual sites. However, the reconstructions of moisture variables, MAP and MI,
are wetter than indicated by the pollen-based reconstructions. This was expected and
is realistic. The atmospheric CO2 concentration, [CO2], was considerably lower during
–19–
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Figure 6. The standard deviation of the result, given by the dimensionalised square root of
the main diagonal of HxaAH
T
xa (the analysis error covariance in observation space), is repre-
sented by the colour field where the dots represent sites of observations. Observations of α have
been translated to moisture index through equation (19). For areas with very low temperature it
is almost certain that GDD5 is zero and so these areas have been left blank.
the LGM than it is today (180 ppm compared to 280 ppm in the PI simulations, and ca.
400 ppm today). Low [CO2] decreases the water-use efficiency of plants and favours drought-
adapted plants at the expense of trees, even without a change in climate (Jolly & Hax-
eltine, 1997; Prentice & Harrison, 2009). Although there are methods of accounting for
this direct [CO2] effect (Prentice, Cleator, Huang, Harrison, & Roulstone, 2017), statis-
tical techniques based strictly on the application of modern analogues do not account
for this impact. All of the pollen-based reconstructions for southern Europe from the Bartlein
et al. (2011) data set are based on statistical reconstruction techniques. Application of
the theoretically-based correction factor derived by Prentice et al. (2017) to the recon-
structed moisture variables would be a useful next step to improve their realism.
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Sites suitable for obtaining pollen records are not uniformly distributed geograph-
ically, and in any case the actual sampling of potential environments is extremely un-
even in many regions of the world (Figure 4; Bartlein et al., 2011; Harrison et al., 2016).
We have shown that the condition number can be used to identify an appropriate scale
for interpolating the site-based data spatially, and that a scale of 400-500km appears to
be appropriate for southern Europe at the LGM given the data currently available. This
spatial scale is not uniformly appropriate, however. The standard deviation of the re-
constructions (Fig. 6) provides a measure of how reliable the interpolation is. More im-
portantly, the standard deviation of the reconstruction could be used to determine when
the interpolated values provide a realistic measure of the actual climate and when they
do not. Establishing an acceptable threshold value for reliability would be a useful step
in the creation of the kind of palaeoclimate reanalysis we are proposing here.
Whilst the values of both scales, Ls and Lt, have been shown to be appropriate for
the example shown in this paper, they are somewhat subjective. The spatial scale, Ls,
is chosen to give high utilisation of sparse observation data and is shown, by the con-
dition number in Fig. 3, not to lead to a numerically inaccurate solution. A value for
Lt is determined by plotting the resolution matrix for multiple Lt, as shown in Fig. 2;
however, this only provides a range of possible values. A more objective method for se-
lecting Lt could be developed by selecting the Lt which gives the resolution matrix clos-
est to the identity.
6 Conclusions
In this paper we have demonstrated a novel method for reconstructing spatially ex-
plicit palaeoclimate reconstructions from site-based data. The method allows the effects
of each site in the dataset to be tuned by imposing a structure on the error of the prior
that creates reconstructions that are spatially smooth and hence more realistic. By as-
suming that the error in the prior with respect to temperature has a given correlation
month by month, it also allows the generation of a solution that is temporally smooth.
We show that a length scale Lt of 1 provides a smooth solution for the seasonal cycle,
both using single sites and over multiple grid cells. Our analyses suggest that a spatial
length scale (Ls) of 400km is reasonable for southern Europe at the LGM; although this
is larger than the assumed source area of most of the reconstruction sites, it reflects the
large-scale coherence of the regional climate change between LGM and present. Addi-
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tional work could help to determine a more objective way to determine these length scales,
but nevertheless the final climate maps appear plausible and suggest that the applica-
tion of this new method should yield more robust data sets for climate-model evalua-
tion.
A Non-dimensionalisation
Most of the variables from the site-based reconstructions and PMIP3 have a dimen-
sion. This can cause a problem when computing the cost function as different variables
can be at different scales and it is difficult to compare different scales together compu-
tationally. To avoid this problem we non-dimensionalise all the variables involved be-
fore computing the cost function and then re-dimensionalise the variables when the anal-
ysis has been found.
We non-dimensionalise the observation space using
Dy(yi) =

α
DP (P )
MAT
Ts
MTWA
Ts
MTCO
Ts
GDD5
NyTs

(A.1)
where Ny is the number of days in a year, Ts is a temperature scaling value (5
◦C). The
function DP is defined as
DP (P ) =

ln
(
Pλ
Isc
)
+ 1 P < Iscλ
Pλ
Isc
else
(A.2)
where Isc is the solar constant (1360.8Wm
−2) and λ is the latent heat of vaporisation
of water (2.45MJkg−1). DP ensures that the method never creates a situation where
P < 0. Similar to the observation space, we also non-dimensionalise the state space us-
ing
Dx(xj) =
 DP (P )
1
Ts
T
 . (A.3)
Acknowledgments
SFC was supported by a UK Natural Environment Research Programme (NERC) schol-
arship as part of the SCENARIO Doctoral Training Partnership at the University of Read-
–22–
Submitted to Journal of Advances in Modeling Earth Systems (JAMES)
ing. SPH acknowledges support from the ERC-funded project GC 2.0 (Global Change
2.0: Unlocking the past for a clearer future, grant number 694481). ICP acknowledges
support from the ERC under the European Union’s Horizon 2020 research and innova-
tion programme (grant agreement No: 787203 REALM). This research is a contribution
to the AXA Chair Programme in Biosphere and Climate Impacts and the Imperial Col-
lege initiative on Grand Challenges in Ecosystems and the Environment (ICP). NKN is
supported in part by the NERC National Center for Earth Observation (NCEO). We
thank PMIP colleagues who contributed to the production of the palaeoclimate recon-
structions. We also acknowledge the World Climate Research Programme’s Working Group
on Coupled Modelling, which is responsible for CMIP, and the climate modeling groups
in the Paleoclimate Modelling Intercomparison Project (PMIP) for producing and mak-
ing available their model output. For CMIP, the U.S. Department of Energy’s Program
for Climate Model Diagnosis and Intercomparison provides coordinating support and led
development of software infrastructure in partnership with the Global Organization for
Earth System Science Portals. The analyses and figures are based on data archived at
CMIP on 12/09/18. We thank the Next-Generation Vegetation Modelling group for pro-
viding model code for the calculation of bioclimatic variables and for discussion of the
results.
Code and data availability
The reconstructions of southern Europe in this paper, as well as the code used to
perform the data assimilation, are currently being archived at the University of Read-
ing Research Data Archive (https://researchdata.reading.ac.uk/). The CRU CL v2.0 dataset
was downloaded from the University of East Anglia Climatic Research Unit and was pub-
lished as New et al. (2002). The PMIP3 LGM simulations (Braconnot et al., 2012) are
available at CMIP5 archives and, for this paper, were downloaded from the Earth Sys-
tem Grid Federation at the Pierre Simon Laplace Institute (https://esgf-node.ipsl.upmc.fr/projects/esgf-
ipsl/). The pollen reconstructions used are available from Bartlein et al. (2011).
References
Allen, R. G., Pereira, L. S., Raes, D., & Smith, M. (1998). Crop evapotranspira-
tion - Guidelines for computing crop water requirements - FAO Irrigation and
drainage paper 56, FAO, Rome. , 300 , D05109.
–23–
Submitted to Journal of Advances in Modeling Earth Systems (JAMES)
Annan, J. D., & Hargreaves, J. C. (2013). A new global reconstruction of temper-
ature changes at the Last Glacial Maximum. Climate of the Past , 9 (1), 367–
376. Retrieved from https://www.clim-past.net/9/367/2013/ doi: 10
.5194/cp-9-367-2013
Bartlein, P. J., Harrison, S. P., Brewer, S., Connor, S., Davis, B. A. S., Gajewski,
K., . . . Wu, H. (2011). Pollen-based continental climate reconstructions at 6
and 21 ka: a global synthesis. Climate Dynamics, 37 , 775–802.
Braconnot, P., Harrison, S. P., Kageyama, M., Bartlein, P. J., Masson-Delmotte,
V., Abe-Ouchi, A., . . . Zhao, Y. (2012). Evaluation of climate mod-
els using palaeoclimatic data. Nature Climate Change, 2 , 417–424. doi:
10.1038/NCLIMATE1456
Bradley, R. S. (1999). Paleoclimatology: reconstructing climates of the Quaternary
(Vol. 68). Elsevier.
Daley, R. (1994). Atmospheric data analysis. Cambridge University Press.
Davis, T. W., Prentice, I. C., Stocker, B. D., Thomas, R. T., Whitley, R. J., Wang,
H., . . . Cramer, W. (2017). Simple process-led algorithms for simulating
habitats (SPLASH v.1.0): robust indices of radiation, evapotranspiration and
plant-available moisture. Geoscientific Model Development , 10 (2), 689–708.
Retrieved from https://www.geosci-model-dev.net/10/689/2017/ doi:
10.5194/gmd-10-689-2017
Delahaies, S., Roulstone, I., & Nichols, N. (2017). Constraining DALECv2 us-
ing multiple data streams and ecological constraints: analysis and appli-
cation. Geoscientific Model Development (Online), 10 (7). doi: 10.5194/
gmd-10-2635-2017
Garreta, V., Miller, P. A., Guiot, J., He´ly, C., Brewer, S., Sykes, M. T., & Litt, T.
(2010, Aug). A method for climate and vegetation reconstruction through the
inversion of a dynamic vegetation model. Climate Dynamics, 35 (2), 371–389.
doi: 10.1007/s00382-009-0629-1
Gebhardt, C., Ku¨hl, N., Hense, A., & Litt, T. (2008, Mar). Reconstruction of Qua-
ternary temperature fields by dynamically consistent smoothing. Climate Dy-
namics, 30 (4), 421–437. doi: 10.1007/s00382-007-0299-9
Golub, G. H., & Loan, C. F. V. (1996). Matrix computations (3rd ed.). Baltimore &
London: Johns Hopkins University Press.
–24–
Submitted to Journal of Advances in Modeling Earth Systems (JAMES)
Goosse, H., Renssen, H., Timmermann, A., Bradley, R. S., & Mann, M. E. (2006).
Using palaeoclimate proxy-data to select optimal realisations in an ensemble of
simulations of the climate of the past millennium. Climate Dynamics, 27 (2),
165–184. doi: 10.1007/s00382-006-0128-6
Gornitz, V. (2008). Encyclopedia of paleoclimatology and ancient environments.
Springer Science & Business Media.
Haben, S. A., Lawless, A. S., & Nichols, N. K. (2011). Conditioning of incremental
variational data assimilation, with application to the Met Office system. Tel-
lus A: Dynamic Meteorology and Oceanography , 63 (4), 782–792. doi: 10.1111/
j.1600-0870.2011.00527.x
Handcock, M. S., & Wallis, J. R. (1994). An approach to statistical spatial-temporal
modeling of meteorological fields. Journal of the American Statistical Associa-
tion, 89 (426), 368-378. doi: 10.1080/01621459.1994.10476754
Harrison, S. P., & Bartlein, P. J. (2012). Records from the past, lessons for the
future: what the palaeo-record implies about mechanisms of global change. In
A. Henderson-Sellers & K. McGuffie (Eds.), The future of the world’s climate
(pp. 403–436). Elsevier. doi: 10.1016/B978-0-12-386917-3.00014-2
Harrison, S. P., Bartlein, P. J., Brewer, S., Prentice, I. C., Boyd, M., Hessler, I., . . .
Willis, K. (2014). Climate model benchmarking with glacial and mid-Holocene
climates. Climate Dynamics, 43 , 671–688. doi: 10.1007/s00382-013-1922-6
Harrison, S. P., Bartlein, P. J., Izumi, K., Li, G., Annan, J., Hargreaves, J., . . .
Kageyama, M. (2015). Evaluation of CMIP5 palaeo-simulations to im-
prove climate projections. Nature Climate Change, 5 , 735–743. doi:
10.1038/NCLIMATE2649
Harrison, S. P., Bartlein, P. J., & Prentice, I. C. (2016). What have we learnt from
palaeoclimate simulations? Journal of Quaternary Science, 31 (4), 363–385.
doi: 10.1002/jqs.2842
Harrison, S. P., Prentice, I. C., Barboni, D., Kohfeld, K. E., Ni, J., & Sutra, J.-P.
(2010). Ecophysiological and bioclimatic foundations for a global plant func-
tional classification. Journal of Vegetation Science, 21 , 300–317.
Jolly, D., & Haxeltine, A. (1997). Effect of low glacial atmospheric CO2 on trop-
ical African montane vegetation. Science, 276 (5313), 786–788. Retrieved
from https://science.sciencemag.org/content/276/5313/786 doi:
–25–
Submitted to Journal of Advances in Modeling Earth Systems (JAMES)
10.1126/science.276.5313.786
Kageyama, M., Braconnot, P., Harrison, S. P., Haywood, A. M., Jungclaus, J. H.,
Otto-Bliesner, B. L., . . . Zhou, T. (2018). The PMIP4 contribution to CMIP6
– Part 1: Overview and over-arching analysis plan. Geoscientific Model Devel-
opment , 11 (3), 1033–1057. Retrieved from https://www.geosci-model-dev
.net/11/1033/2018/ doi: 10.5194/gmd-11-1033-2018
Lahoz, W. A., & Schneider, P. (2014). Data assimilation: making sense of Earth ob-
servation. Frontiers in Environmental Science, 2 , 16. doi: 10.3389/fenvs.2014
.00016
Liu, D. C., & Nocedal, J. (1989). On the limited memory BFGS method for large
scale optimization. Mathematical Programming , 45 (1), 503–528. doi: 10.1007/
BF01589116
Maddock, J., Bristow, P., Holin, H., & Zhang, X. (2018). Boost c++/math/special
functions. Retrieved from https://www.boost.org/ (ver. 1.69)
MARGO Project Members, Waelbroeck, C., Paul, A., Kucera, M., Rosell-Mele´, A.,
Weinelt, M., . . . Turon, J.-L. (2009). Constraints on the magnitude and pat-
terns of ocean cooling at the Last Glacial Maximum. Nature Geoscience, 2 ,
127–132. doi: 10.1038/NGEO411
Marsicek, J., Shuman, B. N., Bartlein, P. J., Shafer, S. L., & Brewer, S. (2018). Rec-
onciling divergent trends and millennial variations in Holocene temperatures.
Nature, 554 (7690), 92.
Mate´rn, B. (1986). Spatial variation (Second Edition. ed., Vol. 36). New York, NY:
Springer New York.
Menke, W. (2012). Geophysical data analysis: Discrete inverse theory (Matlab 3rd
ed.). Cambridge, Massachusetts: Academic Press.
New, M., Lister, D., Hulme, M., & Makin, I. (2002). A high-resolution data set for
surface climate over global land areas. Climate Research, 21 , 1–25.
Nichols, N. K. (2010). Mathematical concepts of data assimilation. In W. Lahoz,
B. Khattatov, & R. Menard (Eds.), Data assimilation. Springer.
Prentice, I. C., Cleator, S. F., Huang, Y. H., Harrison, S. P., & Roulstone, I. (2017).
Reconstructing ice-age palaeoclimates: Quantifying low-CO2 effects on plants.
Global and Planetary Change, 149 , 166–176. Retrieved from https://
www.sciencedirect.com/science/article/pii/S0921818116302338 doi:
–26–
Submitted to Journal of Advances in Modeling Earth Systems (JAMES)
10.1016/j.gloplacha.2016.12.012
Prentice, I. C., & Harrison, S. P. (2009). Ecosystem effects of CO2 concentration:
evidence from past climates. Climate of the Past , 5 (3), 297–307. doi: 10.5194/
cp-5-297-2009
Schmidt, G. A., Annan, J. D., Bartlein, P. J., Cook, B. I., Guilyardi, E., Harg-
reaves, J. C., . . . Yiou, P. (2014). Using palaeo-climate comparisons to con-
strain future projections in CMIP5. Climate of the Past , 10 , 221–250. doi:
10.5194/cp-10-221-2014
Simonis, D., Hense, A., & Litt, T. (2012). Reconstruction of late Glacial and
early Holocene near surface temperature anomalies in Europe and their
statistical interpretation. Quaternary International , 274 , 233 - 250. doi:
10.1016/j.quaint.2012.02.050
Steiger, N. J., Steig, E. J., Dee, S. G., Roe, G. H., & Hakim, G. J. (2017). Climate
reconstruction using data assimilation of water isotope ratios from ice cores.
Journal of Geophysical Research: Atmospheres, 122 (3), 1545–1568.
Tardif, R., Hakim, G. J., Perkins, W. A., Horlick, K. A., Erb, M. P., Emile-Geay, J.,
. . . Noone, D. (2018). Last Millennium Reanalysis with an expanded proxy
database and seasonal proxy modeling. Climate of the Past Discussions, 2018 ,
1–37. doi: 10.5194/cp-2018-120
Ter Braak, C. J. F., & Juggins, S. (1993). Weighted averaging partial least squares
regression (WA-PLS): an improved method for reconstructing environmental
variables from species assemblages. In H. van Dam (Ed.), Twelfth international
diatom symposium (pp. 485–502). Dordrecht: Springer Netherlands.
Woodward, F. I. (1987). Climate and plant distribution. Cambridge University
Press.
Zhang, L., Hickel, K., Dawes, W. R., Chiew, F. H. S., Western, A. W., & Briggs,
P. R. (2004). A rational function approach for estimating mean annual evapo-
transpiration. Water Resources Research, 40 .
–27–
C
Cleator, Harrison, Nichols, Prentice, and Roulstone (2019c)
189
A new multi-variable benchmark for Last Glacial Maximum climate simulations
Cleator, S.F.1, Harrison, S.P.2, Nichols, N.K.3, Prentice, I.C.4, Roulstone, I.1
1:  Department of Mathematics, University of Surrey, Guildford GU2 7XH, UK 
2:  School  of  Archaeology,  Geography  and  Environmental  Science,  University  of
Reading, Whiteknights, Reading, RG6 6AH, UK
3:  Department  of  Mathematics  & Statistics,  University  of  Reading,  Whiteknights,
Reading RG6 6AX, UK
4:  AXA  Chair  of  Biosphere  and  Climate  Impacts,  Department  of  Life  Sciences,
Imperial  College  London,  Silwood  Park  Campus,  Buckhurst  Road,  Ascot  SL5
7PY, UK
Journal: Climate of the Past
Abstract. We present a new global reconstruction of seasonal climates at the Last
Glacial Maximum (LGM, 21,000 yr BP) made using 3-D variational data assimilation
with  pollen-based  site  reconstructions  of  six  climate  variables  and  the  ensemble
average of the PMIP3/CMIP5 simulations as a prior. We assume that the correlation
matrix of the errors of the prior both spatially and temporally is Gaussian, in order to
produce a climate reconstruction that is  smoothed both from month to month and
from grid cell  to  grid cell.  The  pollen-based reconstructions  include  mean annual
temperature  (MAT),  mean  temperature  of  the  coldest  month  (MTCO),  mean
temperature of the warmest month (MTWA), growing season warmth as measured by
growing degree  days  above a  baseline  of  5°C (GDD5),  mean annual  precipitation
(MAP) and a moisture index (MI), which is the ratio of MAP to mean annual potential
evapotranspiration.  Different  variables  are  reconstructed  at  different  sites,  but  our
approach both preserves seasonal relationships  and allows a more complete  set of
seasonal climate variables to be derived at each location.  We further account for the
ecophysiological  effects  of  low  atmospheric  carbon  dioxide  concentration  on
vegetation in making reconstructions of MAP and MI. This adjustment results in the
reconstruction of wetter climates than might otherwise be inferred by the vegetation
composition. Finally, by comparing the error contribution to the final reconstruction,
we provide confidence  intervals  on these reconstructions  and delimit  geographical
regions  for  which  the  palaeodata  provide  no  information  to  constrain  the  climate
reconstructions.  The  new  reconstructions  will  provide  a  robust  benchmark  for
evaluation of the PMIP4/CMIP6 entry-card LGM simulations.
21 Introduction
Models that perform equally well for present-day climate nevertheless produce very
different  responses  to  anthropogenic  forcing  scenarios  through  the  21st century.
Although internal  variability  contributes  to these differences,  the largest  source of
uncertainty in model projections in the first three to four decades of the 21st century
stems  from differences  in  the  response  of  individual  models  to  the  same forcing
(Kirtman et al., 2013). Thus, the evaluation of models based on modern observations
is not a good guide to their future performance, largely because the observations used
to assess model performance for present-day climate encompass too limited a range of
climate variability to provide a robust test of the ability to simulate climate changes.
Although  past climate states do not provide analogues for the future,  past  climate
changes provide a unique opportunity for out-of-sample evaluation of climate model
performance (Harrison et al., 2015).
At the Last Glacial Maximum (LGM, 21 000 years ago), insolation was quite similar
to the present, but global ice volume was at a maximum, eustatic sea level was close
to a minimum, long-lived greenhouse gas concentrations were lower and atmospheric
aerosol  loadings  higher  than  today,  and  land  surface  characteristics  (including
vegetation distribution) were also substantially different from today. These changes
gave rise to a climate radically different from that of today; indeed the magnitude of
the  change  in  radiative  forcing  between  LGM  and  pre-industrial  climate  is
comparable to high-emissions projections of climate change between now and the end
of the 21st century (Braconnot et al., 2012).  The LGM has been a focus for model
evaluation in the Paleoclimate Modelling Intercomparison Project (PMIP) since its
inception  (Joussaume and Taylor,  1995; Braconnot  et  al.,  2007;  Braconnot  et  al.,
2012). The LGM is one of the two “entry card” palaeoclimate simulations included in
the current phase of the Coupled Model Intercomparison Project (CMIP6) (Kageyama
et al., 2018). The evaluation of previous generations of palaeoclimate simulations has
shown that the large-scale thermodynamic responses seen in 21st century and LGM
climates, including enhanced land–sea temperature contrast, latitudinal amplification,
and scaling of precipitation with temperature, are likely to be realistic (Izumi et al.,
2013; Li et al., 2013; Lunt et al, 2013; Hill et al., 2014; Izumi et al., 2014; Harrison et
al., 2015). However, evaluation against palaeodata shows that even when the sign of
large-scale climate changes is correctly predicted, the patterns of change at a regional
scale are often inaccurate and the magnitudes of change often underestimated (Brewer
et al., 2007; Mauri et al., 2014; Perez Sanz et al., 2014; Bartlein et al., 2017). The
current focus on understanding what causes mismatches between reconstructed and
simulated climates is a primary motivation for developing benchmark data sets that
represent  regional  climate  changes  comprehensively  enough  to  allow  a  critical
evaluation of model deficiencies.
Many sources of information can be used to reconstruct past climates. Pollen-based
reconstructions are the most widespread, and pollen-based data were the basis for the
3current standard LGM benchmark data set by Bartlein et al. (2011). In common with
other  data  sources,  the  pollen-based reconstructions  were generated  for  individual
sites.  Geological  preservation  issues  mean  that  the  number  of  sites  available
inevitably decreases through time (Bradley, 2014). Since pollen is only preserved for
a long time in anoxic sediments, the geographic distribution of potential sites is biased
towards climates that are relatively wet today. Furthermore, the actual sampling of
potential  sites  is  highly  non-uniform,  so  there  are  large  geographic  gaps  in  data
coverage (Harrison et al., 2016). The lack of continuous climate fields is not ideal for
model evaluation, and so attempts have been made to generalize the site-based data
either through gridding, interpolation, or some form of multiple regression (see e.g.
Bartlein et al., 2011; Annan and Hargreaves, 2013). However, there has so far been no
attempt to produce a physically consistent, multi-variable reconstruction with explicit
uncertainties attached to it.
A  further  characteristic  of  the  LGM  that  creates  problems  for  quantitative
reconstructions based on pollen data is the much lower atmospheric carbon dioxide
concentration,  [CO2],  compared to  the pre-industrial  Holocene.  [CO2]  has  a  direct
effect on plant physiological processes. Low [CO2] as experienced by plants at the
LGM is expected to have led to reduced water-use efficiency – the ratio of carbon
assimilation  to  the  water  lost  through  transpiration  (Bramley  et  al.,  2013).  Most
reconstructions  of  moisture  variables  from  pollen  data,  including  most  of  the
reconstructions used by Bartlein et al. (2011), do not take [CO2] effects into account.
Yet several modelling studies have shown that the impact of low  [CO2] around the
LGM on plant  growth and distribution  was large (e.g.  Jolly  and Haxeltine,  1997;
Cowling and Sykes, 1999; Harrison and Prentice, 2003; Bragg et al., 2013; Martin
Calvo et al., 2014; Martin Calvo and Prentice, 2015). A few reconstructions of LGM
climate  based  on  the  inversion  of  process-based  biogeography  models  have  also
shown large effects of low [CO2] on reconstructed LGM palaeoclimates (e.g. Guiot et
al., 2000; Wu et al., 2007). The reconstructions of moisture variables in the Bartlein et
al. (2011) data set are thus probably not reliable, and likely to be biased low. 
Prentice et al. (2017) demonstrated an approach to correct reconstructions of moisture
variables for the effect of [CO2], but this correction has not been applied globally. A
key side  effect  of  applying  this  [CO2]  correction  is  to  reconcile  semi-quantitative
hydrological  evidence  for  wet  conditions  at  the  LGM  with  the  apparent  dryness
suggested  by  the  vegetation  assemblages  (Prentice  et  al.,  2017).  Similar
considerations  apply  to  the  interpretation  of  future  climate  changes  in  terms  of
vegetational  effects.  Projections  of  future  aridity  (based  on  declining  indices  of
moisture  availability)  linked  to  warming  are  unrealistic,  in  a  global  perspective,
because of the counteracting effect of increased water use efficiency due to rising
[CO2] – which is generally taken into account by process-based ecosystem models,
but not by statistical models relying on projected changes in vapour pressure deficit or
MI (Keenan et al., 2011; Roderick et al., 2015; Greve et al., 2017).
4In this paper, we use variational data assimilation based on both pollen-based climate
reconstructions  and  climate  model  outputs  to  arrive  at  a  best-estimate  analytical
reconstruction  of  LGM climate,  explicitly  taking  account  of  the  impact  of  [CO2].
Variational techniques provide a way of combining observations and model outputs to
produce climate reconstructions that are not exclusively constrained to one source of
information  or  the  other  (Nichols,  2010).  We  use  the  error  contributions  to  the
analytical reconstruction to provide confidence intervals for these reconstructions and
also to delimit geographical regions for which the palaeodata provide no constraint on
the reconstructions. The resulting data set is expected provide a well-founded multi-
variable LGM climate dataset for palaeoclimate model benchmarking in CMIP6.
2 Methods
2.1 Pollen-based climate reconstructions
Bartlein et al. (2011) provided a global synthesis of pollen-based quantitative climate
reconstructions  for  the  LGM.  The  Bartlein  et  al.  (2011)  data  set  includes
reconstructions of climate anomalies (differences between LGM and recent climates)
for  six  variables  (and  their  uncertainties),  specifically  mean  annual  temperature
(MAT), mean temperature of the coldest month (MTCO), mean temperature of the
warmest  month  (MTWA),  growing  degree  days  above  a  baseline  of  above  5°C
(GDD5), mean annual precipitation (MAP), and an index of plant-available moisture
(the ratio of actual to equilibrium evapotranspiration, or α).  There are a small number
of LGM sites (94) in the Bartlein et al. (2011) data set where model inversion was
used  to  make  the  reconstructions  of  α  and  MAP;  these  were  excluded  from our
analysis. There are no data from Australia in the Bartlein et al. (2011) data set, and we
therefore use quantitative reconstructions of MAT and another moisture index (MI),
the ratio of MAP to potential evapotranspiration, from Prentice et al. (2017). Prentice
et al. (2017) provide values of MI both before and after correction for [CO2]; we use
the  uncorrected  values  in  order  to  apply  the  correction  for  [CO2]  within  our
assimilation framework. For consistency between the two data sets, we re-expressed
reconstructions  of α in  terms of MI via  the Fu-Zhang formulation  of  the Budyko
relationship  between  actual  evapotranspiration,  potential  evapotranspiration  and
precipitation (Zhang et al., 2004; Gallego-Sala et al., 2016).
The spatial coverage of the final data set is uneven (Figure 1). There are many more
data points in  Europe and North America  than elsewhere.  South America has the
fewest (14 sites). The number of variables available at each site varies: although most
sites  (279)  have  reconstructions  of  at  least  three  variables,  some  sites  have
reconstructions  of  only  one  variable  (60).  Nevertheless,  in  regions  where  there  is
adequate  coverage,  the reconstructed  anomaly  patterns  are  coherent,  plausible  and
consistent among variables.
5Figure 1:  The distribution of the site-based reconstructions of climatic variables at
the Last  Glacial  Maximum. The plots  show sites  providing reconstructions  of  (a)
moisture  index  (MI),  (b)  mean  annual  precipitation  (MAP),  (c)  mean  annual
temperature (MAT), (d) mean temperature of the coldest month (MTCO), (e) mean
temperature of the warmest month (MTWA), and (f) growing degree days above a
baseline of 5°C (GDD5). The original reconstructions are from Bartlein et al. (2011)
and Prentice et al. (2017).
For this application, we derived absolute LGM climate reconstructions by adding the
reconstructed climate anomalies at each site to the modern climate values from the
Climate Research Unit (CRU) historical climatology data set (CRU CL v2.0 dataset,
New et al., 2002), which provides climatological averages of monthly temperature,
precipitation  and cloud  cover  fraction  for  the  period  1961-1990 CE.  Most  of  the
climate variables (MTCO, MTWA, MAT, MAP) can be calculated directly from the
CRU CL v2.0 dataset. GDD5 was calculated from pseudo-daily data derived by linear
interpolation of the monthly temperatures. MI was calculated from the CRU climate
variables using the radiation calculations in the SPLASH model (Davis et al., 2017).
For  numerical  efficiency,  we  non-dimensionalised  all  of  the  absolute  climate
reconstructions (and their standard errors) before applying the variational techniques
(for details, see Cleator et al., 2019a). 
2.2 Climate model simulations
6Eight  LGM  climate  simulations  (Table  1)  from  the  third  phase  of  the
Palaeoclimate  Modelling  Intercomparison Project  (PMIP3:  Braconnot  et  al.,  2012)
were  used  to  create  a  prior.  The  PMIP LGM simulations  were  forced  by known
changes in incoming solar radiation,  changes in land-sea geography and the extent
and location of ice sheets, and a reduction in [CO2] to 185 ppm (see Braconnot et al.,
2012 for details of the modelling protocol). We used the last 100 years of each LGM
simulation. We interpolated monthly precipitation, monthly temperature and monthly
fraction  of  sunshine  hours  from each  LGM simulation  and  its  pre-industrial  (PI)
control to a common 2 x 2° grid. Simulated climate anomalies (LGM minus PI) for
each grid cell were then added to modern climate values calculated from the CRU CL
2.0 data set (New et al., 2002), as described for the pollen-based reconstructions, to
derive absolute  climate  values.  We calculated  the multi-model  mean and variance
(Figure 2) across the modelsfor each of the climate variables to produce the gridded
map used as the prior. 
Model name Type Resolution Year
length
Reference
Atmosphere Ocean Sea Ice
CCSM4 OA 192, 288 320, 384 320, 384 365 Gent et al. (2011) 
CNRM-CM5 OA 128, 256 292, 362 292, 362 365-
366 
Voldoire  et  al.
(2012) 
MPI-ESM-P OA 96, 192 220, 256 220, 256 365-
366 
Jungclaus  et  al.
(2006)
MRI-
CGCM3 
OA 160, 320 360, 368 360, 368 365 Yukimoto  et  al.
(2011) 
FGOALS-g2 OA 64, 128 64, 128 64, 128 365 Li et al. (2013)
COSMOS-ASO OAC 96, 48 120, 101 120, 101 360 Budich  et  al.
(2010) 
IPSL-CM5A-LR OAC 96, 96 149, 182 149, 182 365 Dufresne  et  al.,
2013
MIROC-ESM OAC 64, 128 192, 256 192, 256 365 Watanabe  et  al.
(2011) 
7Table 1: Details of the models from the third phase of the Palaeoclimate Modelling
Intercomparison  Project  (PMIP3)  that  were  used  for  the  Last  Glacial  Maximum
(LGM) simulations used to create the prior. Coupled ocean-atmosphere models are
indicated  as  OA,  which  OAC models  have  a  fully  interactive  carbon  cycle.  The
resolution in the atmospheric, oceanic and sea ice components of the models is given
in terms of numbers of grid cells in latitude and longitude.
Figure 2: Uncertainties associated with the climate prior. The climate is derived from
a multi-model mean of the ensemble of models from the Palaeoclimate Modelling
Intercomparison  Project  (PMIP)  and  is  shown in  SI  Figure  1.  The  uncertainties
shown  here  are  the  standard  deviation  of  the  non-dimensionalised  multi-model
ensemble values. The individual plots show the uncertainties for the simulated (a)
moisture  index  (MI),  (b)  mean  annual  precipitation  (MAP),  (c)  mean  annual
temperature (MAT), (d) mean temperature of the coldest month (MTCO), (e) mean
temperature  of  the  warmest  month  (MTWA)  and  growing  degree  days  above  a
baseline of 5◦ C (GDD5).
2.3 Water-use efficiency calculations
8We applied the general approach developed by Prentice et al. (2017) to correct pollen-
based  statistical  reconstructions  to  account  for  [CO2]  effects.  The  approach  as
implemented here is based on equations (Appendix 1) that link moisture index (MI) to
transpiration and the ratio of leaf-internal to ambient CO2. The correction is based on
the principle that the rate of water loss per unit carbon gain is inversely related to
effective moisture availability as sensed by plants. The method involves solving a
non-linear  equation  that  relates  rate  of  water  loss  per  unit  carbon  gain  to  MI,
temperature and CO2 concentration. The equation is derived from theory that predicts
the response of the ratio of leaf-internal to ambient [CO2] to vapour pressure deficit
and temperature (Prentice et al., 2014; Wang et al., 2014).
2.4 Application of variational techniques
Variational data assimilation techniques provide a way of combining observations and
model outputs to produce climate reconstructions that are not exclusively constrained
to one source of information or the other (Nichols, 2010). We use the 3D-variational
method to find the best linear unbiased estimate (or analytical reconstruction) of the
palaeoclimate  given the site-based reconstructions  and the model-based prior.  Our
approach is fully described in Cleator et al. (2019a) but with an observation operator
based on the water-use efficiency calculations described in section 2.3. To avoid sharp
changes in time and/or space in the analytical reconstructions,  we assume that the
correlation matrix of the errors of the prior both spatially and temporally is Gaussian,
in order to create a climate anomaly field that is smooth both from month to month
and from grid cell to grid cell. The degree of correlation is controlled through two
length scales: a spatial length scale that determines how correlated the error in the
prior  is  between  different  geographical  areas,  and  a  temporal  length  scale  that
determines how correlated it is through the seasonal cycle. We used a temporal length
scale (Lt) of 1 month and a spatial length scale (Ls) of 400km. Sensitivity experiments
(Cleator et al., 2019a) have shown that a temporal length scale of 1 month provides an
adequately smooth solution for the seasonal cycle, both using single sites and over
multiple  grid  cells.  A  spatial  length  scale  of  400km  also  provides  a  reasonable
reflection of the large-scale coherence of regional climate change.
We  generated  composite  errors  on  the  analytical  reconstructions  (Figure  3)  by
combining the errors from the site-based reconstructions and from the prior. There are
regions  where  all  of  the  models  systematically  differ  from  the  site-based
reconstructions (Harrison et al., 2015) but nevertheless the inter-model variability is
low, which would lead to a very small contribution to the composite errors from the
prior. We therefore calculated the error of the prior from an equal combination of the
global error, the average error between each grid cell, and local error, the variance
between the different  models.  The reliability  of the analytical  reconstructions  was
assessed by comparing these composite errors with the errors on the prior. We masked
9out  cells  where  the  inclusion  of  site-based  reconstructions  does  not  produce  an
improvement of > 5% from the prior.
Figure 3: Uncertainties on the analytical reconstructions. These non-dimensionalised
uncertainties represent a combination of the errors on the site-based reconstructions,
and the grid-based errors in the prior and the global uncertainty from the prior.
3 Results
The analytical reconstructions (Figure 4) show an average year-round cooling of -6.9
°C in the  northern extratropics.  The cooling  is  larger  in  winter  (–8.2  °C) than in
summer (–3.8  °C). A limited number of grid cells in central Eurasia show warmer-
than-present summers, and higher MAT. Temperature changes are more muted in the
tropics, with an average change in MAT of –3.5 °C. The cooling is somewhat lower
in summer than winter (–2.1  °C compared to –3.3  °C). Reconstructed temperature
changes were slightly smaller in the southern extratropics, with average changes in
MAT of –0.8°C, largely driven by cooling in winter. 
Changes in moisture-related variables (MAP, MI) across the northern hemisphere are
geographically more heterogeneous than temperature changes. Reconstructed MAP is
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greater than present in western North America (158 mm) but less than present (–342
mm) in eastern North America. Most of Europe is reconstructed as drier than present
(–241mm), the same for eastern Eurasia (-126 mm) and the Far East (–43 mm). The
patterns  in  MI  are  not  identical  to  those  in  MAP,  because  of  the  influence  of
temperature  on MI,  but  regional  changes  are  generally  similar  to  those shown by
MAP.  Most  of  the  tropics  are  shown  as  drier  than  present  while  the  southern
hemisphere extratropics are wetter than present, in terms of both MAP and MI. 
Figure 4: Analytically reconstructed climate, where areas for which the site-based
data provide no constraint on the prior have been masked out.  The individual plots
show reconstructed (a) moisture index (MI), (b) mean annual precipitation (MAP),
(c)  mean annual  temperature  (MAT),  (d)  mean temperature  of  the  coldest  month
(MTCO), (e) mean temperature of the warmest month (MTWA) and growing degree
days above a baseline of 5◦ C (GDD5).
The reconstructed temperature  patterns  are not fundamentally  different  from those
shown by Bartlein et al. (2011) but the analytical dataset provides information for a
much larger area (1643% increase) thanks to the method’s imposition of consistency
among different climate variables, and smooth variations both in space and through
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the seasonal cycle. There are systematic differences however between the analytical
reconstructions  and  the  pollen-based  reconstructions  in  terms  of  moisture-related
variables,  and  this  largely  reflects  the  influence  of  [CO2]  that  is  included  in  the
analysis. Accounting for the physiological impact of [CO2] means that the analytical
reconstructions indicate wetter than present conditions in many regions (Figure 5a,
Figure 5b), for example in southern Africa where several of the original pollen-based
reconstructions show no change in MAP or MI compared to present, but the analytical
reconstruction shows wetter conditions than present. In some regions, incorporating
the impact of [CO2] reverses the sign of the reconstructed changes. Part of northern
Eurasia  is  reconstructed  as  being  wetter  than  present,  despite  pollen-based
reconstructions indicating conditions drier than present, as shown by SI Figure SI 3
(both in terms of MAP and MI). The relative changes in MAP and MI are similar
(Figure  5c),  implying  that  the  reconstructed  changes  are  driven  by  changes  in
precipitation rather than temperature. 
Figure  5:  Impact  of  CO2 on  reconstructions  of  moisture-related  variables.  The
individual plots show (a) the change in moisture index (MI) and (b) the change in
mean  annual  precipitation  (MAP)  before  (crosses)  and  after  (circles)  the
physiological impacts of [CO2] on water-use efficiency are taken into account. The
third plot  (c)  shows the relative difference in MI and MAP as a result  of  [CO2],
shown as the percentage difference between the calculations made with and without
consideration of the [CO2] effect.
4 Discussion
Variational data assimilation techniques provide a way of combining observations and
model outputs, taking account the uncertainties in both, to produce a best-estimate
analytical  reconstruction  of  LGM  climate.  These  reconstructions  extend  the
information available from site-based reconstructions both spatially and through the
seasonal cycle. Our new analytical data set characterizes the seasonal cycle across a
much larger  region of the globe than the data  set  that  is  currently being used for
benchmarking of palaeoclimate model simulations. We therefore suggest that this data
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set  (Cleator  et  al.  2019b) should be used for evaluating  the CMIP6-PMIP4 LGM
simulations.
Some areas are still  poorly covered by quantitative pollen-based reconstructions of
LGM  climate,  most  notably  South  America.  More  pollen-based  climate
reconstructions  would provide one solution  to  this  problem – and there  are  many
pollen records that could be used for this purpose (Flantua et al., 2015; Herbert and
Harrison, 2016; Harrison et al., 2016). It would also be possible to incorporate other
sources  of  quantitative  information  within  the  variational  data  assimilation
framework.
One of the benefits  of the analytical  framework applied here is  that  it  allows the
influence  of  changes  in  [CO2]  on  the  moisture  reconstructions  to  be  taken  into
account. Low [CO2] must have reduced plant water-use efficiency, because at low
[CO2] plants need to keep stomata open for longer in order to capture sufficient CO2.
Statistical  reconstruction methods,  whether based on modern analogues or modern
climate  transfer  functions,  cannot  account  for  such effects.  Climate  reconstruction
methods based on the inversion of process-based ecosystem models can do so (see
e.g. Guiot et al., 2000; Wu et al., 2007; Wu et al., 2009; Izumi and Bartlein, 2016) but
are critically dependent on the reliability of the vegetation model used. Most of the
palaeoclimate  reconstructions  have  been  made  by  inverting  some  version  of  the
BIOME model (Kaplan et al., 2003), which makes use of bioclimatic thresholds to
separate different plant functional types (PFTs). As a result, reconstructions made by
inversion  show “jumps”  linked  to  shifts  between  vegetation  types  dominated  my
different PFTs whereas, as has been shown recently (Wang et al., 2017), differences
in water use efficiency of different PFTs can be almost entirely accounted for by a
single equation, as proposed here. The response of plants to changes in [CO2] is non-
linear (Harrison and Bartlein, 2012), and the effect of the change between recent and
pre-industrial or mid-Holocene conditions is less than that between pre-industrial and
glacial conditions. Nevertheless, it would be worth taking this effect into account in
making reconstructions of interglacial time periods as well. 
The  influence  of  individual  pollen-based  reconstructions  on  the  analytical
reconstruction  of  seasonal  variability,  or  the  geographic  area  influenced  by  an
individual site, is crucially dependent on the choice of length scales. We have adopted
conservative length scales of 1 month and 400 km, based on sensitivity experiments
made  for  southern  Europe  (Cleator  et  al.,  2019a). These  length  scales  produce
numerically stable results for the LGM, and the paucity of data for many regions at
the LGM means that using fixed, conservative length scales is likely to be the only
practical  approach.  However,  in  so  far  as  the  spatial  length  scale  is  related  to
atmospheric circulation patterns, there is no reason to suppose that the optimal spatial
length scale will be the same from region to region. The density and clustering of
pollen-based reconstructions could also have a substantial effect on the optimal spatial
length scale. A fixed 1-month temporal length scale is appropriate for climates that
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have a reasonably smooth and well defined seasonal cycle, either in temperature or
precipitation. However, in climates where the seasonal cycle is less well defined, for
example in the wet tropics, or in situations where there is considerable variability on
sub-monthly time scales, other choices might be more appropriate. For time periods
such as the mid-Holocene, which have an order of magnitude more site-based data, it
could be useful to explore the possibilities of variable length scales.   
We have used a 5% reduction in the analytical uncertainty to identify regions where
the incorporation of site-based data has a negligible effect on the prior as a way of
masking out regions for which the observations have effectively no impact on the
analytical reconstructions. The choice of a 5% cut-off is arbitrary, but little would be
gained by imposing a more stringent cut-off at the LGM given that many regions are
represented by few observations. A more stringent cut-off could be applied for other
time intervals with more data. 
There  have  been  a  few  previous  attempts  to  use  data  assimilation  techniques  to
generate spatially continuous palaeoclimate reconstructions.  Annan and Hargreaves
(2013)  used  a  similar  multi-model  ensemble  as  the  prior  and  the  pollen-based
reconstructions from Bartlein et al. (2011) to reconstruct MAT at the LGM. However,
they made no attempt to reconstruct other seasonal variables, either independently, or
through exploiting  features of the simulations  (as we have done here) to  generate
seasonal reconstructions. Kalman particle filter approaches (e.g. Goosse et al., 2006)
produce  seasonal  and  geographical  estimates  of  palaeoclimate,  but  particle  filters
cannot produce estimates of climate outside the realm of the model simulations. Our
3-D  variational  data  assimilation  approach  has  the  great  merit  of  being  able  to
produce seasonally coherent reconstructions generalized over space, while at the same
time being capable of producing reconstructions that are outside those captured by the
climate model, because they are not constrained by a specific source (Nichols, 2010).
This property is of particular importance if the resulting data set is to be used for
climate model evaluation, as we propose.
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Figures and Tables Captions
Figure 1: The distribution of the site-based reconstructions of climatic variables at the
Last Glacial Maximum. The individual plots show sites providing reconstructions of
(a)  moisture  index  (MI),  (b)  mean  annual  precipitation  (MAP),  (c)  mean  annual
temperature (MAT), (d) mean temperature of the coldest month (MTCO), (e) mean
temperature  of  the  warmest  month  (MTWA)  and  growing  degree  days  above  a
baseline of 5◦ C (GDD5). The original reconstructions are from Bartlein et al. (2011)
and Prentice et al. (2017).
Figure 2: Uncertainties associated with the climate prior. The climate is derived from
a multi-model mean of the ensemble of models from the Palaeoclimate Modelling
Intercomparison Project (PMIP) and is shown in SI Figure 1. The uncertainties shown
here are the standard deviation of the multi-model ensemble values. The individual
plots  show the  uncertainties  for  the  simulated  (a)  moisture  index (MI),  (b)  mean
annual  precipitation  (MAP),  (c)  mean  annual  temperature  (MAT),  (d)  mean
temperature  of  the  coldest  month  (MTCO),  (e)  mean  temperature  of  the  warmest
month (MTWA) and growing degree days above a baseline of 5◦ C (GDD5).  
Figure 3: Uncertainties on the analytical reconstructions. These uncertainties represent
a  combination  of  the  errors  on  the  site-based  reconstructions,  and  the  grid-based
errors on the prior and the global uncertainty from the prior. 
Figure 4: Analytically  reconstructed climate,  where areas  for which the site-based
data provide no constraint on the prior have been masked out.  The individual plots
show reconstructed (a) moisture index (MI), (b) mean annual precipitation (MAP), (c)
mean  annual  temperature  (MAT),  (d)  mean  temperature  of  the  coldest  month
(MTCO), (e) mean temperature of the warmest month (MTWA) and growing degree
days above a baseline of 5◦ C (GDD5).
Figure  5:  Impact  of  CO2 on  reconstructions  of  moisture-related  variables.  The
individual plots show (a) the change in moisture index (MI) and (b) the change in
mean annual precipitation (MAP) when the physiological impacts of [CO2] on water-
use efficiency are taken into account. The third plot (c) shows the relative difference
in MI and MAP as a result of [CO2], shown as the percentage difference between the
no-[CO2]  and [CO2] calculations.
Table 1: Details  of the models from the Palaeoclimate Modelling Intercomparison
Project (PMIP) that were used for the Last Glacial Maximum (LGM) simulations used
to create the prior. 
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Appendix
We  define  e as  the  water  lost  by  transpiration  (E)  per  unit  carbon  gained  by
photosynthesis (A). This term, the inverse of the water use efficiency, is given by:
e  =  E/A  =  1.6 D / ((1 – χ) ca) (A1)
where  D is the leaf-to-air vapour pressure deficit (Pa),  ca is the ambient CO2 partial
pressure (Pa) and  χ is  the ratio  of leaf-internal  CO2  partial  pressure (ci)  to  ca.  An
optimality-based model  (Prentice  et  al. 2014),  which accurately  reproduces  global
patterns  of  χ and  its  environmental  dependencies  inferred  from  leaf  δ13C
measurements (Wang et al. 2017), predicts that:
χ  =  (Γ*/ca) + (1 – Γ*/ca) ξ/(ξ + √D) (A2a)
and
ξ  =  √(β(K + Γ*)/1.6 η*) (A2b)
where Γ* is the photorespiratory compensation point of C3 photosynthesis (Pa), β is a
constant (estimated as 240 by Wang et al. 2017), K is the effective Michaelis-Menten
coefficient  of Rubisco (Pa), and  η* is the ratio of the viscosity of water (Pa s) at
ambient temperature to its value at 25˚C. Here  K depends on the Michaelis-Menten
coefficients  of  Rubisco  for  carboxylation  (KC)  and  oxygenation  (KO),  and  on  the
partial pressure of oxygen O (Farquhar et al. 1980):
K  =  KC (1 + O/ΚO) (A3)
Standard values and temperature dependencies of ΚC, KO, Γ* and η* are assigned as in
Wang et al. (2017).
The moisture index MI is expressed as
MI = P/Eq, Eq  = ∑n(Rn/λ) s/(s + γ) (Α4)
where P is annual precipitation, Rn is net radiation for month n, λ is the latent heat of
vaporization of water,  s is the derivative of the saturated vapour pressure of water
with respect to temperature (obtained from a standard empirical formula also used by
Wang et al. 2017), and γ is the psychrometer constant. We assume that values of MI
reconstructed from fossil pollen assemblages, using contemporary pollen and climate
data either in a statistical calibration method or in a modern-analogue search, need to
be corrected in such a way as to preserve the contemporary relationship between MI
and  e, while taking into account the change in  e that is caused by varying  ca and
temperature  away  from  contemporary  values.  The  sequence  of  calculations  is  as
follows. (1) Estimate e and its derivative with respect to temperature (∂e/∂T) for the
contemporary ca and climate, using equations (A1) – (A3) above. (2) Use the e and ∂e/
∂T to calculate ∂D/∂T given the palaeo ca (measured in ice-core data) and temperature
(reconstructed from pollen data), via a series of analytical equations that relate ∂e/∂T
to  ∂D/∂T and hence to  s.  (3) Use the new ∂D/∂T and relative humidity (from the
PMIP3 average) to  derive  a  new value  of  s. (4)  Re-calculate  MI  using  a  palaeo
estimate of Rn (modelled as in Davis et al., 2017) and the new value of s.
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This supplementary information contains maps of the multi-model mean climate (SI
Figure 1) and its standard deviation (SI Figure 2) of the ensemble of simulations of
the Last Glacial Maximum from the Palaeoclimate Modelling Intercomparison Project
(PMIP), as well as maps of the original site based reconstructions from Bartlein et al.
(2011) and Prentice et al. (2017). 
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SI Figure 1:  The multi-model  mean climate  of  the  ensemble  of  models  from the
Palaeoclimate Modelling Intercomparison Project (PMIP). The individual plots show
the simulated (a) moisture index (MI), (b) mean annual precipitation (MAP), (c) mean
annual temperature (MAT), (d) mean temperature of the coldest month (MTCO), (e)
mean temperature of the warmest month (MTWA) and growing degree days above a
baseline of 5◦ C (GDD5).
SI Figure 2: The standard deviation of the multi-model mean climate of the ensemble
of models from the Palaeoclimate Modelling Intercomparison Project (PMIP). The
individual  plots  show  the  simulated  (a)  moisture  index  (MI),  (b)  mean  annual
precipitation (MAP), (c) mean annual temperature (MAT), (d) mean temperature of
the coldest month (MTCO), (e) mean temperature of the warmest month (MTWA)
and growing degree days above a baseline of 5◦ C (GDD5).
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SI  Figure  3:  Site-based  reconstructions  of  climatic  variables  at  the  Last  Glacial
Maximum.  The  plots  show reconstructions  of  (a)  moisture  index  (MI),  (b)  mean
annual  precipitation  (MAP),  (c)  mean  annual  temperature  (MAT),  (d)  mean
temperature  of  the  coldest  month  (MTCO),  (e)  mean  temperature  of  the  warmest
month (MTWA), and (f) growing degree days above a baseline of 5°C (GDD5). The
original reconstructions are from Bartlein et al. (2011) and Prentice et al. (2017).
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