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T´ıtulo del estudio:
Coordinacio´n de relevadores de
sobrecorriente mediante algoritmos de
optimizacio´n, utilizando curvas de tiempo
no convencionales
Nu´mero de pa´ginas: 81.
Objetivos y me´todo de estudio: El principio de proteccio´n de sobrecorriente
es el ma´s sencillo entre los existentes, una de las razones por las cuales sigue sien-
do utilizado ampliamente a trave´s del mundo. Por motivos econo´micos, dif´ıcilmente
sera´ sustituido para sistemas de subtransmisio´n y menores, mientras que por razones
de seguridad su uso como proteccio´n de fase ha sido pra´cticamente nulificado para
sistemas de transmisio´n, ya que carece de selectividad y presenta tiempos de op-
eracio´n prohibitivos en algunas ocasiones. La reduccio´n en los tiempos de operacio´n
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de la proteccio´n de sobrecorriente podr´ıa tambie´n aumentar su campo de aplicacio´n,
as´ı como mejorar su desempen˜o en el ya existente.
La coordinacio´n de protecciones es un problema complejo, mientras ma´s grande
e interconectado sea el sistema abordado, lo cual es una tendencia comu´n en las redes
actuales, y ma´s grados de libertad se consideren, la complejidad ira´ en aumento. El
problema de coordinacio´n es resuelto generalmente en forma heur´ıstica, dependiendo
en gran medida de la experiencia del personal de protecciones. Buscando facilitar el
procedimiento se ha planteado este problema como uno de optimizacio´n.
El objetivo del presente trabajo de tesis consiste en reducir los tiempos de
operacio´n de las protecciones de sobrecorriente mediante la adicio´n de grados de
libertad a la ecuacio´n de la curva caracter´ıstica de tiempo inverso, dando lugar a
curvas de tiempo no convencionales. De esta manera se pretende reducir el tiempo
de operacio´n de los relevadores ante condiciones de falla, as´ı como disminuir el total
de relevadores incapaces de coordinar, tanto al operar como protecciones principales
como de respaldo. Asimismo se propone el ca´lculo de para´metros de ajuste para
diferentes niveles de corriente de arranque, considerando que la mayor parte del
tiempo el sistema opera en condiciones inferiores a la ma´xima cargabilidad.
Para satisfacer los objetivos anteriores se desarrollo´ una herramienta capaz de
llevar a cabo la coordinacio´n mediante la implementacio´n de un algoritmo gene´tico.
La herramienta logra determinar los ajustes para realizar la coordinacio´n de pro-
tecciones de sobrecorriente, incluyendo entre uno y cinco grados de libertad a la
ecuacio´n de la curva caracter´ıstica de tiempo inverso. Se logro´ demostrar mediante
la evaluacio´n de la coordinacio´n en diversos sistemas de prueba que la adicio´n de
grados de libertad, as´ı como la consideracio´n de diferentes niveles de corriente de
arranque, mejora la sensibilidad de los relevadores de sobrecorriente, reduciendo el
tiempo de operacio´n de las protecciones principales y de respaldo.
Cap´ıtulo 1
Introduccio´n
La electricidad se ha convertido en un servicio imprescindible en la vida del ser
humano, la gran mayor´ıa de las actividades que e´ste realiza as´ı como los instrumentos
que utiliza requieren energ´ıa ele´ctrica, siendo necesario que las compan˜´ıas encargadas
de suministrarla se comprometan a ofrecer al usuario calidad y continuidad del ser-
vicio.
En un Sistema Ele´ctrico de Potencia (SEP) se cuenta con diversos elemen-
tos que colaboran para el cumplimiento de dichos compromisos, cada uno orientado
a alguna tarea en espec´ıfico; al hablar de estos dispositivos es comu´n que vengan
a la mente algunos muy evidentes, tales como generadores, l´ıneas de transmisio´n y
transformadores. Sin embargo, ocasionalmente el sistema esta´ sometido a situaciones
anormales, intolerables o peligrosas, ocasionadas por fallas, condiciones atmosfe´ricas,
conmutacio´n de cargas, accidentes, errores, etce´tera; en caso de que los elementos
involucrados en dichos escenarios no sean aislados ra´pidamente, consintiendo que el
SEP permanezca expuesto a los mismos, se pueden ocasionar severos dan˜os, com-
prometiendo tanto la calidad como la continuidad del servicio. Es as´ı como surge la
necesidad de introducir equipos de proteccio´n, ineludibles en cualquier SEP.
Por definicio´n del Instituto de Ingenieros Ele´ctricos y Electro´nicos (IEEE, por
sus siglas en ingle´s) un relevador es un “dispositivo que opera debido a la variacio´n
de las condiciones de un circuito para afectar la operacio´n de otro(s) dispositivo(s)
en el mismo u otro circuito ele´ctrico, ya sea abrie´ndolo(s), cerra´ndolo(s) o ambos”
[5].
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Una de las aplicaciones ma´s sofisticadas de estos dispositivos es la proteccio´n
del SEP, el IEEE define que un relevador de proteccio´n es un “relevador cuya funcio´n
es detectar condiciones anormales o peligrosas en el sistema e iniciar apropiadas
acciones de control”[4]. La mayor parte del tiempo estos dispositivos permanecen
inactivos, sin embargo, su correcta operacio´n al ser requeridos es indispensable para
evitar el dan˜o o mal funcionamiento del sistema [9, 11, 19].
Existen distintos me´todos capaces de discriminar entre la operacio´n normal y
anormal del sistema. Con base en la comparacio´n de una o ma´s sen˜ales, los princi-
pios de proteccio´n determinan si el sistema esta´ siendo sometido a condiciones de
falla, concluyendo si el relevador debe o no operar. Los para´metros de voltaje o cor-
riente medidos en la l´ınea pueden ser de amplitud, fase y frecuencia para sen˜ales de
corriente alterna, as´ı como valor y signo para las de corriente directa [12]. Adema´s
de esta informacio´n se pueden requerir mediciones en ma´s de un punto, canales de
comunicacio´n u otras caracter´ısticas, lo que permite categorizar a los relevadores
en diferentes principios, como distancia, piloto, diferencial y sobrecorriente, siendo
esta u´ltima la que se abordara´ en el presente trabajo. Un sistema de protecciones
esta´ integrado por relevadores que operan bajo el mismo o diferente principio.
El disen˜o de un sistema de protecciones capaz de aliviar cualquier problema se
desarrolla con cierto grado de infactibilidad, debido a las innumerables condiciones
que se pueden presentar en el SEP. Por esta razo´n, al disen˜ar uno se deben realizar
ciertas consideraciones por parte del ingeniero en protecciones, basadas en criterios
econo´micos, esta´ndares, mediciones, antecedentes y sobre todo en la experiencia. Es
entonces natural que a lo largo de los an˜os la coordinacio´n de protecciones ha sido
considerada como un arte dominado gracias a la experiencia [11]. El principal prob-
lema de esta consideracio´n radica en la posibilidad de presentarse diversas soluciones
para un mismo sistema disen˜ado por diferentes ingenieros, pudiendo ser todas bue-
nas, aunque quiza´s no o´ptimas. Aunado a este hecho, los procedimientos para llevar
a cabo la coordinacio´n suelen ser laboriosos y tardados, lo que dificulta el trabajo,
au´n para los ma´s experimentados.
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El incremento constante en la complejidad de los sistemas ele´ctricos, la sensi-
bilidad de los equipos conectados, as´ı como las ya conocidas exigencias econo´micas,
de velocidad, selectividad, confiabilidad y simplicidad son solo algunos de los factores
que hacen cada vez ma´s compleja e importante la coordinacio´n de protecciones. Con
estos hechos en mente, en an˜os recientes se ha propuesto el objetivo de atacar el prob-
lema de coordinacio´n como uno de optimizacio´n, en el que cada ajuste del relevador
pueda ser considerado como un grado de libertad. Determinando los ajustes o´ptimos
de los relevadores se busca llevar al sistema de protecciones a su mejor desempen˜o,
respetando l´ımites operacionales de las protecciones y esta´ndares del SEP.
Dif´ıcilmente se podra´ prescindir del ingeniero en protecciones, por lo que es
probable que la coordinacio´n de protecciones siga siendo un arte dominado por la
experiencia, sin embargo, este tipo de herramientas pueden facilitar su trabajo e in-
crementar los ı´ndices de seguridad del sistema ele´ctrico, conjuntando de esta manera
el arte y la ciencia de las protecciones.
La proteccio´n de sobrecorriente se comenzo´ a utilizar hace ya ma´s de cien an˜os
[18], sufriendo ligeras modificaciones hasta convertirse en el principio de proteccio´n
ma´s utilizado, cuando menos en Norte Ame´rica [3]. Debido a la creciente demanda
diferentes compan˜´ıas se evocaron a su disen˜o e implementacio´n, cada una tomando
consideraciones distintas, dando lugar a diferentes caracter´ısticas de operacio´n y difi-
cultando cada vez ma´s su coordinacio´n. Con el objetivo de que las caracter´ısticas de
los relevadores de sobrecorriente implementados en el SEP fueran compatibles para
lograr la coordinacio´n de protecciones, despue´s de aproximadamente 50 an˜os de uti-
lizarse a gran escala y de acuerdo a las herramientas computacionales disponibles, el
IEEE implemento´ una ecuacio´n para calcular su tiempo de operacio´n. Estandarizan-
do algunos de los para´metros que conforman dicha ecuacio´n se dio lugar a tres tipos
de curvas convencionales [3, 8], de las cuales se hablara´ en los cap´ıtulos posteriores.
La utilizacio´n de curvas de tiempo convencionales presenta ciertas limitaciones
a la proteccio´n de sobrecorriente, ya que en algunas ocasiones se obtienen tiempos
de operacio´n muy elevados o no permisibles. Asimismo, tradicionalmente la corriente
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de arranque se considera con base en el nivel ma´ximo de corriente de carga, siendo la
menor parte del tiempo cuando el sistema opera bajo estas condiciones y agregando
en consecuencia restricciones al sistema. Por otra parte, la capacidad computacional
con la que cuentan los relevadores en la actualidad y por consiguiente el potencial de
realizar operaciones para reajustar sus curvas es mucho ma´s grande que en la e´poca
en la que se implementaron los esta´ndares, por lo que salir de ellos, respetando
la compatibilidad y buscando lograr la coordinacio´n puede ser una opcio´n de gran
utilidad para lidiar con estas limitaciones.
1.1 Hipo´tesis
Partiendo de las consideraciones planteadas en la seccio´n anterior, la hipo´tesis
de este trabajo establece que:
El uso de curvas de tiempo no convencionales en protecciones de sobrecorriente
permitira´ incrementar la sensibilidad de los relevadores ante condiciones de
falla, reducir su tiempo de operacio´n y por consiguiente mejorar la coordinacio´n
entre los mismos.
1.2 Objetivo de la tesis
El objetivo de esta tesis se establece a continuacio´n:
Solucionar el problema de coordinacio´n de protecciones de sobrecorriente medi-
ante la implementacio´n de algoritmos de optimizacio´n que utilicen hasta cinco
grados de libertad para obtener los ajustes de curvas de tiempo no conven-
cionales, considerando diferentes niveles de corriente de arranque.
Cap´ıtulo 2
Conceptos generales de la
proteccio´n de sobrecorriente y
los algoritmos gene´ticos.
En el presente cap´ıtulo se describira´ el principio de operacio´n de la proteccio´n
de sobrecorriente, as´ı como el procedimiento para llevar a cabo su coordinacio´n; acto
seguido se detallara´ el me´todo de optimizacio´n utilizado, los algoritmos gene´ticos.
2.1 Proteccio´n de sobrecorriente
De todos los principios aplicables a l´ıneas de transmisio´n la proteccio´n de so-
brecorriente es el ma´s econo´mico y sencillo. De cierta manera, estas caracter´ısticas
ocasionan que al incrementarse la complejidad del sistema este principio sea ma´s
dif´ıcil de implementar, adema´s de requerir ajustes o incluso reemplazos con mayor
frecuencia al cambiar la configuracio´n del SEP [12].
A pesar de que la tendencia muestra que los relevadores de distancia y piloto
poco a poco desplazan a los de sobrecorriente, en la actualidad e´stos u´ltimos se siguen
utilizando en gran medida, sobre todo en circuitos industriales, de distribucio´n, de
subtransmisio´n y cuando el costo de implementacio´n de otro principio no es justifi-
cable. En l´ıneas de transmisio´n principalmente se desempen˜an como protecciones de
respaldo y de tierra [19].
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2.1.1 Principio de operacio´n
Como su nombre lo indica, la proteccio´n de sobrecorriente esta´ disen˜ada para
operar cuando la corriente medida es superior a un ajuste definido como corriente
de arranque, siempre y cuando el sentido de la corriente coincida con la direccional-
idad del relevador. Es una proteccio´n de selectividad relativa, ya que puede operar
ante condiciones anormales en la zona principal (proteccio´n primaria) o en zonas
adyacentes (proteccio´n de respaldo).
Para cada relevador es calculada una curva de tiempo inverso en la que el tiem-
po de operacio´n es, valga la redundancia, inversamente proporcional a la magnitud
de corriente medida, dicho de otro modo, mientras mayor sea la magnitud de la falla,
menor sera´ el tiempo de operacio´n y viceversa [22]. La curva se obtiene calculando el
tiempo de operacio´n para diferentes magnitudes de corriente a trave´s de la ecuacio´n
2.1, estandarizada por el IEEE en la norma C37.112-1996 [3].
top =

 A[
If
Ia
]p
− 1
+B

 ∗ dial, (2.1)
donde:
top = Tiempo de operacio´n.
If = Corriente de falla.
Ia = Corriente de arranque.
dial = Palanca de tiempo.
A,B, p = Constantes caracter´ısticas de cada curva.
En la misma norma se definen los siguientes conceptos:
Corriente de falla (If) Es la magnitud de corriente de entrada al relevador.
Corriente de arranque (Ia) Define el valor a partir del cual el relevador opera,
por lo general entre 1.4 y 2 veces la corriente de carga (Il).
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Palanca de tiempo (dial) Permite escalar la curva del relevador en el eje vertical,
a un tiempo y corriente deseados, conservando el mismo grado de inversio´n. En
relevadores electromeca´nicos el dial representa la distancia de viaje del disco
(integral de la velocidad con respecto al tiempo).
Cuando If > Ia el tiempo de operacio´n es positivo, lo que indica que el relevador
va a operar; mientras ma´s se acerque la magnitud de corriente de falla a la de la
corriente de arranque el tiempo de operacio´n sera´ mayor. Por otra parte, cuando
If < Ia se obtiene un tiempo negativo, de manera que el relevador no operara´ ante
esa magnitud de corriente de falla. Definir correctamente la corriente de arranque
es primordial para que la proteccio´n sea capaz de discriminar entre condiciones de
falla y condiciones normales de carga.
Tabla 2.1: Constantes de las curvas estandarizadas.
Norma Tipo de curva A B P
IEEE
Moderadamente inversa (MI) 0.0515 0.1140 0.02
Muy inversa (VI) 19.6100 0.4910 2
Extremadamente inversa (EI) 28.2 0.1267 2
IEC
Inversa esta´ndar (SI) 0.14 0 0.02
Muy inversa (VI) 13.5 0 1
Extremadamente inversa (EI) 80 0 2
Inversa de tiempo corto (STI) 0.05 0 0.04
Inversa de tiempo largo (LTI) 120 0 1
Las constantes caracter´ısticas para cada curva definidas por el IEEE son mostradas
en la tabla 2.1. De cada conjunto se obtiene una de las tres curvas convencionales ,
conocidas como Moderadamente Inversa, Muy Inversa y Extramadamente Inversa
(respectivamente MI, VI y EI, por sus siglas en ingle´s) [3]; adema´s se pueden obser-
var las curvas esta´ndar propuestas por el IEC, las cuales sera´n utilizadas en menor
medida para uno de los casos implementados. En la figura 2.1 se observa un ejemplo
las curvas del esta´ndar del IEEE, adema´s de presentarse el efecto que tiene el dial
como multiplicador de la curva de tiempo, modificando su posicio´n mientras respeta
su grado de inversio´n.
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Figura 2.1: Curvas convencionales del IEEE y efecto multiplicativo del dial [3].
2.1.2 Relevador direccional
Cuando la corriente de falla puede fluir en ambas direcciones a trave´s del rel-
evador, por ejemplo en sistemas anillados o con alimentacio´n bilateral, es necesario
que adema´s de la magnitud de corriente se tome en cuenta la direccio´n de la poten-
cia de corto circuito, dando lugar a un relevador direccional [12, 22]. El principal
objetivo de conjuntar un relevador direccional con uno de sobrecorriente es limitar
la operacio´n de la proteccio´n a una direccio´n especificada.
En la figura 2.2 se muestra la caracter´ıstica de a´ngulo de fase de un relevador
direccional de tipo cilindro, se obtiene el ma´ximo torque cuando la corriente fluye
de polaridad a no polaridad (Ipq), mientras que adelanta por 30
◦ al voltaje. Teo´ri-
camente el relevador opera cuando la corriente fluye desde 60◦ en atraso hasta 120◦
en adelanto con respecto al voltaje de referencia (zona de operacio´n), es decir, opera
mientras no alcance la l´ınea de torque cero, que delimita la entrada a la zona de no
operacio´n; no obstante, habitualmente los valores mı´nimos de arranque del relevador
direccional son ajustados al a´ngulo de torque ma´ximo. A medida que la corriente Ipq
se adelante o retrase con respecto a esta posicio´n, mayor magnitud sera´ requerida
para alcanzar el ma´ximo torque. [9, 11].
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Figura 2.2: A´ngulo de fase de un relevador direccional de tipo cilindro.
Un principio similar establece la posicio´n del ma´ximo a´ngulo de torque a 45◦
adelantando al voltaje, ambos principios son utilizados en protecciones direccionales
de fase y de tierra [9, 11, 19].
2.1.3 Coordinacio´n de protecciones
La proteccio´n de sobrecorriente es de selectividad relativa, es decir, es capaz de
operar como proteccio´n principal ante una falla en la zona protegida y, al agregar un
retraso de tiempo, como respaldo para el relevador de la l´ınea adyacente. Para deter-
minar los ajustes con los cuales cada relevador sera´ capaz de operar como proteccio´n
principal y de respaldo es necesario realizar una coordinacio´n de protecciones .
La corriente de coordinacio´n (Ic) es definida como la ma´xima corriente que
ven en conjunto los relevadores a coordinar, en sistemas radiales sin alimentadores
intermedios ambos relevadores ven el mismo valor de corriente, mientras que en
sistemas anillados o con alimentacio´n bilateral la corriente detectada por el respaldo
es ma´s pequen˜a que la corriente de falla total (efecto infeed), por lo que la corriente
de coordinacio´n debe ser igual a la magnitud que ve el respaldo.
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El principio de coordinacio´n por tiempo establece que en primera instancia se
debe calcular el tiempo de operacio´n para una falla en la l´ınea protegida (proteccio´n
principal). Una proteccio´n adicional, llamada (proteccio´n de respaldo), debe ajus-
tarse para operar en caso que la principal no opere, evitando as´ı incrementos en
los tiempos de liberacio´n. Para cada proteccio´n principal se pueden ajustar tantos
respaldos como l´ıneas adyacentes existan. El tiempo de operacio´n de la proteccio´n
de respaldo debe ser igual al tiempo de operacio´n de la proteccio´n principal para la
corriente de coordinacio´n ma´s un Intervalo de Tiempo de Coordinacio´n (CTI, por
sus siglas en ingle´s), tal como se muestra en la ecuacio´n 2.2.
trespaldo = tprimario + CTI. (2.2)
El valor del CTI sirve para asegurar que el respaldo operara´ solo cuando la
proteccio´n principal falle o su operacio´n demore demasiado; es obtenido sumando el
retardo de tiempo de liberacio´n de la falla, el tiempo de operacio´n del interruptor,
el tiempo de sobreviaje del relevador (en relevadores electromeca´nicos) y un factor
de seguridad, normalmente se define entre 0.2 y 0.5 segundos, siendo 0.3 segundos
el valor ma´s utilizado [9].
Una vez definido el tiempo de operacio´n del relevador de respaldo, se calculan
los ajustes que e´ste necesita para satisfacer dicho tiempo. El dial para el relevador
de respaldo se obtiene luego de despejar la ecuacio´n 2.1, dando lugar a la ecuacio´n
2.3.
dial =
top[
A[
If
Ia
]p
−1
+B
] . (2.3)
Se calcula manteniendo la corriente de coordinacio´n, utilizando la corriente de
arranque y los para´metros A,B y p del relevador de respaldo. Una vez calculado
el dial, mediante la ecuacio´n 2.1 se procede a determinar el tiempo de operacio´n
para la falla en la que opera como relevador principal. En caso de que existan ma´s
relevadores a coordinar se repite el mismo procedimiento.
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Llevar a cabo el proceso de coordinacio´n en sistemas radiales es relativamente
sencillo, la complicacio´n se presenta al trabajar con sistemas anillados en los que una
proteccio´n actuara´ como respaldo para diferentes l´ıneas y por consiguiente diferentes
corrientes de coordinacio´n. En los ape´ndices A y B se muestran ejemplos nume´ricos
de coordinacio´n.
Necesidad de un relevador direccional de sobrecorriente
A continuacio´n, partiendo del pequen˜o sistema con alimentacio´n bilateral mostra-
do en la figura 2.3 se explica la necesidad de un relevador direccional de sobrecorriente
en el proceso de coordinacio´n.
1
G1
2
3
G22312 21 3212 23 32
2
CTI
CTI
f1 2f
Figura 2.3: Sistema radial con alimentacio´n bilateral.
Suponiendo que las fallas f1 y f2 son cercanas al nodo 2, para la falla f1
los relevadores 12 y 21 deben operar como proteccio´n principal, mientras que los
relevadores 23 y 32 deben hacer lo propio para la falla f2. Sin embargo, debido a que
los relevadores 21 y 23 esta´n localizados en el mismo nodo, la corriente que detectan
al presentarse una falla en cualquiera de las dos l´ıneas es pra´cticamente la misma,
por lo que regirse solamente por su magnitud imposibilitar´ıa la discriminacio´n y
ocasionar´ıa la incorrecta apertura de una l´ınea que no presenta condiciones de falla.
La adicio´n de unidades direccionales resuelve el problema. Los relevadores se ajustan
para operar u´nicamente al detectar fallas en la direccio´n marcada por las flechas,
por lo que la falla f1 solo es vista por los relevadores 12 y 21 como protecciones
principales y por el relevador 32 como proteccio´n de respaldo. La falla f2 debe ser
liberada por los relevadores 23 y 32, mientras que el 12 se ajusta como respaldo.
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En resumen, la utilizacio´n de relevadores direccionales permite discriminar en-
tre una falla en la l´ınea protegida y una en la l´ınea adyacente, a pesar de que la
magnitud de corriente sea pra´cticamente igual.
2.2 Optimizacio´n y algoritmos gene´ticos
Los algoritmos gene´ticos (GA, por sus siglas en ingle´s) fueron desarrollados
entre 1960 y 1970 por John Holland, as´ı como sus estudiantes y colegas de la Uni-
versidad de Michigan [16, 20]. Su funcio´n es realizar bu´squedas heur´ısticas basa´ndose
en la teor´ıa de seleccio´n natural propuesta independientemente por Charles Darwin
y Alfred Russel Wallace en 1858. Continuamente el mencionado me´todo es utilizado
para optimizar la solucio´n de diversos problemas multiobjetivo. A continuacio´n se
definira´n ma´s detalladamente las caracter´ısticas de un algoritmo gene´tico, no sin
antes presentar una breve introduccio´n a la optimizacio´n.
2.2.1 Optimizacio´n
En resumen la optimizacio´n es el proceso llevado a cabo para maximizar las
caracter´ısticas deseadas de un sistema, minimizando simulta´neamente las no de-
seadas [21]. Optimizar un sistema es encontrar los ajustes necesarios para que e´ste
se opere de la mejor manera. Vale la pena resaltar que el te´rmino ’mejor’ involucra
que existen diferentes soluciones que no generan el mismo desempen˜o [15].
Algunos problemas tienen una solucio´n u´nica, por ejemplo determinar cual es
la montan˜a ma´s alta del mundo o el resultado de algunas operaciones algebraicas,
para estos casos ’mejor’ tiene una definicio´n absoluta. En otras ocasiones pueden
presentarse diferentes soluciones, obtenie´ndose con cada una el mejor resultado, por
ejemplo, si se desea encontrar el valor que haga cero un polinomio, es decir su ra´ız,
es posible que diversas soluciones arrojen la misma respuesta, siendo una tan buena
como la otra. Otro tipo de problemas presentan como dificultad la posibilidad de
encontrar diferentes soluciones o puntos o´ptimos, como determinar cual es la mejor
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computadora o llevar a cabo la coordinacio´n de protecciones en un SEP, en estos casos
el mejor resultado es relativo a los criterios considerados. El propo´sito es encontrar la
mejor solucio´n u o´ptimo global , sin embargo es importante recalcar que debido a una
mala seleccio´n de criterios, e incluso a la incapacidad del me´todo de optimizacio´n
utilizado es posible alcanzar solamente una solucio´n subo´ptima u o´ptima local [15].
La Funcio´n Objetivo (FO) es una funcio´n que engloba las aptitudes que una
solucio´n debe tener para considerarse buena, as´ı como las penalizaciones correspon-
dientes para las soluciones que salgan de los l´ımites establecidos, etce´tera. Cuando
se busca el valor mı´nimo la funcio´n objetivo es llamada funcio´n de costo, en el ca-
so espec´ıfico en el que el objetivo sea llegar a un valor igual a cero, la funcio´n se
conoce como funcio´n de error . Por u´ltimo, cuando la finalidad sea encontrar un valor
ma´ximo la funcio´n es nombrada funcio´n de aptitud [15, 21].
OPTIMIZACIÓN
Prueba 
y error
Fórmula Unidimensional Multidimensional Estático Dinámico
Condiciones 
   iniciales
Definidas Aleatorias
Variables
Restringidas
       No 
Restringidas
Variables
Continuas Discretas
Ajustes Tiempo
Figura 2.4: Categor´ıas de la optimizacio´n.
Como se observa en la figura 2.4 los me´todos de optimizacio´n pueden ser clasi-
ficados en diferentes categor´ıas, descritas en los pa´rrafos siguientes [15], comenzando
por la esquina inferior izquierda y continuando en sentido contrario al de las manecil-
las del reloj:
1. La optimizacio´n mediante prueba y error hace referencia a me´todos que propor-
cionan una posible solucio´n al problema, la evalu´an y determinan si es buena,
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en caso de no serlo se propone una nueva solucio´n hasta que el problema se
resuelva. No se requiere un conocimiento profundo del sistema y encontrar la
solucio´n involucra cierto grado de azar. Se puede utilizar en sistemas en los que
no se conoce por completo su funcionamiento. En contraparte existen me´todos
que utilizan una formulacio´n matema´tica para optimizar el problema, para ll-
evarla a cabo se requiere conocer el sistema analizado, as´ı como una idea clara
del resultado que se obtendra´ al realizar ajustes en las variables involucradas.
2. La optimizacio´n es unidimensional cuando solamente existe una variable in-
volucrada. Si el problema tiene ma´s de una variable se conoce como multidi-
mensional, mientras ma´s variables existan el problema de optimizacio´n se hace
ma´s complejo.
3. Cuando la optimizacio´n es de tiempo esta´tico las variables involucradas son in-
variantes en el tiempo, por el contrario, en la optimizacio´n de tiempo dina´mico
las variables son dependientes del tiempo. Por ejemplo, en un SEP la deman-
da requerida por los usuarios var´ıa constantemente, entre el d´ıa y la noche,
as´ı como entre el invierno y el verano.
4. Algunos algoritmos de optimizacio´n deben comenzar la bu´squeda a partir de
condiciones iniciales, por lo general son ra´pidos, aunque presentan mayores
posibilidades de atascarse en soluciones locales, sobre todo si las condiciones
iniciales son deficientes. Los algoritmos que parten de condiciones iniciales
aleatorias tienen la posibilidad de abarcar mayor a´rea del espacio de solucio´n,
sin embargo, al carecer de un camino trazado por el cual comenzar la bu´squeda,
tardan ma´s tiempo en llegar a una solucio´n global.
5. A pesar de que existen me´todos que trabajan mejor con variables sin restric-
ciones, ciertos sistemas requieren que sus variables se encuentren dentro de un
rango definido, el cual puede estar determinado por los l´ımites operacionales
de una ma´quina, por citar un ejemplo. Las restricciones de un sistema pueden
ser lineales o no lineales.
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6. Las variables involucradas pueden ser continuas o discretas. Mientras que las
variables discretas tienen un nu´mero finito de posibles soluciones, las variables
continuas pueden elegir cualquier valor dentro del rango definido.
La combinacio´n de estas caracter´ısticas puede hacer un problema de opti-
mizacio´n ma´s sencillo o dif´ıcil de resolver. Para el caso de la coordinacio´n de pro-
tecciones ele´ctricas en un SEP las variables son continuas, restringidas y variantes
en el tiempo, mientras que el problema de optimizacio´n es multidimensional. Los
ajustes son realizados combinando una formulacio´n matema´tica con la prueba y er-
ror, dependiendo del me´todo utilizado. Por u´ltimo, las condiciones iniciales utilizadas
actualmente son aleatorias, sin embargo trabajos recientes empiezan a utilizar la sal-
ida de un me´todo de optimizacio´n como entrada de otro, buscando reducir el tiempo
de ejecucio´n de los algoritmos, por ejemplo el trabajo mostrado en la referencia [7].
Uno de los me´todos de optimizacio´n que se puede adaptar a las necesidades del
problema de coordinacio´n de protecciones sin mayor dificultad son los algoritmos
gene´ticos, los cuales se describen en las siguientes secciones.
2.2.2 Algoritmos gene´ticos
Los algoritmos gene´ticos pertenecen a lo que hoy en d´ıa se conoce como com-
putacio´n evolutiva, surgieron entre mediados de los an˜os sesenta y principios de
los setenta de la mano de John Holland con el objetivo de resolver problemas de
optimizacio´n, as´ı como hacer estudios sobre la autoadaptacio´n de mole´culas en pro-
cesos biolo´gicos [16]. Un algoritmo gene´tico es una te´cnica iterativa de bu´squeda y
optimizacio´n basada en la seleccio´n natural que combina bu´squedas dirigidas con
estoca´sticas, produciendo un notorio balance entre la explotacio´n y exploracio´n del
espacio de bu´squeda [13].
Inicialmente se generan vectores o individuos de manera aleatoria, cada in-
dividuo, usualmente llamado cromosoma (Cx) es un candidato a dar solucio´n al
problema y esta´ formado por uno o varios genes , los cuales se organizan individ-
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ualmente o por bloques y representan el o los ajustes para una de las variables del
problema. Un conjunto de cromosomas conforma una poblacio´n, por lo general el
taman˜o de la poblacio´n permanece constante durante toda la simulacio´n. En cada
iteracio´n o generacio´n se evalu´an los cromosomas con base en una funcio´n objetivo
y se determina cua´les son los ma´s aptos para sobrevivir y dejar descendencia. Al-
gunos cromosomas son seleccionados como padres para que, a trave´s de operadores
gene´ticos , den lugar a una nueva poblacio´n. La probabilidad de ser seleccionados
como padres es proporcional al resultado de su evaluacio´n, por lo que los ma´s aptos
tienen mayores posibilidades de serlo, incluso en ma´s de una ocasio´n [6, 13, 14, 20].
Los dos operadores gene´ticos ba´sicos son descritos a continuacio´n:
Reproduccio´n Es el operador gene´tico primario, la mayor parte de la nueva poblacio´n
es obtenida de esta forma. Se seleccionan aleatoriamente dos o ma´s padres y
sus atributos son mezclados eligiendo uno o varios puntos de cruce, dando lugar
a nuevos cromosomas.
Mutacio´n Es un operador utilizado en mucho menor medida, su objetivo es ayudar
al algoritmo a no atascarse en una solucio´n local. El procedimiento consiste en
seleccionar un cromosoma y modificar uno o varios de sus genes aleatoriamente.
La nueva generacio´n estara´ conformada en su mayor´ıa por individuos que resul-
tan del operador de reproduccio´n, un pequen˜o porcentaje de cromosomas mutados
y ocasionalmente algunos de los padres ma´s aptos de la generacio´n anterior, con el
objetivo de asegurar que los cromosomas sean cuando menos igual de aptos en la
nueva generacio´n.
En resumen, al iniciar el algoritmo gene´tico existe una poblacio´n aleatoria y
muy diversa, con lo que se busca cubrir gran parte del espacio de bu´squeda; en las
primeras iteraciones los operadores gene´ticos se utilizan para explorar la mayor parte
del mismo, siendo lo ma´s importante determinar las zonas donde se encuentran los
elementos ma´s aptos. Una vez localizados dichos elementos se exploran sus vecin-
dades, saliendo ocasionalmente de ellas mediante un operador de mutacio´n con el
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objetivo de no atascarse en un mı´nimo local. Debido a que se realizan bu´squedas
ciegas, este me´todo no garantiza una ra´pida convergencia, tampoco puede garantizar
que todos los hijos obtenidos por los operadores sean mejores que sus padres [13].
Por encima de estas desventajas, se presentan ventajas considerables que justifican
el uso de este me´todo de optimizacio´n [6, 13, 14]:
Sencillez Los GA son fa´ciles de comprender y no requieren de un conocimiento
matema´tico profundo.
Flexibilidad Muchos problemas no cuentan con una fo´rmula exacta para ser resuel-
tos, ya que son muy complejos u obtener su solucio´n tomar´ıa mucho tiempo.
Los algoritmos gene´ticos, basados en bu´squedas heur´ısticas, proveen gran flexi-
bilidad para ser implementados en problemas muy espec´ıficos. Aunque propor-
cionen un resultado que no siempre es exacto, en muchas ocasiones la cercan´ıa
es suficiente.
Adaptabilidad Se pueden adaptar para resolver cualquier tipo de funcio´n objetivo
que contenga todo tipo de restricciones, adema´s pueden ser implementados
para buscar una o varias soluciones.
Robustez El uso de operadores gene´ticos dota de esta caracter´ıstica a los GA,
hacie´ndolos muy efectivos en la aproximacio´n a la solucio´n global en compara-
cio´n con otros me´todos heur´ısticos, adema´s de reducir la carga computacional.
El secreto consiste en que en todo momento realiza una bu´squeda en gran parte
del espacio de solucio´n, a diferencia de otras te´cnicas que consisten en abarcar
el espacio total realizando bu´squedas locales.
En las siguientes secciones se ahondara´ en la descripcio´n de cada paso de un
algoritmo gene´tico.
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Generacio´n de la poblacio´n
El primer paso de los GA consiste en generar aleatoriamente una poblacio´n
de cromosomas compuestos de genes, cada gen representa el ajuste de una de las
variables del sistema, por lo tanto el cromosoma entero contiene una posible solucio´n
al problema. Suponiendo que se presenta un problema en el que se desea determinar
cua´les unidades deben mantenerse en funcionamiento para cumplir con determinada
demanda buscando minimizar el consumo de combustible, el estado de cada ma´quina
se puede representar mediante unos y ceros. La figura 2.5 muestra los cromosomas
iniciales, suponiendo que la poblacio´n sea de cuatro individuos y se cuente con un
total de diez ma´quinas.
1 0 1 0 1 1 0 1 0 1
1 1 1 0 1 0 1 0 1 0
0 1 0 0 0 1 0 1 1 1
1 1 0 1 0 1 1 0 0 1
Cromosoma
P
o
b
la
c
ió
n
Gen
1
2
3
4
Figura 2.5: Poblacio´n inicial de cromosomas, generada aleatoriamente.
Mientras ma´s grande sea la poblacio´n el algoritmo podra´ abarcar mayor espacio
de solucio´n, lo cual se ve reflejado en una mayor posibilidad de encontrar una solucio´n
global. Sin embargo, disponer de ma´s cromosomas se traduce en ma´s operaciones,
por lo que el algoritmo sera´ ma´s lento.
2.2.3 Seleccio´n
La funcio´n objetivo (FO) debe ser precisa para definir cua´les cromosomas con-
tienen la combinacio´n de genes que suscitan una resolucio´n o´ptima del problema
tratado, es de suma importancia que e´sta establezca concretamente los atributos
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que ocasionara´n que un cromosoma resulte ser mejor que otro, adema´s de penalizar
a los que arrojen resultados fuera de los rangos establecidos. Si la FO no esta´ cor-
rectamente definida el algoritmo no podra´ obtener la solucio´n deseada. Todos los
cromosomas de todas las generaciones son evaluados mediante la funcio´n objetivo,
por lo que el nu´mero de operaciones puede llegar a ser de varios millones, de ah´ı se
deriva la necesidad de que este procedimiento sea ra´pido. Se obtendra´n resultados
diferentes y algunos cromosomas sera´n ma´s aptos que otros, lo que incrementara´ su
probabilidad de ser seleccionados para prevalecer en la siguiente generacio´n.
El a´rea de seleccio´n (AS) esta´ compuesta por zonas, cada una de ellas repre-
senta a un cromosoma, siendo su taman˜o proporcional a la aptitud del mismo; los
cromosomas con mayor aptitud ocupara´n mayor porcentaje del a´rea de seleccio´n.
Se presentan dos opciones para determinar el taman˜o de cada zona, la primera con-
siste en que el porcentaje del a´rea de seleccio´n ocupado por cada cromosoma sea
directamente proporcional al resultado de su evaluacio´n, en el presente trabajo se
nombrara´ a esta opcio´n Porcentaje por Evaluacio´n (PE).
En algunos escenarios los individuos ma´s aptos tendra´n resultados mucho
mejores que los menos aptos, por lo que abarcara´n la mayor parte del a´rea de se-
leccio´n, los genes de las nuevas generaciones estara´n muy influenciados por ellos,
acabando ra´pidamente con la diversidad y muy probablemente llevando al algoritmo
a una solucio´n prematura o local. La manera de calcular el porcentaje por evaluacio´n
de cada cromosoma cuando se trabaje con una funcio´n de aptitud se muestra en la
ecuacio´n 2.4, en caso de que en el problema se utilice una funcio´n de costo (que
busque minimizar) se deben realizar ciertos ajustes a dicha ecuacio´n.
PEi =
ei∑N
j=1 ej
. (2.4)
donde:
PEi = Porcentaje por evaluacio´n del cromosoma i.
e = Resultado de la evaluacio´n del cromosoma.
N = Taman˜o de la poblacio´n.
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Ocasionalmente la poblacio´n se reacomoda de acuerdo a su aptitud, es decir,
colocando en el primer escalo´n al mejor y descendiendo hasta llegar al peor candidato.
Dicho reacomodo se conoce como ranking . Con el objetivo de dar mayor probabilidad
a los individuos ma´s aptos sin descartar por completo a los menos aptos la segunda
opcio´n consiste en asignarle al cromosoma un valor igual al inverso de su posicio´n en
el ranking, para despue´s calcular el porcentaje que le tocara´ cubrir de acuerdo a la
ecuacio´n 2.5, en el presente trabajo se nombra a esta opcio´n Porcentaje por Ranking
(PR).
PRi =
vi∑N
j=1 vj
. (2.5)
donde:
PRi = Porcentaje por ranking del cromosoma i.
v = Valor asignado al cromosoma i.
N = Taman˜o de la poblacio´n.
En la tabla 2.2 se muestran los resultados de los cromosomas, suponiendo que
fueron evaluados utilizando una funcio´n de costo. En la tercer columna se observa
el porcentaje del a´rea de seleccio´n correspondiente a cada cromosoma de acuerdo
al resultado de su evaluacio´n. En la cuarta se realiza el reacomodo por ranking,
en la quinta se le asigna un valor correspondiente a su posicio´n y en la u´ltima la
probabilidad de ser seleccionado en funcio´n del ranking. Adema´s, en la figura 2.6 se
observa el taman˜o de las zonas para cada cromosoma, utilizando ambos criterios.
Tabla 2.2: Resultados de la evaluacio´n de los cromosomas.
Cx Evaluacio´n PE Ranking Valor asignado PR
1 14 8.96% 3 1 48%
2 10 12.55% 4 1/2 24%
3 2 62.78% 2 1/3 16%
4 8 15.69% 1 1/4 12%
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Figura 2.6: Taman˜o de las zonas de cada cromosoma en el a´rea de seleccio´n.
Existen diferentes te´cnicas para llevar a cabo el proceso de seleccio´n, a contin-
uacio´n se describen algunas de ellas:
Seleccio´n proporcional o por ruleta
(a) Probabilidad por Evaluacio´n (PE). (b) Probabilidad por Ranking (PR).
Figura 2.7: Probabilidad de que cada cromosoma sea seleccionado.
Cada seccio´n de la ruleta representa a un cromosoma, el taman˜o de la seccio´n
es proporcional al resultado de la evaluacio´n del mismo. El porcentaje del a´rea de
seleccio´n cubierto por cada cromosoma es igual a la probabilidad que tiene de ser
seleccionado y puede ser determinado tomando en cuenta su evaluacio´n o ranking,
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aplicando las ecuaciones 2.4 y 2.5. Se generan valores aleatorios dentro del a´rea de
seleccio´n simulando el giro de la ruleta, siendo seleccionado el cromosoma correspon-
diente a cada valor. En las figuras 2.7(a) y 2.7(b) se presentan, respectivamente, los
porcentajes del a´rea de seleccio´n ocupados por cada cromosoma tanto por evaluacio´n
como por ranking, para el mismo ejemplo.
Seleccio´n por rango lineal o muestreo determinista
La seleccio´n por rango lineal no elige aleatoriamente a los cromosomas padres.
En principio, a partir del total de individuos que se seleccionara´n, se establece el
intervalo de muestreo, el cual permanece constante durante la simulacio´n a menos
que se decida cambiar el total de elementos seleccionados. En cada iteracio´n los
cromosomas se ordenan linealmente, a cada uno le corresponde un a´rea proporcional
a su evaluacio´n o ranking, siendo la segunda opcio´n la ma´s utilizada. Los cromosomas
que este´n ubicados en cada punto muestreado se seleccionan como padres para la
siguiente generacio´n.
Una de las ventajas de este me´todo es que asegura la participacio´n de elemen-
tos de baja aptitud, adema´s de que las posiciones en las cuales se seleccionara´ un
cromosoma son definidas desde el principio, a diferencia del me´todo de la ruleta
en el que en cada iteracio´n se le debe de hacer ‘girar’ para obtener valores aleato-
rios, repercutiendo en el nu´mero de operaciones y por consiguiente en el tiempo de
simulacio´n.
La figura 2.8 muestra un ejemplo de esta te´cnica, si el porcentaje del a´rea de
seleccio´n ocupado por cada Cx esta´ definido directamente por el resultado de la eval-
uacio´n se elige el cromosoma ma´s apto en tres ocasiones, limitando la diversidad. La
opcio´n de establecer el porcentaje basa´ndose en el ranking permite la participacio´n
de otros individuos, no necesariamente los ma´s aptos.
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Figura 2.8: Seleccio´n por muestreo, realizada basa´ndose en un rango lineal.
2.2.4 Reproduccio´n
Es el operador ba´sico de un algoritmo gene´tico, su objetivo es tomar atributos
de padres aptos buscando generar hijos au´n ma´s aptos. En su modo ma´s sencillo
dos cromosomas son seleccionados y separados del resto, se selecciona un punto de
corte de manera aleatoria para luego intercambiar los genes de la seccio´n cortada. La
reproduccio´n puede realizarse de diferentes maneras, como se define a continuacio´n.
Reproduccio´n cortando en un solo punto
Cortar en un solo punto es el modo ma´s sencillo de reproduccio´n. Aleatoria-
mente se determina un punto de corte, dividiendo as´ı cada cromosoma en dos partes,
mismas que son intercambiadas dando lugar a dos individuos de la nueva generacio´n.
Un ejemplo de este operador se muestra en la figura 2.9.
Figura 2.9: Reproduccio´n con un solo punto de cruce.
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Reproduccio´n cortando en puntos mu´ltiples
El objetivo es el mismo que el de cortar en un solo punto, combinar los genes de
dos de los mejores individuos para dar lugar a la nueva generacio´n. En esta ocasio´n
se definen n puntos de cruce, algunos autores reportan que es ma´s conveniente llevar
a cabo esta te´cnica debido a que al combinar genes de diferentes secciones de los
cromosomas se logra una mezcla ma´s uniforme [6]. Sin embargo, para sistemas en
los que los cromosomas tengan una gran cantidad de genes, realizar mu´ltiples cortes
repercutira´ en la duracio´n de la simulacio´n, por lo que mantener bajo el total de
cortes puede ser una mejor opcio´n. En la figura 2.10 se observa un ejemplo de e´sta
te´cnica.
Figura 2.10: Reproduccio´n cortando en puntos mu´ltiples.
Existen otras te´cnicas para llevar a cabo el proceso de reproduccio´n, en el pre-
sente trabajo no se describira´n pero pueden ser consultadas en las referencias alusivas
al tema [6, 14, 15, 20]. Las dos aqu´ı descritas fueron probadas en la implementacio´n,
descartando el uso de la reproduccio´n en puntos mu´ltiples con el objetivo de reducir
el tiempo de simulacio´n.
2.2.5 Mutacio´n
La mutacio´n provee de diversidad a la poblacio´n, ayuda a realizar bu´squedas
saltando entre el espacio de solucio´n. El principal beneficio de este operador es
ayudar a evitar que el algoritmo converja de manera prematura en una solucio´n
local. Consiste en cambiar el valor de uno o ma´s genes de un cromosoma, realizando
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la seleccio´n del cromosoma y gen a mutar de manera aleatoria. Los expertos sen˜alan
que las mutaciones deben realizarse en una mı´nima parte de la poblacio´n (menor al
diez por ciento) y no en todas las generaciones. En la figura 2.11 se puede observar
un ejemplo de este operador.
Figura 2.11: Ejemplo de mutacio´n de un cromosoma.
Cap´ıtulo 3
Coordinacio´n de protecciones
mediante algoritmos gene´ticos
En este cap´ıtulo se describira´ la manera de resolver el problema de coordi-
nacio´n de protecciones de sobrecorriente mediante la implementacio´n de un algorit-
mo gene´tico. Las te´cnicas, procedimientos y consideraciones descritas a continuacio´n
hacen referencia a lo implementado en el presente trabajo de tesis, realizando algunos
ajustes pueden ser utilizadas para resolver otro tipo de problemas.
La ecuacio´n utilizada para determinar el tiempo de operacio´n del relevador de
sobrecorriente ante diferentes magnitudes de falla y por consiguiente para formar
la curva de tiempo inverso fue descrita en el cap´ıtulo anterior en la ecuacio´n 2.1.
Se puede observar que para determinar el tiempo de operacio´n es necesario contar
con seis para´metros que pueden ser modificados. De los seis para´metros variables,
cinco son ajustes del relevador (A, B, p, Ia y dial) y el u´ltimo es la corriente de falla
definida como entrada (If).
Cada ajuste del relevador es considerado como un posible Grado de Liber-
tad (GDL). Generalmente los me´todos de optimizacio´n se utilizan para precisar el
ajuste del dial, es decir, se considera un solo GDL mientras que los dema´s ajustes
permanecen constantes, un ejemplo es el trabajo de la referencia [17]. Otros autores
proponen dos grados de libertad, permitie´ndole tomar a la corriente de arranque
valores que comu´nmente se ubican entre 1.2 y 2 veces la corriente de carga (Il) [7].
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Como se describio´ en los cap´ıtulos anteriores, los para´metros A, B y p fueron
estandarizados por el IEEE, cada conjunto de constantes da lugar a una de las
denominadas curvas convencionales; dichas constantes se definieron debido a diversas
razones, una de ellas fue la limitada capacidad computacional de los relevadores, a
los que les era imposible almacenar la informacio´n necesaria para contar con una
mayor gama de curvas o en su defecto recalcular las mismas. Asimismo, coordinar
protecciones que presenten curvas con similar grado de inversio´n ayuda a evitar el
posible cruce entre las mismas.
Para algunos casos, limitar el grado de inversio´n de las curvas caracter´ısti-
cas ocasiona que la coordinacio´n de protecciones no sea posible o arroje tiempos
muy elevados tanto en protecciones principales como de respaldo. Adema´s, los rel-
evadores utilizados actualmente tienen capacidad de sobra para redefinir su curva
caracter´ıstica en caso de ser necesario.
Partiendo de este punto se introduce la posibilidad de permitir que los para´met-
ros A, B y p tomen valores diferentes a los establecidos por el IEEE, obteniendo de
esta manera curvas de tiempo no convencionales . Por lo tanto, aunados al dial y
la Ia arrojan un total de cinco grados de libertad. La hipo´tesis sen˜ala que utilizar
curvas de tiempo no convencionales permitir´ıa incrementar la sensibilidad de los rel-
evadores ante condiciones de falla, reducir su tiempo de operacio´n y por consiguiente
mejorar la coordinacio´n entre los mismos.
3.1 Poblacio´n inicial
Cada cromosoma debe contener los ajustes para el Total de Relevadores (TR)
presentes en el sistema, de tal forma que si se cuenta con tres relevadores y se
consideran cinco grados de libertad la longitud del cromosoma sera´ de [15 x 1]. El
taman˜o de la poblacio´n es igual al Total de Cromosomas (TC) que se utilizara´n,
suponiendo que se tienen 10 individuos la matriz de la poblacio´n (P (Cx)) sera´ de
[15 x 10], lo que da un total de 150 genes.
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En la matriz mostrada en 3.1 se presenta la manera de ordenar la poblacio´n
inicial; cada columna representa un cromosoma por lo que el TC determina el total
de las mismas, al mismo tiempo cada fila constituye un gen o en otras palabras un
ajuste de un relevador.
P (Cx) =


dial1−1 dial1−2 dial1−3 ... dial1−TC
dial2−1 dial2−2 dial2−3 ... dial2−TC
dial3−1 dial3−2 dial3−3 ... dial3−TC
...
...
...
. . .
...
dialTR−1 dialTR−2 dialTR−3 ... dialTR−TC
Ia1−1 Ia1−2 Ia1−3 ... Ia1−TC
...
...
...
. . .
...
IaTR−1 IaTR−2 IaTR−3 ... IaTR−TC
A1−1 A1−2 A1−3 ... A1−TC
...
...
...
. . .
...
ATR−1 ATR−2 ATR−3 ... ATR−TC
B1−1 B1−2 B1−3 ... B1−TC
...
...
...
. . .
...
BTR−1 BTR−2 BTR−3 ... BTR−TC
p1−1 p1−2 p1−3 ... p1−TC
...
...
...
. . .
...
pTR−1 pTR−2 pTR−3 ... pTR−TC


(3.1)
Los rangos ma´ximos entre los cuales una variable puede ser seleccionada en el
presente trabajo se muestran en la tabla 3.1, los l´ımites mı´nimo y ma´ximo de los
ajustes A, B y p esta´n definidos entre el menor y el mayor valor de las constantes
de la tabla 2.1, mientras ma´s abiertos sean las curvas sera´n menos parecidas a las
convencionales, asimismo el tiempo de convergencia puede incrementarse debido a la
gran cantidad de combinaciones disponibles. Se redujo el rango de seleccio´n del dial
hasta 3 unidades, ya que uno de los objetivos consiste en reducir el tiempo de op-
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eracio´n de los relevadores, por lo que ser´ıa inu´til permitir multiplicadores demasiado
grandes. Se realizaron pruebas proponiendo rangos diferentes a los aqu´ı mencionados,
fueron descartados debido a que los resultados obtenidos se alejaban del objetivo.
Tabla 3.1: Rango de seleccio´n de para´metros.
Para´metro Mı´nimo Ma´ximo
dial 0.5 3
Ia 1.4 * Il 2 * Il
A 0.0515 28.2
B 0.1140 0.4910
p 0.02 2
Una matriz como la de la ecuacio´n 3.1 con valores asignados aleatoriamente
dentro de los rangos mostrados en la tabla 3.1 se proporciona como entrada al
algoritmo gene´tico. Los valores de corriente de carga deben obtenerse previamente
mediante un ana´lisis de flujos o contingencias, mientras que las de falla mediante un
ana´lisis de corto circuito. En adicio´n se deben definir las parejas de coordinacio´n.
3.2 Funcio´n objetivo
Es importante recalcar la relevancia que tiene la funcio´n objetivo en cualquier
me´todo de optimizacio´n, sin ser los algoritmos gene´ticos la excepcio´n. Su labor es
establecer claramente que´ resultados se esperan de un cromosoma y penalizar a
aquellos que obtengan soluciones fuera de los l´ımites operativos con la intencio´n de
definir que´ tan aptos son y, por consiguiente, que´ tan cerca esta´n de ser el o´ptimo
global.
En la coordinacio´n de protecciones de sobrecorriente se busca satisfacer di-
versas necesidades, mientras ma´s de ellas sean satisfechas el cromosoma sera´ ma´s
apto. Se puede considerar que el primer objetivo es que cada proteccio´n sea capaz de
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detectar fallas en su zona principal y de respaldar a las protecciones de l´ıneas adya-
centes. Como se mostro´ anteriormente, para que se obtenga un tiempo de operacio´n
positivo la If debe ser mayor que la Ia, en el caso contrario la proteccio´n carecera´ de
sensibilidad ante esa magnitud de corriente, por lo que no operara´. Los individuos
que obtengan tiempos negativos deben ser penalizados. El siguiente objetivo ser´ıa
reducir al mı´nimo los tiempos de liberacio´n de falla. En resumen el mejor cromoso-
ma sera´ el que contenga los ajustes que hagan operar a los relevadores en el menor
tiempo posible, tanto como protecciones principales como de respaldo.
En primera instancia el tiempo de operacio´n de cada relevador de cada cromo-
soma es determinado utilizando la ecuacio´n 2.1 para una falla en su zona principal
(tpr). El valor de la If es igual a la corriente de coordinacio´n (Ic), es decir, la cor-
riente que ve en conjunto con cada uno de sus respaldos. Acto seguido se calcula el
tiempo de operacio´n de cada respaldo (tre) para la misma corriente. El tiempo de
operacio´n de los respaldos debe ser igual al del relevador principal ma´s el valor del
CTI, tal como se muestra en la ecuacio´n 2.2. Por lo tanto, calculados los tiempos
de la proteccio´n principal y de la de respaldo se puede calcular el CTI que obtuvo
la pareja de coordinacio´n (CTIreal), haciendo uso de la ecuacio´n 3.2. Si el resultado
de esta operacio´n es igual al valor deseado de CTI (generalmente 0.3) el respaldo
esta´ ajustado correctamente, de no ser as´ı existe un error en la coordinacio´n, el
cual se nombrara´ Error de Intervalo de Tiempo de Coordinacio´n (ECTI) y puede ser
calculado mediante la ecuacio´n 3.3.
CTIreal = tre − tpr. (3.2)
ECTI = CTIreal − CTIdeseado. (3.3)
En algunas parejas el ECTI sera´ mı´nimo, sin embargo dif´ıcilmente llegara´ a ser
cero. Cuando e´ste es negativo la coordinacio´n no se cumple, cuando es positivo, se
esta´ obteniendo un retraso de tiempo ma´s grande que el deseado. Ambos escenarios
pueden presentarse y deben ser penalizados, el primero en mayor medida.
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Lograr la coordinacio´n con tiempos muy elevados significa que la magnitud
de corriente de falla es muy cercana a la corriente de arranque. El elevado tiempo
de operacio´n de algunos relevadores repercutira´ en la coordinacio´n, obtenie´ndose
tiempos mayores en ciertas protecciones. Debido a que ocasionalmente esta escasez
de sensibilidad es una limitante inherente al principio de proteccio´n una opcio´n
consiste en utilizar otro principio para estos relevadores ‘problema’, buscando aliviar
al sistema.
Tomando en cuenta que agregar grados de libertad incrementa considerable-
mente el taman˜o de las matrices y por consiguiente el nu´mero de operaciones, se de-
cide utilizar una funcio´n objetivo sencilla, basada en operaciones algebraicas ba´sicas
y utilizando valores que ya fueron calculadas para no agregar mayor carga com-
putacional al algoritmo. Haciendo uso de los conceptos definidos en los pa´rrafos
anteriores se define que la funcio´n objetivo empleada en el presente trabajo consiste
en la sumatoria de tiempos principales, de respaldo y del error de intervalo de tiempo
de coordinacio´n, as´ı como una relacio´n que involucra el total de relevadores que no
coordinan, el total de relevadores presentes en el sistema y el tiempo de operacio´n de
las protecciones principales, tal como se aprecia en la ecuacio´n 3.4. Cuando el ECTI
de un individuo indica que no se logra la coordinacio´n se le agrega una penalizacio´n
mayor, buscando erradicar estas situaciones, como es mostrado en la ecuacio´n 3.5.
f(x) =




∑TR
j=1 Tncj
TR∑TR
j=1 tprj

 ∗ α +
(
TR∑
j=1
tprj
)
∗ β +
(
TR∑
j=1
trej
)
∗ γ +
(
TR∑
j=1
ECTIj
)
∗ δ

 .
(3.4)
ECTIj < 0 ⇒ ECTIj ∗ −ǫ. (3.5)
Donde α, β, γ y δ son constantes que ponderan la influencia de cada sumatoria,
TR es el total de relevadores, Tnc es el total de relevadores que no coordinan y ǫ
es una penalizacio´n adjudicada a e´stos; por u´ltimo, tpr y tre son los tiempos de
operacio´n de protecciones principales y de respaldo.
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3.3 Seleccio´n
Una vez evaluados los cromosomas de acuerdo a la funcio´n objetivo se obten-
dra´n diferentes resultados, los individuos con menores valores sera´n ma´s aptos por lo
que tendra´n mayores probabilidades de sobrevivir. La seleccio´n se lleva a cabo con
uno de los dos me´todos descritos en la seccio´n 2.2.3, llamados seleccio´n por ruleta
y por muestreo. Los mejores resultados de la evaluacio´n de los cromosomas general-
mente esta´n muy separados de los peores, sobre todo en las primeras iteraciones, por
lo tanto en ambos casos el a´rea de seleccio´n es normalizada utilizando un porcentaje
por ranking (PR), ya que utilizar un porcentaje por evaluacio´n (PE) acabar´ıa ra´pi-
damente con la diversidad, incrementando las posibilidades de que el algoritmo se
atasque en una solucio´n local.
En un porcentaje por ranking en cada iteracio´n los cromosomas son reaco-
modados de acuerdo a sus resultados para luego asignarles un valor igual al inverso
de su posicio´n (v), dicho valor es proporcional al porcentaje que ocupara´ del a´rea
de seleccio´n. Para una poblacio´n de diez cromosomas el a´rea de seleccio´n sera´ de la
siguiente longitud:
AS =
10∑
j=1
vj,
AS = 2.9290.
3.3.1 Seleccio´n por ruleta
La dimensio´n de la zona ocupada por cada cromosoma es proporcional al re-
sultado de su evaluacio´n, suponiendo que se tienen diez cromosomas y que se utiliza
el porcentaje por ranking, en la figura 3.1 se puede observar el taman˜o de la zona
correspondiente a cada individuo, mientras que la probabilidad que tienen de ser
seleccionados como padres se muestra en la tabla 3.2.
Cap´ıtulo 3. Coordinacio´n mediante algoritmos gene´ticos 33
Figura 3.1: Espacio cubierto por cada zona de la ruleta, proporcional al ranking.
Tabla 3.2: Probabilidad de seleccio´n de cada cromosoma por el me´todo de la ruleta.
1 2 3 4 5 6 7 8 9 10
34.14% 17.07% 11.38% 8.53% 6.82% 5.69% 4.87% 4.26% 3.79% 3.41%
Las principales ventajas y desventajas de este me´todo se deben a la misma
razo´n, la aleatoriedad. A diferencia del me´todo de muestreo, en el de ruleta cualquier
cromosoma puede ser seleccionado, independientemente de su ranking. La desventaja
consiste en que en cada iteracio´n se deben obtener nuevos valores aleatorios e iden-
tificar a cua´l cromosoma corresponden. Puede no parecer una carga computacional
muy grande, sin embargo realizar la misma accio´n cientos de veces por iteracio´n deja
de ser algo despreciable.
3.3.2 Seleccio´n por muestreo
Los cromosomas se ordenan de acuerdo al ranking, suponiendo que se quieren
elegir nueve cromosomas como padres para la siguiente generacio´n basta muestrear
igual nu´mero de ocasiones el a´rea de seleccio´n, eligiendo como padre al cromosoma
correspondiente a la zona muestreada, tal como se observa en la figura 3.2. Los
individuos ma´s aptos son seleccionados como padres ma´s de una vez, en este ejemplo
el mejor evaluado ser´ıa seleccionado en tres ocasiones, el segundo lugar en dos,
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mientras que el tercero, quinto, se´ptimo y noveno en una ocasio´n. Ya que el taman˜o
de la poblacio´n permanece constante durante la simulacio´n la longitud del a´rea de
seleccio´n siempre sera´ la misma, siendo necesario realizar este procedimiento solo
una vez (siempre y cuando se desee seleccionar la misma cantidad de padres). La
ventaja consiste en la reduccio´n de operaciones, la desventaja en que siempre se
seleccionara´n los cromosomas que se encuentren en esas posiciones.
Área de selección
Ranking
Muestreo
1 2 3 4 5 6 7 8 9 10
Figura 3.2: Seleccio´n por muestreo.
3.4 Nueva Generacio´n
La nueva generacio´n estara´ compuesta por los cromosomas obtenidos luego
de aplicar los operadores de reproduccio´n y mutacio´n, as´ı como por un pequen˜o
porcentaje de padres elite.
3.4.1 Reproduccio´n
La mayor parte de la poblacio´n que conforma la nueva generacio´n es obtenida
mediante el operador de reproduccio´n, una vez seleccionados los padres se realiza este
procedimiento utilizando las te´cnicas descritas en el cap´ıtulo anterior. Se debe cuidar
que al llevarla a cabo se intercambien todos los genes correspondientes al relevador
seleccionado, evitando as´ı perder informacio´n. La figura 3.3 muestra un ejemplo
del presente operador. Suponiendo que el punto de cruce esta´ colocado despue´s del
relevador 3, se deben intercambiar todos los ajustes de los relevadores 4 y 5.
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Figura 3.3: Al cruzar los genes se intercambian todos los ajustes de los relevadores.
En el presente trabajo la reproduccio´n se realiza considerando un solo punto
de cruce ya que, debido a la gran longitud de los cromosomas, tomar en cuenta
mu´ltiples puntos dar´ıa lugar a mayor tiempo computacional. El punto se establece
aleatoriamente entre el 25 y el 75% del total de relevadores, dicho de otra forma
si el sistema cuenta con 100 relevadores el punto de cruce estara´ colocado entre el
relevador 25 y 75.
3.4.2 Mutacio´n
Una pequen˜a parte de la poblacio´n (ma´ximo un 10%) es sometida a este oper-
ador. La mutacio´n consiste en cambiar uno o ma´s genes de una pequen˜a porcio´n de
la poblacio´n de manera aleatoria. A diferencia del proceso de reproduccio´n, en este
operador no es necesario cambiar todos los ajustes del relevador. En algunas oca-
siones sucede que el algoritmo se atasca en un mı´nimo local ra´pidamente, buscando
escapar de esta situacio´n se introducen mutaciones masivas (hasta un 40% de los
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elementos), las cuales se realizan cuando se detecta que el individuo ma´s apto de la
poblacio´n no mejoro´ despue´s de cierto nu´mero de iteraciones. Adema´s, un pequen˜o
porcentaje de las mutaciones se realizan espec´ıficamente a los individuos ma´s aptos
o elite, en lugar de seleccionar a los candidatos a mutaciones aleatoriamente.
3.4.3 Padres Elite
La parte minoritaria de la nueva generacio´n esta´ conformada por los llama-
dos Padres Elite, que no son ma´s que una pequen˜a parte de los cromosomas que
obtuvieron los mejores resultados en la evaluacio´n, es decir, los mejor rankeados.
La utilizacio´n de estos cromosomas asegura que el individuo ma´s apto de la nueva
generacio´n obtenga resultados cuando menos iguales al de la generacio´n anterior.
3.4.4 Diagrama de flujo
La figura 3.4 muestra un diagrama simplificado de la herramienta programada
para llevar a cabo la coordinacio´n de protecciones de sobrecorriente mediante la
implementacio´n de un algoritmo gene´tico. Los s´ımbolos utilizados se describen a
continuacio´n:
NI = Nu´mero de iteracio´n actual.
TI = Total de iteraciones.
x = Contador.
y = L´ımite antes de ordenar una mutacio´n masiva.
Y = L´ımite antes de detener el algoritmo.
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Datos de entrada
Creación de población inicial
Cálculo de tiempos de operación
principales y de respaldo
Evaluación mediante la FO
Selección de padres
Reproducción
Mutación normal
Fin
Inicio
Nueva Generación
¿El costo se redujo? x=x+1
¿x=y?
Sí
No
Sí
Mutación masiva
Detener simulación
¿NI=TI?
x=0
No
¿x=Y?
Sí
No
Sí
No
Figura 3.4: Diagrama de flujo del algoritmo gene´tico programado.
Cap´ıtulo 4
Evaluacio´n de la implementacio´n
de un algoritmo gene´tico que
resuelve la coordinacio´n de
protecciones de sobrecorriente
utilizando curvas de tiempo no
convencionales
En el presente cap´ıtulo se muestran los resultados obtenidos al evaluar la im-
plementacio´n de un algoritmo gene´tico que resuelve la coordinacio´n de protecciones
de sobrecorriente utilizando curvas de tiempo no convencionales.
Inicialmente se revelan las consideraciones realizadas, as´ı como algunas alter-
nativas empleadas con el afa´n de obtener mejores resultados; consecutivamente, de
manera cualitativa se exponen los primeros resultados, mismos que fueron determi-
nantes en la evolucio´n de la programacio´n del algoritmo y permitieron definir cua´les
de las alternativas ser´ıan capaces de optimizar el desempen˜o del mismo. A la postre
se presentan de manera cuantitativa y gra´fica los resultados finales del presente tra-
bajo de tesis.
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4.1 Consideraciones
Las simulaciones se aplicaron en los sistemas de prueba de 14 y 30 nodos de la
IEEE. Para llevar a cabo los estudios de corto circuito y flujos se utilizo´ el paquete
PowerWorld R© [2], en la versio´n ma´s actualizada de Glover, Sarma & Overbye, la
cual permite simular redes de hasta 40 nodos. La programacio´n y evaluacio´n del
algoritmo se efectuo´ en Matlab R© [1]. Cada escenario fue repetido un mı´nimo de 20
veces, el promedio en los resultados de la coordinacio´n fue evaluado posteriormente.
Se presentan diferentes alternativas para llevar a cabo la coordinacio´n de pro-
tecciones, todas comparadas con un Caso Base (CB), dicho caso consiste en obtener
la coordinacio´n tomando en cuenta solo el dial como GDL, utilizando la curva de
tiempo muy inversa y considerando la condicio´n de carga ma´xima. En el segundo
caso, adema´s del dial se agrega la corriente de arranque, contando as´ı con dos GDL;
para el tercer caso se definen tres GDL, an˜adiendo la seleccio´n de una de las curvas
esta´ndar al dial y la Ia, en lugar de conservar la misma para todos los relevadores.
Dicho de otro modo, para el tercer caso el relevador, adema´s de ajustar el dial y la
Ia, podra´ elegir una de las curvas convencionales mostradas en la tabla 2.1. En el
cuarto caso todos los para´metros variables de la ecuacio´n 2.1 son utilizados como
GDL para dar un total de cinco, obtenie´ndose por consiguiente curvas de tiempo no
convencionales.
El quinto caso es una adaptacio´n del trabajo de la referencia [10], la imple-
mentacio´n parte del CB, el cambio consiste en agregarle un condicional que permite
a los relevadores de respaldo utilizar su curva de tiempo inverso solo para corrientes
mayores a la Ic, cuando se presenten valores inferiores a dicha corriente, el respaldo
emulara´ la forma de la curva del relevador principal luego de sumarle el CTI. Con
esta alternativa se busca reducir los tiempos de operacio´n del relevador para fallas de
corriente mı´nima y es descrita a fondo ma´s delante. El sexto y u´ltimo caso consiste
en realizar la coordinacio´n para dos corrientes de falla (mı´nima y ma´xima), tomando
en cuenta cinco GDL. El resumen de los casos utilizados se muestra en la tabla 4.1.
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Tabla 4.1: Casos evaluados en la implementacio´n.
Caso GDL Variables
1 1 dial
2 2 dial, Ia
3 3 dial, Ia, curva
4 5 dial, Ia, A, B, p
5 1 dial
6 5 dial, Ia, A, B, p, IMax, Imin
Algunas alternativas que fueron propuestas con el objetivo de mejorar los re-
sultados de la coordinacio´n a continuacio´n son descritas.
Corriente de carga (Il) En la literatura revisada fue comu´n encontrar trabajos
en los que se considera que la corriente de carga es constante para todos los
relevadores del sistema, es decir, se determina la l´ınea por la cual fluye mayor
cantidad de corriente, ajustando la Ia desde 1.2 veces este valor y se establece
a todas las parejas de coordinacio´n. Contar con corrientes de arranque iguales
en todos los relevadores puede ser beneficioso para una coordinacio´n ideal, pu-
diendo arrojar incluso buenos ajustes de protecciones para sistemas pequen˜os;
sin embargo, en sistemas reales, anillados, con fuentes intermedias, entre ma´s
complejidades, esta consideracio´n se aleja por completo de la situacio´n real y
pone en riesgo la correcta operacio´n del sistema de protecciones.
En el presente trabajo de tesis se considero´ una corriente de carga para cada
pareja de coordinacio´n. Utilizando el paquete Power World se llevo´ a cabo
un ana´lisis de flujos, con el que se obtuvieron las corrientes que circulan por
las l´ıneas durante la operacio´n de los sistemas. Para el sistema de 14 nodos la
ma´xima Il que fluye entre dos nodos es 15 veces mayor que algunas de las que
fluyen por otros. Si para todas las parejas se tomara el valor ma´ximo como
Ia, muchas de ellas nunca operar´ıan, lo har´ıan con tiempos muy altos o en
una reaccio´n en cascada, a pesar de que en los ca´lculos hayan obtenido buenos
resultados. Asimismo la Ia se establece como mı´nimo en 1.4 veces la Il.
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Niveles de carga Como se menciono´ en el cap´ıtulo 3, tradicionalmente la coordi-
nacio´n de protecciones se lleva a cabo estableciendo la Ia entre 1.4 a 2 veces
la corriente de carga ma´xima, sin embargo, la mayor parte del tiempo el sis-
tema opera en condiciones inferiores a dicho nivel; por lo tanto, si siempre
es utilizado ese valor de corriente, el algoritmo de optimizacio´n es sometido
a restricciones ma´s elevadas que las necesarias, obtenie´ndose en consecuencia
tiempos de operacio´n ma´s altos. Partiendo de la ecuacio´n 2.1, mientras mayor
sea la If respecto a la Ia, menor sera´ el tiempo de operacio´n de la proteccio´n;
con esta idea en mente, se propone realizar la coordinacio´n de protecciones
para diferentes niveles de carga [10].
La condicio´n de carga ma´xima se establece como caso base, aunado a e´ste se
consideran cargas intermedia y mı´nima; dichos niveles de Il para cada pareja
de coordinacio´n fueron obtenidos luego de operar el sistema a 2/3 y 1/3 de
su capacidad, respectivamente. Realizando simulaciones en los sistemas de 14
y 30 nodos se pudo observar que al disminuir la Il, la If sufre modificaciones
que no son significativas, por lo tanto, en el presente trabajo esta u´ltima se
considera constante para los tres niveles de carga propuestos. Cada caso fue
evaluado para cada uno de los tres escenarios.
Mutaciones masivas La funcio´n objetivo utilizada busca reducir el costo, mien-
tras que los mayores adelantos se alcanzan durante las primeras simulaciones,
la pendiente se va reduciendo gradualmente hasta llegar al mı´nimo global,
suponiendo que el algoritmo no termina en un mı´nimo local. En la figura 4.1
se grafica el mejor resultado de la funcio´n de costo a medida que avanzan las it-
eraciones para un sistema de prueba, se puede observar que ma´s del 90% de la
reduccio´n de costo se logra durante las primeras 500 iteraciones. Es importante
aclarar que a pesar de que el valor nume´rico de la funcio´n de costo es relativo
a los coeficientes y ponderaciones utilizados, el comportamiento de la curva
mostrada sigue siendo el mismo en cualquier algoritmo gene´tico, obtenie´ndose
los mayores avances durante las primeras iteraciones.
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Figura 4.1: Reduccio´n en la pendiente de la funcio´n de costo.
Con el objetivo de evitar que la solucio´n obtenida sea un mı´nimo local, se
implemento´ una rutina que monitorea la pendiente de reduccio´n de costo; si
despue´s de cierto nu´mero de iteraciones e´sta permanece constante o con una
variacio´n despreciable, se programan mutaciones masivas en los cromosomas
(hasta un 40% de cromosomas mutados, contra un 10% de mutaciones perpe-
tradas normalmente).
Se realizaron simulaciones cortas y largas, las cortas se obtuvieron haciendo
uso de la rutina mencionada en el pa´rrafo anterior; la simulacio´n es detenida
luego de que, a pesar de agregar mutaciones masivas, el sistema siga sin mejo-
rar considerablemente, alcanza´ndose en promedio 2700 iteraciones para una
poblacio´n de 200 cromosomas en los sistemas de 14 y 30 nodos. Para las simu-
laciones largas se definio´ un total de iteraciones tal que, al ser e´ste alcanzado,
la pendiente de reduccio´n de costo fuese pra´cticamente nula, definie´ndose un
total de 7000.
Relevadores carentes de sensibilidad Debido a la topolog´ıa del sistema, sobre
todo en redes anilladas que presenten fuentes intermedias, algunos relevadores
de respaldo detectan corrientes de coordinacio´n inferiores a la de arranque, por
lo que la coordinacio´n nunca podr´ıa llevarse a cabo utilizando la proteccio´n de
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sobrecorriente. Por esta razo´n, los relevadores que exhiben este problema no
son incluidos en el algoritmo gene´tico, es decir, son sacados del sistema antes
de comenzar la coordinacio´n.
Relevadores problema De igual forma que en el apartado anterior, existen casos
en los que la Ic, a pesar de no ser menor que la Ia, si es muy cercana a e´sta.
Es bien sabido que el tiempo de operacio´n de la proteccio´n es inversamente
proporcional a la magnitud de la corriente detectada, por lo que en casos como
el mencionado e´ste ser´ıa muy alto.
Relevadores con altos tiempos de operacio´n pueden ocasionar el mismo prob-
lema en otras parejas de coordinacio´n, por lo que se propone una rutina que
detecta relevadores problema, es decir, relevadores que al paso de las itera-
ciones no lograran una coordinacio´n factible u operan con tiempos excesiva-
mente altos. La rutina consiste en contar el nu´mero de veces que un relevador
es considerado problema, si persiste luego de ciertas iteraciones es sacado de
la simulacio´n, buscando as´ı aliviar las restricciones del sistema. Una vez elimi-
nada la proteccio´n problema y despue´s de correr cierta cantidad de iteraciones
dejando as´ı que el algoritmo se estabilice, el contador se reinicia, realizando el
mismo procedimiento descrito.
4.2 Simulaciones iniciales
Las primeras simulaciones se realizaron con el objetivo de observar el de-
sempen˜o del algoritmo programado y de las alternativas propuestas, as´ı como el
de obtener un panorama general mediante el cual se pudiera redefinir el camino a
tomar en las simulaciones posteriores. Por consiguiente se tomaron en cuenta difer-
entes escenarios para cada caso, por ejemplo, se evaluaron los casos 1 y 2 utilizando
los tres primeros tipos de curvas mostrados en la tabla 2.1, buscando as´ı determi-
nar cua´l de ellas facilita mayormente la coordinacio´n. Adema´s, para el caso 4 se
definieron diferentes rangos entre los cuales seleccionar los para´metros A,B y p,
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mismos que se pueden observar en la tabla 4.2. Cada uno de los casos fue evaluado
para tres diferentes niveles de carga, traducidos en diferentes niveles de corriente de
arranque.
Tabla 4.2: Rangos de seleccio´n iniciales de los para´metros A,B y p.
ID A B p
R1 [-250 250] [-50 50] [0.01 10]
R2 [0.01 50] [0.01 5] [0.01 2]
R3 [0.0515 28.2] [0.114 0.491] [0.02 2]
R4 [0.01 0.5] [0.01 1] [0.01 0.2]
R5 [19 20] [0.3 0.7] [1.9 2.1]
Para cada caso mostrado en la tabla 4.3 se realizaron 20 simulaciones con un
promedio de 7000 iteraciones cada una. Se evaluaron el porcentaje de Relevadores
que No Coordinan (%RNC) y el porcentaje de relevadores cuyo tiempo de operacio´n
es mayor a un segundo, es decir, Relevadores de Tiempo Alto (%RTA); dichos por-
centajes se calculan en funcio´n del total de parejas de relevadores a coordinar, siendo
un total de 42 para el sistema de 14 nodos y 110 para el de 30. Adema´s, se tomo´ en
cuenta el promedio del tiempo de operacio´n de los relevadores primarios para la cor-
riente de falla ma´xima (corto circuito trifa´sico), el tiempo promedio de los mismos
para la corriente de coordinacio´n (Ic), el error promedio de los respaldos (ECTI) y el
tiempo de operacio´n de estos u´ltimos para la Ic. Es pra´cticamente imposible que un
algoritmo gene´tico arroje los mismos resultados en ma´s de una ocasio´n, por lo que
para evaluar los resultados se obtuvo un promedio del desempen˜o de cada caso para
las 20 simulaciones.
Tabla 4.3: Casos analizados en las simulaciones iniciales.
Caso 1 Caso 2
Caso 3
Caso 4
MI VI EI MI VI EI R1 R2 R3 R4 R5
Luego de analizar los resultados se pudo observar que la curva moderadamente
inversa es la que presenta condiciones ma´s favorables para llevar a cabo la coordi-
nacio´n en los casos 1 y 2. Adema´s, an˜adir GDL al algoritmo gene´tico trajo beneficios,
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se pudo determinar que el tiempo de operacio´n del relevador principal y del respal-
do disminuye en los casos 2, 3 y 4 con respecto al caso 1, tomado como base. El
mejor resultado fue obtenido por el caso 4 mientras se utiliza el cuarto rango de
seleccio´n de para´metros, siendo e´ste el ma´s reducido y contando con valores muy
cercanos a las constantes de la curva moderadamente inversa, por lo que el patro´n
de comportamiento es similar a lo observado en los casos 1 y 2. Asimismo se pudo
comprobar que al tomar en cuenta niveles inferiores de carga, el algoritmo arroja
mejores resultados. La alternativa de sacar de la simulacio´n a los relevadores prob-
lema no rindio´ buenos resultados, el algoritmo no fue capaz de adaptarse a la salida
constante de relevadores, dando lugar a soluciones de menor calidad. A pesar de esto,
valdr´ıa la pena retomar esta idea en un trabajo futuro, pudiendo inclusive incluirse
esta rutina considerando otro algoritmo de optimizacio´n.
Una nota importante es resaltar que la apertura de los rangos de seleccio´n de
para´metros para el caso 4 no mejoro´ la coordinacio´n, sobre todo para las opciones
R1 y R2, que fueron las ma´s abiertas. En gran medida las curvas obtenidas sufr´ıan
uno o mu´ltiples cruces para corrientes inferiores a la de coordinacio´n, adema´s de
perder la caracter´ıstica de tiempo inverso, sobre todo para R1. Los rangos R3, R4
y R5 obtuvieron los mejores resultados y un menor cruce de curvas, siendo e´stos
conservados para las simulaciones posteriores. A pesar a los malos resultados de los
primeros dos rangos, no se descarta su posible utilizacio´n para otros escenarios, sobre
todo cuando se presenten pocos relevadores a coordinar y en sistemas industriales o
radiales.
Pese a que la reduccio´n en los tiempos de operacio´n demuestra que son correctas
las hipo´tesis planteadas, el promedio de tiempos de operacio´n para las simulaciones
iniciales es muy alto (mayor a 1.77 segundos para el mejor de los casos), asimismo,
aunque el %RNC es muy cercano a cero, el %RTA es muy alto (aproximadamente
50%), por lo que en las simulaciones posteriores la funcio´n objetivo penalizo´ a mayor
medida a los relevadores que operaran con tiempos altos.
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4.3 Resultados
En esta seccio´n se muestran los resultados finales del presente trabajo de tesis,
obtenidos bajo las consideraciones anteriormente mencionadas. Los seis casos prop-
uestos, mostrados en la tabla 4.1 y retomados en la tabla 4.4 son a continuacio´n
descritos y comparados con el caso base. Adema´s, cada uno fue evaluado para tres
corrientes de arranque distintas. A diferencia de los resultados iniciales, que se ob-
tuvieron luego de un promedio de 7000 iteraciones, los obtenidos en esta seccio´n
provienen de las simulaciones definidas anteriormente como cortas, detenidas luego
de que la pendiente de la curva de reduccio´n de costo de la funcio´n objetivo dejara de
presentar decrementos considerables (aproximadamente 2700 iteraciones). Gracias a
esta consideracio´n se logra reducir el tiempo de simulacio´n, sacrificando una posible
mejor´ıa en los resultados que se obtendr´ıa luego de realizar ma´s iteraciones.
Tabla 4.4: Casos analizados en las simulaciones finales.
Caso 1 Caso 2
Caso 3 Caso 4
Caso 5
Caso 6
3C 8C R3 R4 R5 R3 R4 R5
3.1 3.2 4.1 4.2 4.3 6.1 6.2 6.3
4.3.1 Caso 1
El primer caso consiste en tomar en cuenta solo el dial como GDL, abriendo el
rango de seleccio´n entre 0.5 y 3 unidades; evaluado para la corriente de carga ma´xima
es considerado como Caso Base (CB), los dema´s escenarios sera´n comparados con
e´ste para as´ı determinar el grado de mejora o deterioro en la coordinacio´n de protec-
ciones. En la tabla 4.5 se puede observar el resumen de los resultados obtenidos en
estas simulaciones, mismos que se muestran graficados en la figura 4.2(a) y 4.2(b),
respectivamente para el sistema de 14 y el de 30 nodos.
Los resultados mostrados corresponden al promedio del tiempo de operacio´n
de los relevadores primarios para la ma´xima corriente de falla (tpIM ) y de e´stos
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Tabla 4.5: Resultados del caso 1.
t CB Caso 1 %R Ia t CB Caso 1 %R Ia
tpIM 0.503 0.503 0.000
IM
ax
14
N
o
d
os
tpIM 0.749 0.749 0.000
IM
ax
30
N
o
d
os
tpIc 1.169 1.169 0.000 tpIc 1.090 1.090 0.000
trIc 1.737 1.737 0.000 trIc 1.444 1.444 0.000
0.502 0.281
II
n
te
r 0.685 8.587
II
n
te
r
0.898 23.191 0.696 36.165
1.531 11.878 1.131 21.687
0.489 2.824
IM
in
0.650 13.235
IM
in
0.527 54.946 0.531 51.298
0.960 44.708 0.906 37.297
Max Inter Min
(a) Sistema de 14 nodos.
Max Inter Min
(b) Sistema de 30 nodos.
Figura 4.2: Caso 1. Promedio de tiempos de operacio´n de los relevadores principales
para la IMax y la Ic, as´ı como el de los respaldos para esta u´ltima, evaluando tres
niveles de Ia.
mismos para la corriente de coordinacio´n (tpIc ), as´ı como el tiempo de operacio´n de
los relevadores de respaldo para esta u´ltima (trIc ). En la columna CB se presentan
los resultados del caso base, en la subsecuente los del caso en turno, mientras que la
tercer columna de valores, etiquetada con%R, presenta el porcentaje de reduccio´n
en tiempo respecto al caso base, de tal forma que el tpIc del caso 1 para el sistema
de 14 nodos, evaluado para una corriente de carga intermedia disminuyo´ en un
11.878%. La quinta columna indica el nivel de corriente utilizado y la sexta el sistema
correspondiente. Las mismas columnas con repetidas para el sistema de 30 nodos.
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Analizando los resultados se puede observar que para ambos sistemas la coor-
dinacio´n mejora conforme se reduce la magnitud de la Ia, comprobando la hipo´tesis
establecida. Un resultado no mostrado, pero que vale la pena resaltar es que el
%RNC, que para las primeras simulaciones era menor al 10%, para este caso al-
canza un promedio de 36% en ambos sistemas, mientras que el %RTA se reduce a
menos del 5%. Dicho de otro modo se logro´ reducir los tiempos de operacio´n a costa
de sacrificar la coordinacio´n de algunos relevadores. Se debe tener en claro que no
en todos los casos se lograra´ la coordinacio´n del total de relevadores con tiempos
bajos, ma´s por limitaciones de la proteccio´n que del algoritmo.
4.3.2 Caso 2
En el caso dos se considera, adema´s del dial, la Ia como GDL; como se men-
ciono´ en el cap´ıtulo 3, existen trabajos previos en el que esta alternativa ya ha
sido empleada [7]. El rango de seleccio´n del dial permanece igual, mientras que la
corriente de arranque puede tomar valores entre 1.4 y 1.7 veces la Il.
Tabla 4.6: Resultados del caso 2.
t CB Caso 2 %R Ia t CB Caso 2 %R Ia
tpIM 0.503 0.497 1.267
IM
ax
14
N
o
d
os
tpIM 0.749 0.604 19.362
IM
ax
30
N
o
d
os
tpIc 1.169 1.129 3.477 tpIc 1.090 0.843 22.707
trIc 1.737 1.701 2.067 trIc 1.444 1.318 8.710
0.490 2.519
II
n
te
r 0.698 6.787
II
n
te
r
0.879 24.817 0.736 32.533
1.515 12.785 1.181 18.201
0.375 25.360
IM
in
0.667 10.951
IM
in
0.464 60.306 0.561 48.559
1.019 41.357 0.937 35.099
En los resultados de la tabla 4.6 y las figuras 4.3(a) y 4.3(b) se muestra que
la adicio´n de un GDL no presenta mejoras contundentes en cuanto a los tiempos de
operacio´n, pudie´ndose apreciar que los mayores adelantos son alcanzados gracias a
la utilizacio´n de diferentes niveles de carga; mientras tanto, el %RNC se reduce en
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Max Inter MinCB
(a) Sistema de 14 nodos.
Max Inter MinCB
(b) Sistema de 30 nodos.
Figura 4.3: Caso 2. Promedio de tiempos de operacio´n de los relevadores principales
para la IMax y la Ic, as´ı como el de los respaldos para esta u´ltima, evaluando tres
niveles de Ia y comparando con el CB.
promedio apenas dos unidades y el %RTA permanece pra´cticamente en el mismo
valor.
4.3.3 Caso 3
En el tercer caso, adema´s del dial y la corriente de arranque se elige una de las
curvas esta´ndar como tercer GDL. Con el objetivo de observar el comportamiento
del algoritmo luego de abrir el rango de seleccio´n se analizaron dos escenarios, en
el primero (3.1) se consideran solo las tres curvas esta´ndar del IEEE, mientras que
en el segundo (3.2) se agregan las cinco del IEC, dando un total de ocho posibles
opciones. La tabla 4.7 presenta los resultados para el caso 3.1 y 3.2 respectivamente,
en las figuras 4.4(a) y 4.4(b) se grafican los resultados del primer caso, mientras que
en 4.4(c) y 4.4(d) los del segundo.
Ambos escenarios arrojan resultados con una reduccio´n importante en los tiem-
pos de operacio´n de las protecciones, en contraste con los primeros dos casos, en e´ste
se pueden apreciar mejoras considerables incluso desde la corriente de arranque ma´xi-
ma. Aunque una de las principales preocupaciones en la coordinacio´n de protecciones
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es reducir el tiempo de operacio´n de la proteccio´n de respaldo, es importante resaltar
la reduccio´n entre un 40 y 75% en la operacio´n de la proteccio´n primaria.
Tomando en cuenta solo el porcentaje en reduccio´n de tiempo, el caso 3.1 es
ligeramente mejor, sin embargo, aunado a estos resultados, el %RNC se disminuye
a un 26% para el caso 3.1 y hasta un 23% para el caso 3.2, equilibra´ndose as´ı am-
bas alternativas. Abrir el rango de seleccio´n de curvas permite reducir el total de
relevadores que no coordinan, en consecuencia se sacrifica ligeramente la reduccio´n
en los tiempos de operacio´n.
Max Inter MinCB
(a) Caso 3.1, sistema de 14 nodos.
Max Inter MinCB
(b) Caso 3.1, sistema de 30 nodos.
Max Inter MinCB
(c) Caso 3.2, sistema de 14 nodos.
Max Inter MinCB
(d) Caso 3.2, sistema de 30 nodos.
Figura 4.4: Casos 3.1 y 3.2. Promedio de tiempos de operacio´n de los relevadores
principales para la IMax y la Ic, as´ı como el de los respaldos para esta u´ltima,
evaluando tres niveles de Ia y comparando con el CB.
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Tabla 4.7: Resultados del caso 3.1 y 3.2.
t CB Caso 3.1 %R Ia t CB Caso 3.1 %R Ia
tpIM 0.503 0.379 24.586
IM
ax
14
N
o
d
os
tpIM 0.749 0.421 43.777
IM
ax
30
N
o
d
os
tpIc 1.169 0.823 29.619 tpIc 1.090 0.624 42.764
trIc 1.737 1.446 16.745 trIc 1.444 1.270 12.040
0.345 31.453
II
n
te
r 0.379 49.359
II
n
te
r
0.687 41.234 0.418 61.666
1.308 24.695 0.967 33.015
0.309 38.638
IM
in
0.365 51.307
IM
in
0.384 67.147 0.286 73.779
0.841 51.582 0.735 49.075
t CB Caso 3.2 %R Ia t CB Caso 3.2 %R Ia
tpIM 0.503 0.263 47.760
IM
ax
14
N
o
d
os
tpIM 0.749 0.322 57.030
IM
ax
30
N
o
d
os
tpIc 1.169 0.663 43.267 tpIc 1.090 0.565 48.208
trIc 1.737 1.277 26.470 trIc 1.444 1.208 16.370
0.223 55.703
II
n
te
r 0.270 63.975
II
n
te
r
0.547 53.179 0.428 60.728
1.189 31.527 1.009 30.145
0.182 63.776
IM
in
0.235 68.613
IM
in
0.340 70.942 0.291 73.326
0.811 53.307 0.839 41.935
4.3.4 Caso 4
El cuarto caso consiste en permitir que todos los para´metros variables de la
curva 2.2 puedan ser utilizados como GDL, a excepcio´n de la corriente de falla,
debido a que e´sta no proviene de un ajuste definido sino de la medicio´n obtenida.
Los rangos de seleccio´n del dial y la Ia permanecen ide´nticos a los de los casos
anteriores, mientras que para los ajustes A,B y p se utilizaron tres conjuntos de
para´metros, definidos de acuerdo a los resultados de las simulaciones iniciales, las
tres alternativas se muestran en la tabla 4.8.
El caso 4.1 permite los rangos ma´s abiertos, los valores son establecidos con
base en los mı´nimos y ma´ximos de las curvas esta´ndar del IEEE, por ejemplo, el
mı´nimo valor del para´metro A es el de la curva moderadamente inversa, mientras
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Tabla 4.8: Rangos de seleccio´n de los para´metros A,B y p, casos 4.1, 4.2 y 4.3.
Caso 4.1 Caso 4.2 Caso 4.3
A [0.0515 - 28.2] [0.01 - 0.5] [19 - 20]
B [0.114 - 0.491] [0.01 - 1] [0.3 - 0.7]
p [0.02 - 2] [0.01 - 0.2] [1.9 - 2.1]
que el ma´ximo viene del ajuste de la extremadamente inversa. La apertura en los
rangos permite a las curvas tomar diversas formas, pudiendo ocasionar su cruce
para corrientes inferiores a la de coordinacio´n e incluso, aunque en pocas ocasiones,
la pe´rdida de la caracter´ıstica de tiempo inverso.
El caso 4.2 selecciona valores cercanos a los ajustes de la curva moderadamente
inversa, por lo que las curvas formadas por los ajustes resultantes del algoritmo
tendra´n similitud a e´sta. De la misma manera, el u´ltimo conjunto del presente caso
corresponde a valores cercanos a la curva muy inversa, por ser e´sta la ma´s utilizada
al realizar la coordinacio´n de protecciones. En las tabla 4.9 se pueden observar los
promedios en los tiempos de operacio´n de las protecciones para los casos 4.1, 4.2 y
4.3. Asimismo son mostrados gra´ficamente en el conjunto de figuras 4.5.
Los mejores resultados en la coordinacio´n se obtuvieron en las tres variantes
del presente caso, alcanza´ndose en promedio, para el sistema de 14 nodos, reduc-
ciones en los trIc de un 60% y de un 45% en el de 30 nodos, ambos comparados con
el caso base. Mientras que los tpIc se redujeron hasta en un 80%. Aunado a esto,
el%RNC se redujo a un 25%, mientras que el%RTA permanecio´ pra´cticamente en
cero. El caso 4.3 presenta en promedio los menores tiempos, pero logra la coordi-
nacio´n de menos relevadores en comparacio´n con el caso 4.2, que opera con tiempos
ligeramente ma´s altos; sucede una situacio´n similar a la del caso 3, los escenarios que
logran coordinar mayor cantidad de relevadores, sacrifican en consecuencia algunas
fracciones de segundo del tiempo promedio de operacio´n.
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Tabla 4.9: Resultados de los casos 4.1, 4.2 y 4.3.
t CB Caso 4.1 %R Ia t CB Caso 4.1 %R Ia
tpIM 0.503 0.262 47.903
IM
ax
14
N
o
d
os
tpIM 0.749 0.400 46.561
IM
ax
30
N
o
d
os
tpIc 1.169 0.340 70.880 tpIc 1.090 0.430 60.596
trIc 1.737 0.885 49.049 trIc 1.444 1.026 28.936
0.285 43.436
II
n
te
r 0.374 50.070
II
n
te
r
0.285 75.648 0.355 67.453
0.869 49.993 0.907 37.189
0.267 46.942
IM
in
0.350 53.282
IM
in
0.243 79.257 0.297 72.756
0.740 57.374 0.771 46.624
t CB Caso 4.2 %R Ia t CB Caso 4.2 %R Ia
tpIM 0.503 0.341 32.308
IM
ax
14
N
o
d
os
tpIM 0.749 0.491 34.416
IM
ax
30
N
o
d
os
tpIc 1.169 0.299 74.441 tpIc 1.090 0.401 63.251
trIc 1.737 0.786 54.729 trIc 1.444 0.958 33.697
0.334 33.509
II
n
te
r 0.464 38.133
II
n
te
r
0.281 75.943 0.367 66.333
0.781 55.019 0.904 37.433
0.318 36.867
IM
in
0.441 41.113
IM
in
0.232 80.192 0.321 70.592
0.680 60.843 0.819 43.317
t CB Caso 4.3 %R Ia t CB Caso 4.3 %R Ia
tpIM 0.503 0.345 31.411
IM
ax
14
N
o
d
os
tpIM 0.749 0.395 47.216
IM
ax
30
N
o
d
os
tpIc 1.169 0.748 36.024 tpIc 1.090 0.468 57.112
trIc 1.737 1.297 25.337 trIc 1.444 1.021 29.322
0.273 45.748
II
n
te
r 0.384 48.700
II
n
te
r
0.711 39.178 0.356 67.337
1.253 27.850 0.869 39.844
0.244 51.578
IM
in
0.370 50.571
IM
in
0.245 79.082 0.251 77.022
0.705 59.408 0.697 51.734
Cap´ıtulo 4. Evaluacio´n de la implementacio´n 54
Max Inter MinCB
(a) Caso 4.1, sistema de 14 nodos.
Max Inter MinCB
(b) Caso 4.1,sistema de 30 nodos.
Max Inter MinCB
(c) Caso 4.2,sistema de 14 nodos.
Max Inter MinCB
(d) Caso 4.2,sistema de 30 nodos.
Max Inter MinCB
(e) Caso 4.3,sistema de 14 nodos.
Max Inter MinCB
(f) Caso 4.3,sistema de 30 nodos.
Figura 4.5: Casos 4.1 al 4.3 comparados con el CB, evaluando los tres niveles de Ia.
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4.3.5 Caso 5
El caso es una variacio´n del caso base puesto que utiliza un solo GDL, consiste
en adaptar el algoritmo gene´tico programado para encontrar los ajustes que logren la
coordinacio´n del escenario desarrollado por Conde y Va´zquez (2011) en la referencia
[10]. Se propone que los relevadores de respaldo operen con sus ajustes solamente para
corrientes superiores a la de coordinacio´n, mientras que para corrientes inferiores
emular´ıan la caracter´ıstica del relevador principal, luego de sumarle el intervalo de
tiempo de coordinacio´n (CTI); de esta forma se busca reducir el tiempo de operacio´n
de las protecciones de respaldo para corrientes inferiores a la Ic. En la figura 4.6 se
muestra de manera gra´fica lo mencionado anteriormente.
Ic
principal
respaldo 
 original
 respaldo 
modificado
Figura 4.6: Operacio´n de los relevadores principal y de respaldo para el caso 5.
Para implementar este caso en el algoritmo gene´tico se realizaron algunas op-
eraciones previas; contrario a los dema´s casos, los relevadores que contaran con ma´s
de un respaldo se coordinaron solamente con el ma´s lento de e´stos. Es decir, con los
ajustes de cada relevador se calcularon los tiempos de operacio´n de las protecciones
principales y de respaldo, si el relevador 12 es respaldado por el 32 y el 52, se deter-
mino´ cua´l de estos u´ltimos opera en un tiempo mayor, para luego ser utilizado. En
la tabla 4.10 se presentan los resultados obtenidos, mientras que en la figura 4.7 son
graficados. Para este caso solamente se presentan las simulaciones correspondientes
a la corriente de arranque ma´xima.
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Adema´s de que el objetivo principal del presente caso consiste en reducir el
tiempo de operacio´n de las protecciones para corrientes inferiores a la de coordi-
nacio´n, tambie´n logro´ ciertas mejor´ıas para esta u´ltima, sobre todo en la operacio´n
de las protecciones principales. A pesar de no ser mostrado, el efecto de reducir la
Ia es similar a los casos anteriores, refleja´ndose en una mejor coordinacio´n.
Tabla 4.10: Resultados del caso 5.
t CB Caso 5 %R Ia t CB Caso 5 %R Ia
tpIM 0.503 0.398 20.942
IM
ax
14
N
o
d
os tpIM 0.749 0.385 48.636
IM
ax
30
N
o
d
os
tpIc 1.169 0.865 26.019 tpIc 1.090 0.891 18.312
trIc 1.737 1.627 6.316 trIc 1.444 1.360 5.836
MaxCB
(a) Sistema de 14 nodos.
MaxCB
(b) Sistema de 30 nodos.
Figura 4.7: Caso 5. Promedio de tiempos de operacio´n de los relevadores principales
para la IMax y la Ic, as´ı como el de los respaldos para esta u´ltima, todos comparados
con el caso base; solamente se evaluo´ el nivel ma´ximo de Ia.
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4.3.6 Caso 6
Tradicionalmente, como fue expuesto en la teor´ıa, la coordinacio´n de protec-
ciones de sobrecorriente se realiza para la corriente de coordinacio´n, determinada
tomando en cuenta una falla ma´xima (trifa´sica). Esto quiere decir que se busca lo-
grar que la operacio´n del respaldo cumpla con el CTI para un solo punto en la curva
de tiempo inverso, por lo que la coordinacio´n no esta´ garantizada para una falla de
magnitud inferior. Tomando en cuenta este problema, en el u´ltimo caso se propone
agregar una restriccio´n ma´s a la funcio´n objetivo del algoritmo gene´tico, dicha re-
striccio´n consiste en realizar la coordinacio´n para dos puntos en la curva, tanto para
la falla ma´xima como para una mı´nima (entre dos l´ıneas).
Se agrego´ la restriccio´n al algoritmo, da´ndole una ponderacio´n menor a la
coordinacio´n para falla mı´nima. Al igual que el caso anterior, en la figura 4.8 y en
la tabla 4.11 se muestran solamente los resultados para la corriente de arranque
ma´xima.
6.1CB 6.2 6.3
(a) Sistema de 14 nodos.
6.1CB 6.2 6.3
(b) Sistema de 30 nodos.
Figura 4.8: Caso 6. Promedio de tiempos de operacio´n de los relevadores principales
para la IMax y la Ic, as´ı como el de los respaldos para esta u´ltima, evaluados solamente
para el nivel ma´ximo de Ia y comparados con el CB.
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Tabla 4.11: Resultados de los casos 6.1, 6.2 y 6.3.
t CB Caso 6.1 %R Ia t CB Caso 6.1 %R Ia
tpIM 0.503 0.380 24.481
6.
1
14
N
o
d
os
tpIM 0.749 0.489 34.759
6.
1
30
N
o
d
os
tpIc 1.169 0.341 70.869 tpIc 1.090 0.422 61.271
trIc 1.737 0.888 48.897 trIc 1.444 1.237 14.329
0.419 16.650
6.
2
0.652 12.973
6.
2
0.325 72.239 0.492 54.874
0.829 52.273 1.260 12.739
0.441 12.354
6.
3
0.453 39.555
6.
3
0.728 37.737 0.517 52.594
1.781 -2.528 1.395 3.428
No se lograron reducciones importantes en los tiempos de operacio´n de los
relevadores de respaldo, caso contrario en las protecciones principales. El presente
caso debe ser explorado mayormente, redefiniendo las penalizaciones en la funcio´n
objetivo e introduciendo nuevas alternativas.
4.4 Comparacio´n entre los seis casos
Con el objetivo de definir ma´s claramente cua´les de los casos presentados son los
que facilitan mayormente la coordinacio´n, a diferencia de la seccio´n anterior, en la que
se comparaban los resultados promedio de 20 simulaciones, en e´sta se comparan los
mejores resultados de cada caso, evaluados para corrientes de coordinacio´n ma´ximas
(IcMax) y mı´nimas (IcMin), as´ı como para los tres niveles de Ia.
En la tabla 4.12 se pueden observar, para ambos sistemas, los promedios de los
tiempos de operacio´n de la proteccio´n principal para la corriente ma´xima (tpIM ) y
para la corriente de coordinacio´n (tpIc ), as´ı como el promedio de tiempo de operacio´n
de los relevadores de respaldo para esta u´ltima (trIc ), considera´ndose el ma´ximo nivel
en la Ia. Los mismos resultados pueden ser observados gra´ficamente en el conjunto
de figuras 4.9. Los mejores resultados se obtienen considerando cinco GdL.
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Tabla 4.12: Promedios de los mejores resultados de todos los casos para la IcMax y la IcMin, considerando el nivel ma´ximo de Ia.
Caso
t 1 2 3.1 3.2 4.1 4.2 4.3 5 6.1 6.2 6.3
tpIM 0.498 0.438 0.354 0.217 0.232 0.295 0.285 0.402 0.338 0.351 0.402
I
c
M
a
x
1
4
N
o
d
o
stpIc 1.044 1.043 0.697 0.519 0.282 0.264 0.602 0.680 0.263 0.263 0.654
trIc 1.572 1.668 1.328 1.098 0.749 0.705 1.085 1.191 0.723 0.710 1.372
0.509 0.449 0.371 0.236 0.263 0.301 0.296 0.411 0.341 0.355 0.413
I
c
M
i
n
1.341 1.293 1.287 0.765 0.364 0.276 0.693 0.827 0.734 0.479 4.762
2.963 2.898 3.076 1.923 1.341 0.840 1.815 1.127 2.193 1.320 12.498
tpIM 0.685 0.473 0.416 0.267 0.369 0.428 0.350 0.393 0.473 0.534 0.430
I
c
M
a
x
3
0
N
o
d
o
stpIc 0.774 0.606 0.582 0.473 0.340 0.320 0.365 0.854 0.331 0.370 0.460
trIc 1.222 1.062 1.163 1.004 0.920 0.827 0.840 1.294 0.951 1.012 1.208
0.702 0.485 0.415 0.266 0.392 0.446 0.370 0.610 0.490 0.541 0.447
I
c
M
i
n
0.835 0.568 0.586 0.529 0.396 0.324 0.324 0.917 1.527 0.779 4.836
1.529 1.459 1.450 1.298 1.132 0.885 1.248 1.217 4.945 1.368 16.207
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CB
(a) IcMax , 14 nodos.
CB
(b) IcMin , 14 nodos.
CB
(c) IcMax , 30 nodos.
CB
(d) IcMin , 30 nodos.
Figura 4.9: Mejores resultados de todos los casos, evaluados para corrientes de coor-
dinacio´n ma´ximas y mı´nimas, tomando en cuenta el nivel ma´ximo de la Ia.
Vale la pena resaltar los resultados del caso 5 que, a pesar de no ser los mejores,
son bastante buenos si se toma en cuenta que solamente se esta´n considerando los
respaldos ma´s lentos, tal como se expuso en la seccio´n anterior. El promedio en los
tiempos de operacio´n para la IcMin esta´ entre los mejores tres considerando ambos
sistemas. Con los casos 6.1 y 6.2 se obtuvieron resultados buenos para la IcMax, sin
embargo solo el segundo logro´ mantenerlos para una IcMin en ambos sistemas; por
otra parte, se puede observar que el caso 6.3 no es capaz de reducir los tiempos de
las protecciones para una corriente de coordinacio´n mı´nima, obteniendo resultados
totalmente descartables.
A continuacio´n, en la tablas 4.13 y 4.14 se presentan los mismos resultados,
considerando ahora el nivel intermedio y mı´nimo en la corriente de arranque, respec-
tivamente. Asimismo pueden ser observados de manera gra´fica en las figuras 4.10 y
4.11.
Cap´ıtulo 4. Evaluacio´n de la implementacio´n 61
Tabla 4.13: Promedios de los mejores resultados de los cuatro primeros casos para
la IcMax y la IcMin , considerando el nivel intermedio de Ia.
Caso
t 1 2 3.1 3.2 4.1 4.2 4.3
tpIM 0.488 0.502 0.328 0.246 0.367 0.418 0.314
I c
M
a
x
14
N
o
d
ostpIc 0.436 0.447 0.354 0.387 0.306 0.332 0.255
trIc 0.840 0.854 0.867 0.923 0.772 0.756 0.712
0.494 0.513 0.328 0.245 0.390 0.435 0.327
I c
M
in
0.437 0.839 0.318 0.431 0.366 0.356 0.530
0.951 1.767 0.870 1.238 1.182 0.864 1.280
tpIM 0.554 0.527 0.332 0.221 0.270 0.324 0.298
I c
M
a
x
30
N
o
d
ostpIc 0.803 0.868 0.616 0.482 0.242 0.238 0.463
trIc 1.381 1.408 1.113 1.059 0.762 0.686 0.965
0.559 0.534 0.344 0.242 0.295 0.332 0.307
I c
M
in
0.931 1.058 0.799 0.765 0.350 0.241 0.499
2.358 2.285 2.436 3.140 1.439 0.782 1.546
Para los tres niveles de corriente de arranque, sin tomar en cuenta los resultados
de los casos 5 y 6, se puede observar que generalmente, a medida que se agregan
GDL al algoritmo, los promedios en los tiempos de operacio´n de las protecciones
descienden en ambos sistemas, sobre todo para la ma´xima corriente de coordinacio´n.
El caso 4.3, aunque no rompe con esta percepcio´n, tampoco alcanza a ser tan bueno
como los otros dos que consideran 5 GDL.
La observacio´n antes notada sobre la IcMax no corresponde al comportamiento
de los casos para la IcMin, a medida que se disminuye la Ia, los casos 2 y 3 arro-
jan mayores tiempos de operacio´n, siendo el caso 4 el u´nico que obtiene resultados
concluyentes independientemente del nivel de corriente de arranque.
No obstante los buenos resultados del caso 4.3 para la IcMax, para la mı´nima
e´stos no logran ser mantenidos, siendo en algunos escenarios incluso mayores que el
caso base. Como se recordara´, los rangos de seleccio´n de para´metros del caso 4.3 son
cercanos a la curva muy inversa, esto ayuda que la operacio´n de la proteccio´n sea muy
ra´pida para corrientes altas, caso contrario con corrientes inferiores. Por el contrario,
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(a) IcMax , 14 nodos. (b) IcMin , 14 nodos.
(c) IcMax , 30 nodos. (d) IcMin , 30 nodos.
Figura 4.10: Mejores resultados de los cuatro primeros casos, evaluados para corri-
entes de coordinacio´n ma´ximas y mı´nimas, tomando en cuenta el nivel intermedio
de la Ia.
para el caso 4.2, donde los rangos de seleccio´n son cercanos a la curva moderadamente
inversa, se obtuvieron los mejores resultados para la IcMax, mantenie´ndose e´stos para
una IcMin .
Al igual que en la seccio´n anterior, incrementar los GDL permite la coordi-
nacio´n de una mayor cantidad de relevadores, tanto para la corriente de coordinacio´n
ma´xima como mı´nima. Sin embargo, en todos los casos y con todos los niveles de
Ia, un porcentaje de relevadores dejan de coordinar al ser evaluados para la IcMin,
lo que indica un cruce de curvas o carencia de sensibilidad para dichos niveles de
corriente de falla. Al utilizar 5 GDL tambie´n se logra reducir el%RNC para una
corriente mı´nima, aproximadamente en un 10% para la IaMax y hasta un 20% en la
IaM in, comparando ambos sistemas con el caso base.
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Tabla 4.14: Promedios de los mejores resultados de los cuatro primeros casos para
la IcMax y la IcMin , considerando el nivel mı´nimo de Ia.
Caso
t 1 2 3.1 3.2 4.1 4.2 4.3
tpIM 0.482 0.479 0.324 0.211 0.287 0.352 0.323
I c
M
a
x
14
N
o
d
ostpIc 0.359 0.346 0.235 0.237 0.211 0.194 0.204
trIc 0.715 0.702 0.645 0.716 0.637 0.598 0.593
0.483 0.481 0.328 0.211 0.298 0.362 0.328
I c
M
in
0.550 0.810 0.359 1.356 0.625 0.184 0.524
0.938 1.504 1.338 2.824 1.383 0.612 1.287
tpIM 0.489 0.461 0.251 0.178 0.247 0.295 0.144
I c
M
a
x
30
N
o
d
ostpIc 0.483 0.506 0.275 0.313 0.175 0.180 0.133
trIc 0.879 0.867 0.694 0.736 0.589 0.595 0.540
0.490 0.462 0.256 0.190 0.271 0.302 0.146
I c
M
in
0.733 0.818 0.659 0.441 0.220 0.190 0.334
1.607 2.019 2.398 2.228 0.907 0.657 1.454
(a) IcMax , 14 nodos. (b) IcMin , 14 nodos.
(c) IcMax , 30 nodos. (d) IcMin , 30 nodos.
Figura 4.11: Mejores resultados de los cuatro primeros casos, evaluados para corri-
entes de coordinacio´n ma´ximas y mı´nimas, tomando en cuenta el nivel mı´nimo de
la Ia.
Cap´ıtulo 5
Conclusiones y trabajos futuros
En el presente cap´ıtulo se resaltan los puntos ma´s sobresalientes de este trabajo
de tesis, se describen las aportaciones realizadas y se presentan algunas recomenda-
ciones sobre posibles trabajos futuros.
5.1 Conclusiones
El algoritmo gene´tico programado cumple con el objetivo de realizar la coordi-
nacio´n de protecciones de sobrecorriente tomando en cuenta desde uno hasta cinco
grados de libertad en la curva caracter´ıstica.
El tiempo de simulacio´n aumenta mientras ma´s grados de libertad son consid-
erados y ma´s parejas de coordinacio´n se presenten, es decir, incrementa en funcio´n
de la complejidad en el sistema. A pesar de que la idea principal en la programacio´n
de este algoritmo no fue la implementacio´n de una coordinacio´n en tiempo real,
los tiempos de simulacio´n no son demasiado altos, por lo que con algunas mejoras
pudiera alcanzarse dicho objetivo.
Agregar grados de libertad a la ecuacio´n de la curva que define la operacio´n
de las protecciones de sobrecorriente mejora la coordinacio´n entre las mismas, re-
duciendo sus tiempos cuando operan como protecciones principales, as´ı como cuando
fungen como respaldos. En promedio permite la coordinacio´n de una mayor cantidad
de relevadores con respecto al caso base, permaneciendo este beneficio para corrientes
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inferiores a la IcMax . La coordinacio´n de todas las protecciones puede ser satisfecha
en diferentes casos, obtenie´ndose sin embargo tiempos de operacio´n muy elevados; en
la funcio´n objetivo debe considerar este problema, dando una correcta ponderacio´n
a las penalizaciones consideradas, dependiendo de las necesidades del sistema. En el
presente trabajo se busco´ reducir el promedio en los tiempos de operacio´n, sacrifi-
cando la coordinacio´n de algunas protecciones, sin embargo, para otros sistemas en
los que la ra´pida operacio´n no sea tan indispensable, se puede dar mayor peso a la
penalizacio´n de los relevadores que no coordinan.
La rutina propuesta, referente a monitorear el cambio en la pendiente de la
curva de costo de la funcio´n objetivo con respecto al nu´mero de iteraciones, dio
buenos resultados para detener la simulacio´n luego de que no se detectaran reduc-
ciones significativas, adema´s de que programar mutaciones masivas brindo´ mayor
diversidad a los cromosomas, buscando as´ı evitar soluciones prematuras.
Es importante identificar a las protecciones que no son capaces de coordinar por
este principio de proteccio´n y dejarlas fuera del algoritmo, evitando as´ı que agreguen
restricciones innecesarias a la funcio´n objetivo. La alternativa propuesta, referente
a identificar los relevadores problema mientras el algoritmo esta´ funcionando no dio
los frutos esperados, sin dejar de ser un caso interesante para su ana´lisis y posible
reimplementacio´n.
La correcta seleccio´n del nivel de corriente de arranque juega un papel muy
importante en la coordinacio´n de protecciones, establecer una corriente comu´n para
todos los relevadores puede arrojar mejores resultados, sin embargo, a medida que
incrementa la complejidad de los sistemas, esta consideracio´n se aleja cada vez ma´s
de la realidad, ocasionando falta de sensibilidad y por consiguiente la incorrecta
operacio´n del sistema de protecciones. Establecer corrientes de arranque indepen-
dientes con base en la corriente de carga que circula entre los relevadores, aunque
incrementa los tiempos de operacio´n calculados, arroja resultados ma´s confiables.
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Se puede aseverar que la coordinacio´n mejora al realizarla para niveles de carga
inferiores a la ma´xima, dando lugar a diferentes corrientes de arranque. Considerando
que la mayor parte del tiempo el sistema opera en condiciones por debajo de la
demanda ma´xima, as´ı como los adelantos en la capacidad computacional de los
relevadores, recalcular los ajustes de las protecciones con base en la corriente de
carga se convierte en una opcio´n muy atractiva para reducir el tiempo de operacio´n
de las mismas.
Abrir el rango de seleccio´n de los para´metros considerados como GDL, despue´s
de un alto nu´mero de iteraciones puede arrojar mejores resultados, sin ser garant´ıa
en todos los casos, debido a posibles estancamientos en soluciones mı´nimas locales.
Se concluye que las mejoras obtenidas no justifican el alto tiempo de duracio´n de las
simulaciones por lo que, cuando menos para los sistemas utilizados y ma´s complejos,
es ma´s conveniente reducir los rangos de seleccio´n de los para´metros.
El rango de seleccio´n de los para´metros A,B y p que arrojo´ mejores resultados,
tanto para corrientes ma´ximas como para corrientes mı´nimas, es en el que se utilizan
valores cercanos a la curva moderadamente inversa (caso 4.2). Sin embargo, el caso
4.3, cuyo rango de para´metros se define cerca a la curva muy inversa tambie´n mejora
considerablemente los resultados respecto al caso base. La seleccio´n de uno u otro
rango depender´ıa de las necesidades del sistema.
El algoritmo fue adaptado para encontrar los ajustes en las protecciones para
la alternativa propuesta en la referencia [10], que tambie´n obtuvo mejoras respecto
al caso base, tanto para la corriente ma´xima de coordinacio´n como para la mı´nima.
Por su parte, realizar la coordinacio´n de protecciones para ma´s de un punto en la
curva, es decir, para ma´s de un nivel de corriente de corto arrojo´ buenos resultados
cuando se consideraron rangos cercanos a la curva moderadamente inversa. Por ser
estos dos u´ltimos casos a los que menos tiempo se les dedico´, algunas pruebas, ajustes
y posibles mejoras quedaron pendientes como trabajo futuro; sin embargo, gracias
a los resultados obtenidos, se considera que ambas alternativas prometen buenos
resultados luego de perfeccionar su implementacio´n.
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5.2 Trabajos futuros
Los algoritmos gene´ticos presentan mayores facilidades que otros me´todos de
optimizacio´n para programar la coordinacio´n de protecciones, su naturaleza consiste
en explorar el a´rea de solucio´n, acerca´ndose ma´s al resultado conforme avanza el
nu´mero de iteraciones; sin embargo, esta misma impide llegar a los mismos resul-
tados luego de diferentes simulaciones, as´ı como garantizar que el o´ptimo global
sea alcanzado. Una posible implementacio´n futura consiste en utilizar la salida del
algoritmo gene´tico como condiciones iniciales para otro me´todo de optimizacio´n,
permitiendo a este u´ltimo partir de un resultado ma´s co´modo y cercano al o´ptimo e
hipote´ticamente obteniendo as´ı mejores resultados.
Extender el algoritmo para incluir en algunos casos otros principios de protec-
cio´n, sobre todo en relevadores que carecen de sensibilidad al utilizar el principio
de sobrecorriente, puede aligerar las restricciones del sistema, alcanzando mayores
reducciones en los tiempos de operacio´n.
Perfeccionar la programacio´n del algoritmo, eliminando los ciclos redundantes
e innecesarios puede reducir au´n ma´s el tiempo de simulacio´n, dando lugar as´ı a un
posible ana´lisis y coordinacio´n de protecciones en tiempo real.
Se insiste en posteriormente analizar de nuevo la alternativa de sacar a los
relevadores problema mientras la simulacio´n se lleva a cabo, realizando mejoras en el
algoritmo para que e´ste pueda adaptarse a cambios en las restricciones y la topolog´ıa
de la red.
Las mutaciones masivas programadas luego de la deteccio´n de poca disminu-
cio´n en la pendiente de la curva de costo dieron buenos resultados, sin embargo e´stas
podr´ıan ser definidas con base en una funcio´n ma´s especializada, pudiendo ser adap-
tadas a algu´n algoritmo parecido al de enjambre de part´ıculas u otro que sea capaz
de predecir la direccio´n del mı´nimo global en el espacio de solucio´n, para as´ı decidir
hacia do´nde dirigir las mutaciones, en lugar de realizarlas de manera aleatoria.
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Los casos 5 y 6 deben ser analizados con ma´s detenimiento, explorando ma´s
alternativas que permitan obtener mayores beneficios. Contar con relevadores de
respaldo que se adapten a la forma del relevador principal reducir´ıa tiempo y esfuerzo
respecto a la operacio´n de los mismos; el mismo caso 5 puede ser adaptado para
obtener la coordinacio´n considerando cinco GDL, en lugar de uno solo. Respecto
al caso 6, realizar la coordinacio´n de protecciones para ma´s de un punto es algo
completamente diferente a lo que se ha venido haciendo con los an˜os; adema´s de
realizarla para la corriente de coordinacio´n ma´xima y mı´nima, pueden proponerse
puntos intermedios e incluso alguna funcio´n no lineal.
Ape´ndice A
Ejemplo de coordinacio´n para un
sistema radial
En la figura A.1 se presenta un pequen˜o sistema radial de tres nodos, dos rele-
vadores, dos cargas y un generador. Para la falla f2 el relevador 23 debe operar como
proteccio´n principal, mientras que el relevador 12 debe cumplir como proteccio´n de
respaldo para la misma y como proteccio´n principal para la falla f1. En la tabla A.1
se condensan los datos necesarios para llevar a cabo la coordinacio´n de protecciones.
Los para´metros de la curva muy inversa (VI) se pueden observar en la tabla 2.1.
 1
2312
1650 A
G1
2 3
45 A 30 A2085 A
f1 f2
Figura A.1: Sistema radial utilizado para el ejemplo de coordinacio´n.
Tabla A.1: Datos del ejemplo de coordinacio´n de un sistema radial.
If2 If1 Ic3 Ic2 dial23 Curva
1650 A. 2085 A. 30 A. 45 A. 0.5 s. VI.
Lo primero que se debe realizar es definir la corriente de arranque de los rel-
evadores, la proteccio´n utilizara´ dicho ajuste para discriminar entre condiciones de
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falla y operacio´n normal del sistema. Con el objetivo de evitar que la proteccio´n opere
por carga, la corriente de arranque puede definirse entre 1.4 y 2 veces la corriente
de carga ma´xima, para este ejemplo se considera el l´ımite mı´nimo:
Ia23 = Ic3 ∗ 1.4,
Ia23 = 30 ∗ 1.4,
Ia23 = 42A.
Ia12 = (Ic3 + Ic2) ∗ 1.4,
Ia12 = (30 + 45) ∗ 1.4,
Ia12 = 105A.
Sustituyendo los datos del problema, as´ı como la constante caracter´ıstica de la
curva muy inversa (tabla 2.1) en la ecuacio´n 2.1 se obtiene el tiempo de operacio´n
del relevador 23 para la falla f2.
t23principal =
[
19.61[
1650
42
]2
− 1
+ 0.491
]
∗ 0.5,
t23principal = 0.2518s.
El relevador 12 se ajusta para operar como respaldo del 23 en caso de ser
necesario. Se utiliza la ecuacio´n 2.2 para determinar el tiempo de operacio´n del
respaldo para la corriente de coordinacio´n:
t12respaldo = t23principal + CTI,
t12respaldo = 0.2518s+ 0.3s,
t12respaldo = 0.5518s.
A continuacio´n se calcula el dial requerido para que la proteccio´n 12 opere
como respaldo, aplicando la ecuacio´n 2.3.
dial12 =
t12respaldo
 A[
If23
Ia12
]p
−1
+B


,
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dial12 =
0.5518[
19.61
[ 1650
105
]
2
−1
+ 0.491
] ,
dial12 = 0.9668s.
Por u´ltimo se calcula el tiempo de operacio´n del relevador 12 para la falla f1,
en la que debe operar como proteccio´n principal.
t12principal =
[
19.61[
2085
105
]2
− 1
+ 0.491
]
∗ 0.9668,
t12principal = 0.5229s.
En la figura A.2 se muestran las curvas de tiempo inverso para el presente
ejemplo, fueron obtenidas calculando el tiempo de operacio´n de cada relevador para
diferentes magnitudes de corriente de falla; vale la pena resaltar la importancia de la
correcta seleccio´n y/o determinacio´n de los dema´s para´metros (corriente de arranque
y/o tipo de curva) ya que e´stos permanecen constantes.
Figura A.2: Curvas de tiempo inverso para los relevadores 12 y 23.
Se puede observar que para diferentes magnitudes de corriente el relevador 12
se ajusta correctamente para operar como respaldo del relevador 23. Sin embargo
no se garantiza que el CTI se cumpla para toda la curva ya que el procedimiento se
realiza para un solo punto de la misma, que es la corriente de coordinacio´n.
Ape´ndice B
Ejemplo de coordinacio´n para un
sistema anillado
En la figura B.1 se muestra una seccio´n del sistema de 14 nodos del IEEE. Se
llevara´ a cabo una coordinacio´n de protecciones para una parte de este sistema, a
manera de ejemplo. Como se puede observar, se simula un falla f1 entre los nodos 1
y 5, para la cual los relevadores 15 y 51 deben operar como protecciones principales,
mientras que el 25 y el 45 deben ajustarse para operar como respaldo del 51.
1
2
5
52511512
21 25
599 A
1842 A
G1
4
54
42
954 A
G2
45
24
f1
Figura B.1: Seccio´n del sistema de 14 nodos del IEEE.
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Para determinar la corriente de coordinacio´n se realiza un ana´lisis de corto
circuito; por lo general se utiliza una falla trifa´sica con extremo abierto, ya que es
el escenario que arroja la corriente de mayor magnitud, adema´s de que supone que
uno de los relevadores opero´ correctamente, lo cual es ma´s probable. En la misma
figura B.1 se muestran las corrientes vistas por los relevadores 51, 25 y 45 para la
falla f1; como se menciono´ anteriormente, debido al efecto de fuentes intermedias los
relevadores de respaldo no ven la misma magnitud de falla, por lo que la corriente
de coordinacio´n se define como el ma´ximo valor visto por los relevadores 25 y 45,
respectivamente. Los datos necesarios para llevar a cabo la coordinacio´n se muestran
en la tabla B.1
Tabla B.1: Datos del ejemplo de coordinacio´n de un sistema anillado.
If51 1842 A.
If25 599 A.
If45 954 A.
Ic51 298 A.
Ic25 167 A.
Ic45 260 A.
dial51 0.5 s.
Curva MI.
En primer lugar se establece que la corriente de arranque de los relevadores
sera´ de 1.4 veces la Ic, por lo tanto:
Ia51 = 298A ∗ 1.4,
Ia51 = 417.2A.
Ia25 = 167A ∗ 1.4,
Ia25 = 237.8A.
Ia45 = 260A ∗ 1.4,
Ia45 = 364A.
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Sustituyendo los datos del problema (tabla B.1) y las constantes de la curva
MI (tabla2.1) en la ecuacio´n 2.1 se obtiene el tiempo de operacio´n del relevador 51
para la corriente principal, as´ı como para las corrientes de coordinacio´n:
t51principal =
[
0.0515[
1842
417.2
]0.02
− 1
+ 0.114
]
∗ 0.5,
t51principal = 0.91117s.
t5125 =
[
0.0515[
599
417.2
]0.02
− 1
+ 0.114
]
∗ 0.5,
t5125 = 3.6038s.
t5145 =
[
0.0515[
954
417.2
]0.02
− 1
+ 0.114
]
∗ 0.5,
t5145 = 1.6008s.
Se utiliza la ecuacio´n 2.2 para determinar cua´l debe ser el tiempo de operacio´n
de los relevadores 25 y 45 para respaldar al relevador 51.
t25respaldo = t5125 + CTI,
t25respaldo = 3.6038s+ 0.3s,
t25respaldo = 3.9038s.
t45respaldo = t5145 + CTI,
t45respaldo = 1.9008s.
A continuacio´n se calcula el dial para cada proteccio´n, sustituyendo la corriente
de coordinacio´n, corriente de arranque y constantes de la curva en la ecuacio´n 2.3.
dial25 =
0.5518[
0.0515
[ 599
237.8 ]
0.02
−1
+ 0.114
] ,
dial25 = 1.3575s.
dial45 =
0.5518[
0.0515
[ 954
364
]
0.02
−1
+ 0.114
] ,
dial45 = 1.414s.
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Ahora se debe calcular el tiempo de operacio´n de los relevadores 25 y 45 para la
falla en la que se desempen˜en como protecciones principales, acto seguido se vuelve
a realizar el mismo procedimiento para ajustar los relevadores que los respaldara´n.
Los mayores problemas se presentan al cerrar un anillo, ya que el relevador que
se utilizo´ en un principio (en este caso el 51) debe operar como respaldo de los
relevadores que lo cierran. Mientras ma´s grande sea el sistema, la coordinacio´n se
vuelve ma´s complicada y laboriosa, siendo en diversas ocasiones imposible, por lo
que se debe recurrir a otro principio de proteccio´n.
Del presente ana´lisis se puede resaltar que los tiempos de operacio´n de la
proteccio´n principal incluso para una falla ma´xima son altos, por consiguiente los
respaldos operara´n con un retardo mayor. Adema´s es un procedimiento muy lento
en el que pueden pasar varios d´ıas para realizar la coordinacio´n, sin garantizar que
e´sta sea factible. Es claro que se deben de buscar alternativas para incrementar la
sensibilidad de las protecciones ante condiciones de falla, as´ı como reducir los tiempos
de operacio´n y tiempos de simulacio´n. Debido a esta clase de problemas, trabajos
recientes se esfuerzan encontrar los ajustes o´ptimos de los relevadores, viendo el
problema de coordinacio´n de protecciones como uno de optimizacio´n, facilitando de
esta manera el trabajo del ingeniero de protecciones.
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