One of the active challenges in multi-robot missions is related to managing operator workload and situational awareness. Currently, the operators are trained to use interfaces, but in the near future this can be turned inside out: the interfaces will adapt to operators so as to facilitate their tasks. To this end, the interfaces should manage models of operators and adapt the information to their states and preferences. This work proposes a videogame-based approach to classify operator behavior and predict their actions in order to improve teleoperated multi-robot missions. First, groups of operators are generated according to their strategies by means of clustering algorithms. Second, the operators' strategies are predicted, taking into account their models. Multiple information sources and modeling methods are used to determine the approach that maximizes the mission goal. The results demonstrate that predictions based on previous data from single operators increase the probability of success in teleoperated multi-robot missions by 19%, whereas predictions based on operator clusters increase this probability of success by 28%.
Introduction
The use of a robot team or fleet to execute time critical or modular missions, such as search and rescue operations, can offer more possibilities than using a single robot, including more robustness and adaptability. The main reason is that a group of robots can execute several tasks in parallel, allocating each robot to the specific task that it is best suited to it and allowing the risk of having a single point of failure. Nevertheless, using a group of robots introduces some additional challenges. One of the most complex is supervising and controlling every robot in the fleet. In fact, operators have to receive data from every robot, discover or filter the most relevant information, make appropriate decisions, and then send commands back to the robots. Furthermore, as the number of robots in the fleet increases, the aforementioned tasks also increase in difficulty and require more effort from the operator. In addition to this complexity, it is a fact that most operators usually rely on conventional interfaces that consist of screens, keyboards, mice, and joysticks. The work presented here is motivated by these difficulties, and its broad intention is to facilitate the work of controlling robot fleets in search and rescue missions by reducing the operator's workload and improving its situational awareness, which have been reported in the literature as some of the most important human factors' challenges for multi-robot operation [1] .
1.
Is there a trend in multi-robot operators' behaviors? 2.
Can we find groups of operators according to their behaviors? 3.
Is it possible to predict the actions of operators? 4.
Can we improve multi-robot interfaces by modeling operators?
The rest of this paper is organized as follows: Section 2 analyzes the background of the work. Section 3 describes the serious game developed to generate relevant data. Section 4 addresses the data analysis with classification and prediction techniques. Finally, Section 5 summarizes the main conclusions of the work. 
Background
As pointed out above, this work aims to study operators in order to be able to improve current interfaces in multi-robot missions. Yanco et al. [9] analyzed the human-robot interaction in the Defense Advanced Research Projects Agency (DARPA) Robotics Challenge, where eight teams with different numbers of operators using various types of interfaces controlled humanoid robots in a complex mission. As a conclusion, they recommend reducing the number of operators, developing more integrated and immersive interfaces, decreasing the required interactions between operators and robots, and adapting the interfaces to the intended users. In [10] , Cummings et al. studied the capacity of operators to supervise multiple robots, concluding that there is an optimal number of agents depending on the mission: while too few imply a lack of resources to accomplish the task, too many robots might present an excessive workload for operators.
As also noted, multiple-robots-single-operator scenarios imply some challenges related to workload, situational awareness, stress, and trust. Some of the most promising strategies to address these issues involve the development of adaptive interfaces: selection of relevant information, adaptation to operator preferences, and guidance of operator attention [11] . In previous works, the positive impact of immersion and prediction on operator workload, situational awareness, and performance was demonstrated in a mission with multiple drones [6] and another mission with ground, aerial, and manipulator robots [12] .
In order to perform this study, a serious game has been developed, taking as reference real multi-robot missions. Serious games are created for other purposes than entertainment, such as training and learning [13] , evaluating systems or processes [14] , and collecting massive amounts of behavioral data [15] . The latter application is closely related to this work since the objective is to gather a complete and relevant set of data from operators. Serious games have been used in robotics, among other things, for studying the mission planning problem with multiple unmanned aerial vehicles (UAVs) [16] , analyzing human-robot interactions in collaborative tasks [17] , and training operators for laparoscopic surgeries [18] . Therefore, these kinds of games can be a suitable tool to analyze the behavior of humans when controlling robots. The aforementioned works have been taken as references to develop the videogame based on multi-robot missions.
Two aspects are especially relevant for this work: classification, addressed in Section 2.1, and prediction, tackled in Section 2.2.
Classification
Cluster analysis is aimed at grouping objects such that those in the same group are more similar than those in other groups [19] . This technique is commonly used in unsupervised learning since it allows one to automatically classify unlabeled data. Clustering is a well-known resource that has been widely applied in diverse fields such as biology [20] , social sciences [21] , medicine [22] , and computer science [23] . The proposal of this work is to apply clustering techniques to classify people according to their behavior. This kind of application is relatively common in psychology [24] , but there are also cases in robot missions [25] [26] [27] . The main contribution of the present work against these latter ones is that it applies operator profiles to predict future behaviors, instead of analyzing processes and operator performance.
There are multiple types of clustering algorithms according to their work and application [28] :
• K-means (KM) [29] : This is the most common centroid-based clustering algorithm and allows one to classify N observations with D dimensions into K clusters, in such a way that each observation belongs to the cluster with the nearest mean. Although the problem is computationally hard (NP-hard), there are efficient heuristic algorithms to solve it. Most of the proposed K-means algorithms initialize the centroids with a certain criterion and perform two steps iteratively, namely assignment and update. The assignment step involves the classification of observations into clusters defined by their centroids, whereas in the update stage, the clusters' centroids are recomputed by calculating the mean of the observations within a group. The algorithm converges if there are no significant changes between iterations, but the optimality of the solution is not ensured.
•
Self-Organizing Maps (SOM) [30] : This technique is based on an unsupervised neural network that is trained to produce a low-dimensional, discretized representation of the observation space.
The algorithm has two modes: training and mapping. Training involves the generation of maps from the inputs by using competitive learning, while mapping refers to the classification of new inputs by means of the obtained maps. Two relevant parameters to be considered are the initialization method and the distance metric for the optimization. Partition Around Medoids (PAM) [31] : This is a centroid-based clustering similar to K-means, but it uses medoids instead of mean values as centers for clusters. Medoids are representative points of clusters, so the differences between observations and medoids of clusters are minimal.
In contrast to means, medoids must be observations, which is useful when a mean value cannot be defined or does not represent observations. The algorithm is similar to K-means, initializing medoids with a certain pattern and making iterations of assignment and update steps.
• Hierarchical (H) [32] : This technique iteratively builds the clusters by combining similar observations (agglomerative) or separating dissimilar ones (divisive). For this purpose, two parameters are defined: metric and linkage criteria. The metric is required to compute the distances between observations and has an impact on the shapes of clusters, whereas the linkage criterion is used to compute the distances between the observation sets as a function of the distances between observation pairs.
Multiple methods exist to evaluate the quality of the clustering algorithm:
• Calinski-Harabasz (CH) [33] : As shown by Equation (1), this is defined as the division between the overall intercluster and intracluster variances (SS B and SS A ), multiplied by a factor that depends on the number of observations, N, and clusters, K. The higher the CH metric, the higher the quality of a set of clusters.
Davies-Bouldin (DB) [34] : This criterion is described by Equation (2), where K is the number of clusters, d i is the average distance from every point in the cluster i to its centroid, d j is the average distance from every point in the cluster j to its centroid, and d i,j is the distance between the centroids of both clusters. In contrast to CH, the lower the DB metric, the higher the quality of the clusters. • Silhouette (S) [35] : As shown by Equation (3), the silhouette of a point is a function of the average distance from this point to those in the same cluster (a i ) and to those in other clusters (b i ).
The higher the sum of all points' silhouettes, the higher the quality of the clusters.
Prediction
A prediction is a statement of a future event based on previous knowledge. This definition can be formulated as shown in Equation (4), which estimates the value of the variable V at time T n through its values at the previous times T 1 , T 2 , ..., T n−1 .
Probability distributions provide the likelihood of occurrence of a possible outcome in the experiments. There are two types of probability distributions: discrete and continuous. While the former present a finite set of possible outcomes and are represented by probability mass functions, continuous probability distributions can output values in continuous ranges and are represented by probability density functions. Therefore, the adequate probability distribution depends on the possible values of the outcomes. A list of the most common probability distributions obtained from [36] is reproduced below:
• Uniform (U(x|a, b)): This is a continuous probability distribution that assigns equal probability to all the values of x between a and b. • Normal/Gaussian (N(x|µ, σ 2 )): This is a continuous probability distribution that has two parameters: a mean µ that defines its location and a variance σ 2 that defines its scale. It is widely used because many variables in nature and society are distributed normally or can be approximated to a normal distribution.
• Student's t (St(x|µ, λ, ν): This is a continuous probability distribution that has three parameters: mean µ, precision λ, and degrees of freedom ν. • Binomial (Bin(x|n, p)): This is a discrete probability distribution that estimates the number of successes in a set of experiments with two possible outcomes as a function of the number of experiments n and the success probability p. • Bernoulli (Bern(x|p)): This is a special case of the binomial distribution with a single experiment (n = 1), where the probability of success is p and the probability of failure is 1 − p.
Experiments
In this work, a videogame for mobile devices is proposed to study multi-robot operators. Why a videogame instead of a simulator? The reasons for this choice are threefold. First, a game can be designed to reproduce multi-robot missions with reduced complexity by avoiding unnecessary details, thus bringing down the experimentation costs. Second, a game for mobile devices can facilitate the dissemination of the study and, therefore, increase the amount of available data. Finally, a competitive game can motivate users to play more times and pay more attention during the game, producing data of higher quality.
The developed game is dubbed USARSIM, since it reproduces an urban search and rescue (USAR) mission [37] . It was designed looking for a compromise between a videogame (to be played by the general public) and a simulator (to make conclusions about robot missions). For this reason, it combines elements from robot missions (e.g., definition of plans, robot control, and use of cameras) and features common in videogames (e.g., rewards and penalties, tracking of the score, and mazes). The videogame can be downloaded from https://play.google.com/store/apps/details?id=com.VDMS.USARSim, and a video demonstrating a real gameplay of the videogame can be found through https://youtu.be/ eU1PY2QZuSs. Figure 2 visualizes screenshots of the game. In USARSIM, the player has to use two robots (drone and rover) to search for victims in a maze. To this end, multiple strategies can be defined by the user before the game starts: (1) selection of which robot to control manually (the other robot will autonomously follow a certain pattern); (2a) selection of the drone's behavior, which can explore either by moving back and forth or by following a spiral trajectory; (2b) selection of the rover's behavior to either follow the left or the right wall of the maze. During the game, the player watches the camera of the selected robot, the currently explored map, and a miniature of the camera view of the other robot.
The game has four levels with different features: level 1 uses a standard drone and rover; level 2 employs a light rover that is faster; in level 3 a heavy rover that can break the walls is featured; and level 4 offers a "magic" rover that not only is faster but can also break through walls. The design of these levels aims to reproduce the variability in real USAR missions.
Analysis
A total of 136,858 events in 259 levels of 72 games developed by 21 players were collected during one month. This data was split into training and test sets (80% and 20%, respectively) in order to develop and validate the algorithms. Tactical, technical, and performance data was stored in logs by the game server.
The analysis is split into three steps: definition of profiles (Section 4.1), classification of operators (Section 4.2), and prediction of preferences (Section 4.3).
Definition of Profiles
In the context of this work, a profile is a set of features that define the style of a player, whereas a variable is each one of these features. It must be noted that the profiles and variables can be used not only to describe a player, but also to describe a level of the game.
The profiles are defined through ten variables related to the tactics, technique, and performance of the operators. These variables must be bounded between 0 and 1 to facilitate later study, since they have to be compared with each other in the following steps of the analysis. Some of the variables extend a continuous range of values between 0 and 1, such as the selection of autonomous/manual robot, whereas others must be split into two variables (e.g., the displacement strategies for drone and rover) or normalized (e.g., games and scores). The ten variables of study considered in the profiles are described below:
• Number of games: Ratio between the number of games played by a given player and the number of games played by the player who played the most. Therefore, the frequent players will have values close to 1, and the infrequent ones close to 0. • Auto. Rover/Drone: This defines the robot that is acting autonomously from 0 (the rover is always autonomous) to 1 (the drone is always autonomous). • Drone Random/Strategy: This indicates whether the drone is moving randomly (0), following a strategy (1), or a balance between these. This latter situation occurs when there are strategy changes during the game or when multiple games are considered. • Drone Spiral/Scan: This indicates whether the drone is following a spiral path (0), a back and forth path (1), or a balance between them. Again, this latter situation occurs when there are strategy changes during the game or when multiple games are considered. • Rover Random/Strategy: This indicates whether the rover is moving randomly (0), following a strategy (1), or a balance between these. Again, this latter situation occurs when there are strategy changes during the game or when multiple games are considered. • Rover Left/Right: This indicates whether the drone is following the left walls (0), right walls (1), or a balance between them. Again, this latter situation occurs when there are strategy changes during the game or when multiple games are considered.
• Strategy changes: This shows the number of strategy changes of a player divided by the maximum number of strategy changes for all players, where 0 means that the player did not change their strategy, and 1 means that this player was the one who changed their strategy the most. • Number of touches: Ratio between the number of times the user touched the screen and the maximum number of touches for all players, computed in the same way as the strategy changes variable. • Wall crashes: Ratio between the number of collisions with walls by a player and the maximum number of collisions with walls by all players. • Score: Ratio between the total time needed by a player to complete the mission and the worst time for completing the mission for all players, which is computed in the same way than the previous variables. Figure 3 shows the average profiles computed for the four top players and the four levels of the game. These graphics reveal that there are differences between the different players and levels in multiple variables of profiles. For instance, the most relevant differences between players belong to game strategy (configuration of drone and rover), whereas the most important differences between levels are related to playing style (touches and wall crashes). The variability of the profiles was studied to determine if the differences in their variables can be explained by operators, missions, or both factors. Table 1 shows the standard deviations of these variables for players and levels. As shown in the data, players present more variability than levels in all the variables except wall crashes. This exception can be explained because there are two levels where the walls can be broken, whereas in the two remaining levels this is not possible.
The overall standard deviation, obtained by computing the mean of the trace of the covariance matrix [38] , demonstrates that players have more variability than levels. The difference between the means of players and levels is significant, according to a t-test (p = 0.0364) and an analysis of variance (ANOVA) (F = 6.69, P(p > F) = 0.0186) performed with a significance level of α = 0.05. Additionally, the evolution of profiles as a function of time was studied to find the best information to make predictions. As shown in Figure 4 , the values of variables oscillate throughout games, thus rendering such information not useful for making predictions. Therefore, three profiles were computed taking into account not only the last but also the previous data: mean (Equation (5)), linear (Equation (6)) and quadratic (Equation (7)). Each one of these profiles makes the evolution smoother and gives more relevance to recent values.
Moreover, given an individual operator controlling a multi-robot mission, a profile may contain (1) the previous actions of this operator, (2) the actions of a cluster of similar operators, or (3) those of the whole population of operators. In the first case, the data is more adapted to the particular operator, but it may not be enough to make accurate predictions. In the latter case, all the information is available to make predictions, but it may be too general to produce correct predictions for particular operators. The second case is explained in Section 4.2 and can be considered as a compromise to meet both required information and precision criteria. 
Classification of Operators
The classification of operators is performed taking into account their tactics (the selection strategy done before the mission), techniques (the actions taken during the mission), and performance (the achieved scores). The four clustering techniques described in Section 2-K-means (KM), self-organizing maps (SOM), partition around medoids (PAM), and hierarchical (H)-are applied to find between 2 and 9 clusters in every case. These clusters are evaluated by means of the metrics presented in Section 2-Calinski-Harabasz (CH), Davies-Bouldin (DB), and Silhouette (S)-and a global metric computed from CH, DB, and S through Equations (8) and (9) . Equation (8) obtains the global metric G of cluster C k through a weighted sum of the n v = 3 metrics for cluster C k . Equation (9) defines the weight w v for each variable V v by multiplying the average values of the rest of the variables V i in all of the clusters C j . In this manner, the metrics are normalized and their differences compensated.
All of these clustering techniques and evaluation criteria were implemented in MATLAB R2017a, in order to simplify the preparation of data, integration of clustering and prediction algorithms, and analysis of results. Table 2 summarizes the results of operator classification and cluster evaluation. The best score is obtained by the PAM algorithm for all methods (mean, linear, and quadratic), followed by SOM, K-means, and hierarchical. Regarding the number of clusters, the best scores depend on the specific algorithm and dataset, but they are obtained by considering from 6 to 9 clusters. Therefore, the results provided by the PAM algorithm with 9 clusters are used hereinafter. Table 2 . Performance of cluster algorithms with different methods, i.e., mean (Equation (5)), linear (Equation (6)), and quadratic (Equation (7)).
Rank
Mean Linear Quadratic 
Prediction of Preferences
The prediction of operator preferences is performed by considering different data (previous data of the specific operator, cluster of similar operators, and the whole population of operators) and methods (considering simple and weighted means of previous data). As the variables of this study range from 0 to 1, the predictions are performed by building Bernoulli distributions from the three types of profiles computed by means of three methods (mean, linear, and quadratic). The predictions are performed with the training set, which contains 80% of samples, and validated with test set, which contains the other 20%, and each of them is repeated a hundred times to generate significant results. Table 3 shows the results of the predictions with different configurations. Note that the best result is obtained by using clusters of similar operators and linear profiles. The predictions that leverage clusters of operators clearly dominate the predictions employing individuals and population. Moreover, predictions that rely on linear profiles slightly outperform those that use mean and quadratic profiles. The success rate of the best result is 65.77% (27.56% better than random prediction), whereas the success rate of the average result is 61.45% (18.54% better than random prediction). Table 4 shows these results splitting the players into infrequent (those that played less than or exactly 10 games) and frequent (those that played more than 10 games). This table shows that using clusters of similar operators is the best option to predict the preferences of infrequent operators, reaching 66.52% success versus 57.11% with individuals and 60.50% with population. Nevertheless, the results are different with frequent operators: 63.04% with individuals, 61.63% with clusters, and 59.39% with population. 
Discussion
Going back to the research questions asked at the beginning of this paper, the study has provided enough information to answer them. The first question asks whether there is a trend in the behavior of multi-robot operators. The analysis performed with the game data demonstrates that players have different styles and show more variability than levels. This connects to the second question: "Can we find groups of operators according to their behaviors?" The clusters obtained in this work group operators that have similar tactics, techniques, and performances, and separate those that present differences in those variables. The third question is whether it is possible to predict the actions of operators. The predictions performed with previous data are 19% better than random, whereas the predictions performed with operator clusters and linear profiles are 28% better than random ones. Therefore, we can affirm that classifying the operators and predicting their preferences is suitable in the context of multi-robot missions. The final question is more open: "Can we improve multi-robot interfaces by modeling operators?" This work demonstrates that operators have different styles and that their preferences can be predicted using this data. This study can be a first step toward developing interfaces that can adapt the displayed information and available commands to every operator.
Conclusions
The modeling of the behavior of multi-robot operators during a simulated search and rescue mission has been carried out. This study helps to prove that it is possible to have an adequate prediction of their preferences during the mission, which can be very useful for the development of an adaptive interface.
To obtain the models and predictions, a systematic methodology consisting of three steps was used: first, the definition of profiles, then the classification of operators, and finally, the prediction of their preferences. The data was obtained during a set of extensive experiments performed by means of a multi-robot search and rescue videogame and then processed using the aforementioned methodology.
The results demonstrate that predictions based on the previously collected data increase the probability of success by 19% when compared to a random. Additionally, the use of clusters of similar operators is useful to deal with the lack of information on specific operators, whereas leveraging linear profiles improves the robustness of predictions as they give more relevance to recent data. The combination of both methods enables a 28% increase in the ratio of success.
However, these results also reveal some limitations of this work and challenges for future ones. First, there are some factors that are not related to operators and have an influence on the profiles, such as the mission itself and the capabilities of the robots. Although the analysis shows that variability is less relevant across levels than across players, the levels produce disturbances in some variables of the players. The second challenge is related to changes in tactics, techniques, and performance due to the learning curve of missions: some players modify their preferences along different tries.
In future work, we are going to apply the methodologies developed with the videogame to real multi-robot missions. The project aims to develop an interface that combines the immersion of operators in missions with the prediction of their preferences and automatic configuration of displays and controls. 
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