A new technique for monotone segmentation of parallel corpora is introduced. This segmentation is based on a set of anchor words defined manually. The parallel segments are computed using a dynamic programming algorithm. To assess the introduced technique, finite-state transducers are inferred from both non-segmented and segmented corpora. Experiments have been carried out with a Spanish-English and an Italian-English translation tasks. This technique has proven useful to help improving the results with respect to those obtained with unsegmented corpora.
Introduction
In this paper, we present a new technique for improving machine translation systems. This is a heuristic approach for parallel corpora segmentation by using anchor words and a dynamic programming algorithm.
In a parallel corpus, the anchor words are specific words defined for the two languages of the corpus that are strongly related.
The goal of parallel corpus segmentation is to segment the source sentence and the target sentence in such a way that the correspondence between segments is monotone and one-to-one.
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With this segmentation, we tried to improve the word alignments obtained with statistical techniques (Brown et al., 1993; Brown et al., 1990 ). These models depend on the length of source and target sentences. With shorter segments the models are better estimated and consequently, better word alignments are obtained.
The basic scheme of the proposed parallel segmentation is: a) Segment the source and the target sentence in the positions of the anchor words.
b) As the number of source and target segments can be different, a dynamic programming algorithm is applied to find the optimal correspondences between segments.
In section 2, we will show how to segment a bilingual corpus describing the segmentation of a pair of sentences using anchor words. To finish, we will describe the experiments carried out to test this new technique and the obtained results.
Segmentation of a parallel corpus
Parallel segmentation will be considered from a statistical point of view. Segmentation of a parallel corpus will be carried out by segmenting every pair of sentences in this corpus.
Statistical machine translation
We use a notation similar to the one proposed in (Brown et al., 1993) , where f is a source sentence and e is a target sentence.
In order to translate from the source language to the target language in a statistical framework (Brown et al., 1993) , we look for the probability to obtain a sentence e from a sentence f, this is, ÈÖ´e fµ. Applying the Bayes rule, we have:
Since we are searching for the target sentence with the best probability to be generated from the source sentence, then, maximizing the preceding expression, we have:
where ÈÖ´eµ corresponds to the probability of the target language model and ÈÖ´f eµ is known as the probability of the translation model, which transforms a sentence in the target language into a sentence in the source language.
Segmentation of a pair of sentences
We will obtain the segmentation as a byproduct of the translation process of a sentence. To start with, a trivial monolingual anchor-point-based initial segmentation is assumed on the sentence f and on the sentence e independently. Having defined a set of anchor words for the source language and another set of anchor words for the target sentence, the first initial segment for sentence f is composed of the sequence of words from the beginning of the sentence until the first anchor word of f. The rest of the initial segments are composed of the sequences of words from the first word following the last segment until the next anchor word. The last segment of the sentence may finish with the end of the sentence instead of an anchor word. The initial segments of e are computed in the same way but taking into account the anchor words for the target language. Let us suppose that there are initial segments for sentence f and initial segments for sentence e. This initial segmentation is represented as:
where is a segment of consecutive words of e and is a segment of consecutive words of f.
See figure 2 for an example of this kind of initial segmentation. Processing each initial segment as an atomic block, we can rewrite expression (2) with this notation:
A parallel segmentation s is an ordered set of pairs of sequences of words, where every one of these pairs has a sequence of words of the source sentence and a sequence of words of the target sentence composed by one or more consecutive initial segments of the source sentence or the target sentence, respectively 1 .
Considering an initial segmentation ( ½ , ½ ), we can represent a parallel segmentation as:
where s is the number of segments for the parallel segmentation s. Clearly we have s and s . So, in a segmentation, any segment in the input sentence cannot be left without a corresponding segment of the output sentence, and vice versa. Another restriction is that there cannot be inversions in the initial segments order; that is, if
℄ is a pair of segments of a segmentation
An example of this kind of segmentation will be shown in section 2.3.
The set of possible parallel segmentations for an initial segmentation based on anchor wordś ½ ½ µ will be denoted by Ë´ ½ ½ µ. Now, we can write the probability for the translation model, ÈÖ´ ½ ½ µ, in this way:
where ÈÖ´ ½ s ½ µ allows the interpretation of a segmentation as a generative model. We can say that the segments in the source sentence are generated from their corresponding segments of the target sentence. Given a sentence ½ , we define the probability for a sentence ½ and a segmentation s as:
where ÈÖ´ Õ Õ ½ ·½ Õ Õ ½ ·½ µ is again the probability of the translation model for a subsequence of the sentence f and a subsequence of the sentence e.
We don't want to consider the translation model as a recursive model, so we will approximate the probability ÈÖ´ Õ Õ ½ ·½ Õ Õ ½ ·½ µ by the Model 1 proposed in (Brown et al., 1993) . In an intuitive manner, the Model 1 computes the probability of a sequence of words to be translated by other sequence of words, without taking into account the word order, so, it can allow translation inversions inside the sequences of words. The translation probability of a sequence of words . This dictionary can be estimated automatically from the bilingual corpus by using the estimation methods described in (Brown et al., 1993) . The software used to obtain this statistical dictionary was GIZA++ (Och and Ney, 2000; Knight, 1999) . The probability that the sequences of words of the pair have a certain length (number of words) is measured by thē term . Now, substituting expression (5) into expression (4) of the translation model, we have:
However, we are interested in computing only the best segmentation. So, we define the most probable segmentation probability, ÈÖ´ ½ ½ µ, as the maximum of expression (6):
Considering ÈÖ´s ½ µ equiprobable for all 
In order to obtain the segmentation with maximum probability, we want the argument that maximizes the expression (7), so, we are looking for:
To solve the maximization problems (7) and (8), we use a dynamic programming scheme. In order to reduce the computational search cost, we impose a new restriction: no more than initial segments can be joined both for ½ and ½ .
The algorithm to compute the probability of the best segmentation uses a bidimensional matrix s ℄. A graphical representation of this structure is shown in figure 1 , where the rows correspond to the initial segments of the source sentence and the initial segments of the target sentence are the columns.
The expression which is computed for every position of the matrix s in figure 1 is:
s ℄ is the probability of translating the sequence of words ½ into the sequence of words ½ , ÈÖ´ ½ ½ µ. The algorithm to compute the probability of the best parallel segmentation for an initial segmentation based on anchor words is shown in algorithm 1. When the computation of every s ℄ is done, the probability of the best segmentation will be stored in Together with the matrix s, another matrix can be computed in order to store the path for the most probable segmentation, this is, to store the groupings of initial segments that are carried out for the most probable segmentation.
A complete example
Now we offer a complete example of the computation of the segmentation of a pair of sentences. This pair of sentences is extracted from the FUB corpus (Vidal, 2000) , which will be presented in detail later. This corpus is a bilingual text corpus of Italian-English pairs of sentences with restricted semantic domain. The sentences in the corpus are typical sentences of a tourist in the hotel domain, for example: The initial segmentation for the original sentences and the anchor words is shown in figure 2 .
After running the algorithm 1 described in section 2 on the initial segmentation of figure 2, we obtained as the best segmentation the one shown in figure 3. 
Experiments

Corpora description
The EUTRANS-I corpus (Vidal, 2000) , is a Spanish-English corpus which was generated semi-automatically for the EUTRANS-I task which is a subtask of the "Traveler Task". The domain of the corpus is a human-to-human communication situation at a reception desk of a hotel. The corpus characteristics are shown in table 1.
Algorithm 1: Algorithm for the computation of the probability of the best parallel segmentation for an initial segmentation based on anchor words ( ½ ½ ).
INPUT: ( ½ ½ ): initial segmentation;
: maximum number of consecutive initial segments that can be joined;
OUTPUT:
ÈÖ´ ½ ½ µ probability of the best parallel segmentation for ( return(s ℄); END The FUB corpus (Vidal, 2000) , is a bilingual Italian-English corpus with restricted semantic domain. The application is the translation of queries, requests and complains that a tourist can make at the front desk of a hotel, for example, asking for a booked room, require a service of the hotel, etc. The corpus characteristics are shown in table 2.
Results
There is no standard method in order to evaluate the quality of a segmentation. One possible method is to compare the segmentation produced by the approximation presented here with respect to a reference segmentation produced by hand, but this is a non error-free and very expensive procedure. Another possible method to assess the performance of this new segmentation technique is to compare the efficiency of a translation system obtained from the original corpus and another obtained from the segmented corpus on the translations of a test set of sentences.
We trained two finite-state transducers: one from the original parallel corpus and one from the segmented parallel corpus. In order to infer the transducers from a parallel corpus we used a technique known as Grammatical Inference and Alignments for Transducer Inference (GIATI) (Casacuberta, 2000) . The translation quality was measured for every transducer on the test set by using the translation word error rate (TWER). This is the average number of wrong words in the translations generated by the transducer with respect to fixed reference translations of the same source sentences.
The number of initial segments that was allowed to be joined in one segment of the final segmentation was five. In order to infer a finite-state transducer, the GIATI technique needs word-level alignments as those described in (Brown et al., 1993; Knight, 1999) for every pair of sentences of the training set. With the non-segmented corpus, Model 4 (Brown et al., 1993) was estimated and word alignments were obtained. With the segmented corpus, each pair of segments were considered as isolated sentences and Model 4 was estimated and the corresponding word alignments were computed. These alignments were computed using the software GIZA++ (Och and Ney, 2000; Knight, 1999) , obtaining the alignments produced by Model 4 (Brown et al., 1993) . The finite-state transducer generated with GIATI is derived from a Ò-gram model inferred from the source sentences, where the words of every input sentence are labeled with the words of the corresponding target sentence according to the word alignments obtained with Model 4. Tables 3 and 4 show the average lengths of the source-target sentences, along with the lengths of the segmented sentences obtained by the proposed technique. It is worth noting that on the average, the more complex and long sentences of the FUB corpus are decomposed into much shorter (and simpler) segments. Table 5 shows the TWER values for the inferred transducers from the EUTRANS-I training set by using the Model 4 alignments and fourgrams for GIATI. Table 6 shows the TWER values for the corresponding transducers of the FUB training set by using the Model 4 alignments and bigrams for GIATI. Table 5 : TWER for the EUTRANS-I test set using the transducers inferred with GIATI using fourgrams and the Model 4 alignments.
ITALIAN INITIAL SEGMENTS
Non-segmented 8.0 Segmented 10.5
The transducer inferred using the segmented EUTRANS-I corpus produced a greater error rate than the transducer inferred using the nonsegmented corpus. On the other hand, the results for the segmented FUB corpus improved the results over those obtained for the non-segmented version of the corpus.
Conclusions
A new automatic segmentation technique for a parallel corpus has been presented. The method has been tested using the translation results obtained for two task: the EUTRANS-I task and the FUB task.
The EUTRANS-I task is relatively much simpler than FUB and, moreover, the length of the sentences is significantly shorter. Consequently, alignment models such as Model 4 produce very good results on unsegmented pairs of this corpus, thereby directly leading to good translation results with GIATI transducers trained on unsegmented aligned data. The FUB corpus, on the other hand, is much more complex and the lengths of the sentences are much longer. For these (long) pairs of sentences, alignments obtained by alignments models such as Model 4 tend to be not as good as those of EUTRANS-I. In this case, using the shorter pairs of sentences obtained by the proposed segmentation technique definitely helps the alignment model to produce better alignments, thereby leading to improved results for the GIATI transducers trained on segmented aligned pairs. We should take into account that the FUB task is much more realistic than the EUTRANS-I task.
Although the proposed technique has a heuristic component (the selection of the anchor words sets) it improves the translation results with minimum human effort, especially for difficult tasks, as the FUB task.
