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Abstract: We study 7D maximally supersymmetric Yang-Mills theory on 3-Sasakian
manifolds. For manifolds whose hyper-Ka¨hler cones are hypertoric we derive the pertur-
bative part of the partition function. The answer involves a special function that counts
integer lattice points in a rational convex polyhedral cone determined by hypertoric data.
This also gives a more geometric structure to previous enumeration results of holomorphic
functions in the literature. Based on physics intuition, we provide a factorisation result for
such functions. The full proof of this factorisation using index calculations will be detailed
in a forthcoming paper.
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1 Introduction
Localisation of supersymmetric gauge theories on curved manifolds has been extremely
fruitful, many exact results have been obtained using this technique for various super-
symmetric theories in various dimensions, see [1] for a review. The prerequisite for the
localisation technique to be applicable is to first formulate a rigid supersymmetric the-
ory on a curve manifold. One systematic approach is to ’rigidify’ supergravity theories,
which entails freezing the gravity part of sugra at a geometrical background [2] (metric,
R-symmetry connection etc) that admits covariantly constant spinors or Killing spinors.
Such spinors are then used as parameters for the susy transformation of the rigidified susy
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gauge theory. The existence of such spinors puts restrictions on the allowed holonomies
of the manifold, see e.g. [3, 4] for the most classical examples. In principle, the sugra ap-
proach can provide a classification of such theories, however the equations involved become
increasingly complicated as one goes to higher dimensions. For the case of 7D, which we
study in this paper, a full classification is beyond us and we instead focus on the most
straightforward background geometry that admits Killing spinors.
1.1 The 7D backgrounds
In 7D the supersymmetric Yang-Mills theory is unique and it is maximally supersymmetric.
In [5] the theory was placed on the seven-sphere S7 by dimensionally reducing and deform-
ing the 10D Lorentzian version of the theory. In [6] it was argued that the same method
could be used for any 7D manifold admitting positive Killing spinors1. Such manifolds
have been classified by Ba¨r [3] and fall into the following types
1. S7, 16 Killing spinors,
2. 3-Sasakian manifolds, 3 Killing spinors,
3. Sasaki-Einstein manifolds, 2 Killing spinors
4. proper G2-manifolds, 1 Killing spinor.
Here the Killing spinors satisfy
∇µη = + i
2
γµη (1.1)
where γµ is the 7D gamma matrices.
The next step for the localisation calculation is to organise all fields as the de Rham
complex of a super-manifold, we call this the cohomological complex. On this complex
(one particular combination of) susy acts as an equivariant differential. To do this the
susy must be realised off-shell. For 7D SYM, the supersymmetry can be taken off-shell
for any of the cases listed above, see [6, 7], and in [5, 6] the cohomological complex was
written down for the manifolds admitting at least two Killing spinors (Sasaki-Einstein,
3-Sasakian and S7). With this complex, the equivariant localisation, applied formally to
the path integral, reduces the latter to computing the one-loop approximation round the
instanton background. In particular one obtains perturbative partition function by the
one-loop computation round the zero instanton background.
In order to write the answer in a closed form one typically needs to impose additional
symmetry on the manifold. For 7D toric Sasaki-Einstein manifolds it was shown in [6] that
the perturbative partition function could be written in terms of a generalised quadruple
sine function. This is very similar to the result obtained for toric Sasaki-Einstein manifolds
in 5D, see [8] for a review. A factorisation result was also discussed in [6], again very similar
in spirit to the 5D case in [9].
1Here positive means the scalar curvature of the resulting manifold is positive.
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Something that distinguishes the 7D from the 5D case is the possibility of 3-Sasakian
structures2. In [6] some initial steps were taken towards understanding the role such a
3-Sasakian structure play for localisation calculations on S7, which in addition to being
a toric Sasaki-Einstein manifold is also 3-Sasakian. In [10] a localisation calculation was
performed for a specific 7D 3-Sasakian manifold that is not toric in the Sasaki-Einstein
sense. This calculation used that the hyper-Ka¨hler cone of this manifold had hypertoric
symmetry. This paper is a continuation of the work in [10] and here we derive a closed form
answer for the perturbative partition function for arbitrary 3-Sasakian manifolds whose
hyper-Ka¨hler cones are hypertoric. The answer is stated in terms of a special function that
enumerate integer lattice points in a cone determined by hypertoric data, similar in spirit
to how the generalised sine functions count points in cones determined by toric data in the
toric Sasaki-Einstein case.
1.2 Organisation of the paper
This paper is organised as follows: In sec.2 we briefly review 7D SYM and how to localise
it. The main point is that the perturbative partition function can be stated in terms of
a superdeterminant and this in turn can be found by considering holomorphic functions
on the cone over the manifold. In sec.3 we recall some facts about hypertoric 3-Sasakian
manifolds and how to describe their hypertoric cones by hyperplane arrangements. In
particular we give in sec.3.2 how to read off the geometry in the neighbourhood of a torus
fixed locus. In sec.4 we discuss how to enumerate the holomorphic functions in terms of
hyperplanes and formulate this as a count of integer lattice points in a cone. This gives
the perturbative partition function in terms hypertoric data. In sec.5 we give examples
of how to factorise this function as suggested by the geometry read from sec.3.2. Finally
sec.6 states the main factorisation theorem, where we also introduce certain fractional
S2 functions as constituent factors of the factorisation. These fractional S2’s reflect the
geometry close to the torus fixed locus. We also sketch how to obtain the asymptotic
behaviour of our special function, leaving the proofs in a separate paper.
2 7D supersymmetric Yang-Mills
2.1 Action and supersymmetry
Supersymmetric Yang-Mills on compact 7D manifolds can be obtained by dimensionally
reducing and deforming the 10-dimensional Lorentzian flat space version of the theory.
This approach was taken in [5, 6] to obtain the following supersymmetric action:
S7D =
1
g27D
∫
d7x
√−gTr
(1
2
FMNFMN −ΨΓMDMΨ + 8φAφA
+
3
2
ΨΛΨ− 2[φA, φB]φCεABC
)
. (2.1)
23-Sasakian structures are possible in dimensions 4n− 1. In three dimensions all Sasaki-Einstein mani-
folds are also 3-Sasakian, so 7D is the lowest dimension in which these two notions are truly distinct.
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We use 10D notation with the indices M,N running from 0 to 9 and the indices A,B,C
over the compactified directions 8, 9, 0. The fields of the theory consist of the gauge field
AM with field strength FMN , the Majorana-Weyl fermion Ψ, and the scalars φA coming
from the components of AM along the 8, 9, 0 directions. Further Λ is the product Λ = Γ
890
of gamma matrices and εABC is the anti-symmetric symbol. The trace is taken over the
colour indices which we have not written out. Further conventions of gamma matrices can
be found in appendix A of [5].
The action above is invariant under the supersymmetry transformations
δAM = ΓMΨ ,
δΨ =
1
2
FMNΓ
MN +
8
7
ΓµBφB∇µ , (2.2)
where µ = 1, . . . , 7. These transformations work as long as we have a 10-dimensional
Majorana-Weyl spinor  satisfying the generalised Killing spinor equation
∇µ = 1
2
Γ˜µΛ . (2.3)
For S7 such an  can be constructed using the conformal Killing spinors of the sphere
[5], and in [6] it was shown that  can be constructed for any compact 7D manifold admitting
a pair of positive Killing spinors (1.1). Manifolds admitting positive Killing spinors have
been classified in the mathematics literature [3]. In 7D they fall into the categories listed
in the introduction.
The supersymmetry can be taken off-shell and for the case of Sasaki-Einstein (SE)
manifolds (including the 3-Sasakian manifolds and of course S7). A cohomological complex
was found in [5, 6]. We provide the minimal amount of geometrical intuition of the complex.
The SE manifolds are contact with a Reeb vector field R. Transverse to R, there is a Ka¨hler
(it is actually Ka¨hler Einstein) structure. Using this transverse Ka¨hler structure, one has
a convenient representation of spinors Ω
(0,•)
H , i.e. (0, i)-forms transverse to R (as implied
by the subscript H). The solutions to (1.1) are the two parallel sections of K±1/2 where
K is the line bundle Ω
(0,3)
H . One should compare 7D with the 5D case described in [11]
where the solutions to (1.1) would have ±i/2. In this spin representation, the fermions
decomposes into various sections of Ω
(0,•)
H and their conjugate. The bosonic partners also
fall into the same pattern. We remark that although supersymmetry can be taken off-
shell also for proper G2-manifolds (see e.g. [7]), the cohomological complex would be of a
different nature compared to the Sasaki-Einstein case above since there is only one solution
to (1.1). We hope to return to the proper G2 case in future work.
2.2 The one-loop
Localisation argument then says that we compute one-loop round an instanton background.
But as we still lack a good understanding of instantons in 7D, we study only the trivial
background. Under such background, all fields break up into sections of the complex
Ω
(0,•)
H ⊗ g valued in the adjoint and their conjugates. The one-loop computation then
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reduces to a super-determinant 3
Zpert =
∫
g
dσe
− 24
g2
7D
V7 Tr(σ2)
∣∣∣sdet′
Ω
(0,•)
H ⊗g
(−LR + iGσ)
∣∣∣ . (2.4)
The integral is taken over the Lie algebra g, while V7 denotes the volume of the 7D manifold.
The Lie derivative LR acts on Ω(0,p)H ⊗g, as does the gauge transformation iGσ for constant
σ. We take the super-determinant of −LR + iGσ over Ω(0,p)H ⊗ g and the prime means we
exclude the zero modes.
Since the determinant of iGσ is rather standard, the main task is then to compute the
superdeterminant
sdet
Ω
(0,•)
H
(−LR + x) ,
for some arbitrary constant x. The usual trickery in super-symmetry shows that the super-
determinant over Ω
(0,•)
H descends to the cohomology H
(0,•)
∂¯H
where ∂¯H is the transverse
Dolbeault operator. So we focus on
sdet
H
(0,•)
∂¯H
(−LR + x) . (2.5)
To come this far, we require only the SE structure. But to compute this (still infinite
dimensional) super-determinant, we will need to use equivariant index theorem, which
works best if we have toric SE structure or hyper-toric structure.
The detailed index calculation in the toric SE case in 5D is provided in [12], the 7D
case is not so different. The index calculation in the 7D hyper-toric case will be detailed
in a separate publication [13], along with other geometrical features of the hyper-toric
manifolds.
For this article we state without proof (though similar arguments can be found in [14])
that H
(0,0)
∂¯H
can be identified with holomorphic functions on the cone C(X) over the 7D
manifold X. Furthermore (H
(0,3)
∂¯H
)∗ is isomorphic to H(0,0)
∂¯H
with the isomorphism provided
by multiplication by the holomorphic volume form4. Finally H
(0,1)
∂¯H
= H
(0,2)
∂¯H
= 0.
For the case of toric SE manifolds, discussed e.g. in [6], these holomorphic functions are
in one-to-one correspondence with the integer lattice points inside a certain cone determined
by the toric data. The Lie derivative LR acts on each holomorphic function with a weight
that can be read off from the lattice point. Thus the super-determinant over H
(0,0)
∂¯H
can be
written as a regulated infinite product of weights of each lattice point in the cone. As for
H
(0,3)
∂¯H
, the isomorphism mentioned above says that its weights under LR is negative that
of H
(0,0)
∂¯H
(due to the complex conjugation) and shifted by the weight of the holomorphic
volume form. This results in an infinite product of weights of lattice points over the interior
of the negative cone. Such a description of the super-determinant led to the definition
3In this paper we ignore the phase of the super determinant. In 3D the careful computation of the phase
will account for the shift in Chern-Simons level, but in 7D we leave this important detail for future work.
4we recall that when X is toric SE then C(X) is toric Calabi-Yau, while if X is hyper-toric 3-Sasakian
then C(X) is hyper-toric hyper-Ka¨hler, see sec.3. In either cases, there is a holomorphic volume form that
respects all the torus actions.
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of a generalised quadruple sine function S
Cµ(X)
4 where Cµ(X) is the moment map cone
determined by the torus action, see [15]. Recall that the standard quadruple sine function
[16] is associated to the cone that is the first orthant of R4, which incidentally is also the
moment map cone Cµ(S
7) of the seven sphere. So we see a nice generalisation from S7 to
the other toric Sasaki-Einstein manifolds.
To summarise, the perturbative part of the partition function for supersymmetric
Yang-Mills on a 7D toric Sasaki-Einstein manifold X is then [6]
Zpert =
∫
t
dσ e
− 24
g27
V7 Tr(σ2) ∏
β 6=0
∣∣∣SCµ(X)4 (i〈σ, β〉|~R)∣∣∣ , (2.6)
where i〈σ, β〉 replaces x above with β being the non-zero roots of the Lie algebra g with
Cartan subalgebra t, and ~R provides the weights of LR for each lattice point.
In this paper we will derive an analogous result for 7D hypertoric 3-Sasakian manifolds.
While these manifolds are also Sasaki-Einstein, they are not necessarily toric and so differ-
ent techniques have to be used. This paper generalises the ‘proof-of-concept’ calculation
in [10] to arbitrary 7D hypertoric 3-Sasakian manifolds, which we now describe.
3 Hypertoric 3-Sasakian manifolds
In this section we briefly review 3-Sasakian and hypertoric geometry. We refer the reader
to [17–19] for comprehensive introductions to these topics.
A manifold X is 3-Sasakian if its metric cone C(X) is hyper-Ka¨hler (HK). Recall that
the metric cone is defined as C(X) = X ×R+, with metric ds2C(X) = dr2 + r2ds2X , where r
is the R+-coordinate and ds2X the metric on X. We will often view X as the hypersurface
in C(X) where r = 1.
Being hyper-Ka¨hler means that C(X) has three complex structures I, J,K satisfying
the quaternionic relations
I2 = J2 = K2 = IJK = −1 , (3.1)
and the metric is Ka¨hler with respect to each of these. We thus also have three symplectic
forms. From these structures on C(X) we obtain three Reeb vector fields and contact
forms on X via
Ra = Ia(r∂r)|r=1, Ia = I, J,K , (3.2)
κa(Y ) = g(Ra, Y ) . (3.3)
These form a 3-Sasakian structure on X and satisfy the relations
ιRaκb = δab , (3.4)
[Ra, Rb] = abcRc . (3.5)
An HK manifold of dimension 4n is said to be hypertoric if it admits an effective action
of the torus Tn that is Hamiltonian with respect to each of the three symplectic structures.
We call a 3-Sasakian manifold of dimension 4n− 1 hypertoric if its HK cone is hypertoric.
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Equivalently, if it admits an effective action of Tn that preserves the 3-Sasakian structure
[17].5
Boyer and Galicki [17] constructed such hypertoric 3-Sasakian manifolds via a 3-
Sasakian quotient, i.e. by taking toral reductions of 3-Sasakian spheres. We prefer to
view the hypertoric 3-Sasakian manifolds as hypersurfaces in their HK cones and construct
the latter by HK quotients as in [18]. These constructions are of course very much related.
Let Hn be the quaternionic vector space with the standard hyper-Ka¨hler structure
given by the right multiplication by i, j, k. We think of Hn as Cn× (Cn)∗ with coordinates
~q = ~z+j ~w. The torus Tn acts as left multiplication on Hn via ~q 7→ t~q or (~z, ~w) 7→ (t~z, t−1 ~w).
This action preserves by design the HK structure. Let K be a subtorus of Tn of rank k
with its Lie algebra denoted k. We have the following exact sequences:
0 k tn td 0ι
β
, (3.6)
0 (td)∗ (tn)∗ k∗ 0β
∗
ι∗ , (3.7)
where td is the Lie algebra of Td = Tn/K. We represent the map ι∗ by an integer n × k
weight matrix Q. The moment maps for the subtorus action are
µaR(~z, ~w) = −
1
2
n∑
i=1
(|zi|2 − |wi|2)Qai + ca1 , (3.8)
µaC(~z, ~w) = i
n∑
i=1
ziwiQ
a
i + c
a
2 + ic
a
3 , (3.9)
where a = 1, . . . , k. The c’s are in principle arbitrary for now, but soon we will set them
to zero since we aim eventually for a cone structure for the HK reduction, which requires
invariance under simultaneous scaling over all z, w. Taking the HK quotient µ−1(0)/K
gives a hypertoric variety of dimension 4d = 4(n− k) admitting a hypertoric action of Td.
3.1 Hyper-plane arrangement
Hypertoric varieties can be described by hyperplane arrangements [18], which we now
explain. The map β in (3.6) can be described by an integer n × d matrix Q˜, whose rows
can be thought of as n vectors {vi} in Rd. Moreover, we can write the central elements as
cak =
∑n
i=1 λ
i
kQ
a
i , k = 1, 2, 3, to obtain n triplets of scalars. We then define n triplets of
hyperplanes in Rd via
H ik = {y ∈ Rd|y · vi = λik} . (3.10)
Combining each triplet we obtain n hyperplanes H i = H i1 ×H i2 ×H i3 in R3d.
Many geometrical properties of hypertoric varieties can be expressed in terms of prop-
erties of these hyperplanes, similar in spirit to how properties of toric varieties can be
stated in terms of fans.
We are interested in the special case of HK varieties that are cones over compact
smooth 3-Sasakian manifolds. From [18] we obtain such manifolds by setting all λik = 0
and the smoothness implies the following properties for the normal vectors {vi}:
5Note that in [17] such manifolds are called ‘toric’ 3-Sasakian manifolds.
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1. any collection of d vectors from {vi} are linearly independent and
2. any collection of less than d vectors from {vi} can be completed to a Z-basis of Zd.
If these conditions are satisfied, we can then view the 3-Sasakian manifold as the hyper-
surface where
n∑
i=1
(|zi|2 + |wi|2) = 1 . (3.11)
In this paper we are interested in 8D cones, i.e. the case when d = 2. In this case the
conditions simplifies:
1. the vectors {vi} are pairwise linearly independent
2. each vi has relatively prime components
Since the v’s are the rows of the matrix Q˜ we may equally well state this as a property of
the matrix Q˜.
We may also state such conditions in terms of the weight matrix Q. Firstly, note that
many weight matrices define the same subtorus action. We are free to choose any basis
of k, meaning that any two weight matrices related by a GL(k,Z) transformation give the
same quotient. Furthermore, we may permute the rows of Q (i.e. permute the index i) or
flip the signs of any row (i.e. zi → wi, wi → −zi). By reparametrising the one-parameter
subgroups we may also take the greatest common divisor of the elements in each column
to be 1.
We recall the following notions from [17, sec.13.7.2]6: Q is called non-degenerate if all
of its k × k minors have non-zero determinants. For a non-degenerate matrix Q, let g be
the gcd of all the k × k minor determinants. By reparametrising Q as discussed above
we may assume that g = 1. A non-degenerate matrix Q is called admissible if each of its
(k + 1)× k minors can be completed into an SL(k + 1,Z)-matrix.7 If Q is non-degenerate
and admissible, then it gives rise to a free action and C(X) = µ−1(0)/K is the cone over a
smooth 3-Sasakian manifold X.
The data {vi} and Q are equivalent. In fact, from Q regarded as an n × k matrix,
complete it into an SL(n,Z) matrix and invert it. Then the first d = n − k rows of
the inverse is the matrix [v1, · · · , vn]. The v’s determined this way are independent of
the completion of Q up to an overall SL(d,Z) action. Conversely one takes the matrix
[v1, · · · , vn], after completing it and inverting it, one recovers Q as the last k columns of
the inverse.
In the following, we will focus more on the hyper-plane arrangement point of view, i.e.
the vi’s are more important to us.
6Note that the matrix we call Q is the transpose of the matrix called Ω in [17].
7A (k + 1) × k matrix can be completed into an SL(k + 1,Z)-matrix iff the determinants of its k × k
minors have gcd 1.
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3.2 Geometry close to a torus fixed locus
We recall from sec.3 that we have a left Td (d = 2 now) action on X. There is also a natural
right action by SU(2) on X as follows. Starting from Hn, one can multiply all the ~q ∈ Hn
with a unit-quaternion (see the notation of sec.3). This action preserves the moment map
conditions (3.9) (3.8) for c1,2,3 = 0. It clearly commutes with the left U(1) actions and
so descends to the HK cone. Finally the action preserves (3.11) and so descends to the
3-Sasakian manifold X.
The SU(2) action is locally free but may have finite subgroups Γ ⊂ SU(2) as stability
groups. Generically Γ is trivial or Z2 (generated by ±1 ∈ SU(2)). The latter case can
happen if
n∑
i=1
vi = even vector.
We give a quick explanation. The right multiplication with −1 ∈ SU(2) on Hn can some-
times be undone by a left action of K ⊂ Tn. This can happen iff [−1, · · · ,−1] is contained
in K. This condition is equivalent to the one above expressed entirely in terms of the data
of hyper-arrangements i.e. the v’s). We do point out that even when the fibre is SO(3)
the manifold X is still simply connected. This follows from a rather involved computation
of pi1 done in sec.13.7.6 in [20].
So far we have dealt with a generic fibre, now we gather more information about the
geometry close to a degenerate fibre, i.e. close to the T2 fixed locus. These loci are where
one of the q in Hn vanishes. We start with an example.
Take n = 3 and K ⊂ T3 acts with weight matrix Q = [1, 3, 2]. At the locus q1 = 0,
solving the moment map condition gives
[q2, q3] = [(2/5)
1/2eiαqˆ, (3/5)1/2eiβjqˆ], qˆ ∈ H, |qˆ| = 1.
This shows that this locus is the right-SU(2) orbit of the point [(2/5)1/2eiα, (3/5)1/2eiβj].
But the SU(2) action is not free, e.g. the right multiplication by e2ipi/5 can be undone by
a left action of K: [q2, q3]→ [e−12ipi/5q2, e−8ipi/5q3]. In fact the element e2ipi/5 generates the
entire stability group Z5.
To understand the local geometry better, we find the K-invariant coordinates. We
choose them differently according to whether qˆ is in the neighbourhood of eiθ or it is close
to jeiθ (in fact if one mods out eiθ from the right, the two loci correspond to the north and
south pole of the resulting CP 1 = S3/U(1))
north : un = w2/z¯2, τn = e
i arg z22w
3
3 , an = (1 + |un|2)1/2
ξn1 = a
−1
n (z1 + w¯1un)e
−i arg(z2w3), ξn2 = a−1n (w1 − z¯1un)ei arg(z2w3), (3.12)
south : us = z¯2/w2, τs = e
i argw−22 z
−3
3 , as = (1 + |us|2)1/2
ξs1 = a
−1
s (z1us + w¯1)e
i arg(w2z3), ξs2 = a
−1
s (w1us − z¯1)e−i arg(w2z3). (3.13)
Going from north to south we have the transition function
us = u
−1
n , τs = −τne−5i arg un ,
ξs1 = −ξn1ei arg un , ξs2 = −ξn2e−3i arg un .
– 9 –
We see from the transition that (u, τ)n,s parametrises the total space of a circle bundle
over CP 1 of degree 5. With un,s being the standard complex coordinates of CP 1 and τn,s
is the S1 fibre coordinate. We introduce the following notation
S(n)
CP 1
pi
for the circle bundle over CP 1 of degree n, in particular S3 = S(−1). We write S(n)C
for the associated C∗ bundle, in particular C2\{0} = S(−1)C. As for the holomorphic line
bundle over CP 1 with degree n, we stick to the standard notation O(n). We do however
abuse the notation by writing the line bundle associated with S(n) also as O(n), since
these two concepts coincide on CP 1, both of which uniquely fixed by the first Chern class.
For later use, we write S(n) as an associated bundle: since U(1) can act from the left
and right on S3, we take extra caution to specify that our S(n) is
S(n) = S1 ×U(1) S3,
where U(1) acts on S3 by left multiplication and on S1 with weight 5. The global right
SU(2) action then acts on S(n) as right multiplication on S3.
The coordinates ξ1,2 parametrise the infinitesimal deformation away from q1 = 0. From
the transition function, we see that the normal bundle splits into two line bundles
N ' O(1)⊕O(−3),
Note ξ1,2 are the fibre coordinates so they would transform in the corresponding dual line
bundle. From the detailed expression of ξ1,2, one also sees the twistor space structure:
e.g. as un goes from 0 to ∞ the ξ-coordinate goes from z1 to w¯1, showing the familiar
picture that the complex structure transverse to the fibre varies across aI + bJ + cK for
a2 + b2 + c2 = 1 as one traverses the fibre.
In our way of presenting the local geometry, that is, in making the right SU(2) action
explicit, we necessarily break holomorphicity. This is because in sec.3 we have chosen to
work with the complex structure induced by the right multiplication by i. This choice will
be (by design) rotated by the right SU(2) action.
Seeing that we are mainly interested in enumerating the holomorphic functions on the
HK cone, it is more useful to present the local geometry keeping holomorphicity. To this
end, one needs to slightly modify the HK quotient in sec.3. The moment map condition
(3.9) is holomorphic but (3.8) is not. So instead of enforcing (3.8) and mod out by the
subtorus K, we remove the points that would be excluded by the moment map conditions
(the so called unstable points) and mod by KC, the complexification of K. Also we do not
impose (3.11) to access the entire HK cone. This way we keep the holomorphicity explicit.
At the torus fixed locus q1 = 0, we have the local geometry
C∗ ×C∗ (C2\{0}), (3.14)
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where C2\{0} ' S(−1)C is parametrised as z + jw. It is thought of as the cone over S3,
i.e. the simultaneous scaling of z, w (right multiplication by C∗) is the cone direction, it is
also the cone direction of the HK cone. By contrast, in the notation ×C∗ , the C∗ acts on
z + jw as left-multiplication while on the left C∗ factor with weight 5. The normal bundle
to the locus q1 = 0 has a similar presentation
C∗ ×C∗ (S(−1)C ⊕O(1)⊕O(1)) (3.15)
where S(−1)C ⊕O(1)⊕O(1) is the fibre product of three bundles (we follow the standard
notation in [21] and use ⊕ for fibre product, even though S(−1)C is not a vector bundle).
The C∗ acts on S(−1)C as it does before, it also acts on the fibre of the latter two O(1)
with weights −1, 3.
We list also the holomorphic functions
north : τn = z
2
2w
3
3, un = w2z2, ξn1 = z1/(z2w3), ξn2 = w1z2w3. (3.16)
south : τs = w
−2
2 z
−3
3 , us = w2z2, ξs1 = z1z3w2, ξs2 = w1/(w2z3). (3.17)
We intentionally used the same notation as in (3.12) and (3.13). This is not only because
the functions with the same symbol in both tables have the same U(1) weights, there is
another more speculative reason that will be used in sec.6.4.
The way we read off the local geometry by way of finding the local invariant coordinates
may seem a bit cumbersome, but the procedure can be done entirely in terms of the hyper-
plane arrangement. We give a table for the weights for general case (again omitting details
of the derivation). For each vi, we define a very important vector Pi as a linear combination
of all the v’s with coefficient ±1 as follows. Draw a directed line along vi. All vectors vj
to the left of this line get a plus sign, and all the vj ’s to the right get a minus sign. In
formula we can write this as
Pi = vi +
∑
j 6=i
sgn(det[vi, vj ])vj . (3.18)
See figure 3, we shall have more use of Pi in sec.4.2 as a bookkeeping device for the
holomorphic functions. We also pick for each vi any integer vector vˆ
i such that vˆi· vi = 1,
we let qi = vˆ
i·Pi, ri = vi × Pi (so qi is only well-defined mod ri).
There is one T2 fixed locus for each i, which has geometry the same as in the picture
(3.15), i.e.
C∗ ×C∗ (S(−1)C ⊕O(1)⊕O(1)) (3.19)
where in writing ×C∗ , the C∗ acts on the leftmost C∗ with weight ri. It still acts on S(−1)C
in the same way, but with weights qi and 2− qi on the fibre of O(1)⊕O(1).
From these quantities we make a table of the weights of the holomorphic functions.
north south
ξ1 [vˆ
i, qi] [vˆ
i, 2− qi]
ξ2 [−vˆi, 2− qi] [−vˆi, qi]
τ [Jvi, ri] [Jvi − ri]
u [~0, 2] [~0, 2]
(3.20)
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where J is the standard complex structure on R2 (counter clockwise rotation by pi/2). To
read the table, the first two entries are the weights of each function under the residue
T2 action from Tn after K = Tn−2 has been mod out. We pick explicit basis of weights
of this T2 and call them e1 and e2-weight. The last entry is the weight under the right
multiplication by C∗. We call this weight the R-weight (as it is actually the R-symmetry).
Note also that the weights of ξ1,2 are well-defined up to shifts by weights of τ , since
there is freedom in adding to vˆi multiples of Jvi. Our concrete example earlier corresponds
to v1 = [1; 0], v2 = [−1; 2] and v3 = [1;−3] and P1 = [−1; 5]. One can easily recover the
weights of functions in (3.16), (3.17).
Or if one prefers to make the SU(2) action explicit and sacrifice holomorphicity, then
the local geometry is
O(−qi)⊕O(qi − 2)⊕ S(ri). (3.21)
All three bundles are associated to S3 from the left while SU(2) acts from the right.
This picture of the local geometry round a torus fixed fibre will have huge bearing on
our factorisation results, as the geometry will dictate the constituents in our factorisation.
4 Enumerating holomorphic functions
It was recalled in sec.2.2 that the 1-loop part of the localisation involves enumerating the
holomorphic functions on the hyper-Ka¨hler cone and computing their weights under the
Lie derivative LR. We begin with a manual enumeration in sec.4.1. Then we will organise
the result in terms of a cone in R3 by using solely the data of hyper-plane arrangement.
4.1 Direct enumeration
In [22, section 6.1] it is described how the ring of holomorphic functions is determined from
the matrix Q˜. We review this construction here.
The generators of the ring of holomorphic functions come in two types, those that are
neutral under the residual Td action and those that are charged. The neutral generators
are of the form Ni = ziwi. The charged ones are obtained as follows: we write down a
monomial ma =
∏n
i=1 z
Q˜ia
i for fixed index a. As Q˜ represents the map β
∗ in the exact
sequence (3.7), it is clear that ma is neutral under the sub-torus K as it should if ma were
to be a function on the quotient. Since certain entries Q˜ia can be negative so ma can be
singular. But if certain Q˜ia < 0 then we replace z
Q˜ia
i in ma with w
−Q˜ia
i which keeps the
neutrality but avoids the singularity at zi = 0. This reasoning leads us to the definition:
for every element A ∈ Zd of the Td charge lattice, set
CA :=
n∏
i=1
z
|Q˜iA|
i , if Q˜
i
A > 0
w
|Q˜iA|
i , if Q˜
i
A < 0
(4.1)
where Q˜A := Q˜A ∈ Zn.
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The CA obey the multiplication relations
CACB = CA+B
∏
i s.t. Q˜iAQ˜
i
B<0
(ziwi)
min(|Q˜iA|,|Q˜iB |) . (4.2)
This is also easy to understand. For example if Q˜iA = −p and Q˜iB = q with q > p > 0,
then Q˜iA+B > 0. Thus C
A would contain wpi , C
B would contain zqi while C
A+B contains
zq−pi . The mismatch between C
ACB and CA+B can be corrected with (ziwi)
p.
These CA and the Ni = ziwi together generate the ring of holomorphic functions. We
grade them by their weights under the residual T2-action and the right multiplication by
U(1). Earlier, we have named these three weights as e1, e2 and R-weights respectively.
Let us turn to an example to illustrate this. Let
Q˜ =
1 00 1
3 2
 . (4.3)
The hyperplanes for this example are illustrated in figure 1.
Given a point A = (s, t) in the Z2 lattice, we would get the following holomorphic
functions:
CANm1 N
n
2 = (z1 or w1)
|s|(z2 or w2)|t|(z3 or w3)|3s+2t|(z1w1)m(z2w2)n , (4.4)
where we pick zi or wi depending on if the exponent is positive or negative (before taking
the absolute value). Here m,n = 0, 1, . . . . Let e1 and e2 be the U(1)’s of the T2-action and
let R be the U(1) of the Reeb. The functions in (4.4) have the following weights:
e1-weight : s , (4.5)
e2-weight : t , (4.6)
R-weight : |s|+ |t|+ |3s+ 2t|+ 2(m+ n) . (4.7)
We grade the holomorphic functions by their R-weight (degree), but also by their e1 and
e2-weights. For each R-weight u we must ask what s, t,m, n ∈ Z, m,n ≥ 0 satisfy
u = |s|+ |t|+ |3s+ 2t|+ 2(m+ n). (4.8)
In order to determine this we need to resolve the absolute value signs. Where these absolute
values switch sign is determined by the hyperplanes. e.g. to one side of the hyperplane with
normal vector (3, 2) we have that 3s+2t is negative, and on the other side it is positive. We
superimpose the hyperplane arrangement onto the (s, t)-lattice and each region enclosed
by the planes corresponds to a specific way of resolving all the absolute values in (4.8), see
figure 1.
In each region we can now solve (4.8). In the example above, for Region I we look for
solutions to
u = 4s+ 3t+ 2(m+ n) . (4.9)
– 13 –
st
I
II
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VI
Figure 1. Hyperplanes for the example discussed in the text superimposed on the T2 charge lattice.
The six regions formed correspond to the six ways of resolving the absolute value signs in (4.8).
Let us say we are interested in u = 7. In Region I we thus look at all integer lattice points
(s, t) satisfying
4s+ 3t = 7, with multiplicity 1, (m+ n = 0), (4.10)
4s+ 3t = 5, with multiplicity 2, (m+ n = 1), (4.11)
4s+ 3t = 3, with multiplicity 3, (m+ n = 2), (4.12)
4s+ 3t = 1, with multiplicity 4, (m+ n = 3). (4.13)
The next equation, 4s + 3t = −1, has no solution in the region. Geometrically, this
corresponds to integer lattice points lying on the lines plotted in Region I in figure 2. The
multiplicities start at 1 for the outermost line, is 2 for the second outermost line, etc.
Repeating this procedure region-by-region we get the picture in figure 2.
For each u we thus get a collection of co-centric polygons. The integer lattice points
lying on these correspond to holomorphic functions, see figure 2. For example, there are
three holomorphic functions with e1-charge 0, e2-charge 1 and R-charge 7 (explicitly, these
functions are z21w
2
1z2z
2
3 , z
3
2w
2
2z
2
3 , and z1w1z
2
2w2z
2
3 , c.f. (4.4)).
One way to write the contribution from H
(0,0)
∂¯H
to the superdeterminant (2.5) would be
∞∏
u=0
∏
s,t,m,n∈Z
m,n≥0
|s|+|t|+|3s+2t|+2(m+n)=u
(x+ sω1 + tω2 + uµ) , (4.14)
or for the general case:
∞∏
u=0
∏
s,t,m,n∈Z
m,n≥0∑
i |Q˜i1s+Q˜i2t|+2(m+n)=u
(x+ sω1 + tω2 + uµ) . (4.15)
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2 1
1 3 3 1
1 3 3 1
1 2
Figure 2. Holomorphic functions correspond to intersections between the polygons and the Z2-
lattice. The multiplicities tell how many independent functions correspond to each point.
Here ω1, ω2, µ are equivariant parameters for e1, e2 and R respectively.
4.2 Holomorphic functions in terms of lattice points in a cone
We now turn to a geometric interpretation of previous enumeration result. This gives a
systematic way of resolving the absolute values in (4.1) and allows us to write the products
above in terms of integer lattice points in a cone.
Continuing from sec.3.1, let {vi} be the normal vectors of the hyperplanes. As discussed
in sec.3.1, we have the freedom to pick v1 = (1, 0), v2 = (0, 1), and by re-ordering and
flipping signs we may assume that they are ordered counter-clockwise.
For each vi we have constructed a vector Pi as in sec.3.2
Pi = vi +
∑
j 6=i
sgn(det[vi, vj ])vj .
See figure 3. The concentric polygons in the s-t plane of the last section e.g. fig.2 will have
inward pointing normals ±Pi (these polygons are all symmetric under inversion of R2). If
we think of those 2D polygons as viewing from the top a 3D cone C with inward pointing
normals
~N±i = (±Pi, 1) (4.16)
The cone C has its apex at the origin, see figure 4 for a sketch.
We then consider integer lattice points inside this cone but with some caveats: Firstly,
only ‘half’ of the points will be included. We only include the points ~p = (s, t, u) that
satisfy (c.f. (4.8))
~N±i · ~p ≡ 0 (mod 2) . (4.17)
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st
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v2
v3
v4
vn−1
vn
.... . .
...
−
+
Figure 3. Construction of the Pi. In the
example illustrated above we would get that
P3 = v3 − v1 − v2 + v4 + · · ·+ vn−1 − vn.
Figure 4. Sketch of the 3D cone C.
Noting that all N±i are congruent to each other modulo 2, we define the 3-vector
~N =
(∑
i
vi, 1
)
(mod 2) , (4.18)
where we take the modulo 2 reduction of each component, and instead state condition
(4.17) as
~N · ~p ≡ 0 (mod 2) . (4.19)
Secondly, the points in the cone come with multiplicities. The points on the face of the
cone have multiplicity one, and then the multiplicities increase as one goes further inside
the cone. Concretely the multiplicity determined by the distance to the face of the cone,
appropriately scaled, and is given by
d(~p, ∂C) =
1
2
min
i
~N±i · ~p+ 1 . (4.20)
Due to (4.17) this is always an integer. The minimal mini ~N
±
i · ~p is realised by a different
face depending on the region one is in. This corresponds to the region by region resolution
of the absolute value in the last section.
Putting this together, we enumerate the holomorphic functions and find the H
(0,0)
∂¯H
-
contribution to the superdeterminant (2.5) to be (where ~p = (s, t, u)):∏
~p∈C∩Z3
~p· ~N≡0 (mod 2)
(x+ sω1 + tω2 + uµ)
d(~p,∂C) . (4.21)
This expression is equivalent to (4.15) of the previous subsection.
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We have already explained in sec.2.2 how to deal with the H
(0,3)
∂¯H
-contribution to the
super-determinant. It is obtained by changing the sign of the weights and shifting the
R-weight: ∏
~p∈C∩Z3
~p· ~N≡0 (mod 2)
(x− sω1 − tω2 − uµ− 4µ)d(~p,∂C) . (4.22)
We combine these two contributions together and define a special function
SC(x|ω1, ω2, µ) =
∏
~p∈C∩Z3
~p· ~N≡0 (mod 2)
(x+ sω1 + tω2 + uµ)
d(~p,∂C)
∏
~p∈C◦∩Z3
~p· ~N≡0 (mod 2)
(−x+ sω1 + tω2 + uµ)d(~p,∂C)−2
, (4.23)
where C (resp. C◦) is the (resp. interior of the) cone with apex at the origin and inward
pointing normals given by (4.16). The multiplicities d(~p, ∂C) are defined in (4.20). Note,
in comparison with (4.22), we flipped the sign of the factors in the denominator. This is
for the sake of using zeta function regulation to regulate the infinite product.
In summary the super-determinant is concisely
sdet
Ω
(0,•)
KR
(−LR + x) = SC(x|ω1, ω2, µ) . (4.24)
The perturbative partition function for maximally supersymmetric Yang-Mills theory on
this manifold is
Zpert =
∫
t
dσ e
− 24
g27
V7 Tr(σ2) ∏
β 6=0
∣∣SC(i〈σ, β〉|ω1, ω2, µ)∣∣ , (4.25)
very much analogous to the toric Sasaki case reviewed in sec.2.2. Note even though the
3-Sasaki geometry corresponds to ω1 = ω2 = 0 (unrefined), we have kept the ω1,2 in the
above result as a refined partition function. It is not clear to us what is the deformation of
3-Sasaki geometry that corresponds to setting ω1,2 6= 0 in the Reeb. So our refinement is
done formally, as opposed to the 5D toric Sasaki case where the deformation of the Reeb
is well-understood. This also affects our computation of the refined volume undertaken in
sec.6.2.
4.3 An example in [23]
Let us now turn to the previously discussed example whose Q˜-matrix is given by (4.3) and
whose hyperplanes are illustrated in figure 1. We have the hyperplane normals
v1 = (1, 0) ,
v2 = (0, 1) , (4.26)
v3 = (3, 2) ,
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and from (3.18) we find
P1 = v1 + v2 + v3 = (4, 3) ,
P2 = v2 − v1 − v3 = (−4,−1) , (4.27)
P3 = v3 − v1 + v2 = (2, 3) .
We thus consider the 3D cone C with apex at the origin and inward-pointing normals
~N+1 = (P1, 1) = (4, 3, 1) ,
~N−1 = (−P1, 1) = (−4,−3, 1) ,
~N+2 = (P2, 1) = (−4,−1, 1) , ~N−2 = (−P2, 1) = (4, 1, 1) , (4.28)
~N+3 = (P3, 1) = (2, 3, 1) ,
~N−3 = (−P3, 1) = (−2,−3, 1) . (4.29)
The vector ~N in (4.18) is given by ~N = (0, 1, 1) and the condition (4.19) is thus equivalent
to p2 ≡ p3 (mod 2). We can thus write the function (4.23) easily with the data from (4.29).
To explicitly enumerate the integer lattice points in such a cone C requires some work.
For some simple examples one can do this by hand. But for more general examples resort
to computer help to find the lattice points.
Above we have written expressions involving the equivariant parameters ω1 and ω2,
but we can also ignore these to get an ‘unrefined’ answer, which was done in [23]. If we set
ωi = 0 the numerator in (4.23) for our current example and just count the total multiplicity
for each µ-coefficient we obtain the following multiplicities:
µ-coefficient : 0 1 2 3 4 5 6 7 8 9 10 · · ·
multiplicity: 1 0 2 4 7 10 16 22 31 40 54 · · ·
The sequence of multiplicities is A244488 in OEIS [24] and corresponds to the ‘Hilbert
series’ of the HK cone as computed in [23], The generating function is given by:
1 + x2 + 3x3 + 4x4 + 4x5 + 4x6 + 3x7 + x8 + x10
(1− x2)(1− x3)(1− x4)(1− x5) = 1 + 2x
2 + 4x3 + 7x4 + 10x5 + 16x6 + · · ·
(4.30)
We see here the explicit match with our result. Our calculations thus provide a combina-
torial interpretation of these coefficients in terms of integer lattice points inside cones.
5 Factorisation: examples
We now turn to studying factorisation properties of the function SC defined in (4.23). The
factorisation is motivated by physics consideration. Indeed, the 7D 3-Sasakian manifolds
are a fibration over some 4D orbifold B with generic fibre S3 or SO(3)
X7 S3 or SO(3)
B
.
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The fibre can degenerate at certain orbifold points of B: The T2 acting on X7 descends
to an action on B. Over these fixed points the fibre degenerates. For the hyper-toric case
we study, the degeneration will be of type Γ\S3 for some cyclic group Γ ⊂ SU(2), see
sec.13.3.5 in [20]. We have shown in sec.3.2 that the neighbourhood of such a fibre has
geometry S(ri) i.e. Γ = Zri . The normal bundle of the fibre splits as O(−qi)⊕O(qi − 2),
where ri and qi are defined below (3.18).
For us it is important that the T2 would act on the instanton moduli spaceM (which we
do not yet have). The fixed points of the T2 action onM should correspond to instantons
supported at the fibres sitting above the T2-fixed points in B. This is in analogy with the
5D situation where the torus invariant instantons are point like and propagates along the
isolated closed Reeb orbits. Here the closed Reeb orbits are replaced with Γ\S3.
From the experience of 5D Nekrasov instanton partition functions, the 7D partition
function should also be obtained by stitching together partition functions on Γ\S3×tw C2,
where ×tw means twisted product, since, as we have seen, the normal bundle (the C2) is
fibred over Γ\S3, Also one needs to take into account possible fluxes, i.e. non-zero c1 of
the gauge bundle supported on torus invariant 4-cycles.
This is a generalisation of the similar results for 5D SYM on toric SE manifolds [9],
where it was shown that the perturbative partition function are factorised into perturbative
Nekrasov partition functions [25] on S1 × C2. In coming sections we show that the 7D
perturbative part indeed has this pattern, and the constituent factor corresponding to
Γ\S3 ×tw C2 does exhibit features of the representation ring of SU(2) acting on Γ\S3.
5.1 A second look at S7
It is instructive to take a second look at S7 which is toric Sasaki-Einstein as well as hyper-
toric 3-Sasakian. It as two fibration pictures fig.5.
S7 S1 S7 S3
CP 3 S4 ∼= HP 1
Figure 5. Complex and quaternionic Hopf fibrations of S7, the S1 fibre on the left corresponds to
the Hopf of the S3 on the right.
If one computes the perturbative partition function by treating S7 as a toric SE man-
ifold, one obtains the quadruple sine function S4 [6]. The function S4 is well-known to be
factorisable into four copies of q-factorials, which in turn corresponds to the local geometry
S1 × C3. Here C3 is the neighbourhood of one of the four torus fixed points on CP 3 and
S1 is the Hopf fibre sitting on the fixed point. All of this corresponds to the complex Hopf
fibration in the figure.
We can also view S7 as an S3-bundle over S4, corresponding to the quaternionic Hopf
fibration. It is natural to ask if this fibration gives rise to factorisations similar to the
Sasaki-Einstein case, but exhibiting a different facet of the geometry.
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We start with viewing S7 using the left picture of fig.5. One obtains a quadruple
sine function in the perturbative partition function [5, 6]. Recall that the infinite product
expression for the quadruple sine is given by
S4(x|ω˜1, ω˜2, ω˜3, ω˜4) =
∞∏
i,j,k,l=0
(x+ iω˜1 + jω˜2 + kω˜3 + lω˜4)
∞∏
i,j,k,l=1
(−x+ iω˜1 + jω˜2 + kω˜3 + lω˜4)
, (5.1)
where the numerator is easily seen as the equivariant enumeration of holomorphic functions
of C4, with ω˜1,2,3,4 being the equivariant parameters for the four U(1)’s acting on C4 in
the standard manner.
If we instead view S7 as hypertoric 3-Sasakian, the two U(1)’s denoted as e1, e2 in
sec.4 act with weights (1, 0,−1, 0) and (0, 1, 0,−1). From the general treatment described
in sec.4.2 the hyperplane arrangement for C(S7) = C4 is shown in figure 6 and the two
normals are
v1 = (1, 0) , (5.2)
v2 = (0, 1) . (5.3)
According to the prescription
P1 = v1 + v2 = (1, 1) , (5.4)
P2 = v2 − v1 = (−1, 1) , (5.5)
and the four normals of our polygons are thus
~N+1 = (P1, 1) = (1, 1, 1) , (5.6)
~N−1 = (−P1, 1) = (−1,−1, 1) , (5.7)
~N+2 = (P2, 1) = (−1, 1, 1) , (5.8)
~N−2 = (−P2, 1) = (1,−1, 1) . (5.9)
For a fixed height in the (0, 0, 1)-direction we get co-centric squares as in figure 7.
We count integer lattice points inside the cone with apex at the origin and with inward-
pointing normals given above. Only the points satisfying (4.19) are included, i.e. the points
~p = (s, t, u) satisfying
s+ t+ u ≡ 0 (mod 2) , (5.10)
and their multiplicities are given by (4.20)
d(~p, ∂C) =
mini ~N
±
i · ~p
2
+ 1 = min
±s± t+ u
2
+ 1 . (5.11)
The cone in this example is easy to describe and we can enumerate the integer lattice
points satisfying s+ t+ u ≡ 0 (mod 2), with the correct multiplicities, via
i(1, 0, 1) + j(0, 1, 1) + k(−1, 0, 1) + l(0,−1, 1), i, j, k, l = 0, 1, . . . . (5.12)
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Figure 6. Hyperplanes for C(S7) = C4.
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Figure 7. Slice of cone for S7 where u = 4.
The function SC in (4.23) for S7 can then be written as
SC(S
7)(x|ω1, ω2, µ) =
∞∏
i,j,k,l=0
(x+ (i− k)ω1 + (j − l)ω2 + (i+ j + k + l)µ)
∞∏
i,j,k,l=1
(−x+ (i− k)ω1 + (j − l)ω2 + (i+ j + k + l)µ)
. (5.13)
One sees that this coincides with (5.1) if one makes the identification ω˜1 = ω1 + µ, ω˜3 =
−ω1 + µ, ω˜2 = ω2 + µ and ω˜4 = −ω2 + µ.
We turn next to factorisation that reflects the S3 fibration. It is by now a standard
result from localisation calculations (amongst which [26] is the earliest) of Chern-Simons
theory that a 3-sphere should contribute a double sine function S2. Our alternative fac-
torisation of S4 into S2 corresponds simply to reorganising the product. But we do point
out that the infinite products are all defined under zeta function regularisation, therefore
any such reorganisation would produce certain Bernoulli polynomials. But for this section,
we put these aside and proceed most naively.
For each hyperplane we will get a factor in the form of an infinite product of double
sine functions. Recall the double sine function is given by the infinite product8
S2(x|ω1, ω2) =
∞∏
k,l=0
(x+ kω1 + lw2)
∞∏
k,l=1
(−x+ kω1 + lw2)
. (5.14)
8where zeta function regularisation is implicitly understood.
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More generally for cone of dimension 2 the generalised double sine is defined by [15]
SC2 (x|~ω = (ω1, ω2)) =
∏
~n∈C∩Z2
(x+ ~n · ~ω)∏
~n∈C◦∩Z2
(−x+ ~n · ~ω) . (5.15)
Here C◦ denotes the interior of the cone. Taking C = R2≥0 revert to the previous double
sine.
For the hyperplane with v1, we construct the double sine
S2(x+ (a− b)ω1 − (a+ b+ 1)ω2 − µ|µ+ ω2, µ− ω2), a, b ∈ Z≥0
while for the hyperplane with v2, we construct the double sine
S2(x− (a+ b+ 1)ω2 + (b− a− 1)µ|µ− ω1, µ+ ω1)−1, a, b ∈ Z≥0.
We claim that
SC(S
7) ∼
∏
a,b≥0 S2(x+ (a− b)ω1 − (a+ b+ 1)ω2 − µ|µ+ ω2, µ− ω2)∏
a,b≥0 S2(x− (a+ b+ 1)ω2 + (b− a− 1)µ|µ− ω1, µ+ ω1)
. (5.16)
The sign ∼ means up to Bernoulli factors. Practically, this means that the two sides will
have the same pole and zeros, but their asymptotic behaviour can disagree (the missing
Bernoulli polynomial will eventually correct this).
Let us see a few checks. From fig.7 the SC(S
7) should have a triple zero at x+ 4µ = 0
and simple pole at x − 4µ = 0. As for S2(x|u, v), it has a zero at x + pu + qv = 0 and a
pole at x− (p+ 1)u− (q + 1)v = 0 for p, q ≥ 0. In (5.16), the numerator has a zero at
x+ (a− b)ω1 − (a+ b+ 1)ω2 − µ+ p(µ+ ω2) + q(µ− ω2) = 0, a, b, p, q ≥ 0.
We can set (a, b, p, q) = (0, 0, 3, 2), (1, 1, 4, 1), (2, 2, 5, 0) to get a zero at x + 4µ = 0.
Similarly only at (a, b, p, q) = (0, 0, 0, 1) does the numerator give a pole x − 4µ = 0. The
denominator contains −(a+ b+ 1)ω2 and will never contribute pole or zero at x± 4µ = 0.
Thus the two sides match. Similarly SC(S
7) has a zero at x− 3ω1 + ω2 + 4µ = 0, matched
the same zero from the S2 in the numerator for (a, b, p, q) = (0, 3, 5, 0).
A more interesting check is that SC(S
7) has no zero at, say, x + 2ω1 − 4ω2 + 4µ = 0,
or pole at x − 2ω1 − 4ω2 − 4µ = 0, as seen from fig.7. But the numerator of (5.16) has
a quadruple zero at x + 2ω1 − ω2 + 4µ = 0. But this is entirely artificial, because the
denominator has the same quadruple zero. In the same way, the numerator has a spurious
double pole x − 2ω1 − 4ω2 − 4µ = 0, which gets cancelled by the same double pole from
the denominator.
It is natural to wander what is the systematics in these fortuitous cancellations. In fact
the rewriting (5.16) comes from computing the equivariant index of ∂¯H from localisation,
where the two S2 factors come from the 3-sphere sitting at the north and south pole of the
base 4-sphere. But the index calculation will be presented elsewhere.
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Figure 8. Hyperplanes for C(S).
5.2 The Swann bundle
The next example is the 3-Sasakian manifold X associated to the Swann bundle. We
first use the machinery of sec.4.2 to redo the computation done in [10], but in much more
streamlined fashion.
The hyperplanes for the cone C(X) are illustrated in figure 8 and their normals are
given by
v1 = (1, 0) , (5.17)
v2 = (0, 1) , (5.18)
v3 = (1, 1) . (5.19)
From these normals we calculate
P1 = (2, 2) , (5.20)
P2 = (−2, 0) , (5.21)
P3 = (0, 2) , (5.22)
and
~N+1 = (2, 2, 1) ,
~N−1 = (−2,−2, 1) ,
~N+2 = (−2, 0, 1) , ~N−2 = (2, 0, 1) , (5.23)
~N+3 = (0, 2, 1) ,
~N−3 = (0,−2, 1) .
The mod 2 vector ~N is
~N = (0, 0, 1) , (5.24)
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Figure 9. A slice of the cone at u = 4 corre-
sponding to the example S discussed in the
text.
s
t
Figure 10. The points in such a slice can
be enumerated by considering overlapping
squares.
which tells us that the fibre is SO(3). We will only get even µ-weights u and there are no
further restrictions on the (s, t)-coordinates. The polygons for a fixed u are illustrated in
figure 9.
To make a connection with the result in [10] we can enumerate these lattice points as
follows: For a fixed u, define n = u/2 (recall that u is always even for this example). We
can enumerate the lattice points with the correct multiplicities as follows:
(k − i, j − k, 2n) , 0 ≤ i, j, k ≤ n . (5.25)
This corresponds to covering the polygon by overlapping squares as illustrated in figure 10.
We get
SC(X)(x|ω1, ω2, µ) =
∞∏
n=0
n∏
i,j,k=0
(x+ (k − i)ω1 + (j − k)ω2 + 2nµ)
∞∏
n=0
n∏
i,j,k=0
(−x+ (k − i)ω1 + (j − k)ω2 + 2(n+ 2)µ)
, (5.26)
which is equivalent to the function obtained in [10].
For the ‘unrefined’ case, i.e. setting ω1,2 = 0, this function can be written as
SC(X)(x) =
∞∏
n=0
(2n+ x)(n+1)
3
∞∏
n=2
(2n− x)(n−1)3
. (5.27)
The numerator matches the Hilbert series given in [23, section 5.3]:
1 + 4x2 + x4
(1− x2)4 =
∞∑
n=0
(n+ 1)3x2n . (5.28)
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CP 2
We turn to factorisation next. Since X is a fibration over CP 2 and there are three
torus fixed loci with fibre SO(3). That the fibre is SO(3) also implies certain changes to
their contributions: we define a ’half double sine’ function
Sˆ2(x|ω1, ω2) =
∏
k,l≥0,k+l=odd
(x+ kω1 + lw2)
∞∏
k,l≥1,k+l=odd
(−x+ kω1 + lw2)
. (5.29)
To v1, v2, v3 associate
v1 : I1 =
∏
a,b≥0
Sˆ2(x+ aω12 − bω1 − ω2/2− µ|µ− ω2/2, µ+ ω2/2)
v2 : I2 =
∏
a,b≥0
Sˆ2(x− (a+ 1)ω2 + bω12 + ω1/2− µ|µ− ω1/2, µ+ ω1/2)−1
v3 : I3 =
∏
a,b≥0
Sˆ2(x− (a+ 1)ω1 − bω2 + ω12/2− µ|µ+ ω12/2, µ− ω12/2)−1
where ω12 is short for ω1 − ω2.
One can likewise check the location and multiplicity of zeros and poles of the product
of the above three factors tally exactly with fig.9. For example, at 0ω1 + 0ω2 + 4µ, factor
I1 alone contributes (x+ 4µ)
3, agreeing with the multiplicity 3 from fig.9. In contrast, at
2ω1 − ω2 + 4µ factor I1 contributes (x + 2ω1 − ω2 + 4µ)2 at (a, b) = (2, 0) or (3, 1), while
I2 gives (x + 2ω1 − ω2 + 4µ)−1 at a = 0 = b. Finally at −3ω1 − ω2 + 4µ, we have that
I1 and I3 contribute multiplicity +4 and −4 and cancel out. This check shows that up to
Bernoulli we have factorisation
SC(X)(x|ω1, ω2, µ) ∼ I1I2I3.
6 Factorisation in the General case
In this section, we give only a recipe while the proofs will be relegated to [13]. But we
sketch the idea here.
From the equivariant localisation of index calculation, one gets from each T2 fixed
locus a contribution that we call a fractional S2 function. For the case of S
7 or Swann
bundle, the fractional S2 is just the usual S2 or the half-S2 defined in (5.29). And just as
in those cases, the under/over-counting will cancel once the contribution from all fixed loci
are included (this follows from index theorem). This means that the SC(X) has matching
poles and zeros with the product of fractional S2’s from all fixed loci. The pain lies in
figuring out the Bernoulli factors. We do so by proving an auxiliary factorisation result,
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and this allows us to get the asymptotic behaviour of (5.29) and as the asymptotics are
controlled by the Bernoulli, we can by comparison figure out the missing Bernoulli factors.
The mathematical proof does not require knowledge of the local geometry at torus
fixed loci, but such knowledge does offer a reassuring check.
6.1 Fractional S2 function
Each T2 fixed locus result in a ’fractional’ S2 function
S2(x|p, r|~ω) = e−ipiB
∏
~m∈I
(x+ ~m· ~ω)
∏
~m∈II
(−x+ ~m· ~ω)−1, (6.1)
I = {~m = (a, b)|a, b ≥ 0, r|(a− b− p− 1)}
II = {~m = (a, b)|a, b > 0, r|(a− b− p− 1)}.
If we set r = 2 and p is even, we get back the half-S2 above. The Bernoulli term B reads
B(x) =
x2
rω1ω2
− (ω1 + ω2)x
rω1ω2
+
1
6rω1ω2
(ω21 + ω
2
2 + ω1ω2(6(p+ 1)
2 − 6(p+ 1)r + r2 + 2)).
The B factor is chosen so that S2 has trivial asympotitic behaviour
lim
Imx→+∞
S2(x|p, r, ~ω) = 1. (6.2)
Setting r = 1, the B(x) reverts to the standard Bernoulli polynomial B2,2(x|~ω) defined in
[16].
Denote with Xi the neighbourhood of the i
th T2 fixed locus associated with the vector
vi. To get the correct fractional S2 from Xi, we define a few more quantities. We pick for
each vi the integer vector vˆ
i such that vˆi· vi = 1 and let qi = vˆi·Pi, ri = vi × Pi. Also pick
an arbitrary real 2-vector ~ = [1, 2], define
ξi1 = − 1
vi × PiP × [ω1, ω2], ξi2 =
1
vi × Pi (Pi − 2vi)× [ω1, ω2],
i1 = − 1
vi × PiP × [1, 2], i2 =
1
vi × Pi (Pi − 2vi)× [1, 2],
[mi] =
{ mi i1 < 0
−mi − 1 i1 > 0 , [ni] =
{ ni i2 < 0
−ni − 1 i2 > 0 ,
si1 =
{ 1 i1 < 0
−1 i1 > 0 , si2 =
{ 1 i2 < 0
−1 i2 > 0 ,
pi = ([mi]− [ni])qi + 2[ni]. (6.3)
With these definitions the Xi will contribute
Ii =
∏
mi,ni≥0
S2(x+ ([mi] + 1/2)ξi1 + ([ni] + 1/2)ξi2 − µ|
|pi, ri|µ− (ξi1 + ξi2)/2, µ+ (ξi1 + ξi2)/2)si1si2 . (6.4)
Note qi is only well-defined up to multiples of ri, but this is not going to affect summation
ranges I, II in (6.1) and so the fractional S2 function is well-defined.
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6.2 The factorisation theorem
Following the notation in sec.4 in particular sec.4.2, given the Q˜ matrix, whose rows are
the vectors vi, we compute ~N
±
i as in (4.16). These vectors are the normal to a 3D cone
C. The special function SC(x|ω1, ω2, µ) defined in (4.23) associated to the cone has the
factorisation:
SC(X) = eipiB
∏
i
Ii, (6.5)
where Ii is defined in (6.4). Note the choice of ~ in defining Ii will drop out after taking
the product.
The Bernoulli factor is as follows. Consider the sum
ext
∑
~m
exp(~m· (ω1, ω2, µ)t)
where the sum of ~m is in the cone C and with the multiplicity defined as in (4.20). The
Bernoulli polynomial is the coefficient of t0. Note that the sum has fourth order pole at
t = 0. The Bernoulli polynomial is of fourth order, we can only identity the z4 coefficient
B|x4 =
3
pi4
VolX =
3
2µ
Vol∆ .
Here VolX is the refined volume of the 3-Sasaki manifold while Vol∆ is the volume of the
cone defined in sec.4.2, capped off at ~p· (~ω, µ) = 1. For example for S7
B|x4 =
3
pi4
1
(µ2 − ω21)(µ2 − ω22)
.
We refrain from calling our volume squashed volume since the metric is kept 3-Sasaki.
Instead, we define a 1-form κ as the unique 1-form that evaluates to 1 on the U(1) vector
field R with weight (~ω, µ) and ιRdκ = 0. We let the volume form be κ ∧ (dκ)3/24.
We have already sketched the proof of this theorem in the beginning of the section. We
can establish that the two sides of (6.5) have matching zeros and poles, thus we need only
check the asymptotic behaviour. But we have demonstrated in (6.2) that the factors Ii has
trivial asymptotic behaviour. Thus the B factor in (6.5) must reproduce the asymptotic
behaviour of SC function.
To determine the asymptotic behaviour of SC function, we prove, by using a procedure
similar to the one used in [15], another theorem which is useful in its own right: the function
SC in (4.23) has factorisation
SC(x|ω1, ω2, µ) = eipiB˜
∏
i
( x
τn
|ξn1
τn
,
ξn2
τn
,
un
τn
)
∞
( x
τs
|ξs1
τs
,
ξs2
τs
,
us
τs
)
∞ (6.6)
where we have abused notation by using ξ, u, τ to donate the weight of the corresponding
function in (6.7), which is obtained by evaluating the weights in table (3.20) on a concrete
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set of equivariant parameters [~ω, µ]
north south
ξ1 vˆ
i· (~ω + µPi) 2µ+ vˆi· (~ω − µPi)
ξ2 2µ− vˆi· (~ω + µPi) vˆi· (−~ω + µPi)
τ vi × (~ω + µPi) vi × (~ω − µPi)
u 2µ 2µ
. (6.7)
On the rhs the q-factorials have also trivial asymptotic behaviour. Thus B˜ must match
exactly the asymptotic behaviour on the lhs. In conclusion, we see that the two Bernoulli’s
are equal
B = B˜.
Finally we make a remark about the difference between the two factorisation theorems
(6.5) and (6.6): the second factorisation does not have an un-refined limit, that is, this
formula is ill defined if
~ω = 0.
But the first formula remains valid, and in fact it reflects the fibration structure and the
SU(2) action on the 3-Sasaki manifolds.
6.3 A final example
We close out this section with one more example, where the integer lattice points not as
easily enumerated as in the two previous cases. Consider the hyperplane arrangement with
normals determined by
Q˜ =

1 0
0 1
1 −2
3 2
 . (6.8)
The hyperplanes are illustrated in figure 11.
We find the normals of the cone C(X) as
~N+1 = (3, 5, 1) ,
~N−1 = (−3,−5, 1) ,
~N+2 = (−5, 1, 1) , ~N−2 = (5,−1, 1) , (6.9)
~N+3 = (5, 1, 1) ,
~N−3 = (−5,−1, 1) ,
~N+4 = (1, 5, 1) ,
~N−4 = (−1,−5, 1) ,
and the mod 2 vector ~N is
~N = (1, 1, 1) . (6.10)
To enumerate the integer lattice points in the cone described by these normals with mul-
tiplicities given by (4.20) would be cumbersome by hand. We illustrate such lattice points
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Figure 11. Hyperplanes corresponding to Q˜
in (6.8).
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Figure 12. Integer lattice points and their
multiplicities in a slice of the cone described
by the normals (6.9) at u = 19.
in the slice u = 19 in figure 12. For this example we thus leave the function SQ˜ of (4.23)
in its abstract form and note that we can find the first few terms with the aid of a com-
puter. In particular, we can compute some terms in the numerator of this function for the
unsquashed case and obtain the first few terms of the Hilbert series:
1 + 2x2 + 3x4 + 4x5 + 6x6 + 8x7 + 11x8 + 14x9 + 20x10 + · · · . (6.11)
For the factorisation we pick
vˆ1 = (1, 0), vˆ2 = (0, 1), vˆ3 = (1, 0), vˆ4 = (1,−1), ~ = (−1,−10).
We list the various quantities in (6.3)
ωi1 ωi2 qi ri i1 i2
ω1 − 35ω2 −ω1 + 15ω2 3 5 − +
1
5ω1 + ω2
1
5ω1 − ω2 1 5 + −
1
11ω1 − 511ω2 − 511ω1 + 311ω2 5 11 − +
5
13ω1 − 113ω2 − 113ω1 − 513ω2 −4 13 − −
From this table one may write down the factors for each fixed point as in (6.4).
6.4 A geometric intuition and a speculation
We give the geometrical intuition behind the rather awkward condition in the definition
(6.1) of fractional S2 that
ri divides (ai − bi − pi − 1)
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in the product (6.1).
We stated in sec.3.2 that Xi has local geometry 3.19
C∗ ×C∗ (S(−1)C ⊕O(1)⊕O(1)).
Denote as we did in sec.3.2 with ξ1,2 the fibre coordinate of the normal bundle. Also
parametrise the C2\{0} (see (3.14) for the notation) as before with z + jw. We can try
to write the holomorphic functions by stacking monomials using ξ1,2 and z, w. But not
any monomial is a holomorphic function: Under the C∗ action the monomial ξ[m]1 ξ
[n]
2 has
weight −[mi]qi− [ni](2− qi) = −pi, while a monomial zaiwbi has then weight ai− bi. Note
we have ai− bi rather than ai + bi because w has opposite weight compared to z under left
multiplication by C∗. In summary a monomial ξ[mi]1 ξ
[ni]
2 z
aiwbi has weight ai−bi−pi. There
is a final shift ai − bi − pi 7→ ai − bi − pi − 1 coming from the weight of the determinant of
the normal bundle9 If this weight is divisible by ri, then the monomial can be regarded as
a holomorphic function. This way we have explained the awkward product rule in (6.1).
Our speculation concerns the representation ring structure of SU(2) in the partition
function, or in SC . Indeed with a right SU(2) action it is very tempting, in the definition
(4.23), to interpret the multiplicity as coming from SU(2) representation of various spins.
However one should immediately protest such an interpretation. We computed the
partition function as a super-determinant over the Dolbeault cohomology of the HK cone.
But this relies on a choice of the complex structure, which will be scrambled by the right
SU(2) action, in particular, there is no SU(2) action on the holomorphic functions. But
it is also true that the original SYM theory was constructed using solely the HK or 3-
Sasaki structure, without favouring any particular complex structure. It is only in the
localisation computation did we fix a complex structure. So it is at least credible that the
SU(2) representation structure can still be present. Our proposal is as follows, had we been
able to set up a localisation computation respecting the democracy of the three complex
structures, then we would not have enumerated sections given in the table (3.16) (3.17).
Rather, we would enumerate those sections in the table (3.12) (3.13). The sections with the
same name in the two sets of tables have the same weights. But for sections of the latter
two tables, the local geometry is presented in a way that respects the right SU(2) action,
at the price of losing holomorphy. See the discussion round (3.21). But surely, without
holomorphy, it makes no sense to enumerate sections of a bundle. We suggest therefore that
one needs to combine the two pictures, i.e. picture (3.19): C∗×C∗ (S(−1)C⊕O(1)⊕O(1)) for
localising and for knowing what to enumerate, and picture (3.21): O(−qi)⊕O(qi−2)⊕S(ri)
to make the SU(2) structure explicit.
7 Summary
In this paper we have studied 7D maximally supersymmetric Yang-Mills theory on 3-
Sasakian manifolds. The localisation procedure in [6] was applied to obtain the perturbative
9we have already seen its effect in the usual S2 function, where the product over the lattice points in the
third quadrant is only over the interior. This shift is due to the canonical bundle. Now that our geometry
has complex dimension 4 rather than 2, there is an extra shift compared to S2.
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partition function in terms of holomorphic functions on the metric cone over the manifold.
Restricting to the case of hypertoric 3-Sasakian manifolds, whose HK cones have hypertoric
symmetry, the holomorphic functions could be described in terms of integer lattice points
in a rational convex polyhedral cone determined by the hypertoric data. This result is
similar in spirit to the toric Sasaki-Einstein case, where holomorphic functions are in one-
to-one correspondence with integer lattice points in the moment map cone of the toric
action. However, the hypertoric integer lattice count differ from the toric case in a couple
of ways. Firstly, only half of the integer lattice points in the cone contribute, namely those
satisfying some (mod 2)-constraint. Secondly, the integer lattice points are counted with
multiplicities, related to how far from the edge of the cone the point is.
The perturbative partition function was written in terms of a special function (4.23)
that was defined in terms of infinite products over the integer lattice points in the cone. It
would be interesting to study this function from a mathematical viewpoint.
In section 5 we gave a recipe for how to factorise this function into factors involving
infinite products over generalised double sine functions. We speculated that such expres-
sions could be interpreted as perturbative Nekrasov partition functions on Γ\S3 ×tw C2
and that the full partition function might be given by a similar product (up to possible
fluxes). However, these statements are highly speculative and one would need to derive
them from first principles.
Although we have obtained a closed form of the perturbative partition function for 7D
SYM on a new family of manifolds, the physical interpretation of what we have calculated
is still a bit unclear. The 7D theory is non-renormalisable and so it would be natural to
interpret our calculations in terms of a UV-completion of the theory. However, we do not
yet know what this UV-completion is. Since 6D maximal SYM is related to ‘little string
theory’ a speculation is that the 7D theory is related to ‘little m-theory’ [27].
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