Abstract. The notions of Lipschitz stability of impulsive systems of differential equations are extended and the notions of eventual stability are introduced. New notions called eventual and eventual Lipschitz stability. We give some criteria and results.
The impulsive system of the form (1.1) were described in detail by the authors in [1, 5, 6] . Let x(t) = x(t, t 0 ,x 0 ) be a solution of (1.1) satisfying the initial condition x(t 0 + 0) = x 0 , and which is defined on the interval (t 0 , ∞). Let t = t k , k = 1, 2,... be the moments at which the integral curve of this solution meets the hypersurfaces. In further considerations, we use the notations
|Ax|, (1.2) where A is an arbitrary n × n matrix. where f x = ∂f /∂x, I k (x) = ∂I k /∂x and x(t, t 0 ,x 0 ) be any solution of (1.1) satisfying the initial condition x(t, t 0 ,x 0 ) = x 0 , and A is an n × n matrix defined in J, and B k , k = 1, 2,... are constant n × n matrices. The fundamental matrix solution Φ(t, t 0 ,x 0 ) of system (1.5) is defined by Φ t, t 0 ,x 0 = ∂x t, t 0 ,x 0 ∂x 0 , t ≠ t k , (1.7) (see [5, Theorem 2.4 
.1]).
Following [1, 5, 6] , if the fundamental matrix solution u(t, s) of system (1.6) without impulses x = A(t)x.
(1.8)
Then the fundamental matrix solution w(t, s) of system (1.6) is defined by
where E is the unit n × n matrix. Straightforward calculations show that 
The solution x(t, t 0 ,x 0 ) of system (1.1) which satisfies the initial condition
Condition (B) is met if the following holds.
(B) The matrix A(t) is piecwise continuous in t with points of discontinuity of the first kind t = t k , k = 1, 2,... at which it is continuous from the left.
The following definitions will be needed in the sequel.
Definition 1.1 (see [4] ). The zero solution of (1.1) is said to be uniformly stable if for every > 0, t 0 ∈ R n , t 0 ≥ 0, such that [4] ). The zero solution of (1.1) is said to be asymptotically in variation if for t ≥ t 0 ≥ 0, there exists M > 0 such that
(1.12)
The following definitions are somewhat new and related with that of [2, 4] . 
Any eventual Lipschitz stability notions can be similarly defined. In the case of globally eventually Lipschitz stable, δ is allowed to be ∞. Definition 1.4. The zero solution of system (1.1) is said to be uniformly eventually stable if for > 0, there exist M > 0, δ( ) > 0, and τ( ) > 0, such that for
(1.13) Definition 1.5. The zero solution of (1.1) is said to be uniformly eventually asymptotically stable if it is uniformly eventually stable, and for > 0, there exist δ( ) > 0, and T ( ) > 0 such that for
(1.14)
Any eventually stability notions can be similarly defined.
Remark 1.6. For Definitions 1.3 and 1.4, if the zero solution of (1.1) is uniformly eventually Lipschitz stable, then it is uniformly Lipschitz stable of [4] and is uniformly eventually stable. Now, we state the following result without its proof. Theorem 1.7 (see [4] ). Let condition (B) be satisfied and let w be the fundamental matrix solution of (1.6) . Moreover, let k, h : J → (0, ∞) be piecwise continuous functions and exist with points of discontinuity t = t k , k = 1, 2,... at which they are continuous from the left and such that
where N > 0 is constant. Then the zero solution of (1.6) is uniformly Lipschitz stable.
Uniform eventual stability.
In this section, we discuss the notion of eventual stability of impulsive systems of differential equations (1.6). Proof. From Theorem 1.7, the zero solution of (1.6) is uniformly Lipschitz stable, that is, for > 0, there exist M > 1 and δ > 0 such that
Hence, the zero solution of (1.6) is uniformly eventually stable. Consider the scalar impulsive differential equation
, and g(t, 0) = 0.
Theorem 2.2. Let conditions (A 1 )-(A 5 ) be satisfied and let there exist functions
and for any h > 0, is small enough, the following inequalities
4) Proof. From the assumption, the zero solution of (2.3) is uniformly eventually stable, it follows that there exist δ( ) > 0 and τ( ) > 0, for all > 0 such that
where u(t, t 0 ,u 0 ) is any solution of (2.3) for which u(t 0 + 0,t 0 ,u 0 ) = u 0 . Now, we prove that
whenever x 0 ≤ δ. Suppose that this is not true, then for a solution x(t) = x(t, t 0 ,x 0 ) of (1.1), x 0 ≤ δ, there exists t 1 ∈ (t k ,t k+1 ) for some positive k such that
From (2.5), it follows that
Hence there exists t 2 , t k < t 2 ≤ t 1 , such that
..,k the following inequalities hold:
(2.12) From (2.5), we get that for j = 1, 2,...,k, the inequalities
Moreover,
Applying the comparison [5, Theorem 1.4.3], yields
From (2.6), (2.11), and (2.16), it follows that Proof. The proof is very similar to the proof of Theorem 2.2, but from (2.18), we obtain for t ∈ (t 0 ,t 2 ], t ≠ t j , j = 1, 2,...,k, the following inequalities are satisfied
(t) + hf (t, x) − x(t) = x(t),f (t,x) ≤ g t, V (t) .
(2.20)
The rest of the proof is in the same line of the proof of Theorem 2.2, so it is omitted.
Uniform eventual Lipschitz stability.
In this section, we discuss the notion of uniform eventual Lipschitz stability of the linear system (1.6).
Theorem 3.1. Let the zero solution of (1.8) be uniformly Lipschitz stable in variation for the linear system (1.6). The following statements are equivalent. (i) The zero solution of (1.6) is globally uniformly eventually Lipschitz stable in variation.
(
ii) The zero solution of (1.6) is uniformly eventually Lipschitz stable in variation. (iii) The zero solution of (1.6) is globally uniformly eventually Lipschitz stable. (iv) The zero solution of (1.6) is uniformly eventually Lipschitz stable. (v)
The zero solution of (1.6) is uniformly eventually stable.
Proof. (i)⇒(ii). This follows directly from Definition 1.3.
(ii)⇒(iii). This follows from (1.9), the definition of the fundamental matrix w(t, s) of (1.6) which is independent of x 0 , thus from our assumption, we get
for x 0 ∈ R n , t ≥ t 0 ≥ τ( ), and M > 1.
Then the zero solution of (1.6) is globally uniformly eventually Lipschitz stable.
(iii)⇒(iv). This follows immediately from Definition 1.3. (iv)⇒(v)
. Let the zero solution of (1.6) be uniformly eventually Lipschitz stable, then for > 0, there exists M > 0, δ( ) > 0, and τ( ) > 0, such that
whenever x 0 δ. Now, if we choose δ 1 = min(δ, /2M), then for x 0 ≤ δ, we have
Hence the zero solution of (1.6) is uniformly eventually stable. (v)⇒(i). Let the zero solution of (1.6) be uniformly eventually stable, then from our assumption, we get
where w(t, t 0 ) is the fundamental matrix solution of (1.6). Hence (i) is obtained, and the proof is completed.
Theorem 3.2. Let the hypothesis of Theorem 2.2 be satisfied, and if the zero solution of (2.3) is uniformly eventually Lipschitz stable, then so is the zero solution of (1.1).
Proof. From the assumption that the zero solution of (2.3) is uniformly eventually Lipschitz stable, it follows that there exist M > 1, τ( ) > 0, and δ( ) > 0 such that for > 0 (3.5) where u(t, t 0 ,u 0 ) is any solution of (2.3) for which u(t 0 + 0,t 0 ,u 0 ) = u 0 . Now, we prove that
Suppose that this is not true, then for a solution x(t) = x(t, t 0 ,x 0 ) of (1.1), x 0 < δ there exists t 1 ∈ (t k ,t k+1 ) for some positive k such that x(t 1 ) > M x 0 , and
Let ρ 1 = min(ρ, ρ 0 ), we get
Hence, there exists t 2 , t k < t 2 ≤ t 1 , such that
Let V (t) = x(t) , and u 0 = x 0 . From (2.5), the following inequalities are satisfied
x(t) = g t, V (t) .
(3.10)
From (2.5), for j = 1, 2,...,k, the inequalities
hold , hence
Moreover, 
(3.14)
From (3.5), (3.9), and (3.14), it follows that
This is a contradiction, thus
Hence the zero solution of (1.1) is uniformly eventually Lipschitz stable, and the proof is completed. 
where k 1 > 0 is constant. From our assumption, it follows that
, since f (t,0) = 0, and 
Hence, 
Then the zero solution of the scalar impulsive differential equation
is uniformly eventually stable. Then the condition of Theorem 2.1 holds, it follows that the zero solution of (1.6) is uniformly eventually stable. 
(c) For any σ ∈ (0,ρ 0 ), the following inequality holds
Then the zero solution of scalar impulsive differential equation
is uniformly eventually Lipschitz stable, thus the conditions of Theorem 3.2 hold, it follows that the zero solution of system (1.1) is uniformly eventually Lipschitz stable.
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