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Abstract
We propose a subtraction scheme for a massive Yang-Mills
theory realized via a nonlinear representation of the gauge group
(here SU(2)). It is based on the subtraction of the poles in
D − 4 of the amplitudes, in dimensional regularization, after a
suitable normalization has been performed. Perturbation the-
ory is in the number of loops and the procedure is stable under
iterative subtraction of the poles. The unphysical Goldstone
bosons, the Faddeev-Popov ghosts and the unphysical mode of
the gauge field are expected to cancel out in the unitarity equa-
tion. The spontaneous symmetry breaking parameter is not a
physical variable. We use the tools already tested in the nonlin-
ear sigma model: hierarchy in the number of Goldstone boson
legs and weak power-counting property (finite number of inde-
pendent divergent amplitudes at each order). It is intriguing
that the model is naturally based on the symmetry SU(2)L local
⊗ SU(2)R global. By construction the physical amplitudes de-
pend on the mass and on the self-coupling constant of the gauge
particle and moreover on the scale parameter of the radiative
corrections. The Feynman rules are in the Landau gauge.
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1 Introduction
With this work we outline a theoretical framework for the explicit evaluation
of the Feynman amplitudes of a massive Yang-Mills theory in its perturba-
tive loop expansion. We propose a subtraction scheme for the divergences at
D = 4 and a robust set of symmetry requirements for the vertex functional
in order to guarantee: stability under the subtraction procedure, physical
unitarity and predictivity.
Quantization of non-abelian gauge theories is a subject with a long his-
tory in quantum field theory. The perturbative treatment of non-abelian
gauge models was boosted by the observation that the Yang-Mills action [1]
can be gauge-fixed in such a way to guarantee physical unitarity together
with renormalizability by power-counting (in the absence of anomalies) [2, 3].
The discovery of the nilpotent BRST symmetry [4] then provided a powerful
and elegant tool to study algebraically the gauge theories and in particular
physical unitarity to all orders in the perturbative expansion [5]. The im-
plementation of the BRST symmetry by the Slavnov-Taylor (ST) identity
[6] has boosted unexpected progresses in quantum field theory (see e.g. [7]
and references therein).
As it is well-known, within this framework a mass term for the non-
abelian gauge field can be accounted for by enlarging the physical spectrum.
In fact the mass generation through spontaneous symmetry breaking (SSB)
[8] in the presence of a linearly realized gauge symmetry requires the in-
troduction of (at least) one physical scalar field, known as the Higgs field.
Power-counting renormalizability is preserved under this extension [9].
The latter field-theoretic paradigm has led to the extremely successful
Standard Model of particle physics. Still the question of the origin of SSB
remains to be elucidated from the theoretical point of view, and the exper-
imental evidence of the existence of a Higgs particle is still waited for.
This paper is devoted to the analysis of a different approach to the
subtraction of the divergences of the massive Yang-Mills theory which relies
on the use of a nonlinearly realized gauge group through the introduction
of a flat connection. This strategy has been applied in [10]-[16] to the four-
dimensional SU(2) nonlinear sigma model. There the flat connection was
coupled to an external vector source transforming as a background gauge
field under the local SU(2)L left symmetry
4 which implements the SU(2)L-
4The left symmetry acts on the SU(2) element from the left. In the following a global
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invariance of the Haar measure in the path-integral.
The present approach can be compared with the infinite mass limit of
the Higgs model in the linear case. This has been already done in the case
of the sigma model in Ref. [14]. The same conclusions about the absence of
a general criterion for an unambiguous removal of the logMH -parts apply
here [15].
In a previous work [16] we found a very powerful technique for integrating
the functional equation derived from the invariance of the path integral Haar
measure under local SU(2)L transformations. Our strategy in building a
massive Yang-Mills theory is based on the same technique. We use the gauge
field Aµ and the nonlinear sigma model field Ω to construct a bleached gauge
field aµ
aµ ≡ Ω
†AµΩ− iΩ
†∂µΩ (1)
which is invariant under SU(2)L transformations. Notice that each element
of the 2× 2 matrix is invariant. This opens far too many possibilities than
expected for constructing a gauge theory. In order to restrict to the classical
form of the massive Yang-Mills theory, we introduce some more constraints.
In particular we ask for global SU(2)R invariance (invariance under local
right SU(2) transformation would forbid a mass term). By this requirement
all “right” indices are saturated and consequently the number of invariants is
drastically reduced. This will be not enough. Therefore we will impose other
constraints, suggested by our previous works on the nonlinear sigma model.
They are aiming to control the severe divergences due to the presence of the
nonlinear realization of the gauge transformations: weak power-counting and
hierarchy. The first requirement controls the number of independent diver-
gent amplitudes, while the second guarantees that the amplitudes involving
the unphysical Goldstone field (descendant amplitudes) are determined by
the amplitudes of the ancestor fields (gauge fields, Faddeev-Popov fields,
composite fields associated to nonlinear transformations, etc, i.e. most of
the field content present in a power-counting renormalizable gauge theory).
With this set of constraints we get a field theoretical model in the Landau
gauge which describes classically a massive non-abelian gauge field interact-
ing with the Faddeev-Popov ghosts and non polynomially with the unphys-
ical Goldstone bosons. We stress that the model is BRST-, local SU(2)L-
SU(2)R symmetry will also be introduced, acting on the group element from the right.
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and global SU(2)R-invariant and moreover it satisfies the necessary condi-
tions for the validity of the weak power-counting theorem. We prove that
the resulting equations for the 1-PI generating functional (ST identity, local
functional equation, ghost equation and Landau gauge equation) are valid
for the amplitudes constructed in D dimensions by using the Feynman rules
for the loop expansion of the model (without any subtraction). Moreover we
demonstrate that minimal subtraction for the limit D = 4 yields a consis-
tent theory in terms of the parameters of the tree-level effective action plus a
mass scale for the radiative corrections. The consistency of the theory relies
upon some essential facts: i) the subtraction of the divergences is achieved
by local counterterms; ii) the number of the independent counterterms is
finite at every order of the loop expansion (as a consequence of the hierar-
chy property and of the validity of the weak power-counting theorem); iii)
the subtraction procedure does not modify the defining equations; iv) the
validity of the ST identity guarantees the fulfillment of physical unitarity.
The last point requires that the Goldstone bosons are unphysical modes to-
gether with the Faddeev-Popov ghosts and the massless mode present in the
Landau gauge description of the vector field.
Moreover it turns out that all the external sources coupled to composite
operators, which are necessary in order to perform the subtraction of the di-
vergences, are not physical parameters. In particular K0, the source coupled
to the order parameter field φ0 responsible of the spontaneous breakdown of
the gauge symmetry, is not physical. Then the physical amplitudes do not
depend on v ≡ 〈φ0〉.
The proof of physical unitarity (cancellation of unphysical states) has
been given in Ref. [17] both in the diagrammatic and in the operatorial
formalism, under quite general assumptions which are fulfilled by the sub-
traction scheme discussed in the present paper. The question of possible
violations of the Froissart unitarity bounds [18, 19] that may occur at fixed
perturbative order and the related issue of resummation of the perturbative
series will not be dealt with here.
It is somewhat important to investigate on the symmetry properties of
the counterterms by cohomological methods. For this purpose we consider
the ST equation and the local functional equation at the one loop level (the
linearized ST- and local functional-equations). The aim is to provide a basis
for the counterterms in terms of local invariant solutions of these equations.
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These solutions are parametrized by representatives of the cohomology of
the linearized ST operator on the space spanned by the local solutions of the
linearized functional equation (i.e. the variables “bleached” by a procedure
similar to the one used in eq. (1)).
We have structured the paper according to the logical sequence by which
the requirements are imposed on the field theoretical model. In Section 2
we construct the bleached fields according to the nonlinear realization of the
gauge group. The presence of unwanted invariants suggests to impose the
symmetry under global SU(2)R transformations. In Section 3 the require-
ment of weak power-counting is imposed. In Section 4 the ST identity is
derived and it is shown that it is not sufficient to yield the hierarchy. In
Section 5 we exploit the invariance of the path integral measure under local
gauge transformations and derive the functional equation which yields both
the hierarchy and the subtraction procedure for the D = 4 divergences. In
Section 6 we consider the final setup of all the equations (ST identity, local
functional equation, ghost equation, Landau gauge equation). In Section 7
we prove that the unsubtracted vertex functional satisfies all the defining
equations in the loop expansion. The structure of the equations suggests
the subtraction procedure for the limit D = 4. The equations are shown to
be stable after the introduction of the counterterms. In Section 8 we show
that the whole set of identities (ST identity, local functional equation, ghost
equation, Landau gauge equation) guarantees the hierarchy and thereby that
Goldstone boson amplitudes (descendant) are fixed by the ancestor ampli-
tudes. Section 9 contains the implementation of the weak power-counting to
the construction of the tree level vertex functional Γ(0) (massive Yang-Mills
theory). In Section 10 we discuss the properties of the local solutions of
the linearized equations and we list a complete set of them compatible with
the required dimensions in the one-loop approximation. The conclusions
are in Section 11. Appendix A gives the Feynman rules, Appendix B proves
that ST identity is not enough in order to impose the hierarchy among the
ancestor and the descendant amplitudes, Appendix C yields the proof of
the weak power-counting formula, Appendix D lists the linearized ST trans-
forms of the bleached variables and Appendix E is devoted to the proof of
the v.e.v.-independence of the physical amplitudes by using an extended ST
identity.
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2 Nonlinearly Realized Gauge Symmetries
The introduction in the Yang-Mills theory of a flat connection gives rise to
a peculiar set of invariant variables which can be conveniently described by
making use of the technique discussed in [16], that we will briefly summarize
here. It turns out that there are many more invariants than in the usual
approach based on SU(2) local invariance mediated only by a vector meson.
By adding extra fields and in particular a flat connection one gets more
terms. The usual field strength term is achieved not only by requiring an
invariance under a large group, noticeably a global SU(2)R beside the local
SU(2)L, but also by imposing the weak power counting criterion. This last
requirement will be dealt with later on.
We will consider a SU(2) gauge group and denote by Aµ = Aaµ
τa
2 the
gauge connection. τa are the Pauli matrices.
The field strength of the gauge field Aµ is defined by
Gµν [A] = Gaµν
τa
2
= ∂µAν − ∂νAµ − i[Aµ, Aν ] . (2)
The nonlinear sigma model field Ω is an element of the SU(2) group, which
is parameterized in terms of the coordinate fields φa as follows:
Ω =
1
v
(φ0 + iτaφa) , Ω
†Ω = 1 , detΩ = 1 ,
φ20 + φ
2
a = v
2 (3)
where v is a parameter with dimension equal one. We shall find out that v is
not a parameter of the model, because it can can be removed by a rescaling
of the fields ~φ, φ0. The SU(2) flat connection is
Fµ = iΩ∂µΩ
† = Faµ
τa
2
,
Faµ =
2
v2
(φ0∂µφa − ∂µφ0φa + ǫabc∂µφbφc) . (4)
The field strength of Fµ vanishes since Fµ is a flat connection
Gµν [F ] = 0 . (5)
Under a local SU(2) left transformation UL = exp
(
iαLa
τa
2
)
one gets
Ω′ = ULΩ ,
F ′µ = ULFµU
†
L + iUL∂µU
†
L ,
A′µ = ULAµU
†
L + iUL∂µU
†
L . (6)
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The nonlinearity of the SU(2) constraint in eq.(3) implies that the gauge
symmetry is nonlinearly realized on the fields φa, whose infinitesimal trans-
formations are
δφa =
1
2
φ0α
L
a +
1
2
ǫabcφbα
L
c , φ0 =
√
v2 − φ2a ,
δφ0 = −
1
2
αLaφa . (7)
Under local SU(2)L symmetry the combination Aµ − Fµ transforms in
the adjoint representation of SU(2). Hence one can construct out of Aµ−Fµ
and Ω a SU(2)L-bleached variable aµ which is invariant under SU(2)L local
transformations:
aµ = aaµ
τa
2
= Ω†(Aµ − Fµ)Ω
= Ω†AµΩ− i∂µΩ
†Ω . (8)
The SU(2)L local symmetry is trivialized by the variable aµ, since any
combination of aµ and its derivatives is SU(2)L-invariant.
One can also consider local SU(2)R transformations on Ω
Ω′ = ΩU †R (9)
leaving Aµ invariant.
Then one finds that aµ transforms as a SU(2)R gauge connection:
a′µ = URaµU
†
R + iUR∂µU
†
R . (10)
2.1 Global SU(2)R
In the presence of a flat connection the interplay of left and right symmetries
with renormalizability properties provides very restrictive constraints on the
classical action.
In order to discuss this point we start from the Yang-Mills action in the
presence of a Stu¨ckelberg mass term [20, 17]
S =
Λ(D−4)
g2
∫
dDx
(
−
1
4
Gaµν [a]G
µν
a [a] +
M2
2
a2aµ
)
=
Λ(D−4)
g2
∫
dDx
(
−
1
4
Gaµν [A]G
µν
a [A] +
M2
2
(Aaµ − Faµ)
2
)
. (11)
Λ is a mass scale for continuation in D dimensions.
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Notice that the field strength squared of aµ coincides with the one of the
gauge field Aaµ (since aµ is obtained from Aµ through an operatorial gauge
transformation generated by Ω).
S is invariant under local SU(2)L symmetry (since it only depends on aµ)
and also global SU(2)R symmetry. It is not invariant under local SU(2)R
symmetry, since the latter forbids the Stu¨ckelberg mass term because of the
transformation property given in eq. (10).
Global SU(2)R symmetry restricts to some extent the number of inde-
pendent invariants (all right indices are saturated). We find it very intriguing
that the symmetry under global SU(2)R transformations is necessary in or-
der to reproduce a massive Yang-Mills gauge theory. In fact when one uses
the present theory for the electroweak model the SU(2)R global symme-
try plays the roˆle of custodial symmetry [21]. We stress that our approach
provides a natural justification of this property.
The implementation of the symmetries SU(2)L local and SU(2)R global
is also of great interest. From eq. (7) one sees clearly that SU(2)L global
is spontaneously broken since the vacuum expectation value of φ0 is non
zero. The same conclusion is valid for SU(2)R global. Thus only the sym-
metry generated by the vector currents (L+R) is unitarely implemented
and guarantees a global SU(2) symmetry for the physical amplitudes, while
the symmetry generated by the the axial currents is spontaneously broken.
This is another striking difference from massive Yang-Mills realized in the
realm of power counting renormalizable theories [22], where the SU(2) local
symmetry is spontaneously broken in its global sector.
3 Weak Power-Counting I
One should notice that global SU(2)R symmetry allows for additional inde-
pendent invariants which are also local SU(2)L-symmetric. For instance we
have the following independent Lagrangian terms of dimension ≤ 4∫
d4x ∂µaaν∂
µaνa ,
∫
d4x (∂a)2 ,
∫
d4x a2 ,∫
d4x ǫabc∂µaaνa
µ
b a
ν
c ,
∫
d4x (a2)2 ,
∫
d4x aaµa
µ
b aaνa
ν
b . (12)
Thus the action S in eq.(11) for D = 4 is not the most general Lorentz-
invariant functional with couplings of dimension ≥ 0 compatible with local
SU(2)L- and global SU(2)R-symmetry.
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However, S is uniquely fixed by local SU(2)L-symmetry, global SU(2)R-
symmetry and the requirement of weak power-counting property. By this
we mean that the number of superficially divergent independent amplitudes
is finite at each order in the loop expansion. This property is required to
be stable under the procedure of subtraction of the divergences. While the
second part of the statement requires some effort, after the subtraction pro-
cedure has been given (see Section 7), the first part can be easily established,
under the assumptions discussed in Section 9. The proof of this central re-
sult requires to extend the main tool developed to deal with the divergences
of the nonlinear sigma model, i.e. the hierarchy of the Feynman amplitudes,
to the case where the gauge bosons are dynamical (see Appendix C).
The weak power-counting property limits in a substantial way the num-
ber of independent coefficients associated to the monomials in eq. (12). One
observes that each monomial in eq. (12) is a power series in the Goldstone
field ~φ and moreover it contains in some cases derivatives. The number of
derivatives in the Goldstone interaction vertices is critical when one evalu-
ates the superficial degree of divergence of a graph. Appendix A provides
some relevant Feynman rules and Appendix C gives the the superficial de-
gree of divergence of a graph with no external Goldstone lines. In Section
9 we prove that the number of divergent ancestor amplitudes turns out to
be a finite only if the monomials of eq.(12) enter in the combination given
by the invariant (Gµνa )2 and the presence of ~φ is confined in the Stu¨ckelberg
mass term.
4 Slavnov-Taylor Identity I
In order to set up the perturbative framework we use the Landau gauge.
The gauge-fixing is performed by BRST techniques. The BRST differ-
ential s is obtained in the usual way by promoting the gauge parameters
αLa to the ghost fields ca and by introducing the antighosts c¯a coupled in a
BRST doublet to the Nakanishi-Lautrup fields Ba:
sφa =
1
2
φ0ca +
1
2
ǫabcφbcc , sAaµ = (Dµ[A]c)a ,
sc¯a = Ba , sBa = 0 . (13)
In the above equation Dµ[A] denotes the covariant derivative w.r.t. Aaµ:
(Dµ[A])ac = δac∂µ + ǫabcAbµ . (14)
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The BRST transformation of ca then follows by nilpotency
sca = −
1
2
ǫabccbcc . (15)
The tree-level vertex functional is
Γ(0) = S +
Λ(D−4)
g2
s
∫
dDx (c¯a∂Aa)
+
∫
dDx (A∗aµsA
µ
a + φ
∗
asφa + c
∗
asca)
= S +
Λ(D−4)
g2
∫
dDx
(
Ba∂Aa − c¯a∂µ(D
µ[A]c)a
)
+
∫
dDx (A∗aµsA
µ
a + φ
∗
asφa + c
∗
asca) . (16)
In Γ(0) we have also included the antifields A∗aµ, φ
∗
a and c
∗
a coupled to the
nonlinear BRST variations of the quantized fields.
We can assign a conserved ghost number by requiring that Aaµ, φa and
Ba have ghost number zero, ca has ghost number one, c¯a, A
∗
aµ, φ
∗
a have ghost
number −1 and finally c∗a has ghost number −2. With these assignments
the vertex functional has zero ghost number.
The propagators derived from Γ(0) are collected in Appendix A. ¿From
eq.(98) one sees that the propagator for φa goes to infinity like 1/p
2. Since
in S there are interaction vertices with four φ’s and two derivatives (coming
from the square of the flat connection), already at one loop level there is
an infinite number of divergent amplitudes with arbitrary number of φ-legs.
This phenomenon is also present in the nonlinear sigma model and has been
widely discussed in Refs.[10]-[16] .
In the nonlinear sigma model the way out is to make use of the hierarchy
principle [10] for the vertex functional, i.e. to fix the φ-amplitudes in terms
of ancestor amplitudes involving only the insertion of the flat connection
and the nonlinear sigma model constraint. This is achieved by making use
of the local functional equation expressing the invariance of the path-integral
Haar measure under local SU(2)L transformations. The number of divergent
ancestor amplitudes is in turn finite at each order in perturbation theory
(weak power-counting theorem) [11].
In the Stu¨ckelberg model the situation is somehow different. The invari-
ance under the BRST symmetry in eqs.(13),(15) can be translated into the
following Slavnov-Taylor (ST) identity
S(Γ(0))
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=∫
dDx
(δΓ(0)
δA∗aµ
δΓ(0)
δAµa
+
δΓ(0)
δφ∗a
δΓ(0)
δφa
+
δΓ(0)
δc∗a
δΓ(0)
δca
+Ba
δΓ(0)
δc¯a
)
= 0 .(17)
This holds provided that the following dependence on the antifields of the
tree-level vertex functional Γ(0) is imposed:
δΓ(0)
δA∗aµ
= (Dµ[A]c)a ,
δΓ(0)
δφ∗a
=
1
2
φ0ca +
1
2
ǫabcφbcc ,
δΓ(0)
δc∗a
= −
1
2
ǫabccbcc . (18)
The ST identity for the full quantum vertex functional is
S(Γ) = 0 . (19)
In power counting renormalizable theories the ST identity is the tool to
control the symmetry properties of the counterterms and to prove physical
unitarity. In the present case it has some limitations, in particular it does
not imply the hierarchy property. In Appendix B an explicit counterexample
is fully developed. Here we give a short and simple argument. We want to
show that at least one particular amplitude, involving only one ~φ field cannot
be obtained by using eq. (19) through the hierarchy mechanism. These one-
~φ field amplitudes can originate only from the relevant term of the linearized
eq. (19) ∫
dDx
δΓ(0)
δφ∗a(x)
δ
δφa(x)
Γ(n). (20)
Let us consider a one-loop amplitude given by the integrated monomial
A1 ≡
∫
dDyA∗aµcb∂
µφcǫabc. (21)
The action of the linearized ST operator in eq. (20) connects a linearly
~φ-dependent amplitudes (as the example in eq.(21)) to terms with no ~φ
(hierarchy). We get∫
dDx
δΓ(0)
δφ∗a(x)
δ
δφa(x)
∫
dDyA∗aµcb∂
µφcǫabc
= v
∫
dDxA∗aµcb∂
µccǫabc . . .
=
1
2
v
∫
dDxA∗aµ∂
µ (cbcc) ǫabc . . . , (22)
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where dots represents terms with higher powers of ~φ, which are irrelevant
since we have to put ~φ = 0. Similarly the monomial
A2 ≡
∫
dDy∂µA∗aµcbφcǫabc (23)
yields ∫
dDx
δΓ(0)
δφ∗a(x)
δ
δφa(x)
∫
dDy∂µA∗aµcbφcǫabc
= v
∫
dDx∂µA∗aµcbccǫabc . . . . (24)
Thus there is at least one amplitude that cannot be obtained from the
hierarchy procedure since∫
dDx
δΓ(0)
δφ∗a(x)
δ
δφa(x)
(
2A1 +A2
)∣∣∣∣
~φ=0
= 0. (25)
Thus the set of ancestor fields (elementary or composite) have to be enlarged
in order fix completely the descendant amplitudes, i.e. those involving one
or more ~φ field. This will be done by using the functional equation that
follows from the invariance of the path integral measure under local gauge
transformations.
5 Local Gauge Transformations
In order to overcome the difficulties arising from the absence of a hierarchy
in the ST identity, we make use of the local SU(2)L invariance of the path
integral measure. While the classical action in eq. (11) is invariant under
local gauge transformations eq.(6), the gauge fixing term in eq.(16) is not.
In fact if we extend the gauge transformations (6) to the ghost fields by
δca = ǫabccbα
L
c ,
δc¯a = ǫabcc¯bα
L
c (26)
we get
δSGF = −Λ
D−4
∫
dDx ∂µαLa (x) (sDµ[A]c¯)a , (27)
where use has been made of the fact that the BRST differential s and the
generator of infinitesimal gauge transformation δ are commuting operators
[s, δ] = 0 . (28)
12
In order to implement the gauge transformations properties for the 1-PI ver-
tex functional, we have to introduce a new set of external sources coupled to
the relevant composite operators. Thus the tree level 1-PI vertex functional
becomes
Γ(0) = S +
ΛD−4
g2
s
∫
dDx
(
c¯a∂
µAaµ
)
+
ΛD−4
g2
∫
dDx
(
V µa s(Dµ[A]c¯)a +Θ
µ
a (Dµ[A]c¯)a
)
+
∫
dDx
(
A∗aµsA
µ
a + φ
∗
0sφ0 + φ
∗
asφa + c
∗
asca +K0φ0
)
. (29)
This can be recasted in the following form
Γ(0) = S +
ΛD−4
g2
∫
dDx
(
Ba(D
µ[V ](Aµ − Vµ))a − c¯a(D
µ[V ]Dµ[A]c)a
)
+
ΛD−4
g2
∫
dDxΘµa (Dµ[A]c¯)a
+
∫
dDx
(
A∗aµsA
µ
a + φ
∗
0sφ0 + φ
∗
asφa + c
∗
asca +K0φ0
)
. (30)
The gauge fixing part can be interpreted as the background gauge fixing [23]
in the presence of the background connection Vaµ.
The tree level vertex functional in eq.(30) fulfills a local functional equa-
tion which has to be preserved by the quantization procedure (which includes
the subtraction of the divergences)
W(Γ) ≡
∫
dDxαLa (x)
(
−∂µ
δΓ
δVaµ
+ ǫabcVcµ
δΓ
δVbµ
− ∂µ
δΓ
δAaµ
+ǫabcAcµ
δΓ
δAbµ
+ ǫabcBc
δΓ
δBb
+
1
2
K0φa +
1
2
δΓ
δK0
δΓ
δφa
+
1
2
ǫabcφc
δΓ
δφb
+ ǫabcc¯c
δΓ
δc¯b
+ ǫabccc
δΓ
δcb
+ǫabcΘcµ
δΓ
δΘbµ
+ ǫabcA
∗
cµ
δΓ
δA∗bµ
+ ǫabcc
∗
c
δΓ
δc∗b
+
1
2
φ∗0
δΓ
δφ∗a
+
1
2
ǫabcφ
∗
c
δΓ
δφ∗b
−
1
2
φ∗a
δΓ
δφ∗0
)
= 0 . (31)
The interlacing between the local functional equation (31) generated by the
gauge transformations and the ST identity will be treated in full detail in
the next Section.
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We remark that the above equation contains a bilinear term, which arises
as a consequence of the nonlinearity of the local gauge transformations. This
term allows to establish the hierarchy procedure as in the nonlinear sigma
model [10] , [11], [16]. The hierarchy tool allows to get all the amplitudes
involving at least one φ field (descendant amplitudes) from those with no φ
fields (ancestor amplitudes). The boundary condition for this algorithm is
provided by
δΓ
δK0(x)
∣∣∣∣
All fields and sources =0
= v (32)
(see eq. (7)). Since φ0 is not invariant both under left- and right-SU(2)
transformations, both are spontaneously broken by the condition (32) and
only the SU(2)V is unitarely implemented. The parameter v that breaks
spontaneously the symmetry is not a physical quantity. This can be seen at
the tree level in eqs. (29) and (30) where v can be removed by the change
of variables
Γ(0)[ ~Aµ,~c,~¯c, v~φ, ~B, ~A
∗
µ,~c
∗, v−1~φ ∗, v−1φ∗0, v
−1K0, v]
= Γ(0)[ ~Aµ,~c,~¯c, ~φ, ~B, ~A
∗
µ,~c
∗, ~φ∗, φ∗0,K0, v]
∣∣∣∣
v=1
. (33)
or directly in eqs. (31) and (32) where also v disappears after one uses in Γ
the substitution given in eq. (33). The rescaling of the field ~φ has no effects
on the physical amplitudes. Also the effect of the rescaling on the external
sources φ∗0 and K0 is null for Physics. However this conclusion can be drawn
only after the enlargement of the ST transformations to the new variables
(Section 6) and the discovery that φ∗0 and K0 are not physical variables.
In the sequel we will explicitly use the hierarchy procedure in the one-
loop approximation by integrating the linearized form of eq.(31) as in Ref. [16].
Eq.(31) together with the ST identity will be our tool for the symmetric sub-
traction of the divergences in the perturbative expansion at the point D = 4
for dimensionally regularized amplitudes. For that purpose we put in evi-
dence the linearized part of the above equation for future use both in the
recursive construction of the counterterms in the loop expansion and in the
integration over the variable ~φ.
W0(Γ
(n)) =
∫
dDxαLa (x)
(
−∂µ
δ
δVaµ
+ ǫabcVcµ
δ
δVbµ
14
−∂µ
δ
δAaµ
+ ǫabcAcµ
δ
δAbµ
+ ǫabcBc
δ
δBb
+ ǫabcc¯c
δ
δc¯b
+ǫabccc
δ
δcb
+
(1
2
δab
δΓ(0)
δK0
+
1
2
ǫabcφc
) δ
δφb
+
1
2
δΓ(0)
δφa
δ
δK0
+ǫabcΘcµ
δ
δΘbµ
+ ǫabcA
∗
cµ
δ
δA∗bµ
+ ǫabcc
∗
c
δ
δc∗b
+
1
2
φ∗0
δ
δφ∗a
+
1
2
ǫabcφ
∗
c
δ
δφ∗b
−
1
2
φ∗a
δ
δφ∗0
)
Γ(n)
= −
1
2
n−1∑
j=1
∫
dDxαLa (x)
δΓ(j)
δK0
δΓ(n−j)
δφa
. (34)
The requirement of the invariance under W0a corresponds to the invariance
under the local transformations
W0Aaµ = (Dµ[A]α
L)a , W0Vaµ = (Dµ[V ]α
L)a ,
W0φa =
1
2
φ0α
L
a +
1
2
ǫabcφbα
L
c ,
W0Ba = ǫabcBbα
L
c ,
W0c¯a = ǫabcc¯bα
L
c , W0ca = ǫabccbα
L
c ,
W0Θaµ = ǫabcΘbµα
L
c ,
W0A
∗
aµ = ǫabcA
∗
bµα
L
c , W0c
∗
a = ǫabcc
∗
bα
L
c ,
W0φ
∗
0 = −
1
2
αLaφ
∗
a , W0φ
∗
a =
1
2
αLaφ
∗
0 +
1
2
ǫabcφ
∗
bα
L
c ,
W0K0 =
1
2
δΓ(0)
δφa
αLa , (35)
where
W0 ≡
∫
dDxαLa (x)W0a(x). (36)
The action of W0 on the fields coincides with the one of the generator of
the local gauge transformations. In addition W0 also acts on the external
sources, as displayed in the last four lines of eq.(35).
The technique discussed in [16] can be used in order to derive a set
of bleached variables (in one-to-one correspondence with the original ones
appearing in eq.(35)) which are invariant under W0.
We first notice that for any I = Ia
τa
2 , transforming in the adjoint repre-
sentation under the local gauge transformations in eq.(6)
I ′ = ULIU
†
L , (37)
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its bleached counterpart I˜ = I˜a
τa
2 can be obtained by conjugation w.r.t. Ω
I˜ = Ω†IΩ . (38)
In fact I˜ is invariant under local gauge transformations. In components one
finds
I˜a = RbaIb , (39)
where the matrix Rba is given by
Rba ≡
1
2
Tr
(
Ω†τbΩτa
)
=
(
1− 2
~φ2
v2D
)
δba + 2
φaφb
v2D
+ 2ǫacb
φ0φc
v2D
. (40)
This procedure allows to construct the bleached variables
B˜a, ˜¯ca, c˜a, Θ˜aµ, A˜∗aµ, c˜∗a . (41)
Moreover, since Faµ transforms as a flat connection under local gauge trans-
formations, the combinations Aµ − Fµ and Vµ − Fµ, both transform in the
adjoint representation. The corresponding bleached variables are denoted
by aaµ and vaµ and are given by
aaµ = Rba(Abµ − Fbµ) , vaµ = Rba(Vbµ − Fbµ) . (42)
Since Rba is invertible, the change of variables leading to the bleached vari-
ables in eqs.(41) and (42) is invertible.
We remark that all the bleached variables in eqs.(41) and (42) reduce
for φ = 0 to their corresponding ancestors. One could also consider the
W0-invariant combination
Rba(Abµ − Vbµ) (43)
but this would spoil the correspondence at φ = 0 with a single ancestor
variable.
According to eq.(35) the matrix
Ω∗ = φ∗0 + iφ
∗
aτa (44)
transforms as Ω under W0. In particular the combination
Ω†Ω∗ = φ0φ
∗
0 + φaφ
∗
a + i(φ
∗
aφ0 − φ
∗
0φa − ǫabcφ
∗
bφc)τa
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is W0-invariant. This suggests to introduce the bleached counterparts of φ
∗
0
and φ∗a as follows:
φ˜∗0 =
1
vD
(φ0φ
∗
0 + φaφ
∗
a) , φ˜
∗
a =
1
vD
(φ0φ
∗
a − φaφ
∗
0 − ǫabcφ
∗
bφc) . (45)
The normalization factor has been chosen in such a way that at φ = 0 φ˜∗0
and φ˜∗a reduce to φ
∗
0 and φ
∗
a respectively.
Finally it can be proved by the same methods used in [11] that the
combination
K˜0 =
1
vD
(v2DK0
φ0
− φa
δ
δφa
(
Γ(0)
∣∣∣
K0=0
))
(46)
is W0-invariant. Again the normalization condition is chosen in such a way
that K˜0
∣∣∣
φ=0
= K0 holds.
The use of the bleached variables will greatly simplify the solution of the
local functional equation (34), since in these variables W0 takes the very
simple form
W0 =
∫
dDxαLb ζab
δ
δφa
, (47)
where the invertible matrix ζab is given by
ζab =
1
2
φ0δab +
1
2
ǫacbφc . (48)
6 Slavnov Taylor II
According to the standard algebraic treatment given in [24]-[26] the back-
ground connection Vaµ is paired with the classical ghost Θaµ into a S0 dou-
blet [27], [28]:
S0Vaµ = Θaµ , S0Θaµ = 0 . (49)
This technical device allows to guarantee that physical observables are not
modified by the introduction of the background connection [25],[26]. φ∗0 and
−K0 pair as well into a S0 doublet:
S0φ
∗
0 = −K0 , S0K0 = 0 . (50)
Under the assignments in eqs.(49) and (50) Γ(0) in eq.(29) is also ST in-
variant. We remark that, since the source K0 of the nonlinear constraint in
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eq.(3) is the component of a S0-doublet, it is an unphysical variable (unlike
in the nonlinear sigma model). As a consequence the physical amplitudes
are not affected by the rescaling performed in eq. (33) and therefore they
do not depend from v.
The ST identity in the presence of the new set of sources is
S(Γ) =
∫
dDx
( δΓ
δA∗aµ
δΓ
δAµa
+
δΓ
δφ∗a
δΓ
δφa
+
δΓ
δc∗a
δΓ
δca
+Ba
δΓ
δc¯a
+Θaµ
δΓ
δVaµ
−K0
δΓ
δφ∗0
)
= 0 . (51)
Γ also obeys the Landau gauge equation
δΓ
δBa
=
ΛD−4
g2
Dµ[V ](Aµ − Vµ)a (52)
and the ghost equation
δΓ
δc¯a
=
ΛD−4
g2
(
−Dµ[V ]
δΓ
δA∗µ
+Dµ[A]Θ
µ
)
a
, (53)
which follows as a consequence of the linearity of the gauge-fixing condition.
In the background Landau gauge a further identity holds, the antighost
equation [29]. However we will not make use of it in the present construction
since it cannot be generalized to different Lorentz-covariant gauges.
The equations (51), (52) and (53) are not independent. By taking the
functional derivative of eq. (51) with respect to B and by using eq. (52)
one obtains the ghost equation (53).
In the perturbative loop expansion we need to recursively use eq.(51) in
order to extract the symmetric counterterms. This leads us to consider the
linearized version of the ST identity
S0(Γ
(n))
≡
∫
dDx
(δΓ(0)
δA∗aµ
δΓ(n)
δAµa
+
δΓ(0)
δAµa
δΓ(n)
δA∗aµ
+
δΓ(0)
δφ∗a
δΓ(n)
δφa
+
δΓ(0)
δφa
δΓ(n)
δφ∗a
+
δΓ(0)
δc∗a
δΓ(n)
δca
+
δΓ(0)
δca
δΓ(n)
δc∗a
+Ba
δΓ(n)
δc¯a
+Θaµ
δΓ(n)
δVaµ
−K0
δΓ(n)
δφ∗0
)
= −
∫
dDx
n−1∑
j=1
(δΓ(j)
δA∗aµ
δΓ(n−j)
δAµa
+
δΓ(j)
δφ∗a
δΓ(n−j)
δφa
+
δΓ(j)
δca
δΓ(n−j)
δc∗a
)
. (54)
S0 is nilpotent.
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The Landau gauge equation (52) yields in the loop expansion at order
n ≥ 1
δΓ(n)
δBa
= 0 , (55)
i.e. the dependence on Ba is only at tree-level. Moreover the ghost equation
(53) yields at order n ≥ 1
δΓ(n)
δc¯a
= ΛD−4
(
− ∂µ
δΓ(n)
δA∗aµ
− ǫabcVbµ
δΓ(n)
δA∗cµ
)
. (56)
The above equation implies that Γ(n) depends on c¯a only through the com-
bination
Â∗aµ = A
∗
aµ + Λ
D−4(Dµ[V ]c¯)a . (57)
The use of Â∗aµ instead of A
∗
aµ simplifies the relevant S0-transforms involving
A∗aµ. In fact one finds
S0Â
∗
aµ =
δS
δAaµ
− ǫabccbÂ
∗
cµ ,
S0c
∗
a = (D
µ[A]Â∗µ)a +
1
2
φ∗0φa −
1
2
φ∗aφ0 −
1
2
ǫabcφ
∗
bφc + ǫabcc
∗
bcc . (58)
6.1 Physical and Unphysical Quantities
With the transformation properties under S0 given in this Section the only
field that describes physical states is ~Aµ. The massless mode of ~Aµ (in the
Landau gauge), the Goldstone bosons and the FP ghosts are unphysical and
are expected to give zero contribution in the physical unitarity equation
[17]. Moreover also the external sources A∗aµ, c
∗
a, φ
∗
a, φ
∗
0,K0 are unphysical.
We stress once again the surprising fact that the external source associated
to the order parameter field φ0 is not a physical variable.
The dependence on v of the 1-PI vertex functional can be discussed by
means of cohomological tools as shown in Appendix E. This is achieved
by introducing an extended ST identity under which also v transforms into
an anticommuting constant ghost θ. This extended ST identity holds for
the quantum effective action whose classical approximation Γ
(0)
ext involves an
additional θ-dependent part. Γ
(0)
ext reduces for θ = 0 to Γ
(0) in eq.(30). The
advantage of this procedure is that it allows to discuss the dependence on
v of the connected Green functions by algebraic methods which are close
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to those developed in gauge theories in order to discuss the dependence of
the connected generating functional on the gauge parameter [30]. One finds
that the connected Green functions of BRST-invariant local operators are
independent of v. This is a rather remarkable result, since it shows that
in the present approach v is an unphysical mass scale. Moreover one can
derive an equation allowing to control the dependence of the Green functions
involving K0 in terms of those involving the antifield φ
∗
0. This reflects the
fact that φ∗0 and −K0 form a S0-doublet (see eq.(50)). In this connection we
remark that the issue of whether the composite operator φ0, coupled to the
external source K0, is physical or not is a somewhat peculiar problem. By
standard cohomological arguments [27] it can be proved that φ∗0 and K0 do
not contribute to the cohomology of the linearized ST operator S0 (because
they form a S0-doublet [27], [28]). Since in the perturbation expansion of
gauge theories physical observables can be identified with the cohomology
classes of S0, we conclude that K0 is unphysical.
7 Perturbative Solution in D Dimensions
It is of paramount importance to establish whether eqs. (31), (51) and
(52) are compatible. For our purpose it would be very satisfactory to prove
that the perturbative expansion in the number of loops of the generating
functional of the 1-PI functions yields a solution of both equations. This is
indeed the case and the proof of this result is very close to the one already
given for the nonlinear sigma model in Ref. [13]. Thus we will not repeat it
here. The Feynman rules are taken from the classical action in eq. (30) in
D dimensions. It should be noticed a technical point regarding the presence
of massive tadpoles. In dimensional regularization they are non zero, unlike
in the massless case. Therefore one should keep track of them.
Let us state here only the final formulas. In the present Section we
perform a rescaling by a factor
ΛD ≡
Λ(D−4)
g2
(59)
of the anti-fields A∗aµ, c
∗
a, φ
∗
a and of the external sources φ
∗
0,K0(
A∗aµ, c
∗
a, φ
∗
a, φ
∗
0,K0
)
→ ΛD
(
A∗aµ, c
∗
a, φ
∗
a, φ
∗
0,K0
)
(60)
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so that the unperturbed effective action ((29) or (30)) becomes
Γ(0) = S + ΛD s
∫
dDx
(
c¯a∂
µAaµ
)
+ΛD
∫
dDx
(
V µa s(Dµ[A]c¯)a +Θ
µ
a (Dµ[A]c¯)a
)
+ΛD
∫
dDx
(
A∗aµsA
µ
a + φ
∗
0sφ0 + φ
∗
asφa + c
∗
asca +K0φ0
)
.(61)
This rescaling is introduced in order to give D−independent canonical di-
mensions to all the ancestor fields and sources. It introduces however some
ΛD-dependent factors both in the local gauge functional equation and in the
ST identity. We shall account for this change, since it is important for the
subtraction procedure. Moreover we denote by
Γ̂ ≡ Γ(0) +
∑
j≥1
Γ̂(j). (62)
the whole set of Feynman rules, including the counterterms. The local func-
tional Γ̂(j) collects all the counterterms of order ~j .
7.1 Local Gauge Equation
In generic D dimensions after the rescaling of eq. (60) the functional Z,
generating the Feynman amplitudes, obeys the equation associated to the
local gauge transformations(
−∂µ
δ
δVaµ
+ ǫabcVcµ
δ
δVbµ
+ ∂µL
µ
a − ǫabcLbµ
δ
δLcµ
− ǫabcJ
B
b
δ
δJBc
+ǫabcηb
δ
δηc
+ ǫabcη¯b
δ
δη¯c
+
ΛD
2
K0
δ
δKa
−
1
2ΛD
Ka
δ
δK0
−
1
2
ǫabcKb
δ
δKc
+ǫabcΘcµ
δ
δΘbµ
+ ǫabcA
∗
cµ
δ
δA∗bµ
+ ǫabcc
∗
c
δ
δc∗b
+
1
2
φ∗0
δ
δφ∗a
+
1
2
ǫabcφ
∗
c
δ
δφ∗b
−
1
2
φ∗a
δ
δφ∗0
)
Z
= i
(
−∂µ
δΓ̂
δVaµ
+ ǫabcVcµ
δΓ̂
δVbµ
− ∂µ
δΓ̂
δAaµ
+ ǫabcAcµ
δΓ̂
δAbµ
+ ǫabcBc
δΓ̂
δBb
+ǫabcc¯c
δΓ̂
δc¯b
+ ǫabccc
δΓ̂
δcb
+
ΛD
2
K0φa +
1
2ΛD
δΓ̂
δK0
δΓ̂
δφa
+
1
2
ǫabcφc
δΓ̂
δφb
+ǫabcΘcµ
δΓ̂
δΘbµ
+ ǫabcA
∗
cµ
δΓ̂
δA∗bµ
+ ǫabcc
∗
c
δΓ̂
δc∗b
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+
1
2
φ∗0
δΓ̂
δφ∗a
+
1
2
ǫabcφ
∗
c
δΓ̂
δφ∗b
−
1
2
φ∗a
δΓ̂
δφ∗0
)
· Z , (63)
where the dot indicates the insertion of the local operators and the field
sources are given by
Laµ = −
δΓ
δAµa
Ka = −
δΓ
δφa
JBa = −
δΓ
δBa
ηa = −
δΓ
δc¯a
η¯a =
δΓ
δca
. (64)
If no counterterms are present then Γ̂ = Γ(0), then eq. (63) proves that the
unsubtracted amplitudes in D dimensions satisfy the functional equation
associated to the local gauge transformations. In fact Γ(0) is by construction
a solution of eq. (31) and therefore the R.H.S. of eq. (63) is zero. On the
other side, if counteterms are introduced, they must obey the identity
−∂µ
δΓ̂
δVaµ
+ ǫabcVcµ
δΓ̂
δVbµ
− ∂µ
δΓ̂
δAaµ
+ ǫabcAcµ
δΓ̂
δAbµ
+ ǫabcBc
δΓ̂
δBb
+ǫabcc¯c
δΓ̂
δc¯b
+ ǫabccc
δΓ̂
δcb
+
ΛD
2
K0φa +
1
2ΛD
δΓ̂
δK0
δΓ̂
δφa
+
1
2
ǫabcφc
δΓ̂
δφb
+ǫabcΘcµ
δΓ̂
δΘbµ
+ ǫabcA
∗
cµ
δΓ̂
δA∗bµ
+ ǫabcc
∗
c
δΓ̂
δc∗b
+
1
2
φ∗0
δΓ̂
δφ∗a
+
1
2
ǫabcφ
∗
c
δΓ̂
δφ∗b
−
1
2
φ∗a
δΓ̂
δφ∗0
= 0. (65)
7.2 The Subtraction Procedure
Eq. (65) is the tool used in order to construct the counterterms necessary for
the limit D = 4. Assume that the subtraction procedure has been performed
up to order n − 1. Only the pole parts are subtracted by adopting the
counterterms structure
Γ̂ = Γ(0) +ΛD
∑
j≥1
∫
dDxM(j), (66)
where the local polynomials M(j) in the fields and sources have no D de-
pendence apart from the poles in D−4. At order n eq. (34) is then violated
since the n−th countertems are not present as they should according to eq.
(65). The violation is explicitly given by
W0a(Γ
(n)) +
1
2ΛD
n−1∑
j=1
δΓ(j)
δK0
δΓ(n−j)
δφa
=
1
2ΛD
n−1∑
j=1
δΓ̂(j)
δK0
δΓ̂(n−j)
δφa
. (67)
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According to eq. (66) the pole part M(n) has to be extracted from the
normalized amplitude
Λ−1D Γ
(n). (68)
By this normalization condition the R.H.S. in eq. (67) is D-independent
apart from the poles in D− 4 by construction (as stated in eq. (66)). Then
minimal subtraction on the normalized amplitude (68) removes the breaking
terms in the R.H.S. In the L.H.S. of eq. (67) W0a at n > 0 contains no ΛD
factor and therefore the procedure of subtraction (normalization according
to eq. (68) and pure pole subtraction) does not modify the equation.
Further details about this subtraction procedure are in Appendix D of
Ref. [13].
Once again we stress our point of view that, by using the freedom to
introduce free parameters describing the general solution ∆Γ̂(n) of the ho-
mogeneous equation
W0(∆Γ̂
(n)) = 0, (69)
one would destroy the predictivity of the theory, since the theory is not
power counting renormalizable and therefore the new parameters appearing
in the quantum corrections cannot be reabsorbed by a redefinition of the
constants already present in the classical vertex functional Γ(0). Our sub-
traction prescription is based on a finite number of parameters. Therefore
it is predictive and it can be experimentally tested.
7.3 Comments on the Subtraction Procedure
Let us look closer into this subtraction procedure, by considering the de-
pendence from ΛD of a generic amplitude. The removal of the divergences
requires the insertion of counterterms. Therefore it is important to distin-
guish the order in the ~ expansion from the loop number. A counterterm
M(k) in eq. (66) is of order ~k. The vertex functional can be graded ac-
cording to the ~ power of the counterterms included in the amplitudes (in
D dimensions):
Γ(n) =
n∑
k=0
Γ(n,k). (70)
Γ(n,k) has important properties that are discussed in Ref. [13].
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With the Feynman rules given by the Γ(0) in eq. (61) the propagators of
the dynamical fields carry a factor Λ−1D while every vertex has a factor ΛD
(including the counterterms). Since the number nL of topological loops for
a 1PI amplitude is given by
nL = I − V + 1, (71)
where V is the number of vertices (including the counterterms). Then the
factor is
Λ
(1−nL)
D . (72)
Therefore Γ(n,k) carries an overall factor given by a power of ΛD, where the
exponent is not given by the order in the ~ expansion, but by the number
of topological loops
Γ(n) =
n∑
k=0
Λ
(1−nL)
D Γ
(n,k)
∣∣∣∣
ΛD=1
= Λ
(1−n)
D
n∑
k=0
ΛkDΓ
(n,k)
∣∣∣∣
ΛD=1
(73)
where ΛD can be set to one, by considering it as an independent variable
together with Λ and D:
g2 =
Λ(D−4)
ΛD
. (74)
The power of ~n of Γ(n,k) is given by
n = I +
∑
j≥0
V (j)(j − 1) + 1 = I − V + 1 + k = nL + k, (75)
where V (j) counts the number of vertices of order ~j and k is the total ~-
power of the counterterms. In particular the tree-vertices are of order ~0.
Also the coupling constant enters in the amplitudes in a power-like form
(g2(n−1)), since the subtraction procedure does not alter the dependence on
g.
The complex dependence of the vertex functional from ΛD makes the
subtraction procedure non trivial. In the iterative procedure of subtraction,
where the counterterms have been consistently used up to order n − 1, the
1PI amplitude Γ
(n)
U (where the subscript U reminds that the last subtraction
at order n has yet to be performed) has a Laurent expansion
Γ
(n)
U =
∞∑
j=−M
aj(D − 4)
j (76)
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Then the proposed finite part is given by the (D − 4)0 coefficient in the
Laurent expansion of Λ(4−D)Γ
(n)
U . I.e.
M∑
j=0
1
j!
(− ln(Λ))j a−j . (77)
While the counterterms are given by∫
dDxM(n)(x) = −g2
∞∑
i=0
1
i!
(− ln(Λ))i(D − 4)i
M∑
j=0
a−j(D − 4)
−j
∣∣∣∣
Pole Part
= −g2
M∑
l=1
1
(D − 4)l
( M∑
j=l
1
(j − l)!
(− ln(Λ))(j−l)a−j
)
. (78)
One can easily verify that the finite part for D = 4 of
Γ
(n)
U + ΛD
∫
dDxM(n)(x)
∣∣∣∣
D=4
= ΛD
(
1
ΛD
Γ
(n)
U +
∫
dDxM(n)(x)
)∣∣∣∣
D=4
=
1
g2
(
1
ΛD
Γ
(n)
U +
∫
dDxM(n)(x)
)∣∣∣∣
D=4
(79)
is indeed the expression given in eq. (77).
7.4 Slavnov-Taylor Equation
Now we examine the same items for the ST identity (51). The ghost equation
(53), being linear in Γ, poses no problems.
As for the functional equation (63) associated to the local gauge trans-
formations, we state the relation between ST identity and the equation for
the counterterms∫
dDx
(
−
Laµ
ΛD
δ
δA∗aµ
−
Ka
ΛD
δ
δφ∗a
+
η¯a
ΛD
δ
δc∗a
− ηa
δ
δJBa
+Θaµ
δ
δVaµ
−K0
δ
δφ∗0
)
Z
=
∫
dDx
(
1
ΛD
δΓ̂
δA∗aµ
δΓ̂
δAµa
+
1
ΛD
δΓ̂
δφ∗a
δΓ̂
δφa
+
1
ΛD
δΓ̂
δc∗a
δΓ̂
δca
+Ba
δΓ
δc¯a
+Θaµ
δΓ̂
δVaµ
−K0
δΓ̂
δφ∗0
)
· Z (80)
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Thus the counterterms in perturbation theory must obey the following equa-
tion
S0(Γ̂
(n)) +
1
ΛD
n−1∑
j=1
(
δΓ̂(j)
δA∗aµ
δΓ̂(n−j)
δAµa
+
δΓ̂(j)
δφ∗a
δΓ̂(n−j)
δφa
+
δΓ̂(j)
δc∗a
δΓ̂(n−j)
δca
)
= 0.
(81)
As in eq. (67) the nonlinear part of eq. (81) fixes the violation at n loops
of eq. (51) and therefore the implementability of the pure pole subtraction
strategy.
7.5 Subtraction Procedure and ST Identity
After the subtraction has been performed at n − 1 order, the n-th order
correction to the vertex functional obeys the equation∫
dDx
[
1
ΛD
(δΓ(0)
δA∗aµ
δ
δAµa
+
δΓ(0)
δAµa
δ
δA∗aµ
+
δΓ(0)
δφ∗a
δ
δφa
+
δΓ(0)
δφa
δ
δφ∗a
+
δΓ(0)
δc∗a
δ
δca
+
δΓ(0)
δca
δ
δc∗a
)
+Ba
δ
δc¯a
+Θaµ
δ
δVaµ
−K0
δ
δφ∗0
]
Γ(n)
+
1
ΛD
∫
dDx
n−1∑
j=1
( δΓ(j)
δA∗aµ
δΓ(n−j)
δAµa
+
δΓ(j)
δφ∗a
δΓ(n−j)
δφa
+
δΓ(j)
δca
δΓ(n−j)
δc∗a
)
=
1
ΛD
n−1∑
j=1
(
δΓ̂(j)
δA∗aµ
δΓ̂(n−j)
δAµa
+
δΓ̂(j)
δφ∗a
δΓ̂(n−j)
δφa
+
δΓ̂(j)
δc∗a
δΓ̂(n−j)
δca
)
. (82)
In fact only after the introduction of the counterterm Γ̂(n) the ST identity is
expected to be valid by eq. (80). The missing counterterm can be replaced
by the nonlinear part exhibited in eq. (81), thus yielding the breaking term
in the R.H.S. of eq. (82).
A closer look at the L.H.S. of eq. (82) shows that the operator acting
on Γ(n) does not contain ΛD and that the last nonlinear terms involving
Γ(j) (j < n) have no pole parts by assumption. We now divide both terms
by ΛD in order to normalize the vertex functional in the L.H.S. according
to eq. (68) and to remove any D-dependence in the R.H.S. apart from the
pole in D − 4, in agreement with the normalization of the counterterms in
eq. (66). The subtraction of the poles from Λ−1D Γ
(n) leaves invariant in form
the L.H.S. of the equation and the breaking terms are removed. I.e. one
recovers the ST identity for the subtracted amplitudes at order n.
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8 Weak Power-Counting II
By making use of the functional equation associated to the local gauge trans-
formations one can indeed establish a weak power-counting theorem. The
number of independent ancestor amplitudes can be fixed by taking into ac-
count the functional identities which are fulfilled by the vertex functional Γ.
As we have already discussed, the ST identity (51) is not enough to induce
a hierarchy. The Landau gauge equation (52) shows that the dependence
on B only enters at tree level (since the R.H.S. of this equation is purely
classical).
The ghost equation (53) fixes the dependence on c¯a. Therefore the field
c¯a can be neglected in the hierarchy procedure.
The functional equation (31) will in turn fix the dependence on the
φ’s. The ancestor amplitudes can correspondingly be identified with those
involving the ancestor variables, i.e. all the fields and sources except the
~φ-fields.
The weak power-counting theorem can be stated as follows. The number
of independent superficially divergent amplitudes is finite at each order in
the loop expansion. These amplitudes involve only the ancestor fields and
sources. In particular, given a 1-PI n-loop graph G with NA external A-legs,
Nc external c-legs, NV external V -legs, NΘ external Θ-legs, Nφ∗
0
external
φ∗0-legs, NK0 external K0-legs, Nφ∗a external φ
∗
a-legs, NA∗ external A
∗-legs
and Nc∗ external c
∗-legs, the superficial degree of divergence of G is bounded
by
d(G) ≤ (D − 2)n + 2−NA −Nc −NV −Nφ∗a
− 2(NΘ +NA∗ +Nφ∗
0
+Nc∗ +NK0) . (83)
Moreover this property is stable under minimal subtraction in dimensional
regularization. A detailed proof of this result is given in Appendix C. ¿From
eq.(83) we see that at each order in the loop expansion there is only a finite
number of divergent ancestor amplitudes.
The above result relies on the assumptions discussed in Section 9.
Our subtraction scheme is consistent and predictive. It is consistent since
the defining equations are stable under the subtraction procedure and it is
predictive because the physical parameters are those of the zero-loop vertex
functional plus the scale of the radiative corrections (denoted in the present
paper by Λ). Uniqueness of the tree-level vertex functional (see Sect. 9), as
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dictated by the symmetries and the weak power-counting, forbids additional
terms. Physical unitarity in the Landau gauge has been proved under quite
general assumptions [17] and it is based on the ST identity (51). By the
weak power-counting the number of counterterms is finite at each order in
the loop expansion (see eq. (66)). The n-th loop counterterms contain
ancestor monomials with dimension bounded by eq.(83).
We finally notice that from eq. (83) one can associate a ”dimension”
(distinct from the canonical dimension) which serves to establish the degree
of divergence of a graph. This allows to establish a grading in the local
solutions of the homogeneous equations for the counterterms (eqs. (87)).
This technique will be used in Section 10 for the construction of a basis for
the counterterms in the one-loop approximation.
9 Uniqueness of the Tree-Level Vertex Functional
We are now in a position to prove the uniqueness of the tree-level ver-
tex functional in eq.(29). The dependence on the antifields is fixed by the
boundary conditions in eq.(18). The dependence on Ba and on the antighost
field c¯a is determined by eqs.(52) and (53) respectively. The local SU(2)L
symmetry is implemented through eq.(31). Then the ST identity in eq.(51)
fixes the dependence on Vaµ and K0, as well as on the ghosts ca. However,
by requiring global SU(2)R invariance there is still the freedom to add any
global SU(2)R-invariant constructed out of the bleached variable aaµ. This
residual freedom is indeed limited by the weak power-counting theorem. For
that purpose we first notice that only invariants up to dimension 4 in the
Aaµ variables are allowed by the UV behavior of the Aaµ-propagator. Such
an argument is shared also by power counting renormalizable theories. This
limits the possible interactions terms to the set of invariants in eq.(12). Then
the central idea of the argument is that only (Gaµν [a])
2 is independent of the
fields ~φ and φ0, in a way already shown in eq. (11). If any dependence on
the fields ~φ and φ0 in the dimension four aµ monomials in eq. (12) remains,
then we get infinitely many divergent graphs for the ancestor amplitudes
already at one loop level (violation of the weak power counting rule).
First we notice that only the combination∫
dDx (∂µaaν∂
µaνa − (∂aa)
2) (84)
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Figure 1: A weak power-counting violating graph.
is allowed by the requirement of the absence of negative metric modes in
the φa-sector. In fact if we expand aaµ in powers of φa according to eq.(8)
after setting the gauge field Aaµ to zero we find at the lowest order∫
dDx ∂µaaν∂
µaνa ∼
∫
dDx (∂aa)
2 ∼
4
v2
∫
dDxφa
2φa . (85)
We now notice that each of the invariants in eq.(12), with the exclusion of the
mass term
∫
d4x a2, contains vertices with two A’s, two φ’s and two deriva-
tives. These vertices destroy the weak power-counting bound in eq.(83) since
they give rise already at one loop level to divergent graphs involving an ar-
bitrary number of external A-legs (see Figure 1) with superficial degree of
divergence d(G) = 4.
By requiring that these interaction vertices vanish one finds that only
the following combination is allowed (up to an overall constant)∫
dDxGaµν [a]G
µν
a [a] . (86)
This is a rather remarkable result. The tree-level vertex functional in
eq.(29) (which embodies the Yang-Mills action with a Stu¨ckelberg mass
term) is uniquely determined by symmetry requirements and the weak power-
counting property. In particular, the symmetry content of the model allows
for the anomalous trilinear and quadrilinear couplings in eq.(12), but the
latter are excluded on the basis of weak power-counting criterion.
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10 One Loop
As it is well known there is no consistent theory of pure massive Yang-Mills
in the framework of power-counting renormalizable field theory (i.e. physical
unitarity is violated). The present formulation aims to overcome the limi-
tation of power-counting renormalizability and yet to provide a consistent
physical theory. This can be tested already at one loop. In particular one
can verify that the conditions for the validity of physical unitarity are met
and moreover that the divergences can be consistently organized in countert-
erms which preserve the defining equations (symmetric subtraction). Some
one-loop calculations will be published elsewhere. Here we provide a theo-
retical analysis of the counterterms by means of the local solutions of the
linearized equations (65) and (81), that (together with the Landau gauge
equation (52)) at one loop take the form
W0(Γ̂
(1)) = 0
S0(Γ̂
(1)) = 0
δΓ̂(1)
δBa
= 0. (87)
We want to provide a basis for the local solutions of eqs. (87). The FP
ghost number has to be zero and moreover the dimensions of the monomial
must match those of the pole part of the Feynman amplitudes. The analysis
of this problem is made easy by the fact that[
W0,S0
]
= 0. (88)
This can be proved by the following line of steps: i) the commutator is either
zero or of first order in the functional derivatives thus eq. (88) needs to be
checked only on the fields and sources; ii) on fields eq. (88) reduces to eq.
(28); iii) in order to test eq. (88) on the sources we use the identities
W0(Γ
(0)) = −
1
2
∫
dDxαLa
(
K0φa − φ0
δΓ(0)
δφa
)
S0(Γ
(0)) = −
∫
dDx
(
Ba
δ
δc¯a
+Θaµ
δ
δVaµ
−K0
δ
δφ∗a
)
Γ(0). (89)
The equation (88) is used in order to construct the solutions of eqs. (87).
The solutions of
W0(M) = 0 (90)
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are constructed by using “bleached” fields. Then eq. (88) says that the ST
transform of M also satisfies eq. (90)
W0(S0(M)) = S0(W0(M)) = 0. (91)
In Appendix D we explicitly realize eq. (91) by showing that the ST trans-
form by S0 of bleached fields and sources remains bleached. The results are
used here to perform the ST transforms on monomials that yields solutions
of eqs. (87) of dimensions equal or less than four. The output of this cal-
culation provides a basis for the counterterms at the one loop level. The
invariants can be divided into two classes, one depends only on the bleached
gauge field aµ and the rest is given by all possible S0-exact local functional
of dimension less or equal four. The first class is given by
I1 =
∫
dDxTr ∂µaν∂
µaν ,
I2 =
∫
dDxTr (∂a)2 ,
I3 = i
∫
dDxTr(∂µaν [a
µ, aν ]) ,
I4 =
∫
dDxTr(a2) Tr(a2) ,
I5 =
∫
dDxTr(aµaν)Tr(a
µaν) ,
I6 =
∫
dDxTr(a2) . (92)
By explicit calculation one shows that
I1 − I2 − 3I3 + 2I4 − 2I5 −M
2I6 = −
∫
dDxTr
[
aµ
(
DρGρµ[a] +M
2aµ
)]
= −
g2
ΛD−4
S0Tr
∫
dDx
˜̂
A∗µa
µ (93)
i.e. the invariants I1 − I6 are linearly independent, but S0-dependent (co-
homologically dependent). Moreover it should be reminded that I1 − I6
can be linearly combined to reproduce
∫
dDx (Gaµν)
2, which is independent
from ~φ. Thus one of the invariants out of I1 − I6 can be discarded in favor
of the squared field strength. This has some advantages if one projects to
amplitudes involving the Goldstone ~φ-field.
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The second class contains the S0-exact local functionals
I7 = S0
∫
dDxTr(
˜̂
A∗µv
µ)
=
ΛD−4
g2
∫
dDxTr
[
vµ
(
DρGρµ[a] +M
2aµ
)]
−
∫
dDxTr(
˜̂
A∗µΘ˜
µ)
+
∫
dDxTr
˜̂
A∗µ(D
µ[v]c˜) ,
I8 = S0
[∫
dDxTr(Ω˜∗(x))S0
∫
dDy Tr(Ω˜∗(y))
]
=
∫
dDx
[(
Tr(K˜)
)2
−
(
Tr(c˜ Ω˜∗)
)2
+ 2iT r(K˜)Tr(c˜ Ω˜∗)
]
I9 = S0
∫
dDxTr(Ω˜∗)Tr(a2)
= −i
∫
dDxTr(c˜ Ω˜∗)Tr(a2)−
∫
dDxTr(K˜)Tr(a2) ,
I10 = S0
∫
dDxTr(c˜∗c˜)
=
∫
dDx
(
Tr((Dµ[a]
˜̂
A∗µ)c˜)−
i
4
Tr((Ω˜∗)†c˜) +
i
2
Tr(c˜∗{c˜, c˜})
)
,
I11 = S0
∫
dDxTr(Ω˜∗) = −i
∫
dDxTr(c˜ Ω˜∗)−
∫
dDxTr(K˜) .
(94)
The last invariant I11, although of lower dimensions, has been included for
a possible use in gauges different from Landau’s.
At the one-loop level the weak power-counting criterion fixes the up-
per bound for the dimensions of the local invariants. On the basis of this
argument we have omitted invariants like:
S0
∫
dDxTr(Ω˜∗K˜) =
∫
dDxTr
(
[−ic˜ Ω˜∗ − K˜]K˜ + iΩ˜∗ c˜K˜
)
= −
∫
dDxTr
(
ic˜ {Ω˜∗, K˜}+ K˜2
)
, (95)
since it has terms of dimension 5 according to the counting of eq. (83).
11 Conclusions
A consistent theory of massive Yang-Mills can be formulated in spite of the
fact that the starting set of Feynman rules corresponds to a power-counting
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nonrenormalizable theory. Consistency is based on the existence of a sub-
traction scheme for the divergences which does not alter the set of defining
equations. Physical unitarity, locality of the counterterms, finite number of
subtractions at each order of the loop expansion (more correctly: expan-
sion in ~ ) and finite number of physical parameters are essential properties
of the procedure of subtraction. The symmetry of the model is the gauge
group SU(2)-left (local) ⊗ SU(2)-right (global). Moreover BRST invari-
ance is enforced in order to guarantee physical unitarity. The managing
of the divergences is based on techniques already tested in the nonlinear
sigma model: hierarchy, weak power-counting and dimensional subtraction
on properly normalized 1-PI amplitudes. The spontaneous breakdown of
the global axial symmetry is via a vacuum expectation value which has no
physical significance. The global vector symmetry remains unitarily imple-
mented.
A Feynman Rules
In order to fix the Feynman rules we find it convenient to use the tree-level
effective action (61) instead of the original form in eq. (30). By this choice
both the local functional equation (31) and the ST identity (16) acquire an
explicit dependence on ΛD = Λ
D−4/g2 (as discussed in Section 7).
The advantage resides in the fact that with the rescaled effective action
(61) the dependence of the 1-PI amplitudes on ΛD can be easily traced: any
nL-loop amplitude contains Λ
1−nL
D as a factor (see eq.(73)). Then one can
discard any dependence from ΛD in the intermediate steps and recover it at
the end of the calculations. In particular when one evaluates the countert-
erms, the prescription (68) requires that at any loop order the amplitudes
must be normalized by the prefactor Λ4−D, before the subtraction of the
poles (see eq. (77)). On the other side, if physical matrix elements are
required, the normalization of the asymptotic states has to be taken into ac-
count. Thus at the tree level approximation one gets for physical S-matrix
elements
SA1...ANA = g
NAWCA1...ANA
(96)
where WCA1...ANA
denotes the connected amputated Green function with
physical polarizations inserted on the gauge boson legs A1, . . . , ANA .
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The quadratic part in the quantized fields of Γ(0) (where ΛD has been
discarded) is∫
dDx
(
−
1
4
(∂µAaν − ∂νAaµ)
2 +
M2
2
(Aaµ −
2
v
∂µφa)
2 +Ba∂Aa − c¯aca
)
.
(97)
It is straightforward to get the propagators
∆AaµAbν =
−i
p2 −M2
(
gµν −
pµpν
p2
)
δab , ∆φaφb =
i
4
v2
M2
1
p2
δab ,
∆BaAaµ =
pµ
p2
δab , ∆Baφb = −i
v
2p2
, ∆cac¯b =
i
p2
δab,
∆BaBb = 0, ∆Aaµφb = 0 . (98)
B Absence of the Hierarchy Based on Slavnov-
Taylor Identity
At one loop order the ST identity in eq.(19) reads
S0(Γ
(1)) =
∫
dDx
(δΓ(0)
δA∗aµ
δΓ(1)
δAµa
+
δΓ(0)
δAaµ
δΓ(1)
δA∗aµ
+
δΓ(0)
δφ∗a
δΓ(1)
δφa
+
δΓ(0)
δφa
δΓ(1)
δφ∗a
+
δΓ(0)
δc∗a
δΓ(1)
δca
+
δΓ(0)
δca
δΓ(1)
δc∗a
+Ba
δΓ(1)
δc¯a
)
= 0 . (99)
In order to show that eq.(99) does not uniquely fix the dependence on
the φ’s once the amplitudes involving all the remaining variables are known
(absence of the hierarchy), we will construct two different solutions I,I ′ of
eq.(99) which coincide at φa = 0.
For that purpose we notice that
I = S0(
∫
dDx (A∗aµ + ∂µc¯a)A
µ
a)
=
∫
dDx
(
Aaµ
δS
δAaµ
− (A∗aµ + ∂µc¯a)∂
µca
)
(100)
is S0-invariant due to the nilpotency of S0. Nilpotency holds as a conse-
quence of the tree-level ST identity in eq.(17).
At φ = 0 I reduces to
Iφ=0 =
∫ [
ΛD−4
g2
(
−∂µAνa∂
µAνa + (∂Aa)
2
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− 3ǫabc∂µAνaA
µ
bA
ν
c − (A
2)2 +AaµA
µ
bAaνA
ν
b +M
2A2µa
)
− (A∗µa + ∂µc¯a)∂
µca
]
. (101)
We now set
S0φa = Ωabcb ≡ (
1
2
φ0δab +
1
2
ǫacbφc)cb . (102)
The matrix Ωab is invertible due to the nonlinear constraint in eq.(3). Let us
now replace in the first two lines of eq.(101) ∂µ with the covariant derivative
w.r.t. Faµ. We substitute Aaµ with the combination Iaµ = Aaµ − Faµ.
Moreover we make separately S0-invariant the last line of eq.(101) as follows:
I ′ =
∫ [
ΛD−4
g2
(
−(D[F ]µIν)a(D[F ]
µIν)a + (D[F ]I)
2
a
− 3ǫabc(Dµ[F ]Iν)aI
µ
b I
ν
c − (I
2)2 + IaµI
µ
b IaνI
ν
b +M
2I2
)
+ S0
[
(A∗aµ + ∂µc¯a)∂
µ(Ω−1ap φp)
]]
. (103)
By construction I ′ is also S0-invariant. Moreover at φ = 0 I and I
′ coincide,
as can be easily checked by noticing that
S0((A
∗
aµ + ∂µc¯a)∂
µ(Ω−1ap φp)) = S0(A
∗
aµ + ∂µc¯a)∂
µ(Ω−1ap φp)
− (A∗aµ + ∂µc¯a)∂
µ
(
S0(Ω
−1
ap )φp
)
− (A∗aµ + ∂µc¯a)∂
µca .(104)
However I and I ′ differ in their φ-dependent terms. Let us consider for
instance the sector A∗cφ. By using integration by parts a basis of mono-
mials involving just one derivative is given by ǫabc∂A
∗
acbφc, ǫabcA
∗
aµ∂
µcbφc.
We project on the latter monomial. The only term contributing to this
monomial in I ′ is
2
v
A∗aµǫabc∂
µcbφc . (105)
On the other hand, there is no similar contribution in I (since in I A∗aµ does
not couple to the φ’s).
This means that we have found two different S0-invariants with the same
ancestor amplitudes. This gives an explicit counterexample showing that the
ST identity is not sufficient in order to implement the hierarchy principle.
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C Proof of the Weak-Power Counting Formula
In this appendix we prove the power-counting formula in eq.(83).
Let G be an arbitrary n-loop 1-PI ancestor graph with I internal lines,
V vertices and a given set {NA, Nc, NV , NΩ, Nφ∗
0
, NK0 , Nφ∗a , NA∗ , Nc∗} of ex-
ternal legs.
By eq.(98) all propagators but those involving the field B behave as p−2
as p goes to infinity, while those involving B behave as p−1. Let us denote
by Iˆ the number of internal lines associated with propagators which do not
involve B, and by IB the number of internal lines with propagators involving
B. One has
I = Iˆ + IB . (106)
According to the Feynman rules generated by the tree-level vertex func-
tional in eq.(29) the superficial degree of divergence of G is
d(G) = nD − 2Iˆ − IB + VAAA +
∑
k
VAφk + 2
∑
k
Vφk + Vc¯cA + Vc¯cV . (107)
In the above equation we have denoted by VAAA the number of vertices in
G with three A-fields, with VAφk the number of vertices with one A and k
φ’s and so on. By using eq.(106) we can rewrite eq.(107) as
d(G) = nD − 2I + IB + VAAA +
∑
k
VAφk + 2
∑
k
Vφk + Vc¯cA + Vc¯cV .(108)
Moreover, since B only enters into the trilinear vertex Γ
(0)
BaVbµAcν
, the number
of BV A vertices must coincide with the number of propagators involving B:
IB = VBV A . (109)
The total number of vertices V is given by
V = VAAA + VAAAA +
∑
k
VAφk +
∑
k
Vφk
+VBV A + Vc¯cA + Vc¯cV + Vc¯cV A
+Vc¯AΩ + Vφ∗
0
φc +
∑
k
Vφ∗aφkc
+VA∗Ac + Vc∗cc +
∑
k
VK0φk . (110)
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Euler’s formula yields
I = n+ V − 1 . (111)
By using eq.(109), (110) and eq.(111) into eq.(107) one gets
d(G) = (D − 2)n + 2 + IB
−VAAA −
∑
k
VAφk − Vc¯cA − Vc¯cV
−2
[
VAAAA + VBV A + Vc¯cV A + Vc¯AΩ
+ Vφ∗
0
φc +
∑
k
Vφ∗aφkc + VA∗Ac + Vc∗cc +
∑
k
VK0φk
]
= (D − 2)n + 2
−VAAA −
∑
k
VAφk − Vc¯cA − Vc¯cV
−VBV A − 2
[
VAAAA + Vc¯cV A + Vc¯AΩ
+ Vφ∗
0
φc +
∑
k
Vφ∗aφkc + VA∗Ac + Vc∗cc +
∑
k
VK0φk
]
. (112)
Clearly one has
Vc¯AΩ = NΩ , Vφ∗
0
φc = Nφ∗
0
,
VA∗Ac = NA∗ , Vc∗cc = Nc∗ ,∑
k
Vφ∗aφkc = Nφ∗a ,
∑
k
VK0φk = NK0 ,
Vc¯cV + VBV A + Vc¯cV A = NV . (113)
Moreover
VAAA +
∑
k
VAφk + 2VAAAA + Vc¯cA + Vc¯cV A +
∑
k
Vφ∗aφkc
≥ NA +Nc . (114)
In fact the quadrilinear vertex VAAAA can give one or two external A lines.
By using eqs.(113) and (114) into eq.(112) we obtain in a straightforward
way the following bound:
d(G) ≤ (D − 2)n + 2−NA −Nc −NV −Nφ∗a
− 2(NΩ +NA∗ +Nφ∗
0
+Nc∗ +NK0) . (115)
This establishes the validity of the weak power-counting formula.
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D S0-transforms of the Bleached Variables
In this Appendix we derive the S0-transforms of the bleached variables. For
that purpose it is useful to work in matrix notation.
The S0-transform of Ω in eq.(3) is
S0Ω = icΩ , (116)
where
c = ca
τa
2
. (117)
Moreover
S0c =
i
2
{c, c} . (118)
It follows by direct computation that the bleached partner of c
c˜ = Ω†cΩ (119)
transforms as follows under S0:
S0c˜ = −
i
2
{c˜, c˜} . (120)
aµ in eq.(8) is S0-invariant. On the other hand the S0-transform of
vµ = vaµ
τa
2
= Ω†(Vµ − Fµ)Ω (121)
yields
S0vµ = Ω
†(Θµ −Dµ[V ]c)Ω = Θ˜µ −Dµ[v]c˜ , (122)
and
S0Θ˜µ = −i{c˜, Θ˜µ} . (123)
We now move to the study of the antifield-dependent sector.
For that purpose we first evaluate the S0-variation of
Â∗µ = Â
∗
aµ
τa
2
(124)
and get according to eq.(58):
S0Â
∗
µ =
δS
δAaµ
τa
2
− ǫabccbÂ
∗
cµ
τa
2
=
ΛD−4
g2
[
DρGaρµ
τa
2
+M2(Aaµ − Faµ)
τa
2
]
+ i{c, Â∗µ} . (125)
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We need to express the R.H.S. of the above equation in terms of bleached
variables. The bleached counterpart of Â∗µ is
˜̂
A∗µ = Ω
†Â∗µΩ . (126)
The transition from Aµ to the bleached gauge field aµ is achieved by means
of a SU(2)L gauge transformation of parameters Ω:
Aµ = ΩaµΩ
† + iΩ∂µΩ
† . (127)
Since the terms between square brackets in eq.(125) transform in the adjoint
representation under SU(2)L gauge transformations we get, by taking into
account eqs.(119) and (126)
S0Â
∗
µ =
ΛD−4
g2
Ω
[
DρGρµ[a] +M
2aµ
]
Ω† + iΩ{c˜,
˜̂
A∗µ}Ω
† . (128)
and finally
S0
˜̂
A∗µ =
ΛD−4
g2
[
DρGρµ[a] +M
2aµ
]
. (129)
The matrix Ω∗ in eq.(44) has the following S0-transform
S0Ω
∗ = −K0 + i
δΓ(0)
δφa
τa = −(K0 + iKaτa) ≡ −K (130)
where we have introduced the notation
Ka ≡ −
δΓ(0)
δφa
. (131)
Under local left multiplication K transforms as Ω [11]. The bleached coun-
terpart of Ω∗ is
Ω˜∗ = Ω†Ω∗ . (132)
Its S0-transform gives
S0Ω˜∗ = −iΩ
†cΩ∗ − Ω†K = −ic˜ Ω˜∗ − K˜
S0K˜ = −ic˜ K˜ . (133)
Finally we consider the S0-variation of
c∗ = c∗a
τa
2
. (134)
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It is convenient to rewrite the couplings between the antifields (φ∗0, φ
∗
a) and
the BRST variations (sφ0, sφa) in eq.(29) in the following way∫
dDx
(
φ∗0sφ0 + φ
∗
asφa
)
=
∫
dDx
1
2
Tr[(Ω∗)†sΩ]
=
∫
dDx
1
2
Tr[(Ω∗)†ica
τa
2
Ω] . (135)
One finds
S0c
∗ =
δΓ(0)
δca
τa
2
= Dµ[A]
˜̂
A∗µ −
i
2
Tr[(Ω∗)†
τa
2
Ω]
τa
2
− i[c∗, c]
= Ω(Dµ[a]
˜̂
A∗µ)Ω
† −
i
2
Tr[(Ω˜∗)†Ω†
τa
2
Ω]
τa
2
− iΩ[c˜∗, c˜]Ω† . (136)
Then we consider the S0-variation of
c˜∗ = Ω†c∗Ω (137)
and we get
S0c˜
∗ = (Dµ[a]
˜̂
A∗µ)−
i
2
Tr[(Ω˜∗)† Ω†
τa
2
Ω]Ω†
τa
2
Ω . (138)
Since the matrices Ta = Ω
† τa
2 Ω are unitarily equivalent to the Pauli matrices
the bleached matrix (Ω˜∗)† can be decomposed as follows:
(Ω˜∗)† =
1
2
Tr[(Ω˜∗)†]1+ 2 Tr[(Ω˜∗)†Ta]Ta (139)
and thus finally the R.H.S. of eq.(138) can be rewritten as
S0c˜
∗ = (Dµ[a]
˜̂
A∗µ)−
i
4
(Ω˜∗)† +
i
8
Tr[(Ω˜∗)†]1 . (140)
The results of this Appendix are quite remarkable. The S0-transforms of
bleached variables are bleached. The S0-transform of the bleached antifield˜̂
A∗µ is the equation of motion of the original Stu¨ckelberg action S in the
bleached gauge field aµ (see eq.(129)).
E Dependence on v
In this Appendix we derive an extended ST identity allowing to control the
dependence of the Green functions on v through cohomological methods.
For that purpose we allow v to transform under ST differential S0 according
to
S0v = θ , S0θ = 0 , θ
2 = 0. (141)
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The ST identity (51) is then modified to
S(Γ) =
∫
dDx
( δΓ
δA∗aµ
δΓ
δAµa
+
δΓ
δφ∗a
δΓ
δφa
+
δΓ
δc∗a
δΓ
δca
+Ba
δΓ
δc¯a
+Θaµ
δΓ
δVaµ
−K0
δΓ
δφ∗0
)
+ θ
∂Γ
∂v
= 0 . (142)
The effective action at the tree level Γ(0) ((29) and (30)) is a solution of the
above equation only after adding an extra term dependent on v and θ
Γ
(0)
ext = S +
ΛD−4
g2
∫
dDx
(
Ba(D
µ[V ](Aµ − Vµ))a − c¯a(D
µ[V ]Dµ[A]c)a
)
+
ΛD−4
g2
∫
dDxΘµa (Dµ[A]c¯)a
+
∫
dDx
(
A∗aµsA
µ
a + φ
∗
0s φ0 + φ
∗
as φa + c
∗
asca +K0φ0
+φ∗0
θ
v
φ0 + φ
∗
a
θ
v
φa
)
. (143)
Now we can discuss the dependence of the physical amplitudes from the
parameter v. For this purpose it is convenient to introduce the connected
generating functional W (we use the same notations as in eq.(64))
W = Γ +
∫
dDx
(
LaµA
µ
a +Kaφa + J
B
a Ba + ηac¯a + η¯aca
)
. (144)
The ST identity for W reads
S(W ) =
∫
dDx
(
− Laµ
δW
δA∗aµ
−Ka
δW
δφ∗a
− η¯a
δW
δc∗a
−
δW
δJBa
ηa
+Θaµ
δW
δVaµ
−K0
δW
δφ∗0
)
+ θ
∂W
∂v
= 0 . (145)
This equation can be used in order to study the dependence of the Green
functions on v. In particular let βi1(x), . . . , βin(xn) denote a set of additional
external sources coupled to BRST-invariant local operatorsOi1(x1), . . . ,Oin(xn).
By differentiating eq.(145) w.r.t. θ and β(xi1), . . . , β(xin) and by setting all
sources (collectively denoted by ζ) to zero one gets
∂
∂v
δnW
δβi1(x1) . . . δβin(xn)
∣∣∣∣
ζ=0
= 0 , (146)
i.e. the Green functions of the operators Oi(xi) are v-independent. Moreover
by differentiating eq.(145) w.r.t. θ and K0 we get
∂
∂v
δW
δK0(x)
∣∣∣∣
ζ=0
=
∂
∂θ
δW
δφ∗0(x)
∣∣∣∣
ζ=0
. (147)
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This equation is a consequence of the fact that φ∗0 and −K0 form a S0-
doublet (see eq.(50)). We remark that a device technically similar to the
one adopted here (pairing of v, θ into a S0-doublet) has been used in the
context of gauge theories in order to discuss the dependence on the gauge
parameter. However we stress an important difference: in the present case
the dependence on v is not confined to the BRST-exact sector of the tree-
level vertex functional, since it also enters through the combination φa
v
in the
Stu¨ckelberg mass term and in the term K0φ0 of (143). Therefore v cannot
be identified tout court with a kind of gauge parameter.
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