We give a new matrix method for solving both homogeneous and nonhomogeneous linear complex vector functional equations with constant complex coefficients.
Introduction and preliminaries.
In the previous investigation [1] the solution of one class of homogeneous complex vector functional equations is obtained by the method of intersections, while in [2] several classes of homogeneous complex vector functional equations are solved on the basis of the well-known method of elimination of variables. For the purpose of expanding our investigations, here we will propose a matrix method suitable for both homogeneous and nonhomogeneous complex vector functional equations with constant complex coefficients. Now we will introduce the following notation. Let ᐂ be a finite-dimensional complex vector space and let a mapping f : ᐂ n ᐂ exists. Throughout, Z i (1 ≤ i ≤ n) are vectors in ᐂ. We assume that Z i = (z i1 (t) 
,...,z in (t))
T , where z ij (t) (1 ≤ i ≤ n) are complex functions and O = (0, 0,...,0) T is the zero vector in ᐂ.
Let A be an n × n matrix. Suppose that by elementary transformations the matrix A is transformed into A = P 1 DP 2 , where P 1 and P 2 are regular matrices and D is a diagonal matrix with diagonal entries 0 and 1 such that the number of units is equal to the rank of the matrix A. The matrix B = P If A satisfies the identity
where O is the n × n zero matrix, then the matrix 2) where I is the unit n × n matrix, is also a solution of the equation AXA = A. Now we will prove the following theorem. If X is an n × k matrix, according to Theorem 1.1(1) all the solutions of the homogeneous system of equations
. . . where u 1 ,...,u n are arbitrary.
Solution of homogeneous functional equations
. Now we will prove the following results. a 1 a 2 ··· a n a n a 1 ··· a n− 1 . . .
. . .
are nonzero n × n cyclic matrices with complex constant elements such that
where O is the n × n zero matrix and h is an arbitrary complex vector function with values in ᐂ.
Proof. If we permute successively the vectors in (2.1), we get
that is, in a matrix form
where A is given by (2.3),
We will write f ∈ F to express the first equality of (2.7). The necessary and sufficient condition for system (2.6) to have a nontrivial solution is
where b i (1 ≤ i ≤ n) are complex constants such that the matrix B, defined by (2.3), satisfies (2.4) and h is an arbitrary complex vector function with values in ᐂ.
By a cyclic permutation of the vectors in (2.9), we obtain
where
and F is defined in (2.7). After a multiplication of (2.11) by A, we have
which means that the function f ∈ F satisfies the functional equation (2.1) for any h ∈ H. On the other hand, according to Theorem 1.1(1) each solution of (2.6) has the form Example 2.2. By a cyclic permutation of the variables in the functional equation
we obtain the following system:
The matrix of coefficients of this system is
Since det A = 0, system (2.16) has a nontrivial solution. For the matrix A there exists a nonzero 4 × 4 cyclic matrix B, such that AB = O, that is,
Therefore the general solution of the given functional equation is
where h is an arbitrary complex vector function with values in ᐂ. 
Theorem 2.3. If the matrix A satisfies the condition
where I is the n × n unit matrix and
Proof. The proof of this theorem is very easy. By multiplication of formula (2.21) with A, we obtain 
has a matrix of coefficients
The matrix A satisfies the following equation:
The required general solution of the above functional equation is 
of the functional equation (2.1) is reproductive (R(R(h)) = R(h)) if and only if the following condition is satisfied:
Since for every h it holds that E(R(h)) = O, then according to the assumption we obtain R(h) = R(R(h)) for every h. Example 2.6. We will determine the general reproductive solution for the functional equation given in Example 2.2.
On the basis of the general solution, we obtain
that is,
Therefore, the general reproductive solution of the given functional equation is
Next we will give a procedure by which for every functional equation (2.1) in the case n = 3 we may determine the canonical equation which is equivalent to it.
For every canonical equation we will determine the general and reproductive solution. Now we will consider the equation
From (2.35) by a cyclic permutation of the variables we obtain the following system:
The determinant of system (2.36) is
There are four possible cases:
In the case (a), system (2.36) is obviously equivalent to equation
In the case (b), we have
If a 2 = a 1 , then also a 3 = a 1 and a 1 + a 2 + a 3 ≠ 0 implies a 1 ≠ 0. Thus system (2.36) is equivalent to the equation
In the general case, we can write
or, if ω 6 and ω
−1
6 are the primitive 6th roots of 1, then a 3 = a 1 ω 6 +a 2 ω
6 . Now (2.35) takes the form
+ a 2 = 0 and the equation takes the form
where ω 3 is a primitive third root of 1 (we assume ω 3 = ω 2 6 ). If a 2 = 0 or a 1 = 0, we obtain, respectively, the equations
which can be reduced to (2.44) by a cyclic permutation of the vectors.
We will see that (2.43) can always be reduced to (2.41) or (2.44). To this end we will use the following lemma.
Lemma 2.7. Suppose that (2.35) can be written in the form
Then (2.35) is equivalent to
Proof. By a cyclic permutation of (2.46) we derive the following system:
The determinant of this system is
thus we deduce (2.48).
We see that (2.43) can be written in the form (2.46) 
which is a contradiction. Suppose that a 2 = a 1 ω 2 6 . Then a 3 = 2a 1 ω 6 and (2.43) becomes
The determinant
thus by Lemma 2.7, (2.43) is equivalent to (2.44).
In the case (c), a 1 + a 2 + a 3 = 0 and at least one of the inequalities a 1 − a 2 ≠ 0, a 2 −a 3 ≠ 0 and a 3 −a 1 ≠ 0 is valid. Suppose, for the sake of definiteness, that a 1 −a 2 ≠ 0. In view of a 3 = −a 1 − a 2 we have (2.57) or the form (2.46)
Since a 1 − a 2 ≠ 0, the equality a 3 2 − a 3 1 = 0 is possible only for a 2 = a 1 ω 3 (ω 3 a primitive third root of 1), then a 3 = −a 1 (1 + ω 3 ) and we are led to a contradiction with
Thus, in this case (2.35) is equivalent to the equation
If a 1 − a 2 = 0, then at least one of the differences a 2 − a 3 and a 3 − a 1 is not 0 and we come to the same conclusion.
In 
On the basis of the exposition we conclude that the following lemma holds.
Lemma 2.8. The functional equation (2.35) is equivalent to the following equations:
For any of the above equations, we give formulas for the general solutions and formulas for the general reproductive solutions of these equations. Proposition 2.9. The equation
has a general solution given by Proof. From the given equation we obtain the system
with matrix of coefficients
The general solution of this system, according to (2.9) is given by 
where B is a general cyclic 3 × 3 matrix which satisfies the condition AB = O. On the basis of formula (2.9), we may write 
73)
where h is an arbitrary complex vector function with values in ᐂ.
Proof. This statement will be proved in the following way. From the general solution (2.68) we obtain
is a reproductive solution of (2.67).
In a similar way, we can prove that (2.44) has a general solution given by
Similarly, (2.60) has a general solution given by
and a reproductive solution given by
and (2.62) has a general solution given by
On the basis of the previous results the following two theorems hold.
Theorem 2.11. The general solution of the equation
is given by the following formulas: ( 1)-(4) , the general reproductive solutions are given by the following formulas:
Solution of nonhomogeneous functional equations.
Next we will give the following results.
Theorem 3.1. The basic cyclic complex vector nonhomogeneous functional equation with complex constant coefficients
complex constants, has a solution if the right-hand side g satisfies
where A is given by (2. 
3), C is any nonzero n × n cyclic matrix with complex constant entries satisfying ACA + A = O, O is the n × n zero matrix, I is the n × n unit matrix and ᏻ is defined as in (2.7). If (3.2) holds for some C, then the general solution of (3.1) is given by the following formula
       f Z 1 , Z 2 ,...,Z n f Z 2 , Z 3 ,...,Z 1 . . . f Z n , Z 1 ,...,Z n−1        = B        h Z 1 , Z 2 ,...,Z n h Z 2 , Z 3 ,...,Z 1 . . . h Z n , Z 1 ,...,Z n−1        − C        g Z 1 , Z 2 ,...,Z n g Z 2 , Z 3 ,...,Z 1 . . . g Z n , Z 1 ,...,Z n−1        ,(3.
3)
where the nonzero n × n cyclic matrix B given by (2. 3) satisfies the condition
and h is an arbitrary complex vector function with values in ᐂ.
Proof. By a cyclic permutation of the vectors in (3.1), we get
Suppose that (3.6) has a solution F and that C satisfies ACA + A = O. Then
that is, (3.2) must be satisfied. Conversely, let (3.2) hold for some cyclic matrix C. Then −CG is easily seen to be a solution of (3.6)
A(−CG) = −(AC + I)G + IG
Now we prove that (3.3) is the general solution of (3.1). Let f be a solution of (3.1), which we will write in the form
We denote by f h the general solution of the equation E(f ) = O, and by f p we denote a particular solution of (3.10).
Then f = f h + f p is the general solution of (3.10). Indeed,
On the other hand, let f be an arbitrary solution of (3.10). Then 3) and (2.12) , respectively, and a particular solution of the equation E(f ) = g in a matrix form is −CG, then F = BH − CG includes all solutions of the nonhomogeneous equation.
On the other hand, every function of the form (3.3) satisfies the functional equation (3.1).
Next we will consider the functional equation
(3.14)
By a similar procedure as in Section 2 one can prove the following lemma.
Lemma 3.2. The functional equation (3.14) is equivalent to
For each of the above equations we will determine the conditions which must be satisfied by the function g so that the equation should have a solution.
Proposition 3.3. Equation (3.14) whose coefficients satisfy the conditions
has a solution if and only if the function g satisfies the condition
Proof. In this case the equation considered is equivalent to the equation
, and hence we obtain C = −I/3a 1 . The
and (see Lemma 2.7) eventually to (3.17).
In a similar way, we obtain the necessary and sufficient conditions for solvability of the other equations. Thus, we obtain the following result.
Theorem 3.4. The functional equation (3.14) has a solution if and only if the function g satisfies the following conditions
(
Now we will find the general solution for any equation of Lemma 3.2. We will illustrate this only for the second equation.
Proposition 3.5. The general solution of the equation
is given by
Proof. The general solution of the corresponding homogeneous equation is
The particular solution of the considered nonhomogeneous equation is
Thus, the general solution of the given nonhomogeneous equation is
Theorem 3.6. The general solution of (3.14) in the cases given in Theorem 3.4 is a 1 +a 2 +a 3 ≠ 0, and (a 1 −a 2 
Solution of paracyclic functional equations.
Let ᐂ be a complex vector space with complex dimension n, and let the complex vectors X i , Y j ∈ ᐂ (1 ≤ i, j ≤ n) be given as above. Throughout this section, Ꮿ i are constant complex vectors in ᐂ and let f : ᐂ n+k ᐂ. Now we will consider the following paracyclic complex vector functional equation of the first kind
where a i (1 ≤ i ≤ n) are complex constants. First, we will consider two particular cases for k = 1 (n > 1) and k = n. We determine the general solution of the equation
By a cyclic permutation of the vectors in (4.2), we obtain the matrix system
a n a n a 1 ··· a n−1 . . .
For system (4.3) the following theorem holds.
Theorem 4.1. The general solution of the functional equation (4.2) is given by formula
if AB = O, where A and B are nonzero n × n cyclic matrices given by (2. 3), O is the n × n zero matrix and
Proof. If not all coefficients a i (1 ≤ i ≤ n) are 0, we can suppose, without loss of generality, that a 1 ≠ 0. Then (4.2) is equivalent to the equation
By putting
, where Ꮿ i are arbitrary complex constant vectors from ᐂ, we obtain
The right-hand side of the last equation depends on X 1 ,...,X n only. Denote this expression by h(X 1 ,...,X n ).
Therefore, (4.8) obtains the following form:
Formula (4.9) is the general solution of (4.2) if and only if it holds that 
and B is given by (2.3).
Next, we will consider the case 1 < k < n. To this end, instead of (4.1) we will consider the equation
(4.12) By a cyclic permutation of the vectors in the last equation, we obtain the matrix system (4.3), where
13)
A and ᏻ are as in (4.4). The necessary and sufficient condition for system (4.3) with (4.13) to have nontrivial solution is det A = 0. Since det A is cyclic, then its value is
14)
where ε i (0 ≤ i ≤ n − 1) are distinct roots of the binomial equation
Therefore, (4.12) has nontrivial solutions if and only if the characteristic equation E(x) ≡ a 1 + a 2 x + ··· + a n x n−1 = 0 has common roots with the binomial equation
If this is so, we can write
where D(x) is the greatest common divisor of the polynomials E(x) and b(x).
The general solution of (4.12) is given by formula 
The functional equation (4.1) will be called reduced equation of (4.12). Now we will prove the following result. Proof. We should prove that f = F(h) is a solution of (4.1), where h is an arbitrary complex vector function with values in ᐂ.
Theorem 4.2. Every function f given by
Indeed, we have
from where it follows that E(f ) = P (D(f ))= O, which we were required to prove.
Next, we will solve the functional equation
By a procedure similar to that in the first section, we may prove the following lemma.
Lemma 4.3. The functional equation (4.20) is equivalent to the equation
Proposition 4.4. The functional equation
has a general solution
where h is an arbitrary complex vector function of the variables X 1 , X 2 , X 3 with values in ᐂ.
Proof. The given equation may be written in the following form:
The left-hand side of the equation is independent of Y 3 and the right-hand side is independent of Y 1 , so we have
On the other hand, from (4.24) we find
thus we have
Since the left-hand side of the above equation is independent of Y 3 and the righthand side is independent of Y 2 , we obtain
(4.28)
On the basis of equality (4.28), formula (4.24) becomes 
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