Abstract. The tricorn is the connectedness locus of antiholomorphic quadratic polynomials. We investigate the structure of boundaries of hyperbolic components: we prove that the structure of bifurcations at hyperbolic components of even period is as one would expect for maps that depend holomorphically on a complex parameter (for instance, as for the Mandelbrot set; in this setting, this is a non-obvious fact), while the bifurcation structure at hyperbolic components of odd period is very different. In particular, the boundaries of odd period hyperbolic components consist only of parabolic parameters and there are bifurcations between hyperbolic components along entire arcs, but only of bifurcation ratio 2. We also count the number of hyperbolic components of any period of the multicorns. Since antiholomorphic polynomials depend only real-analytically on the parameters, most of the techniques used in this paper are quite different from the ones used to prove the corresponding results in a holomorphic setting.
be its Fatou set F (f c ). This leads, as in the holomorphic case, to the notion of Connectedness Locus of degree d unicritical anti-polynomials:
Definition. The multicorn of degree d is defined as M * d = {c ∈ C : K(f c ) is connected}.
The dynamics of anti-quadratic maps and their connectedness locus, the tricorn, was first studied in [CHRS] . Milnor found small tricorn-like sets in the parameter space of real cubic polynomials [Mi1] . Nakane [Na1] proved that M * 2 (also known as the tricorn) is connected, in analogy to Douady and Hubbard's classical proof on the Mandelbrot set. This generalizes naturally to multicorns of any degree. Later, the structure of hyperbolic components of M * d was studied via the multiplier map (even period case) or via the critical value map (odd period case) [NS] . These maps are branched coverings over the unit disk of degree d − 1 and d + 1 respectively, branched only over the origin. Quite recently [HS] , we proved that the multicorns are not path connected, confirming a conjecture of Milnor. The main purpose of this paper is to reveal the structure of the boundaries of the hyperbolic components and bifurcation phenomena. When the period is even, we show that the branched covering property of the multiplier map (which is real-analytic but not holomorphic) extends to the boundary as if it were holomorphic. This implies that the bifurcation of attracting cycles on the boundary of an even period component occurs at each parabolic parameter. This is the same as the polynomial family f c (z) = z d + c : c ∈ C, see Figure 2 (left). The following theorem, which is proved in Section 2, confirms this statement.
Theorem 1.1 (Bifurcations From Even Periods).
If a unicritical anti-polynomial has a 2k-periodic cycle with multiplier e 2πip/q , then it sits on the boundary of a hyperbolic component of period 2kq (and is the root thereof ).
On the other hand, the boundary of a hyperbolic component of odd period k consists only of parabolic parameters of period k and multiplier +1. Hence the bifurcation from an odd period component is quite restricted. Moreover, bifurcation occurs not at a point but along (part of) an arc. In fact, this phenomenon has already been observed in Rippon et. al. [CHRS] It had been observed numerically long ago that the boundary of an odd period component consists of finitely many arcs and as many cusp points. In Section 3 and Section 4, we develop the techniques and notions required to give a rigorous description of these. The following theorem, which is proved in Section 5, can be viewed as a culmination point of these lines of ideas.
Theorem 1.2 (Boundary Of Odd Period Components)
. The boundary of every hyperbolic component of odd period is a simple closed curve consisting of exactly d + 1 parabolic cusp points as well as d + 1 parabolic arcs, each connecting two parabolic cusps.
The proof of this fact uses combinatorial tools like orbit portraits (compare [Mu] ) and certain combinatorial rigidity results. In Section 6, we utilize our work on orbit portraits and wake structures to prove a discontinuity of landing points of external dynamical rays, in contrast to the situation for the Mandelbrot set. This phenomenon is reminiscent of the parameter spaces of cubic (or higher degree) polynomials.
In Section 7, we relate the number of hyperbolic components of a given period of the multicorns to the corresponding number for the multibrot sets (the connectedness loci of z d + c, denoted by M d ). These numbers coincide for most periods, with exceptions only when the period k is twice an odd number. To illustrate the possible problems with anti-holomorphic parameter spaces, consider the family of anti-holomorphic quadratic polynomials P µ : z → µz +z 2 which was discussed in the introduction of [NS] ; each P µ is conformally conjugate to some f c : z →z 2 + c. As shown in Figure 3 , the circle |µ| = 1 consists of maps with parabolic fixed points, and most parameters on this circle have neighborhoods in which every parameter has an attracting or indifferent fixed point: the open mapping principle for the multiplier map fails in this parametrization! This is related to a different problem of the parametrization: within the family z →z 2 + c, each map is conformally conjugate to two other maps (with parameters ζc and ζ 2 c, where ζ is any third rood of unity). However, in the family µz +z 2 , each map is conjugate to three or two further maps in the same family, depending on whether or not there is an attracting fixed point. (In both cases, the exceptional case c = 0 respectively µ = 0 behaves differently.)
Anti-polynomials of the form q λ : z → λ(1 +z/d) d form the "true" parameter space of our maps: every map z →z d + c is conformally conjugate to one and only one anti-polynomial q λ ; it satisfies λ = dc d /c. The map c → λ = dc d /c is a real-analytic branched cover of degree d + 1, ramified only over c = λ = 0. We will use this parametrization in some of our proofs. (After Milnor named M * 2 the "tricorn", it is natural to call the higherdegree cousins M * d "multicorns" when parametrized in terms of c: these have d + 1-fold rotational symmetry and form a d + 1-fold branched cover over the true parameter space. The quotient of M * d by this symmetry is thus naturally called the "unicorn".) Pictorial illustrations of these fractals and their symmetries can be found in [LS] and [NS] .
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Indifferent Dynamics
We start by observing that the polynomial-like maps developed by Douady and Hubbard [DH] make sense also in the anti-holomorphic setting.
Definition. (Anti-polynomial-like Maps) Let U, V be simply connected domains in C such that U ⊂ V . We call an anti-holomorphic map f : U → V anti-polynomial-like of degree d if it is proper and has degree d. The filledin Julia set of f is the set of all points in U which never leave U under iteration.
Remark. We define the degree of f as the number of pre-images of any point, so it is always positive; equivalently, d is the degree of the proper holomorphic map f * : U → V * which is the complex conjugate of f .
There is also an anti-holomorphic analog to the Straightening Theorem [DH, Theorem 1] which is proved in the same way as in the holomorphic case: every anti-polynomial-like map of degree d is hybrid equivalent to an anti-polynomial of equal degree.
The following theorem can be considered as a weak replacement, in certain cases, for the open mapping principle of the multiplier; recall that this is false in the parametrization z → µz +z 2 ! Theorem 2.1 (Indifferent Parameters on Boundary). If f c 0 (z) =z d + c 0 has an indifferent periodic point of exact period k, then every neighborhood of c 0 contains parameters with attracting periodic points of period k, so the parameter c 0 is on the boundary of a hyperbolic component of period k of the multicorn M * d . Moreover, every neighborhood of c 0 contains parameters for which all period k orbits are repelling.
Proof. The idea of the proof is the same as the one for holomorphic polynomials by Douady [Do, III. 1], so we give only a sketch. It is easier to prove this result in the family q λ : z → λ(1+z/d) d as described in the introduction. The map f c 0 is conformally conjugate to q λ 0 with λ 0 = dc 0 d c 0 . First we restrict q λ 0 to an anti-polynomial-like map of degree d and perturb it slightly so that the k-cycle becomes attracting (or repelling, so that all the other k-periodic orbits remain repelling); this requires a slight adjustment of the domain of the perturbed anti-polynomial-like map. The straightening theorem supplies an anti-polynomial of equal degree with a single critical point in C of maximal multiplicity, so it is conformally conjugate to a map z → λ (1+z/d) d for a unique λ ∈ C. The Beltrami differential in the straightening theorem can be chosen to be arbitrarily close to zero when the perturbation is small enough, so λ can be chosen arbitrarily close to λ. This shows the result in the family q λ , and it follows in the original family because the mapping λ = dc d /c is a covering map of degree d + 1.
There is no analogous result to the preceding theorem for the family P µ : z → µz +z 2 because the map µ → λ(µ) is not a covering map: it fails to be locally injective whenever |µ| = 1. Now we prove Theorem 1.1 which shows the existence of bifurcations at parabolic parameters with even periodic parabolic orbits. This is subtler to prove than in the holomorphic case: if f c 0 has an indifferent orbit of period Figure 3 . The connectedness locus of polynomials µz +z 2 . The circle in the center consists of parameters with parabolic fixed points, and it intersects the boundaries of four distinct hyperbolic components of period 1: the disk inside, and three symmetric components outside of the circle. In this space, Theorem 2.1 is false.
k and multiplier µ = e 2πip/q with p/q in lowest terms and q ≥ 2, then in the holomorphic case it simply follows from the open mapping principle that c 0 is on the boundary of a hyperbolic component of period kq. In the antiholomorphic case, there is no open mapping principle, and the statement is not obvious. Our argument is based on similar ideas as for the proof of Theorem 2.1.
Proof of Theorem 1.1. Let f c 0 (z) =z d +c 0 be the given anti-polynomial and let z 0 be a parabolic 2k-periodic point of f c 0 (z). Since f •2k c 0 is holomorphic, it makes sense to say that z 0 is the merger of a periodic point of period 2k and of points of period 2kq. We will estimate the multiplier of the 2kq-periodic orbit after perturbation of c 0 to c.
Let ρ 0 := e 2πip/q . By assumption, we have for z near z 0
Hence it follows from the Flower Theorem [Mi3, Section 10]:
The parabolic 2k-cycle of f c 0 is divided into two k-cycles of f •2 c 0 and each k-cycle contains one of the two critical orbits of f •2 c 0 in its immediate basin. Since this exhausts all the critical orbits of f •2 c 0 , there are exactly q petals around z 0 and b = 0.
•j c 0 (z 0 ) for 0 ≤ j ≤ 2k − 1 and choose a fixed anti-polynomial g satisfying g(z j ) = 0 for all j, g (z j ) = 0 for j = 1, g (z 1 ) = −p c 0 (z 1 ) and g(z) = O(z d ) as z → 0. Let F ε := f c 0 + εg for ε ∈ C. Then (z j ) is still a 2k-periodic orbit of F ε ; let ρ ε be its multiplier, and
2 ) and
We have
and ρ q ε = 1 − qε + O(ε 2 ); here F ε denotes the anti-holomorphic derivative (∂/∂z)F ε , and similarly for p c 0 .
Any 2kq-periodic point z of F ε bifurcating from z 0 satisfies
There are clearly q such bifurcating points near z 0 . To stress dependence on ε, we write z ε for z and get b(z ε − z 0 ) q = qε(1 + o(1)) and hence
The multiplier is
For sufficiently small ε < 0 we have |ρ ε | < 1, so z ε is an attracting periodic point of F ε .
The rest of the proof is as usual: restrict f c 0 to an anti-polynomial-like map of degree d and make ε small enough so that after perturbation we still get an anti-polynomial-like map of degree d; straightening yields a unicritical anti-polynomialz d +c(ε), and c(ε) depends continuously on ε with c(0) = c 0 (continuity is not in general true for straightening, but our construction assures that the quasiconformal gluing map has dilatation tending to zero as ε → 0).
Note that we have q choices of the q-th root in z ε , but the multiplier is independent of this choice (at least to leading order). All q choices of z ε will thus be attracting simultaneously. Recall that z 0 had period 2k. Since our polynomials f c(ε) can have only a single non-repelling orbit, all these attracting periodic points must be on the same orbit, which therefore has period at least 2qk; the period cannot exceed 2qk because of (1). This completes the proof.
For odd k, bifurcations have an entirely different form; see Section 5.
Corollary 2.2 (Stability of Rays at Bifurcations). If z 0 is a repelling periodic point for f c 0 and the periodic dynamical rays at angles θ 1 , . . . , θ s land at z 0 , then there is a neighborhood of c 0 in parameter space in which the real-analytic continuation of z 0 as a repelling periodic point z(c) is possible, so that the dynamical rays at angles θ 1 , . . . , θ s all land at z(c).
In particular, if c 0 has an indifferent periodic orbit of even period and W is a hyperbolic component with c 0 ∈ ∂W , then all repelling orbits of f c 0 keep their dynamical rays under perturbation into W . If the non-repelling orbit of c 0 was parabolic, then all rays from the parabolic orbit land at the same repelling orbit under perturbation; the period of this repelling orbit may be equal or greater than the period of the parabolic orbit. If the periods are equal, then the same rays which land at a common parabolic periodic point will continue to land together after the perturbation.
Proof. The first claim is classical; see for example the appendix of Goldberg and Milnor [GM] .
For the second claim, observe that the ray landing pattern remains stable throughout the hyperbolic component W , and arbitrarily small perturbations of f c 0 intersect W . This proves the second claim, even though each of the infinitely many repelling periodic orbits may have ray-stable neighborhoods in parameter space of non-uniform sizes.
Finally, the parabolic orbit breaks up into one repelling and one attracting orbit (of possibly different periods). The local analysis is the same as in Milnor [Mi2] .
Remark. If the period of the parabolic orbit is odd, more care is needed. We will show later that the rays landing at an odd periodic parabolic point can be shared by two distinct repelling orbits after perturbation.
Before we state our next lemma, we need a brief digression to algebra. It is well-known that the resultant of two univariate polynomials P and Q is a polynomial in the coefficients of P and Q which vanishes if and only if P and Q have a common root; i.e. if and only if deg(g.c.d.(P, Q)) ≥ 1. It is sometimes desirable to generalize the notion of resultants to be able to predict the exact degree of the g.c.d. of P and Q in terms of their coefficients. This can be done by the so-called subresultants, which are polynomials in the coefficients of P and Q and whose order of vanishing tells us the exact degree of the g.c.d. of the two polynomials P and Q.
The main result on subresultants that will be used in the proof of the Lemma 2.4 is the following: Lemma 2.3. For two univariate polynomials P and Q over a domain (of degree p and q respectively, such that p > q), deg(gcd(P, Q)) ≥ j for some 0 ≤ j ≤ q if and only if sRes 0 (P, Q) = · · · = sRes j−1 (P, Q) = 0, where each sRes i (P, Q) is a polynomial expression in the coefficients of P and Q.
Proof. See [BPC, Proposition 4.25] .
We denote the unit disc in the complex plane by D and the set of all roots of unity by U .
Lemma 2.4 (Multipliers Isolated). Let k ∈ Z + and µ ∈ D∪U . Then the set of parameters c ∈ C for whichz d + c has a periodic orbit with exact period 2k and multiplier µ is finite.
Proof. We embed the family {f c } in a two-parameter family of polynomials 
c ; the multipliers of these two cycles are easily seen to be complex conjugates of each other; denote them by µ and µ.
We define the following sets:
• Λ := {c ∈ C : f c has a periodic orbit of exact period 2k with multipliers µ}, • Λ(k, µ) := {(a, b) ∈ C 2 : P a,b has two distinct orbits of period dividing k with multipliers µ and µ}, • Λ (k, µ) = {(a, b) ∈ C 2 : P a,b has two distinct orbits of exact period k with multipliers µ and µ}.
We will show that the set Λ(k, µ) is finite. Let us consider the complex numbers a, b, z 0 , z 1 satisfying the four algebraic equations
Let R µ (a, b) (respectively R µ (a, b)) be the resultant of the two polynomials
. Then a solution z 0 of (2) or (3) exists if and only if R µ (a, b) = 0 or R µ (a, b) = 0 respectively. It follows that Λ(k, µ) = {R µ (a, b) = R µ (a, b) = 0}. Since µ / ∈ R, the two algebraic varieties R µ (a, b) = 0 and R µ (a, b) = 0 are distinct. By Bézout's theorem, the intersection of two algebraic varieties R µ (a, b) = 0 and R µ (a, b) = 0 is either a finite set or a common irreducible component with unbounded projection over each variable. If they have a common irreducible component, say S, then S ⊂ Λ(k, µ) = {R µ (a, b) = R µ (a, b) = 0}. This would force Λ(k, µ) to be unbounded. But since µ ∈ D ∪ U , for any (a, b) ∈ Λ(k, µ), P a,b has two distinct attracting/parabolic cycles with multipliers µ and µ. As a result, these periodic orbits would attract at least one infinite critical orbit each. This forces all the critical orbits of P a,b to stay bounded. This implies that Λ(k, µ) is contained in the connectedness locus of the family of monic centered polynomials of degree d 2 , which is compact by [BH] : a contradiction! Case 2. Now we consider µ ∈ [−1, 1). We no longer have two distinct algebraic varieties given by (2) and (3) and the arguments of the previous case do not work. To circumvent this problem, we use the theory of subresultants.
Note that for any (a, b) ∈ Λ (k, µ), the two polynomials
) have exactly 2k distinct common solutions, all of which are simple roots of
of degree exactly 2k. Note that in this case, the polynomial P a,b can have at most two cycles of multiplier µ. It follows from Lemma 2.3 that:
It again follows from Bézout's theorem that the intersection of these algebraic varieties is a finite set: if there was a common irreducible component, then this component would be contained in Λ (k, µ) forcing it to be unbounded. But the two critical orbits of P a,b must be attracted by the two (attracting or parabolic) orbits of period k, implying that Λ (k, µ) is contained in the connectedness locus of the family of polynomials of degree d 2 , which is compact by [BH] : a contradiction! Case 3. Finally we consider µ = 1. For any (a, b) ∈ Λ (k, 1), P a,b has two distinct parabolic orbits of exact period k and multiplier 1. The first return map of each of these orbits fixes the petals. Since P a,b has only two infinite critical orbits and each cycle of petals absorbs at least one infinite critical orbit, there is exactly one petal associated with each of these parabolic periodic points. In other words, each of these parabolic periodic points is a double root of P •k a,b (z) − z. Hence, each of them contributes a linear factor to the g.c.
By Bézout's theorem, this intersection of algebraic curves is either a finite set of points or contains an unbounded irreducible component. In addition to Λ (k, 1), the right hand side of (5) can possibly contain some additional points of the form:
S 1 : Parameters (a, b) such that P a,b has a single parabolic orbit of exact period k (for some k dividing k) and multiplier a k/k -th root of unity such that there are two cycles of petals for the parabolic orbit.
S 2 : Parameters (a, b) such that P a,b has two distinct parabolic cycles of exact period k and k (for some k and k less than k and dividing k) with multipliers some k/k -th and k/k -th roots of unity respectively such that each orbit has a single cycle of petals associated with it.
Observe that for any (a, b) ∈ Λ (k, 1) ∪ S 1 ∪ S 2 , the polynomial P a,b has both its critical orbits bounded. In other words, the right hand side of (5) is contained in the connectedness locus of monic centered polynomials of degree d 2 . Hence the intersection of the algebraic curves in (5) can not contain an unbounded irreducible component and hence is finite. This finishes the proof of the theorem.
Remark. The restriction to even periods k is essential: for odd k, the period k orbit of the anti-polynomial does not split into separate period k orbits of P a,b , so the given proof does not work. In fact, the set of parameters for which there is an orbit of odd period k with multiplier µ = +1 contains finitely many arcs: this set is equal to the entire boundary of all the hyperbolic components of period k; see Theorem 3.2 below.
Lemma 2.5 (Indifferent Dynamics of Odd Period). The boundary of a hyperbolic component of odd period k consists entirely of parameters having a parabolic orbit of exact period k. In local conformal coordinates, the 2k-th iterate of such a map has the form z → z + z q+1 + . . . with q ∈ {1, 2}.
Proof. The second iterate of the first return map of a periodic point of odd period always has non-negative real multiplier. In the indifferent case, the multiplier is thus always +1. The local form of such a map is well known, with some positive integer q; see e.g. [Mi3, Section 10] . The number of attracting petals at every parabolic periodic point is q. The 2k-th iterate of the map fixes each petal (compare [NS, Corollary 4 .2]), and each of them has to absorb one critical orbit. Hence there can be at most two petals.
Definition. (Parabolic Cusps) A parameter c will be called a cusp point if it has a parabolic periodic point of odd period such that q = 2 in the previous lemma.
An orbit is parabolic if it is a merger of at least two periodic orbits, which generally is a co-dimension one condition. It turns out that for odd periods, this gives only a real co-dimension, so there are entire arcs of parabolic parameters (Theorem 3.2). Cusps are a merger of three periodic orbits, and this has real co-dimension two: there are only finitely many cusps.
Lemma 2.6 (Finitely Many Cusp Points). The number of cusp points of any given (odd) period is finite.
Proof. We use a similar idea as in the proof of Lemma 2.4. Let k be odd and consider again the family P a,b (z) = (z d + a) d + b for complex parameters a and b. Suppose a, b, and z are such that z is a cusp of period k; then we have the following three equations:
The set of simultaneous solutions to these three equations is, again using Bézout's Theorem, either finite or an algebraic variety with unbounded projection over every variable. The family P a,b has two critical orbits. If the map P a,b is cusp, both critical orbits converge to the parabolic cycle, so they are both bounded. Therefore, all the cusps are contained in the connectedness locus of monic centered polynomials of degree d 2 , which is compact. Therefore, the set of solutions is finite.
Lemma 2.7 (Bifurcations From Odd Periods). Every cusp point having a parabolic cycle of odd period k sits on the boundary of a hyperbolic component of period 2k.
Proof. Let c 0 be such a cusp point and let z 0 be a parabolic k-periodic point of f c 0 . The definition of cusp means that we have
with b = 0. It is not hard to check that the same proof as for Theorem 1.1 works. In the present case, the multiplier ρ ε is real.
Corollary 2.8 (Restricted Bifurcations from Odd Periods).
If f c has an indifferent orbit of odd period k and c is on the boundary of a hyperbolic component of period n, then n ∈ {k, 2k}.
Proof. If c is on the boundary of a hyperbolic component W of period n, then n must be a multiple of k; setting q := n/k, then q points each of the n-periodic attracting orbit in W coalesce at c. The holomorphic second iterate of the first return map then has the form z → z + z q+1 + · · · in local coordinates, and q ∈ {1, 2} by Lemma 2.5.
Lemma 2.9 (Finitely Many Hyperbolic Components). For every (even or odd) period k, the number of hyperbolic components of M * d with period k is finite.
Proof. The structure theorem on hyperbolic components in [NS] says that each even or odd period component has a unique center at which the critical orbit is periodic. Then, for the even period case, the claim follows from Lemma 2.4. For the odd period case, we take the second iterate and it suffices to show that there are only finitely many parameters (a, b) for which both critical orbits of (z d + a) d + b are periodic with period k. The corresponding Julia sets are connected, so the claim follows once again from Bézout's theorem.
Remark. a) The finiteness can also be shown, possibly more dynamically, using Hubbard trees.
b) In Section 7, we will give a recursive formula for the number of hyperbolic components of a given period.
Definition. (Characteristic Components and
Points) The characteristic Fatou component of f c is defined as the unique Fatou component of the antipolynomial containing the critical value c. If f c has a parabolic periodic orbit, then its characteristic parabolic point is defined as the unique parabolic point lying on the boundary of the characteristic Fatou component.
Lemma 2.10 (Orbit Separation Lemma). For every anti-polynomial f (z) = z d + c with parabolic dynamics, there are two periodic or pre-periodic dynamical rays which land at a common point and which together separate the characteristic parabolic point from the rest of the parabolic orbit.
Proof. The proof is similar to the holomorphic case, see [Sch, Lemma 3.7] .
Bifurcations Along Arcs
In holomorphic dynamics, the local dynamics in attracting petals of parabolic periodic points is well-understood: there is a local coordinate ζ which conjugates the first-return dynamics to the form ζ → ζ + 1 in a right half place (see Milnor [Mi3, Section 10] or Carleson-Gamelin [CG, Section II.5] ). Such a coordinate ζ is called a Fatou coordinate. Thus the quotient of the petal by the dynamics is isomorphic to a bi-infinite cylinder, called an Ecalle cylinder. Note that Fatou coordinates are uniquely determined up to addition of a complex constant.
In anti-holomorphic dynamics, the situation is at the same time restricted and richer. Indifferent dynamics of odd period is always parabolic because for an indifferent periodic point of odd period k, the 2k-th iterate is holomorphic with positive real multiplier, hence parabolic as described above. On the other hand, additional structure is given by the anti-holomorphic intermediate iterate.
Lemma 3.1 (Anti-holomorphic Fatou Coordinates). Suppose z 0 is a parabolic periodic point of odd period k of f c with only one petal (i.e. c is not a cusp) and U is a periodic Fatou component with z 0 ∈ ∂U . Then there is an open subset V ⊂ U with z 0 ∈ ∂V and f •k c (V ) ⊂ V so that for every z ∈ U , there is an n ∈ N with f •nk c (z) ∈ V . Moreover, there is a univalent map Φ : V → C with Φ(f •k c (z)) = Φ(z) + 1/2, and Φ(V ) contains a right half plane. This map Φ is unique up to horizontal translation.
The map Φ will be called an anti-holomorphic Fatou coordinate for the petal V ; it satisfies Φ(f •2k c (z)) = Φ(z) + 1 for z ∈ V in accordance with the standard theory of holomorphic Fatou coordinates. This lemma applies more generally to anti-holomorphic indifferent periodic points such that the attracting petal has odd period. If c is a cusp, the period of U is even, so the first return map is holomorphic and this lemma does not apply.
Proof. See [HS, Lemma 2.3].
The anti-holomorphic iterate interchanges both ends of the Ecalle cylinder, so it must fix one horizontal line around this cylinder (the equator ). The change of coordinate has been so chosen that the equator is the projection of the real axis. We will call the vertical Fatou coordinate the Ecalle height. Its origin is the equator. The existence of this distinguished real line, or equivalently an intrinsic meaning to Ecalle height, is specific to anti-holomorphic maps and contributes, surprisingly enough, to some simplification of matters, as compared to the holomorphic case (it automatically relates the heights of the attracting and repelling cylinders without a need for the horn map from the repelling back into the attracting cylinder). One place where this has been exploited is in the proof of non-local connectivity and non-path connectivity of the multicorns [HS] .
Theorem 3.2 (Parabolic Arcs). Let c 0 be a parameter such that f c 0 has a parabolic orbit of odd period and suppose that c 0 is not a cusp. Then c 0 is on a parabolic arc in the following sense: there exists a real-analytic arc of parabolic parameters c(t) (for t ∈ R) with quasiconformally equivalent but conformally distinct dynamics of which c 0 is an interior point. This result has first been shown by Nakane [Na2] using different methods.
Proof. We will use quasiconformal (qc-) deformations. The critical orbit is contained in the parabolic basin. We parametrize the horizontal coordinate within the Ecalle cylinder by R/Z. Choose the horizontal Fatou coordinate (the last degree of freedom of the Fatou coordinate) so that the critical point has real part 1/4 within the Ecalle cylinder, and denote its Ecalle height by h, which we call the critical Ecalle height.
It is easy to change the complex structure within the Ecalle cylinder so that the critical Ecalle height becomes any assigned real value, for example via the quasiconformal homeomorphism
This homeomorphism t commutes with the map I : z →z + 1/2, hence the corresponding Beltrami form is invariant under the map I. Note that t (1/4, h) = (1/4, h + t/2). Translating the map t by positive integers, we obtain a qc-map t commuting with I in a right half plane.
By the coordinate change z → ζ, we can transport this Beltrami form into all the attracting petals, and it is forward invariant under f c 0 . It is easy to make it backward invariant by pulling it back along the dynamics. Extending it by the zero Beltrami form outside of the entire parabolic basin, we obtain an invariant Beltrami form, and the Measurable Riemann Mapping Theorem supplies a qc-map φ t integrating this Beltrami form and conjugating the original map to a new anti-holomorphic polynomial f c(t) within the same family. Its Fatou coordinate is given by
t . Thus the Ecalle height of the critical point for f c(t) is h + t/2.
Note that the Beltrami form depends real analytically on t, so the parameter c(t) depends real analytically on t. We obtain a real analytic map from R into the multicorn M * d . Since the critical points of all f c(t) have different Ecalle heights, which is a conformal invariant, this map is injective.
Remark. Numerical experiments suggest that the arc is a smooth curve in the parameter plane when parametrized by arclength. This would follow if we could prove that the map c(t) had a nowhere vanishing derivative. One can, by passing to the biquadratic family, show that there are at most (possibly) finitely many singular points of this parametrization. The question whether such finitely many exceptional points indeed exist, is related to the smoothness of certain algebraic curves and requires further investigation.
Lemma 3.3 (Endpoints of Parabolic Arcs). For every parabolic arc c(t), the limits c ± := lim t→±∞ c(t) exist and are parabolic cusps of the same period.
Proof. The parabolic arc t → c(t) is a continuous map R → M * d , so the limit sets L ± of all accumulation points as t → ±∞ are connected and non-empty.
Let k be the odd period of the parabolic orbit for all c(t). By continuity, every c ∈ L ± is parabolic with period at most k. By Lemma 2.5, the period of the parabolic orbit of c is exactly k.
Note that the critical Ecalle height depends continuously on the parameter. In fact, the construction of Fatou coordinates in lemma 3.1 depends locally uniformly on the parameter around any non-cusp c. Therefore, if c ∈ L ± is not cusp, the critical Ecalle heights for c(t n ) tending to c, are bounded, which is a contradiction. Thus L ± consists of cusps. By finiteness of the number of cusps, the claim follows. Proof. Let c 1 (t) and c 2 (t) be two parabolic arcs, parametrized so that c i (t) has critical Ecalle height t for every t ∈ R. If these arcs have an interior point in common, then c 1 (t 0 ) = c 2 (t 0 ) for some t 0 ∈ R, and all c 1 (t) and all c 2 (t ) are quasiconformally conjugate to c i (t 0 ) and hence to each other. For every t ∈ R, the quasiconformal conjugation between c 1 (t) and c 2 (t) is conformal on the Ecalle cylinder (by identical critical Ecalle height) and hence on every bounded Fatou component, and it is also conformal on the basin of infinity. Since the Julia set has measure zero for every polynomial in which all critical orbits are in parabolic basins, c 1 (t) and c 2 (t) are conformally conjugate, and c 1 (t) = c 2 (t) for all t because c 1 (t 0 ) = c 2 (t 0 ).
Corollary 3.5 (Neighborhoods of Arcs). For every parabolic arc on which the parabolic orbits have (odd) period k, there is a unique hyperbolic component W of period k such that every point of the arc is on ∂W , and the arc meets no other hyperbolic component of period k.
Proof. Since the entire boundary of a hyperbolic component of odd period consists of parabolic arcs and cusps, and the arcs are disjoint except possibly at their common ends by Lemma 3.4, it is impossible that some parabolic arc bounds a certain hyperbolic component W along part of its length. Therefore, as soon as some point on the parabolic arc is on the boundary of a hyperbolic component of odd period, this component must extend along the entire length of the arc. Since Theorem 2.1 shows that every point on the parabolic arc is on the boundary of a hyperbolic component of the same period, which is necessarily odd, at least one of the two sides of the arc must bound a hyperbolic component of period k.
If c is a parameter on a parabolic arc which is on the boundary of two hyperbolic components W and W of period k, then every parameter on the arc must have the same property; but this is impossible because, by Theorem 2.1, every neighborhood of every point on a parabolic arc meets parameters where all orbits of period k are repelling.
Definition. (Root Arcs and Co-Root Arcs) We call a parabolic arc a root arc if, in the dynamics of any parameter on this arc, the parabolic orbit disconnects the Julia set. Otherwise, we call it a co-root arc.
Remark. Since the dynamics of all the points on the arc are quasiconformally conjugate, this classification on arcs is well-defined.
The typical structure of the boundaries of hyperbolic components of even periods is that there are d − 1 isolated root or co-root points which are connected by curves off the root locus. For hyperbolic components of odd periods, the story is in a certain sense just the opposite: the analogues of roots or co-roots are now arcs, of which there are d + 1, and the analogues of the connecting curves are the isolated cusp points between the arcs; see Theorem 1.2. There is trouble, of course, where components of even and odd periods meet, and we get bifurcations along arcs: the root of the even period component stretches along parts of two arcs. This phenomenon was first observed in [CHRS] for the main component of the tricorn. The precise statement is given in the following theorem, the proof of which can be found in [HS, Theorem 3.8, Corollary 3.9] .
Theorem 3.6 (Bifurcations Along Arcs). Every parabolic arc has, at both ends, an interval of positive length at which a bifurcation from a hyperbolic component of odd period k to a hyperbolic component of period 2k occurs.
Parabolic Arcs and Orbit Portraits
In this section, we study the combinatorial properties of the parabolic arcs in details. We begin with some definitions.
Definition. (Orbit Portraits) Let O = {z 1 , z 2 , · · · , z p } be a periodic cycle of some unicritical anti-polynomial f . If a dynamical ray R f t at a rational angle t ∈ Q/Z lands at some z i ; then for all j, the set A j of the angles of all the dynamical rays landing at z j is a non-empty finite subset of Q/Z. The collection {A 1 , A 2 , · · · , A p } will be called the Orbit Portrait P(O) of the orbit O corresponding to the anti-polynomial f .
Definition. (Roots and Co-Roots of Fatou Components) Let z be a boundary point of a periodic Fatou component U corresponding to a (super-)attracting or parabolic unicritical anti-polynomial so that the first return map of U fixes z. Then we call z a root of U if it disconnects the filled-in Julia set; if it does not, we call it a co-root.
Lemma 4.1. 1) Every co-root is the landing point of exactly one dynamical ray, and this ray has the same exact period as the component.
2) Every periodic Fatou component (for a unicritical anti-polynomial) of period greater than 1 corresponding to an attracting/parabolic orbit has exactly one root. If the period of the component is even; then it has exactly d − 2 co-roots and if the period is odd; it has exactly d co-roots. Every Fatou component of period 1 has exactly d + 1 co-roots and no root.
Proof. See [NS, Lemma 3.4] .
In what follows, we delve deep into the behavior of orbit portraits on parabolic arcs and use them to deduce many facts about the parameter rays of the multicorns. We need the following theorem, which was proved in [Na1] . The previous theorem also allows us to define parameter rays of the multicorns.
Definition. (Parameter Ray) The parameter ray at angle θ of the multicorn M * d , denoted by R θ , is defined as {Φ −1 (re 2πiθ ) : r > 1}, where Φ is the realanalytic diffeomorphism from the exterior of M * d to the exterior of the closed unit disc in the complex plane constructed in Theorem 4.2.
Let H be a hyperbolic component of odd period of M * d . The orbit portraits of the dynamical root/co-roots of the center of H remain stable throughout the hyperbolic component and extend continuously to the root/co-roots arcs (except the cusp points). Indeed, the dynamical co-roots and root of the center can be real-analytically continued throughout H and their orbit portraits remain constant. Perturbing a non-cusp parameter c into H breaks the characteristic parabolic point into an attracting point and a repelling point which is a dynamical co-root or root point of the characteristic Fatou component. Suppose A be the set of angles of dynamical rays that land at this dynamical root or co-root for the perturbed anti-polynomial. We claim that the dynamical rays at angles in A were landing at some parabolic point in the dynamical plane of c: if such a ray landed at a repelling point, it would continue to land at the continuation of this repelling periodic point for nearby parameters contradicting our assumption. If any of these rays (say at angle θ) landed at a non-characteristic parabolic point of f c , the orbit separation lemma (Lemma 2.10) would supply a partition of the dynamical plane by a pair rational dynamical rays landing at a common point, stable under small perturbations, separating the critical value from the dynamical ray at angle θ. But for arbitrarily close parameters in H, the dynamical ray at angle θ lands on the boundary of the characteristic Fatou component and there doesn't exist any rational dynamical ray pair separating the θ ray from the critical value, which is a contradiction. Thus all the dynamical rays {R c θ : θ ∈ A} land at the characteristic parabolic point. By [Mu, Theorem 2.6 ], these are the only rays landing at the characteristic parabolic point.
On the other hand, perturbing a cusp point into H breaks the parabolic periodic points into two disjoint repelling cycles (and an attracting one) and the parabolic orbit portrait of the cusp is shared among the two repelling cycles.
We collect these facts in the following lemma:
Lemma 4.3. Let H be a hyperbolic component of odd period of M * d . The set of angles of the dynamical rays that can land at the characteristic parabolic point of f c for any c ∈ ∂H is contained in the set of angles of the dynamical rays that land at various dynamical root and co-root points on the boundary of the characteristic Fatou component of the center of H.
The fact that all these possibilities are realized will be proven shortly.
Lemma 4.4. For every co-root arc C of parabolic period k, there exists a unique θ of period k (under multiplication by −d) such that the dynamical ray at angle θ lands at the characteristic parabolic point of f c for each c ∈ C.
In particular, the parabolic orbit portrait is trivial and constant on every co-root arc.
Proof. On the co-root arcs, the parabolic points do not disconnect the Julia set; hence every parabolic periodic point is the landing point of exactly one periodic dynamical ray. Let C be a co-root arc of parabolic period k and c 0 ∈ C. Let θ be the angle of the unique dynamical ray that lands at the characteristic parabolic point of f c 0 . We know that there are only d choices for the angle of the unique dynamical ray that lands at the characteristic parabolic point of f c for any c ∈ C (these are the angles of the dynamical rays that land at the dynamical co-roots of the characteristic Fatou component of the center of the hyperbolic component). Call this set of angles S. In the dynamical plane of c 0 , all the dynamical rays at angles in (S \ {θ}) land at repelling periodic points. Hence under small perturbation of c 0 along the coroot arc, these dynamical rays continue to land at repelling periodic points. Since every parabolic periodic point must be the landing point of at least one (exactly one on the co-root arcs) periodic dynamical ray, the dynamical ray at angle θ must land at the characteristic parabolic point of f c for every parameter c ∈ C close to c 0 . Therefore, the set C := {c ∈ C : R c θ lands at the characteristic parabolic point of f c } is an open set. Since there are only finitely many choices for θ; C can be written as the union of finitely many disjoint open sets. It follows that all but one of these open sets is empty and R c θ lands at the characteristic parabolic point of f c for every c ∈ C. Now it trivially follows that the parabolic orbit portrait is constant on C.
Corollary 4.5. At most one periodic parameter ray can accumulate on a co-root parabolic arc.
Lemma 4.6. For every root arc C of parabolic period k, there exists a unique pair of angles α 1 and α 2 of period 2k (under multiplication by −d) such that the dynamical rays at angles α 1 and α 2 (and none else) land at the characteristic parabolic point of f c for each c ∈ C. In particular, the parabolic orbit portrait is non-trivial and constant on every root arc.
Proof. The parabolic points on a root arc disconnect the Julia set: each parabolic periodic point is a dynamical root point. Since the period of the Fatou component is equal to the period k of the dynamical root point (as there is only one petal), exactly two rays of period 2k land at each parabolic point [NS, Corollary 4.2] . Fix c 0 ∈ C and let α 1 and α 2 be the angles of the dynamical rays that land at the characteristic parabolic point of f c 0 . There is a unique choice for the angle pair {α 1 , α 2 } (the angles of the dynamical rays that land at the unique dynamical root of the characteristic Fatou component of the center of the hyperbolic component). Therefore, the rays R c α 1 and R c α 2 (and none else) land at the characteristic parabolic point of f c for every c ∈ C. The statement about orbit portraits now follows easily.
Corollary 4.7. At most two parameter rays can accumulate on a root parabolic arc.
Lemma 4.8 (Where two co-root arcs meet). Let C 1 and C 2 be two coroot arcs (of parabolic period k) such that the dynamical ray at angle θ 1 (respectively θ 2 ) lands at the characteristic parabolic point for any parameter on C 1 (respectively C 2 ). Let c 0 be the cusp point where these two arcs meet. Then the two dynamical rays at angles θ 1 and θ 2 land at the characteristic parabolic point of f c 0 and no other ray lands there.
Proof. The dynamical rays R c 0 θ 1 and R c 0 θ 2 must land at parabolic points; otherwise they would continue to land at repelling periodic points for nearby parameters contradicting our assumption. To finish the proof, we need to show that these two rays land at the characteristic parabolic point of f c 0 : since both these rays have odd period k, this would prove that these are the only rays landing there.
If either of the two rays landed at a non-characteristic parabolic point of f c 0 , the orbit separation lemma would supply a partition by a pair of rational dynamical rays landing at a common point, stable under small perturbations, separating the critical value from the dynamical ray at angle θ 1 (respectively θ 2 ). But for parameters on C 1 (respectively C 2 ) sufficiently close to c 0 , the dynamical ray at angle θ 1 (respectively θ 2 ) lands at the characteristic parabolic point and there doesn't exist any rational dynamical ray pair separating the θ 1 (respectively θ 2 ) ray from the critical value: a contradiction! Thus both R Lemma 4.9 (Where a co-root and a root arc meet). Let C 1 and C 2 be a co-root and a root arc (of parabolic period k) such that the dynamical ray at angle θ 1 (respectively α 1 and α 2 ) lands at the characteristic parabolic point for any parameter on C 1 (respectively C 2 ). Let c 0 be the cusp point where these two arcs meet. Then the three dynamical rays at angles θ 1 , α 1 and α 2 land at the characteristic parabolic point of f c 0 and no other ray lands there.
Proof. The proof is similar to that of the previous lemma.
Boundaries of Odd Period Components
The main goal of this section is to prove Theorem 1.2, which describes the structure of the boundaries of hyperbolic components of odd periods of
The basic idea of the proof is to transfer the dynamical co-roots/roots to the parameter plane. Due to the lack of complex analytic parameter dependence, the multiplier map doesn't extend continuously to the boundary of such a hyperbolic component. Hence, the usual analytic approach is replaced by more combinatorial arguments. The next lemma, which can be viewed as a combinatorial rigidity result, lies at the heart of most of the combinatorial arguments.
Recall that a periodic Fatou component is called characteristic if it contains the critical value. A dynamical ray landing at a periodic boundary point of the characteristic Fatou component is called a supporting ray if the period of the landing point divides the period of the Fatou component; if three or more rays land together at such a point (which happens only if the period of the landing point strictly divides that of the Fatou component), only those two are called supporting rays which separate the characteristic Fatou component from all the other rays landing at the same point.
Lemma 5.1 (Supporting Rays Determine Dynamics). 1) If the characteristic Fatou components of two anti-polynomials f c 1 and f c 2 with periodic critical points of odd period have a common external angle of a supporting dynamical ray, then c 1 = c 2 .
2) Suppose f c 1 and f c 2 have parabolic cycles of odd period k and neither of them is a cusp. Assume further that the critical values of f c 1 and f c 2 have the same Ecalle height and there is a θ such that the dynamical rays at angle θ land at the parabolic points on the boundary of the critical value Fatou components for both the anti-polynomials. Then c 1 = c 2 .
Proof. 1) If f c 1 and f c 2 are two anti-polynomials with super-attracting dynamics of (same) odd period and there exists a θ such that R On the other hand, by the normalized Riemann maps φ i of the basins of infinity A ∞ (f c i ) constructed in [NS] , we define a conformal conjugacy i extend continuously to D. Since f c 1 and f c 2 have the same rational lamination, the conjugacy ψ 2 extends to a homeomorphism of A ∞ (f c 1 ) onto A ∞ (f c 2 ) such that it maps the parabolic periodic points (and their inverse orbits) of f c 1 to those of f c 2 (in particular, the characteristic parabolic point of f c 1 maps to that of f c 2 ).
It easily follows from our construction that ψ 1 and ψ 2 agree on a dense subset of their common domains of definition (the union of the boundaries of the bounded Fatou components); namely, on the parabolic orbit and their iterated pre-images. Thus, ψ 1 and ψ 2 coincide everywhere on their common domains of definition and define a homeomorphism ψ :C →C, which is a topological conjugacy between f c 1 and f c 2 and conformal outside J(f c 1 ).
We will construct a conformal conjugacy by a similar argument as in [HS, Lemma 5.8] . Consider the equipotential E of f c at some positive potential, and let E 1 , · · · , E k be piecewise analytic simple closed curves, one in each bounded periodic Fatou component of f c , that surround the postcritical set in their Fatou components and that intersect the boundary of their Fatou components in one point, which is on the parabolic orbit. Let V 0 be the domain bounded on the outside by E and on the inside by the E i 's. Then there is a quasiconformal homeomorphism ψ : C → C with ψ = ψ on C \ V 0 (i.e., the homeomorphism ψ is modified on V 0 so as to become quasiconformal, possibly giving up on the condition that ψ is a conjugation on V 0 ). Now construct a sequence of quasiconformal homeomorphisms ψ n : C → C as a sequence of pullbacks, satisfying f c 2 •ψ n+1 = ψ n •f c 1 : since the initial conjugacy respects the critical orbits, this construction is possible, and all ψ n satisfy the same bounds on the quasiconformal dilatation as ψ . Moreover, the support of the quasiconformal dilatation shrinks to the Julia set, which has measure zero. By compactness of the space of quasiconformal maps with a given dilatation, the sequence {ψ n } converges to a quasiconformal conjugation ψ ∞ between f c 1 and f c 2 , that is conformal almost everywhere. Hence, ψ ∞ is a conformal conjugacy between f c 1 and f c 2 .
Now f c 1 is conformally, hence affinely conjugate to f c 2 . However, since the Riemann maps φ i are normalized, hence tangent to the identity near ∞, so is ψ 1 and hence the conformal conjugation ψ ∞ . This implies f c 1 = f c 2 .
The first application of the previous lemma tells us where a parameter ray of odd period must accumulate.
Lemma 5.2. Let θ be the angle (of period k) of the dynamical ray that lands at a dynamical co-root of the characteristic Fatou component of the center of the hyperbolic component H of odd period k. Then the parameter ray R θ either accumulates on the closure of a single co-root arc of H or lands at a cusp on ∂H.
Proof. Every accumulation point c of R θ must have a parabolic orbit of period k and the dynamical ray at angle θ must land at the characteristic parabolic point of that parameter. By Lemma 5.1, such a parameter must lie on ∂H. Therefore, R θ either lands at some cusp point on ∂H or accumulates on the closure of a single co-root arc on ∂H.
Lemma 5.3. Let α 1 and α 2 be the angles of the dynamical rays that land at the dynamical root of the characteristic Fatou component of the center of a hyperbolic component H of odd period. Then both the parameter rays R α 1 and R α 2 either accumulate on the closure of a common root arc of H or land at a common cusp point on ∂H.
Proof. Let the period of H be k. The common period of α 1 and α 2 under multiplication by −d is 2k. Any accumulation point of these two parameter rays is either a parabolic parameter of odd period k or a parabolic parameter of even period r with r|2k such that the corresponding dynamical ray of period 2k lands at the characteristic parabolic point in the dynamical plane of that parameter. Define the set F to be the union of the closure of the finitely many root arcs and cusp points of period k and the finitely many parabolic parameters of even period and of ray period 2k. It follows that the set of accumulation points of R α 1 and R α 2 is contained in F .
Let P = {A 1 , A 2 , · · · , A k } be the orbit portrait associated with the dynamical root of the characteristic Fatou component of the center of H such that A 1 = {α 1 , α 2 }. Consider the connected components U i of
There are only finitely many components U i and they are open. Throughout every component U i , the same rays with angles in A 1 ∪ · · · ∪ A k land at common points.
Let U 1 be the component which contains all parameters c outside M * d with external angle t(c) ∈ (α 1 , α 2 ) (there is such a component as (α 1 , α 2 ) does not contain any other angle of P). U 1 must have the two parameter rays R α 1 and R α 2 on its boundary. By [Mu, Theorem 3 .1], each c ∈ U 1 \M * d has a repelling periodic orbit admitting the portrait P. If the two parameter rays at angles α 1 and α 2 do not land at the same point or do not accumulate on the same parabolic arc, then U 1 would contain parameters c outside M * d with t(c) / ∈ (α 1 , α 2 ). It follows form the remark at the end of the proof of [Mu, Theorem 3 .1] that such a parameter can never admit the orbit portrait P, a contradiction. Hence, the parameter rays R α 1 and R α 2 at the characteristic angles must land at the same parabolic point of ray period 2k or accumulate on the same root arc/cusp of M * d . It is easy to see that if R α 1 and R α 2 land at a common parabolic parameter, then the period of its parabolic orbit must be odd. Therefore, either both these parameter rays accumulate on the closure of a common root arc of H (by Lemma 5.1) or land at a common cusp point on ∂H , for some hyperbolic component H of odd period k. But it readily follows that the second iterates of the centers of H and H must have the same critical portrait, implying that H = H .
Lemma 5.4 (Number of parabolic arcs). Every hyperbolic component of odd period has at least 3 and at most d + 1 parabolic arcs on its boundary.
Proof. Let H be a hyperbolic component of odd period k. We first show that there can be at most d + 1 parabolic arcs on ∂H. Suppose there are more than d co-root arcs on ∂H. Then there would be two distinct co-root arcs such that the dynamical ray at angle θ (say) is the unique ray landing at the characteristic parabolic point of f c for all c in these two arcs, which contradicts Lemma 5.1. Similarly, if there are more than one root arc, then the two dynamical rays at angles {α 1 , α 2 } (and none else) would land at the characteristic parabolic point of f c for all c belonging to these two root arcs; which again contradicts Lemma 5.1. Thus, there are at most d + 1 arcs.
In the super-attracting dynamics at the center of the component H, the characteristic Fatou component has d + 1 boundary points which are fixed under the first return map of the Fatou component. Exactly d of them are the landing points of a single dynamical ray, and the remaining one is the landing point of two rays of period 2k; this yields a total of d + 2 (≥ 4) rays. The corresponding d + 2 parameter rays must accumulate on ∂H by Lemma 5.2 and 5.3. At most 3 of these rays can accumulate at any cusp, at most 2 at any parabolic arc ([Mu, Theorem 2.6], Corollaries 4.5, 4.7), and so that the possible rays for any arc are a subset of those possible for the cusps at the end of the arc (Lemmas 4.8 and 4.9). If ∂H contained a single arc, then it would also contain a single cusp, and ∂H could support at most 3 rays. If ∂H had exactly two parabolic arcs on its boundary, then these would either be both co-root arcs or a root and a co-root arc. In both cases, it is easy to see that ∂H could support at most 3 rays. It follows that ∂H must contain at least 3 parabolic arcs.
Corollary 5.5. For every hyperbolic component of odd period, the boundary is a simple closed curve.
Proof. Let H be a hyperbolic component of odd period k and let 3 ≤ s ≤ d + 1 be the number of parabolic arcs on its boundary. Each arc limits on both ends at cusps, by Lemma 3.3. Since H is homeomorphic to D, ∂H is a curve traversing all boundary arcs and cusps. If this is not a simple close curve, then some cusp is traversed more than once (two distinct parabolic arcs are disjoint by Lemma 3.4 and no arc is traversed more than once by Theorem 2.1: the period k component H lies only on one side of the arc). This implies that there are at least three different parabolic arcs (Lemma 5.4) meeting at a cusp point. By Lemma 5.1, the angle(s) of the dynamical ray(s) landing at the characteristic parabolic point in the dynamical plane of parameters on these arcs are all distinct. Arguing as in Lemma 4.8 and Lemma 4.9, we deduce that either three k-periodic dynamical rays or a pair of k-periodic and a pair of 2k-periodic dynamical rays land at the characteristic parabolic point in the dynamical plane of the cusp. But none of these possibilities are allowed by [Mu, Theorem 2.6 ], a contradiction! Hence, ∂H is a simple closed curve.
Corollary 5.6 (Closure of Arcs Meet Boundary). The closure of every parabolic arc intersects ∂M * d . Proof. We give a proof for the co-root arcs, the case of the root arcs being similar. Note that any co-root arc C lies on the boundary of some hyperbolic component H of odd period k. Let θ be the external angle (necessarily of period k) of the unique dynamical ray landing at the characteristic parabolic periodic point of f c for any c ∈ C (see Lemma 4.4). By the Lemma 5.2, the accumulation set L θ ⊂ ∂M * d of the parameter ray R θ must be contained in ∂H. If c ∈ L θ is not a cusp, then c is on the given parabolic arc C by Lemma 5.1. If c ∈ L θ is a cusp, then there must be two parabolic arcs terminating at c and by Lemma 4.8, Lemma 4.9 and Lemma 5.1, one of these two arcs must be C. In either case, C L θ = ∅; i.e. the closure of the parabolic arc meets ∂M * d Lemma 5.7 (Cusps in Interior). Every parabolic cusp is in the interior of M * d . Proof. If c 0 is a parabolic cusp, then it has a parabolic orbit of odd period k, so it is simultaneously on the boundary of a period k component W by Theorem 2.1, and of a period 2k component W by Lemma 2.7. The dynamical rays landing together at the dynamical root of the characteristic Fatou component of the centers of W and W are uniquely determined by the dynamical rays at the parabolic orbit, by Lemma 4.3. This determines the parameters at the centers of W and W uniquely, so W and W are the only components with c 0 on its boundary.
The boundary of W is a simple closed curve by Corollary 5.5. Let c 1 and c 2 be two points on the two parabolic arcs C 1 and C 2 respectively that terminate at c 0 , and sufficiently close to c 0 so that both are on ∂W ∩ ∂W . Connect c 1 to c 2 by a curve within W . This curve must go around either W or c 0 .
If this curve surrounds W , then the only possible point in ∂W ∩ ∂M * d is c 0 (recall from [Na1] that the exterior of M * d is connected). But by Lemma 5.4, this would imply that the closure of a third parabolic arc C 3 was surrounded as well. But C 3 must intersect ∂M * d (by Corollary 5.6), which is a contradiction.
The other remaining possibility is that the curve surrounds c 0 , and c 0 is in the interior of M * d . Corollary 5.8 (Arcs Meet Boundary). The interior of every parabolic arc intersects ∂M * d . Proof. This is clear from Corollary 5.6 and Lemma 5.7.
Corollary 5.9. Every rational parameter ray at an angle θ of odd period k lands/accumulates on a sub-arc of a single parabolic arc of period k.
Definition. (Impression of a Ray) The limit set of a parameter ray
The impression of the ray is the set Lemma 5.10. Let a rational parameter ray at an odd-periodic angle θ lands / accumulates on a sub-arc of the parabolic arc C. Then the impression of this parameter ray contains C ∩ ∂M * d . Proof. By Corollary 4.5, R θ is the only parameter ray at a periodic angle that can accumulate on C. By standard arguments, a parameter ray at a pre-periodic angle can never accumulate on a parabolic arc. It follows that R θ is the only parameter ray that accumulates on C. It is now easy to see that every neighborhood of a point in C ∩ ∂M * d intersects some parameter ray at angle sufficiently close to θ; proving the claim. the supporting rays at the dynamical boundary fixed points have the same external angles as the parameter rays accumulating at this arc; moreover, when continuing the boundary fixed points real-analytically through H towards a boundary arc, the corresponding boundary fixed point becomes parabolic.
Corollary 5.12. Let H be a hyperbolic component of odd period k. Let R α 1 , R α 2 be the two parameter rays at 2k-periodic angles that accumulate on the unique root arc and R θ 1 , R θ 2 be the two parameter rays at k-periodic angles that accumulate on the two co-root arcs adjacent to the root arc of
Proof. Let c 1 and c 2 be the two cusps at the ends of the unique root arc of H and P 1 , P 2 be the parabolic orbit portraits of f c 1 , f c 2 respectively. The lengths of the characteristic arcs of P 1 , P 2 are θ 1 − α 1 and α 2 − θ 2 respectively (possibly after renumbering c 1 and c 2 ). By [Mu, Lemma 3.5 
Remark. We have shown that exactly 2 rays at k-periodic angles and 2 rays at 2k-periodic angles accumulate on the boundary of a hyperbolic component H of odd period k of the tricorn. It is easy to see that starting from one of the rays at a k-periodic angle accumulating on ∂H, one can find the other ray (at a k-periodic angle) by an algorithm similar to that of finding conjugate rays of the Mandelbrot set (see [BS] ). Hence, given any parameter ray accumulating on ∂H, this algorithm together with Corollary 5.12 allows us to determine all the other rays accumulating there.
Discontinuity of Landing Points
Throughout this section, we assume the following:
• H is a hyperbolic component of odd period k of M * d .
• C 0 is a root arc on the boundary of H.
• C 1 and C 2 are two co-root arcs on the boundary of H.
• R c α 1 and R c α 2 land at the characteristic parabolic point of f c for every parameter c ∈ C 0 . Hence, the two parameter rays at angles α 1 and α 2 accumulate on C 0 .
• R c θ 1 (respectively R c θ 2 ) lands at the characteristic parabolic point of f c for every parameter c ∈ C 1 (respectively C 2 ). Hence, the parameter ray at angle θ 1 (respectively θ 2 ) accumulate on C 1 (respectively C 2 ).
• P 1 is the parabolic orbit portrait of the cusp point f c 1 where C 0 and C 1 meet such that the characteristic angles are {θ 1 , α 1 }. • P 2 is the parabolic orbit portrait of the cusp point f c 2 where C 1 and C 2 meet such that the characteristic angles are {θ 1 , θ 2 }. • H (respectively H ) is the hyperbolic component of period 2k that bifurcates from the arcs C 0 and C 1 (respectively C 1 and C 2 ).
• The P 1 -wake (respectively P 2 -wake) is defined as:
The landing point of the dynamical ray R c θ .
Lemma 6.1. The set of angles of dynamical rays landing at the dynamical root of the characteristic Fatou component of the center of H (respectively H ) is given by {θ 1 , α 1 , α 2 } (respectively {θ 1 , θ 2 }).
Proof. We prove the result for H . The other case can be proved analogously.
The dynamical root of the characteristic Fatou component of the center of H has period k and it lies on the boundary of exactly two Fatou components of period 2k each. By [NS, Corollary 4.2] , this dynamical root point z is the landing point either of exactly two rays of period k (which are fixed by the first return map of z) or of exactly one ray of period k and exactly two rays of period 2k (the first one is fixed; the latter two are interchanged by the first return map). Call this set of angles A. This dynamical root point can be followed continuously throughout H and the same set of dynamical rays land at the continuations.
The characteristic parabolic point of f c 1 is a triple fixed point of f •2k c 1 which splits into two attracting points (both of period 2k under f c 1 ) and a repelling point (of period k under f c 1 ) when perturbed into H . In fact, this repelling point is the dynamical root point of the characteristic Fatou component of the perturbed anti-polynomial. If the dynamical rays at angles in A landed at some repelling periodic point(s) in the dynamical plane of c 1 , then for nearby parameters they would continue to land at the continuations of those repelling points; which would necessarily be different from the dynamical root point of the characteristic Fatou component: a contradiction. Therefore, the set of rays {R c 1 β : β ∈ A} land at the parabolic orbit of f c 1 .
It follows from the orbit separation lemma that these rays must land at the characteristic parabolic point. We know by Lemma 4.9 that the three dynamical rays at angles θ 1 , α 1 and α 2 land at the characteristic parabolic point of f c 1 and no other ray lands there. Therefore, A ⊆ {θ 1 , α 1 , α 2 }. It now follows that A = {θ 1 , α 1 , α 2 }.
The external angle t(c) of every parameter
) lies in the characteristic arc (α 1 , θ 1 ) (respectively (θ 1 , θ 2 )) of P 1 (respectively P 2 ). It follows from the proof of [Mu, Theorem 3 .1] that f c has a repelling periodic orbit with associated orbit portrait P 1 (respectively P 2 ) for every c ∈ W
). The next theorem shows that the landing point of the dynamical ray at angle θ 1 undergoes a jump discontinuity as one approaches the parabolic arc C 1 from the wakes W P 1 and W P 2 . The idea is simple: there exist parameters arbitrarily close to C 1 for which the dynamical θ 1 -ray and one (or two) other fixed dynamical ray(s) land at a common point, depending on whether the parameter is in the wake W P 2 or W P 1 . But on the parabolic arc C 1 , which is on the boundary on these wakes, the dynamical θ 1 -ray lands alone.
Theorem 6.2 (Landing Point Depends Discontinuously on Parameters).
The map L θ 1 : S(θ 1 ) → C is discontinuous at every point of C 1 .
Proof. We first note that the rays R c θ 2 , R c α 1 and R c α 2 land on repelling periodic points for each c ∈ C 1 . Therefore, each of the maps L θ 2 , L α 1 and L α 2 is continuous in a neighborhood of C 1 (this neighborhood doesn't contain the cusps).
By Theorem 3.2 and Lemma 3.3, the Ecalle height of the critical value parametrizes the parabolic arc C 1 ; i.e. there is a real-analytic bijection c : R → C 1 such that lim For any t ∈ (−∞, b], every neighborhood c(t) contains parameters c ∈ W P 2 such that R c θ 1 and R c θ 2 land together in the dynamical plane of f c ; i.e. L θ 1 (c ) = L θ 2 (c ) and L θ 2 is continuous in this neighborhood. If L θ 1 was continuous at c(t), this would imply that L θ 1 (c(t)) = L θ 2 (c(t)). This contradicts the fact that only one dynamical ray lands at the characteristic parabolic point of c(t) (since c(t) lies on a co-root arc). Therefore, L θ 1 is discontinuous on c (−∞, b].
On the other hand, if t ∈ [a, ∞), every neighborhood c(t) would contain parameters c ∈ W P 1 such that R c θ 1 and R c α 1 land together in the dynamical plane of f c ; i.e. L θ 1 (c ) = L α 1 (c ) and L α 1 is continuous in this neighborhood. If L θ 1 was continuous at c(t), we would have L θ 1 (c(t)) = L α 1 (c(t)). This again contradicts the fact that only one dynamical ray lands at the characteristic parabolic point of c(t) (since c(t) lies on a co-root arc). Therefore, L θ 1 is discontinuous on c [a, ∞). Figure 5 . Clock-wise from top left: The points c, c and c lie on the parabolic arc C 1 and in the two wakes W P 2 and W P 1 respectively. The dynamical planes of f c , f c and f c exhibit the jump discontinuity of the landing point of the dynamical 4/9-ray under perturbations into two different wakes.
Corollary 6.3. The set of accumulation points of the parameter ray R θ 1 is c [a, b] = {c ∈ C 1 : every neighborhood of c contains c and c such that
Number of Hyperbolic Components
In this final section, we will prove Theorem 1.3, which gives a formula for the number of hyperbolic components of period k of M * d . This is done by counting the number of parameter rays at k-periodic angles (under multiplication by −d) that land on the boundary of a hyperbolic component of the same period.
For any k ∈ N, k > 2, let φ(d, k) denote the number of angles in Q/Z of exact period k under multiplication by −d. It is easy to check that this is equal to the number of angles in Q/Z of exact period k under multiplication by d. It is well-known that the number of hyperbolic components of period [EMS] ).
Lemma 7.1. For any odd k( = 1), there are exactly
We have seen in Section 5 that every parameter ray at a k-periodic angle (k odd, k = 1) lands/accumulates on a sub-arc of a parabolic arc of some hyperbolic component of period k. Further, every hyperbolic component of odd period k absorbs exactly d parameter rays at k-periodic angles. A single ray can not accumulate on the boundary of two distinct hyperbolic components of period k (Corollary 3.5). Therefore, every hyperbolic components of period k has d rays of its own and this accounts for all the parameter rays at k-periodic angles. Hence,
The second statement follows from the proof of [EMS, Corollary 5.4 ]. Now we turn our attention to the hyperbolic components of even periods. The first step is to discuss the number of rays landing on the boundary of an even-periodic hyperbolic component that bifurcates from an odd periodic one. We stick to the terminologies of Section 6. Lemma 7.2. 1) Let k be an odd integer. Every rational parameter ray at a 2k-periodic angle θ either lands at a parabolic parameter on the boundary of a hyperbolic component of period 2k or lands/accumulates on a sub-arc of a parabolic root arc of a hyperbolic component of period k.
2) Let θ be periodic with period 4k, for some k ∈ N. Then the parameter ray R θ lands at a parabolic parameter of even period. In particular, the landing point lies on the boundary of a hyperbolic component of period 4k.
Proof. 1) Let θ be of period 2k under multiplication by −d. If c is an accumulation point of the parameter ray R θ , then R c θ lands on a parabolic point of period r in the dynamical plane of f c such that r|2k. By Lemma 2.4, there are only finitely many such c with even values of r. If r is odd, [Mu, Lemma 2.5 ] says that r = k. Therefore, the accumulation set of R θ is contained in the union of the (finitely many) parabolic arcs of period k and a finite number of parabolic parameters of even parabolic period and ray period 2k. Since the set of accumulation points of a ray is connected, we conclude that R θ either lands/accumulates on a sub-arc of a single parabolic (root) arc of a hyperbolic component of period k or lands at a parabolic parameter of even parabolic period r with ray period 2k. In the latter case, if r = 2k, it follows from Theorem 2.1 that the landing point lies on the boundary of some hyperbolic component of period 2k. On the other hand if r is a proper divisor of 2k, then it is not hard to show that the multiplier of this r-periodic parabolic orbit is a 2k/r-th root of unity. It then follows from Theorem 1.1 that the landing point lies on the boundary of a hyperbolic component of period 2k.
2) Every accumulation point of R θ is a parabolic parameter of period r with ray period 4k such that r|4k. By Lemma [Mu, Lemma 2.5] , r must be even. Since there are only finitely such parabolic parameters (by Lemma 2.4), the ray must land at a parabolic parameter of ray period 4k. The fact that the landing point lies on the boundary of a hyperbolic component of period 4k is proved as in the previous case.
Lemma 7.3. Let H be a hyperbolic component of period 2k bifurcating from a hyperbolic component H of odd period k of M * d . Then exactly d − 2 parameter rays at 2k-periodic angles land on the boundary of H .
Proof. If a parameter ray R θ at a 2k-periodic angle lands on the boundary of a hyperbolic component H of period 2k, then the landing point must be a co-root or root point of H (compare [EMS] ). It follows that θ is contained in the set of angles of the dynamical rays that land at various dynamical root and co-root points on the boundary of the characteristic Fatou component of the center c of H .
The characteristic Fatou component of f c has exactly d − 2 dynamical co-root points and exactly one dynamical root point. This dynamical root point is the landing point of exactly two dynamical ray at 2k-periodic angles (and a ray at k-periodic angle), by Lemma 6.1. But the parameter rays at these angles are already absorbed by the odd periodic hyperbolic component H. On the other hand, each of the dynamical co-root points is the landing point of exactly one dynamical ray at a 2k-periodic angle. By the previous lemma, the d − 2 parameter rays at these angles either land at parabolic parameters on the boundary of a hyperbolic components of period 2k or land/accumulate on parabolic root arcs of hyperbolic components of period k.
We claim that they land on hyperbolic components of period 2k. If not, then such a ray at 2k-periodic angle θ would accumulate on the root arc of a hyperbolic component H 1 of period k. Then there is hyperbolic component H 1 of period 2k (with center c 1 ) bifurcating from H 1 such that the θ-ray lands at the dynamical root point of the characteristic Fatou component of f c 1 and is a (left)supporting ray. This implies that the post-critically finite holomorphic polynomials f 2 c and f 2 c 1 have the same critical portrait. It follows from [Po, Theorem 2.4 ] that c = c 1 and hence, H = H 1 . This is a contradiction since a dynamical ray cannot simultaneously land at a dynamical co-root and a dynamical root point of a Fatou component! Therefore, all the d − 2 parameter rays under consideration land on the boundary of hyperbolic components of period 2k. But it is easy to check that if one of these rays landed on the boundary of some other component of period 2k, then the center of that component would have the same critical portrait as c. By [Po, Theorem 2.4] , this is impossible. Hence, all these d−2 parameter land on the boundary of H and these are all.
Lemma 7.4. Let H be a hyperbolic component of even period k that doesn't bifurcate from an odd period hyperbolic component. Then exactly d parameter rays at k-periodic angles land on the boundary of H.
Proof. As in the previous lemma, if a parameter ray at an k-periodic angle θ lands on the boundary of H, then θ is contained in the set of angles of the dynamical rays that land at various dynamical root and co-root points on the boundary of the characteristic Fatou component of the center c of H. The characteristic Fatou component of the center of H has exactly d − 2 dynamical co-root points and exactly one dynamical root point. Each of these co-roots is the landing point of a unique periodic dynamical ray of period k. One can argue as in Lemma 7.3 that the d − 2 parameter rays at these angles land at parabolic parameters on the boundary of H.
The dynamical root point of the characteristic Fatou component of c has a non-trivial orbit portrait. Let its characteristic angles be {t − , t + }. Arguing as in Lemma 5.3, we see that the two parameter rays R t − and R t + land at a common parabolic parameter on the boundary of a hyperbolic component of period k. Another straight-forward application of [Po, Theorem 2.4] shows that this component must be H. The landing point of R t − and R t + is called the root point of H, which is the unique parabolic parameter on ∂H with ray period k with the property that the parabolic orbit disconnects the Julia set. The proof of the fact that R t − and R t + are the only parameter rays landing at this root point is analogous to the holomorphic case (see [EMS] , [Sch] ). This completes the proof that exactly d parameter rays at k-periodic angles land on the boundary of H.
Proof of Theorem 1.3. For any odd integer k, the result follows from Lemma 7.1.
If k is a multiple of 4, a hyperbolic component of period k can never bifurcate from a hyperbolic component of odd period. In this case, the result follows from Lemma 7.4.
In the remaining case when k is twice an odd integer, we have to work a little more. There are exactly s * d,k/2 hyperbolic components of period k/2 and each of them absorbs two parameter rays at k-periodic angles. Each of these hyperbolic components of period k/2 have d + 1 hyperbolic components of period k bifurcating from it. Each of these hyperbolic components of period k absorb exactly d − 2 parameter rays at k-periodic angles. This accounts for 
