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U okviru matematike nezˇivotnog osiguranja, teorija rizika bavi se modeliranjem i izracˇunom
sˇteta i rizika, njihove distribucije te vjerojatnosti propasti odnosno gubitka u portfelju po-
lica osiguranja. Svako osiguravajuc´e drusˇtvo nastoji predvidjeti visine sˇteta u buduc´nosti
koje c´e trebati podmiriti osiguranicima te u skladu s tim odrediti visine premija. Teorija
rizika u aktuarstvu bavi se izradom matematicˇkih modela s ciljem sprjecˇavanja nastajanja
situacija da osiguravatelj nema dovoljno sredstava za naknadu sˇteta. U tom slucˇaju, kada
razina zahtjeva za isplatom prijede kapital, osiguravatelju prijeti propast. Zato je potrebno
minimizirati vjerojatnost da ukupni zahtjev za isplatom postane vec´i od kapitala tj. vjero-
jatnost propasti. Tema ovog rada su funkcije propasti procesa rizika. S aktuarovim ciljem
da cˇim bolje predvidi ponasˇanje vjerojatnosne funkcije propasti razvijeni su mnogi ma-
tematicˇki modeli. Le´vyjevi procesi, nazvani po Francuskom matematicˇaru Paulu Le´vyju,
koriste se kao matematicˇki model u modeliranju prihoda osiguravajuc´eg drusˇtva. Stoga su
Le´vyjevi procesi tema prvog dijela ovog rada. Neki poznati Le´vyjevi osiguravajuc´i modeli
kronolosˇki su nastali ovako: 1930. Crame´r i Lundberg objavljuju klasicˇni model, 1991.
Dufresne i Gerber Brownovo gibanje te zatim Dufresne, Gerber i Shiu Gamma procese,
1998. Furrer α− stabilni proces, a iste godine Gerber i Shiu predstavljaju EDPF funk-
cije propasti (Expected Discounted Penalty Function), 2004. Huzak, Vondracˇek, Sˇikic´ i
Perman Generalizirane rizicˇne procese, 2007. Morales i Garrido EDPF za perturbirane
subordinatore i 2010. Morales, Biffis i Kyprianou generalizirane EDPF. U drugom dijelu
rada promatramo funkcije propasti Crame´r-Lundbergovog modela i Furerrovog α− stabil-
nog spektralno negativnog modela. Bavimo se brojem sjecisˇta dviju funkcija propasti te






Uredenu trojku (Ω,F ,P) zovemo vjerojatnosni prostor ako:
(i) Ω je neprazan skup, a njegove elemente zovemo elementarnim dogadajima
(ii) F je σ - algebra dogadaja na Ω t.j. neprazna familija podskupova od Ω koja sadrzˇi Ω
te je zatvorena na komplementiranje i prebrojive unije
(iii) P : F → [ 0, 1] je σ- aditivna funkcija na F takva da je P(Ω) = 1 koju zovemo
vjerojatnost.
Definicija 1.1.1. Slucˇajna varijabla na (Ω,F ) je funkcija X : Ω → R izmjeriva u paru σ
- algebri (F ,B(R)), tj. X−1(B) ∈ F , ∀B ∈ B(R) gdje je B(R) Borelova σ-algebra na R.
Funkcija X : Ω → Rn izmjeriva u paru σ - algebri (F ,B(Rn)), gdje je B(Rn) Borelova
σ-algebra na Rn naziva se slucˇajni vektor.
Definicija 1.1.2. Distribucija µ slucˇajne varijable X je funkcija µ : B(R) → [0, 1] defini-
rana s µ(B) = P(X ∈ B), ∀B ∈ B(R). Funkcija F : R → [0, 1] definirana s F(x) = P(X ≤
x), x ∈ R naziva se funkcija distribucije slucˇajne varijable X. Funkcija F : Rn → [0, 1]
definirana s F(x) = F(x1, x2, . . . , xn) = P(X1 ≤ x1, X2 ≤ x2, . . . , Xn ≤ xn), x ∈ Rn na-
ziva se funkcija distribucije slucˇajnog vektora X = (X1, X2, . . . , Xn). Distribucija i funkcija
distribucije su u 1-1 korespondenciji.
Definicija 1.1.3. Neka je (Ω,F ) izmjeriv prostor, te neka je T ⊂ R skup indeksa koji se
interpretiraju kao vremenski trenuci i ∀t ∈ T, Xt slucˇajna varijabla na (Ω,F ). Ako je T
diskretan skup, T = N0, familiju slucˇajnih varijabli {Xt : t ∈ T } zovemo slucˇajni proces s
diskretnim vremenom, dok ako je T = R+, familiju slucˇajnih varijabli {Xt : t ∈ T } zovemo
slucˇajni proces s kontinuiranim vremenom.
2
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Definicija 1.1.4. Neka je T ⊂ R skup indeksa koji se interpretiraju kao vremenski trenuci.
Funkciju koja za fiksirani ω ∈ Ω svakom elementu t ∈ T pridruzˇuje realizaciju Xt(ω)
nazivamo trajektorijom slucˇajnog procesa {Xt : t ∈ T }.
Definicija 1.1.5. Slucˇajni proces {Xt : t ≥ 0} ima stacionarne priraste ako vrijedi
Xt − Xs d= Xt+h − Xs+h, ∀ 0 ≤ s ≤ t, h ≥ 0
gdje je d= jednakost po distribuciji.
Definicija 1.1.6. Slucˇajni proces {Xt : t ≥ 0} ima nezavisne priraste ako vrijedi Xt − Xs je
nezavisan s {Xu : u ≤ s}.
Definicija 1.1.7. Slucˇajni proces N = {Nt : t ≥ 0} definiran na vjerojatnosnom prostoru
(Ω,F ,P) se naziva Poissonov proces s parametrom λ > 0 ako zadovoljava sljedec´e:
i) P(N0 = 0) = 1
ii) N ima stacionarne priraste
iii) N ima nezavisne priraste
iv) za svaki t > 0, Nt je Poissonova slucˇajna varijabla s parametrom λt.
Definicija 1.1.8. Slucˇajni proces B = {Bt : t ≥ 0} definiran na vjerojatnosnom prostoru
(Ω,F , P) se naziva Brownovo gibanje ako zadovoljava sljedec´a svojstva:
i) P(B0 = 0) = 1
ii) B ima stacionarne priraste
iii) B ima nezavisne priraste
iv) gotovo sve trajektorije od B = {Bt : t ≥ 0} su neprekidne funkcije
v) za svaki t ≥ 0, Bt je po distribuciji jednako normalnoj slucˇajnoj varijabli s varijancom t.
Definirajmo sada pojam jedne klase stohasticˇkih procesa koja obuhvac´a Poissonov proces
i Brownovo gibanje.
Definicija 1.1.9. Neka je (Ω,F ,P) vjerojatnosni prostor. Proces X = {Xt : t ≥ 0} se naziva
Le´vyjev proces ako ima sljedec´a svojstva:
i) P(X0 = 0) = 1
ii) X ima stacionarne priraste
iii) X ima nezavisne priraste
iv) Trajektorije od X su P-g.s. neprekidne s desna te imaju limes s lijeva.
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1.2 Beskonacˇno djeljive distribucije, Le´vy-Khintchinova
formula
U ovom potpoglavlju razmatramo vazˇno svojstvo karakteristicˇno za Le´vyjeve procese, be-
skonacˇnu djeljivost distribucije. Zatim promatramo Le´vyjevu mjeru te dajemo iskaz Le´vy-
Khintchinove formule koja beskonacˇno djeljivoj distribuciji pridruzˇuje Le´vyjev proces.
Definicija 1.2.1. Neka jeB(Rn) skup svih konacˇnih Borelovih mjera naRn. Karakteristicˇna





gdje je (θ, x) = θ1x1 + · · · + θnxn.
Neka je F vjerojatnosna funkcija distribucije na R.











Neka je X slucˇajna varijabla s funkcijom distribucije FX . Tada karakteristicˇnu funkciju od
FX zovemo i karakteristicˇnom funkcijom od X i oznacˇavamo s ϕX. Vrijedi:
ϕX(θ) = E(eiθX), θ ∈ R. (1.1)
Ako je X diskretna slucˇajna varijabla sa zakonom razdiobe P(X = xk) = pk, k = 1, 2, ...




eiθxk pk, θ ∈ R, k ∈ N.




eiθx fX(x)dx, θ ∈ R.
Definicija 1.2.3. Neka je X = (X1, . . . , Xn) n-dimenzionalni slucˇajni vektor s funkcijom





ei(θ,x)dF(x), θ = (θ1, . . . , θn) ∈ Rn.
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Teorem 1.2.4. Neka je (X1, . . . , Xn) vektor nezavisnih slucˇajnih varijabli. Tada je
ϕX1,X2,...,Xn(θ1, θ2, ..., θn) =
∏
1≤k≤n
ϕXk(θk), ∀θ1, ..., θn ∈ R.
Dokaz. Za sve θ1, . . . , θn ∈ R vrijedi:
ϕX1,X2,...,Xn(θ1, θ2, ..., θn) = E(e
i
∑n











Definicija 1.2.5. Kazˇemo da slucˇajna varijabla X ima beskonacˇno djeljivu distribuciju ako
∀n ∈ N postoji niz nezavisnih jednako distribuiranih slucˇajnih varijabli X1,n, ..., Xn,n takvih
da vrijedi
X d= X1,n + X2,n + ... + Xn,n.
Alternativno, u terminima mjere, neka slucˇajna varijabla X ima distribuciju µ, onda je µ
beskonacˇno djeljiva ako ∀n ∈ N postoje distribucije µn takve da vrijedi µ = µ∗nn .
Ako pogledamo karakteristicˇnu funkciju ϕµ(θ) =
∫
R
eiθxdµ(x) pridruzˇenu toj distribuciji,
onda vrijedi ϕµ(θ) = ϕnµn(θ), gdje su ϕµn karakteristicˇne funkcije pridruzˇene distribucijama
µn.
Teorem 1.2.6. (Le´vy-Khintchinova formula)
Vjerojatnosna distribucija µ na R je beskonacˇno djeljiva ako i samo ako ϕµ(θ) = e−ψ(θ),
gdje je






(1 − eiθx + iθx1|x|<1)dΠ(x)
za θ ∈ R, a ∈ R, σ2 ≥ 0 i Π je Borelova mjera koncentrirana na R \ {0} , za koju vrijedi∫
R
(1 ∧ x2)dΠ(x) < ∞. Nadalje, a, σ2 i Π su jedinstveni.
Definicija 1.2.7. Trojka (a, σ2,Π) se naziva Le´vyjeva trojka, a parametar drifta, σ2 difu-
zijski parametar, Π Le´vyjeva mjera te ψµ karakteristicˇni eksponent.
Le´vyjeva mjera Π na R je mjera koja zadovoljava∫
R
(1 ∧ x2)dΠ(x) < ∞. (1.2)
Intuitivno, Le´vyjeva mjera opisuje ocˇekivani broj skokova odredene visine u intervalu du-
ljine 1. Ako je Π konacˇna, λ = Π(R) =
∫
R
dΠ(x) < ∞ onda definiramo vjerojatnosnu mjeru
s dF(x) = dΠ(x)
λ
, gdje je λ ocˇekivani broj skokova, a dF(x) distribucija skoka visine x. Za
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Π(R) = ∞ ocˇekujemo beskonacˇno mnogo malih skokova. Vrijede sljedec´e dvije tvrdnje o
konacˇnosti Le´vyjeve mjere: ∫
|x|<1
|x|2Π(dx) < ∞, (1.3)∫
|x|>1
Π(dx) < ∞. (1.4)
Ako je visina skoka vec´a od 1 (|x| > 1) onda (1.2) poprima oblik (1.4), sˇto govori da
Le´vyjeva mjera ima konacˇan ocˇekivani broj velikih skokova u jedinici vremena. Ako je
visina skoka manja od 1 (|x| < 1) (1.2) poprima oblik (1.3) pa zakljucˇujemo da Le´vyjeva
mjera ne mora imati konacˇan broj malih skokova po jedinici vremena. Le´vyjeva mjera
nosi i informaciju o konacˇnosti momenata Le´vyjevih procesa. Neka je X Le´vyjev proces s
trojkom (a, σ2,Π). Vrijedi: Xt ima konacˇan p-ti moment, p > 0,
E[|Xt|p] < ∞ ⇐⇒
∫
|x|≥1
|x|pdΠ(x) < ∞. (1.5)
Za svaki Le´vyjev proces s konacˇnim momentima, E[Xpt ] := fp(t) p-ti moment je polinom i
zadovoljava binomni identitet,








Takoder vrijedi (za dokaz [3], teorem 3.6.)
E[eθXt] < ∞, ∀t ≥ 0⇐⇒
∫
|x|≥1
eθxdΠ(x) < ∞, θ ∈ R. (1.6)
Pogledajmo sada detaljnije vezu izmedu beskonacˇno djeljivih distribucija i Le´vyjevih pro-
cesa. Neka je X = {Xt : t > 0} Le´vyjev proces. Iz definicije Le´vyjevih procesa vidimo
da ∀t > 0, Xt je slucˇajna varijabla koja pripada klasi beskonacˇno djeljivih distribucija. To
slijedi iz sljedec´eg: ∀n ∈ N vrijedi
Xt = X tn + (X 2tn − X tn ) + ... + (X (n−1)tn − X (n−2)tn ) + (X ntn − X (n−1)tn )
te cˇinjenice da X ima stacionarne i nezavisne priraste.
Neka je ψt karakteristicˇni eksponent od Xt.
e−ψt(θ) = E(eiθXt)
Sada za m ∈ N vrijedi:
e−ψm(θ) = E(eiθXm) = E(eiθ(X1+(X2−X1)+···+(Xm−Xm−1))).
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Zbog nezavisnosti prirasta slijedi
E(eiθ(X1+(X2−X1)+···+(Xm−Xm−1))) = E(eiθX1) · E(eiθ(X2−X1)) · · · · · E(eiθ(Xm−X(m−1))).
Iz stacionarnosti prirasta slijedi
E(eiθX1) · E(eiθ(X2−X1)) · · · · · E(eiθ(Xm−X(m−1))) = E(eiθX1)m = (e−ψ1(θ))m.
Slijedi da za sve m, n ∈ N
m · ψ1(θ) = ψm(θ) = n · ψmn (θ).
Takoder, za bilo koji t > 0 iracionalan postoji padajuc´i niz racionalnih brojeva {tn : n ∈
N}, tn ↓ t kad n → ∞. Za t racionalan broj, neprekidnost zdesna procesa X povlacˇi
neprekidnost zdesna od e−ψt(θ) pa za svaki t ≥ 1 vrijedi
ψt(θ) = tψ1(θ)
te svaki Le´vyjev proces ima svojstvo da ∀t ≥ 0
E(eiθXt) = e−tψ(θ) (1.7)
gdje je ψ(θ) = ψ1(θ) karakteristicˇni eksponent od slucˇajne varijable X1, koja je beskonacˇno
djeljive distribucije. Sada je jasno da svaki Le´vyjev proces mozˇemo povezati s beskonacˇno
djeljivim distribucijama. Medutim, nije jasno mozˇemo li za danu beskonacˇno djeljivu
distribuciju konstruirati Le´vyjev proces X, takav da X1 ima tu distribuciju. Odgovor na
to pitanje daje iduc´i teorem.
Teorem 1.2.8. (Le´vy-Khintchinova formula za Le´vyjev proces) Neka je µ beskonacˇno dje-
ljiva distribucija. Postoji Le´vyjev proces takav da vrijedi ψµ = ψ1,






(1 − eiθx + iθx1|x|<1)dΠ(x)
za a ∈ R, σ2 ≥ 0 i Π je Borelova mjera koja zadovoljava ∫
R
(1∧ x2)dΠ(x) < ∞. Nadalje, a,
σ2 i Π su jedinstveni.
Za dva Le´vyjeva procesa opc´enito vrijedi: suma dva nezavisna Le´vyjeva procesa je
Le´vyjev proces. Neka su X(1) = {X(1)t : t ≥ 0} i X(2) = {X(2)t : t ≥ 0} dva nezavisna Le´vyjeva
procesa i X = {X(1)t + X(2)t : t ≥ 0}. Kako su X(1) i X(2) Le´vyjevi, njihove distribucije µ1
i µ2 su beskonacˇno djeljive i ∃ ψ1, ψ2 takvi da za njihove karakteristicˇne funkcije vrijedi
ϕ1(θ) = e−ψ1(θ), ϕ2(θ) = e−ψ2(θ). Za karakteristicˇnu funkciju od X vrijedi:
ϕX(θ) = E[eiθ(X
(1)+X(2))] = ϕ1(θ)ϕ2(θ) = e−(ψ1(θ)+ψ2(θ)).
Kako je zbroj dva nezavisna karakteristicˇna eksponenta karakteristicˇni eksponent po (1.2.8)
postoji Le´vyjev proces cˇija je karakteristicˇna funkcija ϕX.
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1.3 Primjeri Le´vyjevih procesa
Deterministicˇki Le´vyjev proces
Najjednostavniji Le´vyjev proces je linearni drift. Slucˇajni proces {Xt : t ≥ 0} je linearni
drift ako ima oblik:
Xt = at, a ∈ R.
Neka je θ ∈ R,
ϕ(θ) = E(eiθat) = eiθat
pa je karakteristicˇni eksponent po (1.7) oblika:
ψ(θ) = −iθa
te je po Le´vy- Khintchinovoj formuli Le´vyjeva trojka dana s a = −a, σ = 0,Π = 0.
Poissonov proces
Neka je λ > 0. Vjerojatnosnu distribuciju µλ definiranu na k ∈ N0 s





Za pocˇetak, izracˇunajmo karakteristicˇnu funkciju Poissonove slucˇajne varijable. Neka X












= e−λ · eλeiθ = eλ·(eiθ−1).





n,∀n ∈ N, θ ∈ R (1.9)
gdje je Xn ∼ P(λn ), n ∈ N. Slijedi da je Poissonova distribucija beskonacˇno djeljiva. Re-
zultat u (1.9) je karakteristicˇna funkcija sume n nezavisnih Poissonovih slucˇajnih varijabli
s parametrom λn . Za ovaj slucˇaj, Le´vy- Khintchinova dekompozicija dana je s a = σ = 0 i
Π = λδ1, gdje je δ1 Diracova delta mjera na skupu {1}.
Sada za Poissonov proces {Nt : t ≥ 0}, Nt ∼ P(λt) u nekom vremenu t > 0, vrijedi
ϕ(θ) = E(eiθNt) = e−λt(1−e
iθ)
pa je po (1.7) karakteristicˇni eksponent dan s ψ(θ) = λ(1 − eiθ). Na slici 1.1 nalazi se
simulacija Poissonovog procesa za λ = 1.
POGLAVLJE 1. LE´VYJEVI PROCESI 9
Slika 1.1: Simulacija Poissonovog procesa
Slozˇeni Poissonov proces
Neka je N = {Nt : t ≥ 0} Poissonov proces s parametrom λ > 0 te {ξi : i > 0} niz nezavisnih
jednako distribuiranih slucˇajnih varijabli s funkcijom distribucije F (nezavisan s N).





nazivamo slozˇeni Poissonov proces. Slozˇeni Poissonov proces Xt mozˇemo zapisati u
obliku: ∀0 ≤ s ≤ t < ∞




Proces N je Poissonov pa ima stacionarne i nezavisne priraste. To uz nezavisnost i jednaku
distribuiranost slucˇajnih varijabli {ξi : i ≥ 1} povlacˇi da Xt − Xs ima distribuciju kao i Xt−s
te je nezavisan s {Xu : u ≤ s}. Iz desne neprekidnosti i postojanja limesa s lijeva procesa
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N slijedi desna neprekidnost i postojanje limesa s lijeva od X. Stoga je slozˇeni Poissonov
proces Le´vyjev proces.











































R (1−eiθx)dF(x) = (e
−λ ∫R (1−eiθx)dF(x)
n )n.







(1 − eiθx)dF(x) = λ
∫
R




















(1 − eiθx + iθx1{|x|<1})dF(x)
pa je po Le´vy-Khintchinovoj formuli Le´vyjeva trojka a = −λ ∫
0<|x|<1 xF(dx), σ = 0 i
Π(dx) = λF(dx).
Slucˇajna sˇetnja je proces s diskretnim vremenom oblika S = {S n : n ≥ 0}, gdje je S 0 = 0 i
S n =
∑n
i=1 ξi, n ≥ 1 te {ξi : i > 0} niz nezavisnih, jednako distribuiranih slucˇajnih varijabli
s funkcijom distribucije F. Slozˇeni Poissonov proces je slucˇajna sˇetnja cˇiji skokovi su
razmaknuti u nezavisnim i eksponencijalno distribuiranim periodima. Na slici 1.2 nalazi
se simulacija slozˇenog Poissonovog procesa.
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Slika 1.2: Silmulacija slozˇenog Poissonovog procesa
Brownovo gibanje





















iz cˇega slijedi da je distribucija beskonacˇno djeljiva. Karakteristicˇni eksponent Brownovog
gibanja je
ψ(θ) = σ2θ2/2 − iθµ (1.11)
pa Le´vy- Khintchinova formula daje Le´vyjevu trojku a = −µ, σ = σ i Π = 0. Jasno
je da Π = 0 jer su trajektorije Brownovog gibanja neprekidne gotovo sigurno. Neka je
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B = {Bt : t ≥ 0} standardno (linearno) Brownovo gibanje s parametrima σ = 1 i µ = 0.
Proces {X = Xt : t ≥ 0}, Xt := σBt + µt, t ≥ 0 nazivamo Brownovo gibanje s linearnim
driftom. Na slici 1.3 nalazi se dio trajektorije standardnog Brownovog gibanja.
Slika 1.3: Simulacija Brownovog gibanja
Stabilni procesi
Stabilni procesi su klasa Le´vyjevih procesa cˇije marginalne slucˇajne varijable imaju sta-
bilnu distribuciju.
Definicija 1.3.1. Slucˇajna varijabla X (odnosno njezina funkcija distribucije FX odnosno
njezina karakteristicˇna funkcija ϕX) je stabilna ako vrijedi sljedec´e:
∀n ∈ N postoje X1, . . . , Xn nezavisne, jednako distribuirane slucˇajne varijable s distribuci-
jom FX i postoje an > 0 i bn ∈ R takvi da je
X d=
S n − bn
an
gdje je S n = X1 + · · · + Xn.
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Slika 1.4: 0.4− stabilan proces








Slika 1.5: 1− stabilan proces








Slika 1.6: 1.5− stabilan proces





Slika 1.7: 1.8− stabilan proces
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Pokazˇimo da je stabilna distribucija beskonacˇno djeljiva. Imamo

























Stabilna slucˇajna varijabla ima karakteristicˇni eksponent oblika
ψ(θ) = c|θ|α(1 − iβ tan piα
2
sgnθ) + iθη
gdje je β ∈ [−1, 1], η ∈ R, c > 0. Za α = 1 karakteristicˇni eksponent ima oblik
ψ(θ) = c|θ|(1 + iβ2 − sgnθ log|θ|) + iθη
gdje je β ∈ [−1, 1], η ∈ R, c > 0. Funkcija sgn definirana je sa sgn θ = 1θ>0 − 1θ<0.
Le´vyjeva trojka sastoji se od: σ = 0,
Π(dx) =
c1x−1−αdx, x ∈ (0,∞)c2|x|−1−αdx, x ∈ (−∞, 0).
gdje je c = c1 + c2, c1, c2 ≥ 0 i β = (c1 − c2)/(c1 + c2) za α ∈ (0, 1) ∪ (1, 2) i c1 = c2 za
α = 1, a a se onda odreduje jasno iz same reprezentacije. Na slikama 1.4 − 1.7 nalaze se
simulacije α− stabilnog procesa za α = 0.4, 1, 1.5 i 1.8.
Crame´r-Lundbergov proces
Ovaj proces modelira prihod osiguravajuc´e kuc´e. Osiguravajuc´a kuc´a od klijenata na-
plac´uje premije po konstantnoj stopi c > 0. U jedinicˇnim vremenskim intervalima klijenti
trazˇe isplate za naknadu sˇteta koje uzrokuju pad prihoda osiguranja. Neka sˇtete (zahtjevi za
isplatu) dolaze u nezavisnim vremenskim intervalima s iznosima (ξi, i ∈ N). Iznosi sˇteta su
nezavisni i jednako distribuirani. Poissonov proces promatramo kao model za brojec´i pro-
ces sˇteta. Neka broj sˇteta u jedinicˇnom vremenskom intervalu ima Poissonovu distribuciju
s parametrom λ > 0. Kapital (visˇak) osiguravajuc´e kuc´e, definiramo s
Xt = x + ct −
Nt∑
i=1
ξi, t ≥ 0
gdje je x pocˇetni kapital, N = {Nt : t ≥ 0} Poissonov proces s parametrom λ > 0 koji
modelira broj sˇteta pristiglih do trenutka t i {ξi : i ≥ 1} niz pozitivnih, nezavisnih, jednako
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distribuiranih slucˇajnih varijabli, nezavisan s N.
Navedeni proces X = {Xt : t ≥ 0} je slozˇeni Poissonov proces s driftom c > 0 te se naziva
procesom rizika. Za X0 = x > 0 je pocˇetni kapital. Propast modela nastaje ako kapital
X osiguravajuc´e kuc´e padne ispod nule. To c´e se dogoditi s vjerojatnosti 1 ako vrijedi
P(lim inft→∞ Xt = −∞) = 1. Vrijeme kada proces rizika prvi put poprimi vrijednost manju
od nule naziva se vrijeme propasti, T = inf{t > 0 : Xt < 0} . U interesu nam je odrediti
vjerojatnost propasti uz dani pocˇetni kapital x > 0, tj.
ϑ(x) = P({Xt < 0, za neki t > 0}) = P(T < ∞) (1.12)
odnosno vjerojatnost prezˇivljenja χ(x) = 1 − ϑ(x).
Slika 1.8: Simulacija Crame´r-Lundbergovog procesa
Na slici 1.8 nalazi se simulacija Crame´r-Lundbergovog procesa s pocˇetnim kapitalom x =
5. Graf raste kako se povec´ava kapital od premija. Padove uocˇavamo u trenucima isplata
osiguranicima za naknadu sˇteta.
Pretpostavimo da distribucija od ξ ima konacˇno ocˇekivanje, Eξi := µ > 0. Izracˇunajmo
ocˇekivanje procesa
∑Nt
i=1 ξi, t ≥ 0. Iskoristit c´emo nezavisnost i jednaku distribuiranost
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E(ξ1 +· · ·+ξk)E(1{Nt=k}) = Eξ1
∞∑
k=1
kP(Nt = k) (1.13)
= Eξ1ENt = µλt
Ako uzmemo x = 0 i t = 1
E(X1) = c − λµ. (1.14)
Propozicija 1.3.2. Neka je {Xt : t ≥ 0} Le´vyjev proces. Tada je zadovoljena jedna od
sljedec´ih tvrdnji:
i) limt→∞ Xt = ∞ g.s.
ii) limt→∞ Xt = −∞ g.s.
iii) lim supt→∞ Xt = ∞ i lim inft→∞ Xt = −∞ g.s.
Dodatna pretpostavka na model je c > λµ, takozvani uvjet cˇistog profita (net profit condi-
tion). Uz nju je iz (1.14) E(Xt) > 0 za bilo koji t > 0. Iz toga i prethodne propozicije slijedi
lim inft→∞ Xt = −∞ g.s. ako i samo ako je c − λµ ≤ 0 te je onda ϑ(x) = 1. Kako nam uvjet
sigurne propasti nije interesantan, gledamo slucˇaj limt→∞Xt = ∞ g.s. tj. c − λµ > 0.
1.4 Le´vy-Itoˆva dekompozicija
Pogledajmo sada josˇ jedan vazˇan rezultat koji opisuje strukturu Le´vyjevih procesa. Prema
Le´vy-Itoˆvoj dekompoziciji Le´vyjev proces se sastoji od tri nezavisna Le´vyjeva procesa
razlicˇitog tipa.
Neka su Π Le´vyjeva mjera i µ funkcija distribucije. Zapisˇimo pripadni karakteristicˇni
eksponent iz Le´vy- Khintchinovog teorema na sljedec´i nacˇin




+ Π(R \ (−1, 1))
∫
|x|≥1
(1 − eiθx) Π(dx)




(1 − eiθx + iθx)Π(dx),
(1.15)
∀θ ∈ R gdje je a ∈ R, σ ∈ R i Π zadovoljava ∫
R
(1 ∧ x2)dΠ(x) < ∞. Oznacˇimo odvo-
jene sumande iz izraza (1.15) redom s ψ1(θ), ψ2(θ) i ψ3(θ). Le´vy-Itoˆvom dekompozicijom
dokazuje se da su to karakteristicˇni eksponenti triju tipova Le´vyjevih procesa. Uocˇimo
POGLAVLJE 1. LE´VYJEVI PROCESI 17
da je po (1.11) ψ1(θ) karakteristicˇni eksponent Brownovog gibanja X(1) = {X(1)t : t ≥ 0}
definiranog s
X(1)t = σBt − at, t ≥ 0 (1.16)





ξi, t ≥ 0 (1.17)
gdje je N = {Nt : t ≥ 0} Poissonov proces s parametrom Π(R \ (−1, 1)) te {ξi : i > 0} niz
nezavisnih jednako distribuiranih slucˇajnih varijabli s distribucijom dΠ(x)
Π(R\(−1,1)) koncentrira-
nom na {x : |x| ≥ 1} (osim za slucˇaj Π(R \ (−1, 1)) u kojem je proces X(2) jednak nuli).
Pokazˇimo sada postojanje Le´vyjevog procesa X(3) cˇiji je karakteristicˇni eksponent dan s
ψ3. Vrijedi: ∫
0<|x|<1
















gdje λn = Π({x : 2−(n+1) ≤ |x| < 2−n}) i dFn(x) = dΠ(x)λn pa slijedi da se proces X(3) sastoji
od prebrojivo mnogo nezavisnih slozˇenih Poissonovih procesa s razlicˇitim vremenima do-
lazaka i dodatnim linearnim driftom. Zapis Le´vyjevog procesa kao sume procesa X(1), X(2)
i X(3) otkrili su Le´vy 1954. godine i Itoˆ 1942. te je predstavljen kao Le´vy-Itoˆva dekompo-
zicija.
Teorem 1.4.1. (Le´vy-Itoˆva dekompozicija)
Neka su zadani a ∈ R, σ ≥ 0 i mjera Π koncentrirana na R \ {0} koja zadovoljava∫
R
(1∧ x2)dΠ(x) < ∞. Postoji vjerojatnosni prostor na kojem postoje tri nezavisna Le´vyjeva
procesa X(1), X(2) i X(3) gdje je X(1) linearno Brownovo gibanje s linearnim driftom oblika
(1.16) s karakteristicˇnim eksponentom




X(2) slozˇeni Poissonov proces oblika (1.17) s karakteristicˇnim eksponentom
ψ2(θ) = Π(R \ (−1, 1))
∫
|x|≥1
(1 − eiθx) Π(dx)
Π(R \ (−1, 1))
i X(3) kvadratno integrabilan martingal s gotovo sigurno prebrojivo mnogo skokova na




(1 − eiθx + iθx)dΠ(x).
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Na tom vjerojatnosnom prostoru X = X(1) + X(2) + X(3) je Le´vyjev proces s karakteristicˇnim
eksponentom






(1 − eiθx + iθx1|x|<1)dΠ(x)
∀θ ∈ R.
Poglavlje 2
Presjek vjerojatnosnih funkcija propasti
2.1 Dva Crame´r-Lundbergova procesa
Pogledajmo funkcije propasti za Crame´r-Lundbergov proces s razlicˇitim parametrima te
eksponencijalno distribuiranim iznosima sˇteta. Neka je





i , t ≥ 0,
gdje je c j > 0, N j(t) Poissonov proces s parametrom λ j > 0, {ξ( j)i : i ≥ 1} niz po-
zitivnih, nezavisnih, eksponencijalno distribuiranih slucˇajnih varijabli, nezavisan s N j te
ξ
( j)
i ∼ Exp( 1µ j ) i vrijedi γ j = c j − λ jµ j > 0, j = 1, 2.
Izracˇunajmo formulu (1.12) za vjerojatnost propasti s pocˇetnim kapitalom x. Koristimo
sljedec´i teorem.
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Za tu diferencijalnu jednadzˇbu moguc´e rjesˇenje je:
χ(x) = c1 − c2e−( 1µ− λc )x, c1, c2 ∈ R. (2.2)
Iz limx→∞ χ(x) = 1 slijedi c1 = 1. Uvrsˇtavanjem (2.2) u (2.1) slijedi c2 =
λµ
c . Stoga je






µ− λc )x (2.3)
te vrijedi sljedec´i rezultat:
































onda ϑ1(x) < ϑ2(x) za x < x0 i ϑ1(x) > ϑ2(x) za x > x0 gdje x0 predstavlja jedinstveno









Primijetimo da se funkcije propasti ϑ1 i ϑ2 ne sijeku ili imaju jednu tocˇku sjecisˇta.










i , gdje su λ1 = 2, λ2 = 4,
µ1 = µ2 =
1
2 i neka su X
(3)










i , gdje su λ3 = 2, λ4 = 1,
µ3 =
1
2 i µ4 = 1.




















te su na slici 2.1 prikazane ϑ1(x) plavom bojom i ϑ2(x) crvenom bojom, a na 2.7 ϑ3(x)
plavom bojom i ϑ4(x) crvenom bojom.
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Slika 2.1: Prikaz funkcija ϑ1(x) i ϑ2(x)




















Slika 2.2: Prikaz funkcija ϑ3(x) i ϑ4(x)
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2.2 Spektralno negativni Le´vyjevi procesi
Sada c´emo promatrati klasu Le´vyjevih procesa bez pozitivnih skokova. Le´vyjev proces
X = {Xt : t ≥ 0} za koji vrijedi Π(0,∞) = 0, gdje je Π Le´vyjeva mjera zovemo spektralno
negativan proces.
Definicija 2.2.1. Funkcija Ψ : [0,∞)→ R definirana s
E[eθXt] = eΨ(θ)t, ∀θ > 0 (2.4)
zove se Laplaceov eksponent od X.
Ψ je beskonacˇno diferencijabilna na [0,∞), strogo konveksna te Ψ(0) = 0 i limx→∞Ψ(x) =
∞ . Ako dovedemo u vezu karakteristicˇni i Laplaceov eksponent, iz formula (1.7) i (2.4)
slijedi Ψ(θ) = −ψ(−iθ) pa uvrsˇtavanjem u Le´vy-Khintchinovu formulu Laplaceov ekspo-
nent spektralno negativnog procesa postizˇe oblik:






(eθx − 1 − θx1|x|<1)dΠ(x) , a > 0. (2.5)
Iz (1.6) i definicije spektralno negativnih procesa za Laplaceov eksponent vrijedi Ψ(θ) <
∞,∀θ ∈ R.





e−θxµ(dx), za θ > σ0




Napomena 2.2.3. i) Ako je µ konacˇna mjera, onda je σ0 < 0.














iii) Za µ(dx) = f (x)dx vrijedi
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iv) Neka je X nenegativna slucˇajna varijabla na vjerojatnosnom prostoru (Ω,F ,P) i µ
distribucija od X. Vrijedi:
Lµ(θ) = E[e−θX], za θ > σ0.
Sljedec´i bitan pojam je funkcija skale. Za svaki spektralno negativan Le´vyjev proces
{Xt : t ≥ 0} postoji funkcija W : R → [0,∞) za koju vrijedi: jedinstvena je, W(x) = 0 za





, θ > 0. (2.6)
Veza izmedu funkcije propasti ϑ i funkcije skale je sljedec´a:
ϑ(x) =
1 − Ψ′(0+)W(x) Ψ′(0+) > 01 Ψ′(0+) < 0. (2.7)
Za α - stabilan spektralno negativan Le´vyjev proces Zα s pozitivnim pomakom c > 0,










Γ(1 + (α − 1)k) (2.9)
Mittag-Leﬄerova funkcija s indeksom α − 1 i Γ(x) = ∫ ∞
0
tx−1e−tdt, x > 0 Gamma funkcija
za koju vrijedi Γ(n) = (n − 1)!, n ∈ N.
Navedimo dva bitna teorema koja c´emo koristiti u dokazima: Tauberovski i teorem
monotone gustoc´e. Za funkcije f i g notacija f ∼ g znacˇi da je limx→∞ f (x)g(x) = 1.













xρ, kad x→ ∞, gd je U(x) = U([0, x]).
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b) (Teorem monotone gustoc´e)
Neka je ρ > 0 i za mjeru U vrijedi U([0, x]) =
∫ x
0
u(t)dt, t > 0, gdje je u : [0,∞]→ [0,∞]
monotona funkcija. Ekvivalentno je:
(i)




xρ−1, kad x→ ∞.
Neka je X = {Xt : t ≥ 0}, Xt = σYt + ct spektralno negativan Le´vyjev proces s driftom
c > 0 i ϑX vjerojatnosna funkcija propasti za proces X.






ϑX(x) = P(Xt < 0, za neki t > 0)
























Slika 2.3: 1.4− stabilan spektralno
negativan proces













Slika 2.4: 1.8− stabilan spektralno
negativan proces s driftom c = 2
POGLAVLJE 2. PRESJEK VJEROJATNOSNIH FUNKCIJA PROPASTI 25
Dva α-stabilna spektralno negativna procesa
Neka je X = {Xt : t > 0}, Xt = Zαt + ct, c > 0 pozitivan drift i Zα α-stabilan spektralno
negativan Le´vyjev proces s parametrom stabilnosti α ∈ (1, 2]. Laplaceov eksponent za
proces X dan je s:
Ψ(θ) = θα + cθ. (2.11)






Γ(1 + (α − 1)k) = Eα−1(−cx
α−1). (2.12)
U slucˇaju Brownovog gibanja, α = 2, funkcija propasti je oblika ϑ(x) = E1(−cx) = e−cx.
Neka je sada Xt = σZαt + ct, Z
α α-stabilan spektralno negativan proces s driftom c > 0,
skalarom σ > 0 i parametrom stabilnosti α ∈ (1, 2]. Njegovu funkciju propasti racˇunamo




















σ t) = eΨ(θσ)t
pa je Laplaceov eksponent za proces X
ΨX(θ) = ΨX/σ(θσ) = (θσ)α + cθ. (2.14)
Lema 2.2.6. Funkcija propasti ϑ za proces X zadovoljava:
ϑ(x) ∼ σ
αx−(α−1)
cΓ(1 − (α − 1)) , x→ ∞. (2.15)
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, x→ 0. (2.16)
Dokaz. Iz (2.13) izracˇunamo funkciju dozˇivljenja za proces Xt:







Γ(1 + (α − 1)k) .





























































. Slijedi da Lχ(θ) ∼ c
σα
θ−(α−1) kad
θ → ∞. Tvrdnja (2.16) slijedi iz Tauberovskog teorema. 
Neka su dani procesi {X(1)t = σ1Zα1t + c1t : t ≥ 0} i {X(2)t = σ2Zα2t + c2t : t ≥ 0}, gdje su Zα1
i Zα2 spektralno negativni Le´vyjevi procesi s parametrima α1, α2 ∈ (1, 2], σ1, σ2 > 0 i c1,
c2 > 0.
Propozicija 2.2.8. Pretpostavimo α1 = α2 = α i ϑ1, ϑ2 funkcije propasti za procese X(1),
X(2).




, onda je ϑ1(x) > ϑ2(x), ∀x > 0




, onda je ϑ1(x) = ϑ2(x), ∀x > 0.
Dokaz. Neka je Xt = Zαt + t. Funkcija propasti za proces X je definirana s ϑ(x) =
Eα−1(−xα−1) pa za procese X(1) i X(2) vrijedi: ϑ1(x) = Eα−1(− cσα1 x























x) = ϑ2(x),∀ x > 0.




procesi imaju istu funkciju propasti. 
Teorem 2.2.9. Pretpostavimo neka je α1 , α2. Tada funkcije propasti za dane procese X(1)
i X(2) imaju pozitivnu tocˇku sjecisˇta.










Zakljucˇujemo da je χ1(x) > χ2(x), kad je x > 0 dovoljno mali. Tada funkcije propasti za








c2Γ(2 − α2) , x→ ∞.
Za dovoljno velik x > 0 vrijedi
ϑ1(x) > ϑ2(x).
Vjerojatnosne funkcije propasti su neprekidne pa postoji sjecisˇte za x > 0.
Analogno se dokazuje slucˇaj α1 > α2. 
Znamo da je propast modela s inicijalnim visˇkom 0 sigurna. Ako ϑ(x) oznacˇava vje-
rojatnost propasti procesa u tom modelu, onda je ϑ(0) = 1 pa se vjerojatnosne funkcije
propasti bilo koja dva procesa sijeku u nuli. Iz do sad razmotrenog mozˇemo zakljucˇiti da
postojanje visˇe od jednog sjecisˇta funkcija propasti ovisi o parametru α. Ako procesi X(1)
i X(2) imaju isti parametar α funkcije propasti imaju jedinstveno sjecisˇte u nuli, a u suprot-




zajednicˇku funkciju propasti (slijedi iz 2.13).
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Primjer 2.2.10. Neka su X(1) = {0.9Z1.6t + 0.7t : t ≥ 0} i X(2) = {0.8Z1.8t + 0.5t : t ≥ 0}
dva procesa, gdje je Z1.6 1.6− stabilan spektralno negativan proces, a Z1.8 1.8−stabilan













te su prikazane na slici 2.5. Neka je sada X = {Xt = Zαt + 0.5t : t ≥ 0} dan α−stabilan






















Slika 2.5: Funkcije propasti procesa X(1) = {0.9Z1.6t + 0.7t : t ≥ 0} (plavo), X(2) = {0.8Z1.8t +
0.5t : t ≥ 0} (crveno)






Γ(1 + (α − 1)k) .
Slika 2.6 prikazuje funkcije propasti za sljedec´e vrijednosti od α : 1.01, 1.3, 1.5, 1.8, 2.
Mozˇemo vidjeti da se povec´anjem parametra α vjerojatnost propasti smanjuje te da se
svake dvije funkcije medusobno sijeku u dvije tocˇke.
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Slika 2.6: Funkcije propasti α-stabilnih spektralno negativnih procesa, α =
1.01, 1.3, 1.5, 1.8 i 2 redom od najvisˇe prema najnizˇoj krivulji
Pogledajmo sada slucˇaj za koji imamo jednake α− stabilne spektralno negativne procese
Zα s razlicˇitim driftovima c > 0 i skalarima σ > 0. Neka su {X(i)t = σiZ1.5t + cit : t ≥ 0},




t + 0.5t i X
(5)
t = 0.4Z1.5t + 0.3t. Funkcije propasti




















Na slici 2.7 mozˇemo vidjeti da za funkcije propasti procesa X(3), X(4) i X(5) vrijedi ϑ3(x) <
ϑ4(x) < ϑ5(x),∀x > 0 sˇto je i dokazano u Propoziciji 2.2.8.
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Slika 2.7: Funkcije propasti procesa X(3) = {0.7Z1.5t +0.2t : t ≥ 0}, X(4) = {Z1.5t +0.5t : t ≥ 0}
i X(5) = {0.4Z1.5t + 0.3t : t ≥ 0} redom od najvec´e
Zadamo li procese X(6) i X(7) s X(6) = {Z1.5t + 4t : t ≥ 0} i X(7) = {0.25Z1.5t + 0.5t :
t ≥ 0} mozˇemo primijetiti da oni imaju zajednicˇku funkciju propasti ϑ6(x) = ϑ7(x) =∑∞
k=0(−1)k 4k x0.5kΓ(1+0.5k) .
Dva klasicˇna rizicˇna procesa perturbirana α- stabilnim spektralno
negativnim procesom
Neka je Crame´r-Lundbergov proces perturbiran s α-stabilnim spektralno negativnim Le´vyjevim
procesom dan s:




gdje je Zα spektralno negativan Le´vyjev proces s parametrom α ∈ (1, 2), c > 0 pozitivni
drift, N(t) Poissonov proces s parametrom λ > 0 i ξ1, ξ2, . . . nezavisne, jednako distribu-
irane varijable sa zajednicˇkom distribucijom F, E(ξ1) = µ. Neka je zadovoljen uvjet net
profita γ = c − λµ > 0.
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, x→ 0. (2.17)
Dokaz. Laplaceov eksponent za proces X dan je s




te je Ψ′(0+) = γ > 0. Koristec´i (2.6) i (2.7) racˇunamo Laplaceovu transformaciju za













Tada Lχ(x) ∼ γx−α, x→ ∞ te (2.17) slijedi iz teorema o monotonoj gustoc´i. 
Sljedec´i teorem pokazuje da dva klasicˇna rizicˇna procesa perturbirana α-stabilnim Le´vyjevim
gibanjem s razlicˇitim parametrima α imaju pozitivno sjecisˇte. Neka su procesi X(1) = {X(1)t :
t ≥ 0} i X(2) = {X(2)t : t ≥ 0} dani s:
X(1)t = Z
α1










gdje je t ≥ 0, Zα1 i Zα2 spektralno negativni Le´vyjevi procesi s parametrima α1, α2 ∈
(1, 2), α1 , α2, ci > 0 pozitivni driftovi, Ni(t) Poissonovi procesi s parametrima λi >
0, ξ(i)1 , ξ
(i)
2 , . . . nezavisne, jednako distribuirane varijable sa zajednicˇkom distribucijom Fi,
E(ξ(i)1 ) = µi i neka je zadovoljen uvjet net profita γi = ci − λiµi > 0, i = 1, 2.
Teorem 2.2.12. Presjek funkcija propsti za procese X(1) i X(2) dane s (2.18) i (2.19) ima
pozitivnu tocˇku presjeka.
Dokaz. Neka je α1 < α2. Po prethodnoj lemi imamo sljedec´e funkcije prezˇivljenja za










Zakljucˇujemo da one zadovoljavaju χ1(x) > χ2(x) odnosno za funkcije propasti vrijedi




γ1Γ(2 − α1) , x→ ∞
ϑ2(x) ∼ x
−α2+1
γ2Γ(2 − α2) , x→ ∞.
Iz toga slijedi ϑ1(x) > ϑ2(x) za x > 0 dovoljno veliki. Kako su funkcije propasti nepre-
kidne, mozˇemo zakljucˇiti da postoji pozitivna tocˇka sjecisˇta.

Presjek funkcija propasti s n sjecisˇta
Sada c´emo pokazati primjer da postoje dvije funkcije propasti koje imaju n sjecisˇta. Navo-
dimo kljucˇne rezultate cˇiji se dokazi nalaze u [5].





funkcija propasti spektralno negativnog Le´vyjevog procesa koji tezˇi prema +∞.
Teorem 2.2.14. Za svaki n ∈ N postoje dva razlicˇita spektralno negativna Le´vyjeva pro-
cesa koji tezˇe u +∞ i cˇije funkcije propasti ϑ1 i ϑ2 imaju n sjecisˇta.
Pomoc´u njih mozˇemo konstruirati funkcije propasti s n ∈ N sjecisˇta, a skicu toga dajemo
u sljedec´em primjeru.
Primjer 2.2.15. Neka je  = 110 , µ =
5
4 l, l Lebesgueova mjera na [0, 1], µ vjerojatnosna
mjera na [ 110 ,
9
10 ] te µ = 0 na (0,
1
















)x+1 − ( 110)x+1
x + 1
, x ≥ 0.
Za preslikavanje s = − ln t mjera µ na (0, 1] je slika mjere µˆ(dt) na [0,∞) te je ϑ1(x) =∫ ∞
0
e−xtµˆ(dt). Po Lemi 2.2.13 ϑ1 je funkcija propasti spektralno negativnog Le´vyjevog pro-
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Njihovo rjesˇenje je sljedec´e: α1 = 3275 , α2 =
11
75 , α3 =
32
75 . Preslikavanjem t = − ln s mjera ν































Po Lemi 2.2.13 to je funkcija propasti spektralno negativnog Le´vyjevog procesa koji tezˇi u
∞. Funkcije propasti konstruirali smo tako da smo dobili barem 3 tocˇke presjeka, vrijedi:
ϑ1(1) = ϑ2(1) = 12 , ϑ1(2) = ϑ2(2) =
91
300 , ϑ1(3) = ϑ2(3) =
41
200 . Navedene funkcije propasti
prikazane su na slici 2.8.
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Slika 2.8: Funkcije propasti ϑ1(x) (crno) i ϑ2(x) (crveno)
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U ovom radu promatramo vjerojatnosne funkcije propasti. U prvom dijelu definirani su
Le´vyjevi procesi, razmotrena njihova osnovna svojstva te primjeri. Definirani su sljedec´i
kljucˇni pojmovi: karakteristicˇna funkcija funkcije distribucije, beskonacˇno djeljive i sta-
bilne distribucije, karakteristicˇni eksponent i Le´vyjeva mjera beskonacˇno djeljive distribu-
cije. Zatim su navedeni primjeri Le´vyjevih procesa te izracˇunate njihove karakteristicˇne
funkcije i Le´vyjeve trojke. U drugom dijelu rada bavimo se presjecima funkcija propasti.
Definirani su pojmovi koji su nam bitni u racˇunanju funkcija propasti: Laplaceov ekspo-
nent, Laplaceova transformacija, funkcija skale. Izracˇunate su funkcije propasti klasicˇnog
Cramer-Lundbergovog procesa i α−stabilnog spektralno negativnog procesa te razmotren
broj sjecisˇta dvije funkcije propasti. Zatim je promatran klasicˇni model perturbiran α−
stabilnim spektralno negativnim procesom te je na kraju iskazan rezultat koji daje uvjete
za proizvoljan broj sjecisˇta dviju funkcija propasti.
Summary
In this thesis, we study ruin probability functions. In the first part, we define the notion of a
Levy process. Also, we discuss certain properties and provide examples of these processes.
In particular, we discuss the notion of characteristic function of a distribution function, infi-
nitely divisible and stable distribution functions, characteristic exponent and Le´vy measure
of a infinitely divisible distribution function. At the end we provide several classical exam-
ples of Levy processes, and compute their Levy characteristics. In the second part of the
thesis, we deal with intersections of ruin probability functions. We discuss the notion of
Laplace exponent, Laplace transform and scale function. In particular, we explicitly com-
pute ruin probability of the classical risk process and spectrally negative α-stable process
and discuss intersections between two ruin probability functions. Then we discuss a cla-
ssical risk model perturbed by a α− stable spectrally negative Le´vy processes. In the end,
we state a result which gives sufficient conditions for arbitrary number of intersections of
two ruin probability functions.
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