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Abstract
We prove a formula for the Barban–Davenport–Halberstam average sum
S(Q,x) =
∑
qQ
∑
(a,q)=1
1aq
( ∑
n≡a (mod q)
nx
Λ(n)− x
ϕ(q)
)2
,
where x is sufficiently large, Λ(n) is the von Mangoldt function, and
xe−c(logx)
1
2 Q x, (α)
c > 0 being an absolute constant. The formula, which involves the exceptional zero of L-functions, comes
from the intention of investigating the asymptotic behaviour of S(Q,x) via the circle method and the zero-
density method for Q in the range (α) (presently unknown without assuming GRH). The formula not only
implies a weaker version of the known asymptotic formula for S(Q,x) due to Montgomery and Hooley
whenever
x(logx)−A Q x
for any constant A > 0, but also improves a lower bound for S(Q,x) obtained by Hooley recently for Q
satisfying (α).
© 2007 Published by Elsevier Inc.
MSC: 11N130022-314X/$ – see front matter © 2007 Published by Elsevier Inc.
doi:10.1016/j.jnt.2007.08.003
1012 H.-Q. Liu / Journal of Number Theory 128 (2008) 1011–10431. Introduction
The Barban–Davenport–Halberstam average sum is
S(Q,x) =
∑
qQ
∑
(a,q)=1
1aq
( ∑
n≡a (mod q)
nx
Λ(n)− x
ϕ(q)
)2
,
where x is sufficiently large, and Q x. Barban [1] in 1963, and Davenport and Halberstam [2]
in 1966, first independently investigated the upper bounds of S(Q,x) for Q in the range
x(logx)−A Q x, (1.1)
where A is any positive constant. The restriction Q  x(logx)−A of (1.1) is related to the de-
pendence on Siegel’s theorem for arithmetic progressions. Later on, Gallagher [4] got the upper
bound
S(Q,x)  Qx logx (1.2)
by assuming (1.1), and Montgomery [9] showed that (1.2) is best possible by proving an asymp-
totic formula
S(Q,x) = Qx logx(1 + o(1)), (1.3)
for Q and x in (1.1). Hooley [6] proved alternatively a sharper version of the asymptotic formula
of Montgomery, and in [7] proved also the validity of (1.3) for Q x1/2+ε (ε > 0) by assuming
the GRH (the generalized Riemann hypothesis). The purpose of this paper is to investigate un-
conditionally the asymptotic behaviour of S(Q,x), for Q being as small as possible comparing
with x.
Let 3 <P < T . By the prime number theorem of §14 of [3] and the theory of the distribution
of zeros of L-functions of §18 of [3], there exists an absolute constant λ > 0, such that
(a)
∑
nx
Λ(n) = x +O(x exp(−(λ · logx) 12 )),
(b) there is at most one zero of the entire function
G(s) =
∏
3qP
∏
χ mod q
∗
L(s,χ)
satisfying (where “∗” means that the χ ’s are all primitive)
s = β + it, 0 β  1, 1 − β  λ
logT
, −T  t  T .
Such a zero, which is called the exceptional zero, if it exists, it is a simple and real zero of G(s),
and is denoted by β˜ , and L(β˜, χ˜) = 0 for a unique real χ˜ mod q˜ , 3 q˜  P . Let
c =
√
λ
, P = e2.5c(logx)
1
2
, T = P 13,29
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otherwise. Now we can state our result as follows.
Theorem 1.1. Suppose x is sufficiently large, and
xe−c(logx)
1
2 Q x, (1.4)
then we have
S(Q,x) = Qx logx + 2θ
β˜
∑
mx−Q
mβ˜−1
(
xβ˜ − (m+Q)β˜)(C(q˜)(logQ+ γ )−C1(q˜))
+O(Qx(logx) 12 (log logx)5), (1.5)
where γ is Euler’s constant and, for θ = 1,
C(q˜) = 1
ϕ(q˜)
∞∑
q=1
(q,q˜)=1
|μ(q)|
qϕ(q)
, C1(q˜) = C(q˜) log q˜ + 1
ϕ(q˜)
∞∑
q=1
(q,q˜)=1
|μ(q)| logq
qϕ(q)
.
If we avoid using “Siegel’s theorem” then one more non-negative term (which is a multiple of θ )
should be added on the RHS of (1.5).
It follows from the formula (1.5) that if we want to get an upper bound for S(Q,x) similar
to (1.2) for Q satisfying (1.4), we must make assumptions on the exceptional zero, and the same
can be said if we want to establish an asymptotic formula like (1.3) unconditionally for Q in the
range (1.4). Recently, Hooley showed in [8] the lower bound for S(Q,x):
S(Q,x) (1 − ε)Qx logx, (1.6)
provided that
xe−(logx)
3
5 −ε Q x,
where ε is a sufficiently small positive constant. For θ = 1, we have q˜  P , and
log q˜  (logx) 12  (logQ) 12 ,
therefore
C(q˜)(logQ+ γ )−C1(q˜)
 C(q˜)
(
1
2
logQ− log q˜
)
+ 1
ϕ(q˜)
(
1
2
logQ−
∞∑
q=1
(q,q˜)=1
|μ(q)| logq
qϕ(q)
)
> 0,
and (1.5) gives the lower bound estimate:
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S(Q,x)Qx logx +O(Qx(logx) 12 (log logx)5). (1.7)
(1.7) sharpens (1.6) for Q in the range (1.4). In view of the asymptotic formula (1.3), the
lower bound (1.7) cannot be improved except for the O-term.
Let A be any given positive constant. For θ = 1, from
1 − β˜  λ
logT
and x is sufficiently large we have β˜  56 . Therefore, using the estimate
q˜
ϕ(q˜)
 log log(3q˜)  log logx,
we get
S˜ := 1
β˜
∑
mx−Q
mβ˜−1
(
xβ˜ − (m +Q)β˜)(C(q˜)(logQ+ γ )−C1(q˜))
= O(xβ˜+1q˜−1(logx)2).
If q˜  (logx)A+3, then for Q satisfying (1.1), we have
S˜ = O(x2(logx)−A)= O(Qx), (1.8)
and if q˜ < (logx)A+3, then by Siegel’s theorem (cf. [3, §21]) we get
1 − β˜  C(ε)q−ε, ε = 1
3(A+ 3) ,
for some positive constant C(ε), and thus
β˜  1 −C(ε)(logx)− 13 ,
S˜ = O(x2(logx)2 exp(−C(ε)(logx) 23 ))= O(Qx). (1.9)
From (1.5), (1.8) and (1.9), we get
Corollary 1.3. Let A be any positive number, and Q satisfying (1.1), then
S(Q,x) = Qx logx +O(Qx(logx) 12 (log logx)5).
This is a weaker version of the known asymptotic formula.
H.-Q. Liu / Journal of Number Theory 128 (2008) 1011–1043 10152. Lemmas
For an integer q , 1 q  P , let θ(q) = 1 if θ = 1 and q˜ | q , and θ(q) = 0 otherwise. Let
S(α) =
∑
nx
Λ(n)e(nα)
with e(u) = exp(2πiu). If α = a
q
+ z, 1 a  q  P , and (a, q) = 1, let
T (z) =
∑
mx
e(mz), T˜ (z) =
∑
mx
mβ˜−1e(mz) for θ = 1,
S(χ, z) =
∑
mx
Λ(m)χ(m)e(mz) for all characters χ mod q, and
F(χ, z) =
⎧⎨⎩
S(χ, z) − T (z), for χ is the principal character χ0q ,
S(χ, z) + T˜ (z), for θ(q) = 1 and χ = χ˜χ0q ,
S(χ, z), for other cases.
(2.0)
Then we have
Lemma 2.1. There holds
S(α) = μ(q)T (z)
ϕ(q)
− θ(q)τ (χ˜χ
0
q )χ˜(a)T˜ (z)
ϕ(q)
+ 1
ϕ(q)
∑
χ mod q
χ(a)τ (χ¯)F (χ, z) +O((logx)2),
where τ(χ) is the Gaussian sum:
τ(χ) =
∑
1rq
χ(r)e
(
r
q
)
.
Proof. We have
S(α) =
∑
nx
(n,q)=1
Λ(n)e(nα)+O(log2 x)= ∑
1rq
(r,q)=1
e
(
ra
q
) ∑
nx
n≡r (mod q)
Λ(n)e(nz)+O(log2 x).
Using the orthogonal property of characters, we get
∑
nx
n≡r (mod q)
Λ(n)e(nz) = 1
ϕ(q)
∑
χ mod q
χ¯(r)S(χ, z)
= T (z)
ϕ(q)
− θ(q) χ˜χ
0
q (r)T˜ (z)
ϕ(q)
+ 1
ϕ(q)
∑
χ¯(r)F (χ, z).χ mod q
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∑
1rq
(r,q)=1
χ¯(r)e
(
ra
q
)
= χ(a)
∑
1nq
χ¯(n)e
(
n
q
)
= χ(a)τ(χ¯),
and thus
S(α) = μ(q)T (z)
ϕ(q)
− θ(q) χ˜(a)τ (χ˜χ
0
q )T˜ (z)
ϕ(q)
+ 1
ϕ(q)
∑
χ mod q
χ(a)τ (χ¯)F (χ, z),
and the lemma follows; where we have noted that∑
1rq
(r,q)=1
e
(
ra
q
)
= μ(q)
is a special case of Ramanujan’s sum, of pp. 148–149, (7) of [3, §26]. 
Lemma 2.2. Let an be complex numbers, and 2 <Δ< N2 . Then
1/Δ∫
−1/Δ
∣∣∣∣ ∑
N<n2N
ane(nβ)
∣∣∣∣2 dβ  Δ−2
∞∫
−∞
∣∣∣∣ ∑
ν<nν+Δ/2
N<n2N
an
∣∣∣∣2 dν.
Proof. It follows from Lemma 1 of Gallagher [5]. 
Lemma 2.3.
(i) Let 1 > α  56 , N(α,T ,χ) be the number of zeros ρ of L(s,χ) satisfying
ρ = σ + it, 1 > σ  α, −T  t  T ,
where χ is a primitive character mod q , 3  q  T , T  6, and zeros are counted with
multiplicity. Then there is a constant c1 > 0, such that∑
3qT
∑
χ mod q
∗
N(α,T ,χ)  T c1(1−a),
where ∗ means χ ’s are primitive.
(ii) Let 1 > α  56 , N(α,T ) be the number of zeros of ς(s) satisfying
p = σ + it, 1 > σ  α, −T  t  T ,
and zeros are counted with multiplicity. Then there is a constant c2 > 0, such that
N(α,T )  T c2(1−a).
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Lemma 2.4. Let F(χ, z) be defined as in (2.0), and I (m) denotes the interval [− 1
mτ
, 1
mτ
], τ =
xP−10.5. Then
(i)
∑
mP
∑
χ mod m
∗ ( ∫
I (m)
∣∣F(χ, z)∣∣2 dz) 12 = O(x 12 P−1),
where ∗ means χ ’s are primitive.
(ii)
∑
mP
( ∫
I (m)
∣∣F (χ0m, z)∣∣2 dz) 12 = O(x 12 P−1).
Proof. (i) Let Ni = x · 2−i , K is the integer such that 12  x2−K < 1, and J = K − 4. By the
definition of F(χ, z), for a primitive character χ mod q , we have
F(χ, z) =
∑
n
C(n,χ)e(nz) =
∑
1iJ
∑
Ni<n2Ni
C(n,χ)e(nz) +O(1),
where
C(n,χ) =
{
0, n > x or n < 1,
χ(n)Λ(n)+E1,χnβ˜−1, 1 n x,
E1,χ = 1 if θ = 1, q = q˜ , and χ = χ˜ , and otherwise E1,χ = 0. By Cauchy’s inequality we have
∫
I (m)
∣∣F(χ, z)∣∣2 dz  L ∑
1iJ
∫
I (m)
∣∣∣∣ ∑
Ni<n2Ni
C(n,χ)e(nz)
∣∣∣∣2 dz + (mτ)−1, (2.1)
where L = logx. If Ni  xP−9, we trivially get∣∣∣∣ ∑
Ni<n2Ni
C(n,χ)e(nz)
∣∣∣∣ ∑
Ni<n2Ni
(
Λ(n)+ 1) Ni  xP−9. (2.2)
Let Ni > xP−9. Then for m P we have mτ  Pτ < 12Ni . Thus by Lemma 2.2, we get
∫
I (m)
∣∣∣∣ ∑
Ni<n2Ni
C(n,χ)e(nz)
∣∣∣∣2 dz  (mτ)−2
x2∫
x1
∣∣∣∣ ∑
X1(ν)<nX2(ν)
C(n,χ)
∣∣∣∣2 dν, (2.3)
where x1 = Ni − 12mτ , x2 = 2Ni and
X1(ν) = max(Ni, ν), X2(ν) = min
(
2Ni, ν + 1mτ
)
.2
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[3]), we get
∑
X1<nX2
χ(n)Λ(n) = E1,χ X
β˜
1 −Xβ˜2
β˜
−
∑
|t |<T
′ Xρ2 −Xρ1
ρ
+O
(
Ni
T
L2
)
, (2.4)
where
∑′
|t |<T means a summation for zeros ρ = σ + it of L(s,χ) satisfying 0 σ  1, |t | T ,
ρ 	= β˜ , 1 − β˜ if β˜ exists. For θ = 1, we have
∑
X1<nX2
nβ˜−1 = 1
β˜
(
X
β˜
2 −Xβ˜1
)+O(1). (2.5)
From (2.4) and (2.5) we get∑
X1<nX2
C(n,χ) =
∑
X1<nX2
χ(n)Λ(n)+E1,χ ·
∑
X1<nX2
nβ˜−1
= −
∑
|t |<T
′ Xρ2 −Xρ1
ρ
+O
(
x
T
L2
)
.
As
X
ρ
2 −Xρ1 = ρ
X2∫
X1
uρ−1 du  |ρ|
X2∫
X1
uσ−1 du  |ρ|mτNσ−1i ,
for Ni > xP−9, we obtain∣∣∣∣ ∑
X1<nX2
C(n,χ)
∣∣∣∣ mτ ∑
|t |<T
′(
xP−9
)σ−1 + xT −1L2. (2.6)
From (2.3) and (2.6), for Ni > xP−9, we get (using x2 − x1  Ni )∫
I (m)
∣∣∣∣ ∑
Ni<n2Ni
C(n,χ)e(nz)
∣∣∣∣2 dz  (mτ)−2Ni[(mτ)2( ∑
|t |<T
′(
xP−9
)σ−1)2 + (xT −1L2)2]
 Ni
( ∑
|t |<T
′(
xP−9
)σ−1)2 + (mτ)−2Ni(xT −1L2)2. (2.7)
By (2.1), (2.2), and (2.7), we always have the estimate∫ ∣∣F(χ, z)∣∣2 dz  xL( ∑
|t |<T
′(
xP−9
)σ−1)2 + (mτ)−2x(xT −1L2)2L+ (xP−9)2 · 1
mτ
·L2.
I (m)
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∑
mP
∑
χ mod m
∗ ( ∫
I (m)
∣∣F(χ, z)∣∣2 dz) 12  x 12 L ∑
mP
∑
χ mod m
∗ ∑
|t |<T
′(
xP−9
)σ−1
+ x 32 τ−1T −1PL3 + xP−9
(
L2P 3
τ
) 1
2
. (2.8)
By our choices for T and τ , it is easy to verify that
x
3
2 τ−1T −1PL3 + xP−9
(
L2P 3
τ
) 1
2  x 12 P−1. (2.9)
We have∑
mP
∑
χ
∗ ∑
|t |<T
′(
xP−9
)σ−1 = ∑
mP
∑
χ
∗ ∑
|t |<T
σ 1112
′(
xP−9
)σ−1 + ∑
mP
∑
χ
∗ ∑
|t |<T
σ> 1112
′(
xP−9
)σ−1
=
∑
1
+
∑
2
. (2.10)
Using formula (1) on p. 101 of [3], we get trivially∑
1
= O
((
xP−9
)− 112 P 2 max
mP
max
χ
∣∣N(T ,χ)∣∣)= O(x− 113 ). (2.11)
For each zero ρ = σ + it counted in ∑2, from (b) of Section 1 we have 1 − σ > λ · L−11 ,
L1 = logT . Suppose x is large enough, such that 1 − λL−11 > 1112 . To estimate
∑
2, let M be an
arbitrary integer, M  3. We divide the interval [ 1112 ,1 − λL−11 ] into M equal segments of length
 with the division points β0, β1, . . . , βM , that is,
β0 = 1112 < β1 < β2 < · · · < βM = β
′ = 1 − λ(2L1)−1,
 = βi+1 − βi = βi+2 − βi+1, 0 i M − 2.
Then, for y = xP−9, we get
y ·
∑
2

∑
0jM−1
∑
mP
∑
χ mod m
∗ ∑
|t |<T
βjσ<βj+1
yσ

∑
0jM−1
∑
mP
∑
χ mod m
∗
yβj+1
(
N(βj ,T ,χ)−N(βj+1, T ,χ)
)

∑ (
yβj+1 − yβj ) ∑ ∑∗ N(βj ,T ,χ)0jM−1 mP χ mod m
1020 H.-Q. Liu / Journal of Number Theory 128 (2008) 1011–1043+ yβ0
∑
mP
∑
χ mod m
∗
N(β0, T ,χ). (2.12)
Using (i) of Lemma 2.3 to estimate the first sum on the RHS of (2.12), and trivially estimating
as in (2.11) the second sum on the RHS of (2.12), we get
y
∑
2

∑
0jM−1
T c1(1−βj )
(
yβj+1 − yβj )+ y 1112 P 2T L. (2.13)
Let F(u) = eu logy = yu. By Cauchy’s mean-value theorem, we have
yβj+1 − yβj = (βj+1 − βj )F ′(ξj ) = logy(βj+1 − βj )eξj logy,
where ξj ∈ [βj ,βj+1]. As ξj − βj  βj+1 − βj = , it follows that∑
0jM−1
(
yβj+1 − yβj )T c1(1−βj )  logy · T c1(1+) · ∑
0jM−1
(βj+1 − βj )f (ξj ),
where f (ν) = (yT −c1)ν . Thus, letting M → ∞, by the definition of the Riemann integral, we
find that
lim
M→∞
( ∑
0jM−1
(
yβj+1 − yβj )T c1(1−βj )) T c1L β
′∫
β0
f (ν) dν  T c1(yT −c1)β ′  yβ ′ .
(2.14)
Taking M → ∞ in (2.13), from (2.13) and (2.14) we get
y
∑
2
 yβ ′ ,
∑
2
 yβ ′−1  e− λ2 logylogT  P−1L−1. (2.15)
By (2.8)–(2.11), and (2.15), we obtain (i) of Lemma 2.4.
(ii) Let Nj = x2−j , K is the integer such that 12  2−Kx < 1, J = K − 4. We have
F
(
χ0m, z
)=∑
n
C
(
n,χ0m
)
e(nz) =
∑
1jJ
∑
Nj<n2Nj
C
(
n,χ0m
)
e(nz)+O(1),
where
C
(
n,χ0m
)= {0, n > x or n < 1,
χ0m(n)Λ(n)− 1, 1 n x.
Similarly to (2.1), we have∫ ∣∣F (χ0m, z)∣∣2 dz  L ∑
1jJ
∫ ∣∣∣∣ ∑
Ni<n2Ni
C
(
n,χ0m
)
e(nz)
∣∣∣∣2 dz + (mτ)−1. (2.16)
I (m) I (m)
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Nj<n2Ni
C
(
n,χ0m
)
e(nz)
∣∣∣∣ xP−9. (2.17)
If Ni > xP−9, then Ni >mτ , and as in (2.3), we get
∫
I (m)
∣∣∣∣ ∑
Ni<n2Ni
C
(
n,χ0m
)
e(nz)
∣∣∣∣2 dz  (mτ)−2
x2∫
x1
∣∣∣∣ ∑
X1(ν)<nX2(ν)
C
(
n,χ0m
)∣∣∣∣2 dν, (2.18)
where x1 = Ni − 12mτ , x2 = 2Ni , and
X1(ν) = max(Ni, ν), X2(ν) = min
(
2Ni, ν + 12mτ
)
.
By the prime number theorem, we have (cf. (a) of Section 1)∑
X1(ν)<nX2(ν)
C
(
n,χ0m
)= O(Nie−√λ logx3), x3 = xP−9.
Thus, from (2.16)–(2.18), we obtain∫
I (m)
∣∣F (χ0m, z)∣∣2 dz  x3L(mτ)−2e−2√λ logx3 +L2(xP−9)2m−1τ−1,
and consequently
∑
mP
( ∫
I (m)
∣∣F (χ0m, z)∣∣2 dz) 12  x 32 τ−1L2 · e−√λ logx3 + xP−9L(Pτ−1) 12  x 12 P−1,
which proves (ii). 
Lemma 2.5. For ξ  1, integers k, t, q and p, k  1, t  1, q  1, (tk, q) = 1, p  1, and p | k,
there holds
(i)
∑
uξ
(u,k)=p
u≡t (mod q)
1 = ξ
kq
ϕ
(
k
p
)
+O
(
τ
(
k
p
))
,
(ii)
∑
uξ
(u,k)=p
1
u
= ϕ(k/p)
k
(
log
ξ
p
+ γ
)
− 1
p
∑
r| k
p
μ(r) log r
r
+O
(
1
ξ
τ
(
k
p
))
,
where γ Euler’s constant, and τ(·) is the divisor function.
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uξ
(u,k)=p
u≡t (mod q)
1 =
∑
uξ/p
(u, k
p
)=1
u≡t0 (mod q)
1 =
∑
uξ/p
u≡t0 (mod q)
∑
r|(u, k
p
)
μ(r) =
∑
r| k
p
μ(r)
∑
nξ/(pr)
n≡t1 (mod q)
1
=
∑
r| k
p
μ(r)
(
ξ
qpr
+O(1)
)
= ξ
qk
ϕ
(
k
p
)
+O
(
τ
(
k
p
))
,
where t0 and t1 are suitable integers. For (ii), we have
∑
uξ
(u,k)=p
1
u
= 1
p
∑
uξ/p
(u, k
p
)=1
1
u
= 1
p
∑
uξ/p
1
u
∑
r|(u, k
p
)
μ(r) = 1
p
∑
r| k
p
μ(r)
r
( ∑
mξ/(pr)
1
m
)
.
(2.19)
It is well known that
∑
mM
1
m
= logM + γ +O
(
1
M
)
, M  1. (2.20)
For 0 <M < 1, using the inequality
x = elogx  logx, x  1,
we have
− logM − γ = O
(
1
M
)
,
thus (2.20) holds also. By (2.19) and (2.20), we get
∑
uξ
(u,k)=p
1
u
= 1
p
∑
r| k
p
μ(r)
r
(
log
ξ
p
− log r + γ +O
(
pr
ξ
))
= ϕ(k/p)
k
(
log
ξ
p
+ γ
)
− 1
p
∑
r| k
p
μ(r) log t
r
+O
(
1
ξ
τ
(
k
p
))
. 
Lemma 2.6. Let P and Q be as in Section 1, that is
P = e2.5c(logx)
1
2
, xe−c(logx)
1
2 Q x, c =
√
λ
.29
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1dQ
1, x  Y  1, 1  q  P , 1  n  P , q and n are integers, (n, q) = 1,
cq(r) and cn(r) are Ramanujan’s sums (cf. pp. 148–149, (7) of §26 of [3]), and χ is a non-
principal character mod q . Then:
(i)
∑
rY
τQ(r)cq(r) = Y ϕ(q)
q
(
log
(
min(Y,Q)
)+ γ − logq)+O(Q q2
ϕ(q)
)
,
where γ is Euler’s constant.
(ii) Let q  3, then
∑
rY
τQ(r)cn(r)χ(r) = O
(
Q · ϕ(qn)(log log 6n)2).
Proof. For (i), we have
∑
rY
cq(r)τQ(r) =
∑
rY
ϕ(q)μ(q/(r, q))
ϕ(q/(r, q))
τQ(r) = ϕ(q)
∑
d|q
μ(d)
ϕ(d)
∑
rY
(r,q)=q/d
τQ(r),
∑
rY
(r,q)=q/d
τQ(r) =
∑
mY 1/2
∑
n Y
m
(mn,q)= q
d
1 +
∑
nY 1/2
∑
mmin( Y
n
,Q)
(mn,q)= q
d
1 −
∑
mY 1/2
∑
nY 1/2
(mn,q)= q
d
1
= S1 + S2 − S3, say.
Assuming that Y  q2. By (i) and (ii) of Lemma 2.5, we get
S1 =
∑
u| q
d
∑
(m,q)=u
mY 1/2
∑
(n,
q
u
)= q
du
n Y
m
1 =
∑
u| q
d
∑
(m,q)=u
mY 1/2
(
Yu
mq
ϕ(d)+O(τ(d)))
= Y ϕ(d)
q
∑
u| q
d
u
( ∑
(m,q)=u
mY 1/2
1
m
)
+O
(
τ(d)
∑
u| q
d
(
Y
1
2
q
ϕ
(
q
u
)))
= Y ϕ(d)
q
∑
u| q
d
u
[
ϕ(q/u)
q
(
log
Y
1
2
u
+ γ
)
− 1
u
∑
t | q
u
μ(t) log t
t
+O
(
Y−
1
2 τ
(
q
u
))]
+O
(
τ(d)Y
1
2
q
∑
t | q
d
ϕ
(
q
u
))
= Y ϕ(d)
q2
(
logY
1
2 + γ )∑
u| q
uϕ
(
q
u
)
− Y ϕ(d)
q2
∑
u| q
uϕ
(
q
u
)
logu− Y ϕ(d)
q
∑
u| q
∑
t | q
μ(t) log t
td d d u
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(
Y
1
2
ϕ(d)
q
∑
u| q
d
uτ
(
q
u
))
+O
(
τ(d)
q
Y
1
2
∑
u| q
d
ϕ
(
q
u
))
,
where (using ∑u|N ϕ(Nu ) = N )
Y
1
2
ϕ(d)
q
∑
u| q
d
uτ
(
q
u
)
+ Y 12 τ(d)
q
∑
u| q
d
ϕ
(
q
u
)
 Y 12 ϕ(d)
q
q
d
τ 2(q)+ Y 12 τ(d)
q
q  Y 12 τ 2(q).
Let Y1 = min(Y,Q), we have
S2 =
∑
u| q
d
∑
mmin(Q,y)
(m,q)=u
∑
nmin(Y 1/2,Y/m)
(n,
q
u
)= q
du
1 =
∑
u| q
d
( ∑
mY 1/2
(m,q)=u
∑
nY 1/2
(n,
q
u
)= q
du
1 +
∑
Y 1/2<mY1
(m,q)=u
∑
nY/m
(n,
q
u
)= q
du
1
)
=
∑
u| q
d
[ ∑
mY 1/2
(m,q)=u
(
Y
1
2 ϕ(d)
u
q
+O(τ(d)))+ ∑
Y 1/2<mY1
(m,q)=u
(
Y
m
u
q
ϕ(d)+O(τ(d)))]
=
∑
u| q
d
[
Y
1
2
ϕ(d)u
q
( ∑
mY 1/2
(m,q)=u
1
)
+ Yϕ(d)u
q
( ∑
Y 1/2<mY1
(m,q)=u
1
m
)
+O
(
τ(d)
Y1
q
ϕ
(
q
u
))]
= Y 12 ϕ(d)
q
∑
u| q
d
u
(
Y
1
2
q
ϕ
(
q
u
)
+O
(
τ
(
q
u
)))
+ Yϕ(d)
q
∑
u| q
d
u
(
ϕ(q/u)
q
(
log
(
Y1
Y
1
2
))
+O
(
1
Y
1
2
τ
(
q
u
)))
+O
(
τ(d)
Y1
q
∑
u| q
d
ϕ
(
q
u
))
= Y ϕ(d)
q2
∑
u| q
d
uϕ
(
q
u
)
+ Yϕ(d)
q2
log
(
Y1
Y
1
2
)∑
u| q
d
uϕ
(
q
u
)
+O(Qτ(d)),
and
S3 =
∑
u| q
d
∑
(m,q)=u
mY 1/2
∑
nY 1/2
(n,
q
u
)= q
du
1 =
∑
u| q
d
∑
(m,q)=u
mY 1/2
[
Y
1
2
ϕ(d)
q
u+O(τ(d))]
=
∑
u| q
d
Y
1
2
ϕ(d)
q
u
( ∑
(m,q)=u
mY 1/2
1
)
+O
((∑
u| q
d
∑
(m,q)=u
mY 1/2
1
)
τ(d)
)
=
∑
u| q
Y
1
2
ϕ(d)
q
u
(
Y
1
2
q
ϕ
(
q
u
)
+O
(
τ
(
q
u
)))
+O
(
τ(d)
∑
u| q
(
Y
1
2 ϕ
(
q
u
)
1
q
))
d d
H.-Q. Liu / Journal of Number Theory 128 (2008) 1011–1043 1025= Y ϕ(d)
q2
∑
u| q
d
uϕ
(
q
u
)
+O(Y 12 τ 2(q)).
Consequently
∑
rY
(r,q)= q
d
τQ(r) = Y ϕ(d)
q2
(logY1 + γ )
∑
u| q
d
uϕ
(
q
u
)
− Y ϕ(d)
q2
∑
u| q
d
uϕ
(
q
u
)
logu
− Y ϕ(d)
q
∑
u| q
d
∑
t | q
u
μ(t) log t
t
+O(Qτ(d)),
∑
rY
cq(r)τQ(r)
= ϕ(q)
∑
d|q
μ(d)
ϕ(d)
[
Y
ϕ(d)
q2
(logY1 + γ )
∑
u| q
d
uϕ
(
q
u
)
− Y ϕ(d)
q2
∑
u| q
d
uϕ
(
q
u
)
logu
− Y ϕ(d)
q
∑
u| q
d
∑
t | q
u
μ(t) log t
t
+O(Qτ(d))]
= Y ϕ(q)
q2
(logY1 + γ )
∑
d|q
μ(d)
∑
u| q
d
uϕ
(
q
u
)
− Y ϕ(d)
q2
∑
d|q
μ(d)
∑
u| q
d
uϕ
(
q
u
)
logu
− Y ϕ(q)
q
∑
d|q
μ(d)
∑
u| q
d
∑
t | q
u
μ(t) log t
t
+O
(
Qϕ(q)
∑
d|q
|μ(d)|
ϕ(d)
τ(d)
)
= Y ϕ(q)
q2
(logY1 + γ )
∑
u|q
uϕ
(
q
u
)∑
d| q
u
μ(d)− Y ϕ(q)
q2
∑
u|q
uϕ
(
q
u
)
logu
∑
d| q
u
μ(d)
− Y ϕ(q)
q
∑
t |q
μ(t) log t
t
∑
u| q
t
∑
d| q
u
μ(d)+O
(
Qϕ(q)
∏
p|q
(
1 + 2
p − 1
))
= Y ϕ(q)
q
(logY1 + γ )− Y ϕ(q)
q
logq +O
(
Q
q2
ϕ(q)
)
;
in the last step we have used the fact
∏(
1 + 2
p − 1
)

∏(
1 + 1
p − 1
)2
= q
2
ϕ2(q)
.p|q p|q
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∑
rY
τQ(r)cq(r) = Y ϕ(q)
q
(logY1 + γ )− Y ϕ(q)
q
logq +O
(
Q
q2
ϕ(q)
)
. (2.21)
If Y < q2, we have
Y
ϕ(q)
q
(logY1 + γ )− Y ϕ(q)
q
logq  Q q
2
ϕ(q)
,
and ∑
rY
τQ(r)cq(r)  ϕ(q)
∑
rq2
τ(r)  q3 logq  P 3 logP  Q,
and thus (2.21) holds also. This proves (i).
For (ii), we have∑
rY
τQ(r)cn(r)χ(r) =
∑
abY
aQ
χ(a)χ(b)cn(ab) =
∑
aQ
χ(a)
∑
bY2
χ(b)cn(ab)
=
∑
aQ
χ(a)
q∑
k=1
(k,q)=1
χ(k)
∑
bY2
b≡k (mod q)
cn(ab),
where Y2 = Y/a. Let n1 = n(n,a) . By (i) of Lemma 2.5, we have
∑
bY1
b≡k (mod q)
cn(ab) = ϕ(n)
∑
d|n1
μ(d)
ϕ(d)
∑
(b,n1)=n1/d
bY1
b≡k (mod q)
1 = ϕ(n)
∑
d|n1
μ(d)
ϕ(d)
(
Y2
qn1
ϕ(d)+O(τ(d)))
= ϕ(n)Y2
qn1
∑
d|n1
μ(d)+O
(
ϕ(n)
∑
d|n
|μ(d)τ(d)|
ϕ(d)
)
,
hence ∑
rY
τQ(r)cn(r)χ(r) = O
(
Qϕ(qn)(log log 6n)2
)
,
for we have
∑ |μ(d)|τ(d)
ϕ(d)
=
∏(
1 + 2
p − 1
)

∏(
1 + 1
p − 1
)2
=
(
n
ϕ(n)
)2
,d|n p|n p|n
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ϕ(n)
 log log(6n). This proves (ii). 
Lemma 2.7. For all Q 3, there holds
∑
nQ
1
ϕ(n)
= c1 logQ+ γ c1 − c2 +O
(
(logQ)2
Q
)
, (2.22)
where γ is Euler’s constant, and
c1 =
∞∑
d=1
|μ(d)|
dϕ(d)
, c2 =
∞∑
d=1
|μ(d)| logd
dϕ(d)
.
Proof. A stronger form of (2.22) is Lemma 1 of [6] with unspecified constants. We prove (2.22)
by an elementary method. We have (using (2.20))
∑
nQ
1
ϕ(n)
=
∑
nQ
1
n
∏
p|n
(
1 − 1
p
)−1
=
∑
nQ
1
n
∏
p|n
(
1 +
(
1 −
(
1 − 1
p
)−1)
μ(p)
)
=
∑
nQ
1
n
∑
d|n
μ(d)
∏
p|d
(
1 −
(
1 − 1
p
)−1)
=
∑
dQ
μ(d)
d
∏
p|d
(
1 −
(
1 − 1
p
)−1)( ∑
mQ/d
1
m
)
= (logQ+ γ )
(∑
dQ
μ(d)
d
∏
p|d
(
1 −
(
1 − 1
p
)−1))
−
∑
dQ
μ(d) logd
d
×
∏
p|d
(
1 −
(
1 − 1
p
)−1)
+O
(
1
Q
∑
dQ
∣∣μ(d)∣∣∏
p|d
∣∣∣∣1 −(1 − 1p
)−1∣∣∣∣)
= c1 logQ+ γ c1 − c2 +O
(
logQ
∑
d>Q
|μ(d)|
dϕ(d)
)
+O
(∑
d>Q
|μ(d)| logd
dϕ(d)
)
+O
(
1
Q
∑
dQ
|μ(d)|
ϕ(d)
)
= c1 logQ+ γ c1 − c2 +O
(∑
d>Q
|μ(d)|
dϕ(d)
)
+O
(
logQ
Q
)
,
and (2.22) follows from
∑ logd
dϕ(d)

∑ (logd)2
d2
= O
(
(logQ)2
Q
)
.d>Q d>Q
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Davenport.
3. Proof of Theorem 1.1
We have
S(Q,x) =
∑
qQ
∑
n1≡n2 (mod q)
nix, (ni ,q)=1
i=1,2
Λ(n1)Λ(n2)− 2x
(∑
qQ
1
ϕ(q)
)( ∑
(n,q)=1
nx
Λ(n)
)
+ x2
(∑
qQ
1
ϕ(q)
)
. (3.1)
By (a) of Section 1, we have∑
(n,q)=1
nx
Λ(n) =
∑
nx
Λ(n)+O(log2 x)= x +O(xe−√λ logx ).
Using Lemma 2.7, we find that
∑
qQ
1
ϕ(q)
 logx. Thus(∑
qQ
1
ϕ(q)
)( ∑
(n,q)=1
nx
Λ(n)
)
= x
∑
qQ
1
ϕ(q)
+O(xe− 12 √λ logx ). (3.2)
By the prime number theorem (a) of Section 1, we also have∑
nix
(
Λ(n)
)2 = ∑
px
(logp)2 +O(x 12 (logx)3),
∑
px
(logp)2 =
x∫
1
1
t
( ∑
tpx
logp
)
dt =
x∫
1
1
t
(
x − t +O(xe−F(x)))dt = x logx +O(x),
where F(x) = √λ logx. Thus∑
qQ
∑
n1≡n2 (mod q)
nix, (ni ,q)=1
Λ(n1)Λ(n2)
=
∑
qQ
∑
nx
(
Λ(n)
)2 + 2 ∑
qQ
∑
1rx−1
q|r
∑
1nx−r
(n(n+r),q)=1
Λ(n)Λ(n+ r)
H.-Q. Liu / Journal of Number Theory 128 (2008) 1011–1043 1029= Qx logx + 2
∑
rx−1
τQ(r)
∑
1nx−r
Λ(n)Λ(n+ r)+O(Qx), (3.3)
where τQ(r) =∑ q|r
1qQ
1, and we have noted that
∑
1nx−r
(n(n+r),q)=1
Λ(n)Λ(n+ r) =
∑
1nx−r
Λ(n)Λ(n+ r)+O((logx)3),
and ∑
rx
τQ(r)
∑
rx
τ (r) = O(x logx),
where τ(r) is the usual divisor function. From (3.1)–(3.3) we get
S(Q,x) = Qx logx + 2(Σ)− x2
(∑
qQ
1
ϕ(q)
)
+O(Qx), (3.4)
where
Σ =
∑
rx−1
τQ(r)
∑
nx−r
Λ(n)Λ(n+ r). (3.5)
We shall use the circle method to give a variant of Σ . Let (cf. (b) of Section 1, (1.4) and Lem-
ma 2.4)
P = e2.5cL
1
2
, τ = xP−10.5, L = logx.
For integers a and q , 1 a  q  P , and (a, q) = 1, let m(q,a) be an interval,
m(q,a) =
[
a
q
− (qτ)−1, a
q
+ (qτ)−1
]
,
m be the union of all these intervals m(q,a), and B be the complement set of m in the interval
[τ−1,1 + τ−1]. Two distinct intervals m(q,a) and m(q ′, a′) contained in m are disjoint. Let
E = τ−1. Obviously, B consists of the union of some disjoint intervals, and we have
∑
nx−r
Λ(n)Λ(n+ r) =
1+E∫
E
∣∣S(α)∣∣2e(−rα)dα = ∫
m
+
∫
B
. (3.6)
For every α ∈ B , by Dirichlet’s approximation theorem, there is a rational number a/q with
(a, q) = 1, 1 q  τ , and ∣∣∣∣α − a ∣∣∣∣< 1 .q qτ
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1
τ
− 1
qτ
 α − 1
qτ
<
a
q
< α + 1
qτ
 1 + 1
τ
+ 1
qτ
,
it follows that 1  a  q + 1. If a = q + 1, then from∣∣∣∣α − aq
∣∣∣∣= q + 1q − α < 1qτ ,
we get
1 + 1
q
< α + 1
qτ
 1 + 1
τ
+ 1
qτ
,
and thus τ − q < 1, which implies q = [τ ] in view of q  τ . For this case, as∣∣∣∣α − q + 1q
∣∣∣∣= ∣∣∣∣(α − 1)− 1q
∣∣∣∣< 1qτ ,
by the bound (2) of §25 of [3] (p. 143), we get
S(α) = S(α − 1)  (xτ) 12 L4  xP− 12 L4. (3.7)
If 1 a  q , then by the definition of B we must have P < q  τ , and thus again by (2) of §25
of [3], we get
S(α)  xP− 12 L4. (3.8)
Thus, if letting
S˜(α) =
∑
rx−1
τQ(r)e(−rα)
for α ∈ B , then by Cauchy’s inequality, (3.7) and (3.8), we get (note that S(α) and S˜(a) are of
period 1)
∑
rx−1
τQ(r)
∫
B
∣∣S(α)∣∣2e(−rα)dα  (max
α∈B
∣∣S(α)∣∣)( 1+E∫
E
∣∣S(α)S˜(α)∣∣dα)
 xP− 12 L4
( 1∫
0
∣∣S(α)∣∣2 dα) 12( 1∫
0
∣∣S˜(α)∣∣2 dα) 12
 x 32 P− 12 L4.5
(∑
τ 2(r)
) 1
2  x2P− 12 L6. (3.9)rx
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S(Q,x) = Qx logx + 2
∑
rx−1
τQ(r)
∫
m
∣∣S(α)∣∣2e(−rα)dα − x2(∑
qQ
1
ϕ(q)
)
+O(Qx).
(3.10)
For α ∈ m(q,a), α = a
q
+ z, 1 a  q  P and (a, q) = 1, by Lemma 2.1 we have
∣∣S(α)∣∣2 = |μ(q)|
ϕ2(q)
∣∣T (z)∣∣2 + θ(q) |τ(χ˜χ0q )|2|T˜ (z)|2
ϕ2(q)
− θ(q)μ(q)T (z)T˜ (z)χ˜(a)τ (χ˜χ
0
q )
ϕ2(q)
− θ(q)μ(q)T (z)χ˜(a)τ (χ˜χ
0
q )T˜ (z)
ϕ2(q)
+O
( |μ(q)T (z)|
ϕ2(q)
∣∣∣∣ ∑
χ mod q
χ(a)τ (χ¯)F (χ, z)
∣∣∣∣)
+O
(
θ(q)|τ(χ˜χ0q )T˜ (z)|
ϕ2(q)
∣∣∣∣ ∑
χ mod q
χ(a)τ (χ¯)F (χ, z)
∣∣∣∣)
+O
(
1
ϕ2(q)
∣∣∣∣ ∑
χ mod q
χ(a)τ (χ¯)F (χ, z)
∣∣∣∣2)
+O
(( |μ(q)T (z)|
ϕ(q)
+ θ(q)|τ(χ˜χ
0
q )T˜ (z)|
ϕ(z)
)
L2
)
+O(L4)
=
∑
1i4
Si +O
( ∑
5i10
|Si |
)
, say.
Thus, denoting by I (q) the interval [−(qτ)−1, (qτ)−1], we get
∫
m
∣∣S(α)∣∣2e(−rα)dα = ∑
qP
∑
(a,q)=1
1aq
∫
I (q)
∣∣∣∣S(z + aq
)∣∣∣∣2e(−r(aq + z
))
dz
=
∑
qP
∑
(a,q)=1
1aq
e
(
− ra
q
) ∫
I (q)
( ∑
1i4
Si +O
( ∑
5i10
|Si |
))
e(−rz) dz
=
∑
1i4
∑
qP
∑
(a,q)=1
1aq
e
(
− ra
q
) ∫
I (q)
Sie(−rz) dz
+O
( ∑
5i10
∑
qP
∑
(a,q)=1
1aq
∫
I (q)
|Si |dz
)
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∑
1i4
Ti(r)+O
( ∑
5i10
Ti(r)
)
, say. (3.11)
By Cauchy’s inequality, we get
T5(r) 
∑
qP
|μ(q)|
ϕ2(q)
( 1/2∫
−1/2
∣∣T (z)∣∣2 dz) 12( ∫
I (q)
( ∑
1aq
(a,q)=1
∣∣∣∣ ∑
χ mod q
χ(a)τ (χ¯)F (χ, z)
∣∣∣∣)2dz) 12 .
As
1/2∫
−1/2
∣∣T (z)∣∣2 dz = x +O(1),
( ∑
1aq
(a,q)=1
∣∣∣∣ ∑
χ mod q
χ(a)τ (χ¯)F (χ, z)
∣∣∣∣)2  ϕ(q) ∑
1aq
(a,q)=1
∣∣∣∣ ∑
χ mod q
χ(a)τ (χ¯)F (χ, z)
∣∣∣∣2
= ϕ2(q)
∑
χ mod q
∣∣τ(χ¯)F (χ, z)∣∣2,
( ∫
I (q)
( ∑
χ mod q
∣∣τ(χ¯)F (χ, z)∣∣2)dz) 12  ∑
χ mod q
∣∣τ(χ¯)∣∣( ∫
I (q)
∣∣F(χ, z)∣∣2 dz) 12
(using Cauchy’s inequality, orthogonal properties of characters, and the inequality (X1 + · · · +
Xn)
1/2 X1/21 + · · · +X1/2n for all Xi  0), we deduce that
T5(r)  x 12
∑
qP
|μ(q)|
ϕ(q)
∑
χ mod q
∣∣τ(χ¯)∣∣( ∫
I (q)
∣∣F(χ, z)∣∣2 dz) 12
= x 12
∑
qP
|μ(q)|
ϕ(q)
( ∫
I (q)
∣∣F (χ0q , z)∣∣2 dz) 12
+ x 12
∑
qP
|μ(q)|
ϕ(q)
∑
χ 	=χ0q
χ mod q
∣∣τ(χ¯)∣∣( ∫
I (q)
∣∣F(χ, z)∣∣2 dz) 12 . (3.12)
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∑
qP
|μ(q)|
ϕ(q)
( ∫
I (q)
∣∣F (χ0q , z)∣∣2 dz) 12 ∑
qP
( ∫
I (q)
∣∣F (χ0q , z)∣∣2 dz) 12  x 12 P−1. (3.13)
We then classify the characters of the second term on the RHS of (3.12) by the primitive charac-
ters that induce them to get
∑
qP
|μ(q)|
ϕ(q)
∑
χ 	=χ0q
χ mod q
∣∣τ(χ¯)∣∣( ∫
I (qm)
∣∣F(χ, z)∣∣2 dz) 12
=
∑
qmP
|μ(qm)|
ϕ(qm)
q
1
2
∑
χ mod q
∗ ( ∫
I (qm)
∣∣F (χχ0qm, z)∣∣2 dz) 12 , (3.14)
where ∗ means that χ ’s are primitive, χχ0qm is the induced character mod qm by χ . It is easy to
get
F
(
χχ0qm, z
)= F(χ, z) +O(L2),
thus ∫
I (qm)
∣∣F (χχ0qm, z)∣∣2 dz  ∫
I (q)
∣∣F(χ, z)∣∣2 dz +L4(qmτ)−1,
and we find that the RHS of (3.14) is (using ϕ(qm) ϕ(q)ϕ(m))

∑
qP
q
1
2 |μ(q)|
ϕ(q)
∑
χ mod q
∗ ( ∫
I (q)
∣∣F(χ, z)∣∣2 dz) 12 ∑
mP/q
|μ(m)|
ϕ(m)
+L2
∑
qmP
|μ(qm)|
ϕ(qm)
m−
1
2 · q · τ− 12
 L
∑
qP
∑
χ mod q
∗ ( ∫
I (q)
∣∣F(χ, z)∣∣2 dz) 12 + PL3τ− 12  Lx 12 P−1,
by using (i) of Lemma 2.4. Hence, from (3.12) to (3.14), we get
T5(r)  xP−1L.
Similarly, we can estimate T6(r) and T7(r) of (3.11) by using Lemma 2.4. We have (using fre-
quently q  L, ϕ(ab) ϕ(z)ϕ(b))ϕ(q)
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∑
qP
θ(q)|τ(χ˜χ0q )|
ϕ2(q)
∫
I (q)
∣∣T˜ (z)∣∣( ∑
1aq
(a,q)=1
∣∣∣∣ ∑
χ mod q
χ(a)τ (χ¯)F (χ, z)
∣∣∣∣)2 dz

∑
qP
θ(q)|τ(χ˜χ0q )|
ϕ2(q)
( 1/2∫
−1/2
∣∣T˜ (z)∣∣2 dz) 12
×
( ∫
I (q)
( ∑
1aq
(a,q)=1
∣∣∣∣ ∑
χ mod q
χ(a)τ (χ¯)F (χ, z)
∣∣∣∣)2 dz) 12
 x 12
∑
qP
θ(q)
ϕ(q)
∣∣τ(χ˜χ0q )∣∣ ∑
χ mod q
∣∣τ(χ)∣∣( ∫
I (q)
∣∣F(χ, z)∣∣2 dz) 12
 θx 12
∑
q˜mP
q˜
1
2
ϕ(q˜m)
∑
χ mod q˜m
∣∣τ(χ)∣∣( ∫
I (q˜m)
∣∣F(χ, z)∣∣2 dz) 12
 θx 12
∑
qP
q
1
2
∑
χ mod q
∗ ∑
q˜m≡0 (mod q)
q˜mP
q˜
1
2
ϕ(q˜m)
( ∫
I (q˜m)
∣∣F(χ, z)∣∣2 dz + L4
τ q˜m
) 1
2
+ θx 12
∑
q˜mP
q˜
1
2 |μ(q˜m)|
ϕ(q˜m)
( ∫
I (q˜m)
∣∣F (χ0q˜m, z)∣∣2 dz) 12
 θx 12 P 12
∑
qP
∑
χ mod q
∗ ( ∫
I (q)
∣∣F(χ, z)∣∣2 dz) 12( ∑
mP
1
ϕ(m)
)
+ θx 12 τ− 12 P 52 L2 + θx 12
∑
qP
( ∫
I (q)
∣∣F (χ0q , z)∣∣2 dz) 12
 θxP− 12 L+ θxP−1  θxP− 12 L,
T7(r) 
∑
qP
1
ϕ(q)
∑
χ mod q
∣∣τ(χ¯)∣∣2 ∫
I (q)
∣∣F(χ, z)∣∣2 dz

∑
qP
|μ(q)|
ϕ(q)
∫ ∣∣F (χ0q , z)2∣∣dz + ∑
qmP
q
ϕ(qm)
∑
χ mod q
∗ ∫ (∣∣F(χ, z)∣∣2 +L4)dz
I (q) I (qm)
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(∑
qP
( ∫
I (q)
∣∣F (χ0q , z)∣∣2 dz) 12)2 +L(∑
qP
∑
χ mod q
∗ ∫
I (q)
∣∣F(χ, z)∣∣2 dz)
×
( ∑
mP
1
ϕ(m)
)
+ τ−1L4
∑
qmP
ϕ(q)
ϕ(qm)m
 xP−2 +L2
(∑
qP
∑
χ mod q
∗( ∫
I (q)
∣∣F(χ, z)∣∣2 dz) 12)2  xP−2L2.
Thus
Ti(r) = O
(
xP−
1
2 L
)
, i = 5,6,7. (3.15)
We easily deduce that (without using Lemma 2.4)
Ti(r) = O
(
x
1
2
)
, i = 8,9,10. (3.16)
For T3(r) we have
T3(r) = −
∑
qP
θ(q)
μ(q)
ϕ2(q)
( ∑
(a,q)=1
1aq
e
(
ar
q
)
χ˜(a)
)
τ
(
χ˜χ0q
) ∫
I (q)
T (z) · T˜ (z)e(−rz) dz.
For θ = 1, by partial summation, we can show that
T˜ (z)  min
(
x,
1
‖z‖
)
,
where ‖z‖ = minn∈Z |n− z|. Thus by standard procedure, we get
∫
I (q)
T (z) · T˜ (z)e(−rz) dz =
1/2∫
−1/2
T (z) · T˜ (z)e(−rz) dz +O
( 1/2∫
−1/2
(
min
(
x,
1
z
))2
dz
)
=
∑
r<mx
mβ˜−1 +O(qτ).
Thus
T3(r) = −θ
∑
qq˜P
(q,q˜)=1
μ(qq˜)
ϕ2(qq˜)
τ
(
χ˜χ0qq˜
)( ∑
(a,qq˜)=1
1aqq˜
χ˜ (a)e
(
− ar
qq˜
))( ∑
r<mx
mβ˜−1
)
+O(LτP ).
For θ = 1, we have as (q, q˜) = 1
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(a,qq˜)=1
1aqq˜
χ˜ (a)e
(
− ar
qq˜
)
=
∑
(x1,q˜)=1
1x1q˜
∑
(x2,q)=1
1x2q
χ˜(qx1 + q˜x2)e
(
− r(qx1 + q˜x2)
qq˜
)
= χ˜(q)
( ∑
(x1,q˜)=1
1x1q˜
χ˜ (x1)e
(
− rx1
q˜
))( ∑
(x2,q)=1
1x2q
e
(
− rx2
q
))
= χ˜(q)χ˜(r)τ (χ˜)cq(r),
by using (2) of p. 65 of [3]; where cq(r) is Ramanujan’s sum. By the evaluation for τ(χ) on p. 67
of [3], we get
τ
(
χ˜χ0qq˜
)= τ(χ˜)χ˜(q)μ(q).
Consequently, we have
T3(r) = −θμ(q˜)
∑
qq˜P
(q,q˜)=1
∣∣τ(χ˜)∣∣2 |μ(q)|
ϕ2(qq˜)
χ˜(r)cq(r)
( ∑
r<mx
mβ¯−1
)
+O(LτP ).
By using (ii) of Lemma 2.6, we get (noting: θ = 1 implies q˜  3)
∑
rx−1
τQ(r)T3(r)
= −θμ(q˜)
∑
1<mx
mβ˜−1
∑
qq˜P
(q,q˜)=1
q˜|μ(q)|
ϕ2(qq˜)
(∑
r<m
τQ(r)χ˜(r)cq(r)
)
+O(xL2τP )
= O
(
θQx(logL)2
∑
qq˜P
q˜
ϕ(q˜)
· 1
ϕ(q)
)
+O(xL2τP )
= O(Qx(logP)(logL)3)= O(QxL 12 (logL)3). (3.17)
Similarly, we get ∑
rx−1
τQ(r)T4(r) = O
(
QxL
1
2 (logL)3
)
. (3.18)
We have
T2(r) =
∑
qP
θ(q)|τ(χ˜χ0q )|2
ϕ2(q)
cq(r)
( ∫ ∣∣T˜ (z)∣∣2e(−rz) dz)
I (q)
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∑
qP
θ(q)|τ(χ˜χ0q )|2
ϕ2(q)
cq(r)
( ∑
mx−r
(
m(m+ r))β˜−1 +O(qτ))
=
∑
qP
θ(q)|τ(χ˜χ0q )|2
ϕ2(q)
cq(r)
∑
mx−r
mβ˜−1
( m+r∫
m
(β˜ − 1)uβ˜−2 du+mβ˜−1
)
+O
(∑
qP
θ(q)qτ
ϕ2(q)
∣∣τ(χ˜χ0q )∣∣2∣∣cq(r)∣∣).
From
θ(q)qτ
ϕ2(q)
∣∣τ(χ˜χ0q )∣∣2∣∣cq(r)∣∣ qq˜τϕ(q)  L · q˜τ  PτL,
we get ∑
rx
τQ(r)
∑
qP
θ(q)qτ
ϕ2(q)
∣∣τ(χ˜χ0q )∣∣2∣∣cq(r)∣∣ xPτL2 = O(Qx).
Thus for y = x − 1∑
ry
τQ(r)T2(r)
=
∑
qP
θ(q)|τ(χ˜χ0q )|2
ϕ2(q)
∑
my
mβ˜−1
∑
rx−m
τQ(r)cq(r)
×
( m+r∫
m
(β˜ − 1)uβ˜−2 du+mβ˜−1
)
+O(Qx)
=
∑
qP
θ(q)|τ(χ˜χ0q )|2
ϕ2(q)
∑
my
mβ˜−1
[ x∫
m
(β˜ − 1)uβ˜−2
( ∑
u−mrx−m
τQ(r)cq(r)
)
du
+mβ˜−1
( ∑
rx−m
τQ(r)cq(r)
)]
+O(Qx)
=
∑
qP
θ(q)|τ(χ˜χ0q )|2
ϕ2(q)
∑
my
mβ˜−1
[ x∫
m+1
(β˜ − 1)uβ˜−2
( ∑
u−mrx−m
τQ(r)cq(r)
)
du
+mβ˜−1
( ∑
rx−m
τQ(r)cq(r)
)
+O(mβ˜−2xLϕ(q))]+O(Qx)
=
∑
qP
θ(q)|τ(χ˜χ0q )|2
ϕ2(q)
∑
my
mβ˜−1
( x∫
(β˜ − 1)uβ˜−2
( ∑
u−mrx−m
τQ(r)cq(r)
)
dum+1
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( ∑
rx−m
τQ(r)cq(r)
))
+O(Qx). (3.19)
Let θ(q) = 1. Put (i) of Lemma 2.6 in (3.19), we get
∑
u−mrx−m
τQ(r)cq(r) =
[
(x −m) log(min(x −m,Q))− (u−m) log(min(u−m,Q))]ϕ(q)
q
+ (x − u)ϕ(q)
q
(γ − logq)+O
(
Q
q2
ϕ(q)
)
,
q
ϕ(q)
∑
my
mβ˜−1
x∫
m+1
(β˜ − 1)uβ˜−2
( ∑
u−mrx−m
τQ(r)cq(r)
)
du
=
∑
my
mβ˜−1
[ x∫
m+1
(β˜ − 1)uβ˜−2((x −m)(log(min(x −m,Q))+ γ − logq)
−(u−m)(log(min(u−m,Q))+ γ − logq))du]+O(xQ q3
ϕ2(q)
)
= I1 + I2 + I3 +O
(
xQ
q3
ϕ2(q)
)
, say,
where
I1 =
∑
mx−Q
mβ˜−1
m+Q∫
m+1
(β˜ − 1)uβ˜−2[(x −m)(logQ+ γ − logq)
− (u−m)(log(u−m)+ γ − logq)]du
=
∑
mx−Q
(
m(m +Q))β˜−1(x −m−Q)(logQ+ γ − logq)
−
∑
mx−Q
(
m(m + 1))β˜−1[(x −m)(logQ+ γ − logq)+ logq − γ ]
+
∑
mx−Q
mβ˜−1
m+Q∫
m+1
uβ˜−1
[
log(u −m)+ γ − logq + 1]du,
I2 =
∑
mx−Q
mβ˜−1
x∫
m+Q
(β˜ − 1)uβ˜−2[(x −m)(logQ+ γ − logq)
− (u−m)(logQ+ γ − logq)]du
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∑
mx−Q
(
m(m+Q))β˜−1(x −m−Q)(logQ+ γ − logq)
+
∑
mx−Q
mβ˜−1
x∫
m+Q
uβ˜−1(logQ+ γ − logq)du,
I3 =
∑
x−Q<mx−1
mβ˜−1
x∫
m+1
(β˜ − 1)uβ˜−2[(x −m)(log(x −m)+ γ − logq)
− (u −m)(log(u−m)+ γ − logq)]du
= −
∑
x−Q<mx−1
(
m(m+ 1))β˜−1[(x −m)(log(x −m)+ γ − logq)+ logq − γ ]
+
∑
x−Q<mx−1
mβ˜−1
x∫
m+1
uβ˜−1
(
log(u−m)+ γ − logq + 1)du,
and we also have
q
ϕ(q)
∑
mx−1
m2β˜−2
( ∑
rx−m
τQ(r)cq(r)
)
=
∑
mx−1
m2β˜−2
[
(x −m)(log(min(x −m,Q))+ γ − logq)+O(Q q3
ϕ2(q)
)]
=
∑
mx−Q
m2β˜−2(x −m)(logQ+ γ − logq)
+
∑
x−Q<mx−1
m2β˜−2(x −m)(log(x −m)+ γ − logq)+O(Q q3
ϕ2(q)
)
,
and thus
q
ϕ(q)
∑
my
mβ˜−1
[ x∫
m+1
(β˜ − 1)uβ˜−2
( ∑
u−mrx−m
τQ(r)cq(r)
)
du
+mβ˜−1
( ∑
rx−m
τQ(r)cq(r)
)]
=
∑
mx−Q
mβ˜−1
m+Q∫
uβ˜−1
(
log(u −m)+ γ − logq + 1)dum+1
1040 H.-Q. Liu / Journal of Number Theory 128 (2008) 1011–1043+
∑
mx−Q
mβ˜−1
x∫
m+Q
uβ˜−1(logQ+ γ − logq)du
+
∑
x−Q<mx−1
mβ˜−1
x∫
m+1
uβ˜−1
(
log(u−m)+ γ − logq + 1)du+O(xQ q3
ϕ2(q)
)
=
∑
mx−Q
mβ˜−1 1
β˜
(
xβ˜ − (m +Q)β˜)(logQ+ γ − logq)
+
∑
mx−Q
mβ˜−1
m+Q∫
m+1
uβ˜−1 log(u−m)du
+
∑
x−Q<mx−1
mβ˜−1
x∫
m+1
uβ˜−1 log(u−m)du+O
(
xQ
q3
ϕ2(q)
)
=
∑
mx−Q
mβ˜−1
β˜
(
xβ˜ − (m +Q)β˜)(logQ+ γ − logq)
+O(Qxβ˜L)+O(xQ q3
ϕ2(q)
)
. (3.20)
From (3.19) and (3.20), we obtain
∑
ry
τQ(r)T2(r)
= θ
∑
mx−Q
mβ˜−1
β˜
(
xβ˜ − (m+Q)β˜) ∑
qP
θ(q)|τ(χ˜χ0q )|2
qϕ(q)
(logQ+ γ − logq)
+O
(
θQxβ˜L
∑
qP
θ(q)|τ(χ˜χ0q )|2
qϕ(q)
)
+O
(
xQ
∑
qP
θ(q)|τ(χ˜χ0q )|2q2
ϕ3(q)
)
. (3.21)
By using the estimates n
ϕ(n)
 log log(3n), ∑mn 1ϕ(m)  log(3n) for n 1, we have
∑
qP
θ(q)|τ(χ˜χ0q )|2
qϕ(q)
= θ
∑
q˜qP
(q,q˜)=1
|μ(q)|
qϕ(qq˜)
= θ 1
ϕ(q˜)
( ∞∑
(q,q˜)=1
q=1
|μ(q)|
qϕ(q)
+O
( ∑
q>P q˜−1
q−
3
2
))
= θ 1
ϕ(q˜)
∞∑
(q,q˜)=1
q=1
|μ(q)|
qϕ(q)
+O(P− 12 ),
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qP
θ(q)|τ(χ˜χ0q )|2 logq
qϕ(q)
= θ
∑
qq˜P
(q,q˜)=1
|μ(q)|(log q˜ + logq)
qϕ(qq˜)
= θ log q˜
ϕ(q˜)
( ∞∑
q=1
(q,q˜)=1
|μ(q)|
qϕ(q)
)
+ θ 1
ϕ(q˜)
( ∞∑
(q,q˜)=1
q=1
|μ(q)| logq
qϕ(q)
)
+O(P− 12 ),
∑
qP
θ(q)|τ(χ˜χ0q )|2
qϕ(q)
= θ
∑
q˜qP
(q,q˜)=1
|μ(q)|
qϕ(qq˜)
 θ 1
ϕ(q˜)
( ∞∑
q=1
(q,q˜)=1
|μ(q)|
qϕ(q)
)
 θq˜− 12 ,
∑
qP
θ(q)|τ(χ˜χ0q )|2q2
ϕ3(q)
= θ
∑
qq˜P
(q,q˜)=1
q˜3|μ(q)|q2
ϕ3(qq˜)
= θq˜
3
ϕ3(q˜)
∑
qq˜P
(q,q˜)=1
|μ(q)|q2
ϕ3(q)
 (log logP)5
∑
qP
1
ϕ(q)
= O(L 12 (logL)5),
and consequently from (3.21), we get
∑
rx−1
τQ(r)T2(r) = θ
∑
mx−Q
mβ˜−1
β˜
(
xβ˜ − (m+Q)β˜)[C(q˜)(logQ+ γ )−C1(q˜)]
+O(θQxβ˜ q˜− 12 L)+O(xQL 12 (logL)5), (3.22)
where
C(q˜) = 1
ϕ(q˜)
∞∑
q=1
(q,q˜)=1
|μ(q)|
qϕ(q)
,
C1(q˜) = log q˜
ϕ(q˜)
( ∞∑
q=1
(q,q˜)=1
|μ(q)|
qϕ(q)
)
+ 1
ϕ(q˜)
( ∞∑
q=1
(q,q˜)=1
|μ(q)| logq
qϕ(q)
)
.
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Qxβ˜ q˜−
1
2 L = O(Qx),
and if q˜  L2, then by Siegel’s theorem [3, §21], we have
β˜  1 − C(ε)
q˜ε
 1 −C(ε)L−2/3, ε = 1
3
, C(ε) > 0,
which yields
Qxβ˜L = O(Qx).
Therefore
Qxβ˜ q˜−
1
2 L = O(Qx). (3.23)
always holds. From (3.22) and (3.23), we obtain
∑
rx−1
τQ(r)T2(r) = θ
∑
mx−Q
mβ˜−1
β˜
(
xβ˜ − (m+Q)β˜)[C(q˜)(logQ+ γ )−C1(q˜)]
+O(xQL 12 (logL)5). (3.24)
For T1(r), similarly with the treatments of T2(r), we get
T1(r) =
∑
qP
|μ(q)|
ϕ2(q)
cq(r)
( ∫
I (q)
∣∣T (z)∣∣2e(−rz) dz)
=
∑
qP
|μ(q)|
ϕ2(q)
cq(r)
(
y − r +O(qτ))
=
∑
qP
|μ(q)|
ϕ2(q)
cq(r)(y − r)+O(τPL),
∑
ry
τQ(r)T1(r) =
∑
qP
|μ(q)|
ϕ2(q)
(∑
ry
τQ(r)cq(r)(y − r)
)
+O(xτPL2)
=
∑
qP
|μ(q)|
ϕ2(q)
( y∫
1
(∑
ru
τQ(r)cq(r)
)
du
)
+O(Qx),
where y = x − 1. By (i) of Lemma 2.6, we obtain
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ϕ(q)
y∫
1
(∑
ru
τQ(r)cq(r)
)
du
=
y∫
1
[
u
(
log
(
min(u,Q)
)+ γ − logq)]du+O(xQ q3
ϕ2(q)
)
=
Q∫
1
u(logu+ γ − logq)du+
y∫
Q
u(logQ+ γ − logq)du+O
(
xQ
q3
ϕ2(q)
)
= 1
2
x2(logQ+ γ − logq)+O
(
xQ
q3
ϕ2(q)
)
.
Therefore
∑
rx−1
τQ(r)T1(r) = 12x
2(logQ+ γ )
∞∑
q=1
|μ(q)|
qϕ(q)
− x
2
2
∞∑
q=1
|μ(q)| logq
qϕ(q)
+O(xQL 12 (logL)2), (3.25)
by noting that
∑
qP
|μ(q)|q2
ϕ3(q)
 (log logP)2
∑
qP
1
ϕ(q)
 L 12 (logL)2.
By (3.10), (3.11), (3.15)–(3.18), (3.24), (3.25), and Lemma 2.7, we get Theorem 1.1.
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