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Abstract
In many engineering applications, faster convergence is always sought, such as manufacturing
plants, defence sectors, mechatronic systems. Nowadays, most of the physical systems are
operated in a closed-loop environment in conjunction with a controller. Therefore, the controller
plays a critical role in determining the speed of the convergence of the entire closed-loop system.
Linear controllers are quite popular for their simple design. However, linear controllers provide
asymptotic convergence speed, i.e., the actual convergence is obtained when the time reaches an
infinitely large amount. Furthermore, linear controllers are not entirely robust in the presence
of non-vanishing types of disturbances. It is always important to design robust controllers
because of the presence of model imperfections and unknown disturbances in almost all kinds
of systems. Therefore, it is necessary to design controllers that are not only robust, but will also
provide faster convergence speed.
Out of many robust non-linear control strategies, a further development in sliding mode
control (SMC) strategy is considered in this thesis because of its simplicity and robustness.
There have been many contributions in the SMC field in the last decade. Many existing methods
are available for the SMC design for second-order systems. However, the SMC design becomes
extremely complex if the system order increases. Therefore, the first part of this thesis focuses
on developing arbitrary-order SMC strategies with a relatively simpler design while providing
finite-time convergence. Novel methods are developed with both continuous and discontinuous
control structures.
The second part of this thesis focuses on developing algorithms to provide even faster con-
vergence speed than that of finite-time convergent algorithms. Some practical applications need
strict constraints on time response due to security reasons or to ameliorate the productiveness.
For example, a missile or any aerial launch vehicle can be hugely affected by a strong wind
gust deviating it from the desired trajectory, thus yielding a significant degree of initial tracking
error. It is worth mentioning that the state convergence achieved in SMC during sliding can be
iv
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either asymptotic or in finite-time, depending on the selection of the surface. Furthermore, it
primarily depends on the initial conditions of the states. This provides a motivation to focus
on developing SMC controllers where the convergence time does not depend on initial condi-
tions, and a well-defined theoretical analysis is provided in the thesis regarding arbitrary-order
fixed-time convergent SMC design. Subsequently, a predefined-time convergent second-order
differentiator and observer are proposed. The main advantage of the proposed differentiator
is to calculate the derivative of a given signal in fixed-time while the least upper bound of the
fixed stabilisation time is equal to a tunable parameter. Similarly, the proposed predefined-time
observer is robust with respect to bounded uncertainties and can also be used to estimate the
uncertainties.
The final part of the thesis is focused on the applications of the proposed algorithms. First
of all, a novel third-order SMC is designed for a piezoelectric-driven motion systems achieving
better accuracy and control performance. Later on, an experimental validation of the proposed
controller is conducted on an induction motor setup. Later, a fixed-time convergent algorithm
is proposed for an automatic generation control (AGC) of a multi-area interconnected power
system while considering the non-linearities in the dynamic system. The final part is focused
on developing fixed-time convergent algorithms in a co-operative environment. The reason
for selecting such a system is the presence of the highest degree of uncertainties. To this end, a
novel distributed algorithm is developed for achieving second-order consensus in the multiagent
systems by designing a full-order fixed-time convergent sliding surface.
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Chapter 1
Introduction
Variable structure control (VSC) with sliding mode was first developed in the early 1950’s. The
most important feature of VSC is that it can result into a robust control, i.e., almost invariant to
uncertainties. The fact that VSC receives a wide acceptance among engineering professionals
is probably due to the well-defined design procedure and the robustness. It is important to
mention that the physical plants are often affected by various disturbances and uncertainties.
The performance of linear controllers deteriorates in the presence of such anomalies and there is
always a need for designing robust controllers for such plants, where the nature of disturbance
is not actually known. This thesis primarily discusses a significantly popular nonlinear VSC
strategy known as sliding mode control (SMC). SMC (ideal) is widely popular in the research
community because of its robustness and finite-time convergence. Finite-time convergence is
an important area of research in the control domain. In classical SMC, the convergence to the
switching manifold is in finite-time. However, the state convergence in the sliding mode is
asymptotic. Therefore, the nonlinear switching manifold has been designed and the finite-time
convergence of the states is guaranteed. The method is well described as terminal sliding mode
control (TSM). This method works perfectly fine with the second-order systems as the user
is free to choose between a singular or non-singular version. However, as the system order
increases, to design a stable nonlinear sliding surface with relative degree one is a difficult task.
[Bhat and Bernstein, 2005] proposed one indirect solution to the aforementioned problem of
construction of a nonlinear sliding surface for higher-order system which leads to singularity in
the SMC. For the purpose of attaining finite-time convergence of higher-order systems, Levant
proposed an arbitrary-order sliding mode control design [Levant, 2005]. The control structure
provided by Levant becomes more complicated as the system order increases. Therefore, it is
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necessary to formulate strategies to obtain finite-time convergence for arbitrary-order systems
which are not only simple to construct, but also easy to implement. Moreover, developing a
SMC strategy with an even faster convergence rate is a challenge.
Some practical applications need strict constraints on time response due to security rea-
sons or to ameliorate the productiveness. For example, a missile or any aerial launch vehicle
can be hugely affected by a strong wind gust deviating it from the desired trajectory, thus yield-
ing a significant degree of initial tracking error. It is worth mentioning that the convergence
achieved in SMC during sliding can be either asymptotic or in finite-time, depending on the se-
lection of the surface. Furthermore, it primarily depends on the initial conditions of the states.
It is certainly correct that by increasing the control gain in existing controllers, the speed of
convergence can be increased. However, even if the convergence speed is increased, it is still
dependent on the initial conditions. Moreover, most of the controllers have limited bandwidth.
This motivated the researchers to focus on developing such controllers where the convergence
time does not depend on initial conditions and a well-defined theoretical analysis is present in
the literature about so called fixed-time convergence [Polyakov, 2012]. Fixed-time convergence
is usually obtained by a class of polynomial state feedback control systems and such control
systems can find their applications in many chemical processes, electronic circuits, mechatron-
ics and biological systems. However, there is yet no such continuous control structure providing
fixed-time convergence in the open literature for higher-order systems. Therefore, this thesis is
focused on finding a solution to the aforementioned issue.
Fixed-time convergence based control algorithms sometimes require a huge amount of
control effort because of their faster convergence, leading to inapplicability of the control di-
rectly on a physical plant. Almost all plants have operational constraints. Nowadays, there are
many papers available in the literature discussing fixed-time control without any real applica-
tion. This thesis not only discusses many novel fixed-time convergent algorithms, but also when
and how to implement them. Another demerit of fixed-time convergence is that the estimation
of the upper bound of the convergence time is usually too large and has no relation to the actual
convergence time obtained. Recently, a faster convergence algorithm was proposed [Jime´nez-
Rodrı´guez et al., 2017b], popularly known as predefined-time convergence. All of the literature
discussed relates to predefined-time convergence deals with first-order algorithm. However,
most of the practical plants are of second-order dynamics and in order to use that algorithm in
a practical scenario, it is necessary to formulate an algorithm for higher-order systems.
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1.1 Research Gaps
Based on the above discussion, the main research gaps are discussed below:
• The need for a simple arbitrary-order SMC strategy is necessary in order to achieve the
finite-time convergence of the states. The control structure has to be continuous enough
to be practically realisable.
• It is necessary to formulate SMC strategies in order to get a fixed-time convergence.
Since fixed-time convergence is a relatively new concept, enough work has to be done
in order to formulate a fixed-time convergent algorithm for an arbitrary-order system.
Moreover, enough work has to be carried out to estimate the theoretical upper bound of
the convergence time in a fixed-time convergent strategy in closer agreement with respect
to the actual convergence time.
• In order to verify the benefits of the fixed-time convergent algorithm, it is necessary to
select an appropriate application. Many papers published in the literature related to fixed-
time control without any discussion related to its applicability. Often time, people ignore
the physical constraints while developing a fixed-time convergent strategy. A thorough
discussion has to be performed along with reference to where and how to implement those
strategies in a practical scenario.
1.2 Motivation
As more and more people are using SMC, it is necessary to have a simple design for sys-
tems with higher-order. Although a well defined arbitrary-order SMC has been proposed by
Levant [Levant, 2005] [Levant, 2007] [Levant, 1998], the design procedure for such is quite
complicated. Moreover, each of the algorithms discussed in the above papers leads to a discon-
tinuous control. There is no such arbitrary-order continuous algorithm in the literature to date.
It is necessary to implement arbitrary-order algorithms on a practical setup to discuss their order
of complexities and accuracy. Convergence speed and accuracy are the major performance mea-
sures in any practical system. The major benefits of SMC are robustness and simplicity [Utkin
et al., 2009] [Utkin, 2016]. As finite-time convergence depends on initial conditions, it is nec-
essary to explore in the direction of obtaining fixed-time convergence in SMC. Very few papers
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have reported in that direction. The major issue with fixed-time convergence is realised when it
is used to devise a control. Because of the faster convergence speed, the required control effort
can go up to an infinitely large amount which is practically unrealistic. Many papers in litera-
ture use fixed-time control without discussing their adverse effects or limitations. It is crucial
to discuss the design procedure for fixed-time control and the best way to implement such an
algorithm.
1.3 Research Questions
Based on the aforementioned research gaps and motivations, this entire thesis is structured in
order to find answers to the following research questions:
1. How to design a robust SMC for any arbitrary-order system with continuous structure?
2. How to achieve an arbitrary-order fixed-time convergence using SMC with applications
to real-world problems?
3. How to design fixed-time convergent SMC algorithms in a co-operative environment in
order to achieve consensus?
1.4 Research Scope
The scope of the research conducted in this thesis covers the design and implementation of
faster convergent algorithms for SMC and is mainly divided into three sections as follows:
1. To propose a simpler algorithm for arbitrary-order SMC with finite-time convergence of
the states. The control structure will be continuous enough to implement practically and
a practical demonstration of the benefits of the proposed algorithm will be carried out.
2. To design a novel fixed-time convergent algorithm by proposing a fixed-time conver-
gent SMC with continuous control structure. The fixed-time control will be practically
validated while satisfying operational constraints. A thorough discussion on the control
efforts and the cost of operation will be presented show its applicability.
3. Network systems contain the highest level of uncertainties in terms of delays and node
dynamics. It is extremely important to devise SMC strategies for dynamical networks
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in order to achieve goals, such as consensus, while verifying the robustness of the al-
gorithms. A fixed-time second-order consensus algorithm will be proposed for network
systems.
1.5 Thesis Contributions
The main contributions of the thesis are:
• A new algorithm for finite-time convergence of the states for a higher-order system is
developed. To this end, a set of fast terminal sliding mode surfaces are constructed. The
fractional powers of the switching surfaces are selected such that singularity is avoided
during sliding. A control signal is developed and necessary and sufficient conditions
for the finite-time convergence are obtained, under which the system states reach the
fast terminal sliding surfaces in a finite-time and stays in the sliding mode thereafter. A
condition on external disturbance is obtained to guarantee the finite-time convergence.
Numerical simulations are provided to validate the theoretical results and examine the
robustness of control against external disturbances. This work is published in [Mishra
et al., 2016b].
• A new class of continuous control structure is proposed for arbitrary-order systems. The
control is robust against disturbances and model uncertainties. The convergence condition
is proven with the help of a homogeneous Lyapunov function for second-order systems.
The proposed method is validated in simulation in the presence of disturbances. The
main advantages of this proposed control structure are its simple structure and reduced
chattering. The corresponding work is published in [Mishra et al., 2016a].
• A design of a new continuous third-order sliding mode robust control scheme dedicated
to trajectory tracking control of a piezoelectric-actuated motion system is proposed. One
unique aspect of the developed controller is that it achieves inherent chattering-free con-
trol action with finite-time convergence. The model uncertainty including the hysteresis
effect is estimated by perturbation estimation technique. Higher-order derivatives of the
position are estimated by using a robust sliding mode observer (SMO). A novel third-
order sliding mode control (TOSMC) is devised and its stability is proven based on Lya-
punov analysis. The performance of the developed controller is validated and compared
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by carrying out real-time experimental studies. Results demonstrate remarkable robust
tracking performance of the controller over existing second-order and third-order sliding
mode control in terms of steady-state accuracy and robustness property with equivalent
control effort. The aforementioned work is published in [Mishra et al., 2018b].
• A novel method for designing a faster non-singular control for second-order systems is
presented. The proposed sliding surface is fixed-time convergent. Hence, during sliding,
the convergence of the states are within fixed-time. Moreover, the designed control en-
sures that the reaching is also established in fixed-time. The robustness of the SMC lies
in sliding phase and reaching phase is sensitive to noise. The reaching time, in this case,
does not depend on the system states rather than surface parameters. Therefore, the reach-
ing time can be pre-programmed according to the user requirement which is significantly
advantageous. Stability of system is analysed. Finally, the proposed method is validated
in simulations. This work is reported in [Mishra et al., 2017].
• A new algorithm for finite-time SMC is developed which can provide fixed-time con-
vergence by suitably adding some special nonlinear terms in the control design. The
proposed control is free from chattering which is often required in many practical appli-
cations. Moreover, it can be generalised to any arbitrary-order dynamical system. The
convergence of the proposed scheme is proven. The effectiveness of the proposed scheme
is verified by comparing with existing methods. The above contribution is published
in [Mishra et al., 2018c].
• A novel cascade proportional-integral (PI) continuous second-order SMC for induction
motor is discussed in the presence of operational constraints. The inner-loop SMC is de-
signed to control the current dynamics of the motor, while the outer-loop control is the PI
control of speed. The main advantage of the proposed method is that the PI control pro-
vides reference to the inner-loop SMC with constraints according to the system require-
ments in terms of maximum current and speed limits. Moreover, because the inner-loop
dynamics of the motor are nonlinear, SMC design has more importance in robustness
and disturbance rejection capability. The proposed control is a continuous-time design
strategy with fixed-time convergence while its discretisation is performed at the imple-
mentation stage. The performance of the developed controller is validated by carrying
out real-time experimental studies on an industrial size induction machine. Experimental
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results demonstrate remarkable robust tracking performance of the controller in terms of
transient speed response and steady-state accuracy. These findings are reported in [Mishra
et al., 2019a].
• A novel idea is proposed for fixed-time recursive surface structure design for arbitrary-
order system. The stability of controller design methodology is verified by using Lya-
punov analysis. The primary benefit behind formulating the proposed surface structure is
in achieving fixed-time convergence during sliding. Moreover, the control structure is de-
signed to attain fixed-time convergence during reaching phase as well. The approximate
convergence time is calculated mathematically and verified using simulations. The SMC
is formulated for single-input-single-output nonlinear dynamical systems. The proposed
control scheme is robust and the singularity is avoided. The conditions to ensure stability
during reaching phase are derived and are shown to depend only on the design of surface
parameters. The detailed simulation results of a general third-order dynamic system show
the efficacy of the proposed scheme. Finally, the proposed method is implemented for
automatic generation control (AGC) of a multi-area interconnected power system while
considering the nonlinearity in the dynamic system. For the first time, fixed-time conver-
gence is assured for AGC. The results are also compared with the traditional proportional-
integral controller. The aforementioned strategy is published in [Mishra et al., 2018a].
• A new distributed algorithm for second-order consensus in multiagent systems by using a
full-order fixed-time convergent sliding surface is proposed. The stability analysis is per-
formed using Lyapunov function and bi-homogenous property. Moreover, the proposed
control is smooth and free from any singularity. The robustness of the proposed scheme
is verified both in the presence of Lipschitz disturbances and uncertainties in the network.
The proposed method is compared with a state-of-the-art method to show its effectiveness
and is published in [Mishra et al., 2019b].
1.6 Structure of Thesis
This thesis is divided into six chapters.
Chapter 1 provides an overview of the thesis. Subsequently, the motivation and the scope
of the research are mentioned. Finally, the research questions are discussed followed by the
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contributions.
Chapter 2 discusses various literature related to SMC and the research gaps therein. This
chapter mainly focuses on the importance of finite-time convergence and how the convergence
speed can be increased. Later in the chapter, literature related to fixed-time convergence and
issues are discussed in detail.
In Chapter 3, a nested structure of fast terminal sliding surfaces is discussed for the robust
control design for SISO system. The second-order sliding mode is realised by using twisting
algorithm. The robustness of the proposed control structure is tested in the presence of dis-
turbances. Subsequently, a continuous control algorithm is developed for second-order system
with Lipschitz (in time) uncertainties. The proposed algorithm is verified for a second-order
plant using simulations and generalised for arbitrary-order plant. The mathematical accuracy is
proven using a non-quadratic homogenous Lyapunov function for second-order plant.
Chapter 4 starts with a novel fixed-time convergent sliding surface for second-order plant.
A non-singular control law is derived, giving rise to fixed-time reaching. The total convergence
time is estimated and the stability analysis is carried out using Lyapunov approach. Subse-
quently, a full-order sliding mode strategy is proposed, guaranteeing fixed-time convergence
for arbitrary-order systems. The effectiveness of the proposed scheme is shown by comparing
it with a number of well-known methods. Finally, a second-order predefined-time convergent
algorithm is proposed for the first time. Predefined-time convergence of the suggested algo-
rithm is proven by a quadratic and strict Lyapunov function. A predefined-time differentiator
and observer is designed for second-order systems. Finally, the performance improvement of
the designed differentiator and observer is validated by a comparative analysis.
Chapter 5 discusses the applications of the proposed algorithms. It is mainly divided
into three categories. Firstly, applications related to mechatronic systems are discussed. To this
end, a novel continuous TOSMC controller is designed, analysed, and verified for piezoelectric-
driven motion systems. The finite-time convergence property is proven. The performance of the
controller is validated by conducting experimental studies. Subsequently, in this chapter, a novel
fixed-time convergent SMC is proposed for velocity control of induction motor (IM). The IM is
controlled by designing the cascaded inner-loop SMC and outer-loop PI velocity controller. The
proposed control is experimentally implemented and the performance is verified, satisfying the
operational constraints. The subsequent section discusses an application of a fixed-time control
in power systems. A control methodology to guarantee fixed-time convergence is proposed for
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a power system network for which the convergence rate is independent of the initial condition.
The improvements in the control performance are shown via simulations. A comparison study
is performed with the traditional approach, which uses linear PI-based controllers. The final
section in Chapter 5 discusses the application of the fixed-time control on networks. A new
decoupled fixed-time convergent scheme is proposed with continuous control for second-order
consensus for multiagent systems. A distributed full-order fixed-time convergent sliding surface
is designed based on the bi-homogeneity property, under which the sliding mode states are
decoupled. The designed control is applied to the decoupled sliding-mode states to ensure the
trajectories reach surface in finite-time. The robustness of the proposed scheme is verified in
the presence of Lipschitz disturbance and link uncertainties. A comparison is performed with a
state-of-the-art method to show the superiority.
Chapter 6 concludes the research findings and proposes potential future directions of work.
1.7 Summary
This chapter has given an overview of SMC and the finite-time convergence. Later, the issues
with finite-time convergence algorithms have been discussed along with the importance of fixed-
time convergence. The motivation and research scope of this thesis have also been presented.
In addition, the objectives and contributions of the thesis have been discussed. Finally, the
organisation and the main content of each chapter have been briefly summarised.
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Literature Survey
In this chapter, various types of convergence rates are discussed followed by the development
of the variable structure control. Moreover, the classical approach to the sliding mode control
(SMC) design is reviewed in order to build the preliminary concepts required for the proposed
research. Following this, a comprehensive literature review of higher-order sliding mode con-
trol (HOSMC) in order to handle arbitrary-order system is presented. Section 2.1 discusses
three important types of convergence rate usually encountered in the control systems design.
In Section 2.2, the initial developments for SMC are discussed, and a detailed review of SMC
strategies for higher-order systems is given in Section 2.3. Section 2.4 describes the importance
of fixed-time convergence and discusses the related literature. Section 2.5 describes the applica-
tions of SMC and fixed-time convergence in general. Towards the end of the chapter, in Section
2.6 the opportunities for research are identified, and the chapter is summarised in Section 2.7.
2.1 Typical Types of Convergence
When talking about convergence speed, it is obvious that the system should be dynamic. Any
dynamic system can be represented by a single or a series of differential equations. It is im-
portant to understand the nature of the convergence from the solution of differential equations.
Therefore, let us analyse some differential equations.
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2.1.1 Asymptotic Convergence
Consider an autonomous system of the form
x˙(t) = −ax, a > 0 (2.1)
where x(t) ∈ < and a ∈ <. The solution for the above linear differential equation can be
written as
x(t) = x(0)e−at (2.2)
where x(0) is the initial condition of x(t). It can be clearly seen from eqn.(2.2) that the conver-
gence of x(t) to the origin, i.e., x(t) → 0 is obtained when t→ ∞, and is popularly known as
asymptotic convergence. The origin is considered to be the equilibrium point.
Definition 2.1 A state x∗ is the equilibrium state (or equilibrium point) of the system iff once
x(t) equals to x∗, then it remains equals to x∗ for all future time. [Slotine et al., 1991]
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Figure 2.1: Asymptotic convergence for a = 1.
It can be clearly noticed from Fig.2.1 that the convergence rate depends on the initial
condition x(0) and it is indeed asymptotic.
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2.1.2 Finite-time Convergence
Let us now discuss a nonlinear differential equation of form
x˙(t) = −ax pq , q > p > 0 (2.3)
where x(t) ∈ <, a ∈ < and p, q ∈ Nodd. After solving the above differential equation eqn.(2.3),
the convergence time can be written as
Tconv =
x(0)1−
p
q
a(1− p
q
)
(2.4)
It can be clearly noticed from eqn.(2.4) that the convergence time obtained is finite and it de-
pends on the initial condition x(0).
Definition 2.2
σ˙(t) = f(σ(t)), σ(0) = σ0 (2.5)
where σ ∈ Rn and f : Rn → Rn is a nonlinear function such that f(0) = 0, that is, the origin
σ = 0 is an equilibrium point (2.5). The equilibrium point of system (2.5) is globally finite-time
stable if it is globally asymptotically stable and any solution σ(t, σ0) of system (2.5) reaches the
equilibrium point at some finite-time, i.e., ∀ ≥ T (σ0) : σ(t, σ0) = 0, where T : Rn → R+∪{0}.
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Figure 2.2: Finite-time convergence for p = 1, q = 3 and a = 5.
It can be clearly seen from Fig.2.2 that the convergence time in this case is finite with
higher accuracy. Moreover, the convergence time still depends on the initial condition x(0).
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2.1.3 Fixed-time Convergence
Now, consider another nonlinear differential equation of the form
x˙ = −αxξ − βxη, ξ > 1 > η ≥ 0 (2.6)
the settling time T (x0) is being bounded by a hyper-geometric function. To prove the above
claim, let us solve the above differential equation:
T (x0) =
∫ |x0|
0
1
αxξ + βxη
dx. (2.7)
Let x = |x0|z, then dx = |x0|dz
T (x0) =
∫ 1
0
|x0|
α|x0|ξzξ + β|x0|ηzη dz
=
|x0|
β|x0|η
∫ 1
0
1
zη
1
αβ−1|x0|ξ−ηzξ−η + 1dz
=
|x0|
(1− η)β|x0|η
∫ 1
0
1
αβ−1|x0|ξ−ηzξ−η + 1dz
1−η. (2.8)
Let us denote zξ−η = t and rewrite eqn.(2.8)
T (x0) =
|x0|
(1− η)β|x0|η
∫ 1
0
1
1 + αβ−1|x0|ξ−ηtdt
1−η
ξ−η
=
|x0|
(1− η)β|x0|η
∫ 1
0
1−η
ξ−η t
1−η
ξ−η
−1
1 + αβ−1|x0|ξ−ηtdt
=
|x0|
(ξ − η)β|x0|η
∫ 1
0
t
1−η
ξ−η
−1
1 + αβ−1|x0|ξ−ηtdt
T (x0) =
|x0|1−η
(ξ − η)βz(1,
1− η
ξ − η ; 1 +
1− η
ξ − η ;−αβ
−1|x0|ξ−η) (2.9)
where z(.) is the hypergeometric function defined in [Abramowitz et al., 1966].
To find an even more precise result, let us define a Lyapunov function for the above system (2.6)
as
V = x2. (2.10)
Taking the first derivative of eqn.(2.10)
V˙ = 2x(−αxξ − βxη)
= −2αxξ+1 − 2βxη+1
= −2αV ξ+12 − 2βV η+12
= −2(αV ξ+12 − η+12 + β)V η+12
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1
V
η+1
2
V˙ = −2(αV ξ+12 − η+12 + β)
1
1− η
d
dt
V
1−η
2 = −(αV ξ+12 − η+12 + β).
Let us define V 1−η2 = s. Hence, the above equation can be rewritten as
ds
αs1+ + β
= −(1 − η)dt (2.11)
where  = ξ−1
1−η and the upper bound of the convergence time Tmax can be found out such that
s = 0
Tmax =
1
1− η
(∫ 1
0
ds
αs1+ + β
+
∫ ∞
1
ds
αs1+ + β
)
≤ 1
1− η
(∫ 1
0
ds
β
+
∫ ∞
1
ds
αs1+
)
=
1
1− η
(
1
β
+
1
α
)
=
1
β(1− η) +
1
α(ξ − 1) (2.12)
Definition 2.3
σ˙(t) = f(σ(t)), σ(0) = σ0 (2.13)
where σ ∈ Rn and f : Rn → Rn is a nonlinear function such that f(0) = 0, that is, the origin
σ = 0 is an equilibrium point (2.13). The equilibrium point of system (2.13) is fixed-time stable
if it is globally finite-time stable and the settling-time is bounded, i.e.,∃Tmax > 0 : ∀σ0 ∈ Rn
and T (σ0) ≤ Tmax.
Graphical Analysis
It can be clearly seen from Fig.2.3 that the convergence time in this case is indeed finite with
maximum accuracy. However, the convergence time does not depend on the initial condition
x(0) and is always bounded. Hence, it can be concluded that all fixed-time convergent strategies
are in fact finite-time convergent with the addition of some extra nonlinear terms.
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Figure 2.3: Fixed-time convergence for ξ = 3, η = 1
3
and α = 1, β = 5.
2.2 Introduction to Variable Structure Control
In the normal state feedback control, controller gains are constant and are calculated from pole
placement technique. When a change occurs in the system parameters or in the presence of
any disturbance, these control gains may not able to stabilise the system anymore. Consider the
following simple example having a double integrator for illustration:
y¨(t) = u(t). (2.14)
Initially, consider the effect of using the feedback control law:
u(t) = −ky(t) (2.15)
where k is strictly positive scalar. After substituting eqn.(2.15) in eqn.(2.14) and multiplying
throughout by y˙, we get
y˙y¨ = −ky˙y. (2.16)
Integrating eqn.(2.16) gives
y˙2 + ky2 = c. (2.17)
Now, consider the various possibilities for the selection of k
• k=1, the eqn.(2.17) becomes a circle having radius as √c and center as origin. (refer
Fig.2.4)
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• k > 1, the eqn.(2.17) becomes a tall ellipse. (refer Fig.2.5)
• k < 1, the eqn.(2.17) becomes a flat ellipse. (refer Fig.2.6)
The above is illustrated in the figures below.
−200 −100 0 100 200−200
−100
0
100
200
y
y˙
Figure 2.4: Phase trajectory for k = 1.
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Figure 2.5: Phase trajectory for k > 1.
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Figure 2.6: Phase trajectory for k < 1.
Hence, from the above figures it is concluded that if we do not switch the value of k simulta-
neously, then the stability of above system is never ensured. However, if we modify the control
structure as below,
u(t) =


−k1y(t), if yy˙ < 0
−k2y(t), otherwise
(2.18)
where 0 < k1 < 1 < k2, then the system will become stable and the state trajectory will
converge to origin asymptotically (refer Fig.2.7).
-4 -2 0 2 4 6
-4
-2
0
2
4
6
y
y˙
Figure 2.7: Phase trajectory using VSC.
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Hence, this type of switching control is called variable structure control (VSC) [Utkin, 1977]
[Hung et al., 1993] [Gao and Hung, 1993].
2.3 First-order Sliding Mode Control
SMC is a class of VSC, where the control changes between a positive and negative quantity de-
pending on certain conditions. The major benefit of such a control is that it provides robustness
to any type of bounded matched uncertainty/disturbace. Moreover, this type of control provides
finite-time convergence. In first-order SMC, the relative degree of the closed-loop system has
to be one with respect to the designed sliding surface. The detailed mathematical analysis is
given below.
2.3.1 Mathematical Development
Consider a single dimensional motion of a unit mass as the following figure:
mass
f(x1, x2, t)
u
Figure 2.8: Single-dimensional motion of a unit mass.
Representing the above system (Fig.2.8) [Shtessel et al., 2014] in state-space we have,
x˙1 = x2
x˙2 = u+ f(x1, x2, t)

 (2.19)
where u is the control force and the lumped uncertainties and disturbance term f(x1, x2, t) may
comprise dry and viscous friction as well as any other unknown resistance forces. It is assumed
to be bounded, i.e., |f(x1, x2, t)| ≤ L > 0.
Let us consider the sliding surface as follows:
σ = x2 + cx1, c > 0. (2.20)
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During sliding σ = 0, and the dynamics of the system is now governed by
x2 + cx1 = 0
using (2.19)
x˙1 + cx1 = 0⇒ x1(t) = x1(0)e−ct.
Hence, both x1 and x2 will asymptotically converge to zero if the sliding variable σ converges
to zero in finite-time. Therefore, a control that ensures finite-time convergence is derived by
using a valid candidate Lyapunov function in terms of σ. To show that the first derivative of
Lyapunov function is negative semi-definite [Khalil, 2002], let us choose a candidate Lyapunov
function as
V (σ) =
1
2
σ2. (2.21)
In order to provide the asymptotic stability of eqn.(2.21) about the equilibrium point σ = 0, the
following condition must be satisfied:
V˙ < 0
However, in order to achieve finite-time convergence (global finite-time stability), the above
condition can be modified to:
V˙ ≤ −αV 12 , α > 0 (2.22)
Now, integrating the above inequality over time interval 0 ≤ τ ≤ t, we will get
V
1
2 (t) ≤ −1
2
αt+ V (0)
1
2 .
Consequently V (tr) reaches to zero in tr and that can be bounded by
tr ≤ 2V (0)
1
2
α
.
Hence, from the above equation it can be observed that if we can satisfy our first derivative of
chosen Lyapunov function as eqn.(2.22), then finite-time convergence towards σ = 0 line is
guaranteed. Now we have to analyse what kind of control is responsible for this to happen.
The derivative of V is computed as:
V˙ = σσ˙ = σ(cx2 + f(x1, x2, t) + u)
Assuming u = −cx2 + v
V˙ = σf(x1, x2, t) + σv.
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Let v = −ρsgn(σ), ρ > 0 with sgn() is the signum function, substituting this value in the above
equation we have
V˙ = σf(x1, x2, t)− σρsgn(σ)
V˙ ≤ |σ|L− |σ|ρ
V˙ ≤ −|σ|(ρ− L). (2.23)
From eqn.(2.22), for the finite-time convergence, we have
V˙ ≤ −αV 12
V˙ ≤ − α√
2
|σ|. (2.24)
Now, comparing eqn.(2.23) and eqn.(2.24) we get,
α√
2
= ρ− L (2.25)
ρ = L+
α√
2
⇒ if ρ = L + α√
2
, then the above control ensures finite-time convergence. It may be noted
that σσ˙ = −η|σ| is well known as η reachability condition for finite-time convergence and the
obtained control is
u = −cx2 − ρsgn(σ) (2.26)
where η = α√
2
. This type of control is popularly known as first-order sliding mode control
(FOSMC).
2.3.2 Design Limitations
For the control eqn.(2.26), the state trajectory is shown in Fig.2.9. In this case, a zigzag motion
around the σ = 0 line is observed in the state trajectory and the corresponding control input is
shown in Fig.2.10. Since the control input includes sgn(σ), which is discontinuous at σ = 0,
a sharp transition occurs between positive to negative value or viceversa at σ = 0 line, which
results in chattering.
A zoomed portion of the phase portrait Fig.2.9 illustrates a zigzag motion of small ampli-
tude and high frequency that the state variables exhibit while in the sliding mode. SMC pre-
sented in Fig. 2.10 is a high frequency switching control function with a switching frequency
inversely proportional to the time increment 10−4 sec. used in the simulation. Apparently, this
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Figure 2.9: FOSM phase trajectory.
high frequency switching control causes the zigzag motion in the sliding mode. In the ideal
sliding mode, the switching frequency is supposed to approach infinity and the amplitude of the
zigzag motion tends to zero. The imperfection in the sign-function implementation yields a fi-
nite amplitude and finite frequency of zigzag motion in the sliding mode due to the discrete-time
nature of the computer simulation. Such an effect is called chattering [Utkin, 2016] [Levant,
2010]. However, in practical systems, it is impossible to achieve such a high switching control
that is necessary to most SMC designs. Some of the major reasons for this are listed below:
• the presence of finite-time delays for control computation.
• the limitations of physical actuators.
An example can be found in DC servomotor control design, where it is often assumed that the
plant input is current. Because of winding inductance, it is impossible to switch current at an
infinitely fast rate. Since it is impossible to switch the control at infinite rate, chattering always
occurs in the sliding modes of a SMC system.
Normally, the control input applied to the actuator contains high frequency switching func-
tion, which is continuously changing its magnitude to either positive or negative. However, all
the physical actuators have a finite-time constant, which means that after a certain time only
they are capable to distinguish the change in control. If the control is being applied at an
infinite frequency, the actuator fails to respond and excessive wear and tear occurs in the ac-
tuators [Utkin et al., 2009]. Chattering may also serve as a source to excite the unmodeled
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Figure 2.10: Variation of FOSM control input w.r.t time.
high frequency dynamics of the system. Unmodeled dynamics are the dynamics of the system
which are neglected during modeling of the system under normal operation (for low frequency
application). However, their effects come into existence during high frequency application. In
the normal mode of operation, i.e., low frequency input, we neglect inter electrode and parasitic
capacitance. However, during high frequency operation, this capacitance has a severe effect on
the system dynamics, and this is called Miller’s effect [Boylestad et al., 2002].
During the high-frequency operation, the capacitive elements that are of prime importance
are the inter electrode (between terminals) capacitances [Boylestad et al., 2002] internal to the
active device and the wiring capacitance between leads of the network. The large capacitors of
the network that control the low-frequency response have all been replaced by their short-circuit
equivalent due to their very low reactance levels. Applying Kirchhoff’s current law in Fig.2.11,
Av =
Vo
Vi
Cf
+
−
Vo
+
−
Vi Zi Ri
→ →
Ii→
I2 →
→I1
Figure 2.11: Network showing Miller input capacitance.
Ii = I1 + I2.
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Using Ohm’s law yields
Ii =
Vi
Zi
, I1 =
Vi
Ri
and
I2 =
Vi − Vo
XCf
=
Vi − AvVi
XCf
=
(1−Av)Vi
XCf
.
Substituting the above we obtain,
Vi
Zi
=
Vi
Ri
+
(1− Av)Vi
XCf
1
Zi
=
1
Ri
+
1
XCf/(1− Av)
1
Zi
=
1
Ri
+
1
XCM
where XCM =
XCf
1−Av .
The result is an equivalent input impedance to the given system that includes the same Ri that
we have during low frequency application with the addition of feedback capacitor magnified by
the gain of the system and net impedance of the circuit decreases.
The Miller effect input capacitance is defined by
CMi = (1−Av)Cf .
Similarly we can find Miller effect output capacitance
CMo = (1− 1Av )Cf .
Hence, the introduction of high frequency control alters the model of the system under consid-
eration and the performance of the closed loop system.
2.3.3 Chattering Alleviation
In many practical control systems, such as DC-motors and aircraft control, it is important to
avoid control chattering by providing continuous/smooth control signals. For instance, aircraft
aerodynamic surfaces cannot move back and forth with high frequency. However, at the same
time, it is desirable to retain the robustness/insensitivity of the control system to bounded model
uncertainties and external disturbances.
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Sigmoid Approximation
One obvious solution to make the control function continuous/smooth is to approximate the
discontinuous function v(σ) = −ρsgn(σ) by some continuous/smooth function. For instance,
it could be replaced by a sigmoid function:
sigmoid(σ) ' −ρ σ|σ| +  (2.27)
where  is small positive scalar. It can be observed that point wise lim→0 σ|σ|+ = sgn(σ). The
value of  should be selected to trade off the requirement to maintain an ideal performance with
that of ensuring a smooth control action.
The sigmoid function in eqn.(2.27) is shown below if ρ = 1.
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Figure 2.12: Sigmoid function.
The smooth control function as shown in Fig.2.12 cannot provide finite-time convergence
of the sliding variable to zero in the presence of the external disturbance f(x1, x2, t). Further-
more, the sliding variable and the state variables do not converge to zero at all, but to a domain
in the vicinity of the origin due to the effect of the disturbance f(x1, x2, t). The price we pay
for attaining such a smooth control function is the loss of robustness and as a result, a loss of
accuracy. The designed smooth control using eqn.(2.27) is not a SMC and there is no ideal slid-
ing mode in the system because the sliding variable has not been driven to zero in a finite-time.
However, the system’s performance under such smooth control law is close to the performance
under the discontinuous SMC. It gives us the grounds for referring to such a smooth control law
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as a quasi SMC, and the systems motion when the sliding surface converges to a close vicinity
of the origin is known as quasi sliding mode, as shown in Fig.2.13 [Shtessel et al., 2014].
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Figure 2.13: Variation of quasi SMC control input w.r.t time.
Asymptotic Sliding Mode
In this method, we define the derivative of initial control as a new state variable and the actual
control is the integral of the discontinuous control. Let us consider the system (as described
earlier):
x˙1 = x2 with x1(0) = x10
x˙2 = u+ f(x1, x2, t) with x2(0) = x20
u˙ = v with u(0) = 0
Let us introduce an auxiliary sliding variable
s = σ˙ + c¯σ
Here, we assume |f(x1, x2, t)| ≤ L, and in addition that it is smooth with bounded derivative,
i.e., |f˙(x1, x2, t)| ≤ L¯.
If we define a candidate Lyapunov function as V (s) = 1
2
s2, then V˙ = ss˙. If we design a control
law v that provides a finite-time convergence of s→ 0, then the ideal sliding mode occurs in the
sliding surface s = σ˙ + c¯σ = 0, and σ, σ˙ → 0 altogether with x1, x2 → 0 as time increases in
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the presence of the bounded disturbance f(x1, x2, t). Apparently, we will not have an ideal but
instead an asymptotic sliding mode in system, since the original sliding variable σ converges to
zero only asymptotically. This is a price we have to pay for the chattering attenuation.
For designing the SMC in terms of v,
ss˙ = s(σ¨ + c¯σ˙). (2.28)
From eqn.(2.20), we have
σ = x2 + cx1
σ˙ = x˙2 + cx˙1
= u+ f(x1, x2, t) + cx2
σ¨ = u˙+ f˙(x1, x2, t) + cu+ cf(x1, x2, t)
= v + f˙(x1, x2, t) + cu+ cf(x1, x2, t)
Now, substituting the values of σ˙, σ¨ in eqn.(2.28),
ss˙ = s(v + cc¯x2 + (c+ c¯)u+ (c+ c¯)f(x1, x2, t) + f˙(x1, x2, t))
Let us choose
v = −cc¯x2 − (c+ c¯)u+ v1
where
v1 = −ρsgn(s), with ρ > 0 (2.29)
Substituting all of the above in eqn.(2.29) we get,
ss˙ ≤ |s|(−ρ+ L¯+ (c+ c¯)L) = − α√
2
|s|
hence,
ρ = L¯+ (c+ c¯)L+
α√
2
here
v = −cc¯x2 − (c+ c¯)u− ρsgn(s)
and the actual control, u =
∫
vdt as shown in Fig.2.14. By integrating the control, we will
achieve a smooth control and hence, the elimination of chattering. It can be observed from the
above equations that the auxiliary sliding variable s converges to zero in finite-time and the orig-
inal sliding variable σ converges to zero asymptotically. Therefore, the achieved sliding mode
is called an asymptotic sliding mode with respect to the original sliding variable σ [Shtessel
et al., 2014].
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Figure 2.14: Variation of asymptotic SMC control input w.r.t time.
State-Dependent Gain Method
It is proven from the previous sections that chattering amplitude is proportional to the switching
gain of control input, i.e., ρ as u = −ρsgn(σ). Thus, the idea is to reduce the value of ρ
to decrease the amplitude of chattering whilst preserving the existence of sliding mode. To
support this idea, state-dependent gain method is proposed [Yu and Efe, 2015]. This method is
originated from the principle design idea in variable structure systems.
Considering eqn.(2.19) and eqn.(2.20), we have
u = −cx2 − ρsgn(σ)
Let
ρ = M0(|x1|+ δ)
Then from eqn.(2.25), for finite-time convergence condition (σ = 0) to satisfy,
α√
2
=M0(|x1|+ δ)− L
M0(|x1|+ δ) = α√
2
+ L
where M0 is a positive constant and δ is a sufficiently small, positive constant added to deal
with disturbances. M0δ must be large enough to overcome them. Note that the gain ρ is not a
fixed value but a function of the state x1. The constant M0 should be selected to force a sliding
mode to occur along the switching surface. Fig.2.15 illustrates the response.
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Figure 2.15: Variation of state-dependent gain SMC control input w.r.t time.
Equivalent-Control-Dependent Gain Method
Actually, any method would be helpful to reduce chattering if it can decrease the switching
gain ρ effectively. In the previous section, ρ is a function of states. ρ can be a function of ueq.
This approach is helpful because ueq decreases as sliding mode occurs along the discontinuity
surface σ = 0 [Shtessel et al., 2014]. Let us consider a system,
x˙ = f(x, t) + u (2.30)
with the surface σ = x.
A possible control law is
u = −(M0|ζ |+ δ)sgn(σ) (2.31)
whereM0 and δ are positive constant, ζ is the average value of sgn(σ) which is being calculated
using a low-pass filter.
For the system described by eqn.(2.30) and eqn.(2.31) sliding mode exists for,
M0 ≥ |f(x, t)|
as
σσ˙ ≤ −|σ|(M0|ζ |+ δ − L), (|f(x, t)| ≤ L).
Since |ζ | = |sgn(σ)eq| ≤ 1, switching along the sliding surface occurs and the switching gain
M(ζ) = M0|ζ |+ δ decreases as the average of sgn(σ) reduces, as shown in Fig.2.16.
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Figure 2.16: Variation of equivalent-control-dependent gain SMC control input w.r.t time.
The disturbance rejection property of FOSMC is due to its discontinuous structure, ideally
infinitely switching control. Hence, to avoid such high frequency switching, many approx-
imations can be made, such as saturation function and sigmoid function. as discussed above.
However, as we try to achieve a continuous control in FOSMC by making some approximations,
the disturbance rejection capability also deteriorates. Moreover, the application of FOSMC is
restricted to relative degree one systems. Therefore, SMC design for the higher-order systems
was further explored by many researchers.
2.4 Arbitrary-order Sliding Mode Control
In FOSMC, only the finite-time convergence of the sliding variable is guaranteed. However,
sometimes it is necessary to make a finite-time velocity convergence along with the posi-
tion. Therefore, second-order sliding mode control (SOSMC) was developed. The idea of
SMC design beyond first-order is based on homogeneity. In higher-order sliding mode control
(HOSMC), the original control applied to the actuator is actually the integration of the discon-
tinuous control, resulting in an increment of the closed-loop systems’s degree by one. Hence, it
becomes smooth and chattering is eliminated.
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2.4.1 Higher-order Sliding Mode Control
Consider any system of form
x˙ = f(x, t) + g(x, t)u (2.32)
σ = σ(x, t) (2.33)
where σ ∈ R is an output which has to be exactly stabilised in finite-time at σ = 0, u ∈ R
is the control input and x ∈ Rn is the state. Let the output σ have a fixed and known relative
degree r. In such a case, the control problem is translated into the finite-time stabilisation of an
uncertain differential equation or equivalently of the following differential inclusion [Shtessel
et al., 2014]
σ(r) ∈ [−C,C] + [Km, KM ]u (2.34)
where C, Km and KM are known constants parameterising the uncertainty of the original sys-
tem. If r < 2, the first-order or second-order SMC are able to solve the problem. However, the
case when r > 2 HOSMC comes into picture.
The r-th order sliding set Sr can be determined by the following equalities
σ = σ˙ = . . . = σ(r−1) = 0
The set Sr is said to contain an r-th order sliding mode if there exists a vicinity N ⊆ Rn
of Sr such that for any initial condition from N , the trajectories of the system (in Filippov’s
sense [Filippov, 2013]) converge to Sr in finite-time. According to Bhat and Bernstein, if
any system is homogenous of degree m with respect to certain dilation, then the origin is a
finite-time stable equilibrium in the system if and only if the origin is asymptotically stable
equilibrium in the system and m < 0 [Bhat and Bernstein, 2005].
Homogeneity Principle
A function f : Rn → R is called homogeneous of the degree (weight) q ∈ R with the dilation,
deg(f) = q, if for any k > 0 the identity f(dkx) = kqf(x) holds.
dk : (x1, x2, . . . , xn)→ (km1x1, km2x2, . . . , kmnxn)
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dk is called the homogeneity dilation, and k > 0 is called its parameter.
Consider a second-order system
x˙1 = x2 (2.35)
x˙2 = −K1sgn(x1)−K2sgn(x2) (2.36)
hence,
f1(x1, x2) = x2
f2(x1, x2) = −K1sgn(x1)−K2sgn(x2)
using the dilation
dk : (x1, x2)→ (k2x1, kx2) (2.37)
f1(dk(x1, x2)) = kx2 = k
−1+2f1(x1, x2)
f2(dk(x1, x2)) = −K1sgn(k2x1)−K2sgn(kx2) = k−1+1f2(x1, x2)
Hence, the above system has negative (-1) degree of homogeneity w.r.t dilation in eqn.(2.37).
The above algorithm, eqn.(2.35) and eqn.(2.36) combined, is popularly known as twisting al-
gorithm (TA), and is a discontinuous second-order algorithm [Boiko et al., 2007]. Later, super-
twisting algorithm (STA) is proposed, which is a continuous algorithm and is also based on
homogeneity principles [Levant, 2007] [Levant, 2005] [Behera et al., 2018b] [Kamal et al.,
2016] for second-order systems. This control is the first control algorithm providing continu-
ous control with excellent disturbance rejection capability, and the stability analysis has been
performed by Moreno et al. in Lyapunov sense [Moreno and Osorio, 2012] [Cruz-Zavala and
Moreno, ] [Cruz-Zavala and Moreno, 2017]. Moreover, it is applicable to relative degree one
systems, preserving all the properties of FOSMC. However, attaining this type of control struc-
ture for systems having higher relative degree is a current research topic.
In classical SMC, the convergence to the switching manifold is in finite-time. However,
the state convergence is asymptotic. Therefore, the nonlinear switching manifold has been de-
signed and the finite-time convergence of the states are guaranteed [Fridman et al., 2015]. The
method is well described as terminal sliding mode control (TSM) [Feng et al., 2002] [Yu and
Man, 1996]. This method works perfectly fine with the second-order systems as the user is
free to choose singular or non-singular version. However, as the system order increases, to
design a stable nonlinear sliding surface with relative degree one is a difficult task. Bhat et
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al. [Bhat and Bernstein, 2005] has proposed one indirect solution to the aforementioned prob-
lem of construction of a nonlinear sliding surface for higher-order system which leads to a
singularity if used to devise a SM control. For the purpose of achieving finite-time convergence
of higher-order systems, Levant has proposed arbitrary-order SMC design [Levant, 2005] [Lev-
ant, 2007]. The control structure as stated in [Levant, 2007] requires the information of the
higher derivatives of the states. Therefore, Levant has also proposed arbitrary-order differen-
tiators [Levant, 1998] [Levant and Livne, 2012] [Levant and Yu, 2018] [Dvir et al., 2018],
and now-a-days these differentiator blocks are available in MATLAB software [Reichhartinger
et al., 2018] [Reichhartinger et al., 2017]. However, the control structure provided by Levant
becomes more complicated as the system order increases and the control is highly chattered.
Yu et. al has proposed one simple design for getting finite-time convergence of the states for
higher-order system [Yu and Man, 2002] [Wu et al., 1998]. The idea behind this development is
to construct a series of terminal surfaces in a nested structure and ensure the convergence of the
trajectories to the surface by selection of control. Further development in this direction has been
made by constructing integral surfaces to avoid singularity [Chiu, 2012]. However, in that case
the finite-time convergence of states to the origin cannot be guaranteed; rather, the states will
converge to the close vicinity around the origin. Recently, Ding et al. have proposed an algo-
rithm [Ding et al., 2016] for the arbitrary-order sliding for higher-order systems with a control
structure much simpler than Levant’s method. However, the control structure is not continu-
ous and hence, the chattering. The major focus on further development on STA is to make the
control independent of the output derivative information. Recently, Shyam et al. has proposed
a generalised STA algorithm using homogeneity principle for higher-order systems [Fridman
et al., 2015] [Kamal et al., 2014]. However, the rigorous stability analysis is yet not available
for third and higher-order systems.
2.5 Fixed-time Sliding Mode Control and Its Significance
Some practical applications need strict constraints on time response due to the security reasons
or to ameliorate the productiveness and reaching high precision in short time. For example,
a missile or any aerial launch vehicle can be hugely affected by a strong wind gust deviat-
ing it from the desired trajectory, thus yielding a great amount of initial tracking error [Basin
et al., 2018c]. It is worth mentioning that the convergence achieved in SMC during sliding
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can be either asymptotic or in finite-time [Yu and Man, 2002], depending on the selection of
the surface. Furthermore, it mainly depends on the initial conditions of the states. It is ob-
vious that by increasing the control gain in existing controllers, the speed of convergence can
be increased. However, even if the convergence speed is increased, it is still dependant on the
initial conditions. Moreover, most of the controllers have limited bandwidth. This motivated
the researchers to focus on developing such controllers where the convergence time does not
depend on initial conditions and a well-defined theoretical analysis is present in the literature
about so called fixed-time convergence [Polyakov, 2012] [Polyakov et al., 2015] [Rı´os et al.,
2017]. Fixed-time convergence is usually obtained by a class of polynomial state feedback
control systems, and such control systems can find its application in many chemical processes,
electronic circuits, mechatronics and biological systems [Polyakov, 2012] [Mercado-Uribe and
Moreno, 2018]. However, there is yet no such continuous finite-time control structure providing
fixed-time convergence in the open literature for higher-order systems. In [Feng et al., 2014],
a chattering free full-order strategy is reported, which is quite simple to practically implement
to any arbitrary-order plant. However, it provides finite-time convergence, i.e., the rate of con-
vergence still depends on the initial conditions. The main focus of this thesis is to develop a
fixed-time convergence strategy.
Lack of uniformity in settling time with respect to initial conditions is one of the serious
restrictions of system with finite-time stable equilibrium point [Haimo, 1986] [Levant, 1993],
where the convergence time depends on the initial conditions. This restriction is somehow
relaxed if the system has fixed-time stable equilibrium point. However, it is still hard to guess
the direct relationship between system parameters and the desired upper bound for the settling
time.
When fixed-time converging algorithms are implemented on any dynamical systems for
controlling or estimating purposes, it is always hard to find a one-on-one relationship between
the tuning gains obtained from the algorithm and the upper bound of the convergence time.
Therefore, tuning the system in order to achieve a desired maximum stabilisation time is not an
easy task. It is important to mention here that a simulation-based approximation to select the
value of the tuning parameters for robust exact differentiator is proposed in [Cruz-Zavala et al.,
2011] under the concept of prescribed-time stability. However, this prescribed-time is quite
conservative and can be much larger than the actual amount of time the differentiator/estimator
takes to converge, and hence, provides a restrictive estimation on the upper bound of the conver-
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gence time [Menard et al., 2017] [Lopez-Ramirez et al., 2018b] [Lopez-Ramirez et al., 2018a].
This further motivates the researchers to define a new notion of stability about the equilibrium
which is called predefined-time stability [Jime´nez-Rodrı´guez et al., 2017b], providing the con-
vergence in fixed-time with a less conservative estimation of convergence time. However, the
algorithm proposed in [Jime´nez-Rodrı´guez et al., 2017b] is of first-order. No such algorithm ex-
ists to date for higher-order systems. Recently, in [Jime´nez-Rodrı´guez et al., 2017a] [Jime´nez-
Rodrı´guez et al., 2018], a direction is shown in order to obtain a predefined-time convergence
for higher-order systems.
2.6 Applications Related to Finite-time Sliding Mode Con-
trol
Physical plants are often affected by various disturbances and uncertainties. The performance
of linear controllers deteriorates in the presence of such anomalies and there is always a need
for designing robust controllers for such plants, where the nature of disturbance is not actually
known. SMC is a nonlinear robust control strategy and is easy to implement, where the control
input is actually discontinuous. This, in fact, is a demerit in many mechanical plants, where this
discontinuity leads to high-frequency switching that is undesirable. Therefore, recent research
in the SMC community has dealt with designing continuous robust control strategies. It is worth
mentioning that the convergence achieved in SMC during sliding can be either asymptotic or in
finite-time, depending on the selection of the sliding surface. Furthermore, it mainly depends
on the initial conditions of the states unlike fixed-time convergence.
2.6.1 Mechatronic Systems
Induction motors (IM) are widely used alternate current (AC) machines in industry. There is a
great deal of literature available regarding speed and torque control of induction motors. How-
ever, in almost all cases, linear controllers such as proportional-integral (PI) or model predictive
Control (MPC) are used [Gao et al., 2017] [Habibullah et al., 2017b] [Rojas et al., 2017] [Pan-
dit et al., 2017] [Pal et al., 2018] [Diao et al., 2018] [Habibullah et al., 2017a] [Wang and Xu,
2017] [Alonge et al., 2017] [Liu et al., 2017a] [Yang et al., 2017]. In the majority of these
recently developed methods, when considering velocity control, a single controller is designed
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for velocity control, which consists of the second-order dynamics to cover both current and
velocity of the motor. Although control design for higher-order systems is a trivial task for
linear time-invariant systems, it is perhaps better to decompose the higher-order systems into
many first-order systems, and then to design controls for each first-order dynamics in a cas-
caded manner when the measurements are available for the subsystems. The main advantage
of adopting this strategy is to make the control design simpler and more effective, as first-order
differential equations are easy to handle, as well as to provide a robust control strategy against
the nonlinearities, model uncertainties and disturbances that often appear in the inner-loop dy-
namics. For example, the current loop dynamics of an IM are highly nonlinear with all kinds of
uncertainties such as eddy current loss and effects of mutual inductance. It is well known that
linear controller performance deteriorates in the presence of uncertainties over time or change
in operating condition. Therefore, it is necessary to design robust controllers for inner-loop
dynamics as they contain nonlinearities and disturbances.
Literature Related to Cascade Control Design
Recent advances have reported robust controllers for inner-loop current control of IM [Davari
et al., 2018] together with several other control strategies such as H∞ control [Peng et al.,
2018] [Yan et al., 2016] [Zhang et al., 2017b] [Zhang et al., 2017a], event-triggered approach
[Wu et al., 2017c] [Wu et al., 2017a] [Behera et al., 2018a] [Behera and Bandyopadhyay, 2017]
[Behera and Bandyopadhyay, 2016] and adaptive control [Wu et al., 2017b] [Wu and Lu, 2017].
SMC is another such robust solution for its easy application [Wei et al., 2017a].
SMC has evolved over the past several decades from the simplest first-order sliding mode
controller to the more sophisticated arbitrary-order sliding mode controller. SMC is proven to
be robust against disturbances and model uncertainties. The major demerit in first-order SMC
lies in chattering, i.e., the high frequency switching in control input [Levant, 2010]. To alleviate
chattering in control, many methods have been proposed such as sigmoid approximation and
use of saturation function [Shtessel et al., 2014]. However, in all these methods, the robustness
property of SMC is compromised. An improved solution to minimise chattering in control is
second-order SMC. More specifically, super-twisting based second-order SMC has found its
wide applications in many practical fields due to its continuous nature and robustness property.
Recently, some fuzzy SMC strategies have been reported to improve the robustness performance
[Wei et al., 2017b] [Wang et al., 2018a] [Wang et al., 2018b]. However, it is worth mentioning
RMIT UNIVERSITY 35
CHAPTER 2. LITERATURE SURVEY
that the convergence obtained in any SMC is in finite-time [Polyakov, 2012] [Basin et al., 2018c]
[Basin et al., 2016b] and the convergence time actually depends on the initial conditions of the
states.
One major requirement for designing inner-loop control is the demand of response speed.
In general, the convergence of inner-loop control has to be much faster than that of outer-
loop control to ensure overall closed-loop stability and performance. Recently, a number of
papers in the literature have been proposed regarding fixed-time convergent SMCs [Basin et al.,
2016b] [Basin et al., 2018a] [Basin et al., 2016c] [Basin et al., 2016d] [Basin et al., 2016a].
All fixed-time controls are in fact finite-time control with a bound on the convergence time.
The main idea behind proposing a fixed-time convergent control is to make the convergence
time insensitive to the initial conditions and much faster than its finite-time counterpart, i.e.,
no matter where the initial states are, the convergence time is always upper bounded by some
constant.
One of the well-known applications of SMC is controlling AC drives due to its advan-
tages in decoupling design procedure, disturbance rejection and insensitivity to parameter vari-
ations [Utkin, 1993]. However, because the design principle of SMC does not naturally lead
to a solution that can incorporate constraints, the sliding mode controllers for induction motors
are developed without taking into consideration the limits on the voltage and current [Ammar
et al., 2017] [Lascu et al., 2017]. This design limitation hinders the practical applications of
SMC because it is paramount to impose operational constraints in practical applications. How
to impose operational constraints on the SMC based system remains an open problem to be
resolved.
Literature Related to Piezoelectric-driven Systems
Motion systems driven by piezoelectric actuators have been widely applied in various precision
engineering applications, since piezoelectric actuators can provide a number of merits including
nanometer resolution, rapid response, and large output force. However, the piezoelectric actu-
ators introduce nonlinear effect (dominated by hysteresis) into the system. Therefore, an ap-
propriate controller is required to deliver a precision output motion for the piezoelectric-driven
systems. In the literature, both feed-forward and feedback control schemes have been developed
to suppress the hysteresis nonlinearity and to achieve an ultrahigh precision of motion. In partic-
ular, robust feedback control is attractive for practical implementation due to its elimination of
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the complicated process of hysteresis modeling. Various types of robust controllers have been
used in previous works, such as H∞ control [Chuang, 2012], intelligent control [Lin and Li,
2014], sliding mode control (SMC) [Gu et al., 2015] [Xu, 2015b] [Xu, 2016] [Xu, 2015a] [Xu,
2015b] [Xu, 2014] [Xu and Li, 2012] [Li and Xu, 2010] and so on [Gu et al., 2016] [Xu and
Jia, 2014].
Moreover, the main problem lies in the fact that all conventional SMC designs exhibit chat-
tering in control [Levant, 2010]. This high-frequency switching in control prevents its practical
applications in many cases. Some methods have been reported in the literature to alleviate the
chattering [Chalanga et al., 2016]. Recently many papers have been published regarding the
application of SMC in various fields [Basin et al., 2016c] [Panathula et al., 2017] [Basin et al.,
2018b] [Incremona et al., 2017] [Wang and Xu, 2017] [Liu et al., 2017b]. However, there is
always a tradeoff between the smoothness in control and robustness. The aforementioned lim-
itations provide a motivation to propose a new set of algorithms to ensure that the higher-order
sliding mode occurs in finite-time. Recently in [Xu, 2017b], a third-order SMC is designed for
piezo-driven motion system. In the proposed method, the control algorithm works together with
a differentiator which is used to estimate the velocity of the piezo-driven motion system. How-
ever, in the differentiator design, there is a great restriction on the boundedness of the derivative
of the acceleration of piezo-driven motion system, which is not only mathematically difficult to
realise, but also practically impossible to ensure.
2.6.2 Power Systems
Currently, the research in the area of frequency regulation includes new strategies for smart
grid, such as [Shiltz et al., 2017] [Ulbig et al., 2011] [Mallada et al., 2017], which use demand
response and batteries to complement AGC. In terms of control theory, advancements such
as [Wu et al., 2017a] can be used to handle stochastic conditions under limited communication.
Other advancements in SMC application for frequency regulation include [Mi et al., 2013] [Mi
et al., 2017]. However, a control methodology advancement for fixed-time convergence is not
yet discussed for AGC. Nevertheless, AGC is an appropriate application for such a controller, as
in the frequency control of an interconnected power network, not only is the frequency deviation
of interest but also the time error, which is a measure of how long the frequency stays out of the
bounds [Ersdal et al., 2016]. If the system frequency reaches within bounds and setpoint faster,
it will improve the time error and can reduce the regulation requirement as well as cost [Riesz
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and Macgill, 2013].
2.6.3 Networks
Cooperative control in multiagent systems has found its applications in many areas such as
power grids, unmanned air vehicles [Meng and Jia, 2016], neural sensory networks, formation
control and biological systems. It has become a significantly popular topic of research in recent
decade. In order to reach a global objective, the important idea for cooperative control in multia-
gent systems is to design distributed controllers on each agent by utilising its local neighbouring
information [Jiang et al., 2017] [Wang et al., 2017]. Usually, under a distributed local protocol,
the agents can work cooperatively to attain a global goal. The main idea of cooperation means
that the agents in multiagent systems not only share information with their neighbours locally
but also attempt to reach an agreement to a certain degree [Cao et al., 2016]. Typical collec-
tive global behaviours under cooperative control have different forms in the literature, such as
consensus, synchronisation, flocking or swarming [Liu et al., 2015] [Qin et al., 2017] [Chen
and Lu¨, 2017]. The consensus problem, in essence, focuses on how a group of autonomous
agents can reach an agreement on position, velocity or any other physical quantity of interest.
First-order consensus has been widely discussed in the past decade, where consensus within
any network can be achieved with a switching topology if the network is properly connected,
oftentimes as the network evolves with time. In fact, in many practical applications, agents
are controlled by both position and velocity states. In recent years, many interesting results
have been reported in regard to developing second-order consensus in multiagent systems [Ren
and Beard, 2008] [Yu et al., 2010] [Qin et al., 2011] [Qin et al., 2012]. However, in all these
methods, the consensus achieved using linear controllers are mainly asymptotic. However, in
many practical applications, finite-time consensus is more suitable for more accuracy and better
convergence rate. Recently, the finite-time consensus in multiagent systems has received much
attention [Lu et al., 2017b] [Lu et al., 2017a] [Liu et al., 2016] [Lin and Zheng, 2017] [Du et al.,
2017] [Charalambous et al., 2015] [Yu and Long, 2016] [Yu et al., 2017]. However, in all these
finite-time consensus approaches, the convergence time to achieve consensus still depends on
initial condition, i.e., the farther the initial conditions are from equilibrium, the greater is the
convergence time.
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Literature Related to Fixed-time Consensus
As discussed before, fixed-time convergence provides the flexibility of independency to ini-
tial conditions and higher accuracy. This motivated the researchers to focus on developing
such controllers where the convergence time does not depend on initial conditions and a well-
defined theoretical analysis is present in the literature and thereafter, fixed-time consensus [Ni
et al., 2017] [Hong et al., 2017a] [Ning et al., 2017] [Hong et al., 2017b]. In all these fixed-time
consensus methods, only a first-order consensus has been considered, i.e., only convergence in
the position error is achieved. Recently, some of the works have been reported towards achiev-
ing second-order consensus in fixed-time [Tian et al., 2018] [Zuo et al., 2018a] [Zuo, 2015] [Fu
and Wang, 2016] [Zuo and Tie, 2016]. However, in most of the cases, only a second-order
dynamics is considered for each agent. It is also important to have a continuous robust control
in order to realise its practicality. Most of the control strategies to obtain fixed-time consensus,
as discussed earlier, are discontinuous in nature, and hence, impose significant questions about
their practicality. In [Zuo et al., 2018b], a fixed-time consensus strategy is proposed by Zuo
et al. for the multiagent systems having higher-order integrator dynamics with a discontinuous
control. Moreover, the analysis of the control cost along with the convergence time is necessary
while discussing fixed-time convergence which is missing in earlier cases.
2.7 Opportunities for Further Research
Based on the above literature study, the main opportunities for further research are listed below.
• SMC design for higher-order systems becomes reasonably complicated if arbitrary-order
SMC design by Levant [Levant, 2005] is referred. The control design is purely based on
homogeneity approach and it is very difficult for a user to choose certain fractional powers
in order to get a closed-loop stability. A detailed systematic procedure for higher-order
system has to be proposed for getting finite-time convergence.
• Arbitrary-order continuous SMC is really an important topic to focus on as many practical
systems cannot handle a discontinuous control. No such structure is yet available in
literature.
• The convergence obtained in SMC is in finite-time. However, that finite-time convergence
still depends on the initial conditions. Therefore, it is important to explore the area of
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fixed-time convergence in the design of SMC. Fixed-time convergent SMC is a recent
area of research. Many contributions can be made in that direction.
• Fixed-time SMC is usually a high gain nonlinear control strategy. In many practical
applications, there are always constraints related to physical limitations. Recently, many
publications in the literature are related to fixed-time SMC design. However, in all such
methods, the practical significance is not discussed and it is also important to discuss how
to implement such a controller in plants having operational constraints such as an actuator
saturation.
• Fixed-time convergent strategies are very popular in networks and multiagent systems in
order to achieve synchronisation or consensus. All the literature related to SMC design for
achieving consensus are discontinuous. Multiagent systems, such as robots having motor
as actuators requires a continuous control. It is necessary to focus the research direction in
getting a continuous SMC for multiagent systems. Moreover, it is also important to focus
on obtaining second-order consensus because in many practical applications, agents are
controlled by both position and velocity states.
2.8 Summary
In this chapter, the fundamental mathematics behind FOSMC has been presented. A com-
prehensive literature review of HOSMC and applications of SMC has been discussed. The
underlying limitations in the existing SMC methodologies has been investigated to identify the
opportunities for further research.
The chapter has showed that a huge amount of research exists and is ongoing to improve
the SMC performance and its applicability in practical systems. However, the isolation of cur-
rent research in the area of finding SMC for higher-order systems and in the direction of getting
fixed-time convergence leaves scope for further improvising the current SMC strategies. The
rest of the thesis that now follows will focus on the solutions to these key issues through differ-
ent algorithms and control methods.
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Arbitrary-order Finite-time Sliding Mode
Control
3.1 Introduction
As discussed earlier, SMC design for arbitrary-order systems is quite complicated if the ho-
mogenous design structure by Levant [Levant, 2005] is employed. In this chapter, Yu et al.
idea [Yu and Man, 2002] has been extended for the purpose of achieving finite-time conver-
gence of all states for the higher-order system by constructing a recursive structure of fast
terminal sliding surfaces (FTSS). The major motivation for proposing this method lies in its
simpler design and the fact that there are fewer surface requirements for the design than in ear-
lier cases. In summary, a new set of the FTSS with a twisting control is proposed to ensure
that the second-order sliding mode will occur in finite-time. Once sliding is achieved, it is also
ensured that the control does not get unbounded by selecting the proper range for the power of
the sliding surfaces variables. The selection of FTSS for the control design ensures the conver-
gence rate to be much faster than its terminal counterpart. The efficacy of the proposed scheme
is also proven by means of numerical simulations. Section 3.1 discusses the mathematical de-
velopment and numerical simulations for the proposed strategy.
The proposed control in section 3.1 is discontinuous and hence, chatters. Therefore, sec-
tion 3.2 discusses a simpler generalised STA for the arbitrary-order system in comparison to
that which has been proposed in [Fridman et al., 2015] in terms of control structure as we move
on to higher-order systems. Moreover, the control structure is continuous. Finally the summary
of the entire chapter is given in Section 3.4.
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3.2 Fast Terminal Sliding Mode Control Design
3.2.1 Problem Description
Consider any general nonlinear single-input-single-output (SISO) system [Khalil, 2002]:
x˙ = f(x) + g(x)u+ d (3.1)
y = h(x) (3.2)
where f, g ∈ <n and both are smooth vector fields with x ∈ <n as system states and g(x) 6= 0.
h ∈ <n is smooth scalar field and u ∈ <1. y is the system output and d is the unknown
disturbance acting on the system and is bounded with maximum bound as dM . With suitable
transformation [Khalil, 2002] the above nth-order plant can be represented by chain of integrator
form as below:
x˙1 = x2
x˙2 = x3
x˙3 = x4
.
.
.
x˙n = a(x) + b(x)u + d.


(3.3)
In order to control the given system eqn.(3.3), one can design a SMC with a set of fast terminal
sliding mode (FTSM) surfaces designed as:
s0 = x1
s1 = s˙0 + α0s0 + β0s0
q0
p0
s2 = s˙1 + α1s1 + β1s1
q1
p1
.
.
.
sn−2 = s˙n−3 + αn−3sn−3 + βn−3sn−3
qn−3
pn−3
where αi > 0, βi > 0 and pi > qi (i = 0, 1, 2, .....n−3) with both pi, qi as positive odd integers.
The control objective is to ensure the convergence of all the states, i.e., x1, x2, .........., xn in
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finite-time.
FTSM Concept
The terminal sliding mode (TSM) concept can be explained as follows. Let us define a surface
s = x˙+ βx
q
p (3.4)
where x ∈ <1 is a scalar variable and β > 0 with p > q. Both p and q are positive odd integers.
The dynamics of x when s = 0 can be best described as
x˙ = −βx qp . (3.5)
The solution to the above differential equation can be deduced by taking integration on both
sides ∫ x(t)
x(0)
dx
x
q
p
= −β
∫ t
0
dt. (3.6)
After solving eqn.(3.6), we get
p
p− q
[
x(t)
p−q
p − x(0) p−qp
]
= −βt. (3.7)
From eqn.(3.7), the time ts can be found when the state reaches to the equilibrium x(t) = 0,
i.e.,
ts =
p
β(p− q)x(0)
p−q
p (3.8)
where x(0) is the initial condition on x. For any real initial condition, x(0)
p−q
p is always posi-
tive. The introduction of x
q
p term in the dynamics improves the convergence towards the origin;
the nearer the state to the origin, the faster the convergence rate, resulting in finite-time con-
vergence. However, when the system state is far away from the origin, the x
q
p term reduces
the convergence rate to less than its linear counterpart, i.e., x (p, q = 1). One solution to the
problem is to introduce a linear term in eqn.(3.4), i.e.,
s = x˙+ αx+ βx
q
p . (3.9)
When s = 0, the x dynamics can be described by two equations:
x˙ = −αx, x >> 0
= −βx qp , x ' 0.

 (3.10)
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The overall solution to equation eqn.(3.10) can be written as∫ x(t)
x(0)
dx
αx+ βx
q
p
= −
∫ t
0
dt (3.11)
∫ x(t)
x(0)
dx
x
q
p (αx1−
q
p + β)
= −
∫ t
0
dt. (3.12)
Let us define
z = αx1−
q
p + β
dz =
α(p− q)
p
x−
q
pdx.
Now transforming the x-domain to z-domain we get
p
α(p− q)
∫ αx(t)1− qp+β
αx(0)
1−
q
p+β
dz
z
= −
∫ t
0
dt. (3.13)
The solution to the above equation can be written as
p
α(p− q)
[
ln
(
αx(t)1−
q
p + β
)
− ln
(
αx(0)1−
q
p + β
)]
= −t. (3.14)
From eqn.(3.14), the convergence time tsf can be found when x(t) = 0, i.e.,
tsf =
p
α(p− q)
[
ln
(
αx(0)1−
q
p + β
)
− ln (β)
]
(3.15)
and the origin is the terminal attractor [Feng et al., 2002]. For the same set of parameter selec-
tions it can be verified that tsf takes less time than ts and the above surface eqn.(3.9) is known
as FTSS. Moreover, the corresponding SMC is known as fast terminal sliding mode control
(FTSMC).
3.2.2 Control Design
Theorem 3.1 For the system eqn.(3.3) if the control u is designed as below:
u = b−1(x)(un + ueq) (3.16)
where
ueq = −
(
a(x) +
n−3∑
k=0
(
αk£
n−k−1sk + βk£n−k−1s
qk
pk
k
))
and
un = −b1sign(sn−2)− b2sign(s˙n−2)
with b1 > b2 being constants, then the system will reach the second-order sliding mode (SOSM)
sn−2, s˙n−2 = 0 in finite-time.
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Proof:
Taking the second derivative of sn−2, we get
s¨n−2 = £ns0 +
n−3∑
k=0
αk£
n−k−1sk +
n−3∑
k=0
βk£
n−k−1s
qk
pk
k (3.17)
= u+
n−3∑
k=0
αk£
n−k−1sk +
n−3∑
k=0
βk£
n−k−1s
qk
pk
k + d (3.18)
where £ is the Lie derivative.
Substituting u from eqn.(3.16) in eqn.(3.18), we get
s¨n−2 = −b1sign(sn−2)− b2sign(s˙n−2) + d. (3.19)
Therefore, the second-order sliding mode will be established, giving rise to the convergence
of sn−2, s˙n−2 = 0 in finite-time provided the following conditions are satisfied [Shtessel et al.,
2014]:
if|d| < dM
then
(b1 + b2)− dM > (b1 − b2) + dM
(b1 − b2) > dM
b1 > b2.
Hence, the proof of the theorem is completed. 
Once sn−2 = 0 is achieved, sn−3 will reach zero in finite-time and so will sn−4, ...., s0.
The total convergence time can be calculated in a recursive way and is given by
Tsf =
n−1∑
i=1
ti = tn +
n−2∑
i=1
pi−1
α(pi−1 − qi−1) ×
[
ln
(
αi−1, si−1(ti)
1− qi−1
pi−1 + βi−1
)
− ln (βi−1)
]
(3.20)
where tn is the time to reach the terminal mode sn−2.
Theorem 3.2 If
qk
pk
>
(n− k − 1)
(n− k) ,
then sk → 0 sequentially from k = n− 3 to k = 0 and u will be bounded.
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Proof:
Faa` di Bruno’s formulae for finding the derivative of a composite function is given as [Johnson,
2002]
dn
dtn
F (s) =
∑ n!
l1!l2!....ln!
F k(s)
(
s˙
1!
)l1 ( s¨
2!
)l2
...
(
s(n)
n!
)ln
(3.21)
where F and s are the functions with sufficient number of derivatives and the non-negative
integers l1, ......, ln are such that l1 + 2l2...... + nln = n with l1 + l2......+ ln = k.
For simplicity, let us denote qk
pk
= r. And therefore, when sk+1 = 0 because of sliding
sk+1 = s˙k + αksk + βksk
qk
pk = s˙+ αs+ βsr = 0 (3.22)
s˙ = O(sr) (3.23)
where O is the complexity function as s→ 0.
Representing eqn.(3.21) with O, we have
dn
dtn
F (s) =
∑
O (sr−k)O (sl1r)O (sl2(2r−1)) ....O (sln(nr−(n−1)))
dn
dtn
F (s) =
∑
O (sr−k)O (sr(l1+2l2+...+nln)+(l1+l2+...+ln)−(l1+2l2+...+nln))
dn
dtn
F (s) =
∑
O (sr−k)O (srn+k−n) (3.24)
=
∑
O (s(n+1)r−n) . (3.25)
Using eqn.(3.25), we can write
dn
dtn
s = (s˙)(n−1) = O(sr)(n−1) = O(srn−(n−1)). (3.26)
Applying this concept to ueq and rewriting it as
ueq = −
n−3∑
k=0
(
O
(
s
(n−k−1) qk
pk
−(n−k−2)
k
)
+O
(
s
(n−k) qk
pk
−(n−k−1)
k
))
. (3.27)
Hence, for the control to be bounded while sk → 0, it is sufficient that (n−k) qkpk−(n−k−1) > 0.
Therefore, the sufficient condition can be derived for the parameters as Theorem 3.2. The
Filippov inclusion is bounded on sliding set [Filippov, 2013]. This completes the proof.
For a third-order system, the selection of FTSM surface will be
s0 = x1
s1 = s˙0 + α0s0 + β0s
q0
p0
0
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here n = 3 and k = 0.
Using Theorem 3.2, we get
q0
p0
>
(3− 0− 1)
(3− 0) =
2
3
.
Similarly, for the fourth-order system, the selection of FTSM surface will become
s0 = x1,
s1 = s˙0 + α0s0 + β0s
q0
p0
0
s2 = s˙1 + α1s1 + β1s
q1
p1
1
here n = 4 and k = 0.1
Again using Theorem 3.2, we get
q0
p0
>
(4− 0− 1)
(4− 0) =
3
4
q1
p1
>
(4− 1− 1)
(4− 1) =
2
3
and so on.
Verification of Theorem 3.2
In this section, the proposed Theorem 3.2 is verified using mathematical derivation rather than
an analytical tool as in earlier cases. The detailed dynamics for the third-order plants are de-
rived during sliding and the condition to avoid the unboundedness is verified in accordance to
Theorem 3.2. These conditions also hold for higher-order systems.
Consider any third-order plant
x˙1 = x2
x˙2 = x3
x˙3 = u+ d.


(3.28)
The design objective is to formulate a control so as to make the convergence of x1, x2 and x3 in
finite-time. Let us define the recursive FTSM surfaces as
s0 = x1,
s1 = s˙0 + α0s0 + β0s
q0
p0
0
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where q0 < p0 and both are odd integers.
Taking the first derivative of s1, we get
s˙1 = s¨0 +
d
dt
α0so +
d
dt
β0s
q0
p0
0 .
Taking the double derivative of s1, we get
s¨1 =
...
s 0 +
d2
dt2
α0so +
d2
dt2
β0s
q0
p0
0
s¨1 = u+
d2
dt2
α0so +
d2
dt2
β0s
q0
p0
0 + d. (3.29)
Let us design u = ueq + un where
ueq = − d
2
dt2
α0so − d
2
dt2
β0s
q0
p0
0
and
un = −b1sign(s1)− b2sign(s˙1).
Substituting the expression for u in eqn.(3.29), we get
s¨1 = −b1sign(s1)− b2sign(s˙1) + d. (3.30)
If the differential inclusion in eqn.(3.30) is stable, then by the selection of b1 > b2 with some
additional conditions as stated in the proof of Theorem 3.1, the finite-time convergence of
s1, s˙1 = 0 can be achieved. When s1 = 0,
⇒ s˙0 = −
(
α0s0 + β0s
q0
p0
0
)
(3.31)
and when s˙1 = 0
⇒ s¨0 = −
(
α0s˙0 + β0
q0
p0
s
q0
p0
−1
0 s˙0
)
=
(
α0 + β0
q0
p0
s
q0
p0
−1
0
)(
α0s0 + β0s
q0
p0
0
)
s¨0 = α
2
0s0 + α0β0s
q0
p0
0 + α0β0
q0
p0
s
q0
p0
0 + β
2
0
q0
p0
s
2q0
p0
−1
0 . (3.32)
Rewriting eqn.(3.29) during sliding, one has
s¨1 = u+ α0s¨0 + β0
q0
p0
d
dt
s
q0
p0
−1
0 s˙0 (3.33)
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s¨1 = u+ α0s¨0 + β0
q0
p0
[(
q0
p0
− 1
)
s
q0
p0
−1
0 s˙
2
0 + s
q0
p0
−1
0 s¨0
]
s¨1 = u+ α0
(
α20s0 + α0β0s
q0
p0
0 + α0β0
q0
p0
s
q0
p0
0 + β
2
0
q0
p0
s
2q0
p0
−1
0
)
+β0
q0
p0
(
q0
p0
− 1
)
s
q0
p0
−1
0
(
α0s0 + β0s
q0
p0
0
)2
+β0
q0
p0
s
q0
p0
−1
0
(
α20s0 + α0β0s
q0
p0
0 + α0β0
q0
p0
s
q0
p0
0 + β
2
0
q0
p0
s
2q0
p0
−1
0
)
s¨1 = u+ α
3
0s0 + α
2
0β0s
q0
p0
0 + α
2
0β0
q0
p0
s
q0
p0
0 + α0β
2
0
q0
p0
s
2q0
p0
−1
0
+β0
q0
p0
(
q0
p0
− 1
)
s
q0
p0
−1
0
(
α20s
2
0 + β
2
0s
2q0
p0
0 + 2α0β0s
q0
p0
+1
0
)
+β0
q0
p0
s
q0
p0
−1
0
(
α20s0 + α0β0s
q0
p0
0 + α0β0
q0
p0
s
q0
p0
0 + β
2
0
q0
p0
s
2q0
p0
−1
0
)
s¨1 = u+ α
3
0s0 + α
2
0β0s
q0
p0
0 + α
2
0β0
q0
p0
s
q0
p0
0 + α0β
2
0
q0
p0
s
2q0
p0
−1
0
+β0
q0
p0
(
q0
p0
− 1
)(
α20s
q0
p0
+1
0 + β
2
0s
3q0
p0
−1
0 + 2α0β0s
2q0
p0
0
)
+β0
q0
p0
(
α20s
q0
p0
0 + α0β0s
2q0
p0
−1
0 + α0β0
q0
p0
s
2q0
p0
−1
0 + β
2
0
q0
p0
s
3q0
p0
−2
0
)
s¨1 = u+ F (x, t) (3.34)
where |F (x, t)| < FM , if q0p0 > 23 . Hence, during sliding the control will be bounded. This result
is in accordance with Theorem 3.2.
Now, let us analyse the control during transients:
ueq = − d
2
dt2
α0so − d
2
dt2
β0s
q0
p0
0 (3.35)
ueq = −α0x3 − β0 q0
p0
(
q0
p0
− 1
)
s
q0
p0
−2
0
(
s1 − α0s0 − β0s
q0
p0
0
)
−β0 q0
p0
s
q0
p0
−1
0
(
s˙1 − α0s˙0 − β0 q0
p0
s
q0
p0
−1
0 s˙0
)
.
(3.36)
Since 1 > q0
p0
> 2
3
, the control may blow out during reaching for some s0 = 0 and s1 6= 0.
However, we can always choose a region for the initial condition in order to avoid singularity.
Let us define a region Ω such that
Ω ∈ {s0 > 0} ∩ {s1 > 0} (3.37)
s˙0 = s1 − α0s0 − β0s
q0
p0
0 . (3.38)
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From the above equation it can be clearly seen that if s1 6= 0, while s0 = 0, we have s˙0 > 0.
Hence, as the initial condition for s0 > 0 is chosen, s0 will increase monotonically, which
means that it contradicts our assumption. Therefore, first s1 will become zero, subsequently
s0 will be zero if we choose the initial conditions to be in Ω. Once the trajectory reaches s0
surface, it can be shown that
s0s˙0 = −α0s20 − β0s
q0
p0
+1
0 < 0 always. (3.39)
Hence, the trajectory never leaves the surface once it reaches s0 = 0. The similar conditions
can be verified for higher-order systems.
3.2.3 Simulation Results
Here, a numerical simulation is presented to support the above analysis. The simulations are
performed on a Windows-7 based laptop with MATLAB-2016a installed in it. The simulation
parameters are configured as fixed step size with step width of 1 ms.
Considering the third-order plant of form
x˙1 = x2
x˙2 = x3
x˙3 = u+ d
with the selection of FTSM surfaces as
s0 = x1
s1 = s˙0 + α0s0 + β0s
2
3
0
with the control u = −b1sign(s1) − b2sign(s˙1) and with d = 0.5 sin(pit) + 0.5 sin(2pit), the
simulation results are shown with initial conditions x1(0) = 0.3, x2(0) = 0.2 and x3(0) = 0.
The simulation is performed with α0 = 0.5 and β0 = 0.2, with controller parameters b1 = 5
and b2 = 4. The disturbance d considered here is sinusoidal in nature with maximum bound of
1 and variable frequency. The convergence of x1 and x2 to zero is in finite-time as shown in
Fig.3.1 (appx. 6 sec.). The order of accuracy for x3 is in 10−3 within 6 sec.
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Figure 3.1: Evolution of states in the presence of a bounded frequency varying sinusoidal distur-
bance with the condition on the parameter q0
p0
satisfied as given in Theorem 3.2. The simulation
step of the Euler algorithm is set to τ = 10−3.
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Figure 3.2: Evolution of control in the presence of a bounded frequency varying sinusoidal
disturbance with the condition on the parameter q0
p0
satisfied as given in Theorem 3.2.
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Figure 3.3: Evolution of sliding surfaces in the presence of a bounded frequency varying sinu-
soidal disturbance with the condition on the parameter q0
p0
satisfied as given in Theorem 3.2.
From Fig.3.2, it can be seen that control u is bounded. The evolution of sliding surfaces
can be seen in Fig.3.3. Now, if we violate the condition on q0
p0
= 1
3
< 2
3
, the results which are
obtained, are shown below (Fig.3.4 and Fig.3.5).
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Figure 3.4: Evolution of states in the presence of a bounded frequency varying sinusoidal dis-
turbance when the condition on the parameter q0
p0
as given in Theorem 3.2 is violated.
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Figure 3.5: Evolution of control when the condition on the parameter q0
p0
as given in Theorem
3.2 is violated.
It can be clearly seen from Fig.3.6 that the second-order sliding mode is not achieved and,
therefore, the convergence to the sliding surface cannot be achieved. The corresponding control
is shown in Fig.3.5.
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Figure 3.6: Evolution of sliding surfaces when the condition on the parameter q0
p0
as given in
Theorem 3.2 is violated.
3.3 Homogenous Continuous Sliding Mode Control
The control structure developed in the previous sections are mainly discontinuous in nature.
Therefore, from an application perspective, it is extremely difficult to implement. In this section,
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with the help of homogeneity property, a class of homogenous algorithms are proposed which
are not only simple to construct, but also give rise to a continuous control.
3.3.1 Proposed Algorithms
All the following differential equations with discontinuous righthand side can be understood in
Filippov sense [Filippov, 2013]. Consider the following third-order differential equations:
x˙1 = x2
x˙2 = −k1|ϕ| 14 sign(ϕ) + x3
x˙3 = −k2sign(ϕ) + d


(3.40)
where ϕ = |x2|2sign(x2) + %1|x1| 43 sign(x1). This algorithm will provide finite-time conver-
gence of x1, x2 and x3. Similarly, extending this concept to fourth-order differential equations:
x˙1 = x2
x˙2 = x3
x˙3 = −k1|ϕ| 16 sign(ϕ) + x4
x˙4 = −k2sign(ϕ) + d


(3.41)
where ϕ = |x3|3sign(x3) + %2|x2|2sign(x2) + %1|x1| 32 sign(x1). This algorithm will provide
finite-time convergence of x1, x2, x3 and x4. Similarly, for fifth-order differential equations, the
algorithm is proposed as:
x˙1 = x2
x˙2 = x3
x˙3 = x4
x˙4 = −k1|ϕ| 18 sign(ϕ) + x5
x˙5 = −k2sign(ϕ) + d


(3.42)
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where ϕ = |x4|4sign(x4)+%3|x3| 83 sign(x2)+%2|x2|2sign(x2)+%1|x1| 85sign(x1). Generalising
this concept for nth-order system we get
x˙1 = x2
x˙2 = x3
x˙3 = x4
x˙4 = x5
.
.
.
x˙n−1 = −k1|ϕ|
1
2(n−1) sign(ϕ) + xn
x˙n = −k2sign(ϕ) + d


(3.43)
where ϕ = |xn−1|n−1sign(xn−1) + %n−2|xn−2| 2(n−1)3 sign(xn−2)... + %1|x1| 2(n−1)n sign(x1). The
above proposed algorithms are homogenous with the dilation
dk : (x1, x2, x3, ..., xn) 7→ (κm1x1, κm2x2, κm3x3, ..., κmnxn).
where m1, m2, m3 are some positive numbers (weights). For example, nth-order algorithm is
homogenous with weights κn, ..., κ3, κ2, κ1 for x1, x2, x3, ..., xn respectively with %1, %2, · · · , %n−2
are some positive constants.
3.3.2 Control design for Second-order System
Consider a second-order plant as
x˙1 = x2 (3.44)
x˙2 = u+ d. (3.45)
Let us define the u as
u = −k1|ϕ| 14sign(ϕ) + z3 (3.46)
z˙3 = −k2sign(ϕ) (3.47)
If we now substitute the above u in the system eqn.(3.44), the system will transform into
x˙1 = x2 (3.48)
x˙2 = −k1|ϕ| 14 sign(ϕ) + z3 + d (3.49)
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let x3 = z3 + d and ϕ = |x2|2sign(x2) + |x1| 43sign(x1). Hence, the system eqn.(3.44) results
in the proposed algorithm, where z3, x3 are the dummy variables for the system. Substituting
the whole dynamics in the system, we get
x˙1 = x2 (3.50)
x˙2 = −k1|ϕ| 14sign(ϕ) + x3 (3.51)
x˙3 = −k2sign(ϕ) + d˙. (3.52)
The condition on the disturbance d can be imposed as its Lipschitzness, i.e., its first derivative
is defined and is valid |d˙| ≤ ∆. This assumption is maintained throughout this section.
Lyapunov Stability Proof for Second-order System
Let us consider a non-quadratic Lyapunov function:
V = β|x1| 53 + x1x2 + 2
5
|x2| 52 − 1
k31
x2x
3
3 + γ|x3|5 (3.53)
where β, γ are some positive constants.
From Young’s inequality concept [Hardy et al., 1988], it can be shown that
|x1||x2| ≤ 3
5
c
5
3
1 |x1|
5
3 +
2
5
c
− 5
2
1 |x2|
5
2 (3.54)
|x2||x3|3 ≤ 2
5
c
−5
2
2 |x2|
5
2 +
3
5
c
5
3
2 |x3|5. (3.55)
Hence,
V ≥ β|x1| 53 − |x1||x2|+ 2
5
|x2| 52 − 1
k31
|x2||x3|3 + γ|x3|5 (3.56)
V ≥
(
β − 3
5
c
5
3
1
)
|x1| 53 + 2
5
(
1− c−
5
2
1 −
1
k31
c
−5
2
2
)
|x2| 52
+
(
γ − 1
k31
3
5
c
5
3
2
)
|x3|5.
(3.57)
Hence, V is always a positive definite if the coefficients of the eqn.(3.57) are chosen properly.
It can also be seen by selection of sufficiently large values of β and γ, positive definiteness of V
can be maintained. Fig.3.7 shows the positive definiteness of the proposed Lyapunov function.
Taking the first derivative of V , we get
V˙ =
5β
3
|x1| 23sign(x1)x2 + x22 + x1x˙2 + |x2|
3
2sign(x2)x˙2
− 1
k31
x˙2x
3
3 −
3
k31
x2x
2
3x˙3 + 5γ|x3|4sign(x3)x˙3
(3.58)
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Figure 3.7: Evolution Lyapunov function with states.
V˙ =
5β
3
dx1c 23x2 + x22 + x1
(
−k1dϕc 14 + x3
)
+dx2c 32
(
−k1dϕc 14 + x3
)
− 1
k31
x33
(
−k1dϕc 14 + x3
)
− 3
k31
x2x
2
3
(
−k2dϕc0 + d˙
)
+ 5γdx3c4
(
−k2dϕc0 + d˙
) (3.59)
V˙ =
5β
3
dx1c 23x2 + x22︸ ︷︷ ︸
Term1
+
Term2︷ ︸︸ ︷(
−k1dϕc 14 + x3
)
Term2︷ ︸︸ ︷(
x1 + dx2c 32 − 1
k31
x33
)
+
(
−k2dϕc0 + d˙
)
︸ ︷︷ ︸
Term3(
− 3
k31
x2x
2
3 + 5γdx3c4
)
︸ ︷︷ ︸
Term3
.
(3.60)
As
ϕ = |x2|2sign(x2) + |x1| 43 sign(x1). (3.61)
It can be clearly shown that
ϕ ≤ |x2|2 + |x1| 43 . (3.62)
Now analysing individual terms. Expressing Term 1:
5β
3
dx1c 23x2 + x22 =
(
5β
3
dx1c 23 + x2
)
x2
≤
(
5β
3
dϕ− |x2|2c 12 + x2
)
x2
≤
[
5β
3
(
dϕ− |x2|2c 12 + x2
)
−
(
5β
3
− 1
)
x2
]
x2
≤
[
5β
3
2
1
2 |ϕ| 12 −
(
5β
3
− 1
)
x2
]
x2
≤ 5β
3
2
1
2 |ϕ| 12 |x2| −
(
5β
3
− 1
)
|x2|2.
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Expressing Term 2:
(
−k1dϕc 14 + x3
)(
x1 + dx2c 32 − 1
k31
x33
)
now using eqn.(5.27), it can be further shown that,
≤
(
−k1dϕc 14 + x3
)(
dϕc 34 − 1
k31
x33
)
≤ −k1
(
dϕc 14 − 1
k1
x3
)(
dϕc 34 − 1
k31
x33
)
≤ −k1
(
dϕc 14 − ς3
)(
dϕc 34 − ς33
)
where ς3 =
x3
k1
.
Expressing Term 3:
(
−k2dϕc0 + d˙
)(
− 3
k31
x2x
2
3 + 5γdx3c4
)
−k2
(
dϕc0 − d˙
k2
)(
− 3
k31
x2x
2
3 + 5γdx3c4
)
−k2 3
k31
|x3|2
(
dϕc0 − d˙
k2
)(
5γ
3
k51d
x3
k1
c2 − x2
)
−3k¯|ς3|2
(
dϕc0 − d˙
k2
)(
5γ¯
3
dς3c2 − x2
)
where k¯ =
k2
k1
, γ¯ = γk51,
∣∣∣∣∣ d˙k2
∣∣∣∣∣ < ψ.
The term 5γ¯
3
dς3c2 − x2 can be written as
5γ¯
3
(
dς3c2 − dϕc 12
)
− x2 + 5γ¯
3
dϕc 12
Therefore, the derivative of V can be written as
V˙ ≤ −k1
(
dϕc 14 − ς3
)(
dϕc 34 − ς33
)
+W. (3.63)
W is a continuous and homogenous function:
W =
5β
3
2
1
2 |ϕ| 12 |x2| −
(
5β
3
− 1
)
|x2|2 − 5γ¯k¯|ϕ| 12 |ς3|2
+5γ¯k¯ψ|ς3|4 + 3k¯ψ|ς3|2|x2|+ 3k¯ψ|ς3|2
∣∣∣∣5γ¯3
(
dς3c2 − dϕc 12
)
− x2
∣∣∣∣ . (3.64)
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When dϕc 14 = ς3, we get
V˙ ≤ −ξPξT (3.65)
where ξ =
[
|ϕ| 12 |x2|
]
and
P =

 5γ¯k¯(1− ψ) −12
(
5β
3
2
1
2 + 3k¯ (1 + ψ)
)
−1
2
(
5β
3
2
1
2 + 3k¯ (1 + ψ)
) (
5β
3
− 1) .


P can always be designed as a positive definite if the following conditions are satisfied:
1 > ψ
β >
3
5
γ¯ >
(
5β
3
2
1
2 + 3k¯ (1 + ψ)
)2
20k¯(1− ψ) (5β
3
− 1) .
When dϕc 14 6= ς3, we get
V˙ ≤ −(k1 −z)
(
dϕc 14 − ς3
)(
dϕc 34 − ς33
)
where z = W(
dϕc 14−ς3
)(
dϕc 34−ς33
) , which is a homogenous function of degree zero with respect
to the dilation κ4, κ2, κ for ϕ, x2, ς3, respectively. Hence, z has to be bounded within the unit
sphere S : {|ϕ| 24 + |x2|+ |ς3|2 = 1}, which is definitely compact. Hence, by selecting a larger
k1, the negative definiteness of V˙ can still be maintained.
Since V˙ is bounded by a continuous, negative definite and homogenous function of relative
degree 4 and V is a continuous, positive definite and homogenous function of relative degree 5,
then according to Bhat et al. [Bhat and Bernstein, 2005], there exists a constant δ > 0 such that
V˙ ≤ −δV 45 (3.66)
which implies that
− V˙
V
4
5
≤ δ. (3.67)
From the above differential inequalities, it can be easily concluded that the convergence is in
finite-time (Tr) and the time can be computed as Tr ≤ 5δV
1
5 (0).
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3.3.3 Simulation Results
All the simulations are carried out in MATLAB Simulink environment with a fixed step size
of 0.001 with ode3 (Bogacki-Shampine) solver. For a double integrator, the simulations are
performed with k1 = 5 and k2 = 4 with a time varying disturbance of 2 + 3sin(t). The
initial conditions are x1(0) = −1 and x2(0) = 0. It can be clearly seen from Fig.3.8 that
the convergence of both the states are within 3 sec. and the generated control is smooth and
less chattered in comparision to the control proposed in [Ding et al., 2016] Fig.3.9. The
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x1 Ding et. al
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x2 Ding et. al
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Figure 3.8: Evolution of states for second-order plant with the proposed control scheme (Un-
certain Double Integrator).
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Figure 3.9: Evolution of control for second-order plant with the proposed algorithm.
corresponding phase portrait is shown in Fig.3.10. It can be clearly seen that both the states
are converging to the origin in finite-time. For a triple integrator, the simulations are performed
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Figure 3.10: Evolution of phase portrait for a double integrator in the case of proposed control.
with k1 = 5 and k2 = 4 with a time varying disturbance of 2 + 3sin(t). The initial conditions
are x1(0) = −1, x2(0) = 0 and x3(0) = 0. The corresponding state trajectories and control
input are shown in Fig.3.11 and Fig.3.12 respectively. It is important to remember that the ϕ
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Figure 3.11: Evolution of states for third-order plant with the proposed control scheme (Uncer-
tain Triple Integrator).
parameters (%1, %2.....) are tuned properly so as to get the desired convergence time. Naturally,
the parameters are better determined by simulation.
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Figure 3.12: Evolution of control for third-order plant with the proposed algorithm.
3.4 Summary
In this chapter, in Section 3.2, a nested structure of fast terminal sliding surfaces has been pro-
posed for the robust control design for SISO system. The second-order sliding mode has been
realised by using twisting algorithm. The surface parameters have been calculated mathemati-
cally and also verified analytically. The robustness of the proposed control structure has been
tested in the presence of disturbance. A numerical example has been simulated to validate the
idea.
The subsequent Section 3.3 has aimed to propose an arbitrary-order continuous SMC strat-
egy. The development of a continuous control algorithm for second-order system with Lipschitz
(in time) uncertainties has mainly been focused. The mathematical correctness has been proven
using a non-quadratic homogenous Lyapunov function. The proposed algorithm has also been
verified for a second-order plant using simulations and compared with a recent state-of-the-art
method.
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Arbitrary-order Fixed-time Sliding Mode
Control
4.1 Introduction
As discussed in earlier chapters, finite-time convergence depends on initial conditions, a fact
that seems logical as the farther away from the equilibrium, the greater the convergence time.
However, some applications need strict constraints on convergence time. The real question
here is “can a faster convergence speed be achieved?”. The answer to this question is initially
discussed by Polyakov in [Polyakov, 2012]. In this paper, Polyakov has shown that it is possible
to get a convergence time that does not depend on the initial conditions and such an algorithm is
popularly known as fixed-time convergence. The main focus of this chapter is to develop some
SMC strategies in order to achieve fixed-time convergence.
Section 4.1 presents a novel method for designing a non-singular control for second-order
systems. The proposed sliding surface is fixed-time convergent. Hence during sliding, the
convergence of the states are within fixed-time. Moreover, the designed control ensures that
the reaching is established in fixed-time as well. The robustness of the SMC lies in sliding
phase and reaching phase is sensitive to noise. The reaching time, in this case, does not depend
on the system states rather than surface parameters. Therefore, the reaching time can be pre-
programmed according to the user requirement, which is extremely advantageous. Stability of
the system is analysed. Finally, the proposed method is validated in simulations.
In Section 4.2, an arbitrary-order fixed-time convergence continuous SMC is proposed.
This section discusses a new algorithm for finite-time sliding mode control, which can pro-
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vide fixed-time convergence by suitably adding some special nonlinear terms in the control
design. The proposed control is free from chattering which is often required in many practical
applications. Moreover, it can be generalised to any arbitrary-order dynamical system. The
convergence of the proposed scheme is proven. The effectiveness of the proposed scheme is
verified by comparing with existing state-of-the-art methods.
Subsequently, Section 4.3 proposes a novel predefined-time algorithm for second-order
systems with an application as an observer and a differentiator. The proposed strategy is com-
pared with well-known methods to show the superiority. Finally, Section 4.4 summarises the
chapter.
4.2 Fixed-time Converging Terminal Surface for Second-order
Systems
4.2.1 Problem Statement
Let us consider an uncertain double integrator of the form:
x˙1(t) = x2(t)
x˙2(t) = f(x(t)) + g(x(t))u+ d(x(t))

 (4.1)
where [x1, x2] ∈ <2 is the state vector, f(x(t)) and g(x(t)) are known smooth vector fields
∈ <2 with g(x(t)) 6= 0. u ∈ < is the control input. d(x(t)) is the external bounded disturbance
with the assumption of |d(x(t))| ≤ ∆. Let us define a sliding surface as
σ = x1 +

 x2
α1x
m1
n1
− p1
q1
1 + β1


q1
p1
(4.2)
= x1 + (ζx2)
q1
p1 (4.3)
where m1, n1, p1, q1 are odd integers and m1 > n1 p1 < q1 and ζ = 1
α1x
m1
n1
−
p1
q1
1 +β1
. Moreover,
q1
p1
− 1 should be an even number.
Theorem 4.1 The above surface in eqn.(4.3) will give rise to fixed-time convergence during
sliding with the convergence time bounded by
T1 < T
(1)
max =
1
α1
n1
m1 − n1 +
1
β1
q1
q1 − p1 . (4.4)
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Proof:
When σ → 0, the dynamics become
x1 = −

 x2
α1x
m1
n1
− p1
q1
1 + β1


q1
p1
(4.5)
x
p1
q1
1 = −

 x2
α1x
m1
n1
− p1
q1
1 + β1

 (4.6)
x2 = −α1x
m1
n1
1 − β1x
p1
q1
1 (4.7)
x˙1 = −α1x
m1
n1
1 − β1x
p1
q1
1 . (4.8)
The eqn.(4.8) is a fixed-time convergent differential equation where the convergence time is
bounded as defined in Chapter 2. This completes the proof.
4.2.2 Control Development
Now, analysing the dynamics during reaching, taking the first derivative of eqn.(4.3)
σ˙ = x2 +
q1
p1
(ζx2)
q1
p1
−1


(
α1x
m1
n1
− p1
q1
1 + β1
)
x˙2 − α1(m1n1 −
p1
q1
)x
m1
n1
− p1
q1
−1
1 x
2
2(
α1x
m1
n1
− p1
q1
1 + β1
)2

 (4.9)
σ˙ = x2 +
q1
p1
(ζx2)
q1
p1
−1
[
ζx˙2 − α1
(
m1
n1
− p1
q1
)
x
m1
n1
− p1
q1
−1
1 ζ
2x22
]
(4.10)
σ˙ = x2 +
q1
p1
(ζx2)
q1
p1
−1
[
ζ(f + gu+ d)− α1
(
m1
n1
− p1
q1
)
x
m1
n1
− p1
q1
−1
1 ζ
2x22
]
. (4.11)
Theorem 4.2 The following control input for the system eqn.(4.1) ensures fixed-time reaching
to the sliding surface eqn.(4.3)
u = −f +Ksignσ
g
+
1
gζ
[
α1
(
m1
n1
− p1
q1
)
x
m1
n1
− p1
q1
−1
1 ζ
2x22 −
p1
q1
(ζ)
1− q1
p1 (x2)
2− q1
p1
]
− 1
gζ
p1
q1
ζ
1− q1
p1
(
α2σ
m2
n2 + β2σ
p2
q2
)
(4.12)
with m1
n1
− p1
q1
− 1 > 0 and 2 > q1
p1
≥ 1.
Proof:
The above control is non-singular in nature as the term ζ1−
q1
p1 is always bounded (refer Fig. 4.1).
After substituting the control, the reaching dynamics become:
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Figure 4.1: Evolution of term ζ1−
q1
p1 w.r.t x1.
σ˙ = −x
q1
p1
−1
2
(
α2σ
m2
n2 + β2σ
p2
q2
)
+
q1
p1
(ζx2)
q1
p1
−1
ζ(−Ksignσ + d) (4.13)
x
1− q1
p1
2 is always positive for x2 6= 0
σ˙ = −(ζx2)
q1
p1
−1
[
ζ
1− q1
p1
(
α2σ
m2
n2 + β2σ
p2
q2
)
+
q1
p1
ζ(−Ksignσ + d)
]
. (4.14)
It can be clearly seen (refer Fig.4.2) that when ζ is small, the fixed-time converging part is
dominating and when ζ is large, the finite-time converging part is dominating. From the above
simulated figures, it can be clearly seen that the control is non-singular and the convergence time
is independent of initial conditions of the states and purely depends on the design parameters.
Let us consider a Lyapunov function:
V =
1
2
σ2. (4.15)
Taking the first derivative of the above function:
V˙ = σσ˙. (4.16)
Now, substituting for σ˙ in above we get
V˙ = σ
[
−x
q1
p1
−1
2
(
α2σ
m2
n2 + β2σ
p2
q2
)]
−q1
p1
(ζx2)
q1
p1
−1
ζ(K −∆)|σ|
(4.17)
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Figure 4.2: Evolution of term ζ1−
q1
p1 w.r.t ζ .
when σ is far away from 0, then the first term of eqn.(4.17) is dominating. Hence,
V˙ '
[
−x
q1
p1
−1
2
(
α2σ
m2
n2
+1
+ β2σ
p2
q2
+1
)]
(4.18)
V˙ '
[
−x
q1
p1
−1
2
(
α2(2V )
m2+n2
2n2 + β2(2V )
p2+q2
2q2
)]
. (4.19)
The above equation is fixed-time convergent, giving rise to V → 0 in fixed-time and is given by
T2 < T
(2)
max =
1
α2
n2
m2 − n2 +
1
β2
q2
q2 − p2 . (4.20)
This completes the proof.
The total time of convergence of the states to the origin is bounded by
T < Tmax = T1 + T2. (4.21)
Therefore, the case with x2 6= 0, the condition for Lyapunov fixed-time stability is always
satisfied as x
q1
p1
−1
2 > 0 for x2 6= 0.
Now, analysing the stability on x2 = 0 axis by substituting the control (from eqn.(4.12)), the
system dynamics will be (from eqn. (4.1)):
x˙2(t) = −Ksignσ − 1
ζ
p1
q1
ζ
1− q1
p1
(
α2σ
m2
n2 + β2σ
p2
q2
)
+ d(x(t)). (4.22)
From eqn.(4.22), it can be clearly seen that when σ > 0, x˙2(t) = −ve and when σ < 0,
x˙2(t) = +ve. It suggests that x2 = 0 cannot be an attractor. That means no trajectory can stay
on the x2 = 0 axis, all trajectories will cross the x2 = 0 axis in finite-time and approach to
sliding surface σ = 0 in fixed-time (refer Fig.4.3).
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Figure 4.3: Phase plot of the system.
4.2.3 Simulation Results
To validate the proposed controller, the following plant dynamics are simulated
x˙1 = x2
x˙2 = u+ d.
The disturbance d is considered to be sin(t) + 0.3 cos(t). The surface parameters for the sim-
ulations are chosen as α1, α2 = 2, β1, β2 = 3, m1 = 9, n1 = 5, p1 = 7, q1 = 9, m2 = 5, n2 =
3, p2 = 5, q2 = 9 and K = 0.5 with various initial conditions of x1 and x2(0) = 0. It is
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5−5
0
5
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15
20
 
 
x
1
time (sec.)
Figure 4.4: Evolution of x1 w.r.t time with various initial conditions.
RMIT UNIVERSITY 68
CHAPTER 4. ARBITRARY-ORDER FIXED-TIME SLIDING MODE CONTROL
found that the convergence time is always bounded. It can be seen from Fig.4.4 that irrespective
of the change in initial condition of x1 from 0.5 to 20, the convergence time is fixed. Similarly,
the convergence of x2 is within 3 sec. from any initial conditions and can be seen from Fig.4.5.
Fig.4.6 describes the evolution of sliding surface with various initial conditions. It can be clearly
seen that irrespective of initial condition, the convergence time in this case is always bounded.
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5−250
−200
−150
−100
−50
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50
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2
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Figure 4.5: Evolution of x2 w.r.t time with various initial conditions.
The convergence rate is much faster when σ is far away from zero and gradually reduces as σ
approaches to zero. The corresponding state trajectory is shown in Fig.4.7. It can also be seen
from Fig.4.8 that the control input is non-singular in nature and, furthermore, the chattering
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σ
Figure 4.6: Evolution of sliding surface σ w.r.t time with various initial conditions.
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amplitude can easily be reduced by various methods as discussed in Chapter 2, which are al-
ready reported in literature.
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Figure 4.7: Evolution of state trajectory.
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Figure 4.8: Evolution of control input.
The following table illustrates the estimated theoretical convergence time with the actual time
of convergence obtained via simulations.
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Table 4.1: Analytical observation of convergence time
x1(0) Tmax (Theoretical) in sec. T (Simulation) in sec.
0.5 3.6 1.3
5 3.6 1.5
10 3.6 1.6
20 3.6 1.7
It can be easily verified from Table 4.1 that the actual convergence time T (Simulation) is always
less than the Tmax (Theoretical) irrespective of any initial conditions. Therefore, eqn.(4.21) is
verified.
4.3 Continuous Finite-time Sliding Mode Controller with Fixed-
time Convergence
This section mainly focuses on proposing a fixed-time convergent arbitrary-order SMC. The
following standard definitions are used throughout this particular section.
Definition 4.3 The sign is the signum function and can be defined as
sign(x) =


1, for x > 0
[1,−1], for x = 0
−1, for x < 0


Definition 4.4 A vector field X = (x1, ..., xn)T ∈ <n is said to be homogenous iff for any
λ > 0, ri > 0, i ∈ 1, ..., n , with the vector of weights r = (r1, ..., rn)T and the dilation matrix
D(λ) = diag{λri}ni=1, where λ ∈ <+, such that D(λ)x = (λr1x1, ..., λrixi, ..., λrnxn)T .
Definition 4.5 A function f : <n → < is said to be r-homogeneous of degreem iff for all λ > 0
and for all x ∈ <n we have g(D(λ)x) = λmg(x).
The proposed control structure is smooth and free from high-frequency switching. This
makes it possible to implement it practically to any physical plant. The algorithm is also gener-
alised to any arbitrary-order system. The control structure is free from any singularity. This is
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the first known reported full-order finite-time continuous control for arbitrary-order system pro-
viding fixed-time convergence. In the following, the corresponding problem formulation along
with the stability proof for the proposed fixed-time converging control structure is provided.
4.3.1 Problem Formulation
Consider an arbitrary-order nonlinear system in terms of chain of integrators form:
x˙1 = x2
x˙2 = x3
.
.
.
x˙n = f(x, t) + b(x, t)u + d(t)


(4.23)
where x1, x2, · · · , xn are the individual states and f, b ∈ < are both smooth nonlinear known
functions with x as system states with b(x, t) 6= 0. d(t) is an unknown Lipschitz continuous
disturbance acting on the system and |d˙(t)| ≤ ∆, where ∆ is a known positive constant.
Arbitrary-order Fixed-time Sliding Surface
Now, let us define the proposed sliding surface of the form described below:
s = x˙n + cn|xn|αnsign(xn) + cn−1|xn−1|αn−1sign(xn−1)
+ · · ·+ c1|x1|α1sign(x1) + bn|xn|βnsign(xn)
+bn−1|xn−1|βn−1sign(xn−1) + · · ·+ b1|x1|β1sign(x1).
(4.24)
The above surface is fixed-time convergent, provided that the following conditions are satisfied:
1. sn + cns
n−1 + ........ + c2s+ c1 is Hurwitz
2. sn + bns
n−1 + ........ + b2s+ b1 is Hurwitz
3. αi−1 =
αiαi+1
2αi+1 − αi , βi−1 =
βiβi+1
2βi+1 − βi , i = 2, .., n
where αn+1 = 1, αn = α and βn+1 = 1, βn = β, α, β ∈ <. The important point to remem-
ber here is that, αi ∈ (0, 1) for i = 1, · · · , n and βi ∈ (1, 1+) where  > 0 is sufficiently small.
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4.3.2 Control Design
Theorem 4.6 For the nonlinear system as described by eqn.(4.23), let us define the control
input as
u = b−1(x, t)(ueq + un) (4.25)
where
ueq = −f(x, t)− cn|xn|αnsign(xn)− cn−1|xn−1|αn−1
sign(xn−1)− · · · − c1|x1|α1sign(x1)− bn|xn|βnsign(xn)
−bn−1|xn−1|βn−1sign(xn−1)− · · · − b1|x1|β1sign(x1)
(4.26)
and
u˙n = −Ksign(s) (4.27)
where K > ∆ is the gain parameter (K ∈ <). The chosen control as eqn.(4.25) with the
given sliding surface as eqn.(4.24) can provide convergence of the states to the origin in fixed-
time with the bound of the convergence time given as Tmax ≤ λδmax(P )c1δ + 1c2m2λmin(P´ )m2 , where
δ = 1−αn
αn
.
Proof:
Substituting the control given in eqn.(4.25) in the sliding surface dynamics given by eqn.(4.24),
we will get
s = d(t) + un. (4.28)
The first derivative of the above equation reads as
s˙ = d˙(t) + u˙n. (4.29)
Now, let us consider a Lyapunov function as
V =
1
2
s2. (4.30)
Taking the first derivative of the V , we get
V˙ = ss˙
= (d˙(t) + u˙n)s
= −(K − d˙(t))|s|. (4.31)
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Hence, the negative definiteness of V˙ can always be maintained if the gain of the controller is
chosen properly, i.e., K > ∆ where the disturbance d(t) is sufficiently smooth and |d˙(t)| ≤
∆. The solution to the above differential equations with discontinuous righthand side can be
understood in Filippov sense [Filippov, 2013]. Moreover, it can be clearly shown that
V˙ ≤ −K´V 12 (4.32)
where K´ = 2 12 (K − d˙(t)). The above equation is a finite-time converging differential equation
and the convergence time can be easily found by solving it. Therefore, the reaching time is
obtained in finite-time [Bhat and Bernstein, 2005].
Let us analyse the dynamics of the system of eqn.(4.23) during sliding; we have
x˙1 = x2
x˙2 = x3
.
.
.


(4.33)
x˙n = −cn|xn|αnsign(xn)− · · · − c1|x1|α1sign(x1)
−bn|xn|βnsign(xn)− · · · − b1|x1|β1sign(x1).
(4.34)
In the following section, the fixed-time stability is analysed during sliding. Let us first
define a Lyapunov function V1(x) for the above system as described by eqns.(4.33) and (4.34)
with bi = 0, i = 1, 2, ..., n as
V1(x) = x
TPx (4.35)
where x = [x1, x2, ...., xn]. The symmetric positive definite matrix P must satisfy the Lyapunov
equation as defined below:
PA+ ATP = −Q (4.36)
where Q ∈ <n is a positive definite symmetric matrix with A defined as
A =


0 1 0 · · · 0
0 0 1 · · · 0
.
.
.
.
.
.
.
.
. · · · ...
0 0 0 · · · 1
−c1 −c2 −c3 · · · −cn


. (4.37)
The above matrix can be easily obtained by setting αi = 1, i = 1, 2, ..., n. The time
derivative of V1 satisfies the following:
V˙1(x) = −xTQx < 0. (4.38)
RMIT UNIVERSITY 74
CHAPTER 4. ARBITRARY-ORDER FIXED-TIME SLIDING MODE CONTROL
The above equality also holds true for αi ∈ (1 − , 1), for sufficiently small  > 0 [Bhat
and Bernstein, 2005]. Moreover, the righthand side of eqns.(4.33) and (4.34) are homogenous
vector fields with degree m1 = αn−1αn < 0 and with dilation
1
αi
, i = 1, 2, ..., n. Therefore, the
following inequality holds, leading to a finite-time convergence:
V˙1(ζ) ≤ −c1V 1+m11 (ζ) (4.39)
where c1 = λmin(Q)λmax(P ) , with ζ = [x
α1
1 , x
α2
2 , ...., x
αn
n ]. The convergence time for the above differ-
ential equation can be found easily by solving it and is given by T1 ≤ V
δ
1 ζ(t0)
c1δ
, where δ = 1−αn
αn
.
By using Rayleigh inequality [Polyakov, 2012], we can show T1 ≤ λ
δ
max(P )
c1δ
.
Now, let us define another Lyapunov function V2(x) for the system of eqns.(4.33) and
(4.34) with all ci = 0, i = 1, 2, ..., n as
V2(x) = x
T P´x. (4.40)
The symmetric positive definite matrix P´ must satisfy the following Lyapunov equation as
P´ A´+ A´T P´ = −Q´ (4.41)
where Q´ ∈ <n is a positive definite symmetric matrix with A´ defined as
A´ =


0 1 0 · · · 0
0 0 1 · · · 0
.
.
.
.
.
.
.
.
. · · · ...
0 0 0 · · · 1
−b1 −b2 −b3 · · · −bn


. (4.42)
The above matrix can be easily obtained by setting βi = 1, i = 1, 2, ..., n. The time derivative
of V2 satisfies the following:
V˙2(x) = −xT Q´x < 0. (4.43)
The equality eqn.(4.43) also holds true for βi ∈ (1, 1 + 2), for sufficiently small 2 > 0.
Moreover, the righthand side of eqn.(4.33) and eqn.(4.34) are again homogenous vector fields
with degree m2 = βn−1βn > 0 and with dilation
1
βi
, i = 1, 2, ..., n. Therefore, the following
inequality holds leading to finite-time convergence:
V˙2(ς) ≤ −c2V 1+m22 (ς) (4.44)
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where c2 = λmin(Q´)λmax(P´ ) ,and ς = [x
β1
1 , x
β2
2 , ...., x
βn
n ].
Now, considering Λ > 0 such that V2(ς(t0)) > Λ, and calculating the full time derivative
along the trajectories described in eqn.(4.34), we have
V˙2(x) ≤ V˙2(ς) + ∂V2
∂xn
(−cn|xn|αnsign(xn)− · · · − c1|x1|α1
sign(x1)) ≤ V˙2(ς) ≤ −c2V 1+m22 (ς).
(4.45)
Therefore, it can be seen that V2(x) decreases and reaches the value Λ in a time no later than
T2 =
1
c2m2Λm2
, which is independent of initial conditions [Basin et al., 2016a] [Basin et al.,
2016c]. By using Rayleigh inequality, ||ς||2 ≤ V˙2(ς)
λmin(P´ )
≤ Λ
λmin(P´ )
≤ 1. Thus, the T2 will
become T2 = 1c2m2λmin(P´ )m2 . Therefore, the total convergence time can be achieved in Tmax ≤
T1 + T2. This completes the proof. 
Remark 4.7 The main reason behind adding some terms in the surface with power greater than
one is to make convergence faster when the initial conditions are far from the origin. Therefore,
when initial conditions of the states are far away from the origin, the terms with power greater
than one will dominate the convergence rate and when the states converge towards the origin,
the terms with power less than one will dominate the convergence rate. It is important to
mention here that almost all systems with fixed-time stable equilibrium have the property of
bi-homogeneity [Polyakov et al., 2015]. Hence, the convergence can be achieved in fixed-time.
Remark 4.8 If we analyse eqn.(4.25), all the terms in the control u are known except the
term s as it contains the term x˙n, which contains the uncertainties. For calculating sign(s)
in eqn.(4.25), let us define a function η(t) as below:
η(t) =
∫ t
0
s dt. (4.46)
We have
η(t) = xn +
∫ t
0
[cn|xn|αnsign(xn) + · · ·+ c1|x1|α1sign(x1)
+bn|xn|βnsign(xn) + · · ·+ b1|x1|β1sign(x1)]dt
(4.47)
sign(s) can be obtained by simply equating sign(s) = sign(η(t)− η(t− τ)) where τ is a time
delay. Since
s = lim
τ→0
(η(t)− η(t− τ))
τ
,
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the fundamental sample time can be easily chosen as τ . The interesting fact about the above
analysis is that we only need to know the value for sign(s), i.e., whether η(t) increases or
decreases. This is much easier to obtain than the exact value of s.
4.3.3 Simulation Results
Consider the system for simulation as
x˙1 = x2
x˙2 = x3
x˙3 = x
3
2 + 0.1 sin(20t) + u.
The designed control for the above system using the proposed fixed-time SMC scheme is
ueq = −x32 − 15|x3|7/10sign(x3)− 66|x2|7/13sign(x2)−
80|x1|7/16sign(x1)− 15|x3|21/20sign(x3)− 66|x2|21/19
sign(x2)− 80|x1|21/18sign(x1)
and
u˙n = −10sign(s)
where
s = x˙3 + 15|x3|7/10sign(x3) + 66|x2|7/13sign(x2) + 80|x1|7/16sign(x1) + 15|x3|21/20sign(x3)
+ 66|x2|21/19sign(x2) + 80|x1|21/18sign(x1).
The performance of the proposed controller is compared with the state-of-the-art methods avail-
able for arbitrary-order systems and the results are shown for the comparison (Figs.4.9 and
4.10). For the purpose of comparison, by keeping almost similar control effort for all con-
trollers, the convergence rate is observed. It is found that the convergence obtained in the
proposed case is much faster than that of existing cases. For table space limitations, the follow-
ing numberings/abbreviations reference the various methods under consideration:
1. [Ding et al., 2016]VM1
2. [Kamal et al., 2014]VM2
3. [Feng et al., 2014]VM3
4. ProposedVM4
From the Table 4.2, it can be clearly seen that the convergence time in the proposed case is
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around 1.6 sec (Refer Fig.4.9) for the initial conditions x1(0) = 0.5, x2(0) = 0 and x3(0) = 0.
However, with the same initial conditions, the convergence time in both Ding et al. [Ding et al.,
2016] and Shyam et al. [Kamal et al., 2014] is approximately 2.3 and 3.2 sec., respectively.
Table 4.2: Simulated convergence time with range of control for various initial conditions of x1
(x1(0))
x1(0) Convergence time in sec. Control Range [umin, umax]
M1 M2 M3 M4 M1 M2 M3 M4
0.5 2.3 3.2 1.8 1.6 [-89, 99]
[-36.9,
59.67]
[-59.07,
11.05]
[-94, 10]
1 3 3.5 2.2 1.8 [-113, 125]
[-46.01,
69.82]
[-80, 15.56] [-160, 18]
5 5.2 6 2.8 2.5 [-181, 230]
[-61.30,
118.71]
[-162,
88.36]
[-584, 156]
10 6 6.5 3.2 2.6 [-187, 335] [-50, 220] [-219, 805] [-610, 1005]
15 7.2 7.5 3.8 3 [-147, 456] [-53, 407] [-261, 1062] [-720, 1100]
20 8.8 8.9 4 3 [-162, 603] [-59, 696] [-296, 2126] [-800, 2250]
25 10.1 10.5 4.5 3 [-175, 778] [-65, 1090] [-327, 3649] [-860, 3700]
50 11 11.5 8 3 [-221, 2118] [-82, 4858] [-442, 8000] [-980, 8800]
100 15 15 12 3 [-278, 7185]
[-104,
15000]
[-599,
21000]
[-1800,
25000]
Moreover, in the case of Ding et al. and Shyam et al., the chattering of the control signal u
is significant and is clearly visible from Fig.4.9. Due to the simple structure of the proposed
control and its continuous nature, it will easily find its applications in many practical fields with
equivalent average control cost. The convergence of x1 is guaranteed within 1.6 sec. in the
case of the proposed control, however it takes more time in the case of the existing controls
with similar average control cost. The simulations are also performed by changing the initial
conditions. For the purpose of verifying the claim made, the initial conditions are changed
to x1(0) = 5, x2(0) = −1 and x3(0) = 0. It can be clearly seen from the Fig.4.10 that the
convergence time is a function of initial conditions in the case of existing control structures,
i.e., Ding et al. [Ding et al., 2016], Yong et al. [Feng et al., 2014] and Shyam et al. [Kamal
et al., 2014] cases. As initial condition of the states is increased by 10 times, the convergence
RMIT UNIVERSITY 78
CHAPTER 4. ARBITRARY-ORDER FIXED-TIME SLIDING MODE CONTROL
time is also increased in previously reported methods (refer Table 4.2).
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Figure 4.9: Evolution of states and control signal for the sample dynamical system.
However, in the case of the proposed control scheme, the convergence time is slightly
changed to 2.5 sec. The initial condition for x1 is further increased and it can be seen from Table
4.2 that the convergence is guaranteed within Tmax = 3 sec. Hence, fixed-time convergence is
verified.
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Figure 4.10: Evolution of states x1−x3 and control signal with change in the initial conditions.
Remark 4.9 It can be clearly seen from Table 4.2 that by increasing the control effort to a large
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amount, the fixed-time convergence can be achieved. In all linear controllers, the presence of
linear terms provides asymptotic convergence. In the case of finite-time controller, the finite
convergence time is achieved due to the presence of some nonlinear terms in the control. How-
ever, if we add further nonlinear terms into the control design with some special properties, it
provides fixed-time convergence with a very high control effort and behaves like a high gain
controller.
4.4 Predefined-time Differentiator and Observer
It is still hard to guess the direct relationship between system parameters and the desired upper
bound for the settling time in case of fixed-time convergence. When fixed-time converging
algorithms are implemented on any dynamical systems for controlling or estimating purposes,
it is always hard to find a one-on-one relationship between the tuning gains obtained from the
algorithm and the upper bound of the convergence time. Therefore, tuning the system in order to
achieve a desired maximum stabilisation time is not an easy task. Fixed/prescribed-time is quite
conservative and can be much larger than the true amount of time the differentiator/estimator
actually takes to converge and hence, provides a restrictive estimation on the upper bound of
the convergence time. This further motivates the researchers to define a new notion of stability
about the equilibrium which is called predefined-time stability, providing the convergence in
fixed-time with less conservative estimation of convergence time.
The main goal of this section is to propose a novel second-order predefined-time conver-
gent algorithm (SOPCA) that enables the convergence to the equilibrium in predefined-time.
Furthermore, the least upper bound of the fixed stabilisation time only depends on gain param-
eters and can be tuned. The predefined-time convergence of the proposed algorithm is proven
using a quadratic strict Lyapunov function. The obtained convergence time is exact in the ab-
sence of any bounded disturbance. Moreover, in the presence of disturbances/uncertainties the
estimated upper bound on convergence time is much closer to the actual time of convergence un-
like other methods [Cruz-Zavala et al., 2011] [Moreno and Osorio, 2012] proposed previously
in literature. A robust predefined-time differentiator and an observer are developed as applica-
tions of the proposed algorithm. Finally, a comparison study is shown with the state-of-the-art
methods to demonstrate the efficacy of the proposed algorithm.
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Notation: In this section, the following notations are used. The set of real numbers is repre-
sented by R. The set of positive real numbers, R+ = {z ∈ R | z > 0}, is the subset of those
real numbers that are greater than zero. For a real variable z ∈ R to a real power p ∈ R,
bzep = |z|psgn(z), therefore, bze2 = |z|2sgn(z) 6= z2. If p = 0 then bze0 = sgn(z).
4.4.1 Main Results
Consider the following autonomous nonlinear system
σ˙(t) = f(σ(t)), σ(0) = σ0 (4.48)
where σ ∈ Rn and f : Rn → Rn is a nonlinear function such that f(0) = 0, that is the origin
σ = 0 is an equilibrium point eqn.(4.48).
Qualitative Analysis of Finite, Fixed and Predefined-time Convergence
Consider the positive scalar system σ˙ = f1(σ) = −ι1σ 13 − ι2σ3; ι1, ι2 > 0 and
σ˙ = f2(σ) = −α
ζ
exp
((
σ
β
)ζ)
σ1−ζ , σ ∈ R+ ∪ {0} .
It is straight-forward to claim that in both differential equations the whole region of the state
space is in the contraction region by checking the Jacobian ∂f
∂σ
is uniformly negative definite. It
is important to mention here that the same kind of implication is true for the linear system where
basically Jacobian is nothing but the eigenvalues of the system matrix. Consider the Jacobian
of σ˙ = f1(σ) = −ι1σ 13 − ι2σ3 around σ = 0 and σ =∞.
∂f1
∂σ
= −ι1
3
σ−
2
3 − 3ι2σ2 ≤ 0
Now, we want to check some kind of uniform behaviour of trajectory throughout the whole state
space. ∂f1
∂σ
→ −∞; as σ → 0 and σ → ∞ which indicates that around the equilibrium and far
from equilibrium the eigenvalue (in generalised sense Jacobian) tends to negative infinity and
of course the system trajectory with such an infinity negative eigenvalue, will converge to the
equilibrium with an infinitely large speed which results in fixed-time reachability. However, if
σ lies somewhere exactly between σ → 0 and σ →∞, then we have some compromise of rate
of reachability, still behaviour is not affected much. If we substitute ι2 = 0, then around the
equilibrium the eigenvalue tends to negative infinity but this is no longer true for farther from
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origin, therefore, we just get finite-time convergence but not fixed-time. In the case of second
differentiation equation:
∂f2
∂σ
= −α exp
((
σ
β
)ζ)[
1
ζσζ
+ ζ1−ζ
]
≤ 0
which indicates that almost everywhere the eigenvalue tends to negative infinity with expo-
nentially high speed, and of course, the system trajectory with such an exponentially infinity
negative eigenvalue, will converge to the equilibrium with an exponentially infinity large speed
which results in more than fixed-time reachability called predefined-time stability. The follow-
ing Theorem is a straight-forward extension of the Lyapunov function proposed in [Sa´nchez-
Torres et al., 2014].
Theorem 4.10 Consider the system σ˙(t) = f(σ(t)), σ ∈ Rn and f(0) = 0 is the equilibrium
point. Assume that there exists a real valued continuously differentiable function V : Rn →
R+ ∪ {0} and real number 0 < ζ ≤ 1 and α, β ∈ R > 0, such that
• V (σ) > 0, ∀σ 6= 0 and
• V (σ) = 0, at σ = 0 and
• V˙ ≤ −α
ζ
exp
((
V
β
)ζ)
V 1−ζ ; ∀σ 6= 0.
Then, the equilibrium is called weakly predefined-time stable and Tmax = βζα . Finally, if
V˙ = −αζ exp
((
V
β
)ζ)
V 1−ζ , then the equilibrium is called strongly predefined-time stable and
Texact =
βζ
α
.
Proof:
Case-I:- Weakly predefined-time stability: Suppose that V (t) satisfies the differential inequal-
ity V˙ ≤ −α
ζ
exp
((
V
β
)ζ)
V 1−ζ ; V (0) = V (t0). Let ξ(t) be the solution of the following
differential equation:
ξ˙ = −α
ζ
exp
((
ξ
β
)ζ)
ξ1−ζ, ξ ∈ R+ ∪ {0} (4.49)
where 0 < ζ ≤ 1 and α, β ∈ R > 0. The solution to eqn.(4.49) is
ξ(t) = β
(
− log
(
ζ
(
αβ−ζt
ζ
+ c1
))) 1
ζ
(4.50)
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where c1 is the integration constant, which can be calculated by substituting at t = t0 with
ξ = V (t0):
ζc1 = −αβ−ζt0 + exp
(
−
(
V (t0)
β
)ζ)
.
Substituting the expression for ζc1 in eqn.(4.50), we have
ξ(t) = β
(
− log
(
αβ−ζt− αβ−ζt0 + exp
(
−
(
V (t0)
β
)ζ))) 1ζ
. (4.51)
Now, calculating for t = T , such that ξ(t) = 0. From eqn.(4.51), we get
T =
1− exp
(
−
(
V (t0)
β
)ζ)
αβ−ζ
+ t0. (4.52)
Hence, from eqn.(4.52) it can be seen that, for t0 = 0
T ≤ Tmax = β
ζ
α
. (4.53)
Then, by the comparison lemma [Isidori, 2013], the solution V (t) is defined for all t ≥ 0 and
the time of convergence is upper bounded by eqn.(4.53).
Case-II:- Strongly predefined-time stability: This part of proof is obvious by replacing
ξ(t) by V (t) in system eqn.(4.49). In this particular case, the comparison lemma is no longer
required and the time of convergence is given by eqn.(4.53). This completes the proof. 
Remark 4.11 From the geometric point of view, if system eqn.(4.48) is said to be stable, then
equivalently its trajectory σ(t) is having finite length in state space σ. Instead finite/fixed/predefined-
time convergence means that the system trajectories σ(t) have finite length in time-state space
(σ, t). Apart from this, one can gather extra information regarding the behaviour of systems tra-
jectories and rate of convergence by converting a higher dimension problem (note σ(t) ∈ Rn)
into one dimensional problem by taking normed linear space (Rn, ‖ · ‖) and defining a suit-
able scalar positive differential equation as in Theorem 4.10. More explicitly, it is possible to
quantify the type of convergence behaviour by defining continuously differentiable Lyapunov
like functions V : Rn → R and taking time derivative of V along system eqn.(4.48), i.e.,
V˙ (t) = −µ(V (t)), where µ : R→ R.
Remark 4.12 Time of convergence is fully dependent on the nonlinear function µ(·). In the case
of finite-time, convergence is governed by the neighbourhood behaviour of function µ(V (t))
around V = 0. However, in the case of fixed-time, convergence depends on the behaviour of
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µ(V (t)) at V = 0 as well as the behaviour of µ(V (t)) at ∞. Similar kind of analysis is also
valid for the predefined-time convergence.
Remark 4.13 One fundamental difference between fixed and predefined-time lies in the scal-
ing of right hand side of autonomous differential equation. In the case of fixed-time con-
vergence, scaling of the states are performed by a function that satisfies the property of bi-
homogeneity [Andrieu et al., 2008]. However, in the case of predefined-time, a scaling of the
state is employed by a function that grows exponentially unbounded towards the ∞. This kind
of stability is strongly related to continuous deadbeat control; for example, a classical case of
predefined-time stable controllers based on posicast method [Jime´nez-Rodrı´guez et al., 2017b].
In this method, part of the input command is delayed to achieve deadbeat control such that
predefined stabilisation time is equal to the control input delay. It is important to mention here
that almost all systems with fixed-time stable equilibrium existing in literature have the prop-
erty of bi-homogeneity [Polyakov et al., 2015] [Basin et al., 2016c]. However, any system with
predefined stable equilibrium point is non-homogenous.
Perturbed Second-order Predefined-time Convergent Algorithm
Consider the following algorithm of form:
m˙1 = −k1 exp(|m1| 12 )bm1e 12 +m2
m˙2 = −k2 exp(2|m1| 12 )(1 + |m1| 12 )bm1e0 − d(m, t) (4.54)
where m = [m1 m2]> and the perturbation d(m, t) is bounded by a known quantity d0, i.e.,
|d(m, t)| ≤ d0 and k1 and k2 are positive gains to be designed. Solution of eqn.(4.54) are
understood in the sense of Filippov [Filippov, 2013]. The next theorem states the predefined-
time convergence of the proposed algorithm eqn.(4.54).
Theorem 4.14 Suppose that |d(m, t)| ≤ d0 where d0 > 0 is a known positive constant. Then
the algorithm eqn.(4.54) is convergent in predefined-time Tmax = λ
1
2
max{P}
2γ2
if the gains are
selected as k1 > 2
√
d0 and k2 > d0 where γ2 = χλ
1
2
min{P}
λmax{P} , with χ > 0 as the element of
following linear matrix inequality (LMI)
A>P + PA+ χI + 4d20CTC PB
B>P −1

  0 (4.55)
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where the matrix P = P>  0 is the solution of the above LMI, A =

 −k1 1
−2k2 0

, B = [0 1]>
and C = [0 1].
Proof:
Let us define a Lyapunov function for the above system as
V = ξTPξ (4.56)
where P is a symmetric and positive definite matrix and
ξ :=

exp(|m1| 12 )bm1e 12
m2

 (4.57)
and
ξ˙ =

12 exp(|m1|
1
2 )(1+|m1|
1
2 )
|m1|
1
2
m˙1
m˙2

 . (4.58)
The above is valid for ξ ∈ R2 \ S¯ := {ξ ∈ R2 : m1 = 0}. This function V (ξ) is not Lipschitz
in the set S¯. Using eqn.(4.54), one can further rewrite eqn.(4.58) as,
ξ˙ =
1
2
exp(|m1| 12 )(1 + |m1| 12 )
|m1| 12



 −k1 1
−2k2 0

 ξ −

0
1

ψ


=
1
2
exp(|m1| 12 )(1 + |m1| 12 )
|m1| 12
(Aξ − Bψ) ; ∀ξ ∈ R2 \ S¯
where A =

 −k1 1
−2k2 0

, B = [0 1]> and ψ = 2d(m,t)|m1 | 12
exp(|m1|
1
2 )(1+|m1|
1
2 )
. One can further write
|ψ| ≤ 2d0|ξ| by using |d(m, t)| ≤ d0 and |m1| ≤ ||ξ||22. This inequality equivalently can be
expressed as
Ξ(ξ, ψ) = 4d20ξ
2 − ψ2
=

ξ
ψ

>

4d20CTC 0
0 −1



ξ
ψ

 ≥ 0 (4.59)
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where C = [1 0]. Time derivative of the Lyapunov function eqn.(4.56) along the system
trajectories eqn.(4.54) can be expressed as
V˙ ≤ 1
2
exp(|m1| 12 )(1 + |m1| 12 )
|m1| 12
ξ
ψ

>

A>P + PA+ 4d20CTC PB
B>P −1



ξ
ψ


≤ −1
2
exp(|m1| 12 )(1 + |m1| 12 )
|m1| 12
χ‖ξ‖22
≤ −1
2
exp(|m1| 12 )χ‖ξ‖22 ≤ −γ2exp
((
V
λmax{P}
) 1
2
)
V
1
2 (4.60)
where the following notations have been used λmin{P}||ξ||22 ≤ ξTPξ ≤ λmax{P}||ξ||22, with
||ξ||22 = ξ21 + ξ22 = exp(2|m1|1/2)|m1| + m22 ≥ |m1| as an Euclidean norm of ξ and γ2 :=
χλ
1
2
min{P}
λmax{P} . χ > 0 is the element of following linear matrix inequality (LMI)
A>P + PA+ χI + 4d20CTC PB
B>P −1

  0
where the matrix P = P> > 0 is the solution of the above LMI. It is important to mention that
choice of the gains of proposed prescribed-time algorithm are fully dependent on the feasibility
of LMI eqn.(4.55).
The above analysis is valid only if ∀ξ ∈ R2 \ S¯. There are two possible cases when
the trajectories of the system eqn.(4.54) belongs to the above mentioned set ξ ∈ R2 \ S¯ :=
{ξ ∈ R2 : m1 = 0}, either the initial condition lies on set and/or trajectories trying to cross this
set during the evolution. In both cases, it is proven that the trajectories never remain within the
set provided ξ = 0.
To see this point, notice that at every point in S¯, solution m1(t) satisfies
m˙1 = −k1 exp(|m1| 12 )bm1e 12 +m2 and m˙2 ∈
⋂
δ>0
⋂
µS¯=0 clcof
(
Bδ(m1) \ S¯
)
,
where
⋂
µS¯=0 denotes the intersection over all sets S¯ of Lebesgue measure zero and f(m1) =
−k2 exp(2|m1| 12 )(1 + |m1| 12 )bm1e0 − d(m, t), which means m˙1 = m2. Thus, the trajectories
m1(t) cannot stay in S¯ unless m2(t) = 0. Now, recall that the properties on ki > 0, i = 1, 2
which ensures that ξ = 0 or m1 = m2 = 0 is an equilibrium of the system eqn.(4.54). Thus,
unless ξ = 0, the trajectory m1(t) stays in R2 \ S¯ for almost all t ∈ [0,min(To, Th)], where
To := min{t ≥ 0 : ξ(t) = 0}. If ξ(t) never reaches zero, let To = ∞. The extended
positive real number Th ∈ [0,∞] denotes the maximal time interval of the existence of the
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solution ξ(t) since the function V (ξ) is locally Lipschitz in R2 \ S¯. The Lyapunov theorem
will be used for differential inclusions given by Deimling [Deimling, 2011] “According to the
generalised Lyapunov theorem in proposition 14.1 Deimling (1992) only requires continuity and
not differentiability of V (ξ) along the solution trajectories.” It is considered that the trajectories
m1(t) is passing m1 = 0. Then, m˙1 = m2 holds implying that at least one component of m1(t)
crosses zero monotonically unless ξ = 0. Therefore, along the Filippov solution to eqn.(4.54),
inequality eqn.(4.60) holds almost everywhere, and thus V (ξ) is a continuously decreasing
function.
Hence, all trajectories ξ(t) of eqn.(4.54) with ξ(t) ∈ R2 converges to the origin ξ = 0 in
finite-time as
ξ(t) = 0, ∀t ∈ [T (ξ(0)), Th) (4.61)
where T (ξ(0)) is the maximum convergence time and using eqn.(4.60), T (ξ(0)) = Tmax can be
calculated as
Tmax =
λ
1
2
max{P}
2γ2
. (4.62)
Here, T (ξ(0)) ≤ Th is guaranteed since eqn.(4.60) implies boundedness of ξ(Th), which con-
tradicts the definition of Th. Moreover, property eqn.(4.61) implies the boundedness of ξ(Th),
which necessitates Th =∞ by definition. The choices of the gains of the proposed predefined-
time algorithm are fully dependent on feasibility of LMI eqn.(4.55). It is possible to use classical
frequency domain interpretation of LMI eqn.(4.55). The LMI eqn.(4.55) will be satisfied if and
only if Nyquist diagram of the transfer function
G(s) = C (sI − A)−1B = 1
s2 + k1s+ 2k2
is contained in the circle of radius 1/(2d0) and centered at the origin, that is if and only if
max
ω
|G(jω)|2 = max
ω
1
(2k2 − ω2)2 + k21ω2
<
(
1
2d0
)2
.
Since maxω |G(jω)|2 = 1/4k22, if 2k2 ≤ k
2
1
2
and maxω |G(jω)|2 = 1k21(2k2−k21/4) , if 2k2 >
k21
2
,
LMI eqn.(4.55) is feasible if and only if
I. k2 ≤ k
2
1
4
and k2 > d0 or
II. k2 >
k21
4
and k21
(
2k2 − k
2
1
4
)
> 4d20.
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It is important to mention here that in this case, the first set of the gains are selected for the sim-
plicity. However, the proposed algorithm is equally valid for other set of gains. This completes
the proof. 
Remark 4.15 In eqn.(4.62), Tmax estimation mainly depends on λmax{P}λmin{P} for a fixed parameter
χ which implies we need to find a feasible matrix P while minimising λmax{P}
λmin{P} . Given a desired
convergence time Tmax, we can obtain a small χ by line search from 0 and then solve the
following semi-definite programming:
min
P
y − x
s.t.

A>P + PA+ χI + 4d20CTC PB
B>P −1

  0
y · I − P  0
P − x · I  0
P  0.
Note that in this optimisation problem, y and x are the approximations of the largest eigenvalue
and the smallest eigenvalue, respectively.
Using the proposed algorithm eqn.(4.54), it is possible to design predefined-time differ-
entiators and observers. Construction methodology for differentiator and observer is almost
identical. In the next subsection, the main applications of the proposed algorithm is discussed
in terms of construction of predefined-time robust exact differentiator and observer.
Robust Exact Predefined-time Differentiator
Consider a noisy Lebesgue-measurable function f(t) defined on t ∈ [0,∞). Further, it is as-
sumed that noisy signal f(t) to be decomposed into two parts f0(t) + ∆f(t), where ∆f(t) :=
f(t)− f0(t). It is also assumed that the noise-free signal (base signal) f0(t) is twofold continu-
ously differentiable with known Lipschitz constant d0 and ∆f(t) to a uniformly bounded noise
signal. State representation of the base signal can be expressed by second-order differentiator
as
ω˙1 = ω2; ω˙2 = f¨0(t) (4.63)
where ω1 = f0(t) and ω2 = f˙0(t). The main goal of this work is to construct a predefined-
time differentiator that converges to f˙0(t) in a predefined-time and the least upper bound of
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the fixed stabilisation time is a function of system parameters that can be tuned apriori. A
simulation-based approximation to select the values of the tuning parameters for robust exact
differentiator is proposed in [Cruz-Zavala et al., 2011] under the concept of prescribed-time
stability. However, this prescribed-time is quite conservative and is much larger than the true
value that the differentiator actually takes to converge (see [Cruz-Zavala et al., 2011] an upper
bound for the prescribed-time is 233.7349 sec.)
Using the measurement of f0(t) and the knowledge of the upper bound of the second
derivative of base signal, i.e., |f¨(t)| ≤ d0, it is always possible to construct a robust exact
predefined-time differentiator as follows:
z˙1 = −k1 exp(|z1 − ω1| 12 )bz1 − ω1e 12 + z2
z˙2 = −k2 exp(2|z1 − ω1| 12 )(1 + |z1 − ω1| 12 )bz1 − ω1e0 (4.64)
where k1 and k2 are positive gains designed based on Theorem (4.14) and z1 and z2 are the es-
timates of f0(t) and f˙0(t) respectively. Dynamics of the estimation error between differentiator
eqn.(4.64) and eqn.(4.63) can be expressed as,
x˙1 = −k1 exp(|x1| 12 )bx1e 12 + x2
x˙2 = −k2 exp(2|x1| 12 )(1 + |x1| 12 )bx1e0 − f¨0(t) (4.65)
where x1 := z1 − ω1 = z1 − f0(t) and x2 := z2 − ω2 = z2 − f˙0(t). The following corollary is
a straightforward extension of Theorem 4.14,
Corollary 4.16 Suppose that |f¨0(t)| ≤ d0, where d0 > 0 is a known positive constant. Then,
the differentiator eqn.(4.64) is convergent in predefined-time Tmax = λ
1
2
max{P}
2γ2
if the gains are
selected as k1 > 2
√
d0 and k2 > d0, where γ2 = χλ
1
2
min{P}
λmax{P} with χ > 0 as the element of
following LMI: 
A>P + PA+ χI + 4d20CTC PB
B>P −1

  0
where the matrix P = P> > 0 is the solution of the above LMI, A =

 −k1 1
−2k2 0

, B = [0 1]>
and C = [0 1].
Remark 4.17 (Accuracy of the predefined-time differentiator) Corollary 4.16 gives a mathe-
matical guarantee that predefined-time differentiator estimates the derivative of f(t) = f0(t) +
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∆f(t) provided ∆f(t) = 0. Based on the above Lyapunov analysis and using the concept
of input-to-state stability (as discussed in [Isidori, 2013]), it is always possible to show that
bounded |∆f(t)| ≤ L0, where L0 is some known constant, causes an ultimately bounded differ-
entiator error of signal x2. This means that if |∆f(t)| ≤ L0, then the predefined-time differen-
tiator eqn.(4.64) provides the accuracy sup |z1 − f0(t)| ≤ ϑ1L0, sup |z2 − f˙0(t)| ≤ ϑ2L1/20 for
some constants ϑ1, ϑ2 [Levant et al., 2013] .
Predefined-time Observer
Consider the following two-dimensional system:
σ˙1 = σ2; σ˙2 = f(σ, u); y = σ1 (4.66)
where σ = [σ1 σ2]>. It is assumed that f is locally Lipschitz, and σ1 and u(t) are globally
bounded for all t ≥ 0. A predefined-time observer is constructed as
˙ˆσ1 = σˆ2 + φ1(y − σˆ1); σ˙2 = f0(σˆ, u) + φ2(y − σˆ1) (4.67)
where φ1(y − σˆ1) := k1 exp(|y − σˆ1| 12 )by − σˆ1e 12 , φ2(y − σˆ1) := k2 exp(2|y − σˆ1| 12 )(1 + |y −
σˆ1| 12 )by − σˆ1e0 and f0(σˆ, u) is a known model of f(σ, u). It is also assumed that whatever be
the choice of f0, it satisfies the following inequality |f(σ, u)− f0(σˆ, u)| ≤ M1, where M1 is a
non-negative constant. The estimation errors are defined as x1 := σ1 − σˆ1 and x2 := σ2 − σˆ2.
The error dynamics can be expressed as
x˙1 = −k1 exp(|x1| 12 )bx1e 12 + x2
x˙2 = −k2 exp(2|x1| 12 )(1 + |x1| 12 )bx1e0
− (f0(σˆ, u)− f(σ, u)) (4.68)
The following corollary is a straightforward extension of Theorem 4.14,
Corollary 4.18 Suppose that |f(σ, u) − f0(σˆ, u)| ≤ M1, where M1 > 0 is a known positive
constant. Then, the observer eqn.(4.67) is able to estimate the full states σ in predefined-time
Tmax =
λ
1
2
max{P}
2γ2
if the gains are selected as k1 > 2
√
M1 and k2 > M1, where γ2 = χλ
1
2
min{P}
λmax{P}
with χ > 0 as the element of following LMI:
A>P + PA+ χI + 4d20CTC PB
B>P −1

  0
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where the matrix P = P> > 0 is the solution of the above LMI, A =

 −k1 1
−2k2 0

, B = [0 1]>
and C = [0 1].
4.4.2 Simulation Results
In this section, simulation results are provided for the proposed predefined-time differentiator
and observer.
Differentiator Performance
For simulation purpose, the base signal to be differentiated is considered as f0(t) = 5t + sin t
with two different noise terms d1(t) = 0.01 cos 10t and d2(t) = 0.001 cos 30t as given in
[Cruz-Zavala et al., 2011]. The simulations are performed with d0 = 2.5 and the differentiator
gains are chosen as k1 = 2
√
3 and k2 = 6. The matrix P for the above case is obtained as
P =

 0.0530 −0.0077
−0.0077 0.0025

 with χ = 0.1015. Theoretically the maximum convergence time is
obtained as Tmax = 1.6753sec. The results are shown in Fig.4.11 for various initial conditions
as Z(0) = [0 0]T and Z(0) = [10 0]T respectively. It can be clearly seen from Fig.4.11 and
Fig.4.12 that SOPCA differentiators have robust and exact convergence (within 1 sec.)
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Figure 4.11: Differentiator performance with Z(0) = [0 0]T as initial conditions.
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Figure 4.12: Differentiator performance with Z(0) = [10 0]T as initial conditions.
Observer Performance
To illustrate the proposed SOPCA as an observer, let us consider a forced Van der Pol equation
as described in [Moreno and Osorio, 2012]:
x˙1 = εh(x1) + x2
x˙2 = −x1 + F (x, t)
with h(x1) = x1 − x31/3, ε > 0 and the forcing function F (x, t) is bounded as F (x, t) ≤ d0. If
y = x1 is the measured output, then the SOPCA based observer can be designed to estimate x2
as
˙ˆx1 = εh(y) + xˆ2 − k1 exp(|xˆ1 − y| 12 )bxˆ1 − ye 12
˙ˆx2 = −y − k2 exp(2|xˆ1 − y| 12 )(1 + |xˆ1 − y| 12 )bxˆ1 − ye0
The observation error dynamics becomes
e˙1 = −k1 exp(|e1| 12 )be1e 12 + e2
e˙2 = −k2 exp(2|e1| 12 )(1 + |e1| 12 )be1e0 − F (x, t)
where ei = xˆi−xi, i = 1, 2. For the simulation purpose ε = 1 with F (x, t) = 2.5 sin(10pit) and
d0 = 3. The observer gains are chosen as k1 = 24.27 and k2 = 5. The matrix P for this case
is obtained as P =

 0.0596 −0.0024
−0.0024 0.0001

 with χ = 1.8889, the theoretical maximum conver-
gence time is Tmax = 2.8286sec. The simulation results are shown in Fig.4.13 for the estimated
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state trajectories and the corresponding error trajectories are shown in Fig.4.14. The SOPCA
observer estimations are converging in fixed-time within 0.5 sec. for both states irrespective of
the unknown perturbation F (x, t).
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Figure 4.13: Evolution of state and estimated trajectories for the Van der Pol system.
Comparison with Existing Methods
In this section, a comparison table is shown with the widely used prescribed-time convergence
technique as described in [Cruz-Zavala et al., 2011] and finite-time convergence in [Moreno
and Osorio, 2012]. For the purpose of comparison, and in order to keep the fairness, the same
examples are considered as described in [Cruz-Zavala et al., 2011] for differentiator design
and [Moreno and Osorio, 2012] for observer design. The aim of this comparison is to demon-
strate that the estimated convergence time calculated via mathematical analysis in the proposed
method shows a close resemblance with the simulated convergence time. It can be clearly seen
from Table 4.3 that in the case of the proposed method, the estimated convergence time is much
closer to the actual convergence time and hence, can provide an easy way to compute the con-
vergence time a priori without performing the actual simulations unlike that which is described
in [Cruz-Zavala et al., 2011].
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Figure 4.14: Evolution corresponding error trajectories for the Van der Pol system.
Table 4.3: Comparison table showing simulated convergence time with estimated convergence
time
Methods Differentiator Observer
Estimated conver-
gence time (sec.)
Actual conver-
gence time (sec.)
Estimated conver-
gence time (sec.)
Actual conver-
gence time (sec.)
Prescribed/finite-
time conver-
gence [Cruz-
Zavala et al.,
2011] [Moreno and
Osorio, 2012]
233.7 1 150 1
Predefined-time
convergence (pro-
posed)
1.6 1 2.8 0.5
4.5 Summary
In this chapter, various fixed-time convergent strategies have been discussed. In Section 4.2, a
novel fixed-time sliding surface has been proposed for the second-order plant. A non-singular
control law has been derived giving rise to a fixed-time reaching. The total convergence time
RMIT UNIVERSITY 94
CHAPTER 4. ARBITRARY-ORDER FIXED-TIME SLIDING MODE CONTROL
has been estimated and the stability analysis has been carried out using Lyapunov approach,
and the simulations have been carried out accordingly.
The control law proposed in the previous section is discontinuous. Therefore, the sub-
sequent section has mainly focused on proposing a continuous control law. In Section 4.3, a
full-order sliding mode strategy has been proposed guaranteeing fixed-time convergence for
arbitrary-order systems. The effectiveness of the proposed scheme has been shown by compar-
ing it with a number of well known methods. A better performance has been obtained with the
proposed scheme in terms of convergence time.
Section 4.4 has discussed a novel fixed-time strategy with an application as an observer
and differentiator, where the upper-bound of the convergence time was much smaller unlike tra-
ditional fixed-time strategies. The proposed strategy has been named “second-order predefined-
time convergence”. A differentiator and an observer have been designed as applications to the
proposed algorithm. The predefined-time convergence of the suggested algorithm has been
proven by quadratic and strict Lyapunov function and it has also been compared with various
state-of-the art methods to validate its superiority.
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Applications of Finite/Fixed-time Sliding
Mode Control
5.1 Introduction
In this chapter, the application of the switching control is shown on various practical systems.
Section 5.1 discusses the application of switching control on mechatronic systems. In the first
part, the design and verification of a new third-order sliding mode controller dedicated to pre-
cision motion control of a piezoelectric-actuated system is discussed. A robust sliding mode
observer (SMO) is also designed to estimate the velocity of the piezoelectric-actuated system.
A comparison study of third-order and second-order SMC schemes for precision motion control
is performed on an experimental setup. The second part of this section focuses on the design
of a continuous cascade PI-second-order SMC for induction motor (IM) in the presence of op-
erational constraints. Instead of considering the entire second-order dynamics of the motor for
designing control, we consider individual first-order dynamics of the current and velocity of the
motor separately for designing the controllers. This leads to reduction in the design complexity
and better control capability. The inner-loop continuous SMC is designed to control the current
dynamics of the motor while the outer-loop control is the proportional-integral (PI) control of
speed. The main advantage of the proposed method is that the PI control provides the reference
to inner-loop SMC with constraints according to the system requirements in terms of maximum
current and speed limits to avoid any physical damage to the plant.
Section 5.2 discusses a method for automatic generation control (AGC) of a multi-area
interconnected power system while considering the nonlinearity in the dynamic system for fre-
96
CHAPTER 5. APPLICATIONS OF FINITE/FIXED-TIME SLIDING MODE CONTROL
quency regulation. For the first time, fixed-time convergence is assured for AGC. The results
are also compared with the traditional PI controller.
In Section 5.3, a second-order consensus protocol is discussed. This section proposes a
new distributed algorithm for second-order consensus in multiagent systems by using a full-
order fixed-time convergent sliding surface. The stability analysis is performed using Lyapunov
function and bi-homogenous property. Moreover, the proposed control is smooth and free from
any singularity. The robustness of the proposed scheme is verified both in the presence of
Lipschitz disturbances and uncertainties in the network. The proposed method is compared
with a state-of-the-art method to show the effectiveness.
Finally, Section 5.4 highlights the summary of the chapter.
5.2 Mechatronic Systems
This section discusses the application of previously discussed finite/fixed-time strategies on two
highly popular mechatronic systems in the industry. The first application is dedicated to piezo-
electric motion systems and the second application is related to speed control of an induction
motor.
5.2.1 Precision Position Tracking for Piezoelectric-driven Motion System
In this section, an application of the aforementioned proposed algorithm is presented as a new
third-order sliding mode controller dedicated to precision motion control of a piezoelectric-
actuated system. Moreover, the dynamical model of piezoelectric-driven nanopositioning sys-
tem is described. The major uncertainty present in the system is hysteresis. Therefore, an
estimator is designed in the following subsections. Moreover, a robust observer is also designed
to estimate some of the state variables due to the lack of sensors for the measurement.
Modeling of Nanopositioning System
The entire dynamical model of a piezoelectric-driven nanopositioning system with nonlinear
hysteresis can be developed as given below:
mx¨(t) + bx˙(t) + kx(t) = wu(t) + fh(t) + q(t) (5.1)
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where t denotes the time variable. m, b, and k are the mass, damping coefficient, and stiffness
of the nanopositioning stage, respectively. In addition, u(t) is the input voltage, x(t) denotes
the output displacement of the system, fh(t) describes the hysteresis effect, and q(t) represents
the model uncertainty and disturbance term.
The dynamic equation eqn.(5.1) can be represented as follows:
x¨(t) + a1x˙(t) + a0x(t) = b0u(t) + d(t) (5.2)
where a1 = bm , a0 =
k
m
, b0 =
w
m
, and d(t) = fh(t)+q(t)
m
. Rather than modeling the hysteresis
effect fh(t), the hysteresis nonlinearity and other uncertainties are considered as the lumped
disturbance d(t) in this work.
Remark 5.1 It can be observed that the disturbance term d(t) in eqn.(5.2) is unmatched.
Hence, it is difficult to ensure the stability of SMC unless it is estimated to nullify its effects.
Therefore, the disturbance observer design becomes necessary and is discussed in the follow-
ing section.
The above system can be represented in states space form as following:
x˙1 = x2 (5.3)
x˙2 = −a0x1 − a1x2 + b0u(t) + d(t) (5.4)
where x1 is displacement of the system and x2 is the velocity.
Disturbance Estimation
Based on the dynamic model eqn.(5.3) and eqn.(5.4), the disturbance term d(t) can be expressed
as follows:
d(t) = x˙2 + a1x2 + a0x1 − b0u(t). (5.5)
However, the above equation is not realisable due to the algebraic loop.
In this work, the disturbance d(t) is estimated by using the perturbation estimation tech-
nique [Elmali and Olgac, 1996]; that is,
dˆ(t) = x˙2 + a1x2(t) + a0x1 − b0u(t− T ) (5.6)
where T is the sampling time interval.
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Then, the dynamics model eqn.(5.2) becomes
x˙2 + a1x2 + a0x1 = b0u(t) + dˆ(t) + d˜(t) (5.7)
where d˜(t) = d(t)− dˆ(t) represents the disturbance estimation error.
Assumption 5.2 The change rate of the disturbance estimation error must be Lipschitz contin-
uous, i.e., its first derivative exists almost everywhere and is bounded, | ˙˜d(t)| ≤ δ.
The above Assumption 5.2 is introduced to facilitate the controller design in this work. A
similar assumption has been used in Super-Twisting Algorithm (STA)-based controller design
in the literature [Chalanga et al., 2016].
Observer Design
The plant model eqn.(5.7) is represented in terms of the chain of integrators form as follows:
x˙1 = x2
x˙2 = −a0x1 − a1x2 + b0u+ dˆ+ d˜

 (5.8)
where dˆ is represented by eqn.(5.6).
It is observed from eqn.(5.6) that the implementation of the disturbance estimator requires
higher-order derivatives of the position x1. However, in the actual plant, only the information
of displacement (x1) is available. To get the information about the higher-order derivatives, a
robust estimator is designed as follows:
ˆ˙x1 = xˆ2 + L1
ˆ˙x2 = −a0xˆ1 − a1xˆ2 + b0u+ L2.

 (5.9)
Now, by subtracting eqn.(5.9) from eqn.(5.8) to get the error dynamics, we get
ˆ˙ex1 = eˆx2 − L1
ˆ˙ex2 = −a0eˆx1 − a1eˆx2 − L2 + d


where
ex1 = x1 − xˆ1, ex2 = x2 − xˆ2, L1 = l1|ex1| 12sign(ex1),
L2 = l2sign(ex1)
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with xˆ1, xˆ2 as the estimated states, the estimation errors of the higher-order derivatives are in-
cluded in the error term d˜(t). The selection of l1, l2 are positive and will give finite-time conver-
gence to the estimation error [Levant, 2005]. The objective of the piezoelectric-driven motion
system is to track the desired trajectory (xd) precisely for the output displacement x. Given the
dynamics model eqn.(5.7), the goal of control design is to force the output displacement to track
xd as precisely as possible in the presence of estimation error d˜(t).
Remark 5.3 Finite-time convergence of the designed observer provides us the flexibility to de-
sign the observer and the control law separately, i.e., the separation principle is fulfilled. The
only requirement for its implementation is the boundedness of the function d(t) in the opera-
tional region. If the applied controller is known to stabilise the process, one of the permissi-
ble ways is to choose the observer dynamics fast enough to provide for the exact evaluation
of the velocity before leaving some preliminarily chosen area, where the stabilisation is as-
sured [Davila et al., 2005].
Proposed Third-order Sliding Mode Control Design
In this section, a novel third-order sliding mode control (TOSMC) scheme is devised, which
is similar to the modified structure of super-twisting control (STC). The major motivation for
designing this control is to get more precision in the position tracking of the piezoelectric-
driven nanopositioning system with chattering-free control. The reason for going into higher-
order control design for a second-order plant is mainly to achieve higher-order precision. For
example, in case of third-order control, third-order precision in the position, i.e., O(τ 3) can be
achieved, where τ is the sampling time. If we design second-order controllers such as STC,
then we can achieve precision at most O(τ 2) [Levant et al., 2013].
TOSMC Controller Design: The position error is defined below:
e = x1 − xd (5.10)
where xd is the desired position trajectory.
Let us define the sliding surface as
s = e (5.11)
where e is the position tracking error given by eqn.(5.10).
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Theorem 5.4 For the system plant given by eqn.(5.7) with the sliding surface eqn.(5.11) and
Assumption 5.2, if the control action is chosen as eqn.(5.12), then s, s˙, and s¨ converge to zero
in finite-time:
u =
1
b0
(ueq + un) (5.12)
with
ueq = a0x1 + a1x2 − dˆ+ x¨d (5.13)
un = −k1|ϕ| 14sign(ϕ) + z (5.14)
z˙ = −k2sign(ϕ) (5.15)
where
ϕ = |s˙|2sign(s˙) + k3|s| 43 sign(s). (5.16)
It can be noted that the control un is continuous in nature due to the multiplication of signum
function sign(ϕ) with the absolute function |ϕ| 14 and the integration of z˙. Hence, the proposed
control causes less chattering unlike first-order SMC because of the presence of only the signum
function, in which k1 > 0, k2 > 0, and k3 > 0 are positive control gains. The selection of k3
gain purely depends upon the convergence speed of s, s˙, and s¨ trajectories, whereas k1 > 0,
k2 > 0 determine the stability of the proposed algorithm determined from the Lyapunov analysis
eqn.(5.22) and can be understood in Filippov sense [Filippov, 2013] as described in following
section.
Proof:
To show the correctness of eqn.(5.12) we first represent the plant dynamics into a third-order
SMC dynamics. Taking the first derivative of s in eqn.(5.11) with respect to time, we get
s˙ = e˙
⇒ s˙ = x˙1 − x˙d
⇒ s˙ = x2 − x˙d.
Then, taking the second derivative of s with respect to time, yields
s¨ = x˙2 − x¨d
⇒ s¨ = −a0x1 − a1x2 + b0u+ d− x¨d. (5.17)
RMIT UNIVERSITY 101
CHAPTER 5. APPLICATIONS OF FINITE/FIXED-TIME SLIDING MODE CONTROL
Substituting the above control eqn.(5.12) into the s¨ dynamics eqn.(5.17), we get
s¨ = −k1|ϕ| 14 sign(ϕ) + z + d˜
z˙ = −k2sign(ϕ).
Assume z + d˜ = p. Hence, the above equations become
s¨ = −k1|ϕ| 14sign(ϕ) + p
p˙ = −k2sign(ϕ) + ˙˜d.
Let s = m1. Transforming the above equations into state-space representation, i.e., first-order
differential equation, yields
m˙1 = m2 (5.18)
m˙2 = −k1|ϕ| 14sign(ϕ) + p (5.19)
p˙ = −k2sign(ϕ) + ˙˜d (5.20)
where
ϕ = |m2|2sign(m2) + k3|m1| 43 sign(m1). (5.21)
The proof shows that m1 = s, m2 = s˙, and p converge to zero in finite-time. Then, taking
into account eqn.(5.19), m˙2 = s¨ also converges to zero in finite-time. In addition, m¨2 = ...s
is discontinuous. Therefore, the designed controller eqn.(5.12) leads to the third-order sliding
mode of the system. The above proposed control algorithm is third-sliding homogenous with
the dilation dk : (m1, m2, p) 7→ (κl1m1, κl2m2, κl3p), where l1, l2, l3 are some positive numbers
(weights), i.e., 3, 2, 1 respectively. Now we show the proof for the finite-time convergence. Let
us consider a non-quadratic Lyapunov function:
V = β|m1| 53 +m1m2 + 2
5
|m2| 52 − 1
k31
m2p
3 + γ|p|5 (5.22)
where β, γ are some positive constants.
From Young’s inequality concept [Hardy et al., 1988], it can be shown that
|m1||m2| ≤ 3
5
c
5
3
1 |m1|
5
3 +
2
5
c
− 5
2
1 |m2|
5
2 (5.23)
|m2||p|3 ≤ 2
5
c
−5
2
2 |m2|
5
2 +
3
5
c
5
3
2 |p|5 (5.24)
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where c1, c2 are some positive constants.
Hence,
V ≥ β|m1| 53 − |m1||m2|+ 2
5
|m2| 52 − 1
k31
|m2||p|3
+γ|p|5
⇒ V ≥
(
β − 3
5
c
5
3
1
)
|m1| 53 + 2
5
(
1− c−
5
2
1 −
1
k31
c
−5
2
2
)
|m2| 52
+
(
γ − 1
k31
3
5
c
5
3
2
)
|p|5. (5.25)
Thus, V is always positive definite if the coefficients of eqn.(5.25) are chosen properly. As
shown in Fig.5.1, by selecting sufficiently large values of β and γ, positive definiteness of
V can be maintained [Kamal et al., 2016]. Fig.5.1 represents the evolution of the Lyapunov
Function V as given in eqn.(5.22) w.r.t three axis such as m1, m2 and p. It can be clearly seen
from Fig.5.1 that V is always positive (refer to right hand side color code).
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Figure 5.1: Evolution of Lyapunov function V w.r.t m1,m2 and p.
Taking the first derivative of V , we get
V˙ =
5β
3
|m1| 23sign(m1)m2 +m22 +m1m˙2
+|m2| 32 sign(m2)m˙2 − 1
k31
m˙2p
3 − 3
k31
m2p
2p˙
+5γ|p|4sign(p)p˙
⇒ V˙ = 5β
3
dm1c 23m2 +m22 +m1
(
−k1dϕc 14 + p
)
+dm2c 32
(
−k1dϕc 14 + p
)
− 1
k31
p3
(
−k1dϕc 14 + p
)
− 3
k31
m2p
2
(
−k2dϕc0 + ˙˜d
)
+ 5γdpc4
(
−k2dϕc0 + ˙˜d
)
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⇒ V˙ = 5β
3
dm1c 23m2 +m22︸ ︷︷ ︸
Term1
+
(
−k1dϕc 14 + p
)(
m1 + dm2c 32 − 1
k31
p3
)
︸ ︷︷ ︸
Term2
+
(
−k2dϕc0 + ˙˜d
)(
− 3
k31
m2p
2 + 5γdpc4
)
︸ ︷︷ ︸
Term3
where the notation djci = |j|isign(j).
In view of
ϕ = |m2|2sign(m2) + |m1| 43sign(m1) (5.26)
it can be clearly shown that
ϕ ≤ |m2|2 + |m1| 43 . (5.27)
Now, the three individual terms in eqn.(5.26) are analysed. Term 1 is expressed as:
5β
3
dm1c 23m2 +m22
≤
(
5β
3
|m1| 23 + |m2|
)
|m2|
≤
(
5β
3
|ϕ− |m2|2| 12 + |m2|
)
|m2|
≤
[
5β
3
(
|ϕ− |m2|2| 12 + |m2|
)
−
(
5β
3
− 1
)
|m2|
]
|m2|
≤
[
5β
3
2
1
2 |ϕ| 12 −
(
5β
3
− 1
)
|m2|
]
|m2|
≤ 5β
3
2
1
2 |ϕ| 12 |m2| −
(
5β
3
− 1
)
|m2|2.
Term 2 is expressed as:
(
−k1dϕc 14 + p
)(
m1 + dm2c 32 − 1
k31
p3
)
≤
(
−k1dϕc 14 + p
)(
dϕc 34 − 1
k31
p3
)
≤ −k1
(
dϕc 14 − 1
k1
p
)(
dϕc 34 − 1
k31
p3
)
≤ −k1
(
dϕc 14 − ς3
)(
dϕc 34 − ς33
)
where ς3 = pk1 .
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Term 3 is expressed as:
(
−k2dϕc0 + ˙˜d
)(
− 3
k31
m2p
2 + 5γdpc4
)
= −k2
(
dϕc0 −
˙˜
d
k2
)(
− 3
k31
m2p
2 + 5γdpc4
)
= −k2 3
k31
|p|2
(
dϕc0 −
˙˜
d
k2
)(
5γ
3
k51d
p
k1
c2 −m2
)
= −3k¯|ς3|2
(
dϕc0 −
˙˜
d
k2
)(
5γ¯
3
dς3c2 −m2
)
(5.28)
where k¯ = k2
k1
, γ¯ = γk51 , and
∣∣∣ ˙˜dk2 ∣∣∣ < ψ.
The term 5γ¯
3
dς3c2 −m2 in the above equation eqn.(5.28) can be written as
5γ¯
3
(
dς3c2 − dϕc 12
)
−m2 + 5γ¯
3
dϕc 12 . (5.29)
Therefore, the derivative of V can be written as
V˙ ≤ −k1
(
dϕc 14 − ς3
)(
dϕc 34 − ς33
)
+W (5.30)
where W is a continuous and homogenous function:
W =
5β
3
2
1
2 |ϕ| 12 |m2| −
(
5β
3
− 1
)
|m2|2 − 5γ¯k¯|ϕ| 12 |ς3|2
+5γ¯k¯ψ|ς3|4 + 3k¯ψ|ς3|2|m2|+ 3k¯ψ|ς3|2
∣∣∣∣5γ¯3
(
dς3c2 − dϕc 12
)
−m2
∣∣∣∣ . (5.31)
When |ϕ| 14 = |ς3|, eqn.(5.30) is transformed into the following form
V˙ ≤ −ξPξT (5.32)
where ξ =
[
|ϕ| 12 |m2|
]
and
P =

 5γ¯k¯(1− ψ) −12
(
5β
3
2
1
2 + 3k¯ (1 + ψ)
)
−1
2
(
5β
3
2
1
2 + 3k¯ (1 + ψ)
) (
5β
3
− 1)


where P can always be designed positive definite if the following conditions are satisfied:
1 > ψ, β >
3
5
, γ¯ >
(
5β
3
2
1
2 + 3k¯ (1 + ψ)
)2
20k¯(1− ψ) (5β
3
− 1) . (5.33)
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When dϕc 14 6= ς3, we get
V˙ ≤ −(k1 −z)
(
dϕc 14 − ς3
)(
dϕc 34 − ς33
)
(5.34)
where z = W(
dϕc 14−ς3
)(
dϕc 34−ς33
) , which is a homogenous function of degree zero w.r.t the dilation
κ4, κ2, κ for ϕ,m2, ς3, respectively. Hence, z has to be bounded within the unit sphere S :
{|ϕ| 24 + |m2| + |ς3|2 = 1}, which is definitely compact. Thus, by selecting a larger k1, the
negative definiteness of V˙ can still be maintained.
Since V˙ is bounded by a continuous, negative definite and homogenous function of relative
degree 4 and V is continuous, positive definite and homogenous function of relative degree 5,
then according to Bhat et al. [Bhat and Bernstein, 2005], there exists a constant δ > 0 such that
V˙ ≤ −δV 45 (5.35)
which implies that
− V˙
V
4
5
≤ δ. (5.36)
From the above differential inequalities, it can be easily concluded that the convergence is
in finite-time (Tr) and the time can be computed as:
Tr ≤ 5
δ
V
1
5 (0). (5.37)
This completes the proof. 
Remark 5.5 Conventional SMC controller requires the upper bound of disturbance or uncer-
tainty for the implementation. It is observed that no upper bound of the disturbance or un-
certainty is needed to realise the proposed controller. Only the Assumption 5.2 is introduced
for the control design. Hence, the proposed control scheme is easy to implement in practice.
Moreover, the proposed controller is third-sliding homogenous and finite-time stable. Hence, in
the absence of measurement noises and with discrete measurement with τ as sampling instant,
the sliding mode accuracy can be obtained as the following inequalities: |s| < γ0τ 3, |s˙| < γ1τ 2
for some γ0, γ1 > 0 [Levant, 2005]. Therefore, the accuracy of the proposed controller is better
than its STA counterpart and can be seen later in Fig.5.10.
In the subsequent section, the performances of the developed TOSMC controller are verified by
conducting comparison study versus existing controllers.
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Experimental Setup
Figure 5.2: Experimental setup of a nanopositioning stage driven by a piezoelectric stack actu-
ator (PSA).
The experimental setup is depicted in Fig.5.2. A custom-built nanopositioning stage is fabri-
cated from a plate of Al-7075 alloy by wire-electrical discharging machining approach. The
stage output motion is guided by four leaf flexure hinges, which eliminate the friction and back-
lash effects. The stage is driven by a piezoelectric stack actuator (PSA) through a bridge-type
displacement amplifier. The PSA offers the stroke of 14.5 µm (model: TS18-H5-202, from
Piezo Systems, Inc.). The output displacement is measured by a capacitive sensor (model:
D-510.050, from Physik Instrumente Co., Ltd.). A dSPACE DS1103 (from dSPACE GmbH)
real-time control system equipped with 16-bit A/D and D/A converters is employed to imple-
ment the controller. The D/A channel produces a voltage control signal, which is then amplified
ten times via a high-voltage amplifier (model: EPA-104, from Piezo Systems, Inc.) to provide a
high voltage for driving the PSA. In addition, the sensor output voltage signal is passed through
a signal conditioner (model: E-852, from Physik Instrumente Co., Ltd.) and then acquired
by the A/D channel. Control algorithms are developed with MATLAB/Simulink software and
downloaded to DS1103 board to realise the real-time control.
Plant Model Identification
The linear plant model is identified by the frequency response approach. Specifically, swept-
sine waves with the amplitude of 0.1 V and frequency range of 1–2000 Hz are produced by
one D/A channel to drive the PSA through the high-voltage amplifier. The output position data
of the nanopositioning stage are acquired, and the experiment data sets are used to identify the
plant transfer function by estimating a model from the frequency response data.
Fig.5.3 depicts the frequency responses obtained from the experimental data and the iden-
tified model. It is observed that the first resonant mode occurs around 237 Hz, and the identified
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Figure 5.3: Frequency responses of system plant obtained by experiment and identified second-
order model.
second-order model matches the system dynamics well in the frequencies up to 400 Hz. The
identified transfer function of the plant model is given in eqn.(5.38).
G(s) =
8.44× 106
s2 + 596s+ 2.22× 106 (µm/V) (5.38)
where s is the Laplace operator. By comparing the coefficients of eqn.(5.2) and eqn.(5.38), the
dynamics model parameters are obtained as: a1 = 596, a0 = 2.22×106, and b0 = 8.44×106,
respectively.
It is notable that the dynamics of the system exhibit multiple resonance peaks, which
implies that the system is of higher-order. In this work, the model is approximated by a second-
order model, which is sufficient to capture the system dynamics within the investigated range
of frequency up to 400 Hz. Hence, a simple second-order model is employed to demonstrate
the effectiveness of the control scheme.
In practical applications, when the input frequency is close to the resonant frequency (237
Hz in this work) of the nanopositioning stage, the output displacement exhibits large vibration
response. Due to this reason, the input frequency is usually limited to 1–10% of resonant
frequency of the system plant [Clayton et al., 2009]. In the following discussion, the input
frequencies up to 50 Hz have been used to test the performance of the nanopositioning stage
with the proposed control scheme.
The control parameters of the three controllers are shown in Table 5.1, which are tuned
by trial and error since the simulated control gains calculated through Lyapunov analysis given
RMIT UNIVERSITY 108
CHAPTER 5. APPLICATIONS OF FINITE/FIXED-TIME SLIDING MODE CONTROL
Table 5.1: Control parameters of the three controllers
Parameter SOSMC C-TOSMC TOSMC
k1 10000 6000 13000
k2 5000 3000 6000
k3 - 1500 100000
c 500 1 -
l1 10 10 10
l2 100 100 100
in eqn.(5.33) do not actually work in the physical plant. This is due to the presence of many
nonlinearities, unknown disturbances and unmodeled dynamics. However, the gains obtained
via Lyapunov analysis always act as base values from which we have actually started to fine
tune so as to achieve the desired performance.
Experimental Results
The performance of the piezoelectric nanopositioning system with different controllers is tested
by conducting experimental studies in this section. Specifically, owing to the popularity of STC
[Gonzalez et al., 2012] [Moreno and Osorio, 2012] [Utkin, 2013] [Xu, 2017a], two STC-based
sliding mode controllers are implemented for comparison study. It has been shown that STC
guarantees the finite-time convergence of the sliding variable [Levant, 1993] [Levant, 2005].
First, a STC-based second-order sliding mode control (SOSMC) is implemented as fol-
lows:
u =
1
b0
(ueq + un) (5.39)
with
ueq = a0x1 + (a1 − c)x2 − dˆ+ cx˙d + x¨d
un = −k1|s| 12sign(s) + z
z˙ = −k2sign(s)
where s = e˙+ ce is the sliding function, c > 0, k1 > 0 and k2 > 0 are constant gains, and sign
denotes the signum function.
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Second, a STC-based conventional third-order sliding mode control (C-TOSMC) as pre-
sented in recent work [Xu, 2017b] is realised below:
u =
1
b0
(ueq + un) (5.40)
with
ueq = a0x1 + a1x2 − dˆ+ x¨d
un = −k1|ϕ| 12sign(ϕ) + z
z˙ = −k2sign(ϕ)
ϕ = s˙+ k3|s| 23 sign(s)
where s = ce is the sliding surface, and c > 0, k1 > 0, k2 > 0, and k3 > 0 are positive control
gains.
Step Response Testing Results: First, the set-point positioning performances of the SOSMC,
C-TOSMC, and TOSMC controllers have been examined. For a fair comparison study, all of
the controllers are tuned to achieve a transient response as quick as possible, without overshoot
effect. The sampling time is selected as 0.001 s.
Experimental results are depicted in Fig.5.4. Fig.5.4(a) shows that all of the three con-
trollers can produce a rapid response in terms of 5% settling time of 0.024 s. The steady-state
errors of the three controllers are shown in Fig.5.4(b). The SOSMC, C-TOSMC, and TOSMC
generate the root-mean-square (RMS) errors of 0.014, 0.030, and 0.027 µm, respectively. It is
found that the SOSMC produces 53% and 48% better accuracy than C-TOSMC and TOSMC
approaches, respectively. The TOSMC enhances the RMS steady-state error by 10% in com-
parison with C-TOSMC scheme. SOSMC performs the best in terms of achieving minimum
root-mean-square (RMS) errors. The reason for achieving this can be explained in terms of
control effort, i.e., more control effort implies better accuracy. SOSMC and TOSMC have more
control effort in comparison to C-TOSMC as discussed in the next paragraph.
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Figure 5.4: Step response results. (a) Position tracking results, (b) position tracking errors, and
(c) control efforts.
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Figure 5.5: Frequency spectra of step response results. (a) Position tracking errors, and (b)
control efforts.
The control efforts of the three controllers are shown in Fig.5.4(c). SOSMC, C-TOSMC,
and TOSMC controllers produce RMS control actions of 0.7731, 0.7603, and 0.7732 V, respec-
tively. Thus, C-TOSMC requires the lowest control effort in response to the same set-point
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positioning. Whereas, SOSMC and TOSMC need almost the identical control effort. In ad-
dition, the frequency spectra of the position errors and control actions of the three controllers
are obtained as shown in Fig.5.5. The noises in position error are mainly induced by the high-
frequency oscillations around 320–340 Hz in the control actions. The oscillations are caused by
relatively large values of the control gains. The oscillations can be reduced by tuning the gains
smaller, which will result in slow response speed as the sacrifice.
Sinusoidal Motion Tracking Testing Results: The motion tracking of a 5 Hz sinusoidal
trajectory has been examined by experiments, and the results are shown in Fig.5.6. Fig.5.6
(a) and (b) reveal that the TOSMC produces the best tracking accuracy whereas the C-TOSMC
gives the worst results among the three controllers. Quantitatively, the SOSMC, C-TOSMC, and
TOSMC schemes create the RMS errors of 0.029, 0.038, and 0.022 µm, respectively, as shown
in Fig.5.6(b). The accuracy of SOSMC has been improved by 24% and 42% in comparison
with SOTSMC and C-TOSMC controllers, respectively.
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Figure 5.6: Sinusoidal motion tracking results. (a) Position tracking results, (b) position track-
ing errors, and (c) control efforts.
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Fig.5.6(c) indicates that the three controllers require the RMS control efforts of 0.451,
0.467, and 0.446 V, respectively. That is, C-TOSMC requires the largest control effort, even
though it produces the worst tracking accuracy. On the contrary, TOSMC controller needs the
smallest control effort in the sinusoidal motion tracking. Spectrum analysis shows that the
position errors and control actions contain the major spectrum component at 5 Hz, which is
attributed to the input frequency of the sinusoidal signal.
For illustration, the outputs of the presented robust observer are shown in Fig.5.7. For
comparison, the states calculated by the conventional backward difference approach are also
illustrated in Fig.5.7. Unlike the noise signals provided by conventional method, the robust
observer is able to offer smooth output signals, which verifies the effectiveness of the robust
observer. It is notable that the accuracy of the observer outputs can be enhanced by optimally
tuning the observer gains l1 and l2.
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Figure 5.7: Experimental results of the robust observer outputs.
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Triangular Motion Tracking Results
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Figure 5.8: Triangular motion tracking results with 40% reduction of model parameters after t
= 1.15 s.
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Figure 5.9: Frequency spectra of triangular motion tracking results. (a) Position tracking errors,
and (b) control efforts.
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In addition, the motion tracking performances for a 5 Hz triangular trajectory have been tested
for the controllers, and the results are shown in Fig.5.8. During 0–1 sec., SOSMC, C-TOSMC,
and TOSMC controllers produce the RMS errors of 0.035, 0.025, and 0.030 µm, respectively.
Thus, C-TOSMC achieves the minimum tracking error for the triangular input. Moreover,
TOSMC reduces the tracking error by 14% versus SOSMC scheme.
The frequency spectra of the position errors and control actions of the three controllers are
shown in Fig.5.9. It is observed that the signals of control actions contain the major component
at 5 Hz, i.e., the frequency of the input signal. On the contrary, the noises in position errors
involve the components at odd numbers of the reference input frequency. This is induced by the
triangular input signal, which only consists of odd harmonics.
Robustness Testing Results: The foregoing experimental results demonstrate good robust-
ness of the developed TOSMC controller in the presence of hysteresis nonlinearity. In addition,
the robustness of the developed controller has been examined by changing the model parame-
ters. In particular, the model parameters have been reduced by 40% at t = 1.15 s in the triangular
motion tracking, and the results are shown in Fig.5.8.
The tracking results of all the three controllers are deteriorated due to the parameter
changes of the system plant. In particular, the RMS errors of SOSMC, C-TOSMC, and TOSMC
controllers have been increased to 0.065, 0.055, and 0.051 µm, respectively. In comparison with
SOSMC and C-TOSMC, the TOSMC strategy reduces the error by 22% and 7%, respectively.
Thus, TOSMC scheme produces the lowest tracking error in the presence of parameter changes.
That is, the TOSMC scheme possesses the best robustness among the three controllers.
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Figure 5.10: RMS tracking error versus input frequency.
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Figure 5.11: Hysteresis curves obtained by different control approaches.
Discussion
To demonstrate the hysteresis suppression by the control scheme, the hysteresis loops of the
nanopositioning system under different control strategies are shown in Fig.5.11, which are gen-
erated with an input frequency of 5 Hz. It is seen that the proposed TOSMC achieves the best
suppression for the hysteretic nonlinearity. As the input frequency of the sinusoidal trajectory
increases up to 50 Hz, the RMS tracking errors of the three controllers are shown in Fig.5.10.
The advantage of the proposed TOSMC over the other two controllers is obvious for motion
tracking with higher input frequencies.
It can be clearly seen that the RMS tracking error is non-zero for any controller and gradu-
ally increases with respect to increase in the frequency. The main reason behind this is the nature
of disturbances and nonlinearities acting on the plant. As discussed in Remark 1, the lumped
disturbances acting on the plant are unmatched and theoretically cannot be completely rejected.
This would imply that even if the controlled system is stable, the sliding variable converges to
a boundary layer, not exactly to the origin. The boundary layer of convergence mainly depends
on the sampling time (τ), as the disturbance estimation and cancelation algorithm depends on
it. Therefore, the more you cancel the hysteresis effect, the better will be the convergence layer
boundary. Moreover, this hysteresis effect will increase with the increase in frequency of oper-
ation (Fig.5.11). Fig.5.11 shows the hysteresis effects for various control approaches and it can
be noted that it cannot be completely nullified. Therefore, there has to be some compromise in
the precision. Moreover, it is definitely true to consider periodic signal models for hysteresis
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while tracking periodic references. The tracking accuracy will get worse as the frequency of
the operation increases, because in this case, the hysteresis effect actually distorts the shape of
natural sinusoid. Therefore, the consideration of hysteresis models becomes more necessary. In
our case, the frequency of the operations are chosen to be up to 50 Hz. Therefore, without even
considering hysteresis model, a lumped disturbance estimation based approach gives satisfac-
tory results as described in our case. However, if in the near future we select higher frequency
operations, then hysteresis model based compensation techniques [Li and Shan, 2017] [Sun
et al., 2016] certainly have to be considered in order to achieve better control accuracy.
The experimental results verify the effectiveness of the developed higher-order controller.
The control action of the controller does not exhibit chattering effect, which demonstrates
the chattering-free property of the devised controller. It is found that the proposed third-
order TOSMC produces much better tracking results than the existing second-order and third-
order SMC in terms of steady-state accuracy and robustness property. Moreover, the TOSMC
achieves better tracking accuracy than the SOSMC and SOTSMC schemes for the trajectory
with higher frequencies.
Experimental results show that the proposed TOSMC controller exhibits a satisfactory ro-
bustness in the presence of hysteretic nonlinearity and model parameter changes. Considering
that the developed TOSMC controller eliminates the hysteresis modeling process, produces a
chattering-free robust control action, and achieves better steady-state accuracy than existing
controllers, it is most suitable for precision motion control of piezoelectric-driven nanoposi-
tioning systems. In the future work, an adaptive high-order SMC controller will be developed
to further improve the tracking performance for the motion system.
5.2.2 Fixed-time Control Design for Induction Motor
This section demonstrates an application of the fixed-time control as discussed earlier on an
induction motor setup. The main advantage of adopting this cascade control strategy is to make
the control design simpler and more effective because instead of dealing with higher-order dif-
ferential equations, this strategy facilitates to deal with first-order differential equations which
are easy to handle. Moreover, it promotes the design of a robust control strategy against the non-
linearities, model uncertainties and disturbances that often appear in the inner-loop dynamics.
For example, the current loop dynamics of an IM is highly nonlinear with all kinds of uncer-
tainties such as eddy current loss and effects of mutual inductance. One major requirement for
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designing inner-loop control is the demand of response speed. In general, the convergence of
inner-loop control has to be much faster than that of outer-loop control to ensure overall closed-
loop stability and performance and thus, it motivates us to design a fixed-time control for such
an application.
Cascade PI and SMC Design for IM
Mathematical models of IM are available in the literature for control system design (for instance,
refer [Hughes and Drury, 2013] [Wang et al., 2015]). Among them is a mathematical model with
four differential equations in the synchronous reference frame, which originates from the field
oriented control theory. When the parasitic effects such as eddy currents and magnetic field
saturation are neglected, the dynamic model of an IM is governed by the following differential
equations:
isd(t) + τ
′
σ
disd(t)
dt
= τ ′σωs(t)isq(t) +
kr
rστr
ψrd(t) +
1
rσ
usd(t) (5.41)
isq(t) + τ
′
σ
disq(t)
dt
= −τ ′σωs(t)isd(t)−
kr
rσ
ω(t)ψrd(t) +
1
rσ
usq(t) (5.42)
ψrd(t) + τr
dψrd(t)
dt
= Lhisd(t) (5.43)
fdω(t) + Jm
dω(t)
dt
=
3ZpLh
2Lr
isq(t)ψrd(t)− TL(t) (5.44)
ωs(t) = ω(t) +
Lhisq(t)
τrψrd(t)
. (5.45)
For convenient notation, the constants inside the model are derived from the motor parameters,
τ ′σ =
σLs
rσ
, rσ = Rs + Rrk
2
r , kr =
Lh
Lr
, τr =
Lr
Rr
and σ = 1 − L2h
LsLr
. The manipulated variables
in the IM control problem are the stator voltages, usd(t) and usq(t), and the output variables
are the rotor velocity ω(t) and the rotor flux in d-axis, ψrd(t). The schematic diagram of the
cascade SMC control system is shown in Fig.5.12.
Inner-loop SMC Design
To design the sliding mode current controllers in the d − q reference frame, eqns.(5.41)-(5.42)
are rewritten in the following form:
disd
dt
= − 1
τ´σ
isd + ωsisq +
κr
rσ τ´στr
ψrd +
1
rσ τ´σ
usd (5.46)
disq
dt
= −ωsisd − 1
τ´σ
isq − κr
rσ τ´σ
ωeψrd +
1
rσ τ´σ
usq. (5.47)
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Figure 5.12: Schematic diagram for nonlinear cascade control of IM.
Theorem 5.6 For the nonlinear system as described by eqn.(5.46), with the control input usd =
rστ´σ(u
eq
sd + u
n
sd), where
ueqsd =
1
τ´σ
isd − ωsisq − κr
rσ τ´στr
ψrd + i˙
∗
sd (5.48)
unsd = −k1|sd|
1
2sign(sd)− k2|sd|qsign(sd) + v (5.49)
v˙ = −k3sign(sd) (5.50)
the convergence of the states to the origin is in fixed-time.
Proof:
Let us define the first sliding surface as
sd = ed (5.51)
where e = isd − i∗sd is the current tracking error given by in d-axis and i∗sd is the desired current
trajectory. Taking the first derivative of eqn.(5.51), we have
s˙d = e˙d
= i˙sd − i˙∗sd.
Now, substituting the i˙sd dynamics from eqn.(5.46), we have
s˙d = − 1
τ´σ
isd + ωsisq +
κr
rστ´στr
ψrd +
1
rσ τ´σ
usd − i˙∗sd. (5.52)
Substituting the control signals eqns.(5.48)-(5.50) into eqn.(5.52), we have
s˙d = −k1|sd| 12sign(sd)− k2|sd|qsign(sd) + v1 (5.53)
v˙1 = −k3sign(sd). (5.54)
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The above dynamics are transformed into second-order finite-time convergence differential in-
clusion popularly known as super-twisting like algorithm (STLA), giving rise to the conver-
gence of sd and v to the origin in fixed-time provided q > 1 as described in [Basin et al., 2019].
Hence, this completes the proof.
Theorem 5.7 For the nonlinear system as described by eqn.(5.46), with the control input usq =
rστ´σ(u
eq
sq + u
n
sq), where
ueqsq = ωsisd +
1
τ´σ
isq +
κr
rστ´σ
ωeψrd + i˙
∗
sq (5.55)
unsq = −k4|sq|
1
2 sign(sq)− k5|sq|psign(sq) + v2 (5.56)
v˙2 = −k6sign(sq) (5.57)
the convergence of the states to the origin is in fixed-time.
Proof:
Let us define the second sliding surface as
sq = eq (5.58)
where e = isq − i∗sq is the current tracking error given by in q-axis and i∗sq is the desired current
trajectory. Taking first derivative of eqn.(5.58), we have
s˙q = e˙q
= i˙sq − i˙∗sq.
Now substituting the i˙sq dynamics from eqn.(5.47) in above, we have
s˙q = −ωsisd − 1
τ´σ
isq − κr
rσ τ´σ
ωeψrd +
1
rσ τ´σ
usq − i˙∗sq. (5.59)
Substituting the control eqns.(5.55)-(5.57) in eqn.(5.59), we have
s˙q = −k4|sq| 12 sign(sd)− k5|sq|psign(sq) + v2 (5.60)
v˙2 = −k6sign(sq). (5.61)
Equations (5.60) and (5.61) result in STLA, hence the convergence of sq and v2 with p > 1,
can be guaranteed in fixed-time. 
Note that the selection of the gain parameters k1− k6 [Basin et al., 2019] purely depends on the
convergence time required in the prescribed application and can be tuned properly so as to get
the desired convergence time.
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Outer-loop Control Design
In the second stage of the design of a cascade PI and SMC system, the outer-loop PI control
system is considered for velocity control. The mathematical model for the outer-loop control of
ω(t) is based on the motion model eqn.(5.44). In order to linearise the bilinear term isq(t)ψrd(t)
around steady-state (ss) operation, the product is approximated using a first-order Taylor series
expansion:
isq(t)ψrd(t) ≈ −isssqψssrd + ψssrdisq(t) + isssqψrd(t). (5.62)
Substituting this approximation into eqn.(5.44), we obtain the linearised model for the design
of PI control of the velocity,
dω(t)
dt
= − fd
Jm
ω(t) +
3ZpLh
2LrJm
(−isssqψssrd + ψssrdisq(t)+
isssqψrd(t))−
TL
Jm
(5.63)
which is
dω(t)
dt
= − fd
Jm
ω(t) +
3ZpLh
2LrJm
ψssrdisq(t) +
3ZpLh
2LrJm
isssqψrd(t)
−3ZpLh
2LrJm
isssqψ
ss
rd −
TL
Jm
(5.64)
where κt = 3ZpLh2LrJ . The last three terms on the righthand side of eqn.(5.64) are considered
as disturbances in the feedback control system. In particular, the constant term κtisssqψssrd is an
input constant disturbance and if the load torque TL
Jm
changes in a step signal manner, then both
disturbances will be completely rejected without steady-state error by the PI controller. The
term κtisssqψrd(t) is a linear function of the rotor flux ψrd(t). Because isd(t) is under PI control,
in the steady-state, ψrd(t) will converge to its set-point signal ψ∗rd, where ψ∗rd = Lhi∗sd, hence
becoming a constant. This disturbance term will also be completely rejected without steady-
state error. In short, with PI control of velocity, all the constant terms on the righthand side of
eqn.(5.64) are regarded as constant disturbances that will be completely rejected by the action
of an integrator in the controller.
Based on eqn.(5.64), the Laplace transfer function between the velocity Ω(s) and the cur-
rent Isq(s) is given by,
Ω(s)
Isq(s)
=
κtψ
ss
rd
s+ fd
Jm
. (5.65)
With the sliding mode current control, the inner-loop current system has a high gain feedback.
As a result of the fixed-time convergence, the inner-loop dynamics have a much faster response
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time, which is neglected in the design of the outer-loop velocity controller. Thus, the relation-
ship between the velocity Ω(s) and the set-point signal for the inner-loop current control is
approximated:
Ω(s)
I∗sq(s)
≈ κtψ
ss
rd
s + fd
Jm
. (5.66)
Let a = fd
Jm
and b = κtψssrd and the PI controller be represented by
C(s) =
c1s+ c0
s
= Kc
(
1 +
1
τIs
)
where Kc is the proportional gain and τI is the integral time constant. Following the design
procedure outlined in [Wang et al., 2015], the PI controller parameters are calculated as:
Kc =
2ξwn − a
b
; τI =
2ξwn − a
w2n
(5.67)
where wn is the desired natural frequency and ξ = 0.707 is the damping coefficient for the
velocity controller. With the damping coefficient selected as 0.707, the desired closed-loop
poles become −0.707wn ± j0.707wn, which is a practical choice for the desired closed-loop
performance specification with only wn as the adjustable parameter.
The control signal i∗sq(t) is computed using the position form from the outer-loop PI con-
troller, where
i∗sq(t) = Kc(ω
∗(t)− ω(t)) + Kc
τI
∫ t
0
(ω∗(τ)− ω(τ))dτ. (5.68)
Because of the fixed-time convergence of the proposed SMC, the constraints on the SMC sig-
nals usd and usq can be indirectly achieved by imposing the constraints on the current reference
signals i∗sd and i∗sq. The reference signal i∗sd is chosen to be a constant for the d-axis current
control and i∗sq is the output of the PI controller from the outer-loop velocity system. For this
purpose, the q-axis current limits are specified as Iminsq and Imaxsq so that the current reference
signal i∗sq(t) satisfies the constraints:
Iminsq ≤ i∗sq(t) ≤ Imaxsq .
The implementation of the outer-loop PI controller uses an anti-windup mechanism to ensure
satisfactory performance when the limits are violated [Wang, 2009].
Simulation Results
Here, we present numerical simulations to support the above analysis. The simulations are
performed on a Windows-based laptop with MATLAB R2017b. The simulation parameters are
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configured as fixed step size with a step width of 100µs. The induction-motor parameters are
experimentally calculated and is given in Table 5.4. For verifying the performance, the proposed
controller is compared with first-order SMC [Lascu et al., 2017] and the results are discussed
below.
Comparison of Step Response Testing Results with First-order SMC: The simulations
are performed by considering the model given in eqns.(5.41)-(5.45). Both inner and outer-
loop controllers are as described in previous sections. The PI controllers are designed with
proportional gain Kc = 0.0178 and integral time constant τI = 0.1267. The inner-loop SMC
(proposed) parameters are selected as k1, k4 = 5, k2, k5 = 5 and k3, k6 = 8. In the closed-loop
control simulation, a speed step signal is applied at t = 0 and a step load disturbance enters
the system at half of the simulation time. It can be clearly seen from Fig.5.13 that there is no
steady-state error in the closed-loop step response and the output is tracking the desired speed
in 0.6 sec with maximum overshoot Mr = 8% and rising time tr = 0.2 sec.
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Time (sec)
-100
0
100
200
300
400
500
600
ω
m
 
(R
P
M
)
Actual
Reference
=0.2sec 0.3sec
=8% LoadMr
r
Active
t
Figure 5.13: Simulated angular speed tracking in the presence of load variation with proposed
SMC.
From Fig.5.13 it can be seen that at half of the simulation time, the load disturbance is com-
pletely rejected within 0.3 sec. Fig.5.14 shows the control signals, which are the voltages
(usd, usq) with respect to time. One important observation here is that with the fast response of
the proposed SMC, the voltages (usd, usq) are within the limit as indicated by the green dotted
line in Fig.5.14. The corresponding current signals (isd, isq) are shown in Fig.5.15. Compara-
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Figure 5.14: Control signals with proposed SMC: usd (top figure), usq (bottom figure).
tive studies are performed using first-order SMC for the inner-loop current control with results
shown in Figs.5.16-5.18. For both cases the tracking is perfect and almost identical (comparing
Figs.5.13 and 5.16). However, the chattering in first-order SMC is severe in comparison to that
of the proposed algorithm and can be seen by comparing Fig.5.17 with Fig.5.14, which has
crossed the boundary of operation.
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Figure 5.15: Current signals with proposed SMC: isd (top figure), isq (bottom figure).
The similar phenomenon is observed in current signals (isd, isq) (comparing Figs.5.15 and
5.18). It can be verified from Table 5.2 that the proposed SMC outperforms the traditional
first-order SMC where the following operational limits are satisfied: |ulmtsd | = 90V and |ulmtsq | =
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286V . These values are set according to the capacity of the DC power supply and modulation
of the insulated bipolar gate transistor (IGBT) inverters. In contrast, it can be clearly seen from
Table 5.2 that both umaxsq and uminsq are violated in the case of first-order SMC. Moreover, the
variations in isd and isq are more severe in the case of first-order SMC in comparison to the
proposed SMC.
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Figure 5.16: Simulated angular speed tracking in the presence of load variation with first-order
SMC.
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Table 5.2: Performance comparison around steady state
Performance Measure PI-proposed SMC PI-first-order SMC
umaxsd (V ) 10 110
uminsd (V ) -10 -120
umaxsq (V ) 150 180
uminsq (V ) 145 -10
imaxsd (A) 0.8 1.2
iminsd (A) 0.6 0.3
imaxsq (A) 1.1 1.5
iminsq (A) 0.8 0.5
Setting time (sec.) 0.6 0.6
Steady state accuracy 0.0001 0.0001
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Figure 5.17: Control signals with first-order SMC: usd (top figure), usq (bottom figure).
Remark 5.8 The outer-loop PI controller parameters are selected using eqn.(5.67). The inner-
loop SMC gains k1, k2 are selected according to Theorem 5.6. Similarly, gains k4, k5 are se-
lected according to Theorem 5.7. In both the cases, Tmax is chosen to be 0.05 sec. Both p, q are
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selected as 1.5. The selections of k3 and k6 have to be at least greater than the bound of the
nonlinearities and the disturbances acting on the current-loop.
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Figure 5.18: Current signals with first-order SMC: isd (top figure), isq (bottom figure).
Experimental Setup
The proposed PI-SMC system is implemented on an industrial size induction motor using MAT-
LAB xPC Target software, as shown in Fig.5.19. The test bed comprises IM, a variable and
unknown load, IGBT inverters, dc power supply and couplings. The dc-link supply voltage is
520V (Vdc = 520V). The sampling interval is set as ∆t = 100µs. To generate a load on the sys-
tem, a DC servo motor is coupled shaft-to-shaft with the controlled IM. The specifications for
the IM are given in Table 5.3 and the corresponding IM parameters are deduced experimentally
and are tabulated in Table 5.4.
Experimental Validation
Closed-loop Performance Evaluation: The outer-loop PI velocity controller has propor-
tional gain Kc = 0.0178 and integral time constant τI = 0.1267 with the inner-loop control
gains being the same as those used in the simulations. The speed of the motor ω is measured
as the feedback signal for the outer-loop PI control, generating the desired isq as the reference
signal to the inner-loop SMC control. This reference current is constrained by PI controller with
an anti-windup mechanism. The main advantage of the proposed scheme lies in the fact that the
actual current will not go out of bound of the current limits of the IM. The outer-loop SMC then
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Figure 5.19: Set-up of IM control system.
generates desired usd and usq for the inverter and the inverter topology provides the appropriate
gate pulses to achieve that voltage to drive the motor.
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Figure 5.20: Experimental angular speed tracking.
It can be seen from Fig.5.20 that the angular speed tracking is quite perfect. The motor
is tracking the reference speed of 900 RPM within 1 sec. The control signals are within the
voltage limits of the motor (Refer Fig.5.21).
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Table 5.3: Motor specification
Manufacturer SEW-EURODRIVE
Type 3-phase Cage
Rated Power 0.75 kW
Supply Frequency 50 Hz
Number of pole pairs 2
Rated Speed 1435 RPM
Rated Stator Current 1.75 A
Rated RMS phase voltage 415 V
Connection Y (star connection)
Table 5.4: Motor parameters
Rs(ohm) Rr(ohm) Ls(H) Lr(H) Lh(H) JE(kgm
2) fd(Nms)
11.2 8.3 0.6155 0.6380 0.570 0.00214 0.0041
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Figure 5.21: Experimental control signals.
Fig.5.20 represents the tracking of motor angular speed to 900 RPM within 1 sec. Fig.5.21
describes the evolution of control voltage of the induction motor by inverter switching. The
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actual current profiles can be seen in Fig.5.22.
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Figure 5.22: Experimental current signals.
The cascade control design helps us by imposing a constraint on the current limits of the
motor so that they do not go unbounded. The robustness of the proposed control scheme is also
tested by varying the load profile. It can be clearly seen from Fig.5.23 that the resistive load is
increased at 5 sec. after starting the motor.
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Figure 5.23: Experimental angular speed tracking with load variation.
The speed of the motor has slightly deviated at this instance and is able to track the desired
speed of 900 RPM within 1 sec. The corresponding voltages and currents are shown in Figs.5.24
and 5.25 respectively.
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Figure 5.24: Experimental control signals with load variation.
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Figure 5.25: Experimental current signals with load variation.
Comparison with PI Current Control: In this section, we compare the closed-loop per-
formance of the cascade SMC system with the conventional cascade PI control system. To
compare the closed-loop control performance between the cascade SMC system and the con-
ventional cascade PI control system, the reference signal for the velocity is selected as a series
of step changes as illustrated in Fig.5.26.
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Figure 5.26: Experimental angular speed tracking a series of step changes (cascade proposed
SMC).
Because there are nonlinearities in the IM with respect to the operating conditions, the
step changes introduced in the experiments will reflect the effect of nonlinearities on the closed-
loop control system. Both control systems have the same PI velocity controller. However, the
current control systems are different. Figs. 5.26-5.28 show the closed-loop output response to
the reference signal, the voltage control signals and the current signals respectively using the
cascade SMC system.
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Figure 5.27: Experimental control signals tracking a series of step changes (cascade proposed
SMC).
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In comparison, Figs.5.29 and 5.30 show the performance of the cascade PI velocity control
system designed using the parameter γ = 0.9 for the current controllers [Wang et al., 2015].
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Figure 5.28: Experimental current signals tracking a series of step changes (cascade proposed
SMC).
It is interesting to note that there are oscillations in the high speed region for the cascade
PI control system (Fig.5.29).
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Figure 5.29: Experimental angular speed tracking a series of step changes (cascade PI).
Clearly, the cascade SMC system is robust with respect to the variations in operating
conditions (Figs.5.26 and 5.29). Furthermore, the current variations from the cascade SMC
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control system are smaller when comparing with the cascade PI control system (Figs.5.28 and
5.30). It can be clearly seen from Fig.5.30 that the current variations in the case of cascade
PI control are exceeding the maximum current limits (green dotted line) for higher operating
range. The amplitudes of the voltage control signals are higher for the cascade SMC system,
which is expected because it is a high gain nonlinear feedback controller. However, they are still
within the operating limits. It is worth mentioning that the chattering phenomenon observed in
the current (isd, isq) and the voltage (usd, usq), is actually caused by the limited IGBT switching
frequency used in the simulation and in the experimental apparatus, but not by the SMC control
strategy. The same chattering is found and discussed in [Wang et al., 2015] when the IGBT
switching frequency was too low. Finally, Fig.5.31 compares the tracking errors between the
cascade SMC and PI control systems, from which we can see that the magnitude of the RMS
error for the cascade PI control is much larger in comparison to the proposed cascade SMC
control.
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Figure 5.30: Experimental current signals tracking a series of step changes (cascade PI).
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Figure 5.31: Comparison between the tracking errors.
Remark 5.9 The major motivation behind developing fixed-time control is to make the inner-
loop control much faster than that of outer-loop PI control so as to ensure overall closed-loop
stability. Therefore, the convergence rate has to be independent of initial conditions and to
achieve that, a price has to be paid in terms of an increase in the control cost (usd, usq) during
the initial stage of operation (Fig.5.27). Such increase in control is still within the limit of the
plant giving much faster convergence. When the PI current control is used for the inner-loop
to get faster convergence, oscillations will occur around steady state at higher operating range
as the bandwidth for PI control is too small (refer Fig.5.29). The convergence time in the case
of proposed SMC can be made even faster without any oscillations. However, in that case the
usd, usq will violate the maximum operating limits. Hence, for a given actuator limit, we can
always design a fixed-time control with some compromise in the convergence time.
5.3 Power Systems
5.3.1 Fixed-time Frequency Control in Power Systems
To showcase the performance of the fixed-time convergence design of the proposed SMC, we
apply it for AGC on a multi-area interconnected power system. For simulation study, it can be
RMIT UNIVERSITY 135
CHAPTER 5. APPLICATIONS OF FINITE/FIXED-TIME SLIDING MODE CONTROL
assumed as a network shown in Fig.5.32 with multiple nodes and edges, where each node rep-
resents a control area with some generation and consumption and each edge is a bi-directional
high voltage line known as tie-line. This network configuration is similar to the Australian
grid [McLoughlin et al., 2014], whose operations are based in five interconnected regions that
typically follow four state boundaries. However, we neglect the Tasmanian region because it
does not play any role in frequency regulation due to the DC interconnection with the mainland
comprising of Queensland, New South Wales, Victoria and South Australia. For a generic sce-
nario, we consider a ring interconnection as shown in Fig.5.32. For AGC, each area controls its
own frequency deviations and the associated tie-lines power flow deviations by using a local PI
controller. Although the methodology is applicable to any type of power plants, for simplicity
we assume steam turbine-based power generation at each of the four areas shown in Fig.5.32.
With the above assumptions, the dynamics of each area represented as a node, i are given by
the standard linearised model in [Kundur et al., 1994]. The variation in frequency is given by
the swing equation at each node i, by eqn.(5.69):
∆˙fi=
1
Hi
(
∆PMi −∆PLi −Di∆fi−
∑
j:i→j
∆Pij+
∑
r:r→i
∆Pri
)
(5.69)
where, for any area i, Hi is the inertia constant,Di is the damping constant, and ∆PMi and ∆PLi
are the generation and load changes from their nominal values, respectively. Term
∑
j:i→j
∆Pij is
the sum of the deviations from the scheduled exported power to all the neighbouring jth areas
and
∑
r:r→i
∆Pri is the sum of deviations from the scheduled imported power to area i from all
the neighbouring rth areas. The dynamics of the deviations in turbine and governor power are
given by eqn.(5.70) and eqn.(5.71), respectively:
˙∆PMi =
−1
Ti
(
∆PMi −∆PGi
)
(5.70)
˙∆PGi =
−1
Tgi
(
∆PGi +
∆fi
Ri
− ui
)
(5.71)
where, Ti is the time constant of the turbine, ∆PGi is the change in governor power output. The
governor dynamics in eqn.(5.71) use Tgi as the time constant of governor, Ri as the primary
feedback gain, i.e., droop characteristic, and ui represents the control input to the governor
valve. Finally, the dynamics of the deviations in any tie-line’s flow are given by the nonlinear
eqn.(5.72):
˙∆Pij = 2piBij(∆fi −∆fj)(xijcosθij + rijsinθij). (5.72)
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Bij =
ViVj
r2ij+x
2
ij
is the synchronising coefficient and depends upon the voltages at nodes i and
j and the line resistance and reactance. Whenever a demand change occurs in any area, i,
its frequency, ∆fi and the tie-line flows, ∆Pij ,∆Pri start to deviate from the scheduled value
transferring disturbances to all the interconnected areas. This disturbance is controlled by regu-
lating an area control error (ACE) signal to zero by means of a local PI controller in each area.
The controller dynamics is given by
u˙i = −Ki(βi∆fi +
∑
j:i→j
∆Pij −
∑
r:r→i
∆Pri
︸ ︷︷ ︸
ACEi
) (5.73)
where Ki is the AGC feedback gain and βi is the frequency bias for area i. We replace the
controller in eqn.(5.73) with the proposed fixed-time convergence SMC. The aim is to design a
control that will make ACEi to zero in fixed-time. Let us define the surface structure as
s0 = y0 (5.74)
s1 = s˙0 + α0s0
m0
n0 + β0s0
p0
q0 (5.75)
s2 = s˙1 + α1s1
m1
n1 + β1s1
p1
q1 (5.76)
pi, qi, mi, ni(i = 0, 1) are positive odd integers and piqi < 1,
mi
ni
> 1. αi, βi(i = 0, 1) are positive
numbers. Taking the first derivative of s2, we get
s˙2 = s¨1 + α1
m1
n1
s1
m1
n1
−1
s˙1 + β1
p1
q1
s1
p1
q1
−1
s˙1
s˙2 =
...
s 0 + α0
m0
n0
(
m0
n0
− 1)s0
m0
n0
−2
s˙0
2 + β0
p0
q0
(
p0
q0
− 1)
s0
p0
q0
−2
s˙0
2 + α0
m0
n0
s0
m0
n0
−1
s¨0 + β0
p0
q0
s0
p0
q0
−1
s¨0
+α1
m1
n1
s1
m1
n1
−1
s˙1 + β1
p1
q1
s1
p1
q1
−1
s˙1
...
s0 =
βi
MiTiTgi
ui − βi
MiT 2i
(
∆P gi +
∆ωi
Ri
)
+
βi
Mi
[
− 1
Ti
˙∆PMi −
Di
Mi
(
˙∆PMi −Di ˙∆ωi − ˙∆Pij + ˙∆Pri
)]
+
βi
Mi
[
−Di
Mi
P˙Li −Bij( ˙∆ωi − ˙∆ωj) +Bri( ˙∆ωr − ˙∆ωi)
]
−
1
Mi
P¨L1 +Bij(∆¨ωi − ∆¨ωj)−Bri(∆¨ωr − ∆¨ωi)
Therefore,
ui =
MiTiTgi
βi
(Uieq + Uin) (5.77)
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where Uin = −c1sα2 − c2sβ2 − sigmoid(s2) Uieq = −(all the remaning terms in s˙2 and ...s0)
c1, c2 > 0 and α > 1, 0 < β < 1 are the design parameters to be chosen according to the
convergence requirement. Such a controller is designed for each of the four areas using the data
given in Table 5.5. The distributed controllers are then simulated using MATLAB-Simulink
platform with the simulation configurations same as Section 5.1.3 on a windows machine for
step disturbances in area 1 and area 3 at a time step of 5sec. and 30sec. respectively, as shown in
Fig.5.33. The results for frequency response, ACE signals, tie-lines flows deviations and input
Area 1
Area 4
Area 2
Area 3
Tie line 12
Tie line 34
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e
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e
23
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e
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Figure 5.32: Four area interconnected power system.
moves are given in Fig.5.34 - 5.37, respectively.
Table 5.5: Generation parameters for each area
Area,j Hj Dj |Vj| Tj Rj αj
1 3 1 1.045 4 0.044 0.06
2 2.5 1.5 0.98 4 0.044 0.056
3 4 1.2 1.033 4 0.044 0.064
4 3.5 1.4 0.997 4 0.044 0.065
Simulation Results and Discussions
As can be seen from Fig.5.34, the proposed SMC brings the frequency deviations to zero very
fast in comparison to the traditional PI controller. This capability is very useful when a high
amount of fluctuating resources such as wind and solar are integrated into the system, which
demands faster control convergence. In addition, the proposed controller is very effective in
controlling the oscillations. It can be seen in Fig.5.35 that the error in output is controlled
within 10 sec. to zero, whereas in the PI controller it does not converge within the simulation
time of 25 sec. for first disturbance and 30 sec. for the second step disturbance. There are
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Figure 5.33: Step disturbance.
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Figure 5.34: Frequency response in four areas.
no oscillations seen with the proposed controller in comparison to the PI controller. Again,
the results in Fig.5.36 confirm faster convergence of tie-lines power flow. This is of higher
importance when large disturbances occur frequently, and if the tie-lines power flow is not
converged fast, there is a possibility of overheating. Hence, from a practical application point
of view, the proposed controller is very attractive. Faster and fixed-time convergence guarantee
of the proposed controller comes from the fact that it utilises high input initially to control the
error in the output and states as demonstrated in Fig.5.37. With the advancement of technology,
alternative resources such as gas turbines, demand response (DR) and batteries are becoming
popular for frequency regulation, and the proposed control makes it possible to utilise their
ability to respond fast. In addition, the proposed SM controller is very effective in controlling
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Figure 5.35: ACE in four areas.
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Figure 5.36: Power flow deviations in tie-lines.
the oscillations in all the variables. The bar chart in Fig.5.38 shows the comparison of the key
parameters. The performance of the proposed controller for the output error, settling time and
peak value is always better than the traditional PI controller. However, in Fig.5.38 the sum
square of input moves is slightly more for the proposed controller in areas 2 and 4, but overall
the total control efforts are comparable with the advantage of a reduced error as seen in Fig.5.38.
Knowing the fact that a real power system is always under dynamics as small load changes are
happening all the time, and more so now due to renewable penetration, the proposed controller
promises lesser cost with better dynamic behavior by reducing the time error.
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Figure 5.37: Control action in four areas.
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Figure 5.38: Performance Comparison of the controllers for power systems.
5.4 Network Systems
A complex network is defined as a group of nodes interconnected by edges, where each node
represents a subunit and each edge represents an interaction between two nodes [Liu and Chen,
2015]. Many real systems can be modeled as network systems, with examples including the in-
ternet, world wide web, online social networks, multiagent systems, power grids, transportation
networks and the human brain. Over the past few decades, network science has attracted a great
deal of attention from many fields of research ranging from engineering to computer science,
biology, sociology and medicine [Baraba´si and Frangos, 2002] [Albert et al., 1999] [Barabasi
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and Oltvai, 2004] [Baraba´si et al., 2011].
The main contribution of this section lies in proposing a novel decoupled distributed con-
tinuous SMC providing fixed-time second-order consensus for multiagent systems. The im-
portant feature of the proposed method is that it can be generalised to arbitrary-order agent
dynamics. An interesting fact about the proposed formulation is that the states of the agents
are coupled on the sliding surface. However, the sliding mode states are decoupled out of this
surface, which makes the design of SMC independent of the extent of coupling between the
agents. The proposed surface will provide fixed-time consensus, i.e., independency to the ini-
tial condition. The robustness of the proposed controller is demonstrated in the presence of
Lipschitz disturbance in agent dynamics and uncertainties in the network structure. Moreover,
the efficacy of the proposed scheme is compared with one of the state-of-the-art techniques and
the average control effort is found to be comparatively less in the proposed scheme.
5.4.1 Fixed-time Second-order Consensus in Multiagent Systems
Problem Formulation
The multiagent system under consideration is

x˙i = vi
v˙i = f(xi, vi, t) + di(xi, vi, t) + bi(xi, vi, t)ui(t)
(5.78)
where xi ∈ <n and vi ∈ <n i = 1, 2, · · · , N . di(xi, vi, t) ∈ <n refers to any kind of para-
metric uncertainty or external added disturbance with bi(xi, vi, t) ∈ < 6= 0. Both f(xi, vi, t),
bi(xi, vi, t) are two smooth known nonlinear functions of xi, vi and t. The main objective is
to design a control ui for each agent which can drive the states to the consensus in fixed-time
irrespective of any initial conditions. The control objectives are described as below:
lim
t→T
||xi(t)− xj(t)|| = 0,
||xi(t)− xj(t)|| = 0, ∀t ≥ T
and
lim
t→T
||vi(t)− vj(t)|| = 0,
||vi(t)− vj(t)|| = 0, ∀t ≥ T
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where T is the convergence time and finite. Moreover, T is independent of initial conditions.
Assumption 5.10 The disturbances/uncertainties acted on the above systems are considered to
be Lipschitz in nature, i.e.,
||di(xi, vi, t)||∞ ≤ pi
||d˙i(xi, vi, t)||∞ ≤ qi
where pi, qi > 0 are known constants with || · ||∞ is the infinite norm of the any vector.
Lemma 5.11 Let us consider an n-dimensional system:
y˙ = g(y) (5.79)
where y = [y1, y2, · · · , yn]T and g(y) = [g1(y), g1(y), · · · , gn(y)]T . If the system eqn.(5.79)
is homogenous of degree γ1 with dilation (a1, a2, · · ·an), and homogenous of degree γ2 with
dilation (b1, b2, · · · bn), and with a nonlinear continuous function g, then y = 0 is the asymptotic
equilibrium of the system. If homogeneity degrees γ1 < 0 in 0-limit and γ2 > 0 in ∞-limit, then
the system is said to be bi-homogenous and by satisfying such property, the equilibrium point is
called to be globally fixed-time stable [Polyakov, 2012] [Andrieu et al., 2008].
Full-order Fixed-time Sliding Surface
The first task is to design a stable fixed-time converging sliding surface as defined below
σi = x¨i −
N∑
j=1
aij [ϕ1(sig(xj − xi)α1) + ϕ2(sig(xj − xi)β1)
+ϕ3(sig(vj − vi)α2) + ϕ4sig(vj − vi)β2)]
(5.80)
where 0 < α1, α2 < 1 and β1, β2 > 1 with α2 = 2α11+α1 and β2 =
2β1
1+β1
. ϕ1, ϕ2, ϕ3
and ϕ4 are four continuous odd functions, satisfying yTi ϕk(yi) > 0 if yi 6= 0 and ϕk(yi) =
ckiyi + O(yi) around yi = 0; where O is the complexity function. Moreover, ϕk(yi) =
[ϕk(yi1), ϕk(yi2), · · · , ϕk(yin)]T if yi = [yi1, yi2, · · · , yin]T with yi ∈ Rn. sig is the signum
function.
A weighted undirected network G = (V,E,A) with order N consists of a set of nodes
V = v1, v2, ..., vN , a set of undirected edges E ⊆ V × V , and a weighted adjacency matrix
A = (aij)N×N . An undirected edge Eij in a weighted undirected network G is denoted by the
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unordered pair of nodes (vi, vj), which means that nodes vi and vj can exchange information
with each other. According to the definition of adjacency matrices, weights aij = aji > 0 are
positive if and only if there is an edge (vi, vj) in G . A = (aij)N×N is the coupling configuration
matrix representing the structure of the network, which is also called the weighted adjacency
matrix of the network [Gross and Yellen, 2004] [Yu et al., 2017].
Theorem 5.12 If the states of the system eqn.(5.78) can reach to the designed sliding surface
eqn.(5.80), then second-order consensus can be achieved in fixed-time.
Proof:
When sliding is achieved, σi = 0. Therefore, the system dynamics given in eqn.(5.78) can be
represented as 

x˙i = vi,
v˙i = uˆi, for i = 1, ..., N
(5.81)
where uˆi =
∑N
j=1 aij [ϕ1(sig(xj−xi)α1)+ϕ2(sig(xj−xi)β1)+ϕ3(sig(vj−vi)α2)+ϕ4(sig(vj−
vi)
β2)]. The above dynamics eqn.(5.81) can be equivalently represented as in fixed-time con-
vergence of error-dynamics of the system as follows:

e˙xi = evi,
e˙vi = uˆi − uˇ, for i = 1, ..., N
(5.82)
where exi = [exi1, exi2, · · · , exin]T = xi − 1N
∑N
j=1 xj , evi = [evi1, evi2, · · · , evin]T = vi −
1
N
∑N
j=1 vj and uˇ = 1N
∑N
j=1 uˆj . The equivalent control uˆi can be written in terms of error
dynamics as
uˆi =
N∑
j=1
aij[ϕ1(sig(exj − exi)α1) + ϕ2(sig(exj − exi)β1)
+ϕ3(sig(evj − evi)α2) + ϕ4(sig(evj − evi)β2)].
(5.83)
As ϕ1, ϕ2, ϕ3 and ϕ4 are odd functions
uˇi =
1
N
N∑
i=1
N∑
j=1
aij [ϕ1(sig(xj − xi)α1) + ϕ2(sig(xj − xi)β1)
+ϕ3(sig(vj − vi)α2) + ϕ4(sig(vj − vi)β2)] = 0.
(5.84)
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Let us define a Lyapunov function as
V =
1
2
N∑
i=1
N∑
j=1
n∑
k=1
∫ exik−exjk
0
aij [ϕ1(sig(z)
α1) + ϕ2(sig(z)
β1)]dz
+
1
2
N∑
i=1
eTvievi.
(5.85)
Taking the derivative of above function we have,
V˙ =
N∑
i=1
N∑
j=1
aije
T
vi[ϕ1(sig(exi − exj)α1) + ϕ2(sig(exi − exj)β1)]
+
N∑
i=1
eTvie˙vi.
(5.86)
The solution to the above differential equation eqn.(5.86) with non-differentiable continuous
righthand side can be understood in Filippov sense [Filippov, 2013].
V˙ =
N∑
i=1
N∑
j=1
aije
T
vi[ϕ1(sig(exi − exj)α1) + ϕ2(sig(exi − exj)β1)]
+
N∑
i=1
eTvi
N∑
j=1
aij [ϕ1(sig(exj − exi)α1) + ϕ2(sig(exj − exi)β1)
+ϕ3(sig(evj − evi)α2) + ϕ4(sig(evj − evi)β2)].
(5.87)
Since ϕ1, ϕ2 are odd functions, ϕ1(sig(exi− exj)α1) = −ϕ1(sig(exj− exi)α1) and ϕ2(sig(exi−
exj)
β1) = −ϕ2(sig(exj − exi)β1). Therefore, eqn.(5.87) can be rewritten as
V˙ =
N∑
i=1
N∑
j=1
aije
T
vi[ϕ3(sig(evj − evi)α2) + ϕ4(sig(evj − evi)β2)]. (5.88)
It can also be seen that since aij = aji, eqn.(5.88) can be further simplified as
V˙ =
1
2
N∑
i=1
N∑
j=1
(aij + aji)e
T
vi[ϕ3(sig(evj − evi)α2) + ϕ4(sig(evj − evi)β2)] (5.89)
V˙ =
1
2
N∑
i=1
N∑
j=1
(evi − evj)Taij [ϕ3(sig(evj − evi)α2) + ϕ4(sig(evj − evi)β2)] (5.90)
V˙ =
1
2
N∑
i=1
N∑
j=1
n∑
k=1
(evik − evjk)Taij [ϕ3(sig(evjk − evik)α2) + ϕ4(sig(evjk − evik)β2)]. (5.91)
Since ϕ3, ϕ4 are odd functions, we have
• ∀evik − evjk 6= 0, (evik − evjk)ϕ3(sig(evjk − evik)α2) = −|evjk − evik|α2+1 < 0 and
(evik − evjk)ϕ4(sig(evjk − evik)β2) = −|evjk − evik|β2+1 < 0
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• when evik−evjk = 0, (evik−evjk)ϕ3(sig(evjk−evik)α2) < 0 and (evik−evjk)ϕ4(sig(evjk−
evik)
β2) < 0.
Therefore, V˙ < 0 is always satisfied. It can be seen from eqn.(5.91) that if V˙ = 0, then
evi = evj , ∀j 6= i. When evi = evj , the equivalent control becomes
uˆi =
N∑
j=1
aij [ϕ1(sig(exj − exi)α1) + ϕ2(sig(exj − exi)β1)]. (5.92)
As the connectivity graph is undirected (aij = aji), we have
∑N
i=1 uˆi = 0. That leads to∑N
i=1 e
T
xi
∑N
j=1 aij [ϕ1(sig(exj − exi)α1) + ϕ2(sig(exj − exi)β1)] = 0, which in turn leads to
1
2
∑N
i=1(exi − exj)T
∑N
j=1 aij [ϕ1(sig(exj − exi)α1) + ϕ2(sig(exj − exi)β1)] = 0.
As exi − exj → 0, evi − evj → 0 as V˙ < 0 when t→ ∞; therefore xi − xj → 0, vi − vj → 0
as t→∞ ∀i, j = 1, 2, · · ·N .
The system eqn.(5.81) with variables [(x1)T · · · (xN )T , (v1)T · · · (vN )T ]T is homogenous of
degree γ1 = α1 − 1 < 0 with dilation (2, · · · , 2, 1 + α1, · · · , 1 + α1) and is homogenous
of degree γ2 = β1 − 1 > 0 with dilation (2, · · · , 2, 1 + β1, · · · , 1 + β1). Since system
eqn.(5.82) is globally asymptotically stable and locally bi-homogeneous, therefore, according
to Lemma 5.11, the above system is globally fixed-time stable and the second-order consensus
can be achieved in fixed-time on the designed sliding surface eqn.(5.80). This completes the
proof. 
Remark 5.13 The main reason for adding some terms in the surface eqn.(5.80) with a power
greater than one is to make the convergence faster when the initial conditions are far from the
origin. Therefore, when initial conditions of the states are far away from the origin, these terms
with a power greater than one will be dominating and when the states converge towards the
origin, the terms with a power less than one will be dominating. Hence, the convergence is
achieved in fixed-time [Basin et al., 2016c] [Polyakov et al., 2015].
Design of Control
The control for system eqn.(5.78) is designed to be of the form:
ui(t) = b
−1
i (xi, vi, t)[uni(t) + uei(t)] (5.93)
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where
uei(t) = −f(xi, vi, t) +
N∑
j=1
aij [ϕ1(sig(xj − xi)α1) + ϕ2(sig(xj − xi)β1)
+ϕ3(sig(vj − vi)α2) + ϕ4(sig(vj − vi)β2)]
(5.94)
and
u˙ni(t) +miuni(t) = −kisgn(σi(t)) (5.95)
where mi > 0, ki > 0 with ki > qi + pimi + ζi, ζi > 0.
Theorem 5.14 Under Assumption 5.10, the proposed control eqn.(5.93) can bring the states
of the multiagent system eqn.(5.78) to reach the sliding surface in finite-time, leading them to
achieve second-order consensus in fixed-time along the surface (5.80).
Proof:
We analyse the following proof mainly during reaching phase.
Substituting the control as given by eqn.(5.93) in the surface dynamics eqn.(5.80) for the multiagent-
system as described by eqn.(5.78), we have
σi = x¨i −
N∑
j=1
aij [ϕ1(sig(xj − xi)α1) + ϕ2(sig(xj − xi)β1)
+ϕ3(sig(vj − vi)α2) + ϕ4(sig(vj − vi)β2)]
σi = f(xi, vi, t) + di(xi, vi, t) + bi(xi, vi, t)ui(t)
−
N∑
j=1
aij [ϕ1(sig(xj − xi)α1) + ϕ2(sig(xj − xi)β1)
+ϕ3(sig(vj − vi)α2) + ϕ4(sig(vj − vi)β2)]
σi = di(xi, vi, t)−miuni(t)− kisgn(σi(t)). (5.96)
Now, taking the first derivative of eqn.(5.96):
σ˙i = d˙i(xi, vi, t) + u˙ni(t). (5.97)
Substituting uni(t) in eqn.(5.97):
σ˙i = d˙i(xi, vi, t)−miuni(t)− kisgn(σi(t)). (5.98)
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It can be clearly seen that
u˙ni(t) +miuni(t) = −kisgn(di(xi, vi, t) + uni(t)) (5.99)
which can be further written as
d
dt
(uni + di) +mi(uni + di) = −kisgn(σi) + d˙i +midi (5.100)
which can be written as
d
dt
[
emit(uni + di)
]
= emit[−kisgn(uni + di) + d˙i +midi]. (5.101)
When uni + di > 0, it can be seen from eqn.(5.101) that ddt [emit(uni + di)] < 0 as ki >
qi + pimi + ζi and sgn(uni + di) = 1. Therefore, σi will start to decay towards σi = 0,
i.e., towards the sliding surface. Similarly, when uni + di < 0, it can again be verified from
eqn.(5.101) that d
dt
[emit(uni + di)] > 0 as ki > qi + pimi + ζi and sgn(uni + di) = −1.
Therefore, σi will again start to decay towards σi = 0. The most important observation here is
that whenever σi, i.e., uni + di is non-zero, the control dynamics eqn.(5.93) forces σi dynamics
to converge towards zero. Now, it is important to prove that the convergence is achieved in
finite-time. Let us define a Lyapunov function as described below:
V =
1
2
n∑
i=1
σTi (t)σi(t). (5.102)
Taking the first derivative of eqn.(5.102)
V˙ =
n∑
i=1
σTi (t)σ˙i(t). (5.103)
From eqn.(5.98), it can be verified that
σTi (t)σ˙i(t) = σ
T
i (t)d˙i(t)− σTi (t)miuni(t)− ki|σi(t)| (5.104)
which can be further simplified as
σTi (t)σ˙i(t) ≤ [σTi (t)d˙i(t)− qi|σi(t)|] + [−σTi (t)miuni(t)
+mipi|σi(t)|]− (ki − qi − pimi)|σi(t)|.
(5.105)
Substituting eqn.(5.105) in eqn.(5.103), we have
V˙ ≤ −
n∑
i=1
ζi|σi(t)|, as ki > qi + pimi + ζi (5.106)
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V˙ ≤ −ζmin
n∑
i=1
n∑
j=1
|σij(t)|, (5.107)
≤ −ζmin
√
V . (5.108)
Therefore, for the system as described by eqn.(5.78), convergence to the sliding surface σi can
be achieved in finite-time.
It can be clearly seen that, if we choose
u˙ni(t) = −kisgn(σi(t)) (5.109)
where ki > qi + ζi, ζi > 0, then Theorem 5.14 can easily be proven in usual way. Adding an
extra term miuni(t) makes the control to be a low-pass filter, which helps to smoothen out the
effects of disturbances and makes the convergence faster. However, from eqn.(5.98) it can be
seen that a negative feedback of control uni, is not a good idea in actual practise. Therefore, if
we just modify dynamics of uni as
u˙ni(t) = −miσi(t)− kisgn(σi(t)) (5.110)
where mi > 0, ki > 0 with ki > qi + ζi, ζi > 0, then with above control the analysis will
become simpler as described below.
Let us analyse the Lyapunov function:
V˙ =
n∑
i=1
σTi (t)σ˙i(t) (5.111)
using eqn.(5.97), we can further write
V˙ =
n∑
i=1
σTi (t)[d˙i(xi, vi, t) + u˙ni(t)]. (5.112)
Now substituting eqn.(5.110) in above
V˙ ≤ −
n∑
i=1
ζi|σi(t)| −miσTi (t)σi(t) (5.113)
≤ −ζmin
√
V . (5.114)
After the trajectories reach to the surface σi, the consensus can be achieved in fixed-time as
described in Theorem 1. This completes the proof. 
Remark 5.15 If we analyse eqn.(5.93), all the terms in the control ui(t) are known except
the term σi(t) as it contains the term x¨i, which contains the uncertainties. For calculating
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sgn(σi(t)) in eqn.(5.93), let us define a function δi(t) as below:
δi(t) =
∫ t
0
σi(t) dυ (5.115)
δ(t) = x˙i −
∫ t
0
N∑
j=1
aij [ϕ1(sig(xj − xi)α1) + ϕ2(sig(xj − xi)β1)
+ϕ3(sig(vj − vi)α2) + ϕ4(sig(vj − vi)β2)]dυ
(5.116)
sgn(σi(t)) can be obtained by simply equating sgn(σi) = sgn(δ(t) − δ(t − τ)) where τ is a
time delay. Since
σi = lim
τ→0
(δ(t)− δ(t− τ))
τ
,
the fundamental sample time can be easily chosen as τ . The interesting fact about the above
analysis is that we only need to know the value of sgn(σi), i.e., whether δ(t) increases or
decreases, which is much easier to obtain than the exact value of σi.
Simulation Results
Consider each agent with system dynamics as given below

x˙i = vi,
v˙i = v
3
i + ui + di, i = 1, 2...5
(5.117)
where di = sin 30t as a Lipschitz continuous and bounded disturbance. The control input ui is
as described in eqn.(5.93) with α1 = 0.7, β1 = 1.2 and α2 = 0.8235, β2 = 1.0909. Each agent
is connected to each other by following graph Fig.5.39.
1
2 3
4
5
Figure 5.39: Undirected graph with five agents.
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The adjacency matrix for the graph shown in Fig.5.39 can be written as
A =


0 1 0 0 0
1 0 1 0 0
0 1 0 1 1
0 0 1 0 0
0 0 1 0 0


The control gain is ki > qi + pimi + ζi. The definitions for qi, pi are given in Assumption
1. In this example, qi = 30, pi = 1 and ζi = 1. Moreover, x¯ =
∑N
j=1
xj
N
, N = 5 in our
simulations. The simulations are carried out for various values of mi to verify the influence
of this filtering coefficient (mi) on the control performance. Fig.5.40 represents the evolution
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Figure 5.40: Trajectory of position xi w.r.t t for various mi under the influence of Lipschitz
disturbance.
of position for various agents with respect to time. It can be clearly seen from Fig.5.40 that
the consensus is achieved within 11.12 sec. even in the presence of a Lipschitz disturbance.
The corresponding position error trajectories for various agents are shown in Fig.5.41. It is
interesting to note that, irrespective of various initial conditions for five agents, the convergence
can be achieved approximately in 11.12 sec. It can be clearly seen that the change in filtering
coefficient (mi) has almost no effect in terms of achieving consensus. The most important aspect
of the proposed control is that it will provide a second-order consensus, i.e., the velocity v for
each agent will also achieve consensus (ref. Fig.5.42). The corresponding control (Fig.5.43)
to achieve fixed-time consensus is smooth and continuous. The proposed control can bring all
the state trajectories to the sliding surface σ in finite-time and can be clearly seen in Fig.5.44
irrespective of any filtering coefficient mi.
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Figure 5.41: Trajectory of position error xi − x¯ w.r.t t for various mi under the influence of
Lipschitz disturbance.
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Figure 5.42: Trajectory of velocity vi w.r.t t for various mi under the influence of Lipschitz
disturbance.
Robustness Testing: 1: Uncertainties in weight of the edges
The robustness of the proposed controller is tested by varying the weight assignment to various
links. The adjacency matrix for the corresponding analysis can be written as
A =


0 5 0 0 0
5 0 5 0 0
0 5 0 5 5
0 0 5 0 0
0 0 5 0 0


As we can see, the weights are increased to five times greater than that of the previous case. By
keeping all the simulation parameters similar, it can be seen that the consensus is still achieved
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Figure 5.43: Trajectory of control ui w.r.t t when mi = 40, using eqn.(5.93) under the influence
of Lipschitz disturbance.
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Figure 5.44: Trajectory of sliding surface σ w.r.t t for various mi, using eqn.(5.80) under the
influence of Lipschitz disturbance.
in 11.12 sec. (ref Figs.5.45-5.47).
2: Uncertainties in orientation of the edges
In this analysis, we have changed the graph structure as simulated before Fig.5.39. The link
between agent 3 and agent 5 is broken. A new link is established between agent 4 and agent 5
during the simulation. The corresponding adjacency matrix for the graph is given as
A =


0 1 0 0 0
1 0 1 0 0
0 1 0 1 0
0 0 1 0 1
0 0 0 1 0


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Figure 5.45: Trajectory of position xi w.r.t t for various mi under the influence of Lipschitz
disturbance with weighted links.
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Figure 5.46: Trajectory of velocity vi w.r.t t for various mi under the influence of Lipschitz
disturbance with weighted links.
It can be seen from Figs.5.48-5.50 that the proposed control scheme is robust.
Comparison with Existing Finite-time Control: In this section, we have carried out a com-
parison study with a state-of-the-art technique recently published. A detailed comparison is
performed with the proposed method. Fig.5.51 shows the evolution of position trajectory for
various agents. It can be clearly seen that the consensus is achieved appx. 22 sec which is
almost twice than that of the proposed case. The corresponding velocity and control trajecto-
ries are shown in Fig.5.52 and Fig.5.53, respectively. A thorough comparison is made with the
method [Yu et al., 2017] and is tabulated in Table 5.7. It can be seen that in the proposed case,
the margin of error is much less. Moreover, the convergence time (Ts) is appx. half (11.12 sec.)
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Figure 5.47: Trajectory of control ui w.r.t t when mi = 40, using eqn.(5.93) under the influence
of Lipschitz disturbance with weighted links.
than that which was previously reported. The steady-state accuracy (ess) is also improved. In
order to achieve this, the maximum control action is not too much when compared with the
previously reported case [Yu et al., 2017].
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Figure 5.48: Trajectory of position xi w.r.t t for various mi under the influence of Lipschitz
disturbance with links reassignment.
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Figure 5.49: Trajectory of velocity vi w.r.t t for various mi under the influence of Lipschitz
disturbance with links reassignment.
Figure 5.50: Trajectory of control ui w.r.t t when mi = 40, using eqn.(5.93) under the influence
of Lipschitz disturbance with links reassignment.
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Figure 5.51: Trajectory of position xi w.r.t t for various mi under the influence of Lipschitz
disturbance as proposed in [Yu et al., 2017].
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Figure 5.52: Trajectory of velocity vi w.r.t t for various mi under the influence of Lipschitz
disturbance as proposed in [Yu et al., 2017].
Table 5.6: Average control effort ||u||2 comparison
Agents Reported [Yu et al., 2017]||u||2 Proposed ||u||2
1 7.7318× 104 7.5398× 104
2 6.0500× 104 5.9939× 104
3 5.6387× 104 5.5663× 104
4 6.3670× 104 5.7671× 104
5 5.2970× 104 5.2648× 104
Figure 5.53: Trajectory of control ui w.r.t t when mi = 40 under the influence of Lipschitz
disturbance as proposed in [Yu et al., 2017].
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Furthermore, the average control effort in our proposed case is lower than previously reported
and can be seen from Table 5.6.
Table 5.7: Simulated convergence time with control range for various agents
i Finite-time Convergence Scheme [Yu et al., 2017] Fixed-time Convergence Scheme (Proposed)
eminxi e
max
xi Ts ess [umin, umax] e
min
xi e
max
xi Ts ess [umin, umax]
1 -9.5887 2.3458 22.5 10−4 -1140.6,6.0 -7.4492 1.2104 11.1 0 -1395.6,17
2 -4.3242 1.1785 22.5 10−4 -638.59,0.5 -3.4533 0.5975 11.1 0 -722.7,0.5
3 -0.7919 1.7984 22.5 10−4 -666.87,0.5 -0.3842 1.0922 11.1 0 -750.6,0.5
4 -1.4810 6.3548 22.5 10−4 -2206.9,0.5 -0.7031 4.4336 11.1 0 -2221.6,0.5
5 -1.2516 6.7802 22.5 10−4 -1008.6,0.5 -0.7230 6.2537 11.1 0 -1024.3,0.5
5.5 Summary
This chapter has primarily discussed the application of proposed finite/fixed-time SMCs on
various physical systems and the associated challenges. Beginning with Section 5.2, novel con-
trol methodologies have proposed to guarantee finite-time convergence for mechatronic sys-
tems. A novel continuous TOSMC controller has been designed, analysed and verified on
a piezoelectric-driven system in this section. The finite-time convergence property has been
proven via Lyapunov analysis. The performance of the controller has been validated by con-
ducting experimental studies. Moreover, TOSMC has performed better than SOSMC and C-
TOSMC schemes for the motion tracking tasks. Later in this section, an application of a fixed-
time convergent control scheme on an induction motor has been demonstrated. A novel fixed-
time convergent continuous SMC has been proposed for velocity control of IM. The IM has
been controlled by designing the cascaded inner-loop SMC and outer-loop PI velocity con-
troller. The proposed control has been experimentally implemented and the performance has
been verified.
Subsequently, in Section 5.3, the application of the proposed control has been discussed
as an AGC on a multi-area interconnected power system for frequency control. A compari-
son study has been presented with the traditional PI controller to showcase the benefits of the
proposed fixed-time convergent control.
Finally, in Section 5.4, a new decoupled fixed-time convergent scheme has been proposed
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with continuous control for second-order consensus for multiagent systems. A distributed full-
order fixed-time convergent sliding surface has been designed based on the bi-homogeneity
property, under which the sliding mode states are decoupled. The designed control has been
applied on the decoupled sliding-mode states to ensure the trajectories reach the surface in finite-
time. Once the trajectories reach the surface, the control has ensured that they will never leave
the surface and the second-order consensus along the surface has been obtained in fixed-time.
The designed control in this paper has shown to be smooth and has exhibited less chattering,
which is in fact a major challenge in the SMC design. The robustness of the proposed scheme
has been verified in the presence of Lipschitz disturbance and link uncertainties.
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Conclusions
In this chapter, the summary of the research conducted in the thesis and the related findings are
presented and future research directions are recommended.
The motivation of the research in this thesis is the fact that many practical applications
need faster convergence speed with robustness. Therefore, the work in this thesis mainly ex-
plores the existing finite-time convergent SMC strategies and their limitations. Additionally,
it identifies the research opportunity to improve the convergence speed and proposes various
novel algorithms with practical significance and validations.
6.1 Research Summary
In this thesis, three main research questions are identified in Chapter 1. The subsequent chapters
are focused on answering those research questions and finding possible solutions.
1. In Chapter 3, a nested structure of fast terminal sliding surfaces is proposed for the robust
control design for SISO system. The second-order sliding mode is realised by using the
twisting algorithm. The proposed method will give finite-time convergence to all state
variables, provided the condition on the sliding surface design is satisfied. The robustness
of the proposed control structure is tested in the presence of disturbance. The designed
control is bounded all the time and can be practically implemented to any order plant.
Subsequently, a continuous control algorithm for second-order system with Lipschitz (in
time) uncertainties is proposed. The proposed algorithm is verified for a second-order
plant using simulations and is generalised for arbitrary-order plant. The mathematical
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correctness is proven using a non-quadratic homogenous Lyapunov function for second-
order plant.
2. Chapter 4 discusses a novel fixed-time convergent sliding surface for second-order plant.
A non-singular control law is derived giving rise to fixed-time reaching. The total conver-
gence time is estimated and the stability analysis is carried out using Lyapunov approach.
Subsequently, a full-order continuous sliding mode strategy is proposed, guaranteeing
fixed-time convergence for arbitrary-order systems. The effectiveness of the proposed
scheme is shown by comparing it with a number of well known methods. The proposed
control structure is continuous in nature, i.e., free from chattering and could find its ap-
plication in many practical systems. Finally, a second-order predefined-time convergent
algorithm is proposed for the first time. The main advantage of this algorithm is demon-
strated by constructing a robust predefined-time differentiator and observer. Prescribed-
time convergence of the suggested algorithm is proven by quadratic and strict Lyapunov
function. The efficacy of the proposed scheme is validated in simulation results by com-
paring with two popular second-order algorithms.
3. Chapter 5 primarily focuses on discussing various applications of the aforementioned pro-
posed algorithms. In this chapter, a novel continuous TOSMC controller is designed for
the piezo-driven motion device. The designed strategy is verified by conducting exper-
imental studies. In particular, TOSMC is able to achieve promising positioning perfor-
mance for the piezoelectric-driven system without modeling the hysteresis nonlinearity
and without acquiring the upper bound of the model uncertainty, which facilitates a rapid
prototyping of control system for the piezo-driven motion device. Later, a novel fixed-
time convergent SMC is proposed for velocity control of IM. The applied control is based
on super-twisting like algorithm. Moreover, the control is continuous. The IM is con-
trolled by designing the cascaded inner-loop SMC and outer-loop PI velocity controller
in the presence of operational constraints. The proposed control is experimentally imple-
mented and the performance is verified. In the subsequent section, a control methodology
to guarantee fixed-time convergence for a power system network is developed. The pro-
posed controller not only improves the control performance, but also reduces the cost of
control. When applied to power systems, the proposed FTSM provides faster conver-
gence in the presence of disturbances in comparison to the traditional approach, which
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uses linear PI-based controllers. The price for improved response is paid in terms of the
increase in control effort during the transient period. However, the transient phase does
not last long because of the faster convergence provided by the control, and thus the over-
all performance is improved. Finally, a new decoupled fixed-time convergent scheme is
proposed with continuous control for second-order consensus for multiagent systems. A
distributed full-order fixed-time convergent sliding surface is designed based on the bi-
homogeneity property, under which the sliding mode states are decoupled. The designed
control is applied to the decoupled sliding-mode states to ensure the trajectories reach the
surface in finite-time. Once the trajectories reach the surface, the control ensures that they
never leave the surface and the second-order consensus along the surface is obtained in
fixed-time. The designed control in this paper is smooth and free from any severe chatter-
ing, which is in fact a major challenge in the SMC design. The robustness of the proposed
scheme is verified in the presence of Lipschitz disturbance and link uncertainties.
6.2 Future Research
6.2.1 Arbitrary-order SMC with Continuous Control
Arbitrary-order SMC design is a significantly popular field of research. Up until the present
day, only two such methods are reported in literature [Levant, 2005] [Ding et al., 2016] by
Levant et al. However, the control structure in those cases are discontinuous. STA is the only
continuous robust second-order algorithm preserving all the properties of FOSMC. However,
no such structure is proposed yet for higher-order systems. In this thesis, a solution for the
aforementioned problem is attempted. However, the stability proof is incomplete, and it stands
as a potential direction of future research.
6.2.2 Redesigning of SMC for Piezoelectric setup with Hysteresis Model-
ing
The disturbance that is primarily going to affect the piezoelectric-driven system is the hysteresis
effect. Moreover, it is unmatched. Hence, its estimation and cancelation is necessary so as to
ensure overall closed loop stability. Moreover, periodic signal models for hysteresis should
be considered while tracking periodic references. The tracking accuracy gets worse as the
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frequency of the operation increases because, in this case, the hysteresis effect actually distorts
the shape of the natural sinusoid. Therefore, the consideration of hysteresis models becomes
more necessary. In our case, the frequency of the operations are chosen to be up to 50 Hz.
Therefore, without even considering the hysteresis model, a lumped disturbance estimation
based approach gives satisfactory results as described in Chapter 5. However, in the near future,
for higher frequency operations, hysteresis model-based compensation techniques do need to
be considered in order to achieve better control accuracy.
6.2.3 Higher-order Predefined-time Algorithm Proposal
As discussed earlier, the upper bound of the estimated convergence time in case of fixed-time
convergence is very large. There is in fact no direct relationship between the the system param-
eters and the actual convergence time. This makes it immensely difficult to tune the parameters
in order to get a desired convergence speed. To overcome this limitation, the predefined-time
convergence algorithm is proposed where there exists a close relationship between the system
parameters and the actual obtained convergence time. Arbitrary-order predefined-time algo-
rithm is still an unsolved issue in literature and the solution to this can be a significant theoretical
contribution.
6.2.4 Validation of the Proposed Fixed-time Algorithm for Power Systems
on A Realtime Simulation Platform
As discussed in Chapter 5, the proposed fixed-time control for power systems works very ef-
fectively in the MatLab Simulink environment. However, while performing simulations, many
dynamics that are the inherent part of the power systems such as generators dynamics, various
generating stations (i.e., wind, solar, hydro etc.) are not captured. Therefore, the effectiveness
of the proposed scheme cannot be guaranteed in realtime application. DIgSILENT is a pow-
erful software providing important tools for realtime power systems simulation, and is widely
used in power industries. The future direction of our research is focused on implementing the
proposed controllers in this software platform to test the performance.
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6.2.5 Achieving Second-order Fixed-time Consensus in A Directed Net-
work with Heterogenous Node Dynamics
The network considered in this thesis is primarily a homogenous undirected graph. However,
the complexity of the network increases with the assigned direction of information exchange.
Moreover, the assumption of homogenous node dynamics is sometimes infeasible. Therefore,
it is necessary to investigate the performance of the proposed controller in the presence of het-
erogenous dynamics. Networks of such dimensions often suffer delays. In this thesis, network
delays such as delay in the input and delay in the information exchange between nodes is not
considered, which also constitutes a potential direction of future research.
6.3 Closure
In this thesis, various faster convergent switching control schemes have been discussed for
a generalised nonlinear dynamical system. Moreover, many experimental studies have been
conducted to validate the theoretical findings. The effectiveness of the proposed methodologies
in increasing the convergence speed with minimum operational cost and improving control
performance has been demonstrated through theoretical mathematical analysis and verified in
simulation studies.
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