In this study, the performances of the decision tree forest and group method of data handling for evaluation scale of the severity (SEV) of ill effect for fishes were investigated. The independent variables were concentration of suspended sediment (SS), species, life stage, and duration of exposure. This study is based on 198 data of aquatic ecosystem quality over a wide range of sediment concentrations (1-500,000 mg SS/L) and durations of exposure (1-35,000 h). Results showed that exposure duration is the most important factor on SEV, and based on the results, this alternative approach is better than traditional regression models with a higher recognition rate, forecast accuracy, and strong practical value.
INTRODUCTION
The sudden release of large volumes of sediment may create serious problems downstream, such as channel aggradations and flooding, interference with water supply and cooling water intakes, as well as adverse impacts on fisheries and the environment (Morris ; Scheuerlein ).
MacDonald & Newcombe () grouped effects of suspended sediment (SS) on fish into three categories: lethal, sublethal, and behavioral. These categories include the following:
• Lethal effects kill individual fish, alter populations, and decrease the capacity of fish to reproduce. They include sublethal and behavioral effects that give rise to reductions in population size.
• Sublethal effects include tissue injury or changes in the physiology of an organism. The effect is chronic and may lead to an eventual decline in population size.
• Behavioral effects are effects that result in any change in activity normally associated with a species in an undisturbed environment. These changes may result in immediate death, or changes in population size, or death over time.
Newcombe & Jensen () developed a risk index and presented six regression equations for management decisions that relate biological response to duration of exposure and SS concentration. The equations all have the form: z ¼ a þ b(ln(x)) þ c(ln(y)), where z is severity of ill effect, x is duration of exposure (h), y is concentration of SS (mg SS/L), a is the intercept, and b and c are slope coefficients. However, the study provided primary available estimates of the onset of sublethal and lethal effects. They applied regression models as a method to estimate severity (SEV) and have difficulty in showing the important factors affecting SEV. In addition, it is likely that the assumptions that are made in a regression model may be violated in the case when the data of diseases or disorders are used in the model, because linear regression models need assumptions to be made, including assumptions about the linearity, normality, homoscedasticity of the data, etc. (Byeon ).
As mentioned above, the prediction of significant ill effect for fishes that is essentially an uncertain and random process is not easy to accomplish by using deterministic equations. Therefore, it is ideally suited to decision tree forest (DTF) and group method of data handling (GMDH) since they are primarily aimed at the recognition of a random pattern in a given set of input values. Decision tree forest and GMDH are helpful in predicting the value of the output of a system from its corresponding random inputs as the application of DTF and GMDH does not require knowledge of the underlying physical process as a precondition. In this study, DTF and GMDH were deployed to evaluate the impact of concentration of SS, species, life stage, and duration of exposure on a scale of the SEV of ill effect for fishes. This paper is prepared as follows. The next section describes the experimental setup and data set, followed by a section detailing DTF and GMDH, a section describing the results and statistical error analysis, and the final section provides a summary and conclusions.
MATERIAL Data set and experimental setup
In this study, we provide information (198 data) about aquatic ecosystem quality over a wide range of sediment concentrations, durations of exposure species, life stage, and severity of ill effect for fishes (Table 1) . Supporting data extracted from the review included taxonomic group, species of fish, natural history, life history phase, and sediment particle size range.
As previously (MacDonald & Newcombe ; Newcombe ) and in a nearly identical way, we scored qualitative response data along a semiquantitative ranking scale (Table 1) . Superimposed on a 15-point scale (0-14)
were four major classes of effect: (1) nil effect, (2) behavioral effects, (3) sublethal effects (a category that also includes effects such as short-term reduction in feeding success), and (4) lethal effects (direct mortality, or its paralethal surrogates-reduced growth, reduced ash density, habitat damage such as reduced porosity of spawning gravel, delayed hatching, and reduction in population size). When these various effects could be compared directly, pollution episodes associated with sublethal or lethal effects also degraded habitat and reduced population size, which is why these seemingly disparate ill effects are grouped together in the hierarchy. For events between the extremes of nil effect and 100% mortality, we assumed for modeling purposes that the severity-of-ill effects (SEV for 'severity') scale represents proportional differences in true effects (Table 2) . In this study, we define dose as concentration of SS times duration of exposure; dose has the units mg SS h L À1 . Single decision tree (SDT), which is the basis of data presentation in this study, encompasses all combinations of sediment concentration
(1-500,000 mg SS/L) and exposure duration (1-35,000 h).
Except when it refers specifically to duration, we use 'exposure' broadly to include dose, particle size, and other potential contributors to stress on fishes. In most cases, data on particle shape and roughness and on water temperature were lacking.
METHOD Decision tree forest
A DTF can be used to evaluate the sensitivity of parameters or parameter combinations. A DTF is an ensemble of SDTs whose predictions are combined to make the overall prediction for the forest (Figure 1 ). In DTF, a large number of independent trees are grown in parallel, and they do not interact until after all of them have been built (Kunwar et al. ) . Bootstrap resampling method (Efron ) and aggregating are the basis of bagging which is incorporated in DTF.
Different training subsets are drawn at random with replacement from the training data set. Separate models are produced and used to predict the entire data from the aforesaid subsets. Then, various estimated models are aggregated by using the mean for regression problems or majority voting for classification problems. Theoretically, in bagging, first a bootstrapped sample is constructed as
where D i * is a bootstrapped sample according to the empirical distribution of the pairs
, where (i ¼ 1, 2, … ; n). Second, the bootstrapped predictor is estimated by the plug-in principle
where
and h n is the nth hypothesis. Finally, the bagged predictor is
Bagging can reduce variance when combined with the base learner generation with a good performance. The DTFs gaining strength from bagging technique use the out of bag data rows for model validation. This provides an independent test set without requiring a separate data set or holding back rows from the tree construction. The stochastic element in DTF algorithm makes it highly resistant to over-fitting.
Statistical measures such as the coefficient of variation, the normalized mean square error (NMSE), the correlation between actual and predicted, root mean squared error (RMSE), and mean squared error were employed for qualitative evaluation of the models.
Group method of data handling
Group method of data handling is an evolutionary computation technique, which has a series of operations such as seeding, rearing, crossbreeding, and selection and rejection of seeds correspond to determination of the input variables, structure and parameters of the model, and selection of model by principle of termination (Ivahnenko ) . In fact, the GMDH network is a very flexible algorithm, and it can be hybridized by using evolutionary and iterative algorithms such as genetic algorithm, genetic programming, the next layer. Such representation can be used in modeling to map inputs to outputs. The formal definition of system identification problem is to find a functionf that can be used to approximate instead of actual function f, in order to predict the outputŷ for a given input vector X ¼ (x 1 , x 2 , … , x n ) as close as possible to its actual output y. Therefore, given n observation of multi-input single-output data pairs so that
It is now possible to train a GMDH network to predict the output valuesŷ i for any given input vector
The problem is now to determine a GMDH network so that the square of difference between the actual output and the predicted one is minimized, that is,
General connection between inputs and output variables can be expressed by a complicated discrete form of the Volterra function, a series in the form of
which is known as the Kolmogorov-Gabor polynomial (Farlow ) . The polynomial order of PDs is the same in each layer of the network. In this scenario, the order of the polynomial of each neuron is maintained across the entire network. For example, assume that the polynomials of the neurons located at the first layer are those of the second order (quadratic)
Here, all polynomials of the neurons of each layer of the network are the same, and the design of the network is weighting coefficients in Equation (7) were calculated using regression techniques so that the difference between actual output y and the calculated oneŷ for each pair of x i ; x j as input variables was minimized. In this way, the weighting coefficients of quadratic function G i were obtained to optimally fit the output in the whole set of input-output data pairs, that is,
RESULTS AND DISCUSSION
In this section of the study, DTF and GMDH were developed to evaluate the effect of sediment on aquatic ecosystems, and results were compared against linear regression models. In the first step, DTF was used to assess the relative importance of variables on SEV. Here is an outline of the algorithm used to construct a DTF:
(1) take a random sample of N observations from the data set with replacement (this is called 'bagging'); (2) using the rows selected in step 1, construct a decision tree. Build the tree to the maximum size and do not prune it; (3) repeat steps 1 and 2 a large number of times, constructing a forest of trees; (4) to 'score' a row, run the row through each tree in the forest and record the predicted value (i.e., terminal node) that the row ends up in (just as you would score using a single-tree model). For a classification analysis, use the predicted categories for each tree as 'votes' for the best category and use the category with the most votes as the predicted category for the row.
As can be seen (Table 3) , exposure duration is the most important factor on SEV. Statistical measures, such as the NMSE, the correlation between actual and predicted, RMSE, and mean absolute percentage error were employed for qualitative evaluation of the models (Table 4 ).
In the second step, the steps discussed in the section 'Group method of data handling' are used to design a GMDH model to predict the SEV. In this section, the GMDH network was improved using back propagation algorithm. This method included the two main steps. First, the weighting coefficients of quadratic polynomial were determined using least square method from input layer to output layer in the form of a forward path. Second, weighting coefficients were updated using back propagation algorithm in a backward path. Again, this mechanism could be continued until the error of training network (E) was minimized. Two sets of input data are used during the training process: (1) the primary training data and (2) the control data which are used to stop the building process when over-fitting occurs. The control data typically have about 20% as many rows as the training data. Two hidden layers were considered for each model. To genetically design such networks, a population of 10 individuals with a crossover probability of 0.7, mutation probability of 0.07, and 600 generations was used; it appeared that no further improvement could be achieved for such a population size. Equations (10)- (14) and Figures 2-6 show the results from this method to predict the SEV. We also performed t-tests and p-tests to test whether the difference between where x is mg/L and y is hours. Correlation between actual and predicted was employed for qualitative evaluation of the models. It can be seen that when the results generated by GMDH were compared with traditional regression models, the GMDH was more accurate with higher recognition rate with minimal errors and forecast accuracy and strong practical value in predicting the SEV (correlation between actual and predicted for GMDH method ¼ 0.8673 and correlation between actual and predicted for traditional regression (from Equations (15)-(19) ¼ 0.6160 on average).
SUMMARY AND CONCLUSIONS
In this study, DTF and GMDH were used successfully for prediction of SEV based on concentration of SS and duration of exposure on fishes. Decision tree forest employed for evaluation the relative importance of variables on SEV.
The results show that exposure duration is the most important parameter on SEV. Group method of data handling network was designed by trial-and-error method featuring back propagation algorithm, and minimum error of each network was met. Group method of data handling proposed five equations for evaluation of SVE. Results showed that combinations of iterative and evolutionary algorithms with the GMDH network provided better prediction of SEV than traditional equations.
