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1 Introduction
Backward stochastic differential equations(BSDEs) was first introduced by Pardoux and
Peng [8] in the classical linear expectation case. Since then on, a lot of works have been
devoted to study BSDE theory and its applications.
Based on BSDE theory, Peng [9] introduced the notion of g-expectation and conditional
g-expectation which is the first dynamically consistent nonlinear expectation.
Then Peng [10] introduced the notion of G-expectation, which is a more general dynam-
ically consistent nonlinear expectation, and the concept of G-Brownian motion, and then
established the related stochastic calculus. The theory of G-expectation is intrinsic in the
sense that it is not based on a given (linear) probability space, and it takes the probability
uncertainty into consideration. Drift uncertainty and volatility uncertainty are two typical
situations of probability uncertainty. G-Brownian motion has a very rich and interesting
new structure which non-trivially generalizes the classical Brownian motion. G-expectation
theory has developed rapidly since the initial paper Peng [10]. Peng [11, 13, 14] studied
the central limit theorem under sublinear expectations and obtained that the limit distri-
bution exists and is just the G-normal distribution. Peng [12] and Peng [15] systematically
developed the stochastic calculus under G-expectation. Xu and Zhang [19] studied the Itoˆ’s
integral with respect to G-martingales and the Le´vy characterization of G-Brownian mo-
tion. Gao [3] studied the path properties of the solutions of G-SDEs. Hu and Peng [5]
studied G-Le´vy processes. Li and Peng [7] studied the Itoˆ’s integral without the condition
of quasi-continuous and on stopping time interval, and generalized the Itoˆ’s formula to gen-
eral C1,2-function. Denis, Hu and Peng [2] and Hu and Peng [5] studied the representation
theorem of G-expectation and its application to G-Brownian motion paths. Soner, Touzi
and Zhang [17], Song [18], Hu and Peng [6], and Peng, Song and Zhang [16] studied the
G-martingale representation theorem.
G-Brownian motion has independent increments with identical G-normal distributions
which means it can characterize the volatility uncertainty. And a very interesting new phe-
nomenon is that its quadratic process generally is not a deterministic process but a stochastic
1
process which also has independent increments with identically maximal distributions. So
the stochastic differential equations driven by G-Brownian motion(G-SDEs) of the following
form
Xs = b(s,Xs)ds+ h(s,Xs) : d〈B〉s + θ∗(s,Xs)dBs, t ∈ [0, T ]
will carry the characteristic of both mean uncertainty and volatility uncertainty. Peng [10]
proved the existence and uniqueness of the solutions of such G-SDEs. Gao [3] gave some
moment estimates and Ho¨lder continuity results of the solution of G-SDEs. However the
corresponding problems for backward stochastic differential equations are not completely
solved. Peng [15] give partial results to this direction, i.e., the following type of G-BSDE:
Yt = E[ξ +
∫ T
t
f(s, Ys)ds+
∫ T
t
h(s, Ys) : d〈B〉s | Ωt], t ∈ [0, T ].
has a unique solution if the coefficients f, h satisfies Lipschitz condition. Hu, et al (2012)
prove the existence and uniqueness result of the following G-BSDE
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+
∫ T
t
g(s, Ys, Zs) : d〈B〉s −
∫ T
t
Z∗sdBs − (KT −Kt)
by applying the partition of unity theorem to construct a new type of Galerkin approxima-
tion.
The aim of this paper is to give some kind of apriori estimates of G-BSDE
Yt = ξ+
∫ T
t
f(s, Ys, Zs, ηs)ds+
∫ T
t
g(s, Ys, Zs, ηs) : d〈B〉s−
∫ T
t
Z∗sdBs+
∫ T
t
G(ηs)ds−1
2
∫ T
t
ηs : d〈B〉s.
or, equivalently, the differential form
−dYt = f(t, Yt, Zt, ηt)dt+ g(t, Yt, Zt, ηt) : d〈B〉t − Z∗t dBt +G(ηt)dt−
1
2
ηt : d〈B〉t, YT = ξ,
and under a very strong condition, we get the G-martingale representation theorem, and the
existence and uniqueness of the solution (Y, Z, η).
The rest of this paper is organized as follows. In section 2, we introduce the notations
and definitions. In section 3, we give some kind of apriori estimates. In section 4, under
a very strong condition, we get the G-martingale representation theorem and the existence
and uniqueness results of the solutions of G-BSDEs.
2 Preliminaries
For any n× d dimensional matrices γ, γ˜, define
γ : γ˜ := tr(γ∗γ˜), |γ| := √γ : γ,
where γ∗ denotes the transpose of γ.
For a dimension d, let Rd, Sd, and Dd denote the sets of d-dimensional column vectors,
d × d-symmetric matrices, and d × d-diagonal matrices respectively. For σ1, σ2 ∈ Sd, σ1 ≤
σ2(resp. σ1 < σ2) means that σ2 − σ1 is nonnegative(resp. positive) definite, and we denote
by [σ1, σ2] the set of σ ∈ Sd satisfying σ1 ≤ σ ≤ σ2. For ξ1, ξ2 ∈ Rd, ξ1 ≤ ξ2 means that
each element of ξ1 is less or equal to that of ξ2, that is ξ1i ≤ ξ2i , i = 1, . . . , d. We use 0 to
denote the d-dimensional zero vector or zero matrix, and Id the d× d identity matrix. And
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for γ, γ˜ ∈ Sd, we have
|γ : γ˜| ≤ |γ||γ˜|, and− γ ≤ γ˜ ≤ γ implies that |γ˜| ≤ |γ|.
Let Rn×d×d denote all η = (η1, . . . , ηn)∗ with ηi, i = 1, . . . , n being d × d matrices.
When ηi, i = 1, . . . , n are symmetric matrices, we use Sn×d×d instead of Rn×d×d, when
ηi = diag(ηi;1, . . . , ηi;d), i = 1, . . . , n are diagonal matrices, we use Dn×d×d instead of Sn×d×d,
and when n = 1, we use Dd instead of D1×d×d. For any symmetric matrix γ, define
η : γ = (η1 : γ, . . . , ηn : γ)∗,
with ηi : γ = tr((ηi)∗γ), i = 1, . . . , n. Now we define an operator ·, such that
η · θ =
n∑
i=1
(ηi)∗θi, if η, θ ∈ Rn×d×d,
ξ · η = η · ξ =
n∑
i=1
ξiηi, if ξ ∈ Rn, η ∈ Rn×d×d,
and
ξ · η : γ =
n∑
i=1
ξiηi : γ, if ξ ∈ Rn, η ∈ Rn×d×d, γ ∈ Sd.
Define
|η| =
√√√√ n∑
i=1
ηi : ηi, if η ∈ Rn×d×d,
and G(η) = (G(η1), . . . , G(ηn))∗ where
G(ηi) :=
1
2
sup
σ2∈[σ2,σ¯2]
(σ2 : ηi).
Let Ω = C([0,∞],Rd), F = B(Ω). G-expectation E is a sublinear expectation on the
canonical space Ω such that the canonical process B is a G-Brownian motion. We assume
the increment Bt+s−Bt is N({0}×Σs)-distributed, for each t, s ≥ 0, where Σ is a bounded,
convex and closed subset of Sd.
Define
G(A) :=
1
2
E[〈AB1, B1〉] = 1
2
sup
σ2∈Σ
tr[Aσ2], A ∈ Sd.
We assume Bt = (B
1
t , . . . , B
d
t )
∗ satisfies that for each fixed t, Bit, i = 2, . . . , n is in-
dependent from Bi−1t , . . . , B
1
t . Then it is easy to prove that the matrices in Σ will be
diagonal matrices, i.e., any σ2 ∈ Σ, σ2 = diag(σ211, . . . , σ2nn), with σ2ii ∈ [σ2ii, σ¯2ii], where
σ2ii = −E[−Bi1Bi1], σ¯2ii = E[Bi1Bi1]. In the following, we denote σ2 = diag(σ211, . . . , σ2nn), and
σ¯2 = diag(σ¯211, . . . , σ¯
2
nn).
Assume B˜ is another G-Brownian motion without the independence assumption, then
B˜t+s − B˜t ∼ N({0} × Σ˜s) where Σ˜ is a bounded, convex and closed subset of Sd. Define
G˜(A) :=
1
2
E˜[〈AB˜1, B˜1〉] = 1
2
sup
Q∈Σ˜
tr[AQ], A ∈ Sd.
Denote Q = (qij), Q = (qij), Q¯ = (q¯ij), where qij = inf qij = −E[−B˜i1B˜
j
1], q¯ij = sup qij =
E[B˜i1B˜
j
1].
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Denote Xi = B
i
1, i = 1, . . . , d and X = (X1, . . . , Xd)
∗. Let P be a matrix, and let
Y = PX , then
1
2
E[〈AY, Y 〉] = 1
2
E[〈APX,PX〉] = 1
2
E[〈P ∗APX,X〉]
=
1
2
sup
σ2∈Σ
tr(P ∗APσ2) = G(P ∗AP ).
We let the elements in matrix A = (aij) take the following values. For given i, j = 1, . . . , d,
we let aij = aji = 1, akl = 0, if k, l = 1, . . . , n, (k, l) 6= (i, j) and (j, i), and then
sup
σ2∈Σ
n∑
l=1
(pilpjl + pjlpil)σ
2
ll = 2E[YiYj], i, j = 1, . . . , d. (2.1)
If we let the 1 in above procedure be replaced by −1, then we get
inf
σ2∈Σ2
n∑
l=1
(pilpjl + pjlpil)σ
2
ll = −2E[−YiYj], i, j = 1, . . . , d. (2.2)
So as long as there exist matrix P and diagonal matrices set Σ such that (2.1) and (2.2) hold,
we can construct random vector B˜1 = Y = PX whose covariance matrices set is Σ˜ such that
any Q = (qij) ∈ Σ˜, qij ≤ qij ≤ q¯ij where qij = inf qij = −E[−B˜i1B˜
j
1], q¯ij = sup qij = E[B˜
i
1B˜
j
1].
We denote Q = (q
ij
), Q¯ = (q¯ij).
So in this paper we assume for each fixed t, Bit, i = 2, . . . , d is independent fromB
i−1
t , . . . , B
1
t .
Hence Σ is bounded, convex and closed subset of diagonal matrices Dd.
Let 〈B〉 denote the quadratic variation of B such that BB∗ − 〈B〉 is a G-martingale.
Since for each fixed t, Bit, i = 2, . . . , d is independent from B
i−1
t , . . . , B
1
t , we can let 〈B〉t be
a diagonal matrix for every t.
For each fixed T ≥ 0, let
Lip(ΩT ) := {ϕ(Bt1 , Bt1 , . . . , Btn) : ∀n ≥ 1, t1, . . . , tn ∈ [0, T ], ∀ϕ ∈ Cl,Lip(Rd×n)}.
For fixed p ≥ 1, define a norm on Lip(ΩT )
‖ ξ ‖p
L
p
G
(ΩT )
= (E[|ξ|p]) 1p ,
and denote LpG(ΩT ) be the closure of Lip(ΩT ) under the norm ‖ · ‖LpG(ΩT ).
Lp denote the Banach space under the norm ‖ X ‖p:= (E[|ξ|p])
1
p .
Denote Mp,0G be the space with appropriate dimension of elementary process, θt =∑n−1
i=0 θti1[ti,ti+1)(t) with each component of θti being in L
p
G(Ωti). Define norm
‖ θ ‖p
M
p
G
= E[
∫ T
0
|θt|pdt], θ ∈Mp,0G ,
and let MpG denote the closure of M
p,0
G under the norm ‖ · ‖pMp
G
.
In the following, denote MpG(R
d)(respectively, MpG(R
d×n) and MpG(R
n×d×d)) the complete
normed space under the norm ‖ · ‖Mp
G
with Rd(respectively, Rd×n and Rn×d×d)-valued pro-
cesses.
For β > 0 and η ∈M2G, we let M2,βG denote the space M2G endowed with the norm
‖ η ‖
M
2,β
G
:=
{
E[
∫ T
0
eβt|ηt|2dt]
} 1
2
.
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It is proved in Denis, Hu and Peng [2] that there exists a weakly compact family P of
probability measures defined on (Ω,B(Ω)) such that
E[X ] = sup
P∈P
EP [X ], for X ∈ Lip(Ω) =
∞⋃
n=1
Lip(Ωn).
The natural choquet capacity is defined as
c(A) := sup
P∈P
P (A), for A ∈ B(Ω).
DEFINITION 2.1. A set A is polar if c(A) = 0 and a property holds “quasi-surely” (q.s.)
if it holds outside a polar set.
Let’s denote σ2min = min1≤i≤d σ
2
i , and σ¯
2
max = max1≤i≤d σ¯
2
i .
3 Some Apriori Estimates of G-BSDEs
Consider the following G-BSDE
Yt = ξ+
∫ T
t
f(s, Ys, Zs, ηs)ds+
∫ T
t
g(s, Ys, Zs, ηs) : d〈B〉s−
∫ T
t
Z∗sdBs+
∫ T
t
G(ηs)ds−1
2
∫ T
t
ηs : d〈B〉s,
(3.1)
or, equivalently,
−dYt = f(t, Yt, Zt, ηt)dt+g(t, Yt, Zt, ηt) : d〈B〉t−Z∗t dBt+G(ηt)dt−
1
2
ηt : d〈B〉t, YT = ξ, (3.2)
where
The terminal value is an FT -measurable random variable, ξ : Ω 7→ Rn.
The generator f maps Ω×R+×Rn×Rd×n×Dn×d×d onto Rn and is B⊗Bn⊗Bd×n⊗Bn×d×d-
measurable.
The generator g maps Ω×R+×Rn×Rd×n×Dn×d×d onto Dn×d×d and is B⊗Bn⊗Bd×n⊗
Bn×d×d-measurable.
Here B is the σ-field of predictable sets of Ω× [0, T ].
Suppose that ξ ∈ L2G(ΩT ), f(·, y, z, η), g(·, y, z, η) ∈ M2G for each y ∈ Rn, z ∈ Rd×n, η ∈
Dn×d×d, and f, g are uniformly Lipschitz; i.e., there exists C > 0 such that for every t
|f(ω, t, y1, z1, η1)− f(ω, t, y2, z2, η2)| ≤ C(|y1 − y2|+ |z1 − z2|+ |η1 − η2|), ∀(y1, z1, η1), ∀(y2, z2, η2),
|g(ω, t, y1, z1, η1)− g(ω, t, y2, z2, η2)| ≤ C(|y1 − y2|+ |z1 − z2|+ |η1 − η2|), ∀(y1, z1, η1), ∀(y2, z2, η2).
Then we say (ξ, f, g) are standard parameters for the G-BSDEs.
LEMMA 3.1. ∀η ∈M1G(Dn×d×d), ∀0 ≤ t ≤ s ≤ T , we have
|
∫ s
t
ηr : d〈B〉r| ≤ K
∫ s
t
|ηr|dr, (3.3)
∫ s
t
(ηr)
+ : σ2dr−
∫ s
t
(ηr)
− : σ¯2dr ≤
∫ s
t
ηr : d〈B〉r ≤
∫ s
t
(ηr)
+ : σ¯2dr−
∫ s
t
(ηr)
− : σ2dr, (3.4)
where K is a constant, η+ = ((η1)+, . . . , (ηn)+)∗ with (ηi)+ = diag((ηi1)
+, . . . , (ηid)
+), i =
1, . . . , n, and η− = ((η1)−, . . . , (ηn)−)∗ with (ηi)− = diag((ηi1)
−, . . . , (ηid)
−), i = 1, . . . , n.
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Proof. Notice that the terms in (3.4) are vectors, and the inequalities are for every
elements of the vectors. It is easy to prove that (3.3) and (3.4) hold for η ∈ M1,0G (Dn×d×d).
Continuously extend them to the case η ∈M1G(Dn×d×d) and we get (3.3) and (3.4).
THEOREM 3.2. θ, ζ ∈ M2G, θs, ζs are continuous quasi-surely about s, and ‖ θ ‖M2G, ‖
ζ ‖M2
G
6= 0. Then there exists a sequence of β(i)→∞, as i→∞, such that
lim
i→∞
E[
∫ T
t
eβ(i)sθ2sds]
β(i)E[
∫ T
t
eβ(i)sζ2sds]
= 0. (3.5)
Proof. ∀θ ∈ M2G, there exists θn
M2G−−→ θ, n → ∞, with θns =
∑Nn−1
i=0 θ
n
sni
1[sn
i
,sn
i+1)
(s),
θnsni
∈ L2(Ωsni ), sn0 = t, snNn = T . Then
lim
n→∞
E[
∫ T
t
eβs(θns )
2ds] = E[
∫ T
t
eβsθ2sds], ∀β > 0.
And
E[
∫ T
t
eβs(θns )
2ds]
=E[
∫ T
t
eβs
Nn−1∑
i=0
(θnsni )
21[sni ,sni+1)(s)ds]
=E[
Nn−1∑
i=0
(θnsni )
2
∫ sni+1
sni
eβsds]
≤ max
0≤i≤Nn−1
E(θnsni )
2
∫ T
t
eβsds.
Let Cn = max
0≤i≤Nn−1
E(θnsni )
2. Since ‖ θ ‖M2
G
6= 0, there exists n large enough such that Cn 6= 0,
and
E[
∫ T
t
eβs(θns )
2ds] ≤ Cn
∫ T
t
eβsds.
By the same reason, there exists ζ¯n
M2G−−→ ζ, n → ∞, with ζ¯ns =
∑Mn−1
i=0 ζ¯
n
sn
i
1[sni ,sni+1)(s),
ζ¯nsni
∈ L2(Ωsni ), sn0 = t, snNn = T , such that
lim
n→∞
E[
∫ T
t
eβs(ζ¯ns )
2ds] = E[
∫ T
t
eβsζ2sds], ∀β > 0.
Let (ζns )
2 =
∑Mn−1
i=0 (ζ¯
n
sni
)21[sni ,sni+1)(s) +
1
n
. Then (ζns )
2 ≥ 1
n
, n = 1, 2, . . ., and
lim
n→∞
E[
∫ T
t
eβs(ζns )
2ds] = E[
∫ T
t
eβsζ2sds], ∀β > 0.
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Let Dn = − max
0≤i≤Mn−1
{E[−(ζnsni )2]}. Then 0 < Dn <∞, and
Dn
∫ T
t
eβsds− E[
∫ T
t
eβs(ζns )
2ds]
≤E[Dn
Mn−1∑
i=0
∫ sni+1
sni
eβsds−
Mn−1∑
i=0
(ζnsni )
2
∫ sni+1
sni
eβsds]
≤
Mn−1∑
i=0
[Dn + E[−(ζnsni )
2]
∫ sni+1
sni
eβsds]
≤0.
Hence
E[
∫ T
t
eβs(ζns )
2ds] ≥ Dn
∫ T
t
eβsds, n = 1, 2, . . . .
Let
Bβn =
E[
∫ T
t
eβs(θns )
2ds]
βE[
∫ T
t
eβs(ζns )
2ds]
.
Then
Bβn ≤
Cn
∫ T
t
eβsds
βDn
∫ T
t
eβsds
=
Cn
βDn
.
For any n ∈ N such that Cn 6= 0, let
β(n) = n
Cn
Dn
> 0, (3.6)
then
Bn =
E[
∫ T
t
eβ(n)s(θns )
2ds]
β(n)E[
∫ T
t
eβ(n)s(ζns )
2ds]
≤ 1
n
. (3.7)
Denote
Tn =
E[
∫ T
t
eβ(n)sθ2sds]
β(n)E[
∫ T
t
eβ(n)sζ2sds]
,
ln =
E[
∫ T
t
eβ(n)s(θns )
2ds]
E[
∫ T
t
eβ(n)sθ2sds]
,
mn =
E[
∫ T
t
eβ(n)s(ζns )
2ds
E[
∫ T
t
eβ(n)sζ2sds]
.
Then
Tn =
mn
ln
Bn. (3.8)
We say ln, n = 1, 2, . . . is bounded. Otherwise there exists subsequence lni →∞, i→∞,
which means
E[
∫ T
t
eβ(ni)s(θ
ni
s )
2ds]
E[
∫ T
t
eβ(ni)sθ2sds]
→ ∞, i → ∞. Then for any M > 1, there exist I > 0, such
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that when i > I,
E[
∫ T
t
eβ(ni)s(θnis )
2ds] > ME[
∫ T
t
eβ(ni)sθ2sds] > 0.
Let θ¯nis =
∑Nn−1
i=0 θsni 1[sni ,sni+1)(s). Then θ¯
ni
s and θ
ni
s are measurable on product measurable
space ([t, T ]× Ω,B[t, T ] × F), since 1[sni ,sni+1)(s), θsni and θnsni are measurable on B[t, T ]× F .
Because θs is continuous quasi-surely about s, limi→∞ θ¯
ni
s (ω) = θs(ω), q.s., and θs(ω) is also
B[t, T ]× F measurable.
For i > I, let E1M,i × E2M,i = {(s, ω) : |θnis (ω)| >
√
M |θs(ω)|}. Then
E[
∫ T
t
(θnis − θs)2ds] > (1−
1√
M
)2E[
∫
E1
M,i
1E2
M,i
(θnis )
2ds] = (1− 1√
M
)2E[1E2
M,i
∫
E1
M,i
(θnis )
2ds].
While θn
M2G−−→ θ, n→∞, hence E[1E2
M,i
∫
E1
M,i
(θnis )
2ds]→ 0, i→∞, which means µ(E1M,i)c(E2M,i)→
0, i → ∞, where µ is the Borel measure and c is the Choquet capacity defined by c(A) =
supP∈P P (A), for A ∈ F . So
E[
∫ T
t
eβ(ni)s(θnis )
2ds] > ME[
∫ T
t
eβ(ni)sθ2sds], for all i > I
is impossible.
Similarly, we can prove any convergent subsequence lni ,
1
lni
9 ∞, i → ∞, therefore
lni 9 0, i→∞. And mn is bounded by the same reason.
Since ln, n = 1, 2, . . . is bounded, there exists convergent subsequence. Let nki, i = 1, 2, . . .
be a subsequence of nk, k = 1, 2, . . ., such that lnki → a 6= 0, i → ∞. By (3.8), we have
limi→∞ Tnki = 0.
COROLLARY 3.3. In the proof of theorem 3.2, β(n) can be any real number such that
β(n) ≥ nCn
Dn
> 0. (3.9)
Hence we have
lim
β→∞
E[
∫ T
t
eβsθ2sds]
βE[
∫ T
t
eβsζ2sds]
= 0. (3.10)
PROPOSITION 3.4. Let ((ξi, f i, gi); i = 1, 2) be two standard parameters of the G-BSDE
(3.2) and (Y i, Z i, ηi) be two solutions in space M2G(R
n)×M2G(Rd×n)×M2G(Dn×d×d) satisfying:
i) Y it , η
i
t, i = 1, 2 are continuous in t quasi-surely;
ii) If Y 1 = Y 2, t− a.e., ω − q.s., then η1 = η2, t− a.e., ω − q.s..
Put δYt = Y
1
t −Y 2t , δZt = Z1t −Z2t , δηt = η1t−η2t , δft = f 1(t, Y 1t , Z1t , η1t )−f 2(t, Y 2t , Z2t , η2t ),
and δgt = g
1(t, Y 1t , Z
1
t , η
1
t ) − g2(t, Y 2t , Z2t , η2t ). There exist β0(δY, δη) such that when β ≥
β0(δY, δη), it follows that
‖ δY ‖2
M
2,β
G
≤ 1
σ2min
[
eβTE|δYT |2 + 1
µ2
‖ δf ‖2
M
2,β
G
+
σ¯2max
ν2
‖ δg ‖2
M
2,β
G
]
, (3.11)
‖ δZ ‖2
M
2,β
G
≤ 3
σ2min
[
eβTE|δYT |2 + 1
µ2
‖ δf ‖2
M
2,β
G
+
σ¯2max
ν2
‖ δg ‖2
M
2,β
G
]
, (3.12)
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‖ δη ‖2
M
2,β
G
≤ 1
σ2min
[
eβTE|δYT |2 + 1
µ2
‖ δf ‖2
M
2,β
G
+
σ¯2max
ν2
‖ δg ‖2
M
2,β
G
]
. (3.13)
Proof. Let (Y, Z, η) ∈ M2G(Rn)×M2G(Rd×n)×M2G(Dn×d×d) be a solution of (3.2). Then
by (3.3), there exists a constant K > 0 such that
|Yt| ≤|ξ|+K
∫ T
0
|f(s, Ys, Zs, ηs)|ds+K
∫ T
0
|g(s, Ys, Zs, ηs)|ds
+ sup
0≤t≤T
|
∫ T
t
Z∗sdBs|+K
∫ T
0
|G(ηs)|ds+K
∫ T
0
|ηs|ds
It follows from Burkholder-Davis-Gundy inequalities that there exists constants 0 < k2 <
K2 <∞ such that
k2E
[∫ T
0
(ZsZ
∗
s ) : d〈B〉s
]
≤ E
[
sup
0≤t≤T
|
∫ t
0
Z∗sdBs|2
]
≤ K2E
[∫ T
0
(ZsZ
∗
s ) : d〈B〉s
]
.
Since 〈B〉t, σ2, and σ¯2 are diagonal matrices, only the diagonal elements works in the oper-
ation :, so by (3.4), we have
k2E
[∫ T
0
(ZsZ
∗
s ) : σ
2ds
]
≤ E
[
sup
0≤t≤T
|
∫ t
0
Z∗sdBs|2
]
≤ K2E
[∫ T
0
(ZsZ
∗
s ) : σ¯
2ds
]
.
Hence sup0≤t≤T |
∫ t
0
Z∗sdBs| ∈ L2, and
∫ T
0
|G(ηs)|ds,
∫ T
0
|ηs|ds ∈ L2G(ΩT ). Since (ξ, f, g) are
standard parameters, |ξ| + ∫ T
0
|f(s, Ys, Zs, ηs)|ds + |
∫ T
0
g(s, Ys, Zs, ηs) : d〈B〉s| belongs to
L2G(ΩT ) too. So we have sup0≤t≤T |Yt| ∈ L2.
Applying Itoˆ’s formula to eβs|δYs|2 (Li and Peng [7]), we have
eβt|δYt|2 +
∫ T
t
βeβs|δYs|2ds+
∫ T
t
eβsδZsδZ
∗
s : d〈B〉s
=eβT |δYT |2 +
∫ T
t
2eβsδYs · (f 1(s, Y 1s , Z1s , η1s)− f 2(s, Y 2s , Z2s , η2s))ds
+
∫ T
t
2eβsδYs · (g1(s, Y 1s , Z1s , η1s)− g2(s, Y 2s , Z2s , η2s)) : d〈B〉s −
∫ T
t
2eβsδY ∗s δZ
∗
sdBs
+
∫ T
t
2eβsδYs · (G(η1s)−G(η2s))ds−
∫ T
t
eβsδYs · δηs : d〈B〉s.
(3.14)
Since δY ∈M2G(Rn), δZ ∈M2G(Rd×n), eβsδY ∗s δZ∗s ∈M1G, the stochastic integral
∫ T
t
2eβsδY ∗s δZ
∗
sdBs
is well defined.
If E[
∫ T
t
eβs|δYs|2ds] = 0, then
∫ T
t
eβs|δYs|2ds = 0, ω − q.s., and δY = 0, t− a.e., ω − q.s.,
by ii), E[
∫ T
t
eβs|δηs|2ds] = 0. And from (3.14)
E[
∫ T
t
eβsδZsδZ
∗
s : d〈B〉s] ≤ E[eβT |δYT |2].
Since
σ2min
∫ T
t
eβs|δZs|2ds ≤
∫ T
t
eβsδZsδZ
∗
s : d〈B〉s,
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we have (3.12).
If E[
∫ T
t
eβs|δYs|2ds] 6= 0, for given β, and (Y i, ηi)i=1,2, there exists C(β, (Y i, ηi)i=1,2) such
that
C(β, (Y i, ηi)i=1,2)
=
E[
∫ T
t
2eβsδYs · (G(η1s)−G(η2s))ds−
∫ T
t
eβsδYs · δηs : d〈B〉s] + σ2minE[
∫ T
t
eβs|δηs|2ds]
E[
∫ T
t
eβs|δYs|2ds]
,
(3.15)
i.e.,
E[
∫ T
t
2eβsδYs · (G(η1s)−G(η2s))ds−
∫ T
t
eβsδYs · δηs : d〈B〉s]
=C(β, (Y i, ηi)i=1,2)E[
∫ T
t
eβs|δYs|2ds]− σ2minE[
∫ T
t
eβs|δηs|2ds].
(3.16)
From (3.14), we have for any constants µ, ν,
eβt|δYt|2 +
∫ T
t
βeβs|δYs|2ds+
∫ T
t
eβsδZsδZ
∗
s : d〈B〉s
≤eβT |δYT |2 + µ2
∫ T
t
eβs|δYs|2ds+ 1
µ2
∫ T
t
eβs|δfs|2ds+ ν2σ¯2max
∫ T
t
eβs|δYs|2ds
+
σ¯2max
ν2
∫ T
t
eβs|δgs|2ds−
∫ T
t
2eβsδY ∗s δZ
∗
sdBs
+
∫ T
t
2eβsδYs · (G(η1s)−G(η2s))ds−
∫ T
t
eβsδYs · δηs : d〈B〉s,
(3.17)
and further
eβt|δYt|2 + (β − µ2 − ν2σ¯2max)
∫ T
t
eβs|δYs|2ds+
∫ T
t
eβsδZsδZ
∗
s : d〈B〉s
≤eβT |δYT |2 + 1
µ2
∫ T
t
eβs|δfs|2ds+ σ¯
2
max
ν2
∫ T
t
eβs|δgs|2ds−
∫ T
t
2eβsδY ∗s δZ
∗
sdBs
+
∫ T
t
2eβsδYs · (G(η1s)−G(η2s))ds−
∫ T
t
eβsδYs · δηs : d〈B〉s.
(3.18)
Hence
(β − µ2 − ν2σ¯2max)E[
∫ T
t
eβs|δYs|2ds]
≤eβTE[|δYT |2] + 1
µ2
E[
∫ T
t
eβs|δfs|2ds] + σ¯
2
max
ν2
E[
∫ T
t
eβs|δgs|2ds]
+ C(β, (Y i, ηi)i=1,2)E[
∫ T
t
eβs|δYs|2ds]− σ2minE[
∫ T
t
eβs|δηs|2ds].
(3.19)
And then
(β − µ2 − ν2σ¯2max − C(β, (Y i, ηi)i=1,2))E[
∫ T
t
eβs|δYs|2ds] + σ2minE[
∫ T
t
eβs|δηs|2ds]
≤eβTE[|δYT |2] + 1
µ2
E[
∫ T
t
eβs|δfs|2ds] + σ¯
2
max
ν2
E[
∫ T
t
eβs|δgs|2ds].
(3.20)
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By (3.15),
|C(β, (Y i, ηi)i=1,2)|
≤
3
2
σ¯2maxE[
∫ T
t
eβs|δYs|2ds] + 52 σ¯2maxE[
∫ T
t
eβs|δηs|2ds]
E[
∫ T
t
eβs|δYs|2ds]
=
3σ¯2max
2
+
5σ¯2max
2
E[
∫ T
t
eβs|δηs|2ds]
E[
∫ T
t
eβs|δYs|2ds]
.
(3.21)
By corollary 3.3,
lim
β→∞
E[
∫ T
t
eβsδη2sds]
βE[
∫ T
t
eβsδY 2s ds]
= 0,
so we can always choose β0(δY, δη) large enough such that when β ≥ β0(δY, δη), for any
given µ, ν, β −µ2− ν2σ¯2max −C(β, (Y i, ηi)i=1,2) ≥ σ2min. By (3.20), we get (3.11) and (3.13).
By (3.18), if C(β, (Y i, ηi)i=1,2) ≤ 0, obviously we have (3.12).
Otherwise, it is easy to test that∫ T
t
2eβsδYs · (G(η1s)−G(η2s))ds−
∫ T
t
eβsδYs · δηs : d〈B〉s
≤5 σ¯
4
max
σ2min
∫ T
t
eβs|δYs|2ds+ 2σ2min
∫ T
t
eβs|δηs|2ds,
so by (3.18), we have
eβt|δYt|2 + (β − µ2 − ν2σ¯2max)
∫ T
t
eβs|δYs|2ds+
∫ T
t
eβsδZsδZ
∗
s : d〈B〉s
≤eβT |δYT |2 + 1
µ2
∫ T
t
eβs|δfs|2ds+ σ¯
2
max
ν2
∫ T
t
eβs|δgs|2ds−
∫ T
t
2eβsδY ∗s δZ
∗
sdBs
+ 5
σ¯4max
σ2min
∫ T
t
eβs|δYs|2ds+ 2σ2min
∫ T
t
eβs|δηs|2ds,
(3.22)
and then
eβt|δYt|2 + (β − µ2 − ν2σ¯2max − 5
σ¯4max
σ2min
)
∫ T
t
eβs|δYs|2ds+
∫ T
t
eβsδZsδZ
∗
s : d〈B〉s
≤eβT |δYT |2 + 1
µ2
∫ T
t
eβs|δfs|2ds+ σ¯
2
max
ν2
∫ T
t
eβs|δgs|2ds−
∫ T
t
2eβsδY ∗s δZ
∗
sdBs
+ 2σ2min
∫ T
t
eβs|δηs|2ds.
(3.23)
We choose β large enough such that β − µ2 − ν2σ¯2max − 5 σ¯
4
max
σ2min
> 0, then we have (3.12).
REMARK 3.5.
By the proof of theorem 3.4, we also have
E[ sup
0≤t≤T
|δYt|2] ≤ E[ sup
0≤t≤T
eβt|δYt|2] ≤ 3
[
eβTE(|δYT |)2 + 1
µ2
‖ δf ‖2
M
2,β
G
+
σ¯2max
ν2
‖ δg ‖2
M
2,β
G
]
.
REMARK 3.6.
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Let ξ ∈ Lip(ΩT ), and Mt = Et[ξ]. by Peng [15], there exist Z, η such that
Mt = E[ξ] +
∫ t
0
(Zs)
∗dBs − [
∫ t
0
G(ηs)ds− 1
2
∫ t
0
ηs : d〈B〉s], (3.24)
where Mt, ηt, i = 1, 2, . . . are continuous in t quasi-surely, and if M = 0, t − a.e., ω − q.s.,
then η = 0, t− a.e., ω − q.s..
Then (M,Z, η) is the solution of G-BSDE
Mt = ξ −
∫ T
t
(Zs)
∗dBs +
∫ T
t
G(ηs)ds− 1
2
∫ T
t
ηs : d〈B〉s (3.25)
with parameter (ξ, 0, 0).
By proposition 3.4, there exist β0(M, η) such that when β ≥ β0(M, η)
‖M ‖2
M
2,β
G
+ ‖ Z ‖2
M
2,β
G
+ ‖ η ‖2
M
2,β
G
≤ 5
σ2min
eβTE[ξ2]. (3.26)
Hence β0(M, η) and M,Z, η are uniquely determined by ξ, and we also denote β0(M, η) as
β0(ξ).
For any ξ ∈ L2G(ΩT ), there exist ξn ∈ Lip(ΩT ) such that ξn
L2
G−→ ξ, n→∞. For each pair
n,m, there exist β0(ξ
n, ξm) such that when β ≥ β0(ξn, ξm), we have
‖Mn −Mm ‖2
M
2,β
G
+ ‖ Zn − Zm ‖2
M
2,β
G
+ ‖ ηn − ηm ‖2
M
2,β
G
≤ 5
σ2min
eβTE[(ξn − ξm)2]. (3.27)
Define
L2G(ΩT ) = {ξ ∈ L2G(ΩT ) : there exist ξn ∈ Lip(ΩT ) and β <∞ such that
ξn
L2G−→ ξ, n→∞ and β0(ξn, ξm) ≤ β, n,m = 1, 2, . . .}
(3.28)
4 G-martingale representation and existence and unique-
ness of G-BSDEs under a strong condition
THEOREM 4.1. For any ξ ∈ L2G(ΩT ), denote Mt = Et[ξ], then there exist unique (Z, η) ∈
M2G(R
d)×M2G(Dd×d) such that
Mt = M0 +
∫ t
0
Z∗sdBs − [
∫ T
t
G(ηs)ds− 1
2
∫ T
t
ηs : d〈B〉s], (4.1)
Proof. For any ξ ∈ L2G(ΩT ), there exist ξn ∈ Lip(ΩT ) and β <∞ such that ξn
L2
G−→ ξ, n→
∞ and β0(ξn, ξm) ≤ β, n = 1, 2, . . .. For every ξn, by Peng [15], there exist Mn, Zn, ηn such
that
Mnt = E[ξ
n] +
∫ t
0
(Zns )
∗dBs − [
∫ t
0
G(ηns )ds−
1
2
∫ t
0
ηns : d〈B〉s], (4.2)
Mnt , η
n
t , i = 1, 2, . . . are continuous in t quasi-surely, and if M
m = Mn, t− a.e., ω− q.s., then
ηm = ηn, t− a.e., ω − q.s..
Then (Mn, Zn, ηn) is the solution of G-BSDE
Mnt = ξ
n −
∫ T
t
(Zns )
∗dBs +
∫ T
t
G(ηns )ds−
1
2
∫ T
t
ηns : d〈B〉s (4.3)
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with parameter (ξn, 0, 0).
By proposition 3.4, we have when β¯ ≥ β(ξm, ξn)
‖Mm −Mn ‖2
M
2,β¯
G
+ ‖ Zm − Zn ‖2
M
2,β¯
G
+ ‖ ηm − ηn ‖2
M
2,β¯
G
≤ eβ¯T 5
σ2min
‖ ξm − ξn ‖2L2
G
,
and consequently,
‖Mm −Mn ‖2M2
G
+ ‖ Zm − Zn ‖2M2
G
+ ‖ ηm − ηn ‖2M2
G
≤ eβ¯T 5
σ2min
‖ ξm − ξn ‖2L2
G
. (4.4)
Let β¯ = β, then (4.4) holds for the constant β and m,n = 1, 2, . . ., and (Mn, Zn, ηn) is
a Cauchy sequence in M2G, so there exist (M,Z, η) such that (M
n, Zn, ηn)
M2G−−→ (M,Z, η).
Since
E
(∫ T
t
G(ηns )ds−
∫ T
t
G(ηs)ds
)2
≤E
(∫ T
t
|G(ηns )−G(ηs)|ds
)2
≤σ¯4maxE[
∫ T
t
|ηns − ηs|2ds]→ 0,
we have
∫ T
t
G(ηns )ds
L2G−→ ∫ T
t
G(ηs)ds. By Denis, Hu and Peng[2] proposition 17, there exists
a subsequence
∫ T
t
G(ηnis )ds →
∫ T
t
G(ηs)ds, q.s.. Similarly, there exist a subsequence ξ
nij
converging to ξ quasi-surely, a subsequence
∫ T
t
(Z
nijk
s )∗dBs converging to
∫ T
t
Z∗sdBs quasi-
surely, and a subsequence
∫ T
t
η
nijkl
s : d〈B〉s converging to
∫ T
t
ηs : d〈B〉s quasi-surely. For
simplicity, we denote the index of the quasi-surely convergent subsequences as k. Then
Mkt →Mt, k →∞, q.s..
Since (Mn, Zn, ηn) satisfy (4.1), (M,Z, η) satisfy (4.1), q.s..
The uniqueness of (Z, η) follows from proposition 3.4.
THEOREM 4.2. Given standard parameters (ξ, f, g), let Ψ(y, z, ζ) = ξ+
∫ T
t
f(s, ys, zs, ζs)ds+∫ T
t
g(s, ys, zs, ζs) : d〈B〉s. Suppose for any (y, z, ζ) ∈ M2G(Rn) ×M2G(Rd×n) ×M2G(Dn×d×d),
Ψ(y, z, ζ) ∈ L2G(ΩT ), and there exists β > 0, for any (y, z, ζ), (y′, z′, ζ ′) ∈ M2G(Rn) ×
M2G(R
d×n) ×M2G(Dn×d×d), β0(Ψ(y, z, ζ),Ψ(y′, z′, ζ ′)) ≤ β, then there exists a unique triplet
(Y, Z, η) ∈ M2G(Rn) ×M2G(Rd×n) ×M2G(Dn×d×d) which solves G-BSDE(3.1) in the sense of
P-q.s., and Y is a P-q.s. continuous process.
Proof. Firstly, we prove there exists a mapping fromM2G(R
n)×M2G(Rd×n)×M2G(Dn×d×d)
into M2G(R
n)×M2G(Rd×n)×M∗G(Dn×d×d),
Φ : (y, z, ζ)→ (Y, Z, η)
where (Y, Z, η) is the solution of the G-BSDE(3.1) with generator f(t, yt, zt, ζt), g(t, yt, zt, ζt),
i.e.,
Yt = ξ+
∫ T
t
f(s, ys, zs, ζs)dt+
∫ T
t
g(s, ys, zs, ζs) : d〈B〉s−
∫ T
t
Z∗sdBs+
∫ T
t
G(ηs)ds−1
2
∫ T
t
ηs : d〈B〉s.
Since ξ +
∫ T
0
f(s, ys, zs, ζs)dt +
∫ T
0
g(s, ys, zs, ζs) : d〈B〉s ∈ L2G ⊆ L2G, we can define a
G-martingale Mt := Et[ξ +
∫ T
0
f(s, ys, zs, ζs)dt +
∫ T
0
g(s, ys, zs, ζs) : d〈B〉s]. By theorem 4.1,
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there exist unique (Z, η) ∈M2G(Rd×n)×M2G(Dn×d×d) such that
Mt = M0 +
∫ t
0
Z∗sdBs −
∫ t
0
G(ηs)ds+
1
2
∫ t
0
ηs : d〈B〉s,P − q.s.
Since for every s ∈ [0, T ], 〈B〉s is a diagonal matrix, only the diagonal elements enter the
operation :, so the uniqueness of η means the diagonal elements is uniquely determined.
Hence we choose η to be a diagonal matrix process.
Define the process Y by
Yt = Mt −
∫ t
0
f(s, ys, zs, ηs)ds−
∫ t
0
g(s, ys, zs, ηs) : d〈B〉s,
which is P-q.s. continuous by Li and Peng [7]. And Y is also given by
Yt = Et[ξ +
∫ T
t
f(s, ys, zs, ζs)dt+
∫ T
t
g(s, ys, zs, ζs) : d〈B〉s]. (4.5)
So
Yt +
∫ T
t
Z∗sdBs −
∫ T
t
G(ηs)ds+
1
2
∫ T
t
ηs : d〈B〉s
=M0 +
∫ T
0
Z∗sdBs −
∫ T
0
G(ηs)ds+
1
2
∫ T
0
ηs : d〈B〉s −
∫ t
0
f(s, ys, zs, ηs)ds−
∫ t
0
g(s, ys, zs, ηs) : d〈B〉s
=MT −
∫ t
0
f(s, ys, zs, ηs)ds−
∫ t
0
g(s, ys, zs, ηs) : d〈B〉s
=ξ +
∫ T
t
f(s, ys, zs, ηs)ds+
∫ T
t
g(s, ys, zs, ηs) : d〈B〉s,P − q.s.,
which is
Yt = ξ+
∫ T
t
f(s, ys, zs, ζs)ds+
∫ T
t
g(s, ys, zs, ζs) : d〈B〉s−
∫ T
t
Z∗sdBs+
∫ T
t
G(ηs)ds−1
2
∫ T
t
ηs : d〈B〉s.
By (4.5), we have sup0≤t≤T |Yt| ∈ L2.
Let (y1, z1, ζ1), (y2, z2, ζ2) be two elements of M2G(R
n)×M2G(Rd×n)×M2G(Dn×d×d), and
let (Y 1, Z1, η1) and (Y 2, Z2, η2) be the associated solutions. Since f(y, z, ζ), g(y, z, ζ) do not
contain Y, Z, η, applying proposition 3.4,
‖ δY ‖2
M
2,β
G
+ ‖ δZ ‖2
M
2,β
G
+ ‖ δη ‖2
M
2,β
G
≤ 5
σ2minµ
2
E
∫ T
0
eβs|f(s, y1s , z1s , ζ1s )− f(s, y2s , z2s , ζ2s )|2ds]
+
5
σ2minν
2
E
∫ T
0
eβs|g(s, y1s , z1s , ζ1s )− g(s, y2s , z2s , ζ2s )|2ds].
Since f, g is uniformly Lipschitz in y, z, ζ ,
‖ δY ‖2
M
2,β
G
+ ‖ δZ ‖2
M
2,β
G
+ ‖ δη ‖2
M
2,β
G
≤ 5K
σ2min
(
1
µ2
+
1
ν2
)
[‖ δy ‖2
M
2,β
G
+ ‖ δz ‖2
M
2,β
G
+ ‖ δζ ‖2
M
2,β
G
],
where K is a constant. By the proof of proposition 3.4, we can choose µ, ν large enough
such that
5K
σ2min
(
1
µ2
+
1
ν2
)
< 1,
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and then the mapping Φ is a contraction from M2G(R
n) × M2G(Rd×n) × M2G(Dn×d×d) onto
itself and there exists a fixed point, which is the unique solution of the G-BSDE.
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