A common approach to modeling dynamic connectivity in resting-state whole-brain fMRI is to compute (across moving temporal windows) the Pearson-correlation between anatomical regions derived from predefined brain parcellation. Due to image acquisition and physiological noise, the direct use of the sample correlation matrices is not reliable for the subsequent modeling of the dynamically-evolving connectivity matrices. To overcome this limitation, we propose a new regression approach that smooths out the noise by exploiting the geometric structure of correlation matrices. We demonstrate that the proposed method is useful for identifying distinct state spaces in the resting-state connectivities of males and females through the transition matrices of the common states.
Introduction
Findings of resting-state fMRI have revealed synchrony between spontaneous BOLD signal fluctuations in sets of distributed brain regions despite the absence of any explicit tasks. Traditionally, these brain connectivity networks during resting state are implicitly assumed to be stationary over time. The time-invariant measures of functional connectivity (FC), i.e., the statistical dependencies between signals from the distinct brain regions, are often computed over the entire scan duration. However, this oversimplification reduces the complex dynamics of the resting-state FC to time averages. Recent studies have suggested the dynamic changes in FC over time, referred to as the dynamic functional connectivity (dFC), even during rest [7, 13] .
A common approach to modeling dFC is through the sliding-window method, where dynamic correlation metrics are computed over consecutive windowed segments of fMRI time series data over predefined brain parcellation [13] . Crucial to subsequent inference is the estimation of the underlying dynamic correlation matrix. Due to image acquisition and psychological noise as well as the low signal-to-noise ratio in fMRI data, data smoothing is necessary. In this paper, we will develop an approach that uses a canonical series representation and hence will be robust to model misspecification and has the ability to capture transient dynamics in connectivity. The proposed canonical series representation is related to the regression problem on Riemannian manifolds. The computations on Riemannian manifolds have been applied to various medical image analysis, such as interpolation and regularization on DTI estimation, modeling and segmentation [2, 10, 5, 8] , regression for corpus callosum [11, 12] , nonlinear mixed effects models on Cauchy deformation tensor (CDT) [14] , regression and classification of brain networks [17, 22] .
One can summarize the whole-brain dFC time courses into a smaller set of dynamic connectivity states, defined as distinct transient connectivity patterns that repetitively occur throughout the resting-state scan [13] . They are reliably observed across different subjects, groups and sessions [9] . In this paper, we apply the K-means clustering on the proposed smoothed correlation matrices to identify difference in dynamic connectivity states in resting-state fMRI between males and females. K-means clustering on resting-state fMRI was introduced by [1] and subsequently adopted by many others [6, 13, 18] , to identify these recurring dFC states that are common across subjects (the cluster centroids correspond to the state connectivity profile). It has been shown that additional summary metrics of the fluctuations in these clustering-derived states, such as the amount of time spent in specific states and the transition between states, exhibit meaningful between-group variations such as age [13, 15] and clinical status [18] .
In this paper, we develop a robust initial estimate of the dynamic correlation matrix which serves as an input to the more refined state-space model. The correlation matrices are modeled by a fixed set of matrices whose logarithm maps form an orthonormal basis in the space of symmetric matrices. The proposed statistical model can preserve information of the underlying dynamic correlation and eliminate the rapidly changing noise in the connectivity.
Our main contributions of this paper are as follows. 1) We design a new statistical (regression) model for the dynamically-changing correlation matrices across all time points, instead of regression in each correlation matrix separately.
2) The proposed method is applied to the dynamic correlation matrices in resting-state fMRI, which are further partitioned into disjoint brain states by the K-means clustering. 3) We apply statistical tests on the dynamic connectivity states and transition matrices to identify difference between males and females in resting-state brain connectivity.
Methods

Statistical model on dynamically-changing correlation matrices
Since the original dynamically-changing correlation matrices are highly noisy, our goal is to produce the smooth initial estimates of the dynamic correlation matrices. Let S n denote the space of all n × n symmetric matrices. S n is an inner product space with inner product A, B = tr(AB). The space of n × n symmetric positive-definite (SPD) matrices [2] , denoted by P n , is a subspace of S n . The exponential of a symmetric matrix is SPD and the logarithm of a SPD matrix is a symmetric matrix. Moreover, the exponential map is one-to-one between S n and P n [2, 16] .
Consider n × n dynamically-changing connectivity matrix C(t) such as correlation and covariance matrices derived from fMRI data. The observed connectivity matrix C(t) will be modeled as
where µ(t) is the underlying dynamic connectivity that has to be estimated and e(t) is some unknown noise. Let E ij be the n × n matrix with (i, j)-th entry being 1 and all other entries being 0. Let I ij = (E ij + E ji )/ √ 2 for i > j and I ii = E ii . Then I ij form an orthonormal basis in S n . By the exponential map, ψ ij = exp(I ij ) are projected to P n . At any fixed t, µ(t) will be estimated using a linear combination of ψ ij (i ≥ j),
where c ij (t) is the dynamically-changing coefficients, which can be further estimated using cosine basis in time. To simplify the problem, we restrict the time domain of c ij (t) to unit interval [0, 1] by scaling the data to the unit interval. Then, c ij (t) can be represented by the linear combination of cosine basis 1,
where c ijl are the cosine coefficients obtained from the least-squares estimation (LSE).
Clustering of the state space
Let c t,r = vec(C r (t)) be the n 2 -dimensional vectorization of dynamic correlation matrix C r (t) at time point t = 1, · · · , T and for subject r = 1, · · · , R. In our study, there are T = 1200 time points and R = 412 subjects. K-means clustering is performed to identify the recurring brain connectivity states that are common across subjects [1] . The set of T R correlation matrices (c 1,1 , c 2,1 , . . . , c T,R ) collected from the R dynamic correlation matrices will be partitioned into K disjoint clusters S = {S 1 , . . . , S K } so as to minimize the sum of squared Euclidean distances between data points to their cluster centroids arg min
C o mb i n e S a mp l e c o r r e l a t i o n ma t r i c e s A p p l y s t a t i s t i c a l mo d e l A p p l y K -me a n s c l u s t e r i n g S mo o t h e d c o r r e l a t i o n ma t r i c e s wherec k is the centroid (mean) vector of cluster S k characterizing the common connectivity pattern at state k. After the clustering is completed, each correlation matrix C r (t) will get a state label s t,r ∈ {1, 2, ...K}. The sequence of s t,r for t = 1, · · · , T depicts the dynamic state change of the brain connectivity over time for subject r. The estimated state labels can be further divided into disjoint subject groups for statistical analysis. Figure 1 shows the schematic of the estimation of dynamic state change over all subjects.
Validation and comparisons
We computed the standard deviations of the whole original and smoothed dynamic correlation matrices over time, i.e., std(C(t)) and std( µ(t)). The left of 2 entries computed from correlation matrices without and with clustering. Red bars denote the original dynamic correlation matrices, while blue bars denote the smoothed ones. These results show that standard deviations were reduced by the proposed statistical model. Figure 2 shows that std( µ(t)) is smaller than std(C(t)) for each of the 412 subjects. The standard deviation was reduced by 15.8% on average after applying the statistical model, in which the cosine series expansion with degree L = 119 was utilized. The standard deviation was also decreased by the K-means clustering on the state space. The dynamic correlation matrix of each subject was partitioned into three states. Within each state, we computed the average of the 116 2 standard deviations of the 116 2 matrix entries over all time points and subjects. The results are displayed in the right of Figure 2 . For the original dynamic correlation matrices, the K-means clustering reduced the average standard deviation by 4.9, 2.7 and 12.1 percents in the three states. For the smoothed case, the average standard deviation was reduced by 5.9, 3.9 and 9.8 percents.
3 Application to resting-state fMRI
Dataset and preprocessing
The dataset is resting-state fMRI of 412 subjects from the subset of Human Connectome Project [21] . Each fMRI consists of 2mm isotropic voxels and 1200 time points over 14 min, 33 sec scanning session. There are 172 males and 240 females in the dataset. The fMRI data have undergone spatial and temporal preprocessing including motion and physiological noise removal [19] . We employed the Automated Anatomical Labeling (AAL) brain template to parcellate the brain volume into 116 regions [20] . The fMRI data were then averaged across For each subject, the 116 × 116 × 1200 dynamic correlation matrix was computed from the 116 average fMRI time series using a sliding window of size 10, and then smoothed by the proposed statistical model, in which degree L = 119 cosine series expansion was used. The original/smoothed dynamic correlation matrices of the 412 subjects, i.e., 412 · 1200 correlation matrices in total, were partitioned by the K-means clustering. Here, we adopted three partition states according to [4] , in which K = 3 is shown to be the optimal cluster solution among K = 2, ..., 9 with respect to the within-cluster sums of Euclidean distance to centroid using 229 dynamic connectivity matrices. After the clustering completed, each correlation matrix got a brain state label s t,r ∈ {1, 2, 3}, where t = 1, . . . , 1200 and r = 1, . . . , 412.
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Results
With the subject-specific time-varying state labels s t,r obtained from K-means clustering, we determined the pairing between each correlation matrix and each brain state. For example, s t,r = 2 means that the dynamic correlation matrix of subject r at time point t is assigned to as a brain connectivity in state 2. The averages of the original and smoothed correlation matrices in each state are displayed in the top and middle rows of Figure 3 , and the residual between them is shown in the bottom row of Figure 3 , which is smaller than 0.04 in states 1 and 2 and smaller than 0.09 in state 3. This is due to the fact that the proposed statistical (regression) model is able to diminish the noise components. Thus, the standard deviations were reduced, as depicted in Figure 2 , while the average correlation matrices did not exhibit large changes after regression. Figure 4 is an alternative illustration of the average correlation matrices where only the connections with correlation larger than 0.6 are displayed. Among the 10 most connected regions in state 1, lingual gyri and superior occipital gyri are not present in state 2. State 3 shows a greater number of strong connections than states 1 and 2. In state 3, left precentral gyrus, left superior temporal gyrus, To analyze the difference in dynamic connectivity states between males and females, we further divided the state labels into male and female groups, i.e., {s t,r |r ∈ G M } and {s t,r |r ∈ G F } where G M and G F are the sets of indices of 172 male and 240 female subjects, respectively. As an example, the dynamic state changes of the 20th subjects in males and females are illustrated in Figure 5 . The number of state transitions was reduced after regression, i.e., the dynamic stage change was indirectly smoothed by the statistical model. Figure 5 also shows the occupancy of the three states for all male and female subjects, where the occupancy rate of brain state k is defined as
where G = G M and N = 172 for male group and G = G F and N = 240 for female group. The most common state is state 2, with an occupancy rate over 41% in all cases, followed by state 1, with an occupancy rate between 33% and 40%, and then state 3. The occupancy rates of the three brain states for male and female groups are summarized in Figure 6 . From the state occupancy, we computed the state transitions to reveal the interactions between different brain states [3] . For subject r, the transition probability of moving from state i to state j is given by P ij,r = P (s t,r = j|s t−1,r = i). Figure 7 shows the averages and standard deviations of the transition probabilities in the male and female groups. Each subject remained in the same state for a long period of time before transitioning to other brain state, and the probabilities of remaining in the same state further increased after regression since some transitions caused by noise were removed. The very low average transition probabilities between state 2 and state 3 show the inability of transitioning directly between these two states.
To compare male and female in state transition probability, comparison of mean sample proportions was utilized. Consider the null hypothesis H 0 : µ females are the same, the z-score was computed from
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, whereP ij,M and σ 2 ij,M are the mean and variance of P ij,r for r ∈ G M , and P ij,F and σ 2 ij,F are the mean and variance of P ij,r for r ∈ G F . The z-scores and the corresponding p-values are shown in Figure 8 . Before regression, there are significant differences at p-values< 0.05 in all transition probabilities except the one from state 3 to state 2, denoted by (3 → 2). After regression, there are significant differences at p-values< 0.05 in transition probabilities of (1 → 2), (1 → 3), (2 → 1), (2 → 2) and (3 → 3).
We further tested the statistical significance of state occupancy rates between females and males, by setting the null hypothesis H 0 : U M ale k = U
F emale k
, where U k is the occupancy rate of state k. The p-values of the test for original and smoothed dynamic correlation matrices are shown in Table 1 . The test rejects the null hypothesis with low p-values for all states for both cases.
Conclusion
In the proposed regression method, the dynamic correlation matrix is modeled as a linear combination of symmetric positive-definite (SPD) matrices combined Or i g i n a l S mo o t h e d Fig. 8 : Significance test for differences in state transition probabilities between males and females using the difference in the mean proportions at significance level 0.05. Before regression (left), there are significant differences in all transition probabilities except the one from states 3 to 2, (3 → 2). After regression (right), there are no significant differences in transition probabilities of (1 → 1), (2 → 3), (3 → 2) and (3 → 1). with cosine series representation, which provides superior performance over existing sample correlation matrices. We represented the correlation matrix, at each time point, as a linear combinations of exponential map of the orthonormal basis in the space of symmetric matrices. Doing so, we smoothed out the unwanted noise in correlation matrices and achieved better performance in identifying and discriminating states.
