ABSTRACT Sentence representations play an important role in the field of natural language processing. While word representation has been applied to many natural language processing tasks, sentence representation has not been applied as widely due to the more complex structure and richer syntactic information of sentences. To learn sentence representations with structural and syntactic information, we propose a new model called the part-of-speech-based Long Short-Term Memory network (pos-LSTM) model. The pos-LSTM model generates a structural representation using the standard LSTM model and a syntactic representation using the part of speech; then, the pos-LSTM model obtains the final sentence representation by combining these two representations. The experimental results from 20 sentence similarity tasks and an entailment classification task show that the pos-LSTM model can better capture the syntactic information of sentences and generate higher quality sentence representations than traditional models.
I. INTRODUCTION
Language representation is crucial to the field of natural language processing. An excellent language model can obtain representations with rich semantics, which can make various downstream natural language processing tasks such as sentence similarity tasks [1] and sentiment classification [2] more effective. In recent years, the study of phrases and sentences has attracted the attention of many researchers and has achieved good results [3] .
Currently, in the field of natural language processing, word representation learning methods such as the continuous bagof-words model (CBOW) [4] and the skip-gram model [5] have become relatively mature. As the word representation approach has matured, the focus of researchers has shifted to more advanced language units such as phrases and sentences. Based on word representation, Iyyer et al. showed that sentence representations obtained by deep averaging networks can perform well in some simple classification tasks; however, these representations perform poorly in more complex tasks [6] . Compared with words, sentences have features
The associate editor coordinating the review of this manuscript and approving it for publication was Chao Tong. such as indefinite length and complex structure; therefore, different methods for learning sentence representations have been proposed to create a model that is appropriate for tough natural language processing tasks [7] - [9] .
We think that a complete sentence representation should contain two types of information: structural information and syntactic information. Inspired by this idea, we proposed a new model called part-of-speech-based LSTM (pos-LSTM) that can read sentences of variable length and generate a fixed-length sentence representation. The pos-LSTM model divides the sentence representation into two parts, i.e., a structural representation and a syntactic representation, and learns them separately. The structural representation of the sentence, which keeps structure information of the sentence, is obtained through the standard LSTM model. The syntactic representation of the sentence is obtained by assigning weights obtained through part of speech analysis, to the LSTM hidden state. Finally, a better sentence representation is generated by merging the structural representation and the syntactic representation. The contributions of this work are as follows:
a. A new model, pos-LSTM, has been proposed to generate sentence representations; and b. The effect of different parts of speech on the performance of sentences obtained by the pos-LSTM model has been studied.
II. RELATED WORK
The study of sentence representations has become a popular research topic for natural language processing researchers. In recent years, many models for learning sentence representations have emerged. Dynamic convolutional neural network (DCNN) has been proposed for the semantic modeling of sentences [10] . DCNN, which is applicable to any language, uses dynamic k-max pooling (to retrieve the score of the top-k eigenvalues), and sentences of different lengths are processed independently of the parse tree. Deep averaging network (DAN) considers each word as a unit, directly takes the word representation of each word in a sentence as the input, calculates the mean value of all word representations, feeds the value into a multilayer neural network, and finally takes the output of the network as the sentence representation [6] . DAN, which is quick to train, achieved almost the same effect as ReNN in a text classification experiment.
Among the many models for sentence modeling, recurrent neural networks (RNNs), especially LSTM, have good performance [11] . The LSTM can be precisely specified as follows:
where x t ∈ R e is the input at the current time step, W p ∈ R 4d(d+e) and b p ∈ R 4d are parameters of the affine transformation; σ denotes the logistic sigmoid function and denotes elementwise multiplication.
Inspired by average and LSTM models, a new recurrent architecture, i.e., gated recurrent averaging network (GRAN), was proposed [12] . GRAN combines the advantages of average and LSTM models. Based on the original input gates, forgotten gates, and output gates of LSTM, GRAM uses the hidden states and the input of LSTM to calculate a gated hidden vector. Finally, it averages all gated hidden vectors and takes the averaging vector as a sentence representation. Experiments have shown that the performance of GRAN is better than both the average and LSTM models.
Tai et al. proposed a different type of LSTM, i.e., treestructured LSTM, to exploit the inherent syntactic properties of words or phrases in sentences [13] . The model first converts the input sentence into a parse tree and then obtains the hidden state of the current node through the hidden state of the child node in the tree and the current input. Compared to the standard LSTM model, the tree-structured LSTM has a forget gate for each child node that allows it to selectively obtain child node information, which results in better sentence representation.
With the development of neural networks, a new network structure, the Siamese network, is used to model sentence similarity. Jonas and Aditya proposed a Siamese recurrent architecture called Manhattan LSTM (MaLSTM) for learning sentence similarity [14] . 
is applied to the representations. Similarities in the representation space are subsequently used to infer the sentences' underlying semantic similarity. Empirically, the results are fairly stable across various types of simple similarity functions, but the similarity function g that uses the Manhattan distance slightly outperforms other reasonable alternatives such as cosine similarity [15] .
In addition, Wieting et al. used neural machine translation to generate sentential paraphrases via back-translation of bilingual sentence pairs to obtain the training data and improve the performance of phrase and sentence representations [12] .
III. MODELS
LSTM has a natural advantage in dealing with sequence inputs (e.g., sentences) because it captures the order relationships between words in a sentence, which makes obtaining good sentence representation directly through LSTM possible. However, compared to words, sentences have a more complex structure. Each word plays a different role in the sentence and contains different syntactic information.
To improve the performance of sentence representation, we need to consider the different characteristics of words. As mentioned in the previous sections, we think that a complete sentence representation should consist of two parts: one for structural information (e.g., word order) and the other for syntactic information (e.g., part of speech). Structural information can reduce ambiguity, making sentence representations more accurate. For example, ''Jack is taller than Mike'' and ''Mike is taller than Jack'' will get exactly the same result if only the bag-of-word model is used, but the two sentences differ in meaning when considering structural information. Syntactic information can determine and reinforce the semantics of a sentence in sentence representation. For example, nouns and verbs in a sentence are often more important than other words, as nouns and verbs are usually the subject, predicate, and object of the sentence, which play extremely important roles in expressing the meaning of the sentence [16] .
Based on the idea described above, we propose a part-ofspeech-based LSTM (pos-LSTM) model, as shown in Fig 1, to learn sentence representation. Hereafter, we refer to the representation that contains structural information as v structural and the representation that contains syntactic information as v syntactic .
The pos-LSTM model takes a sentence pair, sentence A and sentence B, and the corresponding part-of-speech information as inputs, and then uses the last hidden state of pos-LSTM as a structural representation of the sentences (v The output layer of pos-LSTM can be specifically designed according to its task. In this paper, we mainly study sentence similarity. Therefore, we use a similarity calculation function for the output of pos-LSTM. The similarity between sentences can be calculated via (4) .
After a simple linear transformation of the similarity scores predicted by the pos-LSTM model, we use the square loss between the actual score y of the sentence pairs and the similarity scoreŷ predicted by the pos-LSTM as the loss function to optimize the parameters. square loss can be calculated via (5) .
where n denotes the batch size, y i andŷ i denotes the actual score and the predicted score of the i-th sample in the batch.
In the next section, we will describe the structural representation v structural and the syntactic representation v syntactic .
A. STRUCTURAL REPRESENTATION
The structural representation contains structural information, such as the interactions between words and word order relationships. The structural representation is commonly obtained via the bag-of-words model. However, the bag-of-word model does not consider the inherent word order features of a sentence when constructing the structural representation. To integrate the word order relationship into the structural representation of a sentence, we use the LSTM model to learn the structural representation of a sentence. Specifically, pos-LSTM converts words in the input sentence into corresponding word vectors at the input layer. In the experiment, we used the pretrained word2vec Google News corpus (3 billion words) word vector model 1 (3 million 300-dimension English word vectors). Then, pos-LSTM receives inputs in sequence and updates its own memory state c t and hidden state h t , t ∈ {1, 2, . . . , T }. Finally, pos-LSTM will generate a set C containing all memory states and a set H of all hidden states, as in (6) and (7):
where T denotes the total number of words in the input sentence, and c t and h t denote the memory state and hidden state at time step t, respectively. Pos-LSTM can sequentially receive word vectors in sentences as inputs and continuously update the memory state and hidden state to save previously input information, which prevents information loss to a certain extent. Thus, we will use final hidden state h T as the structural representation of the sentence. For example, we use h 
B. SYNTACTIC REPRESENTATION
The syntactic representation contains syntactic information, such as part of speech. Every word in a sentence has a corresponding part of speech (i.e., verb, noun, adjective, adverb, and article). From the perspective of linguistics, different parts of speech have different effects on sentences. For example, the influence of nouns and verbs on the meaning of a sentence tends to be greater than that of adverbs and articles, which is in line with our perception, because nouns and verbs are often the key components of sentences and have a great influence on the meaning of the sentence.
We use the Natural Language Toolkit 2 (NLTK), a Pythonbased set of natural language processing tools, to annotate the part of speech of a sentence. NLTK's part-of-speech tagger has 36 different categories, including NN (noun, common, singular or mass) and VB (verb, base form).
In our experiment, a dictionary has been created to map part-of-speech tags to IDs, so that the part-of-speech information can be computed by pos-LSTM easily. The dictionary is shown in Table 1 .
The tag called PAD is a special tag used to ignore parts of speech that are not considered. Table 2 .
As mentioned, we believe that the importance of a word to the meaning of a sentence is based on its part-of-speech tag. Thus, we give different weights to words comprising different parts of speech. For example, suppose the part-of-speech tag corresponding to the word is pos (word); then, the weight corresponding to word is W pos (word) . Specifically, the syntactic representation of the sentence v syntactic can be calculated via (8) and (9):
where γ denotes the total number of hidden states used to calculate the syntactic representation, W ∈ R 37 denotes a weight vector (each dimension corresponds to a weight), W i denotes the value of the i-th dimension of the vector W , and pos (word) denotes the id of word in the dictionary that can be used to find the weight value in the weight vector W . In particular, we set W 0 to zero to ignore the interference of unnecessary words. In the experiment, the weights of the weight vector W (except W 0 ) will be optimized using the Adadelta method of Zeiler [18] during training to capture the importance of the influence of different part-of-speech tags on sentence representation. Taking Fig 1 as an (3, 12, 32, 29, 6, 3, 12) ] where v(monkey) denotes the word embedding of the word monkey.
example, the input of LSTM a is [(v(a), v(monkey), v (is), v(wading), v(through), v(a), v(river)),
Therefore, γ = 7 and v syntactic = 1 7 (W 3 · h 1 + W 12 · h 2 + W 32 · h 3 + W 29 · h 4 + W 6 · h 5 + W 3 · h 6 + W 12 · h 7 ).
IV. EXPERIMENTS AND ANALYSIS

A. DATASETS
In the experiment, two datasets were used, i.e., the sentences involving compositional knowledge (SICK) dataset and the SemEval semantic textual similarity (STS) tasks (2012-2015) dataset.
The SICK dataset 3 is a labeled dataset that contains 9927 (5000 for training/4927 for testing) pairs of sentences. Each sentence pair is annotated with a relatedness label ∈ [1], [5] that corresponds to the average relatedness judged by ten different individuals, and each SICK sentence pair has been labeled as one of three classes (entailment, contradiction, or neutral), which are to be predicted for the test examples.
The SemEval STS tasks (2012-2015) dataset 4 contains the test set used by the SemEval 2012-2015 Semantic Textual Similarity task, and it contains a total of 20 datasets. Each datum contains a pair of sentences and a similarity score for that sentence pair.
B. EVALUATION METRICS
In the textual similarity tasks in the semantic relatedness task, there are two evaluation metrics: the Pearson correlation coefficient and the Spearman's correlation. The Pearson correlation coefficient is the official ranking basis, so we mainly evaluate the model based on the Pearson correlation coefficient.
In the entailment classification task, the models are evaluated in terms of classification accuracy. The goal of the task is to obtain the highest accuracy for the test set.
C. TEXTUAL SIMILARITY TASKS
We use TensorFlow 5 to implement MaLSTM (without pretrained and synonym augmentation) and pos-LSTM. To ensure fair comparison, the hyperparameter settings of the two models refer to the MaLSTM parameter settings. We extracted 500 samples from the training set of the SICK data as a validation set, and the remaining 4500 samples were used as a training set. We trained MaLSTM and pos-LSTM with an early stop mechanism to prevent overfitting. The results of MaLSTM and pos-LSTM on the test set are shown in Table 3 .
We specifically consider nouns and verbs because, from a linguistics perspective, nouns and verbs in sentences have a high probability of being the subject, predicate or object of a sentence, which significantly impact the meaning of the sentence.
The results from the textual similarity task shown in the table reveal that pos-LSTM-n achieved the best results on the SICK test set, and the Pearson correlation coefficient was improved by approximately 1.1% compared to MaLSTM. However, we noted that if we use only the verb in the sentence, i.e., pos-LSTM-v, to calculate v syntactic , the Pearson correlation coefficient of the model on the test set shows a slight decrease compared to that of MaLSTM. Thus, we conducted further research on the SICK dataset. We found that in the SICK dataset, there are many sentence pairs similar to {a group of people is on a beach, a group of people is near the sea} or {a jet is flying, a dog is barking}. These sentences contain a form of the verb ''to be'' that may or may not be connected to another word, but the verb ''to be'' often does not play a role in determining the similarity between two sentences and may interfere with the determination of sentence similarity.
Moreover, in the SICK dataset, the number of verbs in each sentence is less than the number of nouns, which may be a reason why the performance of pos-LSTM-v is no better than that of pos-LSTM-n. In addition, we found that the performance of pos-LSTM-nv was slightly lower than that of pos-LSTM-n, indicating that the influence of various parts of speech on sentence semantics is not a simple linear relationship. Finally, we take advantage of all parts of speech (pos-LSTM-all) in the sentence to calculate the v syntactic . The results of the model on the test set is almost the same as that of MaLSTM, which shows that if the part of speech is not filtered, the performance of the syntactic representation will be greatly reduced.
D. ENTAILMENT CLASSIFICATION
Entailment classification is another task of SICK. Each sentence pair has a classification label. Our model needs to predict the label of each sentence in the test set. We chose pos-LSTM-n, the best performing model in the sentence similarity task, to perform this task. First, we obtained the expression of the sentence pair (v (a) and v (b) ) from pos-LSTM-n, and then v (a) − v (b) is used as the only feature to train an SVM model for classification. The experimental results are shown in Table 4 .
The experimental results show that the accuracy of the SVM model based on pos-LSTM-n is higher than that of the SVM model based on MaLSTM; SVM with pos-LSTM-n features also performs better than the TOP model on SICK 2014. Moreover, our model is trained only in sentence similarity tasks, which shows that pos-LSTM can capture some of the deep semantics of sentences.
E. GENERALIZABILITY OF pos-LSTM
To further study the generalizability of the pos-LSTM model, the models we trained on the SICK dataset were directly evaluated in SemEval STStasks (2012-2015) for a total of 20 textual similarity datasets.
The Pearson correlation coefficient (×100) was used to evaluate the indicators used. We chose two LSTM-based models for comparison: the standard LSTM model and the Skip-Thought model. The last two columns of data in the table are from [17] . Table 5 shows the Pearson correlation coefficients for [4] - [6] tasks for each year and the average Pearson correlation for each year.
The experimental data shown in the table indicate that pos-LSTM performs better than the standard LSTM and SkipThought models in the STS tasks of STS [2012]- [2015] , which provides evidence that pos-LSTM can add syntactic information such as part of speech into a sentence representation and that the representation learned by pos-LSTM can better express the semantics of the sentence. The experimental results on 20 datasets also show that the sentence representation obtained by pos-LSTM has good generalizability, and the introduction of syntactic information such as part-ofspeech tags can help improve the performance of sentence representation. However, pos-LSTM performed worse than standard LSTM in a few tasks, possibly because there were not a lot of SICK data used to train the pos-LSTM model and because there are differences between the sentences in the SICK dataset and the sentences in some STS tasks (i.e., different sentence lengths and different sentence patterns). We will make targeted adjustments to pos-LSTM in future work to achieve better results.
V. CONCLUSIONS
We proposed a part-of-speech-based LSTM (pos-LSTM) model for learning sentence representations. The pos-LSTM model can obtain structural representations of sentences using the LSTM model and syntactic representations by assigning part-of-speech weights to the hidden states of the LSTM hidden layer. We compared the effects of verbs, nouns, and other common part-of-speech tags on sentence representation.
The experimental results from textual similarity tasks and entailment classification tasks show that sentence representations that incorporate syntactic information such as part of speech can capture the syntactic information of sentences to obtain high-quality sentence representations. In addition, we examined the generalizability of the pos-LSTM model on 20 STS tasks. The experimental results indicate that pos-LSTM has good generalizability on most datasets. 
