The article presents new measurements of low-energy resonances in the 16 O(α,γ ) 20 Ne reaction, which represents the endpoint for the reaction sequence responsible for energy production in stellar helium burning in massive red giant stars. The present data and previous unpublished data are analyzed in the framework of R-matrix theory to derive a reaction rate for the temperature regime of stellar helium burning.
I. INTRODUCTION
The 16 O(α,γ ) 20 Ne reaction (Q = 4.730 MeV) is important in stellar He-burning. At quiescent He-burning temperatures, the reaction rate is considered to be low due to the lack of resonances in the relevant energy region (E c.m. ∼300 keV). This reaction is therefore considered the endpoint of the main reaction chain 4 He(2α,γ ) 12 C(α,γ ) 16 O(α,γ ) 20 Ne and determines, together with the rate of 12 C(α,γ ) 16 O, the 16 O abundance at the ignition of the carbon burning phase in late stellar evolution. The inverse reaction 20 Ne(γ,α) 16 O is of importance in the subsequent neon burning phase which takes place at higher temperature (>1 GK) [1] .
The low-energy reaction cross section is characterized by a number of different reaction components including the tails of resonant states above the α threshold at 4.730 MeV in 20 Ne, as shown in Fig. 1 , and nonresonant contributions. Only natural parity states can be populated and will contribute to the resonance terms. At stellar energies the reaction is dominated by the nonresonant capture process while at higher energies the reaction can occur through resonant capture by way of several resonances. The lowest possible resonance contributions are due to the two narrow states at E x = 5.62 MeV (J π = 3 − ) and E x = 5.79 MeV (J π = 1 − ). The nonresonant contribution was analyzed theoretically by several authors [2] [3] [4] [5] [6] obtaining substantial differences in the S-factor extrapolation.
The theoretical calculations suggest that the main contribution to the nonresonant cross section comes from s-wave capture to the first excited state of 20 Ne. This transition is thought to interfere at higher energies with the E α = 2.5 MeV 0 + resonant state and therefore it appears possible to obtain information on the nonresonant contribution from the interference region. This region was therefore studied by Hahn et al. [7] who measured the 16 O(α,γ ) 20 Ne reaction cross section at four off-resonance energies E c.m. = 1.77, 2.2, * rdeboer1@nd.edu † Formerly Institut für Strahlenphysik, University of Stuttgart.
2.3, and 2.35 MeV, using the inverse kinematics technique, detecting 20 Ne recoils in coincidence with capture γ rays. From this measurement only upper limits were determined.
A study of the 16 O(α,γ ) 20 Ne reaction over a wide energy range was performed at the Dynamitron laboratory of the University of Stuttgart [8] . The reaction was studied with both a Ta 2 O 5 solid target and a 16 O gas target RHINOCEROS [8] . The sensitivity reached between the top of the resonances and the lowest yield data was two and a half orders of magnitude. The resonance parameters from E α = 1.1 to 3.4 MeV were accurately determined but only upper limits were obtained for possible nonresonant contributions.
A further measurement of the 16 O(α,γ ) 20 Ne reaction was performed at the same laboratory [9] . This measurement was done with the gas target setup used in Ref. [8] , upgraded with an active bismuth germanate (BGO) shield for the germanium detectors to lower the background induced by cosmic rays (see Sec. II). The reaction was measured from E α = 1.1 to 3.4 MeV reaching a sensitivity of more than four orders of magnitude. The experiment and results are described in Ref. [9] .
The resultant yield curve, shown in Fig. 4 .23 of Ref. [9] represents, potentially, the best data available for a thorough R-Matrix analysis of this reaction. Further, 16 O(α,α) 16 O was measured concurrently in the same experimental setup allowing a simultaneous R-matrix analysis of both reactions channels. Unfortunately, the numerical values for the yield curve were not reported so that a digital scan of Fig. 4 .23 was required to extract the data. The yield curve for the scanned data is shown in Fig. 2 . Note that in Fig. 2 the three lowest yield points near E α = 1.5 MeV are shown as upper limits whereas in Fig. 4 .23 [9] , they are shown with associated error bars. This is discussed in Sec. II.
Moreover, in Ref. [9] there are some indications that the width of the 1.3 MeV 1 − resonance (E x = 5.788 MeV) is considerably larger than previously measured [10] , indicating a substantial increase in the value of the extrapolated S-factor data toward the stellar energy range. The overall detection efficiency for the gas target data of Ref. [9] relied on Monte Carlo simulations of the experimental setup. The Monte Carlo results were tested only at low γ energies using calibrated 20 Ne reaction rate. The Gamow energy range for this reaction at fixed stellar temperatures in GK is indicated at the right-hand side.
sources. Hence, absolute efficiency calibrations are desirable for the higher energies.
A new measurement of the 16 O(α,γ ) 20 Ne reaction was performed at the Nuclear Science Laboratory of the University of Notre Dame using a solid target approach. In this experiment the emphasis was first on the measurement of the cross section of the 0 + resonance at E α = 2.5 MeV to establish an absolute calibration for the overall detection efficiency for the gas target data of Ref. [9] , and second on the investigation of the width of the 1 − resonance at E α = 1.3 MeV with the goal of comparing it to the gas target data. With the new solid target data, it has been possible to normalize the previous gas target data (see Sec. IV) and thus obtain absolute yields that have been further analyzed using the R-matrix theory (see Sec. V).
A short summary of the previous gas target experiment and the data analysis procedure is presented in Sec. II. Extensive details can be found in Ref. [9] .
II. A BRIEF SUMMARY OF THE GAS TARGET
EXPERIMENT OF REF. [9] The measurement of the 16 O(α,γ ) 20 Ne reaction was performed at the Dynamitron accelerator laboratory of the University of Stuttgart, Germany. The extended windowless recirculating gas target RHINOCEROS [9, 11] was used for mapping the excitation curve. For the measurement of the γ yield, two high-resolution 100% geranium (Ge) detectors were mounted at angles of ±90
• with respect to the beam direction. The close configuration resulted in a large acceptance angle from 10
• to 170
• , and considerable Doppler broadening of the γ lines. Modular ring-shaped BGO detectors surrounding 20 Ne divided by the yield in the 90
• particle detector, covering the energy range between E 0 = 1.1 MeV and 3.4 MeV (where E 0 is the energy in the laboratory frame as measured in the center of the gas target) scanned from Fig. 4 .23 of Ref. [9] . The arrows mark data points which resemble 2σ upper limits for the reaction yield. The yield curve is characterized by several narrow resonances and two overlapping broad 0 + resonances at E α = 2.5 and 3.1 MeV. The large range in yield of five orders of magnitude was obtained thanks to the gas target system RHINOCEROS [8] .
A simple point to point yield to cross-section conversion was not possible for the data shown, prompting a follow up measurement at Notre Dame (see Sec. IV). The lower figure (b) shows the α yield divided by the theoretical Rutherford cross section in the 90
• particle detector from Fig. 4 .19 of Ref. [9] above E α = 2 MeV where deviation from Rutherford scattering was observed.
the Ge crystals served as active shielding. The dependence of the γ detection efficiency for the Ge detector was determined with calibrated γ sources ( 60 Co and 226 Ra) at different positions along the beam axis in the target chamber. These low-energy efficiency measurements were compared with Monte Carlo efficiency simulations of the setup using the code GEANT 3.21 [12] and showed excellent agreement. The efficiency calculations at higher energies were not tested. Full experimental details are presented in Ref. [9] .
The resonance to first excited state (R → 1) excitation curve of 16 O(α,γ ) 20 Ne was measured in the energy range between E α = 1.1 and 3.4 MeV and is shown in Fig. 2 . The 16 O(α,γ ) 20 Ne yield at each energy was determined by Monte Carlo analysis of the observed line shape for each γ transition including the corrections for detector efficiency, extended target geometry, energy loss, detector geometry, and angular distribution. Only upper limits could be determined for the yield for the direct transition to the ground state. A typical spectrum is shown in Fig. 3 .
The observed transition yield between resonances is very low. Figure 4 , taken from Ref. [9] , shows the observed spectrum at E α = 1.59 MeV. The cross section is too low to determine reliable yield values. For this reason, the data point at E α = 1.59 MeV as well as two other nearby data points with similar yield, were designated as upper limits (see Fig. 2 ). Removing these data points from the R-matrix fit described in the following had a minimal effect ( χ 2 < 3%) since the reported error bars were quite large. 20 Ne yield measured at an energy of 2.489 MeV after accumulating 0.32 C of charge using the gas target system RHINOCEROS [8] . The primary transitions to the ground state and the first excited state are clearly visible (with permission [9] ).
Details of this analysis can be found in Ref. [9] . Interpreting the data in terms of reaction contributions requires a detailed R-matrix analysis. This analysis will be discussed in Sec. V.
III. THE PRESENT SOLID TARGET EXPERIMENT

A. The experimental setup
To determine the width of the 1.3 MeV resonance and to provide a normalization for the gas target data, measurements with solid 16 O targets were carried out at the Nuclear Science 20 Ne yield measured at an energy of 1.59 MeV after 34.3 C of accumulated charge using the gas target system RHINOCEROS [8] . The primary transitions to the ground state and the first excited state are very weak. For the present analysis a 2σ upper limit has been determined for the yield at these energies. These upper limits are shown in Fig. 2 (with permission [9] ).
Laboratory at the University of Notre Dame, using the 3.7 MV KN Van de Graaff accelerator. The accelerator delivered an α beam up to 150 µA. The beam was wobbled to produce a homogeneous beam spot size of 1.6 × 1.0 cm on the target. To reduce carbon deposition, a liquid nitrogen cooled copper tube was mounted in front of the target. The target was mounted on a water-cooled brass target holder. To measure the charge deposited on the target, the target chamber was electrically isolated and a bias voltage of −300 V was applied to the cold finger to repulse secondary electrons on the target. A detailed description of the experimental setup can be found in Ref. [13] .
The solid targets were produced by anodizing a 0.25 mm thick Ta backing using 99.999% enriched 16 O water [14] . Typical thickness of the tantalum-oxide, Ta 2 O 5 , layer was around 20 µg/cm 2 corresponding to 10 keV energy loss for E α = 2.5 MeV.
The experiment was divided into two phases. In the first phase, the width of the E α = 1.3 MeV resonance was measured. With a typical beam current of ≈100 µA, the Ta 2 O 5 targets remained stable over 3 C of charge accumulation. The γ detection system consisted of four NaI(Tl) detectors and a high-purity germanium clover detector, with the clover operated in add-back mode. The clover detector was placed at a distance of 0.65 cm from the target, and at 45
• with respect to the beam direction. Details of the detector arrangement were described earlier [13] . The 1.3 MeV resonance decays primarily to the first excited state [15] with a γ transition of 4.156 MeV (R → 1 st ). The secondary transition of E γ = 1.634 MeV proceeds to the ground state (1 st → 0). The second branch decays directly to the ground state (R → 0) with E γ = 5.79 MeV.
For the measurement of the total width, the detectors were operated in coincidence mode with the NaI(Tl)'s observing the high-energy primary γ -ray decay of the 1.3 MeV resonance state, and the clover observing the secondary 1.634 MeV γ -ray transition from the first excited state to the ground state. The trigger for the data acquisition was an event in the clover detector with the energy above the threshold of approximately 0.1 MeV. This created a coincidence requirement for the NaI(Tl) detectors, as their signals would only be acquired if they came in coincidence with a clover signal. An example spectrum is shown in Fig. 5 .
The coincidence method significantly decreased the background with a corresponding increase in the signal-to-noise ratio. The coincidence yield was used exclusively for the measurement of the resonance width.
In the second phase of the experiment, the yield curve for the E α = 2.5 MeV resonance was measured to determine absolute normalization of the gas target data of Ref. [9] . Only the primary resonant decay to the first excited state was used in this measurement because the background reaction 17 O(α, n − γ ) contributed significantly to the yield of the 1.634 MeV secondary γ transition.
The solid target thickness was chosen to be identical to the thickness of the extended gas target [i.e. E(E α = 2.5 MeV) = 10 keV]. At this higher α-beam energy, the targets deteriorated much faster due to the high beam power. were changed after 0.3 C of collected charge to ensure target stability. The targets did not show any significant signs of deterioration. During this phase, data were taken only with the clover detector in "singles" mode. In addition, the isotropic decay of this resonance allowed the placement of the Ge clover detector in close geometry at 0
• with respect to the beam direction to increase the overall statistics (see Fig. 6 for an example spectrum). The absolute "singles" efficiency for the clover detector was determined using a 60 Co source and the well-known 27 Al(p,γ ) 28 Si resonances at E p = 0.679 and 0.992 MeV. Relative values for the resonance strengths were taken from Ref. [16] and were scaled to the E p = 0.992 MeV resonance strength given by Ref. [17] . FIG. 6. Example γ spectrum for the 16 O(α,γ ) 20 Ne reaction taken at Notre Dame after 0.3 C of charge deposition. This spectrum is the sum of the four germanium crystals of the clover detector at an α beam energy of 2.430 MeV near the top of the broad 0 + resonance. At this energy significant background from 17 O(α, n − γ ) contaminated the 1.634 MeV first excited state to ground state transition photopeak so the coincidence method could not be used. Therefore only the primary transition peak at 5.09 MeV was used for the yield measurement. 20 Ne resonance at E α = 1.3 MeV. The black dots are the measured yield, while the red solid line represents the "best fit" of the front edge of the resonance using Eq. (1).
at E x = 1.63 MeV. The coincidence yield curve for the cascade transition for the E α = 1.3 MeV resonance is shown in Fig. 7 together with the best fit of the front edge of the resonance scan. The fitted curve is obtained from the expression (Eq. (5.44) in Ref. [18] )
where K is a normalization constant, is the target thickness, is the effective stopping power of the α beam in the Ta 2 O 5 target (stopping power values were taken from SRIM [19] ), g(E , E) is the Gaussian energy distribution of the incident α-beam particles, and σ bw is the Breit-Wigner cross section for an isolated broad resonance (Eq. (4.59) in Ref. [18] ).
The α width was determined by the fit of the thick target resonance curve to a Breit-Wigner function. A value of α = 45(15) eV was obtained, which is in agreement with the previous result of the elastic scattering experiment by Ref. [10] , α = 28(3) eV. The absolute resonance strength ωγ of the E α = 1.3 MeV resonance was determined using the second detection arrangement with a clover detector mounted at 0
• with respect to the beam direction. Angular distribution and summing corrections were applied and a value of ωγ = 14(2) meV was obtained which is lower than the value quoted in more recent works [7] [8] [9] but in agreement with the results of older measurements [20, 21] (see Table I ). The branching ratios for the γ decay of the 5.788 MeV level to the ground state and first excited state in 20 Ne were determined to be 16(5)% and 84(5)%, respectively (see Table I ), which is in agreement with previous works [7] [8] [9] 20] .
The strengths of the E α = 1.1 and 2.5 MeV resonances were also determined in a similar manner, and values for ωγ were found to be 1.8(3) and 85(9) meV, respectively. The strength of the E α = 1.1 MeV resonance is found to be in good agreement with previous measurements [8, 9, 20, 21] and that obtained for the E α = 2.5 MeV resonance is in excellent agreement with the result of the R-matrix analysis described in the following (see Sec. V). Table I gives a comparison of all previous strength, width, and branching ratio measurements 035802-4 
The last column indicates the values that were adopted in the R-matrix calculation (see Sec. V). The adopted values are determined by weighted averages and the uncertainties are the larger of the internal and external uncertainties (see, e.g., Refs. [22, 23] ). Note that energies are given in the laboratory frame while all widths and strengths are given in the center-of-mass frame. The data from Ref. [9] shown in Fig. 2 represent the yield of the primary transition to the first excited state (R → 1) γ ray in the germanium detectors normalized to the yield of the elastically scattered α particles at 90
where ρ(z) is the density profile of the gas target and η is the efficiency profile of the germanium detectors that depends on the energy of the γ ray and on the angular distribution W (θ ). The efficiencies for the high γ energies of the 16 O(α,γ ) 20 Ne primary transitions relied on GEANT simulations [9] . This results in considerable uncertainty in the initial data set.
For the present experiment, the yields for the E α = 2.5 MeV resonance were obtained from the net area (I) of the γ peak for the primary transition
where Q is the collected charge, e is the charge of the electron, is the target thickness, is the effective stopping power [19] , and η is the detection efficiency. This yield curve is shown in Fig. 8 in comparison to the gas target data. The latter is normalized to the solid target data to allow the shape comparison. Since the stopping power can be considered constant over the target thickness, the integrated cross section can be obtained from Eq. (3)
Several tests have been done to determine the best suited energy range for the normalization of the two data sets. The integrated cross section weighted with the efficiency and density profile of the target in Eq. (2) was numerically calculated at the E α = 2.5 MeV resonance. For the calculation, the literature values of the resonance parameters [15] were adopted and an efficiency profile, obtained by simulation through a GEANT 3.21 Monte Carlo code [12] of the gas target apparatus, was assumed. This quantity was compared to the integrated cross section, assuming a constant efficiency and density profile along the target thickness, as in the solid target experiment. The ratio of the two was then calculated as a 
where L targ is the gas target length. It was found that in the case of a broad resonance such as the E α = 2.5 MeV, the effects of an extended gas target (density and efficiency profiles along the target length) can be considered almost negligible. The normalization was made at two specific energies E α = 2.430 and 2.490 MeV where the difference in R(E b ) from unity was calculated to be smaller than 0.5%. Therefore Eq. (2) can be written as
The last integral term can be obtained from the solid target measurement at the same incident beam energy [Eq. (4)]. Since the solid targets deteriorated quickly, different targets were used for the same normalization energy and the difference in target thickness was at maximum 1 keV, corresponding to a maximum uncertainty of 4% in the normalization procedure. Finally the normalization of the Stuttgart data to the Notre Dame data could be obtained by inverting Eq. (6). This operation was performed at both 2.430 and 2.490 MeV and resulted in identical values within the experimental uncertainty of the Notre Dame measurements (10%). The uncertainty includes, besides the statistical errors, the uncertainties of the absolute detection efficiency (7%), the absolute charge measurement (2%), the stopping power taken from SRIM [19] (3%) and the target thickness effect (4%). Since the normalization was performed only at the E α = 2.5 MeV resonance, the energy-dependent quantities had to be evaluated and included in the overall normalization procedure. The Monte Carlo simulation code was used to evaluate the energy dependence of the gas target efficiency and the effects of angular distribution on the measured gas target yield. Due to the large solid angle subtended by the germanium detectors and the extended target, the angular distribution effects were almost negligible, except for the 3 − resonance at 3.0 MeV that had to be corrected by 10%. The normalized yield for the gas target data, as defined in Eq. (3) where is the stopping power in the oxygen gas target, is shown in Fig. 9 .
V. R-MATRIX ANALYSIS
The multichannel multilevel R-matrix code AZURE [24] was used for a simultaneous analysis of the 16 O(α,γ ) 20 Ne (R → 1) normalized yield and the 90
• elastic scattering data. For a detailed description of the underlying R-matrix formalism and further details on the AZURE code, see Refs. [24, 25] .
A. R-Matrix: resonance contributions
Six resonances were observed in the gas target excitation curves corresponding to known states in 20 Ne [15] . Of the Fig. 2 corrected for the normalization to the 90
• particle detector. Absolute normalization was obtained by normalizing the gas target data to the Notre Dame solid target data at the E α = 2.5 MeV resonance as shown in Fig. 8 . Here the yield curve ( 17 O 2 particles/cm 2 was used for the gas target (calculated from information on the gas target given in Sec. 4.3.1 of Ref. [9] ).
Beam effects in both the (α,γ ) and (α,α) data sets were modeled with the convolution and target averaging routines of AZURE [26] . The convolution model uses two back-to-back Gaussians to simulate the beam's energy distribution (as described in Ref. [26] ) and possible straggling effects. For both data sets a value of σ = 2 keV was taken as the energy resolution of both Gaussians (no appreciable straggling effects were found) at the center of the gas target. The value for the energy resolution was determined independently from the experimental setup [9] and from a χ 2 minimization of the convolution parameters.
The resonance parameters of Ref. [15] (see Table II ) were found to be good starting parameters for the R-matrix analysis. Figure 10 shows the R-matrix fit of the 16 O(α,γ ) 20 Ne (R → 1) yield curve given in Fig. 9 . The fit was performed simultaneously with the fit of the scattering data shown in Fig. 2 . Taking only the resonances into account results in a clear deviation of the resonance only fit from the (α,γ ) data in the nonresonant regions of the yield curve as shown by the dashed line in Fig. 10 . Nonresonant contributions such as external capture or tails from higher-energy resonances have to be taken into account to improve the fit in these regions.
The extremely narrow 3 − and 1 − resonances at E α = 1.1 and 1.3 MeV, respectively, were included in the R-matrix 035802-6 TABLE II. R-matrix analysis results. Uncertainties for center-of-mass total and ωγ (α,γ ) of the present work are given in the form (statistical + systematic). The statistical errors are derived from the χ 2 error analysis while the systematic error comes from the 10% uncertainty in the yield normalization (see Sec. IV). The uncertainties on the level energies are of the same form but the systematic uncertainty comes from the uncertainty in the energy calibration of the Stuttgart experiment (2 keV). Interference signs were taken as positive as the default for the R-matrix fit parameters. The resonances at E α = 2.490 MeV and 3.359 MeV were found to require negative interference signs to produce the "best fit."
This work
Compilation [15] calculation as fixed poles using the adopted resonance parameter given in Table I . The analysis for the two resonances was done independently and is discussed in Sec. III B.
B. External capture contribution
A hard sphere external capture (EC) component was included in the R-matrix calculation [24] . The s and d wave E2 EC contributions were included since E2 should dominate [6] .
For spin-zero EC, the s and d partial waves have total angular momentum J i = 0, 2 with orbital angular momentum l i = 0, 2, respectively. The orbital and spin angular momenta of the first excited state of 20 Ne are l f = 2 and s f = 0, respectively. The strength of the EC is given in terms of the asymptotic normalization coefficient (ANC) (see, e.g., Refs. [27, 28] ).
The "best fit" shown in Fig. 10 yields the value of ANC = 2 500 (800 + 250) fm −1/2 (statistical + systematic), consistent with the spectroscopic factor (corresponding to an ANC = 3 400(700) fm −1/2 ) reported by Ref. [29] . Significant interference occurs between the EC and the large E α = 2.490 MeV 0 + resonance in the nearby regions. Excellent agreement is found over the entire energy range of both data sets.
For a multivariable fit the confidence level is characterized by χ 2 χ 2 min + χ 2 [30] . For this analysis 13 free fit parameters (four resonance energies, eight partial widths, one ANC) were used corresponding to a value of χ 2 ∼ 15 for a ∼70% confidence level. A 10% systematic uncertainty is present from the normalization process (see Sec. IV). Since the systematic uncertainty from the normalization only effects the relative scaling of the yield data only ωγ and the ANC are significantly affected.
C. Background poles
Nineteen levels above the experimental energy region have been reported including the critical resonance parameters total , ωγ , and branching ratio values (BR) [15] . These resonances were added as individual background poles with their widths and energies fixed. These higher-energy resonances had no significant effect on the quality of the fit ( χ 2 < 2%). Different interference combinations were also investigated but had no significant effect. However, the tails of these higher-energy resonances resulted in a slight decrease in the amplitude of the EC necessary to produce the same fit. The effect on the ANC is less than 1σ but it is significant. An example calculation is shown in Fig. 11 .
Other possible physical background poles are the giant quadrupole resonances (GQR's) at energies ranging from E x = 11 to 25 MeV [31] . A background pole representing the strength of all GQR's was placed at E x = 24 MeV (J π = 2 + ). Estimates of total of the GQR's are well established (see, e.g., Ref. [32] ) and are of order MeV (a value of total = α = 5.9 MeV was used). γ for these resonances remain unmeasured as they are quite small compared to the particle widths. The "best fit" was obtained with γ = 10 eV, which is 11. An example R-matrix calculation of the S factor including all known resonances at higher energy [15] . None of the higher-energy resonances were broad enough to have a significant effect ( χ 2 < 2%) on the fit in the experimental data region. The addition of known background poles did decrease the ANC needed to produce the same fit reducing the ANC from 3 000 fm −1/2 to 2500 fm −1/2 . This had no significant effect on the χ 2 of the fit because the tails of the background poles and the EC have a sufficiently similar energy dependence in the experimental region.
the right order of magnitude for a typical GQR strength [31] . With these widths, the contribution of the GQR's to the cross section in the Gamow window is negligible (see Fig. 12 ).
D. S-factor extrapolation
The EC is found to be the dominant contribution to the cross section at E c.m. = 300 keV and is enhanced by ∼10% through its interference with the broad 0 + resonance at E α = 2.490 MeV. The S-factor calculated for the first excited state transition (R → 1) was extrapolated using the "best fit" R-matrix parameters. The extrapolation is shown in Fig. 12 . Background poles shown in Fig. 11 were also included at higher energies.
The fitted value for the ANC, 2500 fm −1/2 , corresponds to S R→1 (300 keV) = 1.4 MeV b (see Fig. 13 ). For the EC, the branching ratio to the first excited state remains uncertain. Here we adopted a value for the branching ratio of 75(10)% to the first excited state and 25(10)% to the ground state based on the theoretical prediction and experimental upper limits of Refs. [6] [7] [8] [9] . With this adopted branching ratio, the total S factor is S(300 keV) = 1.9 MeV b. (Color online) A calculation of the uncertainty in the (α,γ ) S factor using the "best fit" R-matrix parameters from the fit shown in Fig. 10 (solid red line) . The fit parameters obtained from the upper and lower 70% confidence points of the S R→1 (300 keV) scan of Fig. 13 were used to calculate the upper and lower uncertainties in the S factor, which are shown by the black dashed lines. These upper and lower uncertainty curves were subsequently used to calculate the upper and lower bounds on the reaction rate. Note that the two lowest-energy resonances are not shown since their contribution to the rate was included separately as discussed in the text. 3.38 × 10 A scan of S R→1 (300 keV) versus χ 2 is given in Fig. 13 . The curve is nearly symmetric about the "best fit" value of 1.4 MeV b. A value of χ 2 ≈ 15 corresponds to a 70% confidence level which gives a value of 0.6 MeV b for the statistical uncertainty. Combining this with the systematic uncertainty from the normalization produces a total uncertainty of (0.6 + 0.2) MeV b. Taking into account the adopted EC branching ratio gives a final value of S(300 keV) = 1.9(8 + 2) MeV b. The uncertainty in the S factor, found from the R-matrix fit, over the entire experimental region is shown in Fig. 14. 
E. Reaction rate
An
16 O(α,γ ) 20 Ne reaction rate calculation was performed by numerically integrating the extrapolated total S-factor curve spanning the energy range from E α = 0.1 to 10 MeV (see Fig. 11 ). The reaction rate was calculated between 0.1 and 10 GK (see Table III finally become significant. The contribution from the GQR is also included (dashed-dot-dot green), but it should be noted that this is only an estimate since only approximations for its widths could be made due to the absence of experimental data. The lower plot (b) shows the ratio of the rate found in this work (solid black line) and its upper and lower bounds (black dashed lines) to that of the NACRE rate [33] . The upper and lower bounds on the rate were calculated using the upper and lower bounds on the S-factor curve from Fig. 14 all resonances in the experimental region (see Table II and Fig. 10 ) and all of the known higher energy levels found in Ref. [15] . Because of the extremely narrow widths of the two lowest-lying resonances their contributions to the rate were included using the formula for isolated resonances [33] . The reaction rate between T = 0.1 and 1 GK is characterized by the the EC and the contributions of the two narrow and isolated 3 − and 1 − resonances. The EC affects the reaction rate up to approximately 0.2 GK where the narrow resonances quickly become dominant. The overall rate is somewhat lower than that of NACRE [33] because of slightly lower values for the EC and the ωγ values of the two lowest-energy resonances.
Uncertainties in the reaction rate were calculated using the upper and lower bounds on the S-factor curve shown in Fig. 14 and the uncertainties associated with the resonance strengths ωγ and energies for the E α = 1.1 and 1.3 MeV resonances. Uncertainties from interference effects were also investigated for the higher energy resonances. Variation of these interference terms produced a change in the uncertainties of less than 3%.
VI. SUMMARY AND CONCLUSION
The
16 O(α,γ ) 20 Ne reaction represents the end point for the α capture chain in stellar helium burning environments. The main uncertainty in the reaction rate has been the contribution of the E2 EC component which has been expected to dominate the reaction rate at stellar temperatures. Theoretical work predicted a whole range of values which are summarized in Table IV . This translated into a large uncertainty in the reaction rate predictions. To reduce the uncertainty on the low-energy S factor, a measurement of the excitation curve was performed by direct measurement using the RHINOCEROS gas target system at the Dynamitron laboratory at the University of 035802-10 TABLE IV. Summary of all estimates of S(300 keV) for 16 O(α,γ ) 20 Ne. An average value of 2 MeV b was adopted by Ref. [33] . The values of S(300 keV) given by Refs. [7, 8, 34] and this work are semi-empirical calculations while those of Refs. [2, 3, 5, 6] Stuttgart. The yield curve was normalized to the results of a measurement at the Nuclear Science Laboratory at the University of Notre Dame using a solid target of the same thickness to remeasure the yield curve over the large 0 + resonance at E α = 2.5 MeV. The normalized (α,γ ) yield curve for the radiative capture and the concurrently measured (α,α) elastic scattering cross section curve were then fit simultaneously using the R-matrix program AZURE. The fit yielded resonance widths total and strengths ωγ that were in good agreement with those quoted in the literature. The resulting fit and interference parameters were then combined with pre-existing higher-energy resonance information to extrapolate the cross section from E α = 0.1 to 10 MeV. A value of S(300 keV) = 1.9(8 + 2) MeV b was extracted from the extrapolation representing a significant improvement in the uncertainty of the S factor. The extrapolation was then integrated numerically to calculate the reaction rate from T = 0.1 to 10 GK. The overall reaction rate is found to be slightly lower than that of the previous calculation [33] . The improved uncertainty on the S factor translated into a significant decrease in the uncertainty of the rate at low temperatures.
