With the advances in computing power, high-performance computing (HPC) platforms have had an impact on not only scientific research in advanced organizations but also computer science curriculum in the educational community. For example, multicore programming and parallel systems are highly desired courses in the computer science major. However, the high cost of HPC equipment and maintenance makes it hard to be adapted into a conventional computer science curriculum. Specifically, teaching-oriented institutions cannot afford an HPC system due to the high cost, lack of experience, and smaller research infrastructure. The main objective of this article is to present an affordable and easy-to-use high-performance cluster system for teaching-oriented computer science curriculums. In order to address this, we have designed and implemented an affordable high-performance cluster system based on the PlayStation 3 (PS3). For the performance evaluation of the PS3 cluster, we conducted a benchmarking test, that is, matrix multiplication, with different numbers of synergistic processing elements (SPEs) and nodes. As a result, it was concluded that the PS3Cluster provides enough computing power as an HPC for computer science courses, while the total cost is less than 10% of an existing cluster system on the market that has similar performance. In addition, the implemented PS3Cluster system has been used for computer science courses, such as Parallel and Distributed Databases and Parallel Programming.
INTRODUCTION
In the era of the Internet, with ever-growing information and data, it is highly desired for the industry and academia to use high-performance computing (HPC) in their business and educational activities. Specifically, cluster-based systems dominate the HPC market because they are more flexible and scalable compared to single-node supercomputers. According to the list of the top 500 supercomputer sites [Sites 2011 ], the cluster-based supercomputer has increased more than 80% since 2000. Therefore, there exists a great need for skilled and educated students and engineers who are able to design, implement, and operate such HPC systems. For example, students in computer science and engineering aspire to have multicore programming and distributed and parallel systems experience. However, the high cost of HPC equipment and maintenance makes it hard to adapt them into the conventional computer science curriculum. Specifically, teaching-oriented institutions cannot afford HPC platforms due to the high cost, lack of experience, and smaller research infrastructure.
In order to offer HPC-related courses such as Distributed and Parallel Systems, Parallel Programming, or Distributed and Parallel Databases in teaching-oriented institutions, we need an affordable system that students and instructors can design, implement, and test. For the HPC platform, the cluster-based computing system is considered because of its flexibility, feasibility, and relatively low cost. In addition, open-source software including operating systems (i.e., Linux) and a programming software development kit (SDK) help to reduce the cost and ease of implementation.
Since 2010, we have designed and implemented an affordable high-performance cluster system using PlayStation 3 (PS3), a well-known video game console. Each PS3 device has an IBM Cell BE processor that consists of eight SPEs and one power processing element (PPE). Therefore, it can be used as a processing node with a multicore processor in the cluster system. Six PS3s are connected with each other through gigabit ethernet to form a cluster system. Each node runs on Fedora Core 12 Linux for an operating system, and IBM Cell SDK and Open MPI are installed for the parallel programming software. All of the software used is open source, enabling easy use in the classroom. This set-up can be used beyond the traditional educational setting; military and industrial solutions can also use this research to implement system components.
In this article, we present an affordable and easy-to-use high-performance cluster system that can be used in the classroom of a teaching-oriented computer science curriculum. This article is organized as follows: In Section 2, related works in academic HPC platforms are discussed. In Section 3, we describe our design and implementation of the PS3-based cluster system. In Section 4, newly developed courses and survey results are presented. In Section 5, we conduct a benchmarking test for the PS3Cluster performance evaluation and parallel database performance. Finally, in Section 6, concluding remarks and future work are discussed.
RELATED WORKS

Educational Purpose Cluster System
There are many cluster systems available to serve the high demand on advanced computation needs. Table I is a survey of high-performance educational-purpose cluster systems in the United States. As shown in the table, the Center for High Performance Computing at the University of Utah (CHPC) consists of 262 dual-socket six-core nodes (3,144 total cores) [CHPC 2012] . CHPC is capable of providing higher computational power compared to our six-node PS3Cluster system; however, our PS3Cluster system is more flexible in terms of usage. Since it is managed locally, users have more flexibility to install or update the software without going through a long procedure. Another example of high-performance cluster systems is the Bootable Cluster CD (BCCD) [Diesburg et al. 2005] . This is a bootable CD image that boots up into a preconfigured distributed computing environment. To use the BCCD cluster system, a computer environment needs to exist. Then, by using the bootable CD, the computer environment can join the cluster system. Another example of a cluster system is LittleFe [Peck 2010 ]. This is a complete six nodes (12 cores and 6 general-purpose computing on graphics processing units [GPGPUs] ) Beowulf-style portable computational cluster that supports shared memory parallelism (Open MPI). Compared to LittleFe, one disadvantage of our PS3Cluster system is that it is not portable. On the other hand, our system provides more computational power.
High-Performance Computing Courses
A wide variety of courses related to high-performance computing are offered at universities in the United States. These courses can be classified into the following three groups [Hacker 2010; Afsaneh Minaie 2009 ].
-System architecture, where the aim is to teach students how to design, implement and deploy a HPC platform. [Lu et al. 2012 ], computational mathematics [Joiner et al. 2006] , and computational biology [Bader 2004 ]. Table II is a survey of HPC courses offered in the United States. As shown in the table, most of the courses utilize HPC infrastructures such as supercomputers or cluster systems. However, because the universities listed in Table II are research-intensive institutions; the supercomputers or cluster systems are mainly sponsored by government agencies (i.e., the National Science Foundation and the National Institutes of Health) or industry.
DESIGN AND IMPLEMENTATION OF PS3CLUSTER
An affordable HPC platform needs to satisfy the following requirements.
(1) Price. The system should be affordable for a teaching-intensive school with a reasonable price. For example, the University of Bridgeport provides $2,000 to a newly offered course. (2) Processor power. The processor power is one of the important elements to determine if the system is HPC compatible. Therefore, the HPC node processor needs to be multicore, (3) Scalability. The system should be flexible to scale up in order to support parallel processing. (4) Easy to use. Due to the lack of experience with high-performance computing in the department, the system should be easy to use and maintain.
To satisfy the aforementioned requirements, we adapted a PS3-based cluster system for the HPC. , where a PS3-based cluster system, called UB PS3Cluster, was designed and implemented. Six PS3s were used to form a cluster via gigabit ethernet. Figure 1 shows the overview of UB PS3Cluster implemented. Basically, the cluster consists of six PS3s as computing nodes, a gigabit ethernet for communication, and a front node PC.
Hardware. A PS3 has many interesting features. For example, it includes gigabit ethernet and a Blu-ray and supports other OSs. However, the most valuable feature is the IBM Cell BE processor. A Cell processor consists of a dual-threaded, 64-bit power architecture compliant power processor element (PPE), and eight synergistic processor elements (SPEs). An SPE is an SIMD (i.e., self-contained vector processor that acts as a co-processor, while a PPE is a 64-bit power architecture that acts as the controller of SPEs. These units are interconnected by an element interconnect bus (EIB) that supports a bandwidth of 25.6 gigabits per second. In other words, each PS3 console can support eight parallel processing using eight SPEs [Kahle et al. 2005] . The Cell processor used in PS3 uses six SPEs for working elements, since two of them are reserved for the game OS. In addition, PS3 console has 256MB of XDR DRAM and NVIDIA graphic card with 256MB video RAM. Therefore, PS3 can be treated as a computing node in a cluster computer of an HPC platform. The hardware specification used in this project is defined as follows.
(1) PlayStation 3 (six nodes) -CPU: IBM Cell BE processor: One PPE and eight SPEs -Memory: 256MB of XD DRAM -Network card: Gigabit Ethernet network card -Graphic card: NVIDIA and 256MB of video RAM -Hard disk: User-upgradeable 2.5-inch SATA hard drives, 80GB -Blu-Ray disc drive: 2X USB 2.0, HDMI 1.3a, and Wi-Fi (2) Gigabit Ethernet Switch -CISCO 8PT 10/100/1,000 GBIT SWCH (3) Front Node -HP Pavilion PC with 2 NIC (one for UB network and another for private network of cluster) -DHCP server for private network -Cluster can be accessed via Front node Software. The PS3 console allows the installation of other operating systems in addition to the PS3 Game OS. Therefore, Fedora Core 12 Linux is installed on each node of the UB PS3Cluster. Fedora Core 12 is running on top of a virtualization layer of the Game OS. Therefore, only limited operating systems can run on the PS3. The available OSs for PS3 include Fedora Core, Yellow Dog, Gentoo Power PC 64 editions and Debian. In order to support clustering programming, the Message Passing Interface (MPI) standard is employed and Open MPI (version 1.4.2) [MPI 2011 ] is installed in the system because of its high-performance message passing library. In addition, IBM Cell SDK 3.0 provides the development environment for programming the Cell processor with the GNU gcc complier and Eclipse as Fedora (version 3.5.1) [ Fedora 2011] .
Implementation. Using the aforementioned hardware and software, we implemented the UB PS3Cluster system, which includes the following three steps: (i) building the PS3 Cell Cluster, (ii) installing Fedora Core OS, and (iii) installing Cell SDK and Open MPI.
The details of technical specifications of the PS3Cluster are available at http://www. bridgeport.edu/∼jelee/ps3cluster.
In addition, we created an implementation manual of the PS3Cluster for those who are interested in reproducing PS3Cluster, which is available at http://www. bridgeport.edu/∼jelee/ps3cluster/UB PS3Cluster Manual.pdf. Figure 2 shows examples of the implemented PS3Cluster system at UB.
COURSE DEVELOPMENT AND SURVEY
Course Development
The UB PS3Cluster is designed and implemented in CPSC 592: Parallel and Distributed Database offered by the Department of Computer Science and Engineering. It has been used for several projects related to HPC and parallel computing. In this section, we introduce the course development of the PS3Cluster. A course syllabus consists of two parts: Distributed Database Systems and Parallel Database Systems. One objective of this course is to provide the fundamental and advanced concepts and techniques of parallel and distributed database to fulfill the needs in both academia and industry. The other objective is to prepare students for future research in the area of very large database systems. During the semester, we implement distributed and parallel DBMS using the UB PS3Cluster.
MySQL Cluster is the only parallel and distributed DBMS that supports the Fedora Core operating system. Therefore, we installed MySQL Cluster 7.0.13 on Fedora Core 12 Linux. In addition, since MySQL Cluster employs shared nothing architecture, each node owns its memory and storage area for the instance. MySQL Cluster has three different nodes: (i) management nodes that manage the entire distributed database in the cluster, (ii) SQL nodes that coordinate SQL query requests, and (iii) data nodes that have partitioned tables and indexes. Figure 3 is an overview of the installed MySQL Cluster on the UB PS3Cluster and its configuration. It consists of one management node, two SQL nodes, and three data nodes. However, they can be easily scaled up by adding a PS3 node to the cluster.
During the semester, the CPSC592 students conducted the following class activities using the PS3Cluster. For those who are interested in the project details, a sample description of Project 5 is available in the Appendix.
In addition to the Distributed and Parallel Database course, the following courses employed PS3Cluster to their classroom projects: CPSC 590: Parallel and Distributed Processing and CPSC 592: Parallel Programming.
Survey Result
We conducted an online survey about the PS3Cluster for the students enrolled in the Parallel and Distributed Database class at the University of Bridgeport. The survey was conducted for a week, using an online survey site. As a result, we received nine students responses. Table III describes the full questions that were asked in the survey. In the PS3Cluster survey, we asked questions that can be classified into four groups as follows: (i) effectiveness of PS3Cluster (Q3 and Q4 in Table III) ; (ii) assessment of the course (Q5 and Q6); (iii) feasibility of the PS3 game console to the course (Q7 and Q8); (iv) overall satisfaction (Q9 and Q10).
-Effectiveness of the PS3Cluster. Students were asked how effective they find PS3Cluster in their classroom (see Q3 and Q4 in Table III ). Six students strongly agreed that the PS3 game consoles are useful and effective to understand parallel computing. However, only three students answered neutral. All students agree that the PS3Cluster provides enough performance to test a Parallel Query in Distributed and Parallel DB. -Assessment of the course. To observe the students assessment of the course, we asked two questions (see Q5 and Q6 in Table III) . First, for Q5 (i.e., "I would recommend this course to other students," all students are willing to recommend this course to other students. Second, for Q6 (i.e., "Which of the following class activities did you enjoy or like in the course (multiple selection)?," six students enjoyed lectures and study material, while four students enjoyed setting and configuring the PS3Cluster. -Feasibility of the PS3 game console to the course. The feasibility of the PS3 game console to the course can be observed through the survey results of Q7 and Q8 in Table III . Five students chose "low price" as the most important advantage of using the PS3 game console for high-performance computing, whereas three students chose "open source." However, five students chose "not enough hardware power" as the most critical problem of using the PS3 game console for high-performance computing, whereas two students chose "not supported by manufacturer." -Overall satisfaction. For the overall satisfaction of the course, six students were very satisfied and felt this course is very important for their career. -Tips for the future. Although the offered course received favorable comments from enrolled students, there are several important things that can be considered for future use of the PS3Cluster system: -Strong background of distributed systems. The key part of the implemented system is how to design and build the distributed system based on open source programs such as Open MPI and Cluster OS. Therefore, it should be very helpful if basic courses exist as prerequisites for this regarding distributed concepts. -Increasing nodes over several semesters. Do not try to implement such a hybrid cluster system at once. Instead, it can be extended every semester by adding nodes. This is not only because they are expensive, but also because students in one semester will gain new experience in subsequent courses. -Recycling unused systems. The Cluster nodes do not have to be a new or high-end system. Instead, the instructor and students can use existing or unused computers in their institutions. We have a plan to employ some Linux severs in the computer lab to implement another educational-purpose cluster system.
PERFORMANCE EVALUATION
To evaluate the performance of the UB PS3Cluster, we conducted two main benchmarking tests, including PS3Cluster performance and parallel database query performance.
Performance Results of the PS3Cluster
The main objective of the UB PS3Cluster system was to create an affordable highperformance computing system for teaching-oriented computer science classes. To that end, it was necessary to demonstrate that the UB PS3Cluster system behaved as an HPC system. To assess the implemented UB PS3Cluster, extensive performance tests were conducted. Specifically, the parallelization capability of the system was examined by running and evaluating the performance of a matrix multiplication program written on top of the Cell SDK. Three experiments were designed to test the parallelization capability of the UB PS3Cluster. (1) Matrix multiplication on one PS3 using varying numbers of SPEs. This test aims to show the parallelization capability of using multiple cores in one PS3 system. The results of the three tests determine whether the UB PS3Cluster system is a suitable model for an HPC system. Matrix multiplication is used for the experiments, due to its ubiquity in such experiments. In all three experiments, there is one changing variable, either the number of PS3 nodes used or the number of SPEs per PS3 used. This ensures that the results would indicate that the variable in question affects the performance. A linear increase in performance is expected for all three experiments, as PS3 nodes used or the number of the number of SPEs per PS3 used increases.
The first experiment, matrix multiplication on one PS3 using varying numbers of SPEs, produced a linear increase in performance (computation rate) and, consequently, a logarithmic decrease in execution time as the number of SPEs used was increased. Figure 4 shows the results from the first PS3Cluster performance experiment. In Figure 4 , the x-axis indicates the number of SPEs used, while the y-axis indicates execution time (seconds) as well as computation rate (GFlops/sec). As shown in the figure, the computation rate i.e., square mark with pink line) linearly increases as the number of SPEs increase. The results of this test show that the cores (SPEs) within a PS3 system can be used for parallel computation in an efficient manner, making the PS3 system a good candidate for a node in an HPC system. The second experiment involved using a varying number of PS3s while using a fixed amount of resources per PS3. Matrix multiplication on a varying number of PS3s with a fixed number of SPEs produced a near-logarithmic decrease in execution time as the number of PS3s used was increased. Figure 5 shows the results of the performance test. In this figure, the x-and y-axes indicate the number of PS3s and total execution time (seconds), respectively. As shown in the figure, the performance boost was not perfectly linear due to the overhead incurred by having to transfer the data (partial matrices) to all PS3 systems and retrieve results by a master PS3 system. The results from this test show that the UB PS3Cluster system architecture is expandable in nature. The ability to add additional PS3 nodes and improve performance makes this architecture an ideal architecture for an HPC system.
The third experiment involved combining both the parallelization across PS3 units and within each PS3 unit. Matrix multiplication on five PS3 systems using different numbers of SPEs (cores) was performed. Similar to the second experiment, a nearlogarithmic decrease in execution time was experienced as the number of SPEs was increased per system. The lack of a perfectly linear performance increase is again caused by the overhead incurred by having to transfer the data (partial matrices) to all PS3 systems and overhead to retrieve results by a master PS3 system. Figure 6 shows the results from the third PS3Cluster performance experiment. The results of this experiment show that the designed UB PS3Cluster system is a good candidate for an HPC system that can be used in academic settings.
The results from all experiments conducted clearly show the scalability of UB PS3Cluster along the number of nodes and SPEs, which verify that UB PS3Cluster is parallelizable. The overhead associated with data transfer from and to the master PS3 implies that performance improvement when using multiple PS3s was slightly less that linear. However, the results are very promising, showing a significant performance improvement. Furthermore, it would be possible to decentralize data submission such that the parallelization realizes near-linear performance improvement. The results of these experiments show that the UB PS3Cluster system was able to achieve its primary objective to behave as an affordable high-performance computing system.
Performance Results of Parallel Databases Query
As part of the CPSC 592: Parallel and Distributed Databases course, students were assigned a project to compare the performance of a parallel database system to that of a more traditional centralized system. MySQL Cluster 7.0.13 is installed on the UB PS3Cluster system, and was used by all the students for their performance tests. The details of the project description are provided in the Appendix.
The students were allowed to form teams to work on the project, and each team was allowed to devise their own comparison method and criteria that would be used to judge the performance. The criteria used by all the teams to judge the performance of the database systems was the time taken to complete certain queries. Due to the limited experience of the students, it is not surprising that each team chose to use time as their criteria because it was the easiest to implement. However, the comparison methods varied from team to team and are summarized in the following text.
Team 1 chose to compare MySQL to Oracle 10g using the World Database (MyISAM version), provided by Oracle, with both databases. The World Database consists of three tables: Country (with 239 rows), City (with 4,079 rows), and CountryLanguage (with 984 rows). The MySQL version was partitioned by a primary key. The two systems were compared by their ability to perform a two-table join, a three-table join, and a select query from a large table. The results showed that the MySQL/UB PS3Cluster system outperformed the Oracle 10g system on the two-table join and the select from a large table, but the Oracle 10g system performed faster on the three-table join. In an attempt to discover the reason for the results of the three-table join, the team devised an additional test. To improve the performance of the MySQL/UB PS3Cluster system, the team tried repartitioning one of the tables by a nonprimary key attribute to match the partitioning key used by the other two tables. This test was unsuccessful in that the Oracle 10g system still performed faster. The team concluded that the ability of the MySQL/UB PS3Cluster system to handle more complicated, memory-intensive queries was limited by the memory available to the data nodes, which was significantly less than the memory available to the Oracle 10g system.
Team 2 also chose to compare MySQL to Oracle 10g, but the database used was much smaller. Although the database used consisted of 12 tables, the number of records in any one table did not exceed more than 225 rows. The Oracle 10g version of the database was set up using foreign keys to enforce the referential integrity between join attributes, a feature not supported on the MySQL database. The MySQL version of the database was partitioned by a primary key, across three different data nodes. This team developed 10 queries, typical of those that would be used within the databasethere were 5 two-table joins, 2 three-table joins, 2 four-table joins, and 1 select query involving 225 records. These queries were duplicated for a total of 50 queries and used to test the performance of the two systems. The result of this test showed that MySQL on the UB PS3Cluster was about five times faster than the Oracle 10g system. To see if this result would be consistent for larger amounts of data or if either system would reach a saturation point, the team further duplicated the queries and bundled them into packets of 100 and 300 total queries.
Team 3 took yet another approach to the performance comparison. Their first test was to compare the performance of MySQL Cluster to Oracle 10g under the same conditions. This test involved a very small database (three tables with only 15 records in each), and no partitioning of the MySQL system. The two systems were compared by their ability to perform a two-table join, a three-table join, and a select query. The result of this test showed no significant advantage of one system over the other-Oracle 10g performed better on the table joins, and MySQL performed better on the select query. To prove the benefit of partitioning, the team performed a second test to compare MySQL with and without partitions. The database used for this test consisted of a single table with only three attributes, but 8 million records. The partitioned version was range partitioned using a date attribute. The results of this test showed that the partitioned version was almost 10 times faster than the nonpartitioned table.
The remaining two teams took an approach similar to Team 1, with some slight variations. The database that was used was much smaller than that of Team 1, and one of the teams partitioned their database using attributes other than the primary key. Results from both of these teams showed that the MySQL Cluster system with partitioning was 50% to 90% faster than Oracle 10g.
It was interesting to see that, even though all teams were given the same project to complete, the approach taken by each was unique and well implemented. Even though the students acknowledged certain limitations of the project (i.e., limited memory of the PS3Cluster system compared to Oracle 10g system and the inability to test the PS3Cluster system with multiple users), all agreed that this was a fun project for demonstrating the performance of a distributed database compared to that of a centralized database and they were interested to see the various approaches taken by their classmates.
CONCLUSIONS
In this article, we presented our implementation of an affordable, high-performance computing (HPC) platform for a teaching-oriented computer science program at the University of Bridgeport. Although HPC is highly desirable for undergraduate and graduate students, the high cost of HPC equipment and maintenance makes it hard to adapt them into the conventional computer science curriculum. Specifically, teachingoriented institutions cannot afford the HPC platform due to the high cost, lack of experience, and smaller research infrastructure. To address this, we have designed and implemented an affordable high-performance cluster system based on the PS3. The PS3 is a well-known console for video games. Since each PS3 has an IBM Cell BE processor that consists of eight SPEs and one PPE, it can be used as a multicore processing node of the cluster system. As a result, the PS3Cluster provides enough computing power as an HPC platform to be used for the teaching-intensive schools with an affordable cost. The implemented clustering system was used in both new and existing computer science courses. However, the total number of students who are participated in this project is not very significant. To address this, in the future more HPC-related courses will be offered and evaluated.
APPENDIX
Sample Project Description
Project Title: Performance Test of Distributed Database Objectives:
(1) Gain experience with DDB (i.e., MySQL cluster) (2) Understand Distributed Database algorithms (3) Become familiar with database programming (i.e., SQL and P/L) Based on the knowledge that you gained in Projects 1 and 2, you are going to perform performance tests on the MySQL Cluster database. In this project, you are going to create the same database that you design on both the distributed database (i.e., MySQL Cluster) and the nondistributed database (Oracle 10g). The main objective of this project is to use database application to compare the performance of the distributed database with the nondistributed database.
( 
