Since the divergence between the processor speed and the memory access rate is progressively increasing, an e cient partition of the main memory into multibanks is useful to improve the overall system performance. The e ectiveness of the multibank partition can be degraded by memory conicts, that occur when there are many references to the same memory bank while accessing the same memory pattern. Therefore, mapping schemes are needed to distribute data in such a way that data can be retrieved via regular patterns without con icts. In this paper, the problem of con ict-free access of arbitrary paths in bidimensional arrays, circular lists and complete trees is considered for the rst time and reduced to variants of graph-coloring problems. Balanced and fast mappings are proposed which require an optimal number of colors (i.e., memory banks). The solution for bidimensional arrays is based on a combinatorial object similar to a Latin Square. The functions that map an array node or a circular list node to a memory bank can be calculated in constant time. As for complete trees, the mapping of a tree node to a memory bank takes time that grows logarithmically with the number of nodes of the tree.
Introduction
In recent years, the traditional divergence between the processor speed and the memory access rate is progressively increasing. Thus, an e cient organization of the main memory is important to achieve high-speed computations. For this purpose, the main memory can be equipped with cache memories { which have about the same cycle time as the processors { or can be partitioned into multibanks. Since the cost of the cache memory is high and its size is limited, the multibank partition has mostly been adopted, especially in shared-memory multiprocessors 3]. However, the e ectiveness of such a memory partition can be limited by memory con icts, that occur when there are many references to the same memory bank while accessing the same memory pattern. To exploit to the fullest extent the performance of the multibank partition, mapping schemes can be employed that avoid or minimize the memory con icts 15]. Since it is hard to nd universal mappings { mappings that minimize con icts for arbitrary memory access patterns { several specialized mappings, designed for accessing regular patterns in speci c data structures, have been proposed in the literature (see 12, 2] for a complete list of references).
In particular, for bidimensional arrays, Budnik 11] . Subsequently, mappings for other data structures like complete trees and binomial trees have been devised. In particular, mappings that provide con ict-free access to complete subtrees, root-to-leaves paths, sublevels, and composite patterns obtained by their combination, have been investigated in 8, 9, 1, 10, 14] . The mapping schemes proposed in those papers are optimal, i.e., they use as few memory modules as possible; balanced, i.e., the nodes of data structures are distributed as evenly as possible among the banks; fast, i.e., the bank address to which a node is assigned is computed quickly with no knowledge of the entire structure mapping; and exible, i.e., they can be used for templates of di erent size.
In the present paper, optimal, balanced and fast mappings are designed for con ict-free access of paths in bidimensional arrays, circular lists, and complete trees. With respect to the above mentioned papers, paths in bidimensional arrays and circular lists are dealt with for the rst time. Moreover, access to any (not only to root-to-leaves) paths in complete trees is provided. The remainder of this paper is organized as follows. In Section 2, the con ict-free access problem is formally stated. In Section 3, the problem of accessing paths in bidimensional arrays is solved. The proposed solution is a variant of a graph-coloring, which requires an optimal number of colors and is achieved using a combinatorial object similar to a Latin Square. As a byproduct, the memory bank to which an array node is assigned is computed in constant time. In Section 4, the problem of accessing paths in circular lists is optimally solved and the function that maps a circular list node to a memory bank can be calculated in constant time. In Section 5, the same problem on complete trees is also optimally solved via a variant of a graphcoloring problem. The time needed to assign a tree node to a memory bank grows logarithmically with the number of nodes of the tree. Conclusions are o ered in Section 6.
Con ict-Free Access
When storing a data structure D, represented in general by a graph, on a memory system consisting of N memory banks, a desirable issue is to map any subset of N arbitrary nodes of D to all the N di erent banks. This problem can be viewed as a coloring problem where the distribution of nodes of D among the banks is done by coloring the nodes with a color from the set f0; 1; 2; : : : ; N ? 1g. Since it is hard to solve the problem in general, access of regular patterns, called templates, in special data structures { like bidimensional arrays, circular lists, and complete trees { are considered hereafter.
A template T is a connected subgraph of D. The occurrences fT 1 ; T 2 ; : : : ; T m g of T in D are the template instances. For example, if D is a complete binary tree, then a path of length k can be a template, and all the paths of length k in D are the template instances.
After coloring D, a con ict occurs if two nodes of a template instance are assigned to the same memory bank, i.e., they get the same color. An access to a template instance T i results in c con icts if c + 1 nodes of T i belong to the same memory bank.
Given a memory system with N banks and a template T, the goal is to nd a memory mapping U : D ! N that colors the nodes of D in such a way that the number of con icts for accessing any instance of T is minimal. In fact, the cost for T i colored according to U, Cost U (D; T i ; N), is de ned as the number of con icts for accessing T i . The template instance of T with the highest cost determines the overall cost of the mapping U. Among desirable properties for a con ict-free mapping, a mapping should be balanced, fast, and optimal. A mapping U is termed balanced if it evenly distributes the nodes of the data structure among the N memory banks. For a balanced mapping, the memory load is almost the same in all the banks. A mapping U will be called fast if the color of each node can be computed quickly (possibly in constant time) without knowledge of the coloring of the entire data structure. Among all possible con ict-free mappings for a given template of a data structure, the more interesting ones are those that use the minimum possible number of memory banks. These mappings are called optimal. It is worth to note that not only the template size but also the overlapping of template instances in the data structure determine a lower bound on the number of memory banks necessary to guarantee a con ict-free access scheme. This fact will be more convincing by the argument below for accessing paths in D.
Let G D = (V; E) be the graph representing the data structure D. The template P k is a path of length k in D. The template instance P k x; y] is the path of length k between two vertices x and y in V , that is, the sequence x = v 1 ; v 2 ; : : : ; v k+1 = y of vertices such that (v h ; v h+1 ) 2 E for h = 1; 2; : : : k.
The con icts can be eliminated on P k x; y] if v 1 ; v 2 ; : : : ; v k+1 are assigned to all di erent memory banks. The con ict-free access to P k can be reduced to a classical coloring problem on the associated graph G DP k obtained as follows. The vertex set of G DP k is the same as the vertex set of G D , while the edge (r; s) belongs to the edge set of G DP k i the distance d rs between the vertices r and s in G D satis es d rs k, where the distance is the length of the shortest path between r and s. Now, colors must be assigned to the vertices of G DP k so that every pair of vertices connected by an edge is assigned a couple of di erent colors and the minimum number of colors is used. Hence, the role of maximum clique in G DP k is apparent for deriving lower bounds on the con ict-free access on paths. A clique K for G DP k is a subset of the vertices of G DP k such that for each pair of vertices in K there is an edge. By well-known graph theoretical results, a clique of size n in the associated graph G DP k implies that at least n di erent colors are needed to color G DP k . In other words, the size of the largest clique in G DP k is a lower bound for the number of memory banks required to access paths of length k in D without con icts.
On the other hand, the con ict-free access to P k on G D is equivalent to color the nodes of G D in such a way that any two nodes which are at distance k or less apart have assigned di erent colors.
Unfortunately, this latter coloring problem is NP-complete 13] for general graphs. This justi es the investigation either for good heuristics for general graphs or optimal algorithms for special classes of graphs. In the next three sections, optimal mappings for bidimensional arrays, circular lists and complete binary trees will be derived for con ict-free accessing P k .
Accessing Paths in Bidimensional Arrays
Let a bidimensional array A be the data structure D to be mapped into the multibank memory system. An array r c has r rows and c columns, indexed respectively from 0 to r ? 1 (from top to bottom) and from 0 to c ? 1 (from left to right), with r and c both greater than 1.
The graph G A = (V; E) representing A is a mesh, whose vertices correspond to the elements of A and whose arcs correspond to any pair of adjacent elements of A on the same row or on the same column. For the sake of simplicity, A will be used instead of G A since there is no ambiguity. Thus, a generic node x of A will be denoted by x = (i; j), where i is its row index and j is its column index.
Lemma 1 At least M = l (k+1) 2 2 m memory banks are required for con ict-free accessing P k in A.
Proof Consider a generic node x = (i; j) of A, and its opposite node at distance k on the same column, i.e., y = (i ? k; j). All the nodes of A at distance k or less from both x and y are mutually at distance k or less, as shown in Figure 1 . Therefore, in the associated graph G AP k , they form a clique, and they must be assigned to di erent colors. In details, such a clique, denoted as K A (x; k), is de ned as follows: Below, a con ict-free mapping is given to color all the nodes of an array A using as few colors as in Lemma 1. Therefore, the mapping is optimal. From now on, the color assigned to node x is denoted by (x). Theorem 1 The Array-Coloring mapping is optimal, fast, and balanced.
Proof To prove optimality, it must be shown that the mapping is con ict-free and that the minimum number of colors is used. Consider a generic node x = (g; f) of A and the associated clique K A (x; k), de ned in Lemma 1. In order to prove that the mapping is con ict-free, one only needs to show that all the nodes of K A (x; k), which are mutually at distance no more than k, are assigned by the Array-Coloring algorithm to di erent colors. Formally, consider an arbitrary pair of nodes w = (i; j) and z = (h;`) belonging to K A (x; k), such that i ? h 0 (if i ? h < 0, the roles of w and z could be swapped). Then the mapping is con ict-free if the Array-Coloring algorithm guarantees that the colors (w) and (z) are di erent.
Moreover, let (w; z) ( (w) ? (z)) mod M (i + j) ? (h +`) mod M be the di erence between the two colors assigned to w and z. Then, the mapping is con ict-free if the following two conditions simultaneously hold:
(w; z) 6 = 0 mod M; ji ? hj + jj ?`j k: (1) In order to show that the conditions in (1) hold for any pair of nodes of K A (x; k), the two cases k even and k odd must be distinguished.
When k is even, one has that M = l (k+1) 2 Repeating the same reasoning done for k even, one can show again that any two nodes whose colors di er by M are k + 1 apart. Their relative positions are illustrated in Figure 3(b) .
So, the Array-Coloring Algorithm is con ict-free. Moreover, since it uses the minimum number of colors, the proposed mapping is optimal. 
Accessing Paths in Circular Lists
Let a circular list C be the data structure D to be mapped into the multibank memory system. A circular list of n nodes, indexed consecutively from 0 to n ? 1, is a sequence of n nodes such that node i is connected to both nodes (i ? 1) mod n and (i + 1) mod n.
The graph G C = (V; E) representing C is a ring, whose vertices correspond to the elements of C and whose arcs correspond to any pair of adjacent elements of C. For the sake of simplicity, C will be used instead of G C since there is no ambiguity. At least M memory banks are required for con ict-free accessing P k in C.
Proof For con ict-free accessing P k in C two nodes with the same color must be at distance at least k + 1. When n < k + 1, all the nodes are mutually at distance less than k and must all be colored with di erent colors. When n k + 1, each color may appear at most t = j n (k+1) k times. Therefore, Below, an optimal con ict-free mapping is provided to color all the nodes of a circular list C using as few colors as in Lemma 2. As before, the color assigned to node x is denoted by (x). Note that a linear (that is, non circular) list L can be optimally colored to con ict-free access P k with M 0 = k + 1 colors, which matches the trivial lower bound given by the number of nodes in P k . In fact, L can be optimally colored by a naive algorithm which assigns to node x the color (x) = x mod M 0 . Such a naive algorithm does not work for circular lists. For example, consider the circular list C of 13 nodes, shown in Figure 4 , to be colored to access P 4 . Applying the naive algorithm with M 0 = 5, only the rst 10 nodes can be feasibly colored with 5 colors, but 3 additional colors are then required for feasibly coloring the last 3 nodes, for a total of 8 colors. In contrast, the optimal Circular-List- to this instance, 15 nodes can be colored using 5 colors, but 2 additional colors are needed for feasibly coloring the last 2 nodes for a total of 7 colors (as shown in Figure 5(b) ). Instead, the optimal coloring provided by the Circular-List-Coloring algorithm uses only 5 colors, as shown in Figure 5(a) . Indeed, the naive algorithm always produces a feasible (although not necessarily optimal) coloring if applied using M 0 = (k + 1) + n mod (k + 1).
Theorem 2 The Circular-List-Coloring mapping is optimal, fast, and balanced.
Proof To prove optimality, two cases may be distinguished. If n 0 mod M, Lemma 2 gives M = k + 1 and the Circular-List-Coloring algorithm reuses the same color at distance M. Hence, no con ict arises. If n 6 0 mod M, Lemma 2 gives M k + 2. Two nodes get the same color only if they are at distances M or M ?1, which are both greater than or equal to k+1. Hence, as before, no con ict arises. Since the algorithm uses as few colors as possible, the mapping is optimal. It is also fast since each node is colored in constant time. Finally, each color is assigned to exactly n M nodes when n is a multiple of M, and no more than It is interesting to note at this point that, given a circular list of n nodes, the minimum number M = M(n; k) of colors required to con ict-free access P k satis es the following properties (see Figure 6 ): Up to n = 2(k + 1) ? 1, M(n; k) = n results, i.e. all the nodes must have di erent colors. Indeed, all of them are mutually at distance no more than k and, therefore, they form a clique on the graph G CP k .
When n > 2(k + 1) ? 1, M(n; k) depends on both n and k, and, for a xed k, is not a monotone Figure 6 : The number of colors M(n; 6) required to con ict-free access P 6 when n ranges between 1 and 58. function of n. In contrast, for arrays and trees (as will be proved in the next section), M depends only on k and is monotone.
Accessing Paths in Complete Trees
Let a rooted complete binary tree B be the data structure to be mapped into the multibank memory system. The level of node x 2 B is de ned as the number of edges on the path from x to the root, which is at level 0. The maximum level of the nodes of B is the height of B. Let Lev B (i) be the set of all nodes of B at level i 0.
A complete binary tree of height H is a rooted tree B in which all the leaves are at the same level and each internal node has exactly 2 children. Thus, Lev B (i) contains 2 i nodes. The h-th ancestor of the node (i; j) is the node (i ? h; b j 2 h c), while its children are the nodes (i + 1; 2j) and (i + 1; 2j + 1),
in the left-to-right order.
From now on, the generic node x, which is the j-th node of Lev B (i), with j 0 counting from left to right, will be denoted by x = (i; j). Therefore, the generic path instance P k x; y] will be denoted by P k (i; j); (r; s)], where x = (i; j) and y = (r; s). From that, the claim easily follows. Figure 7 shows a subset K B (k) of nodes of B which are at pairwise distance not greater than k, for k = 3 and 4, and hence forms a clique in the associated graph G BP k . 2
An optimal con ict-free mapping to color a complete binary tree B acts as follows. A basic subtree K B (k) de ned as in the proof of Lemma 3 is identi ed and colored. Such a tree is then overlaid to B in such a way that the uppermost Proof. To prove that the mapping is optimal, it must be shown that it is con ict-free and it uses as few colors as those given by Lemma 3. First, observe that the 2 b For the sake of simplicity, to color the remaining part of Q, the levels are again counted starting from the root of K q Q (k). That is, the level of the root of Q will be renumbered as level By a reasoning similar to that employed for complete binary trees, the optimality of the q-ary-TreeColoring Algorithm easily follows.
Conclusions
In this paper, the problem of con ict-free accessing arbitrary paths P k in particular data structures, such as bidimensional arrays, circular lists and complete trees, has been considered for the rst time and reduced to variants of graph-coloring problems. Optimal, fast and balanced mappings have been proposed. Indeed, the memory bank to which a node is assigned is computed in constant time for arrays and circular lists, while it is computed in logarithmic time for complete trees. However, it remains as an open question whether a tree node can be assigned to a memory bank in constant time.
On the other hand, the con ict-free access to P k on an arbitrary data structure D is NP-complete 13], and this justi es the investigation of good heuristics. This problem is equivalent to the classical node coloring problem in the associated graph G DP k . Therefore, it can be solved by the most e ective coloring heuristic known so far, that is, the saturation-degree heuristic 6], which works as follows. Let N(x) be the neighborhood of node x in the associated graph G DP k . At each iteration, the saturationdegree heuristic selects the node x to be colored as one with the largest number of di erent colors already assigned in N(x). Ties between nodes are broken by preferring the node x with the largest number of colored nodes in N(x). Once selected, node x is assigned the lowest color not yet assigned in N(x).
As experimentally proved in 5], the saturation-degree heuristic is especially e ective when the minimum number of colors is given by the size of the largest clique K of G DP k . Therefore, it should work e ciently also for the con ict-free access problem, and, in particular, for d-dimensional arrays as well as for generic, i.e. not necessarily complete, trees. Indeed, it is expected in such cases that the minimum number of required memory banks be equal to the lower bound given by the size of the largest clique K of G DP k , as happened for bidimensional arrays and complete trees. Unfortunately, the resulting coloring is not guaranteed to be optimal, fast or balanced. Moreover, it is still an open question to determine whether the problem of con ict-free accessing paths on d-dimensional arrays and generic trees is NP-complete. Finally, in a more practical perspective, the number of memory banks available could be xed to a constant , depending on the memory con guration. Then, if the number of memory modules M(k) required for a given P k is larger than , no con ict-free access is possible. However, assume that P k 0 is the longest path that can be accessed without con icts using memory banks, i.e. M(k 0 ) . Then, accessing P k , no more than d k k 0 e con icts may arise. Hence, the proposed mappings are scalable.
