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A generalized theory of nucleation and growth
of crystals in a metastable (supercooled or
supersaturated) liquid is developed taking into
account two principal effects: the diffusion
mechanism of the particle-size distribution function
in the space of particle radii and the unsteady-state
growth rates of individual crystals induced by
fluctuations in external temperature or concentration
field. A system of the Fokker–Planck and balance
integro-differential equations is formulated and
analytically solved in a parametric form for arbitrary
nucleation kinetics and arbitrary growth rates of
individual crystals. The particle-size distribution
function and system metastability are found in an
explicit form. The Weber–Volmer–Frenkel–Zel’dovich
and Meirs kinetic mechanisms, as well as the
unsteady-state growth rates of nuclei (Alexandrov &
Alexandrova 2019 Phil. Trans. R. Soc. A 377, 20180209
(doi:10.1098/rsta.2018.0209)), are considered as
special cases. Some potential biomedical applications
of the present theory for crystal growth from
supersaturated solutions are discussed. The theory
is compared with experimental data on protein
and insulin crystallization (growth dynamics of
the proteins lysozyme and canavalin as well as
of bovine and porcine insulin is considered). The
hat-shaped particle-size distribution functions
for lysozyme and canavalin crystals as well
as for bovine and porcine insulin are found.






































This article is part of the theme issue ‘Heterogeneous materials: metastable and non-ergodic
internal structures’.
1. Introduction
Traditionally, nucleation is usually associated with the initial stage of a phase transition occurring
in a sufficiently pure metastable system, when the nuclei of the new phase arise as a result of
fluctuations. The number of applied problems associated with this phenomenon is quite large:
from crystal growth processes in industrial crystallizers to biological and medical applications
(see, among others, [1–5]).
Ideas about the fluctuation formation of supercritical nuclei were first reported in the classical
works of Volmer, Weber, Becker and Döring [6–8]. In these works, a kinetic problem was
formulated for the case of stationary nucleation from a supersaturated vapour on the basis of
ideas of the origin of nuclei owing to a large number of small fluctuations (in this case, the
change in the dimensions of the nuclei was due to the addition or evaporation of individual
atoms). Then Frenkel [9] showed that nucleation can occur even in a stable system as a result
of equilibrium heterophase fluctuations. The next important step in the development of the
theory of nucleation was the fundamental work of Zel’dovich [10]. In this paper, Zel’dovich
showed that the crystal size distribution function has the form of the Fokker–Planck equation.
In addition, the coefficients of this equation (two coefficients arise in terms proportional to the
spatial derivatives) depend on the transition probabilities, which are determined by the change in
the number of atoms (or molecules). On the basis of the distribution of equilibrium heterophase
fluctuations, Zel’dovich obtained the relationship between the aforementioned coefficients (see
also [11]). Therefore, the problem was reduced to finding only one coefficient—the rate of growth
of the nuclei. This approach works particularly well for small nuclei. With the growth of large
nuclei, there are a number of limitations connected with the fact that the distribution function
of heterophase fluctuations is determined on the basis of the hypothesis of the homogeneity of
the system surrounding the growing crystallite (in general, gradients of concentration and/or
temperature always exist around the growing nucleus).
Summarizing the above, we note that the works of Volmer, Weber, Becker and Döring [6–
8] form the basis of the classical theory of nucleation. Moreover, the equations determining the
growth process are the Fokker–Planck-type equation for the particle-size distribution function
and the mass balance and/or heat balance equation. An important fact is that the form of the
Fokker–Planck kinetic equation can be different as a result of the physical nature of the nucleation
process under consideration. For example, this equation is the first-order equation and has the
form of a continuity equation in the case of neglecting ‘diffusion’ processes over the crystal size
space. If this ‘diffusion’ is taken into account, this equation is the second-order equation with
variable coefficients [11–13].
The process of phase transition in a metastable system is traditionally divided into several
stages associated with the presence of characteristic relaxation times [12]. The initial stage of
the phase transformation corresponds to large supersaturations (supercoolings), when, owing
to nucleation, a large number of viable nuclei are formed (their initial size exceeds the critical
one). This stage of the process is characterized by small sizes of nuclei located at large distances
from each other. As this takes place, the level of metastability (supersaturation or supercooling)
varies insignificantly. The description of the process kinetics at this stage is based on microscopic
theory and depends to a large extent on the mechanisms of nucleation (for example, the nucleation
rate). The next intermediate stage of the phase transition is characterized by two simultaneous
processes: the growth of already existing particles, as well as the appearance (nucleation) of
newly formed nuclei with dimensions exceeding the critical size. The level of metastability of
the system at this stage decreases from the initial value to the value which is close to zero owing






































stage of the phase transition occurs when the nuclei reach macroscopic dimensions, the process
of nucleation of new particles practically stops and supercooling (supersaturation) is low. At this
stage, if the nuclei are smaller (larger) than the critical size, they dissolve (grow). In addition, the
growth process of large particles is associated with the dissolution of smaller fractions of particles.
A complete system of equations describing the corresponding stage of the phase transition is
a nonlinear integro-differential system. Note that there are no general methods for solving such
systems of equations. Thus, for example, when describing the intermediate stage of the phase
transformation, a quasi-stationary approximation is very often used for the growth of individual
crystals [14–19]. We also note that an exact analytical description of the phase transition at the
stage of Ostwald ripening is known only in the asymptotic case of large process times. In the
classical works, Lifshitz & Slyozov [20,21] theoretically proved the existence of a stable asymptotic
state of disperse systems, which is characterized by a universal distribution function. Then a series
of theoretical papers followed, taking into account the various physical effects at the final stage of
the phase transition (so, for instance, the initial distribution function at the final stage [22,23] and
different mass transfer mechanisms [24,25] may be mentioned). However, until now the question
of the system transition from the intermediate stage to its final state remains open. The solution
of such problems due to nonlinearity of the integro-differential model of the process is carried out
using cumbersome numerical schemes and methods [26,27].
Obtaining new results in various biochemical and biomedical research is hindered by the
lack of a complete understanding of the mechanisms of nucleation and growth of crystals.
For example, the slow dissolution rate of protein crystals is used to produce drugs such as
insulin [28,29]. Note that the nucleation process controls the synthesis of various proteins (such
as interferon-alpha and human growth hormone). Here, the following circumstance plays an
important role. Suppose that the administered dose consists of a certain number of crystals. Then
the release rate of the drug (duration of drug exposure) can be maintained for a longer time
if the crystals are large enough (compared with the same dose of smaller crystals). To achieve
such a crystal size distribution, the nucleation time needs to be small enough. This occurs when
crystals evolve under conditions of practically unchanged metastability level (supersaturation).
Other biochemical applications also take place. As an example, one can mention the pathological
states associated with the formation of crystals or other solid aggregates in the human body. For
example, the processes of crystallization of haemoglobin C and polymerization of haemoglobin
S lead to a decrease in the plasticity of red blood cells and cause sickle cell anemia [30,31]. Another
vital process responsible for the formation of cataracts is the phase transformation of proteins in
the retina of the eye [32].
In this paper, we develop a generalized theory of nucleation and growth of nuclei at
the intermediate stage of phase transformations in metastable solutions and melts, taking
into account the arbitrary growth rates of crystals and the arbitrary kinetics of nucleation.
The developed theory is applied to the description of crystallization of various biochemical
substances.
2. The intermediate stage of phase transformations: a generalized set of
governing equations
Let us consider a phase transition in a supercooled liquid or a supersaturated solution, where
solid-phase particles arise as a result of nucleation and growth. The heat of phase transformation
released by the growing crystals partially compensates the system supercooling T, which
varies from the initial value T0 to almost zero value with the passage of time t. In the case
of supersaturated solutions, crystal growth occurs as a result of the absorption of the impurity
concentration dissolved in the liquid. In this case, the supersaturation C changes with time
also from the initial value C0 to practically zero value. Let us especially emphasize that,
when the supercooling (supersaturation) of the system goes to zero, the intermediate stage






































considered within the framework of the modified mathematical model. At this stage, such
processes as Ostwald ripening, coagulation and disintegration of crystals can occur (see, among
others, [33–38]). Taking this into account we describe here the intermediate stage only.
There are theoretical and experimental studies showing that the rate of particle growth in
a metastable system undergoes random fluctuations [11,39,40]. In this case, the radius r(t) of
growing and fluctuating crystals is a random variable that satisfies the stochastic differential
equation [41]
dr = V dt +
√
2D̃dW,
where V is the growth rate of a nucleus without fluctuations, D̃ is a function determining the
rate of fluctuations (the coefficient of mutual Brownian diffusion) and W is the Wiener process.
The distribution function f (r, t) over the radii of growing crystals is described by the following














, r > r∗, t > 0, (2.1)
where r∗ represents the radius of critical crystals. Note that the right-hand side of equation (2.1)
describes the ‘diffusion’ of the distribution function over the crystal size space.
Denoting the initial supercooling (supersaturation) of the liquid through T0 (C0), let us
write the heat (mass) balance equation governing the dynamics of dimensionless metastability w
as
w(t) = 1 − b
∫∞
r∗
r3f (r, t) dr, t > 0. (2.2)





















Here, LV = ρsL, ρs is the density of the solid phase, L is the latent heat of phase transition, ρm
and Cm represent the density and specific heat of the mixture, respectively, and Cp designates the
concentration at saturation.
Let us choose the initial conditions (at t = 0) for the aforementioned equations in the form
f (r, 0) = f0(r), w(0) = 1. (2.4)
We assume that there are no crystals of infinitely large dimensions in the system, i.e. we have
the boundary condition
f (∞, t) = 0. (2.5)
The flux of crystals that overcome the nucleation barrier is determined by the nucleation rate
I(w). Taking this into account, we get the boundary condition of the form








Generally speaking, I(w) should be determined on the basis of experimental data. Here, we
develop the theory for arbitrary dependence I(w). However, let us note two kinetics of nucleation

























where the pre-exponential factor I∗ and parameter p are constants (see, for details, [17]). These





































































Figure 1. Relative nucleation rate In as a function of w and p for the WVFZ (a) and Meirs (b) nucleation kinetics in accordance
with expressions (2.8).
kinetics. Let us especially note that parameters I∗ and p in the WVFZ and Meirs nucleation
mechanisms are different. Introducing I0 = I(T0) and I0 = I(C0) for ‘sm’ and ‘ss’ systems, one






























where wp = Cp/C0, T = Tp − Tl, C = Cl − Cp, Tp is the phase transition temperature, Tl is the
current temperature and Cl is the current impurity concentration of the liquid system. Figure 1
compares two mechanisms of nucleation kinetics in the case of supercooled melts. It is easily seen
that the relative nucleation rate In = I/I0 shown as a function of two variables w and p represents
a steeper function in the case of WVFZ nucleation kinetics.
It is important to note that an accurate determination of the coefficient D̃ is a complex
problem of statistical physics. For simplicity, we employ below the following frequently used
expression [42–44]:
D̃ = d1V(t), (2.9)
where d1 is constant.
The integro-differential model (2.1)–(2.9) is solved below with allowance for arbitrary growth
rates V(t) of crystals and arbitrary nucleation kinetics I(w).
3. The intermediate stage of phase transformations: analytical solutions




, τ = t
t0
, F(s, τ ) = l40 f (r, t), F0(s) = l40 f0(r), U =
Vt0
l0






, t0 = l0
α∗
, x(τ ) =
∫ τ
0












































where β∗ represents the kinetic coefficient entering in the growth rate of crystals (3.16). For
the sake of simplicity, we neglect the critical radius r∗. The model equations (2.1)–(2.9) in








, s > 0, x > 0, (3.2)
w(x) = 1 − b
∫∞
0
s3F(s, x) ds, x > 0, (3.3)
F(s, 0) = F0(s), w(0) = 1, (3.4)
F(∞, x) = 0 (3.5)































in the cases of WVFZ and Meirs kinetics, respectively.
Applying the Laplace transform to equation (3.2) and keeping in mind the boundary
conditions (3.4)–(3.6), we obtain












s=0 = J∗. (3.8)
Here ∗ denotes the Laplace transform with respect to x, and p is the Laplace variable. The solution




− (1 − u0α2) exp (α1s)
u0(1 − u0α1)(α2 − α1)
∫∞
0










F0 (s̄) exp (−α2 (s̄ − s)) ds̄, (3.9)
where
α1 =
1 −√1 + 4u0p
2u0
and α2 =
1 +√1 + 4u0p
2u0
.
Now taking into account the inverse Laplace transforms [45]
exp
(−√α(p + a1))
















































































where a1, a2 and α are positive constants, one can get the distribution function from
expression (3.9) in the form













































dy + M(s, x), (3.10)
where



































































dx̄ − Y (s, s̄, x)
]
ds̄,










































and J(x − y) = exp[pϕ(w(x − y))]/U(x − y). Note that our new solution (3.10) transforms to the
previously known solution in the case F0 = 0 [12,13]. If this is really the case, the function M(s, x)
vanishes. From the physical point of view this case describes the nucleation process with zero
initial distribution function when crystals begin to nucleate and grow at t > 0 (or x > 0). The
present distribution function (3.10) takes into account a non-zero initial distribution f0(r) (or F0(s)).
Substitution of the distribution function (3.10) into the integral equation for the supercooling
(supersaturation) (3.3) gives
w(x) = 1 − b
∫ x
0













































If we consider the inverse function y(w), (3.11) becomes






dw1 − λ(x(w)). (3.12)























































Equations (3.13) and (3.14) must be solved under the following initial conditions:
w = 1, τ = 0 and x = 0. (3.15)
It is important to note that expressions (3.13)–(3.15) represent the Cauchy problem, which
determines the parametric dependencies w(x) and τ (x) for arbitrary growth rates U(w, τ ), arbitrary
nucleation kinetics, and arbitrary initial distribution function F0(s). As this takes place, the
particle-size distribution function is given by expression (3.10). Let us especially note that the
analytical solutions (3.10), (3.13)–(3.15) generalize previously known solutions obtained for some
special cases in [12,13].
The growth rate of crystals V is a function of time and different heat and mass transfer
parameters if crystals grow in supercooled and supersaturated liquids. The analytical theories
developed for the thermally controlled growth [46], diffusionally controlled growth [47] and




β∗T (1 − σTTt) (sm),
β∗C (1 + σCCt) (ss),
U =
{
w (1 − χTwτ) (sm),
w (1 + χCwτ) (ss),




β2∗ (1 − k)Cp
D




where λl is the thermal conductivity, k is the partition coefficient and D is the diffusion coefficient.
It is important to note that U is a composed function of τ , i.e. U(τ ) = U(w(τ ), τ ). An important
point is that expressions (3.16) derived for crystal growth in metastable one-component liquids
take into account the non-stationary fluctuations of the temperature (concentration) field caused
by the release of latent heat of crystallization (absorption and displacement of the dissolved
impurity) on the surfaces of growing spherical particles. Specifically, we note that, if it is necessary
to describe the growth rates of crystals more accurately, corrections of higher orders of smallness
can be taken into account (for details, see [46–48]). The first term U = w on the right-hand side
of expression (3.16) represents the growth processes in steady-state temperature (concentration)
fields and does not describe some fluctuations in the particle growth rates.
In concluding this section, we note an analytic solution of equations (3.13) and (3.14) in an
explicit form in the simplest case U = w. Keeping in mind this approximation, we have
∫w
1
w̄ exp[−pϕ (w̄)] dw̄ = H(x) ≡ −b
∫ x
0






where ϕ(w) depends on the mechanism of nucleation kinetics. In the case of the Meirs mechanism,
the integral on the left-hand side of expression (3.17) can be evaluated in an explicit form,
w(x) =
{[
(2 − p)H(x) + 1]1/(2−p) , p = 2,
exp [H(x)] , p = 2.
(3.18)
In this simple case, the analytical solutions are given by expressions (3.10) and (3.18) in a
parametric form (with parameter x).
The Cauchy problem (3.13)–(3.15) can be rewritten to determine an explicit dependence of the






























































































Figure 2. (a) The dimensionless supercooling (supersaturation) w (scale of values on the left) and the dimensionless time τ
(scale of values on the right) as functions of the modified time x. (b,c) The dimensionless distribution function F versus the
modified time x and dimensionless radius s, respectively. (d) The distribution function F versus s and x. The physical parameters
used for calculations are [12]: b= 14.92, u0 = 10−2 and p= 2.2. Here, the Meirs kinetic mechanism is taken into account and
χC = 0 in (b–d).
are small enough) according to the main contribution on the right-hand side of expression (3.16).
If this is really the case, we come to the following Cauchy problem:
dx
dw
= Σ(w, x), x = 0, w = 1












The initial value problem (3.19) enables us to find the explicit function x(w) and its derivative
x′(w). Then an explicit dependence between w and τ can be easily found from (3.14) and (3.15) in







This method allows us to eliminate parameter x from the solution of the problem.
Figure 2 illustrates the parametric solution (3.10), (3.13)–(3.15) for a metastable system that
did not initially contain any solid crystals (F0 = 0). The supercooling (supersaturation) w of a
metastable liquid decreases and the dimensionless time τ increases with increasing the modified
time x (figure 2a). In other words, w is a decreasing function of the real crystallization time τ as a
result of the release of the latent heat of crystallization (absorption of the dissolved impurity) by
the growing crystals. A time evolution of the distribution function F for crystals of a given size
s is shown in figure 2b. Here, one can see that the bell-shaped distribution becomes lower with
increasing size s of crystals. The particle-size distribution function F at fixed values of parameter


















































































































(e) ( f )
Figure 3. Dimensionless supersaturation w versus time t (a,b), relative nucleation rate In and time τ versus modified time x
(c,d) and crystal-size distribution function versus dimensionless radius s and modified time x (e,f ) for lysozyme and canavalin
crystallization. The theory under consideration is compared with experimental data (filled circles) [50,51] in (a,b). Parameters
used in calculations are: b= 5, p= 2.4, u0 = 0.3 (lysozyme) and b= 3, p= 3.4, u0 = 0.3 (canavalin).
becomes lower as time x (and also τ ) increases. Figure 2d illustrates a three-dimensional plot of
the distribution function and generalizes its behaviour shown in figure 2b,c.
4. Biomedical applications
The theory developed in this paper plays a decisive role in describing the nucleation of a
new phase and growth of crystals during aggregation in colloids and magnetic fluids, in the
production of insulin, proteins and other vital chemical substances. So, for instance, an important
part of investigations of protein growth is carried out using protein lysozyme, most often
extracted from hen egg white. The importance of studying this enzyme is connected with the
fact that it hydrolyses polysaccharides in bacterial cell walls. It can be used as an antiseptic
and as a food addition too [49]. Note that the rate of decay of the protein supersaturation in
crystallizing solutions of chicken egg-white lysozyme was studied by Kim et al. [50] when the
crystalline protein is more stable than the dissolved protein. The growth dynamics of another





















































































Figure 4. Dimensionless supersaturation w versus time t (a,b), and crystal-size distribution function versus dimensionless
radius s andmodified time x (c,d) for bovine and porcine insulin. The theory under consideration is comparedwith experimental
data (filled circles) [52,53] in (a,b). Parameters used in calculations are: b= 0.02, p= 2.3, u0 = 0.3 (bovine) and b= 0.08,
p= 1.9, u0 = 0.3 (porcine).
[51]. We compare below the theory under consideration and experimental data on protein
crystallization [50,51].
Figure 3a,b shows a decreasing behaviour of the relative supersaturation with time. Note that
the Meirs mechanism was chosen to describe the nucleation rate as a function of supersaturation.
Our analytical solution enables us to find the relative nucleation rate of lysozyme and canavalin
crystals as a function of modified time x (figure 3c,d). The dependencies between the real (τ )
and modified (x) time variables are shown here too (scale of values on the right). Comparing
these functions, we can conclude that the relative nucleation rate In decreases with increasing
process time τ (or with decreasing system supersaturation w as a result of the evolution of protein
crystals). A hat-shaped particle-size distribution function for lysozyme and canavalin crystals is
shown in figure 3e,f. If we fix, for example, a moment in time (x or τ ), the distribution function
becomes bell-shaped owing to the influence of the so-called diffusion term entering on the right-
hand side of the Fokker–Planck equation (2.1). If we fix a particular size of crystals (variable s),
the distribution function also represents a bell-shaped curve that evolves with time in a manner
similar to that shown in figure 2b.
Let us now compare the theory under consideration with important experimental data
on insulin crystal growth reported by Schlichtkrull [52,53]. Figure 4a,b demonstrates the
dimensionless supersaturation as a function of time for bovine and porcine insulin. As is easily
seen, the theory is in good agreement with experiments. Small deviations between theoretical
curves and experimental dependencies can be explained, for example, by the fact that the shape
of both the bovine and porcine insulin crystals differs from spheres. So, insulin crystals can take






































study of the growth dynamics of insulin crystals, their real non-spherical growth shape must be
taken into account. Non-sphericity of the form will, in turn, change the law of growth rate of
insulin crystals. In other words, the growth rate of such crystals can be a composed function of
supersaturation and time. One of the approximations is the use of the power-law dependence of
the crystal growth rate on supersaturation [55]. A hat-shaped particle-size distribution function
for bovine and porcine insulin crystals is illustrated in figure 4c,d. Here, one can see that both
functions look similar. However, the distribution function shown in figure 4d demonstrates a
more abrupt behaviour than the function plotted in figure 4c.
Concluding this section let us emphasize that the present theory of nucleation and growth of
crystals in metastable liquids at the intermediate stage is suitable for the description of phase
transition dynamics in the case of protein and insulin crystallization.
5. Conclusion
In the present paper, a generalized theory of crystal growth in a metastable one-component liquid
at the intermediate stage of a phase transformation process is developed. A parametric solution
for arbitrary nucleation kinetics and arbitrary growth rate of spherical crystals is constructed. The
obtained analytical solution transforms to the previously known solutions in more simple cases
of crystal growth. An explicit solution is also found when the growth rate depends on the system
supersaturation only. The obtained analytical solutions are in good agreement with experiments
on non-stationary nucleation and growth of insulin and protein crystals. The obtained particle-
size distribution function (3.10) represents an initial distribution of crystals in a metastable liquid
for the theoretical description of the concluding stage of a phase transformation process [35,56].
For a more accurate description of the process of crystal growth, it is interesting to generalize
the present theoretical approach to describe the growth of non-spherical crystals, just as was
done in describing the growth of ellipsoidal particles in metastable magnetic liquids [57]. It is
also of interest to make a theoretical generalization of the bulk and directional crystallization for
modelling solidification processes in the presence of a mushy layer (two-phase region) that is
widely encountered in various fields of physics [58–64].
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