As an effective way to solicit useful information from the crowd, crowdsourcing has emerged as a popular paradigm to solve challenging tasks. However, the data provided by the participating workers are not always trustworthy. In real world, there may exist malicious workers in crowdsourcing systems who conduct the data poisoning attacks for the purpose of sabotage or financial rewards. Although data aggregation methods such as majority voting are conducted on workers' labels in order to improve data quality, they are vulnerable to such attacks as they treat all the workers equally. In order to capture the variety in the reliability of workers, the Dawid-Skene model, a sophisticated data aggregation method, has been widely adopted in practice. By conducting maximum likelihood estimation (MLE) using the expectation maximization (EM) algorithm, the Dawid-Skene model can jointly estimate each worker's reliability and conduct weighted aggregation, and thus can tolerate the data poisoning attacks to some degree. However, the Dawid-Skene model still has weakness. In this paper, we study the data poisoning attacks against such crowdsourcing systems with the Dawid-Skene model empowered. We design an intelligent attack mechanism, based on which the attacker can not only achieve maximum attack utility but also disguise the attacking behaviors. Extensive experiments based on real-world crowdsourcing datasets are conducted to verify the desirable properties of the proposed mechanism.
INTRODUCTION
With the proliferation of online crowdsourcing services such as Amazon Mechanical Turk (AMT) 1 and CrowdFlower 2 , crowdsourcing has emerged as a popular, fast and cheap problem-solving paradigm for various data analysis tasks, such as image annotation [52] , entity resolution [47] and sentiment analysis [33] . Through the power of the crowd, the data requesters can obtain large amounts of data at extremely low cost. In a typical crowdsourcing system, the data requester posts the tasks that require human intelligence onto a crowdsourcing service platform, and then a large crowd of people (usually referred to as workers) participate in the tasks that they are interested in. In crowdsourcing systems, to reduce the errors made by individual workers, a common practice is to query an item (e.g., a picture or a question) to multiple workers and then aggregate their labels on the items.
Although crowdsourcing brings substantial advantages, the openness of the crowdsourcing systems and the potential value of the collected data offer both opportunities and incentives for malicious parties to launch attacks. In this paper, we investigate crowdsourcing in adversarial environments and study an important attack form, called data poisoning. In this attack, the attacker aims to maximize the error of the final results and render the crowdsourcing results useless through creating or recruiting a group of malicious workers and letting them provide manipulated data. This attack goal can be easily achieved if the attacker has the capability of creating or recruiting an overwhelming number of malicious workers. However, in practice, the attacker usually has limited resources and he can only control a few malicious workers. In such cases, the attack strategy plays an important role.
A naive attack strategy is to let the malicious workers always disagree with the normal workers. If some straightforward aggregation methods, such as majority voting, are used to aggregate the data, this naive attack model may be the optimal choice, since every malicious worker exerts the most influence in the aggregation.
However, the story would become much more complicated when some more sophisticated aggregation methods that can capture the reliability (i.e., data quality) of each worker are employed. A representative method in this category is the Dawid-Skene model [9] , which has been widely adopted in crowdsourcing to aggregate the conflicting data from different workers. In the Dawid-Skene model, each worker is associated with an underlying confusion matrix, which can reflect the reliability degree of this worker. After the labels are collected from the workers, the final results and the workers' confusion matrices are jointly estimated based on the maximum likelihood principle. As a result, workers with low reliability degrees will have low impact in the aggregation. In this case, if an attacker adopts the aforementioned naive attack, in which the malicious workers always disagree with the normal workers, the malicious workers are very likely to be assigned a significantly low reliability degree by the Dawid-Skene model, and thus will not be able to make any difference in the final aggregated results.
To attack a crowdsourcing system with the Dawid-Skene model empowered, we propose an intelligent data poisoning attack mechanism that takes into account the malicious workers' reliability degrees. In this mechanism, the malicious workers behave more "intelligently", i.e., try to improve their reliability degrees by agreeing with the normal workers on some items whose values are unlikely to be overturned. Compared with the aforementioned naive strategy, the proposed intelligent attack model can not only disguise the malicious workers, but also enable them to launch more effective attacks on the items that are more vulnerable to attack.
Towards this end, we formulate a bi-level optimization problem. The objective in the optimization problem is to maximize the attacker's utility, which is the combination of the number of the successfully attacked items and the malicious workers' reliability degrees. Since the number of the successfully attacked items is discrete, it is hard to directly solve the optimization problem. To address this challenge, a continuous and differentiable sigmoid function is adopted to approximate the discrete component in the objective function. We solve the bi-level optimization problem by iteratively solving the upper-level and lower-level subproblems, which are solved by the projected gradient ascent and expectationmaximization (EM) methods, respectively.
In summary, the main contributions of this paper are: • We identify the pitfalls and challenges in attacking a crowdsourcing system empowered with the Dawid-Skene model, which is able to incorporate the workers' reliability degrees into the aggregation procedure and thus can tolerate the naive malicious attacks.
• We design an intelligent data poisoning attack mechanism, based on which the attacker can achieve the optimal attack goal by intelligently disguising the malicious workers' behaviors.
• Extensive experiments based on real-world crowdsourcing datasets are conducted to verify the advantages of the proposed mechanism.
PROBLEM SETTING
In this paper, we consider a crowdsourcing scenario in which a cloud server and some participating workers are involved. The cloud server is a platform which can outsource the crowdsourcing tasks to the participating workers. The crowdsourcing task is to collect labels for a pool of items, each of which belongs to one of two possible categories (e.g., duchenne smile/non-duchenne smile; same/different; positive/negative; etc.). To ensure the quality of the final result, each item will be queried to multiple participating workers, who are the individuals that carry out the crowdsourcing tasks, and each worker will provide labels for a number of items. After collecting the labels from the participating workers, the cloud server aggregates these labels to derive the true label of each item. The security threats considered in this paper mainly come from an attacker who aims to attack the crowdsourcing system for malicious purposes. The goal of the attacker is to maximize the error of the derived true labels, and meanwhile disguise his malicious behaviors so that the attack cannot be detected easily. We assume that the attacker can recruit or create multiple participating workers (called malicious workers) and arbitrarily manipulate their labels, but he cannot influence the behaviors of the normal workers who carry out the crowdsourcing tasks without any malicious purpose. If there is no limitation on the ability of the attacker, he can achieve the attack goal easily through creating a large number of malicious workers. However, in practice, the attacker usually has limited resources and can only recruit or create a few malicious workers. In such cases, it is essential for the attacker to design a sophisticated attack strategy (i.e., the labels provided by the malicious workers) such that the attack goal can be maximally achieved. In order to assess the vulnerability of the crowdsourcing system in the worst case, we also assume that the attacker has full knowledge of the aggregation method and the labels from normal workers. This assumption is reasonable as it is possible for the attacker to learn the labels of normal workers through eavesdropping the communications between the cloud server and the normal workers. Figure 1 shows the crowdsourcing framework with malicious workers.
Problem formulation. Suppose the cloud server releases a crowdsourcing task which contains a set of items O = {o 1 , o 2 , ..., o M }, and these items are queried to K normal workers which are represented as U = {u 1 , u 2 , ..., u K }. The labels provided by these normal workers are denoted as
, in which x k m is the label provided by worker u k for item o m . For each item o m , there is a true label x * m which is unknown a priori and needs to be estimated by the cloud server based on the labels collected from all the workers. We use X * = {x * m } M m=1 to denote the set of true labels for all items. Assume that the attacker can create K ′ malicious workers represented as U = { u 1 , u 2 , ..., u K ′ }. The set of labels provided by all the malicious workers is denoted as
, Track: Crowdsourcing and Human Computation for the Web WWW 2018, April 23-27, 2018, Lyon, France and x k ′ m is the label provided by malicious worker u k ′ for item o m . Our goal in this paper is to find an optimal attack strategy (i.e., an optimal X ) from the perspective of the attacker such that the attack goal can be maximally achieved.
PRELIMINARY
As a low-cost problem-solving paradigm utilizing the wisdom of crowds, crowdsourcing has been widely adopted to collect labels for various tasks. The items are distributed to multiple participating workers, and then the labels are collected from them to estimate the true label of each item in the task. Due to the variety in the quality of the participating workers, it is a common practice to query each item to several workers and then aggregate their labels in order to get a more reliable result. A straightforward aggregation method is majority voting. However, this method cannot distinguish the reliability degrees of the workers. In order to take the workers' quality into account and obtain more accurate results, the Dawid-Skene model [9] has been widely adopted in crowdsourcing systems.
In the Dawid-Skene model, each participating worker is associated with an unknown confusion matrix which reflects the worker's ability (or reliability degree) when carrying out the crowdsourcing task. Each diagonal element in this matrix represents the probability that the worker provides the true label for a particular item, while each off-diagonal element represents the probability that a particular wrong label is provided. After the labels are collected from all the workers, the maximum likelihood estimation method is adopted to jointly estimate each item's true label and each worker's confusion matrix.
In this paper, we consider the binary case, i.e., we assume that each item has only two possible labels: 0 and 1. Based on the DawidSkene model, each worker u k provides label for item o m according to parameters α k = Pr(x k m = 1|x * m = 1) and β k = Pr(x k m = 0|x * m = 0), where α k and β k are the diagonal elements in worker u k 's confusion matrix. They are also treated as u k 's ability parameters or reliability degrees. The larger α k and β k are, the higher the probability that worker u k provides a true label. Additionally, this model assumes that the probability that an item drawn at random has true label 1 is p, which is usually unknown a priori. Denote
} as the set of all the model parameters. The Dawid-Skene model adopts the maximum likelihood estimation method to estimate Θ. However, due to the latent variables X * are unknown a priori, it is hard to directly conduct the estimation.
To address the above challenge, the Dawid-Skene model adopts the EM algorithm [11] which contains an expectation step (E-step) and a maximization step (M-step). In the E-step, the items' true labels are derived based on the estimated model parameters Θ, and in the M-step, the parameters Θ are calculated based on the derived true labels. The details of the two steps are described as follows. E-step: In this step, the model parameters Θ are fixed. For each item o m , we calculate ω m = Pr{x * m = 1|X } based on the Bayes theorem:
where U m represents the set of normal workers who provide labels for item o m .
Here ω m is the posterior probability that the true label of the item o m is 1. With the calculated Ω = {ω m } M m=1 , the expected value of the log likelihood function can be expressed as
where X m represents the set of labels for item o m . M-step: In this step, the posterior probabilities {ω m } M m=1 are fixed. The model parameters Θ are estimated by maximizing the expected value of the log likelihood function Q(Θ), and they are updated as follows:
where O k represents the set of items queried to u k . The above two steps are iteratively conducted until the convergence criterion is satisfied. Finally, if ω m is larger than 0.5, the true label of the item o m is assigned as 1, otherwise, it is assigned as 0.
THE INTELLIGENT ATTACK MECHANISM
In order to achieve the attack goal as much as possible, it is essential for the attacker to find an optimal attack strategy with the limited resources (i.e., the number of created or recruited malicious workers and the number of queried items). We first investigate the DawidSkene crowdsourcing model under the adversarial environment in section 4.1, and then discuss how to design an optimal attack strategy from the perspective of the attacker in section 4.2.
Dawid-Skene Crowdsourcing Model with Malicious Workers
In the adversarial environment, the malicious workers may blend into the crowdsourcing system and provide manipulated labels to the cloud server in order to distort the final aggregated results. In this section, we decompose the participating workers into normal and malicious ones, and investigate the relationship between the final aggregation results and the labels provided by malicious workers. Please note that the cloud server in the crowdsourcing system cannot differentiate the two types of participating workers when aggregating the collected labels.
As described in the problem setting, we assume that the attacker creates K ′ malicious workers to conduct the data poisoning attacks against the crowdsourcing system. The attacker cannot influence the behaviors of the normal workers, but he can arbitrarily manipulate the labels of malicious workers. We denote the ability 
} to denote the set of the model parameters and
are the ability parameters of the normal workers. Suppose X is the set of the labels provided by all the participating workers, including the normal and malicious ones. The E-step and M-step in the Dawid-Skene model after data poisoning attacks can be described as follows: E-step: For each item o m , we calculate ω m = Pr{x * m = 1| X } based on the Bayes theorem:
where
Here we use U m to denote the set of malicious workers who provide labels for item o m . ω m represents the posterior probability that the true label of item o m is 1 after the data poisoning attacks. M-step: In this step, we fix the the posterior probabilities { ω m } M m=1 and update the model parameters
} as follows:
where O k ′ represents the set of items queried to u k ′ . The above equations show that once the labels of normal workers (i.e., X ) are given, the final estimated true labels of the items and the ability parameters (i.e., {α k ,
) of the participating workers are only dependent on the malicious workers' data. Different values of the malicious workers' labels can lead to different estimated results. Based on this fact, the attacker can conduct data poisoning attacks through carefully designing the malicious workers' labels such that the goal of the attacker can be optimally achieved.
Optimal Attack Strategy
In this paper, the attacker conducts the data poisoning attacks for the purpose of maximizing the error of the final aggregated results, and at the same time tries to disguise his attack behaviors as much as possible. We can understand the goal of the attacker in two aspects. On one hand, the attacker aims to maximize the deviation between the outputs of the Dawid-Skene crowdsourcing model before and after the data poisoning attacks. In other words, the attacker wants to maximize the number of the successfully attacked items, where we say an item is attacked successfully if the estimated true label is changed from one label to the other after taking the malicious workers' labels into account. On the other hand, the attacker wants to disguise the malicious workers as normal workers in the crowdsourcing system such that the attack behaviors cannot be detected easily. One way to achieve the disguise is to get high values on the malicious workers' ability parameters (or reliability degrees), i.e.,
. Since the workers with large ability parameters will be treated as high-quality workers in the Dawid-Skene model, the crowdsourcing system then cannot distinguish the malicious workers from the normal workers. In this section, we stand on the attacker's position and discuss how to find an optimal attack strategy so that the goal of the attacker can be achieved as much as possible.
Suppose the attacker is able to create or recruit K ′ malicious workers, and for each malicious worker, the queried items are given. When conducting the data poisoning attacks to break the crowdsourcing system, the attacker needs to find the optimal assignments for the malicious workers' labels. An intuitive strategy is let the malicious workers provide the label which is not likely to be true for each queried item. This strategy may work well when the aggregation method is majority voting. But for the Dawid-Skene model, it is not the optimal choice, especially when only a few malicious workers are created or recruited. Due to the fact that malicious workers always disagree with the majority, the Dawid-Skene model will assign low ability values to these malicious workers, and consequently, their impact will also be decreased. In such way, the malicious workers can be detected easily and the attack may fail on all the items. Thus the ability parameters of malicious workers
) should be taken into account when finding the optimal attack strategy.
In order to address the above challenge, we formulate the goal of the attacker as the following optimization problem:
s.t. {X * a , Θ} = arg max
where X * a = {x * a m } M m=1 denotes the set of the estimated true labels after the data poisoning attacks and x * b m denotes the estimated true label for item o m before the attacks (i.e., calculated based on the labels of normal workers). Once the normal workers' labels are given, x * b m is a constant. The objective function contains two components. The first component, i.e., M m=1 1(x * a m x * b m ), where 1(·) is the indicator function, represents the number of the successfully attacked items. In the second component,
is the summation of the malicious workers' ability parameters, and λ is a parameter used to trade off the two components. The summation of the two components can also be treated as the utility of the attacker. The intuition of the objective function is to maximize the number of the successfully attacked items and the malicious workers' ability values simultaneously, where the first component is the Track: Crowdsourcing and Human Computation for the Web WWW 2018, April 23-27, 2018, Lyon, France goal of the attack and the latter ensures that the malicious workers cannot be detected easily. In this optimization problem, the DawidSkene model becomes a constraint. This is a bi-level optimization problem [2] . The optimization over the labels of the malicious workers (i.e., X ) is the upper-level problem, and the optimization over {X * a , Θ} is the lower-level problem.
In the Dawid-Skene model, the final estimated true labels of the items are dependent on the posterior probabilities Ω = {ω m } M m=1
or Ω = { ω m } M m=1 : if ω m (or ω m ) is larger than 0.5, x * b m (or x * a m ) is assigned as 1, otherwise, it is assigned as 0. Thus we can reformulate optimization problem (12) as follows:
Once the labels of normal workers are given, the posterior probability ω m for item o m is a constant. ω m , α k ′ and β k ′ are dependent on the labels of the malicious workers (i.e., the attack strategy X ) and they can be different when the malicious workers vary their labels. In this way, ω m , α k ′ and β k ′ can be expressed as the functions of X according to Eqn. (6) and Eqn. (11) . Then problem (13) becomes:
Since the objective function in problem (15) is not continuous, it is hard to directly solve this optimization problem. In order to address this challenge, we approximate the objective function in problem (15) by the following one:
The basic idea behind the approximation is that function h 1 (x) = when x ∈ (−1, 1). The parameter θ in h 2 (x) represents the steepness of the curve. The curves of the two functions when θ = 100 are shown in Figure 2 . We can see h 2 (x) is a good approximation of h 1 (x). Additionally, the continuous property of h 2 (x) allows us to solve the optimization problem based on the objective function (16) .
Figure 2: Curves of h 1 (x) and h 2 (x).
Another challenge when solving the above optimization problem is that each element in X has a categorical value (0 or 1). This introduces difficulties when solving the upper-level problem. In this paper, we relax the values of the elements in X to the range [0, 1] such that the optimization problem can be solved according to the gradient-based methods. In other words, we treat x k ′ m as the probability that malicious worker u k ′ provides label 1 for item o m . Finally, the value of x k ′ m will be transformed to categorical data: if the probability is larger than 0.5, x k ′ m is assigned as 1, otherwise, it is assigned as 0. Then the attacker needs to solve the following optimization problem in order to get the optimal attack strategy:
Next, we discuss how to solve the above optimization problem. The solution we adopted here is a two-step iterative procedure.
Step 1: In this step, we first fix the labels of malicious workers, i.e., X , which are estimated in the previous iteration. If it is the first iteration, the elements in X can be initialized randomly or be set as some particular values. Then we solve the lower-level problem through conducting the E-step and M-step described in section 4.1 to get the optimal parameters { Ω, Θ}. Please note that all the elements in X need to be transformed to the categorical values (i.e., 1 or 0) before solving the lower-level problem.
Step 2: In this step, we fix the parameters { Ω, Θ} calculated in Step 1, and then adopt the projected gradient ascent method to solve the upper-level problem. More specifically, in iteration t, we update x k ′ m as follows:
where s t is the step size in iteration t and Proj 
where 
The above two steps will be iteratively conducted until the convergence criterion is satisfied. In this paper, we define the convergence criterion as
m ) 2 < δ , which represents the change of X in two consecutive iterations being less than a threshold δ . After the attacker get the final X , the elements in X will be transformed to 0 or 1 and then provided to the cloud server as the labels of the malicious workers. The submitted labels X will be treated as the optimal attack strategy of the attacker. The optimization procedure is summarized as Algorithm 1.
Algorithm 1: Optimal attack against the Dawid-Skene crowdsourcing model
Input: The number of items: M ; the number of normal workers: K ; the normal workers' labels: X ; the number of malicious workers: K ′ ; the items queried to the malicious workers:
Output: The optimal attack strategy: X 1 Initialize the optimal attack strategy X ; 2 repeat 3 Estimate the optimal parameters { Ω, Θ} through conducting the EM algorithm described in section 4.1;
The convergence criterion is satisfied; 8 Transform the elements in X to 0 or 1; 9 return The optimal attack strategy X ;
ATTACK WITH LIMITED KNOWLEDGE
In order to assess the vulnerability of the crowdsourcing system in the worst case, we consider the full knowledge scenario in the above mechanism and assume that the attacker has complete knowledge of the labels from the normal workers (i.e., normal labels) for all items. In fact, the proposed mechanism can also be employed to implement an effective attack even when the attacker only has limited knowledge of the items' normal labels. Suppose the attacker only knows the normal labels for
We denote the set of the normal labels for the M ′ items as
, which is a subset of X . Since the attacker has no knowledge of the items except those in O ′ , a good choice for him in such a scenario is to let the malicious workers only provide manipulated labels for the items in O ′ and try to maximize the error of the final results for the M ′ items. In order to achieve the goal, the attacker could treat X ′ as the surrogate data of X and employ the above proposed mechanism to derive the attack strategy. In other words, the attack strategy in such a scenario can be derived by solving the following optimization problem:
s.t. {X ′ * a , Θ} = arg max
is the attack strategy, i.e., the labels provided by the malicious workers for the items in
represent the estimated true labels for the M ′ items based on X ′ = X ′ ∪ X ′ and X ′ respectively. Although the attack strategy X ′ derived based on Eqn. (23) may not be as good as X based on the full knowledge X , it is the optimal choice for the attacker in the limited knowledge scenario. The performance of the proposed mechanism with limited knowledge is evaluated in Section 6.5.
EXPERIMENTS
We conduct experiments based on real-world crowdsourcing datasets to verify the performance of the proposed intelligent attack mechanism.
Experiment Setup
In this section, we introduce the adopted real-world crowdsourcing datasets, the baseline methods which are compared with the proposed mechanism, and the performance measure.
Datasets.
To verify the advantages of the proposed intelligent attack mechanism, we adopt the following real-world crowdsourcing datasets.
Duchenne Smile Dataset [53] . In this dataset, the task is to judge whether the simile in a face image (an item) is Duchenne (enjoyment smile) or Non-Duchenne. The authors in [53] create tasks on the Amazon Mechanical Turk platform, and collect the labels from the participating workers. The number of the items in this dataset is 2,134. Totally, there are 64 normal workers and they provide 17,729 labels.
Product Dataset [51, 58] . Each item in this dataset contains two products (with descriptions), the task is to judge whether the two products are the same or not. The participating workers need to identify whether the two descriptions describe the same product or not, and then provide their labels. In this dataset, there are 8,315 items which are observed by 176 normal workers. Totally, these participating workers provide 24,945 labels.
Sentiment Dataset [58] . Each item in the dataset is a tweet related to a company. The participating workers need to identify whether the tweet has positive sentiment or not to the company. The authors in [58] create 1,000 items and collect labels from 85 normal workers through the AMT platform. Totally, there are 20,000 labels in this dataset.
Baseline Methods.
We compare the proposed attack mechanism with two baseline methods: Baseline_rand and Baseline_inversion.
In the Baseline_rand method, the attacker does not consider any strategy, and he just randomly sets the labels of each malicious worker on a given item. This method introduce less overhead to the attacker, as he does not need to take effort to obtain and analyze the crowdsouring data collected from the normal workers.
In the Baseline_inversion method, the attacker first conducts the Dawid-Skene model on the labels provided by the normal workers and get the estimated true label for each item. Then he sets each malicious worker's label on a given item as the candidate answer which is different from the estimated true label. This method is an intuitive attack strategy, in which the attacker tries to maximize the number of bad labels injected into the crowdsourcing data.
6.1.3 Performance Measure. In order to evaluate the performance of the proposed attack mechanism, we compare the aggregation results before and after the data poisoning attacks, and adopt the change rate as the measure metric. The change rate is defined
, where X * a = {x * a m } M m=1 and X * b = {x * b m } M m=1 are the estimations for the items' true labels after and before the data poisoning attacks. Since the goal of the attacker is to maximize the error of the aggregation results and meanwhile maximally raise the reliability degrees of the malicious workers, thus, the larger the change rate, the better the method.
The Effect of the Percentage of the Malicious Workers
When conducting the data poisoning attack, we assume that the attacker cannot manipulate the labels of normal workers, but he can create or recruit multiple malicious workers. Thus, the number of the malicious workers created or recruited by the attacker plays an important role in the attack. If the attacker is able to create or recruit overwhelming number of malicious workers, the goal of the attacker can be easily achieved with the intuitive attack strategy, i.e., the Baseline_inversion method. However, in practice, the attacker can only create or recruit a limited number of malicious workers due to the limitation of his ability. In this experiment, we consider the scenarios where the percentage of malicious workers is low, and evaluate the performance of the proposed mechanism when the percentage is varying. Suppose N is the number of labels provided by the normal workers for all items. Here we assume that each malicious worker can observe N /K items, which is the average number of the items observed by each normal worker. For each malicious worker, the N /K observed items are randomly selected. In this paper, we set the parameters θ and λ as 100 and 1, respectively. Then we vary the percentage of the malicious workers from 0.03 to 0.27. All the experiments are conducted 50 times and we report the average results. The change rate for the three real-world crowdsourcing datasets is shown in Figure 3 , in which we represent the proposed mechanism as The intelligent attack. From this figure, we can see the proposed attack mechanism performs better than the baseline methods in all cases. When the percentage of the malicious workers is very low (e.g., 3%), since the malicious workers are too few to change the final aggregation results much, the advantage of the proposed mechanism is small. However, when the percentage of the malicious workers increases, the advantage of the proposed attack scheme becomes bigger. For example, when the percentage of malicious workers is 27%, the proposed mechanism successfully attacks nearly 50% of the items in the Duchenne Smile datasets while the baseline methods only obtain marginal utility. 
The Effect of the Number of the Queried Items
When the percentage of the malicious workers is given, the number of the items queried to each malicious worker is another important factor in the attack. In this experiment, we study the performance of the proposed mechanism when the number of the items queried to each malicious worker varies.
Here we consider a scenario where the percentage of the malicious workers is very low and we set the value as 3%, i.e., the attacker creates or recruits 2, 6 and 3 malicious workers to the three datasets, respectively. For the Duchenne Smile dataset and the Product dataset, we vary the number of items queried to each malicious worker from 50 to 500, and for the Sentiment dataset, the number of the queried items varies from 100 to 700. The change rate for the three datasets is shown in Figure 4 . The results in this figure clearly verify that the proposed attack mechanism outperforms the baseline methods in all cases. When the number of the items queried to each malicious worker increases, the advantage of the proposed attack mechanism also increases. The reason is that with the increment of the number of the queried items, the malicious workers can exert more impact on the final aggregation results based on the proposed mechanism. Additionally, this figure also shows that the proposed mechanism can achieve good utility even with very few malicious workers. Take the Duchenne Smile dataset as an example, when each malicious worker provides 250 labels (less than the average number of that from normal workers), the proposed mechanism can successfully attack more than 10% of the items with only 2 malicious workers.
Comparison on the Ability Parameters of the Malicious Workers
Besides maximizing the error of the aggregation results, the attacker also tries to maximize the malicious workers' reliability degrees (or ability) such that they can be treated as high-quality workers and thus be disguised well. In fact, the proposed mechanism outperforms the baseline methods mainly because we take the effect of the malicious workers' reliability degrees into account. The malicious workers can disguise themselves as good workers on some items to enhance their reliability degrees. For the baseline methods, since the malicious workers always disagree with the normal ones or randomly provide their labels, the attack behaviors may be detected by the Dawid-Skene model and the malicious workers will be assigned with low reliability degrees.
In this experiment, we investigate the distribution of the participating workers' ability parameters, i.e.,
, which can be treated as the reliability degrees of these workers based on the Dawid-Skene model. For each dataset, the percentage of the malicious workers is fixed as 5%. We report the results of the parameters α and β for the three datasets after the data poisoning attacks in Figure 5 , Figure 6 and Figure 7 , respectively. The results show that the malicious workers from the proposed mechanism have high reliability degrees (both α and β) comparing with the normal workers. This means that the malicious workers blend into the normal workers successfully and they will be treated as high-quality workers according to the Dawid-Skene model. This also verifies that the proposed mechanism can well disguise the malicious behaviors of the attacker while maximizing the error of the aggregated results. In contrast, in the Baseline_inversion method, since the malicious workers always disagree with the normal workers, they will be assigned significantly low reliability degrees, which not only limit the performance of the malicious workers, but also make them easy to be detected. As for the Baseline_rand method, since the malicious workers randomly select their labels, the values of the ability parameters will be around 0.5. Although the malicious workers from the Baseline_rand method can disguise themselves to some extent, their reliability degrees are not large enough to impact the aggregated results.
The Effect of the Attacker's Knowledge
As described in Section 5, the proposed mechanism can also be employed to implement an effective attack when the attacker only has limited knowledge of the items' normal labels. In this experiment, we evaluate the performance of the proposed mechanism with respect to the value of M ′ /M, i.e., the percentage of the items whose labels from the normal workers can be known by the attacker. Here we still consider a scenario where the percentage of the malicious workers is very low (3%). We also assume that each malicious worker can observe N /K items, which are randomly selected from O ′ . Then we vary the value of M ′ /M from 0.3 to 1 and calculate the change rate for the three real-world datasets. We conduct the experiment for 50 times and report the average results in Figure 8 , from which we can see the proposed mechanism outperforms the baseline methods in all cases, and the advantage of the proposed mechanism becomes bigger when the attacker's knowledge increases. These results verify that the proposed mechanism can still achieve good utility when the attacker only has limited knowledge of the items' normal labels.
To further evaluate the performance of the proposed mechanism in the limited knowledge scenarios, we investigate the distribution of the workers' ability parameters when the attacker only has partial knowledge of the normal labels. Here we consider three cases in which the percentage of the known items (i.e., M ′ /M) is set as 0.3, 0.5 and 0.7, respectively. In Figure 9 we report the results of the parameters α and β derived from the proposed mechanism on the the Duchenne Smile Dataset. The results show that the malicious workers keep the high reliability degrees, which means that the proposed mechanism can well disguise the attack behaviors in the limited knowledge scenarios. As for the baseline methods, the results of them on the Duchenne Smile dataset are similar to those in Figure 5 . The workers' ability parameters calculated by the intelligent attack mechanism in the limited knowledge scenarios for the Duchenne Smile Dataset.
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As an effective and low-cost way to solve challenging problems, crowdsourcing, which utilizes the wisdom of crowds, has become more and more popular [5, 10, 13, 15, 16, 27, 29, 31, 32, 36, [38] [39] [40] . One important issue for crowdsourcing is that the participating workers are non-experts, so they are likely to provide noisy labels. To address this problem, the researchers have proposed many aggregation methods to estimate the true labels. Among these methods, the Dawid-Skene model [9] has been widely adopted in practice. Compared with the naive aggregation methods such as majority voting, the Dawid-Skene model takes the reliability degrees of workers into account, and it can jointly estimate the items' true labels and each worker's reliability degree. Although different variants have been developed and the theoretical analysis has been conducted for the Dawid-Skene model [7, 8, 30, 34, 41, 44, 46, 57, 59] , these works do not take into consideration the sophisticated data poisoning attacks against this model in crowdsourcing. In this paper, we propose an effective data poisoning attack mechanism which can maximize the error of the final results estimated based on the Dawid-Skene model in crowdsourcing. With the spirit of disguising the malicious workers, the above methods cannot defend against this attack effectively. There are also some crowdsourcing methods which are proposed to eliminate the spammers when collecting labels or conducting aggregation [12, 14, 18, 20, 22, 25, 43, 48] . However, the spammers discussed in these papers are usually the workers who uniformly and/or randomly provide labels in crowdsourcing, which is similar to the Baseline_rand attack mechanism. As shown in various experiments, the proposed mechanism can launch significantly more effective attacks than the Baseline_rand. Since the malicious workers can disguise themselves well by providing labels intelligently, they will not be detected as spammers.
The importance of the data poisoning attacks has recently been recognized in many crowdsourcing and crowdsensing scenarios [6, 17, 26, 42, 49, 50, 55] . Additionally, there also has been existing work that investigates the data poisoning attacks and related defense schemes in the applications of Internet of Things [21, 45, 56] , electric power grids [35] and machine learning algorithms [1, 3, 4, 19, 28, 37, 54] . However, the attacked algorithms discussed in these papers are different from ours. In our designed mechanism, we study the optimal data poisoning attacks against the crowdsourcing systems empowered with the Dawid-Skene model. Compared with the naive aggregation methods such as majority voting, the Dawid-Skene model can defend against the naive malicious workers to some degree, which makes the attack more difficult. The most relevant papers to this work are [23, 24] , in which the proposed schemes can identify the malicious workers who conduct the sophisticated data poisoning attacks. However, based on these schemes, the workers who agree with the majority will be classified as normal ones. Since the malicious workers in our proposed mechanism can disguise themselves by agreeing with the majority on some items, these methods will fail to detect them.
CONCLUSIONS
In this paper, we investigate crowdsourcing in adversarial environments and study the data poisoning attacks against the crowdsourcing systems with the Dawid-Skene model empowered. In order to find an effective attack strategy for the attacker who aims to maximize the error of the aggregated results, we design an intelligent attack mechanism, based on which an optimal attack strategy can be derived by solving a bi-level optimization problem. With the derived optimal attack strategy, the attacker can not only achieve maximum attack utility but also intelligently disguise the introduced malicious workers as normal ones or even good ones. The experimental results based on real-world datasets demonstrate that the proposed attack mechanism can achieve higher attack utility with very few malicious workers and at the same time, is harder to be detected by the defense mechanisms.
