Abstract. Given an undirected graph with n nodes, the Maximum Leaf Spanning Tree problem is to find a spanning tree with as many leaves as possible. When parameterized in the number of leaves k, this problem can be solved in time O(4 k poly(n)) using a simple branching algorithm introduced by a subset of the authors [12] . Daligault, Gutin, Kim, and Yeo [6] improved the branching and obtained a running time of O(3.72 k poly(n)). In this paper, we study the problem from an exponential time viewpoint, where it is equivalent to the Connected Dominating Set problem. Here, Fomin, Grandoni, and Kratsch showed how to break the Ω(2 n ) barrier and proposed an O(1.9407 n )-time algorithm [10] . In light of some useful properties of [12] and [6], we present a branching algorithm whose running time of O(1.8966 n ) has been analyzed using the Measure-and-Conquer technique. Finally we provide a lower bound of Ω(1.4422 n ) for the worst case running time of our algorithm.
Introduction
Our results. In the next sections we solve the MLST problem in time O (1.8966 n ), improving the result of [10] . The algorithm presented here is based on the parameterized one [12] , which basically repeatedly branches on leaves of a subtree of the graph in order to decide whether it can remain a leaf or must become an internal node. If we analyze the running time as a function of n, we find that branching on nodes of small degree (with two possible successors) becomes the worst case resulting in a bad running time. This resembles the worst case of the parameterized algorithm, and the changes in [6] are based on improving exactly this case. We use a similar approach for our exact algorithm. We mark nodes as leaves as early as possible even when they are not yet attached to an internal node. In the Measure-and-Conquer analysis, this balances the bad cases against the better cases, i.e., the better cases "lend" some running time to the bad cases for an overall improvement. However, this approach requires a rather complicated measure and an involved analysis.
Preliminaries
Let G = (V, E) be a simple, undirected graph. We denote by n the number of its vertices and by m the number of its edges. Given a vertex v ∈ V , the set of its neighbors is defined by N (v) = { u ∈ V | {u, v} ∈ E }. The closed neighborhood of v is N [v] = {v} ∪ N (v). Given a subset S ⊂ V , we define N (S) as the set v∈S N (v) \ S and for a X ⊂ V , we define N X (S) = N (S) ∩ X. We write H ⊆ G if H is a subgraph of G.
A tree T = (V T , E T ) is a subtree of G (or a tree in G) if T ⊆ G. The tree T is a spanning tree of G if furthermore V T = V . As usual, a node of degree 1 in T is called a leaf and all other nodes are called internal nodes. Wlog, we assume each spanning tree contains at least one internal node. Once we fix some arbitrary node, wlog an internal node, as the root of the tree, we can also speak of parents of nodes within this tree. A spanning tree is a maximum leaf spanning tree (MLST) if there is no spanning tree with a larger number of leaves.
In the following, we identify trees T = (V T , E T ) with the bipartition of V T into the sets of internal nodes and leaves, denoted as internal(T ) and leaves(T ), respectively. Although there might be multiple subtrees of G sharing the same set of internal nodes and leaves, either both are subtrees of some optimal solution for MLST or none of them is (recall that G is undirected).
We assume the reader is familiar with the concepts of branching algorithms, branching vectors and their corresponding branching number, and the Measureand-Conquer approach.
A new exact algorithm
The algorithm partitions the set of vertices of G into the sets of free vertices (Free), floating leaves (FL), branching nodes (BN), leaf nodes (LN), and internal nodes (IN), where the latter three form the nodes of some tree T ⊆ G. Initially, all vertices are in the set Free, i.e., the tree is empty.
The key idea of the algorithm is to recursively build a subtree T ⊆ G with V T = IN ∪ BN ∪ LN, internal(T ) = IN and leaves(T ) = BN ∪ LN, which might in some branch eventually turn into a spanning tree T ′ of G. 
In particular, whenever Algorithm M decides that some node x ∈ V becomes an internal node, all of its neighbors are directly attached to the tree, which is never worse than connecting these neighbors through some other nodes [12] . However, vertices of T that are in LN will always remain leaves in subsequent calls, whereas the status of a vertex in BN is still subject to change. Similarly, vertices in FL ⊆ V \ V T will be leaves in the spanning tree T ′ , but their parents in T ′ have not yet been determined. This is formally defined as follows.
Definition 2. Let G = (V, E) be a graph, and let IN, BN, LN, FL ⊆ V be disjoint sets of vertices and T ⊆ G be a tree. We say T extends (IN, BN, LN, FL) iff
Our algorithm uses the following reduction rules. The correctness proofs of reduction rules are straightforward and details are not given in this extended abstract due to space limitations.
The halting and branching rules are described in Algorithm M (see Figure 1 ). Their correctness is shown in the following Section. The running-time analysis is provided in Section 5.
Correctness of the algorithm
The following lemma will ease the forthcoming correctness proof. It enables us to turn some nodes into additional floating leaves in some special cases. A similar technique has already been used in [6] . We refer the reader to the Appendix for a proof of Lemma 1.
If every optimal spanning tree T ′ ⊇ T is such that v is an internal node and each x i is a leaf in T ′ , then there is also some optimal spanning tree where additionally each w ∈ N ({x 1 , x 2 }) \ (internal(T ) ∪ {v}) is a leaf. Proof. The reduction rules update a partition P = (Free, IN, BN, LN, FL) to a partition
so that any maximum leaf spanning tree T ′ that extends P ′ has at least as many leaves as any spanning tree T extending P. Note that given some disjoint subsets IN, BN, LN, FL, the subset Free is uniquely determined by V \ (IN ∪ BN ∪ LN ∪ FL) . Thus, we omit the explicit notion of the set Free. 
In the following, (IN
by the algorithm in the x 1 → X 1 , . . . , x l → X l branch. In particular, whenever Algorithm M decides that some nodes X ⊆ BN ∪ Free become internal nodes, all nodes in N (X) ∩ Free become new branching nodes (BN) and all nodes in N (X) ∩ FL become leaves (LN). Hence, Algorithm M always computes an inner-maximal tree. It thus remains to show that if there is some spanning tree T with k leaves that extends the current (IN, BN, LN, FL), then Algorithm M calls itself with an
We proof this by induction. For the base step, any spanning tree extends (IN, BN, LN, FL) with BN = {r} and IN = LN = FL = ∅, where the root r is the only branching node. Now let T be a spanning tree with k leaves that extends (IN, BN, LN, FL) , and let v ∈ BN be of maximum degree.
Since v is either an internal node or a leaf in any spanning tree, T extends either (IN, BN, LN, FL) v→IN or (IN, BN, LN, FL) v→LN .
we do not need to branch, since x 1 must somehow be connected to the tree in any solution extending (IN, BN, LN 
BN) = {v} we can assume that if v is an internal node in every optimal solution, either x 1 or x 2 is an internal node as well. Otherwise we could connect x 1 and x 2 to z ∈ (N (x 1 ) ∩ N (x 2 )) \ FL instead of v, which might destroy the leaf z, that is connected somehow else, but yields the new leaf v.
Since z is either a branching node or a free node, this is still allowed. Hence, there is also some optimal solution that extends (IN, BN, LN If on the other hand z ∈ BN, then the nodes in P must either be connected through v or through z, and hence we can just decide to make v a leaf, again by a simple exchange argument. Now assume z ∈ Free. Since T is inner-maximal we know by [12] , that there is some inner-maximal T ′ that extends either (IN, BN, LN, FL) v→LN , or (IN, BN, LN, FL) v,v1,. ..,v k ,z→IN in this case.
Since this concludes a complete distinction of all possible d(v), the claim follows by induction.
⊓ ⊔
Analysis of the running-time
To analyze the running-time, we use the following non standard measure:
where BN i (resp. Free i and FL i ) denotes the set of vertices in BN (resp. Free and FL) with degree i, and the values of the ǫ's are chosen in [0, 1] so that µ(G) ≤ n, more precisely: Proof. By the reduction rules (R3) and (R6), we have d(u) ≥ 2 for all u ∈ Free ∪ FL.
1. In the first branch, v is added to the internal nodes. Thus, all nodes in N Free (v) are added to the branching nodes. This reduces the degree of all these nodes by at least one, since the edge to v is not counted anymore. Moreover, all nodes in N FL (v) are now leaf nodes. Thus, the measure decreases by at least
2. In the second branch, v becomes an leaf. Therefore, the degree of all nodes in N Free∪FL (v) decreases by one, as the edge to v is removed. This implies a change in the measure of at least Proof. By the reduction rule (R5), we know that z = x 2 . Moreover, (R3) implies d(z) ≥ 2.
1. Again, v becomes leaf in the first branch. Similar to Lemma 3, this implies a change in the measure of at least
because x 1 becomes a floating leaf of degree one and the degree of x 2 decreases by one. 2. In the second branch, both v and x 1 become internal nodes, which implies that z and x 2 become branching nodes. Again, d(z) and d(x 2 ) decreases by one. The measure decreases by at least
3. In the third branch, v becomes an internal node and x 1 becomes a leaf connected to v. Thus, x 2 is now a branching node and d(x 2 ) decreases. Moreover, d(z) decreases by one as well. This implies that the measure is reduced by at least 
Then branching according to (B3) yields a branching number less than 1.8966.
Proof. 1. If the first branch, v becomes a leaf, which yields
2. In the second branch, v and x 1 become internal nodes. As a consequence, x 2 becomes a branching leaf and its degree decreases by one. Furthermore, the degree of all nodes in N Free∪FL (x 1 ) decreases by one. We gain at least
3. In the third branch, v and x 2 become internal nodes, while x 1 becomes a leaf. Thus, the degree decreases by one for all nodes in N Free∪FL (x 1 ) as well as for all nodes in N BN (x 2 ). Moreover, all nodes in N Free (x 2 ) become branching nodes and all nodes in N FL (x 2 ) become leaves. Since (N (x 1 )∩N (x 2 ))\ FL = ∅, the measure decreases by at least
4. In the last branch, v becomes an internal node, x 1 and x 2 become leaves, and all nodes in N Free ({x 1 , x 2 }) become floating leaves. Moreover, all nodes in N BN ({x 1 , x 2 }) become leaves as well and finally, the degree decreases by at least on for all u ∈ N FL ({x 1 , x 2 }). This implies that the measure decreases by at least
Again, we have to compute all possible neighborhoods. This requires us to test all 3
Note that it is sufficient to assume that all floating leaves are of degree at least two. Otherwise, some of the branches yield new instances that will be solved in polynomial time, because they are obvious "No" instances. Thus, the exponential parts of the runtime only depend on the other branches, which yields a much better runtime bound, even if some floating leaves are of degree one. Similarly, we can assume that floating leaves of degree two are not contained in N (x 1 ) ∩ N (x 2 ), because otherwise the last branch (both, x 1 and x 2 are in LN) is found to be a "No" instance in polynomial time.
It turns out that the larget branching number in this case is smaller than 1.8506 with a branching vector (0.730838, 2.476690, 3.216207, 8.218955 ) for the case d(
Then branching according to (B3) yields a branching number less than 1.8966.
The proof (given in Appendix) is very similar to the previous lemma, we only need to make sure that the edge between x 1 and x 2 is not counted twice.
Lemma 7. Let G = (V, E) be a graph and let
Then branching according to (B4) yields a branching number less than 1.8966.
Proof. Similar to Lemma 5 and Lemma 6, x 1 and x 2 can possibly be neighbors.
1. In the first branch, v becomes a leaf. Similar to above, we obtain at least
In the second branch, v and x 1 become internal nodes. As a consequence, the degree decreases for all nodes in N Free∪FL ({v, x 1 }) and these nodes turn into branching nodes or leaves, respectively. The measure decreases by at least
Note that when x 2 ∈ N (x 1 ), d(x 2 ) decreases even more. However, this estimation is good enough to obtain the claimed bounds. 3. In the last branch, v and x 2 become internal nodes and x 1 becomes a leaf.
As usual, the measure decreases by at least
In all three cases, we only analyzed how the neighbors of x 1 are affected and omitted the neighbors of x 2 . Thus, we do not have to distinguish between nodes in N (x 1 ) \ N (x 2 ) and N (x 1 ) ∩ N (x 2 ). Similar to previous lemmas, we can safely assume that d(u) ≥ 2 for all floating leaves u ∈ N (x 1 ). In order to compute all possible branching vectors, we need to test all 3 ≤ d(x 1 ) ≤ d(x 2 ) ≤ 5. Furthermore, we need to try all 1 ≤ d(u) ≤ 2 for all u ∈ N BN (x 1 ), all 2 ≤ d(u) ≤ 5 for each u ∈ N FL (x 1 ) and finally all 2 ≤ d(u) ≤ 5 for all u ∈ N Free (x 1 ).
The worst case of 1.8966 (branching vector (0.730838, 2.407514, 2.869190)) occurs when d( Proof. Let v 1 , . . . , v k and z ∈ V as described in Algorithm M and recall that d(z) ≥ 3 and z ∈ Free.
1. In the first branch, v becomes an internal node as well as all v 1 , . . . , v k and z. This implies that the measure decreases by at least
2. In the other branch, v becomes a leaf. If k = 0, then the degree of z will decrease and otherwise the node v 1 becomes a floating leaf of degree one. Therefore, we gain at least
).
The worst case occurs when d(z) = 5 and k = 0 with a branching vector of (1.661662, 0.661662) and a branching number less than 1.8966.
⊓ ⊔
From the above lemmas as well as from Lemma 2, which guarantees the correctness of our algorithm, we can conclude our main result. It is well known that the current worst case running-time analysis, even based on Measure-and-Conquer, overestimate the upper bounds. The following Theorem (proved in Appendix) gives a lower bound on this worst-case runningtime enlighting the reader on the prevision of the analysis. We recall here that Fomin et al. [10] present an algorithm solving the problem whose worst-case running time is upper bounded by O(1.9407 n ) and they provide a lower bound of Ω(1.3195 n ).
Theorem 2.
There is lower bound of Ω(3 n/3 ) = Ω(1.4422 n ) for the worst case running time of our algorithm.
We improved the running time required to solve the MLST problem. Since the algorithm is based on a parameterized algorithm that works for directed graphs as well, it would be interesting to study the running time for directed graphs. However, some details that helped improving the running time of our algorithm at hand work only for undirected graphs. We believe that small modifications might be sufficient to gain similar runtime bounds for directed graphs.
1. In the first branch, v becomes a leaf and as above, we gain at least
2. In the second branch, v and x 1 become internal nodes. As a consequence, x 2 becomes a branching node and its degree decreases by two, as the edge to x 1 and the edge to v are not counted anymore. For all other nodes in N Free∪FL (x 1 ), the degree decreases by one and they turn into either branching nodes or leaves. This implies a loss in the measure of at least
3. In the third branch, v and x 2 become internal nodes and x 1 becomes a leaf. This case is identical to the third branch in Lemma 5, except that x 1 and x 2 each have one neighbor less. We gain at least
4. The last branch, where v becomes an internal node and both x 1 and x 2 become leaves is again similar to the last branch in Lemma 5, except that there are fewer neighbors of x 1 and x 2 . The measure decreases by at least and finally all 2 ≤ d(u) ≤ 5 for all u ∈ N Free ({x 1 , x 2 }). However, this time we need to be careful, because one free neighbor of x 1 is x 2 and vice versa. Thus, there are less neighbors overall.
Again it is sufficient to assume that all floating leaves are of degree at least two and those that are in N (x 1 )∩N (x 2 ) even of degree three. Otherwise, some of the branches yield new instances that will be solved in polynomial time, because they are obvious "No" instances. Thus, the exponential parts of the runtime only depend on the other branches, which yields a much better runtime bound, even if these assumptions do not hold.
The worst branching number of less than 1.8921 (with a branching vector of (0.784229, 2.338338, 3.007542, 6.025304)) is obtained for d( ⊓ ⊔
Proof of Theorem 2
Proof. Consider the graphs G t = (V t , E t ) for integers t ≥ 1, constructed as follows (see also Figure ? ?). The vertex set V t is defined as {u} ∪ ∪ t i=1 L i where
The edge set E t consists of all edges between any two sets L i and L i+1 , 1 ≤ i < t and all edges between u and the vertices of L 1 . Thus the graph consists of a vertex u and a collection of t independent sets L i (called "levels"), 1 ≤ i ≤ t, such that each vertex of level L i is adjacent to all vertices of the next level L i+1 and the vertex u is adjacent to each vertices of L 1 . Suppose that the algorithm is initially called for vertex u; hence u becomes an internal node and N (u) = L 1 the set of branching nodes. Clearly, none of reduction rules (R1)-(R7) can be applied. Thus algorithm M chooses a v ∈ BN of maximum degree. Since both u
