Previously, a quasi-steady form of the classical Rankine-Hugoniot weak detonation has been shown to play an integral part in describing certain forms of detonation initiation, arising during an intermediate stage between the thermal ignition of the material and the first appearance of a strong detonation with Zeldovich-von Neumann-Döring (ZND) structure. In this paper, we use a parametric variable integration to calculate numerically the path of the weak detonation in two important initiation scenarios, shock-induced and initial disturbance-induced transition to detonation, via a large activation energy induction domain model. The influence that the nature of the path may have on the weak detonation structure is also discussed. In each case these calculations enable us to predict how, where and when the transition to a strong detonation with ZND structure will occur. Explanations for several phenomena observed in both experiments and numerical studies on transition to detonation are also uncovered by these calculations.
Introduction
For velocities above Chapman-Jouguet (CJ), two distinct steady detonation solutions are predicted by a standard, one-dimensional Rankine-Hugoniot analysis. Strong detonations terminate on the subsonic branch of the equilibrium Hugoniot curve, while weak detonations terminate on the supersonic branch. For a single-step mole-preserving reaction, steady strong detonation waves are possible; however, it is known that no steady travelling weak detonation wave can exist (Fickett and Davis 1979) . For this reason, little research has been conducted on the propagation and structure of weak detonations. Recently, though, it has been demonstrated that a quasi-steady form of weak detonation plays an integral role in describing both shock-induced and initial disturbance-induced transition to detonation in an explosive material modelled by a one-step Arrhenius reaction with a large activation energy Dold 1989, Dold et al 1991) . In the following, we calculate the weak detonation path numerically in each of these initiation scenarios as well as discussing the influence of the nature of the path on its structure.
For many years, the sequence of events leading to initiation of detonation in an explosive impacted by a piston was believed to occur as follows (Campbell et al 1961, Kapila and Dold 1989) : (i) the piston-induced shock runs through the explosive, raising its temperature to a level where reaction is important. After an induction delay, a constant volume ignition occurs at the piston face where the material has been heated the longest. (ii) Ignition causes a Zeldovichvon Neumann-Döring (ZND) detonation to propagate away from the piston face at the CJ velocity appropriate to the state behind the precursor shock. (iii) This detonation overtakes the precursor shock, generating a transient overdriven detonation which decays and finally propagates at a slower velocity appropriate to the unshocked material state. This sequence of events is depicted in figure 1 .
A recent analysis by Kapila and Dold (1989) has shown that the above sequence of events in shock-to-detonation transition (SDT) is both incomplete and in need of extensive modification, in particular to allow for the appearance of a quasi-steady weak detonation during stage (ii). Under the assumptions of a one-step, mole-preserving reaction and a large activation energy, Kapila and Dold (1989) were able to show the correct sequence of events leading to a strong detonation proceed as follows: (i) prior to ignition a spatial-temporal weakly varying induction evolution occurs between the shock and piston, an evolution which has been studied previously by Clarke and Cant (1984) , Jackson and Kapila (1985) and Blythe and Crighton (1989) .
(ii) Ignition first occurs at the piston face. (iii) It then gives way to a supersonic, shockless weak detonation wave which moves away from the piston face as neighbouring fluid elements undergo thermal ignition at different times at different locations in space. The path of the weak detonation is determined purely by the spatially varying induction process ahead of the wave. The weak detonation structure is determined through a quasi-steady Rankine-Hugoniot analysis for a given instantaneous velocity, and is found to persist as long as the velocity remains above CJ. (iv) A slowing of the wave past CJ results in the formation of a weak shock near the hot, equilibrium rear of the weak detonation. The shock penetrates the remaining weak detonation structure, amplifying as it does so, before transforming the weak detonation to a strong ZND detonation running at the CJ speed appropriate to the state behind the precursor shock Dold 1989, Dold et al 1991) . The subsequent evolution is then as described by (iii) in the preceding paragraph. This new sequence of events is depicted in figure 2. A generalization of these events to other detonation initiation scenarios, e.g. initiation by a non-uniformly pre-heated medium induced by laser heating, is easily achieved (Short 1997) . Underpinning Dold and Kapila's theory is the ability to calculate the path and structure of the weak detonation in any given initiation situation, be it shock induced or initial disturbance induced (IDDT). Having achieved this, a complete description of if and where or when a detonation will be initiated is possible. In the present paper, we use a parametric variable integration to calculate the path of the quasi-steady form of weak detonation that occurs in two of the most important initiation scenarios; shock-induced transition and IDDT. In particular we examine situations for the former where the shock is driven either by a piston or contact surface, and in the latter where the non-uniformities consist of either temperature, pressure or velocity disturbances. In each case our calculations lead to predictions of where and when the transition from the weak detonation to the initial strong ZND detonation takes place in the explosive.
Model
We study weak detonation solutions of the reactive Euler equations with an Arrhenius one-step reaction and an ideal gas equation of state. In dimensionless form these are:
where ψ = x x I (t) dx/V is a Lagrangrian mass-weighted coordinate and x I is particle path. Specific volume is represented by V , velocity by U , pressure by P , temperature by T and reactant mass fraction by y, where y = 1 is the unreacted material, y = 0 the depleted. Reference scales for T , P and V are the uniform state immediately behind the shock after shock initiation in the SDT problem, or the unperturbed mixture state in the IDDT problem. The reference scale for velocity is the corresponding uniform sound speed, the scale for time is the induction time t i of the uniform state and that for length is an acoustic length based on t i . The assumed orders of the heat of reaction Q, the ratio of specific heats γ and the inverse activation energy , are such that
i.e. we are concerned with a description based on large activation energy. With 1, ignition of the atmosphere splits into two distinct phases: the weakly varying induction stage, which occurs over O(1) time intervals, and the exponentially short reaction ignition stage involving O(1) changes in the state variables and reactant mass fraction. In this model, it will transpire that the weak detonation structure is determined by the ignition stage, while its path is determined by the spatially varying induction phase.
In the usual way, the weakly varying induction phase is characterized by inverse activation energy deviations from either the post-shock state in the SDT problem or the unperturbed state in the IDDT problem, and thus can be represented by the asymptotic expansions
Substitution into (1) leads to Clarke's reactive-acoustic induction equations,
Here U i is the unperturbed fluid velocity, while v and w can be determined once φ, p and u are known from the first three equations of (4). Boundary and initial conditions are naturally problem dependent. In the SDT problem, the shock is driven by either a piston or the contact surface. The induction zone shock conditions, with unperturbed shock Mach number M i , are
where
These are applied along the path
In addition, for a piston-driven shock,
choosing x I (t) to be the piston path, while for a contact-surface-driven shock
where α 0 is the unperturbed acoustic impedance in the region behind the contact surface. Condition (9) is derived from an acoustic radiation condition imposed on O( ) disturbances generated in ψ < 0 by chemical reaction in ψ > 0, and from continuity of pressure and velocity at the contact surface. Initial conditions that are used in the numerical calculations shown below are obtained by a straightforward small time expansion about t = 0. Alternatively, in the IDDT problem, an O( ) linear temperature disturbance (in ψ) confined between two solid walls ψ = 0, ψ = L, for instance, would correspond to the initial boundary value problem
with
Thermal runaway
In the two situations described above, the reaction rate in the induction zone, e φ , leads to an accelerated growth in φ. This causes the induction evolution to terminate in thermal runaway, defined as a rapid localized growth in φ in a rapidly shrinking spatial layer, at a time t I and location ψ = ψ I , where
For the piston-driven shock problem, ψ I = 0 Cant 1984, Jackson and Kapila 1985) , the contact-surface-driven shock problem ψ I > 0 (Short and Dold 1996 , Parkins 2000 , Bauwens 2000 ) and the initial temperature gradient problem ψ I = 0 (Jackson et al 1989 . Typical thermal runaway profiles are shown in the above references.
The induction singularity locus
One of the major contributions that Kapila and Dold (1989) made in describing the path leading to detonation initiation was to first recognize that the point ψ = ψ I is in fact only the first in a continuous sequence of thermal runaway events: neighbouring fluid elements within the induction zone also undergo thermal runaway at later times (t > t I ), defining a locus of thermal runaway pointst(ψ) (or singularity locus), where
An important property oft(ψ) is that for bounded initial disturbances the patht(ψ) must necessarily be supersonic Dold 1989, Friedman and Herrero 1990) . This property can be ascertained directly from the characteristic form of the induction equations (4), which shows that finite values of φ at any point (ψ, t) must depend on the finite values of φ, p and u which converge on that point within the range of the triangle of adiabatic frozen sound speed characteristics with mass flux ψ t = ±1. Thus the singular path of thermal runaway must have a speed that is faster than the adiabatic sound speed characteristics; it must therefore be supersonic, so that the patht(ψ) satisfies the condition
Being supersonic, the only way the path can move forward is by virtue of the fact that induction singularities are formed at different positions purely due to the spatially varying induction process that exists ahead of the path.
The weak detonation path
We now turn our attention to the weak detonation structure as predicted by the above model. The singular breakdown of the induction zone solution along t =t(x) suggests a transition to a chemical main reaction wave propagating close tot(x), involving order-one variations in the state variables. Defining the path of this reaction wave to be t =t(ψ) along which, say, the reaction rate reaches its maximum, it is reasonable to expect, due to exponential rapidity of the Arrhenius reaction rate in this zone, that the spatial variation through the reaction wave is quasi-steady in a wave-attached coordinate system. Moreover, when 1, it can be demonstrated rigorously Dold 1989, Dold et al 1991) that matching of the full reaction wave structure to that of the induction singularity locus occurs provided only that
This has an important implication, in that the main reaction wave must also be supersonic. In fact, the wave takes the form of a weak detonation whose structure is given by the standard Rankine-Hugoniot relations for an instantaneous mass flux 1/t :
In particular, we note that the variation in pressure as one passes through the weak detonation is from P = 1 + O( ) to an equilibrium pressure (y → 0),
The matching condition (15) is also consistent with the prediction of the standard RankineHugoniot analysis, that no steadily travelling weak detonation can exist. It will be shown in the following that the weak detonation, in general, will slow after its initial appearance due to the slowing of the singularity locus. The change in structure of the weak detonation as this occurs is best represented on a P -V diagram as in figure 3. The path CW 1 represents the initial appearance of the weak detonation, CW 2 and CW 3 depicting the change in pressure and volume through the wave as the weak detonation slows down. . The transition to detonation as represented on a P -V Rankine-Hugoniot diagram (based on the sketch given in Kapila and Dold 1989) . CW 1 , CW 2 and CW 3 are progressively slower weak detonation waves and CJ is the Chapman-Jouguet weak detonation. The transition to ZND detonation occurs through a sequence of paths such as CS 2 S 1 J, before arriving at the CJ ZND wave CSJ.
Transition-to-detonation
Continued slowing of the weak detonation will result in the attainment of the ChapmanJouguet detonation velocity appropriate to the initial state of the material, whereupon a sonic point appears at the equilibrium point in the rear of the wave. The value oft at which this occurs corresponds to the vanishing of the square root in (18), represented by the Rankine line CJ in figure 3 , a line tangent to the burnt Hugoniot curve. The critical mass flux is consequently represented by (Short 1992 )
which for any given problem is a function of the heat release Q and γ only. A typical plot of the behaviour oft c against Q for γ = 1.4 is shown in figure 4 , showing a decrease int c , or an increase in the mass flux of material passing through the wave at the critical point, as Q increases.
While the speed of the wave is at or above CJ, the weak detonation is acoustically isolated from the post equilibrium flow. However, further slowing of the weak detonation past CJ allows acoustic disturbances to penetrate into its now subsonic rear. Steepening of the acoustic disturbances occurs, resulting in weak shock formation, again near the hot rear of the wave. The shock will move rapidly forward in a quasi-steady manner, increasing the sound speed in its wake and amplifying as it travels through the weak detonation Dold 1989, Dold et al 1991) . The growth of the shock is depicted through a typical sequence CS 2 S 1 J in figure 3 , terminating when the weak detonation is finally transformed into a strong detonation with ZND structure (CSJ). The ZND wave then initially moves into the unburnt or shocked material at the appropriate CJ velocity. This completes the description of how a detonation can be initiated in either the SDT or IDDT problem.
Summary
At this stage we can determine the structure of the weak detonation and describe the transition process leading to a strong detonation. All that remains is to determine the path of the weak detonation, i.e. calculate the induction singularity locust(ψ) for any given initial boundary value problem from an induction zone solution. Subsequently, this knowledge will allow us to determine if where or when a transition to strong detonation will take place simply by calculating the point ψ c at which the critical valuet(ψ c ) =t c is reached. Thus the remaining concern of the present paper is to calculate generict(ψ) profiles in the SDT and IDDT problems, including the piston-driven shock initiation problem, the contact-surface-driven shock initiation problem and the initial disturbance initiation problem.
Numerical algorithm to calculate the singularity patht(ψ)
The locus of the singularity patht(ψ), where φ ∼ − ln(t(ψ) − t) as t →t(ψ), must be determined by a numerical solution of the induction zone equations (4) subject to boundary conditions (5)-(11). Exceptions are the asymptotic solutions obtained by Blythe and Crighton (1989) , Short (1997) , Parkins (2000) , Bauwens (2000) and Parkins et al (2000) . Dold (1989) suggested that a numerical solution could be accomplished more easily by using a parametric variable integration, rather than integrating (4) directly. This process involves integrating equations (4) with respect to a parametric variable (ψ, t) chosen in such a way that φ → ∞ as → ∞ and t →t(ψ). Transforming from the (ψ, t) frame to the (ψ, ) frame, the induction equations (4) become
Partial derivatives with respect to ψ are now taken with held fixed. Equations (20) are closed by a suitable choice of or t . For example, t = 1 naturally corresponds to integration in time, while p = 1 calculates the time taken at each ψ for pressure to reach a given value. Similarly, the choice φ = 1 calculates progressive isotherms and w = 1 progressive isoconcentrations. Dold (1989) suggested the use of the definition
where κ is a constant. For small , integration is then time like (t = 1), while for large , the integration calculates progressive increments in pressure. Clearly there are many choices for the integration variable, including those that involve discontinuous changes in . We have found that a useful definition, bearing in mind that different regions of the evolution may be dominated by different physical aspects, e.g. chemical heating in one area and the dominance of gasdynamic fluctuations in another, is a weightedaverage definition,
for constants κ, α φ , α p , α w α u , chosen to tailor the particular problem under consideration. One interesting caveat is that there are also many unsuitable choices for the integration variable, arising from three main problem areas. The first arises due to an incompatibility of the choice of , or t , with boundary conditions. For example v = 1 is clearly inappropriate for a solid wall condition v(0, ) = 0, in which blow-up may occur at the wall. Alternatively, for the contact surface boundary condition p = −α 0 u, a choice of which allows p = 1 to dominate near the singularity path leads to the conclusion that t ψ = −1/α 0 at ψ = 0. This is clearly inappropriate since |t (ψ)| could become greater than 1, i.e. subsonic, as the acoustic impedance, a measure of the contact surface strength, is decreased below 1. This occurs when the density of the material behind the contact surface is lower than that in front of the contact surface.
The second arises when , or t , becomes singular during the integration before the singularity path is reached. Consider setting p = 1. If this definition is maintained from the outset,
But t could become singular at points where gasdynamic fluctuations were able to balance the chemical forcing e φ , a situation which could occur readily at the outset of chemical reaction. Finally there are choices of where t does not have the property that t → 0 as → ∞, a property required at every point if the locus of the singularity path is going to be determined.
In addition to the parametric integration we also employ a high-resolution adaptive grid refinement procedure, which concentrates grid points in regions of rapid change. For the piston-or contact-surface-driven shock problems, we also employ a shock-fixed coordinate system as discussed in Short and Dold (1996) . As an example of the parametric integration, figure 5 illustrates a typical convergence to the final patht(ψ) and its associated gradientt(ψ) during the integration of the piston-driven shock problem with the choice t = 1 until blow-up at the piston face, t I = 0.8473, followed by a discontinuous change to (22) with κ = 1, α φ = 1, α p = 0, α u = 0 and α w = 1. For > t I , the lines shown correspond to increments in by two, the last two lines in figure 5(a) being indistinguishable. Recall the piston-driven shock problem is given by (20) subject to boundary conditions (5) and (8). It is clearly seen that as increases, an approach to the singularity locust(ψ) is made. We now present results which show the predicted path and the properties of a weak detonation in the SDT and IDDT configurations detailed previously. In all cases, the parameteric integration was carried out with the choice used in figure 5 . The ratio of specific of heats is taken to be γ = 1.4, except where otherwise indicated.
Results

Shock-to-detonation transition
4.1.1. Piston-shock complex. The physical piston-driven SDT problem begins with the initiation of a shock by a piston. The high temperature behind the shock switches on chemical reaction, which first evolves during a weakly varying induction evolution. The temperature begins to rise most rapidly on the piston face ψ = 0, where the material has been heated the longest, ultimately giving way to a thermal runaway event, followed by ignition, at the piston face. Figure 6 shows the latter stages of thermal runaway between a piston and shock wave with Mach number M i = 1.5, as calculated by Short and Dold (1996) . Thermal runaway occurs at t = t I = 0.8473, with the rise in φ confined to a rapidly shrinking layer with structure φ ∼ ln γ τ + τ (γ −1)/γ φ 1 (ψ/τ ), where τ = t I − t. As described above, this initial thermal runaway event is only the first in a sequence. The passage of the shock propagating away from the piston establishes a non-uniform distribution of reaction rates throughout the induction region, leading to nonuniform heating within the induction zone, which in turn establishes the gradient in thermal runaway times which make up the singularity path. Figure 7(a) shows the locus of thermal runawayt(ψ) that would subsequently propagate away from ψ = 0 after the initial thermal runaway shown in figure 6 . Its starting point is obviously at ψ = 0, t = t I , and approaches the shock at t = 2.193, ψ = 1.538. Figure 7(b) shows the slope of the singularity path, with 1/t (ψ) the mass flux of material passing through the wave. As predicted by a local analysis of the path structure near ψ = 0 (Kapila and Dold 1989) , the slope is initially zero, i.e. the wave emerges initially with infinite speed (recall the wave does not propagate but comprises a sequence of thermal runway events that arise due to a spatially varying induction process). However, one of the remarkable features oft(ψ) is that on leaving ψ = 0,t (ψ) increases rapidly and monotonically: the singularity wave has undergone a very rapid deceleration. In fact the extent of the deceleration is seen more clearly in figures 8(a) and (b), which show a magnified region near the piston face. In the region ψ 10 −3 ,t (ψ) has increased fromt = 0 at ψ = 0 tot = 0.345 at ψ = 10 −3 . Correspondingly, the mass flux of material through the wave has decreased from infinity at ψ = 0, tom = 2.900 at ψ = 10 −3 . It transpires that such rapid deceleration is seen for all values of Mach numbers M i and specific heats ratio γ that calculations were conducted (Short 1992) for the piston-driven shock problem, with the main features of figures 7 and 8 being generic to all singularity paths calculated. At this point it is interesting to note the results of Parkins et al (2000) , who examined the induction evolution generated by an initial linear temperature disturbance confined between two walls. An analytical expression for the path of the singularity wave was obtained by exploiting the Newtonian limit δ = (γ − 1)/γ 1. They found that the singularity wave slows from infinite to finite O(1) velocities within an exponentially short, exp(−O(1)/δ), distance of the wall. It appears that such a rapid deceleration also occurs in the SDT problem.
Before addressing the implications of such rapid deceleration, we note that although all points on the singularity wave path between the piston and shock may be calculated, the corresponding weak detonation cannot exist beyond a critical point ψ c . Recall the point ψ c is obtained for a given Q and γ by evaluating thet (ψ) that corresponds to the appropriate CJ state from (19) and figure 4. The point ψ c at which this occurs is then located from figure 7(b). Based on the rapid deceleration observed in figure 7 , a transition to strong detonation would thus be predicted to occur for most values of Q very close to the piston face. For instance, witht c = 0.345 corresponding to Q = 1.3, γ = 1.4, a transition would occur at ψ = 10 −3 . Only in the limit of low heat release would the transition occur at a point mid-way between the piston and shock, e.g. with Q = 0.1, the transition to detonation would take place at ψ = 0.25. The prediction of transition to strong detonation in the SDT problem close to the piston face is entirely consistent with the observations made by Campbell et al (1961) , where the strong detonation appears to form at the piston face.
The rapid deceleration of the singularity wave could also have significant implications for the structure of the weak detonation which emerges from the piston. For such a wave to be quasi-steady, derivatives taken along lines that lie parallel to the weak detonation, i.e. in a wave-attached coordinate system τ =t(ψ) − t, those derivatives with respect to ψ, must be smaller than derivatives with respect to τ . Clearly, one can always choose an activation energy sufficiently large that no matter how quickly the wave slows down, τ derivatives will always dominate ψ derivatives near the piston and the weak detonation will have a quasi-steady structure. However, for only moderately large activation energies, it is easy to imagine that the rapid deceleration of the singularity wave could render ψ derivatives important in a boundary layer near the piston face. This indeed appears to be the case in Singh and Clarke (1992) , where the evolution between a piston and shock wave was studied by a numerical calculation of the full Euler equations (1). The wave which emerges from the piston, whilst having a quasi-steady weak detonation structure at its head, has a significant unsteady component in the bulk of its structure. To clarify this issue, additional high-resolution simulations of (1), along the lines recently conducted by Clarke and Nikiforakis (1999) and Kapila et al (2001) , are required which examine the effect of varying activation energy on the structure of the weak detonation which emerges from the piston face. Figure 9 shows the effect of varying the Mach number M i on the singularity wave near the piston generated by the piston-shock interaction. The main difference in the physics is that the pressure wave reflection coefficient at the shock is lower for larger M i (Cant 1984) . Consequently, the initial thermal runaway time increases as M i increases. On the other hand, the singularity wave decelerates more rapidly for higher M i , indicating that a transition closer to the piston face will occur for larger M i . For instancet = 0.6 at ψ = 0.0105 for M i = 1.8, but at ψ = 0.0601 for M i = 1.2. Figure 10 shows the effect on the singularity wave for M i = 1.2 with varying γ . The initial thermal runaway event occurs earlier for the higher γ , since the acoustic component of the partition of energy that drives temperature increases is proportional to (γ − 1). However, the singularity wave slows at a lower rate for the higher γ . For instancet = 0.5 at ψ = 0.0187 for γ = 1.4, but at ψ = 0.0683 for γ = 1.6. Again, this result is entirely consistent with that predicted by Parkins et al (2000) , where the singularity wave slows from infinite to finite O(1) velocities within an exponentially short, exp(−O(1)/δ), distance of the wall. This distance is longer for larger δ. 
Contact surface-shock complex.
An alternative to the piston-shock initiation complex is the contact-surface-driven shock problem. Here the shock is driven by a contact surface rather than a shock, and is formed, for example, when one weak shock (sufficiently weak not to initiate chemical reaction), overtakes another weak shock. The result of the interaction is a shock, contact surface and expansion wave triad, with reaction switched on in the region between the shock and the contact surface (Cant 1984) . Reaction behind the contact surface can generally be ignored due to the initial lower temperature there after the interaction. The role of the contact surface is to allow acoustic disturbances, which would otherwise contribute to the rate of change of temperature in the induction zone, to pass through it. The reflection coefficient is given by R p = (α 0 − 1)/(α 0 + 1), where α 0 is the acoustic impedance in the region behind the contact surface. For α 0 → ∞ we recover the piston problem, while for α 0 = 1 all acoustic disturbances which strike the contact surface pass through it without reflection. Figures 11(a) and (b) show the path and slope of the locus of thermal runawayt(ψ) which would arise between a contact surface (ψ = 0) with α 0 = 1.5 and a shock wave with M i = 1.5. Figures 12(a) and (b) show a magnification of the region near the contact surface. Since α 0 is finite, the increases in temperature that would result from increases in pressure arising due to the action of acoustic disturbances are diminished as compared to the piston problem, since some transmission of acoustic disturbances occurs through the contact surface. As a result the thermal runaway time is greater than that observed for the piston (where R p = 1), and, interestingly, the initial thermal runaway site occurs off the contact surface. Figure 13 shows the events leading to thermal runaway near the contact surface with α 0 = 1.5 and M i = 1.5, taken from Short and Dold (1996) . It occurs at ψ = ψ I = 1.724 × 10 −4 , t = t I = 0.902 29. The temperature maximum is at ψ = 0 until thermal runaway is approached.
The fact that thermal runaway occurs in the interior of the contact surface-shock complex leads to the generation of two singularity waves emerging from ψ = ψ I , one propagating from ψ I towards the contact surface and the other towards the shock, as shown in figure 12 . The forward-moving wave again rapidly decelerates, but not as quickly as that for the piston, implying that particles around ψ = ψ I do not have as large an induction time gradient. The forward-moving wave approaches the shock at ψ = 1.966 at t = 2.3349. The backwardmoving wave again rapidly decelerates from ψ = ψ I and intersects the contact surface at t = 0.902 31. Given that the contact surface-shock complex leads to the generation of a forward and backward-travelling weak detonation, there is a realistic possibility that both weak detonations can undergo a transition to strong detonation. Again this depends on whether, for a given heat release and specific heats ratio,t (ψ) at the intersection oft(ψ) with the contact surface has increased sufficiently to reacht c .
The generation of two weak detonations also explains the behaviour observed in the numerical experiments of Taki and Fujiwara (1971) and Oran et al (1982) , who found that depending on the contact surface strength and Mach number, a high-velocity reaction wave or a strong detonation would be transmitted through the contact surface. Ift (ψ = 0) <t c , presumably a high-speed reaction wave is transmitted, but ift (ψ = 0) >t c , a strong detonation is transmitted. Also, as α 0 is decreased keeping M i fixed,t (ψ) at ψ = 0 will increase due to the smaller reflection coefficient associated with acoustic disturbances which strike the boundary at ψ = 0, thus increasing the likelihood of a transition to strong detonation in the backward-facing weak detonation (Short 1992 , Parkins 2000 . This is again entirely consistent with the findings of Taki and Fujiwara (1971) and Oran et al (1982) . A comparison between the numerical evaluated singularity path shown here and an asymptotic result obtained in the Newtonian limit (Parkins 2000) is excellent.
Initial disturbance induced transition to detonation
We now turn our attention to the weak detonation problem due to the initial linear temperature gradient confined between two solid boundaries (10) and (11). Such a situation could arise for example by the laser heating of a chemical mixture. The non-uniform reaction rates established by the varying temperature disturbance will lead to a non-uniform locus of thermal runaway points between the two boundaries in the fashion described in section 2. Figure 14(a) shows the singularity patht(ψ) which forms when a = 0.45, with boundaries at ψ = 0 and ψ = L = 0.4. The slope of the patht(ψ) of the emerging wave is given in figure 14(b) . Thermal runaway occurs at ψ = 0 at t = t I = 0.873 03. Again a rapidly decelerating singularity path emerges from ψ = 0, in common with that observed for the piston-shock complex, and as predicted by the asymptotic results of Parkins et al (2000) . Thus for a realistic range of Q transition to detonation is predicted to occur close to ψ = ψ I = 0 where the temperature maximum is initially located. Figure 15 shows a magnification of the region near ψ = 0 for three gradients a = 0.15, a = 0.30 and a = 0.45. Since all three initial disturbances start with the same initial maximum temperature φ = 0 at ψ = 0, the difference in thermal runaway times is due to the local flow expansion u ψ induced by the temperature gradient, which acts as a local sink of heat. The expansion is greater for larger gradients and the disturbance with a = 0.45 has the longest thermal ignition time. Near ψ = 0 however, the difference between the thermal runaway times of corresponding neighbouring fluid particles increases as a increases, due to the larger difference in their respective initial temperatures, so that at any given ψ, the slope of the path which emerges from ψ = 0 is larger for increasing a. This is clearly demonstrated in figure 16 . Ignoring compressibility, the path would emerge liket(ψ) ∼ e −aψ /γ (cf the spontaneous flame (Zeldovich 1980) ). In all cases the wave undergoes a rapid deceleration on leaving ψ = 0 (figure 16) with the same implications for the quasi-steady weak detonation path as described for the piston-shock complex. In particular, for a given Q and γ , a transition to strong detonation is more likely to occur, and appear at a point ψ c closer to the wall, as the initial temperature gradient a is increased. We end by presenting some weak detonation paths originating from initial velocity and pressure disturbances, and demonstrate how important such disturbances can be on influencing the transition to strong detonation. Such disturbances could arise, for example, by non-uniform injection of fuel into a chamber. Figure 17 shows three singularity paths arising from the initial velocity disturbance
for κ = 0.75, and varying amplitudes ν = 1, 1.5, 2. For ν > 0 the disturbance induces a volumetric compression (u i (ψ) < 0) in the fluid for 0 ψ κ, which acts as a source for increases in φ, and a local volumetric expansion for κ ψ 2κ, which acts as a sink for φ. The maximum and minimum compression rates are u i (0) = −πν/2κ and u i (2κ) = πν/2κ. Thus it is clear that non-uniformities in u i (ψ) will generate a non-uniform evolution in temperature and reaction rate, leading to a non-uniform distribution of thermal runaway times. The larger the amplitude of u i , the greater the effect as seen in figure 17 , where larger amplitudes in |t (ψ)| occur for larger ν. Points where u i (ψ) < 0 can be expected to lead to ignition times less than the static constant volume time where u i (ψ) = 0, while regions where u i (ψ) > 0 lead to larger ignition times. For all cases ψ = 0 is the first point of thermal runaway where the initial fluid compression rate is a maximum. Of most interest is the substantial gradient int(ψ) that the initial velocity disturbance can induce, due the varying volumetric expansion/compression rates the initial velocity disturbance causes, indicating a transition to strong detonation is readily feasible for initial velocity disturbances only. Indeed, this phenomena has been verified numerically in a full Euler calculation by Short (1995) . Figure 18 shows the singularity path arising from an initial pressure disturbances
having an amplitude ν = 2, 4, 5 and half-wavelength κ = 1.5. The disturbance will act to induce a time-dependent volumetric compression for 0 ψ κ/2, where p i (ψ) > 0 which acts as a source of φ, and a local volumetric expansion for κ/2 ψ κ, which acts as a time-dependent sink of φ. For t > 0, the varying rates of compression and expansion lead to a non-uniform evolution in φ, resulting in a non-uniform distribution of thermal runaway times. Again a substantial path gradientt (ψ) results from the volumetric compression and expansion induced by the initial pressure disturbance, implying a strong detonation could easily result. Short (1995) has shown that initial pressure disturbances alone can indeed induce a strong detonation for moderate activation energies.
Summary
Through a large activation energy analysis, the path of a weak detonation, arising as an intermediate stage in the process of transition to strong detonation, has been calculated numerically for the important cases of shock-induced and initial disturbance-induced transition to detonation. A transition to strong detonation occurs effectively at the point where the weak detonation slows to the Chapman-Jouguet velocity. The path of the weak detonation consists of the locus of distributed thermal runaway points which occur in the spatially varying induction zone due to non-uniform heating. Its structure is quasi-steady in a wave following coordinate, and thus retains the main properties of the classical Rankine-Hugoniot weak detonation.
For the SDT problem, where the precursor shock is driven either by a piston or contact surface, the weak detonation undergoes a rapid deceleration, inducing a transition to detonation very close to the driving piston or contact surface. In the contact surface problem, two strong detonations propagating in opposite directions are possible, in agreement with numerical and experimental evidence. In the case of IDDT, the initial non-uniformities immediately induce non-uniform reaction rates, leading to non-uniform heating and a non-uniform distribution of ignition points, which make up the weak detonation. Sufficiently large amplitude initial velocity and pressure disturbances alone can also induce a transition-to-strong detonation due to the initial non-uniform fluid expansion/compression rates they establish.
