Abstract. The eld equations describing the propagation of electromagnetic waves in a nonlinear dielectric medium whose polarization responds locally to the electric eld as an anharmonic oscillator with potential V (P) have smooth solutions global in space and time for arbitrary smooth initial data as soon as V has bounded derivatives of order less than or equal to three. This is true in spite of the fact that solutions of the nonlinear Shr odinger equation which approximate the elds in the slowly varying envelope approxiamation may blow up in nite time.
x1. Introduction. A standard model, due to Lorentz L] (see also F, chap. I-31, and II-33]) of the linear dispersive behavior of electromagnetic waves is given by the system of partial di erential equations @ t B + curl E = 0
(1:1) @ t E ? curl B = ?@ t P
(1:2) @ 2 t P + @ t P=T 1 + aP = bE (1:3) with positive constants a , b, and T 1 . The physical origin of equation (1.3) is a model of the electron as bound to the nucleus by a Hooke's law spring force. Here E and B are the electric and magnetic elds, and, the vector eld P is the polarization of the medium.
A simple and natural model (see Bl] , O]) to explain nonlinear dispersive phenomena is to replace the linear restoring force with a nonlinear law @ 2 t P + @ t P=T 1 + rV (P) = bE
(1:4):
If the Taylor expansion of V at the origin is V (P) = a 2 jPj 2 ? jPj 4 + higher order terms ;
then asymptotic analysis of small amplitude solutions reveals a focussing cubic term, that is the nonlinear susceptibility, n 2 , is strictly positive (see B, pg.21 ] , DR], NM]). In addition, the slowly varying envelope approximation (see NM], DR2]), leads to amplitudes which are solutions to nonlinear Schr odinger equations. In the monochromatic case, the equation has a focusing cubic nonlinearity when is positive. In this case, there are solutions of the Schr odinger equation which explode in nite time. Our main theorem shows that the solutions of the underlying eld equations, (1.1), (1.2), (1.4) do not break down. These equations have global smooth solution for arbitrary smooth data under appropriate hypotheses on the potential energy function V . An analogous result for the Maxwell-Bloch equations which come from modelling the matter as a gas of nite state quantum systems is proved in DR1]. In both cases, the fundamental nonlinear eld equations are globally solvable even when the reduced Schr odinger equation is not. These contradictory predictions are resolved by the observation that near the focal point, amplitudes grow and the assumptions underlying the slowly varying envelope approximation are no longer satis ed.
Once it is known that the underlying equations have smooth solutions, it is natural to ask what is the behavior near a focal point. This appears to us to be a very di cult problem. A rst step in considering large amplitude solutions is to go beyond the regime of Taylor expansions about P = 0 . It might seem reasonable to simply take the potential V (P) = a 2 jPj 2 ? jPj 4 :
However, for large displacements this is strongly repulsive . In fact, it is so repulsive that solutions of the classical spring equation @ 2 t P + @ t P=T 1 + rV (P) = 0
(1:5) with large initial energy diverge to in nity in nite time.
Main Hypothesis. The potential energy function V : R 3 ! R satis es V (0) = 0 and is in nitely di erentiable with second and third order partial derivatives uniformly bounded.
This implies that jrV (P)j resp. V (P) ] grows at most linearly resp.quadraticaly] as P ! +1. That is, there is a C such that for all 2 N 3 with j j 3 and P 2 R 3 , j@ V (P)j C (1 + jPj) max(2?j j;0) :
An example is the potential V (P) := a 2 jPj 2 ? jPj 4 1 + jPj 2 ; > 0 :
On one hand, this hypothesis is very strong since the nonlinear term rV (P) is then a globally Lipshitzean function of P. In particular, the ordinary di erential equation (1.5) is globally solvable. On the other hand, the hypothesis is reasonable since, as observed above, what is needed to produce a Kerr nonlinearity is that @ 2 V=@P i @P j be smaller than the Hooke's law when P 0. The hypothesis asserts roughly that this comparison is valid for all P. A second plausibility argument is that models of nonlinear susceptibility often include saturation e ects. For such models one would have j@ V (P)j ! 0 as P ! 1 for j j 2 and so the hypothesis would be satis ed.
Assuming the main hypothesis, it is routine to prove the global solvability of a semilinear equation of the form (@ tt ? 4)P + rV (P) = 0. However, there is no Laplacian in the anharmonic spring equation (1.4), and the existence proof is delicate relying on the detailed structure of the system. Taking the divergence of (1.1) and (1.2) implies that
(1:7)
The physically relevant solutions are those which satisfy div(E + P) = div(B) = 0:
(1:8)
Thanks to 1.7 this holds as soon as it holds at t=0, so (1.8) is only a constraint on the initial data.
Main Theorem. If s 2 and the initial data B(0); E(0); P(0); @ t P (0) E(t; x) ; B(t; x) ; P(t; x) ; @ t P(t; x) :
(1:9) Equation 1.4 is written as a system for the pair (P; Q) with Q := @ t P,
The equations for U then take the form of a semilinear symmetric hyperbolic system LU := @ t U ? ? rV (P) :
(1:10)
The symmetry means that the matrices A j are symmetric and real. In this case, the A j are 12 12 real symmetric matrices whose last six rows vanish. The next result is classical, dating to Schauder S] . A short modern proof uses the rst theorem in Re] in the Hilbert space of U 2 H s (R 3 ) such that div (E + P) = div (B) = 0. The operator For the anharmonic oscillator model, the main hypothesis yields the derivative bound in assumption 2. Moreover, the nonlinear term takes values in the vectors whose rst 9 components vanish, and, the kernel of the A j includes the vectors whose rst 6 components vanish, so, assumption 2 is satis ed . Thus, Main Theorem 1 is a special case of the following result.
Main Theorem 2. For semilinear symmetric hyperbolic systems satisfying Assumptions 1 and 2, s 2, and U(0) 2 H 2 (R 3 ), the Cauchy problem is gloablly solvable, that is T = 1. The proof of Main Theorem 2 proceeds by a sequence of estimates leading to (1.14).
These estimates are presented in sections 2-6. Remark 2. Theorem 2 applies to the sytem (1.1) (1.2) with (1.4) replaced by the more general law @ 2 t P = F(E; B; P; @ t P) (1:17) where F 2 C 3 (R 12 : R 3 ), F(0) = 0, and F has bounded rst and second derivatives. Another generalization, which is not covered by the theorem but which can be analysed with exactly the same method, is that of a nite number of anharmonic oscillators. This corresponds more closely to what one would nd from nonlinear terms in quantum perturabtion theory. The dynamics of the polarization is then given by P = n X j=1 P j ; @ 2 t P j + @ t P j =T j 1 + rV j (P j ) = b j E :
Here each of the potentials V j satis es the main hypothesis. For a smooth compactly supported solution U satisfying (1.13), we perform the standard energy estimate. Namely take the C N scalar product of the the partial di erential equation (1.12) with U and integrate over R 3 . Then take the real part to nd that
It follows that
(2:3)
x3. An H 1 (R 3 ) estimate for U. Let @ denote one of @=@x j , for 1 j 3. Then The main hypothesis implies that rf is bounded and thus j @ ? f(U) (t; x) j K j@U(t; x)j :
The standard energy method, namely scalar product of (3.1) with @U and integrating dx over R 3 yields @ t jj@U(t)jj 2 L 2 (R 3 ) 2K jj@U(t)jj 2 L 2 (R 3 ) ;
(3:3)
Summing the resulting expressions over the three values of @, and applying Gronwall's inequality shows that for 0 t t T jj@U(t)jj L 2 (R 3 ) C(T; M) :
In particular, we control the H 1 (R 3 ) norm of U(t).
x4. An H The key intuition is that u 0 corresponds to zero speeds and the u 1 to nonzero speeds. This will show that the u 0 can only weakly in uence u 1 since the corresponding waves cross transversely. Furthermore, the nonlinear term does not in uence the u 1 part thanks to Assumption 2. These two facts su ce to pass from an H 1 estimate for U to an H 2 estimate for u 1 . Let B ( x5. An L 6 (R 3 ) estimate for Du 0 . Consider the right hand side of (4.4). Since f 0 is bounded it follows that jjf 0 (U(t))DUjj L 6 (R 3 ) CjjDU(t))jj L 6 (R 3 ) : This together with (2.3) and (3.4), proves the desired estimate (1.14) and the proof of the Main Theorems is complete.
