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ORTHOGONAL POLYNOMIALS OF DISCRETE
VARIABLE AND BOUNDEDNESS OF DIRICHLET
KERNEL
JOSEF OBERMAIER AND RYSZARD SZWARC
Abstract. For orthogonal polynomials defined by compact Jacobi
matrix with exponential decay of the coefficients, precise properties
of orthogonality measure is determined. This allows showing uniform
boundedness of partial sums of orthogonal expansions with respect
to L∞ norm, which generalize analogous results obtained for little q-
Legendre, little q-Jacobi and little q-Laguerre polynomials, by the au-
thors.
1. Introduction
Let sn(f) denote the nth partial sum of the classical Fourier series
of a continuous 2π periodic function f(θ). We know that the quantities
‖sn(f)‖∞ need not to be uniformly bounded since the Lebesgue numbers∫ 2pi
0
|Dn(θ)|dθ behave like constant multiple of logn, where Dn denotes the
Dirichlet kernel.
In principle this is Faber’s result [3] which shows that the system of
trigonometric polynomials does not constitute a Schauder basis with re-
spect to the set of continuous functions C([0, 2π]). Moreover in case of
C([−1, 1]) he derived the analogous result regarding a system of algebraic
polynomials with degrees increasingly passing through all positive integers.
Let us recall that a sequence {ϕn}∞n=0 in C(S), where S ⊂ R, is called a
Schauder basis with respect to C(S) if for every f ∈ C(S) there exists a
unique sequence of numbers {an}∞n=0 such that
(1) f =
∞∑
n=0
anϕn.
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Privalov [9] refined the result of Faber: If {Pn}∞n=0 is a Schauder basis
with respect to C([a, b]) consisting of algebraic polynomials then there are
ǫ > 0 and m ∈ N0 such that deg Pn ≥ (1 + ǫ)n for all n ≥ m. Other
way around, he proved in [10] a remarkable result that for any ǫ > 0
there exists an algebraic polynomial Schauder Basis {Pn}∞n=0 with deg Pn ≤
(1 + ǫ)n. Such a basis is called basis of optimal degree with respect to ǫ.
Concerning the existence of an orthogonal polynomial Schauder basis of
optimal degree there are two particular results we want to mention. The
first gives orthogonal basis with respect to Tchebyshev weight of the first
kind [4] and the second with respect to the Legendre weight [13]. The
problem of construction or even of the existence of a minimal basis for
general Jacobi weights seems still to be open and, more generally, it is
open for an arbitrary positive measure concentrated on an interval.
There are reasons for to have a polynomial basis {Pn}∞n=0 with degPn =
n. For instance this would imply that the partial sums sn(f) are converg-
ing towards f with the same order of magnitude as the elements of best
approximation in Pn do [12, 19, Theorem 19.1], where Pn denotes the set
of algebraic polynomials with degree less than or equal to n. With this
in mind and due to the results above, we have to switch to spaces C(S),
where S differs from an interval.
The question arises: Do there exist a measure space and a corresponding
orthogonal polynomial system {Rn}∞n=0 with degRn = n such that the
partial sums of the Fourier series are uniformly bounded in ‖ · ‖∞ norm ?
The situation is trivial if the support is finite. But the problem becomes
nontrivial if the measure space is infinite, for instance of the form {qn}∞n=0
for some number 0 < q < 1. There are examples of systems of orthogonal
polynomials whose orthogonality measure is concentrated on the sequence
{qn}∞n=0. Little q-Legendre polynomials, more generally q-Jacobi polynomi-
als and little q-Laguerre polynomials are such. The uniform boundedness
of ‖sn(f)‖∞ have been shown for these systems in [6, 7, 8]. The proof
depended heavily on the precise knowledge of the orthogonality measure
and pointwise estimates of these polynomials.
In this paper we will generalize by far these results by allowing general
orthogonal polynomials satisfying a three term recurrence relation
xpn = −λnpn+1 + βnpn − λn−1pn−1,
where λn > 0, βn ∈ R. Assuming boundedness of these coefficients the
orthogonality measure µ on the real line is determined uniquely. However
finding this measure explicitly is a hopeless task in general and can be
achieved in very few special cases. Nonetheless we are able sometimes to
derive certain properties of this measure. We will use the well known fact
that if J is the Jacobi matrix associated with the coefficients {λn}∞n=0 and
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{βn}∞n=0, i.e.
(2) J =


β0 λ1 0 0 · · ·
λ1 β1 λ2 0 · · ·
0 λ2 β2 λ3
. . .
0 0 λ3 β3
. . .
...
...
. . .
. . .
. . .

 ,
then the spectrum of J on ℓ2(N0) coincides with the support of µ.
In this paper we impose conditions on the sequences {λn}∞n=0 and {βn}∞n=0
so that determining the behavior of the orthogonality measure is possible.
In particular we will assume that these coefficients have exponential decay
at infinity. The properties of the orthogonality measure will be sufficient
for proving the uniform boundedness of the norms ‖sn‖L∞→L∞ .
Throughout the paper we will be using certain classical results concern-
ing orthogonal polynomials. In most such cases references will be given.
In particular we will use the following well known property, whose proof
follows immediately from orthogonality. If µ((a, b)) = 0, where µ is an
orthogonality measure, then the polynomial pn may have at most one root
in the interval [a, b]. Moreover, if µ((c,+∞)) = µ((−∞, d)) = 0 then pn
does not vanish in either interval.
By an ≈ bn we will mean that the ratio an/bn has a positive limit, while
by an ∼ bn we will mean that the ratio an/bn is positive, bounded and
bounded away from zero.
Acknowledgment We thank Walter Van Assche for turning our atten-
tion to Tchebyshev-Markov-Stieltjes inequalities.
2. Orthogonality measure
Let Rn(x) denote polynomials satisfying a three term recurrence relation
(3) xRn(x) = −γnRn+1(x) + βnRn(x)− αnRn−1(x),
where α0 = 0 and R0(x) ≡ 1. We assume that γn, αn+1 > 0 and
(4) βn = αn + γn.
In this way the polynomials are normalized at 0 so that
(5) Rn(0) = 1.
Since the coefficient of the leading term ofRn is alternating, and the roots of
Rn are distinct and real (see [1, Theorem I.5.2]), all these roots are positive
in view of (5). Therefore (see [1, Proof of Theorem 2.1.1, for τ = 0]) there
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is an orthogonality measure µ supported on half line [0,+∞). Let h(0) = 1
and
h(n) =
γ0γ1 . . . γn−1
α1α2 . . . αn
.
It can be easily computed that the polynomials
(6) pn(x) =
√
h(n)Rn(x)
are orthonormal and satisfy the recurrence relation
(7) xpn(x) = −λnpn+1(x) + βnpn(x)− λn−1pn−1(x),
where
(8) λn =
√
αn+1γn.
We will consider polynomials with special properties such that the or-
thogonality measure is concentrated on a sequence of points ξn such that
ξn ց 0 when n → ∞. There are many instances of such behavior, e.g.
little q-Jacobi polynomials, little q-Laguerre polynomials. Also we require
that the polynomials satisfy nonnegative product linearization property,
i.e. the coefficients in the expansions
(9) Rn(x)Rm(x) =
n+m∑
k=|n−m|
g(n,m, k)Rk(x)
are all nonnegative. The above mentioned polynomials fulfill this property
for certain values of parameters.
We will deal with general orthogonal polynomials satisfying the two
above properties. In order to ensure the proper behaviour of the orthog-
onality measure as well as nonnegative linearization property we assume
that there are constants q, κ, s, c and N such that
αn ≈ qn, γn ≈ qn, 0 < q < 1,(10)
αn ≤ κγn, 1 ≤ κ < q−1 + q − 1,(11)
h(n) ∼ sn s > 1,(12)
λn ≤ βn+1 − cβn+2, 1 + q
1 + q2
< c <
1
q
.(13)
β1 ≤ β0.(14)
βn − cβn+1 ≥ βn+1 − cβn+2, n ≥ N.(15)
Remark. Assumption (11) is technical. In many cases, like little q-
Jacobi polynomials, this assumption is satisfied with κ = 1. Actually it is
natural to expect αn ≤ γn (see (18)).
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By assumptions (13) and (14) we obtain that βn is a decreasing sequence
and
(16) λn ≤ βn+1 − βn+2, n ≥ 0.
Hence the assumptions of [5, Theorem 1] are satisfied. The fact that βn is
decreasing instead of being increasing follows from normalizing our poly-
nomials in such a way that the sign of the leading coefficient is alternating,
instead of being positive like in [5]. Therefore the polynomials {Rn}∞n=0
admit nonnegative product linearization. This property implies that (see
[11, (17), p. 166])
|Rn(x)| ≤ 1, x ∈ suppµ,
or equivalently
(17) |pn(x)| ≤ pn(0), x ∈ suppµ.
By orthonormality and by (17) we have p2n(0) ≥ 1. In particular
(18) h(n) = p2n(0) =
γ0γ1 . . . γn−1
α1α2 . . . αn
≥ 1.
In the next theorem we are going to describe the orthogonality measure µ
for the polynomials {Rn}∞n=0.
Theorem 1. Assume (3-15) are satisfied. Then the orthogonality mea-
sure µ is concentrated on decreasing sequence {ξn}∞n=1, where ξn ∼ qn, the
quantity 1− ξn+1/ξn is bounded away from 0, and µ([0, ξn]) ∼ s−n.
Remark 1. The conclusion of the theorem cannot be strengthened to
µ({ξn}) ∼ sn. Indeed, consider the probability measure
µ =
3
2
∞∑
n=0
1
4n+1
δ2−2n +
7
2
∞∑
n=0
1
8n+1
δ2−(2n+1) .
Then ξn ∼ 2−n and µ([0, ξn]) ∼ 2−n but µ({ξn}) 6∼ 2−n. Of course we
cannot guarantee that the polynomials orthogonal with respect to this
measure satisfy nonnegative product linearization.
Proof. Let J denote the Jacobi matrix associated with the polynomials pn
(see (2)). By assumptions J is a compact operator on ℓ2(N0). Moreover J
is semipositive definite because by (8) we have J = S∗S, where
S =


√
γ0
√
α1 0 0 · · ·
0
√
γ1
√
α2 0 · · ·
0 0
√
γ2
√
α3
. . .
0 0 0
√
γ3
. . .
...
...
. . .
. . .
. . .

 .
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Hence the spectrum of J consists of 0 and a decreasing sequence of points
{ξn}∞n=1 accumulating at zero. As we have mentioned in the introduction,
the support of µ coincides with the spectrum of J. First we will show that
µ({0}) = 0. Indeed, by [1, Theorem 2.5.3] we have
µ({0})−1 =
∞∑
n=0
p2n(0).
We know that p2n(0) ≥ 1 (see (18)). Hence µ({0})−1 =∞.
Now we turn to determining the behavior of ξn. Let {xjn}nj=1 denote
the zeros of the polynomial pn(x) arranged in the increasing order. It is
well known (see [2, Exercise I.4.12]) that this set coincides with the set of
eigenvalues of the truncated Jacobi matrix Jn, where
Jn =


β0 λ0 0 · · · 0 0
λ0 β1 λ1 · · · 0 0
0 λ1 β2 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · βn−2 λn−2
0 0 0 · · · λn−2 βn−1


.
By (13) and by (14) we have for n ≥ 2
λ0 ≤ β1 − cβ2 ≤ β0 − cβn,
λi−1 + λi ≤ βi − cβi+2 ≤ βi − cβn, 1 ≤ i ≤ n− 2,
λn−2 ≤ βn−1 − cβn.
These inequalities imply
Jn ≥ cβnIn,
where In denotes the identity matrix of rank n. Therefore x1n ≥ cβn. On
the other hand by orthogonality the polynomial pn(x) cannot change sign
more than once between two consecutive points of supp µ and it cannot
change sign in the interval [ξ1,+∞). Therefore ξn ≥ x1n and consequently
(19) ξn ≥ cβn.
For the upper estimate we will use the minimax theorem. Let (·, ·) denote
the standard inner product in the real Hilbert space ℓ2(N0) and {δn}∞n=0
denote the standard orthogonal basis in this space. We have
ξn = min
v1,...,vn−1
max
w⊥v1,...,vn−1
(Jw,w)
(w,w)
≤ max
w⊥δ0,...,δn−2
(Jw,w)
(w,w)
= ‖An‖,
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where
An =


βn−1 λn−1 0 0 · · ·
λn−1 βn λn 0 · · ·
0 λn βn+1 λn+1
. . .
0 0 λn+1 βn+2
. . .
...
...
. . .
. . .
. . .

 .
Therefore
‖An‖ ≤ max{βn−1 + λn−1,max{λi−1 + βi + λi : i ≥ n}}.
By (13) we obtain
βn−1 + λn−1 ≤ βn−1 + βn − cβn+1,
λi−1 + βi + λi ≤ 2βi − cβi+1, i ≥ n.
By (15) and the fact that βn is decreasing we may conclude that
‖An‖ ≤ βn−1 + βn − cβn+1,
for n ≥ N.
Summarizing we proved that
(20) cβn ≤ ξn ≤ βn−1 + βn − cβn+1, n ≥ N,
which shows that ξn ∼ qn because βn = αn + γn ≈ qn. For n ≥ N we have
ξn+1 ≤ βn + βn+1 − cβn+2.
Thus
ξn+1
ξn
≤ βn + βn+1 − cβn+2
cβn
.
By βn ≈ qn and by the second part of (13) we obtain
lim sup
n→∞
ξn+1
ξn
=
1 + q − cq2
c
< 1.
Since ξn+1 < ξn for any n, the quantity ξn+1/ξn is bounded away from zero.
Concerning the second part we will estimate from above the quantities
µ({ξn}) =
(
∞∑
j=0
pj(ξn)
2
)−1
.
There is a positive constant C such that
(21)
ξn
γj
≤ Cqn−j.
By the second part of (11) there exists a positive integer t such that
(22) qt ≤ 1− q
C
(
1− κq
1− q + q2
)
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We are going to show that for j ≤ n− t there holds Rj−1(ξn) > 0 and
Rj(ξn)
Rj−1(ξn)
= 1− εj,(23)
0 ≤ εj ≤ Cq
n−j
1− q .(24)
The proof will go by induction on j ≤ n − t. By (3) and by (21) we have
for j = 1
R1(ξn)
R0(ξn)
= R1(ξn) = 1− ξn
γ0
,
and
ε1 =
ξn
γ0
≤ Cqn ≤ Cq
n−1
1− q .
Assume that (23) and (24) hold for j, where 0 ≤ j < n− t. Hence by (22)
we obtain
εj ≤ Cq
n−j
1− q ≤
Cqt
1− q ≤ 1−
κq
q2 − q + 1 < 1,
which by (23) implies Rj(ξn) > 0. By virtue of (3) and βj = αj + γj we
have
γj
Rj+1(ξn)
Rj(ξn)
+ αj
Rj−1(ξn)
Rj(ξn)
= αj + γj − ξn.
Therefore
(25) εj+1 =
ξn
γj
+
αj
γj
εj
1− εj .
By induction hypothesis, in view of (11) and (21), we get
εj+1 ≤ Cqn−j + κ Cq
n−j
1− q − Cqn−j
=
Cqn−j−1
1− q
[
q(1− q) + κq(1− q)
1− q − Cqn−j
]
≤ Cq
n−j−1
1− q
[
q(1− q) + κq(1− q)
1− q − Cqt
]
,
because n− j ≥ t. Condition (22) implies
1− q − Cqt ≥ κq(1− q)
1− q + q2 .
Therefore
q(1− q) + κq(1− q)
1− q − Cqt ≤ q(1− q) + 1− q + q
2 = 1.
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Therefore
εj+1 ≤ Cq
n−j−1
1− q .
The assumption (22) and κ ≥ 1 imply
qt ≤ 1
C
(1− q)2.
Now (23) and (24) yield that for j ≤ n− t there holds
Rj(ξn) = (1− ε1)(1− ε1) . . . (1− εj) ≥ 1−
j∑
i=1
εi
≥ 1−
j∑
i=1
Cqn−i
1− q ≥ 1−
Cqn−j
(1− q)2 ≥ 1−
Cqt
(1− q)2 > 0.
Let η = 1 − Cqt
(1−q)2
. Then Rj(ξn) ≥ η, for j ≤ n − t. In view of Rj(x) =
pj(x)/pj(0) we get
pj(ξn) ≥ ηpj(0), j ≤ n− t.
Therefore
µ(ξn)
−1 =
∞∑
j=0
p2j (ξn) ≥
n−t∑
j=0
p2j (ξn) ≥ η2
n−t∑
j=0
pj(0)
2.
By (12) and (18) we have p2j(0) ∼ sj for s > 1. Hence
µ(ξn) ≤ Ds−n
for some constant D. This implies
µ([0, ξn]) = µ((0, ξn]) =
∞∑
k=n
µ(ξk) ≤ D
s− 1 s
−n−1.
It remains to show that µ([0, ξn]) ≥ ds−n for some constant d. To this
end we will use Tchebyshev inequalities. Let {xni}ni=1 denote the zeros of
the polynomial pn arranged in the increasing order. Let
µni =
(
n−1∑
j=0
p2j(xni)
)−1
.
By [14, Thm. 3.41.1] we have
µn1 ≤ µ([0, xn2)).
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Since |pj(xn1)| ≤ pj(0) (see (17)) we have
µ([0, xn2)) ≥
(
n−1∑
j=0
p2j(0)
)−1
≥ ds−n
for some d > 0. By orthogonality no two consecutive points of {xni}ni=1 may
lie between two consecutive points of {ξm}∞m=1. Also xnn < ξ1. Therefore
xn2 < ξn−1. This gives
µ([0, ξn]) = µ([0, ξn−1)) ≥ µ([0, xn2)) ≥ ds−n.

3. Boundedness of Dirichlet kernel
Consider orthogonal polynomials defined by (3). Let µ denote the cor-
responding orthogonality measure. Let S = supp µ.
For functions f ∈ C(S) and k ∈ N0 the generalized Fourier coefficients
ak(f) of f are defined by
(26) ak(f) =
∫
S
f(y)Rk(y) dµ(y).
sn(f) denote the partial sum of the generalized Fourier series of f, i.e.
(27) sn(f, x) =
n∑
k=0
ak(f)Rk(x)h(k).
Theorem 2. Let {Rn}∞n=0 be orthogonal polynomials satisfying (3-15).
Then for any f ∈ C(S) the partial sums sn(f, x) are convergent to f uni-
formly on S.
Proof. By orthogonality we have that sn(Rm, x) = Rm(x) for n ≥ m.
Therefore for any polynomial p(x) there holds sn(p, x) = p(x) for n ≥ deg p.
Since the polynomials are dense in C(S) (as S is a compact subset of the
real line) it suffices to show that partial sums are uniformly bounded in
L∞ norm, i.e. there exists a constant c such that
(28) ‖sn(f, x)‖L∞ ≤ c‖f‖L∞.
The proof of this estimate will go roughly along the lines of [6, 7], except
that we have to overcome technical difficulties arising from the fact that
orthogonality measure is not given explicitly. By (6) we get
sn(f, x) =
∫
S
f(y)
n∑
k=0
Rk(x)Rk(y)h(k) dµ(y) =
∫
S
f(y)
n∑
k=0
pk(x)pk(y) dµ(y).
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Define the generalized Dirichlet kernel Kn(x, y) by
(29) Kn(x, y) =
n∑
k=0
pk(x)pk(y).
Then
‖sn(f, x)‖L∞ = sup
x∈S
∣∣∣∣
∫
S
f(y)Kn(x, y) dµ(y)
∣∣∣∣
≤ ‖f‖L∞ sup
x∈S
∫
S
|Kn(x, y)| dµ(y).
The proof will be finished if we show that
(30) sup
x∈S
∫
S
|Kn(x, y)| dµ(y) < +∞.
For this purpose we will use the conclusion of Theorem 1 which implies in
particular that S = {0}∪{ξk}∞k=1 and ξn ∼ qn. Since S ⊂ [0, ξ1] we obtain
(31)
∫
S
|Kn(x, y)| dµ(y) =
∫
[0,ξn]
|Kn(x, y)| dµ(y)+
∫
(ξn,ξ1]
|Kn(x, y)| dµ(y).
Combining (12), (17) and (18) yields∫
[0,ξn]
|Kn(x, y)| dµ(y) ≤ µ([0, ξn])
n∑
k=0
p2k(0) ≤ c,
for some constant independent of n. It remains to estimate uniformly the
second integral of the right hand side of (31) for x ∈ S = {0} ∪ {ξk}∞k=1.
We split this integral into
Kn(x, x)µ(x) +
∫
(ξn,ξ1],y 6=x
|Kn(x, y)|dµ(y).
The first term is less than 1, because
µ(x)−1 =
∞∑
k=0
p2k(x) ≥
n∑
k=0
p2k(x) = Kn(x, x).
By the Christoffel-Darboux formula ([1, 1.17] we have
Kn(x, y) = λn
pn+1(x)pn(y)− pn(x)pn+1(y)
x− y .
Moreover since ξk+1/ξk is bounded away from 1 there exists a constant d
such that
|x− y| ≥ dy, x 6= y, x, y ∈ {ξi}∞i=1.
12 Ryszard Szwarc and Josef Obermaier
Therefore by using |pk(x)| ≤ pk(0) for x ∈ S we obtain∫
(ξn,ξ1],y 6=x
|Kn(x, y)|dµ(y) ≤
λnpn+1(0)
d
∫
(ξn,ξ1]
|pn(y)|
y
dµ(y) +
λnpn(0)
d
∫
(ξn,ξ1]
|pn+1(y)|
y
dµ(y).
In view of λn =
√
αn+1γn ≈ qn and pn(0) ∼ sn/2 (see (12) and (18)) it
suffices to show that
(32)
∫
(ξn,ξ1]
|pn(y)|
y
dµ(y) = O(q−ns−n/2).
Fix a nonnegative integer l such that q2l+2 < s−1. Then we have
(∫
(ξn,ξ1]
|pn(y)|
y
dµ(y)
)2
=
(∫
(ξn,ξ1]
yl|pn(y)|
yl+1
dµ(y)
)2
≤
∫
S
y2lp2n(y) dµ(y)
∫
(ξn,ξ1]
1
y2l+2
dµ(y).
Then we apply the recurrence relation (7) 2l times, and use orthonormality
and the fact that βn ≈ qn, λn ≈ qn, to get∫
S
y2lp2n(y) dµ(y) = O(q
2nl).
On the other hand by Theorem 1 we have ξk ≤ Cqk and µ({ξk}) ≤ Cs−k
for some constant C. Thus∫
(ξn,ξ1]
1
y2l+2
dµ(y) =
n−1∑
k=1
ξ
−(2l+2)
k µ({ξk})
≤ C2
n−1∑
k=1
q−k(2l+2)s−k = O(q−n(2l+2)s−n).
Therefore (∫
(ξn,ξ1]
|pn(y)|
y
dµ(y)
)2
= O(q−2ns−n),
as we required in (32). 
Example. Fix 0 < a < 1 and 0 < q < 1. Let αn = a
2qn and γn = q
n.
Then
βn = (1 + a
2)qn, λn = aq
1/2qn.
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It can be checked easily that the assumptions (10)-(15) are satisfied with
s = a−2, κ = 1, N = 1, i.e. there exists c satisfying (13) and (15), if
a
1 + a2
< q1/2
1− q
1 + q2
.
Therefore for orthonormal polynomials associated with the recurrence re-
lation
xpn = −λnpn+1 + βnpn − λn−1pn−1
the conclusion of Theorem 2 holds. Moreover these polynomials admit
nonnegative product linearization.
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