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How does the cortical representation of the temporal boundaries of acoustic signals (i.e., their beginning and end) support auditory scene analysis? We attacked this challenging problem (Bee and Micheyl 2008) by asking how physiological responses to simple tones, in a background of silence, are defined against the background of intrinsic neural "noise." By discriminating responses to gated tones of different durations presented at each neuron's best frequency and best sound level, we can estimate an upper bound for the quality of the cortical representation of joint temporal cues for scene segmentation. Pure tones varying only in duration provide an opportunity to isolate uniquely temporal contributions to the cortical representation of sound envelopes. By decoding cortical responses to otherwise identical tones of varying durations, we can quantify how effectively cortical spiking patterns signal the presence and demarcate the temporal boundaries of acoustic signals.
The information contributed by distinct neural response features, such as bursts of spiking at signal onset or offset, or sustained firing throughout the tone duration, to the informativeness of cortical responses has rarely been rigorously characterized in nonspecialized mammalian systems (Qin et al. 2009 ). The envelope of spiking activity produced by neurons with sustained responses essentially reproduces the envelope of a gated tone, such that increases and decreases in firing rate signal increases and decreases in tone amplitude. By contrast, the envelope of spiking activity in a neuron with highly phasic responses is more like the temporal derivative of the stimulus envelope, such that the increases in firing rate are coincident with changes in stimulus amplitude. How are the responses of cortical neurons distributed along this continuum, and how effective are spiking patterns based on these divergent encoding strategies at signaling the temporal extent of tonal stimuli? The answers determine the efficiency of the cortical representation because sustained responses could reliably signal tone duration at the cost of many spikes relative to temporally sparse phasic responses limited to onset and offset bursts.
The diversity of cortical spiking patterns must be reconciled with the need to combine information across neurons, particularly when such diversity is expressed in the temporal distribution of action potentials, not merely differences in average firing rates. We have shown that the response profiles (i.e., the temporal distributions of spikes within the interval encompassing the stimulus presentation) provides more information about tone level ) and tone frequency (Malone et al. 2014; Moshitch et al. 2006 ) than does average firing rate. This raises two important questions when thinking about scene segmentation in the context of spike train decoding. First, how much must be known about a given neuron's response profile to develop an effective decoding model for it? Second, how much do differences in cortical response profiles matter for population-based decoding models based on pooled responses?
Our results demonstrate that cortical responses to simple gated tones exhibit complex, diverse, and highly nonlinear temporal dynamics. Surprisingly, different encoding styles result in relatively similar performance when classifying stimulus duration. In fact, cortical responses are sufficiently reliable and diverse that it is often possible to reverse the classification process and identify which neuron produced a particular spike train for a given stimulus. Given the robustness of the cortical response to rapid envelope changes, relatively few neurons suffice to provide precise estimates of temporal acoustic "edges" that likely inform the segmentation of complex auditory scenes.
METHODS
Subjects, surgical preparation, and physiological recording. Two adult male monkeys (Macaca mulatta, designated X and Z) participated in these experiments. The methods of animal training, stimulus delivery, and physiological recording have been described previously (Malone et al. 2002 (Malone et al. , 2014 Scott et al. , 2009 Scott et al. , 2011 . All procedures were in accordance with the Society for Neuroscience guiding principles on the care and use of animals and approved by the Institutional Animal Care and Use Committee of New York University. Both animals were trained on a sound lateralization task (Malone et al. 2002; ), but all data in this report were obtained while the animals were sitting passively with their heads fixed in a custom chair (Crist, Hagerstown, MD) within a double-walled anechoic chamber (Industrial Acoustics, Bronx, NY) while being monitored by video.
After behavioral training, a recording chamber (CalTech) was implanted above the auditory cortex in the left hemisphere of each animal by aseptic surgical techniques. Both chambers were subsequently moved to the right hemisphere after mapping of the left hemisphere was complete. Physiological criteria, referenced to the histological and MRI data available in animal X, were used to delineate boundaries of the auditory areas and define the locations of neurons encountered in animal Z (Scott et al. 2011) .
Single unit extracellular recordings were obtained by advancing tungsten microelectrodes (10 -12 M⍀; FHC, Bowdoin, ME) with a stepping microdrive. Use of electrodes with such high impedances ensured highly reliable single unit isolation. Electrical signals were amplified, filtered (typically from 0.25 to 10 kHz), and registered by an event timer (MALab, Kaiser Instruments). Search stimuli including tones, band-pass noise, sinusoidally amplitude modulated tones, and sinusoidally frequency modulated tones were used to identify single units, which were discriminated with multiple adjustable voltage/time windows. Action potentials and stimulus synchronization events were logged with a resolution of 1 s by custom hardware (MALab, Kaiser Instruments).
Stimulus generation and protocols. Stimuli were generated digitally (MALab, Kaiser Instruments) and presented in the closed field via electrostatic speakers (STAX Lambda), coupled to ear inserts (Custom Sound Systems) positioned within the ear canal. Phase and level at each ear were calibrated across frequency at the start of each session using a ½-inch probe microphone (Brüel and Kjaer 4133). All stimuli were gated on and off by a cosine-squared ramp (10 ms). Responsive neurons were initially characterized with a battery of pure tone stimuli (typically 100 ms duration) to determine the frequency tuning function at the best sound level [dB sound pressure level (SPL)], and the rate-level function at the neuron's best frequency (BF). The initial selection of stimulus frequency and level was performed manually, and online feedback was used to ensure adequate sampling of the relevant parameter axis. BF and best level were the frequency and level, respectively, that elicited the highest firing rates within an analysis window from 0 to 100 ms after tone onset. Tones of varying duration were then presented at best frequency and level. In cases where the best level was unavailable or indeterminate due to saturating responses, 60 dB SPL was used. Stimuli were delivered binaurally unless testing indicated a strong preference for a single ear.
We generally attempted to present the stimuli at the BF and best level of each neuron, but in some cases the online estimates of BF and best level differed from those computed offline. In a few cases, however, the most salient feature of the response to pure tones was suppression, and the tested frequency and level were used to elicit responses of this type (see RESULTS). We were able to determine the best level for 232 neurons, and among these neurons the median ratio of firing rates elicited by the best SPL and tested SPL was 1.03. Across all neurons in the study, stimulus amplitude (in dB SPL) varied from Ϫ5 to 90 dB, with a mode and median at 60 dB and a mean of 49.3 dB. Tone frequency ranged from 0.1 to 32 kHz, with a median of 3.5 kHz (mean ϭ 7.48 kHz).
The data in this report represent all instances in which neural responses were obtained for 10 repeated trials of tone durations of 50, 100, 200, 300, and 400 ms, resulting in a database of 279 cells. The choice of durations was intended to ensure that at least some stimuli would outlast bursts of activity at tone onset that might otherwise surpass the duration of very short tones (e.g., 25 ms). Long tone durations (Ͼ300 ms) also provide sufficient time for neurons to adapt their response rates during the course of their responses, which may affect how and how effectively tone offsets are represented. In many cases, tone durations intermediate to the standard set (e.g., 25 ms, 150 ms, etc.) were presented. These additional durations are retained for illustrative purposes (e.g., Fig. 1 ) but excluded from population analyses to facilitate comparisons across neurons.
Pure tones were presented within trials lasting 1,000 ms. For notational convenience, tone onset occurs at 0 ms throughout the article. Tones of different durations were presented in blocks, such that all 10 trials at a given duration were presented consecutively before beginning the next set of 10 trials at a different duration. Blocked presentation of this sort avoided the randomization of the intertone intervals that occurs in the context of random and pseudorandom stimulus presentation. However, blocked presentation implies that the intertone intervals covaried with tone duration, from 950 ms for 50 ms tones to as little as 600 ms for 400 ms tones. Since each trial was 1 s long, the duty cycle of the stimuli within each block covaried with duration too (e.g., 50, 100, 200, 300, and 400 ms, corresponding to 5%, 10%, etc.). The effect of duty cycle on cortical responses is analyzed in RESULTS. Duration tuning functions (DTFs) were computed from the average firing rates during the initial 500 ms of each trial for all tone durations.
Spike train classification. Data analysis was performed using MATLAB (MathWorks, Natick, MA). We quantified how effectively cortical responses to stimuli of different durations could be discriminated with peristimulus time histogram (PSTH)-based pattern classifiers (Foffani and Moxon 2004) , as in prior reports (Malone et al. , 2013 (Malone et al. , 2014 . Because all tones are "aligned" to a common onset time (i.e., 0 ms), classifying tone duration is equivalent to classifying the time of tone offset. We use the terms "duration discrimination" and "offset discrimination" interchangeably in the context of spike train classification. Estimation of tone offset and tone onset is achieved by the likelihood models described in a subsequent section.
Responses to gated tones were binned from 0 to 500 ms and then averaged to form a "template," a bin-dimensional vector representing the response to each tone duration. Individual "test" spike trains were binned (0 -500 ms) at equivalent temporal resolution and compared with the templates by computing the Euclidean distance between the test and the template vectors. The match that minimized that distance was estimated to be the stimulus that produced the response. Whenever the test and template were drawn from the same stimulus (e.g., the 100 ms tone), the test was excluded from the average that produced the template (complete cross validation). We chose epochs of 500 ms because this was the minimum value that encompassed the longest tested duration (400 ms), while still allowing time to capture offset responses within 100 ms of tone offset.
The temporal resolution for the bins was set at 5, 10, 25, 50, and 500 ms. When a single 500 ms-wide bin is used, classification relies entirely on the average spike rate information, which we refer to as the "rate-only" classifier. This average includes all portions of the trial when the stimulus is on, as well as an interval of the trial when the stimulus is off that depends on the duration.
Alternatively, we eliminate the average firing rate information and retain the relative distribution of spikes by normalizing the test and template PSTHs by their respective vector norms. We refer to this as the "phase-only" classifier. The "full spike train" classifier operates on the PSTHs without normalization. Strictly speaking, the full spike train classifier utilizes average firing rate information at different temporal resolutions (e.g., 10 ms). The phase-only classifier is similar but has access only to relative spike rates across different time bins for a given tone duration, not to the differences in absolute spike rates across different tone durations. The rate-only classifier has access only to absolute spike rates across different tone durations. Duration "tuning" refers to changes in the average response rate to tones of varying duration and is indexed by the performance of the rate classifier. Duration "coding," by contrast, refers to all aspects of cortical spiking patterns that could potentially be used to decode information about the tone duration.
Except where noted, classifier discrimination performance was reported at the bin-width that maximized performance, which we refer the set of 3 confusion matrices indicates how often individual spike trains (from 0 to 500 ms, referenced to stimulus onset) were correctly associated with the stimulus that elicited each spike train. Actual durations (unlabeled) are grouped by columns, and estimated durations are grouped by rows, such that entries along the diagonal represent correct assignment of tone duration. Grayscale indicates the fraction of trials in each cell of the matrix, where black ϭ 0, and white ϭ 10, the number of trials presented for each duration. All columns sum to 10, since each trial for a given tone duration is assigned to an estimated duration. The 3 confusion matrices represent the results obtained for the full spike train (top left), phase-only (top right), and rate-only (bottom) classifiers (see METHODS). The percent of correctly assigned trials is shown below each confusion matrix. The duration tuning function (DTF, black) in the lower panel shows the firing rate averaged over the initial 500 ms of each trial, for each tone duration. Vertical lines indicate Ϯ2 SE. The gray line indicates the average firing rate measured in the last 500 ms of each trial and is used as an estimate of the spontaneous rate. The remaining panels (C-H) are displayed similarly.
to as the "optimal" bin-width. For analyses involving multiple cells, we used the modal optimal bin-width for the population. Classifier performance was quantified as the percentage of trials correctly associated with the stimulus presented on that trial and computed by summing along the diagonal of a confusion matrix (CM) whose columns indicate the actual duration and whose rows indicate the duration estimated by the classifier. Since correct estimates fall along the diagonal, percent correct can be computed by dividing the sum of the diagonal entries by the total number of estimates and converting the resulting fraction into a percentage. Percent correct is monotonically related to mutual information via the CM transform described in Schnupp et al. (2006) .
Significance was assessed by simulating CMs by Monte Carlo methods, such that each row of the CM was populated by incrementing values (representing the estimates) at random until the sum of each equals the number of trials to be classified (10 trials for each duration, in this case). P values represent the number of instances where the simulated CMs of equivalent size yielded a higher percentage correct than the actual CM, divided by the number of simulated CMs (n ϭ 100,000).
Across-cell spike train classification. To demonstrate that cortical spiking patterns produced by different neurons are "meaningfully" diverse with quantitative rigor, we need to demonstrate that a "onesize-fits-all" decoding strategy fails to capture a significant fraction of the information about tone duration. When performing spike train classification for individual neurons, we use only spike trains from the neuron being considered for the analysis (see above). In the context of complete cross validation, this means that the decoding model used for each neuron "knows" how the cell responded on every trial other than the one being classified. We quantify the impact of diversity in cortical responses by replacing these within-cell templates normally used for classification with across-cell templates based on the responses of a different cell or a group of different cells. This allows us to determine the extent to which the classifiers can successfully "interpret" responses like those in Fig. 1C by comparing them against the responses in Fig. 1E , for example.
We simulated a range of decoding models by generating response templates (i.e., trial-averaged PSTHs) for each cell and then averaging the response templates for either all cells or for all cells within a particular response category (see Response type categorization below). The neuron whose responses were being classified was always excluded from the construction of the response templates.
Spike train identification. Evaluating how effective the decoding model from neuron A is in decoding the responses of neuron B provides useful perspective on how cortical response diversity constrains decoding strategies that map neural responses to stimulus features. We can also evaluate cortical response diversity more directly by modifying the classification procedure so that given a particular spike train, we attempt to identify which neuron fired it, instead of which stimulus elicited it. For clarity, we refer to this process as spike train identification, rather than classification, though the underlying computation is essentially the same. For identification to succeed, trial-by-trial variability in spiking patterns must be smaller than the differences among the spiking patterns produced by different neurons.
We identified spike trains two ways. In the first, we concatenated response epochs (0 -500 ms) across the five tested tone durations to produce a single (2,500 ms) pseudotrial for each of the 10 trials (i.e., the first pseudotrial is composed of the responses to the first presentation of each standard duration, etc.). We then classified each of the 10 pseudotrials against "pseudotemplates" based on concatenation of the trial-averaged PSTHs. The pseudotemplate for the cell whose spike trains are being identified is based on the other nine pseudotrials (complete cross validation). In the second method, the process is analogous, but the data were limited to a single standard duration, and we repeated the identification process independently for each standard duration.
Likelihood estimation of tone onset and offset. Spike train classification methods permit the assignment of individual spike trains to a given stimulus but do not permit the direct estimation of tone duration from neural data.
Ideally, we would like a model that estimates both when the tone began and when the tone ended based solely on observing single spike trains. By comparing models that do and do not know that cortical spiking patterns emphasize envelope transients, we can also evaluate how much such physiological transients contribute to the cortical representation of acoustic transients. To do so, we developed a novel method that allowed us to compute the likelihood of a given spike train for an arbitrary estimate of the duration.
Because the gated tones used in this study are static, with the exception of the onset and offset changes in sound level, it is possible to subdivide each trial into a small number of intervals independently of their duration. We treat all intervals where the stimulus is nominally identical (e.g., 4 kHz at 30 dB SPL) as identical across different tone durations. In the simplest case, we define two intervals, 1) stimulus On, extending from tone onset to offset, and 2) stimulus Off, for all times after tone offset. We remove the spike train used to estimate the tone offset, bin all remaining trials at 5 ms, and calculate the distribution of binned spike counts for each interval (On and Off) separately. We convert these into (discrete) probability distributions by normalizing by the total number of bins contributing to each distribution. The test spike train is also binned at 5 ms to produce a set of binned spike counts. Each individual bin can then be assigned a likelihood using the distributions of binned spike counts. The likelihood of a particular spike train is thus the product of the likelihoods of the binned spike counts comprising the test train.
Critically, the likelihood of the spike count in each bin depends on whether the bin is assigned to the On or Off distribution. By varying how the bins of the test train are assigned to the response distributions, it is possible to estimate the likelihood of that spike train for an arbitrary estimate of tone duration. For example, a cell with low spontaneous activity and high stimulus-driven activity will more commonly produce two spikes within a single (5 ms) bin during the On interval than during the Off interval. Thus, estimates of duration that assign the bin containing two spikes to the On interval are more likely than those that assign that bin to the Off interval. By systematically varying the estimates of the duration, we can create a likelihood function for each spike train. In practice, we tested all durations from 0 to 450 ms in 5 ms steps. If it happened that a certain spike count only occurred in a single trial (e.g., 3 spikes in 5 ms), we replaced the likelihood (which would have been 0 for the distribution based on all other trials) with the quotient of 1 divided by the number of bins for that interval to avoid likelihood values of zero.
Because both response transients are salient features of cortical responses to rapidly gated tones, we also computed likelihood functions for estimators based on four stimulus-defined intervals: 1) Onset, within 50 ms of tone onset; 2) On, as above but excluding the initial 50 ms; 3) Offset, within 50 ms of tone offset; and 4) Off, as above but excluding the initial 50 ms. The procedure is otherwise identical. We refer to the estimator based on the On and Off intervals as the Tonic model, and the estimator based on the Onset, On, Offset, and Off intervals as the PhasicϩTonic model. Bins were always assigned in the appropriate order: On then Off for the Tonic model, or Onset, then On, then Offset, then Off for the PhasicϩTonic model.
We estimated the tone offset as the maximum of the log-likelihood function averaged across trials. To quantify the quality of the estimates of tone offset, we exponentiated the trial-averaged log-likelihood function and then normalized this result by its sum to convert it into a probability distribution. (For convenience we still refer to result of this process as a "likelihood function" in the text). For each offset value (0 to 450), we calculated the product of the height of the distribution and the distance of that value from the actual offset value. We refer to the sum of these values as the estimation error. The estimation error reflects how concentrated the estimates are around the actual tone offset for that set of trials, and is lower when the estimator is more accurate.
We also constructed analogous estimators for tone onset. This allowed us to compare model performance for estimating tone onsets against model performance for estimating tone offsets. Within each trial, tone onset occurred at 0 ms. Because the trials are presented consecutively with no intervening delay, it would have been possible to concatenate the last half (500 ms) of the previous trial (during which no tone is presented) with the first half of the current trial. For computational convenience, however, we instead circularized each trial, treating the final 500 ms of each trial as the initial 500 ms of the trial, which we indicate by labeling the time axis from Ϫ500 to 500 ms, rather than 0 to 1,000 ms. For all but the first stimulus in each 10 trial block (which follows the last stimulus in the previous block), the stimulus history is equivalent across all trials.
We implemented the procedure described above for tone offsets, computing the likelihood of candidate onsets from Ϫ495 to 500 ms in 5 ms steps for each spike train. It is possible to estimate stimulus onset and offset simultaneously for circularized trials, resulting in a twodimensional likelihood surface rather than two separate likelihood functions. This process is highly inefficient, since it requires an exhaustive search of a much larger stimulus space. Because we found that the results of this analysis were largely separable in the subset of cells we examined (data not shown), we present the results for the separate estimation of onset and offset.
To evaluate the relative temporal precision of tone onset and tone offset encoding, we calculated the estimation error, as defined above. For tone onsets, each probability distribution generated by the models extends from Ϫ495 to 500 ms, rather than 0 to 450 ms for offset estimates, so the theoretical upper bound of the statistic is larger for onsets than for offsets. This makes statistical tests based on the estimation error more conservative when attempting to demonstrate greater temporal precision for onset encoding (see RESULTS) .
Response type categorization. An important feature of the cortical representation of gated tones is the diversity apparent in the responses of different neurons to such tones. We attempted to categorize cortical responses into a limited set of categories that reflected the most salient differences among cortical responses, referenced to same four intervals defined above for the PhasicϩTonic model. For each of these four intervals, we compute the distributions of binned spike counts (at a resolution of 5 ms) across all five durations.
We summarize the differences in these distributions by computing ratios of the average binned spike count for the Onset, On, and Offset intervals to the Off interval (i.e., the spontaneous rates). For each of the three response epochs (i.e., Onset, On, Offset), we drew, at random, as many bins from the Off distribution as there were bins in the given interval (e.g., Onset) 1,000 times and computed the average binned spike count for the Off interval for each iteration. We expressed the average binned spike count for each response epoch as a z-score relative to the resampled distribution of binned spike counts for the "spontaneous" interval. These three values, for each cell, represent coordinates in a three-dimensional response space. We normalized each trio of values by the maximum absolute value. Geometrically, this procedure forces each point to a face of a cube ( Fig. 2A) . Thus, the location of each cell in this representation depends only on the relative magnitude of the responses in each response epoch, independent of the absolute firing rate. We then divided the set of coordinates into four groups via k-means clustering ("kmeans," Matlab). The choice of four groups provided the best match to our impressions of the distinct response types and was similar to results obtained by applying multidimensional scaling methods to response profiles concatenated across the tested durations. Most neurons (88%) were in the core auditory cortex, 171 in the primary auditory field AI (61%), and 75 in the rostral field R (27%). The remaining 33 neurons were recorded in the belt fields immediately adjacent to the core (11 medial, 14 lateral, and 8 caudo-medial). Delineation of field boundaries for this data-set has been described previously (Scott et al., 2011) , and as in other studies derived from this data set (e.g., Malone et al. 2007 Malone et al. , 2010 Malone et al. , 2014 , our sample is biased toward neurons with strong responses to pure-tone stimuli; neurons later determined to lie in the belt exhibited tone responses typical of those in the core.
RESULTS

Summary
Cortical neurons encode tone duration in multiple ways. Fundamentally, we are interested in the form and efficacy of the cortical representation of the temporal boundaries of acoustic signals. The most striking feature of cortical responses to tones of varying duration is the heterogeneity in the response patterns we observed. Figure 1 illustrates this diversity for a set of four different cortical neurons. The first of these was relatively uncommon, insofar as tones of all durations elicited robust responses limited to tone onset, as indicated by the PSTHs in Fig. 1A . Consequently, the DTF in Fig. 1B is fairly flat, and the performance of the classifiers, indicated by the confusion matrices in the inset panels (Fig. 1B) , is not terribly dissimilar from chance (ϳ16.7% for a set of six stimuli).
The remaining three response types illustrated in Fig. 1 encode tone duration effectively, but in distinct ways. This can be accomplished by signaling the presence of the tone by sustained changes in firing rate while the tone is presented or by signaling the envelope transitions at the tone offset with changes in firing rate. The responses of the neuron depicted in Fig. 1C capture an important and relatively common cortical response feature: strong bursts of activity at both the onset and offset of the tone. These response features were sufficiently salient that each trial was successfully associated with the correct stimulus duration when the temporal dynamics of the responses are considered (Fig. 1D) . Despite the poorly tuned DTF, even the rate-only classifier discriminated the tone duration at better than chance levels (44 vs. 16.7%).
The PSTHs in Fig. 1E are consistent with what is arguably the simplest encoding strategy for tone duration: as long as the tone endures, this neuron fired action potentials at relatively high rates and ceased when the tone ended. Spike train classifiers with access to the temporal dynamics of the response correctly estimated the duration on each trial (Fig. 1F) . The rate-only classifier also performs effectively, since the increasing duration increases the total spike count, resulting in a roughly linear relationship between spike count and tone duration. Note that neurons that integrate signal energy in this way are not considered genuinely selective for stimulus duration.
We also observed a relatively small number of neurons that could effectively encode tone duration due to the suppression of their responses throughout the duration of the tones. In some cases (e.g., Fig. 1G ) these responses were also characterized by a burst of activity at tone offset in the absence of robust spontaneous activity. In other cells, however, the presence of the tone is largely signaled by the absence of spiking throughout its duration and a resumption of spiking at a comparatively robust spontaneous rate. Like its complement, the pure onset response in Fig. 1B , the DTF of this cell (Fig. 1H ) exhibits very little tuning, and the rate-only classifier fails to provide much useful information about tone duration. However, the other classifiers correctly discriminate the duration on the basis of the timing of cortical spiking patterns for nearly all trials.
Collectively, these data demonstrate that many (Fig. 1, C-H) but not all (Fig. 1, A and B) of the different spiking patterns we observe converge on a robust representation of tone duration. 
Categorization of cortical response types.
To characterize the form of the cortical representation of the temporal boundaries of gated tones, we tried to systematize the diverse cortical responses we observed (Fig. 1) into a manageable set of response categories. Categorization by response types also allowed us to quantify the efficacy and efficiency of different encoding strategies. We emphasize that these are response types, not cell types, since the shapes of PSTHs vary with stimulus parameters such as frequency (Malone et al. 2014) and amplitude . Thus, the distribution of response types we report here is specific to the tone parameters comprising the current dataset: tones presented at each neuron's best frequency and level.
We quantified the strength of the onset, sustained, and offset components relative to the spontaneous rate for each neuron in our sample (see METHODS). The resulting three-dimensional representation was subjected to k-means clustering to generate four response categories. The results of this procedure are plotted and color-coded by category in Fig. 2A . Cells shown in red were driven by tone presentation in a sustained fashion, whereas cells shown in blue were suppressed in a sustained fashion (though for a few the dominant response feature was a large offset response, which mapped them to the left-front face of the cube). The categories shown in green and purple share large onset responses but are differentiated largely on the basis of the strength of the sustained response during the On interval (i.e., their height on the right-front face of the cube). For convenience, we refer to these categories as Suppressed (blue), Phasic (green), Sustained (red), and Mixed (purple), though as Fig. 2A indicates, there is considerable variability within each category.
The similarities and differences among the response categories are more clearly evident in the sets of composite PSTHs shown in Fig. 2 , B-F. The response profiles (i.e., PSTHs) summed across all categorized cells (n ϭ 279) are shown in black (Fig. 2B) . The global PSTH composites show a strong onset response, decaying to a steady-state firing rate throughout the tone duration, and a weak but perceptible offset response at the longest durations. Mixed responses (purple, n ϭ 78) are most similar to the global composites but lack a pronounced offset response peak (Fig. 2C) . We describe these responses as "Mixed" because responses in this category combine the onset responses characteristic of the Phasic category with the steady-state firing characteristic of the Sustained category.
Differences from the global cortical response profiles are more clearly evident for the remaining categories. The most striking differences occur for the relatively uncommon Suppressed responses (Fig. 2F , n ϭ 24), which feature both sustained suppression and offset responses. Phasic responses (Fig. 2D , n ϭ 82) also feature offset responses, but these are, on average, much smaller than the initial onset responses. Finally, the Sustained responses (Fig. 2E, n ϭ 95) , comprising the largest individual category, exhibit robust firing throughout the tone durations, but the firing rates near tone onset rise more slowly, resulting in plateaus rather than peaks for the longer durations.
Relationships between response type and stimulus parameters. It is important to note that some differences among the response types could reflect differences in the stimuli presented to neurons associated with different response categories (see METHODS) . Neurons in the suppressed class were challenged with stimuli at higher SPLs relative to their best SPL, such that the median for this group was 20 dB above best level compared with 0 dB above level for the remaining groups. This difference was significant (P ϭ 0.0012, Kruskal-Wallis). Sustained responses were obtained closer to their response thresholds (defined as in Scott et al. 2011) , with median values of ϩ10 dB compared with ϩ30 dB for the Phasic class, and ϩ20 dB for the Phasic and Mixed responses. This difference was significant (P ϭ 0.0027, Kruskal-Wallis; Suppressed responses were excluded from this analysis since only 7 neurons had defined thresholds). The absolute value of the difference between the BF and the tested tone frequency was also greater in for the Suppressed responses than for the Phasic, Sustained, and Mixed responses (P Ͻ 10 Ϫ5 for all comparisons). The median values of these differences, in octaves, were 0.46 for the Suppressed group and 0 for each of the remaining groups. Since cortical PSTH shapes obtained with tones vary with sound pressure level ) and frequency (Malone et al. 2014 ), we emphasize that the incidence of response types reflects the stimuli used in our experiments, particularly for Suppressed responses, which were obtained further away from BF and best SPL than the other response types.
Duration discrimination performance was similar across response categories. As the examples in Fig. 1 suggest, effective duration discrimination was compatible with multiple response profiles. We investigated the efficacy of different encoding strategies at the population level by computing duration discrimination performance using spike train classifiers for all neurons in the sample (see METHODS). The results of this analysis are shown in Fig. 3, A and B, which compares performance of the different classifiers. Results for each cell are color-coded by response category using the same conventions as Fig. 2 .
The distributions of percent correct for the full spike train and phase-only classifiers are similar, resulting in the clustering of all points near the diagonal (Fig. 3A ). There were no significant differences between the full spike train and phase classifier performance for any response category (Wilcoxon sign rank, P Ͼ 0.08 for all comparisons). By contrast, both the full spike train and phase classifiers significantly outperformed the rate-only classifier for all response categories (Fig. 3B , Wilcoxon sign rank, P Ͻ 0.0001 for all comparisons). Duration discrimination performance among the different response categories was thoroughly mixed when information about the temporal dynamics of cortical responses is retained (Fig. 3A) . We confirmed that there were no significant differences in duration discrimination performance between all possible response category pairs (n ϭ 6, Wilcoxon rank sum, P Ͼ 0.05) for both the full spike train and phase-only classifiers. This indicates that no particularly encoding strategy was better overall than any other. Moreover, neurons drawn from each response category could be found at both the upper and lower reaches of the performance distribution, suggesting that performance reflected intrinsic limits on the quality of the encoding (e.g., high trial-to-trial variability) rather than the form of the encoding.
Careful examination of Fig. 3B suggests that duration discrimination performance was generally better for Sustained responses (red circles) for the rate classifier, as might be expected from the example cell in Fig. 1C , where the relationship between duration and total spike count was strong. Average firing rate-based classification was significantly better for Sustained responses than for Suppressed responses (Wilcoxon rank sum, P ϭ 0.0149), Phasic responses (P Ͻ 0.0002), and Mixed responses (P ϭ 0.0387), though the difference was marginally significant for all but the Phasic comparison. Again, the increased spike counts associated with longer stimuli for Sustained responses are not genuinely "duration-tuned." Thus, we found little evidence for genuine duration-tuning in our sample for the range of tone durations we tested.
We were surprised to find that multiple encoding strategies were similarly effective. The exception, obviously, would be pure onset responses of the sort depicted in Fig. 1, A and 
B.
With this in mind, it is instructive to reconsider the response cube in Fig. 2A . The size of the circular icons increase in linear proportion to duration discrimination performance for the full spike train classifier. Among Phasic responses (green), for example, duration discrimination is best when the offset responses are robust (e.g., Fig. 1, A and B) , which is mapped to the front edge of the response cube. For obvious reasons, robust offset responses guarantee robust duration discrimination, as indicated by the large circles on the left-front face of the response cube, which include both Phasic and Suppressed responses.
Duration coding efficiency varied significantly with response type. Although we found that the efficacy of different response types was equivalent, we hypothesized that the efficiency of those representations would vary significantly. For example, two brief response transients can unambiguously demarcate the signal boundaries with few spikes, while Sustained responses must maintain elevated firing throughout the signal duration. As expected, the efficiency of the cortical representation of tone duration varied across response types for the neurons in our data sample. Efficiency was defined as the ratio of performance for the full spike train classifier (in percent correct) to the average firing rate. Suppressed responses were significantly more efficient that Phasic (Wilcoxon rank sum, P Ͻ 10 Ϫ5 ), Sustained (P Ͻ 10 Ϫ6 ), and Mixed (P Ͻ 10 Ϫ8 ) responses. Phasic responses were significantly more efficient than Mixed responses (P ϭ 0.0012).
This pattern of results mirrored the pattern for significant differences in average firing rates: Median firing rates differed by response category, being lowest for the Suppressed (7.3 spikes/s) and Phasic (15.0 spikes/s) classes, and highest for the Sustained (22.6 spikes/s) and Mixed (22.0 spikes/s) classes. Since performance was similar between response categories, this translated into greater duration encoding efficiency for the classes with lower firing rates. Nevertheless, higher firing rates overall were significantly correlated with better duration discrimination within each response category (Suppressed: r ϭ 0.52, P ϭ 0.0098; Phasic: r ϭ 0.48, P Ͻ 10 Ϫ6 ; Sustained: r ϭ 0.45, P Ͻ 10 Ϫ6 ; Mixed: r ϭ 0.60, P Ͻ 10 Ϫ9 ). Response diversity constrains decoding models for the temporal boundaries of gated tones. Even if effective duration discrimination is compatible with multiple encoding strategies in individual neurons, the diversity of those strategies may constrain the effectiveness of population codes that combine the outputs of multiple neurons.
Our spike train classification analysis above was based on the similarity (i.e., Euclidean distance) of single spike trains to templates based on all other responses of the same neuron. That is, each neuron's responses are used to build a customized decoding model for each of its spike trains, which we refer to as "within-cell" decoding. This represents an upper bound for decoding the responses of that cell. If the responses of a given set of neurons are highly stereotyped, then a generic decoding would suffice.
To obtain a more quantitatively rigorous estimate of the diversity of cortical spiking patterns, we introduced a novel variant of the spike train classification procedure we refer to as spike train identification (see METHODS) . This procedure at- Fig. 3 . All response categories include neurons with both poor and excellent duration discrimination performance. A: circles representing the percent correct for each cell are color coded using the conventions in Fig. 2 . Duration discrimination is compared for the full spike train (x-axis) and phase-only classifiers (y-axis). The diagonal line indicates parity in performance across the two classifiers. The smaller gray box indicates performance expected by chance for a set of 5 durations (i.e., 20%), and the larger indicates values corresponding to the listed statistical criterion. B: duration discrimination is compared for the full spike train (x-axis) and rate-only classifiers (y-axis).
tempts to match individual spike trains to the neuron that produced them, rather than to the stimulus that elicited them. Identification performance was quite good: 54% of spike trains were associated with the correct neuron for responses concatenated across duration (chance performance is roughly 0.36% for 279 neurons). Importantly, performance of the phase-only "identifier" was 42.7%, compared with 12.6% for the rate-only identifier. This comparison indicates that the temporal pattern of spikes was more discriminative than differences in average firing rates across different cortical neurons. Thus, regardless of response type, cortical spike trains could be identified with their "cell of origin" better than half the time, demonstrating that the temporal dynamics of cortical firing patterns are idiosyncratic: they are both highly conserved across repeated trials and meaningfully diverse across the cortical population.
Identification errors typically occurred within the same response category. In fact, more than twice as many identification errors occurred within the same response category than across response categories (879 vs. 407, ratio 2.16). We estimated the expected ratio of within/across category errors by generating simulated matrices based on random reassignments of the identification errors by rows and never observed a simulated ratio larger than the actual ratio (mean ϭ 0.40, P Ͻ 0.0001). The relevance of the response categories is evident in Fig. 4B , which depicts the correlations computed between all pairs of PSTHs (concatenated across duration and binned at the 25 ms resolution that was found to be optimal for spike train identification). The patchwork structure indicates that PSTH correlations were strongest within response categories but that strong correlations between Phasic and Mixed responses were also common, as might be expected by their adjacency on the response cube (green and purple points on Fig. 2A ). The structure of the correlations in the matrix supports the appropriateness of our categorization procedure.
How might the idiosyncrasy of cortical response profiles affect a population code for signal duration? First, we turn to a related question: How important is the decoding model for interpreting cortical spike trains appropriately? We addressed this question by classifying the spike trains from each cell against templates derived from all other cells in the population, as well as templates derived from all other cells within the given cell's response category. In effect, the group templates are the composite PSTHs depicted in Fig. 2 , except that the cell whose responses are being classified is removed from the composite.
We summarize the results of this analysis as a table superimposed on a heat-map of duration discrimination performance in Fig. 4B . Each element of the matrix represents the median value (in percent correct) for neurons in a given response group (rows) when compared against responses defined by each column. The leftmost column shows the values for the standard, within-cell classification process, while the second column shows the values when the spike trains for each cell are compared against global composites based on all other cells. The remaining four columns indicate median performance for comparisons against response profiles averaged within each of the four response categories. Comparison of the first two columns clearly indicates that the diversity of cortical responses poses a genuine challenge for a one-size-fits-all decoding model (Wilcoxon rank sum; Suppressed P Ͻ 10 Ϫ5 , Phasic P Ͻ 10
Ϫ11
, Sustained P Ͻ 10 Ϫ4 , Mixed P Ͻ 10 Ϫ9 ). The performance decreases for the global cortical response template relative to within-cell classification were significantly correlated with performance for the within-cell classification (r ϭ 0.62, P Ͻ 10
Ϫ31
). That is, the better a cell performed when decoded with a customized decoding model, the more discrimination performance was compromised by the one-size-fits-all decoding model. The effect of replacing within-cell decoding models with the global composite decoding model varied between groups. The largest performance reduction occurred for the least populous Suppressed class (60 vs. 22%); the smallest reduction occurred for the most populous Sustained class (54 vs. 40%). Cells in the Sustained class outperformed all other response classes (Wilcoxon rank sum, P Ͻ 0.0004 for all comparisons) when using the decoding model based on averaged cortical response profiles.
If the one-size-fits-all model fails, would a set of "one size per response category" decoding models be adequate? Comparison of the first column against the diagonal of the third through sixth columns indicates that the challenge posed by the diversity of cortical spiking patterns is only partly ameliorated by using within-category decoding models. Using decoding templates based on cells restricted to the same response category generally improved duration discrimination, particularly for cells in the Suppressed (56 vs. 22%, Wilcoxon rank sum, P Ͻ 10 Ϫ4 ) and Phasic (34 vs. 24%, P Ͻ 0.0003) response classes. Overall, however, the improvements were relatively modest, reflecting the diversity of responses within each response category ( Fig. 2A) .
The remaining elements of the matrix (Fig. 4B) indicate that cells in particular responses classes are differentially compatible with templates drawn from other classes. For example, Mixed templates are poor for Suppressed spike trains (20%), but Suppressed templates can be appropriate for Phasic spike trains (37%), since the latter often share the offset response feature in their temporal profiles. Both Suppressed and Phasic response templates reduce duration discrimination to or near chance for Sustained and Mixed spike trains. In fact, only Sustained responses, which were the most common, can be classified as effectively using the global response template instead of the within-class templates (the performance distributions with medians of 40 and 34% did not differ significantly: P Ͼ 0.2). Collectively, these results demonstrate that although the spike trains of many cortical neurons are highly informative about the temporal boundaries of gated tones, decoding models that "understand" each cell's spiking behavior may be necessary to extract that information effectively.
Cortical response diversity can be overcome by sufficient response pooling. How effectively is tone duration encoded by populations of cortical neurons, and how does decoding performance scale with population size and composition? In this section, we examine duration discrimination for spike trains either averaged or aggregated across multiple cells. The templates used for comparison are derived from the same population of cells that supply the "test" spike trains. This is the multicell analog of the standard, complete cross-validated classification procedure. We combined data across cells in two ways: 1) The "convergence" model simulates the convergence of multiple cells on a single output neuron by simply adding the PSTHs of multiple cells; 2) The "labeled line" model preserves information across cells by serially concatenating the PSTHs. The labeled line model does not simulate a biological process but serves as a benchmark for the convergence model (Schneider and Woolley 2010 ). The combined data were then used as input to the classifiers, and the percent of trials correctly associated with the duration that elicited the spike trains were computed for 1,000 randomly selected groups of 2, 4, 8, 16, 32, and 64 cells.
Results of this analysis are shown in Fig. 5 for the two models, three classifiers, and four response classes, using the color coding scheme introduced in Fig. 2 . We connected the curves based on the simulations to the within-cell classifier results (i.e., for n ϭ 1) shown in Fig. 3 to provide a reference for the increases in performance achieved by pooling additional cells. When data from all cells (black lines) were combined, the labeled line models outperformed the convergence models for each of the classifiers and for all six simulated cell counts (Wilcoxon signed rank, P Ͻ 10 Ϫ25 for every comparison). Note that the signed rank test can result in significant differences even when the median values are equal (e.g., 100%) because the test determines whether the median value of differences in the paired values is different from zero. The advantage for the labeled line model is particularly apparent for the rate-only classifier, which shows only modest improvement (ϳ10%) for increasing cell counts when the responses are summed across cells compared with the improvement when the average rate information is concatenated (Ͼ50%). For the full spike train and phase-only classifiers, the labeled line models typically achieve a criterion level of performance with roughly half as many cells (e.g., 90% with 8 rather than 16 cells). Clearly, combining the responses of cells with diverse response profiles results in the relative loss of information about stimulus duration. Nevertheless, both models achieve essentially perfect duration discrimination with as few as 64 cells, suggesting that such loss can be obviated with even a modest responding population.
We also calculated the performance of the rate classifier using the entire population of neurons in our sample (n ϭ 279), which resulted in duration discrimination performance of only 50%. Because Sustained responses showed the best performance with the rate classifier (thin red curve on Fig. 5A ), we computed performance for all neurons in this category (n ϭ 95). Surprisingly, performance worsened from roughly ϳ60% with 64 neurons to 52% with all of them, indicating that additional pooling is not always advantageous. We sorted all neurons in the Sustained class by performance with the rate classifier and then pooled them in order from best to worst. Optimal performance (92-94%) was achieved with the best 4 -12 Sustained neurons, with further pooling resulting in steady declines to 74% with 79 neurons. Pooling of the worst 16 neurons caused performance to drop precipitously to 52%. These findings suggest that perfect rate decoding of tone duration could not necessarily be achieved with an arbitrarily large population of neurons if the pooling process is indiscriminate. They also demonstrate that decoding performance can be substantially optimized by careful selection of the neurons admitted into the response pool. Figure 5 also indicates that discrimination performance for groups of cells categorized in different response classes varied significantly. The colored curves indicate the results of combining data from cells within particular response classes. Suppressed responses (blue) outperformed all other response types for cell counts from 2 to 16 cells (Wilcoxon rank sum, P Ͻ 10 Ϫ6 for all comparisons) for both population coding models. According to the convergence model, Sustained responses (red) uniformly outperformed Mixed responses (purple, P Ͻ 10 Ϫ12 for all comparisons) and outperformed Phasic responses for all combinations up to 32 cells (P Ͻ 10 Ϫ4 for all comparisons). Both the Suppressed and Sustained responses also significantly outperformed the full population curve (black) for all simulated group sizes (P Ͻ 10 Ϫ7 for all comparisons). This likely reflects the fact that both of these response classes are based on sustained responses to tones, unlike the Phasic and predominantly phasic Mixed responses, which more closely match the population curve.
With respect to the interaction between cortical response diversity and population coding, however, the relevant question is how much combining responses within response classes improves duration discrimination performance. To estimate this quantity, we expressed each curve in Fig. 5A relative to its labeled line counterpart in Fig. 5B and graphed the differences in Fig. 5C to facilitate comparison between in-group results (colored curves) against combinations of neurons drawn from the full population (black curve). These data are based on the full spike train classifiers. The V-shaped curve for all cells (black) indicates that duration discrimination improves more rapidly for the labeled line classifier when more cells are pooled for groups of eight or fewer cells, but thereafter the discrimination deficit declines since both population coding models asymptote to nearly perfect (Ͼ99%) discrimination with 64 cells. The colored curves for the Suppressed (blue), Sustained (red), and Phasic (green) responses show consistently smaller deficits. Thus, pooling over cells with similar responses reduces the information loss relative to the labeled line benchmarks. As we observed for neural responses considered individually, within-category decoding strategies significantly but only partly overcome the neuron to neuron diversity in cortical spiking patterns.
Direct estimation of tone onsets and offsets with single spike trains. Spike train classification allows us to assign the spike train from each trial to one member of the set of tested durations (see above). This is not the same as directly estimating when a tone begins and ends. For tones aligned to a common onset time (i.e., 0 ms), classification of tone duration is equivalent to classification of the tone offset time. Ideally, we would like to estimate both the onset and offset of gated tones. We would also like to be able to quantify the contribution of physiological transients to demarcating tone boundaries and to compare the physiological salience of onsets against that of offsets. To do so, we developed a novel likelihood estimator that allowed to us assign the likelihood of a given spike train for any specified stimulus onset or offset (see METHODS). The estimator "knows" the distribution of spike counts expected for narrow bins (5 ms) for intervals defined with respect to the stimulus for all other trials. For the Tonic model, the estimator knows only the distribution of binned spike counts when the stimulus is On, or when the stimulus is Off. For the PhasicϩTonic model, the estimator also knows the distributions of binned spike counts within 50 ms of stimulus Onset and Offset. In effect, this model exploits the knowledge that rapid envelope transitions at stimulus onset and offset are robustly signaled by physiological transients in many cortical responses. These likelihood models are not intended to simulate a biologically plausible decoding process but, rather, to convert sets of spiking responses obtained for single trials into compact functions that capture how informative those responses are about the temporal boundaries of gated tones.
The inclusion of Phasic responses in the PhasicϩTonic model produces significant improvements in estimating tone boundaries when phasic responses are salient features of cortical responses. The set of eight panels at the top of Fig. 6 illustrate the performance of the estimators for tone offset for the four cells depicted in Fig. 1 for the Tonic (Fig. 1, A-D) and PhasicϩTonic (Fig. 1, E-H) models. Each likelihood function is color-coded to reflect the actual stimulus duration. Spike trains from the neuron that responded to tones at varying durations with similar bursts of activity limited to stimulus onset (Fig. 1, A and B ) cannot be used to estimate tone offset (Fig. 6, A and E) , as indicated by the high degree of overlap among the different likelihood functions. Spike trains from the neuron with well-defined onset and offset responses (Fig. 1, C  and D ) cannot be used to estimate tone offset in the context of the Tonic model (Fig. 6B) , since the onset and offset bursts are similar, which results in similar distributions of binned spike counts in both the stimulus On and stimulus Off intervals. However, the PhasicϩTonic model differentiates onset and offset responses, resulting in successful estimation of tone offset (Fig. 6F) . The neuron depicted in Fig. 1 , E and F, was chosen as an exemplar of a sustained response, and as expected, the Tonic model provides very good estimates of tone offset (Fig. 6C) . For the PhasicϩTonic model, the estimates are less concentrated but are better centered on the actual offset values. We should note that we did not compensate for the response latency in either model. Finally, spike trains from the neuron that exhibited suppression and offset transients across duration (Fig. 1, G and H) provided useful estimates of tone offset for the Tonic model (Fig. 6D) , since all curves show very shallow peaks near the actual offset values. The slight slope of the functions reflects the suppression of the responses during the tones, while the sharp transition for offsets exceeding the peak reflects the fact that bursts of activity (i.e., the actual offset responses) are highly unlikely when the tones are On. The PhasicϩTonic model provides much better estimates (Fig. 6H) .
Results for the population are illustrated by the histograms in Fig. 6, I and J, which indicate the maxima of the likelihood functions for all neurons for each of the standard durations. The PhasicϩTonic model produced more accurate estimates, as evidenced by the larger proportions of cells with estimated offsets near the actual offset times. We compared the performance of the models by computing the estimation error, defined as the sum of the products of the distances between the actual offset and the height of the likelihood function at each distance (see METHODS). Estimation error was significantly lower for the PhasicϩTonic model than for the Tonic model (median ratio 0.7, Wilcoxon signed rank, P Ͻ 10 Ϫ222 ). We performed a similar analysis for the estimation of stimulus onsets (see METHODS). Examples from the neurons depicted in Fig. 1 are shown in A-H on Fig. 7 . In cases where the likelihood functions are sharply peaked, we have included insets with expanded time axes. Spike trains from the neuron with pure onset responses (Fig. 1, A and B) provided poor estimates of the onset for the Tonic model (Fig. 7A) ; the likelihood functions show long plateaus since all candidate onset values that include the burst of neural activity at the actual stimulus onset within the On interval are equivalently likely (the exact positioning of the lines indicating the maxima reflect small fluctuations in likelihood that are not likely to be significant). When the Onset and Offset intervals are included, however, this neuron provides effective estimates of the stimulus onset (Fig. 7E) , as do the remaining example neurons (Fig.  7, F-H) . As was the case for offsets, estimation errors for onsets were significantly smaller for the PhasicϩTonic model (Wilcoxon signed rank, P Ͻ 10
Ϫ139
). Collectively, these maximum likelihood models demonstrate that the bursts of neural activity corresponding to rapidly gated envelope changes are sufficient to detect these "temporal edges" of gated tones with excellent precision.
Is the cortical representation of tone onsets more salient than that of tone offsets? Comparison of Figs. 6 and 7 also suggests that they are. We examined this issue by comparing the distributions of estimation error (see METHODS) for tone onsets and tone offsets for both the Tonic and PhasicϩTonic models. Each cell supplies five separate values for the estimation error (i.e., one for each tested duration). Median estimation errors were significantly lower for onsets than offsets for both the Tonic (Wilcoxon rank sum, P Ͻ 10
Ϫ312
, medians: 27.2 vs. 60.0) and PhasicϩTonic models (P Ͻ 10 Ϫ212 , medians: 8.8 vs. 42.7). Thus, the median estimation error for onsets was roughly one-fifth that of offsets when the PhasicϩTonic model was used.
To place these results in context, we computed the span centered on the correct estimate needed to encompass Ͼ50% of the area under the likelihood functions (these spans were averaged across the 5 tone durations). The span is small when the likelihood functions are sharply peaked at the correct estimate and large when the peak is mislocated or when the likelihood function is flat because the cell is poorly responsive. For onsets, the bulk (Ͼ50%) of the likelihood function area occurs within 25 ms of the correct estimate in one-third of the neurons in our sample. For offsets, this was true of only 1.5% of cells. Thus, cortical responses appear to signal the onset of tones from silence significantly far more effectively than they signal their cessation.
Contextual effects related to the stimulus duty cycle. Since the trial duration was held constant at 1,000 ms, the changes in stimulus duration produced concomitant changes in the stimulus duty cycle, which varied from 5% for 50 ms tones to 40% for the 400 ms tones. Because cortical neurons are sensitive to the temporal context in which the tones are presented (e.g., Malone et al. 2002) , these differences in stimulus duty cycle related to the sequential presentation of the tones could affect the responses we observed. First, we investigated the effects of stimulus duty cycle by restricting the spike train classification analysis to the final 500 ms of each trial, an interval that begins 100 ms after the offset of the longest tones. Performance of the classifiers when estimating tone duration of the tones for data limited to putatively "spontaneous" spikes is shown in Fig. 8A . A sizeable minority of cortical neurons was able to perform the discrimination at rates significantly above chance (29, 19 , and 13% of all neurons for the full spike train, phase-only, and rate-only classifiers, respectively; P Ͻ 0.001). However, only half of the trials were assigned to the correct duration for the best cell, whose responses are depicted in Fig. 8B . In this case, tones suppressed firing throughout their duration, resulting in persistent offset responses that increased in proportion to the duration of the tones. The cell whose responses are shown in Fig. 8C showed the opposite behavior: increasing the duration of the tones increased the duration of the neural responses, as well as a persistent reduction in the spontaneous rate subsequent to the cessation of the driven responses.
We also examined the effects of stimulus duty cycle on the magnitude of the responses within 100 ms of tone onset. In this case, we limited the analysis to tone durations of 100, 200, 300, and 400 ms (chance ϭ 25%). This means that within the analysis interval, the stimuli are equivalent and can only be differentiated on the basis of stimulus history, since the time elapsed from the offset of the previous tone in the sequence is smaller for longer duration tones. Performance of the classifiers when estimating tone duration prior to the offsets of the tones is shown in Fig. 8D . Once again, a sizeable minority of cortical neurons exceeded chance performance on the discrimination (37, 21, and 15% of all neurons for the full spike train, phase-only, and rate-only classifiers, respectively; P Ͻ 0.001). Performance of the best cell was 67.5% (Fig. 8E) , reflecting reduced responsiveness during the initial 100 ms of each trial, which we attributed to a failure to fully recover from the response to the preceding stimulus (for trials 2-10). This notion is also supported by the fact that during the last half of the trials (500-1,000 ms) spontaneous firing is also clearly reduced, much like the example in Fig. 8F . Thus, the effects of stimulus context continue to shape the responses of some cortical neurons for hundreds of milliseconds after direct acoustic stimulation has ceased.
These results imply that the blocked presentation of the tones we employed likely improved the performances of the classifiers somewhat when considering the initial 500 ms of each trial. Nevertheless, comparison of the distributions of classifier performance in Fig. 3 against those in Fig. 8 suggests that these effects are likely to be subtle when weighed against duration discrimination performance overall.
DISCUSSION
Cortical spiking activity can provide a robust demarcation of the envelopes of gated tones via mixtures of tonic and phasic responses distributed across different neurons. The relationship between the stimulus envelope and the "physiological envelope" can be complex and exhibits substantial diversity among cortical neurons. We demonstrated that cortical spiking patterns are meaningfully diverse in the context of populationbased decoding methods, such that a decoding model based on a given cortical cell typically performs poorly when applied to different cells. Sound onsets are more robustly encoded than sound offsets in the cortex, which may represent a novel neural basis for their greater perceptual salience (see Phillips et al. 2002 for review) . Our models incorporating both phasic and tonic response features discriminated onsets and offsets more effectively than those using only tonic response features; this indicates that the nonlinear enhancement of the cortical representation of envelope transients contributes substantially to defining the temporal edges (Phillips et al. 2002) of acoustic stimuli.
Duration tuning versus duration coding. To place our results in the appropriate context, it is essential to distinguish between duration tuning, typically defined as duration-selective responses as measured by firing rate, and duration coding, defined here as the ability to discriminate signal duration on the basis of neural spiking patterns. Duration tuned neurons (DTNs) respond more strongly to stimuli of particular durations and have typically been categorized as short pass, band pass, and long pass depending on the location of the preferred duration within their DTF (Faure et al. 2003; Sayegh et al. 2011) . Long-pass neurons, in this context, are neurons that do not respond to stimuli below a minimum duration, and not simply neurons that fire more spikes for longer durations. Neurons that fire more spikes in response to longer stimuli (e.g., Fig. 1E ) are not considered to be tuned for duration since their responses can be explained "by simple integration of stimulus energy" (Sayegh et al. 2011 ).
Importantly, it is possible for a system to evidence perfect duration coding in the complete absence of duration tuning. For example, a neuron that produced equivalently robust phasic bursts of activity time-locked to stimulus offset could encode stimulus duration without being "tuned" to it. Our results based on the spike train classifiers indicate that ratebased duration tuning is generally poor, except for sustained responses, which reflect the "simple integration of stimulus energy." Thus, our results suggest that neurons in the auditory core of awake macaques robustly encode tone duration without being duration tuned over the range of durations we tested.
Most studies of duration coding have focused on rate-based duration selectivity and have relied on stimuli whose durations match self-generated signals in the animal models under study, such as frog vocalizations (Narins and Capranica 1980) or bat echolocation signals (Ehrlich et al. 1997; Faure et al. 2003; Pinheiro et al. 1991) . For example, Aubie et al. (2014) decoded spike counts recorded from bat midbrain neurons responding to tones with durations ranging from 1 to 25 ms. The much longer tone durations we presented (50 -400 ms) are the inverses of the range of modulation frequencies essential for speech signals (2.5-20 Hz) and known to be robustly represented by cortical neurons in this species ). Moreover, the use of relatively long tones enabled us to assess the extent to which adaptation attenuated crucial response features such as tonic firing, signaling the continued presentation of the tone, or phasic responses signaling tone offset.
Neurons exhibiting duration-selective responses have been characterized in multiple vertebrate species (Aubie et al. 2012; Sayegh et al. 2011) , chiefly frogs (Gooler and Feng 1992; Hall and Feng 1986; Narins and Capranica 1980; Potter 1965; Rose 2014) and bats (Aubie et al. 2014; Casseday et al. 1994 2011; Mora and Kössl 2004; Pinheiro et al. 1991; Pollak and Schuller 1981; Sayegh et al. 2011 Sayegh et al. , 2014 . However, only a handful of studies focused on duration coding involved mammalian species that are not bioacoustically specialized for echolocation. These include multiple rodent species (chinchillas, Chen 1998; mice, Brand et al. 2000; guinea pigs, He 2002; rats, Pèrez-González et al. 2006) , and cats (He et al. 1997; Qin et al. 2009 ). Genuine duration tuning is rare in the dorsal zone of cat auditory cortex, where most instances consisted of long-pass neurons (He 1997 ). As noted above, we did not encounter neurons that were truly selective for short signal durations, replicating results in awake cats (Qin et al. 2009 ). Such tuning preferences were also relatively uncommon in mice (ϳ17%, Brand et al. 2000) and rats (Ͻ10%, Pèrez-González et al. 2006) . When cortical neurons in our sample exhibited a preference for shorter durations, that preference seemed most parsimoniously explained by contextual sensitivity to the stimulus duty cycle (or equivalently, the time elapsed since the last tone was presented; Fig. 8, D-F) . Overall, duration selectivity appears to be relatively rare in nonspecialized mammalian auditory systems, including those of monkeys.
Psychophysical duration discrimination. The tone durations we presented are trivially easy for humans to distinguish: Weber fractions (⌬t/t) range from 0.15 to 0.25 for tones from 50 -400 ms (Abel 1972; Rammsayer 2014) . Although Weber fractions in macaques for similar base durations are roughly twice those obtained for humans (Sinnott et al. 1987) , the durations in this study remain well within the discriminable range for this species. This may explain why perfect duration discrimination was observed in individual cortical neurons, and why perfect discrimination was achieved with relatively few (e.g., Ͻ64) neurons in population pooling models with access to spike timing information. We tested a number of cortical neurons with durations intermediate to the five analyzed in this report (e.g., 25, 75, 125, 150, etc.) and found that smaller differences in duration are reliably discriminated by a subset of cells with particularly robust or precise responses. The modal optimal bin-width for duration discrimination estimated from the spike train classification procedure (25 ms) was longer than that for amplitude ) and frequency (Malone et al. 2014 ) modulation frequency discrimination (ϳ10 ms) in an overlapping neuronal sample. This indicates that cortical neurons benefit from signal averaging up to the temporal resolution limits enforced by the stimulus dynamics (Kayser et al. 2010) .
Diverse neural codes for encoding temporal stimulus boundaries. Duration coding efficacy depends on both phasic (e.g., offset bursts) and tonic (i.e., sustained) response features, and we found that both phasic and tonic encoding styles could be effective in demarcating the temporal boundaries of gated tones. Qin et al. (2009) reported that Sustained responses were more effective than Offset responses when discriminating tone durations from 20 to 320 ms against 10 ms reference tones via PSTH-based ROC analyses. Similarly, we observed that the Tonic response group had the highest percentage of neurons exhibiting significant duration discrimination performance for the rate classifier and the best performance for the rateclassifiers when pooled (Fig. 5A ). As Fig. 2 (Heil, 2003; Hu and Wang 2007; Phillips et al. 2002) , perhaps by providing a "reset signal" (Knüsel et al. 2004 ) or a temporal reference frame for decoding (Brasselet et al. 2012; Panzeri et al. 2014) .
The origin and distribution of different cortical responses features, onset, sustained, and offset firing, is of particular interest given their role in defining the neural representation of temporal acoustic edges (Fishbach et al. 2001) . Our response categories are broadly consistent with prior reports involving awake macaque cortex, which described both phasic and tonic responses, and both inhibitory and excitatory offset responses (Pfingst and O'Connor 1981) . Recanzone (2000) reported a "continuum of responses," the most prevalent being 'sustainedonset' neurons, which correspond to Mixed neurons in our sample. The greater prevalence of sustained responses in our sample may reflect our use of best frequency and level in most neurons (Wang et al. 2005) .
Historically, the prevalence of cortical offset responses may have been underestimated (Phillips et al. 2002) due to the use of barbituate anesthesia (see Moshitch et al. 2006; Qin et al. 2007) . Offset responses in central structures may be inherited from peripheral structures, such as the superior paraolivary nucleus, which has been suggested to be specialized for encoding temporal information given its sharp offset responses to tones, precise entrainment to envelope modulations, and responses to short gaps (Behrend et al. 2002; Felix et al. 2011 Felix et al. , 2013 Kadner and Berrebi 2008; Kadner et al. 2006; KoppScheinpflug et al. 2011; Kulesza et al. 2003 ). This idea is compatible with intracellular recordings that suggest that cortical offset responses reflect the activity of distinct synaptic inputs rather than postinhibitory rebounds (Scholl et al. 2010) .
Offset responses provide a means to signal stimulus offsets at a substantially reduced metabolic cost relative to sustained responses. Because sustained responses must endure throughout the stimulus duration, the increased efficiency of phasic responses increases with increasing stimulus duration. Our comparison of duration discrimination efficiency among response types showed that a substantial fraction of cortical neurons employ this encoding strategy. However, higher firing rates were associated with better duration discrimination in all response categories, including Phasic and Suppressed responses. If we consider the spontaneous background activity in a given auditory structure as "noise," these response types could be considered as a more efficient alternative to tonic firing for enhancing the "signal to noise" ratio in the representation of acoustic transients.
Onset transients are such salient features of auditory responses (Heil et al. 2003 ) that they are often excluded to avoid contaminating the analysis of sustained response features, such as synchrony to modulation (e.g., Malone et al. 2013) . As is evident in the average cortical response profiles in Fig. 2B , as well as the group averages for Phasic and Mixed responses (Fig. 2, C and D) , onset responses are arguably the dominant cortical response feature for gated tones, even in awake animals (see also Qin et al. 2009 ). These results are also consistent with the observation that the rising phase of the amplitude envelope of modulated signals elicits the highest firing rates in many cortical neurons Wang et al. 2014; Zhou and Wang 2010) . Comparison of Figs. 6 and 7 helps place the relative salience of cortical offset and onset responses in perspective and strongly suggests that cortical response profiles are adequate to support perceptual grouping based on temporal cues such as common onsets, and consistent with well-known perceptual asymmetries favoring onsets over offsets (Phillips et al. 2002 ).
An important related question regarding cortical response types is whether they reflect underlying neuronal types or shift with stimulus parameters such as frequency and level. For example, Tian et al. (2013) recently used the patterns of onset and offset responses elicited by band-pass noises of differing center frequencies to create a taxonomy of cortical neurons analogous to simple and complex cells in the visual system. Lin and Liu (2010) identified a physiologically distinct class of short latency, highly precise, putatively inhibitory "thin spike" neurons that preferentially encoded stimulus onsets. He (2002) reported anatomically segregated "On" and "Off" pathways in the auditory thalamus of the guinea pig. In their sample, however, On-Off neurons sometimes changed their response type with stimulus changes, while On and Off neurons remained consistent to type. However, the demonstration that phase-only classifiers outperform rate-only classifiers not just for modulated stimuli (Malone et al. , 2014 , but also for "static" tones varying in level ) and frequency (Malone et al. 2014 ) provides evidence of stimulusdriven reorganization of cortical spiking patterns, and not simply rescaling of otherwise consistent response profiles.
Population coding with temporally heterogeneous cortical spiking patterns. Template-based decoding methods (Foffani and Moxon 2004) , such as the classifiers used here, incorporate knowledge about each cell's characteristic response profile. As we demonstrated, these response profiles are often distinct across neurons and reproducible across trials, permitting us to identify particular spike trains with the neurons that produced them better than half the time. In the context of population coding, however, the heterogeneity of cortical response profiles poses a challenge: How can cortical response features be related to stimulus features if such mappings vary significantly from neuron to neuron? As we show, the effectiveness of template-based spike train decoding depends significantly on the appropriateness of the decoding model: decoding models using templates derived from alien response types are often poor (Fig. 4B) . Nevertheless, our results also suggest that with a sufficient neuronal population, the suboptimal aspects of indiscriminate pooling can be overcome when spike timing information is preserved (Fig. 5) . When relying solely on firing rates, however, indiscriminate pooling of many neurons may not always be sufficient to account for psychophysical performance (e.g., , particularly if the discrimination task is explicitly based on timing, as was the case here.
The implications of response heterogeneity on neural population codes are the subject of intense experimental and theoretical interest in multiple sensory systems ( . However, much of this work focuses on differences among rate-defined tuning functions, rather than on the temporal differences among spiking patterns we have chosen to highlight here. Auditory receptive fields are known to be temporally dynamic: the frequency/intensity response areas of single neurons have been shown to vary for onset, sustained, and offset activity (Bartho et al. 2011; Fishman and Steinschneider 2009; Loftus and Sutter 2001; Qin et al. 2003 Qin et al. , 2007 Tian et al. 2013) . As a consequence, correlations in response timing and not merely response tuning may influence cortical organization at the microcircuit level to optimize the representation of important stimulus features (Atencio and Schreiner 2013; Bathellier et al. 2012; Hansen et al. 2012; Ince et al. 2013; Padmanabhan and Urban 2014; Sadovsky and MacLean 2014) .
Response type-specific decoding models outperformed a generic decoding model based on the average cortical response profile for gated tones. This suggests that diversity in the response profiles of cortical neurons is an important constraint on network connectivity. Such diversity may be relevant for sophisticated decoding strategies that presuppose different encoding styles for distinct neural ensembles. For example, tonic firing among a group of neurons to an ongoing stimulus may be necessary to disambiguate the offset of that stimulus, signaled by a phasic burst of activity, from the onset of a novel stimulus, which would also be signaled by a phasic burst of activity in many neurons. The asymmetry in the robustness of the representation of onsets and offsets could potentially contribute to this process. The fact that Suppressed responses were associated with stimuli that were further from best frequency and level may also be relevant here, since such suppression could help foreground the responses of those neurons that are best tuned for the current sound. Given the significant diversity of cortical responses elicited by simple gated tones, our results suggest that this diversity is leveraged by multiple, circuitspecific processing strategies to represent and parse complex auditory scenes.
