Abstract. We consider bounded operators A acting iteratively on a finite set of vectors {fi : i ∈ I} in a Hilbert space H and address the problem of providing necessary and sufficient conditions for the collection of iterates {A n fi : i ∈ I, n = 0, 1, 2, ....} to form a frame for the space H. For normal operators A we completely solve the problem by proving a characterization theorem. Our proof incorporates techniques from different areas of mathematics, such as operator theory, spectral theory, harmonic analysis, and complex analysis in the unit disk. In the second part of the paper we drop the strong condition on A to be normal. Despite this quite general setting, we are able to prove a characterization which allows to infer many strong necessary conditions on the operator A. For example, A needs to be similar to a contraction of a very special kind. We also prove a characterization theorem for the finite-dimensional case.
Introduction
Given a system of vectors {f i } i∈I from some Hilbert space H and a normal operator A, we consider the collection of iterates A = {A n f i : i ∈ I, n = 1, . . . , l i }. We are interested in the special structure of this set. The relevant questions are when the set A is complete in H, when it is a basis, when it is a Bessel sequence, or when it forms a frame for H. In particular, one seeks conditions on the operator A, the vectors {f i } and the number of iterations l i in order to guarantee the desired properties of the system A.
These questions are in general of a very difficult nature. Their answers require the use of notions and techniques of different areas of mathematics such as operator theory, spectral theory, harmonic analysis, and complex analysis in the unit disk. The results are most of the time unexpected. Just to mention some examples, it was proved in [3] that if A is a diagonal operator in ℓ 2 (N), the collection A can never be a basis of H. It was also shown in [3] that for these kinds of operators the orbit (A n f ) n∈N of one vector f ∈ ℓ 2 (N) is a frame for ℓ 2 (N) if and only if the sequence of eigenvalues of A is a set of interpolation for the Hardy space H 2 (D) of the unit disk D together with some boundedness condition on the vector f .
In signal processing this problem constitutes an instance of the so-called Dynamical Sampling problem. In Dynamical Sampling a signal f that is evolving in time through an operator A is spatially sub-sampled at multiple times and one seeks to reconstruct the signal f from these spatial-temporal samples, thereby exploiting time evolution (see, e.g., [1, 2, 3, 4, 5, 12, 17] ). Obviously, the task of reconstructing the signal is an inverse problem. In this paper we give necessary and sufficient conditions on its well-posedness.
In the following, we shall introduce the reader to the motivation, the ideas, and the details of Dynamical Sampling, describe the current state of research, and expose our contribution in this paper.
1.1. Motivation and idea of Dynamical Sampling. Let us assume that we are given the task of spatially sampling (i.e., evaluating) a signal f from a function space H in such a way that f can later be recovered from these samples. The first idea is, of course, to sample the function f at many convenient positions x i -hoping that the knowledge on the properties of the functions in H suffices to recover f from the samples f (x i ). However, in real-world scenarios there are typically many restrictions that one has to deal with. For example, the access to some of the required places x i might be prohibited. Another problem is that sensors are usually very expensive so that the installation of a great number of them in order to guarantee a high-accuracy recovery becomes a crucial financial problem.
However, in many situations the signal f also varies in time and the evolution law is known. The idea of Dynamical Sampling is to avoid the above-mentioned obstacles by reducing the number of positions x i and to sample f not only at one but at various times, thereby exploiting the knowledge of the evolution law. This idea was for the first time considered by Lu et al. (see [12, 17] ), where the authors investigated signals obeying the heat equation.
Therefore, in our model let us add a time entry to f and assume that f (t, ·) remains in H for each t ≥ 0 and that f (t, x) is a solution to a dynamical system. In the simplest case, where this dynamical system is homogeneous and linear, the function u(t) = f (t, ·), t ≥ 0, maps [0, ∞) to H and satisfiesu(t) = Bu(t), where B is a generator of a semigroup (T t ) t≥0 of operators. The solution of this Cauchy problem is then given by u(t) = T t u 0 , where u 0 = u(0) is our original signal. If we sample uniformly in time and at fixed positions, the samples are of the following form:
f (nt 0 , x i ) = u(nt 0 )(x i ) = [T n t 0 u 0 ](x i ), n = 0, 1, 2, . . . , n i , i ∈ I.
If H is in fact a reproducing kernel Hilbert space (RKHS) with kernel K, we have
where A := T * t 0 . Since the original task was to recover u 0 from the retrieved information, the question now becomes: "Is (A n K x i ) n,i complete in H?". If one requires the recovery to be a stable process, the question is "Is (A n K x i ) n,i a frame for H?".
In the general Dynamical Sampling problem (see, e.g., [3, 2] ), the K x i in a RKHS are replaced by vectors f i from an arbitrary Hilbert space H. The question is now the following:
For which operators A, which sets I, N i ⊂ N, and which vectors f i ∈ H, i ∈ I, is the system (A n f i ) i∈I, n∈N i complete in H or a frame for H?
In this paper, we focus on the case where the iteration sets N i do not depend on i ∈ I and equal N i := N := {0, 1, . . . , dim H − 1}. In particular, N = N if H is infinite-dimensional.
1.2.
Previous works on the topic and our contribution. The history of Dynamical Sampling is fairly young. The papers [12, 17] of Vetterli et al. can be seen as the first works on Dynamical Sampling. They consider the sampling of signals under diffusion evolution. The next series of papers, written by Aldroubi et al. (see, e.g., [1, 4] ), was dealing with the special type of convolution operators A. The first paper on the abovementioned problem in its most general form was [3] , in which the authors considered both the finite-dimensional and the infinite-dimensional case. They proved that if A ∈ C d×d is diagonalizable, then (A n f i ) i∈I, n∈N is a frame for H = C d if and only if for each eigenprojection P of A we have that (P f i ) i∈I is complete in P H. If the operator A is not diagonalizable, the above statement can be generalized, using the Jordan canonical form: If A ∈ C d×d and F = {f i : i ∈ I}, then (A n f i ) i∈I, n∈N is a frame for H = C d if and only if for each eigenvalue λ the projection Q λ of F onto the cyclic Jordan vectors for the eigenvalue λ along the image of A − λ is complete in Q λ H. The drawback of that approach is that it practically requires the knowledge of the entire Jordan structure of A. Here, we provide another necessary and sufficient condition which is easier to check (cf. Theorem 4.1). In fact, the projection Q λ from above can be replaced by any projection onto a complementary subspace of the image of A − λ. Hence, Q λ can be replaced by the orthogonal projection onto ker(A * − λ).
Concerning the infinite-dimensional situation, the most interesting result in [3] addresses the one-vector problem (i.e., |I| = 1). This result was further improved in [2] and [5] . Its final version reads as follows: If A is a normal operator, the system (A n f ) n∈N is a frame for H if and only if (a) A = inN λ j · , e j e j with an ONB (e j ) j∈N , (b) the sequence (λ j ) j∈N is uniformly separated in the unit disk (cf. page 5), and (c) the sequence (| f, e j | 2 /(1 − |λ j | 2 ) j∈N is bounded from below and above. One of the aims of this paper is to generalize this result to arbitrary finite index sets I. However, this problem turns out to be more difficult to tackle than one might think at first glance -the attempt of using the same techniques as in the case |I| = 1 terribly fails. Nevertheless, we find the right methods to deal with the new situation (see Theorem 2.3). Three conditions in our characterization are generalizations of the conditions (a)-(c) above in the one-vector case. But indeed one has to add a fourth condition which is trivially satisfied when |I| = 1.
Very little is known on the Dynamical Sampling problem for general non-normal bounded operators A. It was only proved in [5] that for (A n f i ) n∈N, i∈I to be a frame for H it is necessary that A * be strongly stable, i.e., (A * ) n f → 0 as n → ∞ for each f ∈ H. Here, we complete this condition to a characterizing set of three conditions (cf. Theorem 3.2). Using this theorem, we completely characterize the class of all operators A for which there exists some finite set {f i : i ∈ I} such that (A n f i ) n∈N, i∈I is a frame for H. In fact, these are the operators that are similar to a strongly stable contraction T for which Id −T T * is of finite rank. We also characterize the Riesz bases of the form (A n f i ) n∈N, i∈I when I is finite. In this case, the operator A has to be similar to the |I|-th power of the unilateral shift in ℓ 2 (N).
1.3.
Outline. The present paper is organized as follows. Section 2 contains our main results concerning Dynamical Sampling on finite index sets with normal operators, including the above-mentioned characterization consisting of four conditions. In Section 3 we drop the requirement that A be normal and provide our results, summarized above, for this much more general setting. In Section 4 we deal with the finite-dimensional situation and prove a characterization result in which the condition can be very easily checked.
1.4. Notation. We conclude this Introduction by fixing the notation that we shall use throughout this paper. By N we denote the set of the natural numbers including zero.
Unit circle and open unit disk in C are denoted by T and D, respectively, i.e., T = {z ∈ C : |z| = 1} and D = {z ∈ C : |z| < 1}.
The p-th Hardy space on the unit disk, 1
Throughout, H stands for a separable Hilbert space. If K is another Hilbert space, by L(H, K) we denote the set of all bounded linear operators from H to K which are defined on all of H. As usual, we set L(H) := L(H, H). The kernel (i.e., the null-space) and the range (i.e., the image) of T ∈ L(H) are denoted by ker T and ran T , respectively.
Dynamical Sampling with normal operators
In this section we investigate sequences of the form (A n f i ) n∈N, i∈I where A is a bounded normal operator in H, I an at most countable index set, and (f i ) i∈I ⊂ H. The spectral measure of A will be denoted by E. Throughout, we set
In the sequel, we will often be dealing with diagonal operators -a special class of normal operators -which we define as follows.
Definition 2.1. A diagonal operator in H is of the form A = j∈J λ j P j (the series converging in the strong operator topology), where J is a finite or countable index set, (λ j ) j∈J ⊂ C a bounded sequence of scalars, and (P j ) j∈J a sequence of orthogonal projections with P j P k = 0 for j = k. The series j∈J λ j P j is called a normal form of A if λ j = λ k for j = k and j∈J P j = Id. The multiplicity of a diagonal operator A is defined by mult(A) := max{dim P j H : j ∈ J}, where (P j ) j∈J is the sequence of orthogonal projections in a normal form of A. If the maximum should not exist, we set mult(A) := ∞ and say that A has infinite multiplicity.
The normal form of a diagonal operator is obviously unique up to permutations of J. Moreover, it is clear that the λ j in the normal form of A are the distinct eigenvalues of A and that P j projects onto the eigenspace ker(A − λ j ). Note that every diagonal operator is bounded and normal. If f ∈ H and E denotes the spectral measure of A, the measure µ f := E(·)f 2 obviously takes the form
Recall that the pseudo-hyperbolic metric ̺ on the open unit disk is defined by
we always have ̺(z, w) < 1. It is well known that ̺ is indeed a metric on D. For z ∈ D and r > 0 by B r (z) we denote the pseudo-hyperbolic ball (̺-ball) in D of radius r and center z, i.e., B r (z) = {λ ∈ D : ̺(λ, z) < r}.
Note that B r (z) = {λ ∈ D : |λ − z ′ | < r ′ } with certain r ′ < r and z ′ = tz, where t < 1.
The sequence Λ is called uniformly separated if
Obviously, a uniformly separated sequence is separated. We refer to Appendix B for more detailed relationships between these notions. The next theorem was proved in [3, Theorem 3.14]. 
Note that the system (A n f ) n∈N in Theorem 2.2 corresponds to systems of the form A in (2.1) with the index set I being a singleton, i.e., |I| = 1. In this section it is our aim to generalize Theorem 2.2 to arbitrary finite index sets I (see Theorem 2.3 below). Although this might seem to be a trivial task, our treatment shows that this is not the case.
In order to formulate our main result Theorem 2.3, it is necessary to introduce a few more notions concerning sequences in the unit disk. For a sequence Λ = (λ j ) j∈N ⊂ D in the open unit disk we agree to write
Although ε j depends on Λ, it will always be clear which Λ it refers to. We also define the linear evaluation operator
on its natural domain
, where
is the normalized reproducing kernel of H 2 (D). Hence, the operator T Λ is the analysis operator corresponding to the sequence (K λ j ) j∈N . As every analysis operator is closed on its natural domain, it follows from the closed graph theorem that T Λ is a bounded operator from
The next theorem is the main result in this section. For a Bessel sequence E in H we let C E denote the analysis operator of E. Theorem 2.3. If |I| is finite, then the system A = (A n f i ) n∈N, i∈I is a frame for H if and only if the following conditions are satisfied:
(iii) There exist α, β > 0 such that for all j ∈ N and all h ∈ P j H we have
Before we head towards the proof of Theorem 2.3, let us first make a few remarks.
Remark 2.4. (a) The necessity of condition (i) in Theorem 2.3 for A to be a frame for H was already proved in [5] .
(b) Condition (iii) means that for each j ∈ N the finite system ((1 − |λ j | 2 ) −1/2 P j f i ) i∈I is a frame for P j H with frame bounds α and β. Since the frame bounds are independent of j ∈ N, condition (iii) is equivalent to saying that the system E = ((1 − |λ j | 2 ) −1/2 P j f i ) j∈N, i∈I is a frame for H with frame bounds α and β.
(c) Here and in the sequel, we will make use of the following notion:
That is, T Λ,I is a closed linear operator mapping from
. Since E is a frame for H, the relation ran T Λ,I + ker C * E = ℓ 2 (I × N) in (iv) can be equivalently replaced by C * E ran T Λ,I = H. Indeed, assume that the relation in (iv) holds. As E is a frame for H, for any h ∈ H there exists c ∈ ℓ
. Indeed, since (ii) implies that the operator T Λ is bounded and everywhere defined on H 2 (D) (cf. Theorem B.3), the claim follows from Lemma B.1.
(e) Note that (ii) does not prevent Λ to be a union of less than |I| uniformly separated sequences because each subsequence of a uniformly separated sequence is also uniformly separated. Hence, Λ might even be uniformly separated itself. In this case, we know that ran T Λ = ℓ 2 (N) (see Theorem B.2), so that condition (iv) is trivially satisfied.
(f) As noted in the last remark, (iv) follows from (ii) if Λ is uniformly separated. In particular, (iv) is not necessary to state in the case |I| = 1 (cf. Theorem 2.2). However, if |I| > 1, condition (iv) does in general not follow from (i)-(iii). As an example, choose a sequence Λ = (λ j ) j∈N which is a union of no more than |I| uniformly separated sequences, but is not uniformly separated itself. In addition, choose orthogonal projections P j such that ∞ j=0 P j = Id (in the strong sense) and dim P j H = |I| for each j ∈ N as well as orthonormal bases (g ij ) i∈I for P j H, j ∈ N. Now, define A := ∞ j=0 λ j P j and
, i∈I is an orthonormal basis of H (and thus ker C * E = {0}) and Λ is not uniformly separated (i.e., ran T Λ = ℓ 2 (N)).
For an at most countable index set I we define H 2 I := i∈I H 2 (D). This is the space of tuples φ = (ϕ i ) i∈I , where
In addition, we shall write the tensor product of a sequence y = (y i ) i∈I ⊂ C and a function ϕ ∈ H 2 (D) as yϕ (i.e., ( yϕ)(z) = (y i ϕ(z)) i∈I , z ∈ D). The result is an element of H 2 I if and only if y ∈ ℓ 2 (I). In this case,
The following theorem will be used in the proof of Theorem 2.3. However, it might be of independent interest. Here, the index set I is allowed to be infinite. Theorem 2.5. Let A = ∞ j=0 λ j P j be a diagonal operator in normal form with (λ j ) j∈N ⊂ D and let f i ∈ H, i ∈ I. For j ∈ N we put n j := dim P j H (where possibly n j = ∞) and L j := {1, . . . , n j }. Moreover, let (e jl ) n j l=1 be an orthonormal basis of P j H and for l ∈ L j define y jl := ε −1 j ( e jl , f i ) i∈I as well as φ jl := y jl K λ j . Then the following statements hold.
(i) A is a Bessel sequence in H if and only if y jl ∈ ℓ 2 (I) (i.e., φ jl ∈ H 2 I ) for each j ∈ N and each l ∈ L j and Φ = (φ jl ) j∈N, l∈L j is a Bessel sequence in H 2 I . In this case, the Bessel bounds of A and Φ coincide.
(ii) A is a frame for H if and only if y jl ∈ ℓ 2 (I) for each j ∈ N and each l ∈ L j and Φ = (φ jl ) j∈N, l∈L j is a Riesz sequence in H 2 I . In this case, the frame bounds of A coincide with the Riesz bounds of Φ.
Proof. In the following we will often make use of the unitary operator U :
Assume that A is a Bessel sequence in H with Bessel bound β > 0. Then for h ∈ H we have that
Let j ∈ N and l ∈ L j . Since for h = e jl we have
Denote the synthesis operator of A by T . Then for each j ∈ N and l ∈ L j we have
Thus,
, which implies that the sequence (φ jl ) j∈N, l∈L j is a Bessel sequence in H 2 I . Let C denote its analysis operator. Then the above relation shows that T = CU . In particular, the Bessel bounds of both sequences coincide. Moreover, if A is a frame for H, then C = T U * is onto, meaning that (φ jl ) j∈N, l∈L j is indeed a Riesz sequence and that its lower Riesz bound coincides with the lower frame bound of (A n f i ) n∈N, i∈I .
Assume conversely that y jl ∈ ℓ 2 (I) for each j ∈ N and l ∈ L j and that (φ jl ) j∈N, l∈L j is a Bessel sequence in H 2 I with Bessel bound β > 0. If x ∈ ℓ 2 (I × N) with only finitely many non-zero entries and ψ = U x, then T x, e jl = ψ, φ jl , that is,
Thus, A is a Bessel sequence. If, in addition, (φ jl ) j∈N, l∈L j is a Riesz sequence, then T = CU is onto, which means that A is a frame for H.
If the index set I only contains one element, the system A has the form (A n f ) n∈N , where f ∈ H. In the next lemma we formulate a characterization from [16] for the case of a diagonal operator. Lemma 2.6. Let A = ∞ j=0 λ j P j be a diagonal operator in normal form such that λ j ∈ D for all j ∈ N and f ∈ H. Then the following statements are equivalent.
(i) The sequence (A n f ) n∈N is a Bessel sequence in H.
(ii) There exists a constant C > 0 such that
Proof. Since A is a diagonal operator, we have that .2)). Therefore, for every measurable function ϕ : C → C we have
Hence, (ii) exactly means that
, the latter is equivalent to (i).
In order to prove Theorem 2.3 we need one more definition.
Definition 2.7. Let Λ = (λ j ) j∈N be a sequence in D. If Λ is not a finite union of separated sequences, we set ind(Λ) := ∞. Otherwise, we define
The value ind(Λ) will be called the index of the sequence Λ.
Proof of Theorem 2.3. Suppose that A is a frame for H. By [5, Corollary 1], A is a diagonal operator with multiplicity mult(A) ≤ |I| having all its eigenvalues in D. Let A = ∞ j=0 λ j P j be its normal form as in (i) and let α, β > 0 be the frame bounds of A. That is,
Together with (2.11), this proves (iii). From (iii) we moreover conclude that
for each j ∈ N, where (cf. (2.4)) ε j := 1 − |λ j | 2 , j ∈ N. For this, simply choose an orthonormal basis of P j H and plug its vectors into h in (2.8). Thus, for ϕ ∈ H 2 (D) we obtain for the evaluation operator T Λ from (2.5)-(2.6) that
By Lemma 2.6, the latter expression is bounded from above by C ϕ 2 H 2 (D) , where C is some positive constant. Thus, the operator T Λ is everywhere defined and bounded. Due to Theorem B.3 this means that the sequence Λ is a finite union of uniformly separated sequences. To prove (iv), we start by noticing that T Λ,I is bounded as T Λ is. Let h ∈ H be arbitrary. Then there exists (c in ) i∈I, n∈N ∈ ℓ 2 (I × N) such that h = i∈I
and thus h = C * E (T Λ ϕ i ) i∈I = C * E T Λ,I φ, where T Λ,I is the operator in (2.9). Hence, we have C * E ran T Λ,I = H, which implies (iv), see Remark 2.4(c). It remains to complete the proof of (ii), i.e., showing that Λ is a union of m := |I| (or less) uniformly separated sequences. Taking in to account Theorem B.4, it is sufficient to separate Λ into m separated sequences, that is, to show that ind(Λ) ≤ m. For this, we fix some positive number r < α(8β|I|) −1 and prove that every pseudo-hyperbolic ball B r (z), z ∈ D, contains at most m elements of the sequence Λ. Then the claim follows from Lemma B.6. Towards a contradiction, suppose that some ball B r (z 0 ) contains m + 1 elements of Λ. Without loss of generality, we may assume that these elements are λ 1 , . . . , λ m+1 . Since ̺ is a metric on D, we have ̺(λ j , λ k ) < 2r for all j, k = 1, . . . , m + 1.
Using the notation of Theorem 2.5, let y j := y j,1 = ε −1 j ( e j,1 , f i ) i∈I ∈ C m , j ∈ N. Since y 1 , . . . , y m+1 are m + 1 vectors in C m , there exists some c ∈ C m+1 such that c 2 = 1 and m+1 j=1 c j y j = 0. By Theorem 2.5, ( y j K λ j ) j∈N is a Riesz sequence with Riesz bounds α and β. In particular, we have y j 2 2 ≤ β for all j ∈ N. Using this, Cauchy-Schwarz, and Lemma B.7, we obtain
which is the desired contradiction. Here, we used that yϕ
Conversely, let the conditions (i)-(iv) be satisfied. Let us first prove that for each i ∈ I the system (A n f i ) n∈N is a Bessel sequence. For this, fix i ∈ I and deduce from (iii) that P j f i 2 ≤ βε 2 j holds for each j ∈ N. Note that the evaluation operator T Λ from (2.5)-(2.6) is everywhere defined and bounded by (ii) and Theorem B.3. Thus, for every
Hence, the condition (ii) in Lemma 2.6 is satisfied so that (A n f i ) n∈N indeed is a Bessel sequence. Let h ∈ H be arbitrary. By (iii) and (iv) (see also Remark 2.4(c)), there exists
Hence, the synthesis operator of A = (A n f i ) n∈N, i∈I is onto, which means that A is a frame for H.
From Theorem 2.3 we deduce the following two corollaries. 
Proof. Since (λ j ) j∈N is assumed to be uniformly separated, the conditions (ii) and (iv) from Theorem 2.3 are trivially satisfied (see Theorem B.2). Thus, A is a frame for H if and only if condition (iii) from Theorem 2.3 holds.
Corollary 2.9. Assume that A = ∞ j=0 λ j P j is a diagonal operator in normal form and that dim P j H = |I| < ∞ for all but a finite number of j ∈ N. Then A is a frame for H if and only if the following two statements hold:
(a) (λ j ) j∈N is a uniformly separated sequence in D.
(b) There exist α, β > 0 such that for all j ∈ N and all h ∈ P j H we have
Proof. If (a) and (b) hold, then A is a frame for H by Corollary 2.8. Conversely, let A be a frame for H. Then (b) follows from Theorem 2.3. For the proof of (a) let us first assume that dim P j H = |I| for all j ∈ N. Since (ε −1 j P j f i ) i∈I is a frame for P j H for every j ∈ N with frame bounds α and β (see Remark 2.4), we conclude that it is even a Riesz basis of P j H with Riesz bounds α and β. Hence, E = (ε −1 j P j f i ) j∈N, i∈I is a Riesz basis of H. Thus, the synthesis operator C * E is one-to-one, i.e., ker C * E = {0}. Therefore, it is a consequence of Theorem 2.3 that T Λ : H 2 (D) → ℓ 2 (N) is onto which is equivalent to (λ j ) j∈N being uniformly separated (see Theorem B.2).
For the general case, let J := {j ∈ N : dim P j H = |I|} and let P := j∈J P j . Then A 0 := A|P H = j∈J λ j (P j |P H) and (A n 0 P f i ) n∈N, i∈I is a frame for P H. Thus, (λ j ) j∈J is uniformly separated by the first part of the proof. The claim now follows from Corollary B.5. Remark 2.10. For every given finite index set I there exist a diagonal operator A and vectors f i , i ∈ I, such that (A n f i ) n∈N, i∈I is a frame for H and ind(Λ) = |I| (where Λ is the sequence of the distinct eigenvalues of A). As an example, let m := |I| and let Λ = (λ j ) j∈N be a union of m uniformly separated subsequences Λ i , i = 1, . . . , m, such that λ j = λ k for j = k and ind(Λ) = m. Note that each Λ i is necessarily infinite by Corollary B.5. For i = 1, . . . , m let Λ i = (λ j,i ) j∈N and put A i := ∞ j=0 λ j,i ·, e j e j , where (e j ) j∈N is an orthonormal basis of a Hilbert space H. Choose vectors g 1 , . . . , g m ∈ H such that (A n i g i ) n∈N is a frame for H, i = 1, . . . , m. This is possible by Theorem 2.2. Now, put H := m i=1 H and A := m i=1 A i , and let f i be the vector in H with (f i ) i = g i and (f i ) k = 0 for k ∈ {1, . . . , m} \ {i}. Then (A n f i ) n∈N, i∈I is a frame for H, since for
from where it is easily seen that the claim is true.
Dynamical Sampling with general bounded operators
In this section, we drop the requirement that A ∈ L(H) be normal. Similarly as before, we fix A ∈ L(H), an at most countable index set I, and vectors f i ∈ H, i ∈ I, and define
The spectrum of an operator T ∈ L(H) (i.e., the set of all λ ∈ C for which T −λ := T −λ Id is not boundedly invertible) is denoted by σ(T ), the set of all eigenvalues of T (usually called the point spectrum of T ) by σ p (T ). The continuous spectrum of T is the set of all λ ∈ σ(T ) \ σ p (T ) for which ran(T − λ) is dense in H. It is denoted by σ c (T ). The spectral radius of T will be denoted by r(T ), i.e., r(T ) := sup{|λ| : λ ∈ σ(T )}.
Recall that an operator T ∈ L(H) is said to be strongly stable if T n f → 0 as n → ∞ holds for each f ∈ H. In this case, it follows from the Banach-Steinhaus theorem that T is power-bounded, i.e., sup n∈N T n < ∞. Consequently, we infer from Gelfand's formula for the spectral radius that r(T ) = lim n→∞ T n 1/n ≤ 1. Hence, the spectrum of a strongly stable operator T is contained in the closed unit disk. It is, moreover, quite easily shown that neither T nor T * can have eigenvalues on the unit circle T. The first statement of the following lemma was proved in [5] .
Lemma 3.1. If A is a frame for H, then A * is strongly stable. In particular, we have
The next theorem completes the necessary condition from Lemma 3.1 to a characterizing set of conditions. Theorem 3.2. The system A = (A n f i ) n∈N, i∈I is a frame for H if and only if the following conditions are satisfied.
(i) A * is strongly stable.
(ii) (f i ) i∈I is a Bessel sequence.
(iii) There exists a boundedly invertible operator S ∈ L(H) such that
where F is the frame operator of (f i ) i∈I . If the conditions (i)-(iii) are satisfied, then the operator S in (iii) is necessarily the frame operator of A.
Proof. Assume that A is a frame for H and let S be its frame operator. As a subsequence of the frame A, (f i ) i∈I is a Bessel sequence. Furthermore, for f ∈ H we have
which proves (3.2). For the converse statement, assume that (i)-(iii) are satisfied. From (iii) (and (ii)) we conclude that
For n ∈ N, n ≥ 1, we obtain by induction
Hence, for f ∈ H we have (using (i))
Therefore, S is selfadjoint and non-negative. The claim now follows from the fact that S is boundedly invertible. Moreover, if S 0 denotes the frame operator of A, then (S − S 0 )f, f = 0 for f ∈ H, which implies S = S 0 .
The next theorem describes the "admissible" operators A ∈ L(H) for which there exists a (finite or infinite) sequence (f i ) i∈I such that A becomes a frame for H. It shows that these are similar to certain contractions. 
where S is the frame operator of A.
Proof. Assume that there exists a Bessel family F = {f i : i ∈ I} ⊂ H such that A is a frame for H. By Theorem 3.2, A * is strongly stable and ASA * = S − F , where S and F are the frame operators of A and F, respectively. Define T := S 1/2 A * S −1/2 . Then T is strongly stable and T * T = Id −F ′ , where F ′ = S −1/2 F S −1/2 . Note that F ′ is a non-negative selfadjoint operator (since F is). Therefore, for f ∈ H we have
which shows that T is a contraction. If F is finite, then ran(Id −T * T ) = ran F ′ is finite-dimensional. Conversely, assume that A * is similar to a strongly stable contraction T ∈ L(H). Then the operator G := Id −T * T is selfadjoint and non-negative. Hence, if U : ℓ 2 (N) → H is any unitary operator and we put g i := G 1/2 U e i (e i being the i-th standard basis vector of ℓ 2 (N)), we have that (g i ) i∈N is a Bessel sequence and G = i∈N · , g i g i is its frame operator. By Theorem 3.2, (T * n g i ) n,i∈N is a frame for H. Hence, if A = LT * L −1 with a boundedly invertible L ∈ L(H), then A n Lg i = LT * n g i , so that A is a frame for H with f i = Lg i , i ∈ I := N. If ran G is finite-dimensional, we can choose U such that U e i ∈ ker G 1/2 for i ≥ m := dim ran G 1/2 . Then g i = 0 for i ≥ m and hence (A n f i ) n∈N, i∈I is a frame for H, where I := {0, . . . , m − 1}. For the definition of this term and more details we refer to [15] .
In what follows, we will mainly focus on the situation in which I is a finite index set -or at least the frame operator of (f i ) i∈I is a compact operator. In this case, it is clear that (f i ) i∈I itself cannot be a frame for H unless dim H < ∞. The next proposition is key to most of our observations below. For the notion semi-Fredholm and the corresponding results used below we refer the reader to Appendix A. Recall that an operator T ∈ L(H) is said to be finite-dimensional or of finite-rank if dim ran T < ∞.
Proposition 3.5. Assume that A is a frame for H. If the frame operator
Proof. We derive the claim from the identity (3.2). For λ ∈ D we have
For all λ ∈ D the operator B λ := Id −λA is boundedly invertible. This is clear for λ = 0, and for λ = 0 we have B λ = λ(λ −1 − A), which is boundedly invertible as σ(A) ⊂ D. In the proof of the next theorem we heavily make use of the punctured neighborhood theorem, Theorem A.3. Theorem 3.6. If A is a frame for H and the frame operator of (f i ) i∈I is compact, then ind(A * − λ) = ind(A * ) for each λ ∈ D and exactly one of the following cases holds: 
Hence, cases (ii) and (iii) occur exactly when nul(A * −λ 0 ) = k. This happens if and only if ker(A * − λ 0 ) ∩ R ∞ (A * − λ 0 ) = {0}. But the latter means that the algebraic multiplicity of λ 0 as an eigenvalue of A * is finite.
Corollary 3.7. If dim H = ∞, A is a frame for H with frame operator S, and the frame operator of (f i ) i∈I is compact, then
In particular, A n ≥ 1 for all n ∈ N.
Proof. It follows from Theorem 3.6 that r(A) = 1. By Theorem 3.3, the operator B := S −1/2 AS 1/2 is a contraction. Since B is similar to A, we have σ(B) = σ(A) and therefore 1 = r(A) = r(B) ≤ B ≤ 1.
We define the essential spectrum σ ess (T ) of T ∈ L(H) by those λ ∈ C for which T − λ is not semi-Fredholm.
Corollary 3.8. Assume that A is a frame for H and the frame operator of (f i ) i∈I is compact. Then
If, in addition, ind(A * ) = 0, then
Proof. σ c (A * ) ⊂ σ ess (A * ) holds by definition and σ ess (A * ) ⊂ σ(A * ) ∩ T is a direct consequence of Proposition 3.5. The remaining inclusion σ(A * ) ∩ T ⊂ σ c (A * ) holds due to Lemma 3.1. If ind(A * ) = 0, then either case (i) or case (ii) holds. In these cases, we have σ(A * ) = D and hence, clearly, σ(A * ) ∩ T = T.
In the proof of Theorem 3.6 we have not used that the operator A * is strongly stable. We incorporate this in the proof of the next theorem, where we make use of a theorem from [20] . Proof. Let S and F be the frame operators of A and (f i ) i∈I , respectively, and define T := S 1/2 A * S −1/2 . By Theorem 3.3, the operator T is a strongly stable contraction and T * T = Id −F 1 , where F 1 = S −1/2 F S −1/2 . Since T and A * are similar, it suffices to prove the corresponding statements for the operator T .
Let us show the first part of the theorem. To this end, we shall use techniques from the proof of [21, Lemma 1.3] . The key in this proof is a triangulation of the contraction T of the form (see [14, Theorem II.4 
with respect to a decomposition H = H 01 ⊕H 00 . Here, T 01 ∈ C 01 (that is, inf{ (T * 01 ) n f : n ∈ N} > 0 for each f ∈ H 01 \ {0}) and T 00 ∈ C 00 (i.e., both T 00 and T * 00 are strongly stable). We have
Hence, all entries in the latter operator matrix are of finite rank. In particular, T 01 is upper semi-Fredholm (see Theorem A.1 and Lemma A.2). Since T 01 ∈ C 01 , the operator T * 01 is injective and thus it has a bounded left-inverse. Hence, as T * 01 C is of finite rank we infer that also C is of finite rank. Thus, Id −T * 00 T 00 is of finite rank. Since T 00 ∈ C 00 , this yields that T 00 is a so-called C 0 -contraction (see [20] ). Consequently, the spectrum of T 00 in D is discrete (cf. [14, Theorem III.
5.1]).
Let λ ∈ D\σ(T 00 ). Then (T * −λ)f = 0 implies (T * 01 −λ)g = 0 and C * g+(T * 00 −λ)h = 0, where f = g + h, g ∈ H 01 , h ∈ H 00 . But as T * 01 − λ is injective (due to T 01 ∈ C 01 ), we conclude that g = 0 and therefore also h = 0 as λ ∈ ρ(T * 00 ). Hence, for λ ∈ D \ σ(T 00 ) we have that def(T − λ) = nul(T * − λ) = 0. This also implies that case (ii) cannot occur and that case (iii) holds if and only if ind(T ) = 0.
Assume that ind(T ) = 0. In order to show that also T * is strongly stable, due to [20, Theorem 2] it suffices to prove that Id −T T * is of finite rank. To see this, we observe that there exists a representation T = U |T | of T , where |T | = (T * T ) 1/2 and U is a unitary operator in H, see [8, Lemma 2.9] . We have F 1 = Id −T * T = Id −|T | 2 and thus |T | = Id −F 1 (Id +|T |) −1 . Therefore, T = U |T | = U − F 2 with some finite rank operator F 2 , and consequently
. Thus, Id −T T * is of finite rank. Remark 3.10. It follows from the proof of Theorem 3.9 and the references used therein that the claim of the theorem remains to hold if we replace the condition that I be finite by the requirement that the frame operator of (f i ) i∈I is of trace class.
By R and L we denote the right-shift and the left-shift on ℓ 2 (N). That is, R, L ∈ L(ℓ 2 (N)), (Lf )(j) = f (j + 1) for j ∈ N and (Rf )(0) = 0, as well as (Rf )(j) = f (j − 1) for j ≥ 1. Moreover, let e k denote the k-th standard basis vector of ℓ 2 (N), k ∈ N. The following example shows in particular that case (i) in Theorem 3.6 cannot be neglected as a possibility for an operator generating a frame. 
Hence, (A n e i ) n∈N, i∈I is an orthonormal basis of H and it is easily seen that every λ ∈ D is an eigenvalue of A * . Thus, we are in the situation of case (i).
The next theorem shows that the orthonormal bases in Example 3.11 are the prototype of all Riesz bases of the form A in the sense of the following theorem. and
Proof. It is clear that (ii) implies (i). So, assume that (A n f i ) n∈N, i∈I is a Riesz basis of H. Then there exists a boundedly invertible operator V ∈ L(ℓ 2 (N), H) such that A n f i = V e i+nm , n ∈ N, i ∈ I. In particular, for i ∈ I we have f i = V e i . Also, for n ∈ N and i ∈ I we have
and therefore AV = V R m .
Finally, we turn back to the motivation of Dynamical Sampling in the Introduction, where A * was an instance of an operator semigroup. Recall that a semigroup of operators is a collection (T t ) t≥0 ⊂ L(H) satisfying T s+t = T s T t for all s, t ∈ [0, ∞). Now, let λ ∈ D \ {0}, λ = re it , r ∈ (0, 1), t ∈ [0, 2π), let n = nul(A * − λ) + 1, and put λ k := n √ r exp( i n (t + 2kπ)), k = 0, . . . , n − 1. Suppose that each λ k is an eigenvalue of B * n with eigenvector g k , k = 0, . . . , n − 1. Then each g k is an eigenvector of A * with respect to λ as A * g k = (B * n ) n g k = λ n k g k = λg k . But as the g k are linearly independent, this is a contradiction to the choice of n. Thus, the eigenvalues of B * n do not fill the open unit disk. In turn, σ p (B * n ) is discrete in D and hence the same holds for σ p (A * ). Note that we have not used any continuity properties of the semigroup in the proof above. In fact, if (T t ) t≥0 is a strongly continuous semigroup, it can be shown that under the conditions of Proposition 3.13, ker(T t ) = {0} for each t ≥ 0, which in particular excludes case (i). We conclude this section with the following corollary, which directly follows from Proposition 3.13, Theorem 3.12, and Theorem 3.9.
Corollary 3.14. Let A * = T t 0 , t 0 > 0, be an instance of a semigroup (T t ) t≥0 of operators. Then, for any finite sequence (f i ) i∈I of vectors in H, the system (A n f i ) n∈N, i∈I is never a Riesz basis of H. Moreover, if (A n f i ) n∈N, i∈I is a frame for H and I is finite, then case (iii) holds and both A and A * are strongly stable. 
Dynamical Sampling in finite dimensions
In the following proof we deal with root subspaces of linear operators. The root sub-
It is obviously invariant under T . It is well known that if σ(T ) = {λ 1 , . . . , λ m }, then
Proof of Theorem 4.1. (i)⇒(ii). Let λ ∈ σ(A) and define a scalar product (· , ·) on H d such that V λ and ran(A − λ) are (· , ·)-orthogonal to each other. By A ⋆ and R M we denote the adjoint of A and the orthogonal projection onto a subspace M ⊂ H d , respectively, both with respect to the inner product (· , ·). Then V λ = ker(A ⋆ − λ) and Q V λ = R ker(A ⋆ −λ) . Now, let f ∈ V λ be such that (f, Q V λ f i ) = 0 for all i ∈ I. Then for each i ∈ I and n ∈ {0, . . . , d − 1} we have
Hence, (i) implies f = 0.
(ii)⇒(iii). Let λ ∈ σ(A) be arbitrary. Then we have
F, which implies that the dimension of P ker(A * −λ) F cannot be less than the dimension of V λ . But dim V λ = dim ker(A * − λ) and P ker(A * −λ) F = ker(A * − λ) follows. (iii)⇒(i). Towards a contradiction, suppose that there exists some f ∈ H d , f = 0, such that f, A n f i = 0 for all n = 0, . . . , d − 1 and all i ∈ I. In other words, we have that q(A * )f, f i = 0 for all i ∈ I and each polynomial q of degree at most d − 1. By p denote the minimal polynomial of A * and let λ 1 , . . . , λ M be the distinct eigenvalues of A * . Then
. Since f = 0, there exists at least one j for which h j = 0 and we fix it for the rest of the proof. Let ℓ j be the minimum of all ℓ ≤ k j with (A * − λ j I) ℓ h j = 0 and define the polynomial q(λ) :
We obviously have q(A * )h r = 0 for r = j and hence q(A * )f = q(A * )h j . Now, let
(by the definition of ℓ j ), and thus
But as g j ∈ ker(A * − λ j ) and
is complete in ker(A * − λ j ) by (ii), it follows that g j = 0, which is the desired contradiction. The first characterization for A to be a frame for H d was proved in [3] . To formulate it here, let us introduce the notion of subspaces of cyclic vectors. For this, let λ ∈ σ(T ), where T ∈ L(H d ). A subspace W λ will be called a subspace of cyclic vectors for T at
3) For such a subspace W λ , we set Q W λ := Q λ P λ , where P λ is the projection onto L λ (T ) with respect to the decomposition 4.2 and Q λ is the projection in L λ (T ) onto W λ with respect to (4.3). This value might be a positive or negative integer or ±∞. It is, moreover, easily seen that T is upper semi-Fredholm if and only if T * is lower semi-Fredholm. We have def(T * ) = nul(T ) and nul(T * ) = def(T ) and thus ind(T * ) = − ind(T ). The next theorem shows that the semi-Fredholm property of operators is stable under compact perturbations. Note that j s+1 is well defined due to the assumption that M < ∞. In other words, λ j s+1 is the first element of the sequence Λ that does not belong to any of the balls of radius r around the previously chosen elements. Put J 1 := {j s : s ∈ N}. It is clear that Λ J 1 is separated (by r) and that all the λ j that have not been chosen due to this process belong to some B r (λ js ). If N \ J 1 is finite, we are finished. If not, proceed as before with N \ J 1 instead of N to find an infinite set J 2 ⊂ N \ J 1 such that Λ J 2 is separated (by r). Continuing in this way, the process either terminates after m < M − 1 steps (in which case we are done) or we obtain M − 1 separated sequences Λ J 1 , . . . , Λ J M −1 . In this case, put
Let us prove that Λ J M is separated. For this, let j ∈ J M be arbitrary. Then, as a result of the construction process, λ j ∈ M −1 k=1 B r (λ i k ), where i k ∈ J k , k = 1, . . . , M − 1. Thus, we have that j, i 1 , . . . , i M −1 ∈ J(r, λ j ) such that J(r, λ j ) = {j, i 1 , . . . , i M −1 }. Therefore, ̺(λ j , λ l ) ≥ r for all l ∈ J M , l = j. Hence, Λ J M is indeed separated.
It remains to prove the relation (B.1). For this, put m 0 := inf{m r : r ∈ (0, r 0 ]}. It is clear that m 0 = m r 1 for some r 1 ≤ r 0 (note that r → m r is non-decreasing) and that, therefore, n := ind(Λ) ≤ m 0 . There exist J 1 , . . . , J n ⊂ N with N = n k=1 J k such that Λ J k is separated for each k = 1, . . . , n. Without loss of generality, let each Λ J k be separated by r 1 . From m 0 = m r 1 /2 we conclude that there exists some z ∈ D such that |J(r 1 /2, z)| = m 0 . Suppose that n < m 0 . Then there exists some J k that contains at least two of the m 0 elements of J(r 1 /2, z), say, j 1 and j 2 . But then ̺(λ j 1 , λ j 2 ) ≤ ̺(λ j 1 , z) + ̺(z, λ j 2 ) < r 1 , contradicting the fact that Λ J k is separated by r 1 .
