Abstract: Whether or not word sense disambiguation (WSD) can improve information retrieval (IR) results represents a topic that has been intensely debated over the years, with many inconclusive or contradictory conclusions. The most rarely used type of WSD for this task is the unsupervised one, although it has been proven to be bene cial at a large scale. Our study builds on existing research and tries to improve the most recent unsupervised method which is based on spectral clustering. It investigates the possible bene ts of "helping" spectral clustering through feature selection when it performs sense discrimination for IR. Results obtained so far, involving large data collections, encourage us to point out the importance of feature selection even in the case of this advanced, state of the art clustering technique that is known for performing its own feature weighting. By suggesting an improvement of what we consider the most promising approach to usage of WSD in IR, and by commenting on its possible extensions, we state that WSD still holds a promise for IR and hope to stimulate continuation of this line of research, perhaps at an even more successful level.
Introduction
Intuitively, a richer and more linguistically-aware processing of texts should lead to better retrieval results, in general. Natural language processing (NLP) has been used in IR in di erent ways over time. However, despite many such e orts, improvements of IR e ciency have not been proven on a large scale evaluation. We argue that the reason is that NLP techniques should not be applied to each query processing, but only to those queries that actually need it -for instance, the ambiguous ones.
Regardless of the great number of existing disambiguation algorithms, the problem of WSD remains an open one. Speci c applications may require speci c WSD techniques. In fact, task-dependent WSD is categorized [1] as one of the most important open issues for WSD. It stays that way even nowadays.
In a pure IR approach, it is well known that the performance of IR systems is strongly dependent on queries, with term ambiguity being identi ed as a major cause of query di culty [2] . In spite of the fact that IR is generally based on query terms and document term matching, without considering the meaning of terms, namely without "understanding" the query¹, more recent approaches [3] [4] [5] have taken into consideration the semantics carried out both by the queries and by the documents. Terms were no longer considered as independent, but rather as closely related. The main assumption of such an approach is that context can improve the performance of IR systems.
Various early studies have discussed the fact that the main obstacle in improving IR results when using WSD techniques is the ine ciency of the existing disambiguation algorithms, a problem which increases in the case of the short chunks of text that represent user queries. Their ndings and comments appear to be in favor of the skeptical conclusion drawn in [6, 7] , where WSD algorithms are required to display at least 90% accuracy in order to be useful for IR. Such comments, however, refer to the straightforward task of WSD, which is either supervised (thus requiring the existence of annotated/parallel corpora) or knowledge-based (thus using external knowledge-sources, such as dictionaries or WordNet (WN)-type synsets). The few studies that remain optimistic concerning the possible bene ts brought by WSD to IR use mostly supervised WSD techniques [8] . However, it is well known that supervised WSD cannot be used in practice, due to the absence of the necessary annotated/parallel corpora. A majority of studies applying knowledge-based WSD are prone to the same problems [3] : they conduct tests on small data sets [4, 5, 9] ; when based on large test collections they report improvements against a weak baseline [6] ; the reported improvements are minor ones [10] .
Unlike many previous authors, we are suggesting and supporting usage of unsupervised WSD in IR. We consider that a straightforward WSD is not necessary and that unsupervised WSD is the one to be recommended for this type of task, although it has not been extensively used in IR so far. In fact, the most rarely used type of WSD for IR is the unsupervised one, which has been initially recommended by Schütze and Pedersen [11] , who report favorable results. It has equally been proven as bene cial in more recent years [3] , and from a di erent perspective, which determines us to focus on it by targeting a speci c aspect of the existing discussion -that of whether or not sense discrimination performed by spectral clustering for IR applications can be improved (in this case, by feature selection). Moreover, in the present paper, we will argue that placing the spectral clustering-based disambiguation process at the border between unsupervised and knowledge-based techniques (as a result of performing feature selection) is the most benecial approach of all.
Previous work
Word sense discrimination in IR was introduced by Schütze and Pedersen [11] . The initial approach of these authors proposed a WSD algorithm based on a vector representation of word similarity, derived from lexical cooccurrence, and applied it to the standard vector-space IR model. A di erent attempt of showing (by means of unsupervised WSD) that the combination of word-based ranking and sense-based ranking is bene cial for IR performance would be made only years later in [12] . This approach involves a method of a completely di erent nature, one that aims at increasing the top level precision for queries containing ambiguous words. Unlike that described in [11, 13] , the method proposed in [12] is based on re-ranking, and not on modifying document representation. It uses, as clustering technique, the classical Naïve Bayes model, for which semantic WN-based feature selection is performed. In spite of having used feature selection for the Naïve Bayes model, Chifu and Ionescu [12] were not able to overcome the baseline when considering all queries and have therefore targeted the subset of queries with the lowest precision only. The re-ranking method proposed in [12] can be amended with reference to two major aspects: the type of clustering technique to be used for unsupervised WSD and the type of knowledge (feature selection) that could be provided to the clustering algorithm when performing sense discrimination for IR. Subsequent methods of investigation concerning a technique of this type focus their attention [3] on a comparison, in IR, between a classical clustering method, that is aided by feature selection, and a state of the art one that performs its own feature weighting. In [3] sense discrimination is achieved by spectral clustering [14] [15] [16] performing its own feature weighting. This approach makes the bene ts of using a state of the art clustering method [3] versus a classical one [12] appear as obvious. Our present study goes beyond the results discussed in [3] by investigating the possible bene ts of "helping" spectral clustering as well, through feature selection, when it performs sense discrimination for IR. The types of features we are considering, in order to create a more linguistically informed semantic space for WSD, are of semantic nature (WN-based), of syntactic nature (dependencybased), as well as their combination. Since spectral clustering is known to work best in the presence of the highest number of features [14, 15] , the considered features are added to those already selected by spectral clustering itself and their impact on retrieval results, corresponding to large test collections, is observed.
The re-ranking method
Chifu et al. [3] proposed a re-ranking method for IR that uses unsupervised WSD based on spectral clustering (performing its own feature weighting). They achieved signicant improvement of high precision in the case of ambiguous queries (8% above current state of the art baselines) when testing on data collections from the TREC competition². The ambiguity of a query was evaluated with refer-ence to the title part of the topic³. These authors were interested in improving the level of precision after 5, 10 and 30 retrieved documents (P@5, P@10 and P@30, respectively). Their method is summarized by Algorithm 1.
Algorithm 1:
Re-ranking method based on unsupervised WSD Input: TREC topics, document collection 1. Consider the title part of a topic and check for ambiguous terms. 2. Select the queries that contain at least one ambiguous term. 3. Retrieve the set of documents for each ambiguous query. 4. Add context to queries (descriptive and narrative topic parts). 5. Add contextualized queries to the retrieved document set. 6. Obtain document clusters, by performing WS discrimination for each query and for each ambiguous term using spectral clustering. 7. For each query term, select the document cluster where the query itself was assigned. 8. If there are more than one ambiguous term per query, combine the document clusters selected at step 7 for each individual term. 9. Re-rank initially retrieved document lists by giving more importance to documents that are in the query cluster. Output: Re-ranked document lists for each query.
Implementation of spectral clustering in step 6 of Algorithm 1 was performed as in [16] , where spectral clustering was used for the rst time in unsupervised WSD. Namely, the mutual k-nearest-neighbor graph method [14, 17] was chosen for de ning the similarity graph that reects local behavior, starting from a similarity matrix. In the case of this method, the parameter k, representing the number of nearest neighbors, must be set. Chifu et al. [3] 3 A query was de ned as ambiguous if it contained at least one ambiguous term, with such terms being detected using the WN semantic network. The existence of multiple occurrences of a query word in WN synsets was su cient for establishing semantic ambiguity. We note that WN synsets were viewed globally and possible lexical ambiguity was not taken into account (no POS-tagger was used), especially in the absence of a context. Therefore, a word's polysemy was determined regardless of its part of speech in the analyzed query.
did not want to ne tune this parameter for each part of speech or each word used in their experiments and have used only one value of k for all the performed tests. According to theoretical considerations [17] it is recommended to use a number of neighbors of the order of the square root of the number of examples (observations). Another important aspect is that of computing the similarity matrix starting from which this similarity graph is de ned. In unsupervised WSD the observations are represented by contexts of the ambiguous word. A context is represented as a feature vector and the similarity between two contexts is given by the value of the dot product of the corresponding feature vectors. In [16] the choice of the dot product as measure of similarity is motivated by the success of the linear kernel in supervised WSD [18] .
Spectral clustering had also been used, in a similar way, for an unsupervised sense induction task, in [19] . This approach uses the same number of clusters as the number of senses in the Ontonotes sense inventory, in order to study the correspondence between the obtained clusters and the Ontonotes senses. Goyal and Hovy [19] quantitatively and qualitatively analyze their clusters on the Semeval-2010 dataset and comment that this type of clustering should be extremely useful in tasks like Machine Translation and Information Retrieval which require modeling semantics of rare words and unconventional senses of the target words (that may not exist in sense inventories but could be extremely useful in tasks requiring di erentiations of senses at various granular levels, as is the case in IR). In the opinion of these authors, identifying the ideal number of clusters to be considered remains the key issue for successfully applying spectral clustering to an IR task.
The present study will be using, in Section 5, the same type of implementation for spectral clustering as in [16] , namely a number of neighbors of the order of the square root of the number of examples, in order to enable comparisons with the results obtained by Algorithm 1 that are described in [3] .
Let us rst note that, since Algorithm 1 re-orders an initially retrieved document list, improvement in recall is not expected. The method targets high precision improvements. It treats the query as if it was another document (by adding it to the set of retrieved documents). The major di erence between this method and the one proposed in [12] is usage of spectral clustering in step 6 of Algorithm 1. In order to compare the obtained results with those of Chifu and Ionescu [12] , the same fusion functions as in [12] were used. Namely, in step 8 of Algorithm 1, the function CombMNZ [20] is used for fusing the sets of documents corresponding to multiple ambiguous query terms. The reranking process organized in step 9 consists of fusing the initial set of retrieved documents with those obtained as a result of clustering, while taking into account that the documents obtained by the search engine and those obtained after clustering should have di erent levels of importance in the nal results. This is the reason for using a parameter to assign a weight to the fusion function. The function used in [3, 12] has the following structure: In [3] analysis of the results obtained by this method was carried out against the two major approaches existing in the literature, at the time, concerning unsupervised WSD for IR [11, 12] . The obtained results were constantly superior and convincing with respect to sense discrimination being bene cial for IR applications, especially when used from a re-ranking perspective.
The best improvement occurred for the WT10G collection, in the case of P@10. A precision value of 0.2937 was obtained (the baseline was 0.2688), which represents an improvement of 8.48%, statistically signi cant (paired Ttest). This shows a remarkable improvement in high rank precision for ambiguous queries, an important result considering the fact that IR systems are failure-prone in the case of this particular type of queries [6, 21] . And a result which is in favor of using unsupervised WSD in IR.
Chifu et al. [3] further re ne their analysis by specifically investigating the behaviour of their method over clusters of queries classi ed by the number of ambiguous terms they contain. They empirically prove that the more ambiguous the query, the better the proposed method works.
This method requires context for queries. Chifu et al. [3] create this context using the descriptive and the narrative parts of the involved TREC topics. However, they equally validate the method in the presence of automatically generated context⁴. We can therefore rely on this type of re-ranking for real life applications, a fact which enhances the importance of the proposed technique.
The present work takes the next step and improves the described method by performing feature selection for spectral clustering, as noted in our Introduction, in step 6 of Algorithm 1. Tests have so far been conducted using the WT10G and GOV2 collections (including for creating the disambiguation context).
Feature selection
Concerning semantic features, WN-based feature selection was performed by us as introduced in [24] . Namely the feature set was formed by words occurring in the same WN synsets as the target, together with words occurring in related WN synsets and all content words of all corresponding glosses, examples included. The involved semantic relations, that denote the related WN synsets, were chosen according to the part of speech of the target word (after POS-tagging), with all WN senses of the target, corresponding to its part of speech, being considered. Since spectral clustering is known to work best in the presence of the highest number of features [14, 15] , we have taken into account a greater number of semantic relations, per part of speech, than recommended by the literature in the case of other tasks [24, 25] . We have thus formed an "extended disambiguation vocabulary", generated by WN, corresponding to each part of speech. In the case of nouns features have been selected using the following WN relations: hyponymy, hypernymy, meronymy, holonymy. For adjectives, the following WN relations have been considered: similarity, also-see, attribute, pertaining-to, antonymy. Corresponding to verbs, we have used the following WN relations: hyponymy, hypernymy, the entailment relation, the causal relation. Finally, for adverbs we have considered antonyms, pertainyms and topics.
Concerning syntactic features, they are provided by dependency relations extracted with Spacy⁵. Features are represented by words that participate in the considered dependencies. At this stage of the study, we have made no qualitative distinction between the di erent relations, by not taking into account the type of the involved dependencies. Let us note that, within the considered dependen-cies, the target word can be either the head or a dependent. The rst performed experiment takes into account all undirected rst order dependencies anchored at the target word. All words participating in these dependencies (with the exception of the target) will represent the considered syntactic features. The second performed experiment views the target word as head. It takes into account all head-driven dependencies of rst order anchored at the target and collects all corresponding dependents which represent the considered syntactic features⁶. The third performed experiment moves to second-order dependencies and (indirectly) enhances the head role of the target (by collecting dependents of the target's dependents, as well), while increasing the number of features⁷.
The types of features we have considered for spectral clustering are the above described ones of semantic nature, those of syntactic nature, as well as their combination. Again since spectral clustering is known to work best in the presence of the highest number of features [14, 15] , contrary to the approach in [16] , where only features resulted from feature selection were considered, these features of speci c types were added to those already selected by spectral clustering itself. Their impact on retrieval results, corresponding to large test collections, was observed. As will be seen (Section 6), test results have suggested that appropriate feature selection is useful even to an advanced, state of the art technique, such as spectral clustering -when used for WSD in IR. Let us also note that the performed feature selection places the spectral clustering-based disambiguation process at the border between unsupervised and knowledge-based techniques.
Tests
We have conducted evaluation with reference to the following test collections: WT10G⁸, corresponding to which Chifu et al. [3] obtain the best results when applying their method, and GOV2⁹. We have focused on the three top lev- 6 In what follows, we refer to these features as "syntactic head-driven features". 7 Performed test: let us denote the target word by A; collect (as features) all words of type B and C such that B is a dependent of A and C is a dependent of B. 8 Approximately 10 GB worth of Web/Blog page documents comprising 1.6 million documents and 100 natural language topic statements. 9 Web page collection from the .gov domain, 426 GB (uncompressed), approximately 25 million documents, 150 natural language topic statements. els of precision studied and improved in [3] : P@5, P@10 and P@30. The usual, standard data preprocessing was performed and the Stanford POS Tagger was used. When implementing Algorithm 1, the retrieval model (step 3) was the language model provided by the Indri search engine, with Dirichlet smoothing (µ = ) and with a maximum of 1000 retrieved documents per query. This is a widely used baseline. The same fusion function CombMNZ [20] as in [3] was used (step 8), in order to enable comparisons with the original method. The parameter which assigns a weight to the fusion function (alpha of Figure 1 and Figure 2) , representing the weight of the clustering method for the nal results, has values ranging from 0 to 2, which are increased by 0.01 at each trial (step 9). In [3] the alpha parameter has a maximum value of 1, but here we want to capture the behavior when the clustering results have even more impact. In the graphs corresponding to the performed experiments the following notations are used: Baseline (the run unaltered by the importance of cluster document scores); Classic (Algorithm 1 i.e. no feature selection¹⁰); Classic + semantic (semantic features are added¹¹); Classic + syntactic (syntactic features are added¹²); Classic + syntactic_head (syntactic head-driven features are added¹³); Classic + semantic + syntactic (semantic and syntactic features are added); Classic + semantic + syntactic_head (semantic and syntactic head-driven features are added); Classic + syntactic_head_2 ( rst and second-order syntactic head-driven features are added¹⁴).
Discussion
In three out of the six studied cases (see Figure 1 and Figure 2 ), Classic provides the worst results (P@30 for WT10G, P@5 and P@10 for GOV2), while for the other three studied cases at least two of the obtained results involving feature selection are superior to the Classic ones. Overall, feature selection appears as necessary.
Concerning P@5, corresponding to the WT10G collection, semantic WN-based features (in spite of their much lower number) turn out to be more relevant for spectral clustering than dependency-based syntactic ones, with the best result being obtained by Classic + semantic. In 
. % the case of the GOV2 collection, the best result is provided by Classic + semantic + syntactic_head. The head role of the target word seems to make a di erence (for both the WT10G and the GOV2 collections, Classic + syntactic_head results are superior to Classic + syntactic ones and Classic + semantic + syntactic_head results are superior to Classic + semantic + syntactic ones). This is in accordance with the classical Dependency Grammar theory. Concerning P@10, corresponding to the WT10G collection, semantic features again turn out to be superior to syntactic ones, with the best result being obtained by Classic + semantic. In the case of the GOV2 collection, the best result seems to be provided by Classic + semantic + syntactic, which results in the greatest number of features. The head role of the target does not appear as essential (for the WT10 collection, Classic + semantic + syntactic_head is superior to Classic + semantic + syntactic; for the GOV2 collection, however, Classic + semantic + syntactic is superior to Classic + semantic + syntactic_head).
Concerning P@30, corresponding to the WT10G collection, the best result seems to be achieved by Classic + semantic + syntactic, namely by the greatest number of involved features. In the case of the GOV2 collection, the best result is obtained by Classic + syntactic_head. This is the only experiment in which syntactic features alone lead spectral clustering to the best retrieval result, turning out to be superior to semantic ones, as well as to their combination.
Concerning the importance of the target's head role, results so far appear as inconclusive. While Classic + syntactic_head achieves the best result for GOV2, in the case of both test collections, for instance, the combination Classic + semantic + syntactic appears as superior to Classic + semantic + syntactic_head. Moreover, the differences between Classic + syntactic and Classic + syntactic_head are not statistically signi cant (paired T-test) in several cases (P@10 for WT10G and P@5 and P@30 for GOV2). Additionally, tests involving second-order dependencies, which are meant to enhance the head role of the target, also lead to inconclusive results. While in the case of the GOV2 collection, Classic + syntactic_head_2 seems to represent the best option overall, corresponding to the WT10G collection, these features generate inferior retrieval results, sometimes even compared to Classic (see Figure 1 and Figure 2 ).
To have a clear focus on the improvements, the results obtained for a xed alpha are displayed in Table 1,  for WT10G and in Table 2 , for GOV2, respectively. The alpha parameter is empirically set, for both collections, at 0.05, based on the performance evolution from Figure 1 Negative percentages indicate lower performance than the baseline. The best improvements across runs are displayed in bold. One can notice that, whenever improvements occur, the best improvement concerns the feature selection runs. The only exception is the P@5 of GOV2, where Classic obtains the highest performance. Even in that case, the best improvement corresponding to Classic has the same value as that of Classic + semantic, a feature selection run.
Conclusion and future study
The present paper answers the question of whether or not it should be attempted to "help" spectral clustering, by means of feature selection, when it performs sense discrimination for IR applications. The question is not a trivial one, considering that this powerful, state of the art clustering method is known as being able to make up for lack of external knowledge of various types, solving many problems on its own, including that of feature selection [16] . However, our insight into feature selection for spectral clustering -when implemented in Algorithm 1 -clearly shows the bene t of selecting features in the case of this task. So far, spectral clustering has been fed knowledge of semantic and/or syntactic type (Section 4). Although this advanced clustering method is known as performing its own feature weighting, corresponding test results acknowledge the utility and even the necessity of performing feature selection for spectral clustering -when used for sense discrimination in IR. This places the spectral clustering-based disambiguation process -performed for IR applications -at the border between unsupervised and knowledge-based techniques.
We consider improving the results obtained by Algorithm 1 as essential, due to its applicability in real life IR scenarios. We, therefore, intend to pursue this line of investigation and to extend it from various perspectives.
Let us once again note that the most rarely used type of WSD for dealing with ambiguous queries is the unsupervised one, although it has been proven to be bene cial at a large scale. The re-ranking method based on spectral clustering introduced in [3] probably represents the most recent important contribution concerning usage of unsupervised WSD in IR, while other, more recent, work in the eld [4, 5] continues to make use especially of knowledge-based WSD. Chifu et al. [3] prove that the type of WSD which is used in IR (unsupervised) is of the essence, as well as the involved clustering technique. We hereby further improve retrieval results by placing the spectral clusteringbased disambiguation process at the border between unsupervised and knowledge-based techniques (as a result of performing feature selection). However, a clear recommendation as to the most appropriate type of features to be used cannot yet be made. Several perspectives could thus be considered when carrying further this worthwhile type of approach.
Chifu et al. [3] create the disambiguation context for queries using the descriptive and the narrative parts of the involved TREC topics. The additional validation of their method in the presence of automatically generated context [3] increases its importance and reliability. However, the automatically generated context o ered by these authors [3] to spectral clustering is not an optimal one and it has not yet been optimized. We consider this a major direction for future study.
In the presence of the appropriate context, namely one speci cally created for an IR application (for instance, by using speci c query expansion methods), spectral clustering could either continue to perform its own feature weighting, as in [3] , or it could be aided by feature selection of various types.
Concerning syntactic features, speci cally dependency-based ones, we suggest considering the type of the involved dependencies as well, in order to create a more linguistically informed semantic space for WSD. Testing other collections, including TREC Robust, as well as testing other types of features is equally necessary. Concerning the latter, we suggest starting by considering N-gram features [26] , which are of a completely di erent nature. Speci cally, they are based on the intuition that the most frequently occurring words near the target can give a better indication of the sense which is activated.
As a result of conducting the described study, we believe that appropriate feature selection for spectral clustering, within an appropriately generated context, could further improve retrieval results, thus making the discussed method even more valuable in real life IR applications.
