This paper presents the proposal for an associative memory implemented in cellular automata for pattern recognition. Both in their learning phase and recovery, the proposed model is based on dilation and erosion operators from mathematical morphology. The model was applied to the iris plant, abalone and hepatitis databases taken from the repertoire of available databases for Machine Learning Center and Intelligent Systems at the University of California Irvine.
Introduction
The cellular automata (CA) are mathematical models where the behavior of each element of the system depends on local interaction with each other [3, 6] . Moreover, associative memories are mathematical models whose primary purpose is to recover full a pattern from input patterns. The operation of the associative memories is divided into two phases: the learning phase and recovery phase [2, 10] .
The aim of this paper is to propose an associative memory based on cellular automata, and show its application to numerical databases.
Associative Memories
An associative memory is a system that maps an input pattern x µ with an output pattern y µ . During the learning phase, the associative memory is constructed from a set of pairs of patterns known in advance, called fundamental set. Each pattern that defines the fundamental set is called fundamental pattern. The key set is represented as follows:
During the recovery phase, the associative memory operating with an input pattern is obtained and also the corresponding output pattern.
Mathematical Morphology
The following definitions and theorems correspond to the mathematical morphology [4, 5] .
It defines the reflected set of A denoted for A − , by:
The translation of A by x denoted by (A) x is defined as:
The dilation of A by B, denoted by A ⊕ B, is the Minkowski sum of A and B, that is:
The set B of the above definition is called structuring element.
The following applies:
The erosion of A by B, denoted by A B, is the Minkowski subtraction of A by B, that is:
Cellular Automata
Let I be a set of indices. Let A = {[a i , b i ]} i∈I countable family of closed intervals in R such that the following conditions:
1. 
Definition 4.4. Let L be a lattice, and r is a cell of L. A neighborhood of size n ∈ N for r, is the set v(r) = {{k 1 , k 2 , . . . , k n }|k j is a cell of L for each j}.
1. L is a regular lattice.
2. S is a finite set of states. If (L, S, N ,f ) is a cellular automaton and r ∈ L, then the configuration C t is related with f through:
automata. Cellular automaton composition of the CA Q and W in the time t = t k is defined as W * Q by the cellular automaton W * Q = (L, S, N, h) where h, f and g are related as follows:
x denote the number of cells in A with state x.
Proposed model
is a cellular automaton with initial configuration A, defined as follows:
• S = {0, 1}.
• N = {v x |x ∈ L} with v x = (B − ) x .
• The transition function f : N → S is given as follows:
Theorem 5.1. The CA D with initial configuration A is equivalent to dilating the set A by B in the first iteration.
Therefore, there y ∈ L such that y ∈ (B − ) x ∩ A, since we are dealing with binary images, this means that 1 corresponds as value of y such that
The CA of the previous theorem is called cellular dilatation (CAD),
, is an CA with initial configuration A defined as follows:
• N = {v x |x ∈ L} with v x = (B) x .
• The transition function f : N → S is:
The CA E with Initial configuration A is equivalent to erode the set A by B in the first iteration.
Proof. If x ∈ A B, then (B) x ⊆ A, by the theorem 3.6, because (B) x is the set B moved by x,(B) x has to have as many cells with values 1 as B, therefore [v x ] 1 = |B| therefore f (x) = 1. If x ∈ A B then (B) x , ⊆ A i.e. there is y ∈ (B) x ⊆ L such that ∈ A, this means that there is a cell (B) x with value 1 whose value is zero at v x , then [ 
|B|, this means that there is a cell in v x with value zero and on the other hand, this cell has the value 1 in B x , therefore, exists y ∈ (B) x such that y ∈ A therefore, (B) x A.
The CA E of the previous theorem is called cell erosion (CAE).
In what follows, consider the set A = {0, 1} and the fundamental set F S = {(x µ , y µ )|µ = 1, 2, . . . , p} with x µ ∈ A n and y µ ∈ A m .
The lattice L for the CA shall consist of the matrix of size 2m × 2n with the first index in (0, 0).
The set S = {0, 1} is the finite set of states.
Let I = {i ∈ Z|i = 2k for k = 0, 1, 2, . . . , n − 1} = {0, 2, 4, . . . , 2(n) − 2} and J = {j ∈ Z|j = 2k + 1 for
Consider the partition of L formed by the family of subsets
From the above fact it defines the set of neighborhoods
Definition 5.3. Consider the set A k . We define the projection function of the i-th component (1 ≤ i ≤ k) as P r i : A k → A as:
Theorem 5.4. If (y i , x j ) ∈ P r yx = {(y i , x j )|y i = P r i (y) and x j = P r j (x)},
Since (y i , x j ) ∈ P r yx , then y i = P r i (y) and x j = P r j (x), and as x ∈ A n and y ∈ A m , then y i , x j ∈ {0, 1}, then
3. if y i = 1 and
Model
Iris Plant (%) NB [8] 95.53 Bagging NB [8] 95.53 MLP [12] 95.99 SVM [12] 95.33 J48 [12] 95.33 Proposed Model ACA 99.33 Table 1 : Classification accuracy on the Iris Plant database
We define the set
Consider the CA Q = (L, S, N , f Q ) and W = (L, S, N , f W ) with N = IJ, and f Q : N → S, f W : N → S defined as follows:
We define the Associative CA (ACA) in its learning phase as
The recovery phase for the ACA makes use of the composition of erosions and dilations CA. The algorithm which defines the phase of recovery is shown in algorithm 1.
Experiments and Results
The proposed model was applied to the Iris Plant, Abalone and Hepatitis databases provided by the Center for Machine Learning and Intelligent Systems at the University of California Irvine [11] . The model was validated using the k-fold cross validation. For the recovery phase, an erosion followed by a dilation cell considering von Neumann neighborhood was applied. Tables 1, 2 and 3 show the result of the proposed model applied to the Iris Plant, Abalone and Hepatitis databases respectively compared to other models.
Algorithm 1 ACA in recovery phase
Input: Fundamental set F S = {(x µ , y µ )|µ = 1, 2, . . . , p}; structuring element B; integer value ne (number of erosions); integer value nd (number of dilations); pattern to recoveryx Output: Recovery patternỹ 1. Building the Learning ACA for F S.
2. Applying ne times the cell erosion E with the structuring element B to the initial configuration of learning ACA. This is, applied to the configuration of the ACA, E * E * · · · * E, ne times.
3. Applying nd times the cellular dilation with the structuring element D to configuration obtained in point 2. This is, applied to the configuration obtained in point 2, D * D * · · · * D, nd times.
4. For the input patternx will get the output patternỹ applying: Abalone (%) kNN [7] 60.82 MLP [7] 60.05 Adaboost/Bagging [7] 63 Cascading [7] 63.51 ANN-RBF [1] 46.21 Proposed Model ACA 66.38 Table 2 : Classification accuracy on the Abalone database Model Hepatitis (%) LogitBoostNB [8] 84.67 P pe [9] 84.4 AODE [8] 85.36 BoostFSNB [8] 84.81 LBR [8] 84.97 Proposed Model ACA 99.35 Table 3 : Classification accuracy on the Hepatitis database
Conclusions
There is an associative memory model based on cellular automata that we call Associative Cellular Automata (ACA). This model was applied to the Iris Plan, Abalone and Hepatitis Databases obtained from the Database Directory of the University of California Irvine. The ACA model was validated using the k-fold cross validation, and the results were compared with those obtained by other models. The ACA model gave better performance results than those models with which it was compared.
