ABSTRACT -Due to the emerging multimedia technology, multimedia files such as text, image, audio and video files are widely used. These multimedia files take hundreds time more space as compared to early day's media files. Thus, demand for efficient compression algorithm is in great needs. Currently, a lot of general purpose multi-core processor machines and systems are widely available. However, many compression algorithms have not been taking advantage of being optimized for these processors. This paper explores the multithreaded compression algorithm to take advantages offered by multi-core processor.
I. Introduction
Compression or zip algorithms have become more and more important due to the widely use of multimedia technology. Multimedia files such as text, image, audio, and video demand much more storage space due to the growing of the multimedia files' size, which may easily require hundreds times more space as compared to early day's media files. Thus, a compression program is essential to make the file size smaller and directly reduce the consumption of expensive resources, such as hard disk space or transmission bandwidth. However, the performance of compression program can be further improved by incorporating multithreaded programming which takes advantage of the new multi-core processor architecture.
Today, a lot of general purpose desktop computer has been equipped with multi-cores processor [2] such as the Intel's Core Processor family and the AMD Athlon X2 DualCore processors. With multi-core technology, tremendous processing speed is offered but it does not really improve the data compression algorithm performance if the compression program is based on sequential programming design. Undeniably, many current compression programs have not been optimized for this technology and it is a waste of processor throughput if there was only one thread being created to manage all incoming tasks on its own. Multithreading programming model is a new turning point to exploit the high throughput of the new multi-core processor architecture. Therefore, a compression program that can take full advantage of multithreaded computing should be designed to further optimize the overall processing performance.
This paper studies and enhances the Lempel-Ziv-Welch (LZW) algorithm via multithreading programming especially on the performance gained through different number of threads. On our Dual Quad-Core Xeon processor system, the preliminary result shows 87% performance improvement while 8 compression threads are executed simultaneously. Various sizes of datasets were used and the average time of 10 compression and decompression processes are used for result comparison.
The rest of this paper is organized as follow. Section 2 summarizes related works by other researchers. Section 3 provides an overview of LZW algorithm. Section 4 describes the MultiThreaded LZW (MTLZW) compression and decompression implementation. Section 5 discusses result analysis and comparison. Section 6 concludes the works of this paper. Section 7 suggests possible future works.
II. Related Works
A number of previous works on parallel data compression are presented in [4, 5, 6, 7] . In these research works, multiprocessors platform is assumed for implementing the parallel version of data compression algorithm. In [4] and [6] , the authors parallelized the string parsing process together with static dictionary which come with prefix property. In [4] , the k-optimal parsing was proposed as compared to the initial optimal parsing which is presented in [6] . The parallel version of LZSS and LZW coding are proposed and presented in [5] . The VLSI with systolic arrays has been used in [7] to implement the parallel algorithm by using textual substitution technique for both static and dynamic dictionary scheme. However, these algorithms are focused on multi processor platform instead of multithreading technique as proposed in this paper.
III. Lempel-Ziv-Welch Algorithm
Compression algorithm can be divided into two major schemes namely lossless and lossy [3] . With lossless compression scheme, original data can be reconstructed from each compression-decompression cycle. This compression scheme is widely used in text based compression application. As compared to lossless compression algorithm, lossy compression scheme allows loss of insignificant data during compress-decompression cycle where the original data can never be reconstructed again. Owning to that, lossy compression scheme has never been suitable for text based application but often used in sound, image or video compression.
LZW is a universal lossless data compression algorithm created by Abraham Lempel, Jacob Ziv and Terry Welch [1] . It is the most commonly used and the simplest type of compression and decompression algorithm. The algorithm generally fast in both compressing and decompressing of data and provides a good compression ratio. It has the ability to compress the original text size to about half on large English texts.
LZW is referred to as a dictionary-based encoding algorithm. The algorithm builds a data dictionary (translation  table or string table) of data occurring in an uncompressed data stream [1] . Patterns of data or substring are identified in the data stream and are matched to entries in the dictionary. If the substring is not present in the dictionary, a code phrase is created based on the data content of the substring, and it is stored in the dictionary. The phrase is then written to the compressed output stream. When a reoccurrence of a substring is identified in the data, the phrase of the substring already stored in the dictionary is written to the output. Decoding of LZW data is the reverse of the encoding process. The decompressor reads a code from the encoded data stream and adds the code to the data dictionary if it is not already there. The code is then translated into the string it represents and is written to the uncompressed output stream.
By using LZW, it is not necessary to preserve the dictionary formed during compression and the dictionary does not have to be transmitted with the compressed text. This is because the decompressor will build its own dictionary the same way as the compressor does. Hence, only the encoded data streams need to be sent. Since the data dictionary does not need to be transmitted together with the compressed text, hence this will save quite a lot of space when storing the LZW-encoded data.
IV. The Proposed Solution
The LZW algorithm has been selected for this research work to be further enhanced for multithreaded implementation which it will be called the Multithreaded LZQ (MTLZW). A multithreading programming (in this case, Microsoft's C#) has been used for the implementation of MTLZW. The proposed solution can be divided into two parts, which are compression and decompression.
A. Compression
In this phase, the input file is to be compressed into a smaller file. There are seven stages involved in the process of compression as shown in the Fig.1 
1) Stage 1:
The specified file to be compressed is set to be the input file.
2) Stage 2:
The input file will be divided into smaller portions according to the number of threads that specified by the user. For example, let S be the size of the input file and N be the number of threads required. Hence, the size of each portion will be = . If the size obtained is in fraction form, then it will be rounded to the nearest integer. The content of each portion will then be read and stored.
3) Stage 3: Threads will be created based on the total number of threads defined.
4) Stage 4:
Each thread will create its corresponding output file so that the encoded data can be written into it during compression process.
5) Stage
5: Each thread will obtain the content of one portion of the input file that has been stored in previous stage according to their thread ID.
6) Stage 6:
Compression is carried out by using the LZW compression algorithm. Each thread will be executed by the processor independently and concurrently. Several independent compressed files (output files) will be created at the end of this stage.
7) Stage 7:
The size of each small independent compressed file will be stored so that it can be used to differentiate between each portion during decompression. Once this is done, all the small independent compressed files will be combined and merged into a single final compressed file.
B. Decompression
In this phase, the input file is to be decompressed into its original form. There are seven stages in the process of decompression as shown in the Fig.2 Fig. 2 Steps in the process of decompression
1) Stage 1:
The specified compressed file is set to be the input file.
2) Stage 2:
The compression algorithm will detect the total number of threads used to compress the input file by referring to the number of size values that was stored in the beginning of the input file. The number of portions is corresponding to the number of threads used. The input file will then be divided into the corresponding number of portions according to the size value of each portion and the content of each portion will then be read from the input file and stored.
3) Stage 3: By using multithreading programming technique, threads are created based on the total number of threads defined.
4) Stage 4:
Each thread will now create its own output file so that the decoded data can be written into during decompression.
5) Stage 5:
Each thread will get the content of one portion of the input file that has been stored previously according to their thread ID.
6) Stage 6:
Decompression is carried out by using LZW decompression algorithm. Each thread will be executed by the processor independently and concurrently. Similar to the compression process, several small independent decompressed files (output files) will be created.
7) Stage 7:
All the small independent decompressed files will then be combined and merged by using file appending technique into a single final decompressed file.
V. Result Analysis
In this research work, several experiments have been conducted for evaluating the performance of the proposed MTLZW which include testing with different number of threads with various dataset sizes. The efficiency in file compression and decompression is measured in time in the unit of seconds. The machine used for the experiments has the following properties.
Processor
Intel (R) Xeon (R) CPU E5450
Number of cores 8
Processor Speed 3.00 Ghz
Memory

GB of RAM
Hard Disk Speed 5400 rpm
Operating System Microsoft Windows Server 2003 Enterprise Edition Service Pack 2
The size of dataset ranges from 10MB to 100MB are used in order to evaluate the performance of MTLZW under different file sizes. The results obtained from the experiments are shown in Fig. 3 .
A. Performance Comparison on File Compression
From Fig. 3 , we can see that the compression time of the MTLZW drops by almost 50% as compared to the singlethreaded compression when 2 threads were used by MTLZW. When 4 threads are used for MTLZW, the compression time decreases significantly to around 74%. Notice that when MTLZW used 8 threads during file compression, the compression time became even lower where it drops to almost 86% as compared to the single-threaded compression time. Therefore, further increases in the number of threads used by MTLZW would result in lower compression time.
As shown in Fig 3, the compression time decreases with an increase in the number of threads used. Hence, this proves that the efficiency and performance of file compression can be increased by using multithreaded compression program.
Noted that the compression time decreased drastically when less than 9 threads are used by MTLZW. For any increment in number of threads exceeding 9, only a small percentage of improvement in compression time will be observed. So, it can be concluded that the optimum number of threads to be used in this computer platform is 8. Therefore, to achieve high performance with least resources in this computer platform (8 cores), 8 threads should be used when compressing files with size ranging from 10MB to 100MB.
B. Performance Comparison on File Decompression
In Fig. 4 , the decompression time drops significantly to almost 48% as compared to the single-threaded decompression time when 2 threads were used by MTLZW. The decompression time drops further to 74% when MTLZW used 4 threads during file decompression. There is a huge improvement in performance when 8 threads are used by MTLZW as the decompression time decreased to almost 87% as compared to the single-threaded decompression time.
As shown in Fig 4, the decompression time decreases with an increase in the number of threads used. Hence, this has proved that the efficiency and performance of file decompression can be increased by using multithreaded compression program. decompression time will be observed. Hence, it can be concluded that the optimum number of threads to be used in this computer platform is 8.
Therefore, to achieve high performance with least resources in this computer platform (8 cores), 8 threads should be used when decompressing files with size ranging from 10MB to 100MB.
C. Data Compression Ratio Comparison
Data compression ratio is a measurement used to quantify the compression algorithm performance against the original dataset size. The data compression formula used in this paper is shown as below: In Fig. 5 , the average compression ratio has a slightly drop with the increasing number of threads used in the compression process. This scenario can be explained as independent data dictionary is built in every individual thread during the compression process. With multiple independent data dictionaries, the efficiency of data dictionary drops whereby the same code phrase could be repeated in every data dictionary. This also explains that MTLZW can achieve better compression ratio if less thread was used during the compression process.
However, the percentage of the performance drop is not significant. There is only 6.58% average compression ratio drop if compared to one thread with 50 threads used during compression process.
VI. Conclusion
During text file compression and decompression, both compression and decompression time decreases with an increase in the number of threads used. By having lower compression and decompression time with multiple threads, a multithreaded compression program helps to improve the performance of file compression and decompression. Therefore, this research work succeeds in proposing the performance of text compression can be improved and optimized by adopting multithreading programming technique. Besides, higher performance can be achieved easily by using multi-core processors in the computer platform.
VII. Future Works
Several improvements and enhancements that could be made to the existing implementation of MTLZW to suit for a wider scope of requirement are stated as below:
(a) More detail investigation in term of compression time, decompression time and compression ratio performance based on shared data dictionary instead of individual data dictionary for every thread.
(b) The multithreading programming technique can be further applied to other compression algorithms which support file such as image files, executable files, video files, document files and others 
