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NEW LOWER BOUNDS FOR MATRIX MULTIPLICATION AND det3
AUSTIN CONNER, ALICIA HARPER, AND J. M. LANDSBERG
Abstract. Let M⟨u,v,w⟩ ∈ C
uv⊗Cvw⊗Cwu denote the matrix multiplication tensor (and write
M⟨n⟩ =M⟨n,n,n⟩) and let det3 ∈ (C
9)⊗3 denote the determinant polynomial considered as a tensor.
For a tensor T , let R(T ) denote its border rank. We (i) give the first hand-checkable algebraic
proof that R(M⟨2⟩) = 7, (ii) prove R(M⟨223⟩) = 10, and R(M⟨233⟩) = 14, where previously the
only nontrivial matrix multiplication tensor whose border rank had been determined was M⟨2⟩,
(iii) prove R(M⟨3⟩) ≥ 17, (iv) prove R(det3) = 17, improving the previous lower bound of 12,
(v) prove R(M⟨2nn⟩) ≥ n
2+1.32n for all n ≥ 25 (previously only R(M⟨2nn⟩) ≥ n
2+1 was known)
as well as lower bounds for 4 ≤ n ≤ 25, and (vi) prove R(M⟨3nn⟩) ≥ n
2 + 2n for all n ≥ 21, where
previously only R(M⟨3nn⟩) ≥ n
2 + 2 was known, as well as lower bounds for 4 ≤ n ≤ 21,.
Our results utilize a new technique, called border apolarity developed by Buczyn´ska and
Buczyn´ski in the general context of toric varieties. We apply this technique to tensors with
symmetry to obtain an algorithm that, given a tensor T with a large symmetry group and an
integer r, in a finite number of steps, either outputs that there is no border rank r decomposition
for T or produces a list of all potential border rank r decompositions in a natural normal
form. The algorithm is based on algebraic geometry and representation theory. The two key
ingredients are: (i) the use of a multi-graded ideal associated to a border rank r decomposition of
any tensor, and (ii) the exploitation of the large symmetry group of T to restrict to BT -invariant
ideals, where BT is a maximal solvable subgroup of the symmetry group of T .
1. Introduction
Over fifty years ago Strassen [30] discovered that the usual row-column method for multiplying
n×n matrices, which uses O(n3) arithmetic operations, is not optimal by exhibiting an explicit
algorithm to multiply matrices using O(n2.81) arithmetic operations. Ever since then substantial
efforts have been made to determine just how efficiently matrices may be multiplied. See any
of [10, 6, 19] for an overview. Matrix multiplication of n × l matrices with l ×m matrices is a
bilinear map, i.e., a tensorM⟨l,m,n⟩ ∈ Clm⊗Cmn⊗Cnl, and since 1980 [4], the primary complexity
measure of the matrix multiplication tensor has been its border rank which is defined as follows:
A tensor T ∈ Ca⊗Cb⊗Cc =∶ A⊗B⊗C has rank one if T = a⊗b⊗c for some a ∈ A, b ∈ B, c ∈ C, and
the rank of T , denoted R(T ), is the smallest r such that T may be written as a sum of r rank
one tensors. The border rank of T , denoted R(T ), is the smallest r such that T may be written
as a limit of a sum of r rank one tensors. In geometric language, the border rank is smallest r
such that [T ] ∈ σr(Seg(PA × PB × PC)). Here σr(Seg(PA × PB × PC)) denotes the r-th secant
variety of the Segre variety of rank one tensors.
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Despite the vast literature on matrix multiplication, previous to this paper, the precise border
rank of M⟨l,m,n⟩ was known in exactly one nontrivial case, namely M⟨2⟩ = M⟨222⟩ [18]. We
determine the border rank in two new cases, M⟨223⟩ and M⟨233⟩. We prove new border rank
lower bounds for M⟨3⟩ and two infinite series of new cases, M⟨2nn⟩ and M⟨3nn⟩. See §1.1 below
for precise statements.
The primary technique for proving lower bounds previous to this work was using equations
called Koszul flattenings [22, 24] of which Strassen’s equations [29] is a special case. That is,
these equations are polynomials that vanish on all tensors of border rank less than a given r,
and to prove a tensor T has border rank greater than r, one proves they do not vanish on T .
Koszul flattenings, even combined with the border substitution method [7, 21, 23] have been
shown to be near the limit of their utility for proving further border rank lower bounds [13, 15].
Our advances use a new technique introduced in [9] in the larger context of the study of secant
varieties of toric varieties, called border apolarity. In a nutshell, border apolarity combines the
classical apolarity method for Waring rank with the border substitution method.
This is the first in a planned series of papers applying border apolarity to tensors with symmetry.
The technique is potentially useful for both upper and lower bounds. It is also potentially not
subject to the known barriers to proving lower bounds [13, 15] (see [20, §2.2] for an overview),
nor the known barriers to upper bounds [3, 2, 1, 11]. A border rank r decomposition of a tensor
T is usually defined in terms of a curve of tensors of rank r limiting to T . The technique replaces
this with more information: a curve of Z3-graded ideals of smooth zero dimensional schemes
of length r that limits to an ideal with T in its zero set. The method then places numerous
restrictions on ideals for them to arise from a border rank decomposition.
For readers in computer science, we remark that despite the language used to derive the algo-
rithm, the border rank tests we derive from it for the matrix multiplication tensor are elementary
and easy to implement. Moreover, for any tensor with continuous symmetry one may obtain
similar tests using only the rudiments of representation theory, namely the definition of weight
vectors.
1.1. Results.
Theorem 1.1. R(M⟨3⟩) ≥ 17.
The previous lower bounds were 16 [21] in 2018, 15 [24] in 2015, and 14 [29] in 1983.
Let det3 ∈ C9⊗C9⊗C9 denote the 3 × 3 determinant polynomial considered as a tensor.
Theorem 1.2. R(det3) = 17.
The upper bound was proved in [12]. In [8] a lower bound of 15 for the Waring rank of det3 was
proven. The previous border rank lower bound was 12 as discussed in [14], which follows from
the Koszul flattening equations [24]. Theorem 1.2 has potential consequences for upper bounds
on the exponent of matrix multiplication, see [12] for a discussion.
We give the first hand-checkable algebraic proof that R(M⟨2⟩) = 7. We actually give three such
proofs. The first is the most elementary and only requires the computation of the ranks of two
sparse size 40 × 24 integer valued matrices. The computations for the other two are even easier,
while the proofs use some elementary representation theory. The previous algebraic proof [17]
required the evaluation of a degree 20 polynomial in 64 variables, which could only be done with
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the help of a computer. The original differential-geometric proof [18] relied on a complicated
case by case analysis of osculating spaces.
Previous to this paper M⟨2⟩ was the only nontrivial matrix multiplication tensor whose border
rank had been determined, despite 50 years of work on the subject. We add two more cases to
this list:
Theorem 1.3. R(M⟨223⟩) = 10.
The upper bound dates all the way back to Bini et. al. in 1980 [5]. Koszul flattenings [24] give
R(M⟨22n⟩) ≥ 3n. Smirnov [28] showed that R(M⟨22n⟩) ≤ 3n+1 for n ≤ 7, and we expect equality
to hold for all n.
Theorem 1.4.
(1) R(M⟨233⟩) = 14.
(2) We have the following border rank lower bounds:
n R(M⟨2nn⟩) ≥ n R(M⟨2nn⟩) ≥ n R(M⟨2nn⟩) ≥
4 22 = 42 + 6 11 136 = 112 + 15 18 348 = 182 + 24
5 32 = 52 + 7 12 161 = 122 + 17 19 387 = 192 + 26
6 44 = 62 + 8 13 187 = 132 + 18 20 427 = 202 + 27
7 58 = 72 + 9 14 216 = 142 + 20 21 470 = 212 + 29
8 75 = 82 + 11 15 246 = 152 + 21 22 514 = 222 + 30
9 93 = 92 + 12 16 278 = 162 + 22 23 561 = 232 + 32
10 114 = 102 + 14 17 312 = 172 + 23 24 609 = 242 + 33.
(3) For 0 < ǫ < 1
4
, and n > 6
ǫ
3
√
6+6−ǫ
6
√
6−ǫ , R(M⟨2nn⟩) ≥ n2 + (3√6 − 6 − ǫ)n + 1. In particular,
R(M⟨2nn⟩) ≥ n2 + 1.32n + 1 when n ≥ 25.
Previously it was only known that R(M⟨2nn⟩) ≥ n2 + 1 by [25, Rem. p175].
The upper bound in (1) is due to Smirnov [28], where he also proved R(M⟨244⟩) ≤ 24, and
R(M⟨255⟩) ≤ 38. When n is even, one has the upper bound R(M⟨2nn⟩) ≤ 74n2 by writing
M⟨2nn⟩ = M⟨222⟩ ⊠M⟨1n
2
n
2
⟩, where ⊠ denotes Kronecker product of tensors, see, e.g., [12]. For
general n, we only know the trivial upper bound of 2n2.
Theorem 1.5.
(1) For 4 ≤ n ≤ 13, R(M⟨3nn⟩) ≥ n2 + 2n − 1.
(2) For 14 ≤ n ≤ 20, R(M⟨3nn⟩) ≥ n2 + 2n.
(3) For all n ≥ 21, R(M⟨3nn⟩) ≥ n2 + 2n + 1.
(4) For 0 < ǫ < 1
2
and n > 64
3ǫ
16
√
78−96−21ǫ
32
√
78−21ǫ , R(M⟨3nn⟩) ≥ n2 + (16
√
78
21
− 32
7
− ǫ)n + 1.
Remark 1.6. We have slightly sharper results for 4 ≤ n ≤ 20, see
https://www.math.tamu.edu/∼jml/bapolaritycode.html.
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Previously it was only known that when n ≥ 4, R(M⟨3nn⟩) ≥ n2 + 2 by [25, Rem. p175] (see §9).
Using [25, Rem. p175], one obtains
Corollary 1.7. For all n ≥ 21, R(M⟨mnn⟩) ≥ n2 + 2n +m − 2.
Remark 1.8. Koszul flattenings [24] fail to give border rank lower bounds for tensors in A⊗B⊗C
when the dimension of one of A,B,C is much larger than that of the other two. Theorems 1.4
and 1.5 show that the border apolarity method does not share this defect.
1.2. Overview. In §2 we review terminology regarding border rank decompositions of tensors
and Borel fixed subspaces. We then describe a curve of multi-graded ideals one may associate
to a border rank decomposition. For readers not familiar with representation theory, we also
review Borel fixed (highest weight) subspaces. In §3 we describe the border apolarity algorithm
and accompanying tests. In §4 we review the matrix multiplication tensor. In §5 we give
our first hand-checkable proof that R(M⟨2⟩) = 7. In §6 we describe the computation to prove
Theorems 1.1 and 1.2, which are computer calculations, the code for which is available at
https://www.math.tamu.edu/∼jml/bapolaritycode.html. In §7 we discuss representation theory
relevant for applying the border apolarity algorithm to matrix multiplication, and use it to get
a shorter proof that R(M⟨2⟩) = 7 and proofs of Theorems 1.3 and 1.4(1). In §8 we present the
proofs of Theorems 1.4(3) and 1.5. In §9, for the convenience of the reader, we give a proof of
Lickteig’s result that R(M⟨l,m,n⟩) ≥ R(M⟨l−1,m,n⟩) + 1 for all l,m,n which is used in the proof
of Corollary 1.7.
Acknowledgements. This project began when the third author visited Institute of Mathe-
matics of Polish Academy of Sciences (IMPAN), which he thanks for their hospitality, excellent
environment for research, and support. We are deeply indebted to Buczyn´ska and Buczyn´ski
for sharing their preprint with us and discussions. We thank Mateusz Micha lek for insight in
settling Lemma 8.5.
2. Preliminaries
2.1. Definitions/Notation. Throughout, A,B,C,U,V,W will denote complex vector spaces
respectively of dimensions a,b,c,u,v,w. The dual space to A is denoted A∗. The identity map
is denoted IdA ∈ A⊗A∗. For X ⊂ A, X⊥ ∶= {α ∈ A∗ ∣ α(x) = 0∀x ∈ X} is its annihilator, and⟨X⟩ ⊂ A denotes the span of X. Projective space is PA = (A/{0})/C∗, and the Grassmannian
of r planes through the origin is denoted G(r,A), which we will view in its Plu¨cker embedding
G(r,A) ⊂ PΛrA. The general linear group of invertible linear maps A → A is denoted GL(A)
and the special linear group of determinant one linear maps is denoted SL(A).
For a set Z ⊂ PA, Z ⊂ PA denotes its Zariski closure, Ẑ ⊂ A denotes the cone over Z union the
origin, I(Z) = I(Ẑ) ⊂ Sym(A∗) denotes the ideal of Z, and C[Ẑ] = Sym(A∗)/I(Z), denotes the
coordinate ring of Ẑ. Both I(Z), C[Ẑ] are Z-graded by degree.
One can define a Z3-grading on the ideals of subsets of PA×PB×PC. Here is an elementary way
to define the grading, following notes of Buczyn´ski (personal communication): Write Irrel ∶={0 ⊕ B ⊕ C} ∪ {A ⊕ 0 ⊕ C} ∪ {A ⊕ B ⊕ 0} ⊂ A ⊕ B ⊕ C and observe that PA × PB × PC =(A ⊕ B ⊕ C/Irrel)/(C∗)×3. Thus the closure of the pullback of any subset Z ⊂ PA × PB × PC
under the quotient map q ∶ (A ⊕B ⊕C)/Irrel → PA × PB × PC is invariant under the action of(C∗)×3 and I(Z) = I(q−1(Z)) ⊂ Sym(A⊕B ⊕C)∗ is naturally Z3-graded.
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Given T ∈ A⊗B⊗C, we may consider it as a linear map C∗ → A⊗B, and we let T (C∗) ⊂ A⊗B
denote its image, and similarly for permuted statements.
2.2. Border rank decompositions as curves in Grassmanians. A border rank r decom-
position of a tensor T is normally viewed as a curve T (t) = ∑rj=1 Tj(t) where each Tj(t) is rank
one for all t ≠ 0, and limt→0 T (t) = T . It will be useful to change perspective, viewing a border
rank r decomposition of a tensor T ∈ A⊗B⊗C as a curve Et ⊂ G(r,A⊗B⊗C) satisfying
(1) for all t ≠ 0, Et is spanned by r rank one tensors, and
(2) T ∈ E0.
For example the border rank decomposition
a1⊗b1⊗c2 + a1⊗b2⊗c1 + a2⊗b1⊗c1 = lim
t→0
1
t
[(a1 + ta2)⊗(b1 + tb2)⊗(c1 + tc2) − a1⊗b1⊗c1]
may be rephrased as the curve
Et = [(a1⊗b1⊗c1) ∧ (a1 + ta2)⊗(b1 + tb2)⊗(c1 + tc2)] ⊂ G(2,A⊗B⊗C).
Here
E0 = [(a1⊗b1⊗c1) ∧ (a1⊗b1⊗c2 + a1⊗b2⊗c1 + a2⊗b1⊗c1)].
2.3. Multi-graded ideal associated to a border rank decomposition. Given a border
rank r decomposition T = limt→0∑rj=1 Tj(t), we have additional information: Let
It ⊂ Sym(A∗)⊗Sym(B∗)⊗Sym(C∗)
denote the Z3-graded ideal of the set of r points [T1(t)]⊔⋯⊔[Tr(t)], where Iijk,t ⊂ SiA∗⊗SjB∗⊗SkC∗.
If the r points are in general position, then codim(Iijk,t) = r as long as r ≤ dimSiA∗⊗SjB∗⊗SkC∗
(in our situation r will be sufficiently small so that this will hold if at least two of i, j, k are
nonzero, see e.g., [16, 15, 31]). For all (ijk) with i + j + k > 1, we may choose the curves such
that codim(Iijk) = r by [9, Thm. 1.2].
Thus, in addition to E0 = I⊥111,0 defined in §2.2, we obtain a limiting ideal I, where we define
Iijk ∶= limt→0 Iijk,t and the limit is taken in the Grassmannian G(dim(SiA∗⊗SjB∗⊗SkC∗) −
r,SiA∗⊗SjB∗⊗SkC∗). We remark that there are subtleties here: the limiting ideal may not be
saturated. In particular, the ideal of the limiting scheme in the Hilbert scheme may not agree
with this limiting ideal. See [9] for a discussion.
Thus we may assume a multi-graded ideal I coming from a border rank r decomposition of a
concise tensor T satisfies the following conditions:
(i) I is contained in the annihilator of T . This condition says I110 ⊂ T (C∗)⊥, I101 ⊂ T (B∗)⊥,
I011 ⊂ T (A∗)⊥ and I111 ⊂ T ⊥ ⊂ A∗⊗B∗⊗C∗.
(ii) For all (ijk) with i + j + k > 1, codimIijk = r.
(iii) I is an ideal, so the multiplication maps
(1) Ii−1,j,k⊗A∗ ⊕ Ii,j−1,k⊗B∗ ⊕ Ii,j,k−1⊗C∗ → SiA∗⊗SjB∗⊗SkC∗
have image contained in Iijk.
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One may prove border rank lower bounds for T by showing that for a given r, no such I exists.
For arbitrary tensors, we do not see any way to prove this, but for tensors with a nontrivial
symmetry group, we have a vast simplification of the problem as described in the next subsection.
2.4. Lie’s theorem and consequences. Lie’s theorem may be stated as: Let H be a solvable
group, let W be an H-module, and let [w] ∈ PW . Then the orbit closure H ⋅ [w] contains an
H-fixed point.
Assume GT is reductive (or contains a nontrivial reductive subgroup). Let BT ⊂ GT be a
maximal solvable subgroup, called a Borel subgroup. By Lie’s theorem and the Normal Form
Lemma of [21], in order to prove R(T ) > r, it is sufficient to disprove the existence of a border
rank decomposition where E0 is a BT -fixed point of PΛ
r(A⊗B⊗C).
By the same reasoning, as observed in [9], we may assume Iijk is BT -fixed for all i, j, k. When
GT is large, this can reduce the problem to a finite, or nearly finite search.
Thus we may assume a multi-graded ideal I coming from a border rank r decomposition of T
satisfies the additional condition:
(iv) Each Iijk is BT -fixed.
As we explain in the next subsection, Borel fixed spaces are easy to list.
2.5. Borel fixed subspaces. For the reader’s convenience, we review standard facts about
Borel fixed subspaces. In this paper only general and special linear groups and products of
such appear. A Borel subgroup of GLm is just the group of invertible matrices that are zero
below the diagonal, and in products of general linear groups, the product of Borel subgroups
is a Borel subgroup. Let Cm have basis e1,⋯, em, with dual basis e
1,⋯, em. Assign ej weight(0,⋯,0,1,0,⋯, 0), where the 1 is in the j-th slot and ej weight (0,⋯,0,−1,0,⋯,0). For vectors
in (Cm)⊗d, wt(e⊗a11 ⊗⋯⊗e⊗amm ) = (a1,⋯, am) and the weight is unchanged under permutations
of the d = a1 + ⋯ + am factors. Partially order the weights so that (i1,⋯, im) ≥ (j1,⋯, jm) if
∑sα=1 iα ≥ ∑
s
α=1 jα for all s. The action of the Borel on a monomial µ sends it to a sum of
monomials whose weights are higher than that of µ in the partial order plus a monomial that is
a scalar multiple of µ. Each irreducible GLm module appearing in the tensor algebra of C
m has
a unique highest weight which is given by a partition π = (p1,⋯, pm) and the module is denoted
SπC
m. Write d = ∣π∣ = ∑pi. See any of, e.g., [19, §8.7], [27, §9.1], or [26, I.A] for details. Let
T ⊂ GLm denote the maximal torus of diagonal matrices. A vector (or line) w is a weight vector
(line) if the line [w] is fixed by the action of T.
We will use SLm weights, which we write as c1ω1 + ⋯+ cm−1ωm−1, where the ωj are the funda-
mental weights. Here wt(e1) = ω1, wt(em) = −ωm−1, for 2 ≤ s ≤m− 1, wt(es) = ωs −ωs−1 and for
all j, wt(ej) = −wt(ej). See the above references for explanations.
After fixing a (weight) basis of Cm, an irreducible G-submodule M of (Cm)⊗d has a basis of
weight vectors, which is unique up to scale if M is multiplicity free, i.e., there is at most one
weight line of any given weight. In this case the B-fixed subspaces of dimension k, considered
as elements of the Grassmannian G(k,M), are just wedge products of choices of k-element
subsets of the weight vectors of M such that no other element of G(k,M), considered as a line
in ΛkM , has higher weight in the partial order. In the case a weight occurs with multiplicity
in M , one has to introduce parameters in describing the subspaces. In the case of direct sums
of irreducible modules M1 ⊕M2, a subspace is B-fixed if it is spanned by weight vectors and,
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setting all the M2-vectors in a basis of the subspace zero, what remains is a B-fixed subspace of
M1 and similarly with the roles of M1,M2 reversed.
In discussing weights, it is convenient to work with Lie algebras. Let b denote the Lie algebra
of B and let u ⊂ b be the space of upper triangular matrices with zero on the diagonal. We refer
to elements of u as raising operators. A vector (or line) is a highest weight vector (line) if it is a
weight vector (line) annihilated by the action of u. A subspace of M of dimension k is B-fixed
if and only if, considered as a line in ΛkM , it is a highest weight line.
x21 ⊗ y
2
1
x21 ⊗ y
2
2
x11 ⊗ y
2
1
x11 ⊗ y
2
2
x21 ⊗ y
1
1 − x
2
2 ⊗ y
2
1
x21 ⊗ y
1
2 − x
2
2 ⊗ y
2
2
x11 ⊗ y
1
1 − x
1
2 ⊗ y
2
1
x11 ⊗ y
1
2 − x
1
2 ⊗ y
2
2
x22 ⊗ y
1
1
x22 ⊗ y
1
2
x12 ⊗ y
1
1
x12 ⊗ y
1
2
Figure 1. weight diagram for U∗⊗sl(V )⊗W when U = V =W = C2
Example 2.1. When U,V,W each have dimension 2, Figure 1 gives the weight diagram for
U∗⊗sl(V )⊗W . Here, in each factor u is spanned by the matrix (0 1
0 0
) and the labels on
the edges indicate which of the three raising operators acts to raise a weight (raising goes
from bottom to top). There is a unique B-fixed (highest weight) line, spanned by x21⊗y
2
1,
(here xij = u
i
⊗vj , y
i
j = v
i
⊗wj , and z
i
j = w
i
⊗uj) three highest weight 2-planes, ⟨x21⊗y21, x11⊗y21⟩,⟨x21⊗y21 , x21⊗y22⟩, and ⟨x21⊗y21, x21⊗y11−x22⊗y21⟩, four highest weight 3-planes, ⟨x21⊗y21, x11⊗y21, x21⊗y11−
x22⊗y
2
1⟩, ⟨x21⊗y21 , x21⊗y11−x22⊗y21 , x21⊗y22⟩, ⟨x21⊗y21, x11⊗y21, x21⊗y22⟩, and ⟨x21⊗y21, x21⊗y11−x22⊗y21, x22⊗y11⟩,
etc..
Example 2.2. Let dimU = 3. Figure 2 gives the weight diagram for U⊗U = S2U ⊕Λ2U . There
are two B-fixed lines ⟨(u1)2⟩ and ⟨u1 ∧ u2⟩, there is a 1-(projective) parameter [s, t] ∈ P1 space
of B-fixed 2-planes, ⟨(u1)2, su1u2 + tu1 ∧ u2⟩ plus an isolated one ⟨u1 ∧ u2, u1 ∧ u3⟩ etc..
3. The algorithm
Input: An integer r and a concise tensor T ∈ A⊗B⊗C with symmetry group GT that contains
a reductive group (which by abuse of notation we denote GT ).
Output: Either a proof that R(T ) > r or a list of all Borel-fixed ideals that could potentially
arise in a border rank r decomposition of T .
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u21
u1u2
u1u3
u22
u2u3
u23
u1 ∧ u2
u1 ∧ u3
u2 ∧ u3
2ω1
ω2
ω1 − ω2
−2ω1 + 2ω2
−ω1
−2ω2
Figure 2. weight diagram for U⊗U when U = C3. There are 6 distinct weights
appearing, indicated on the right
The following steps build an ideal I in each multi-degree. We initially have I100 = I010 = I001 = 0
(by conciseness), so the first spaces to build are in total degree two.
(i) For each BT -fixed weight subspace F110 of codimension r−c in T (C∗)⊥ (and codimension
r in A∗⊗B∗) compute the ranks of the maps
F110⊗A
∗
→ S2A∗⊗B∗, and(2)
F110⊗B
∗
→ A∗⊗S2B∗.(3)
If both have images of codimension at least r, then F110 is a candidate I110. Call these
maps the (210) and (120) maps and the rank conditions the (210) and (120) tests.
(ii) Perform the analogous tests for potential I101 ⊂ T (B∗)⊥ and I011 ⊂ T (A∗)⊥ to obtain
spaces F101, F011.
(iii) For each triple F110, F101, F011 passing the above tests, compute the rank of the map
(4) F110⊗C
∗
⊕ F101⊗B
∗
⊕F011⊗A
∗
→ A∗⊗B∗⊗C∗.
If the codimension of the image is at least r, then one has a candidate triple. Call this
map the (111)-map and the rank condition the (111)-test. A space F111 is a candidate
for I111 if it is of codimension r, contains the image of (4) and it is contained in T
⊥.
(iv) For each candidate triple F110, F101, F011 obtained in the previous step, and for each BT -
fixed subspace F200 ⊂ S2A∗ of codimension r, compute the rank of the maps F110⊗A∗ ⊕
F200⊗B
∗
→ S2A∗⊗B∗ and F101⊗A∗⊕F200⊗C∗ → S2A∗⊗B∗. If the codimension of these
images is at least r, then one may add F200 to the candidate set.
Do the same for BT -fixed subspaces F020 and F002, and collect all total degree two
candidate sets.
(v) Given an up until this point candidate set {Fuvw} including degrees (i−1, j, k), (i, j−1, k),
and (i, j, k − 1), compute the rank of the map
(5) Fi−1,j,k⊗A∗ ⊕Fi,j−1,k⊗B∗⊗Fi,j,k−1⊗C∗ → SiA∗⊗SjB∗⊗SkC∗.
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If the codimension of the image of this map is less than r, the set is not a candidate. Say
the codimension of the image is ξ ≥ r. The image will be BT -fixed by Schur’s Lemma,
as (5) is a BT -module map. Each (ξ − r)-dimensional BT -fixed subspace of the image
(i.e., codimension r BT -fixed subspace of S
iA∗⊗SjB∗⊗SkC∗ in the image) is a candidate
Fijk.
(vi) If at any point there are no such candidates, we conclude R(T ) > r. Otherwise, con-
tinue until stabilization occurs and one has a candidate ideal. Repeat until one has all
candidate ideals. (Stabilization occurs at worst in multi-degree (r, r, r), see [9].)
The output is either a certificate that R(T ) > r or a collection of multi-graded ideals repre-
senting all possible candidates for a BT -fixed border rank decomposition. In current work with
Buczynska et. al. we are developing tests to determine if a given multi-graded ideal comes from
a border rank decomposition.
The algorithm above in total degree three suffices to obtain the lower bounds proved in this
article.
One can perform the tests dually:
Proposition 3.1. The codimension of the image of the (210)-map is the dimension of the kernel
of the skew-symmetrization map
(6) F ⊥110⊗A→ Λ
2A⊗B.
The codimension of the image of the (ijk)-map is the dimension of
(7) (F ⊥ij,k−1⊗C) ∩ (F ⊥i,j−1,k⊗B) ∩ (F ⊥i−1,j,k⊗A).
Proof. The codimension of the image of the (210)-map is the dimension of the kernel of its
transpose, S2A⊗B → F ∗110⊗A. Since A⊗A⊗B = A⊗(F ⊥110 ⊕ F ∗110) = (S2A ⊕Λ2A)⊗B, the kernel
equals (S2A⊗B) ∩ F ⊥110, which in turn is the kernel of (6).
The codimension of the image of the (ijk)-map is the dimension of the kernel of its transpose,
SiA⊗SjB⊗SkC → F ∗ij,k−1⊗C ⊕ F
∗
i,j−1,k⊗B ⊕F
∗
i−1,jk⊗A
X ↦ ProjF ∗
ij,k−1
⊗C(X)⊕ProjF ∗
i,j−1,k
⊗B(X)⊕ProjF ∗
i−1,jk
⊗A(X)
so X is in the kernel if and only if all three projections are zero. The kernels of the three
projections are respectively (F ⊥ij,k−1⊗C), (F ⊥i,j−1,k⊗B), and (F ⊥i−1.jk⊗A), so we conclude. 
4. Matrix multiplication
Let A = U∗⊗V , B = V ∗⊗W , C =W ∗⊗U . The matrix multiplication tensor M⟨u,v,w⟩ ∈ A⊗B⊗C
is the re-ordering of IdU ⊗ IdV ⊗ IdW . Thus GM⟨u,v,w⟩ ⊇ GL(U) ×GL(V ) ×GL(W ) =∶ G. As a
G-module A∗⊗B∗ = U⊗sl(V )⊗W ∗ ⊕ U⊗ IdV ⊗W ∗. We have M⟨u,v,w⟩(C∗) = U∗⊗ IdV ⊗W . We
fix bases and let B denote the induced Borel subgroup of G.
For dimension reasons, it will be easier to describe Eijk ∶= F ⊥ijk ⊂ S
iA⊗SjB⊗SkC than Fijk.
Note that Eijk is B-fixed if and only if E
⊥
ijk is.
Any candidate E110 is an enlargement of U
∗
⊗ IdV ⊗W obtained from choosing a B-fixed (r−wu)-
plane inside U∗⊗sl(V )⊗W . Write E110 = (U∗⊗ IdV ⊗W ) ⊕ E′110, where E′110 ⊂ U∗⊗sl(V )⊗W
and dimE′110 = r −wu.
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We remark that since M⟨n⟩ has Z3-symmetry (i.e., cyclic permutation of factors), to determine
the candidate I110, I101 and I011 it will suffice to determine the candidate I110’s. Similarly, since
M⟨n,l,n⟩ has Z2-symmetry, the list of candidate I110’s is isomorphic to the list of candidate I011’s.
5. M⟨2⟩
Here is a very short algebraic proof that R(M⟨2⟩) = 7:
Proof. Here u = v = w = 2. We disprove border rank at most six by showing no B-fixed six
dimensional F110 (i.e., two dimensional E
′
110) passes both the (210) and (120) tests. The weight
diagram for U∗⊗sl(V )⊗W appears in Figure 1.
There are only three B-fixed 2-planes in U∗⊗sl(V )⊗W :
⟨(u2⊗v1)⊗(v2⊗w1), (u1⊗v1)⊗(v2⊗w1)⟩,
⟨(u2⊗v1)⊗(v2⊗w1), (u2⊗v1)⊗(v2⊗w2)⟩,
and ⟨(u2⊗v1)⊗(v2⊗w1), (u2⊗v1)⊗(v1⊗w1) − (u2⊗v2)⊗(v2⊗w1)⟩
For the first, the rank of the 40× 24 matrix of the map E⊥110⊗A
∗
→ S2A∗⊗B∗ is 20 > 24− 6 = 18.
For the second, by symmetry, the rank of the (120)-map is also 20. For the third the rank of
the (210)-map is 19 and we conclude. 
Remark 5.1. One can simplify the calculation of the rank of the map E⊥110⊗A
∗
→ S2A∗⊗B∗ by
using the map (6). In the case above, the resulting matrix is of size 24 × 24. The images of the
basis vectors of E110⊗A in the case E
′
110 = ⟨x21⊗y21, x11⊗y21⟩ are
x11 ∧ x
2
1⊗y
2
1 , x
1
2 ∧ x
2
1⊗y
2
1 , x
2
2 ∧ x
2
1⊗y
2
1,
x12 ∧ x
1
1⊗y
2
1 , x
2
2 ∧ x
1
1⊗y
2
1 ,
x11 ∧ (x11⊗y11 + x12⊗y21), x12 ∧ (x11⊗y11 + x12⊗y21), x21 ∧ (x11⊗y11 + x12⊗y21), x22 ∧ (x11⊗y11 + x12⊗y21),
x11 ∧ (x21⊗y11 + x21⊗y21), x12 ∧ (x21⊗y11 + x21⊗y21), x21 ∧ (x21⊗y11 + x22⊗y21), x22 ∧ (x21⊗y11 + x22⊗y21),
x11 ∧ (x21⊗y12 + x22⊗y22), x12 ∧ (x21⊗y12 + x22⊗y22), x21 ∧ (x21⊗y12 + x22⊗y22), x22 ∧ (x21⊗y12 + x22⊗y22)
x11 ∧ (x21⊗y12 + x22⊗y22), x12 ∧ (x21⊗y12 + x22⊗y22), x21 ∧ (x21⊗y12 + x22⊗y22), x22 ∧ (x21⊗y12 + x22⊗y22)
and if we remove x21 ∧ (x21⊗y11 + x22⊗y21) we obtain a set of 20 independent vectors. In §8.3 we
give a further simplification of this calculation.
6. Explanation of the proofs of Theorems 1.1 and 1.2
The actual proofs to these theorems are in the code at the webpage
https://www.math.tamu.edu/∼jml/bapolaritycode.html.
What follows are explanations of what is carried out.
In the case of M⟨3⟩, the weight zero subspace of sl3 has dimension two, so there are B-fixed
spaces of dimension 7 = 16 − 4 complementary to U∗⊗ IdV ⊗W in A⊗B that arise in positive
dimensional families. Fortunately the set of 7-planes that pass the (210) and (120) tests is
finite. When there are no parameters present, these tests consist of computing the ranks of
the 144 × 405 matrices of E⊥110⊗A
∗
→ S2A∗⊗B∗, and E⊥110⊗B
∗
→ A∗⊗S2B∗. When there are
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parameters, one determines the ideal in which the rank drops to the desired value. There are
eight 7-planes that do pass the test, giving rise to 512 possible triples (or 176 triples taking
symmetries into account). Among the candidate triples, none pass the (111)-test.
We now describe the relevant module structure for the determinant: Write U,V = Cm and
A1 = ⋯ = Am = U⊗V . The determinant detm, considered as a tensor, spans the line ΛmU⊗ΛmV ⊂
A1⊗⋯⊗Am. Explicitly, letting Aα have basis x
α
ij ,
detm = ∑
σ,τ∈Sm
sgn(τ)x1σ(1)τ(1)⊗⋯⊗xmσ(m)τ(m) = ∑
σ,τ∈Sm
sgn(σ)x1σ(1)τ(1)⊗⋯⊗xmσ(m)τ(m).
We will be concerned with the casem = 3, and we write A1⊗A2⊗A3 = A⊗B⊗C. As a tensor, det3
is invariant under (SL(U)×SL(V ))⋊Z2 as well as S3. In particular, to determine the candidate
E110’s it is sufficient to look in A⊗B, which, as an SL(U) × SL(V )-module is U⊗2⊗V ⊗2 =
S2U⊗S2V ⊕ S2U⊗Λ2V ⊕Λ2U⊗S2V ⊕Λ2U⊗Λ2V , and det3(C∗) = Λ2U⊗Λ2V .
In the case of det3, each of the three modules in the complement to det3(C∗) in A⊗B are
multiplicity free, but there are weight multiplicities up to three, e.g., ⟨u1u2⊗v1v2, u1u2⊗v1 ∧
v2, u1 ∧ u2⊗v1v2⟩ all have weight (110∣110). We examine all 7-dimensional B-fixed subspaces of
S2U⊗S2V ⊕ S2U⊗Λ2V ⊕ Λ2U⊗S2V , which occur in positive dimensional families. There are
four candidates passing the (210) and (120) tests, but no triples passed the (111) test.
In both cases, for the E′110 with parameters, to perform the test we first perform row reduction by
constant entries. This usually reduces the problem enough to take minors even with parameters.
If it does not, we use the following algorithm, which effectively allows us to do row reduction:
First, generalize to matrix entries in some quotient of some ring of fractions of the polynomial
ring, say R. If there is a matrix entry which is a unit, pivot by it, reducing the problem.
Otherwise, select a nonzero entry, say p. Recursively compute the target ideal in two cases: 1.
Pass to R/(p), the computation here is smaller because the entry is zeroed. 2. Pass to Rp, the
computation here is smaller because now p is a unit, and one can pivot by it. Finally lift the
ideals obtained by 1 and 2 back to R, say to J1 and J2, and take J1J2. Its zero set is the rank
< r locus and computing with it is tractable.
7. Representation theory relevant for matrix multiplication
Theorems 1.3 and 1.4(1),(2) may also be proved using computer calculations but we present
hand-checkable proofs to both illustrate the power of the method and lay groundwork for future
results. This section establishes the representation theory needed for those proofs.
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We have the following decompositions as SL(U) × SL(V )-modules: (note Vω2+ωv−1 does not
appear when v = 2, and when v = 3, Vω2+ωv−1 = V2ω2):
Λ2(U∗⊗V )⊗V ∗ = (S2U∗⊗V )⊕ (Λ2U∗⊗V )⊕ (S2U∗⊗Vω2+ωv−1)⊕ (Λ2U∗⊗V2ω1+ωv−1)(8)
S2(U∗⊗V )⊗V ∗ = (S2U∗⊗V2ω1+ωv−1)⊕ (Λ2U∗⊗Vω2+ωv−1)⊕ (S2U∗⊗V )⊕ (Λ2U∗⊗V )(9)
A⊗T (C∗) = (U∗⊗V )⊗(U∗⊗ IdV ⊗W ) = (S2U∗⊗V ⊗W )⊕ (Λ2U∗⊗V ⊗W )(10)
V ⊗sl(V ) = V2ω1+ωv−1 ⊕ Vω2+ωv−1 ⊕ V,(11)
(U∗⊗V )⊗(U∗⊗sl(V )) = (S2U∗⊗V2ω1+ωv−1)⊕ (Λ2U∗⊗V2ω1+ωv−1)
(12)
⊕ (S2U∗⊗V )⊕ (Λ2U∗⊗V )
⊕ (S2U∗⊗Vω2+ωv−1)⊕ (Λ2U∗⊗Vω2+ωv−1).
Note that
dim(V2ω1+ωv−1) = 12v3 + 12v2 − v, dim(Vω2+ωv−1) = 12v3 − 12v2 − v.
The map (U∗⊗V )⊗(U∗⊗ IdV ⊗W )→ Λ2(U∗⊗V )⊗(V ∗⊗W ) is injective, which implies:
Proposition 7.1. Write E110 ∶=M⟨u,v,w⟩(C∗)⊕E′110. The dimension of the kernel of the map
(6) E110⊗A → Λ
2A⊗B equals the dimension of the kernel of the map
(13) E′110⊗A→ S
2U∗⊗Vω2+ωv−1⊗W ⊕Λ
2U∗⊗V2ω1+ωv−1⊗W.
In other words, the dimension of the kernel is the dimension of
(E′110⊗A) ∩ [(U∗)⊗2⊗V ⊗W ⊕ S2U∗⊗V2ω1+ωv−1⊗W ⊕Λ2U∗⊗Vω2+ωv−1⊗W ].
The “in other words” assertion follows by applying Schur’s lemma using (12) as the map (13) is
equivariant.
Remark 7.2. The included module V ⊂ V ⊗sl(V ) has basis ∑j≠i[vj⊗(vi⊗vj) − vi⊗(vj⊗vj)] −
1
v−1vi⊗vi⊗v
i. To see this set i = 1 and note that the vector is contained in V ⊗sl(V ) and is
annihilated by raising operators. In particular, the i-th basis vector is a linear combination of
all monomials in V ⊗sl(V ) of the same weight as vi. We conclude that there is no contribution
to the module U∗⊗U∗⊗V ⊗W in the kernel of the (210) map of V -weight vi unless all vectors
of a weight vi appear in A⊗E
′
110.
Remark 7.3. In what follows, when dimU = dimW = n, we will utilize the U∗ ↔W symmetry,
which also exchanges V and V ∗ to restrict attention to the (210)-map and to impose symmetry.
7.1. Case u = v = 2 and M⟨2⟩ revisited. Consider the special case u = v = 2: We have the
following images in Λ2U∗⊗S2V ⊗V ∗⊗W :
For the highest weight vector x21⊗y
2
1 times the four basis vectors of A (with their sl(V )-weights
in the second column, where we suppress the ω1 from the notation), the image is spanned by
x11 ∧ x
2
1⊗y
2
1 3
x12 ∧ x
2
1⊗y
2
1 1
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(Note, e.g., x22⊗x
2
1⊗y
2
1 maps to zero as u
2
⊗u2 projects to zero in Λ2U∗.) For x21⊗y
1
1 −x
2
2⊗y
2
1 (the
lowering of x21⊗y
2
1 under sl(V )), the image is spanned by
x11 ∧ (x21⊗y11 − x22⊗y21) 1
x12 ∧ (x21⊗y11 − x22⊗y21) − 1
Observe that since W has nothing to do with the map, we don’t need to compute the image of,
e.g., A⊗x21⊗y
2
2 to know its contribution, as it must be the same dimension as that of A⊗x
2
1⊗y
2
1,
just with a different W -weight.
These remarks already give an even shorter proof that R(M⟨2⟩) = 7. Were it 6, E′110 would have
dimension two, it would be spanned by the highest weight vector and one lowering of it, and in
order to be a candidate, its image in Λ2U∗⊗S3V ⊗W would have to have dimension at most two.
Taking E′110 = ⟨x21⊗y21, x21⊗y11 − x22⊗y21⟩, the image of (13) has dimension three. Taking E′110 =⟨x21⊗y21 , x21⊗y22⟩, the image of (13) has dimension four. Finally, taking E′110 = ⟨x11⊗y21, x21⊗y21⟩, by
symmetry (swapping the roles of U∗ and W , which corresponds to taking transpose), the image
of the (120)-version of (13) must have dimension four and we conclude.
7.2. Proof of Theorem 1.3. Here we break symmetry, taking u = 2, w = 3, v = 2. We show
that there is no E′110 of dimension 3 = 9 − 6 passing the (210) and (120) tests. There are eight
B-fixed 3-planes in U∗⊗sl(V )⊗W : three with just lowerings in sl(V ), four with one lowering in
sl(V ) and one in either U∗ or W , and one with no lowering in sl(V ) and one lowering each in
U∗,W . The only one passing the (210)-test is ⟨x21⊗y21 , x11⊗y21 , x21⊗y11 − x22⊗y21⟩ where the kernel
is 9-dimensional. But for the (120)-test, the kernel is 7-dimensional and we conclude. 
7.3. Proof of Theorem 1.4(1),(2). For Theorem 1.4(1), u = w = 3, v = 2, and r = 13. There
are nine B-fixed four-dimensional subspaces of U∗⊗sl(V )⊗W , namely
⟨x31⊗y21, x32⊗y21 − x31⊗y11 , x31⊗y11 , x21⊗y21⟩, ⟨x31⊗y21, x32⊗y21 − x31⊗y11, x31⊗y11, x31⊗y21⟩,
⟨x31⊗y21, x32⊗y21 − x31⊗y11 , x21⊗y21 , x31⊗y21⟩,
⟨x31⊗y21, x32⊗y21 − x31⊗y11 , x21⊗y21 , x22⊗y21 − x21⊗y11⟩, ⟨x31⊗y21, x32⊗y21 − x31⊗y11, x31⊗y22, x32⊗y22 − x31⊗y12⟩,
⟨x31⊗y21, x32⊗y21 − x31⊗y11 , x21⊗y21 , x11⊗y21 , ⟩, ⟨x31⊗y21, x32⊗y21 − x31⊗y11, x31⊗y22, x31⊗y23, ⟩,
⟨x31⊗y21, x21⊗y21, x11⊗y21, x31⊗y22⟩, ⟨x31⊗y21, x21⊗y21, x31⊗y22, x31⊗y23⟩.
Here, to be a candidate E′110, the map (13) needs to have rank at most 11. Using the U
∗ ↔W
symmetry, we see none of them pass the test: they all have either (13) or its (120) version of
rank at least 12: if we take x31⊗y
2
1 , two lowerings by sl(W ) and one by sl(V ) or sl(U), (13) has
rank 14. If we take two lowerings by sl(V ) and one by sl(W ) (13) has rank 12. By symmetry
this covers all cases. 
For Theorem 1.4(2), the result follows by an exhaustive computer search.
8. Proofs of Theorems 1.4(3) and 1.5
We reduce the problem from upper-bounding the kernels of the (210) and (120)maps at arbitrary
B-fixed spaces to a tractable computation in the following way.
Let E′110 ⊂ U
∗
⊗sl(V )⊗W be a B-fixed subspace. Define the outer structure of E′110 to be the set
of sl(U) ⊕ sl(W ) weights appearing in E′110, counted with multiplicity. We identify the sl(U)
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weights of U∗ and the sl(W ) weights of W each with {1, . . . ,n}, where 1 corresponds to the
highest weight. In this way we consider the outer structure of E′110 as a subset of an n×n grid,
with grid points possibly taken with multiplicity. (For the purposes of the lemmas in section
8.1, we view the grid as right justified to facilitate use of the language of Young diagrams, but
when viewed as weight diagrams, it is best viewed as diamond shape with the (1,1)-vertex at
the summit.) We speak of the inner structure of E′110 to be the particular weight spaces which
occur at each weight (s, t) ∈ n × n. The set of possible inner structures over a grid point (s, t)
corresponds to the set of B-fixed subspaces of sl(V ).
We may filter E′110 by B-fixed subspaces such that each quotient corresponds to the inner struc-
ture contribution over some site (s, t). Call such a filtration admissible. The kernel dimension
of either the (210) or the (120) map may be written as a telescoping sum of differences of kernel
dimensions corresponding to successive terms of such a filtration. Thus, with respect to an ad-
missible filtration, we may speak of the contribution to the total kernel from the inner structure
at grid point (s, t). We will bound the minimum of the kernel dimensions of the (210) and (120)
maps by first upper bounding the contribution to each kernel from the inner structure at (s, t)
by a function of only s, t, and j, the inner structure dimension. In particular, we obtain bounds
independent of the outer structure and the particular admissible filtration used to develop the
dimension of the total kernel. For sl2, this is Lemma 8.1 and for sl3, this is Lemma 8.2. We then
obtain bounds on the minimum of the kernel dimensions by solving the resulting optimization
problem over the possible outer structures in Lemma 8.3.
Lemma 8.1. When dimV = 2, dimU = dimW = n, the differences in the dimensions of the
kernels of the (210)-maps from a filtrand Σ ⊂ E′110 such that the previous filtrand omits the
subspace at site (s, t) and the dimension of the quotient of the filtrands is j, equals the function
ajs + bj where
j aj bj
1 2 0
2 3 n
3 4 2n.
Lemma 8.1 is proved in §8.3.
Lemma 8.2. When dimV = 3, dimU = dimW = n, the differences in the dimensions of the
kernels of the (210)-maps from a filtrand Σ ⊂ E′110 such that the previous filtrand omits the
subspace at site (s, t) and the dimension of the quotient of the filtrands is j, is bounded above
by a function ajs + bj where
j aj bj
1 1 0
2 4 −1
3 10 −4
4 11 −4
j aj bj
5 15 n − 4
6 20 n − 6
7 21 2n − 6
8 21 3n − 6.
Lemma 8.2 is proved in §8.4.
In Lemma 8.3 below the linear functions of s in the lemmas above appear as aµs,ts + bµs,t .
For a partition λ = (λ1,⋯, λq), write ℓ(λ) = q and n(λ) = ∑i(i−1)λi. Let λ′ denote the conjugate
partition. Write µ for a Young tableau with integer labels. The label in position (s, t) is denoted
µs,t, and sums over s, t are to be taken over the boxes of µ.
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Lemma 8.3. Fix k ∈ N, 0 ≤ a1 ≤ ⋯ ≤ ak, and bi ∈ R, 1 ≤ i ≤ k. Let µ be a Young tableau with
labels in the set {1, . . . , k}, non-increasing in rows and columns. Write ρ = ∑s,t µs,t. Then
(14) min{∑
s,t
aµs,ts + bµs,t ,∑
s,t
aµs,tt + bµs,t} ≤ max
1≤j≤k
{ajρ2
8j2
+ (aj + bj)ρ
j
}.
Thus we obtain an upper bound on the minimum of the two kernels for any E′110 in terms of
the constants aj and bj.
Lemma 8.3 is proved in §8.1.
We remark that when n is large, if one takes the outer structure a balanced hook and the inner
structure the same j at each vertex, assuming this is possible, one obtains the exact minimum
of the kernels of the (210) and (120) maps on the right hand side of (14) corresponding to j = 3
in the sl2 case and for the sl3 case, when one takes j = 8 (which is optimal for large n) one gets
within 2 of the exact minimum.
Proof of Theorem 1.4(3). Let E′110 be a B-fixed subspace and pick an admissible filtration. Fol-
lowing the discussion at the start of §8, we apply Lemma 8.3 with k = 3, ρ = dim E′110, and ai
and bi corresponding to to the inner structure contributions obtained in Lemma 8.1 to obtain
an upper bound on the minimal kernel dimension of the (120) and (210) maps. The resulting
upper bound is max{1
4
ρ2 + 2ρ, 3
32
ρ2 + 3+n
2
ρ, 1
18
ρ2 + 4+2n
3
ρ}.
Fix ǫ > 0. We must show that if ρ = (3√6 − 6 − ǫ)n, then each of 1
4
ρ2 + 2ρ, 3
32
ρ2 + 3+n
2
ρ, and
1
18
ρ2 + 4+2n
3
ρ is strictly smaller than n2 + ρ. Substituting and solving for n, we obtain that this
holds for the last expression when
n >
6
ǫ
3
√
6 + 6 − ǫ
6
√
6 − ǫ
,
and when ǫ < 1
4
, this condition implies the other two inequalities. 
Proof of Theorem 1.5. Proceeding in the same way as in the proof of Theorem 1.4(3), we apply
Lemma 8.3 with k = 8, ρ = dim E′110, and ai and bi corresponding to the inner structure
contribution upper bounds obtained in Lemma 8.2. We obtain the smaller dimensional kernel
between the (120) and the (210) maps is at most the largest of the following,
j Lemma 8.3
1 1
8
ρ2 + ρ
2 1
8
ρ2 + 3
2
ρ
3 5
36
ρ2 + 2ρ
4 11
128
ρ2 + 7
4
ρ
j Lemma 8.3
5 3
40
ρ2 + 11+n
5
ρ
6 5
72
ρ2 + 14+n
6
ρ
7 3
56
ρ2 + 15+2n
7
ρ
8 21
512
ρ2 + 15+3n
8
ρ.
Parts (1) and (2) follow by direct calculation with the values above.
To prove part (4), fix ǫ > 0. Substituting ρ = (16
21
√
78− 32
7
− ǫ)n and solving for n in the condition
21
512
ρ2 + 15+3n
8
ρ < n2 + ρ, we obtain
n >
64
3ǫ
16
√
78 − 96 − 21ǫ
32
√
78 − 21ǫ
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and when ǫ < 1
2
, this condition implies the required inequality for the remaining seven terms, as
required. Part (3) follows as a special case of (4). 
8.1. Proof of Lemma 8.3. We remark that the results in this section may be used for M⟨mnn⟩
for any n ≥m.
To establish Lemma 8.3 we need two additional lemmas:
Lemma 8.4. Let λ be a partition not of the form (n,2). Then n(λ) ≤ 1
8
(∣λ∣ + λ′1 − λ1)2 − 18 . In
particular, for all λ, n(λ) ≤ 1
8
(∣λ∣ + λ′1 − λ1)2.
Proof. We prove the result by induction on ℓ(λ′). When ℓ(λ′) = 1, we have n(λ) = (λ′1
2
) =
1
2
(λ′1 − 12)2 − 18 = 18(∣λ∣ + λ′1 − λ1)2 − 18 , as required. Now, assume k = ℓ(λ′) > 1. Write µ for the
partition where ℓ(µ′) = k−1 and µ′i = λ′i, i ≤ k−1. If λ = (3,3), we are done by direct calculation,
hence otherwise we may assume the result holds for µ by the induction hypothesis.
n(λ) = n(µ) + (λ′k
2
)
≤ 1
8
(∣µ∣ + µ′1 − µ1)2 − 18 + (λ′k2 )
= 1
8
(∣λ∣ − λ′k + λ′1 − (λ1 − 1))2 − 18 + 12λ′k(λ′k − 1)
= 1
8
(∣λ∣ + λ′1 − λ1)2 − 18 − 14(∣λ∣ + λ′1 − λ1 − 52λ′k + 12)(λ′k − 1)
We must show the right hand term is non-positive. If λ′k = 1, this is immediate; otherwise, we
show the first factor is nonnegative. We have ∣λ∣ − λ1 ≥ kλ′k − k, so ∣λ∣ + λ′1 − λ1 − 52λ′k + 12 ≥(λ′1 − λ′k) + 2k−32 (λ′k − 1) − 1. If k = 2, then by assumption λ′1 ≥ 3, and considering separately the
cases λ′2 = 2 and λ
′
2 ≥ 3 yields that the first factor is nonnegative. Otherwise k ≥ 3, and because
λ′k ≥ 2, the first factor is nonnegative. This completes the proof. 
Lemma 8.5. Fix k ∈ N, ci ≥ 0, di ∈ R, for 1 ≤ i ≤ k. Write Cj = ∑
j
i=1 ci and Dj = ∑
j
i=1 di. For all
choices of xi, yj satisfying the constraints x1 ≥ ⋯ ≥ xk ≥ 0, y1 ≥ ⋯ ≥ yk ≥ 0, and ∑i xi + yi = ρ, the
following inequality holds:
(15) min{∑
i≤k
cix
2
i + di(xi + yi),∑
i≤k
ciy
2
i + di(xi + yi)} ≤ max
1≤j≤k
{ ρ2
4j2
Cj +
ρ
j
Dj}.
Remark 8.6. The maximum is achieved when x1 = ⋯ = xj = y1 = ⋯ = yj =
ρ
2j
and xs, ys = 0 for
s > j, for some j.
Proof. As both the left and right hand sides are continuous in the ci, it suffices to prove the
result under the assumption ci > 0. The idea of the proof is the following: any choice of xi and
yi which has at least two degrees of freedom inside its defining polytope can be perturbed in
such a way that the local linear approximations to the two polynomials on the left hand side
do not decrease; that is, two closed half planes in R2 containing (0,0) also intersect aside from(0,0). Each polynomial on the left strictly exceeds its linear approximation at any point, and
thus one can strictly improve the left hand side with a perturbation. The case of at most one
degree of freedom is settled directly.
Write xk+1 = yk+1 = 0, and define x′i = xi − xi+1 and y
′
i = yi − yi+1 so that xi = ∑
k
j=i x
′
j and
yi = ∑kj=i y
′
j. Then x
′
i, y
′
i ≥ 0 and ∑
k
i=1 i(x′i + y′i) = ρ. Suppose at least three of the x′i, y′j are
nonzero, we will show the expression on the left hand side of (15) is not maximal. Write three of
the nonzero x′i, y
′
j as x, y, z. Replace them by x+ ǫ1, y + ǫ2, z + ǫ3, with the ǫi to be determined.
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This will preserve the summation to ρ only if ǫ1 + ǫ2 + ǫ3 = 0, so we require this. Substitute
these values into EL ∶= ∑i≤k cix2i + di(xi + yi) and ER ∶= ∑i≤k ciy2i + di(xi + yi). View EL,ER
as two polynomial expressions in the ǫj. Then EL = ∑i ciS
2
L,i + LL + d, ER = ∑i ciS
2
R,i + Lr + d
where SL,i, SR,i and LL,LR are linear forms in the ǫi, and d ∈ R. Each SL,i, SR,i is a sum of
some subset of the ǫi, and the union of them span ⟨ǫ1, ǫ2, ǫ3⟩/⟨∑ ǫj = 0⟩. Consider the linear
map T = LL ⊕ LR ∶ ⟨ǫ1, ǫ2, ǫ3⟩/⟨∑ ǫj = 0⟩ → R2. If T is nonsingular, then for any ǫ > 0, there
are constants ǫj, with ∑ ǫj = 0 so that T (ǫ1, ǫ2, ǫ3) = (ǫ, ǫ), and it is possible to choose ǫ so that
x + ǫ1, y + ǫ2, z + ǫ3 ≥ 0. Then this new assignment strictly improves the old one. Otherwise, if
T is singular, then there is an admissible (ǫ1, ǫ2, ǫ3) ≠ 0 in the kernel of T , where again we may
assume the the same non-negativity condition. The corresponding assignment does not change
LL,LR, but as the SL,i, SR,i span the linear forms, at least one them is nonzero. Consequently, at
least one of the modified EL,ER is strictly larger after the perturbation, and neither is smaller.
If, say, only EL is strictly larger, and x
′
i > 0, we may substitute x
′
i − ǫ and y
′
i + ǫ for x
′
i and y
′
i for
some ǫ > 0 to make both EL and ER strictly larger.
Thus, the left hand side is maximized at an assignment where at most two of x′i and y
′
i are
nonzero. It is clear that at least one of each of x′i and y
′
i must be nonzero, so there is exactly
one of each, say x′s = α and y
′
t = β. It is clear at the maximum that ∑i≤k cix
2
i + di(xi + yi) =
∑i≤k ciy2i + di(xi + yi), from which it follows that α2Cs = ∑i≤k cix2i = ∑i≤k ciy2i = β2Ct and
α
√
Cs = β
√
Ct. We also have sα + tβ = ρ. Notice that
α =
ρ
√
Ct
s
√
Ct + t
√
Cs
, β =
ρ
√
Cs
s
√
Ct + t
√
Cs
satisfy the equations, so that the optimal value obtained is
∑
i≤k
cix
2
i + di(xi + yi) = α2Cs + αDs + βDt = ρ
s
√
Ct + t
√
Cs
( ρCsCt
s
√
Ct + t
√
Cs
+
√
CtDs +
√
CsDt)
By the arithmetic mean-harmonic mean inequality, we have
ρCsCt
s
√
Ct + t
√
Cs
=
ρ
s
Cs
√
Ct
+
t
Ct
√
Cs
≤
ρ
4
[Cs
√
Ct
s
+
Ct
√
Cs
t
],
so that
ρCsCt
s
√
Ct + t
√
Cs
+
√
CtDs +
√
CsDt ≤
ρ
4
[Cs
√
Ct
s
+
Ct
√
Cs
t
] +√CtDs +√CsDt
=
s
√
Ct + t
√
Cs
ρ
[sα
ρ
( ρ2
4s2
Cs +
ρ
s
Ds) + tβ
ρ
( ρ2
4t2
Ct +
ρ
t
Dt)]
≤
s
√
Ct + t
√
Cs
ρ
max{ ρ2
4s2
Cs +
ρ
s
Ds,
ρ2
4t2
Ct +
ρ
t
Dt},
with the last inequality from the fact that sα
ρ
+
tβ
ρ
= 1. Multiplying both sides by ρ
s
√
Ct+t
√
Cs
, we
conclude the optimal value is achieved at one of the claimed values. 
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Proof of Lemma 8.3. For each 1 ≤ i ≤ k, let λi be the partition corresponding to the boxes of µ
labeled ≥ i Write a0 = b0 = 0, Then,
∑s,t aµs,ts + bµs,t = ∑s,t∑
µs,t
i=1 (ai − ai−1)s + bi − bi−1
= ∑ki=1∑s,t∈λi(ai − ai−1)s + bi − bi−1
= ∑ki=1(ai − ai−1)n(λi) + (ai − ai−1 + bi − bi−1)∣λi∣
= ∑ki=1(ai − ai−1)n(λi) + (ai − ai−1 + bi − bi−1)∣λi∣
≤ ∑ki=1 [12(ai − ai−1)] (12(∣λi∣ + (λi)′1 − λi1))2 + [ai − ai−1 + bi − bi−1] ∣λi∣
where we have used Lemma 8.4 to obtain the last inequality. Set
ci = 12(ai − ai−1)
di = ai − ai−1 + bi − bi−1
xi = 12(∣λi∣ + (λi)′1 − λi1)
yi = 12(∣λi∣ − (λi)′1 + λi1).
Then the last line becomes
k
∑
i=1
cix
2
i + di(xi + yi).
Similarly, ∑s,t aµs,tt+ bµs,t ≤ ∑
k
i=1 ciy
2
i + di(xi + yi). Now, ∑i xi + yi = ∑i∣λi∣ = ρ and the xi and yi
are each nonnegative and non-increasing. Hence, by Lemma 8.5,
min{∑
s,t
aµs,ts + bµs,t ,∑
s,t
aµs,tt + bµs,t} = max
1≤j≤k
{ajρ2
8j2
+ (aj + bj)ρ
j
},
as required. 
8.2. Additional information about the (210) and (120) maps for M⟨mnn⟩.
Proposition 8.7. Give E′110 ⊂ U
∗
⊗sl(V )⊗W an admissible filtration. Let Σq ⊂ E′110 be a
filtrand, and let (s, t) be the grid vertex of Σq/Σq−1. Write Σq/Σq−1 = un−s+1⊗X⊗wt for some
B-fixed subspace X ⊆ sl(V ). Then the dimension of the difference of the kernels of the (210)
maps for Σq and Σq−1 is of the form as+b where a, b depend only on X. Similarly the dimension
of the difference of the kernels of the (120) maps is of the form at + b, with the same a, b.
Proof. By symmetry, it is sufficient to consider the (210)map. Write U∗(s) = ⟨un, un−1,⋯, un−s+1⟩
and W(t) = ⟨w1,⋯,wt⟩. Consider the image of A⊗un−s+1⊗X⊗wt under the map (13). Since E′110
is Borel fixed, the images of U∗(s−1)⊗(V ⊗X)⊗Wt and U∗(s)⊗(V ⊗X)⊗Wt−1 under (13) are in
the image of (13) applied to Σq−1. The new contribution to the kernel is thus
U∗(s) ⋅ un−s+1⊗[(V ⊗X) ∩ V2ω1+ωv−1]⊗wt
⊕U∗(s−1) ∧ un−s+1⊗[(V ⊗X) ∩ Vω2+ωv−1]⊗wt(16)
⊕U∗⊗un−s+1⊗[(V ⊗X) ∩ Vω1]⊗wt.
This has dimension
sdim[(V ⊗X) ∩ V2ω1+ωv−1] + (s − 1)dim[(V ⊗X) ∩ Vω2+ωv−1] + ndim[(V ⊗X) ∩ Vω1].
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We conclude that
a = dim[(V ⊗X) ∩ V2ω1+ωv−1] + dim[(V ⊗X) ∩ Vω2+ωv−1](17)
b = ndim[(V ⊗X) ∩ Vω1] − dim[(V ⊗X) ∩ Vω2+ωv−1].

Example 8.8. Let m > 2 and let τ ≤ (m
2
). Consider
E′110 = ⟨un,⋯, un−σ+1⟩⊗⟨v1,⋯, vτ ⟩⊗vm⊗w1 + un⊗v1⊗⟨vm,⋯, vm−τ+1⟩⊗⟨w1,⋯,wσ⟩.
Since S2V ⊗V ∗ = V2ω1+ωm−1 ⊕ V and Λ
2V ⊗V ∗ = Vω2+ωm−1 ⊕ V , this space has the following
contributions to the kernel coming from the left side of the grid:
S2⟨un,⋯, un−σ+1⟩⊗S2⟨v1,⋯, vτ ⟩⊗vm⊗w1
and
Λ2⟨un,⋯, un−σ+1⟩⊗Λ2⟨v1,⋯, vτ ⟩⊗vm⊗w1.
Geometrically, S2(Cστ ) = S2(Cσ⊗Cτ) = S2Cσ⊗S2Cτ ⊕ Λ2Cσ⊗Λ2Cτ , so the contribution has
dimension (στ+1
2
).
The right side of the grid just contributes
(un)2⊗v21⊗⟨vm,⋯, vm−τ+1⟩⊗⟨w1,⋯,wσ⟩
which has dimension στ . Since στ = 1
2
dimE′110, we see the total only depends on στ . Note that
the dimension is also independent of dimV .
Example 8.8 implies:
Proposition 8.9. For any m, n, one cannot prove better than R(M⟨mnn⟩) ≥ n2 + (2√2 − ǫ)n
for all large n given any small ǫ just using the (210) and (120) tests.
Proof. Using the above E′110 with σ =
1
2
dim(E′110) and τ = 1, we would need (σ+12 ) < n2 + 2σ,
i.e., σ
2
2
−
3σ
2
< n2 to pass the (210)-test. 
In future work we plan to geometrically analyze the (111) test for matrix multiplication.
8.3. Proof of Lemma 8.1. We compute, for each 1 ≤ j ≤ 3, the values aj and bj such that
the additional contribution to the kernel of the (210) map obtained by adding a j-dimensional
B-closed subset of sl2 at grid site (s, t) is ajs + bj.
Here Vω2+ωv−1 is zero and V2ω1+ωv−1 is S
3V (which has dimension 4), and thus the target
Λ2U∗⊗S3V ⊗W is multiplicity free. Moreover, any monomial xis⊗x
k
t⊗y
u
j having the same weight
as an element of Λ2U∗⊗S3V ⊗W must project nonzero onto it because the basis vectors of both
the symmetric and exterior powers of the standard representation are linear combinations of
tensor monomials of the same weight with all coefficients nonzero. Thus to compute the image
of the map (13), we just need to keep track of the weights.
Since Vω2+ωv−1 is zero, (16) just has two summands.
Case 1: X = ⟨v1⊗v2⟩. Here (V ⊗v1⊗v2) ∩ S3V is two dimensional as the weight −3 does not
appear in V ⊗v1⊗v
2 and by Remark 7.2 there can be no intersection with V . We conclude
a1 = 2, b1 = 0.
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Case 2: X = ⟨v1⊗v2, v1⊗v1 − v2⊗v2⟩. Here (V ⊗X) ∩ S3V is three dimensional as all weights of
S3V appear in V ⊗X and by Remark 7.2 there is a one-dimensional intersection with V . We
conclude a2 = 3, b2 = n.
Case 3: X = sl(V ). Here (V ⊗sl(V )) ∩ S3V is three dimensional and by Remark 7.2 there is a
two-dimensional intersection with V . We conclude a3 = 3, b3 = 2n. 
8.4. Proof of Lemma 8.2. We bound, for each 1 ≤ j ≤ 8, the values aj and bj such that
the additional contribution to the kernel of the (210) map obtained by adding a j-dimensional
B-closed subset of sl3 at grid site (s, t) is at most ajs + bj .
Here V2ω1+ωv−1 = V2ω1+ω2 , which has dimension 15, and Vω2+ωv−1 = V2ω2 , which has dimension 6.
In the weight diagram for the adjoint representation of sl3 = sl(V ), there are five levels from
the highest weight to the lowest. The first and last level have one element and the others have
two each. The third level is the weight zero subspace. By Remark 7.2, there can only be a
contribution to the kernel from Vω1 when a level is filled. More precisely, the highest weight
vector of Vω1 can only appear when level 3 is filled, the next weight vector can only appear when
level 4 is filled, and the full module can only appear when all sl(V ) is used.
Write aω1 + bω2 = [a, b] for weights. We have the following weight space decompositions, where
the number outside the brackets is the multiplicity:
Vω1 1[1,0] + 1[−1,1] + 1[0,−1]
V2ω2 1[0,2] + 1[1,0] + 1[2,−2] + 1[−1,1] + 1[0,−1] + 1[−2,0]
V2ω1+ω2 1[2,1] + 1[3,−1] + 1[0,2] + 2[1,0] + 1[−2,3] + 1[2,−2]
+ 2[−1,1] + 2[0,−1] + 1[−3,2] + 1[1,−3] + 1[−2,0] + 1[−1,−2].
We compare these with the weights of the following spaces:
V ⊗v1⊗v
3 [2,1] + [0,2] + [1,0]
V ⊗v2⊗v
3 [0,2] + [−2,3] + [−1,1]
V ⊗v1⊗v
2 [3,−1] + [1,−1] + [2,−2]
V ⊗wt(0) [1,0] + [−1,1] + [0,−1]
V ⊗v3⊗v
2 [2,−2] + [0,−1] + [1,−3]
V ⊗v2⊗v
1 [−1,1] + [−2,1] + [−2,0].
We expect that a vector only is in the kernel when it is forced to be so for multiplicity reasons,
but we only proved this for the module Vω1 (Remark 7.2). For some of the other modules,
in what follows we upper bound the dimension of the kernel by assuming anything that could
potentially be in the kernel is there. For the cases of j = 1, j = 2, j = 5 and j = 8 our computation
of the maximum kernel is exact. We repeatedly utilize (17).
Case j = 1. Here X = ⟨v1⊗v3⟩. By direct computation (or see Example 8.8) (V ⊗X) ∩ V2ω1+ω2 =⟨v1⊗v1⊗v3⟩, by comparing weights, (V ⊗X)∩V2ω2 = 0, and by Remark 7.2 (V ⊗V )∩Vω1 = 0. We
conclude a1 = 1, b1 = 0.
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Case j = 2. There are two possibilities: X = ⟨v1, v2⟩⊗v3 or v1⊗⟨v2, v3⟩. In the first case, (V ⊗X)∩
V2ω1+ω2 = ⟨(v1)2v1v2, (v2)2⟩⊗v3, and (V ⊗X)∩V2ω2 = ⟨v1 ∧ v2⟩⊗v3. In the second case, (V ⊗X)∩
V2ω1+ω2 = (v1)2⊗⟨v3, v2⟩, and (V ⊗X) ∩ V2ω2 = 0. Since the first gives larger values, we obtain
a2 = 4, b2 = −1.
Case j = 3. There are three possibilities:
X = ⟨v1⊗v3, v1⊗v2, v2⊗v3⟩,
X = ⟨v1⊗v3, v1⊗v2, (v1⊗v1 − v3⊗v3)⟩,
X = ⟨v1⊗v3, v1⊗v2, (v2⊗v2 − v3⊗v3)⟩.
The first satisfies (see Example 8.8) dim[(V ⊗X)∩V2ω1+ω2] = 4 and dim[(V ⊗X)∩V2ω2] = 1, which
would give a3 = 5, b3 = −1. The third of these has the largest upper bound, namely a3 = 10,
b3 = −4. Here 10 = 4+6 with the 4 being exact from the previous case and the 6 = 3+3 estimated,
as all three new vectors over the previous case from V ⊗(v2⊗v2 − v3⊗v3) could potentially occur
in both the modules S2U∗⊗V2ω1+ω2 and Λ
2U∗⊗V2ω2 .
Case j = 4. Here X must consist of ⟨v1⊗v3, v1⊗v2, v2⊗v3⟩ plus a weight zero vector. Again, the
weight zero vector could potentially contribute as above, so we get the estimate a4 = 11 = 5 + 6
and b4 = −4 = −1−3 where the first terms in the summations are from ⟨v1⊗v3, v1⊗v2, v2⊗v3⟩ and
the second from estimating the contribution of the weight zero vector.
Case j = 5. Here there are three possibilities for X. Th largest kernels occur when the span
of all weight spaces greater than or equal to zero. We compute the exact kernel: Since we do
not include the last two levels in sl(V ), the weights [2,−2] and [−2,0], which appear in V2ω2 ,
do not contribute the kernel, so we obtain a 6 − 2 = 4 dimensional intersection. The weights[−3,2], [−2,0], [−1,−2], [1,−3], which appear in V2ω1+ω2 , do not contribute to the kernel, so we
obtain a 15 − 4 = 11 dimensional intersection, and only the highest weight vector from Vω1
contributes to the kernel by Remark 7.2 so we obtain a5 = 15 = 4 + 11 and b5 = n − 4.
Case j = 6. Here there are two choices, the higher upper-bound occurs when we add v3⊗v2
to the previous case, which could potentially contribute a three dimensional intersection with
V2ω1+ω2 and a two dimensional intersection with V2ω2 so we obtain the upper bounds a6 = 20
and b6 = n − 6.
Case j = 7. Here there is a unique choice, just omitting the lowest weight vector. Here we use
the calculation for the j = 8 case and subtract n by Remark 7.2 to get the upper bound a7 = 21,
b7 = 2n − 6.
Case j = 8. Here we take the full sl(V ). Using (11) we obtain a7 = 21, b7 = 3n − 6. 
9. Proof that R(M⟨l,m,n⟩) ≥R(M⟨l−1,m,n⟩) + 1.
Here is a simple proof of the statement, which was originally shown in [25]. By the border
substitution method [21], for any tensor T ∈ A⊗B⊗C
R(T ) ≥minA′⊂A∗R(T ∣A′⊗B∗⊗C∗) + 1,
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where A′ ⊂ A∗ is a hyperplane. Moreover, if T has symmetry group GT , and GT has a unique
closed orbit in PA∗, then we may restrict A′ to be a point of that closed orbit. In the case of
matrix multiplication, GM⟨l,m,n⟩ ⊃ SL(U)×SL(V ) can degenerate any point in PA = P(U∗⊗V ) to
the annihilator of x1
l
, so it amounts to taking T ∣A′⊗B∗⊗C∗ to be the reduced matrix multiplication
tensor with x1
l
= 0. But now we may (using GL(A) ×GL(B) ×GL(C)) degenerate this tensor
further to set all xi
l
and ylj to zero to obtain the result.
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