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ABSTRACT 
Developing mathematical formulations for design problems requires determining an objective function to 
compare design alternatives, a set of design features and options to be included for consideration, and a predictive 
model that reflect any unavoidable cause and effect relationships that are relevant. There are no formal principles 
guiding the formulation process, and heuristics prevail. There are some instances when the level of effort required to 
formulate the problem and solve the problem are excessive, not worth the improvement that might be realized in the 
overall design objective. In other words, a hypothetically “perfect” design problem formulation that takes all possible 
factors into account might be so difficult to fully compose and solve that it is not worth the effort. This thesis presents 
a set of guidelines for formulating design problems that seeks a middle ground. The method presented defines three 
different tasks in the formulation process: comparison metrics, predictive model and design representation. Each task 
offers opportunities for the practitioner to balance the expected quality of the solution with the level of effort and time 
required to reach that solution. This thesis demonstrates how using the guidelines can help create alternative 
formulations for the same design problem, and then how the resulting solutions can be evaluated and compared. Using 
a vibration absorber design example, the guidelines are enumerated, explained, and used to compose six alternative 
optimization formulations of the problem. These alternatives formulations vary in objective functions, decision 
variables, and some other design formulation practices. The overall goal is to maximize surface finish quality of a 
machined component processed on a platform to which the vibration absorber is attached. Vibrations of the platform 
can have a detrimental effect on surface quality. The goal of the vibration absorber system is to minimize these 
detrimental effects. The six alternative optimization formulations are subsequently solved, and their scores reflecting 
their complexity, computational time and solution quality are quantified and compared. The results illustrate the 
unavoidable tradeoffs among these three attributes. The best formulation depends on the set of tradeoffs that are best 
in that situation, given the decision maker’s risk attitude and preference. 
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CHAPTER 1. INTRODUCTION 
1.1 Background Information 
The procedures of engineering design are defined in numerous different ways. Cagan et al. define the procedures 
as the following four iterative steps: search space formulation, problem formulation, solution, and verification and 
critique [1]. Particularly, they define the first two steps as the following: 
“Definition of search space for the design alternatives. This may be based on past experience, on qualitative 
knowledge or on a well-defined search space.”  
“Problem formulation which involves the development of the computational model.” 
While the academia and the industry abounds with researches in developing and evaluating rigorous methods for 
the third solution step, it is worth noting that the previous two steps deserve equal emphasis. First, the objective of the 
design in the problem statement is usually expressed verbally with little or no numerical objective or goal. For example, 
a typical problem statement may include expressions such as “improve stability”. “reduce environmental impact” and 
so on, but it remains to be determined that how these two objectives can be transformed into mathematical language 
in which “stability” and “environmental impact”, respectively, can be quantified, resultantly facilitating the 
comparison of design alternatives. Second, the problem statement does not often specify what features of the artifact 
to be design should be taken into account; it may not even specify what features are to be designed to achieve the 
objective. Thus, the choices are in the design engineer’s hand to determine what features to be examined, whether 
those are design variables or other features that are parts of the internal mechanism of the artifact. Third, the problem 
statement almost never goes into the level of detail on which the computational model is prescribed. The computational 
model is usually a network of causal relations, based on scientific and/or engineering principles and expressed 
mathematically, that depicts the behaviors of the artifact. It provides the channel of studying how the changes in 
particular variables lead to the change in the level adherence to the design objective. The choice of model may put a 
constraint on solution method and solution quality. It is intuitive that not until the three points summarized above are 
finalized can the design process move to the solution step. 
Hereinafter, I use the phrase “design problem formulation” to collectively refer to any steps preparational steps 
aiming to mathematically define a design problem, enabling the solution to take place. The “design problem 
formulation” includes the search space formulation and problem formulation described by Cagen et al as well as other 
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tasks to be defined in Chapter 3. 
Design problem formulation is intrinsically a decision process. In their 2006 book Evaluation and Decision 
Models with Multiple Criteria: Stepping stones for the analyst by Bouyssou et al, they categorized decision aiding 
approaches into four types: normative, descriptive, prescriptive and constructive [2]. While the latter two is less 
relevant to design problem formulation, the former two are typical approaches: 
“Normative approaches derive rationality models from a priori established norms.” 
“Descriptive approaches derive rationality models from observing how decision makers make decisions.” 
Based on the description above, normative design problem formulation and descriptive design problem 
formulation can be loosely defined as, respectively, those derived from formalized formulation protocols, and those 
derived from heuristics. 
According to Hazelrigg, because of the difficulties and peculiarities of engineering design, design can never be 
reduced to a prescriptive1 procedures exclusive of human input [3]. He summarizes that human inputs will always be 
needed for the following: 
“Determination of which relationships to include in analytical models and which can be left out; 
Assessment of probabilities (or their equivalent) describing random events, namely the inputs to the models; 
Determination of an appropriate value measure, and 
Judgement on which options to include in consideration of alternative designs, and which to neglect.” 
The above statement by Hazelrigg implies that a purely normative approach to design problem formulation is 
not possible. It should be legitimate to conclude that heuristics always play a role in design problem formulation. 
1.2 Current Practice 
 It is observed that the application of experienced-based, descriptive design problem formulation prevails in the 
industry. A separate study may provide some insight of the level at which design problem formulation involves formal 
analysis.  
The University of Illinois at Urbana-Champaign offers the course cross-listed as Technology Management 461 
and Business Administration 461, offered jointly by the College of Business and the College of Engineering, during 
which students thoroughly work on a real-world project provided by sponsors, usually world-class industry leaders in 
                                                          
1 It should be noted that the word “prescriptive” used by Hazelrigg bears subtle difference in meaning with the “prescriptive” in 
“prescriptive approach” as one of the four decision aiding approaches proposed by Bouyssou et al. 
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various fields. Final reports of fifty-seven projects from 1996 to 2016 are read and analyzed. Among the fifty-seven 
projects, about seventeen can be loosely categorized as engineering design projects aiming at designing products or 
systems to meet certain criteria. One of the findings is that none of these projects included in the report a description 
of how the design problem formulation is determined: for each project, the project participants propose only one value 
measure to compare designs alternatives without mentioning what alternative value measures can be used; the 
participants either find or develop an analytic model and take for granted that the model is appropriate, usually without 
mentioning whether alternative models exist; sometimes the participants discuss the pros and cons of a number of 
available models, but do not further evaluate the tradeoffs; the participants determine the list of inputs and other 
variables without discussing why those on the list are selected, or what the effects would be if there were fewer or 
more included. 
It should be noted that the possibility exists that the project participants do not include the discussion of design 
problem formulation in the final report, but according to one instructor of this course, the participants do not invest a 
discernible amount of time into design problem formulation. Considering that these projects resemble the real-world 
practices to a high degree2 , it should be safe to conclude that design problem formulation does not prove to be 
sufficiently attended to in the industry. 
Apart from being paid marginal attention to in industry, design problem formulation also struggles to spring up 
ardent discussions in academia. It is without doubt that optimization, which is a primary approach to design problem 
solution, has always been a heated area of discussion; nonetheless, studies on design problem formulation are very 
limited in number and in depth. Among the scarce studies of design problem formulation, most are “univariate” in 
different ways: some emphasize on alternative formulation options on one single design formulation aspect, such as 
objective function or predictive model; some examine the effect of alternative formulations on one single measure, 
such as design solution quality. Any work is absent with regard of the combined effect of alternative design 
formulations on diverse aspects on more than one competing objectives, which is studied in this thesis. A more detailed 
literature review is presented in Chapter 2. 
1.3 Gap Between Ideal and Status-quo 
Gigerenzer and Todd argue in their 1999 book Simple Heuristics that Makes Us Smart that heuristics are fast and 
                                                          
2 The projects are real-world projects; nonetheless, the project participants are students rather than qualified, experienced 
engineers. Thus, it is stated that these projects “resemble” the real-world practices. 
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frugal alternatives to more complicated procedures [4], and this standpoint has been supported countless times before 
and after them. It is very common to find designs entirely accomplished using heuristics without involving complicated 
normative procedures. 
An extreme of heuristic-based design is using design handbooks, in which design guidelines are derived from 
some degree of normative solution and from empirical data. When using handbooks, the procedures of both problem 
formulation and solution are replaced by looking up in the handbook and follow recommendations. This design method 
is intrinsically a satisficing method, with which as long as a design meets minimum requirement, it is selected; in other 
words, the objective is to meet minimum requirements and other objectives as well as tradeoffs are not as much of a 
concern. Choosing features to include in the design as well as developing models to predict behaviors, both in the 
design problem formulation phase, are all unnecessary, as they have been considered when the handbook is developed. 
 Using design handbooks, together with any other type of heuristic design approaches, are obviously fast and 
frugal, indeed. They hedge some of the most undesirable shortcomings inevitably associated with normative design 
approaches: time-consuming, computationally-extensive, cognitively demanding, etc. As the result, the advantages of 
heuristics are often irresistible, even if the design outcome is less preferable, not to mention that for some design 
projects for which heuristics are abundant and solid, heuristic design approaches lead to outcomes just as good as 
those achieved by normative approaches. 
On the other hand, heuristic design approaches are usually not project-specific. An approach, and the outcome 
accomplished by it, are likely to fail to address specific characteristics of a particular design problem, as the selection 
criteria at each heuristic step are often generalized. Sometimes, there may not be an ample amount of heuristics 
available, and that is when normative design approaches should be taken. 
When taking the normative design approach, one should first define the problem, so design problem formulation 
comes first. Previously, it is hypothesized that design problem formulation steps are rarely expressively presented, not 
to mention formally summarized into guidelines. Thus, it is natural to assume that heuristics play a major role in design 
problem formulation. While applying heuristics is favorable for being time-saving and cognitively less demanding, it 
should never be underestimated that heuristics may well lead to undesirable departure from intended goals. 
 Tversky and Kahneman, in their famous 1974 paper, identify three judgmental heuristics that can negatively 
affect the veracity of the reasoning process: availability heuristic, representativeness heuristic and anchoring heuristic 
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[5]. In terms of design problem formulation, these three heuristics may have undesirable effects explained as the 
following. 
Availability heuristic may cause a design engineer to formulate a problem in a way which he or she is able to 
think of most easily, for example, in a way that an earlier design was formulated, regardless of whether this way of 
formulation is common or not. Representativeness heuristic may cause a design engineer to formulate a problem, 
which shares some distinct features of a particular set of design problems, in a way that those problems are formulated, 
even when that problem is actually eligible for many, potentially better, formulations. Anchoring heuristic may cause 
a design engineer to formulate one part of the design in one way and a later part in a way that seemingly correspond 
well to the previous way used, while the later part may be formulated in better ways given its own characteristics. 
1.4 Proposed Method 
Now that heuristics have its two sides, there exists incentives to propose a method that makes the heuristics more 
effective by balancing their competing properties, namely, ease of use and proneness to biases. In this thesis, a 
proposed method is presented to compare different formulations for the same design problem. This method examine 
formulations that differ in all different formulation aspects, rather than only one, and compare formulations in terms 
of multiple attributes, which are inherently competing. 
To elaborate, the design problem formulations to be compared may differ in various dimensions: choices of value 
measures, analytical models, inputs to the models, options to include in the alternatives, etc. The formulations are 
assessed and compared in terms of three chosen metrics: formulation complexity, computational time and solution 
quality. 
The reasoning of choosing the aforementioned three metrics is discussed here. Problem formulation itself is a 
cognitive process, and it poses a cognitive load on its performer, or specifically, the design engineer. The heavier the 
cognitive load is, the more demanding the task is, and consequently the more experienced and competent the engineer 
should be so as not to feel overwhelmed when undertaking the design problem formulation task. Since design 
engineers vary in level of expertise, mental capacity and other measures of professional and psychological aptitude, it 
is important to recognize the cognitive load generated by each design problem formulation. The other two metrics are 
not solely determined by design problem formulation: solution time is obviously also affected by available 
computational power and design problem solution method selected; solution quality is affected by design problem 
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solution method. However, it should be noted that design problem formulation places a constraint on the list of 
applicable solution methods. Thus, it should be legitimate to arrive at the point that although formulation does not 
directly determine solution quality, its impact cannot be isolated. 
 
  
7 
 
CHAPTER 2. LITERATURE REVIEW 
In this chapter, a selection of pertinent publications is briefly discussed, in light of how relevant studies suggest 
that the design problem formulation development and comparison method has its genuine value. 
Two papers are discussed on the general level of design problem formulation. In a 1983 paper, Volkema 
acknowledges that the problem statement of a design may lead to a wide range of problem formulations which affect 
the direction of succeeding states, and that designers must consider different “perspectives” [6]. He identified the 
factors affecting the amount of time required for problem formulation: problem complexity, designer capabilities and 
experiences, design environment, and the formulation process. The work by Volkema sheds light on the impact of 
design formulation process on design outcome, among which solution quality is a measure. But besides the 
formulation process, the work does not account for various design problem formulations for the same problem, the 
formulations being the product of the formulation process; consequently, this method is unable to compare different 
formulations.  
In a 2012 paper, Danielescu et al recognize the importance of problem formulation and the lack of study in the 
relationship between problem formulation and creative outcome [7]. They attempt to encode and analyze design 
protocols using a problem map ontology, seeking for information about the designer’s creativity levels and the 
approach to problem formulation. Applying this framework, they conduct experiment with expert designers assessing 
the designers’ creativity as well as a set of metrics in the problem map framework, followed by quantitative analysis 
on the correlation. Their problem map framework address the design protocols from a perspective other than the 
mathematical and physical representation of the design space; in other words, it does not explain why the design 
problem formulation is finalized in a particular form expressed in mathematical language. Additionally, creativity is 
the only aspect they assess in terms of the output of the designers; they do not examine the qualities of the design 
result associated with each design formulation. 
Several additional papers are discussed on the level of specific design problem formulation aspects. In a 1991 
paper, Watton and Rinderle identify the benefits of simplifying mechanical design equations so as to reformulate a 
design problem [8]. They offer several examples of reducing highly coupled, non-linear parametric equations to ones 
of better monotonicity and lower complexity. The benefits include convenience and expediency in quantitative 
evaluation and enhanced physical insight. They also briefly discussed the cognitive benefits for designers. While each 
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reformulation strategy has its own importance and application, this work does not introduce under what circumstances 
each strategy should be applied. Nor does this work stress on the tradeoff between the simplification and its effects 
other than benefits. 
Similarly, Pomrehn and Papalambros in their 1995 paper explicitly explain how a design problem can be 
formulated differently in terms of using different types of discreteness in variables, through a series of formulation 
examples under the same design problem [9]. The only metric the authors include in the design outcome evaluation is 
the solution quality. Trade-offs between solution quality and other metrics are not discussed. Accordingly, the study 
does not present a formalized way to compare the different formulations. 
In a 1996 paper, Chapman and Jakiela presented the generation of topologies combining high structural 
performance with a variety of characteristics arisen from the proposed discretized design representation [10]. This 
work well described the benefits of the topology simplification, which is essentially the reduction of features being 
included in the model, but it lacks the quantitative comparison between various applicable simplifications, which are 
likely to have different effects on several measures of the design solution. 
In a 2015 book by Leifsson and Koziel introducing aerodynamic design methods, the authors thoroughly 
introduced design methods using variable-fidelity models and provided the readers with a voluminous number of 
examples of real aerodynamic designs [11]. However, the authors do not include any discussion about how the 
tradeoffs between the pros and cons of various fidelity levels should be discerned and analyzed. 
Tailandier and Gaffuri in their 2009 paper describe how they determine the objective function from quantitative 
analysis in user preferences [12]. This is a method of formulating value measures to compare design alternatives, and 
they approach this by conducting fairly rigorous mathematical reasoning. However, the method has a limited scope in 
terms of the formulation aspects it attends to and in terms of the alternative formulations it proposes, so it is difficult 
to compare the results due to the lack of other formulation considerations. 
A publication that offers more insight into alternative formulations is the work of Eldred and Dunlavy in 2006. 
The authors stress on the importance of surrogate-based optimization methods [13]. Due to the nature of this method, 
a variety of possible surrogate modeling techniques exist, and the process involves subproblem formulation, constraint 
relaxation techniques, merit function selections and so on, and these techniques somehow correspond with some 
formulation guidelines discussed in this thesis, namely, reframing, simplification and comparison metrics formulation, 
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respectively. While this paper comes close to the proposal of comparing formulations which vary in multiple aspects, 
it still lacks the emphasis on the quantitative comparison of different formulations and on the trade-offs associated 
with the formulations. 
Last but not least, there is a constant supply of literatures on design heuristics in all relevant publication venues, 
and one of the most recent papers, presented by Yilmaz et al in 2016, describes the method of extraction of heuristics 
from product designs [14]. However, this study does not draw the relationship between design heuristics and its 
impacts on design problem formulation, in particular, the application of design formulation guidelines. 
The above literature review suggests that the method proposed in this thesis is able to make its contribution to 
advancing the engineering design, for the reason that first, the method evaluates alternative design problem 
formulations that differ in multiple aspects, and second, the method compares the formulations using a unique metric 
that integrates each formulation’s performance in multiple competing measurements. 
  
10 
 
CHAPTER 3. METHODOLOGY 
In this chapter, it is discussed how the proposed method is able to accomplish the functions introduced in the last 
paragraph of the preceding chapter. In order to describe the development and evaluation of design problem 
formulations, some concepts of design problem formulation are introduced. 
3.1 Design Problem Formulation Overview 
In the previous chapters, the phrase “formulation aspects” are frequently used to refer to the different types of 
tasks in a conducting design problem formulation. In this section, this terminology is replaced with “dimension” that 
can be better comprehended with the help of an illustrative figure. In addition, the types of tasks will each have a name 
to refer to the tasks of its type collectively. 
Given a design project, engineers define the objectives of the design and identify specific metrics on which 
different design alternatives can be explicitly compared against each other. This task is “comparison metrics 
formulation.” Usually, engineers formulate comparison metrics by finalizing the objective function of the design 
problem, unambiguously expressing design objectives using mathematical language. “Comparison metrics 
formulation” is similar to “determination of appropriate value measures” proposed by Hazelrigg.  
Engineers also determine what natural features of the design problem should be included in the rigorous design 
solution. This task is “design representation formulation.”, or sometimes “framing”. Engineers decide what observable 
properties related to the design problem should be considered; more specifically, they define what the design decision 
variables, constants and system inputs should be. “Design representation formulation” is similar to “assessment of 
inputs to the models” and “judgement on which options to include in consideration of alternative designs” proposed 
by Hazelrigg. 
Additionally, design engineers determine how the properties selected in the previous step relate to the comparison 
metrics, capturing the intrinsic behaviors of the system. In order to rigorously depict this potentially very complicated 
network of relationships, design engineers develop models to organize these relationships into structures. This keeps 
the process manageable, and enables estimates needed for the comparison metrics from design variables, constants 
and inputs. This task is “predictive model formulation.” “Predictive model formulation” is similar to “determination 
of which relationships to include in analytical models” proposed by Hazelrigg. 
Fu et al in their 2015 paper define “principle” as “a fundamental rule or law, derived inductively from extensive 
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experience and/or empirical evidence, which provides design process guidance to increase the chance of reaching a 
successful solution.”; they define “heuristic” as “A context-dependent directive, based on intuition, tacit knowledge, 
or experiential understanding, which provides design process direction to increase the chance of reaching a satisfactory 
but not necessarily optimal solution.” [15] It should be noted that in each of the three tasks above, principles are absent 
and heuristics prevail.  
No formal principle governs which set of arithmetic variables a design objective defines, how many properties 
are sufficient to represent a design, or how capable a model should be of predicting output. For example, deciding 
how to model the manufacturing process is an important problem that requires significant amounts expert opinion, 
and is not straightforward. Efforts are being made to centralize this type of information and making it broadly available, 
but judgment must still be employed when defining model formulations. 
The three aforementioned tasks form a space, which is called “design formulation space”, as shown in FIGURE 
1. The three dimensions of this space are comparison metrics, design representation and predictive models, 
respectively. The origin of the space is an impeccably “perfect” formulation of a design problem that reflects all 
possible factors. Due to the fact that there does not exist universally acknowledged formal principles for design 
formulation, it is believed that a “perfect formulation” only exists hypothetically. 
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FIGURE 1 Design Formulation Space with two illustrative “practical formulations” formed out of six 
formulation guidelines 
3.2 Formulation Guidelines 
Fu et al define “guideline” as “a context-dependent directive, based on extensive experience and/or empirical 
evidence, which provides design process direction to increase the chance of reaching a successful solution.” It should 
be intuitive that the closer a formulation is to the hypothetically perfect formulation, the more sophisticated it is, and 
the less likely it can be achieved. Accordingly, the idea of “formulation guidelines” is introduced, through which 
designers can create “practical formulations” whose intricacy is manageable. In other words, “formulation guidelines” 
help design engineers move away from the hypothetical perfect formulation. Sometimes, those guidelines are referred 
to as “simplification assumptions” when they clearly reduce the complexity of a formulation. 
As shown in FIGURE 1, CM1 and CM2 are two guidelines which definitively specify comparison metrics for 
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the design problem; CM1, closer to the hypothetical perfect formulation, supposedly better reflects the true design 
objective, but CM2 may be more straightforward and thus easier to handle. Note that different guidelines on the same 
dimension sometimes only formulate the same problem from different angles, and their relative complexity may not 
be obvious. Also note that any Guideline in FIGURE 1 may be a compound of a set of more specific guidelines on the 
same dimension. 
Since the formulation space has three dimensions, a combination of guidelines on all three dimensions composes 
a practical formulation. For an example, in FIGURE 1 and FIGURE 2, Guidelines CM1, DR2 and PM1 generate 
Formulation 1, which further yields Solution 1. One guideline can be part of many formulations. The large number of 
combinations generates a large number of alternative formulations which, presumably, can accommodate any 
preference in complexity, computational time and solution quality. 
 
FIGURE 2  Relationships among guidelines, formulations and solutions 
 It is worth noting that the above described formulation development has a modular nature: the formulations are 
essentially the combinations of formulation guidelines, so each formulation guideline may be incorporated in a number 
of formulations. Consequently, the further evaluations of formulations are made easier thanks to the modularity of 
14 
 
formulations. 
3.3 Evaluation of Formulations 
Explained below is an elaboration of the related paragraph in Section 1.4 about the reasons why formulation 
complexity, computational time and solution quality are chosen as the formulation evaluation criteria. 
 The complexity of a formulation directly determines the amount of cognitive load the design engineers must 
sustain when formulating the problem. The greater the cognitive load, the more difficult and time consuming is the 
process, and the greater level of expertise required of the designer. 
 Solution time reflects the amount of stress the formulation exerts to whoever (or whatever) undertakes the 
solution process. Computational time can be used as a metric. It is acknowledged that solution time is also affected by 
the choice of algorithmic solution strategy, which is not exclusively determined by problem formulation; however, 
formulation often puts a limit on the selection of solution strategy, and should aim at reducing computational time on 
the upper level by, for example, keeping the number of design decision variables low. 
 The quality of a design is reflected by how well the merits of the design solution align with the motivating design 
objectives. If a design formulation is such that it sensibly conveys the design objectives and reasonably depicts the 
pertinent properties and relationships, then the design solution should address the design objectives well. 
It should be noted that the above three objectives may be competing so that an intrinsic tradeoff occurs when one 
wants to improve any one factor by changing relevant formulation guidelines. In order to pursue consistency when 
making decisions on problem formulation, multiattribute utility theory is applied in order to account for the decision 
maker’s risk attitude and preference on attributes. The simplest form of multiattribute utility model is a simple linear 
combination: attribute levels are scaled uniformly from 0 to 1, which is equivalent to risk neutrality; utilities of 
different attributes also have equal weights, which is equivalent to no preference in attributes. More complicated utility 
models may involve a diverse range of utility functions forms such as exponential and so on, and may also incorporate 
aggregate utility equations in additive, multiplicative or other forms. Evaluation of risk attitudes and preferences, as 
well as independence tests for aggregate utility model validation, do not bear any difference with applications in other 
scenarios. 
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CHAPTER 4. EXAMPLE: PROBLEM STATEMENT 
4.1 Physical Layout and Application 
 In this thesis, the proposed formulation comparison method is illustrated by walking through the design of a 
simple vibration-absorbing system for a sprung mass subject to a disturbance force. The use of symbols is summarized 
in TABLE 1 depicts the physical layout of the dynamic system. A mass, referred to as the primary mass m1, is linked 
to the ground by a linear primary spring 𝑘1. 𝐹(𝑡) is a disturbance force vertically applied to 𝑚1. Movement of 𝑚1 
is restricted in the vertical direction, and movements other than translational are ignored. Displacement of 𝑚1 is 
denoted by 𝑧1(𝑡) . These components make up the primary mass-spring system. The primary mass 𝑚1 = 1; the 
primary spring constant 𝑘1 = 100. 
 
FIGURE 3 Schematic of the dynamic system 
 This mass-spring system can loosely illustrate a variety of design optimization problems. It can model a 
machining process platform, such as those employed for a lathe or a mill: the platform is seen as the 𝑚1, and the legs 
supporting the platform as 𝑘1. The force 𝐹(𝑡) represents the vibrations induced by the drive motors of the machine. 
The machine tool onboard the platform performs its duty of processing workpieces into products, and the high product 
quality is a desirable outcome. It can also model an optical table, upon which precision optical device(s) such as a 
laser system can be fitted. If the laser system performs a measuring task, then the high measurement accuracy is a 
desirable outcome. 
4.2 Objectives and Constraints 
 The objective is for the primary mass to experience the least possible amount of vibration, resulting in superior 
surface quality of the finished component. Within the scope of this example, only examines are the approaches of 
designing mechanical vibration-absorbing components, without considering implementing active controls to the 
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system; in other words, co-design of system and control is not a topic here. 
 In order to reduce the vibration of 𝑚1 with the presence of 𝐹(𝑡), a passive vibration absorbing system for this 
primary system is to be designed. This vibration absorber system, referred to as the secondary system hereafter, 
consists of a secondary mass 𝑚2, a secondary spring 𝑘2 and a damper 𝑐2. Similarly, the motion of 𝑚2 is restricted 
in the vertical direction, and its translational displacement is denoted by 𝑧2(𝑡). Basic mechanical principles yield the 
following equations of motion: 
 {
𝑚1?̈?1 = 𝑘2(𝑧2 − 𝑧1) + 𝑐2(?̇?2 − ?̇?1) + 𝐹 − 𝑘1𝑧1
𝑚2?̈?2 = −𝑘2(𝑧2 − 𝑧1) − 𝑐2(𝑧2 − ?̇?1)
 (1) 
In the above equations, 𝑧1 , 𝑧2 and their time derivatives are functions of time. 𝑚2 , 𝑘2 and 𝑐2 are the design 
decision variables and remain to be determined: 𝑘2 may be constant or a function of deflection. 𝑐2 may be constant 
or a function of frequency. 𝐹(𝑡) is an input. The system response in the first 5 seconds is of interest, so 𝑡0 = 0 and 
𝑡𝑓 = 5. The initial condition is 𝑧1(0) =  𝑧2(0) = 5 and ?̇?1(0) = ?̇?1(0) = 0.  
 The design of the passive vibration absorber is subject to a set of constraints. 𝑚2, 𝑘2 and 𝑐2 cannot exceed 
certain reasonable ranges, determined by material properties, manufacturability, geometric dimensions, costs, among 
other factors. 
TABLE 1  Nomenclature 
 
Symbol Definition Unit Symbol Definition Unit Symbol Definition Unit 
𝑭(𝒕) 
Sinusoidal 
disturbance force 
N ω 𝐹(𝑡) frequency rad/s 𝐾2 𝐾(𝑡) parameter 2 s 
𝑭(𝜹) 
Force-deflection 
curve 
N 𝑡 Time s 𝑑 
Conical spring 
wire diameter 
m 
𝑲(𝒕) 
VE damper 
relaxation kernel 
N/m 𝑚2 
Secondary mass 
mass 
kg 𝐷1 
Conical spring 
min. helix diameter 
m 
𝑿𝑫 Design variables 
 𝑘2 
Secondary spring 
spring constant 
N/m 𝐷2 
Conical spring 
max. helix 
diameter 
m 
𝑳(𝑿𝑫) Objective function 
 𝑐2 
Damper damping 
coefficient 
N∙s/m 𝑝 
Conical spring 
pitch 
m 
𝑚1 Primary mass mass kg 𝑧1 
Primary mass 
displacement 
mm 𝑁𝑎 
Conical spring 
initial No. of active 
coils 
1 
𝑘1 
Primary spring 
spring constant 
N/m 𝑧2 
Secondary mass 
displacement 
mm 𝐺 
Shear modulus of 
elasticity 
Pa 
A 𝐹(𝑡) amplitude N 𝐾1 𝐾(𝑡) parameter 1 N/m 𝑐𝑝𝑖 
𝐹(𝛿) spline 
parameter 
N/m 
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CHAPTER 5. EXAMPLE: DESIGN FORMULATIONS 
In this section, around the design problem described previously, its “perfect” formulation, guidelines and 
resultant practical formulations are discussed. 
5.1 “Perfect” Formulation 
 The primary purpose of designing the vibration absorber is to reduce the vibration of 𝑚1, because vibration is 
an undesirable behavior. Therefore, the “perfect” objective function should aim at minimizing the “detrimental impact” 
of 𝑚1 ’s vibration across all anticipated operating conditions. Suppose that the primary mass 𝑚1 is a platform 
carrying a lathe. The vibration of 𝑚1 will ultimately lead to unsatisfactory surface quality of the finished part. If the 
surface quality of the finished part is measurable, then it explicitly reflects the aforementioned “detrimental impact” 
caused by 𝑚1’s vibration and can be used as the “perfect” objective function. 
 Unfortunately, estimating actual surface quality of machined components is a difficult task. Accurate 
mathematical models for predicting surface quality are often developed empirically, for example by conducting 
carefully designed experiments and then analyzing the results using response surface methodology and analysis of 
variance. This can be a very time-consuming and manufacturing site-specific process. 
 Even with a nearly perfect objective function, challenges still prevail in formulating the design representation 
and the predictive model. An accurate model must be comprehensive, non-linear and high-fidelity model, and will be 
sophisticated in the following ways: 
 Comprehensive. This model includes all important system elements, including dynamic coupling between the 
motor and all the other elements. 
 Nonlinear. Dependence on frequency, amplitude or any other state will require nonlinear simulation. Inman 
identifies six important differences between linear and nonlinear systems, and he testifies that the latter are very 
complex [16]. 
 High-fidelity. This model is accurate with respect to reality in ways that impact design decisions. 
 While the above discussion supposedly characterizes a “perfect” formulation that best represents facts and 
addresses objectives, it cannot justify if such an extremely capable formulation is suitable for all design problems, as 
tradeoffs among formulation complexity, computational time and solution quality cannot be ignored. Design engineers 
must then simplify the formulation to an extent they deem sufficient for the specific design problem. 
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5.2 Formulation Guidelines 
 Now, the following formulation guidelines for the vibration-absorbing system design problem are generated. 
They are first briefly described and then discussed in detail in the subsequent paragraphs. 
Guideline 0.1 No dynamic coupling and design coupling. The designs of the secondary system do not alter the 
properties of the primary system or the input disturbance force 𝐹(𝑡). 
Guideline 0.2 Given disturbance force expression. 𝐹(𝑡) is defined by 
 𝐹(𝑡) = 5 sin(𝜔(𝑡)𝑡) where 𝜔 = {
20𝑡, 𝑖𝑓 0 ≤ 𝑡 ≤ 1
20, 𝑖𝑓 𝑡 > 1
 (2) 
Guideline 0.3 Restrained framing. The objective of this design is only about maximizing vibration-absorbing 
performance and satisfying constraints. No other attributes such as cost are considered. 
Guideline 1.1 Using maximum |𝑧1(𝑡)| for 𝑡 ≥ 4𝑠 as objective function and minimizing it. 
Guideline 1.2 Using sum of |𝑧1(𝑡)| for 0 ≤ 𝑡 ≤ 5𝑠 as objective function and minimizing it. 
Guideline 1.3 Using sum of maximum |𝑧1(𝑡)|  for 𝑡 ≥ 4𝑠  for 𝜔 = 2, 6, 10, 14, 18  as objective function and 
minimizing it. 
Guideline 2.1 Including 𝑚2 in design variables. 
Guideline 2.2 Including c2 in design variables. 
Guideline 2.3 Including 𝑘2 in design variables. 
Guideline 3 Designing a viscoelastic (VE) damper 
Simplification 3-1 Assuming relaxation kernel  
𝐾(𝑡) = 𝐾1𝑒
−𝐾2𝑡 for viscoelastic damper; including 𝐾1 and 𝐾2 in design variables 
Guideline 4 Optimizing known telescoping conical spring architecture. 
Simplification 4-1 Assuming known 𝑑, 𝑁𝑎 and 𝐺; including 𝐷1, 𝐷2 and 𝑝 in design variables. 
Guideline 5 Assuming monotonic cubic spline 𝐹(𝛿) with six control points. 
Guideline 6 Applying target matching strategy. 
Guideline 7 Using simple sum of errors loss function in target matching strategy. 
 Series 0 guidelines are upper-level, “umbrella” guidelines for this problem, which set an easier starting point for 
the application of more specific guidelines; they are in every formulation. Series 1 guidelines are for objective 
functions on the “comparison metrics” dimension. Series 2 guidelines as well as Guidelines 3 to 5 are on the “design 
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representation” dimension. Guidelines 6 and 7 actually span over the “comparison metrics” dimension and the “design 
representation” dimension. 
5.2.1 Comparison Metrics Formulation Guidelines 
 As discussed in Section 5.1, using surface quality as the objective function is ideal yet often impractical. This 
subsection describes three different proxy objective functions employed in order to reduce cognitive effort and 
computational time in order to achieve a satisficing solution. 
Using Maximum Displacement as Proxy 
 In Guideline 1.1, minimize the maximum primary mass displacement magnitude after 4 seconds3. The objective 
is 
 min 𝐿1(𝑋𝐷) = max[|𝑧1(𝑡)|] , 𝑡 ≥ 4𝑠  (3) 
 This guideline terminates the formulation effort at where the 𝑧1(𝑡) is obtained, ignoring how 𝑧1(𝑡), together 
with a group of other factors, further impact surface quality. 
 On the other hand, the risk associated with this guideline is that a design achieving the minimum obtainable 
|𝑧1(𝑡)|𝑚𝑎𝑥  does not necessarily minimize detrimental impact: a design may yield a relatively low “global” 𝑧1(𝑡) 
peak but still has several high “local” peaks; this design is arguably less favorable than one that yields a relatively 
high “global” peak but remains much stable elsewhere. 
Using Sum of Displacement as Proxy 
 In Guideline 1.2, minimize the sum of primary mass displacement magnitude over the entire time span of interest4. 
The objective is 
 min 𝐿2(𝑋𝐷) = ∑ |𝑧1(𝑡𝑖)|
𝑁
𝑖=1 , 𝑡 = 0, … ,5𝑠 (4) 
where 𝑁 is the number of discrete time points in time span 0 ≤ 𝑡 ≤ 5𝑠. 
 This guideline has a similar risk: minimum 𝐿2(𝑋𝐷) does not necessarily lead to minimum detrimental impact. 
Using Transmissibility as Proxy 
 The above formulations lie in the scope of time-domain simulation. An alternative angle is to look at the impact 
in the frequency domain and define the objective as minimizing transmissibility.  
                                                          
3 The dynamic system response simulations show that for all formulations tested, primary mass displacement stabilizes after 4 
seconds. 
4 Rigorously, ∫ |𝑧1(𝑡)|𝑑𝑡
𝑡𝑓
𝑡𝑜
 should be used; however, the dynamic system response problem does not have a closed-form solution; 
numerical methods have to be used to perform simulations, which only yield 𝑧1(𝑡) values at discrete points. 
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 Transmissibility varies with respect to the ratio of the disturbance frequency to the system’s natural frequency. 
While the previous guidelines only deal with response to the given disturbance frequency 𝜔, this guideline considers 
a wider range of frequency. 
 In Guideline 1.3, minimize the sum of maximum primary mass displacement magnitude after 4 seconds under 
five different frequencies. The objective is 
 min 𝐿3(𝑋𝐷) = ∑ max[|𝑧1(𝑡)|]𝜔=𝜔𝑖
5
𝑖=1 , 𝑡 ≥ 4𝑠,  𝜔𝑖 = 2, 6, 10, 14, 18 𝑟𝑎𝑑/𝑠  (5) 
 Note that 𝐿3(𝑋𝐷) does not discriminate different 𝜔’s, but in reality, vibrations at the motor’s most frequent 
operating frequency may be more undesirable than vibrations at other frequencies. An improved version of this 
formulation may include weights on different frequencies. 
5.2.2 Predictive Model Formulation Guidelines 
 Again, as discussed in Section 6.1, the nearly perfect model may be too challenging to develop. Now, how to 
reduce the complexity of the predictive model by applying Guidelines 0.1 and 0.2 is discussed. 
Using linear model and excluding disturbance source 
 To design a damper with a viscoelastic material, which will be discussed in the next subsection, a Generalized 
Maxwell model can be used to depict its response under load, so that the mathematical expressions are linear first-
order ordinary differential equations (ODE). 
 Additionally, in the dynamic model, instead of modeling the motor, which is the disturbance source, the external 
disturbance force 𝐹(𝑡) can be treated as given, which may be obtained from experiment or simulation. The dynamic 
coupling is therefore eliminated between the system components and the disturbance source.  
 Using linear generalized Maxwell model and excluding disturbance source in the dynamic model allow the 
engineer to perform a much less expensive linear simulation of the dynamic behavior of the primary mass. 
Simultaneously, the engineer can ignore the design coupling between the primary and secondary system components 
and the disturbance source so 𝐹(𝑡) remains unchanged regardless of the design. These simplifications can be treated 
as default for all formulations to be studied. 
5.2.3  Design Representation Formulation Guidelines 
 This subsection describes how to determine what aspects of the reality are to be included in the design 
formulation, as well as a strategy of reframing the problem. 
21 
 
Designing a Viscoelastic Damper 
 A viscous damper has a constant damping coefficient. If designed properly, it reacts very well to fixed-frequency 
disturbances, but performs less satisfactorily when frequency varies. A remedy to this is to use a damper with 
frequency-dependent viscoelastic material [17]. It is beneficial to real-world applications because motors vary 
frequencies as they start up and usually operate under variable speeds. 
 While Guideline 2.2 assumes that the engineer is to design a viscous damper with constant 𝑐2, Guideline 3 
prompts him or her to design a viscoelastic damper. The key to designing a viscoelastic damper is to determine its 
relaxation kernel 𝐾(𝑡), from which he or she can deduce the response of this damper under different frequencies. 
𝐾(𝑡) is usually monotonically decreasing, so it is further assumed that it is governed by the monotonically decreasing 
function 
 𝐾(𝑡) = 𝐾1𝑒
−𝐾2𝑡  (6) 
The design variables for the viscoelastic damper are 𝐾1  and 𝐾2 , as described by Simplification 3-1. This 
simplification also indicates that the effort terminates at obtaining 𝐾(𝑡), and ignores how this 𝐾(𝑡) can be achieved 
by material selection, etc. 
Designing a Nonlinear Spring 
 Apart from designing a viscoelastic damper, the design problem can also be expanded to include a nonlinear 
spring to further improve the vibration absorbing performance. 
 In Guideline 2.3, the engineer design a linear spring, which has a constant 𝑘2 so its elastic force always varies 
linearly with its deflection. A nonlinear spring does not: its spring constant is deflection-dependent, therefore state-
dependent. This nonlinear behavior can produce distinctly different absorber performance, while it may also invite 
dynamic instabilities. 
 In modeling system response with a nonlinear spring, the engineer considers the following mapping as FIGURE 
4 shows. Let 𝑋𝐷𝑆𝑝𝑟𝑖𝑛𝑔  be the independent geometric and/or material design variables of the spring, with which an 
elastic spring analysis can be performed. The fidelity of the analysis can vary from simple static analysis to more 
advanced analysis which also models spring vibrations. Design engineers should apply heuristics in determining the 
level of fidelity. The elastic spring analysis outputs a force-deflection curve 𝐹(𝛿) over the achievable deflection 
range. This 𝐹(𝛿) is then used as given in the dynamic system simulation which yields the desired 𝐿(𝑋𝐷), upon which 
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optimization can be performed. 
 
FIGURE 4 Mapping of the spring design optimization problem 
 At least three methods of choosing design variables for the nonlinear spring exist. Note that the following 
guidelines are not only design representation guidelines, but also predictive model guidelines, since each of them 
requires a different model of the nonlinear spring. 
 Topology optimization. It offers the most flexible design representation: every single geometric feature of the 
nonlinear spring can be represented freely and then optimized. This method virtually poses no limits on the design, 
although manufacturability constraints may often be necessary. 
 The downside of topology optimization is its extreme complexity. As mentioned above, manufacturability 
constraints further add to the complexity of this optimization method. Explanations and case studies of topology 
optimization are provided in Bruns and Tortorelli’s 2001 paper [18] and many other literatures. 
 Shape optimization. A less flexible design representation, it assumes the edge shape of the nonlinear spring 
defined by splines. The design variables are the spline control points. 
 This method itself can vary in complexity. The spline curves may have different fidelity; curve and spring 
thickness distribution can be considered simultaneously. Manufacturability constraints may be necessary. 
 While the shape optimization method sacrifices some level of flexibility in design representation, it supposedly 
offers a simpler analysis algorithm and is less cognitively demanding. Methods of nonlinear spring design given 
prescribed 𝐹(𝛿) curve are discussed in Jutte and Kota’s 2008 paper [19]. 
 Known spring architecture optimization.  A further simplification is to optimize known spring architecture. The 
design variables are the customizable parameters of the chosen “template”. 
 This optimization method is the least flexible; however, it requires a minimal number of design variables, and 
models are usually readily available. Manufacturability constrains are almost all integrated in the “template”. 
 Heuristics play an important role as the architecture chosen by the design engineer defines the range of design 
result. As explained by Hallihan et al in their 2012 paper, anchoring heuristics may be in effect when the engineer 
starts with choosing the “template” [20]. 
23 
 
 This known spring architecture optimization is used in Guideline 4; specifically, consider optimizing a 
telescoping conical spring. A telescoping conical spring has six design variables: 𝑑 , 𝐷1 , 𝐷2 , 𝑝 , 𝑁𝑎 and 𝐺 . In 
Simplification 4-1, the number of design variables is further reduced by assuming given 𝑑, 𝑁𝑎 and 𝐺 and only 
treating 𝐷1, 𝐷2 and 𝑝 as design variables. 
Parameterizing 𝐹(𝛿) 
 The force-deflection function 𝐹(𝛿) can be parameterized in a number of different ways with varying complexity 
and fidelity. Free-form parameterization such as using high-fidelity spline is rather ideal. Alternatively, it can be 
parameterized more easily assuming piecewise linearity. 
 In addition, adding simple constraints may have benefits. For example, for a stable spring, a monotonicity 
constraint on 𝐹(𝛿) can be added. This simplification appears in Guideline 5, which also assumes the use of six control 
points for cubic spline curves. 
Target Matching Strategy 
 In order to explore the “modular” concept of this design problem, a target matching strategy which reframes the 
design problem is developed, as shown in FIGURE 5. 
 
FIGURE 5 Illustration of the target matching strategy for spring design 
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 Optimize 𝐿(𝑋𝐷) with respect to 𝐹(𝛿) in the upper-level module. The optimal force-deflection curve 𝐹
∗(𝛿) is 
then a known function dependent on the spring deflection. Certainly, this 𝐹∗(𝛿) should be properly parameterized. 
 The upper-level module passes its output 𝐹∗(𝛿) to the lower-level module, in which the error between 𝐹∗(𝛿) 
and 𝐹(𝛿) is minimized. 𝐹(𝛿) is achieved through spring design and 𝐹∗(𝛿) is its target. In this way, the vibration 
absorber design problem is reframed to a spring design problem: it is only needed to optimize the design to achieve a 
minimized error. This strategy is Guideline 6. 
Evaluating Error 
 To formulate this target matching problem, it is needed to properly define a way to evaluate the error between 
𝐹(𝛿) and 𝐹∗(𝛿), which is the loss function of the lower-level module. The simplest sum of errors is used in Guideline 
7: 
 𝐸𝑟𝑟𝑜𝑟 = ∑ |𝐹(𝛿𝑖) − 𝐹
∗(𝛿𝑖)|
6
𝑖=1   (7) 
where 𝛿𝑖 is the x-coordinate (deflection) of the spline curve control points. Guideline 5 specifies that there are six 
control points. 
 An improved version of the loss function is one that has a weight for each deflection range. Then, error within 
specific deflection ranges is treated as less unfavorable if 𝐹(𝛿) within those ranges affects the system performance 
little. 
 If 𝐹∗(𝛿) is not even close to achievable by manipulating the nonlinear spring design, the following can be done 
to close the gap between 𝐹(𝛿) and 𝐹∗(𝛿). In the lower-level module, more flexibility can be unlocked on 𝑋𝐷𝑆𝑝𝑟𝑖𝑛𝑔, 
especially when the lower-level has been formulated in a less flexible way, for example, using the known architecture 
formulation. In the upper-level module, constraints can be added to the problem so as to produce a more realizable 
𝐹∗(𝛿). 
 Another possible approach is to optimize 𝐿(𝑋𝐷) directly with respect to 𝑋𝐷𝑆𝑝𝑟𝑖𝑛𝑔 . Whether this strategy reduces 
complexity or improves solution quality is formulation-specific and therefore not obviously observable. 
5.3 Practical Formulations 
 From the guidelines described above, six formulation examples are composed, which are summarized in Rows 
1 to 6 of TABLE 2. Each formulation is programmed and solved in MATLAB®: simulations on system dynamics 
are performed using numerical methods, and optimizations are performed using the Optimization toolbox in 
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MATLAB®. The optimal design variable values and corresponding objective function values are presented in Rows 
7 and 8 of TABLE 2.
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TABLE 2  Formulations: Summary and Applied Guidelines, Design Solution and Evaluation Results 
 
Row Item Formulation 1 Formulation 2 Formulation 3 Formulation 4 Formulation 5 Formulation 6 
1 VE Damper? No No Yes Yes No No 
2 
Conical 
Spring? 
No No No No Yes Yes 
3 
Target 
Matching? 
No No No No No Yes 
4 𝑿𝑫 𝑚2, c2, 𝑘2 𝑚2, c2, 𝑘2 𝑚2, c2, 𝐾1, 𝐾2 𝑚2, c2, 𝐾1, 𝐾2 
𝑚2, c2, 
𝐷1, 𝐷2, 𝑝 
𝑚2, c2, 𝑐𝑝𝑖;  
𝐷1, 𝐷2, 𝑝 
5 𝑳(𝑿𝑫) max[|𝑧1(𝑡)|] ∑|𝑧1(𝑡𝑖)|  ∑|𝑧1(𝑡𝑖)|  ∑ max[𝑧1(𝑡)]𝜔  ∑|𝑧1(𝑡𝑖)|  
∑|𝑧1(𝑡𝑖)|; 
∑|𝐹 − 𝐹∗|  
6 
Guidelines 
and 
Simplifications 
1.1, 2.1, 2.2, 2.3 1.2, 2.1, 2.2, 2.3 1.2, 2.1, 2.3, 3, 3-1 1.3, 2.1, 2.3, 3, 3-1 
1.2, 2.1, 2.2, 4, 4-1, 
5 
1.2, 2.1, 2.2, 4, 4-1, 
5, 6, 7 
7 𝑿𝑫
∗  
0.9860, 7.4489, 
22.0446 
1.0000, 4.6922, 
20.2336 
0.9999, 0.0987, 
0.0801, 3.1778 
0.3442, 0.1154, 
0.2846, 2.1788 
0.9982, 3.5181, 
0.0854, 0.0843, 
0.0497 
0.5498, 2.9972; 
0.0550, 0.0600, 
0.0230 
8 𝑳∗(𝑿𝑫
∗ ) 0.0151 1487 2510 21.7442 282 265; 1540 
9 𝑿𝒔𝒄 10% 15% 90% 100% 60% 80% 
10 𝑿𝒐𝒄 4 5 13 15 11 14 
11 𝑼𝒄 0.95 0.88 0.14 0.00 0.38 0.15 
12 𝑿𝒕 143 sec. 72 sec. 242 sec. 612 sec. 1050 sec. 280+51 sec. 
13 𝑼𝒕 0.93 1.00 0.83 0.45 0.00 0.74 
14 𝑿𝒒 1718 1487 2510 5906 219 288 
15 𝑼𝒒 0.74 0.78 0.60 0.00 1.00 0.99 
16 𝑨𝑼𝟏 0.87 0.89 0.52 0.15 0.46 0.63 
17 𝑨𝑼𝟐 0.91 0.92 0.69 0.18 0.85 0.89 
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CHAPTER 6. EXAMPLE: FORMULATION COMPARISON 
With the design problem solved using the six different optimization formulations, now it is time to compare them 
against each other based on the three attributes defined earlier. 
6.1 Attributes 
First, it is explained how the three attributes are quantified. 
6.1.1  Task Complexity 
 Tasks complexity can be evaluated from two aspects: subjective complexity and objective complexity. Here, the 
well-established NASA Task Load Index (TLX) is chosen to quantify subjective formulation complexity [21]. A 
typical NASA TLX questionnaire is shown as FIGURE 6. For simplicity, the six numbers are added up and the sum 
is divided by the maximum possible sum; the lower the ratio is, the less cognitively demanding the formulation is. 
This ratio is denoted as 𝑋𝑠𝑐, the first attribute in the analysis. 
 
FIGURE 6 NASA Task Load Index questionnaire 
 For objective complexity, the structural complexity quantification method proposed by Sinha and de Weck in 
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their 2013 paper is used [22]. A brief description of this method is provided here.  
The complexity quantification is a graph-based method; different from other method of the same type, the 
structural complexity quantification used here is based on graph energy, instead of other metrics such as graph diameter, 
path length, etc. It is an improvement of other methods which simply account for the numbers of nodes and edges of 
the graph: it also takes into account the architecture of the graph and is able to distinguish the different complexities 
of two graphs with the same number of nodes and connections but differentiated on internal structure. In addition, this 
method qualifies for the formulation evaluation task well because of its ability to deal with modularity. For systems 
with subsystems, like the formulations which have several modules, each of which is a formulation guideline, this 
quantification method uses an inter-module “integrated topological complexity term” in addition to the intra-module 
topological complexities. The proposed quantification yields an overall complexity value of a formulation, and this 
metric is denoted as 𝑋𝑜𝑐, the second attribute. 
FIGURE 7 is a graphical representation of the relationships among the variables and operators in the dynamic 
model for the forced vibration system; namely, this graphical representation is called a design structure matrix (DSM). 
 
FIGURE 7 Design structure matrix for the dynamic model of the system 
6.1.2  Computational Time 
 Computational time is directly taken from recorded time required for a particular problem formulation to be 
MATRIX A: DESIGN STRUCTURE MATRIX (DSM)
x1 x2 d/dt m1 k1 F omegam2 k2 c2 Fs2 xs2 SSE1 SSE2 SSE3 SSE4 sin() t t0 tf x1_0 x2_0
x1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0
x2 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0
d/dt 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0
m1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
k1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
F 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
omega 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
m2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
k2 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
c2 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0
Fs2 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 1 0 0 0 0 0 0
xs2 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
SSE1 1 1 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 1 1 1 1
SSE2 1 1 1 1 1 1 1 0 0 1 1 0 1 1 0 1 1 1 1 1 1 1
SSE3 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 1 1
SSE4 1 1 1 0 0 0 0 1 0 1 1 0 0 1 1 1 0 0 1 1 1 1
sin() 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
t 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
t0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0
tf 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0
x1_0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0
x2_0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0
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solved. It is denoted as 𝑋𝑡. When executing the programs in MATLAB®, the “Run and time” option was selected and 
the “Profile time” recorded upon completion by the application is directly used as the computational time. It is worth 
noting that the “Profile time” is affected by the coder’s coding ability and computer processor speed, so it is a proxy 
of the true computational time: more rigorous quantification must be adopted for more realistic, complex problems. 
6.1.3  Solution Quality 
 Solution quality is quantified by an evaluation metric that represents the degree to which the design meets the 
objectives. Whatever their original objective functions are, all formulations are assessed using the same metric. As 
discussed in 5.1, the most ideal metric may be surface quality, if available. In the example, simpler metric is used. For 
each formulation, once the optimal design is obtained, 𝑋𝐷
∗  is updated in the model, and the dynamic response 
simulation is executed once more, generating a discrete 𝑧1(𝑡𝑖) value array. The evaluation metric is then the sum of 
|𝑧1(𝑡𝑖)| over the time span from 𝑡0 = 0 to 𝑡𝑓 = 5 at 5001 evenly spaced points. 
 𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 = ∑ |𝑧1(𝑡𝑖)|
5001
𝑖=1   (8) 
This 𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 value is denoted as 𝑋𝑞.  
6.2 Aggregate Utility Function 
 In order to combine the three aforementioned attributes into one single comparison metric, it is proposed to use 
an aggregate utility function. In this example, two hypothetical utility functions are evaluated. 
6.2.1 Simple Linear Combination 
First, a linearly scaled weighted average for the attributes is used, which essentially mimics the simplest form of 
a multiattribute utility function under the assumptions of risk neutrality (linear attribute utility function) and equal 
attribute weights.5 
 𝑋𝑠𝑐, 𝑋𝑜𝑐, 𝑋𝑡 and 𝑋𝑞 are scaled from 0 to 1, 0 being the least desirable while 1 being the most desirable. For 
example, for attribute “computational time”, the worst attribute value is 𝑥𝑡5 = 1050 sec. corresponding to 𝑥𝑡5 =
0 while the best is 𝑥𝑡2 = 72 sec. corresponding to 𝑢𝑡2 = 1. Doing a linear interpolation for 𝑥𝑡1 = 143 gives 𝑢𝑡1 =
0.93. The resultant values are denoted 𝑈𝑠𝑐, 𝑈𝑜𝑐, 𝑈𝑡 and 𝑈𝑞. 𝑈𝑠𝑐 and 𝑈𝑜𝑐 each takes 50% in the formation of 𝑈𝑐. 
Therefore, the weighted average of Formulation 𝑖’s score is 
                                                          
5 Technically, additive independence must be tested before adopting an additive utility function. 
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 𝐴𝑈𝑖 = 0.33 (0.25𝑈𝑠𝑐(𝑥𝑠𝑐𝑖) + 0.25𝑈𝑜𝑐(𝑥𝑜𝑐 𝑖)) + 0.33𝑈𝑡(𝑥𝑡𝑖) + 0.33𝑈𝑞 (𝑥𝑞𝑖)  (9) 
 The attribute values, scaled attribute values as well as the weighted averages of the formulations are presented 
in Rows 9 to 16 of TABLE 2. 
6.2.2 More Complicated Models 
In reality, it is rare to identify a situation where decision makers are risk neutral and are indifferent among 
attributes, so it is a must to have the utility function being able to incorporate risk attitudes and preferences. 
Unfortunately, when this thesis study is conducted, the access to real decision makers’ risk attitudes and preferences 
are not available; as a result, only hypothetical values are used to forge utility functions for illustrative purposes. 
With the inspiration by Thurston’s 2001 paper [23], first the additive independence among the aforementioned 
attributes are tested using the pair of lotteries below. 
 Lottery A  p = 0.5 Longest time, Best quality 
    p = 0.5 Shortest time, Poorest quality 
 Lottery B  p = 0.5 Longest time, Poorest quality 
    p = 0.5 Shortest time, Best quality 
 Suppose that the decision maker does not believe that we are indifferent between Lottery A and Lottery B, so 
computational time and solution quality are not additively independent. Similarly, computational time, solution quality 
and formulation complexity are not pairwise additively independent. However, the decision maker does believe that 
objective complexity and subjective complexity are additively independent, so that an additive utility function can be 
used for complexity.  
 𝑈𝑐 = 𝑘𝑠𝑐𝑈𝑠𝑐(𝑥1) + 𝑘𝑜𝑐𝑈𝑜𝑐(𝑥2) (10) 
 The utility independence is also tested, and the test arrived at the conclusion that attributes “complexity”, 
“computational time” and “solution quality” are pairwise utility independent, and are automatically preferential 
independent. Multiplicative utility function is valid for this instance. 
 Thus, the utility function for these three attributes is given by the equation 
 1 + 𝑘𝑈(𝑥𝑐 , 𝑥𝑡 , 𝑥𝑞) = ∏ [𝑘𝑘𝑖𝑈𝑖(𝑥𝑖) + 1]
3
𝑖=1  (11) 
where 𝑘 is a nonzero solution to the equation 
 1 + k = ∏ (1 + kki)
3
i=1   (12) 
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 Next, determine the weights in these functions. A number of methods exist, such as the utility method, as 
described by Clemen in his book Making Hard Decisions [24]. First assume that in equation (10) 𝑘𝑠𝑐 = 𝑘𝑜𝑐 = 0.5. 
Then five hypothetical alternatives are generated: one has worst plausible values on all attributes; one has best on all; 
each of the rest of the three has worst plausible values on all attributes except one, on which it has best. Suppose that 
the decision maker thinks that he or she will be indifferent between getting the hypothetical formulation with 
everything the worst except for a best solution quality 𝑋𝑞 = 219 , and a lottery of getting the best hypothetical 
formulation with probability 𝑝 = 0.8 and getting the worst with 𝑝 = 0.2 . Then, the utility of this hypothetical 
formulation is 0.8, which is the weight for attribute “solution quality”. The remaining weights are estimated in a 
similar way. As the result, the weights for the three attributes are 𝑘𝑐 = 0.5, 𝑘𝑡 = 0.4 and 𝑘𝑞 = 0.8. 
 Substitute the above values into (12). Calculation yields 𝑘 = −0.9025. Combining these with (4), the aggregate 
utility function for any alternative is 
 𝑈(𝑥𝑐 , 𝑥𝑡 , 𝑥𝑞) = −1.1080[(−0.4513𝑢𝑐(𝑥𝑐) + 1)(−0.3610𝑢𝑡(𝑥𝑡) + 1)(−0.7220𝑢𝑞(𝑥𝑞) + 1) − 1] (13) 
 It is also needed to evaluate the utility value of each attribute value for each attribute. According to Clemen, there 
are a number of utility functions to evaluate utility for a particular attribute level, such as the exponential utility 
function 𝑈(𝑥) = 1 − 𝑒−
𝑥
𝑅, where the constant 𝑅 is the so-called risk tolerance. 
 For simplicity, linear utility function like that in Subsection 6.2.1 is used, assuming risk neutral, for all attributes.  
From above, the attribute utility values and aggregate utility values for all formulations are listed in row 17 in 
TABLE 2. 
6.3 Results and Discussions 
6.3.1 Interpretation 
Per the results above, it is fair to conclude that based on the simple linearly scaled weighted average, 
Formulation 2 achieves the highest score among the six formulations. Formulations 1 and 2 are both easy to 
formulate, fast to solve, and both achieve fairly good solution quality; the different choices of objective function did 
not affect the result much. Formulations 3 and 4 are very difficult to formulate, and while Formulation 3 achieves 
fair computational time and solution quality, Formulation 4 performs poorly; this suggests that the value of 
designing the viscoelastic damper may not be justifiable, and that using an objective function attending to robustness 
over a range of frequencies does not align with our objective well. Formulations 5 and 6 have comparable 
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formulation complexity; meanwhile Formulation 5 is extremely slow to solve even though it achieves the best 
solution quality; in comparison, Formulation 6 is much faster to solve and the decrease in solution quality is 
negligible. 
As for the results from using the more complicated utility function, although Formulation 1 and Formulation 2 
still rank the first and the second, respectively, it is clear that the aggregate utility values of Formulations 5 and 6 are 
much closer to those of Formulation 1 and 2, for the reason that the higher weight for attribute “solution quality” 
favors Formulations 5 and 6 which perform considerably better than Formulations 1 and 2. 
As introduced before, using this method, engineers are able to assess the tradeoffs of formulating design problems 
with different combination of guidelines. 
 For example, by switching from Formulation 2 to Formulation 6, the design engineer sacrifices lower complexity 
and shorter computational time in exchange for better solution quality: increased complexity costs her 0.1026 unit of 
aggregate utility; longer computational time costs her 0.0274; better solution quality earns her 0.0647. Therefore, she 
is worst off by switching, given her current risk attitudes and preference on attributes. 
Suppose that now she faces a design project in which solution quality bears utmost importance and accordingly 
her preference on attributes is updated so that 𝑘𝑐 = 0.2, 𝑘𝑡 = 0.1 and 𝑘𝑞 = 0.9, then the same amount of 
increased complexity only costs her 0.0673, the same amount of prolonged computational time costs her 0.0112 and 
the same amount of improved solution quality earns her 0.1531. Now, she is better off by switching from 
Formulation 2 to Formulation 6. 
6.3.2 Benefits of More Data Points 
With only six formulations and a relatively small number of formulation guidelines, the example in this thesis 
has already been able to vaguely demonstrate the practicability of comparing formulations and assessing tradeoffs. It 
can be imagined that an increased number of formulations and formulation guidelines should be able to further 
enhance the meaningfulness of this method. 
In the example, when comparing two formulations, it can only be concluded that the difference in aggregate 
utility values of the two formulations is due to the difference in formulation guidelines applied, and the number of 
different guidelines applied may be large. However, as the number of formulations examined becomes larger, then 
the engineer is actually approaching the goal of being able to find two formulations that differ in very few, or even 
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only one, formulation guideline. The more data points there are, the closer the engineer can approach the goal of 
obtaining the value, or more specifically, the utility, of switching between each pair of alternative formulation 
guidelines. If the utility of each formulation guideline is available, then the formulation of any similar but different 
design problem can be transformed into a straightforward and reliable process: under given risk attitude and 
preference among attributes, pick the formulation guidelines that sufficiently define the design problem and 
meanwhile yield the highest aggregate utility of the formulation composed by the chosen guidelines. 
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK 
7.1 Conclusions 
 If a formulation “fits” the design problem it defines, it should achieve a balance between the three competing 
objectives: formulation complexity, solution time and solution quality. Accordingly, a method is proposed to assess 
formulations on these scales in an integrated manner, utilizing multiattribute utility analysis. The three dimensions of 
the problem formulation space are defined, the meaning and purposes of formulation guidelines are explained, and a 
formulation development method of modularly combining formulation guidelines is introduced. Through a vibration 
absorbing system design problem, several practical formulation guidelines are enumerated. Six practical formulations 
of the problem are formed, each containing some unique formulation guidelines, and the formulations are examined 
based on how each of them performed in terms of complexity, solution time and solution quality. Finally, multiattribute 
utility theory is used to quantify the relative performance of each formulation given hypothetical preferences and risk 
attitudes, showing how formulations can be evaluated in a formalized manner. Simple sensitivity analysis exemplifies 
how an engineer should decide whether to choose one guideline over another or not. 
 The formulation development and comparison method proposed in this thesis does not depart from the belief that 
human input is ubiquitous in design formulation. In fact, a purpose of this thesis is to utilize the heuristics in design 
formulation in a way that their values are tapped while their associated biases are mitigated in a systematic manner. It 
remains profoundly difficult to explain why the formulation guidelines are existent in the first place, and literature 
review does not point out that the applicability and fitness of formulation guidelines in particular design problems can 
be easily measured analytically. This thesis is not intended to solve these problems; instead, this thesis is based on the 
belief that the applicability and fitness of one formulation guideline is revealed by the outcome of the design which is 
formulated in a way that includes that guideline: the more the guideline can be isolated from other guidelines, the 
clearer its applicability and fitness can be observed. This argument echoes with the discussion about the benefits of 
more data points in Subsection 6.3.2. 
 The envisioned contribution of this thesis is to inspire the practitioners who routinely perform similar design 
problems to establish their own design problem formulation database. With two formulations bearing minimal 
difference in formulation guideline inclusion, the utility of switching from one formulation to the other can be recorded 
and extracted; when the “resolution” of the database is increased to the level that there exist numerous pairs of 
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formulations among each pair only one guideline differ, then pairwise comparisons of guidelines can be achieved, 
which should significantly facilitate composing close-to-optimal formulations with the use of multiattribute utility 
functions. Formulations generated in this way are supposed to achieve the most desirable balance between formulation 
complexity, solution time and solution quality; therefore, the practitioner will be able to enjoy the most desirable 
balance between workload, resource allocation and product competitiveness. 
7.2 Future Work 
 While this thesis included some reasonable discussions of why formulation complexity, solution time and 
solution quality are chosen as metrics evaluating design problem formulations, it must be acknowledged that the 
choices of evaluation metrics are problem-specific and should not be limited to the named three. As Danielescu 
proposed, creativity may serve as an alternative or additional metric. Other metrics remain yet to be explored.  
 In this thesis, no attention is paid to the independence of the formulation guidelines. While it is almost certain 
that not all formulation guidelines are independent of each other, some further analysis may be instrumental to 
determine whether the dependence among formulation guidelines have impacts on the overall utility of formulations. 
As of now, it is postulated that the impact of dependence need not be emphasized: if two formulations are highly 
dependent, it is very likely that they are simultaneous applied to formulations on a regular basis; then, without too 
many formulations differentiated by including one or the other of these two guidelines, these two guidelines may be 
treated as a couple pair and applied together in subsequent design problem formulations. However, as discussed in 
Section 1.3, this practice may eventually lead to availability bias. 
 It should be apparent that due to limited resources and expertise, in this thesis, only a narrow range of formulation 
guidelines is used to form practical formulations, and a total of six practical formulations are a rather small sample. It 
is certainly desirable to include a larger volume of guidelines so that the comparison is more insightful. 
 Last but not least, a discrepancy between the evaluation process in this thesis and the expected evaluation process 
in real-world applications is that in the thesis a “closer-to-ideal” metric of measuring solution quality is unavailable; 
in contrast, in real-world applications, since every single formulation will eventually lead to a final design, and each 
design is more than likely to be realized, the solution quality can be measured by a highly objective-orientated metric. 
For example, suppose that the vibration absorbing system design project is a real design project for a platform for a 
lathe. Then, the design of the platform will be finalized and the physical platform will be built and put into service, 
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facilitating the acquisition of surface quality data via measuring surface quality of parts processed by the lathe onboard 
the actual platform. Suppose that within the scope of the design project, the “end objective” is to achieve optimal 
surface quality; then, it is without doubt that using the actual surface quality as a metric to assess design solution 
quality is much more straightforward and effective than any other alternatives. Of course, numerous ways of 
quantifying surface quality exist, so comparison and selection continue. 
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