Wide-scale information embedding is a prerequisite to enhance the performance as well as the reliability of decision-making algorithms for viable implementation. Feature fusion technology significantly helps to incorporate such information to provide promising algorithm performance. In this Letter, a fusion-based model with the aid of discriminant correlation analysis to classify electroencephalogram signals is proposed. Sets of multiple feature matrices are generated from signals in both time and wavelet domains for study-specific classes, which are further decomposed to derive a set of sub-multi-view features followed by optimisation to extract statistical features. Features are concatenated using feature fusion technique to derive low order discriminant features. Besides, the analysis of variance was also performed to validate the analysis. The statistically significant features are evaluated for the effective model performance. Experimental results manifest that the proposed feature fusion based algorithm is superior to many state-of-the-art methods and thus promote real-time implementation.
Introduction:
Information fusion is more demanding in pattern recognition applications [1] [2] [3] [4] [5] . It is categorised as-feature fusion, model fusion and decision fusion. However, feature fusion is believed to be the most effective way to improve the performance of decision models [6] . Feature fusion utilises the relevant information from multiple sources for possible characterisation of objects and reduces the feature variance in models [7] .
Non-stationary and complex nature of the biomedical signals are their inherent properties [8] . That is why learning from multiple sets of data or information is a prerequisite for effective decision outputs [9] . Subsequently, multi-view learning models have gained success in many applications such as document clustering and web classification [10] . Usually, conventional techniques such as principal components analysis (PCA) [11] [12] [13] , linear discriminant analysis (LDA) [14] , unsupervised LDA, and self-organising feature map [15] help to reduce the dimensionality of feature space. However, they do not provide a feature concatenation strategy to derive discriminant vectors for classification. Recently, canonical correlation analysis (CCA) [16] based fusion schemes have drawn wide attention in pattern recognition [4, [17] [18] [19] .
CCA seeks the correlation measures between two sets of features to estimate two sets of linear transformations such that transformed features are maximally correlated across two sets while being uncorrelated within each feature set [6] . Apart from pattern recognition applications, CCA was also used in various applications including multi-user myoelectric interface [20] , artefact removal [21] , multi-modal fusion [22] . Recently, an extension of CCA, namely, discriminant correlation analysis (DCA) [7] was adopted. Unlike CCA, it includes class-related information to the feature space in addition to correlation measures which makes the model more attractive for classification problems. In this Letter, we propose a feature fusion based discriminant model for classification of electroencephalogram (EEG) signals. The remaining part of the Letter is organised as follows: Section 2 gives the state-of-the-art EEG classification methods, Section 3 describes the materials and method. Correlation analysis, the efficacy of selected space and statistical validation, results, comparison analysis, performance comparison and discussions and conclusions are presented in Sections 4-9, respectively.
2. State-of-the-art methods: EEGs are recordings of the electrical potentials produced by the brain. It provides significant information to assess the abnormalities. The conventional technique requires visual assessment of large-scale information and expertise level of trained personnel to evaluate the clinical findings. The inherent complex nature of data makes such measurement extremely burdensome and error-prone. Therefore, researchers have focused on quantitative methods to overcome the limitations and challenges.
Over the recent past, many EEG support systems have been reported. In [23] , a multilayer perceptron neural model using discrete wavelet transform (DWT) was developed and reported. In [24] , a time-frequency and non-linear analysis method was proposed for epileptiform activity detection and reported promising results. In [25] , a DWT-based multi-stages module was adopted for automatic sleep scoring using single channel EEG signals. Hassanpour et al. [26] used a time-frequency feature to detect seizure activities. In [27] , a DWT based method was reported. Signals were decomposed using DWT to a set of sub-bands and a set of statistical features were evaluated for model learning. However, wavelet-based methods require an appropriate wavelet function and coefficients for effective model performance, which is tricky and often requires human intervention [28] . Furthermore, use of specific wavelet coefficients extracted from specific signals may not be feasible for analysis. Hassan and Subasi [29] employed a linear programming boosting technique. EEG signals were first decomposed by using ensemble empirical mode decomposition method and estimated spectral moments were used for classification of EEG patterns. Besides, bootstrap aggregating [30] and tunable-Q factor wavelet transform [31, 32] were also adopted. Soomro et al. [33] introduced a CCA-neural network for epileptic seizures prediction. Kiymik et al. [34] adopted a power spectral density based approach. In [35] , a multi-class support vector machine based model using empirical intrinsic geometry and synchrosqueezing transform was proposed.
Most of the aforementioned methods mainly focus on the various combinations of features extracted from pre-defined signals for model learning. However, in practice, extract distribution of signal that truly represents the class of disorder is not pre-known. Moreover, the nature of signals also depends on the age of the subject and the experimental setting. In such case, use of multiple signals associated with specific disorder through signal processing technique to evaluate suitable feature is essential for reliable measurement.
3. Materials and method 3.1. Dataset: A well-known publically available dataset is used in this analysis [36] . The dataset consists of five sets -A to E. Each set contains 100 single channel recordings segmented from multi-channel recordings. Duration of each recording is 23.6 s. The datasets were recorded at the University Hospital Bonn, Germany with inbuilt amplifier and 12-ADC at a sampling rate of 173.61 Hz. The signals were filtered with a band of 0-60 Hz. The number of samples in each recording was 4097 (=sampling rate × time). During data collection, the healthy volunteers were relaxed in an awake state with eyes open (A) and eyes closed (B). Sets C, D and E are originated from our EEG archive of pre-surgical diagnosis. Sets C and D were measured during the seizure free interval while set E contained seizure activity. In this Letter, we consider two datasets A and B of eye open state and eye close state, respectively, and E that have seizure activities as shown in Fig. 1 . Both C and D fall in the same pre-diagnose groups and therefore not considered in this study. Our study dataset includes 150 recordings (50 A, 50 B and 50 E).
To conduct the experiments, entire dataset is randomly partitioned into training and testing sets. It is further ensured that the same subject data is not used for both training and testing. The results are evaluated over five repeated measurements and mean are reported in this Letter.
Feature generation scheme:
A given dataset with C study groups is divided into c subgroups. Each subgroup consists of q signals which are registered sequentially into
T , where n = 1, . . . , 2N is the number of samples and X (.) is the multi-view feature. Each element in the feature matrix as shown in Fig. 2 represents the EEG signal.
DWT is performed over signals and low frequency components are considered to derive statistically independent multi-view features. Daubechies wavelet function with two vanishing moments (db2) is used to find the low frequency components [37] . Choice of low frequency components in our analysis is due to the fact that biomedical signal falls in the low frequency range. The multi-view features are further decomposed to sets of sub-multi-view features (sMV) for analysis as depicted in Fig. 2 . Fig. 3 shows the block diagram of the proposed method. 3.3. Feature level fusion using DCA: CCA and its extension are widely used in multi-data processing methods to analyse the mutual relationships between two sets of variables [6, 20] . Let us consider two sMV feature matrices X and Y , which are subjected to the PCA to remove redundancy and irrelevant information [6] . Besides, the mean of each row from the reduced matrices are removed to make them centred data matrices. It finds two linear transformations:
where u and v are known as canonical variates. The weight vectors
. . , B y k ] are derived based on the correlation r between u and v as below [20, 21] :
where C xx and C yy are the autocovariance matrices and C xy is the cross-covariance matrix of X and Y . The optimisation problem (2) can be efficiently solved by using singular value decomposition technique [38] . The optimised solution gives d-sets of transformed
. These correlations r are in descending order. Each value of correlation indicates the correlation between a pair of the transformed feature in orthogonal subspace. In order to enhance the discrimination among the class features, DCA aims to maximise the between-class feature matrices of transformed features. In DCA [6] , the individual between-class feature matrix (i.e. S B ) of transformed features is evaluated and diagonalised. It then performs feature level fusion using the summation of the transformed features similar to the CCA. However, in the proposed approach, DCA is applied to direct and wavelet feature spaces and eventually evaluated two sets of transformation one using direct input sMV pair and other using DWT-transformed sMV pair. As defined in [4] , feature fusion using summation technique for the first set of transformed features is as follows:
Similarly, feature fusion using summation technique for the second set of transformed feature vectors is Further, all segmented widows were equally decomposed to form uniform input feature matrices. The number of study groups and sub-groups were, respectively, 3 and 6, two for each group. The number of signal considered from each sub-groups was five and number of sub-multi-view features was four, i.e. two pairs In the proposed approach, two independently evaluated are combined to find the discriminant feature vector as follows:
where X 1 and Y 1 are the transformed wavelet features. T t and Z ij are canonical variates and canonical correlation discriminant features of the {i, j}th feature pairs. Here t = 1, . . . , 4 indicates the number of variates. This combined feature descriptor is evaluated to improve the quality of the extracted feature space [22] . It could be regarded as a multi-modal fusion and use of such a scheme in our method was inspired by the success of multi-group feature fusion in [17] [18] [19] 22] .
Correlation analysis:
Correlations indicate how close the projected features are in two orthogonal subspaces, e.g.A x1 and B y1 . Correlations are evaluated for all consecutive pairs of input sMV features obtained from three study cases -A, B and E. Fig. 4 shows the mean variation in correlations of transformed features. As is evident, features corresponding to higher order correlations are significant only. These features can be used to capture the underlying statistics of input features in terms of low-order feature structure which can preserve most of the energy contents of input feature sets [38] . Such features are widely used in many applications. Thus, it is useful means for the automatic staging of ECG signals with an aid of feature fusion strategy. In this analysis taking r = 8 as the threshold, we estimate global feature descriptors Z ij for each pair of sMV using (3). Finally, mean feature descriptors are used for this analysis. Feature biasing is the major concern in most of the decision models. It is due to typical nature of biomedical signals and diversity in data populations. Therefore, the proposed scheme employed wide scale information using multiple signals. Despite being intuitive and simple, many approaches are unsuitable due to the involvement of multiple stages and constraints. However, our model avoids such limitations and further it is simple to implement for real-time application.
Efficacy of selected space and statistical validation:
Although many prior data-driven approaches address feature extraction and learning schemes, they omit the efficacy of feature patterns. In this analysis, the extracted features are subjected to statistical hypothesis test and graphical analysis. The statistical test determines whether selected features are statistically significant or not. One-way analysis of variance (ANOVA) with p , 0.05 was carried out in MATLAB at 95% confident level [29, 30] . The features whose p , 0.05 are considered as significant features for analysis. The p-value measures the significance of the statistical test. Fig. 5 shows the scatter plot of features corresponding to three subjective groups, and thus, it corroborates with our aforementioned strategy for logical inference. In other words, the features employed in our method have a good discriminant ability. Thus, it can be expected to provide good algorithm performance while fed them into classifiers. The experiment is carried out in MATLAB (The MathWorks, Inc., Natick, United States) on a computer with an Intel (R) Xeon (R) machine (Precision T3500), 2.8 GHz processor and 8 GB of RAM.
Results:
A number of well-known classifiers are employed to explore the efficacy of proposed fusion model. It is considered due to the fact that no single model can best fit the model performance irrespective to problem domain which is the consequence of no free lunch theorem [30] . It further ensures whether the proposed feature fusion scheme is capable of covering a wide variety of large-scale information which occurs in real-world applications. Besides, the specific algorithm performance might not ensure the efficacy of feature patterns. Here, it is intended to show how models behave with the proposed feature fusion scheme. This confirms that the algorithm is pragmatic and feasible in real-world scenarios. This study thus aims to establish a feature fusion based model which use multi-view information extracted from the EEG signal. The model employs various classifiers as outlined in Table 1 . Use of various classifiers in this analysis is due to their wide-spread use in various classification problems. Table 1 shows the average results of five repeated measurements. For k-NN (k-nearest neighbours), measurements are performed for k = 2, . . . , 10 and the best results are reported in Table 1 . The discriminant analysis uses linear and quadratic discriminant functions. Table 1 shows the promising classification accuracies. As evident, the proposed model achieves promising performance with multiple integrations. However, the model with k-NN achieves better performance as compared to the other models. The simplest k-NN requires only tuning parameter k. Small changes in performance are presumably due to the parameter variation of models. The results in terms of accuracy, sensitivity and specificity [39] [40] [41] [42] are very close to each other which apparently indicate the superiority of the proposed feature fusion scheme.
Performance comparison:
The performances are compared with state-of-art-methods to explore the efficacy of our scheme. The details of the reported methods are outlined in Table 2 . All evaluation parameters reported in Table 2 are the best values for a given method. From Table 2 , it is clear that our feature fusion based method shows better performance than state-of-the-art EEG classification methods. Besides, low diversity in the results of the classifiers indicates the wide coverage of information using feature fusion scheme and low feature biasing in feature registration of the learning models. Therefore, the proposed scheme yields higher accuracies than that of reported ones. The consequences manifest the appropriateness of our feature fusion based models for classification of signals. Comparison analysis in conjunction with performance analysis evinces the reliability of the proposed model. Besides, uniform parameters measures are shown in Table 1 . The highest sensitivity and specificity are 100%, which is higher than that of the methods in Table 2 .
Discussions and conclusions:
This Letter presents feature fusion-based classification schemes which utilise multi-view information extracted from 1D EEG signals for automatic classification of various EEG patterns. In this model, the feature generation scheme was developed and investigated with real-time EEG data. Unlike reported methods, this Letter advocated the benefit of collective information for evaluating more reliable findings rather than the use of specific features extracted from signals. Some prior studies extracted DWT/statistical features from a specific set of signals to classify the entire dataset. However, the typical nature of signals makes trivial, such feature based inference systems. Further, the use of statistical parameters such as mean, standard deviation and so on, although reduces the dimensionality of feature space, it might not be meaningful measures. Besides, the involvement of assumptions and constraints are other difficulties of various models. Our proposed model does not involve any such assumptions and complicated steps and is entirely data-driven, which make it an attractive choice for processing and analysing of EEG signals. Further, the algorithm significantly reduces the dimensionality using adopted optimisation technique. The results suggested that information extracted from multi-view inputs yield excellent classification accuracy up to 99.73% and promising parameters values. In addition, it can control the complexity, feature biasing and over-fitting which are common elements of traditionally used learning models. These factors in conjunction with aforementioned advantages have pushed towards attaining a higher accuracy of the fusion based model. The proposed algorithm can further be extended to develop a graphical user interference so as to speed up the diagnosis process in real-time setting. Further, the analysis although carried out for EEG signal, it would be useful for other biomedical signals such as electromyogram (EMG) and electrocardiogram (ECG) signals. In this model, signals are decomposed after visual investigation using MATLAB. However, the random decomposition of the signal may lead to obtaining asymmetrical feature vectors. In such case, the integrated feature may fail to carry unique characteristic of signals. Furthermore, the efficacy of the proposed method is validated using three categories of EEG signals. However, it is necessary to investigate multiple categories of signals with multiple signals. The adopted method employed only one CCA extension, namely DCA, while there are still many extensions of CCA techniques (i.e. LS-CCA, Sparse CCA [45] etc.) which are also efficient for classification problems. It is interesting to investigate whether they can provide consistent performance or enhance the performance. Further research will focus on enhancement of algorithm performance in diagnosing disorders using large-volume data for viable practical implementations. Table 2 Comparison of accuracy (%) with various state-of-the-art EEG classification methods
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