In this paper, a new algorithm based on Binary Decision Diagram (BDD) for analysis of multistate system with multistate components is proposed. Each state of the multistate components is represented by a Boolean variable, and the multistate systems are represented by a series of multistate fault trees. A Boolean algebra with restrictions on variables is used to address the dependence among these Boolean variables, and a new BDD operation is proposed to realize this Boolean algebra. Due to the feature of BDD, the sum of disjoint products (SDP) can be represented by BDD implicitly, which avoids huge storage and high computation complexity for large multistate system. An application is given to show the e ciency of this algorithm.
Introduction
In many combinatorial reliability models, e.g., fault trees, reliability block diagram and reliability graph, the behaviors of the systems and their components are assumed to have two states, i.e. functioning and failure. In many real applications, however, the system and its components may have more than two states. For example, a system or its components may have three states, such as functioning, repairing and complete failure.
To address this type of problems, Markov and Markov reward models can be used, but these models su er from state exploration problem while the number of components becomes large. If the components of the system are independent with each other, combinatorial models are still the better choices.
In 7, 1, 11, 8] , the states of the system and components are assumed to have values that indicate the performance levels of the system and components, and all these values are totally ordered, e.g., assuming the perfect functioning state being M, and the complete failure state being 0. Based on this assumption, many deterministic and stochastic properties were derived. However, the assumption on the ordered values can not be satis ed in many practical applications, because some states of the system and its components are not comparable, i.e., the states can not be ordered. For example, a switch may be at short-failure state or open-failure state, and we can not say that the short-failure is better than the open-failure or vice verse. 16] relaxed this assumption, and introduced a partially ordered state set to de ne a generalized multistate monotone coherent system. An alternative approach that does not use ordered state set is proposed by Caldarola in 4] . In his method, each state of components is assigned a Boolean variable that indicates whether or not the component is at this particular state. Because a set of Boolean variables may belong to the same component, they are no longer independent. A special Boolean algebra called Boolean algebra with restrictions on variables is used to deal with this dependence. The advantage of this method is that we can transform the multistate systems to the binary systems whose theory and tools are well established. The disadvantage is that we have to deal with many Boolean variables and dependence among the Boolean variables that belong to the same component. 15, 14] adopted this method to analyze the multistate system. To obtain the probability of each state of the system, factoring solution was used to deal with the dependence among these Boolean variables in 15]. 14] used a form of the inclusion-exclusion formula to obtain the probability expression. The sum of disjoint products (SDP) is another choice. However, all these conventional methods are computation-intensive.
Binary Decision Diagram (BDD) was, at rst, used in VLSI design and veri cation as an e cient method to manipulate the Boolean expression 3, 2]. 3] and other researches showed that, in most cases, BDDs use less memory to represent large Boolean expressions than representing them explicitly. Because BDDs are based on Shannon's decomposition, reliability evaluation is very easily obtained from BDD format. Some researchers have already used BDD to do reliability analysis for fault tree 10, 5, 12, 13, 6] .
In this paper, a new algorithm based on BDD is proposed for analysis of multistate system with multistate components. As in 4], each state of components is represented by a Boolean variable, and multistate systems are represented by a series of multistate fault trees(MFTs). The Boolean algebra with restrictions on variables introduced in 4] is used to address the dependence among these Boolean variables, and a new BDD operation is proposed to realize this Boolean algebra. The nal BDDs of the MFTs can represent the SDPs implicitly and be easily evaluated to obtain the probability of each state of the system, avoiding the huge storage for large number of SDPs.
The paper is organized as follows. Section 2 presents some preliminary concepts, such as multistate systems, multistate components, BDD, etc. Section 3 gives the description of the algorithm. An application is presented in section 4 to show the e ciency of the algorithm. The last section gives the conclusion and future work.
2 Multistate system with multistate components
In this section, we will review some concepts of multistate system with multistate components.
Multistate system with multistate components
As stated in the Introduction, we will use a Boolean variable to represent each state of the components, and a set of MFTs to represent the states of the system. There are several assumptions in this paper.
1. The behavior of each component is s-independent with each other.
2. There is no overlap between two states of the same component, i.e., the component can only be at one of the states at a time.
3. Overlap may occur in the system states, i.e., the system can occupy more than one state simultaneously.
Let A be a component with n states which are denoted as a i , i = 1; 2; : : : ; n, and Let p a i (t) denoted the probability of the component A being at state a i at time t, and p s i (t) denoted the probability of the system S being at state s i at time t. The problem to be solved in this paper is how to determinate the probability p s i (t) with p a i (t) and i (X) given. Note that the multistate system we de ned here is not necessary to be a coherent system.
Boolean algebra with restrictions on variables
The variables associated with the same component are no longer independent with each other because the component must and can only occupy one of the states. 4] introduced three relations between these variables as additional relations to the normal Boolean algebra to deal with this dependence. Note these restriction relation can only be applied to the Boolean variables that represent the di erent states of the same component.
Multistate fault tree
Fault tree is one of the most commonly used models for reliability analysis. In this paper, we will introduce multistate fault tree (MFT) to specify the structure functions of multistate system.
Similar to fault tree, MFT represents all the sequence of individual component states that cause the system to occupy a speci c state, in a treelike structure. The root of the tree is the event S i which means the system being at state s i . The event S i is reduced to a combination of events that can cause the occurrence of S i by means of logic gates. Except the event S i , the other events are de ned as: primary events: representing the component being at a speci c state. The occurrence of each event is denoted by a logic 1 at that node; otherwise the logic value of a node is 0.
Each gate has several inputs and and one output. The inputs to a gate are either primary events or the output of another gate. The output of an and gate is a logic 1 if and only if all of its inputs are logic 1. The output of an or gate is a logic 1 if and only if one or more We will use an example to show how to construct MFT.
Example 1: Fig. 1 shows a system with two boards B 1 and B 2 which has a processor and a memory respectively. The memories (M 1 and M 2 ) can be shared by both processors (P 1 and P 2 ). If the processor and memory can fail separately, but s-dependently, we have to consider whole board as a component which has four states: 
Binary Decision Diagrams (BDD)
In 3], Bryant gave the basic de nitions for BDD (also known as function graph). A subset of general BDD, reduced ordered binary decision diagrams (ROBDD) were introduced as e cient means to manipulate the Boolean expressions. 10, 5, 12] applied BDD to reliability evaluation for fault trees. Here we will review some basic concepts of BDD.
3.1 Shannon's decomposition and ite format Theorem 1 Shannon's Decomposition: let f be a Boolean expression on X, and x be a variable of X, then, f = x f x=1 + x f x=0 (1) where f evaluated in x = v is denoted by f x=v .
Shannon's decomposition is the basis of using BDD. In order to express Shannon's decomposition concisely, the If-Then-Else (ite) format is de ned as:
where F 1 = f x=1 and F 2 = f x=0 .
BDD
A BDD is a directed acyclic graph (DAG) that is based on Shannon's decomposition. The graph has two sink nodes, labeled 0 and 1, representing the two corresponding constant 0 and 1. Each non-sink node is labeled with a Boolean variable x and has two outgoing edges that represent the two corresponding expressions in the Shannon's decomposition. These two edges are called 0-edge (or else-edge) and 1-edge (or then-edge). The node linked by 1-edge represents the Boolean expression when x = 1, i.e., f x=1 in Eqn. (1), while the node linked by 0-edge represents the Boolean expression when x = 0, i.e., f x=0 in Eqn. (1).
Thus, each non-sink node in BDD encodes an ite format. Obviously, one of the key feature of BDD is the disjoint, nature of the two subexpressions.
An ordered binary decision diagram (OBDD) is a BDD with the constraint that the variables are ordered and every source to sink path in the OBDD visits the variables in In practice, ROBDDs are widely used. Actually, to generate a ROBDD, the ordering of the variables has to be selected rst and this order of variables is not changed during the generation 1 . In this paper, we denote x i < x j as variable x j is behind variable x i in the order of variables. Fig. 3 shows the ROBDD for several Boolean expressions.
Manipulation of BDDs
BDDs represent Boolean expressions graphically. The manipulation of BDDs using logical operations is very easy. For instance, consider a logic operation AND on two Boolean expressions g and h. We rst generate two BDDs for g and h respectively using the same 1 We do not consider the dynamic reordering of BDD in this paper The recursive method can be used for G 1 + H 1 and G 2 + H 2 till one of them becomes a constant expression, 0 or 1, or they do not have the rst variable in common.
Next we assume h does not have variable x, but has variable y, and x < y in order of variables. The ite formats of the expressions are g = ite(x; g x=1 ; g x=0 ) = ite(x; G 1 ; G 2 ) h = ite(y; h y=1 ; h y=0 ) = ite(y; H 1 ; H 2 )
The g + h represented by ite format will be:
ite(x; G 1 ; G 2 ) + ite(y; H 1 ; H 2 ) = g + h = ite(x; (g + h) x=1 ; (g + h) x=0 ) = ite(x; (g x=1 + h); (g x=0 + h)) = ite(x; (G 1 + h); (G 2 + h)) (4) In the above example, we used OR operation, but any other logical operation can be used and the only di erence is to use the di erent truth tables when one of the operands becomes constant expression. Actually, in practice, the BDD is generated by using logical operation on variables rather than using Shannon's decomposition directly. Fig. 4 shows the OR operation of two Boolean expressions in Fig. 3 . Note that two reductions are made during operation:
Because the results of 0 + H1 and G2 + H1 are same, the node b at left becomes irrelevant and can be reduced.
Because the 0-edge of the node b at right is linked to same subtree as the 0-edge of the node a does (the node b at left is reduced), these two subtrees can be reduced to one.
BDD algorithm for MFT

BDD operation with dependence
As stated in the previous section, the structure functions of a multistate system are Boolean expressions with restrictions on variables. A special BDD operation should be derived for these restrictions. We called these BDD operations as multistate dependent operations (MDO). 
Ordering strategy
The order of variables is very important for BDD generation. The size of BDD (the number of nodes in BDD) heavily depends on the order. But the problem of computing an ordering that minimizes the size of BDD is itself a co NP-complete problem. The previous study showed that a set of heuristics may be used to select an adequate ordering 3]. In this paper, heuristic H 4 9] is used to decide the order of each component.
After ordering the components, we replace each component with a series of variables that represent this component in each state.
Generating BDD from MFT
The procedure of generating a BDD from a MFT is similar to generation of BDD from a fault tree. The only di erence is that the MDO will be used for the operations between two events in MFT case. First we replace all the k out of n gates with the combinations of AND and OR gates, then use algorithm illustrated in Fig. 6 to generate BDD from MFT. Fig. 7 shows the BDD generated from the MFT in Fig. 2 . P(G 2 ) + P(X)(P(G 1 ) ? P(I 2 )) X; Y are di erent states of the same component P(G 2 ) + P(X)(P(G 1 ) ? P(G 2 )) otherwise (9) where I 2 = (H 2 ) X=1 .
Proof: First consider the case in which the 0-edge linking the variables of di erent components, it is the same as the ordinary BDD. Normal evaluation method for BDD can be used as: 
if H 2 does not have variables that represent the states of the same component as X does, I 2 = (H 2 ) X=1 = H 2 . Otherwise, H 2 have to be extended as E 2 in Eqn. (7) until reaching a subexpression which does not have variables that represent the states of the same component as X does, denoted as I 2 . Therefore,
Substituting Exp. (13) 
2 Using recursive method, we can calculate P(G 1 ), P(G 2 ) and P(I 2 ) until reaching the sink node, i.e. G i = 1 or G i = 0: G i = 1, means the system or subsystem represented by G i always occupy that state.
G i = 0, means the system or subsystem represented by G i never occupy that state. Fig. 8 give the algorithm for evaluation. for obtaining the minimal paths set for two-terminal networks. In this application, the minimal paths set is f1, 2g, f4, 5g, f1, 3, 5g and f4, 3, 2g.
3. Constructing a MFT from the minimal paths set, and each link is replaced by a disjunction of states having spare capacity that can support more than k connections. Its MFT is shown in Fig. 11 , where l i;k represents the event that link i has spare capacity that can support k connections.
4. solving the MFT to obtain the probability p s (t) that the network can support this call. The blocking probability is 1 ? p s (t).
Let c for all links be 10, = 1, we will check the transient blocking probabilities and steady-state blocking probabilities (SSBP) for the call that need k = 3; 5; 7; 9 simultaneous Fig. 12 and Table 1 2 .
As a comparison, we present the blocking probabilities supposing there is only one direct link connecting A and D, and the call must go along this link, which is the generic case studied in the traditional tra c theory and called single link case while Fig. 9 is called network case in this paper. From Fig. 12 and Table 1 , it can be seen that if the load is light, the blocking probability of admitting k = 9 connections simultaneously for the network case is lower than that for the single link case. It is consistent with our intuition because the network can provide multiple paths while the single link can only provide one path.
As we increase the load, the blocking probability of admitting k = 7; 9 connections simultaneously for the network case becomes larger than that for the single link case, while the blocking probability of admitting k = 3; 5 connections simultaneously for the network case is still lower than that for the single link case (see Fig. 12b ).
As we increase the load further, only the blocking probability of admitting k = 3 connections simultaneously for the network case is still lower than that for the single link case (see Fig. 12c ).
In Fig. 12d , the blocking probability of admitting k = 3; 5; 7; 9 connections simultaneously for the network case is larger than that for the single link case. It is consistent with our intuition as well, because each path in the network consists of multiple links and the end-to-end connection require all the links on the path providing su cient bandwidth to support the connection. Obviously, the traditional tra c theory simpli es the calculation blocking probability. Our method is more accurate to study the call blocking probability of video conference 
Conclusion
We presented a BDD-based algorithm for analysis of multistate system with multistate components. Multistate dependent operation was developed in this paper for BDD to realize the Boolean algebra with restrictions on variables, and a special evaluation procedure was proposed for these dependent BDDs. Due to the feature of BDD, this algorithm is more e cient than the algorithm based on SDP method in both computation and storage, which makes it possible for us to study some practical and large multistate systems.
