Abstract. Many systems of orthogonal polynomials and functions are bases of a variety of function spaces, such as the Hermite and Laguerre functions which are orthogonal bases of L 2 (−∞, ∞) and L 2 (0, ∞), and the Jacobi polynomials which are an orthogonal basis of a weighted L 2 (−1, 1). The associated Legendre functions, and more generally, the spheroidal wave functions are also an orthogonal basis of L 2 (−1, 1).
Introduction
Orthogonal polynomials and functions are an important tool in studying function spaces because they provide orthogonal bases for many of these spaces. For example, the Hermite and Laguerre functions, h n (x) = H n (x) exp(−x 2 /2) and L No other system of orthogonal functions is known to possess this strange property. This raises the question of whether other systems of functions possessing this property do exist. The purpose of this article is to answer this question. We shall show that the answer is in the affirmative by providing an algorithm to generate such systems, and then we shall demonstrate the idea by giving a new example.
To explain the mystery surrounding the prolate spheroidal wave functions, it is worth noting that the orthogonality of all the aforementioned systems can be proved using the fact that they are eigenfunctions of Sturm-Liouville boundaryvalue problems on their respective intervals. The same, of course, holds for the orthogonality of the prolate spheroidal wave functions on the interval (−1, 1); however, this is not enough to establish their orthogonality on (−∞, ∞). The latter was proved using the fact that the corresponding Sturm-Liouville differential operator commutes with an integral operator whose eigenfunctions are also the prolate spheroidal wave functions. This commutativity property was described as a lucky accident by Slepian [10] and more recently by Walter [14] .
Our approach differs from the classical approach in avoiding the theory of SturmLiouville boundary-value problems all together. Instead, we use the theory of reproducing-kernel Hilbert spaces and compact operators on Hilbert spaces. In fact, we shall show at the end of the article that if one uses the differential operator approach, then the double orthogonality relation of the prolate spheroidal functions is indeed a lucky accident.
The article is organized as follows. In Section 2 we give a brief introduction to the Paley-Wiener space of bandlimited functions and to the prolate spheroidal wave functions. In Section 3 we discuss the theory of reproducing-kernel Hilbert spaces and summarize the main results that will be needed in the sequel. The main result is introduced in Section 4, and in Section 5 we conclude the article with a new example.
Prolate spheroidal wave functions
In this section we give a brief introduction to the prolate spheroidal wave functions and some of their important properties. Most of the material here is collected from different sources [2, 3, 5, 6, 11, 12, 16] ; see also [1, 4, 15, 17] .
Let B 
Now consider the spheroidal differential equation (see [2, 3, 13] ) 
P s
Throughout this article, we shall confine ourselves to the case where µ = 0, i.e., we will focus on P s
2 ) are called prolate spheroidal wave functions and when γ 2 < 0, they are called oblate spheroidal wave functions. Let γ = τ σ, with τ, σ > 0 and define ϕ n,σ,τ (t) = α n P s 0 n t/τ, γ 2 , n = 0, 1, 2, . . ., for some constants α n > 0. It is known that ϕ n,σ,τ satisfy a number of interesting relations, chief among them being the double orthogonality relations
They also form an orthogonal basis for L 2 (−τ, τ ) and an orthonormal basis for a subspace of L 2 (R), namely, the space of functions B 2 σ that are bandlimited to (−σ, σ). It should be noted that one may renormalize {ϕ n,σ,τ } so that they are orthonormal on
, for some positive constants µ n ,
It is also known that the prolate spheroidal wave functions, ϕ n,σ,τ , are eigenfunctions of the differential operator
where ν n,σ,τ are the eigenvalues, while the oblate spheroidal wave functions, ψ n,σ,τ , are eigenfunctions of the differential operator
The prolate spheroidal wave functions are also eigenfunctions of two integral equations, the first of which is
where λ n = λ n,τ,σ are the eigenvalues, and the second is
Because the prolate spheroidal wave functions are bandlimited to (−σ, σ), we have from (2.1),
from which we obtain
and also the discrete orthogonality relation (2.12)
If the prolate spheroidal wave functions are normalized according to Eq. (2.5), then Eq. (2.11) becomes
The Fourier transform of the prolate spheroidal wave functions satisfies the relations (2.14)
where χ σ (w) is the characteristic function of (−σ, σ).
To simplify the notation, we normalize the prolate spheroidal wave functions so that they are orthonormal on (−1, 1), i.e., we set τ = 1 and hence γ = σ and denote ϕ n,σ,1 by ϕ n . Hence, from (2.15) we obtain
γ n = (i) n 2πτ λ n /σ, which gives the less familiar formula
Reproducing-kernel Hilbert spaces
Let H denote a Hilbert space of functions defined on a set E. We denote its inner product and norm by , H and − H , respectively. A function K(x, y), x, y ∈ E is called a reproducing kernel of H if: i) for every y ∈ E, K(x, y) ∈ H as a function of x; ii) for every y ∈ E and every f ∈ H,
Here it is understood that the inner product applies to functions in x. If a reproducing kernel exists, it must be unique. Moreover, the reproducing kernel exists if and only if for every y ∈ E, the point evaluation f (y) is a continuous linear functional on H.
A function h(x, y) is said to be Hermitian if h(x, y) = h(y, x) and positive definite if 
If K(x, y) is a reproducing kernel of H and {g n } ∞ n=0 is an orthonormal basis of H, then
Let E be an arbitrary set and F(E)
LetH and N (L) denote the range and the null space of L. Let M = H N (L), and denote by P M the orthogonal projection from H into M. It has been shown that [8, 9] H , , H is a Hilbert space that is isometric to (M, , H ) , where
Moreover, H , , H is a reproducing-kernel Hilbert space. Now let (3.4) K(p, q) = h(p), h(q) H , p,q ∈ E.
Because for any complex numbers
it follows that K(p, q) is positive definite and Hermitian, and hence it is the reproducing kernel of some reproducing-kernel Hilbert space (possibly finite-dimensional space). In fact, that space is exactlyH. We have
where the infimum is taken over all F such that LF = f. Furthermore, L is an isometry between H andH if and only if {h(p) : p ∈ E} is complete in H and in this case N (L) = {0} and hence
Now we apply these general results to a specific case. Let dµ be a σ-finite positive measure and T be a dµ -measurable set. Consider the Hilbert Space H = L 2 (T, dµ) consisting of all complex-valued functions F such that
Let E be an arbitrary set and h(t, p) be a fixed complex-valued function on T × E,
Then, the set of all such f 's is a reproducing-kernel Hilbert spaceH = H K with reproducing kernel
(t, q)h(t, p)dµ(t),
with f (q) = f, K(. , q) H and
where the infimum is taken over all F such that LF = f. Moreover, the integral transform (3.7) is an isometry between L 2 (T, dµ) and
The main result
Now we state and prove our main result.
Theorem 4.1. Let T be an interval of the form [a, b], where −∞ < a < b < ∞, and E be a measurable subset of R containing T, i.e., T ⊂ E. Let h(t, p) be real and continuous on T × E, and assume that {h(t, p)} p∈E is complete in L 2 (T, dµ). Then there exist a reproducing-kernel Hilbert space,H, comprising functions defined on E and an orthonormal basis {ϕ
with the property that ϕ n can be naturally extended to functions Φ n defined on E such that Φ n ∈H and 
where K(x, p) is the reproducing kernel ofH; iv)
hence, (LF )(p) is well defined for any p ∈ E. Moreover, we have
Since h(t, p) is continuous on the closed square
is real, it is easy to see that L is self-adjoint. Moreover, by standard arguments one can show that L is compact.
Since L is a self-adjoint, compact transformation on L 2 (T, dµ) = H, it has a sequence of eigenvalues {λ n } ∞ n=1 and eigenfunctions {ϕ n } ∞ n=1 such that Lϕ n = λ n ϕ n for all n, i.e.,
, it follows that the null space of L is {0} , and hence the eigenfunctions {ϕ n } are an orthogonal basis of L 2 (T, dµ). From now on we shall normalize them so that ϕ m , ϕ n H = δ m,n , and hence, they form an orthonormal basis of L 2 (T, dµ). But from (3.7) and the discussion following it, it follows that L also maps H = L 2 (T, dµ) into a vector subspace,H, of the space, F(E), of all functions defined on E. The spaceH, which consists of all functions of the form (3.7), is a reproducingkernel Hilbert space with inner product given by (3.3) and a reproducing kernel given by (3.8) .
Let us denote the image of ϕ n (t) under L by Φ n (p), p ∈ E. Evidently, Φ n (p) = λ n ϕ n (t) for p ∈ T , and as a result, we may conclude that Φ n (p) is an extension of ϕ n (t) from T into E.
ii) From (3.3) we have
But since {h(t, p)} p∈E is complete, we have
iii) We also have from (4.5),
But once more from (4.5), we have
which, when combined with (4.9), leads to the integral equation
which is equivalent to (4.1). iv) This follows from (4.5) and the fact that {ϕ n } is an orthonormal basis for L 2 (T, dµ). v) This follows from (3.1) and the fact that ϕ n (x)/ √ µ n is an orthonormal basis ofH.
v) Let us denote h(t, p n ) by h n (t). Since {h n (t)} is an orthonormal basis of
By applying the transformation L to this relation and noting that f (p n ) = F, h n , we obtain (4.2).
Finally, because {h n (t)} is orthonormal, it follows that K(p m , p n ) = δ m,n , and hence (4.3) follows from (iv).
Remarks. 1) Clearly, (i), (ii), and (iii) generalize (2.5) and (2.8), while (iv), (v) and (4.3) generalize (2.16), (2.13) and (2.12).
2) Theorem 4.1 is essentially an existence theorem. Finding explicit examples is not easy because it depends on finding explicit solutions of integral equations.
3) Since finding the eigenvalues and eigenfunctions of boundary-value problems involving differential operators is easier than finding those of integral equations, one may be tempted to derive the double orthogonality property by first starting with a boundary-value problem and then converting it into an integral equation. This approach is bound to fail because in this case the kernel of the integral equation, which is the Green's function of the problem G(x, t), does not satisfy the hypotheses of Theorem 4.1, the reason being that the Green's function is generally given by two expressions, one for a ≤ x ≤ t and one for t ≤ x ≤ b and therefore, it does not have a natural extension for either x or t beyond the original interval of definition [a, b].
Examples
First, we show that the prolate spheroidal wave functions are a special case of Theorem 4.1. 1) . This may suggest that we take the function h(x, t) in the theorem to be e iσxt ; however this function does not satisfy the hypotheses of the theorem. Therefore, we will first take h(x, t) = cos σxt, and consider the integral operator Because ϕ n is real and even when n is even, it follows from (2.9) that the eigenfunctions of the integral equation are {ϕ 2n (x)} with eigenvalues γ 2n . Hence, the extension of {ϕ 2n (x)} to the whole real line is an orthogonal basis for the space of all even bandlimited functions.
Secondly, we take h(x, t) = sin σxt, and consider the integral operator (K 2 F ) (t) = Although one can use standard methods for solving integral equations to find the eigenfunctions of this operator, we will use an easier, but indirect method, to do so. Now consider the differential operator L x = 
