Introduction.
The rapid implementation of small digital systems in field of the thermal properties measurements makes it necessary to adapt the classical methods to the numerical tools particularities. The flash method widely used to determine the thermal diffusivity, based on the paper of Parker et al. [ 1 J, is for such an adaptation. This method has been reviewed many times e.g. by Taylor [2] and [3] or Righini and Cezairliyan [4] .
Although several authors as e.g. Peroviê and Maglic [5] or Koski [6] have already discussed the advantages of the use the digitalized data acquisition system (DDAS) for the diffusivity measurements ; problems such as the analysis of the boundary conditions, which should be controlled systematically when one uses laser pulses and/or numerical hltering, however discussed by Koski [6] , needs still more attention. In the present analysis we would like to emphasize a method for the periodic control of the laser pulse characteristics (such as pulse energy distribution, duration and shape), characteristics very important because they are the correction base of the mathematical model when the effects of finite pulse duration are important As in many cases this effect can be dissociate from the heat losses correction this one will be discussed separately. 2 . Analysis of the boundary conditions. Z .1 ENERGY AND SHAPE OF THE LASER PULSE. - The knowledge of the energy (and its spatial distribution) of a laser pulse striking the sample during a diffusivity measurement is important for the two following main reasons : 1° The value of the energy permits to estimate the maximal increase of the rear face sample temperature Tmax ;
where Q is the pulse energy, S is the sample surface area, L its thickness and p, cp are respectively its density and specihc heat Moreover, in some cases as e.g. for measurements near the temperature of a material phase transformation it is desirable to know with precision the temperature excursion (T...) result- ing from the flash. 20 The inhomogenous spatial distribution of the laser energy can lead to errors in the diffusivity determination when the method of Parker et al. [1] is used As shown by Beedham and Dalrymple [7] the energy profile of the laser pulse with a minimum pronounced at the centre results in errors in diffusivity determination up to 8 %, depending on the focusing of the detector monitoring the rear face temperature.
The system we have developed to control the energy distribution of the laser beam is shown in figure 1 part of the pulse that in its centre (see Fig. 3a ). For the same conditions the distribution of the pulse duration changes also very sharply. As one can deduce from the figures 3 and 4 the homogeneity of the pulse energy and duration distributions is better when the energy input to the laser is higher.
A careful analysis of figures 3a and 4a permits to find a shift of the pulse centre ouf about 1 mm from the optical axis. Thus the described above method has the advantage to give the possibility to achieve a good alignement of the optical axis. [8] who used a method similar to ours but with a time constant of about 4 x 10-5 s might have a real laser pulse temporal shape différent from the one they have shown.
The overall pulse energy is measured using a calorimeter (Sciantech model 360 401). As shown in figure 1 b the laser pulse is transmitted through a silica window (9) as during diffusivity measurements. The results of the energy determination with precision within 10 % are presented in figure 6 . Knowing the total energy of the pulse one can easily calibrate the sample calorimeter ( (7) in Fig. 1 where i is the pulse duration and Q, S have been defined in (1) . As the thermal power is partially reflected by the surface the absorbed power density Pa at a distance x from the sample front face is equal to : where fl is the optical absorption coefficient and R is the reflection coefficients Both ones are related to the complex refractive index n* = n + ik by the well known expressions (see e.g. [9] ) valid for the normal incidence :
where n is the refraction index, k the extinction coefficient and la the thermal pulse wavelength in vaccum. For the typical wavelengths used in diffusivity measurements (red or near infrared light) the metals have a very high reflectivity R z 0.6-0.9 or even higher. But it is relatively easy to decrease the reflectivity by a simple treatment of the sample surface as a sandblasting, black painting or both ones as we did for the measurements of the Armco iron diffusivity (see § 5).
Taking, for the sake of simplicity, that R = 0 it is possible to estimate (Table I) The evolution of the temperature of the rear face of the sample resulting from an instantaneous pulse is expressed by [1] :
where T is the temperature, T maX and L have been previously dehned, t is time and a the thermal diffusivity. The equation (6) figure 7b , and it is clear that its slope decreases monotonically with the increase of frequency. This slope reaches zero for the frequencies in the range between vo, i and vu.01 (see Fig. 7b ) corresponding to maximal DFT value 0.1 and 0.01 fractions.
The transient signal obtained experimentally through the measurement of the evolution of the rear face temperature of zirconia sample (uniformally heated at 1 320 K in the furnace) is shown in figure 8a . The signal is registered directly from the infrared temperature detector in order to avoid any deformation during amplification. The DFT curve of this signal, shown in figure 8b, has maxima at the following frequencies : 50, 100, 150 and 200 Hz, maxima due to [16] ). figure 8a by this filter is shown in figure 10a . The diffusivity is calculated under the assumption that the signal is shifted in time by the group delay mean value (computed up to rejection frequency -as shown in Fig. 9 ) and in the shown example is equal to 0.00476 cm2/s. The DFT of the smoothed signal (Fig. 10b) reveals the elimination of all the perturbations.
As it has been just discussed above that the smothing procedure is applicable only in the case where the noise frequency spectrum is higher than the signal one. figure 9 and its DFT computed for the sampling period T. = 2.5 ms.
However, in certain limits, the signal frequency spectrum can be shifted into low frequency by the selection of a greater thickness of the sample. 4 . Diffusivity détermination.
1 THE FINITE PULSE EFFECT. -When the duration
of the pulse r is comparable to the characteristic rise time tc of the rear face temperature the increase of that temperature will be delayed (in comparison with the increase due to the instantaneous pulse) and the coefficient equal 1.38 in equation (7) will be greater. Such a situation takes place when the sample are thin and/or when their thermal diffusivity has a high value. The coefficient 1.38 in equation (7) is accurate within about 1 % for tc &#x3E; 50 T [17] .
The effect of delaying depends on the duration of the pulse as well as on its shape. The models corresponding to different shapes of pulses have been developed by Taylor and Cape [7] for saw-tooth and square wave shape, by Taylor and Clark III [8] , Heckman [18] for triangular shape and by Larson and Koyama [20] for exponential shape.
The models developed lead to corrections of the model valid for instantaneous pulse (Parker et al. [1] ) and therefore to determination of the actual value to the coefficient equal to 1.38 in equation (7). The methods used for the corrections calculation includes the adjustment of the effective irradiation time using the centre of grativity of the pulse [20] or the analytical derivation of the shape of the pulse together with the evaluation of integral of the product of this shape by a function corresponding to the response to a unit pulse (Green function) -as did Heckman [18] or Cape and Lehman [21] . The integral could be determined numerically as did Koski [6] using discretized laser pulse power vs. time shape. The numerical procedure is, in our opinion, recommended when the pulse shape is registered and analysed each time the diffusivity experiment is made. As we do not have this facility, we have decided to determine the average pulse shape which corresponds to the actual laser parameters (see chapter 2.1) and to determine the convolution integral analytically. The typical shape of the pulse given by our Nd : glass is given in figure 2 . It can be approximatively decomposed into two square waves, so the resulting pulse power evolution with time is given by the function F(t) such as :
The ratio h determined experimentally, and unity of heat input condition are sufficient to determine the rear face temperature Tc(L, t) of the sample :
where T(L, t), given by equation (6) , is the response function to a unit pulse. As this function corresponds to a model of thermal insulated sample the solution of the integral (14) is valid only for such conditions too.
The parameters of the pulse have been determined experimentally using the method described in § 2.1 moving the optical fibre by steps of 1 mm along the pulse diameter (equal to 8 mm). In each such position the pulse parameters correspond to the mean value obtained for 5 successive laser shots. Then, for every laser charge voltage, the mean values of the parameters, determined finally for 40 shots (8 positions x 5 shots in each position), have been found. Table III gives typical pulse parameters.
The integral (14) has been derived analyticallytaken the upper limit t &#x3E; r and the corrections in the diffusivity determination have been made the following way :
1° the set of pulse parameters t h i permit to find the value t0*5 t figure 11 when one knows experimentally : the laser voltage (and therefore all the pulse parameters) and to.5. Figure 12 shows ail illustration of the difference between the theoretical evolution of the rear face temperature for the case of instantaneous pulse ( 2013 = 0.2 when the pulse parameters correspond to a laser charge voltage of 1 300 V.
THE HEAT LOSSES CORRECTIONS. -The solution
of the heat diffusion equation, when heat losses should be considered, has been given by Watt [22] . He has taken an instantaneous pulse assumption and supposed a one-dimensional heat flow together with the heat losses at front and rear faces (3) figure 14 , into the tantalum furnace which permits to obtain temperatures up to 2 300 K. The furnace and sample's holder are closed into a vacuum bell-jar and the vacuum system permits to obtain a pressure of 10-6 torr. The thermal signal given by the rear face is focused by CaF2 lens onto an InSb infrared detector (cooled by liquid nitrogen) in such a way that the detector sees the central part of the sample (about 4 mm of diameter). The small dc. potential generated by the detector is reduced to zero using a voltage bias. The signal, transmitted through preamplifier and amplifier is introduced into the digital memory oscilloscope. The . data from oscilloscope are sent to a small microcomputer, and stored before the analysis, described in the previous paragraphs, is made in order to determine the thermal diffusivity.
To test the apparatus and the described methods the diffusivity of the Armco iron has been determined (Fig. 15) . The results are in reasonable agreement with the recommended data.
Conclusion.
The analysis of the problems due to the adaptation of the flash diffusivity method to a digitalized data acquisition system (DDAS) is carried oui The DDAS permits a systematic control of the pulse power evolution with time which is the base to consider the effects of finite pulse time and to détermine the overall pulse during diffusivity measurement. The method of smoothing the experimental transient signal based on the digital Fourier transform is also presented. The experimental set-up for the diffusivity measurements together with the results of diffusivity of standard samples (POCO graphite and Armco iron) are the practical successful confirmation of the present analysis. Table IV. -Diffusivity of the poco graphite (AXM-5Ql) corrected for the heat loss using the different methods. [12] .
