There are several sources of fluctuations in gene expression. Here we study the effects of time-dependent DNA replication, itself a tightly controlled process, on noise in mRNA levels. Stochastic simulations of constitutive and regulated gene expression are used to analyze the time-averaged mean and variation in each case. The simulations demonstrate that to capture mRNA distributions correctly, chromosome replication must be realistically modeled. Slow relaxation of mRNA from the low copy number steady state before gene replication to the high steady state after replication is set by the transcript's half-life and contributes significantly to the shape of the mRNA distribution. Consequently both the intrinsic kinetics and the gene location play an important role in accounting for the mRNA average and variance. Exact analytic expressions for moments of the mRNA distributions that depend on the DNA copy number, gene location, cell doubling time, and the rates of transcription and degradation are derived for the case of constitutive expression and subsequently extended to provide approximate corrections for regulated expression and RNA polymerase variability. Comparisons of the simulated models and analytical expressions to experimentally measured mRNA distributions show that they better capture the physics of the system than previous theories. stochastic gene expression | stochastic simulation | analytical solutions | chromosome replication | master equation
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stochastic gene expression | stochastic simulation | analytical solutions | chromosome replication | master equation E very step in the process of gene expression includes some inherent randomness. This may stem from the intrinsically stochastic nature of chemical reactions, chance differences between cells in the numbers of available reactants, intracellular crowding, or any of a number of other sources of biological variability (1) (2) (3) (4) (5) . All told, noisy gene expression has profound effects on cellular behavior at both the individual and population levels, enabling switching between phenotypes by individual cells (6) (7) (8) (9) (10) (11) (12) as well as the potential for entire populations to divergently adapt to multiple niches within their environment (13) . As a result, a great deal of work over the last decade has focused on understanding and quantifying the various sources of biological stochasticity.
In a series of now-classic papers, theorists and experimentalists alike have shown that the equations governing stochastic gene expression elicit steady-state distributions of proteins and mRNA in good agreement with observations (6, (14) (15) (16) (17) (18) (19) . Many of these works have also considered forms of transcriptional regulation wherein a gene can switch between active and inactive transcriptional states [either through the binding of a transcription factor (8, 13, 14, 19, 20) or through structural changes to the DNA that may occlude transcription start sites (21, 22) ]. More recently, researchers have begun to venture beyond the steadystate approximation to address sources of noise that are tied to cell cycle-dependent processes. By considering mixtures of steady-state mRNA distributions associated with one and two copies of the DNA, Jones et al. (23) was the first, to our knowledge, to show that the duplication of a gene during replication can directly contribute to the observable noise in mRNA copy number. They used these results to partition experimentally observed mRNA noise into contributions associated with gene duplication, variability in RNA polymerase copy numbers, and experimental error (23) .
In this paper we perform stochastic simulations, exactly sampling chemical master equations (CME) that explicitly account for chromosome replication, in order to study how gene duplication contributes to variability in mRNA expression. We find that our simulated results differ consistently and often significantly from the predictions of Jones et al. (23) . We show that after gene duplication, a cell's mRNA count relaxes slowly from a low state (associated with the initial gene copy number) to a high state (associated with the copy number after replication) at a rate proportional to the mRNA half-life, a transition that can take several minutes and account for a significant portion of the overall cell cycle (Fig. 1) . This seemingly minor effect can lead to divergence between the predicted and simulated mRNA Fano factors (a measure of the "noisiness" of the transcribed mRNA and equal to the variance over the mean) of 20% to greater than 80%, depending on the cell doubling time, the location of the gene on the chromosome, and the mRNA degradation rate. Such errors can easily lead to misattribution of observed mRNA variability to spurious sources and cloud the interpretation of experimental results.
Our findings motivated a time-dependent analytical treatment of the noise contribution originating from gene duplication, as well as several corrections to account for transcriptional regulation and variability in RNA polymerase (RNAP) and transcription factor copy numbers. The expressions are nearly exact for the case of constitutive transcription, even when including RNAP noise, and show extremely good agreement with both simulations and experiments when accounting for regulation. These results demonstrate that the explicit treatment of gene
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Results
Explicit Simulation of Gene Duplication for Constitutive Expression.
Stochastic simulations of gene expression were used to determine the effect of chromosome replication on mRNA noise. A constitutive model of gene expression (Eq. 1) wherein mRNA is transcribed from its gene at rate k t and degraded at rate k d is considered first, as the majority of genes are under no regulatory control under physiological conditions:
[1]
Simulations were performed using Gillespie's stochastic simulation algorithm (SSA) (24) as implemented in our Lattice Microbe software (25) . For each simulation replicate, the mRNA copy number was tracked within a single lineage spanning 10 full cell cycles. Starting from a defined initial state, the copy number was allowed to evolve until t r (the replication time for the gene) at which time the gene copy number was doubled to model the effect of replication. The simulations then continued until t D (the division time) at which time the intracellular components were halved to account for cell division, and the next generation in the lineage begins. An example of this process is shown in Fig. 1 . The cell cycle length, replication time, and transcription rate were all varied, but the mRNA degradation rate was held fixed at 0.126 min −1 to maintain the average mRNA half-life in Escherichia coli of 5.5 min (26) . Two different cell doubling times were studied-70 min and 40 min. Genome replication in E. coli requires ∼ 45 min and is relatively insensitive to changes in growth rate or culturing conditions (27) (28) (29) . As such, cells doubling in less than this amount of time must maintain multiple chromosome replication forks at different stages of completion. This means that depending on their location along the genome, some genes in our fastgrowing cells (t D = 40 min) exist with either two or four copies [we ignore the short-lived three-copy state that arises when one replication fork briefly outpaces the other (30) ] whereas others exist with either one or two copies (SI Appendix, Fig. S1B and Table S5C ). In the slow-growing cells (t D = 70 min) either one or two copies of all genes exist. For both doubling times, simulations were performed across a series of replication times (t r ) corresponding to genes located across the genome (spanning from the origin of replication to the replication terminus in 5% increments).
Our simulations show that after gene duplication the mean mRNA count relaxes to twice its prior value on a timescale that is set by the mRNA's half-life. This, it turns out, can constitute a significant portion of the cell cycle (in E. coli the average mRNA half-life is ∼ 14% of a 40-min cell cycle, and the total relaxation takes about 40% of the cell cycle) and significantly impact the statistics of observable mRNA copy numbers (SI Appendix, Fig. S2 ).
Analytical Time-Dependent mRNA Statistics for Constitutive Expression. We derived expressions for the mean, variance, and Fano factor of an mRNA being constitutively expressed from a gene that is duplicated during the cell cycle (a detailed description can be found in SI Appendix, section 1.1). This work hinged on the fact that the mean mRNA copy number, hmi, over an ensemble of cells can be written as a time average over the instantaneous mean copy number, mðtÞ, and likewise, the variance, Var½m, can be written in terms of a time average over the instantaneous variance, σ 2 m ðtÞ, and the square of the mean copy number (SI Appendix, Eqs. S23 and S25). Differential equations for the instantaneous mean and variance were derived from the chemical master equation (SI Appendix, Eqs. S1-S20) and solved to yield 
[2]
Interestingly, the mRNA remains Poisson distributed after gene duplication as it relaxes to its new steady state [i.e., the probability of measuring m mRNA in a cell at time t after the start of its cell cycle can be written PðmjtÞ = PoisðmðtÞÞ]. Time averaging over the cell cycle yielded the expressions
where hmi 1 = k t =k d represents the mean mRNA copy number before gene duplication, and f = ðt D − t r Þ=t D represents the fraction of the cell cycle after the gene duplication event. Although these results were derived assuming that the ages of cells in a population are uniformly distributed, log-phase populations are in fact known to have exponentially distributed ages (29, 31) . This can be easily accounted for analytically (SI Appendix, Eqs. S22-S29), but it amounts to a fairly small correction (< 10%; SI Appendix, Fig. S3 ) and significantly complicates the expressions. It is worth noting that in the limit where the mRNA degradation rate, k d , becomes large, relaxation after gene duplication becomes instantaneous, and our "time-dependent" (TD) theory reduces to the "time-independent" (TI) theory of Jones et al. (23) . In the limit of slow mRNA degradation, the mRNA The area encompassing the average ±1σ (blue) is shown along with a representative simulation trace (red). Gene duplication is followed by a transient period where the mRNA relaxes from an initially low to a high count at a rate proportional to the degradation rate of the mRNA. Three regions exist and are delineated by vertical lines: a preduplication state (I), wherein the mRNA is in a low copy number steady state, and a relaxation period just after duplication (II), where the mRNA relaxes up to a new equilibrium steady state (III). In these simulations the doubling time (t D ) was taken to be 70 min, the total DNA replication time was taken to be 45 min, the gene was positioned 55% of the way from the origin to the terminus (t r ∼ 27 min), the transcription rate k t was 1.26 molecules/min, and the degradation rate k d was 0.126/min.
distribution never relaxes to the high state, and cells remain in the low copy number state until division.
Comparison of Eqs. 3 and 5 with simulations demonstrates the accuracy of the time-dependent theory ( Fig. 2 A and C and SI Appendix, Figs. S4 and S5). For both doubling times our expressions for hmi and the Fano factor prove nearly exact, whereas the time-independent theory tends to overestimate both values. Comparing the shape of the mRNA distributions proves equally impressive. Numerically time averaging PðmjtÞ yields distributions that strongly agree with histograms of our simulated mRNA counts (Fig. 2 B and D and SI Appendix, Figs. S6 and S7 , orange lines). To quantify the agreement of the time-dependent and time-independent models, we computed the Kullback-Leibler divergence (SI Appendix, Eq. S68) between simulated and theoretical distributions. The divergence from our simulated distributions is ∼10-fold smaller when using the time-dependent theory, but we note that this improvement breaks down within a narrow range of gene loci in the fast-growing cells (SI Appendix, Fig. S8 ). This disagreement occurs among genes located between about 50% and 70% of the way from the origin to the terminus and is due to the fact that these genes are duplicated very late in the 40-min cell cycle. Fig. S9A ). As a result, the dynamics of these mRNAs are better modeled assuming both early and late relaxations (SI Appendix, section 1.2, Eqs. S37 and S38 and Fig. S9 B and C) .
Extending our comparisons to experimental data proves similarly fruitful. Theoretical distributions computed using measured k d , f, and t D were compared with 26 previously reported experimental data sets (23, 32) . A few representative distributions for genes with different values of f, k d , and hmi are shown in Fig. 3 . The time-dependent theory outperforms the timeindependent theory in all cases, clearly demonstrating its utility (SI Appendix, section 1.9 and Figs. S10 and S11). We note, however, that neither theory performs well when fitting mRNA distributions for strongly regulated genes. Fig. 3D shows the distribution of ptsG mRNA counts in single E. coli cells obtained via superresolution imaging and modeling (32) . This gene is known to be regulated via transcription factors and small RNA (32) (33) (34) . The orange and blue lines in Fig. 3D show theoretical distributions computed according to the time-dependent and time-independent treatments. Both curves are underdispersed, indicating the need for a model that directly accounts for transcriptional regulation . Genes can exist in either two or four copies (dark orange and blue) or one or two copies (light orange and blue), depending on their location along the chromosome. In all cases, the time-dependent theory better captures simulation data.
( Fig. 3D , green line; discussed in the next section and SI Appendix, section 1.9 and Figs. S12-S14).
Corrections to the Analytical Model for Regulation, as Well as RNAP
and Transcription Factor Variability. Several corrections to our time-dependent analytical model were derived to account for other sources of noise. The first and most important is a correction that approximates the noise stemming from transcriptional regulation (SI Appendix, section 1.3). A gene is modeled as being in either an "off" or an "on" state; the on state is capable of producing mRNA at rate k t , whereas the off state is silenced. Genes are allowed to switch between states at rates k on and k off ; schematically,
[6]
In the limit where the transcriptional state switching is fast compared with the mRNA degradation rate (i.e., k on , k off k d , meaning the average number of on genes relaxes quickly to its new steady state after gene replication) and k on is greater than or at least of similar order as k off , the Fano factor can be approximated with the addition of a single term,
where, again, hmi is given by Eq. 3, but now hmi 1 = ðk on = ðk on + k off ÞÞðk t =k d Þ. It is important to note that this result is based on the assumption that the relaxations of the instantaneous mRNA mean (mðtÞ) and variance (σ 2 m ðtÞ) occur on a similar timescale. Our own simulations indicate that this approximation may not in general be true, but it drastically simplifies the analysis and keeps the resulting expressions for the mean, variance, and Fano factor tractable. Within appropriate parameter ranges, we find good agreement with simulation (SI Appendix, Fig. S14 ), but we note that when the gene switching rates are slow or significantly favor the off state (meaning the mRNA is especially "bursty"), Eq. 7 shows poorer agreement. As a result, further corrections were derived for cases in which k on , k off K k d (SI Appendix, section 1.4). This refined analysis treats the mean number of on genes as a dynamic variable after gene duplication (rather than assuming rapid relaxation) and yields somewhat unwieldy expressions for hmi and Var½m, which themselves depend on whether the regulation is controlled by a repressor-or activator-type transcription factor (SI Appendix, Eqs. S54-S57).
Because gene transcription depends on the activity of a number of proteins including RNAP and any of several transcription factors (TFs), variability in these proteins' copy numbers can naturally impact mRNA levels within the cell. We considered how our time-dependent theory's results change when the numbers of either RNAP or an activator-type TF were assumed to vary (leading to variation in the effective transcription and gene activation rates; SI Appendix, sections 1.5 and 1.6).
The Fano factor correction derived for RNAP-associated noise resulted in a simple additive term,
[8]
Here, k t is assumed to be given by the product of the (random) RNAP copy number, R, and k t,0 , the specific transcription rate for a single RNAP. k t then represents the mean value of k t , hmi kt and Fano½m kt are the mean mRNA number and Fano factor evaluated according to Eqs. 3 and 5 assuming k t = k t , and
, where β represents the "rate" parameter of the distribution. For an E. coli doubling in ∼40 min, the mean RNAP copy number has been measured to be ∼ 3,000 per cell (35) , placing it well into the "extrinsic noise limit" [for which σ 2 =μ 2 ≈ 0.1 (16)], implying that β can be approximated as 1=300. Inserting this into Eq. 8, we find that the contribution to the Fano factor from RNAP copy number variability can be roughly approximated as hmi=10, in accordance with ref. 23 (SI Appendix, Fig. S15 ).
In contrast, the correction derived for TF-associated noise resulted in a cumbersome expression, which, when evaluated across a range of k off and k on values (where k on represents the mean value of k on ), tended to be relatively small. We found it approached hmi=10 only when k off k on , and in cases where k off K k on we found this correction remained well below ∼ 3% of hmi. Importantly, these results indicate that TF-associated variability generally imparts less mRNA noise than does RNAPassociated variability. The corrections for RNAP-and TF-associated noise resulted from the promotion of certain rates-k t and k on , respectively-to random variables and Taylor expanding about their means. Similar analyses can be performed for other potential sources of noise, including variability in t r or t D ; in both cases, however, experiments show that the variance of these parameters is generally much less than 10% of their mean (30) , and thus they are not likely to significantly impact measurable mRNA noise.
The analytic expressions derived here can be leveraged to greatly simplify the determination of kinetic parameters. The fitting of the ptsG mRNA distribution in Fig. 3D exemplifies this; it cannot be fitted without accounting for transcriptional regulation but this requires the simultaneous varying of k on , k off , and k t . Eqs. 5, 7, and 8 can be used to solve for k on and k off as functions of k t (SI Appendix, section 1.9), meaning that the fitting problem can be reduced to a simple 1D scan over possible values for the transcription rate (assuming fixed k d and hmi). This significantly simpler problem was then performed numerically and resulted in the values k t = 3.95 min , all of which are physiologically reasonable (36) .
Discussion
We have computationally and analytically studied the effects of DNA replication on mRNA noise. By formulating the process in terms of a CME, we were able to determine the time-dependent mean, variance, and distribution of the mRNA as a function of its degradation and transcription rates, the cell's doubling time, and the gene's position on the chromosome. We have found that failure to account for the slow relaxation of the messenger distribution to its postduplication steady state results in overestimation of the associated noise. Importantly, this overestimation can have a profound impact on the interpretation of both experimental and theoretical results.
As a hypothetical example, consider a single-cell mRNA counting experiment in which the cell doubling time is measured to be 40 min and the mean count to be 10 messengers per cell each with the average degradation rate in E. coli of 0.126 min −1 , with the gene of interest being located roughly one-third of the way between the origin and the terminus of replication. Assume the Fano factor for the population was measured to be 3.25. These reasonable values can lead to very different interpretations of experiential data, depending on how gene duplication is treated. Before the study by Jones et al. (23) , the entirety of the noise larger than 1 might have been attributed to transcriptional regulation and extrinsic factors like RNAP variability. In that case, after accounting for the RNAP noise contribution, it would have been concluded that the gene was quite strongly regulated (SI Appendix, Fig. S16, Left Bar) . After ref. 23 , exactly the opposite conclusion could have been reached-essentially all of the observed noise could be attributed to RNAP variability and gene duplication. It would have appeared that there was no evidence of transcriptional regulation (SI Appendix, Fig. S16 , Center Bar).
In fact, our analysis shows that both gene duplication and regulation contribute similar but modest amounts to the overall noise level (SI Appendix, Fig. S16 , Right Bar). We note that this example is a special case, and in general the different models will likely not yield such starkly divergent interpretations, but it nevertheless illustrates why accurately resolving the different noise contributions requires the time-dependent model developed here.
The misattribution of noise is particularly problematic in the development of kinetic models and analysis of experiments. Countless articles have presented stochastic simulations of noise in complex genetic circuits, and many appear to show strong quantitative agreement with experiments, but to our knowledge almost none have included duplication of the genes involved. One early study that did consider gene replication concluded that mRNA relaxation contributed little to the overall noise, but this was based in part on an assumed mRNA half-life of 1 minconsiderably shorter than the mean for bacteria (17) and in the regime where the corrections are predicted to be small. Returning to the hypothetical experiment described above, if a simple model of transcriptional regulation (such as Eq. 6) that did not account for gene duplication were used to fit the data, a modeler could arrive at estimates of k on and k off , for example, that deviate from the correct value by as much as 100%.
Because gene duplication-associated mRNA noise scales proportionally with the (mean) messenger expression level, the potential for its misattribution is greatest among highly expressed genes. In E. coli, these include a number of genes involved in key cellular processes like translation (including those encoding the ribosomal proteins), ATP synthesis (including the ATP synthase genes), transcriptional regulation, and central metabolism (including the glycolytic genes gapA and eno) (16, 37) . The potential for noise misattribution is also related to f (the fraction of the cell cycle after gene duplication) and the messenger decay rate, k d . Fig. 4 shows the relative error between our time-dependent Fano factor expression and that of the time-independent theory [computed as ðF TI − F TD Þ=F TI ] for a cell doubling in 70 min. We see for highly expressed, long-lived transcripts the error can easily be >100% whereas even in moderate cases the error can be in the range 20 − 50% (most of this divergence comes from deviation of the TI model, as the TD model agrees well with A B Fig. 4 . (A and B) Deviation of the time-dependent from time-independent theory of the estimated Fano factor ((F TI − F TD )/F TI ) when neglecting time dependence of the mRNA relaxation as a function of (A) the mean mRNA count and fraction of cell cycle after gene replication and (B) mean mRNA and messenger half-life. Here a slow-growing cell was considered (t d ∼ 70 min). In A the mRNA half-life was the average in E. coli of 5.5 min. In B the fraction of the cell cycle after replication was taken to be 0.7. Scale bars indicate the value of the deviation. Contours are indicated with lines and the value along the contour is denoted.
simulation; SI Appendix, Fig. S17 ). Interestingly, because this error can change dramatically over a narrow range of values of f (i.e., 0.4 < f < 0.7; Fig. 4A ), and because f itself is a function of the cell's growth rate, small differences in cell doubling times can have a profound effect on the interpretation of mRNA noise. Taken altogether, these results indicate that the time dependence of gene duplication and mRNA relaxation should not be ignored when either modeling stochastic gene expression or analyzing experimental data.
Materials and Methods
Simulations were performed using the Gillespie stochastic simulation algorithm (24) as implemented in the Lattice Microbes software version 2.2 (25, 38) . All simulations were performed using NVIDIA GPUs and analysis was written in Python, using the PyLM interface to Lattice Microbes version 1.0 (39) . Input files can found in SI Appendix. Both a constitutive model of gene expression and a two-state model of gene expression were considered (Eqs. 1 and 6). Doubling times of 40 min or 70 min were examined and cell division was implemented by dividing the gene counts in half and binomially distributing the mRNA count between the cells with equal probability. The replication time (t r ) as well as the numbers of genes and replication forks at the start of the cell cycle are based on the theory of Cooper and Helmstetter (27) . The DNA replication time was taken as 45 min, a value close to the average measured (28) . When simulating regulation, the gene states were randomized at division time with probability to be active P on = k on =ðk on + k off Þ. The transcription rate constants k t and k d were varied as described in the main text. For each set of rate parameters, three technical replicate simulations were run, each of which included independent trajectories of 200 cell lineages growing for 10 generations.
