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Periodic monopoles and difference modules
Takuro Mochizuki
Abstract
We study periodic monopoles satisfying some mild conditions, called of GCK type. Particularly, we give
a classification of periodic monopoles of GCK type in terms of difference modules with parabolic structure,
which is a kind of Kobayashi-Hitchin correspondence between differential geometric objects and algebraic
objects. We also clarify the asymptotic behaviour of periodic monopoles of GCK type around infinity.
MSC: 53C07, 58E15, 14D21, 81T13
1 Introduction
1.1 Monopoles of GCK-type
For T > 0, we set S1T := R/TZ. Let (t, w) denote the standard local coordinate on S
1
T × C. We regard S1T × C
as a Riemannian manifold by considering the metric dt dt+ dw dw.
A periodic monopole is a monopole (E, h,∇, φ) on S1T ×C. Namely, E is a vector bundle on S1T ×C with a
Hermitian metric h, a unitary connection ∇ and an anti-Hermitian endomorphism φ satisfying the Bogomolny
equation F (∇) − ∗∇φ = 0, where F (∇) denote the curvature of ∇, and ∗ denotes the Hodge star operator.
More precisely, we admit that the monopole may have isolated singularities at a finite subset Z ⊂ S1T ×C, i.e.,
the monopole (E, h,∇, φ) is defined on (S1T × C) \ Z. We impose the following conditions on the behaviour of
(E, h,∇, φ) around Z and S1T × {∞}.
• Each point of Z is Dirac type singularity of (E, h,∇, φ).
• F (∇)→ 0 and φ = O(log |w|) as |w| → ∞.
In this paper, such monopoles are called of GCK-type (generalized Cherkis-Kapustin type).
Cherkis and Kapustin [7, 8] studied such monopoles under some more additional assumptions of genericity
on the behaviour around Z and S1T × {∞}. In particular, they studied the Nahm transforms between such
periodic monopoles and harmonic bundles on (P1, {0,∞, p1, . . . , pm}). Foscolo studied the deformation theory
of such periodic monopoles in [19], and the gluing construction in [20].
In this paper, we shall study periodic monopoles of GCK-type. The first goal is to clarify their asymptotic
behaviour around S1T ×{∞}. Then, we clarify the relation between periodic monopoles and difference modules.
1.2 Review of the Kobayashi-Hitchin correspondences for λ-flat bundles
Recall that Simpson established the Kobayashi-Hitchin correspondence for tame harmonic bundles on non-
compact curves [44]. It is our goal to develop an analogue theory in the context of periodic monopoles. Hence,
let us begin with a brief review on the theory of harmonic bundles on curves.
1.2.1 Harmonic bundles and their underlying λ-flat bundles
Let C be any complex curve. Let (E, ∂E) be a holomorphic vector bundle on C. Let θ be a Higgs field, i.e.,
a holomorphic section of End(E) ⊗ Ω1C . Let h be a Hermitian metric of E. We have the Chern connection
∇h = ∂E + ∂E,h determined by ∂E and h, and the adjoint θ†h of θ with respect to h. The metric h is called
harmonic if the Hitchin equation
[∂E , ∂E,h] + [θ, θ
†
h] = 0
1
is satisfied. The Hitchin equation implies that the connection ∂E + θ
† + ∂E + θ is flat. More generally, for any
complex number λ, we set Dλ := ∂E + λθ
† + λ∂E + θ. According to [46, 47], it is a λ-connection in the sense
of Deligne, i.e., it satisfies a twisted Leibniz rule Dλ(fs) = (λ∂C + ∂C)f · s+ fDλ(s) for any f ∈ C∞(C,C) and
s ∈ C∞(C,E). Moreover, the Hitchin equation means that Dλ is flat, i.e., Dλ◦Dλ = 0. Hence, harmonic bundles
have the underlying λ-flat bundles. We may define the concept of harmonic metrics for λ-flat bundles. We can
easily observe that a λ-flat bundle with a harmonic metric is equivalent to a Higgs bundle with a harmonic
metric. See [35], for example.
1.2.2 Kobayashi-Hitchin correspondence in the smooth case
Suppose that C is projective and connected. We set deg(F ) =
∫
C c1(F ) for any vector bundle F on C. A λ-flat
bundle (V,∇λ) is called stable (semistable) if we have
deg(F )/ rankF < (≤) deg(E)/ rankE
for any λ-flat subbundle (F,∇λ) ⊂ (E,∇λ). A λ-flat bundle (V,∇λ) is called polystable if it is a direct sum
of stable λ-flat bundles
⊕
(Vi,∇λ) such that deg(V )/ rankV = deg(Vi)/ rankVi for any i. Note that we always
have deg(V ) = 0 if λ 6= 0.
The following is a fundamental theorem in the study of harmonic bundles on projective curves, due to
Diederich-Ohsawa [11], Donaldson [16] and Hitchin [25], in the rank 2 case, and Corlette [9] and Simpson
[43, 47, 45] in the higher rank case, or even in the higher dimensional case. (See also [35] for the case of general
λ-connections.)
Proposition 1.1 Suppose that C is projective and connected. A λ-flat bundle (V,∇λ) is polystable of degree
0 if and only if (V,∇λ) has a harmonic metric. If (V,∇λ) has two harmonic metrics hj (j = 1, 2), we have a
decomposition (V,∇λ) =⊕(Vi,∇λ) which is orthogonal with respect to both h1 and h2, such that h1|Vi = ai ·h2|Vi
for some ai > 0. In particular, if (V,∇λ) is stable then it has a unique harmonic metric up to the multiplication
of positive constants.
Corollary 1.2 For each λ, we have a natural bijective correspondence between the equivalence classes of
polystable λ-flat bundles of degree 0 and the equivalence classes of polystable Higgs bundles of degree 0, through
harmonic bundles.
The Kobayashi-Hitchin correspondence in the proposition provides us with an interesting equivalence be-
tween objects in differential geometry and objects in algebraic geometry. It is an origin of the hyperka¨hler
property of the moduli spaces. It is a starting point of the non-abelian Hodge theory of Simpson. (See [47].)
1.2.3 Tame harmonic bundles and regular filtered λ-flat bundles
Simpson studied the generalization of Proposition 1.1 to the context of harmonic bundles on quasi-projective
curves in [44]. To state his result, let us recall the concepts of tame harmonic bundles and regular filtered λ-flat
bundles.
Let Y be a disc {z ∈ C | |z| < 1}. Let (E, ∂E , θ, h) be a harmonic bundle on Y \ {0}. We have the expression
θ = f dz/z. The harmonic bundle is called tame on (Y, {0}) if the following holds.
• Let det(t idE −f) = trankE +
∑rankE−1
j=0 aj(z)t
j be the characteristic polynomial of f . Then, aj are
holomorphic at z = 0.
As for λ-connections, we consider regular filtered λ-flat bundles on (Y, {0}) not only λ-flat bundles on Y \{0}.
Recall that a filtered bundle on (Y, {0}) is a locally free OY (∗{0})-module PV with an increasing sequence of
locally free OY -submodules PaV ⊂ PV (a ∈ R) satisfying the following conditions.
• PaV(∗{0}) = PV for any a ∈ R.
• Pa+nV = PaV(n{0}) for any a ∈ R and n ∈ Z.
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• For any a ∈ R, we have ǫ > 0 such that Pa+ǫV = PaV .
A regular filtered λ-flat bundle is a filtered bundle P∗V with a λ-connection ∇λ : PV −→ PV ⊗ Ω1 such that
∇λ is logarithmic with respect to P∗V in the sense of ∇λPaV ⊂ PaV ⊗Ω1(log{0}) for any a ∈ R. We have the
filtration F on PaV|0 indexed by a− 1 < b ≤ a by setting Fb(PaV|0) as the image of PbV|0 −→ PaV|0.
Suppose that we are given a tame harmonic bundle (E, ∂E , θ, h) on Y \ {0}. We have the holomorphic
vector bundle (E, ∂E + λθ
†) on Y \ {0}. Let Eλ denote the locally free OY \{0}-module obtained as the sheaf
of holomorphic sections of (E, ∂E + λθ
†). It is equipped with a λ-connection Dλ. For any open subset U ∋ 0,
let PEλ(U) denote the space of sections s of Eλ on U \ {0} such that |s|h = O(|z|−N ) for some N . Thus, we
obtain an OY (∗0)-module PEλ as the meromorphic prolongation of Eλ. For any a ∈ R, let PaEλ(U) denote the
space of sections s of Eλ on U \ {0} such that |s|h = O(|z|−a−ǫ) for any ǫ > 0. Thus, we obtain an increasing
sequence of OY -submodules PaEλ ⊂ PEλ (a ∈ R). Simpson proved that (P∗Eλ,Dλ) is a regular filtered λ-flat
bundle in [44].
Let C be a smooth connected projective curve with a finite subset D ⊂ C. The concepts of tame harmonic
bundles on (C,D) is given in a natural way. A filtered bundle on (C,D) is a locally free OC(∗D)-module PV
with an increasing sequence of OC -locally free submodules PaV (a ∈ RD) such that the following holds.
• For any P ∈ D, take a small neighbourhood UP of P in C. Then, PaV|UP depends only on aP , which we
denote by P(P )aP (V|UP ).
• P(P )∗ (V|UP ) is a filtered bundle on (UP , P ) in the above sense.
A regular filtered λ-flat bundle is a filtered bundle P∗V with a λ-connection ∇λ such that ∇λPaV ⊂ PaV ⊗
Ω1(logD) for any a ∈ RD. Moreover, for any regular filtered λ-flat bundle (P∗V ,∇λ) on (C,D), we define
deg(P∗V) := deg(P0V)−
∑
P∈D
∑
−1<b≤0
b dimCGr
F
b (P0V|P ).
Then, we can define the stability condition and the polystability condition in the context of regular filtered
λ-flat bundles in the natural way.
Any tame harmonic bundle on (C,D) naturally induces a regular filtered λ-flat bundle on (C,D) by the
procedure explained above. Simpson established the following theorem in [44], which is the ideal generalization
of Proposition 1.1 to the context of regular singular case. (See also [33, 35] for the case of λ-connections and
the higher dimensional case.)
Theorem 1.3 (Simpson) Suppose that C is projective and connected. The procedure induces a bijection be-
tween the equivalence classes of tame harmonic bundles on (C,D) and the equivalence classes of polystable
regular filtered λ-flat bundles with degree 0.
1.2.4 Wild harmonic bundles and good filtered λ-flat bundles
Let us give a complement on the generalization of Theorem 1.3 to the context of non-regular case, which was
studied by Biquard-Boalch [3]. (See also [36].)
Set Y := {z ∈ C | |z| < 1} again. Let (E, ∂E , θ, h) be a harmonic bundle on Y \ {0}. We have the expression
θ = f dz/z. It is called wild on (Y, 0) if the following holds.
• Let det(t idE −f) =
∑
aj(z)t
j be the characteristic polynomial of f . Then, aj are meromorphic at z = 0.
As for λ-connections, we need the concept of good filtered λ-flat bundles. First, we recall the concept of
unramifiedly good filtered λ-flat bundle. A filtered bundle P∗V with a λ-connection ∇λ on (Y, {0}) is called
unramifiedly good if we have a subset S ⊂ z−1C[z−1] and the decomposition
(P∗V ,∇λ)|0̂ =
⊕
a∈S
(P∗V̂a, ∇̂λa)
such that ∇̂λa − da are logarithmic with respect to P∗V̂a. Here, for any OY -module F , let F|0̂ denote the formal
completion of the stalk at 0, i.e., F0 ⊗OY,0 C[[z]].
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As a preparation to define the concept of good filtered λ-flat bundles, let us recall the pull back and the
descent of filtered bundles. Take q ∈ Z≥1. Let Y ′ := {ζ ∈ C | |ζ| < 1}. Let ϕ : Y ′ −→ Y be the ramified covering
given by ϕ(ζ) = ζq. Let P∗V be a filtered bundle on (Y, {0}). We obtain the locally free OY ′(∗{0})-module
PV ′ := ϕ∗V . We define
PaV ′ :=
∑
n+qb≤a
ζ−nϕ∗PbV ⊂ PV ′.
Thus, we obtain a filtered bundle P∗V ′ over (Y ′, {0}) which is called the pull back of P∗V , and denoted by
ϕ∗P∗V .
Let P∗V ′ be a filtered bundle on (Y ′, {0}). We obtain the OY (∗{0})-module PV ′′ := ϕ∗PV ′. We define
PaV ′′ := ϕ∗Pa/qV ′.
Thus, we obtain a filtered bundle P∗V ′′ on (Y, {0}), which is called the push-forward of P∗V ′, and denoted by
ϕ∗P∗V ′.
Let µq denote the group of q-th roots of 1. We have the natural µq-action on Y
′ so that Y is the quotient
space. Suppose that P∗V ′ is µq-equivariant. Then, we have the naturally induced µq-action on ϕ∗(P∗V ′). The
invariant part is called the descent of P∗V ′.
Then, a filtered bundle P∗V with a λ-connection∇λ is called good, if we have a ramified covering ϕ : Y ′ −→ Y
as above for an appropriate q such that ϕ∗(P∗V ,∇λ) is unramifiedly good. In other words, (P∗V ,∇λ) is good
if it is the descent of an unramifiedly good λ-filtered bundle for an appropriate ramified covering.
Let (E, ∂E , θ, h) be a wild harmonic bundle on (Y, 0). For any λ, we have the λ-flat bundle (Eλ,Dλ) on
Y \ {0} as above. We obtain the OY (∗{0})-module PE and the increasing sequence of OY -submodules PaE by
the procedure explained in §1.2.3. In [36], we proved that (P∗Eλ,Dλ) is a good filtered λ-flat bundle.
Although we explained the concepts of wild harmonic bundles and good filtered λ-flat bundles on a punctured
disc, they are naturally generalized to the context of any complex curve C with a discrete subset D, and any
wild harmonic bundle (E, ∂E , θ, h) on (C,D) induces a good filtered λ-flat bundle (P∗Eλ,Dλ). The following is
essentially proved in [3]. (See also [36].)
Theorem 1.4 Suppose that C is projective and connected. Then, the above procedure induces a bijection between
the equivalence classes of wild harmonic bundles on (C,D) and the equivalence classes of polystable good filtered
λ-flat bundles with degree 0.
Strictly speaking, the cases λ = 0 and λ = 1 were studied under the unramified condition in [3], and only
the case λ = 1 is written in [36, Proposition 13.4.1]. However, it is easy to generalize the argument in [36,
Proposition 13.4.1] to the context of λ-connections.
1.3 Equivariant instantons and the underlying holomorphic objects
Set X := R4 with the standard Euclidean metric
∑
dx2i . An instanton on an open subset U ⊂ X is a vector
bundle E with a Hermitian metric h and a unitary connection ∇ such that F (∇) + ∗F (∇) = 0.
We take an R-linear isomorphism X ≃ C2 = {(z, w)} such that the metric is dz dz + dw dw, with which we
regard X as a Ka¨hler surface. It is well known that the curvature is a (1, 1)-form with respect to the complex
structure, and the equation F (∇) + ∗F (∇) = 0 is reduced to ΛF (∇) = 0. The (0, 1)-part of ∇ induces a
holomorphic structure of E. Hence, we obtain a holomorphic vector bundle (E, ∂E) with a Hermitian metric h
satisfying ΛF (h) = 0, where F (h) denote the curvature of the Chern connection determined by h and ∂E .
Recall that such complex structures on X are parametrized by the twistor line P1. Indeed, for each λ ∈ P1 \
{∞}, we have the complex coordinate (ξ, η) = (z+λw,w−λz) which gives the complex structure corresponding
to λ. We obtain the complex manifold Xλ and the open subset Uλ. An instanton (E, h,∇) on U induces a
holomorphic vector bundle (Eλ, ∂Eλ) on U
λ.
Let Γ be a closed subgroup of R4, which naturally acts on R4 by the translation. Suppose that U is invariant
under the Γ-action. If (E, h,∇) is Γ-equivariant, then the underlying holomorphic bundles (Eλ, ∂Eλ) (λ ∈ C)
are also Γ-equivariant.
Recall that the concept of harmonic bundles was discovered by Hitchin as the 2-dimensional reduction of
instantons. Namely, in the case Γ = R2, Γ-equivariant instantons on U is equivalent to harmonic bundles on
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U/Γ. Indeed, we choose Γ = Cz × {0} ⊂ Cz × Cw. We may regard U0 = U/Cz as an open subset in Cw.
Let p : U −→ U0 denote the projection. We have the induced vector bundle E0 on U0 with a Cz-equivariant
isomorphism p∗E0 ≃ E. It is equipped with the induced metric h0. The Cz-equivariant differential operator
∇w on E naturally induces a holomorphic structure ∂E0,w on E0. We have a holomorphic endomorphism f0 on
E0 with an isomorphism ∇z = ∂z + f0, where ∂z is determined by ∂z(gp∗(s)) = ∂z(g) · p∗(s) for any g ∈ C∞(U)
and s ∈ C∞(U0, E0). Then, the equation ΛF (h) = 0 is reduced to the Hitchin equation for (E0, ∂E0 , f0dw, h0).
Note that Cz-equivariant holomorphic vector bundles on U
λ are equivalent to λ-flat bundles on U0. We
can easily check that the Cz-equivariant holomorphic bundle (E
λ, ∂Eλ) on U
λ corresponds to the λ-flat bundle
(Eλ0 ,Dλ) on U0.
Hence, the Kobayashi-Hitchin correspondence between harmonic bundles and λ-flat bundles in the case
X = P1 can be regarded as a correspondence between Cz-equivariant instantons and Cz-equivariant holomorphic
vector bundles on p−1(Cw \D), under some natural assumptions on the boundary behaviour of the objects.
This type of problem has been studied in various cases, sometimes in relation with the Nahm transforms.
For example, see [4], [12, 13], [27], [37], [49], etc. It is useful for the classification of equivariant instantons
because holomorphic objects seem easier to study. Conversely, it is useful for the study of deeper aspects
of such holomorphic objects, for example the hyperka¨hler property of the moduli spaces. To establish the
correspondence, we need a careful study on the asymptotic behaviour of equivariant instantons depending on
Γ, and hence there seem to exist many things to be clarified.
1.4 Difference modules with parabolic structure
As an algebraic objects corresponding to periodic monopoles, we introduce the concept of parabolic structure
for difference modules.
1.4.1 Difference modules
Take T > 0 and λ ∈ C. Let Φ∗ be an automorphism of C[β1] induced by Φ∗(β1) = β1+2λ
√−1T . We prefer to
regard it as the pull back by the automorphism Φ of Cβ1 or P
1
β1
.
A difference module is a C[β1]-module V with a C-linear automorphism Φ
∗ such that Φ∗(g s) = Φ∗(g) ·Φ∗(s)
for any g(β1) ∈ C[β1] and s ∈ V . When we are given a difference module V , then V ⊗C[β1]C(β1) is also naturally
a difference module.
We set A :=⊕n∈Z C[β1](Φ∗)n. We have the product A×A −→ A given by∑
an(β1)(Φ
∗)n ·
∑
bm(β1)(Φ
∗)m =
∑
an(β1)bm(β1 + 2
√−1λTn)(Φ∗)m+n.
Thus, A is an associative algebra. A difference module is equivalent to a left A-module.
A difference module is called torsion-free if it is torsion-free as C[β1]-module. In this paper, a torsion-free
difference module V is called of finite type if (i) V is finitely generated over A, (ii) dimC(β1) V ⊗ C(β1) <∞.
Remark 1.5 It is redundant to choose T > 0. We may fix it as T = 1 or T = 2π.
1.4.2 Parabolic structure of difference modules at finite place
Let V be a torsion-free difference module of finite type. Take a C[β1]-free submodule V ⊂ V such that (a)
A · V = V , (b) V ⊗C[β1] C(β1) = V ⊗C[β1] C(β1). Note that (Φ∗)−1(V ) and the sum V ′ := V + (Φ∗)−1(V )
also satisfy the conditions (a) and (b). For any subset D ⊂ C, let C[β1]D denote the localization of C[β1] with
respect to β1 − x (x ∈ D).
Definition 1.6 (Definition 2.37) A parabolic structure of V at finite place is a tuple as follows.
• A C[β1]-free submodule V ⊂ V satisfying the above conditions (a) and (b).
• A function m : C −→ Z≥0 such that
∑
x∈Cm(x) <∞. We assume
V ⊗C[β1] C[β1]D = (Φ∗)−1(V )⊗C[β1] C[β1]D,
where D := {x ∈ C |m(x) > 0}.
5
• A sequence of real numbers 0 ≤ t(1)1,x < · · · < t(m(x))1,x < T for each x ∈ C. If m(x) = 0, the sequence is
assumed to be empty. The sequence is denoted by t1,x.
• Lattices Lx,i ⊂ V ⊗C[β1] C((β1 − x)) for x ∈ C and i = 1, . . . ,m(x) − 1. We formally set Lx,0 :=
V ⊗C[β1] C[[β1− x]] and Lx,m(x) := (Φ∗)−1V ⊗C[[β1− x]]. The tuple of lattices is denoted by Lx. Note that
V ⊗ C[[β1 − x]] = (Φ∗)−1(V ) if m(x) = 0.
1.4.3 Good parabolic structure at ∞
Let V be a difference module of finite type. We set V̂ := V ⊗C[β1] C((β−11 )), which is a C((β−11 ))-module with a
C-linear automorphism Φ∗ such that Φ∗(fs) = Φ∗(f)Φ∗(s) for f ∈ C((β−11 )) and s ∈ V̂ . Such (V̂ ,Φ∗) is called
a formal difference module.
For any p ∈ Z≥1, we set S(p) :=
{∑p−1
j=1 bjβ
−j/p
1
∣∣ bj ∈ C}. According to the classification of formal difference
modules [6, 42, 50], we have p ∈ Z≥1 and a decomposition
V̂ ⊗
C((β−11 ))
C((β
−1/p
1 )) =
⊕
ω∈p−1Z
⊕
α∈C∗
⊕
b∈S(p)
(
V̂ p,ω,α,b,Φ
∗), (1)
where we have C[[β
−1/p
1 ]]-lattices Lp,ω,α,b of V̂ p,ω,α,b such that(
α−1β−ω1 Φ
∗ − (1 + b) id)Lp,ω,α,b ⊂ β−11 Lp,ω,α,b.
Note that the numbers
r(ω) :=
∑
α,b
rank V̂ p,ω,α,b (2)
are well defined for ω ∈ Q.
Definition 1.7 (Definition 3.18) A good parabolic structure of V at ∞ is a filtered bundle P∗V̂ over V̂
satisfying the following:
• We have the decomposition ϕ∗p(P∗V̂ ) =
⊕P∗V̂ p,ω,α,b, where ϕ∗p(P∗V̂ ) is the filtered bundle over V̂ ⊗
C((β
−1/p
1 )) obtained as the pull back of P∗V̂ with respect to the ramified covering of the formal space
(∞̂β1,p,∞β1,p) −→ (∞̂β1 ,∞β1).
• For any a ∈ R, we have (α−1β−ω1 Φ∗ − (1 + b) id)PaV̂ p,ω,α,b ⊂ β−11 PaV̂ p,ω,α,b.
In the following of this section, a parabolic difference module means a torsion-free difference module of finite
type equipped with a parabolic structure at finite place and a good parabolic structure at infinity.
1.4.4 Degree and stability condition
Let (V , (V,m, (t1,x,Lx)x∈C),P∗V̂ ) be a parabolic difference module. Let FV be the OP1(∗∞)-module associated
to V . We have the filtered bundle P∗FV over FV induced by P∗V̂ . If m(x) > 0, for each i = 1, . . . ,m(x), we
set
deg(Li+1,x, Li,x) := length
(
Li+1,x/Li+1,x ∩ Li,x
)− length(Li,x/Li+1,x ∩ Li,x).
Then, we define
deg
(
V , (V,m, (t1,x,Lx)x∈C),P∗V̂
)
:= deg(P∗FV ) +
∑
x∈C
∑
i
(
1− t(i)x /T
)
deg
(
Li,x, Li−1,x
)−∑
ω∈Q
ω
2
r(ω). (3)
Here, r(ω) are given in (2). We also define
µ(V , (V,m, (t1,x,Lx)x∈C),P∗V̂
)
:= deg
(
V , (V,m, (t1,x,Lx)x∈C),P∗V̂
)/
rankC[β1] V. (4)
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Let V˜
′ ⊂ V˜ := V ⊗ C(β1) be a C(β1)-subspace such that Φ∗(V˜
′
) ⊂ V˜ ′. We set V ′ := V˜ ′ ∩ V , and
V ′ := A · V ′. Then, V ′ is naturally equipped with a parabolic structure (V ′,m, (t1,x,L′x)x∈C) at finite place
and a good parabolic structure P∗V̂
′
at ∞. Set
µ(V˜
′
) := µ
(
V ′, (V ′,m, (t1,x,L′x)x∈C),P∗V̂
′)
.
Definition 1.8 A parabolic difference module (V , (V,m, (t1,x,Lx)x∈C),P∗V̂ ) is called stable (resp. semistable)
if µ(V˜
′
) < µ(V˜ ) (resp. µ(V˜
′
) ≤ µ(V˜ )) for any C(β1)-subspace V˜ ′ ⊂ V˜ such that Φ∗(V˜ ′) = V˜ ′ with 0 <
dimC(β1) V˜
′
< dimC(β1) V˜ .
It is called polystable if it is semistable and a direct sum of stable ones.
1.4.5 Easy examples of stable parabolic difference modules (1)
Let us mention some easy examples of parabolic difference modules. Needless to say, we can construct many
more interesting examples. For simplicity, we consider the case λ = 0 and T = 1.
We take a non-empty finite subset S ⊂ C and a function ℓ : S −→ Z such that ∑a∈S |ℓ(a)| 6= 0. We
also assume that one of ℓ(a) is an odd integer. We set P (β1) :=
∏
a∈S(β1 − a)ℓ(a) ∈ C(β1). We set V˜ :=
C(β1)e1 ⊕ C(β1)e2. We define the automorphism Φ∗ of V˜ by
Φ∗(e1, e2) = (e1, e2) ·
(
0 P (β1)
1 0
)
.
We set V := C[β1]e1⊕C[β1]e2. Let V ⊂ V˜ be the difference submodule generated by V . Let m : C −→ Z≥0 be
given by m(a) = 1 (a ∈ S) and m(a) = 0 (a 6∈ S). We take 0 ≤ t1,a < 1 for a ∈ S. Thus, we obtain a parabolic
structure of V at finite place. Note the following equality for any a ∈ S:
deg(La,1, La,0) = −ℓ(a).
To consider a good parabolic structure at infinity, we consider the two cases where ℓ =
∑
a∈S ℓ(a) is even or
odd.
The case where ℓ is even Suppose that ℓ is even, i.e., ℓ = 2k. We take τ ∈ C((β−11 )) such that τ2k = P (β1).
We have τ/β1 ∈ C[[β−11 ]]. We set v1 := τke1 + e2 and v2 := τke1 − e2. Then, we have Φ∗(v1) = τkv1 and
Φ∗(v2) = −τkv2. We have V̂ = C((β−11 ))v1 ⊕C((β−11 ))v2. We have P∗V̂ = P∗
(
C((β−11 ))v1
)⊕P∗(C((β−11 ))v2) for
any good parabolic structure P∗V̂ . Hence, such a P∗V̂ is determined by the numbers
di = deg
P(vi) := min{c ∈ R | vi ∈ PcV̂ }.
We can easily see that V˜ has no non-trivial C(β1)-subspace V˜
′
such that Φ∗(V˜
′
) = V˜
′
, under the assumption
that one of ℓ(a) is odd. Hence, (V , (V,m, t1,x,Lx)x∈C,P∗V̂ ) is a stable parabolic difference module. It is easy
to see deg(P∗FV ) = k − d1 − d2, and hence
deg(V , (V,m, (t1,x,Lx))x∈C,P∗V̂ ) = −d1 − d2 −
∑
a∈S
(1− t1,a)ℓ(a). (5)
The case where ℓ is odd Let us consider the case where ℓ is odd. We take τ ∈ C((β−1/21 )) such that
τ2ℓ = P (β1) and τ/β
1/2
1 ∈ C[[β−1/21 ]]. We set v1 := τ ℓe1 + e2 and v2 := τ ℓe1 − e2. We have Φ∗(v1) = τ ℓv1
and Φ∗(v2) = −τ ℓv2. We have V̂ ⊗ C((β−1/21 )) = C((β−1/21 ))v1 ⊕ C((β−1/21 ))v2. We have P∗
(
V̂ ⊗ C((β−1/21 ))
)
=
P∗
(
C((β
−1/2
1 ))v1
)⊕P∗(C((β−1/21 ))v2) for any good parabolic structure P∗V̂ , and it is determined by the numbers
di := min
{
c ∈ R ∣∣ vi ∈ P∗(V̂ ⊗ C((β−1/21 )))}. Again, (V , (V,m, (t1,x,Lx)),P∗V̂ ) is stable.
Because P∗(V̂ ⊗ C((β−1/21 ))) is preserved by the natural action of the Galois group of C((β−1/21 ))/C((β−11 )),
we have d1 = d2 =: d. It is easy to see deg(P∗FV ) = −d+ ℓ/2, and hence
deg(V , (V,m, (t1,x,Lx))x∈C,P∗V̂ ) = −d−
∑
a∈S
(1− t1,a)ℓ(a). (6)
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1.4.6 Easy examples of stable parabolic difference modules (2)
Take polynomials P and Q such that the following holds.
• 2 deg(Q) ≥ deg(P ). If 2 deg(Q) = deg(P ), we have q2deg(Q) − 4pdeg(P ) 6= 0 for the expressions Q =∑deg(Q)
j=0 qjβ
j
1 and P =
∑deg(P )
j=0 pjβ
j
1. We assume that (deg(P ), deg(Q)) 6= (0, 0).
For simplicity, we assume that P has simple zeroes. We set V˜ := C(β1)e1 ⊕ C(β1)e2, and we consider the
automorphism Φ∗ given by
Φ∗(e1, e2) = (e1, e2)
(
0 P
−1 Q
)
.
It is easy to see that there is no C(β1)-submodule V˜
′
of V˜ such that Φ∗(V˜ )′ = V˜
′
.
We put α1 := 2
−1(Q+Q(1−4PQ−2)1/2) ∈ C((β−11 )) and α2 = α−11 P . Note that α1 6= α2. Then, αi (i = 1, 2)
are the roots of the characteristic polynomial T 2−QT +P of the automorphism. We have β− degQ1 α1 ∈ C[[β−11 ]]
and β− degP+degQ2 α2 ∈ C[[β−11 ]].
We set V := C[β1]e1⊕C[β1]e2. We obtain the difference module V := A · V ⊂ V˜ . Set S := {a ∈ C |P (a) =
0}. Let m : C −→ Z≥0 be the function determined by m(a) = 1 (a ∈ S) and m(a) = 0 (a 6∈ S). We take
0 ≤ t1,a < 1 (a ∈ S). Then, the tuple (V,m, (t1,a)a∈S) determines a parabolic structure at finite place of V .
Set vi := Pe1 + αie2, and then we have Φ
∗(vi) = αivi. Then, a filtered bundle P∗V̂ over V̂ compatible
with Φ∗ is determined by di := degP(vi). We have deg(P∗FV ) := deg(P ) + deg(Q) − d1 − d2. The degree of
(V , (V,m, {t1,a}a∈S,P∗V̂ )) is as follows:
deg(V , (V,m, {t1,a}a∈S,P∗V̂ )) = deg(P )+deg(Q)−d1−d2−
∑
a∈S
(1− t1,a)ℓ(a)− deg(Q)
2
− deg(P )− deg(Q)
2
=
1
2
deg(P ) + deg(Q)− d1 − d2 −
∑
a∈S
(1− t1,a). (7)
For any given {t1,a}a∈S, we may choose (d1, d2) ∈ R2 such that (7) vanishes.
Note that the numbers n := deg(P ) and k := 2−1
(
deg(Q) − (deg(P ) − deg(Q)) + n) = deg(Q) correspond
to the number of singularity and the non-abelian charge in [8, Page 5] in the context of periodic monopoles.
1.5 Kobayashi-Hitchin correspondence for periodic monopoles of GCK-type
A Kobayashi-Hitchin correspondence for periodic monopoles is stated as follows.
Theorem 1.9 We have a natural bijective correspondence between the isomorphism classes of the following
objects.
• Periodic monopoles of GCK type on S1T × Cw.
• Polystable difference modules of degree 0.
Corollary 1.10 In §1.4.5, if we choose (d1, d2) ∈ R2 (resp. d ∈ R) such that (5) (resp. (6)) vanishes, we
have the periodic monopoles corresponding to the stable parabolic difference modules. Similarly, in §1.4.6, if we
choose (d1, d2) ∈ R2 such that (7) vanishes, we have the periodic monopoles corresponding to the stable parabolic
difference modules.
Note that even the existence of periodic monopoles is non-trivial, which was studied in [20].
The correspondence in Theorem 1.9 is given by way of mini-holomorphic bundles on a 3-dimensional mani-
folds, inspired by the work of Charbonneau-Hurtubise [5]. We explain it in the next.
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1.5.1 Mini-complex structure corresponding to the twistor parameter λ
We have the C∞-isomorphism Rt × Cw ≃ Rt0 × Cβ0 induced by
t0 =
1− |λ|2
1 + |λ|2 t+
2
1 + |λ|2 Im(λw), β0 =
1
1 + |λ|2
(
w + 2
√−1λt+ λ2w).
We note dt dt + dw dw = dt0 dt0 + dβ0 dβ0 under the diffeomorphism. We do not distinguish Rt × Cβ and
Rt0 × Cβ0 . We have the Z-action on Rt × Cw given by κn(t, w) = (t + nT,w) (n ∈ Z). It is translated to the
Z-action on Rt0 × Cβ0 given by
κn(t0, β0) = (t0, β0) + nT ·
(1− |λ|2
1 + |λ|2 ,
2
√−1λ
1 + |λ|2
)
.
We have the complex vector fields ∂t0 and ∂β0 on M = S1T × Cw. The coordinates (t0, β0) determines a mini-
complex structure onM. LetMλ denote the 3-dimensional manifoldM with the mini-complex structure. (See
§2.1 for mini-complex structure.)
A C∞-function f on an open subset U ⊂ Mλ is called mini-holomorphic if ∂t0f = ∂β0f = 0. Let OMλ
denote the sheaf of mini-holomorphic functions on Mλ.
1.5.2 Mini-holomorphic bundle associated to monopoles
Let (E, h,∇, φ) be a monopole on (S1T × C) \ Z. Recall that the Bogomolny equation implies that
[∇t0 −
√−1φ,∇β0 ] = 0.
Hence, by considering the sheaf of local sections s of E such that (∇t0 −
√−1φ)s = ∇β0s = 0, we obtain a
locally free sheaf Eλ on Mλ \ Z.
1.5.3 Dirac type singularity
Let P ∈ Z. We take a lift P˜ = (t00, β00) ∈ Rt0 × Cβ0 of P . Let ǫ > 0 and δ > 0 be small, and consider
U−ǫ := {(t00 − ǫ, β0) | |β0| < δ} and Uǫ := {(t00 + ǫ, β0) | |β0| < δ}. By taking the restriction of Eλ to U±ǫ, we
obtain locally free OU±ǫ-modules Eλ|U±ǫ . Set U∗±ǫ := U±ǫ \ {(t00 ± ǫ, β00)}. By the parallel transport with respect
to ∇t0 −
√−1φ, we have the isomorphism ΠP : Eλ|U∗
−ǫ
≃ Eλ|U∗ǫ , called the scattering map. If P ∈ Z is Dirac type
singularity of the monopole (E, h,∇, φ), it is easy to see that Eλ is of Dirac type at P in the sense that ΠP is
meromorphic.
1.5.4 Meromorphic extension and filtered extension at infinity
We have another convenient local coordinate of Mλ. We have the diffeomorphism Rt1 ×Cβ1 ≃ Rt0 ×Cβ0 given
by
(t1, β1) =
(
t0 + Im(λβ0), (1 + |λ|2)β0
)
=
(
t+ Im(λw), w + 2λ
√−1t+ λ2w).
Note that (t1, β1) also gives the same mini-complex structure. The Z-action is described as
κn(t1, β1) = (t1, β1) + n · (T, 2
√−1λT ).
By the same formula, we define the Z-action on Rt1 × P1β1 . The quotient space is naturally equipped with the
induced mini-complex structure. Let Mλ denote the 3-dimensional manifold with the mini-complex structure,
which is a compactification of Mλ. Let Hλ∞ := M
λ \Mλ. Let OMλ(∗Hλ∞) denote the sheaf of meromorphic
functions on Mλ whose poles are contained in Hλ∞.
Let U be any open subset in Mλ \ Z. Let PEλ(U) denote the space of sections of Eλ on U \Hλ∞ satisfying
the following.
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• For any P ∈ U ∩Hλ∞, we have a neighbourhood UP of P in U such that |s|UP \Hλ∞ |h = O
(|w|N) for some
N .
Thus, we obtain the OMλ\Z(∗Hλ∞)-module. We shall prove the following.
Proposition 1.11 (Proposition 7.1) PEλ is a locally free OMλ\Z(∗Hλ∞)-module.
Let π : Mλ \ Z −→ S1T denote the map induced by (t1, β1) 7−→ t1. We set Zt1 := π−1(t1) ∩ Z. By
taking the restriction, we obtain the locally free OP1\Zt1 (∗∞)-module PEλ|π−1(t1). As in §1.2.3 and §1.2.4, we
obtain an increasing sequence Pa
(Eλ|π−1(t1)) (a ∈ R) of OP1\Zt1 -modules by considering local sections s satisfying
|s|h = O(|w|a+ǫ) for any ǫ > 0.
Proposition 1.12 (Proposition 7.6) The tuple
(P∗(Eλ|π−1(t1)) ∣∣ t1 ∈ S1T ) gives a good filtered bundle over
PEλ in the sense of Definition 3.12 and Definition 4.2. (See Proposition 7.8 for a more detailed description.)
As we shall see in Proposition 7.9, the tuple
(P∗(Eλ|π−1(t1)) ∣∣ t1 ∈ S1T ) describes the behaviour of the metric
h around Hλ∞ up to boundedness. We shall also show that the compatibility with such filtrations implies the
GCK condition around infinity. (See §7.3.1.)
Remark 1.13 Although we shall often use the abbreviation P∗E to denote
(P∗(Eλ|π−1(t1)) ∣∣ t1 ∈ S1T ), the filtra-
tions depend on t1 ∈ S1T as basic examples show. For example, see §5.1.
Remark 1.14 To define the concept of good filtered bundle in the above proposition, we need to know the
classification of locally free OĤλ∞-modules, where Ĥ
λ
∞ is the formal space obtained as the formal completion of
Mλ along Hλ∞. Such modules are equivalent to formal difference modules. Hence, we may apply the classical
results on the classification of formal difference modules mentioned in §1.4.3. For our purpose, it is convenient
to use an equivalence of formal difference modules with level < 1 and formal differential modules whose Poincare´
rank is strictly smaller than 1, which will be explained in §3.2.
1.5.5 Kobayashi-Hitchin correspondence of periodic monopoles of GCK type
Let PV be a locally free OMλ\Z(∗Hλ∞)-module. Suppose that it is of Dirac type at each point of Z, and that
we are given a tuple of good filtered bundle
(P∗(V|π−1(t1)) | t1 ∈ S1T ) over PV . We denote such object by P∗V ,
and call a good filtered bundle of Dirac type over (Mλ;Z,Hλ∞).
For any good filtered bundle of Dirac type P∗V over (Mλ;Z,Hλ∞), we define
deg(P∗V) := 1
T
∫ T
0
deg
(P∗V|π−1(t1)) dt1. (8)
Then, we define the stability condition for good filtered bundles of Dirac type over (Mλ;Z,Hλ∞) as in the
standard way.
Then, the following theorem is a natural analogue of Theorem 1.4 in the context of periodic monopoles, for
which we apply the Kobayashi-Hitchin correspondence for analytic stable bundles studied in [39].
Theorem 1.15 (Theorem 9.2) The construction from (E, h,∇, φ) to P∗Eλ gives a bijective correspondence
between the equivalence classes of monopoles of GCK-type and the equivalence classes of polystable good filtered
bundles of Dirac type with degree 0.
The following is an analogue of Corlette-Simpson correspondence between flat bundles and Higgs bundles,
which is an immediate consequence of Theorem 1.15.
Corollary 1.16 (Corollary 9.3) For any λ ∈ C, we have the natural bijective correspondence of the following
objects through periodic monopoles of GCK-type:
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• Polystable good filtered stable bundles of Dirac type with degree 0 on (M0;Z,Hλ∞).
• Polystable good filtered stable bundles of Dirac type with degree 0 on (Mλ;Z,Hλ∞).
Remark 1.17 In their interesting work [5], Charbonneau and Hurtubise studied the Kobayashi-Hitchin corre-
spondence for monopoles with Dirac type singularities on the product of S1 and a compact Riemann surface Σ.
On one hand, in Theorem 1.15, we consider only P1 instead of general compact Riemann surfaces. On the other
hand, we allow that monopoles have singularity along S1 × {∞}, and that the metric of the base space is not
necessarily the product metric, and hence we need to study additional problems.
1.5.6 Difference modules and OMλ\Z(∗Hλ∞)-modules
Let PV be a locally free OMλ\Z(∗Hλ∞)-module. Let p1 : Rt1 × Cβ1 −→ Rt1 and p2 : Rt1 × Cβ1 −→ Cβ1 denote
the projections. Let Z˜ ⊂ Rt1 × Cβ1 be the pull back of Z by the projection ̟λ : Rt1 × P1β1 −→M
λ
. We put
D := p2
(
Z˜ ∩ p−11
({0 ≤ t1 < 1})).
Take a sufficiently small positive number ǫ. By the scattering map, we obtain the following isomorphism of
OP1(∗(D ∪ {∞}))-modules:
(̟λ)∗(PV)|p−11 (−ǫ)(∗D) ≃ (̟
λ)∗(PV)|p−11 (1−ǫ)(∗D). (9)
We also have the natural isomorphism
Φ∗(̟λ)∗(PV)|p−11 (1−ǫ) ≃ (̟
λ)∗(PV)|p−11 (−ǫ). (10)
We set V := H0
(
P1, (̟λ)∗(PV)|p−11 (−ǫ)
)
. Let C[β1]D denote the localization of C[β1] by
∏
x∈D(β1− x). By (9)
and (10), we have the C-linear morphism
Φ∗ : V ⊗C[β1] C[β1]D −→ V ⊗C[β1] C[β1]Φ−1(D).
It induces a C-linear isomorphism Φ∗ : V ⊗C[β1] C(β1) −→ V ⊗C[β1] C(β1) with which V ⊗ C(β1) is a difference
module. Let V := A ·V ⊂ V ⊗C(β1). Then, V is naturally equipped with a parabolic structure at finite place.
Suppose that we are given a good filtered bundle (P∗(V|π−1(t)) | t ∈ S1T ) over V . We have the filtered
bundle P∗(̟λ)−1(V)|p−11 (0) over (̟
λ)−1(V)|p−11 (0) induced by the filtered bundle P∗(V|π−1(0)). It induces a good
parabolic structure of V at ∞. By this correspondence, the degree in (8) for P∗V is translated to the degree
for
(
V , V,m, (t1,x,Lx)x∈C,P∗V̂
)
. Hence, the stability condition for P∗V is equivalent to the stability condition
for
(
V , V,m, (t1,x,Lx)x∈C,P∗V̂
)
.
Proposition 1.18 (Lemma 2.38, Lemma 3.19) The above construction gives an equivalence between (sta-
ble, polystable) good filtered bundle of Dirac type and (stable, polystable) difference modules.
Theorem 1.9 follows from Theorem 1.15 and Proposition 1.18.
1.6 Asymptotic behaviour of periodic monopoles of GCK-type
For the results mentioned in §1.5.4–§1.5.5, it is fundamental to understand the asymptotic behaviour of
monopoles (E, h,∇, φ) given on S1T × {w ∈ C | |w| > R} such that F (h) → 0 and |φ|h = O(log |w|) as
|w| → ∞. We briefly describe the results. It is more convenient to study monopoles on a ramified cover-
ing. Namely, we set U∗w,q(R1) := {wq ∈ C | |wqq | > R1} for q ∈ Z≥1 and for R1 > 0. We have the map
U∗w,q(R1) −→ Cw given by wq 7−→ wqq . We consider monopoles (E, h,∇, φ) on S1T ×U∗w,q(R1) with respect to the
metric dt dt+ dw dw = dt dt+ q2|wq|2(q−1)dwq dwq. We impose F (∇)→ 0 and |φ|h = O(log |wq|) as |wq| → ∞.
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1.6.1 Decomposition of mini-holomorphic bundles
We have the mini-holomorphic vector bundle (E, ∂E) on S
1
T × U∗w,q(R1), underlying the monopole (E, h,∇, φ).
(See §2.2 for mini-holomorphic bundles.) By considering the monodromy along S1T × {w}, we obtain the
automorphismM(w) of E|{0}×U∗w,q(R1). The eigenvalues of M(w) (w ∈ U∗w,q) determine a complex curve Sp(E)
in U∗w,q(R1)×C∗, which is called the spectral curve of the monopole. (See [7, 8].) Set Uw,q(R1) := U∗w,q(R1)∪{∞}
in P1wq . Under the assumption, the closure Sp(E) of the spectral curve Sp(E) in Uw,q(R1)×P1 is also a complex
analytic curve. Hence, after taking a ramified covering, we may assume to have the following decomposition:
Sp(E) =
∐
i∈Λ
Si.
Here, each Si is a graph of a meromorphic function gi on (Uw,q,∞). We have (ℓi, αi) ∈ Z × C∗ such that
gi ∼ αiwℓiq . We have the decomposition
Sp(E) =
∐
(ℓ,α)∈Z×C∗
( ∐
i∈Λ
(ℓi,αi)=(ℓ,α)
Si
)
.
We have the corresponding decomposition of mini-holomorphic bundles:
(E, ∂E) =
⊕
(ℓ,α)
(Eℓ,α, ∂Eℓ,α).
1.6.2 Higgs bundles
Let V be a locally free OU∗w,q(R1)-module with an endomorphism g. Let Ψq : S1T × U∗w,q(R1) −→ U∗w,q(R1)
denote the projection. Let V˜ be the C∞-bundle on S1T × U∗w,q(R1) obtained as the pull back of V by p. We
have the naturally defined operator ∂V˜ ,w on V˜ determined by ∂V˜ ,w(fΨ
−1
q (s)) = ∂w(f)Ψ
−1
q (s) + fΨ
−1
q (∂V,ws).
We also have the operator ∂V˜ ,t on V˜ determined by
∂V˜ ,t(fΨ
−1
q (s)) = ∂t(f)Ψ
−1
q (s) + 2
√−1fΨ−1q (gs).
We set Ψ∗q(V, g) := (V˜ , ∂V˜ ).
For each (ℓ, α) ∈ Z× C∗, we have a basic example of monopoles (L∗q(ℓ, α), hL∗q(ℓ,α),∇, φ) on S1T × U∗w,q(R1),
for which the monodromy along S1T with respect to ∇t−
√−1φ is given as the multiplication of αwℓq . (See §6.1.3.
See also §5.1 and §5.2.3.) Let L0∗q (ℓ, α) denote the underlying mini-holomorphic bundle on S1T × U∗w,q(R1).
Then, for each (Eℓ,α, ∂Eℓ,α), we have a holomorphic vector bundle with an endomorphism (Vℓ,α, ∂Vℓ,α , gℓ,α)
on U∗w,q(R1) and an isomorphism
(Eℓ,α, ∂Eℓ,α) ≃ L0∗q (ℓ, α)⊗Ψ∗q(Vℓ,α, ∂Vℓ,α , gℓ,α).
We obtain Higgs bundles (Vℓ,α, ∂Vℓ,α , gℓ,αdw). Note that the eigenvalues of gℓ,α|wq goes to 0 as |wq| → ∞.
1.6.3 Asymptotic orthogonality
Let hℓ,α be the restriction of h to Eℓ,α. We obtain the metric hℓ,α ⊗ h−1L∗q(ℓ,α) of Ψ
∗
q(Vℓ,α, ∂Vℓ,α , gℓ,α). We have
the Fourier expansion of hℓ,α⊗h−1L∗q(ℓ,α) along the fibers S
1
T ×{wq}, and it turns out that the invariant part gives
a metric hV,ℓ,α of Vℓ,α. We obtain the following metric
h♯ :=
⊕
(ℓ,α)
hL∗q(ℓ,α) ⊗Ψ−1q
(
hV,ℓ,α
)
.
Let s be the automorphism of E determined by h = h♯ · s. The following theorem implies that the difference
of h and h♯ decays rapidly.
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Theorem 1.19 (Theorem 6.4, Proposition 6.8) For any m ∈ Z≥0, we have positive constants Ci(m) (i =
1, 2) such that ∣∣∣∇κ1 ◦ · · · ◦ ∇κm(s− idE)∣∣∣
h
≤ C1(m) exp
(−C2(m)|wqq |)
for any (κ1, . . . , κm) ∈ {t, w, w}m.
As a consequence of Theorem 1.19, (Vℓ,α, ∂Vℓ,α , gℓ,αdw, hV,ℓ,α) asymptotically satisfies the Hitchin equation.
Namely, let F (hV,ℓ,α) be the curvature of the Chern connection determined by ∂Vℓ,α , and let g
†
ℓ,α be the adjoint
of gℓ,α with respect to hV,ℓ,α. Then, we have the following decay for some ǫ > 0:
F (hV,ℓ,α) +
[
gℓ,αdw, g
†
ℓ,αdw
]
= O
(
exp(−ǫ|wqq |)
)
.
We also have similar estimates for the derivatives of the left hand side. Many of the estimates for harmonic
bundles can be generalized for asymptotically harmonic bundles. Hence, we may obtain estimates for periodic
monopoles of GCK-type. See Corollary 6.12, for example.
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2 Preliminaries
2.1 Mini-complex structure on 3-manifolds
2.1.1 Mini-holomorphic functions on R× C
Let t and w be the standard coordinate of R and C, respectively. The orientation of R × C is given as the
product of the orientation of R and C. Let U be an open subset in R × C. A C∞-function f on U is called
mini-holomorphic if ∂tf = 0 and ∂wf = 0.
Let Ui (i = 1, 2) be open subsets in R × C. Let F : U1 −→ U2 be a diffeomorphism. It is called mini-
holomorphic if (i) F preserves the orientations, (ii) F ∗(f) is mini-holomorphic for any mini-holomorphic function
f on U2.
Lemma 2.1 Let F = (Ft(t, w), Fw(t, w)) : U1 −→ U2 be a diffeomorphism. Then, F is mini-holomorphic if
and only if we have ∂tFt > 0, ∂tFw = 0 and ∂wFw = 0.
Proof Suppose F is mini-holomorphic. Because F ∗(w) = Fw is mini-holomorphic, we have ∂tFw = ∂wFw = 0.
Because F is orientation preserving, we have ∂tFt · |∂wFw|2 > 0, which implies ∂tFt > 0. The converse is also
easily proved.
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2.1.2 Mini-complex structure on 3-dimensional manifolds
LetM be an oriented 3-dimensional C∞-manifold. A mini-complex coordinate system onM is a family of open
subset Uλ (λ ∈ Λ) with an embedding ϕλ : Uλ −→ R× C satisfying the following conditions.
• M = ⋃λ∈Λ Uλ.
• The coordinate change ϕλ(Uλ ∩ Uµ) −→ ϕµ(Uλ ∩ Uµ) is mini-holomorphic.
Such (Uλ, ϕλ) is called a mini-complex coordinate neighbourhood. We shall often use (t, w) instead of ϕλ.
Two mini-complex coordinate systems {(Uλ, ϕλ) |λ ∈ Λ} and {(Vγ , ψγ) | γ ∈ Γ} are defined to be equivalent if
the union is also a mini-complex coordinate system. We have the partial order on the family of mini-complex
coordinate systems defined by inclusions. Each equivalence class of mini-complex coordinate system has a
unique maximal mini-complex coordinate system. A mini-complex structure on M is defined to be a maximal
mini-complex coordinate system on M .
When M is equipped with a mini-complex structure, a C∞-function f on M is called mini-holomorphic if
its restriction to any mini-complex coordinate neighbourhood is mini-holomorphic. Let OM denote the sheaf of
mini-holomorphic functions.
2.1.3 Meromorphic functions
Let M be a 3-dimensional manifold with a mini-complex structure. Suppose that we are given a 1-dimensional
submanifold H ⊂ M such that TH is contained in TSM . Let U be an open subset of M . A holomorphic
function f on U \H is called meromorphic of order N along H if the following holds.
• Let P be any point of H ∩ U . We take a mini-complex coordinate neighbourhood (UP , t, w) around P .
Note that H is described as {w = w0}. Then, (w − w0)Nf|UP gives a mini-holomorphic function on UP .
Let OM (NH) denote the sheaf of meromorphic functions of order N along H . We obtain the sheaf OM (∗H) :=
lim−→N OM (NH). A local section of OM (∗H) is called a meromorphic function on M whose poles are contained
in H .
2.1.4 Tangent bundle
Suppose that M is equipped with a mini-complex structure. Let (t, w) be a mini-complex coordinate on U .
The real vector field ∂t determines an oriented subbundle TSU of TU . The quotient bundle TQU is equipped
with the complex structure J , where J is an automorphism of TQU such that J
2 = −1. Because the coordinate
change preserves the subbundles, we obtain a globally defined subbundle TSM of TM of rank 1. We also obtain
the quotient bundle TQM , which is equipped with the complex structure.
Let us consider TCM := TM ⊗RC. We have the decomposition of complex vector bundles TCQM = T 1,0Q M ⊕
T 0,1Q M , where T
1,0
Q M is the
√−1-eigen bundle of J , and T 0,1Q M is the −
√−1-eigen bundle of J . We have the
exact sequence
0 −−−−→ TCSM −−−−→ TCM a1−−−−→ T 1,0Q M ⊕ T 0,1Q M −−−−→ 0.
Let Θ1,0M and Θ
0,1
M denote the inverse image of T
1,0
Q M and T
0,1
Q M by a1, respectively. We have Θ
1,0
M ∩Θ0,1M = TCSM .
We have the complex conjugate on TM ⊗ C for which we have Θ1,0M = Θ0,1M . We also for T 1,0Q M = T 0,1Q M .
Lemma 2.2 Let F : M1 −→ M2 be a diffeomorphism of oriented 3-dimensional manifolds. Suppose that Mi
are equipped with mini-complex structure, such that the following holds.
• F is orientation preserving.
• dF (TSM1) = TSM2.
• The induced isomorphism TQM1 ≃ TQM2 is C-linear.
Then, F preserves the mini-complex structures.
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Proof It is enough to study the claim locally around any point ofMi. Let Ui (i = 1, 2) be open subsets of R×C
which are naturally equipped with mini-complex structures. Let F : U1 −→ U2 be an orientation preserving
diffeomorphism such that (i) dF (TSU1) = TSU2, (ii) the induced isomorphism TQU1 ≃ TQU2 is C-linear. We
have the expression F = (Ft(t, w), Fw(t, w)). By the condition (i), we obtain ∂tFw(t, w) = 0. By the condition
(ii), we obtain ∂wFw(t, w) = 0. Hence, F is mini-holomorphic.
2.1.5 Cotangent bundle
Let Ω1,0Q and Ω
0,1
Q denote the complex dual bundle of T
1,0
Q M and T
0,1
Q M , respectively. Let Ω
1,0
M and Ω
0,1
M denote
the complex dual bundle of Θ1,0M and Θ
0,1
M . We have the exact sequences:
0 −→ Ω1,0Q ⊕ Ω0,1Q −→ T ∗M ⊗ C −→ (TCSM)∨ −→ 0,
0 −→ Ω1,0Q −→ Ω1,0M −→ (TCSM)∨ −→ 0, 0 −→ Ω0,1Q −→ Ω0,1M −→ (TCSM)∨ −→ 0.
0 −→ Ω1,0Q −→ T ∗M ⊗ C −→ Ω0,1M −→ 0, 0 −→ Ω0,1Q −→ T ∗M ⊗ C −→ Ω1,0M −→ 0.
Note rankC Ω
0,1
M = rankC Ω
1,0
M = 2. We set Ω
0,2
M :=
∧2
Ω0,1M and Ω
2,0
M :=
∧2
Ω1,0M .
For any C∞-vector bundle E on M , let C∞(M,E) denote the space of C∞-sections of E.
We have the exterior derivative d : C∞(M,C) −→ C∞(M,T ∗M ⊗ C). It induces the following differential
operators:
∂M : C
∞(M,C) −→ C∞(M,Ω0,1M ), ∂M : C∞(M,C) −→ C∞(M,Ω1,0M ).
We also have the following induced by d : C∞(M,T ∗M ⊗ C) −→ C∞(M,∧2 T ∗M ⊗ C):
∂M : C
∞(M,Ω0,1M ) −→ C∞(M,Ω0,2M ), ∂M : C∞(M,Ω1,0M ) −→ C∞(M,Ω2,0M ).
We have ∂M ◦ ∂M = 0 and ∂M ◦ ∂M = 0. It is easy to see that a C∞-function f on M is mini-holomorphic if
and only if ∂Mf = 0.
2.2 Mini-holomorphic bundles
2.2.1 Mini-holomorphic bundles
Let M be a 3-dimensional manifold with a mini-complex structure. Let E be a C∞-bundle on M of finite rank.
Let us consider a differential operator
∂E : C
∞(M,E) −→ C∞(M,E ⊗ Ω0,1M )
satisfying ∂E(fs) = ∂M (f) s + f∂E(s) for any f ∈ C∞(M,C) and s ∈ C∞(M,E). As in the ordinary case of
vector bundles on complex manifolds, it induces ∂E : C
∞(M,E⊗Ω0,1M ) −→ C∞(M,E⊗Ω0,2M ). Such a differential
operator ∂E is called a mini-holomorphic structure of E if ∂E ◦ ∂E = 0.
In terms of a mini-complex coordinate (t, w), a mini-holomorphic structure is equivalent to a pair of differen-
tial operators ∂E,t and ∂E,w on C
∞(E) such that ∂E,t(fs) = ∂t(f)s+f∂E,t(s) and ∂E,w(fs) = ∂w(f)s+f∂E,w(s)
for f ∈ C∞(M,C) and s ∈ C∞(M,E), satisfying the commutativity condition [∂E,t, ∂E,w] = 0. The operators
∂E,w and ∂E,t are induced by the inner product of ∂w and ∂t with ∂E(s) (s ∈ C∞(U,E)), respectively.
A local section s of E is called mini-holomorphic if ∂E(s) = 0. By considering the sheaf of mini-holomorphic
sections of E, we obtain a locally free OU -module, which is often denoted by the same notation E. The following
is standard.
Lemma 2.3 The above procedure induces an equivalence of mini-holomorphic bundles of finite rank and locally
free OM -modules of finite rank.
2.2.2 Metric
Let (E, ∂E) be a mini-holomorphic bundle on M . Let h be a C
∞-metric of a mini-holomorphic bundle E.
We have the induced differential operator ∂E,h : C
∞(M,E) −→ C∞(M,E ⊗ Ω1,0M ) such that ∂E,h(fs) =
∂M (f)s+f∂E,h(s) for f ∈ C∞(M,C) and s ∈ C∞(M,E), determined by the condition ∂Mh(u, v) = h(∂Eu, v)+
h(u, ∂E,hv) for any u, v ∈ C∞(M,E). We have ∂E,h ◦ ∂E,h = 0.
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2.2.3 Splitting
Suppose that we are given a splitting TQM −→ TM of the exact sequence 0 −→ TSM −→ TM −→ TQM −→ 0.
We have the splitting (TCSM)
∨ −→ (TCM)∨, and the decomposition:
(TCM)∨ = (TCSM)
∨ ⊕ Ω1,0Q ⊕ Ω0,1Q .
We also have the decompositions:
Ω1,0M = Ω
1,0
Q ⊕ (TCSM)∨, Ω0,1M = Ω0,1Q ⊕ (TCSM)∨.
Let (E, ∂E) be a mini-holomorphic bundle with a metric h. We obtain the decompositions ∂E = ∂
Q
E + ∂
S
E
and ∂QE,h + ∂
S
E,h.
We obtain the unitary connection ∇h and the anti-self-adjoint section φh of End(E)⊗ (TSM ⊗ C)∨:
∇h := ∂QE + ∂QE,h +
1
2
(∂
S
E + ∂
S
E,h), φh =
√−1
2
(∂
S
E − ∂SE,h).
They are called the Chern connection and the Higgs field. Note that the construction of the Chern connection
and the Higgs field depend on the choice of the splitting.
Remark 2.4 If M is equipped with a Riemannian metric, the orthogonal complement of TSM in TM is nat-
urally isomorphic to TQM . Hence, we obtain the splitting, which we shall use without mention. Moreover,
by the Riemannian metric, TSM is identified with the product bundle R × M . Hence, we regard φh as an
anti-Hermitian section of End(E).
2.2.4 Scattering map
Let (E, ∂E) be a mini-holomorphic bundle onM . Let γ : [0, 1] −→M be a path such that Tγ(∂s) is contained in
TSM . Then, the mini-holomorphic structure of E induces a connection of γ
∗E. Hence, we have the isomorphism
Eγ(0) −→ Eγ(1) obtained as the parallel transport of the connection, called the scattering map [5].
Let U be an open subset of M with a mini-complex coordinate ϕ such that ϕ(U) ⊃] − 2ǫ, 2ǫ[×Uw, where
Uw is an open subset in C. We regard [−ǫ, ǫ] × Uw as a subset of M . By the mini-holomorphic structure,
(Et, ∂Et) := (E, ∂E)|{t}×Uw is naturally a holomorphic vector bundle on Uw for any t ∈ [−ǫ, ǫ]. By considering
the scattering map along the path γw : [0, 1] −→
(
t1 + s(t2 − t1), w
)
(w ∈ Uw), we obtain the isomorphism
(Et1 , ∂Et1 ) ≃ (Et2 , ∂Et2 ) because of the commutativity [∂E,t, ∂E,w] = 0.
2.2.5 Dirac type singularity of mini-holomorphic bundles
Let U be a neighbourhood of (0, 0) in R×C. We take ǫ > 0 and δ > 0 such that ]−2ǫ, 2ǫ[×{|w| < δ} is contained
in U . Set Uw := {|w| < δ} and U∗w := Uw \ {0}. Let (E, ∂E) be a mini-holomorphic bundle on U \ {(0, 0)}.
For any t ∈ R with 0 < |t| < 2ǫ, we have the holomorphic vector bundle (Et, ∂Et) on Uw as the restriction of
(E, ∂E). We have the scattering map Ψ : E
−ǫ
|U∗w ≃ E
ǫ
|U∗w . Recall that (0, 0) is called Dirac type singularity of
(E, ∂E) if Ψ is meromorphic at 0. (See [40].) In that case, we say that (E, ∂E) is of Dirac type on (U, (0, 0)).
Let M be a 3-dimensional manifold with a mini-complex manifold. Let Z be a discrete subset in M . Let
(E, ∂E) be a mini-holomorphic bundle onM \Z. We say that (E, ∂E) is of Dirac type on (M,Z) if the following
holds.
• For any P ∈ Z, we take a mini-complex coordinate neighbourhood (MP , ϕP ) such that (i) ϕ(P ) = (0, 0),
(ii) the induced mini-holomorphic bundle on ϕP (MP \ {P}) is of Dirac type on (ϕP (MP ), (0, 0)).
We can easily see that the condition is independent of the choice of a mini-complex coordinate (MP , ϕ).
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2.2.6 Kronheimer resolution of Dirac type singularity
Let U be a neighbourhood of (0, 0) in R×C. Let (E, ∂E) be a mini-holomorphic bundle on U∗ := U \ {(0, 0)}.
Let ϕ : C2 −→ R×C be given by ϕ(u1, u2) = (|u1|2−|u2|2, 2u1u2). We set U˜ := ϕ−1(U) and U˜∗ := U˜ \{(0, 0)}.
The induced map U˜∗ −→ U∗ is also denoted by ϕ. We set E˜ := ϕ−1(U). We have the holomorphic structure
∂E˜ on E˜ determined by the following condition:
∂E˜,u1ϕ
−1(s) = u1ϕ−1(∂E,ts) + 2u2ϕ−1(∂E,ws), ∂E˜,u2ϕ
−1(s) = −u2ϕ−1(∂E,ts) + 2u1ϕ−1(∂E,ws).
(See [5, 40].)
Lemma 2.5 ([5, 40]) (0, 0) is Dirac type singularity of (E, ∂E) if and only if (E˜, ∂E˜) is extended to a holo-
morphic vector bundle (E˜0, ∂E˜0) on U˜ .
We call such (E˜0, ∂E˜0) the Kronheimer resolution of (E, ∂E) at (0, 0).
2.2.7 More precise description of Dirac type singularities
Let us describe mini-holomorphic bundles of Dirac type more precisely. For simplicity, we assume that U =
]− 2ǫ, 2ǫ[×Uw, where Uw is as above. We put U∗ := U \ {(0, 0)}. We set H>0 :=]0, 2ǫ[×{0}.
Lemma 2.6 For any mini-holomorphic bundle E of rank r, we have a tuple of integers, ℓ1 ≤ ℓ2 ≤ · · · ≤ ℓr and
an isomorphism E ≃⊕ri=1OU∗(ℓiH>0).
Proof Let E(±ǫ,0) denote the stalks of E at (±ǫ, 0), which are free OC,0-modules. We have the isomorphism
E(−ǫ,0)(∗0) ≃ E(ǫ,0)(∗0). Hence, we have a frame v1, . . . , vr of E(−ǫ,0) such that E(ǫ,0)(∗0) =
⊕r
i=1OC,0w−ℓivi.
Then, the claim follows.
We set H<0 :=]− 2ǫ, 0[×{0}. Note that for any integers ℓi (i = 1, 2) we have the isomorphism
OU∗((ℓ1 + ℓ2)H>0) ≃ OU∗(ℓ1H>0 − ℓ2H<0)
given by the multiplication of wℓ2 .
Let j : U∗ −→ U be the inclusion. We set H≥0 := [0, 2ǫ[×{0}. We have
j∗OU∗(ℓH>0) ≃
{ OU (ℓH≥0) (ℓ < 0),
OU (ℓH>0) (ℓ ≥ 0).
Let ι0 denote the inclusion {0} × Uw −→ U . We have
ι−10
(
j∗OU∗(ℓH>0)
) ≃ { OUw(ℓ{0}) (ℓ < 0),OUw (ℓ ≥ 0).
2.2.8 Subbundles and quotient bundles
Let U be as in §2.2.7. Let E be a mini-holomorphic bundle of Dirac type on (U, 0).
Lemma 2.7
• Let E ′ be an OU∗-submodule of E which is also locally free. Then, (0, 0) is Dirac type singularity of E ′.
• Let E ′′ be a quotient OU∗ -module of E which is also locally free. Then, (0, 0) is Dirac type singularity of
E ′′.
Proof It is easy to see that the scattering maps of E ′ and E ′′ are meromorphic at 0. Hence, (0, 0) is Dirac type
singularity.
Remark 2.8 Let 0 −→ E ′ −→ E −→ E ′′ −→ 0 be an exact sequence of mini-holomorphic bundles of Dirac type
on U∗. We have the Kronheimer resolutions E˜ ′, E˜ and E˜ ′′ at (0, 0), as in §2.2.6. Note that 0 −→ E˜ ′ −→ E˜ −→
E˜ ′′ −→ 0 is not necessarily exact.
17
2.3 Monopoles
2.3.1 Mini-holomorphic bundles and monopoles
LetM be a 3-dimensional manifold with a mini-complex structure and a Riemannian metric gM . The orthogonal
decomposition TM = TSM⊕(TSM)⊥ gives a splitting of TM −→ TQM . We also assume that the multiplication
of
√−1 on TQM is an isometry with respect to the induced metric of TQM . We identify TSM with the product
bundle R×M .
Let (E, ∂E) be a mini-holomorphic bundle on M . For any Hermitian metric h of E, the Chern connection
∇h and the Higgs field φh are associated. We say that (E, ∂E , h) is a monopole if (E, h,∇h, φh) is a monopole,
i.e., the Bogomoly equation F (∇h) − ∗∇hφh = 0 is satisfied, where ∗ denotes the Hodge star operator with
respect to gM . In the case, we say that (E, ∂E) is the mini-holomorphic bundle underlying the monopole.
2.3.2 Euclidean monopoles
In this paper, we are concerned with monopoles on spaces which are locally isomorphic to R×C with the natural
metric and the natural mini-complex structure. Let us look at the condition more explicitly in terms of local
coordinate.
Let U be an open subset of R × C. It is equipped with the metric dt dt + dw dw. It is also equipped
with the mini-complex structure. Let (E, ∂E) be a mini-holomorphic bundle on U . Let h be a Hermitian
metric of E. We have the differential operator ∂E,w : E −→ E determined by the condition ∂wh
(
u, v
)
=
h
(
∂E,wu, v
)
+ h
(
u, ∂E,wv
)
. We also have the differential operator ∂′E,t : E −→ E determined by the condition
∂th(u, v) = h(∂E,tu, v) + h(u, ∂
′
E,tv). We set
∇x := ∂E,w + ∂E,w, ∇y := −
√−1(∂E,w − ∂E,w), ∇t = 1
2
(
∂E,t + ∂
′
E,t
)
, φ =
√−1
2
(
∂E,t − ∂′E,t
)
.
Thus, from the metric h, we obtain the unitary connection ∇(s) = ∇x(s) dx + ∇y(s) dy + ∇t(s) dt, and the
anti-self-adjoint section φ of End(E). Note that the mini-holomorphic structure is recovered by ∂E,w =
1
2 (∇x+√−1∇y) and ∂E,t = ∇t −
√−1φ. We also write ∂E,w and ∂E,w as ∇w and ∇w.
Let F denote the curvature of ∇. We have the expression F = Fw,tdw dt+ Fw,tdw dt+ Fw,wdw dw.
Lemma 2.9 We have Fw,t −
√−1∇wφ = 0 and Fw,t +
√−1∇wφ = 0.
Proof We have the commutativity [∂E,w, ∂E,t] = 0, which means[∇w,∇t −√−1φ] = Fw,t −√−1∇wφ = 0.
As the conjugate, we obtain Fw,t +
√−1∇wφ = 0.
We say that (E, ∂E , h) is a monopole if the Bogomolny equation F (∇)−∗∇φ = 0 is satisfied. It is equivalent
to the following equation: √−1
2
∇tφ+ Fw,w = 0
2.3.3 Dirac type singularity
We recall the notion of Dirac type singularity of monopoles, which is originally due to Kronheimer [30], and
also due to Charbonneau and Hurtubise [5] in the higher rank case. (See also [40].)
Let ϕ : C2 −→ R× C be given by ϕ(u1, u2) = (|u1|2 − |u2|2, 2u1u2). Let U be a neighbourhood of (0, 0) in
R× C. We set U∗ := U \ {(0, 0)}.
Let (E, h,∇, φ) be a monopole on U∗. We set ξ := −u1du1 + u1du1 − u2du2 + u2du2. We put (E˜, h˜) :=
ϕ−1(E, h). We have the unitary connection ∇˜ := ϕ∗(∇) + √−1ϕ∗(φ) ⊗ ξ. According to [30], (E˜, h˜, ∇˜) is an
instanton on ϕ−1(U∗). Recall that (0, 0) is called Dirac type singularity of (E, h,∇, φ) if (E˜, h˜, ∇˜) is extended
to an instanton on ϕ−1(U). It particularly implies that the underlying mini-holomorphic bundle (E, ∂E) of
(E, h,∇, φ) is of Dirac type on (U, (0, 0)).
We have the following characterization of Dirac type singularity which easily follows from [40, Theorem 2].
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Proposition 2.10 Let (E, ∂E , h) is a monopole on U
∗. It has a Dirac type singularity at (0, 0) if and only if
the following holds.
• (E, ∂E) is a mini-holomorphic bundle of Dirac type on (U, (0, 0)). In particular, we have the Kronheimer
resolution (E˜0, ∂E˜0) on ϕ
−1(U).
• Let h1 be a C∞-metric of E such that ϕ−1(h1) induces a C∞-metric on E˜0. Then, we have positive
constants C1 and N1 such that C
−1
1 (|t|2 + |w|2)−N1 · h1 ≤ h ≤ C1(|t|2 + |w|2)N1 · h1.
2.4 Dimensional reduction from 4D to 3D
2.4.1 Instantons induced by monopoles
Monopoles are regarded as the 1-dimensional reduction of instantons. Namely, monopoles are equivalent to
R-equivariant instantons. Let us recall the construction in an explicitly in terms of coordinate.
Let U be an open subset of R×C. We use coordinates t and w = x+√−1y for R and C, respectively. Let
p : C×C −→ R×C be given by (s+√−1t, w) 7−→ (t, w). We use the standard Euclidean metric dt dt+ dw dw
on R× C, and dz dz + dw dw on C× C.
Let E be a C∞-bundle on U with a hermitian metric h, a unitary connection ∇E and an anti-self-adjoint
endomorphism φ of E. We set (E˜, h˜) := p∗(E, h) and ∇E˜ := p∗∇E + p∗φds on p−1(U).
Proposition 2.11 (Hitchin) (E, h,∇E , φ) is a monopole, if and only if (E˜, h˜,∇E˜) is an instanton.
Proof Let ∗3 denote the Hodge star operator of R3 with the orientation dt ∧ dx ∧ dy. For example, we have
∗3(dx∧dy) = dt and ∗3(dx) = dy∧dt. We have ∗3 ◦ ∗3 = id. Let ∗4 denote the Hodge star operator on R4 with
the orientation ds ∧ dt ∧ dx ∧ dy. For example, we have ∗4(dx ∧ dy) = ds ∧ dt and ∗4(dx ∧ ds) = −dy ∧ dt.
We have F (∇E˜) = p∗F (∇E) + p∗(∇Eφ) ds. We have ∗4F (∇E˜) = −p∗(∗3F (∇E)) ds− p∗(∗3∇Eφ). Hence,
∗4F (∇E˜) + F (∇E˜) = p∗
(
F (∇E)− ∗3∇Eφ
)
+ p∗
(∇Eφ− ∗3F (∇E)) ds.
Therefore, ∗4F (∇E˜) + F (∇E˜) = 0 holds if and only if F (∇E) = ∗3∇Eφ holds.
Remark 2.12 Let us consider an R-action on p−1(U) by T · (z, w) = (z + T,w). Then, the proposition means
that R-equivariant instantons on p−1(U) correspond to monopoles on U .
The following lemma is clear by the construction.
Lemma 2.13 For any section f of E, we have (∇E˜,s +
√−1∇E˜,t)p∗f = 0 if and only if (∇E,t −
√−1φ)f = 0.
In other words, R-invariant ∇˜z-holomorphic sections on p−1(U) correspond to (∇E,t −
√−1φ)-flat sections on
U .
The following lemma follows from the estimate for instantons due to Uhlenbeck [51].
Lemma 2.14 Let (E, h,∇E , φ) be a monopole on U . Suppose
∣∣∇Eφ∣∣h ≤ ǫ, or equivalently ∣∣F (∇E)∣∣h ≤ ǫ for a
positive number ǫ. If ǫ is sufficiently small, the higher derivatives of ∇Eφ and F (∇E) are dominated by Cǫ for
some C > 0, where C depends on the order of derivatives but independent of (E, h,∇E , φ).
We write some formulas. We clearly have ∇E˜,w(p−1(u)) = p−1(∇E,wu) and ∇E˜,w(p−1(u)) = p−1(∇E,wu)
for any u ∈ C∞(U,E). As for the derivative in the z-direction, we have
∇E˜,z(p−1(u)) =
√−1
2
p−1
(
(∇t −
√−1φ)u), ∇E˜,z(p−1(u)) = −√−12 p−1((∇t +√−1φ)u).
For the real coordinate z = s+
√−1t, we have ∇E˜,sp−1(u) = p−1(φu) and ∇E˜,tp−1(u) = p−1(∇tu).
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2.4.2 Holomorphic bundles and mini-holomorphic bundles
We have the corresponding procedure to construct a holomorphic bundle from a mini-holomorphic bundle. Let
E be a C∞-vector bundle on U with a mini-holomorphic structure ∂E : C∞(U,E) −→ C∞(U,E ⊗ Ω0,1). We
have the operators ∂E,w and ∂E,t on C
∞(U,E) satisfying [∂E,w, ∂E,t] = 0. We set E˜ := p−1(E). We have the
holomorphic structure ∂E˜ satisfying the following formula:
∂E˜
(
p−1(v)
)
= dw ∧ p−1(∂wv)+ dz ∧ √−1
2
p−1
(
∂tv
)
. (11)
Let h be a Hermitian metric of E. It induces a Hermitian metric h˜ of E˜. Then, we can easily check that
(E, ∂E , h) is a monopole on U with respect to dt dt+ dw dw if and only if (E˜, ∂E˜ , h˜) is an instanton on p
−1(U)
with respect to dz dz + dw dw. This is compatible with the construction in §2.3.1.
2.5 Dimensional reduction from 3D to 2D
2.5.1 Monopoles induced by harmonic bundles
Let us recall that the concept of harmonic bundles is discovered by Hitchin as the 2-dimensional reduction of
instantons. Because monopoles are regraded as the 1-dimensional reduction of instantons, harmonic bundles
are the 1-dimensional reduction of monopoles. We recall the construction in an explicit way.
Let U be a Riemann surface equipped with a holomorphic 1-form ϕ which is nowhere vanishing on U . Let
(V, ∂V , hV , θV ) be a harmonic bundle on U . We have the expression θV = f ϕ. Let Y be a real 1-dimensional
manifold equipped with a closed real 1-form τ which is nowhere vanishing on Y . The product Y ×U is naturally
equipped with a mini-holomorphic structure. It also has the metric ττ + ϕϕ.
Let p2 : Y × U −→ U be the projection. We set
(E, hE) := p
∗
2(V, hV ), ∇E = p∗2∇V −
√−1p∗2(f + f †) τ, φE = p∗2(f − f †). (12)
Here, p∗2∇V denotes the connection of E induced as the pull back of ∇V . Then, (E, hE ,∇E , φE) is a monopole
on Y × U with the metric ττ + ϕϕ. We set Hit32(V, ∂V , θV , hV ) := (E, hE ,∇E , φE).
Let v be the vector field of Y such that 〈τ, v〉 = 1. It naturally defines a vector field on Y ×U , which is also
denoted by v. Let Lv be the differential operator of E given as Lv(g p
∗
2v) = v(g)p
∗
2v for any g ∈ C∞(Y × U)
and any C∞-section v of V . Then, we have
∇E,v −
√−1φE = Lv −
√−1p∗2(f + f †)−
√−1p∗2(f − f †) = Lv − 2
√−1p∗2f.
2.5.2 Mini-holomorphic bundles induced by holomorphic bundles with a Higgs field
We have the corresponding procedure to construct a mini-holomorphic bundle on Y × U from a holomorphic
bundle V with an endomorphism f on U . We use the natural splitting Ω0,1Y×U = (T
CY )∨ ⊕ Ω0,1U .
Let (V, ∂V , θV ) be a Higgs bundle on U . We have the expression θV = f ϕ. We set
E := p−12 (V ), ∂E := p
∗
2(∂V )− 2
√−1p∗2f τ.
Here, p∗2(∂V ) is the mini-holomorphic structure of E obtained as the pull back of ∂V . We obtain a mini-
holomorphic bundle (E, ∂E) on Y × U . We denote it by p∗2(V, ∂V , θV ) or p∗2(V, ∂V , f).
If V is equipped with a Hermitian metric hV , we have the induced metric h = p
∗
2(hV ) on p
∗
2(V, ∂V , θV ).
The Chern connection and the Higgs fields are given by the formula (12). If hV is a harmonic metric of the
Higgs bundle (V, ∂V , θV ), then h satisfies the Bogomolny equation for p
∗
2(V, ∂V , θV ) with respect to the metric
ττ + ϕϕ. This is compatible with the construction in §2.5.1.
Remark 2.15 The above procedure describes the dimensional reduction of the underlying objects of monopoles
and harmonic bundles at the twistor parameter 0. We have a similar procedure for each twistor parameter λ,
which we shall describe in §2.6.9.
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2.5.3 Mini-holomorphic sections and monodromy
Let us consider Y1 = R equipped with the nowhere vanishing closed 1-form τ1 = dt, where t is the standard
coordinate of R. Let p2,1 : Y1 × U −→ U denote the projection. For any Higgs bundle (V, ∂V , θV ) on U , we
obtain the mini-holomorphic bundle p∗2,1(V, ∂V , θV ) on Y1 × U as explained in §2.5.2. The following lemma is
clear by the construction.
Lemma 2.16 Let v be any holomorphic section of V on U . Then, exp
(
2
√−1tp∗2,1(f)
)
v is a mini-holomorphic
section of p∗2,1(V, ∂V , θV ).
Let Y2 = R/TZ equipped with τ2 = dt. Let p2,2 : Y2×U −→ U denote the projection. For any Higgs bundle
(V, ∂V , θV ) on U , we obtain the mini-holomorphic bundle p
∗
2,2(V, ∂V , θV ) on Y2 × U .
For P ∈ U , let γP denote the loop [0, T ] −→ Y × U given by s 7−→ (s, P ). We identify V|P and E|(0,P ).
By the mini-holomorphic structure, we have the parallel transport along γP which induces the monodromy
automorphism M(γP ) of V|P . We obtain the following lemma from the previous one.
Lemma 2.17 M(γP ) = exp(2
√−1Tf|P ).
2.6 Twistor families of mini-complex structures on R× C and (R/TZ)× C
2.6.1 Preliminary
Let X be a 2-dimensional complex vector space. Let L ⊂ X be a 1-dimensional real vector space. LetM := X/L
be the quotient 3-dimensional real vector space. Note thatM is equipped with a naturally induced mini-complex
structure. Indeed, we have a C-linear isomorphism ϕ : X ≃ C2 = {(z, w)} such that ϕ(L) = {(s, 0) | s ∈ R}.
Let t be the imaginary part of w. Then, by the coordinate (t, w), we have the isomorphism M ≃ R× C which
gives a mini-complex structure on M . We may check the following claim by a direct computation.
Lemma 2.18 The mini-complex structure is independent of a choice of ϕ.
2.6.2 Spaces
Let X be a 2-dimensional C-vector space. We take a C-linear isomorphism X ≃ C2 = {(z, w)}, and consider
the hyperka¨hler metric gX := dz dz + dw dw. We consider the R-subspace L = {(s, 0) | s ∈ R} ⊂ X . We set
M := X/L. Let t := Im(z). We have the coordinate (t, w) on M .
We take T ∈ R \ {0}. We consider the Z-action κ on M given by κn(t, w) = (t + Tn,w) (n ∈ Z). The
quotient space is denoted by M.
2.6.3 Twistor family of complex structures
For any complex number λ, we have the complex structure on X whose twistor parameter is λ. Let Xλ denote
the complex manifold. We have the complex coordinate (ξ, η) on Xλ given as follows:
ξ = z + λw, η = w − λz. (13)
The inverse transform is described as follows:
z =
1
1 + |λ|2 (ξ − λη), w =
1
1 + |λ|2 (η + λξ).
The metric dz dz + dw dw is equal to (1 + |λ|2)−2(dξ dξ + dη dη). We have the following relations of complex
vector fields:
∂ξ =
1
1 + |λ|2 (∂z + λ∂w), ∂η =
1
1 + |λ|2 (∂w − λ∂z),
∂ξ =
1
1 + |λ|2 (∂z + λ∂w), ∂η =
1
1 + |λ|2 (∂w − λ∂z).
The R-subspace L and the Z-action κ are described as follows in terms of the coordinate (ξ, η):
L =
{
s(1,−λ) ∣∣ s ∈ R},
κn(ξ, η) = (ξ +
√−1Tn, η + λ√−1Tn) = (ξ, η) + nT · (√−1, λ√−1).
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2.6.4 Family of mini-complex structures
Corresponding to the complex structure of Xλ, we obtain the mini-complex structures on M and M. (See
§2.6.1.) The 3-dimensional manifolds with mini-complex structure are denoted by Mλ and Mλ.
In the case λ = 0, we use the mini-complex coordinate (t, w) = (Im(z), w) on M0. It induces local mini-
complex coordinates on M0.
We shall introduce two mini-complex coordinates (ti, βi) (i = 0, 1) on M
λ, which induce mini-complex local
coordinates on Mλ. For that purpose, we shall introduce two complex coordinates (αi, βi) (i = 0, 1) on Xλ
from which (ti, βi) are induced.
2.6.5 The mini-complex coordinate (t0, β0)
Let (α0, β0) be the complex coordinate of X
λ given by
(ξ, η) = α0(1,−λ) + β0(λ, 1) = (α0 + λβ0, β0 − λα0).
The inverse transform is described as follows:
α0 =
ξ − λη
1 + |λ|2 , β0 =
η + λξ
1 + |λ|2 .
We have dα0 dα0 + dβ0 dβ0 = dz dz + dw dw.
The R-subspace L and the Z-action κ are described as follows in terms of (α0, β0):
L = {(s, 0) | s ∈ R}, (14)
κn(α0, β0) = (α0, β0) + nT ·
(1− |λ|2
1 + |λ|2
√−1, 2λ
√−1
1 + |λ|2
)
. (15)
We set t0 := Im(α0). Because L is described as (14), (t0, β0) gives a mini-complex coordinate of M
λ. The
induced Z-action κ on Mλ is described as follows in terms of (t0, β0):
κn(t0, β0) = (t0, β0) + nT ·
(1− |λ|2
1 + |λ|2 ,
2λ
√−1
1 + |λ|2
)
.
Clearly, the action of n is given along the integral curve of the real vector field:
∂t =
1− |λ|2
1 + |λ|2 ∂t0 +
2λ
1 + |λ|2
√−1∂β0 −
2λ
1 + |λ|2
√−1∂β0 . (16)
2.6.6 The mini-complex coordinate (t1, β1)
We have the complex coordinate (α1, β1) of X
λ determined by the relation (ξ, η) = α1(1,−λ) + β1(0, 1). The
transformations are described as follows:{
ξ = α1,
η = β1 − λα1,
{
α1 = ξ,
β1 = η + λξ.
The R-subspace L and the Z-action κ are described as follows in terms of (α1, β1):
L = {(s, 0) | s ∈ R}, (17)
κn(α1, β1) = (α1, β1) + nT (
√−1, 2λ√−1). (18)
We set t1 := Imα1. Because L is described as (17), we obtain the mini-complex coordinate (t1, β1) on M
λ.
The induced Z-action κ on Mλ is described as follows:
κn(t1, β1) = (t1, β1) + nT (1, 2λ
√−1).
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2.6.7 Coordinate change
We have the following relation:{
α1 = α0 + λβ0
β1 = (1 + |λ|2)β0
{
α0 = α1 − (1 + |λ|2)λβ1
β0 = (1 + |λ|2)−1β1
Hence, we have the following relation:{
t1 = t0 + Im(λβ0)
β1 = (1 + |λ|2)β0
{
t0 = t1 − (1 + |λ|2)−1 Im(λβ1)
β0 = (1 + |λ|2)−1β1
We obtain the following relation of vector fields:
∂t1 = ∂t0 , ∂β1 =
λ
1 + |λ|2
1
2
√−1∂t0 +
1
1 + |λ|2 ∂β0 . (19)
2.6.8 Natural compactifications
SetM
λ
:= Rt1×P1β1, which is equipped with the natural mini-complex structure. We have the Z-action κ onM
λ
given by κn(t1, β1) = (t1+Tn, β1+2
√−1λTn). The quotient space is denoted byMλ. It is a compactification
of Mλ, and equipped with the naturally induced mini-complex structure. We set Hλ cov∞ := M
λ \ Mλ and
Hλ∞ :=M
λ \Mλ.
2.6.9 OMλ-modules and λ-connections
Let Ψλ :Mλ −→ P1w be given by Ψλ(t1, β1) = (1 + |λ|2)−1(β1 − 2
√−1λt1). Note that the restriction Ψλ|Mλ is
described as Ψ(t, w) = w in terms of the coordinate (t, w) of M0. We have
TΨλ(∂t1) =
−2√−1λ
1 + |λ|2 ∂w +
2
√−1λ
1 + |λ|2 ∂w, TΨ
λ(∂β1) =
1
1 + |λ|2 ∂w. (20)
Let Uw be any open subset of Cw. Let V be a locally free OUw -module with a λ-connection, i.e., a C-linear
morphism Dλ : V −→ V ⊗ Ω1 such that Dλ(fs) = λdf s+ fDλ(s) for any local sections f and s of OUw and V ,
respectively. We have the induced operator
Dλ,(1,0) : C∞(Uw,V) −→ C∞
(
Uw,V ⊗ (Ω1,0 ⊕ Ω0,1)
)
such that Dλ,(1,0)(fs) = λ∂(f)·s+fDλ,(1,0)(s) for f ∈ C∞(Uw,C) and s ∈ C∞(Uw,V), such that [∂V ,Dλ,(1,0)] =
0. Set U := (Ψλ)−1(Uw). Let us observe that we naturally obtain a locally free OU -module from (V,Dλ).
We have the differential operator ∂V,w on C
∞(Uw, V ) obtained as the inner product of ∂V and ∂w. Similarly,
we obtain the differential operator Dλw on C
∞(Uw, V ) obtained as the inner product of Dλ,(1,0) and ∂w. We
have [Dλw, ∂V,w] = 0.
We set V˜ := (Ψλ)−1(V ) as C∞-bundle on U . By the relations (20), we have the differential operators ∂V˜ ,t1
and ∂V˜ ,β1
on C∞(U, V˜ ) determined by the following conditions
∂V˜ ,t1(f(Ψ
λ)−1(s)) = ∂t1(f) · (Ψλ)−1(s) +
1
1 + |λ|2 f(Ψ
λ)−1
(−2√−1Dλws+ 2√−1 · λ∂V,ws),
∂V˜ ,β1
(f(Ψλ)−1(s)) = ∂β1(f) · (Ψ
λ)−1(s) +
1
1 + |λ|2 f(Ψ
λ)−1(∂V,ws).
Here, f ∈ C∞(U,C) and s ∈ C∞(Uw, V ). We can easily check the commutativity [∂V˜ ,t1 , ∂V˜ ,β1 ] = 0. Hence,
they determines a mini-holomorphic structure on V˜ .
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Let us consider the case ∞ ∈ Uw. Let V be a locally free OUw -module with a meromorphic λ-connection
Dλ such that DλV ⊂ V ⊗ Ω1(2∞). Even in this case, we naturally obtain a locally free OU -module. We set
V˜ := (Ψλ)−1(V ). We already have the mini-holomorphic structure on V˜ ∗ := V˜|U\Hλ∞ . Let us observe that
it is naturally extended to a mini-holomorphic structure on V˜ . We take a holomorphic frame v of V on a
neighbourhood Uw,1 of ∞. We have ∂V,wv = 0 and Dλv = vA, where A is a matrix valued holomorphic
function on w−1. The pull back v˜ := (Ψλ)−1v gives a C∞-frame of V˜ on U1 := (Ψλ)−1(Uw,1).
For any P ∈ Hλ∞, we take a lift P˜ ∈ Hλ cov∞ such that ̟λ(P˜ ) = P . Then, (t1, τ1) = (t1, β−11 ) gives a local
coordinate around P .
On U1 \Hλ∞, we have
∂V˜ ∗,t1 v˜ = v˜
−2√−1
1 + |λ|2A
(
(Ψλ)∗(w−1)
)
, ∂V˜ ∗,τ1 v˜ = −β
2
1∂V˜ ∗,β1
v˜ = 0
We have (Ψλ)∗(w−1) = τ1(1− 2
√−1λt1τ1)−1 which is C∞ around P . Hence, ∂V˜ ∗,t1 and ∂V˜ ∗,τ1 are extended to
the operators ∂V˜ ,t1 and ∂V˜ ,τ1 on C
∞(U, V˜ ). We clearly have the commutativity
[
∂V˜ ,t1 , ∂V˜ ,τ1
]
= 0. Thus, we
obtain a mini-holomorphic bundle on U .
Remark 2.19 We have the S1T -action onM
λ
given by a ·(t1, β1) = (t1+a, β1+2
√−1λa). The above procedure
gives an equivalence of the following objects:
• S1T -equivariant locally free OU -modules.
• locally free OUw -modules V with λ-connection Dλ such that DλV ⊂ V ⊗ Ω2(2∞).
Remark 2.20 Although we use the map Ψλ(t1, β1) = (1+ |λ|2)−1(β1−2
√−1λt1), it is more natural to consider
(t1, β1) 7−→ β1− 2
√−1λt1. We adopt Ψλ for the consistency with the dimensional reduction from monopoles to
harmonic bundles in §2.5.1.
Let E be a locally free OUw (∗∞)-module of finite rank with a λ-connection Dλ. Suppose that the Poincare´
rank of Dλ is at most 1, i.e., we have a lattice V ⊂ E for which DλV ⊂ V ⊗ Ω1(2∞). Applying the above
procedure, we obtain a locally free OU -module V˜, and hence a locally free OU (∗Hλ∞)-module E˜ := V˜(∗Hλ∞). It
is independent of the choice of V .
2.7 Family of mini-holomorphic bundles underlying monopoles
Let ϕ : U −→ M0 be a local diffeomorphism. We regard U as the Riemannian manifold whose metric is
obtained as the pull back of dt dt + dw dw. For λ ∈ C, let Uλ denote the 3-dimensional manifold with the
mini-complex structure obtained as the pull back of the mini-complex structure of Mλ. Let (t0, β0) be as in
§2.6.5. Note that dt dt+ dw dw = dt0dt0 + dβ0 dβ0.
For any monopole (E,∇, φ, h) on U , we have the mini-holomorphic bundle on Uλ underlying the monopole
for each λ, which we denote by (Eλ, ∂Eλ).
2.7.1 Compatibility with the dimensional reduction (1)
Let U be as above. We set U˜ := Rs×U on which we consider the Riemannian metric ds ds+dt dt+dw dw. Let
U˜0 denote the complex manifold whose complex structure is given by local coordinates (z, w) = (s+
√−1t, w).
For any λ ∈ C, let U˜λ denote the complex manifold whose complex structure is given by the local complex
coordinate (ξ, η) given as in §2.6.3.
Let (E,∇, φ, h) be a monopole on U . We have the induced instanton (E˜, h˜, ∇˜) on U˜ . We have the holomor-
phic bundle on U˜λ underlying the instanton, which we denote by (E˜λ, ∂E˜λ). The following lemma is clear by
the constructions, or can be checked by a direct computation.
Lemma 2.21 (E˜λ, ∂E˜λ) is equal to the holomorphic bundle induced by the mini-holomorphic bundle (E
λ, ∂Eλ)
as in §2.4.2.
24
2.7.2 Compatibility with the dimensional reduction (2)
Let Ψ0 :M0 −→ Cw be the projection. Let Uw −→ Cw be a local diffeomorphism. We consider the case where
U is obtained as the fiber product of Uw andM0 over Cw. We have the naturally induced local diffeomorphism
U −→ M0. We have the natural isomorphism U0 ≃ S1T × Uw which is compatible with the mini-complex
structures and the Riemannian metrics.
Let (V, ∂V , θV , hV ) be a harmonic bundle on Uw. Let ∂V + ∂V denote the Chern connection, and θ
†
V denote
the adjoint of θV . For any λ, we have the holomorphic vector bundle Vλ = (V, ∂V + λθ†V ). It is equipped with
the λ-connection given as Dλ = λ∂V + θV + ∂V + λθ
†
V .
We have the induced monopole (E, h,∇, φ) on U as in §2.5.1.
Lemma 2.22 The mini-holomorphic bundle (Eλ, ∂Eλ) on U
λ is induced by the λ-flat bundle (Vλ,Dλ) as in
§2.6.9.
Proof We have the description θV = f dw and θ
†
V = f
† dw. Let Ψ0 : U0 −→ Uw denote the projection. Recall
that the connection ∇ and the Higgs field φ are given as follows, for any s ∈ C∞(Uw, V ):
∇w(Ψ0)−1(s) = (Ψ0)−1(∂V,ws), ∇w(Ψ0)−1(s) = (Ψ0)−1(∂V,ws),
∇t(Ψ0)−1(s) = (Ψ0)−1
(−√−1(f + f †)s), φ(Ψ0)−1(s) = (Ψ0)−1((f − f †)s).
We use the mini-complex coordinate (t0, β0) and (t1, β1) given in §2.6.5 and §2.6.6. We have
∇t0 =
1− |λ|2
1 + |λ|2∇t −
2λ
√−1
1 + |λ|2∇w +
2λ
√−1
1 + |λ|2∇w,
∇β0 =
√−1λ
1 + |λ|2∇t +
λ2
1 + |λ|2∇w +
1
1 + |λ|2∇w.
We also have the following:
∂Eλ,β1 =
λ
1 + |λ|2
1
2
√−1∂Eλ,t0 +
1
1 + |λ|2 ∂Eλ,β0 =
1
1 + |λ|2∇β0 −
λ
1 + |λ|2
1
2
(φ +
√−1∇t0),
∂Eλ,t1 = ∂Eλ,t0 = ∇t0 −
√−1φ.
Hence, we obtain the following:
∂Eλ,β1 =
1
1 + |λ|2
(λ√−1
2
∇t +∇w − λ
2
φ
)
, (21)
∂Eλ,t1 =
1− |λ|2
1 + |λ|2∇t −
2λ
√−1
1 + |λ|2∇w +
2λ
√−1
1 + |λ|2∇w −
√−1φ. (22)
Let Ψλ : Uλ −→ Uw denote the projection, which is equal to Ψ0 as a map, indeed. We obtain the following:
∂Eλ,β1(Ψ
λ)−1(s) =
1
1 + |λ|2 (Ψ
λ)−1
(
(∂V,w + λf
†)s
)
,
∂Eλ,t1(Ψ
λ)−1(s) = (Ψλ)−1
( 2λ√−1
1 + |λ|2 (∇w + λf
†)s− 2
√−1
1 + |λ|2 (λ∇w + f)s
)
.
This is equal to the construction in §2.6.9.
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2.8 Curvature of mini-holomorphic bundles with Hermitian metric on Mλ
2.8.1 Contraction of curvature and analytic degree
Let U −→Mλ be a local diffeomorphism. We have the induced metric and the induced mini-complex structure
on U . We also have the complex vector fields ∂βi , ∂βi , and ∂ti (i = 0, 1).
Let E be a mini-holomorphic bundle on U . We have the operators ∂E,β0 and ∂E,t0 . Let h be a Hermitian
metric of E. We have the Higgs field φh and the Chern connection ∇h. Let F (h) denote the curvature of ∇h.
We have the expression F (h) = F (h)β0β0
dβ0 dβ0 + F (h)β0,t0dβ0 dt0 + F (h)β0,t0
dβ0 dt0. We set
G(h) := F (∇h)β0β0 −
√−1
2
∇h,t0φh.
Note that the Bogomolny equation is equivalent to G(h) = 0.
Definition 2.23 Suppose that TrG(h) is described as a sum g1+g2, where g1 is L
1 on U and g2 is non-positive
everywhere. Then, we set deg(E, ∂E , h) :=
∫
U TrG(h) dvolU , where dvolU is the volume form induced by the
Riemannian metric. Note that deg(E, ∂E , h) ∈ R ∪ {−∞}.
Remark 2.24 Let Rs0×U −→ Rs0×Mλ be the induced local diffeomorphism. We have the complex structure on
Rs0×U whose local complex coordinates are given by (α0, β0) = (s0+
√−1t0, β0). Let (E˜, ∂E˜) be the holomorphic
vector bundle with the metric h˜ as in §2.4.2. Let F˜ denote the curvature of the Chern connection. We have the
expression F˜ = F˜α0,α0dα0 dα0+F˜α0,β0
dα0 dβ0+F˜β0,α0dβ0 dα0+F˜β0,β0
dβ0 dβ0. Then,
√−1ΛF˜ = F˜α0,α0+F˜β0,β0
is equal to the pull back of G(h) by the projection Rs0 × U −→ U , where Λ is the adjoint of the multiplication
of the Ka¨hler form of Rs0 × U . Hence, deg(E, ∂E , h) is an analogue of the analytic degree in [43].
2.8.2 Chern-Weil formula
The standard Chern-Weil formula [43, 44] is translated as follows, which is implicitly contained in [5].
Lemma 2.25 Let V be a mini-holomorphic subbundle of E. Let hV be the induced metric of V . Let pV denote
the orthogonal projection of E onto V . Then, we have the following:
TrG(hV ) = Tr
(
G(h)pV
)− ∣∣∂E,β0pV ∣∣2 − 14 ∣∣∂E,t0pV ∣∣2.
Proof We use the notation in Remark 2.24. We have the induced holomorphic subbundle V˜ of E˜ with the
metric h˜V˜ . Let pV˜ be the projection of E˜ onto V˜ , which is the pull back of pV . Let ιV˜ denote the inclusion of
V˜ into E˜. We have pV˜ ⊥ := idE˜ −pV˜ , which is the orthogonal projection onto the orthogonal complement V˜ ⊥
of V˜ . We have
pV˜ ⊥ ◦ ∂E˜ ◦ ιV˜ = −∂E˜(pV˜ ⊥) ◦ ιV˜ = ∂(pV˜ ) ◦ ιV˜ =: A.
Hence, we have pV˜ ◦ F (h˜) ◦ ιV˜ = F (h˜V˜ )−A† ◦A. By the standard formula (see [43, 44]), we have
√−1TrΛF (h˜V˜ ) =
√−1Tr(pV˜ ◦ ΛF (h˜) ◦ ιV˜ ) +
√−1ΛTr(A† ◦A).
Note that
√−1ΛF (h˜) and √−1ΛF (h˜V ) are the pull back of G(h) and G(hV ), respectively. Because of (11),√−1ΛTr(A† ◦A) is the pull back of −∣∣∂E,β0pV ∣∣2 − 14 ∣∣∂E,t0pV ∣∣2. Then, we obtain the claim of the lemma.
As a direct consequence of the lemma, if TrG(h) is L1 on U , then deg(V, hV ) makes sense for any mini-
holomorphic subbundle V of E.
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2.8.3 Another description of G(h)
We have the differential operator ∂E,β1
on C∞(U,E), which is given by the inner product of ∂β1 and ∂E . We
have the differential operator ∂E,h,β1 on C
∞(U,E) determined by the condition ∂β1h(u, v) = h(∂E,β1u, v) +
h(u, ∂E,h,β1v).
Proposition 2.26 We have the following formula:
G(h) = (1 + |λ|2)2[∂E,h,β1 , ∂E,β1]+
√−1
2
(
(1− |λ|2)∇h,t0φ+ 2λ
√−1∇h,β0φ− 2λ
√−1∇h,β0φ
)
= (1 + |λ|2)2[∂E,h,β1, ∂E,β1]+
√−1
2
(1 + |λ|2)∇h,tφ. (23)
Here ∇h,t denote the inner product of ∇h and ∂t. (See (16).)
Proof To simplify the description, we omit to denote the dependence on h, i.e., ∂E,h,β1 is denoted by ∂E,β1 ,
for example. By the relation (19), we have the following relation:
∂E,β1
=
λ
1 + |λ|2
1
2
√−1∂E,t0 +
1
1 + |λ|2 ∂E,β0 = −
λ
1 + |λ|2
√−1
2
(∇t0 −
√−1φ) + 1
1 + |λ|2∇β0
=
1
1 + |λ|2∇β0 −
λ
1 + |λ|2
1
2
(φ +
√−1∇t0) (24)
We obtain the following:
∂E,β1 =
1
1 + |λ|2∇β0 −
λ
1 + |λ|2
1
2
(φ−√−1∇t0).
We have the following:
[
∂E,β1, ∂E,β1
]
=
( 1
1 + |λ|2
)2([∇β0 ,∇β0] − λ2 (∇β0φ+√−1[∇β0 ,∇t0 ])
+
λ
2
(∇β0φ−√−1[∇β0 ,∇t0 ])+ |λ|24 [φ−√−1∇t0 , φ+√−1∇t0]). (25)
By Lemma 2.9, we have
−λ
2
∇β0φ−
λ
2
√−1[∇β0 ,∇t0] = −λ∇β0φ, λ2∇β0φ−
√−1
2
λ
[∇β0 ,∇t0] = λ∇β0φ.
We also have
|λ|2
4
[
φ−√−1∇t0 , φ+
√−1∇t0
]
= −|λ|
2
2
√−1∇t0φ.
Hence, we obtain the following:
[
∂E,β1, ∂E,β1
]
=
(
1
1 + |λ|2
)2 (
Fβ0,β0 − λ∇β0φ+ λ∇β0φ−
|λ|2
2
√−1∇t0φ
)
=
(
1
1 + |λ|2
)2 (
G(h) − λ∇β0φ+ λ∇β0φ+
1− |λ|2
2
√−1∇t0φ
)
. (26)
Then, we obtain (23).
We give some consequences.
Corollary 2.27 Suppose that U :=Mλ \Z, where Z is a finite subset of Mλ. Suppose that Tr[∂E,h,β1, ∂E,β1]
and Tr∇h,tφh are L1 on Mλ \ Z. Then, we have
deg(E, ∂E , h) =
∫ T
0
dt1
∫
Cβ1
Tr
([
∂E,h,β1 , ∂E,β1
])√−1
2
dβ1 dβ1 =
∫ T
0
deg
(
(E, ∂E , h)|{t1}×Cβ1
)
dt1. (27)
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Proof We have
dvol =
√−1
2
dβ0dβ0 dt0 =
√−1
2
(1 + |λ|2)−2dβ1 dβ1 dt1 =
√−1
2
dw dw dt.
By using Fubini theorem, we obtain the following:∫
Mλ\Z
Tr
(∇tφ) dvol = √−1
2
∫
Cw
dw dw
∫
R/TZ
∂t Tr(φh) dt = 0.
Hence, by Proposition 2.26, we obtain the following.∫
Mλ\Z
TrG(h) dvol =
∫
Mλ
Tr
(
[∇˜β1 , ∇˜β1 ]
)√−1
2
dβ1 dβ1 dt1 =
∫ T
0
dt1
∫
Cη1
Tr
([∇˜β1 , ∇˜β1])
√−1
2
dβ1 dβ1.
Thus, we obtain (27).
Corollary 2.28 Suppose that (E, ∂E , h) is a monopole on U , i.e., G(h) = 0. Then, we have[
∂E,h,β1 , ∂E,β1
]
= −
√−1
2
1
1 + |λ|2∇h,tφ = −
1
1 + |λ|2Fw,w.
2.8.4 Change of metrics
Let h1 be another Hermitian metric of E. Let s be the automorphism of E determined by h1 = h · s, which is
self-adjoint with respect to both h and h1. The following is a variant of [43, Lemma 3.1].
Lemma 2.29 The following holds:
G(h1) = G(h)− ∂E,β0
(
s−1∂E,h,β0s
)− 1
4
[
∇h,t0 −
√−1φh, s−1
[∇h,t0 +√−1φh, s]]. (28)
Proof We have ∂E,h1 = s
−1∂E,hs. Hence, the following holds:
F (h1)β0,β0 =
[
∂E,h1,β0 , ∂E,β0
]
= F (h)β0,β0 − ∂E,β0(s
−1∂E,h,β0s).
We also have the following:
∇h1,t0 = ∇h,t0 +
1
2
s−1
[∇h,t0 +√−1φh, s], φh1 = φh − √−12 s−1[∇h,t0 +√−1φh, s].
Hence, we obtain the following:
−
√−1
2
∇h1,t0φh1 = −
√−1
2
∇h,tφh − 1
4
[
∇h,t0 −
√−1φh, s−1
[∇h,t0 +√−1φh, s]].
Hence, we obtain (28).
We have the following direct consequence, which is also a variant of [43, Lemma 3.1].
Corollary 2.30 We have the following equality:
−
(
∂β0∂β0 +
1
4
∂2t0
)
Tr s = Tr
(
s
(
G(h1)−G(h)
))− ∣∣s−1/2∂E,hβ0s∣∣2h − 14 ∣∣s−1/2∂′E,h,t0s∣∣2h
We also have the following inequality:
−
(
∂β0∂β0 +
1
4
∂2t0
)
log
(
Tr(s)
) ≤ ∣∣G(h)∣∣
h
+
∣∣G(h1)∣∣h1 .
Corollary 2.31 If rankE = 1, we have G(h1)−G(h) = 4−1∆ log s on U . Here, ∆ denote the Laplacian of the
Riemannian manifold Mλ.
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2.8.5 Relation with λ-connections
This subsection is a complement to §2.7.2. We use the notation there.
Let us recall the condition for harmonic bundles given in terms of λ-connections [35, §2.2]. Let (V,Dλ) be a
λ-flat bundle on Uw with a Hermitian metric hV . Let D
λ = d′′V +d
′
V denote the decomposition into the (0, 1)-part
and the (1, 0)-part. We have the (1, 0)-operator δ′ and (0, 1)-operator δ′′ determined by the conditions
∂hV (u, v) = hV (d
′′
V u, v) + hV (u, δ
′v), ∂hV (u, v) = hV (d′V u, v) + hV (u, δ
′′v)
for u, v ∈ C∞(Uw, V ). We have the (0, 1)-operator ∂V , the (1, 0)-operator ∂V , the section θ ∈ C∞(Uw, V ⊗Ω1,0)
and the section θ† ∈ C∞(Uw, V ⊗ Ω0,1) determined by
d′′V = ∂V + λθ
†, d′V = λ∂V + θ, δ
′ = ∂V − λθ, δ′′ = λ∂V − θ†.
Then, (V,Dλ, h) is called a harmonic bundle if (V, ∂V , θ, h) is a harmonic bundle. If λ 6= 0, it is equivalent to
∂V θ = 0. We set D
λ⋆ := ∂′ − ∂′′. Then, (V,Dλ, h) is a harmonic bundle if and only if [Dλ,Dλ⋆] = 0.
Let d′′V,w denote the inner product of d
′′
V and ∂w. We use the notation d
′
V,w, δ
′′
w, etc., in similar meanings.
As explained in §2.6.9, we obtain an OUλ -module (V˜ , ∂V˜ ) := (Ψλ)∗(V,Dλ). We also have the Hermitian
metric h˜ := (Ψλ)−1(hV ). Let ∇V˜ denote the Chern connection. We also have the differential operator ∂′V˜ ,t0 as
in §2.3.2.
Lemma 2.32 We have the following equalities:[∇V˜ ,β0 ,∇V˜ ,β0] = 1(1 + |λ|2)2 (Ψλ)−1([d′′w, δ′w]+ λ[d′′w, δ′′w]+ λ[d′w , δ′w] + |λ|2[d′w, δ′′w]),
[∇V˜ ,β0 , ∂′V˜ ,t0] = 2
√−1
(1 + |λ|2)2 (Ψ
λ)−1
(
[d′′w, δ
′′
w]− λ[d′′w , δ′w] + λ[d′w, δ′′w]− λ2[d′w, δ′w]
)
,
[∇V˜ ,β0 , ∂V˜ ,t0] = −2
√−1
(1 + |λ|2)2
([
δ′w, d
′
w
] − λ[δ′w, d′′w] + λ[δ′′w, d′w]− λ2[δ′′w, d′′w]),[
∂V˜ ,t0 , ∂
′
V˜ ,t0
]
=
4
(1 + |λ|2)2 (Ψ
λ)−1
(
[d′w, δ
′′
w]− λ[d′w, δ′w]− λ[d′′w, δ′′w] + |λ|2[d′′w, δ′w]
)
.
Proof By the construction, we have
∂V˜ ,t1(Ψ
λ)−1(s) =
−2√−1
1 + |λ|2 (Ψ
λ)−1
((
d′w − λd′′w
)
s
)
.
We denote it as
∂V˜ ,t1 =
−2√−1
1 + |λ|2 (Ψ
λ)−1
(
d′w − λd′′w
)
.
Similarly, we have
∂′
V˜ ,t1
=
2
√−1
1 + |λ|2 (Ψ
λ)−1
(
δ′′w − λδ′w
)
, ∂V˜ ,β1
=
1
1 + |λ|2 (Ψ
λ)−1
(
d′′w
)
, ∂V˜ ,β1 =
1
1 + |λ|2 (Ψ
λ)−1(δ′w). (29)
We have ∂V˜ ,t0 = ∂V˜ ,t1 and ∂
′
V˜ ,t0
= ∂′
V˜ ,t1
. We also have
∇V˜ ,β0 = (1 + |λ|
2)∂V˜ β1
− λ
2
√−1∂V˜ ,t1 =
1
1 + |λ|2 (Ψ
λ)−1(d′′w) +
λ
1 + |λ|2 (Ψ
λ)−1(d′w).
Similarly, we have
∇V˜ ,β0 =
1
1 + |λ|2 (Ψ
λ)−1(δ′w) +
λ
1 + |λ|2 (Ψ
λ)−1(δ′′w).
Then, we obtain the desired equalities by direct computations.
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Lemma 2.33 We have the following equality:
G(h˜) =
1
1 + |λ|2 (Ψ
λ)−1
(√−1ΛUw [Dλ,Dλ⋆]). (30)
Here, ΛUw : Ω
1,1
Uw
−→ Ω0,0Uw is determined by ΛUw(dw dw) = −
√−1.
Proof We have
−
√−1
2
∇V˜ ,t0φ = −
1
4
[
∂V˜ ,t0 , ∂
′
V˜ ,t0
]
.
Then, by a direct computation, we obtain
[∇V˜ ,β0 ,∇V˜ ,β0]−
√−1
2
∇t0φ =
1
(1 + |λ|2)2 (Ψ
λ)−1
([
δ′w + λδ
′′
w, d
′′
w + λd
′
w
]− [d′w − λd′′w, δ′′w − λδw])
=
1
1 + |λ|2 (Ψ
λ)−1
([
δ′w, d
′′
w
]
+
[
δ′′w, d
′
w
])
. (31)
We also have √−1ΛUw
[
Dλ,Dλ⋆
]
=
√−1ΛUw
(
[d′′, δ′]− [d′, δ′′]
)
=
[
δ′w, d
′′
w
]
+
[
δ′′w, d
′
w
]
.
Hence, we obtain (30).
Lemma 2.34 Let ∂V˜ ,h˜,β1 be the operator induced by ∂V˜ ,β1
and h˜ as in §2.8.3. Then, we have the following
equality: [
∂V˜ ,β1
, ∂V˜ ,h˜,β1
]
=
1
(1 + |λ|2)2
(
Ψλq
)−1(
[d′′w, δ
′
h,w]
)
.
Proof It follows from (29).
2.8.6 Dimensional reduction of Kronheimer
Let us recall the dimensional reduction of Kronheimer [30]. Let ϕ : C2 −→ R × C given by ϕ(u1, u2) =
(|u1|2−|u2|2, 2u1u2). Let U be a neighbourhood of (0, 0) in R×C. We set U˜ := ϕ−1(U). We put U∗ := U\{(0, 0)}
and U˜∗ := U˜ \ {(0, 0)}.
Let (E, ∂E) be a mini-holomorphic bundle on U
∗ with a Hermitian metric hE . We obtain the Chern
connection ∇ and the Higgs field φ. Let F be the curvature of ∇.
We put E˜ := ϕ−1(E) on U˜∗. It is equipped with the connection ∇˜ := ϕ∗(∇) +√−1ϕ∗(φ)⊗ ξ, where
ξ = −u1 du1 + u1 du1 − u2 du2 + u2du2.
The curvature F˜ is equal to ϕ∗(F ) +
√−1ϕ∗(∇φ) ∧ ξ.
Lemma 2.35 We have the following equality of currents on U :
ϕ∗
(
Tr
(
F˜u1u1 + F˜u2u2
)
dvolU˜
)
= πTrG(h) dvolU . (32)
Here, ϕ∗ denote the push-forward of currents by the proper map ϕ.
Proof Note (|u1|2 + |u2|2)2 = ϕ∗(|w|2 + |t|2). We have ϕ∗dw = 2u1du2 + u2du1, ϕ∗dw = 2u1du2 + u2du1 and
ϕ∗dt = u1du1+ u1du1− u2du2− u2du2. The forms ϕ∗dw, ϕ∗dw, ϕ∗dt and ξ are orthogonal. Moreover, we have
|ϕ∗dw|2 = |ϕ∗dw|2 = 8(|u1|2 + |u2|2), |ϕ∗dt|2 = 4(|u1|2 + |u2|2) and |ξ|2 = 4(|u1|2 + |u2|2). Hence, we have∣∣ϕ∗(dw dw dt) ξ∣∣ = 8(|u1|2 + |u2|2)2∣∣du1 du1 du2 du2∣∣.
Let ψ(u1,u2) : R/2π −→ C2 be given by ψ(u1,u2)(e
√−1θ) =
(
u1e
√−1θ, u2e−
√−1θ). We have
ψ∗(u1,u2)ξ = 2(|u1|2 + |u2|2)dθ.
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Hence, we obtain
ϕ∗
(|du1 du1 du2 du2|) = 1
8(|w|2 + |t|2)
∣∣dw dw dt∣∣ · 4π(|w|2 + |t|2)1/2 = π
2(|w|2 + |t|2)1/2
∣∣dw dw dt∣∣.
We have |dw dw dt| = 2dvolU and |du1 du1 du2 du2| = 4dvolU˜ . Hence, we obtain the following:
ϕ∗ dvolU˜ =
π
4(|w|2 + |t|2)1/2 dvolU .
By direct computations, we have
F˜u1,u1 = 4u1u2ϕ
∗Fwt − 4u1u2ϕ∗Fwt + 4|u2|2Fww − 2|u1|2
√−1ϕ∗∇tφ,
F˜u2u2 = −4u1u2ϕ∗Fwt + 4u1u2ϕ∗Fwt + 4|u1|2Fww − 2|u2|2
√−1ϕ∗∇tφ.
Hence, we obtain
F˜u1u1 + F˜u2u2 = 4(|u1|2 + |u2|2)ϕ∗
(
Fww −
√−1
2
∇tφ
)
= ϕ∗
(
4(|w|2 + |t|2)1/2G(h)
)
.
Thus, we obtain (32).
2.9 Difference modules and O
M
λ
\Z
(∗Hλ∞)-modules
2.9.1 Difference modules
Let Φ∗ be an automorphism of C[β1] induced by Φ∗(β1) = β1 + 2λ
√−1T . We prefer to regard it as the pull
back by the automorphism Φ of Cβ1 or P
1
β1
. Let A be the free C[β1]-module generated by {(Φ∗)n |n ∈ Z}, i.e.,
A :=⊕n∈Z C[β1](Φ∗)n. We have the product A×A −→ A given by∑
an(β1)(Φ
∗)n ·
∑
bm(β1)(Φ
∗)m =
∑
an(β1)bm(β1 + 2
√−1λTn)(Φ∗)m+n.
Thus, A is an associative algebra. A left A-module is called difference module. A difference module is equivalent
to a C[β1]-module V with a C-linear automorphism Φ
∗ such that Φ∗(g s) = Φ∗(g) ·Φ∗(s) for any g(β1) ∈ C[β1].
When we are given a difference module V , then V ⊗C[β1] C(β1) is also a difference module.
A difference module is called torsion-free if it is torsion-free as C[β1]-module. A torsion-free difference module
V is called of finite type if (i) V is finitely generated over A, (ii) dimC(β1) V ⊗ C(β1) <∞.
2.9.2 Parabolic structure of difference modules at finite place
Let V be a torsion-free difference module of finite type.
Lemma 2.36 We have a C[β1]-free submodule V ⊂ V such that (i) A · V = V , (ii) V ⊗C[β1] C(β1) = V ⊗C[β1]
C(β1). We also have rankC[β1] V = dimC(β1) V ⊗ C(β1).
Proof We have a finite subset S ⊂ V such that (i) it generates V over A, (ii) it generates V ⊗ C(β1) over
C(β1). Let V denote the C[β1]-submodule generated by S. Then, V has the desired properties.
Take V as in Lemma 2.36. We have the associated free OP1(∗∞)-module FV . Note that (Φ∗)−1(V ) also
satisfies the conditions (i) and (ii) in Lemma 2.36. The sum V ′ := V + (Φ∗)−1(V ) also satisfies the same
properties. We have the associated free OP1(∗∞)-modules F(Φ∗)−1V and FV ′ . We have the natural isomorphism
FV ≃ Φ∗F(Φ∗)−1(V ). We may regard FV and F(Φ∗)−1(V ) as OP1(∗∞)-submodules of FV ′ , and we have FV ′ =
FV + F(Φ∗)−1(V ).
Definition 2.37 A parabolic structure of V at finite place is a tuple as follows.
• A C[β1]-free submodule V ⊂ V as in Lemma 2.36.
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• A function m : C −→ Z≥0 such that
∑
x∈Cm(x) <∞. We assume that FV (∗D) = F(Φ∗)−1(V )(∗D), where
D := {x ∈ C |m(x) > 0}.
• A sequence of real numbers 0 ≤ t(1)1,x < · · · < t(m(x))1,x < T for each x ∈ C. If m(x) = 0, the sequence is
assumed to be empty. The sequence is denoted by t1,x.
• Lattices Lx,i ⊂ V ⊗C((β1 − x)) for x ∈ C and i = 1, . . . ,m(x)− 1. We formally set Lx,0 := V ⊗C[[β1− x]]
and Lx,m(x) := (Φ
∗)−1V ⊗ C[[β1 − x]]. The tuple of lattices is denoted by Lx.
2.9.3 Construction of difference modules from OMλ\Z(∗Hλ∞)-modules
Let Z be a finite subset in Mλ. Let E be a locally free OMλ\Z(∗Hλ∞)-module of Dirac type. Let us observe
that we have the associated torsion-free difference module with parabolic structure at finite place.
Let ̟λ :M
λ −→Mλ denote the projection. Set Zcov := (̟λ)−1(Z). Let p1 :Mλ −→ Rt1 and p2 :M
λ −→
P1β1 be the projections. We obtain the OMλ\Z(∗Hλ cov∞ )-module Ecov := (̟λ)∗E . Let j :M
λ \Z −→Mλ denote
the inclusion. We obtain the O
M
λ(∗Hλ cov∞ )-module j∗Ecov. For any a ∈ R, let ιa : p−11 (a) −→M
λ
. We obtain
the locally free OP1(∗∞)-modules ι−1a j∗Ecov (a ∈ R).
Because j∗Ecov is naturally Z-equivariant, we have the following isomorphism for any a ∈ R and n ∈ Z:
(Φn)∗ι−1a+Tn
(
j∗(Ecov)
) ≃ ι−1a (j∗(Ecov)). (33)
Here, Φ : P1 −→ P1 is given by Φ(β1) = β1 + 2
√−1λT .
We set Da,b := p2
(
Z˜ ∩ ({a ≤ t1 ≤ b} × P1β1)) for any a ≤ b. By the scattering map, we obtain the
isomorphism
ι−1a
(
j∗(Ecov)
)
(∗Da,b) ≃ ι−1b
(
j∗(Ecov)
)
(∗Da,b). (34)
For any a ∈ R, we set
Va := H
0
(
P1, ι−1a
(
j∗(Ecov)
))
.
For any subset S ⊂ C, let C[β1]S denote the localization of C[β1] with respect to β1 − x (x ∈ S). By (34), we
obtain the isomorphism of C[β1]Da,b -modules:
Va ⊗ C[β1]Da,b ≃ Vb ⊗ C[β1]Da,b .
Hence, we obtain the isomorphism of C(β1)-modules for any a ≤ b.
Va ⊗ C(β1) ≃ Vb ⊗ C(β1). (35)
From (33), we have the C-linear isomorphism
(Φ∗)n : Va+nT ≃ Va
such that (Φ∗)n(βℓ1s) = (β1 + 2
√−1λnT )ℓ(Φ∗)n(s). We obtain the C-linear isomorphism
(Φ∗)n : Va+nT ⊗ C(β1) ≃ Va ⊗ C(β1) (36)
such that (Φ∗)n(g(β1)s) = g(β1 + 2
√−1λnT ) · (Φ∗)n(s) for any g(β1) ∈ C(β1).
We take a small ǫ > 0 such that Z˜ ∩ ({−ǫ ≤ t1 < 0}×P1β1) = ∅. Set V ′(E) := V−ǫ⊗C(β1) as C(β1)-module.
It is identified with Vb⊗C(β1) for any b ∈ R by (35). It is enhanced to an A-module by (36). Let V (E) ⊂ V ′(E)
denote the A-submodule generated by V−ǫ, which is independent of the choice of a small ǫ > 0. It is finitely
generated and torsion free. Moreover, V (E)⊗ C(β1) is a finite dimensional vector space over C(β1).
Set V (E) := V−ǫ. The C[β1]-free submodule V (E) ⊂ V (E) satisfies the conditions (i) and (ii) in Lemma
2.36. Let m(E) : C −→ Z≥0 be the function such that
m(E)(x) =
∣∣∣p−12 (x) ∩ p−11 ({0 ≤ t1 < T }) ∩ Z˜∣∣∣.
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For each x ∈ C, the sequence 0 ≤ t(1)1,x(E) < · · · t(m(x))1,x (E) < T determined by
{(t(i)1,x(E), x) | i = 1, . . . ,m(x)} = p−12 (x) ∩ p−11 ({0 ≤ t1 < T }) ∩ Z˜.
For x ∈ C and for i = 1, . . . ,m(x) − 1, we choose t(i)1,x(E) < b(x, i) < t(i+1)1,x (E), and we set
Lx,i(E) := Vb(x,i) ⊗ C[[β1 − x]],
which is independent of the choice of b(x, i). Thus, we obtain a parabolic structure at finite place(
V (E),m(E), (t1,x(E),Lx(E))x∈C
)
of V (E).
2.9.4 Construction of OMλ\Z(∗Hλ)-modules from difference modules
Let (V , V,m, (t1,x,Lx)x∈C) be a torsion-free difference module of finite type with a parabolic structure at
finite place. We set Z˜1 :=
∐
x∈C
{
(t
(i)
1,x, x)
∣∣ t(i)1,x ∈ t1,x} ⊂ Rt1 × Cβ1 . Let Z := ̟λ(Z˜1). Let us construct an
OMλ\Z(∗Hλ)-module E(V , V,m, (t1,x,Lx)x∈C).
We set U :=]− ǫ, T − ǫ/2[×P1β1 and Hλ∞,ǫ :=]− ǫ, T − ǫ/2[×{∞}. We set D := {x ∈ C |m(x) > 0}. We have
the locally free OU\Z˜1(∗Hλ∞,ǫ)-module E1 determined by the following condition:
• E1(∗p−12 (D)) is isomorphic to the pull back of FV (∗D) by the projection U −→ P1β1 .
• Take t(i)x < a < t(i+1)x for i = 0, . . . ,m(x), where we formally set t(0)x = −ǫ and t(m(x)+1)x = T − ǫ/2. Take
a small neighbourhood Ux of x in C. Let ι{a}×Ux denote the inclusion of {a} × Ux to U \ Z˜1. Then,
ι∗{a}×UxE1 ⊂ FV (∗D)|Ux is equal to the OUx -submodule determined by Lx,i.
We have the isomorphism κ1 :] − ǫ,−ǫ/2[×P1 −→]T − ǫ, T − ǫ/2[×P1 given by κ1(t1, β1) = (t1 + T, β1 +
2
√−1λT ). By the construction, we have the isomorphism of
κ∗1
(
E1|]T−ǫ,T−ǫ/2[×P1
)
≃ E1|]−ǫ,−ǫ/2[×P1.
Hence, we obtain a locally free OMλ\Z(∗Hλ∞)-module E(V ) of Dirac type.
By the construction, the following is clear.
Lemma 2.38 The constructions in §2.9.3 and §2.9.4 are mutually inverse up to canonical isomorphisms.
Remark 2.39 The relation between finitely generated difference modules and OMλ\Z(∗Hλ∞)-modules of Dirac
type is analogue to the relation between OC(∗D)-modules and filtered bundles over (C,D) for compact Riemann
surfaces C and a finite subset D ⊂ C.
2.10 Filtered prolongation of acceptable bundles on discs
2.10.1 Acceptable bundles
Set Y :=
{
z
∣∣ |z| < 1}. Let (E, ∂E) be a holomorphic vector bundle on Y \ {0} with a Hermitian met-
ric h. Let F (h) denote the curvature of the Chern connection. Suppose that h is acceptable, i.e., F (h) =
O
(|z|−2(− log |z|)−2) dz dz.
For any a ∈ R and open subset U ⊂ Y with 0 ∈ U , let PaE(U) denote the space of holomorphic sections s
of E on U \ {0} such that |s|h = O
(|z|−a−ǫ) for any ǫ > 0. Thus, we obtain an OU -module PaE. Similarly, let
PE(U) denote the space of holomorphic sections s of E on U \ {0} such that |s|h = O
(|z|−N) for some N > 0.
Thus, we obtain an OU (∗0)-module PE.
Proposition 2.40 ([10, 44]) PaE are locally free OU -modules, and PE is a locally free OU (∗0)-module.
In this way, we obtain a filtered bundle P∗E =
(PaE ∣∣ a ∈ R) over PE i.e., an increasing sequence PaE
(a ∈ R) of locally free OU -submodules of PE such that (i) Pa(E)(∗0) = PE, (ii) for any a ∈ R, we have ǫ > 0
such that PaE = Pa+ǫE, (iii) Pa+n(E) = PaE(n{0}) for any a ∈ R and n ∈ Z.
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2.10.2 Compatibility with the parabolic structure
Let PbE|0 be the fiber over 0. For any b− 1 < c ≤ b, we put
Fc
(PbE|0) := Im(PcE|0 −→ PbE|0).
Thus, we obtain a filtration F on PbE|0 indexed by b− 1 < c ≤ b. We set
GrFc (PbE|0) :=
FcPbE|0
F<cPbE|0 .
A frame of v = (v1, . . . , vrankE) of PbE is called compatible with the parabolic structure if the following
holds.
• For each b− 1 < c ≤ b, we have I(c) ⊂ {1, . . . , rankE} such that vi|0 (i ∈ I(c)) gives a frame of FcPbE|0.
Suppose that v is compatible with the parabolic structure. The number
degP(vi) := min
{
c ∈ R ∣∣ vi ∈ PcE}
is called the degree of vi. We consider the Hermitian metric h0 determined the following condition:
h0(vi, vj) :=
{ |z|−2 deg(vi) (i = j),
0 (i 6= j).
Recall the following lemma.
Lemma 2.41 ([36]) We have constants C ≥ 1 and N > 0 such that
C−1(− log |z|)−Nh0 ≤ h ≤ C(− log |z|)Nh0.
2.10.3 Some functoriality
Let (Ei, ∂Ei) (i = 1, 2) be holomorphic vector bundle on Y \ {0} with a Hermitian metric hi. Suppose that hi
are acceptable. The bundles E1 ⊕ E2, E1 ⊗E2 and Hom(E1, E2) are naturally equipped with the holomorphic
structure and the metric.
Lemma 2.42 We have natural isomorphisms P∗(E1⊕E2) ≃ P∗E1⊕P∗E2, P∗(E1⊗E2) ≃ P∗E1⊗P∗E2, and
P∗Hom(E1, E2) ≃ Hom(P∗E1,P∗E2).
3 Formal difference modules
We recall the classification of formal difference modules [6, 18, 42, 50] in a way adapted to the study of periodic
monopoles. Then, we shall introduce the concept of filtered bundles in the context of OMλ(∗Hλ∞)-modules and
difference modules.
3.1 Preliminary
3.1.1 Formal difference modules
Let C((y−1)) denote the field of Laurent power series of y−1. We fix an algebraic closure of C((y−1)). We also
fix a q-th root of y for each q ∈ Z≥1 such that yp/qp = yq for any p ∈ qZ≥1.
We take λ ∈ C. We have the automorphism of C((y−1)) induced by Φ∗(y) = y + 2√−1λ. It induces
automorphisms of C((y−1q )) by Φ
∗(yq) = yq(1 + 2
√−1λy−1)1/q. In this section, a difference C((y−1q ))-module
means a finite dimensional C((y−1q ))-module N with an automorphism Φ∗ : N −→ N such that Φ∗(fs) =
Φ∗(f) · Φ∗(s).
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3.1.2 Some formal spaces
For any q ∈ Z≥1, ∞̂y,q denote the formal completion of P1yq along yq = ∞. In other words, ∞y,q denotes the
ringed space which consists of the point ∞ with the ring C[[y−1q ]]. If p ∈ qZ≥1, we have the naturally defined
map ∞̂y,p 7−→ ∞̂y,q. The space ∞̂y,1 is also denoted by ∞̂y.
We set H∞,q := Rt × {∞}. Let OĤ∞,q denote the sheaf of algebras on H∞,q which is the constant sheaf
induced by C[[y−1q ]]. Let Ĥ∞,q denote the ringed space which consists of the topological space H∞,q with the
sheaf of algebras OĤ∞,q .
Let T ∈ R>0. We have the Z-action on Ĥcov∞,q induced by κn(t, y) = (t + nT, y + 2
√−1λnT ) (n ∈ Z). Let
Ĥ∞,q denote the quotient space of Ĥcov∞,q by the action. Similarly, let H∞,q denote the quotient space of H
cov
∞,q
by the action κn(t) = t+nT . The projections Ĥ
cov
∞,q −→ Ĥ∞,q and Hcov∞,q −→ H∞,q are denoted by ̟q. We also
denote Ĥcov∞,q and H
cov
∞,q by Ĥ
cov
∞,q,T and H
cov
∞,q,T , respectively, when we emphasize the dependence on T .
Remark 3.1 The space Ĥ∞ and Ĥcov∞ should be regarded as the formal completion of M
λ
and M
λ
along Hλ∞
and Hλ cov∞ . It would be more appropriate to use the notation Ĥ
λ
∞ and Ĥ
cov λ
∞ , respectively. The projection
should be denoted by ̟λq . Because we fix λ in this section, we prefer to use Ĥ∞, Ĥ
cov
∞ and ̟q to simplify the
description.
The ringed space R with the sheaf of C-valued constant functions is also denoted by R. We have the natural
TZ-action on R. We set S1T := R/TZ. The projection Ĥ
cov
∞,q −→ R induces a morphism πq : Ĥ∞,q −→ S1T . It also
induces an isomorphism H∞,q ≃ S1T . For t ∈ S1T , set Ĥt∞,q := π−1q (t) ≃ ∞y,q. For any OĤ∞,q (∗H∞,q)-module
E , let E|Ĥt∞,q denote the pull back of E by the natural morphism Ĥ
t
∞,q −→ Ĥ∞,q.
Let Ecov be a locally free OĤcovy,q (∗H
cov
y,q )-module. Let Ecov|{t}×∞̂y,q denote the pull back of Ecov by {t}×∞̂y,q −→
Ĥcov∞,q. For any t1, t2 ∈ R, we have the natural isomorphism Ecov|{t1}×∞̂y,q −→ Ecov|{t2}×∞̂y,q .
3.1.3 Difference modules and O-modules on the formal spaces
Let E be a locally free OĤ∞,q (∗H∞,q)-module of finite rank. We obtain Ecov := ̟−1q E on Ĥcov∞,q. We have the
isomorphism
ΠT,0 : Ecov|{0}×∞̂y,q −→ Ecov|{T}×∞̂y,q
given by the parallel transport. We also have the natural identification
Ecov|{T}×∞̂y,q = E|π−1q (0) = Ecov|{0}×∞̂y,q .
By setting N := E|π−1q (0), we obtain a difference C((y−1q ))-module of finite rank.
Lemma 3.2 The above construction gives an equivalence of locally free OĤ∞,q (∗H∞,q)-modules of finite rank
and difference C((y−1q ))-modules of finite rank.
Proof Let N be a difference C((y−1q ))-module which is equipped with the C-linear automorphism Φ∗ such that
Φ∗(g · s) = Φ∗(g) ·Φ∗(s) for g ∈ C((y−1q )) and s ∈ N . Let p2 : Ĥcov∞,q −→ ∞̂y,q denote the projection. We obtain
the OĤcov∞,q (∗H
cov
∞,q)-module p
−1
2 N . By the action κ∗n(p−12 (s)) = p−12
(
(Φ∗)n(s)
)
, p−12 N is naturally Z-equivariant.
We obtain an OĤ∞,q (∗H∞,q)-module as the descent. This gives a converse construction of the previous one.
3.2 Formal difference modules of level < 1
Let q ∈ Z≥1. Let N be a difference C((y−1q ))-module. We say that the level of N is strictly less than 1 if the
following holds.
• We have a C[[y−1q ]]-lattice L of N such that Φ∗(L) = L.
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• The induced automorphism of L|∞ = L/y−1q L is unipotent.
We say that the level of N is 0 if the following holds.
• We have a C[[y−1q ]]-lattice L of N such that (Φ∗ − id)(L) = y−qq L = y−1L.
The classification of difference C((y−1q ))-modules of level < 1 is well known as a part of the classification
of difference C((y−1q ))-modules. (See [6], [18], [42], [50].) We explain it by showing an equivalence with λ-
connections.
3.2.1 Formal λ-connections
We introduce a formal variable w, and we fix a q-th root wq of w. Let N be a C((w−1q ))-module with a λ-
connection ∇λ. We say that the Poincare´ rank of (N ,∇λ) is strictly less than q, if there exists a C[[w−1q ]]-lattice
L of N such that the following holds:
• ∇λwL ⊂ L, where ∇λw = q−1w−1wq∇λwq = q−1w−q+1q ∇λwq . Note that we have the endomorphism F∇λ
of L|∞w,q = L/w−1q L given as follows. For any v ∈ L|∞w,q , take v˜ ∈ L which induces v, then put
F∇λ(v) = ∇λw (v˜)|∞w,q .
• The induced endomorphism F∇λ is nilpotent.
3.2.2 Construction of formal difference modules from a formal connections
We consider the map of formal spaces Ψ : Ĥcov∞ −→ ∞̂w induced by Ψ(t, y) = w = y − 2
√−1λt. We have the
induced map Ĥ∞ −→ ∞̂w. Note we have the relation:
Ψ∗(∂y) = ∂w, Ψ∗(∂t) = −2
√−1λ∂w + 2
√−1 · λ∂w.
We have the map Ĥcov∞,q −→ ∞̂w,q given by (t, yq) 7−→ yq(1−2
√−1λt/y)1/q. We have the induced morphism
Ψq : Ĥ∞,q −→ ∞̂w,q. Let ∞̂w,q −→ ∞̂w be the ramified covering given by wq 7−→ w = wqq . Then, the following
diagram is commutative:
Ĥ∞,q −−−−→ Ĥ∞
Ψq
y Ψy
∞̂w,q −−−−→ ∞̂w.
Let (N ,∇λ) be a C((w−1q ))-module with a λ-connection whose Poincare´ rank is strictly less than q. We
take a C[[w−1q ]]-lattice L ⊂ N such that ∇λwL ⊂ L. We take a frame v of L such that ∇λwv = vA, where
A ∈Mr(C[[w−1q ]]) such that A|w−1q =0 is nilpotent.
We obtain a C∞-vector bundle Ψ−1q (L) on Ĥ∞,q. We have the induced frame v˜ = Ψ−1q (v). We define the
differential operators ∂y and ∂t on Ψ
−1
q (L) by
∂yv˜ = 0, ∂tv˜ = v˜ ·
(
−2√−1Ψ∗qA
)
.
We obtain a mini-holomorphic bundle Ψ∗(L,∇λ) on Ĥ∞,q. The corresponding OĤ∞,q -module is also denoted
by Ψ∗(L,∇λ). By localizing along H∞,q, we obtain an OĤ∞,q (∗H∞,q)-module, which is denoted by Ψ∗(N ,∇λ).
It is equivalent to a difference C((y−1q ))-module. The corresponding difference C((y
−1
q ))-module is also denoted
by Ψ∗(N ,∇λ).
The construction of Ψ∗(L,∇λ) is independent of the choice of a frame v of L. The construction of Ψ∗(N ,∇λ)
is independent of the choice of a lattice L.
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3.2.3 Equivalence
Proposition 3.3 The functor Ψ∗ gives an equivalence of the categories of the following objects.
• C((w−1q ))-modules with λ-connection of Poincare´ rank < q.
• difference C((y−1q ))-modules of level < 1.
Proof Let us prove that the functor is essentially surjective. We consider a difference C((y−1q ))-module given
by
⊕r
i=1C((y
−1
q ))ai with Φ
∗a = aG(y−1q ) such that G(0) is unipotent. We consider
⊕r
i=1OR×∞̂y,q · a˜i with the
Z-action given by
κ∗1a˜ = a˜ ·G(y−1q
(
1− 2√−1λty−1)−1/q).
Then, we obtain an OĤ∞,q -module.
We take a C∞-frame b˜ of the OĤ∞,q -module such that ∂yb˜ = 0 and ∂tb˜ = b˜A
(
t, y−1q (1− 2
√−1λty−1)−1/q).
We may assume that A(t, 0) = T−1 logG(0). In particular, it is nilpotent and independent of t.
We set wq = yq(1− 2
√−1ty−1)1/q. We have the expansion
A(t, w−1q ) =
∞∑
j=0
Aj(t)w
−j
q .
We have A0(t) = T
−1 logG(0).
Suppose that Aj(t) (j < j0) are independent of t. Let us consider the gauge transform given by
b˜
′
= b˜
(
I +G(t)w−j0q
)
for some matrix valued function G on H∞,q. Then, we have
∂tb˜
′
= b˜
′(
I +G(t)w−j0q
)−1 · (∂tG(t)w−j0q +G(t)∂tw−j0q +A(t, w−1q )(I +G(t)w−j0q )).
Let us consider the expansion of the matrix(
I +G(t)w−j0q
)−1 · (∂tG(t)w−j0q +G(t)∂tw−j0q +A(t, w−1q )(I +G(t)w−j0q )) (37)
with respect to w−1q . Note that
∂tw
−j0
q = 2
√−1λj0q−1w−j0−qq . = 2
√−1λ∂ww−j0q . (38)
Hence, the coefficients of w−jq (j < j0) in (37) are independent of t, and the coefficient of w
−j0 is equal to
∂tG(t) +
(−G(t)A0 +A0G(t))+Aj0 (t). (39)
If we take an appropriate G, we may assume that (39) is independent of t.
Therefore, after an appropriate gauge transform, we may assume that any Aj(t) are independent of t.
It means that the OĤ∞,q -module comes from an O∞̂w,q -module with a λ-connection, i.e., Ψ∗ is essentially
surjective.
The functor Ψ∗ is clearly faithful. It is enough to prove that it is full. Let (Ni,∇λ) (i = 1, 2) be C((wq))-
modules with λ-connection. Let F : Ψ∗(N1,∇λ) −→ Ψ∗(N2,∇λ) be a morphism of OĤ∞,q -modules. Let us
prove that F is induced by a morphism (N1,∇λ) −→ (Nw,∇λ).
We take lattices Li ⊂ Ni (i) ∇λwLi ⊂ Li, (ii) the induced endomorphisms of Li|∞w,q are nilpotent. Let
vi be a frame of Li. Let Ai(w−1q ) be determined by ∇λwvi = viAi(w−1q ). Note that Ai(0) are nilpotent. Let
v˜ := Ψ−1q (vi). We set A˜i := −2
√−1Ai, and then we have ∂tv˜i = v˜iA˜i(w−1q ).
We introduce a coordinate (s, wq) given by s = t and wq = yq(1 − 2
√−1λty−1). We have
∂t = ∂s + (∂twq)∂wq + ∂twq∂wq = ∂s − 2
√−1λq−1w−1wq∂wq + 2
√−1λq−1(w)−1wq∂wq .
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We have [∂t, ∂s] = 0.
We have the matrix-valued function B =
∑
j≥N0
∑
k≥0Bj,k(s)w
−j(w)−k such that F v˜1 = v˜2B. Because
∂yqF = 0, we obtain that Bj,k = 0 unless k = 0. We have B =
∑
j≥N0 Bj(s)w
−j .
We assume that ∂sB(s) 6= 0, and we shall deduce a contradiction. We have the expansion ∂sB =∑
j≥j0 Cj(s)w
−j
q , where Cj0 6= 0. Because ∂tF = 0, we have ∂tB + A˜2B − BA˜1 = 0. Because [∂t, ∂s] = 0,
we obtain that ∂t∂sB + A˜2∂sB − ∂sBA˜1 = 0. For the expansion A˜i =
∑∞
j=0 A˜i,jw
−j
q , we have ∂sCj0 (s) +
A˜2,0Cj0 − Cj0 A˜1,0 = 0. Because A˜2,0 and A˜1,0 are nilpotent, we obtain that Cj0 is constant on S1T . Because
Cj0 = ∂sBj0(s), we obtain that Cj0 = 0, which contradicts with the choice of j0. Hence, we obtain that ∂sB = 0.
Hence, F is induced by a morphism of C((w−1q ))-modules F0 : N1 −→ N2. Moreover, by using (38) and the
relation ∂t∂sB + A˜2∂sB − ∂sBA˜1 = 0, we obtain that F0 is compatible with λ-connections. Thus, we obtain
that Ψ∗ is full.
We also obtain the following from the proof.
Corollary 3.4 Let (V,∇λ) be a C((w−1q ))-module with a λ-connection whose Poincare´ rank is strictly less than
q. Then, we have a natural bijective correspondence between the following two objects.
• C[[w−1q ]]-lattices E of V such that ∇λwE ⊂ E and that the induced endomorphism of E|∞ is nilpotent.
• C[[y−1q ]]-lattices E′ of Ψ∗(V,∇λ) such that Φ∗(E′) ⊂ E′ and that the induced automorphism of E′|∞ is
unipotent.
Lemma 3.5 Let (V,∇λ) be a C((w−1q ))-module with a λ-connection whose Poincare´ rank is strictly smaller than
q. Let (P∗V,∇λ) be a good filtered λ-flat bundle. Then, we have that ∇wPaV ⊂ PaV for any a ∈ R, and that the
induced endomorphisms of PaV|∞ are nilpotent. In particular, we have the induced filtrations over Ψ∗q(V,∇λ).
Proof It is enough to consider the case (P∗V,∇λ) is unramifiedly good. We may assume that there exists
a ∈ wqC[wq] with degwq a < q such that ∇− da id is logarithmic with respect to any PaV . We have(
wq∇λwq − wq∂w1a
)PbV ⊂ PbV.
We have ∇λw = q−1w1−pq ∇wq . We also have w−q+1q ∂wqa ∈ C[w−1q ]. Then, the claim of the lemma holds.
3.2.4 Example 1
Let a ∈ wqC[wq] such that degwq a < q. Let us consider the C((w−1q ))-module C((w−1q )) · v with the λ-connection
∇λv = v · da. We have
∂tv˜ = v˜
(
−2√−1(∂wa(wq))|wq=yq(1−2√−1λty−1)1/q) = v˜∂t(λ−1a(yq(1− 2√−1λty−1)1/q)).
We set
u˜ = v˜ · exp
(
−λ−1a(yq(1− 2
√−1λty−1)1/q) + λ−1a(yq)
)
.
Then, we have ∂yu˜ = 0 and ∂tu˜ = 0. Because degwq a < q, we have
−λ−1a(yq(1− 2
√−1λty−1)1/q) + λ−1a(yq) = O(y−1q ).
The corresponding difference module is determined by the following:
Φ∗u˜ = u˜ · exp
(
λ−1a
(
yq(1− 2
√−1λTy−1)1/q)− λ−1a(yq)).
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3.2.5 Example 2
Let us consider the λ-connection given by
⊕r
i=1 C((w
−1
q ))vi with ∇λwv = v ·
(
w−1A
)
, where A is a constant
matrix. We have
∂tv˜ = v˜
(
−2√−1(y − 2√−1λt)−1A
)
.
We consider the frame u˜ given as follows:
u˜ := v˜ · exp
(
−λ−1A log(y−1(y − 2√−1λt))).
Then, we have ∂tu˜ = 0 and ∂yu˜ = 0. The corresponding difference module is described as
Φ∗u˜ = u˜ exp
(
λ−1A log
(
y−1(y + 2
√−1λT ))).
In particular, the level of the difference module is 0.
3.2.6 Complement to equivalence
By the computation in §3.2.4–§3.2.5, we obtain the following.
Proposition 3.6 The functor Ψ∗ induces an equivalence of the following objects.
• C((w−1q ))-modules with regular singular λ-connection.
• C((y−1q ))-difference modules of level 0.
3.3 Classification of difference modules
We recall the classification of formal difference modules [6, 18, 42, 50]. Let q ∈ Z≥1. For any ℓ ∈ Z and α ∈ C∗,
let Lq(ℓ, α) denote the difference C((y
−1
q ))-module given as Lq(ℓ, α) = C((y
−1
q )) e with
Φ∗(e) = ey−ℓq α.
Proposition 3.7 (see [6, 18, 42, 50]) Let N be any difference C((y−1q ))-module. Then, we have p ∈ qZ≥1, a
finite subset S ⊂ Z× C∗, a tuple of C((y−1p ))-difference modules N(ℓ,α) of level < 1, and an isomorphism
N ⊗
C((y−1q ))
C((y−1p )) ≃
⊕
(ℓ,α)∈S
Lp(ℓ, α)⊗Nℓ,α. (40)
3.3.1 Decompositions
Lemma 3.8 Let Ni (i = 1, 2) be difference C((y−1q ))-modules of level < 1. Let (ℓi, αi) (i = 1, 2) be elements of
Z×C∗. If there exists a non-zero morphism F : N1⊗Lq(ℓ1, α1) −→ N2⊗Lq(ℓ2, α2), we have (ℓ1, α1) = (ℓ2, α2).
Proof We can take frames vi of Ni ⊗ L(ℓi, αi) such that Φ∗vi = viαiy−ℓiq Ai, where Ai ∈ Mr(C[[y−1q ]]),
and Ai(0) are unipotent. We have G ∈ Mr
(
C((y−1q ))
)
determined by F (v1) = v2G. We have the expansion
G =
∑
k≤α0 Gky
k
q and the relation α1G(y
−1
q )A1y
−ℓ1
q = α2A2G(y
−1
q (1 + κy
−1)−1/q)y−ℓ2q . We can easily deduce
(ℓ1, α1) = (ℓ2, α2).
Let Sℓ/p,α
(N ⊗
C((y−1q ))
C((y−1p ))
)
denote the inverse image of Lp(ℓ, α)⊗Nℓ,α by the isomorphism (40). It is
well defined by Lemma 3.8. We have the decomposition
N ⊗
C((y−1q ))
C((y−1p )) =
⊕
(ω,α)∈ 1pZ×C∗
Sω,α
(N ⊗
C((y−1q ))
C((y−1p ))
)
.
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We set µp,q := {a ∈ C∗ | ap/q = 1}. We consider the µp,q-action on 1pZ× C∗ given as follows:
a · (ω, α) = (ω, apωα)
Let I(p, q) denote the quotient set. Note that if p1 ∈ pZ≥1, we have the inclusion I(p, q) −→ I(p1, q) induced
by 1pZ× C∗ −→ 1p1Z× C∗. Let I(q) := lim−→p I(p, q).
Let [ω, α] ∈ 1pZ× C∗ be an orbit. Note that⊕
α′
(ω,α′)∈[ω,α]
Sω,α′
(N ⊗
C((y−1q ))
C((y−1p ))
)
(41)
is invariant under the action of Galois group of the extension C((y−1p )) over C((y
−1
q )). It determines a C((y
−1
q ))-
submodule of N , which we denote by S[ω,α](N ). Note that S[ω,α]N ⊗C((y−1q )) C((y−1p )) is naturally isomorphic
to (41). If another orbit [ω1, α1] on
1
p1
Z × C∗ gives the same element as [ω, α] in I(q), we have S[ω,α](N ) =
S[ω1,α1](N ). Hence, we obtain the following decomposition
N =
⊕
o∈I(q)
SoN .
3.3.2 Morphisms
Let F :M1 −→M2 be a morphism of C((y−1q ))-difference modules.
Lemma 3.9 F preserves the decompositions Mi =
⊕
o∈I(q) SoMi.
Proof By taking an appropriate extension C((y−1p )) over C((y
−1
q )), we can reduce the claim to Lemma 3.8.
We have the decomposition F =
∑
o∈I(q) Fo. Let us look at F[ℓ/q,α] where ℓ ∈ Z. In this case, we have
[ℓ/q, α] = {(ℓ/q, α)}. We have isomorphisms
Sℓ/q,αMi ≃ Lq(ℓ, α)⊗Ψ∗(Vi,(ℓ,α),∇λ), (42)
where (Vi,(ℓ,α),∇λ) is a C((wq))-module with λ-connection of Poincare´ rank < q. Then, Fℓ/q,α is induced by a
morphism of λ-connections (V1,(ℓ,α),∇λ) −→ (V2,(ℓ,α),∇λ).
3.4 Filtered bundles in the formal case
3.4.1 Pull back and descent
For p ∈ qZ≥1, we have the naturally induced morphisms Rq,p : Ĥ∞,p −→ Ĥ∞,q. For any OĤ∞,q -module E , we
have the pull back
R∗q,pE := OĤ∞,p ⊗R−1q,p(OĤ∞,q ) R
−1
q,p(E).
If E is an OĤ∞,q (∗H∞,q)-module, then R∗q,pE is naturally an OĤ∞,p(∗H∞,p)-module.
Let E ′ be an OĤ∞,p -module. We have the OĤ∞,q -module Rq,p∗E ′ obtained as the push-forward. If E ′ is an
OĤ∞,p(∗H∞,p)-module, then Rq,p∗E ′ is also an OĤ∞,q (∗H∞,q)-module.
Let µp,q := {a ∈ C∗, ap/q = 1}. We have the natural µp,q-action on Ĥ∞,p given by τ∗(yp) = τ · yp. Let E
be a µp,q-equivariant OĤ∞,p -module. Then, Rq,p∗E ′ is equipped with a µp,q-action. The invariant part is called
the descent of E ′ with respect to the µp,q-action.
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3.4.2 Filtered bundles
Let E be a locally free OĤ∞,q -module. A filtered bundle over E is defined to be a family of filtered bundles
P∗E|Ĥt∞,q (t ∈ S
1
T ) over E|Ĥt∞,q . The family is also denoted as P∗E , for simplicity.
Let P∗E be a filtered bundle over a locally free OĤ∞,q (∗H∞,q)-module E . Let E ′ := R∗q,pE . Because E ′|Ĥt∞,p
is the pull back of E|Ĥt∞,q by the ramified covering ∞̂y,p −→ ∞̂y,q, we have the induced filtration
Pb(E ′|Ĥt∞,p) =
∑
c+pq−1n≤b
ynpPcE|Ĥt∞,q ,
as in the standard way.
Let P∗E ′ be a filtered bundle over a locally free OĤ∞,p(∗H∞,p)-module E ′. Let E := Rq,p∗E ′. Because E|Ĥt∞,q
is the push-forward of E ′|Ĥt∞,p with respect to ∞̂y,p −→ ∞̂y,q, we have the induced filtration
Pb(E|Ĥt∞,q ) = Pbp/q(E
′
|Ĥt∞,p
). (43)
If P∗E ′ is equivariant with respect to µp,q, then we obtain the induced filtration on the descent of E ′ by taking
the invariant part of (43). The following lemma is easy to see by the construction.
Lemma 3.10 Let P∗E be a filtered bundle over a locally free OĤ∞,q (∗H∞,q)-module E. Let P∗E ′ be the filtered
bundle obtained as the pull back of P∗E. Then, P∗E is the descent of P∗E ′.
3.4.3 Basic objects with filtrations
Let q ∈ Z>0, ℓ ∈ Z and α ∈ C∗. We consider the Z-action on L̂λ covq (ℓ, α) := OĤcov∞,q (∗H
cov
∞,q) eq,ℓ,α given by
κ∗1(eq,ℓ,α) = αy
−ℓ
q (1 + 2
√−1λTy−1)−ℓ/q exp
( ℓ
q
G(2
√−1Tλy−1)
)
eq,ℓ,α.
Here, G(x) = 1− x−1 log(1 + x). We have the induced OĤ∞,q (∗H∞,q)-module, which is denoted by L̂λq (ℓ, α).
Let a ∈ R. Let etq,ℓ,α denote the restriction of eq,ℓ,α to {t} × ∞̂y,q. We define the filtrations
P(a)∗
(
L̂λ covq (ℓ, α)|{t}×∞̂y,q
)
by setting
degP(etq,ℓ,α) = a−
ℓt
T
.
Because the filtrations are preserved by the Z-action, we obtain the filtrations P(a)∗ (L̂λq (ℓ, α)|Ĥt∞,q ) (t ∈ S
1
T ).
3.4.4 Formal difference modules which are unramified modulo level < 1
Let E be a locally free OĤ∞,q (∗H∞,q)-module of finite rank. We say that E is unramified modulo level < 1 if
the following holds.
• There exists a finite subset S ⊂ Z× C∗, a tuple of C((w−1q ))-modules with λ-connection (Vℓ,α,∇λ) whose
Poincare´ rank are strictly less than q, and an isomorphism
E ≃
⊕
(ℓ,α)∈S
L̂λq (ℓ, α)⊗Ψ∗q(Vℓ,α,∇λ). (44)
Definition 3.11 Let E be a locally free OĤ∞,q (∗H∞,q)-module which is unramified modulo level < 1. In partic-
ular, E has a decomposition as in (44). A good filtered bundle over E is a family of filtered bundles P∗(E|Ĥt∞,q )
(t ∈ S1T ) over E|Ĥt∞,q such that the following holds.
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• We have good filtered λ-flat bundles (P∗Vℓ,α,∇λ) over (Vℓ,α,∇λ), and an isomorphism
P∗(E|Ĥt∞,q ) ≃
⊕
(ℓ,α)∈S
P(0)∗
(
L̂λq (ℓ, α)|Ĥt∞,q
)⊗Ψ∗q(P∗Vℓ,α,∇λ)|Ĥt∞,q .
Set Ecov := ̟−1q E . If P∗E is a good filtered bundle over E as in the above definition, then we also have the
following filtration of Ecov by locally free OĤcov∞,q -modules:
Pb(Ecov) =
⊕
(ℓ,α)∈S
(OĤcov∞,q · eq,ℓ,α)⊗̟−1q (Ψ∗q(PbVℓ,α,∇λ)).
By taking the graduation, we obtain an OHcov∞,q -modules, or equivalently, locally constant sheaves on Hcov∞,q = R:
GrPb (Ecov) = Pb(Ecov)
/
P<b(Ecov).
By the construction, we have the following isomorphism:
GrPb (Ecov) ≃
⊕
(ℓ,α)∈S
eq,ℓ,α|H∞,q ⊗ (Ψq ◦̟q)−1
(
GrPb (Vℓ,α)
)
.
Note that we have the residue endomorphisms Res(∇λ) on GrPb (Vℓ,α), which induces the endomorphism FE of
GrPb (Ecov). The nilpotent part is denoted by N. We have the weight filtration W on GrPb (Ecov) with respect to
W .
3.4.5 General case
Let E be a locally free OĤ∞,q (∗H∞,q)-module. According to the classification result, there exists p ∈ qZ≥1 such
that R∗q,pE is unramified modulo level < 1.
Definition 3.12 A filtered bundle P∗E =
(P∗E|Ĥt∞,q ∣∣ t ∈ S1T ) over E is called good if the following holds.
• We take p ∈ qZ≥1 such that E ′ := R∗q,pE is unramified modulo level < 1. Then, the induced bundle P∗E ′
is good.
By definition, the following lemma is clear.
Lemma 3.13 Let P∗E be a good filtered bundle over a locally free OĤ∞,q (∗H∞,q)-module E. Then, it is com-
patible with the decomposition E =⊕o∈I(q) SoE. Namely, we have the decomposition
PbE|Ĥt∞,q =
⊕
o∈I(q)
(
PbE|Ĥt∞,q ∩ SoE|Ĥt∞,q
)
.
Let P∗E be a good filtered bundle over a locally free OĤ∞,q (∗H∞,q)-module E . Take p ∈ qZ≥1 such that
R∗q,pE is unramified. We have the filtration P∗R∗q,pEcov as in §3.4.4. We can easily observe that the filtered
bundle is equivariant with respect to µq,p. Then, we obtain the filtration P∗(Ecov) as the descent.
We have the µq,p-action on Gr
P
b (R∗q,pEcov). We have the decomposition of the µq,p-representation:
GrPb (R∗q,pEcov) =
(p/q)−1⊕
m=0
GmGrPb (R∗q,pEcov).
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Here, the action of µq,p on GmGrPb (R∗q,pEcov) is given by τ · s = τms. The endomorphisms FR∗q,pE and NR∗q,pE
are compatible with the decomposition, i.e.,
FR∗q,pE =
(p/q)−1⊕
m=0
GmFR∗q,pE , NR∗q,pE =
(p/q)−1⊕
m=0
GmNR∗q,pE .
For c = (b−m)(p/q)−1, we have an isomorphism
GrPc (Ecov) ≃ GmGrPb (R∗q,pEcov), (45)
which is canonical up to the multiplication of non-zero complex numbers. We define the endomorphisms FE and
NE by (p/q)−1FR∗q,pE and (p/q)
−1NR∗q,pE under the isomorphism (45). We obtain the filtrationW on Gr
P
c (Ecov)
as the monodromy weight filtration of NE .
3.4.6 Morphisms
Let F : P∗E1 ⊂ P∗E2 be a morphism of good filtered bundles on (Ĥ∞,q, H∞,q). We have the decomposition
F =
∑
o∈I(q) Fo, where Fo : P∗SoE1 −→ P∗SoE2.
Let us look at F[ℓ/q,α] where ℓ ∈ Z. We have Sℓ/q,α(Ei) ≃ L̂λq (ℓ, α)⊗Ψ∗(Vi,ℓ,α,∇λ) for some C((w−1q ))-module
with λ-connection (Vi,∇λ) whose Poicnare´ rank is strictly less than q, and Fℓ/q,α is induced by a morphism of
λ-connections f : (V1,ℓ,α,∇λ) −→ (V2,ℓ,α,∇λ). The following lemma is clear by construction.
Lemma 3.14 f gives a morphism of filtered bundles P∗V1,ℓ,α −→ P∗V2,ℓ,α.
3.4.7 Local lattices
Let P∗E =
(P∗E|Ĥt∞,q ∣∣ q ∈ S1T ) denote a good filtered bundle over a locally free OĤ∞,q (∗H∞,q)-module E . For
any t ∈ S1T , we set
Par(P∗E , t) :=
{
b ∈ R ∣∣ GrPb E|Ĥt∞,q 6= 0}.
We have the decomposition P∗E =
⊕
o∈I(q) P∗SoE . We clearly have Par(P∗E , t) =
⋃
o Par(P∗SoE , t). The
following lemma is clear by the construction.
Lemma 3.15 Let (ℓ/p, α) ∈ Q × C∗ be a representative of o ∈ I(q). For t0, t1 ∈ S1T , we have the following
relation:
Par(P∗SoE , t1) =
{
b − ℓq(pT )−1(t1 − t0)
∣∣ b ∈ Par(P∗SoE , t0)}.
Take t0 ∈ S1T . For a small ǫ > 0, Set Îq(t0, ǫ) := π−1q (]t0 − ǫ, t0 + ǫ[), and Iq(t0, ǫ) := Îq(t0, ǫ) ∩H∞,q. The
following lemma is clear by the condition of good filtered bundles.
Lemma 3.16 We have a locally free OÎq(t0,ǫ)-submodule P
(t0)
a (E|Îq(t0,ǫ)) ⊂ E|Îq(t0,ǫ) which is characterized by
the following condition.
P (t0)a (E|Îq(t0,ǫ))|Ĥt∞,q =
⊕
o
Pa−ℓq(t−t0)/(Tp)(E|Ĥt∞,q).
It satisfies the following.
• P (t0)a (E|Îq(t0,ǫ)) =
⊕
P (t0)a (SoE|Îq(t0,ǫ)).
• P (t0)a (E|Îq(t0,ǫ))(∗Iq(t0, ǫ)) = E|Îq(t0,ǫ).
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3.4.8 Specialization
We obtain the locally free OIq(t0,ǫ)-module P (t0)a
(E|Îq(t0,ǫ))|Iq(t0,ǫ) as follows:
P (t0)a
(E|Îq(t0,ǫ))|Iq(t0,ǫ) := P (t0)a (E|Îq(t0,ǫ))⊗OÎq(t0,ǫ) OIq(t0,ǫ).
We have the decomposition:
P (t0)a
(E|Îq(t0,ǫ))|Iq(t0,ǫ) =⊕P (t0)a (SoE|Îq(t0,ǫ))|Iq(t0,ǫ).
Let F
(t0)
b P
(t0)
a (E|Îq(t0,ǫ)) be the image of the natural morphism P
(t0)
b (E|Îq(t0,ǫ)) −→ P (t0)a (E|Îq(t0,ǫ)). Thus,
we obtain the filtration F
(t0)
b P
(t0)
a (E|Îq(t0,ǫ)) (a− 1 < b ≤ a) on P
(t0)
a (E|Îq(t0,ǫ)). We have the decomposition:
F
(t0)
b P
(t0)
a (E|Îq(t0,ǫ)) =
⊕
F
(t0)
b P
(t0)
a (SoE|Îq(t0,ǫ)).
We define the associated graded bundle G(t0)∗ P
(t0)
a (E|Îq(t0,ǫ)) =
⊕
a−1<b≤aG
(t0)
b P
(t0)
a (E|Îq(t0,ǫ)) as follows:
G
(t0)
b P
(t0)
a (E|Îq(t0,ǫ)) :=
F
(t0)
b P
(t0)
a (E|Îq(t0,ǫ))
F
(t0)
<b P
(t0)
a (E|Îq(t0,ǫ))
.
We have the decomposition:
G(t0)∗ P
(t0)
a (E|Îq(t0,ǫ)) =
⊕
G(t0)∗ P
(t0)
a (SoE|Îq(t0,ǫ)).
When b is fixed, G
(t0)
b P
(t0)
a (E|Îq(t0,ǫ)) depends only on b ≤ a < b+ 1, it is also denoted by G
(t0)
b (E|Îq(t0,ǫ)).
The following lemma is clear by the construction.
Lemma 3.17 Let t′0 ∈ R which is a lift of t0. Let Îq(t′0, ǫ) :=]t′0 − ǫ, t′0 + ǫ[×∞̂y,q. We have a canonical
isomorphism
G
(t0)
b (SoE|Îq(t0,ǫ)) ≃ GrBb+ℓqt′0/(pT )(SoE
cov)|Îq(t′0,ǫ).
As a result, we have the nilpotent endomorphism N and the monodromy weight filtration onG
(t0)
b (E|Îq(t0,ǫ)).
3.5 Filtrations on formal difference modules
Let N be a formal difference C((y−1q ))-module. Recall that for an appropriate p ∈ qZ≥1, we have the decompo-
sition of formal C((y−1p ))-modules
N ⊗
C((y−1q ))
C((y−1p )) =
⊕
(ℓ,α)
Lp(ℓ, α)⊗Nℓ,α,
where Nℓ,α are C((y−1p ))-difference modules of level < 1. Moreover, we have A(ℓ, α) ⊂
{∑p−1
i=1 biy
−i
p
∣∣ bi ∈ C}
and the decomposition
Nℓ,α =
⊕
b∈A(ℓ,α)
Nℓ,α,b
such that we have C[[y−1p ]]-lattices Lℓ,α,b ⊂ Nℓ,α,b such that (Φ∗ − (1 + b) id)Lℓ,α,b ⊂ y−pp Lℓ,α,b.
Let P∗N be a filtered bundle over N on (∞̂y,q,∞y,q). Let ϕq,p : ∞̂y,p −→ ∞̂y,q be the ramified covering
given by ϕq,p(yp) = y
p/q
p .
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Definition 3.18 P∗N is called good if we have the decomposition
ϕ∗q,pP∗N =
⊕
(ℓ,α)
P∗Lp(ℓ, α)⊗ P∗Nℓ,α,b
where P∗Lp(ℓ, α) is a filtered bundle over Lp(ℓ, α), and P∗Nℓ,α,b is a filtered bundle over Nℓ,α,b such that
(Φ∗ − (1 + b) id)PaNℓ,α,b ⊂ Pa−ℓNℓ,α,b.
Recall the equivalence of difference C((y−1q ))-modules and locally free OĤ∞,q (∗H∞,q)-modules in Lemma
3.2. For a given filtered bundle P∗V over (Ĥ∞,q, H∞,q), we obtain a difference C((y−1q ))-module by taking the
restriction to {0} × ∞̂y,q. We can easily check the following lemma.
Lemma 3.19 The above construction gives an equivalence of good filtered bundles over (Ĥ∞,q, H∞,q) and good
filtered C((y−1q ))-difference modules.
3.6 Pull back and descent in the R-direction (Appendix)
To emphasize the dependence of Ĥ∞,q on T , we denote it by Ĥ∞,q,T . We also denote πq by πq,T . For any
m ∈ Z≥1, we naturally have the following commutative diagram:
Ĥ∞,q,mT
TT,mT−−−−→ Ĥ∞,q,T
πq,mT
y πq,Ty
S1mT
ϕ−−−−→ S1T
We have T −1T,mTOĤ∞,q,T = OĤ∞,q,mT . We have the pull back T ∗T,mT = T −1T,mT of OĤ∞,q,T -modules and the
push-forward TT,mT∗ of OĤ∞,q,mT -modules.
We have the action of Z/mZ on Ĥ∞,q,mT by n(t, yq) = (t + nT, yq(1 + 2
√−1λTny−1)1/q). Let E ′ be an
OĤ∞,q,mT -module which is equivariant with respect to the Z/mZ-action. Then, we have the naturally induced
Z/mZ-action on TT,mT∗E ′. The invariant part is called the descent of E ′ with respect to the Z/mZ-action.
Let
(P∗E|Ĥt
∞,q,T
∣∣ t ∈ S1T ) be a filtered bundle over a locally free OĤ∞,q,T (H∞,q,T )-module. Let E ′ := T ∗T,mTE .
Because E ′|Ĥt1
∞,q,mT
= E|Ĥϕ(t1)
∞,q,T
, we obtain a filtered bundle over E ′ as follows:
P∗(E ′|Ĥt1
∞,q,mT
) := P∗E|Ĥϕ(t1)
∞,q,T
(t1 ∈ S1mT ).
Let
(P∗E ′|Ĥt1
∞,q,mT
∣∣ t1 ∈ S1mT ) be a filtered bundle over a locally free OĤ∞,q,mT (∗H∞,q,mT )-module E ′. We
obtain the filtered bundle over TT,mT∗E given as follows:
P∗TT,mT∗(E ′)|Ĥt
∞,q,T
=
⊕
t1∈ϕ−1(t)
P∗E ′|Ĥt1
∞,q,mT
. (46)
If the filtered bundle is Z/mZ-equivariant, then we obtain the filtered bundle over the descent of E ′ by taking
the invariant part of (46). The following lemma is clear by the construction.
Lemma 3.20 Let E be a locally free OĤ∞,q (∗H∞,q)-module. Let P∗E be a filtered bundle over E. Let P∗T ∗T,mTE
be the induced filtered bundle over T ∗T,mT E. Then, P∗E is the descent of P∗T ∗T,mTE.
Proposition 3.21 Let E be a locally free OĤ∞,q,T (∗H∞,q,T )-module, and let
(P∗E|Ĥt
∞,q,T
∣∣ t ∈ S1T ) be a filtered
bundle over E. Then, it is good if and only if the induced filtered bundle over E ′ := T ∗T,mT E is good.
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Proof Let us consider the case where the level of E is strictly less than 1. We have (V,∇λ) on ∞̂w,q. We
use the notation Ψq,T to emphasize the dependence on T . We have Ψq,mT = Ψq,T ◦ TT,mT . By construction,
we have Ψ∗q,mT (V,∇λ) = T ∗T,mT ◦Ψ∗q,T (V,∇λ). If P∗E is good, we have a good filtered λ-flat bundle (P∗V,∇λ)
which induces a good filtered bundle P∗E . Then, filtered bundle P∗E ′ is also induced by (P∗V,∇λ). Hence,
P∗E ′ is also good. The converse can be proved similarly.
We use the notation L̂λq,T (ℓ, α) to emphasize the dependence on T . We have the natural isomorphism
T ∗T,mT L̂λq,T (ℓ, α) ≃ L̂λq,mT (mℓ, αm). (See §3.6.1.) We naturally have P∗T ∗T,mT L̂λq,T (ℓ, α) = P∗L̂λq,mT (mℓ, αm) by
the construction of the filtrations. Then, the case E = L̂λq,T (ℓ, α)⊗Ψ∗q,T (V,∇λ) can be studied as in the case of
E = Ψ∗q,T (V,∇λ). As a result, we obtain the claim in the case where E is unramified modulo level < 1.
Let E be a locally free OĤ∞,q,T (∗H∞,q,T )-module. We have p ∈ qZ≥1 such that E1 := R∗p,qE is unramified
modulo level < 1. Let E ′ := T ∗T,mT E and E ′1 := T ∗T,mT E1. Then, it is easy to observe that E ′ is the descent of E ′1
with respect to the covering Ĥ∞,p,mT −→ Ĥ∞,q,mT .
Let P∗E be a good filtered bundle over E . The induced filtered bundle P∗E1 over E1 is good. Let P∗E ′1 be the
filtered bundle obtained as the pull back of P∗E1 by TT,mT . Then, by the previous consideration, P∗E ′1 is good.
We can easily observe that P∗E ′1 is µp,q-equivariant, and P∗E ′ is the descent of P∗E ′1. Hence, P∗E ′ is good.
Conversely, suppose that P∗E ′ is good. The pull back P∗E ′1 over E ′1 is good. We can easily observe that
P∗E ′1 is equivariant with respect to Z/mZ-action and µp,q-action. Let P∗E1 be the descent of P∗E ′1. It is good,
µp,q-equivariant, and the descent is P∗E . Hence, we obtain the claim of the proposition.
Corollary 3.22 Let E ′ be a locally free OĤ∞,q,mT (∗H∞,q,mT )-module. Let P∗E ′ be a Z/mZ-equivariant good
filtered bundle over E ′. Then, the descent of P∗E ′ is also good.
3.6.1 Basic examples
Let q ∈ Z≥1 and ℓ ∈ Z. We consider the difference C((y−1q ))-module L̂λq (ℓ) given by L̂λq (ℓ) = C((y−1q )) e with
Φ∗(e) = y−ℓq (1 + 2
√−1λy−1)−ℓ/q exp
( ℓ
p
G(2
√−1λy−1)
)
· e.
Here, G(x) = 1− x−1 log(1 + x). This example has the following convenient property.
Lemma 3.23 For any m ∈ Z≥1, we have
(Φm)∗(e) = e · y−mℓq (1 + 2
√−1λmy−1)−mℓ/q exp
(mℓ
q
G(2
√−1λmy−1)
)
.
Proof We give only a formal argument. We set ν := 2
√−1λ to simplify the description. We have
(Φm)∗e = e ·
m∏
j=1
(y + jν)−ℓ/q · exp
( ℓ
q
m−1∑
j=0
G
(
ν(y + jν)−1
))
.
We have
ℓ
q
m−1∑
j=0
(
1− y + ν
ν
log
(y + (j + 1)ν
y + jν
))
=
ℓm
q
− ℓ
q
m−1∑
j=0
y
ν
log
(y + (j + 1)ν
y + jν
)
− ℓ
q
m−1∑
j=0
j log
(y + (j + 1)ν
y + jν
)
=
ℓm
q
− ℓm
q
y
νm
log
(y +mν
y
)
− ℓ
q
(m−1∑
j=0
(j + 1) log(y + (j + 1)ν)−
m−1∑
j=0
log(y + (j + 1)ν)−
m−1∑
j=0
j log(y + jν)
)
=
ℓm
q
G(νmy−1)− ℓ
q
(
m log(y +mν)−
m∑
j=1
log(y + jν)
)
. (47)
Then, we obtain the claim of the lemma.
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4 Filtered bundles
4.1 Filtered bundles in the global case
We use the notation in §2.6. Let Z be a finite subset of Mλ. Let E be a locally free OMλ\Z(∗Hλ∞)-module of
Dirac type. Let π : Mλ \ Z −→ S1T denote the projection induced by (t1, β1) 7−→ t1. Let E|π−1(t1) denote the
pull back of E by π−1(t1) −→Mλ, which is naturally Oπ−1(t1)(∗∞)-module.
Definition 4.1 A filtered bundle over E is a family of filtered bundles P∗(E|π−1(t1)) (t1 ∈ S1T ) over E|π−1(t1).
Such a family is also denoted by P∗E . It is called a filtered bundle of Dirac type on (Mλ;Z,Hλ∞). Note that a
filtered bundle over E naturally induces a filtered bundle over E|Ĥλ∞ .
Definition 4.2 P∗E is called good if the induced filtered bundle over E|Ĥλ∞ is good.
4.1.1 Subbundles and quotient bundles
Let E1 ⊂ E be a locally free OMλ\Z(∗Hλ∞)-submodule of E . We say that E1 is saturated if E/E1 is torsion-free.
In that case, by setting
Pb(E1|π−1(t1)) := Pb(E|π−1(t1)) ∩ E1|π−1(t1),
we obtain the induced filtered bundle over E1, which we denoted by P∗E1. Let E2 be a quotient locally free
OMλ\Z(∗Hλ∞)-module of E . By setting
Pb
(E2|π−1(t1)) := Im(Pb(E|π−1(t1)) −→ E2|π−1(t1)),
we obtain a filtered bundle P∗E2 over E2.
Lemma 4.3 If P∗E is good, P∗Ei are also good.
4.1.2 Degree and slope
Let P∗E be a good filtered bundle on (Mλ;Z,Hλ∞). The degree of P∗E is defined as
deg(P∗E) := 1
T
∫ T
0
deg(P∗E|π−1(t1)) dt1.
We define µ(P∗E) := deg(P∗E)/ rank E .
Lemma 4.4 Let P∗E be a filtered bundle over E. Let 0 −→ E1 −→ E −→ E2 −→ 0 be an exact sequence of
locally free OMλ\Z(∗Hλ∞)-modules of Dirac type. Let P∗Ei be the induced filtered bundles over Ei. Then, we
have deg(P∗E1) + deg(P∗E2) = deg(P∗E). As a result, we have
µ(P∗E)− µ(P∗E1) = r2
r1
(
µ(P∗E2)− µ(P∗E)
)
.
4.1.3 Stability condition
Definition 4.5 Let P∗E be a filtered bundle over (Mλ;Z,Hλ∞). It is called stable (semistable) if the following
holds for any saturated OMλ(∗Hλ∞)-submodule E1 of Dirac type with 0 < rankE1 < rank E:
µ(P∗E1) < (≤)µ(P∗E)
It is called polystable if it is the direct sum of stable filtered bundles P∗Ei with µ(P∗Ei) = µ(P∗E).
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We have some standard lemmas.
Lemma 4.6 Let f : P∗E1 −→ P∗E2 be a morphism of filtered bundles. Suppose that P∗Ei be stable, and
µ(P∗E1) = µ(P∗E2). Then, f is an isomorphism or f = 0.
Lemma 4.7 Let P∗E be a stable good filtered bundle. Let f be an endomorphism of P∗E. Then, we have a
complex number α such that f = α · id.
As a result, we have the canonical decomposition of polystable good filtered bundle of Dirac type
P∗E =
⊕
i∈Λ
P∗Ei ⊗C Ui,
where P∗Ei are stable good filtered bundles of Dirac type on (Mλ;Z,Hλ∞) such that P∗Ei 6≃ P∗Ej (i 6= j), and
Ui denotes C-vector spaces.
4.2 Filtered bundles on ramified coverings
We slightly generalize the notion of filtered bundles.
4.2.1 Ramified coverings in the case λ = 0
We use the notation in §2.6. We set Y 0,cov := M0 \ (R × {0}) = Rt × (P1w \ {0}). We also set Y 0,cov,∗ :=
Y 0,cov \ H0∞ = Rt × C∗w. They are preserved by the Z-action κ. The quotient spaces are denoted by Y 0 and
Y 0∗.
For any positive integers q, we fix q-th roots wq of w such that w
m
qm = wq for any m ∈ Z≥1. We have the
ramified covering Rt × P1wq −→ M
0
= Rt × P1w. Let Y 0 covq , Y 0 cov ∗q and H0 cov∞,q denote the inverse images of
Y 0 cov, Y 0 cov ∗ and H0 cov∞ , respectively. We have the Z-action κq on Rt×P1wq given by κq,n(t, wq) = (t+nT,wq).
The quotient spaces are denoted by Y 0q , Y
0∗
q and H
0
∞,q, respectively. The projection Y
0 cov
q −→ Y 0q is denoted by
̟0q . Note that Y
0 cov
q and Y
0
q are naturally equipped with mini-complex structures induced by the mini-complex
structure of Rt × P1wq .
4.2.2 Ramified coverings for general λ
We have the following open subset of M
λ
:
Y λ,cov :=M
λ \ {(t1, β1) ∣∣ β1 − 2√−1λt1 = 0}.
We also put Y λ,cov ∗ := Y λ,cov \ Hλ,cov∞ . We have the Z-action on Y λ,cov given as the restriction of κn. The
quotient is denoted by Y λ, which is naturally an open subset ofMλ. We have the open subset Y λ,∗ corresponding
to Y λ,cov,∗. Note that Y λ,cov,∗ = Y 0,cov,∗ and Y λ,∗ = Y 0,∗ under the C∞-identifications Mλ = M0 and
Mλ =M0.
Let us construct such ramified coverings of Y λ cov ramified along Hλ∞. We have the diffeomorphism ιλ :
Ru × P1x ≃ Rt1 × P1β1 given by ιλ(u, x) := (u, x + 2
√−1λu). We have ι−1λ (t1, β1) = (t1, β1 − 2
√−1λt1). Let
Ru × P1xq −→ Rt1 × P1β1 be the C∞-map obtained as the composite of the ramified covering (u, xq) 7−→ (u, xqq)
and the diffeomorphism ιλ. Let Y
λ,cov
q , Y
λ,cov ∗
q and H
λ,cov
∞,q be the inverse image of Y
λ,cov, Y λ,cov ∗, and Hλ,cov∞ ,
respectively. We have the Z-action κq on Ru × P1xq given by κq,n(u, xq) = (u+ nT, xq). It induces the Z-action
on Y λ,covq , Y
λ,cov ∗
q , and H
λ,cov
∞,q . The quotient spaces are denoted by Y
λ
q , Y
λ∗
q , and H
λ
∞,q.
Because Y λ cov ∗q −→ Y λ cov ∗ and Y λ∗q −→ Y λ∗ are covering spaces, we have the induced mini-holomorphic
structures on Y λ cov ∗q −→ Y λ cov ∗ and Y λ∗q −→ Y λ∗. We also note that we have the natural C∞-isomorphism
Y λ cov ∗q ≃ Y 0 cov ∗q and Y λ∗q ≃ Y 0∗q .
Let P be any point of Hλ cov∞,q . On a neighbourhood of P , we have the well defined function
β−11,q := x
−1
q (1 + 2
√−1λux−1)−1/q
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which is a q-th root of β−11 . We obtain the mini-complex coordinate
(
t1, β
−1
1,q
)
around P , which is compatible
with the mini-complex structure of Y λ cov,∗q . By varying P ∈ Hλ cov∞,q , we obtain a mini-complex structure of
Y λ,covq for which Y
λ,cov
q −→ Y λ,cov is a ramified covering along Hλ,cov∞,q . We obtain the induced mini-complex
structure on Y λq .
Let Ĥλ,cov∞,q denote the formal completion of Y
λ,cov
q along H
λ,cov
∞,q . Similarly, Ĥ
λ
∞,q denote the formal comple-
tion of Y λq along H
λ
∞,q.
For any p1 ∈ qZ≥1, we have the naturally induced morphisms Rq,p1 : Y λ,covp1 −→ Y λ,covq . We have the pull
back of OY λ,covq (∗Hλ,covq )-modules and the push-forward of OY λ,covp1 (∗H
λ,cov
p1 )-modules. We also have the descent
of OY λ,covp1 (∗H
λ,cov
p1 )-modules which are equivariant with respect to the Galois group of Rq,p1 .
Similarly, we have the induced ramified covering Rq,p1 : Y λp1 −→ Y λq . We have the pull back of OY λq (∗Hλq )-
modules and the push-forward of OY λp1 (∗H
λ
p1)-modules. We also have the descent of OY λp1 (∗H
λ
p1)-modules
equipped with the action of the Galois group of Rq,p1 .
4.2.3 Filtered bundles
Let Bλp be a neighbourhood of Hλ∞,p in Y λp . Let πp : Bλp −→ S1T be induced by πp(u, νp) = u, or equivalently
πp(t, τp) = t.
Let E be a locally free OBλp (∗Hλ∞,p)-module of finite rank. The pull back of E by the inclusion π−1p (t) −→ Bλp
is denoted by E|π−1p (t).
Definition 4.8 A family of filtered bundles
P∗E =
(
P∗
(E|π−1p (t)) ∣∣∣ t ∈ S1T)
is called a filtered bundle over E.
Note that a filtered bundle P∗E over E induces a filtered bundle over E|Ĥλ∞,p .
Definition 4.9 A filtered bundle P∗E over E is called good if the induced filtered bundle over E|Ĥλ∞,p is good.
Let p1 ∈ pZ≥1. Let Bλp1 be the pull back of Bλp by Rp,p1 . We have the pull back of filtered bundles on
(Bλp , Hλ∞,p) by Rp,p1 , and the push-forward of filtered bundles on (Bλp1 , Hλ∞,p1) by Rp,p1 . We also have the
descent of filtered bundles on (Bλp1 , Hλ∞,p1) which are equivariant with respect to the Galois group of Rp,p1 .
Lemma 4.10 Let P∗E be a filtered bundle on (Bλp , Hλ∞,p), and let P∗R∗p,p1E be the filtered bundle on (Bλp1 , Hλ∞,p1)
obtained as the pull back. Then, P∗E is good if and only if P∗R∗p,p1E is good.
4.2.4 Local lattices and the specialization
We use the notation in §3.4.7. Let P∗E be a good filtered bundle on (Bλp , Hλ∞,p). Take t0 ∈ S1T . Let Zp(t0, ǫ)
denote the inverse image of ]t0 − ǫ, t0 + ǫ[ by πp : Bλp −→ S1T . We have the following standard lemma.
Lemma 4.11 For any a ∈ R, we have the locally free OZp(t0,ǫ)-submodule P (t0)a (E|Zp(t0,ǫ)) of E|Zp(t0,ǫ) deter-
mined by the following condition:
P (t0)a (E|Zp(t0,ǫ))|Îp(t0,ǫ) = P (t0)a (E|Î(t0)).
We define P (t0)a (E|Zp(t0,ǫ))|Ip(t0,ǫ) := P (t0)a (E|Zp(t0,ǫ))⊗OZp(t0,ǫ)OIp(t0,ǫ) (a ∈ R) which are locally free OIp(t0,ǫ)-
modules. We clearly have
P (t0)a (E|Zp(t0,ǫ))|Ip(t0,ǫ) ≃ P (t0)a (E|Îp(t0,ǫ))|Ip(t0,ǫ) =
⊕
P (t0)a (SoE|Îp(t0,ǫ))|Ip(t0,ǫ).
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We have the filtration F (t0) of P (t0)a (E|Zp(t0,ǫ))|Ip(t0,ǫ) indexed by a− 1 < b ≤ a:
F
(t0)
b P
(t0)
a (E|Zp(t0,ǫ))|Ip(t0,ǫ) ≃
⊕
F
(t0)
b P
(t0)
a (SoE|Îp(t0,ǫ))|Ip(t0,ǫ).
By taking the graduation with respect to the filtration, we obtain
G
(t0)
b P
(t0)
a (E|Zp(t0,ǫ))|Ip(t0,ǫ) ≃
⊕
G
(t0)
b P
(t0)
a (SoE|Îp(t0,ǫ))|Ip(t0,ǫ).
On the right hand side, we have the nilpotent map and the weight filtration W , as given in §3.4.8.
4.2.5 Convenient frame
Take t0 ∈ S1T . The point P ∈ Hλ∞,q is determined by πq(P ) = t0. We have a neighbourhood UP of P in Bλq and
a frame vP of P
(t0)
a E|UP satisfying the following conditions.
• We have the decomposition vP =
⋃
vP,o such that each vP,o|Iq(t0,ǫ) gives a frame of
P (t0)a
(SoE|Îq(t0,ǫ))|Iq(t0,ǫ).
• We have the decomposition vP,o =
⋃
a−1<b≤a vP,o,b such that
⋃
b≤c vP,o,b gives a frame of
F (t0)c P
(t0)
a
(SoE|Îq(t0,ǫ))|Iq(t0,ǫ).
In particular, vP,o,b induces a frame of G
(t0)
c P
(t0)
a
(SoE|Îq(t0,ǫ))|Iq(t0,ǫ).
• We have the decomposition vP,o,b =
⋃
k∈Z vP,o,b,k such that
⋃
k≤m vP,o,b,k gives a frame of
WmG
(t0)
c P
(t0)
a
(SoE|Îq(t0,ǫ))|Iq(t0,ǫ).
4.3 Hermitian metric and filtrations
4.3.1 Prolongation by growth conditions
Let (E, ∂E) be a mini-holomorphic bundle on Bλ∗q . Let h be a Hermitian metric of E. We explain a general
procedure to construct OBλq (∗Hλ∞,q)-module PE, although it is not necessarily locally free.
Let U be any open subset in Bλq . Let PhE(U) denote the space of mini-holomorphic sections s of E on
U \Hλ∞,q such that the following holds.
• For any point P of U ∩Hλ∞,q, we take a small neighbourhood UP of P in Bλq . Then, we have N(P ) > 0
such that ∣∣s|UP \Hλ∞,q ∣∣ = O(|wq|N(P )).
Thus, we obtain an OBλq (∗Hλ∞,q)-module PhE.
For each t ∈ S1T , we set π−1q (t)∗ := π−1q (t) \ {∞}. We obtain the holomorphic vector bundle (E, ∂E)|π−1q (t)∗
with the Hermitian metric h|π−1q (t)∗ . For any U ⊂ π−1q (t) with ∞ ∈ U , and for any b ∈ R, let Phb (E|π−1q (t)∗)(U)
denote the space of holomorphic sections s of E on U \ {∞} such that ∣∣s∣∣
h
= O
(|wq|b+ǫ) for any ǫ > 0. Thus,
we obtain families Ph∗ (E|π−1q (t)) =
(Phb (E|π−1q (t)) ∣∣ b ∈ R), and Ph∗ (E) := (Ph∗ (E|π−1q (t)) ∣∣ t ∈ S1T ).
Remark 4.12 Ph∗ (E|π−1q (t)∗) is not necessarily a filtered bundle. Set Ph
(
E|π−1q (t)∗
)
:=
⋃
a∈R Pha (E|π−1q (t)∗). Let
ιt : π
−1
q (t) −→ Bλq denote the inclusion. We have the naturally defined morphism PhE −→ Ph(E|π−1q (t)∗), but
it is not necessarily surjective.
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4.3.2 Norm estimate for good filtered bundles
Let P∗E be a good filtered bundle over a locally freeOBλq (∗Hλ∞,q)-module E . Let (E, ∂E) be the mini-holomorphic
bundle obtained as the restriction of E to Bλ∗q .
Let t0 ∈ S1T . We have P ∈ Hλ∞,q determined by πq(P ) = t0. We take a convenient frame vP =
⋃
vP,o,b,k on
a neighbourhood UP as in §4.2.5. For vi ∈ vP,o,b,k, we set ω(vi) := ω ∈ Q determined by o = (ω, α). We also
set b(vi) = b and k(vi) = k.
Let hP be a Hermitian metric of E|UP \Hλ∞,q determined by the following condition:
hP (vi, vj) :=
{ |wq |2b(vi)−2ω(vi)q(t−t0)/T (log |wq|)k(vi) (i = j)
0 (i 6= j).
If h′P is the Hermitian metric constructed from another convenient frame, then hP and h
′
P are mutually bounded.
Definition 4.13 Let h be a Hermitian metric of E. We say that (E, ∂E , h) satisfies the norm estimate with
respect to P∗E if the following holds.
• For any P ∈ Hλ∞,q we take a neighbourhood UP of P in Bλq and a metric hP of E|UP \Hλ∞,q as above. Then,
h|UP \Hλ∞,q and hP are mutually bounded.
If (E, ∂E , h) satisfies the norm estimate with respect to P∗E , then we have natural isomorphisms PhE ≃ E and
Ph(E|π−1q (t)∗) ≃ P∗(E|π−1q (t)) (t ∈ S1T ).
Lemma 4.14 Take p ∈ qZ≥1. Then, (E, ∂E , h) satisfies the norm estimate with respect to P∗E if and only if
R−1q,p(E, ∂E , h) satisfies the norm estimate with respect to P∗R∗q,pE.
Proof Set m := p/q. Take P ∈ Hλ∞,q. Set t0 := πq(P ). Let vP =
⋃
vP,o,b,k be a compatible frame of P
(t0)
a E
around P on a neighbourhood UP of P in Bλq . We construct a Hermitian metric hP of E|UP \Hλ∞,q from vP as
above.
Let P ′ = R−1q,p(P ) ∈ Hλ∞,p. For each a− 1 < b ≤ a, let n(b) ∈ Z be determined by ma− 1 < mb+n(b) ≤ ma.
We set
v′P ′,o,b′,k :=
⋃
mb+n(b)=b′
β
n(b)
1,p · R∗q,p(vP,o,b,k).
Then, v′P ′ =
⋃
v′P ′,o,b′,k is a compatible frame of P
(t0)
maR∗q,pE on U ′P := R−1q,p(UP ). We construct a Hermitian
metric hP ′ of R−1q,p(E)|U ′P \Hλ∞,p from v′P ′ as above. Then, we can easily observe that hP ′ and R−1q,phP are
mutually bounded. Then, the claim of the lemma is clear.
4.3.3 Norm estimates for λ-connections and the induced OBλ∗q -modules
Let us recall the norm estimate for λ-flat bundles. Let (P∗V,∇λ) be a good filtered λ-flat bundle on (Uw,q,∞).
Let FbPaV|∞ be the image of PbV|∞ −→ PaV|∞. Thus, we obtain the parabolic filtration of PaV|∞ indexed
by a − 1 < b ≤ a. Let GrF (PaV|∞) =
⊕
a−1<b≤aGr
F
b (PaV|∞) denote the associated graded vector space. We
have the residue endomorphism Res(∇λ) on each GrPb (V ). Let W be the monodromy weight filtration of the
nilpotent part of Res(∇λ).
We say that a frame v of PaV is called compatible if the following holds.
• We have the decomposition v = ⋃a−1<b≤a vb such that ⋃a−1<b≤c vb induces a frame of FcPaV|∞. In
particular, vb induces a frame of Gr
F
b PaV|∞.
• We have the decomposition vb =
⋃
k∈Z vb,k such that
⋃
k≤k1 vb,k induces a frame of Wk Gr
F
b PaV|∞.
For vi ∈ vb,k, we put b(vi) := b and k(vi) := k. Let h0 be a Hermitian metric of V|U∗∞,q determined by the
following condition:
h0(vi, vj) :=
{ |wq|b(vi)(log |wq |)k(vi) (i = j)
0 (i 6= j)
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Definition 4.15 Set V := PV|U∗w,q . Let hV be a Hermitian metric of V . We say that (V,∇λ, h) satisfies the
norm estimate with respect to P∗V if hV and h0 are mutually bounded.
Lemma 4.16 Let hV be a Hermitian metric of V such that (V,∇λ, hV ) satisfies the norm estimate with respect
to P∗V . Suppose that the Poincare´ rank of (PV,∇λ) is strictly smaller than q. Then, Ψ∗q(V,∇λ) with Ψ−1q (hV )
satisfies the norm estimate with respect to (Ψλq )
∗(P∗V,∇λ).
Proof Let us consider the case where we have a ∈ wqC[wq] such that ∇λ − da is logarithmic with respect
to P∗V . We take a compatible frame v of PaV . Let A be the matrix valued function determined by ∇λwv =
v · (∂wa + A(w−1q )w−qq ). Then, A(wq) is holomorphic with respect to w−1q . Set P∗V˜ := (Ψλq )∗(P∗V,∇λ) and
h˜ := Ψ−1q (hV ). Set v˜ := (Ψ
λ
q )
−1(v). We have ∂V˜ ,β1v˜ = 0 and
∂V˜ ,t1 v˜ = v˜(−2
√−1)Ψ−1q
(
∂wa+A(w
−1
q )w
−q
q
)
.
Take P ∈ Hλ∞,q. Set t01 := πq(P ). The restriction v˜|π−1q (t01) gives a frame of Ψ
∗(PaV,∇λ)|π−1q (t01). On a
neighbourhood of P , we have the frame uP such that uP |π−1q (t01) is equal to v˜|π−1q (t01). Note that uP |Hλ∞,q is
equal to the pull back of v|∞. Hence, uP is compatible frame.
Let F be the endomorphism determined by
F v˜ = v˜(−2√−1)Ψ−1q
(
∂wa+A(w
−1
q )w
−q
q
)
.
Then, |F |h˜ goes to 0 as |wq| → ∞. Let Πβ1,t1→t′1 denote the parallel transport between V˜(β1,t1) and V˜(β1,t′1) along
the paths (σt1 + (1− σ)t′1, β1). By the above estimate, we have positive constants C > 0, which is independent
of β1, such that
∣∣Πβ1,t1→t′1 ∣∣ < C and ∣∣Π−1β1,t1→t′1∣∣ < C, where the norms are taken with respect to the metrics
h˜|(β1,t1) and h˜(β1,t′1). Then, in this case, we obtain that (V, ∂V , hV ) satisfies the norm estimate with respect to
P∗V if and only if (V˜ , ∂V˜ , h˜) satisfies the norm estimate.
Let us study the general case. We may assume to have an isomorphism
(P∗V,∇λ)|∞̂ ≃
⊕
a∈wqC[wq ]
(P∗Va,∇λa)|∞̂,
where ∇λa − da are logarithmic with respect to P∗Va. We have the induced isomorphism:
(Ψλq )
∗(P∗V,∇λ)|Ĥλ∞,q ≃
⊕
a∈wqC[wq ]
(Ψλq )
∗(P∗Va,∇λa)|Ĥλ∞,q . (48)
Let C∞ denote the sheaf of C∞-functions on Bλq . We have an isomorphism
(Ψλq )
∗(P∗V,∇λ)⊗ C∞ ≃
⊕
a∈wqC[wq ]
(Ψλq )
∗(P∗Va,∇λa)⊗ C∞,
which induces (48). Then, we can reduce the claim for (P∗V,∇λ) from the claims for (P∗Va,∇λa).
4.3.4 Adaptedness
We introduce a condition called adaptedness, which is weaker than the norm estimate. Let P∗E and (E, ∂E) be
as in §4.3.2.
Definition 4.17 Let h be a Hermitian metric of E. We say that h is adapted to P∗E if the following holds.
• For any P ∈ Hλ∞,q, we take a neighbourhood UP and a Hermitian metric hP of E|UP \Hλ∞,q as in §4.3.2.
Then, for any ǫ > 0, we have constants Cǫ ≥ 1 such that C−1ǫ |wq|−ǫhP ≤ h ≤ Cǫ|wq|ǫhP .
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We obtain the following as in Lemma 4.14.
Lemma 4.18 Take p ∈ qZ≥1. Then, h is adapted to P∗E if and only if R−1q,p(h) is adapted to R∗q,p(P∗E).
Let (P∗V,∇λ) denote the good filtered λ-flat bundle on (Uw,q,∞) such that the Poincare´ rank is strictly
smaller than 1. Let hV be a Hermitian metric of V = PV|U∗w,q such that (V,∇λ, hV ) satisfies the norm estimate
with respect to P∗V . As a consequence of Lemma 4.16, we have the following.
Lemma 4.19 Ψ−1q (hV ) is adapted to P∗V .
5 Basic examples of monopoles around infinity
We mention some basic example of monopoles, which are models in the study of asymptotic behaviour.
5.1 Example of monopoles with pure slope ℓ/p
We take a positive integer p. The pull back of the function w by Y 0 cov ∗p −→ M0 is also denoted by w,
which is equal to wpp. Hence, for instance, dw also means pw
p−1
p dwp. We also use the complex vector fields
∂w = p
−1w1−pp ∂wp and ∂w = p
−1w1−pp ∂wp .
Let Lcov ∗p (ℓ) denote the product line bundle on Y
0 cov ∗
p with a global frame e. Let h be the Hermitian metric
determined by h(e, e) = 1. We take a positive number T and an integer ℓ, and let ∇ and φ be the connection
and the Higgs field given as follows:
∇e = e
( ℓ
pT
t
2
(dw
w
− dw
w
))
, φ =
√−1 ℓ
pT
log |w|.
Lemma 5.1 (Lcov ∗p (ℓ), h,∇, φ) satisfies the Bogomolny equation with respect to the metric dt dt + dw dw on
Y 0 cov ∗p .
Proof We have the following equalities:
∇ ◦∇ = ℓ
pT
dt
2
(dw
w
− dw
w
)
, ∇φ = √−1 ℓ
pT
1
2
(dw
w
+
dw
w
)
.
For the expression F = Ftwdt dw + Ftw dt dw + Fwwdw dw, we have
Ftw =
ℓ
pT
1
2
w−1, Ftw = − ℓ
pT
1
2
w−1, Fww = 0.
We also have the following:
∇tφ = 0, ∇wφ =
√−1 ℓ
pT
1
2
w−1, ∇wφ =
√−1 ℓ
pT
1
2
w−1.
Recall that we have the following relation for the Hodge star operator:
∗(dt dw) = −√−1 dw, ∗(dt dw) = √−1dw, ∗(dw dw) = −2√−1 dt.
We have Fww = ∇tφ = 0. We have
∗(Ftw dt dw) = −√−1Ftw dw = √−1 ℓ
2pT
w−1 dw = ∇wφdw.
We also have
∗(Ftw dt dw) = √−1Ftw dw = √−1 ℓ
2pT
w−1 dw = ∇wφdw.
Hence, the Bogomolny equation is satisfied.
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5.1.1 Equivariance with respect to Z-action
Let κp,1 : Y
0 cov ∗
p −→ Y 0 cov ∗p be given by κp,1(t, wp) = (t+ T,wp). We have
κ−1p,1(∇)κ−1p,1(e) = κ−1p,1(e)
(
ℓ
pT
t
2
(dw
w
− dw
w
)
+
ℓ
2p
(dw
w
− dw
w
))
, κ∗p,1φ =
√−1 ℓ
pT
log |w|.
We have
∇
(
e · (|wp|w−1p )ℓ) = e(|wp|w−1p )ℓ · ( ℓpT t2(dww − dww )+ ℓ2p(dww − dww )
)
.
Hence, by the correspondence κ−1p,1(e) 7−→ e · (|wp|w−1p )ℓ, the monopole (Lcov ∗p (ℓ), h,∇, φ) is equivariant with
respect to the action of Z. As the descent, we obtain a monopole (L∗p(ℓ), h,∇, φ) on Y 0∗p .
5.1.2 The underlying mini-holomorphic bundle at λ = 0
Let us describe the underlying mini-holomorphic bundle L0 cov ∗p (ℓ) on Y
0 cov ∗
p , and L
0∗
p (ℓ) on Y
0∗
p .
Proposition 5.2 We have a mini-holomorphic frame u0p,ℓ of L
0 cov ∗
p (ℓ) on Y
0 cov ∗
p such that the following holds:
• |u0p,ℓ|h = |w|−ℓt/(pT ) = |wp|−ℓt/T .
• κ∗p,1(u0p,ℓ) = w−ℓp u0p,ℓ under the identification κ∗p,1(e) = e(|wp|w−1p )ℓ.
Proof We have the following equalities:(∇t −√−1φ)e = e ℓ
pT
log |w|, ∇we = e ℓ
pT
t
2
1
w
.
We define the section u0p,ℓ as follows:
u0p,ℓ := e · exp
(
− ℓ
pT
t log |w|
)
.
Then, it is easy to check that u0p,ℓ has the desired properties.
Let L0∗p (ℓ) denote the underlying mini-holomorphic bundle on Y
0
p . Let L
0
p(ℓ) and P∗L0p(ℓ) denote the
OY 0p (∗H0∞,p)-module and the family obtained from L0∗p (ℓ) with h by the procedure in §4.3.1.
Corollary 5.3 L0p(ℓ) is a locally free OY 0p (∗H0∞,p)-module, and P∗L0p(ℓ)|Ĥ0∞,p is a filtered bundle over L
0
p(ℓ).
Moreover, P∗L0p(ℓ)|Ĥ0∞,p is isomorphic to P
(0)
∗ L̂0p(ℓ, 1) in §3.4.3.
5.1.3 The underlying mini-holomorphic bundle at λ
Let Lλ cov ∗p (ℓ) denote the mini-holomorphic bundle on Y
λ cov ∗
p underlying (L
cov ∗
p (ℓ), h,∇, φ). We shall prove
the following propositions in §5.1.4–5.1.7.
Proposition 5.4 We have a neighbourhood Bλp of Hλ cov∞,p in Y λ covp and a mini-holomorphic frame uλp,ℓ of
Lλ cov ∗p (ℓ) on a neighbourhood Bλp \Hλ cov∞,p such that the following holds:
(A1) For any P ∈ Hλ covp , we have C(P ) > 1 and a neighbourhood UP of P in Bλp such that the following holds
on UP \Hλ covp :
C(P )−1|w|−ℓt1/(pT ) ≤ |uλp,ℓ|h ≤ C(P )|w|−ℓt1/(pT ).
(A2) On
(Bλp ∩ κ−1p,1(Bλp )) \Hλ covp , we have the following equality:
κ∗p,1(u
λ
p,ℓ) = u
λ
p,ℓ · (1 + |λ|2)ℓ/p(β1 + 2
√−1λT )−ℓ/p × exp
( ℓ
p
G(2
√−1λT/β1)
)
,
where G(x) = 1− x−1 log(1 + x) = x/2 +O(x2).
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Let Lλ∗p (ℓ) denote the underlying mini-holomorphic bundle on Y
λ
p . Let L
λ
p (ℓ) and P∗Lλp (ℓ) denote the
OY λp (∗Hλ∞,p)-module and the family obtained from Lλ∗p (ℓ) with h by the procedure in §4.3.1.
Corollary 5.5 Lλp (ℓ) is a locally free OY λp (∗Hλ∞,p)-module, and P∗Lλp (ℓ)|Ĥλ∞,p is a filtered bundle over L
λ
p (ℓ).
Moreover, P∗Lλp (ℓ)|Ĥλ∞,p is isomorphic to P
(0)
∗ L̂λp (ℓ, 1) in §3.4.3.
5.1.4 Complex structures
We set Y˜ 0 cov ∗ := Rs × Y 0 cov ∗ as a C∞-manifold. By the complex coordinate (z, w) = (s+
√−1t, w), Y˜ 0 cov ∗
is a complex manifold. Let Y˜ λ cov ∗ denote the complex manifold given by the complex coordinate (ξ, η) =
(z + λw,w − λz).
Let Y˜ 0 cov ∗p := Rs×Y 0 cov ∗p . It is naturally a covering space of Y˜ 0 cov ∗, and hence equipped with the complex
structure. The complex coordinate (z, w) of Y˜ 0 cov ∗ induces local coordinates of Y˜ 0 cov ∗p . The complex vector
fields ∂z, ∂z, ∂w and ∂w have the natural lifts, which are denoted by the same notation.
Let Y˜ λ cov ∗p be the complex manifold given by the local coordinates (ξ, η). The complex vector fields ∂ξ, ∂ξ,
∂η, ∂η on Y˜
λ cov ∗ have the natural lifts which are denoted by the same notation.
By using the local coordinate (α1, β1) given as in §2.6, we have the natural identification Y˜ λ cov ∗p = RReα1 ×
Y λ cov ∗p .
5.1.5 The induced instanton and the underlying holomorphic bundle
Let (Lcov ∗p (ℓ), h,∇, φ) be the monopole on Y 0 cov ∗p in §5.1. We have the induced instanton (E˜, h˜, ∇˜) on Y˜ 0 cov ∗p
as explained in §2.4.1. The connection is described as follows with respect to the actions of the complex vector
fields:
∇˜we = e ·
( ℓ
pT
t
2
w−1
)
, ∇˜we = e ·
(
− ℓ
pT
t
2
w−1
)
, ∇˜ze = e ·
(√−1
2
ℓ
pT
log |w|
)
, ∇˜ze = e ·
(√−1
2
ℓ
pT
log |w|
)
.
Let us look at the holomorphic bundle on Y˜ λ cov ∗p underlying (E˜, h˜, ∇˜). The actions of ∇˜ξ and ∇˜η are given
as follows:
∇˜ξe = e ·
1
1 + |λ|2
ℓ
pT
(√−1
2
log |w| − λt
2
w−1
)
,
∇˜ηe = e · 1
1 + |λ|2
ℓ
pT
( t
2
w−1 − 1
2
λ
√−1 log |w|
)
.
In particular, we have
∇˜ηe = e · 1
1 + |λ|2
ℓ
pT
( 1
4
√−1
ξ − ξ + λη + |λ|2ξ
η + λξ
−
√−1
2
λ log |η + λξ| − λ
4
√−1 +
√−1
2
λ log(1 + |λ|2)
)
.
5.1.6 C∞-frame
We put as follows:
v˜λ := e exp
(
− 1
2
√−1
ℓ
pT
(ξ − ξ) log∣∣η + λξ∣∣
+
1
1 + |λ|2
ℓ
pT
(
− λ
2
√−1(η + λξ) log |η + λξ| −
λ
2
√−1(η + λξ) log |η + λξ|
−λ
√−1
2
(
1 + log(1 + |λ|2))(η + λξ)− λ√−1
2
(
1 + log(1 + |λ|2))(η + λξ))). (49)
Then, the following holds.
• ∇˜η v˜λ = 0.
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• v˜λ is invariant with respect to the R-action given by s · (z, w) = (z + s, w) in terms of the coordinate
(z, w), or equivalently s · (ξ, η) = (ξ + s, η − λs) in terms of the coordinate (ξ, η).
• |v˜λ|h = exp
(− 1
2
√−1 (ξ − ξ) ℓpT log |η + λξ|
)
.
Under the identification κ∗p,1(e) = |wp|ℓw−ℓp e, we have
κ∗p,1(v˜
λ) = v˜λw−ℓp (1 + |λ|2)−ℓ/p.
We also have the following equality:
∇˜ξ v˜λ = v˜λ
ℓ
pT
( −1
2
√−1
λ
η + λξ − λ(ξ − ξ) (ξ − ξ)−
√−1
2
log(1 + |λ|2)
)
In terms of the local coordinate (α1, β1) given in §2.6.6, we have the following:
∇˜β1 v˜
λ = 0,
∇˜α1 v˜λ = v˜λ
ℓ
pT
( −1
2
√−1
λ(α1 − α1)
β1 − λ(α1 − α1) −
√−1
2
log(1 + |λ|2)
)
.
We set t1 = Imα1 as in §2.6.6. Because v˜λ is Rs-invariant, we have
∇˜λt1 v˜λ =
2√−1∇˜α1 v˜
λ = v˜λ
ℓ
pT
( β1
β1 − 2
√−1λt1
− 1− log(1 + |λ|2)
)
.
5.1.7 Proof of Proposition 5.4
We take a large R > 0. We consider the open subset Bλp (R) ⊂ Y λ cov ∗p determined by the condition:
Bλp (R) :=
{∣∣β1 − 2√−1λt1∣∣ < R, ∣∣2λ(t1 + T )∣∣∣∣β1 − 2√−1λt1∣∣ < 12 ,
∣∣2λt1∣∣∣∣β1 − 2√−1λt1∣∣ < 12
}
.
Note that we have the well defined function wp = (β1−2
√−1t1)1/p on Y λ cov ∗p . Hence, we have the well defined
function
(β1 − 2
√−1λT )1/p = (β1 − 2
√−1t1)1/p
(
1 +
2
√−1λ(t1 + T )
β1 − 2
√−1λt1
)1/p
on Bλp (R). We also have the well defined branch of the function
− log
(
1 +
2
√−1λt1
β1 − 2
√−1λt1
)
,
which we also denote by
log
(
1− 2
√−1t1
β1
)
.
Because v˜λ is Rs-invariant, we obtain a C
∞-frame vλ of Lλ cov ∗p (ℓ). On Bλp (R), we consider the following
section:
uλp,ℓ := v
λ · exp
[ ℓ
pT
(
t1 log(1 + |λ|2) + β1
2
√−1λ log
(
1− 2
√−1λ
β1
t1
)
+ t1
)]
.
Then, we have ∇˜λ
β1
uλp,ℓ = 0 and ∇˜λt1uλp,ℓ = 0. As for the norm, we have
∣∣uλp,ℓ∣∣h = exp[−t1 ℓpT log |w|+ ℓpT Re( β12√−1λ log(1 − 2√−1λt1/β1) + t1
)]
.
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Note that
β1
2
√−1λ log
(
1− 2
√−1λ
β1
t1
)
+ t1 =
β1
2
√−1λ ×O
((
t1
2
√−1λ
β1
)2)
.
Hence, we obtain (A1).
Let us check (A2). We have the following:
Φ∗(uλp,ℓ) = u
λ
p,ℓw
−ℓ
p (1 + |λ2|)−ℓ/p×
exp
( ℓ
pT
(
(t1 + T ) log(1 + |λ|2) + β1 + 2
√−1λT
2
√−1λ log
(β1 − 2√−1λt1
β1 + 2
√−1λT
)
+ t1 + T
))
×
exp
(
− ℓ
pT
(
t1 log(1 + |λ|2) + β1
2
√−1λ log
(β1 − 2√−1λt1
β1
)
+ t1
))
. (50)
We have
ℓ
pT
(t1 + T ) log(1 + |λ|2)− ℓ
pT
t1 log(1 + |λ|2) = ℓ
p
log(1 + |λ|2).
We also have
ℓ
pT
( β1
2
√−1λ log
(β1 − 2√−1λt1
β1 + 2
√−1λT
)
+ T log
(β1 − 2√−1λt1
β + 2
√−1λT
)
+ t1 + T − β1
2
√−1λ log
(β1 − 2√−1λt1
β1
)
− t1
)
=
ℓ
pT
( β1
2
√−1λ log
( β1
β1 + 2
√−1λT
)
+ T + T log
(β1 − 2√−1λt1
β1 + 2
√−1λT
))
=
ℓ
pT
(
− β1
2
√−1λ log
(
1 +
2
√−1λ
β1
T
)
+ T
)
+
ℓ
p
· log
(β1 − 2√−1λt1
β1 + 2
√−1λT
)
. (51)
Hence, we have
Φ∗(uλp,ℓ) = u
λ
p,ℓ(1 + |λ|2)ℓ/p(β1 + 2
√−1λT )−ℓ/p × exp
( ℓ
pT
( −β1
2
√−1λ log
(
1 +
2
√−1λ
β1
T
)
+ T
))
.
Then, the claim of the lemma follows.
5.2 Examples of monopoles induced by wild harmonic bundles
We take a(wp) ∈ C[wp] such that degwp a ≤ p and a(0) = 0. We have the harmonic bundle given as L(a) =OC∗wp e0 with the Higgs field θ0 = da and the metric h0(e0, e0) = 1. We have the monopole (L(a), h,∇, φ) on
Y 0∗p induced by (L(a), θ0, h0) as explained in §2.5.1. We describe it explicitly.
Let Ψp : Y
0∗
p −→ C∗wp be the projection. Let L(a) := Ψ−1p L(a) as C∞-bundle. We set e := Ψ−1p (e0). The
unitary connection and the Higgs field are given as follows:
∇e = e
(
−√−1(∂wa+ ∂wa) dt), φe = e(∂wa− ∂wa).
Here, ∂wa = p
−1w1−pp ∂wpa. Note that ∂wa is of the form
∑p−1
j=0 ajw
−j
p .
5.2.1 The underlying mini-holomorphic bundle at λ = 0
Let us describe the underlying mini-holomorphic bundle L0(a) at λ = 0.
Proposition 5.6 We have a mini-holomorphic frame u0a of (̟
0
p)
∗
L
0∗(a) on Y 0 cov ∗p satisfying the following:
(A1) For any P ∈ H0∞,p, we have a neighbourhood UP of P in Y 0 covp and a constant C(P ) ≥ 1 such that
C(P )−1 ≤ |u0a|h ≤ C(P ).
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(A2) κ∗p,1u
0
a = u
0
a exp
(
2
√−1T∂wa
)
.
Proof We have ∂te = e
(−2√−1∂wa) and ∂we = 0. Hence, we have the following mini-holomorphic frame of
(̟0p)
∗
L
0(a) on Y 0 cov ∗p :
u0a := (̟
0
p)
−1e · exp(2√−1t∂wa).
It is easy to check that it has the desired properties.
5.2.2 The associated λ-connection and the induced mini-holomorphic bundle at λ
The λ-flat bundle associated to (L(a), θ0, h0) is described as follows:
(∂ + λθ†0)e0 = e0 λda, (λ∂ + θ)e0 = e0da.
We set vλ0 = e0 exp(−λa+ λa). By the construction, it is holomorphic with respect to ∂ + λθ†. We also have
Dλvλ0 = (λ∂ + θ)v
λ
0 = v
λ
0 (1 + |λ|2)da.
Hence, we have Dλwv
λ
0 = v
λ
0 (1 + |λ|2)∂wa.
Let us describe the mini-holomorphic bundle Lλ(a) on Y λ∗p underlying (L(a), h,∇, φ).
Proposition 5.7 We have a neighbourhood Bλp of Hλ,cov∞,p in Y λ covp and a mini-holomorphic frame uλa of
(̟λp )
−1
L
λ(a) on Bλp \Hλ,cov∞,p such that the following holds:
(A1) For any P ∈ Hλ cov∞,p , we have a constant C(P ) ≥ 1 and a neighbourhood UP of P in Bλp such that the
following holds on UP \Hλ cov∞,p :
C1(P )
−1 ≤ ∣∣uλa∣∣h ≤ C(P ).
(A2) On
(
κ−1p,1(Bλp ) ∩ Bλp
) \Hλ cov∞,p , we have
κ∗p,1u
λ
a = u
λ
a · exp
[
(λ−1 + λ)
(
a|w=(1+|λ|2)−1(β1+2
√−1λT ) − a|w=(1+|λ|2)−1β1
)]
Proof Set vλ := (Ψp)
−1(vλ0 ). According to Lemma 2.22, we have the following:
∂β1v
λ = 0, ∂t1v
λ = vλ
(−2√−1Ψ∗p(∂wa)).
We remark the following:
∂t1
(
a|w=(1+|λ|2)−1(β1−2
√−1λt1)
)
=
(
∂wa
)
|w=(1+|λ|2)−1(β1−2
√−1λt1) × ∂t1(β1 − 2
√−1λt1)
=
−2√−1λ
1 + |λ|2
(
∂wa
)
|w=(1+|λ|2)−1(β1−2
√−1λt1). (52)
Hence, we have a neighbourhood Bλp of Hλ cov∞,p and the following mini-holomorphic frame uλa on Bλp \Hλ cov∞,p :
uλa := v
λ · exp
(
−(λ−1 + λ)(a|w=(1+|λ|2)−1(β1−2√−1λt1) − a|w=(1+|λ|2)−1β1)).
We can easily check that uλa has the desired properties.
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5.2.3 Special case
Let us consider the case a = γwpp = γw. In this case, the associated unitary connection and the Higgs fields are
given as follows:
∇e = e
(
−√−1(γ + γ) dt
)
, φe = e · (γ − γ).
We have the mini-holomorphic bundle Lλ∗(γw) on Y λ∗ underlying (L∗(γw), h,∇, φ). Proposition 5.6 and
Proposition 5.7 are restated as follows. (See also §8.2.)
Proposition 5.8 We have a mini-holomorphic frame uλγw of (̟
λ
p )
∗
L
λ∗(γw) on Y λ cov ∗p satisfying the following:
(A1) We have |uλγw|h = exp
(−2 Im(γ)t1). In particular, for any P ∈ Hλ∞,p, we have a neighbourhood UP of P
in Y λ covp and a constant C(P ) ≥ 1 such that C(P )−1 ≤ |uλγw|h ≤ C(P ).
(A2) κ∗p,1u
λ
γw = u
λ
γw exp
(
2
√−1Tγ).
Let Lλ(γw) and P∗Lλ(γw) denote the OY λp (∗Hλ∞,p)-module and the family obtained from Lλ∗(γw) with h
as in §4.3.1.
Corollary 5.9 Lλ(γw) is a locally free OY λp (∗Hλ∞,p)-module, and P∗Lλ(γw) is a filtered bundle over Lλ(γw).
Moreover, P∗Lλ(γw)|Ĥλ∞,p is isomorphic to P
(0)
∗ L̂λp (0, α) in §3.4.3, where α := exp(2
√−1Tγ).
5.3 Examples of monopoles induced by tame harmonic bundles (1)
Take (a, α) ∈ R × C. We have the harmonic bundle given as L(a, α) = OC∗wp e0 with the Higgs field θ0e0 =
e0(−αdw/w) and the metric h determined by h0(e0, e0) = |w|2a. We have ∂we0 = e0 · adw/w and θ†e0 =
e0(−αdw/w).
We have the monopole on Y 0∗p induced by (L(a, α), θ0, h0) as in §2.5.1. We describe it explicitly.
Set L(a, α) := Ψ−1p L(a, α), which is equipped with the induced metric h = Ψ−1p (h0). We set e := Ψ−1p (e0).
The unitary connection and the Higgs field φ are given as follows:
∇e = e(aw−1dw +√−1(αw−1 + αw−1) dt), φe = e(−αw−1 + αw−1).
5.3.1 The mini-holomorphic bundle at λ = 0
Let us describe the underlying mini-holomorphic bundle L0(a, α).
Proposition 5.10 We have a mini-holomorphic frame u0a,α of (̟
0
p)
−1
L
0(a, α) on Y 0 cov ∗p such that the follow-
ing holds.
(A1) For any P ∈ H0∞,p, we have a neighbourhood UP of P in Y 0 cov ∗p and a constant C(P ) ≥ 1 such that the
following holds:
C(P )−1|w|a ≤ ∣∣u0a,α∣∣h ≤ C(P )|w|a.
(A2) κ∗p,1u
0
a,α = u
0
a,α exp
(−2√−1Tw−1).
Proof We have ∇we = 0, ∇we = eaw−1, and ∇te = e
(√−1(αw−1 + αw−1)). We have
(∇t −
√−1φ)e = e(2√−1αw−1).
Hence, we have the following mini-holomorphic frame of (̟0p)
−1
L
0(a, α):
u0a,α := e exp
(
2
√−1αtw−1).
It is easy to check that it has the desired properties.
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5.3.2 The mini-holomorphic bundle at λ
The λ-flat bundle associated to (L(a, α), θ0, h0) is described as follows:
(∂ + λθ†)e0 = e0
(−αλ)dw/w, (λ∂ + θ)e0 = e0(λa− α)dw/w
We set vλ0 := e0 exp
(
αλ log |w|2), which is holomorphic with respect to ∂ + λθ†. We have
Dλvλ0 = v
λ0
(−α+ λa+ λ2α)dw/w, ∣∣vλ0 ∣∣h0 = |w|a+2Re(αλ).
Let us describe the mini-holomorphic bundle Lλ(a, α) on Y λ cov ∗p underlying (L(a, α), h,∇, φ).
Proposition 5.11 We have a neighbourhood Bλp of Hλ cov∞,p in Y λ covp and a mini-holomorphic frame uλa,α of
(̟λp )
−1
L
λ(a, α) on Bλp \Hλ cov∞,p such that the following holds.
(A1) For any P ∈ Hλ cov∞,p , we have a constant C(P ) ≥ 1 and a neighbourhood UP of P in Bλp such that the
following holds on UP \Hλ cov∞,p :
C(P )−1|w|a+2Re(λα) ≤ ∣∣uλa,α∣∣h ≤ C(P )|w|a+2Re(λα).
(A2) On κ−1p,1(Bλp ) ∩ Bλp \Hλ cov∞,p , we have
κ∗p,1u
λ
a,α = u
λ
a,α exp
((−αλ−1 + a+ λα) log(β−11 (β1 + 2√−1λT ))).
Proof Let vλ := Ψ−1p (v
λ
0 ). We have ∂β1v
λ = 0 and
∂t1v
λ = vλ
(
−2√−1−α+ aλ+ λ
2α
β1 − 2
√−1λt1
)
.
If we take an appropriate open set Bλp , we have the following mini-holomorphic frame on Bλp \Hλ cov∞,p :
uλa,α = v
λ exp
(
−λ−1(−α+ λa+ λ2α) log(β−11 (β1 − 2√−1λt1))).
It is easy to check that it has the desired properties.
5.4 Examples of monopoles induced by tame harmonic bundles (2)
5.4.1 Case of λ = 0
Let N be the r × r whose (i, j)-entries are 1 (i = j + 1) or 0 (i 6= j + 1). Let U∗wp := {wp ∈ C | |wpp| > R} for
some R > 1. We set VN :=
⊕r
i=1OU∗wp v0,i on which we consider a Higgs field θN given by θNv0 = v0N dw/w.
Suppose that we have a pluri-harmonic metric hV for the Higgs bundle (VN , θN ) such that hV is mutually
bounded with the metric hV,1 determined by
hV,1(vi, vj) =
{
(log |w|)(r+1−2i)/2 (i = j)
0 (i 6= j)
We have the induced monopole (EN , h,∇, φ) on Ψ−1p (U∗wp) ⊂ Y 0∗p . Let us describe the underlying mini-
holomorphic bundle (E0N , ∂) on Ψ
−1
p (U
∗
wp).
Proposition 5.12 We have a neighbourhood B0p of H0 cov∞,p in Y 0 covp and a mini-holomorphic frame u0N =
(u0N,1, . . . , u
0
N,r) of (̟
0
p)
−1(E0N , ∂) on B0p \H0 cov∞,p with the following frame:
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(A1) Let h0 be the metric determined by
h0(u
0
N,i, u
0
N,j) =
{
(log |w|)(r+1−2i)/2 (i = j)
0 (i 6= j)
Then, h0 and h are mutually bounded locally around any point of H
0 cov
∞,p .
(A2) On (κ−1p,1(B0p) ∩ B0p) \H0 cov∞,p , we have κ∗p,1u0N = u0N exp
(
2
√−1NTw−1).
Proof Let v0 be the pull back of v0. We have ∂E0N ,wv
0 = 0 and ∂E0N ,tv
0 = v0(−2√−1Nw−1). We have the
following frame:
u0N = v
0
N exp
(
2
√−1Ntw−1
)
.
Then, it has the desired property.
5.4.2 Case of λ 6= 0
We consider the λ-connection DλN on VN given by D
λ
Nv0 = v0N dw/w. Suppose that we have a pluri-harmonic
metric hV for the Higgs bundle (VN , θN) such that hV is mutually bounded with the metric hV,1 determined by
hV,1(vi, vj) =
{
(log |w|)(r+1−2i)/2 (i = j)
0 (i 6= j)
We have the induced monopole (EN , h,∇, φ) on Ψ−1p (U∗w). We remark that it is not the same as the monopole
in §5.4.1, in general. Let us describe the underlying mini-holomorphic bundle (EλN , ∂) on Y λ∗p .
Proposition 5.13 We have a neighbourhood Bλp of Hλ cov∞,p in Y λ covp and a mini-holomorphic frame uλN =
(uλN,1, . . . , u
λ
N,r) of (̟
λ
p )
−1(EλN , ∂) on Bλp \Hλ cov∞,p with the following frame:
(A1) Let h0 be the metric determined by
h0(u
λ
N,i, u
λ
N,j) =
{
(log |w|)(r+1−2i)/2 (i = j)
0 (i 6= j)
Then, h0 and h are mutually bounded locally around any point of H
λ cov
∞,p .
(A2) On (κ−1p,1(B0p) ∩ B0p) \H0 cov∞,p , we have κ∗p,1uλN = uλN exp
(−λ−1 log(β1(β1 + 2√−1λT )−1)).
Proof Let vλ be the pull back of v0. We have ∂EλN ,β1
vλ = 0 and ∂EλN ,t1v
λ = vλ(−2√−1N(β1−2
√−1λt1)−1).
We have the following frame:
uλN = v
λ
N exp
(
−λ−1N log(β−11 (β1 − 2√−1λt1))).
Then, it has the desired property.
6 Asymptotic behaviour of periodic monopoles around infinity
6.1 Preliminary
6.1.1 Some spaces
Set Uw(R) := {|w| > R} ∪ {∞} in P1w for any R > 0. We set U∗w(R) := Uw(R) \ {∞}. We fix q-th root wq of w
for any q ∈ Z≥1 such that wmqm = wq for anym ∈ Z≥1. For any q ∈ Z≥1, let P1wq −→ P1w be the ramified covering
given by wq 7−→ wqq . Let Uw,q(R) and U∗w,q(R) denote the inverse image of Uw(R) and U∗w(R), respectively. For
any p ∈ qZ≥1, we have the natural morphism Rq,p : Uw,p(R) −→ Uw,q(R).
61
Take T > 0. Let B0q(R) denote (Rt/TZ)× Uw,q(R) equipped with the natural mini-holomorphic structure.
Similarly, we set B0∗q (R) := (R/TZ)× U∗w,q(R) ⊂ B0q(R), which is equipped with the metric dt dt + dw dw. We
also put H0∞,q := S
1
T × {∞} = B0q(R) \ B0∗q (R).
On Uw,q(R) and B0q(R), the complex vector fields q−1w−q+1q ∂wq and q−1w−q+1q ∂wq are denoted by ∂w and
∂w. Similarly, the complex 1-forms qw
q−1
q dwq and qw
q−1
q dwq are denoted by dw and dw.
We also set B0,covq (R) := Rt × Uw,q(R), B0,cov,∗q (R) := Rt × U∗w,q(R) and H0,covq := Rt × {∞}. Let ̟q :
B0 covq (R) −→ B0q(R) denote the map induced by R −→ R/TZ.
For R1 > R and p ∈ qZ≥1 we have the naturally defined ramified coverings Rq,p : B0p(R1) −→ B0q(R), and
Rq,p : B0 covp (R1) −→ B0 covq (R).
6.1.2 Decomposition of holomorphic bundles with an automorphism
Let V be a locally free OU∗w,q(R)-module of finite rank with an automorphism F . For each Q ∈ U∗w,q(R), let
Sp(F|Q) denote the set of the eigenvalues of F|Q. We have the spectral curve Sp(F ) ⊂ U∗w,q(R) × C∗ given by
Sp(F ) =∐Q∈U∗w,q(R) Sp(F|Q). It is a closed complex analytic curve in U∗w,q(R)× C∗.
Lemma 6.1 Suppose that the closure of Sp(F ) in Uw,q(R) × P1 is complex analytic. Then, we have R1 > R,
p ∈ qZ≥1, and a decomposition
R−1q,p(V, F ) =
⊕
(ℓ,α)∈Z×C∗
(Vp,ℓ,α, Fp,ℓ,α)
on B0∗p (R1), such that the following holds for some C > 0 and δ > 0:
• For any Q ∈ U∗w,p(R1), any eigenvalue ρQ of Fp,ℓ,α|Q satisfies
∣∣∣ρQ · (αwp(Q)ℓ)−1 − 1∣∣∣ ≤ C|wp(Q)|−δ.
Proof If we replace Uw,q(R) with Uw,q(R2) for some large R2 > 0, we may assume that the irreducible
decomposition Sp(F ) = ⋃i∈Λ Sp(F )i satisfies the following.
• The germs of Sp(F )i at Sp(F )i ∩ ({∞} × P1) are also irreducible.
We have the corresponding decomposition (V, F ) =
⊕
i∈Λ(Vi, Fi). Let Z −→ Sp(F ) be the normalization. We
have the decomposition Z =
∐
i∈Λ Zi into the connected components.
The induced maps ai : Zi −→ Uw,q(R) are coverings ramified at ∞. Let mi be the ramification indexes.
For each i, we have a coordinate wi of Zi such that a
∗
iwq = w
mi
i . We set Z
∗
i = a
−1
i (U
∗
w,q(R)). The restriction
Z∗i −→ Uw,q(R) is also denoted by ai. Let υi : Z∗i −→ C∗ be the map obtained as the composition of
Z∗i −→ U∗w,q(R)× C∗ −→ C∗.
On Z∗i , we have an OZ∗i -module with an automorphism (V˜i, F˜i) such that (Vi, Fi) = ai∗(V˜i, F˜ ), and that
Sp(F˜i) ⊂ Z∗i × C∗ is equal to the image of id×υi : Z∗i −→ Z∗i × C∗. We have an integer ℓi, a non-zero
complex number γi and a holomorphic function bi(u) on a neighbourhood of u = 0 with bi(0) = 0, such that
υi(wi) = γiw
ℓi
i exp
(
2
√−1Tbi(w−1i )
)
. Then, we obtain the claim of the lemma.
6.1.3 Some basic mini-holomorphic bundles on B0∗q (R)
Basic rank one bundles Let κn : B0,covq (R) −→ B0,covq (R) be the Z-action given by κn(t, wq) = (t+nT,wq).
For ℓ ∈ Z and α ∈ C∗, we consider the Z-action on L0 covq (ℓ, α) := OB0,covq (R)(∗H0,cov∞,q ) eq,ℓ,α induced by
κ∗1(eq,ℓ,α) = w
−ℓ
q αeq,ℓ,α.
Here, eq,ℓ,α denotes a prescribed frame. Let L
0
q(ℓ, α) denote the OB0q(R)(∗H0∞,q)-module obtained as the descent.
Let L0∗q (ℓ, α) be the restriction of L
0
q(ℓ, α) to B0∗q (R). Similarly, let L0 cov ∗q (ℓ, α) be the restriction of L0 covq (ℓ, α)
to B0 cov ∗q (R).
Let hL0 cov ∗q (ℓ,α) be the metric of L
0 cov ∗
q (ℓ, α) given by
hL0 cov ∗q (ℓ,α)(eq,ℓ,α, eq,ℓ,α) =
∣∣αw−ℓq ∣∣2t/T .
It is invariant under the Z-action κ. and hence we have the induced metric hL0∗q (ℓ,α) of L
0∗
q (ℓ, α). Note that
(L0∗q (ℓ, α), hL0∗q (ℓ,α)) gives a monopole. See §5.
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Mini-holomorphic bundles induced by holomorphic bundles with automorphism Let Ψq denote
the projection B0∗q (R) −→ U∗w,q(R). The composite Ψq ◦̟q is denoted by Ψcovq . Let V be a holomorphic vector
bundle with an endomorphism g on U∗w,q. We have the induced mini-holomorphic bundles Ψ
∗
q(V, g) on B0∗q (R)
as explained in §2.5.2. Similarly, we have the induced mini-holomorphic bundles (Ψcovq )∗(V, g) on B0 cov ∗q (R),
which is naturally isomorphic to ̟∗q
(
Ψ∗q(V, g)
)
.
6.1.4 Decomposition of mini-holomorphic bundles
Let V be a locally free OB0∗q (R)-module of finite rank. We have the automorphism F of V|{0}×U∗w,q(R) obtained
as the monodromy along each loop S1T × {w} (see §2.5.3). We set Sp(V) := Sp(F ).
Lemma 6.2 Suppose that the closure of Sp(V) in Uw,q(R)×P1 is a complex analytic curve. Then, the following
holds:
• We have R1 > R, p ∈ qZ≥1, a finite subset S ⊂ Z × C∗, a tuple of locally free OU∗w,q -module with an
endomorphism (Vp,ℓ,α, fp,ℓ,α) ((ℓ, α) ∈ S), and the following isomorphism on B0∗p (R1):
R∗q,pV ≃
⊕
(ℓ,α)∈S
L0∗p (ℓ, α)⊗ Ψ∗p(Vp,ℓ,α, fp,ℓ,α). (53)
Proof Applying Lemma 6.1 to V := V|{0}×U∗w,q with the automorphism F , we have a decomposition as in
Lemma 6.1. On each Z∗i , we have the endomorphism f˜i of V˜i such that (i) exp(T f˜i) = F˜i, (ii) Sp(f˜i) ⊂ Z∗i ×C
is equal to the image of bi : Z
∗
i −→ C. Then, we obtain the claim of the lemma.
We identify the both side of (53) by the isomorphism. By setting
Vp,ℓ :=
⊕
α∈C∗
L0∗p (ℓ, α)⊗Ψ∗p(Vp,ℓ,α, fp,ℓ,α), (54)
we obtain the following decomposition of mini-holomorphic bundles:
R∗q,pV =
⊕
ℓ∈Z
Vp,ℓ. (55)
As a characterization of the decomposition (55), we have C > 0 such that the following holds.
• For any eigenvalue ρQ of the monodromy of Vp,ℓ along S1T × {Q}, we have |ρQ
/
wp(Q)
−ℓ| < C.
6.2 Estimate of periodic monopoles around infinity
6.2.1 Setting
We consider a monopole (E,∇, h, φ) on B0∗q (R) for some R > 0. Let (E, ∂E) denote the underlying mini-
holomorphic bundle on B0∗q (R). We assume the following.
(B1)
∣∣∇(φ)|(t,w)∣∣h → 0 when |w| → ∞.
(B2) The closure of Sp(E, ∂E) in Uw,q × P1 is a complex analytic curve.
We also assume to have a decomposition of mini-holomorphic bundles
(E, ∂E) =
⊕
(ℓ,α)∈Z×C∗
(Eℓ,α, ∂Eℓ,α), (56)
such that the following holds for some C > 0 and δ > 0:
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• For any eigenvalue ρQ of the monodromy of (Eℓ,α, ∂Eℓ,α) along S1T × {Q}, we have∣∣ρQ · (αwq(Q)−ℓ)−1 − 1∣∣ ≤ C|wq(Q)|−δ.
We set Eℓ :=
⊕
αEℓ,α. We have the decomposition
(E, ∂E) =
⊕
ℓ∈Z
(Eℓ, ∂Eℓ). (57)
Remark 6.3 After shrinking Uw,q and taking an appropriate covering, we have a decompositions as in (56)
and (57), according to Lemma 6.2.
6.2.2 Asymptotic orthogonality of the decomposition (57)
We set h◦ℓ := h|Eℓ . We obtain the metric h
◦ :=
⊕
h◦ℓ on E =
⊕
Eℓ. We set Iq(wq) := |wqq | log |wqq |. We shall
prove the following theorem in §6.3–6.7.
Theorem 6.4 Let s be the unique endomorphism of E such that (i) h◦ = h◦s, (ii) s is self-adjoint with respect
to both h and h◦. For any m ∈ Z≥0, we have positive constants Ai(m) (i = 1, 2) such that∣∣∣∇κ1 ◦ · · · ◦ ∇κm(s− idE)∣∣∣
h
≤ A1(m) exp
(−A2(m) · Iq(wq))
for any (κ1, . . . , κm) ∈ {t, x, y}m.
Remark 6.5 Theorem 6.4 and consequences below were originally prepared for the study of the Nahm transform
of periodic monopoles [38].
Let ∇◦ and φ◦ be the Chern connection and the Higgs field of (E, ∂E , h◦) as in §2.3.2. Let F (∇◦) denote
the curvature of ∇◦.
Corollary 6.6 For any m ∈ Z≥0, we have constants Ai(m) (i = 3, 4) such that∣∣∣∇◦κ1 ◦ · · · ◦ ∇◦κm(∇−∇◦)∣∣∣h◦ ≤ A3(m) exp(−A4(m) · Iq(wq)),∣∣∣∇◦κ1 ◦ · · · ◦ ∇◦κm(φ− φ◦)∣∣∣h◦ ≤ A3(m) exp(−A4(m) · Iq(wq)),∣∣∣∇◦κ1 ◦ · · · ◦ ∇◦κm(F (∇)− F (∇◦))∣∣∣
h◦
≤ A3(m) exp
(−A4(m) · Iq(wq)),
for any (κ1, . . . , κm) ∈ {t, x, y}m.
We obtain the following from Theorem 6.4.
Corollary 6.7 For any m ∈ Z≥0, we have constants Ai(m) (i = 5, 6) such that∣∣∣∇◦κ1 ◦ · · · ◦ ∇◦κm(F (∇◦)− ∗∇◦φ◦)∣∣∣
h◦
≤ A5(m) exp
(−A6(m) · Iq(wq))
for any (κ1, . . . , κm) ∈ {t, x, y}m.
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6.2.3 Eigen decomposition in the level 1
Let us look at the decomposition of mini-holomorphic bundles
(Eℓ, ∂Eℓ) =
⊕
α∈C∗
(Eℓ,α, ∂Eℓ,α). (58)
For each α, we have a locally free OU∗w,q -module Vℓ,α with an endomorphism fℓ,α and an isomorphism of
mini-holomorphic bundles:
Eℓ,α ≃ L0∗q (ℓ, α)⊗Ψ∗q(Vℓ,α, fℓ,α). (59)
We impose that the eigenvalues of fℓ,α|wq goes to 0 as |wq| → ∞. We obtain the following decomposition of
mini-holomorphic bundles:
Eℓ ⊗
(
L0∗q (ℓ, 1)
)−1
=
⊕
α∈C∗
Ψ∗q(Vℓ,α, fℓ,α). (60)
Let h′ℓ,α denote the restriction of h
◦
ℓ ⊗ (hL0∗q (ℓ,1))−1 to Ψ∗q(Vℓ,α, fℓ,α). We have the Fourier expansion of h′ℓ,α
along S1T :
h′ℓ,α =
∑
j∈Z
Ψ−1q (h
′
V,ℓ,α;j)e
2π
√−1jt/T .
Here, h′V,ℓ,α,j are sesqui-linear pairings Vℓ,α ⊗ Vℓ,α −→ C. We set hV,ℓ,α := h′V,ℓ,α;0.
We set h♯ℓ :=
⊕
α∈C∗ hL0∗q (ℓ,α)⊗Ψ−1q (hV,ℓ,α) on Eℓ. We obtain the following as in the case of doubly periodic
instantons [37].
Proposition 6.8 Let sℓ be the unique endomorphism of Eℓ determined by the condition h
♯
ℓ = h
◦
ℓsℓ. For any
m ∈ Z≥0, we have Ai(m) (i = 10, 11) such that the following holds for any (κ1, . . . , κm) ∈ {t, x, y}m:∣∣∣∇◦κ1 ◦ · · · ◦ ∇◦κm(idEℓ −sℓ)∣∣∣h◦ℓ ≤ A10(m) · exp(−A11(m)|wqq |).
Proof We have only to compare h−1
L0∗q (ℓ,1)
⊗ h♯ℓ and h−1L0∗q (ℓ,1) ⊗ h
◦
ℓ . Hence, it is enough to study the case ℓ = 0.
A similar problem was closely studied in the case of the doubly periodic instantons [37, Theorem 5.11, Theorem
5.17]. We shall give an outline of the proof of a generalization of [37, Theorem 5.17] in Proposition 10.16, and
here we explain how the proof of Proposition 6.8 is reduced to Proposition 10.16.
Let S11 × B0∗q (R) −→ B0∗q (R) be the projection. Let s denote the standard local coordinates of S1 = R/Z.
By considering z = s+
√−1t, we may regard S1 × B0∗q (R) as the quotient of Cz × U∗w,q(R) by the lattice
Γ =
{
n1 + T
√−1n2
∣∣n1, n2 ∈ Z} ⊂ Cz.
The dual lattice Γ∨ is given by Γ∨ =
{
T−1πm1 + π
√−1m2
∣∣m1,m2 ∈ Z}. Let T denote S11 × S1T = Cz/Γ,
and T ∨ denote the dual Cζ/Γ∨. We have the isomorphism C
/
2π
√−1Z ≃ C∗ induced by exp. We have the
morphism
C
/
2π
√−1Z −→ T ∨ = C/Γ∨
induced by γ 7−→ (2T )−1γ. It induces the following holomorphic map:
J : C∗ × U∗w,q −→ T ∨ × Uw,q.
We have the holomorphic bundle (E˜0, ∂E˜0) with the metric h˜0 on S
1
1 × B0∗q (R) induced by the mini-
holomorphic bundle (E0, ∂E0) with the metric h
◦
0, as explained in §2.4.2. Let F (h˜0) denote the curvature
of the Chern connection of (E˜0, ∂E˜0 , h˜0). We have
ΛF (h˜0) = O
(
exp(−CIq(wq))
)
.
By the assumption, we have F (h˜0)→ 0 as |wq| → ∞. Hence, E˜0|S11×S1T×{wq} are semistable of degree 0 if |wq |
is sufficiently large. Let ΣE˜0 denote the spectral curve of E˜0. Then, we can easily observe ΣE˜0 = J (Sp(E˜0)).
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Hence, the closure of ΣE˜0 in Uw,q × T ∨ is a complex analytic curve. Then, the claim of Proposition 6.8 follows
from Proposition 10.16.
Let ∇♯ℓ and φ♯ℓ denote the Chern connection and the Higgs field of (Eℓ, ∂Eℓ , h♯ℓ). Let ∇◦ℓ and φ◦ℓ,α denote the
Chern connection and the Higgs field of (Eℓ, ∂Eℓ , h
◦
ℓ ).
Corollary 6.9 For anym ∈ Z≥0, we have positive constants Ai(m) (i = 12, 13) such that for any (κ1, . . . , κm) ∈
{t, x, y}m: ∣∣∣∇◦κ1 ◦ · · · ◦ ∇◦κm(∇◦ℓ −∇♯ℓ)∣∣∣
h◦ℓ
≤ A12(m) · exp
(−A13(m)|wqq |).∣∣∣∇◦κ1 ◦ · · · ◦ ∇◦κm(φ◦ℓ − φ♯ℓ)∣∣∣h◦
ℓ
≤ A12(m) · exp
(−A13(m)|wqq |).∣∣∣∇◦κ1 ◦ · · · ◦ ∇◦κm(F (∇◦ℓ )− F (∇♯ℓ))∣∣∣
h◦ℓ
≤ A12(m) · exp
(−A13(m)|wqq |).
We obtain the following.
Corollary 6.10 For any m ∈ Z≥0, we have positive constants Ai(m) (i = 14, 15) such that the following holds
for any (κ1, . . . , κm) ∈ {t, x, y}m:∣∣∣∇♯κ1 ◦ · · · ◦ ∇♯κm(F (∇♯ℓ)− ∗∇♯ℓφ♯ℓ)∣∣∣
h◦ℓ
≤ A14(m) · exp
(−A15(m)|wqq |).
6.2.4 Asymptotic harmonic bundles
We have the Higgs field θℓ,α = fℓ,α ·(qwq−1q dwq) of (Vℓ,α, ∂Vℓ,α). Let F (hV,ℓ,α) denote the curvature of the Chern
connection of (Vℓ,α, ∂Vℓ,α , hV,ℓ,α). Let
(
θℓ,α
)†
denote the adjoint of θℓ,α with respect to hV,ℓ,α. The following is
a direct consequence of Corollary 6.10.
Corollary 6.11 For any m ∈ Z≥1, we have Ai(m) (i = 20, 21) such that∣∣∣∇κ1 ◦ · · · ◦ ∇κm(F (hV,ℓ,α) + [θℓ,α, (θℓ,α)†])∣∣∣
hV,ℓ,α
≤ A20(m) · exp
(−A21(m)|wqq |) (61)
for any (κ1, . . . , κm) ∈ {x, y}m. Here, ∇ denotes the Chern connection of (Vℓ,α, ∂Vℓ,α , hV,ℓ,α).
6.2.5 Curvature
We have the expression F (∇) = F (∇)w,wdw dw + F (∇)w,tdw dt+ F (∇)w,tdw dt.
Corollary 6.12 We have∣∣F (∇)ww∣∣h = O(|wqq |−2(log |wq|)−2), ∣∣F (∇)wt∣∣h = O(|wqq |−1), ∣∣F (∇)wt∣∣h = O(|wqq |−1).
Proof Let F (h′ℓ,α) be the curvature of the Chern connection of Eℓ,α ⊗ L0∗q (ℓ, α)−1 with the metric h′ℓ,α. We
have the expression F (h′ℓ,α) = F (h
′
ℓ,α)wwdw dw + F (h
′
ℓ,α)wtdw dt + F (h
′
ℓ,α)wtdw dt. As in the case of doubly
periodic instantons, we obtain the following estimates for some δ > 0 from the estimates for asymptotic harmonic
bundles and Corollary 6.9 (see §10.1.1):∣∣∣F (h′ℓ,α)ww∣∣∣
h′ℓ,α
= O
(|w|−2(log |w|)−2), ∣∣∣F (h′ℓ,α)wt∣∣∣
h′ℓ,α
= O
(|w|−1−δ), ∣∣∣F (h′ℓ,α)wt∣∣∣
h′ℓ,α
= O
(|w|−1−δ).
Let F (hL0∗q (ℓ,α)) denote the curvature of L
0∗
q (ℓ, α) with the metric hL0∗q (ℓ,α). By an easy and explicit computation,
we have the following:
F (hL0∗q (ℓ,α))ww = 0,
∣∣F (hL0∗q (ℓ,α))w t∣∣ = O(|w|−1), ∣∣F (hL0∗q (ℓ,α))w t∣∣ = O(|w|−1).
Then, we obtain the claim of the lemma from Corollary 6.6.
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6.2.6 Another equivalent decay condition
Let (E, h,∇, φ) be a monopole on B0∗q (R) for some R > 0.
Proposition 6.13 The conditions (B1) and (B2) holds if and only if the following holds.
(GCK) |F (h)| → 0 (|wq | → ∞) and |φ| = O
(
log |wq|
)
.
Proof Suppose (GCK) is satisfied. The condition (B1) follows from the Bogomolny equation and |∇φ|h → 0
(|wq| → ∞). Let (E, ∂E) denote the mini-holomorphic bundle on B0∗q (R) underlying the monopole. We have the
holomorphic family of monodromy M(t, wq) of E|{t}×U∗w,q(R). Because |φ| = O
(
log |wq|
)
, we have the following
estimate for some N > 0:
|M(t, wq)|h + |M(t, wq)−1|h = O(|wq |N ). (62)
We have the characteristic polynomials P (wq, x) := det(x id−M(t, wq)) =
∑
aj(wq)x
j of the monodromy
automorphisms. Then, Sp(E, ∂E) is the 0-set of P (wq , x). By (62), aj(wq) are meromorphic at wq =∞. Hence,
the closure of Sp(E, ∂E) in Uw,q(R)× P1 is also a complex analytic subset, i.e., (B2) is satisfied.
Suppose that the condition (B1) and (B2) are satisfied. We have the estimate for the curvature by the
Bogomolny equation. Let us study the growth order of |φ|h. By shrinking Uw,q, and by taking the pull back
via an appropriate ramified covering, we may assume to have the decomposition as in (56). The Higgs field of(
L0∗p (ℓ, α), hL0∗p (ℓ,α)
)
is O
(
log |w|) (see §5.1). We have a constant C0 > 0 such that any eigenvalues a of fℓ,α|Q
(Q ∈ U∗w,q) satisfies |a| < C0. Then, we obtain
∣∣fℓ,α∣∣hV,ℓ,α according to the estimate for asymptotic harmonic
bundles. Hence, by the formula (12), the Higgs field of
(
Ψ∗q(Vℓ,α, fℓ,α),Ψ
−1
q (hV,ℓ,α)
)
is bounded. Then, we
obtain |φ| = O(log |w|) from Corollary 6.6 and Corollary 6.9, i.e., (GCK) is satisfied.
6.3 Connection and orthogonal decomposition
6.3.1 Statement
By setting (x, y) = (Re(w), Im(w)) = (Re(wqq), Im(w
q
q)), we obtain the local coordinate (t, x, y) on B0∗q (R). In
particular, we have the vector fields ∂κ (κ = t, x, y).
We consider a monopole (E, h,∇, φ) on B0∗q (R0) for some R0 > 0 satisfying the following conditions.
• ∣∣∇(φ)|(t,wq)∣∣h → 0 when |wq| → ∞.
• We are given a finite subset Λ ⊂ Z, a positive number C0, and an orthogonal decomposition (E, φ) =⊕
ℓ∈Λ(E
•
ℓ , φ
•
ℓ ) such that any eigenvalue α of φ
•
ℓ|(t,wq) satisfies
∣∣∣α−√−1ℓT−1 log |wq|∣∣∣ ≤ C0.
• For any ℓ1, ℓ2 ∈ Λ (ℓ1 6= ℓ2), we have |ℓ1 − ℓ2|T−1 logR0 > 10C0.
We have the decomposition ∇ = ∇• + ρ, where ∇• is the unitary connection preserving the decomposition
E =
⊕
E•ℓ , and ρ is a section of
⊕
ℓ1 6=ℓ2 Hom(E
•
ℓ1
, E•ℓ2) ⊗ Ω1. The inner products of ρ and ∂κ (κ = t, x, y) are
denoted by ρκ. For any section s of End(E) ⊗ Ωp, let s = s• + s⊤ be the unique decomposition, where s• and
s⊤ are sections of
⊕
ℓ End(Eℓ)⊗ Ωp and
⊕
ℓ1 6=ℓ2 Hom(Eℓ1 , Eℓ2)⊗ Ωp, respectively. We have (∇φ)⊤ = [ρ, φ].
We shall prove the following proposition in §6.3.2–§6.3.4.
Proposition 6.14 We have positive constants R1 > 0 and Ci (i = 1, 2) depending only on rankE, R0, C0
and Λ such that
∣∣ρ∣∣
h
≤ C1 exp
(−C2Iq(wq)) on B0∗q (R1). For any positive integer k, we have positive constants
Ci(k) (i = 1, 2) such that ∣∣∇•κ1 ◦ · · · ◦ ∇•κkρ∣∣h ≤ C1(k) exp(−C2(k)Iq(wq))
on B0∗q (R1) for any (κ1, . . . , κk) ∈ {t, x, y}k.
We introduce a notation. Let f and g be functions on an open subset of B0∗q (R) for some R > R0. We say
f = O(g) if we have a constant B depending only on rankE, C0 and Λ such that |f | ≤ B|g| on the open set.
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6.3.2 Preliminary
For any ǫ > 0, we have R10(ǫ) such that |∇φ|h < ǫ on B0∗q (R10(ǫ)) If ǫ is sufficiently small, as remarked in
Lemma 2.14, we have ∣∣∇κ1 ◦ · · · ◦ ∇κkφ∣∣h ≤ B(k)ǫ
on B0∗q (2R10(ǫ)) for any (κ1, . . . , κk) ∈ {t, x, y}k, where B(k) are positive constants which are independent of ǫ.
Lemma 6.15 We have |ρκ|h = O
(∣∣(∇κφ)⊤∣∣) for κ = t, x, y. We also have the following for any κ1, κ2 ∈
{t, x, y}: ∣∣∇•κ1ρκ2 ∣∣h = O(ǫ∣∣(∇κ2φ)⊤∣∣h + ∣∣∇•κ1(∇κ2φ)⊤∣∣).
Proof The first claim follows from [φ, ρκ] = −∇κ(φ)⊤. We have the following equality:
∇•κ1
(
(∇κ2φ)⊤
)
= ∇•κ1
([
φ, ρκ2
])
=
[∇•κ1φ, ρκ2]+ [φ,∇•κ1ρκ2].
Then, the second claim follows.
We recall some equalities.
Lemma 6.16 For (a, b, c) = (t, x, y), (x, y, t), (y, t, x), we have
(∇2x +∇2y +∇2t )(∇aφ) = 4
[∇bφ,∇cφ] − [φ, [φ,∇aφ]].
Proof It is enough to consider the case (a, b, c) = (t, x, y). We have
∇2x(∇tφ) = ∇x(∇t∇xφ+ [Fx,t, φ]) = ∇t∇2xφ+ [Fx,t,∇xφ] +∇x[Fx,t, φ]
= ∇t∇2xφ+ 2[Fx,t,∇xφ] + [∇x(Fx,t), φ]. (63)
Similarly, we have ∇2y∇tφ = ∇t∇2yφ + 2
[
Fy,t,∇yφ
]
+
[∇y(Fy,t), φ]. Recall (∇2x + ∇2y + ∇2t )φ = 0. By using
∗F = ∇φ, we obtain the following:
(∇2x +∇2y +∇2t )(∇tφ) = −2
[∇yφ,∇xφ] + 2[∇xφ,∇yφ] + [−∇x∇yφ+∇y∇xφ, φ]
= 4
[∇xφ,∇yφ] − [[Fx,y, φ], φ] = 4[∇xφ,∇yφ]+ [[φ,∇tφ], φ] = 4[∇xφ,∇yφ]− [φ, [φ,∇tφ]]. (64)
Thus, we obtain Lemma 6.16.
6.3.3 Step 1
We have the following equalities for any κ1, κ2 ∈ {t, x, y}:
∂2κ1
∣∣(∇κ2φ)⊤∣∣2h = 2∣∣∇κ1(∇κ2φ)⊤∣∣2h + 2Reh(∇2κ1∇κ2φ, (∇κ2φ)⊤)− 2Reh(∇2κ1(∇κ2φ)•, (∇κ2φ)⊤). (65)
Let us look at the last term in the right hand side of (65).
Lemma 6.17 We have the following on B0∗q (R10(ǫ)):
h
(∇2κ1(∇κ2φ)•, (∇κ2φ)⊤) = O(ǫ · (∣∣(∇κ1φ)⊤∣∣h + ∣∣∇•κ1(∇κ1φ)⊤∣∣h) · ∣∣(∇κ2φ)⊤∣∣h).
Proof We have the following equality:(
∇2κ1(∇κ2φ)•
)⊤
=
([∇•κ1ρκ1 , (∇κ2φ)•]+ 2[ρκ1 ,∇•κ1(∇κ2φ)•]+ [ρκ1 , [ρκ1 , (∇κ2φ)•]])⊤.
Then, the claim follows from Lemma 6.15.
Let us look at the sum of the second terms in the right hand side of (65) for κ1 = t, x, y.
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Lemma 6.18 We have the following on B0∗q (R10(ǫ)):∑
κ1=t,x,y
h
(∇2κ1(∇κ2φ), (∇κ2φ)⊤) = ∣∣∣[φ, (∇κ2φ)⊤]∣∣∣2h +O(ǫ · ∣∣(∇φ)⊤∣∣h · ∣∣(∇κ2φ)⊤∣∣). (66)
Proof We explain the case κ2 = t. By Lemma 6.16, we have the following equality:(
(∇2x +∇2y +∇2t )∇tφ
)⊤
=
(
4[∇xφ,∇yφ]−
[
φ, [φ,∇tφ]
])⊤
= O
(
ǫ ·
(∣∣(∇xφ)⊤∣∣h + ∣∣(∇yφ)⊤∣∣h))− [φ, [φ,∇tφ]]⊤. (67)
We have the following equality:
−h([φ, [φ,∇tφ]]⊤, (∇tφ)⊤) = −h([φ, [φ,∇tφ]], (∇tφ)⊤) = h([φ,∇tφ], [φ, (∇tφ)⊤]) = ∣∣[φ, (∇tφ)⊤]∣∣2h.
Then, we obtain the claim of the lemma.
Lemma 6.19 Hence, we have R11 > 0 and C11 > 0 such that the following inequality holds on B0∗q (R11):
−(∂2x + ∂2y + ∂2t )
∣∣(∇φ)⊤∣∣2
h
≤ −C11
∣∣(∇φ)⊤∣∣2
h
· (log |w|)2.
Proof By the previous lemmas, we obtain the following estimate on B0∗q (R10(ǫ)):
− (∂2x + ∂2y + ∂2t )
∣∣(∇κ2φ)⊤∣∣2h = −2∣∣∇((∇κ2φ)⊤)∣∣2h − 2∣∣[φ, (∇κ2φ)⊤]∣∣2h +O(ǫ · ∣∣(∇φ)⊤∣∣h · ∣∣(∇κ2φ)⊤∣∣h)
+O
(
ǫ ·
(∣∣∇•t (∇tφ)⊤∣∣h + ∣∣∇•x(∇xφ)⊤∣∣h + ∣∣∇•y(∇yφ)⊤∣∣h) · ∣∣(∇κ2φ)⊤∣∣h). (68)
Because |ρ|h = O(ǫ) on B0∗q (R10(ǫ)), it is equivalent to the following estimate:
− (∂2x + ∂2y + ∂2t )
∣∣(∇κ2φ)⊤∣∣2h = −2∣∣∇((∇κ2φ)⊤)∣∣2h − 2∣∣[φ, (∇κ2φ)⊤]∣∣2h +O(ǫ · ∣∣(∇φ)⊤∣∣h · ∣∣(∇κ2φ)⊤∣∣h)
+O
(
ǫ ·
(∣∣∇t(∇tφ)⊤∣∣h + ∣∣∇x(∇xφ)⊤∣∣h + ∣∣∇y(∇yφ)⊤∣∣h) · ∣∣(∇κ2φ)⊤∣∣h). (69)
By taking the sum for κ2 = t, x, y, we obtain the following estimate on B0∗q (R10(ǫ)):
− (∂2x + ∂2y + ∂2t )
∣∣(∇φ)⊤∣∣2
h
= −
∑
κ2=t,x,y
2
∣∣∇((∇κ2φ)⊤)∣∣2h − 2∣∣[φ, (∇φ)⊤]∣∣2h +O(ǫ · ∣∣(∇φ)⊤∣∣2h)
+O
(
ǫ ·
(∣∣∇t(∇tφ)⊤∣∣h + ∣∣∇x(∇xφ)⊤∣∣h + ∣∣∇y(∇yφ)⊤∣∣h) · ∣∣(∇φ)⊤∣∣h). (70)
Note that we have a constant C10 > 0 such that
∣∣[φ, (∇φ)⊤]∣∣
h
≥ C10(log |w|) ·
∣∣(∇φ)⊤∣∣
h
on B0∗q (R0). Then, we
obtain the claim of the lemma.
Set U∗w,q(R) := {|wq| > R}. For any function f on B0∗q (R), let
∫
S1T
f denote the function on U∗w,q(R) given
by wq 7−→
∫
S1T×{wq}
f dt. By the previous lemma, we obtain the following inequality on U∗w,q(R11):
− (∂2x + ∂2y)
∫
S1T
∣∣(∇φ)⊥∣∣2
h
≤ −C11
(
log |w|)2 · ∫
S1T
∣∣(∇φ)⊥∣∣2
h
. (71)
Lemma 6.20 We have R12 > R11 and C12 > 0 such that the following holds on U
∗
w,q(R12):∫
S1T
∣∣(∇φ)⊥∣∣2
h
= O
(
exp
(−C12Iq(wq))).
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Proof Let w = wqq . We have the following equality, which can be checked by a direct computation:
∂2
∂w∂w
(
exp
(−C|w| log |w|)) = exp(−C|w| log |w|) · C2
4
(log |w|+ 1)2
− exp(−C|w| log |w|) · C
4|w| (log |w|+ 2) (72)
We may assume log |w| ≥ 1 on U∗w,q(R11). Hence, we have the following inequality:
− ∂
∂w
∂
∂w
exp
(−C|w| log |w|) ≥ −C2 exp(−C|w| log |w|)(log |w|)2. (73)
Then, by the standard argument using the inequalities (71) and (73), we obtain the desired estimate.
As a corollary, we obtain the following on B0∗q (R12):∫
S1T
∣∣ρκ∣∣2h = O(exp(−C12Iq(wq))). (74)
6.3.4 Step 2
Let Fφ denote the endomorphism on
⊕
ℓ1 6=ℓ2 Hom(E
•
ℓ1
, E•ℓ2) obtained as the inverse of the adjoint of φ.
Lemma 6.21 We have the following equalities for (a, b, c) = (x, y, t), (y, t, x), (t, x, y):
∇aρb −∇bρa − [ρa, ρb]⊤ − [ρc, φ] = 0. (75)
We also have the following equality:
∑
κ=x,t,y
∇κρκ − Fφ
( ∑
κ=x,y,t
(
2
[
ρκ,∇κφ
]− [ρκ, [ρκ, φ]])⊤) = 0. (76)
Proof We have the equalities [∇a,∇b] = ∇cφ for (a, b, c) = (x, y, t), (y, t, x), (t, x, y). We obtain the following:
∇•aρb −∇•bρa + [ρa, ρb]⊤ − [ρc, φ] = 0.
Then, we obtain (75).
We have the equality
∑
κ=x,y,t∇κ∇κφ = 0. Hence, we obtain the following:∑
κ
[∇•κρκ, φ]+ (∑
κ
2[ρκ,∇•κφ]
)⊤
+
(∑
κ
[
ρκ, [ρκ, φ]
])⊤
= 0
Then, we obtain (76).
For any wq,0 ∈ U∗w,q(R12) and for any r0 > 0, we set B1(wq,0, r0) :=
{
wq ∈ U∗w,q
∣∣ |wqq − wqq,0| < r0}, and
B(wq,0, r0) := S
1
T × B1(wq,0, r0). By (74), we have C13 > 0 such that the following holds if B(wq,0, 10) ⊂
B0∗q (2R12): ∥∥ρκ∥∥h,L2(B(wq,0,10)) = O(exp(−C13Iq(wq,0))).
Note that the differential system (75,76) is elliptic. Hence, we obtain
∥∥ρκ∥∥h,L2k(B(wq,0,8)) = O(−C14(k)·Iq(wq,0))
for any k ∈ Z≥0 by a standard bootstrapping argument, where the Sobolev norms are considered for the
connection ∇. Because ∇• = ∇ − ρ, we obtain the same estimate with respect to the Sobolev norms for ∇•.
Thus, the proof of Proposition 6.14 is completed.
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6.4 Some lemmas from linear algebra
6.4.1 Eigenvalues
Let dCr denote the standard Euclidean distance on C
r. Let dSymr C denote the distance on Sym
r
C = Cr/Sr
given by
dSymr C(x, y) = min
x′∈π−1(x)
y′∈π−1(y)
dCr (x
′, y′),
where π : Cr −→ Symr C.
For any Y ∈Mr(C), let Sp(Y ) denote the set of the eigenvalues of Y , and let Eα(Y ) denote the generalized
eigen space corresponding to α ∈ Sp(Y ).
Lemma 6.22 Let A ∈ Mr(C) be normal, i.e., tAA = A tA. Suppose that B ∈ Mr(C) satisfies |B| ≤ ǫ. We
have a constant C > 0 depending only on r such that dSymr C
(Sp(A),Sp(A+B)) ≤ Cǫ.
Proof Let us begin with a preliminary.
Lemma 6.23 If
∣∣(A−α)v∣∣ ≤ ǫ|v| for a non-zero v ∈ Cr, there exists an eigenvalue β of A such that |β−α| ≤ ǫr.
Proof We may assume that A is a diagonal matrix whose (i, i)-entries are γi. We have
r∑
i=1
|γi − α|2|vi|2 ≤ ǫ2|v|2.
There exists i0 such that |vi0 |2 ≥ r−1|v|2. We have
|v|2
r2
|γi0 − α|2 ≤ |γi0 − α|2|vi0 |2 ≤ ǫ2|v|2,
and hence, we have |γi0 − α| ≤ ǫr.
For any α ∈ C and ρ > 0, we set B(α, ρ) := {w ∈ C ∣∣ |w − α| < ρ}. We consider
B(Sp(A), rǫ) :=
⋃
α∈Sp(A)
B(α, rǫ).
By Lemma 6.23, we have Sp(A + B) ⊂ B(Sp(A), rǫ). Let B(Sp(A), ǫ) = ∐i∈Λ Ui denote the decomposition
into the connected components.
Lemma 6.24 We have the following equality for each i ∈ Λ:∑
α∈Ui∩Sp(A)
dimEα(A) =
∑
α∈Ui∩Sp(A+B)
dimEα(A+B)
Proof We consider a continuous family of matrices At := A+ tB for 0 ≤ t ≤ 1. Then, each Sp(At) is contained
in Sp(A) =∐i∈Λ Ui. We have the invariance of ∑α∈Ui∩Sp(At) Eα(At), and the claim of the lemma follows.
We obtain Lemma 6.22 from Lemma 6.24.
6.4.2 Almost commuting Hermitian matrix and anti-Hermitian matrix
We have the projections Re : C −→ R and √−1 Im : C −→ √−1R given by α = Re(α) + √−1 Im(α). They
induce the map Re : Symr C −→ Symr R and √−1 Im : Symr C −→ Symr(√−1R).
Lemma 6.25 Let A be a Hermitian matrix, and let B be an anti-Hermitian matrix such that
∣∣[A,B]∣∣ ≤ ǫ.
Then, we have a constant C0 depending only on r such that the following holds:
dSymr C
(Sp(A),Re(Sp(A+B))) ≤ C0ǫ1/2, dSymr C(Sp(B),√−1 Im(Sp(A+B))) ≤ C0ǫ1/2.
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Proof According to Lemma 6.26 below, for any ǫ > 0, there exist constants C0, C1 > 0 with C1/C0 > 20 and
4 ≤ C0 ≤ 4(100r)r and a decomposition Sp(A) =
∐
i∈Λ Si such that the following holds.
• We have |α− β| ≤ C0ǫ1/2 for α, β ∈ Si.
• We have |α− β| ≥ C1ǫ1/2 for α ∈ Si and β ∈ Sj with i 6= j.
We may assume that A is diagonal, i.e., A =
⊕
i∈Λ Γi, such that Γi are diagonal whose (k, k)-entries are
elements of Si. We have the block decomposition B =
∑
i,j∈ΛBij with |Bij | ≤ C(1)10 ǫ1/2 if i 6= j.
We choose ai ∈ Si for each i ∈ Λ, and we set A′ :=
⊕
i∈Λ aiIri . We also put B
′ :=
⊕
Bi,i. Then, we have
(i) [A′, B′] = 0, (ii) A′ +B′ is block-diagonal, (iii)
∣∣(A′ +B′)− (A+B)∣∣ ≤ C(2)10 ǫ1/2. We have
Re
(Sp(A′ +B′)) = Sp(A′), √−1 Im(Sp(A′ +B′)) = Sp(B′).
We have dSymr C
(Sp(A′ +B′),Sp(A+B)) ≤ C(3)10 ǫ1/2 by Lemma 6.22. Thus, we are done.
6.4.3 Decomposition of finite tuples in metric spaces (Appendix)
Let (X, d) be a metric space. We take (x1, . . . , xn) ∈ Xn. Take any ǫ0 > 0.
Lemma 6.26 Take L1 > 8. Then, there exist a non-negative integer N ≤ n and a decomposition {1, . . . , n} =∐
j∈Λ S˜j with the following properties:
• We have d(xa, xb) > (L1 − 4)(L1n)Nǫ0 for any a ∈ S˜j and b ∈ S˜k (j 6= k).
• We have d(xa, xb) ≤ 4
(
L1n
)N
ǫ0 for any a, b ∈ S˜j.
Proof We make general preparations. Let Γ be any finite graph. Let V (Γ) denote the set of vertexes. We
have the decomposition Γ =
∐
j∈C(Γ) Γj corresponding to the decomposition of the geometric realization into
the connected components. We put m(Γ) := max
{|V (Γj)| ∣∣ j ∈ C(Γ)}.
For any positive number δ, a finite set I and y = (yi | i ∈ I) ∈ XI , we have a unique graph Γ(y, δ) with
V
(
Γ(y, δ)
)
= I determined by the condition.
• a, b ∈ I are connected by an edge if and only if d(ya, yb) ≤ δ and a 6= b.
Let us construct a decomposition as in the claim of the proposition. We set S(0) := {1, . . . ,m}, x(0) := x, and
Γ(0) := Γ(x(0), L1ǫ0). We shall inductively construct a decreasing sequence of subsets S
(0) ⊃ S(1) ⊃ · · · ⊃ S(N)
and graphs Γ(0),Γ(1), . . . ,Γ(N) with V (Γ(j)) = S(j) such that m(Γ(j)) > 1 (j < N) and m(Γ(N)) = 1. Suppose
that we have already constructed (S(j),Γ(j)) for j = 0, . . . , ℓ with m(Γ(j)) > 1 (j < ℓ). If m(Γ(ℓ)) = 1,
we stop here. Let us consider the case m(Γ(ℓ)) > 1. We have the decomposition S(ℓ) =
∐
j∈C(Γ(ℓ)) S
(ℓ)
j
according to the decomposition of the graph Γ(j) into the connected components of the geometric realization.
For each j ∈ C(Γ(ℓ)), we choose an element a(ℓ)j ∈ S(ℓ)j . Then, we define S(ℓ+1) :=
{
a
(ℓ)
j
∣∣ j ∈ C(Γ(ℓ))},
x(ℓ+1) :=
(
xa
∣∣ a ∈ S(ℓ+1)) and
Γ(ℓ+1) := Γ
(
x(ℓ+1), L1(L1n)
ℓ+1ǫ0
)
.
The inductive procedure finishes at some ℓ = N . By the construction, we have the map πi : S
(i) −→ S(i+1)
determined by πi(a) = a
(i)
j ∈ S(i+1) for a ∈ S(i)j . Let π : S −→ S(N) denote the induced map. For c ∈ S(N), we
set S˜a := π
−1(c). By the construction, if a is contained in S˜c, we have
d(a, c) ≤ (L1n)N ǫ0 + (L1n)N−1ǫ0 + · · ·+ (L1n)ǫ0 ≤ 2(L1n)N ǫ0.
Hence, for a, b ∈ S˜c, we have d(a, b) ≤ 4(L1n)N ǫ0.
If ai ∈ S˜ci (i = 1, 2) with c1 6= c2, we have
d(a1, a2) ≥ d(c1, c2)− d(a1, c1)− d(a2, c2) ≥ L1(L1n)N ǫ0 − 4(L1n)N ǫ0 ≥ (L1 − 4)(L1n)N ǫ0.
Hence, the decomposition {1, . . . , n} =∐R∈S(ℓ) S˜c has the desired property.
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6.5 Vector bundles with a connection on a circle (I)
6.5.1 Statement
Let E be a vector bundle on S1T := R/TZ of rank r with a Hermitian metric h, a unitary connection ∇, and a
self-adjoint section ψ. Let t be the standard coordinate of R, which induces local coordinates on S1T . Let ǫ > 0.
(A1) |∇(ψ)|h ≤ ǫ.
We set ∇˜ := ∇+ψ dt. Let M denote the monodromy of the connection ∇˜ along the loop γ : [0, 1] −→ S1/T
given by γ(s) = Ts. For each eigenvalue α of M , we have the well defined number T−1 log |α|. The numbers
T−1 log |α| with the multiplicity gives an element in Symr R, denoted by T−1 log |Sp(M)|. For each Q ∈ S1,
the eigenvalues with the multiplicity of ψ|Q ∈ End(E|Q) gives an element of Symr R, denoted by Sp(ψ|Q).
Proposition 6.27 We have positive constants ǫ0 > 0 and C > 0, depending only on r, such that the following
holds if ǫ < ǫ0:
dSymr R
(
Sp(−ψ|Q), T−1 log |Sp(M)|
)
≤ Cǫ1/2.
6.5.2 Preliminary
Let U ∈ GL(E|0) denote the monodromy of the unitary connection ∇ along the loop γ. There exists e
√−1θ0 ∈ S1
such that (i) 0 ≤ θ0 ≤ 2π, (ii) |θ0 − arg(α)| > π/2r for any α ∈ Sp(U), where arg(α) denotes any real number
such that exp(
√−1 arg(α)) = α. There exists an orthonormal frame e of E such that ∇e = e (−T−1A) dt, such
that the following holds.
• A is a diagonal anti-Hermitian matrix with Sp(A) ⊂ {√−1a ∣∣ a ∈]θ0 − 2π + π/2r, θ0 − π/2r[}.
Note that Ue|0 = e|0 exp(A).
For any L2-section ρ of End(E), let Bρ be the matrix valued function determined by ρe = eBρ. We have
the decomposition Bρ = Bρ,0 + Bρ,1, where Bρ,0 = T
−1 ∫ Bρ dt. It induces a decomposition ρ = ρ0 + ρ1. We
have a similar decomposition of any L2-section of E. In particular, we have the decomposition ψ = ψ0 + ψ1.
Lemma 6.28 We have a positive constant C0 > 0 depending only on r such that we have |∇ψ0|h ≤ C0ǫ and
|∇ψ1|h ≤ C0ǫ.
Proof Because A is constant, we have ∇(ψi) = (∇ψ)i. The norm of (∇ψ)i is smaller than the L2-norm of
∇ψ. Then, the claim easily follows from the assumption |∇ψ|h ≤ ǫ.
Corollary 6.29 There exist C1 > 0, depending only on r, such that |ψ1|L21 ≤ C1ǫ and sup |ψ1|h ≤ C1ǫ.
Proof Note that the eigenvalues
√−1β of ad(A) satisfy |β| < 2π− (π/r). Hence, we obtain |ψ1|L21 ≤ C′1ǫ from
the previous lemma. Because dimS1T = 1, we obtain sup |ψ1|h ≤ C′′1 ǫ.
6.5.3 A decomposition of function spaces
By the frame e, we obtain a C∞-isometry End(E) ≃ S1T ×Mr(C). For k ≥ 0, let L2k(Mr(C))1 denote the space
of the L2k-maps from S
1
T to Mr(C) such that T
−1 ∫
S1
Fdt = 0. We have a natural decomposition L2k(Mr(C)) =
Mr(C)⊕ L2k(Mr(C))1. We obtain the corresponding decomposition
L2k
(
End(E)
)
= L2k
(
End(E)
)
0
⊕ L2k
(
End(E)
)
1
.
Namely, L2k
(
End(E)
)
0
denotes the space of sections of End(E), which are constant with respect to e, and
L2k
(
End(E)
)
1
denote the space of L2k-sections of End(E) which are represented by matrices B with respect to
e such that
∫
S1T
B dt = 0. We have similar decompositions for C∞(End(E)) and L2k
(
End(E)⊗Ω1), etc. Let us
consider the norm ‖ · ‖L2
k
on L21(End(E)) given by ‖s‖2L2k =
∑ ‖∇kt s‖2L2.
Lemma 6.30 There exist C2 > 0 and ǫ1 > 0, depending only on r, with the following property.
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• If ǫ ≤ ǫ1, we have |a|L21 ≤ C1
∣∣(∇t + ψ0)a∣∣L2 for any a ∈ L21(End(E))1.
Proof In this proof, C
(i)
2 denote positive constants depending only on r. Let B ∈ Mr(C) be determined by
ψ0e = eB, which satisfies
tB = B. By the assumption |∇(ψ)| ≤ ǫ and Lemma 6.28, we have ∣∣[A,B]∣∣ ≤ C(1)2 ǫ.
We set L = −T−1A + B. We have tL = T−1A + B. Hence, we have ∣∣[L, tL]∣∣ ≤ C(2)2 ǫ. Then, we have a
decomposition L = L1 + L2 such that (i) L1 is normal, and the characteristic polynomials of L1 and L are the
same, (ii) L2 is nilpotent, and we have |L2| ≤ C(3)2 ǫ1/2. Note that L1 is diagonalizable by a unitary matrix, and
that any eigenvalue γ of adL1 satisfies | Im(γ)| < 2π− (π/2r) if ǫ1 is sufficiently small. Let ∇(0) be determined
by ∇(0)t e = eL1, and let g(0) be determined by g(0)e = eL2. We can easily check that there exists C(4)2 > 0
depending only on r such that |a|L21 ≤ C
(4)
2
∣∣∇(0)t a∣∣L2 for any a ∈ L21(End(E))1. Because |g(0)| ≤ C(3)2 ǫ1/2, we
have C
(5)
2 > 0 such that
∣∣∇(0)t a∣∣L2 ≤ C(5)2 ∣∣(∇t + ψ0)a∣∣L2 if ǫ is sufficiently small. Then, the claim of the lemma
follows.
6.5.4 Gauge transformation
We assume that ǫ < ǫ1. We take a neighbourhood U0 ⊂ L21(End(E))1 of 0 such that 1 + a is invertible for any
a ∈ U0.
Proposition 6.31 We have constants ǫ2 > 0 and C3 > 0, depending only on r, such that the following holds:
• If ǫ ≤ ǫ2, we have (a, b) ∈ U0 × L2(End(E))0 satisfying
∣∣(∇t + ψ0)a∣∣L2 ≤ C3ǫ, |b| ≤ C3ǫ, and
(1 + a)−1 ◦ (∇t + ψ0 + b) ◦ (1 + a) = ∇t + ψ.
Proof We consider the map Ψ : U0 × L2(End(E))0 −→ L2(End(E)) given by
Ψ(a, b) = (1 + a)−1 ◦ (∇t + ψ0 + b) ◦ (1 + a)− (∇t + ψ0).
The derivative T(a,b)Ψ : L
2
1(End(E))1 ⊕ L2(End(E))0 −→ L2(End(E)) of Ψ at (a, b) is as follows:
T(a,b)Ψ(u, v) ≡ (1 + a+ u)−1 ◦ (∇t + ψ0 + b+ v) ◦ (1 + a+ u)− (∇t + ψ0)
≡ −(1 + a)−1 ◦ u ◦ (1 + a)−1 ◦ (∇t + ψ0 + b) ◦ (1 + a)
+ (1 + a)−1 ◦ (∇t + ψ0 + b) ◦ (1 + a) ◦ (1 + a)−1 ◦ u+ (1 + a)−1 ◦ v ◦ (1 + a). (77)
Let us obtain a bound of T(a,b)Ψ(u, v)−
(
(∇t+ψ0)u+ v
)
. Note that (∇t+ψ0)u = (∇t+ψ0) ◦u−u ◦ (∇t+ψ0).
We clearly have Ad(1 + a)−1(v)− v = O(|a|L21 · |v|). We set
A := (1 + a)−1 ◦ b ◦ (1 + a) ◦ (1 + a)−1 ◦ u− (1 + a)−1 ◦ u ◦ (1 + a)−1 ◦ b ◦ (1 + a), (78)
B := (1 + a)−1 ◦ (∇t + ψ0) ◦ (1 + a) ◦ (1 + a)−1 ◦ u− (1 + a)−1 ◦ u ◦ (1 + a)−1 ◦ (∇t + ψ0) ◦ (1 + a)
− (∇t + ψ0)
(
(1 + a)−1u
)
, (79)
C := (∇t + ψ0)
(
(1 + a)−1 − 1)u. (80)
Then, we have
(1 + a)−1 ◦ (∇t + ψ0 + b) ◦ (1 + a) ◦ (1 + a)−1 ◦ u− (1 + a)−1 ◦ u ◦ (1 + a)−1 ◦ (∇t + ψ0 + b) ◦ (1 + a)
− (∇t + ψ0)u = A+B+ C. (81)
We have |A|L2 = O
(|b| · |u|L21(1 + |a|L21)). We have B = [(1 + a)−1 ◦ (∇t + ψ0)(a), (1 + a)−1 ◦ u], and hence
|B|L2 ≤ C0(1 + |a|L21)2
∣∣(∇t + ψ0)a∣∣L2 |u|L21.
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For the term C, we have
C = (∇t + ψ0)
(
((1 + a)−1 − 1)u) = ((1 + a)−1 − 1) ◦ (∇t + ψ0)(u) + (∇t + ψ0)((1 + a)−1) ◦ u.
There exist C
(1)
3 , C
(2)
3 > 0 such that
|C|L2 ≤ C(1)3 |a|L21
∣∣(∇t + ψ0)u∣∣L2 + C(1)3 ∣∣(∇t + ψ0)((1 + a)−1)∣∣L2 |u|L21
≤ C(2)3 |a|L21
∣∣(∇t + ψ0)u∣∣L2 + C(2)3 (1 + |a|L21)∣∣(∇t + ψ0)a∣∣L2 |u|L21 . (82)
Thus, we have C
(3)
3 > 0 such that the following holds:∣∣∣T(a,b)Ψ(u, v)− ((∇t + ψ0)u+ v)∣∣∣
L2
≤ C(3)3
(
|a|L21 |v|+ |b| |u|L21(1 + |a|L21) + (1 + |a|L21)
∣∣(∇t + ψ0)a∣∣L2 |u|L21)
+ C
(3)
3
(
|a|L21
∣∣(∇t + ψ0)u∣∣L2 + (1 + |a|L21)∣∣(∇t + ψ0)(a)∣∣L2 |u|L21) (83)
Let Γ be the composite of the following maps:
L21(End(E))1 ⊕ L2(End(E))0 Ψ−−−−→ L2(End(E))
(∇t+ψ0)−1⊕id−−−−−−−−−−→ L21(End(E))1 ⊕ L2(End(E))0
We regard L21(End(E))1 as a Banach space by the norm a 7−→
∣∣(∇t + ψ0)a∣∣L2 . Hence, the operator norm of
Ta,bΓ− id is O
(∣∣(∇t+ψ0)u∣∣L2+ ∣∣b∣∣). We have C4 > 0 depending only on r such that if ∣∣(∇t+ψ0)u∣∣L2+ |b| ≤ C4
then |Ta,bΓ− id | < 1/2. As in the proof of the inverse mapping theorem (see [31]), the image of Γ contains{
c+ d ∈ L21(End(E))1 ⊕ L2(End(E))0
∣∣∣ ∣∣(∇t + ψ0)c∣∣L2 + |d| ≤ C4/2}.
It means that the image of Ψ contains
{
c+ d ∈ L2(End(E))⊕ L2(End(E))0
∣∣∣ ∣∣c∣∣L2 + |d| ≤ C4/2}. Because we
have |ψ1|L2 ≤ C1ǫ, we obtain the claim of the proposition.
6.5.5 Proof of Proposition 6.27
Let us prove Proposition 6.27. We use the notation in Proposition 6.31. We have B,B′ ∈ Mr(C) determined
by ψ0e = eB and be = eB
′. Let ∇˜′ := ∇ + (ψ0 + b) dθ. We have ∇˜′e = e (−T−1A + B + B′) dθ. Let
ReSp(T−1A−B −B′) denote the point of Symr R given by the real part of the eigenvalues of T−1A−B −B′
with the multiplicity. LetM ′ denote the monodromy of ∇˜′, which is conjugate to exp(A−TB−TB′)). Because
M and M ′ are conjugate, we have T−1 log |Sp(M)| = T−1 log |Sp(M ′)| = ReSp(T−1A − B − B′). Then, the
claim follows from Lemma 6.25.
6.6 Vector bundles with a connection on a circle (II)
6.6.1 Additional assumption on the eigenvalues of the monodromy
We continue to use the notation in §6.5.1. We impose the following assumption on the eigenvalues of ψ.
(A2) We have positive constants Ci (i = 10, 11) with 100C10 < C11, and an element S ∈ Symr R for which the
following holds for any Q ∈ S1T :
dSymr C
(Sp(−ψ|Q),S) < C10/2, C11 < min{|γ1 − γ2| ∣∣ γi ∈ S, γ1 6= γ2}.
We also assume that ǫ is so small that we have dSymr C
(
T−1 log
∣∣Sp(M(∇˜))∣∣,S) < C10.
(A3) We have k0 such that |∇j(ψ)|h ≤ C12ǫ for any 1 ≤ j ≤ k0.
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We naturally regard S as a subset of R. We have the orthogonal decomposition (E,ψ) =⊕α∈S(E•α, ψα) such
that the eigenvalues γ of ψα|Q satisfy |γ−α| < C10/2. It induces the decomposition ∇t = ∇•t +ρ, where ∇•t is a
connection preserving the decomposition, and ρ is a section of
⊕
α6=β Hom(E
•
α, E
•
β). We have the decomposition
∇•t =
⊕
α∈S ∇•α,t. For any vector bundle E′ and for any section s of End(E) ⊗ E′, we have the decomposition
s = s• + s⊤ into the sections of
⊕
α∈C End(E
•
α)⊗ E′ and
⊕
α6=β Hom(E
•
α, E
•
β)⊗ E′.
Lemma 6.32 We have C13 depending only on r, k0 and Ci (i = 10, 11, 12) such that the following holds for
any 1 ≤ j ≤ k0: ∣∣(∇•t )jψ∣∣L2 ≤ C13ǫ, ∣∣[ψ, (∇•t )j−1ρ]∣∣L2 ≤ C13ǫ, ∣∣(∇•t )j−1ρ∣∣L2 ≤ C13ǫ. (84)
Proof We have the following description:
∇jtψ = (∇•t )jψ + ad
(
(∇•t )j−1ρ
)
ψ +
∑
i≤j−1
Pj,i · (∇•t )i(ψ).
Here, Pj,i are given as a sum of some compositions of ad(∇mt ρ) (m < j− 1). We have (∇•t )jψ =
(
(∇•t )jψ
)•
and
ad
(
(∇•t )j−1ρ
)
ψ =
(
ad
(
(∇•t )j−1ρ
)
ψ
)⊤
. Then, we obtain (84) by an easy induction.
Lemma 6.33 There exists C14 > 0 and ǫ10 > 0 depending only on r, k0 and Ci (i = 10, 11, 12), such that the
following holds for any k ≤ k0 − 1 and for any a ∈
⊕
α6=β L
2
k+1(Hom(E
•
α, E
•
β)) if ǫ ≤ ǫ10:
|a|L2k+1 ≤ C14
∣∣(∇•t + ψ)(a)∣∣L2k .
Proof We set Γ0 :=
⊕
α · idE•α . We have a positive constant C′14 and C′′14 depending only on r, k0 and Ci
(i = 10, 11) such that ∣∣(∇•t )j(∇•t + Γ0)(a)∣∣L2 ≥ ∣∣(∇•t )j+1a∣∣L2 − C′14∣∣(∇•t )ja∣∣L2 ,∣∣(∇•t )j(∇•t + Γ0)(a)∣∣L2 ≥ C′′14∣∣(∇•t )ja∣∣L2 .
Then, the claim of the lemma follows.
6.6.2 Gauge transformations
Let 0 ≤ k ≤ k0. We use the norm on
⊕
α6=β L
2
k+1(Hom(E
•
α, E
•
β)) given by
∣∣(∇•t + ψ)(a)∣∣L2k . Let U0 ⊂⊕
α6=β L
2
k+1(Hom(E
•
α, E
•
β)) be a small neighbourhood of 0 such that 1 + a is invertible for any a ∈ U0. Let
U1 ⊂
⊕
α L
2
k(End(E
•
α)) be a small neighbourhood of 0. We consider the map Φ : U0×U1 −→ L2k
(
End(E)
)
given
by
Φ(a, b) := (1 + a)−1(∇•t + ψ)(a) + (1 + a)−1b(1 + a).
Proposition 6.34 We have positive constants C15 and ǫ11 depending only on r, k0 and Ci (i = 10, 11, 12) such
that the following holds:
• If ǫ < ǫ1, we uniquely have (a, b) ∈ U0 × U1 satisfying the following conditions for any k:
Φ(a, b) = ρ,
∣∣(∇•t + ψ)(a)∣∣L2k ≤ C15|[ψ, ρ]|L2k , |b|L2k ≤ C15|[ψ, ρ]|L2k . (85)
Moreover, a and b are C∞.
Proof The derivative of Φ at (a, b) is as follows:
T(a,b)Φ(u, v) = (1 + a)
−1(∇•t + ψ)(u)− (1 + a)−1u(1 + a)(∇•t + ψ)(a)
+ (1 + a)−1v(1 + a)− (1 + a)−1u(1 + a)−1b(1 + a) + (1 + a)−1bu. (86)
Hence, we have a positive constant C16 depending only on r, k0 and Ci (i = 10, 11, 12) such that the operator
norms of Ta,bΦ− id are dominated by C16
(∣∣(∇•t + ψ)a∣∣L2k + ∣∣b∣∣L2k). Then, we obtain (a, b) satisfying (85) as in
the case of Proposition 6.31.
Let us observe that (a, b) is C∞. We have (∇•t + ψ)(a) + ba =
(
(1 + a)ρ
)⊤
and b =
(
(1 + a)ρ
)•
. By the
second, b is L2k+1. By the first, we obtain that a is L
2
k+2. By an easy inductive argument, we obtain that a and
b are L2ℓ for any ℓ.
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6.6.3 Comparison of the decompositions
Let ∇˜ := ∇+ ψdt. We have the ∇˜-invariant decomposition E =⊕α∈S Eα with the following property:
• Let γ be any eigenvalue of M(∇˜) on Eα. Then, we have
∣∣T−1 log |γ| − α∣∣ ≤ C10.
We assume that ǫ < ǫ11. Let (a, b) be as in Proposition 6.34.
Proposition 6.35 We have E•α = (1 + a)Eα.
Proof We set E˜α := (1+a)
−1E•α. The connection ∇•t +ψ+b preserves the decomposition E =
⊕
E•α. Because
∇t+ψ = (1+a)−1(∇•t +ψ+b)(1+a), the connection ∇t+ψ preserves the decomposition
⊕
E˜α. By considering
the monodromy on E˜α, we obtain that E˜α = Eα.
Corollary 6.36 We have a constant C20 depending only on r, Ci (i = 10, 11, 12) such that the following holds:
• For uα ∈ Eα and uβ ∈ Eβ with α 6= β, we have
∣∣h(uα, uβ)∣∣ ≤ C20∣∣[ρ, ψ]∣∣L2 |uα|h |uβ |h.
Proof It follows from h
(
(1 + a)uα, (1 + a)uβ
)
= 0.
We set End(E)◦ :=
⊕
α∈S End(Eα) and End(E)
⊥ :=
⊕
α6=β Hom(Eα, Eβ). For any section g of End(E)⊗E′,
we have the corresponding decomposition g = g◦ + g⊥, where E′ is any vector bundle.
Corollary 6.37 We have a positive constant C21 > 0 such that the following holds:
• Let g be any section of End(E)• ⊗ Ωp. Then, ∣∣g⊥∣∣
L2k
≤ C21 ·
∣∣[ψ, ρ]∣∣
L2k
· ∣∣g∣∣
L2k
.
Proof Let πα denote the projection of E onto Eα ⊂ E with respect to the decomposition E =
⊕
Eα. Let π
•
α
denote the orthogonal projection of E onto E•α ⊂ E. We have πα = (1 + a) ◦ π•α ◦ (1 + a)−1.
We have g⊥ =
∑
α6=β πα ◦ g ◦ πβ . By using π•α ◦ g ◦ π•β = 0 for any α 6= β, we can easily obtain the desired
estimate.
6.7 Proof of Theorem 6.4
Let (E, h,∇, φ) be a monopole on B0∗q as in §6.2. We have the decomposition (57). Let S(E) := {ℓ |Eℓ 6= 0}.
Lemma 6.38 We have a positive number C0 > 0 and an orthogonal decomposition (E, φ) =
⊕
ℓ∈S(E)(E
•
ℓ , φ
•
ℓ )
such that any eigenvalue α of φ•ℓ|(t,wq) satisfies
∣∣∣α −√−1ℓT−1 log |wq|∣∣∣ ≤ C0. In other words, the assumption
in §6.3 is satisfied.
Proof It follows from Proposition 6.27.
Proposition 6.39 We have a section a of
⊕
ℓ1 6=ℓ2 Hom(E
•
ℓ1
, E•ℓ2) such that the following holds:
• E•ℓ = (1 + a)Eℓ for any ℓ ∈ S(E).
• For any k ∈ Z≥0, we have positive constants Ci(k) > 0 (i = 10, 11) such that∣∣∇κ1 ◦ · · · ◦ ∇κk(a)∣∣ ≤ C10(k) · exp(−C11(k)Iq(wq))
for any (κ1, . . . , κk) ∈ {t, x, y}k:
Proof By Proposition 6.34, we have R11 > R10 and a section (a, b) of End(E)
⊤ ⊕ End(E)• on B0∗q (R11) such
that
(1 + a)−1 ◦ (∇•t + ψ + b) ◦ (1 + a) = ∇t + ψ.
Here, for each wq ∈ Uw,q(R11), the restrictions (a, b)|S1T×{wq} are C∞, and we have∣∣(∇•t + ψ)a|S1T×{wq}∣∣L2k + ∣∣b|S1T×{wq}∣∣L2k ≤ C(k)∣∣[ψ, ρt]|S1T×{wq}∣∣L2k
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for any k. It is easy to see that (a, b) are C∞-sections of End(E)⊤ ⊕ End(E)• by using the inverse function
theorem.
We have (∇•t + ψ)(a) + ba =
(
(1 + a)ρ
)⊤
and b =
(
(1 + a)ρ
)•
. Hence, we have
(∇•t + ψ)(a) +
(
(1 + a)ρ
)•
a− ((1 + a)ρ)⊤ = 0.
For any κ = (κ1, . . . , κk) ∈ {t, x, y}k, we set k := |κ| and ∇•κ := ∇•κ1 ◦ · · · ◦ ∇•κk . By an inductive argument, we
have an equality (∇•t + ψ + Bκ)∇•κa+ Cκ = 0,
where Bκ and Cκ are constructed by some linear algebraic operations from ∇•κ1ψ, ∇•κ2a and ∇•κ3ρ, where|κi| < |κ|. Then, we obtain the estimates for
∣∣∇•κ(a)|S1T×{wq}∣∣L2 by an easy induction. Then, we obtain the
claim of Proposition 6.39.
Let us complete the proof of Theorem 6.4. For any endomorphism f of E, let f †h denote the adjoint with
respect to h. Let Π•ℓ denote the projection E −→ E•ℓ ⊂ E with respect to the orthogonal decomposition
E =
⊕
E•ℓ . We have (Π
•
ℓ )
†
h = Π
•
ℓ and
∑
ℓ∈S(E)(Π
•
ℓ )
†
h ◦Π•ℓ = idE . Let Πℓ denote the projection E −→ Eℓ with
respect to the decomposition E =
⊕
ℓ∈S(E)Eℓ. We have
Πℓ = (idE +a)
−1 ◦Π•ℓ ◦ (idE +a).
Let s be the endomorphism of E determined by h◦ = h ◦ s. Then, we have
s =
∑
ℓ∈S(E)
(Πℓ)
†
h ◦Πℓ.
We obtain the desired estimate for s from Proposition 6.14 and Proposition 6.39. Thus, we obtain Theorem
6.4.
7 The filtered bundles associated to periodic monopoles
7.1 Meromorphic prolongation
7.1.1 Statements
We use the notation in §4.2 and §6. Let (E, h,∇, φ) be a monopole on B0∗q (R) for some R > 0 satisfying the
condition (GCK). Let Bλ∗q (R) ⊂ Y λ∗q = Y 0∗q denote the open subset corresponding to B0∗q (R). Let (Eλ, ∂Eλ)
denote the mini-holomorphic bundle on Bλ∗q (R) underlying the monopole (E, h,∇, φ). For any p1 ∈ qZ≥1 we
obtain the mini-holomorphic bundle R∗q,p1Eλ on Bλ∗p1 (R).
Set Bλp1(R) := Bλ∗p1 (R) ∪ Hλ∞,p1 . Let U be any open subset in Bλp1(R). Let P
(R−1q,p1(Eλ))(U) denote the
space of mini-holomorphic sections of R−1q,p1Eλ on U \Hλ∞,p1 such that the following holds.
• For any point P ∈ U ∩Hλ∞,p1 , we have a neighbourhood UP of P in U such that
∣∣s|UP \Hλ∞,p1 ∣∣h = O(|w|NP )
for some NP .
Thus, we obtain an OBλp1(R)(∗H
λ
∞,p1)-module P(R−1q,p1Eλ). We shall prove the following proposition in §7.1.2.
Proposition 7.1 P(R−1q,p1Eλ) is a locally free OBλp1(R)(∗H
λ
∞,p1)-module.
Let ∂Eλ,β1 be obtained from ∂Eλ,β1
as in §2.8.3. According to Proposition 2.26, we have the following
relation: [
∂Eλ,β1 , ∂Eλ,β1
]
= (1 + |λ|2)[∂E0,w, ∂E0,w] = (1 + |λ|2) · Fw,w. (87)
Let π : Bλ1 (R) −→ S1T denote the projection π(t1, β1) = t1. Let πp : Bλp (R) −→ S1T denote the induced
morphism. For any subset I ⊂ S1T , we set Z(I, R) := π−1p1 (I) ∩ Bλp1(R) and Z(I, R)∗ := Z(I, R) \ Hλ∞,p1 . If
I = {t1}, we denote them by Z(t1, R) and Z(t1, R)∗. We obtain the following from Corollary 2.28 and Corollary
6.12.
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Lemma 7.2 R−1q,p1
(
Eλ, ∂Eλ , h
)
|Z(t1,R)∗ is acceptable for any p1 ∈ qZ≥1, i.e., the curvature of the Chern con-
nection is O
(|β1,p|−2(log |β1,p|)−2dβ1,pdβ1,p).
As in §2.10, we obtain the filtered bundle P∗
(R−1q,p1(Eλ)|Z(t1,R)∗) over the locally free Oπ−1p1 (t1)(∗∞)-module
P(R−1q,p1(Eλ)|Z(t1,R)∗). We shall prove the following lemma in §7.1.2.
Lemma 7.3 P(R−1q,p1Eλ)|Z(t1,R) is naturally isomorphic to P
(
R−1q,p1
(
Eλ
)
|Z(t1,R)∗
)
.
Let P be any point of Hλ∞,q. We take a frame u = (u1, . . . , ur) of PEλ on a neighbourhood UP of P . Let
H(h,u) be the Hermitian matrix valued function on UP \Hλ∞,q determined by H(h,u)ij := h(ui, uj). We shall
prove the following lemma in §7.1.2.
Lemma 7.4 We have C1 ≥ 1 and N > 0 such that C−11 |wq|−N ≤ H(h,u) ≤ C1|wq|N .
7.1.2 Proof
Take t01 ∈ R. Let s be a holomorphic section of π−1p1 (t01) of P
(R−1q,p1(Eλ)|Z(t01,R1)∗). Take a small positive number
ǫ, and set Iǫ(t
0
1) :=]t
0
1 − ǫ, t01+ ǫ[. The restriction s|Z(t01,R1)∗ is uniquely extended to a mini-holomorphic section
s˜ of Eλ on Z(Iǫ(t
0
1), R1)
∗.
Lemma 7.5 s˜ is a section of P(R−1q,p1Eλ) on Z(Iǫ(t01), R1). More precisely, we have C1 ≥ 1 and N1 > 0 such
that
C−11 |β|−N1 · |s|h(β1) ≤
∣∣s˜∣∣
h
(t1, β1) ≤ C1|β|N1 · |s|h(β1).
Proof We have ∂Eλ,t1 = ∇t1 −
√−1φ. Hence, we have ∇t1 s˜ =
√−1φs˜. We obtain∣∣∣∂t1∣∣s˜∣∣2h∣∣∣ = ∣∣∣2Reh(√−1φs˜, s˜)∣∣∣ ≤ C1 log |β1 − 2√−1λt1| · |s˜|2h ≤ (C2 log |β1|+ C3) · |s˜|2h.
Hence, we obtain the claim of the lemma.
By Lemma 7.5, the following morphism is an isomorphism:
Γ
(
Z(Iǫ(t
0
1), R1),PR−1q,p1(Eλ)
)
−→ Γ
(
Z(t01, R1),PR−1q,p1(Eλ|Z(t01,R1)∗)
)
. (88)
Then, we obtain Lemma 7.3.
The following natural morphism is an isomorphism:
A := Γ
(
Z(Iǫ(t
0
1), R1),OBλp1(R)(∗H
λ
∞,p1)
)
−→ Γ
(
Z(t01, R1),OZ(t01,R)(∗{∞})
)
.
As remarked in §7.1.1, PR−1q,p1(Eλ|Z(t01,R1)∗) is a locally free sheaf, and hence the both side of (88) is a free
A-module. Then, we can find a local frame of PR−1q,p1(Eλ), i.e., we obtain Proposition 7.1.
We also obtain Lemma 7.4 from Lemma 7.5.
7.2 Filtered prolongation
7.2.1 Statement
We continue to use the notation in §7.1.1. As a result of Lemma 7.3, the family
P∗
(R−1q,p1Eλ) := (P∗(R−1q,p1(Eλ)|Z(t1,R)∗) ∣∣∣ t1 ∈ S1T)
is a filtered bundle over P(R−1q,p1Eλ). We shall prove the following proposition in this subsection.
Proposition 7.6 The filtered bundle P∗
(R−1q,p1Eλ) is good for any p1 ∈ qZ≥1.
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7.2.2 Refined statement
Suppose that we have a decomposition of the mini-holomorphic bundle (E0, ∂E0) as in (56). We shall explain
more precise claim.
We have the holomorphic bundles (Vℓ,α, ∂ℓ,α) with an automorphism fℓ,α and isomorphisms (59). As ex-
plained in §6.2.3–6.2.4, we obtain the tuple of Higgs bundles (Vℓ,α, ∂ℓ,α, θℓ,α) with a Hermitian metric hV,ℓ,α for
which the estimate (61) holds. Let ∂ℓ,α + ∂ℓ,α be the Chern connection determined by ∂ℓ,α and hℓ,α. Let θ
†
ℓ,α
denote the adjoint of θℓ,α. According to the estimate for asymptotic harmonic bundles in [37], we have[
∂ℓ,α, ∂ℓ,α
]
= O
(|wq |−2(log |wq|)−2dwq dwq), [θℓ,α, θ†ℓ,α] = O(|wq|−2 log |wq|−2dwq dwq).
Let Vλℓ,α be the holomorphic bundle (Vℓ,α, ∂ℓ,α + λθ†ℓ,α) with the metric hV,ℓ,α. The Chern connection is
∂ℓ,α + λθ
†
ℓ,α + ∂ℓ,α − λθℓ,α, and the curvature is[
∂ℓ,α + λθ
†
ℓ,α, ∂ℓ,α − λθℓ,α
]
= O
(|wq|−2(log |wq|)−2dwq dwq). (89)
Hence, we obtain the locally free OUw,p(∗∞)-module PVλℓ,α and the filtered bundle P∗Vλℓ,α over PVλℓ,α.
Set Dλ (1,0) := λ∂ℓ,α + θℓ,α and D
λ = Dλ (1,0) + ∂ℓ,α + λθ
†
ℓ,α. We take a holomorphic frame vℓ,α of PaVλℓ,α.
Let A be the matrix valued function on U∗w,q determined by D
λ(1,0)vℓ,α = vℓ,αAdw. We have the following.
(See §10.1.3 below.)
Lemma 7.7 A is a C∞-function on Uw,q, and the Taylor series of ∂A at ∞ is 0. In particular, A|∞̂w,q is an
element of Mr(C[[w
−1
q ]]). Moreover, A|∞ is nilpotent.
We have the filtered bundle P∗V̂λℓ,α = P∗Vλℓ,α|∞̂w,q on (∞̂w,q,∞). By D̂λv|∞̂w,q = v|∞̂w,qA|∞̂w,q , we obtain
the formal λ-connection. It is independent of the choice of v. Applying the procedure in §3.2.2, we obtain
filtered bundles Ψ∗q(P∗V̂λℓ,α, D̂λ) over locally free OĤλ∞,q (∗H
λ
∞,q)-modules Ψ
∗
q(PV̂λℓ,α, D̂λ).
We have a natural isomorphism Lλq (ℓ, α)|Ĥλ∞,q ≃ L̂
λ
q (ℓ, α). (See §3.4.3) We have the filtered bundles
P(0)L̂λq (ℓ, α).
Proposition 7.8 We have the following isomorphism:
PEλ|Ĥλ∞,q ≃
⊕
(ℓ,α)
L̂λq (ℓ, α)⊗ (Ψλq )∗
(PV̂λℓ,α, D̂λℓ,α). (90)
It gives an isomorphism of filtered bundles, i.e.,
P∗Eλ|Ĥλ,t∞,q ≃
⊕
(ℓ,α)
P(0)∗ L̂λq (ℓ, α)|Ĥλ,t∞,q ⊗ (Ψλq )∗
(P∗V̂λℓ,α, D̂λℓ,α)|Ĥλ,t∞,q
Proposition 7.6 immediately follows from Proposition 7.8. We shall prove Proposition 7.8 in §7.2.4–7.2.9.
7.2.3 Norm estimate
Before going to the proof of Proposition 7.8, we state the norm estimate for monopoles satisfying the condition
(GCK).
Proposition 7.9 The norm estimate holds for (Eλ, ∂Eλ , h) with respect to the good filtered bundle P∗Eλ.
Proof It is enough to study the case where we have a decomposition of mini-holomorphic bundle (E0, ∂E0) as
in (56). By the estimate for asymptotic harmonic bundles and Lemma 4.16, we obtain that h0 and
⊕
h♯ℓ are
mutually bounded. (See §6.2.3 for h♯ℓ.) Then the claim follows from Proposition 6.8.
Remark 7.10 According to Proposition 7.9, the condition (GCK) for monopoles implies the norm estimate. In
particular, the metric h is adapted to the good filtered bundle P∗Eλ. We shall study the converse in Proposition
7.17.
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7.2.4 Step 1
We define the differential operators ∂♯
Eλ,β1
and ∂♯
Eλ,t1
on C∞(Bλ∗q , E) as follows:
∂♯
Eλ,β1
:=
1
1 + |λ|2
(
λ
√−1
2
∇♯t +∇♯w −
λ
2
φ♯
)
,
∂♯
Eλ,t1
:=
1− |λ|2
1 + |λ|2∇
♯
t −
2λ
√−1
1 + |λ|2∇
♯
w +
2λ
√−1
1 + |λ|2∇
♯
w −
√−1φ♯.
We set νβ1 := ∂
♯
Eλ,β1
− ∂Eλ,β1 and νt1 := ∂
♯
Eλ,t1
− ∂Eλ,t1 . We have the following:
νβ1 =
1
1 + |λ|2
(
λ
√−1
2
(∇♯t −∇t) + (∇♯w −∇w)−
λ
2
(φ♯ − φ)
)
,
νt1 =
1− |λ|2
1 + |λ|2 (∇
♯
t −∇t)−
2λ
√−1
1 + |λ|2 (∇
♯
w −∇w) +
2λ
√−1
1 + |λ|2 (∇
♯
w −∇w)−
√−1(φ♯ − φ).
Lemma 7.11 For any m ∈ Z≥0, we have ǫm > 0 such that(
∂♯
Eλ,κ1
◦ · · · ◦ ∂♯
Eλ,κm
)
νβ1 = O
(
exp
(−ǫℓ1,ℓ2 |wq|q)),(
∂♯
Eλ,κ1
◦ · · · ◦ ∂♯
Eλ,κm
)
νt1 = O
(
exp
(−ǫℓ1,ℓ2 |wq |q)),
for any (κ1, . . . , κm) ∈ {t1, β1}m.
Proof We remark that ∇κ1 ◦ · · · ◦ ∇κmφ are bounded for any (κ1, . . . , κm) ∈ {t, w, w}m. Then, we obtain the
estimate from Corollary 6.6 and Corollary 6.9.
7.2.5 Step 2
We take a holomorphic frame vℓ,α of PbVλℓ,α. We have the C∞-frame
v˜ℓ,α = (v˜ℓ,α,i | i = 1, . . . , rankVℓ,α) := (Ψcovq )−1(vℓ,α|U∗w,q) (91)
of (Ψcovq )
−1(Vℓ,α).
Note that L0 cov ∗q (ℓ, α) with the metric hL0 cov ∗q (ℓ,α) are monopoles. Let L
λ cov ∗
q (ℓ, α) denote the underlying
mini-holomorphic bundle on Bλ cov ∗q . We have the mini-holomorphic frame uλq,ℓ,α of Lλ cov ∗q (ℓ, α) as in §5.1.7.
We obtain the C∞-frame uλq,ℓ,α ⊗ v˜ℓ,α of the C∞-vector bundle Lλ cov ∗q (ℓ, α)⊗ (Ψcovq )−1(Vℓ,α, fℓ,α).
We have the decomposition
Eλ =
⊕
ℓ,α
Lλ cov ∗q (ℓ, α)⊗ (Ψcovq )−1(Vℓ,α, fℓ,α).
The operators ∂♯
Eλ,β1
and ∂♯
Eλ,t1
preserve the decomposition. We define the matrix valued function Aℓ,α by
Dλ(1,0)vℓ,α = vℓ,αAℓ,α dw. Then, we have
∂♯
Eλ,β1
(
uλq,ℓ,α ⊗ v˜ℓ,α
)
= 0, ∂♯
Eλ,t1
(
uλq,ℓ,α ⊗ v˜ℓ,α
)
=
(
uλq,ℓ,α ⊗ v˜ℓ,α
) 1
1 + |λ|2
(
−2√−1((Ψcovq )−1(A|U∗w,q ))). (92)
Let H
(
h♯ℓ, u
λ
ℓ,α ⊗ v˜ℓ,α
)
denote the Hermitian-matrix valued function on Bλ cov ∗q determined by
H
(
h♯ℓ, u
λ
ℓ,α ⊗ v˜ℓ,α
)
i,j
:= h♯
(
uλℓ,α ⊗ v˜ℓ,α,i, uλℓ,α ⊗ v˜ℓ,α,j
)
.
Lemma 7.12 Let P be any point of Hλ cov∞,q . We take a relatively compact neighbourhood UP of P in Bλ covq .
Then, we have CP ≥ 1 and NP > 0 such that
C−1P |β1|−NP ≤ H
(
h♯ℓ, u
λ
ℓ,α ⊗ v˜ℓ,α
) ≤ CP |β1|NP .
Proof It follows from Lemma 2.41 and Proposition 5.4.
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7.2.6 Step 3
By using the frame uλq,ℓ,α ⊗ v˜ℓ,α, we extend the bundle Lλ cov ∗q (ℓ, α) ⊗ (Ψcovq )−1(Vℓ,α, fℓ,α) to a C∞-bundle
Pb
(
Lλ cov ∗q (ℓ, α), (Vℓ,α,D
λ
ℓ,α)
)
on Bλ covq . In other words, we take the product vector bundle
Pb
(
Lλ cov ∗q (ℓ, α), (Vℓ,α,D
λ
ℓ,α)
)
:= CrankVℓ,α × Bλ covq ,
and an isomorphism
Pb
(
Lλ cov ∗q (ℓ, α), (Vℓ,α,D
λ
ℓ,α)
)
|Bλ cov ∗q
≃ Lλ cov ∗q (ℓ, α)⊗ (Ψcovq )−1(Vℓ,α, fℓ,α)
by identifying the canonical frame and uλq,ℓ,α ⊗ v˜ℓ,α. We naturally regard uλq,ℓ,α ⊗ v˜ℓ,α as a C∞-frame of
Pb
(
Lλ cov ∗q (ℓ, α), (Vℓ,α,D
λ
ℓ,α)
)
. We define
Pb
(
̟−1q (E
λ)
)
:=
⊕
ℓ,α
Pb
(
Lλ cov ∗q (ℓ, α), (Vℓ,α,D
λ
ℓ,α)
)
,
which is an extension of ̟−1q (E
λ).
We can naturally regard ∂♯
Eλ,β1
and ∂♯
Eλ,t1
as C∞-differential operators on Pb
(
̟−1q (E
λ)
)
by the expression
(92).
On a neighbourhood U of Hλ∞,q, let τ1,q be the canonically defined q-th root of β−11 . We set ∂♯Eλ,τ1,q =
−qτq−11,q ∂♯Eλ,β1 . Because
∂♯
Eλ,τ1,q
uλq,ℓ,α ⊗ v˜ℓ,α = 0, (93)
it also gives a differential operator on Eλ|U .
7.2.7 Step 4
We have the C∞-frame a =
⋃
ℓ,α
(
uλq,ℓ,α ⊗ vℓ,α
)
. Let Aβ1 and At1 be the matrix valued functions on Bλ cov ∗q
determined by
νβ1
a = a · Aβ1 , νt1a = a · At1 .
Lemma 7.13 At1 and Aβ1 give C∞-functions on Bλ covq whose Taylor series along Hλ cov∞,q are 0.
Proof From Lemma 7.11 and the expressions (92) and (93), we obtain
∂ℓ1t1 ∂
ℓ2
τ1,p
At1 = O
(
exp
(−ǫℓ1,ℓ2 |wq|q)), ∂ℓ1t1 ∂ℓ2τ1,pAβ1 = O(exp(−ǫℓ1,ℓ2 |wq |q))
for any (ℓ1, ℓ2) ∈ Z2≥0 for some ǫℓ1,ℓ2 > 0. Then, by the elliptic regularity, for any (ℓ1, ℓ2, ℓ3) ∈ Z3≥0 we have
ǫ′ℓ1,ℓ2,ℓ3 > 0 such that
∂ℓ1t1 ∂
ℓ2
τ1,p
∂ℓ3τ1,pAt1 = O
(
exp
(−ǫℓ1,ℓ2,ℓ3 |wq|q)), ∂ℓ1t1 ∂ℓ2τ1,p∂ℓ3τ1,pAβ1 = O(exp(−ǫℓ1,ℓ2,ℓ3 |wq|q)).
Then, the claim of the lemma follows.
7.2.8 Step 5
By Lemma 7.13, the mini-holomorphic structure of ̟−1q (E
λ) is extended to a mini-holomorphic structure on
Pb(̟
−1
q E
λ). We obtain the locally free OBλ covq -module as the associated sheaf of mini-holomorphic sections,
which is also denoted by Pb(̟
−1
q E
λ). We obtain the following locally free OBλ covq (∗Hλ cov∞,q )-module:
P ′ϕ−1q (Eλ) := Pb(̟−1q Eλ)⊗OBλ covq (∗Hλ cov∞,q ).
82
We can easily observe that it is independent of the choice of b up to canonical isomorphisms.
By the construction, we have the naturally defined morphism
P ′̟−1q (Eλ) −→ P̟−1q (Eλ). (94)
Lemma 7.14 (94) is an isomorphism.
Proof Both sides are locally free OBλ covq (∗Hλ covq )-modules, and the restriction of (94) to Bλ cov ∗q is an isomor-
phism. Then, the claim follows.
As a result of Lemma 7.14, the morphism
P ′̟−1q (Eλ)|Ĥλ cov∞,q −→ P̟
−1
q (E
λ)|Ĥλ cov∞,q
is an isomorphism. By the construction, we have
P ′̟−1q (Eλ)|Ĥλ cov∞,q ≃
⊕
(ℓ,α)
(̟q)
−1(Ψλ)∗
(PV̂ℓ,α, D̂λℓ,α).
Then, we obtain the isomorphism (90).
7.2.9 Step 6
We take t01 ∈ Rt1 and c ∈ R. For ℓ ∈ Z, we set
b(t1, c, ℓ) := c+
ℓt1
T
.
We take a holomorphic frame vℓ,α = (vℓ,α,i | i = 1, . . . , rankVℓ,α) of Pb(t1,c,ℓ)Vλℓ,α such that it is compatible with
the parabolic structure. (See §2.10.2.) Let a(ℓ, α, i) be the parabolic degree of vℓ,α,i. Recall the following.
Lemma 7.15 Let H be the Hermitian matrix valued function on U∗w,q determined by
Hi,j := hV,ℓ,α
(
vℓ,α,i, vℓ,α,j
)|wq|−a(ℓ,α,i)−a(ℓ,α,j).
Then, we have C1 > 1 and N > 0 such that
C−11
(
log |wq|
)−N
≤ H ≤ C1
(
log |wq|
)N
.
As before, we obtain the C∞-frame uλq,ℓ,α ⊗ v˜ℓ,α of Lλ cov ∗q (ℓ, α)⊗ (Ψcovq )−1(Vℓ,α). By taking the restriction
to
(
{t1} × C∗β1
)
∩ Bλ cov ∗q , we obtain the C∞-frame(
sℓ,α,i
∣∣ i = 1, . . . , rankVℓ,α)
of the restriction of Lλ cov ∗q (ℓ, α)⊗ (Ψcovq )−1(Vℓ,α) to
(
{t1} × C∗β1
)
∩ Bλ cov ∗q . We obtain a C∞-frame⋃
(ℓ,α)
(
sℓ,α,i
∣∣ i = 1, . . . , rankVℓ,α)
of (̟−1q )(E
λ)|({t1}×Cβ1)∩Bλ cov ∗q . By the construction, we have the following:
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Lemma 7.16 Let H be the Hermitian-matrix valued function on ({t1} × Cβ1) ∩ Bλ cov ∗q determined by
H(ℓ1,α1,i1),(ℓ2,α2,i2) := h
(
sℓ1,α1,i1 , sℓ2,α2,i2
) · |β1|−a(ℓ1,α1,i1)−a(ℓ2,α2,i2).
Then, we have C1 > 1 and N1 > 0 such that
C−11 (log |β1|)−N1 < H < C1(log |β1|)N1 .
We also remark ∂Eλ,β1sℓ1,α1,i1 = O
(
exp(−ǫ|β1|)
)
. The tuple (sℓ,α,i) induces a holomorphic frame of⊕
(ℓ,α)
(
P(0)−ℓt01/TL
λ cov
q (ℓ, α)|Ĥλ cov∞,q ⊗ (̟
λ
q )
∗Ψ∗q
(Pb(t1,c,ℓ)V̂λ,Dλ))|{t1}×∞̂. (95)
We take a large M > 0. We can take holomorphic sections sℓ,α,i of E
λ
|({t1}×Cβ1)∩Bλ covq such that
sℓ,α,i − sℓ,α,i = O
(
|β|−M
)
.
Then, we obtain that
⋃
(ℓ,α)
(
sℓ,α,i
∣∣ i = 1, . . . , rankVℓ,α) gives a holomorphic frame of Pc(Eλ|({t1}×Cβ1)∩Bλq ).
Hence, we obtain that the completion of Pc
(
Eλ|({t1}×Cβ1)∩Bλq
)
at ∞ is equal to (95). Therefore, the proof of
Proposition 7.8 is completed.
7.3 Adaptedness and the condition (GCK)
7.3.1 Statements
Let P∗E be a good filtered bundle over a locally free OBλq (R)(∗Hλ∞,q)-module E . Let (E, ∂E) be the mini-
holomorphic bundle on Bλ∗q (R) obtained as the restriction of E . Let h be a Hermitian metric of E such that
(E, ∂E , h) is a monopole.
Proposition 7.17 Suppose that h is adapted to P∗E in the sense of Definition 4.17. Then, the monopole
satisfies the condition (GCK). Moreover, (E, ∂E , h) satisfies the norm estimate with respect to P∗E.
We have the following immediate consequence.
Corollary 7.18 Suppose that (E, ∂E , h) satisfies the norm estimate with respect to P∗E. Then, the monopole
satisfies the condition (GCK).
Proof If (E, ∂E , h) satisfies the norm estimate with respect to P∗E , then h is adapted to P∗E . Hence, we
obtain the corollary from Proposition 7.17.
For the proof of Proposition 7.17, we shall use the following auxiliary proposition, which is also useful for
the proof of Theorem 9.2.
Proposition 7.19 We have a Hermitian metric h1 of E such that the following holds.
• h1 satisfies the norm estimate.
• G(h1) = O(|w|−2−ǫ) = O(|wq |−q(2+ǫ)) for some ǫ > 0, and ∂EG(h1)→ 0 as |wq| → ∞.
• F (h1)→ 0 and ∇h1φh1 → 0 as |wq| → ∞.
• |φh1 |h1 = O
(
log |wq|
)
.
• Let ∂E,h,β1 denote the operator induced by ∂E,β1 and h as in §2.8.3. Then, we have[
∂E,β1 , ∂E,h,β1
]
= O
(|w|−2(log |w|)−2).
If rankE = 1, we may assume that ∂ℓ1t1 ∂
ℓ2
β1
∂ℓ3
β1
G(h1) = O(|w|−k) for any (ℓ1, ℓ2, ℓ3) ∈ Z3≥0 and for any k > 0.
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7.3.2 Some estimates for tame harmonic bundles (1)
Let (V, ∂V , θ, h) be a tame harmonic bundle on U
∗
w,q. We have the associated filtered Higgs bundle (P∗V, θ) on
(Uw,q,∞). Let ∂V + ∂V denote the Chern connection determined by ∂V and h. Let θ† denote the adjoint of θ
with respect to h. We have the expressions θ = f dw/w and θ† = f †dw/w.
Lemma 7.20
• f is bounded with respect to h.
• ∂V ∂V f = O(|w|−2(log |w|)−2dw dw) and ∂V ∂V f † = O(|w|−2(log |w|)−2dw dw).
• ∂V f = O(|w|−1dw) and ∂V f † = O(|w|−1dw).
• ∂V,w∂V,wf = O(|w|−2) and ∂V,w∂V,wf † = O(|w|−2), where ∂V,w and ∂V,w denote the inner product of ∂w
and ∂w with the Chern connection, respectively.
Proof The first claim was proved in [44]. We have R(h) = O
(|w|−2(log |w|)−2dw dw) as proved in [44]. Because
∂V ∂V f = (∂V ∂V + ∂V ∂V )f = R(h)f , we obtain ∂V ∂V f = O
(|w|−2(log |w|)−2dw dw). By taking the adjoint,
we obtain the estimate for ∂V ∂V f
†.
We consider the local coordinate a such that ea = w. Let ∂V,a and ∂V,a denote the inner product of ∂a
and ∂a with the Chern connection. We have |f | = O(1) and |∂V,a∂V,af | = O(|a0|−2) on discs {|a− a0| < r0}.
Then, by using the elliptic regularity, we obtain that |∂V,af | = O(1). It implies that ∂V f = O(|w|−1dw) and
∂V f
† = O(|w|−1dw).
We have the relation R(h) + [θ, θ†] = 0, i.e., R(h)a,a + [f, f †] = 0. We obtain ∂V,aR(h)a,a = O(1) and
∂V,aR(h)a,a = O(1). Because ∂V,a∂V,a∂V,af = R(h)a,a∂V,af + ∂V,a(R(h)a,af) = O(1), we obtain ∂V,a∂V,af =
O(1) by using the elliptic regularity. We also obtain ∂V,∂V,f
† = O(1).
7.3.3 Some estimates for tame harmonic bundles (2)
We continue to use the notation in §7.3.2. We have the holomorphic structure ∂V +λθ†. Let ∇ denote the Chern
connection determined by ∂V +λθ
† and h. Let R(∇) be the curvature of ∇. We have R(∇) = −(1+ |λ|2)[θ, θ†].
Because V λ := (V, ∂V + λθ
†, h) is acceptable, we have the filtered bundle P∗V λ.
Let ∇w and ∇w denote the inner product of ∂w and ∂w with ∇.
Lemma 7.21 We have ∇wR(∇)w,w = O(|w|−3) and ∇wR(∇)w,w = O(|w|−3).
Proof We have R(∇)w,w = −(1 + |λ|2)|w|−2 · [f, f †]. We have ∇w(f) = ∂V,wf − λ[f †, f ] = O(|w|−2). We also
have ∇w(f †) = ∂V f † = O(|w|−2). Then, we can easily deduce the claim of the lemma.
Let s be a section of P<0V λ. Note that we have ∇ws = 0.
Lemma 7.22 We have ǫ > 0 such that ∇ws = O(|w|−1−ǫ) and ∇2ws = O(|w|−2−ǫ).
Proof We use the local coordinate a such that ea = w. Let ∇a and ∇a denote the inner product of ∂a
and ∂a with the Chern connection. Note the relation ∇a∇as = R(∇)a,as and ∇a∇a∇as = 2R(∇)a,a∇as +
∇a(R(∇a,a))s, we have ǫ > 0 with the following property:
• On discs {|a− a0| < 2r0}, we have |s|h = O(e−ǫ|a0|), |∇a∇as| = O(e−ǫ|a0|) and |∇a∇a∇as| = O(e−ǫ0|a0|).
We obtain ∇as = O(e−ǫ|a0|) and ∇a∇as = O(e−ǫ|a0) on {|a− a0| < r0} by the elliptic regularity, which implies
the claim of the lemma.
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7.3.4 λ-connections
We consider a good filtered λ-flat bundle (P∗V,Dλ) on (Uw,q,∞). For simplicity, we assume that the Stokes
structure is trivial, i.e., if we take an appropriate covering ϕq,p : Uw,p −→ Uw,q, then we have a decomposition
ϕ∗q,p(P∗V,Dλ) =
⊕
a∈wpC[wp]
ϕ∗q,p(P∗Va,Dλa),
such that Dλa − da are logarithmic with respect to P∗Va.
Let (V,Dλ) be a λ-flat bundle obtained as the restriction to Uw,q \ {∞}. We have the decomposition
Dλ = d′′V + d
′
V . For any Hermitian metric h, we have the operators δ
′
h, δ
′′
h and D
λ⋆
h := δ
′
h − δ′′h as in §2.8.5.
Lemma 7.23 We can take a metric h such that the following holds.
• Λ[Dλ,Dλ⋆h ] = O(|wq |−2q−2ǫ), where Λ is determined by Λ(dw dw) = −√−1.
• [d′′w, δ′h,w], [d′′w, δ′′h,w], [d′w, δ′h,w] and [d′w, δ′′h,w] go to 0 as wq →∞. We also have
[d′′w, δ
′
h,w] = O
(|w|−2(log |w|)−2). (96)
• d′′wΛ
[
Dλ,Dλ⋆h
]
, d′wΛ
[
Dλ,Dλ⋆h
]
, δ′wΛ
[
Dλ,Dλ⋆h
]
and δ′′wΛ
[
Dλ,Dλ⋆h
]
go to 0 as wq →∞.
If rankV = 1, we can impose Λ[Dλ,Dλ⋆h ] = 0.
Proof The last claim is clear. We use the constructions in [35, 36]. We give only an indication. By considering
a ramified covering, we may assume to have the following decomposition from the beginning:
(P∗V,Dλ) =
⊕
a∈wqC[wq ]
(P∗Va,Dλa).
Here, Dλa − da is logarithmic with respect to P∗Va. It is enough to construct a Hermitian metric for (P∗Va,Dλa)
for each a. By considering the λ-connection associated to the harmonic bundle (OU∗w,qe, (1 + |λ|2)−1da) with
h(e, e) = 1, it is enough to consider the case a = 0, i.e., Dλ is logarithmic with respect to P∗V .
It is easy to see that we have an endomorphism F of PV such that the following holds (see [35]):
• FPaV ⊂ P<aV for any a ∈ R.
• We set Dλ1 := Dλ − F dw/w. Then, we have a harmonic metric h of (V,Dλ1 ) such that h satisfies the norm
estimate for (P∗V,Dλ1 ).
We have the operators δ′h, δ
′′
1,h and D
λ⋆
1,h from D
λ
1 and h. We have [D
λ,Dλ⋆1,h] = 0.
We have the decomposition Dλ1 = d
′′
V +d
′
1,V . We have the decompositions d
′′
V = ∂1,V +λθ
†
1, δ
′′
1,h = λ∂1,V −θ†1,
d′1,V = λ∂1,V + θ1, and δ
′
h = ∂1,V − λθ1. We have the description θ1 = g1 dw and θ†1 = g†1dw. Let ∂1,V,w denote
the inner product of ∂1,V and ∂w. Similarly, ∂1,V,w denote the inner product of ∂1,V and ∂w. Then, we have
d′′w = ∂1,V,w + λg
†
1, d
′
1,w = λ∂1,V,w + g1, δ
′′
1h,w = λ∂1,V,w − g†1 and δ′h,w = ∂1,V,w − λg†1. We have
[d′′w, δ
′
h,w] = −(1 + |λ|2)[g†1, g1], [d′′w, δ′′1,h,w] = −(1 + |λ|2)∂1,V,wg†1,
[d′1,w, δ
′
h,w] = −(1 + |λ|2)∂1,V,wg1, [d′1,w, δ′′1,h,w] = −(1 + |λ|2)[g1, g†1].
By Lemma 7.20, they go to 0 as |wq| → ∞. By the estimate for the curvature of harmonic bundles, we also
have [d′′w, δ
′
h,w] = O
(|w|−2(log |w|)−2).
We have [d′w, δ
′
w] = [d
′
1,w, δ
′
w] − δ′w(Fw−1). By Lemma 7.22, we have δ′w(Fw−1) = O(|w|−2−ǫ1 ) for some
ǫ1 > 0. Hence, we obtain that [d
′
w, δ
′
w] goes to 0. By taking the adjoint, we also obtain that [d
′′
w, δ
′′
w] goes to 0.
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We have [d′w, δ
′′
w] = [d
′
1,w, δ
′′
1,w]− d′1,w(F†w−1)− δ′′1,w(Fw−1)− |w|−2[F,F†]. We have [F,F†] = O(|w|−2ǫ). We
have
δ′′1,w(Fw
−1) = λd′′w(F)w
−1 − (1 + |λ|2)[g†,F]w−1 = O(|w|−2−ǫ).
By taking the adjoint, we also obtain d′1,w(F
†w−1) = O(|w|−2−ǫ). Then, we obtain that [d′w, δ′′w] goes to 0 as
|wq| → ∞.
We have
√−1Λ[Dλ,Dλ⋆h ] = [δ′w, d′′w] + [d′w, δ′′w] and 0 = √−1Λ[Dλ1 ,Dλ⋆1,h] = [δ′w, d′′w] + [d′1,w, δ′′1,w]. Hence, we
have √−1Λ[Dλ,Dλ⋆h ] = [d′w, δ′′w]− [d′1,w, δ′′1,w] = −d′1,w(F†w−1)− δ′′1,w(Fw−1)− [F,F†] · |w|−2. (97)
By the previous consideration, we have
√−1Λ[Dλ,Dλ⋆h ] = O(|w|−2−ǫ) for some ǫ > 0. We have
δ′wδ
′′
1,w(F) = δ
′′
1,wδ
′
wF = λd
′′
wδ
′
wF− (1 + |λ|2)g†1δ′w(F) = O(|w|−2−ǫ).
We obtain
d′wδ
′′
1,w(F) =
(
λδ′w + (1 + |λ|2)g1 + Fw−1
)
δ′′1,w(F) = O(|w|−2−ǫ).
We have
d′′wδ
′′
1w(F) = d
′′
w
(
λd′′w − (1 + |λ|2g†1)F
)
= −(1 + |λ|2)d′′w(g†1)F = −(1 + |λ|2)∂V,w(g†1) · F = O(|w|−2−ǫ).
We obtain
δ′′wδ
′′
1w(F) =
(
λd′′w − (1 + |λ|2)g†1 − Fw−1
)
δ′′1w(F) = O(|w|−2−2ǫ).
By considering the adjoint, we obtain the estimate for d′′wd
′
1,w(F
†), d′wd
′
1,w(F
†), δ′′wd
′
1,w(F
†) and δ′wd
′
1,w(F
†). We
have d′′w[F,F
†] = [F, d′′wF
†] = O(|w|−1−ǫ). We also have
δ′′w[F,F
†] =
(
λd′′w − (1 + |λ|2)g†1 − F†w−1
)
[F,F†] = O(|w|−1−ǫ).
By taking the adjoint, we obtain the estimate for δ′w[F,F
†] and d′w[F,F
†]. Thus, we obtain the claim of the
lemma.
7.3.5 Proof of Proposition 7.19
It is enough to consider the case where E|Ĥλ∞,q is unramified modulo level< 1. We have a finite subset S ⊂ Z×C
∗,
a tuple of C((w−1q ))-modules with λ-connection (V̂ℓ,α, D̂
λ
ℓ,α) ((ℓ, α) ∈ S) and an isomorphism
E|Ĥλ∞,q ≃
⊕
(ℓ,α)∈S
L̂λq (ℓ, α)⊗ (Ψλq )∗(V̂ℓ,α, D̂λℓ,α).
Moreover, we have good filtered λ-flat bundles (P∗V̂ℓ,α, D̂λℓ,α) over (V̂ℓ,α, D̂λℓ,α) such that
P∗(E|Ĥλ,t∞,q ) ≃
⊕(
P(0)∗ L̂λq (ℓ, α)|Ĥλ,t∞,q
)
⊗
(
Ψ∗q
(P∗V̂ℓ,α, D̂λℓ,α)|Ĥλ,t∞,q). (98)
We have a good filtered λ-flat bundle
(P∗Vℓ,α,Dλℓ,α) on (Uw,q,∞) with an isomorphism (P∗Vℓ,α,Dλℓ,α)|∞̂w,q ≃
(P∗V̂ℓ,α, D̂λℓ,α). For simplicity, we assume that the Stokes structure of (PVℓ,α,Dλℓ,α) is trivial.
Let Lλq (ℓ) and P∗Lλq (ℓ) be as in §5.1.2–§5.1.3. Take γ ∈ C such that α = exp(2
√−1Tγ). Let Lλ(γwqq) and
P∗Lλ(γwqq) be as in §5.2.3. We define
Lλq (ℓ, α) := L
λ
q (ℓ)⊗Lλ(γwqq), P∗Lλq (ℓ, α) := P∗Lλq (ℓ)⊗ P∗Lλ(γwqq).
By Corollary 5.5 and Corollary 5.9, we have an isomorphism P∗Lλq (ℓ, α)|Ĥλ∞,q ≃ P
(0)
∗ L̂λq (ℓ, α). Let L
λ∗
q (ℓ, α) :=
Lλq (ℓ, α)|Bλ∗q (R). We have a Hermitian metric hLλ∗q (ℓ,α) of L
λ∗
q (ℓ, α) such that
(
Lλq (ℓ, α), hLλ∗q (ℓ,α)
)
is a monopole
and satisfies the norm estimate with respect to P∗Lλq (ℓ, α), ass explained in §5.1–§5.2.
Let (Vℓ,α,D
λ
ℓ,α) be the λ-flat bundle on U
∗
w,q obtained as the restriction of (P∗Vℓ,α,Dλℓ,α). We take a Hermitian
metric h1,V,ℓ,α of Vℓ,α as in Lemma 7.23. Let h1,ℓ,α be the Hermitian metric of E1,ℓ,α := L
λ∗
q (ℓ, α)⊗Ψ∗q(Vℓ,α,Dλℓ,α)
induced by hLλ∗q (ℓ,α) and Ψ
−1
q (h1,V,ℓ,α).
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Lemma 7.24 We have the following.
• G(h1,ℓ,α) = O
(|wq|−2q−2ǫ).
• ∇β0G(h1,ℓ,α)→ 0, ∇β0G(h1,ℓ,α)→ 0, ∂E1,ℓ,α,t0G(h1,ℓ,α)→ 0 and ∂′E1,ℓ,α,t0G(h1,ℓ,α)→ 0 as |wq| → ∞.
• Let ∇1,ℓ,α and φ1,ℓ,α be the Chern connection and the Higgs field of (E1,ℓ,α, ∂E1,ℓ,α) with h1,ℓ,α. Then, we
have
[∇1,ℓ,α,∇1,ℓ,α]→ 0 and ∇1,ℓ,α(φ1,ℓ,α)→ 0 as |wq| → ∞.
• Let ∂E1,ℓ,α,h1,ℓ,α,β1 be the operator induced by ∂E1,ℓ,α,β1 and h1,ℓ,α as in §2.8.3. Then,[
∂E1,ℓ,α,β1
, ∂E1,ℓ,α,h1,ℓ,α,β1
]
= O
(|w|−2(log |w|)−2). (99)
If rankVℓ,α = 1, we can impose G(h1,ℓ,α) = 0.
Proof The claim follows from our construction of h1,ℓ,α, Lemma 7.23 and the formulas in Lemma 2.32, Lemma
2.33 and Lemma 2.34.
We set E1 :=
⊕
ℓ,α L
λ
q (ℓ, α) ⊗ Ψ∗q(PVℓ,α,Dλℓ,α). We have the naturally induced good filtered bundle P∗E1
over E1. By the construction and the isomorphism (98), we have the isomorphism f̂ : E|Ĥλ∞,q ≃ E1|Ĥλ∞,q which
induces the isomorphism of filtered bundles P∗E|Ĥλ∞,q ≃ P∗E1|Ĥλ∞,q .
Let C∞ denote the sheaf of C∞-functions on Bλq . We can take an isomorphism fC∞ : E ⊗O C∞ ≃ E1 ⊗O C∞
which induces f̂ at Ĥλ∞,q. Let h1 be the Hermitian metric on E induced by the isomorphism fC∞ and the
metric
⊕
hLλ∗q (ℓ,α) ⊗Ψ−1q (h1,V,ℓ,α). Then, h1 has the desired property.
7.3.6 The adaptedness and the norm estimate
Let h1 be a Hermitian metric as in Proposition 7.19. By the assumption of the adaptedness, for any δ > 0, we
have Cδ ≥ 1 such that C−1δ |wq|−δh1 ≤ h ≤ Cδ|wq|δh1.
Lemma 7.25 If h is adapted to P∗E, then h and h1 are mutually bounded, i.e., (E, ∂E , h) satisfies the norm
estimate.
Proof Let s1 be the automorphism of E determined by h = h1s1. By Corollary 2.30, we have
−
(
∂E,β0
∂E,β0 +
1
4
∂E,t0∂
′
E,t0
)
logTr(s) ≤ |G(h1)|h1 ≤ C2|w|−2−ǫ
for some positive constants C2 and ǫ. We have C3 > 0 such that
−
(
∂E,β0
∂E,β0 +
1
4
∂E,t0∂
′
E,t0
)(
logTr(s)− C3|w|−ǫ
)
≤ 0.
We take R0 such that {|wq| ≥ R0} ⊂ U∗w,q. We set g := logTr(s)− C3|w|−ǫ. We take C5 > 0 such that g < C5
on Ψ−1q ({|wq| = R0}). Take δ > 0. For any ρ > 0, we consider the function
Gρ := g −
(
C5 + ρ log |w|δ
)
.
Then, Gρ is subharmonic. We have Gρ < 0 on Ψ
−1
q ({|wq| = R}). We also have Gρ → −∞ as |wq| → ∞. Hence,
we have Gρ ≤ 0 on Ψ−1q ({|wq| ≥ R}). Then, by taking the limit as ρ→ 0, we obtain that
Tr(s) ≤ exp(C5 + C3|w|−ǫ),
i.e., Tr(s) is bounded.
Let s1 be the automorphism determined by h = h1s2. By a similar argument, we obtain that Tr(s1) is
bounded. We obtain that h and h1 are mutually bounded.
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7.3.7 Proof of Proposition 7.17
Let (E, ∂E , h) be as in Proposition 7.17. We take a Hermitian metric h1 as in Proposition 7.19. We obtain the
automorphism s of E determined by h = h1 · s. According to Lemma 7.25, h and h1 are mutually bounded,
and hence s and s−1 are bounded. Let dvol denote the volume form of Bλ∗q with the metric dt0 dt0 + dβ0 dβ0.
Lemma 7.26 We have
∫
Bλ∗q
(∣∣∂E,h1,β0s∣∣2h1 + ∣∣∂E,h1,t0s∣∣2h1) dvol <∞.
Proof By Lemma 2.29, we have
−
(
∂β0
∂β0 +
1
4
∂2t0
)
Tr(s) = −Tr(sG(h1))− ∣∣s−1/2∂E,h1,β0s∣∣2h1 − 14 ∣∣s−1/2∂′E,h1,t0s∣∣2h1 .
Note that −∂β0∂β0 −
1
4∂
2
t0 = −∂w∂w − 14∂2t , and that Bλ∗q = B0∗q = S1T × U∗w,q. For any function F on B0∗q , let∫
S1T
F denote the function on U∗w,q obtained as the integration of F along the fiber direction. We set
b1 :=
∫
S1T
Tr(s), b2 :=
∫
S1T
Tr(sG(h1)), b3 :=
∫
S1T
∣∣s−1/2∂E,h1,β0s∣∣2h1 + 14
∫
S1T
∣∣s−1/2∂′E,h1,t0s∣∣2h1 .
We obtain −∂w∂wb1 = −b2 − b3. Let τq := w−1q . Then, we obtain the following:
−∂τq∂τqb1 = −q2
∣∣τq∣∣−2(q+1) · b2 − q2∣∣τq∣∣−2(q+1) · b3.
Because G(h1) = O(|w|−2−ǫ) = O
(|τq|2q+qǫ), we have |τq|−2(q+1) · b2 = O(|τq |−2+qǫ). Hence, we have a bounded
function c such that −∂τq∂τqc = −q2
∣∣τq∣∣−2(q+1) · b2. We obtain
−∂τq∂τq (b1 − c) = −q2
∣∣τq∣∣−2(q+1) · b3.
Note that b1 − c is bounded, and b3 ≥ 0. Hence, according to [44, Lemma 2.2], we obtain∫ ∣∣τq∣∣−2(q+1) · b3 |dτq dτ q| <∞.
It implies that
∫
b3 |dw dw| <∞. Because s and s−1 are bounded, we obtain the claim of the lemma.
We have φh = φh1 −
√−1
2 s
−1∂′t0,h1s. Let B(w,t)(2r) be the ball with radius 2r centered at (w, t). We have a
constant C > 0 such that ∫
B(w,t)(2r)
∣∣φh∣∣2h ≤ C(log |w|)2.
Because −(∂2t + ∂2x + ∂2y)
∣∣φ∣∣2
h
= −2(∣∣∇xφ∣∣2h + ∣∣∇yφ∣∣2h + ∣∣∇tφ∣∣2h) ≤ 0, we obtain |φh|h = O(log |w|).
For the proof of the condition F (∇) → 0, we shall apply an argument in [39]. We give only an indication.
We set B˜λ∗q := S1 × Bλ∗q . We have the complex structure given by the coordinate (α0, β0) = (s0 +
√−1t0, β0)
given as in §2.6.5. It is equipped with the Ka¨hler metric g = dα0dα0 + dβ0dβ0. We have the holomorphic
bundle (E˜, ∂E˜) on B˜λ∗q induced by (E, ∂E) as in §2.4.2. We have the induced metrics h˜ and h˜1. As recalled in
§2.4.1, (E˜, ∂E˜ , h˜) is an instanton. We have the automorphism s˜ of E˜ determined by h˜ = h˜1 · s˜.
Lemma 7.27 We have the following.
• F (h˜1)→ 0 as |wq | → ∞.
• ΛF (h˜1) = O(|wq |−2q−ǫ).
• ∇h˜1ΛF (h˜1)→ 0 as |wq| → ∞.
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Proof Let p denote the projection B˜λ∗q −→ Bλ∗q . We have F (h˜1) = p∗F (∇h1) + p∗∇h1φh1 · ds0. We also have
ΛF (h˜1) = p
∗G(h1). Hence, we obtain the claims of the lemma from the assumption for h1.
Let s˜1 be determined by h˜ = h˜1s˜1. We know that s˜1 and s˜
−1
1 are bounded. By Lemma 7.26, we have∫ ∣∣∂h˜1 s˜1∣∣2h˜1,g < ∞. Let s˜ be determined by h˜1 = h˜ · s˜. Because s˜−1∂h˜s˜ = −s˜1∂h˜1 s˜1, we have ∫ ∣∣∂h˜s˜∣∣2h˜,g < ∞.
For any ǫ > 0, we have a compact subset Kǫ ⊂ B˜λ∗q such that the following holds.
• ∫B˜λ∗q \Kǫ |s˜−1∂E,h˜s˜|2h˜,g < ǫ.
• ∣∣∂E˜,h˜1ΛF (h˜1)∣∣h˜,g < ǫ on Y \Kǫ.
• ∣∣F (h˜1)∣∣h˜,g < ǫ on Bλ∗q \Kǫ.
As proved in [39], we have Ci > 0 (i = 1, 2) which is independent of (Kǫ, ǫ), such that the following holds:
−
(
∂β0∂β0 +
1
4
∂2t0 − C2ǫ
)∣∣s˜−1∂h˜s˜∣∣2h˜,g ≤ C1ǫ.
By using [21, Theorem 9.20], we obtain the following.
Lemma 7.28 For any ǫ > 0, we have a compact subset K ′ǫ ⊂ Bλ∗q such that the following holds on Bλ∗q \K ′ǫ:
sup
Bλ∗q \K′ǫ
∣∣s˜−1∂h˜s˜∣∣2h˜,g ≤ ǫ.
Hence, for any ǫ > 0, we have a compact subset K ′′ǫ ⊂ Bλ∗q such that
∣∣s˜−11 ∂h˜1 s˜1∣∣ ≤ ǫ on Bλ∗q \K ′′ǫ .
According to [43, Lemma 3.1], we have the following relation:
∆E˜,h˜1(s˜1) = −s˜1
√−1ΛF (h˜1) +
√−1Λ∂(s˜1)s˜−11 ∂h˜1(s˜1). (100)
Hence, for any ǫ > 0, we have a compact subset K
(3)
ǫ ⊂ Bλ∗q such that
∣∣∆E,h˜1(s˜1)∣∣h˜1 ≤ ǫ on Bλ∗q \K(3)ǫ .
Take a large p. We obtain that the Lp2-norm of s˜1 − id on the disc with radius r0 centered at P ∈ Bλ∗q goes
to 0 as P goes to ∞. By using (100), we obtain that the Lp3-norm of s˜1 − id on the disc with radius r0 centered
at P ∈ Bλ∗q goes to 0 as P goes to ∞. Then, we obtain the claim of Proposition 7.17.
7.4 Some functoriality
The propositions in this subsection easily follows from Lemma 2.42.
Let (Ei, hEi ,∇Ei , φEi) be monopoles on B0∗q (R). We have the locally free OBλq (R)(∗Hλ∞,q)-module PEλi and
the associated good filtered bundles P∗Eλi over PEλi .
On the vector bundle E1 ⊕ E2, we have the naturally induced Hermitian metrics hE1⊕E2 , the unitary
connection ∇E1⊕E2 , and the Higgs field φE1⊕E2 = φE1 ⊕ φE2 . The tuple
(E1 ⊕ E2, hE1⊕E2 ,∇E1⊕E2 , φE1⊕E2)
is a monopole.
Proposition 7.29 We have the naturally induced isomorphism P(E1⊕E2)λ ≃ PEλ1 ⊕PEλ2 . We also have the
isomorphism of good filtered bundles P∗(E1 ⊕ E2)λ ≃ P∗Eλ1 ⊕ P∗Eλ2 .
On the vector bundle E1 ⊗ E2, we have the naturally induced Hermitian metrics hE1⊗E2 , the unitary
connection ∇E1⊗E2 , and the Higgs field φE1⊗E2 = φE1 ⊗ idE2 + idE1 ⊗φE2 . The tuple
(E1 ⊗ E2, hE1⊗E2 ,∇E1⊗E2 , φE1⊗E2)
is a monopole.
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Proposition 7.30 We have the naturally induced isomorphism P(E1⊗E2)λ ≃ PEλ1 ⊗PEλ2 . We also have the
isomorphism of good filtered bundles P∗(E1 ⊗ E2)λ ≃ P∗Eλ1 ⊗ P∗Eλ2 .
On the vector bundle Hom(E1, E2), we have the naturally induced Hermitian metrics hHom(E1,E2), the
unitary connection ∇Hom(E1,E2), and the Higgs field φHom(E1,E2) given as φHom(E1,E2)(s) = φ2 ◦ s− s ◦ φ1. The
tuple
(Hom(E1, E2), hHom(E1,E2),∇Hom(E1,E2), φHom(E1,E2))
is a monopole.
Proposition 7.31 We have the naturally induced isomorphism
P(Hom(E1, E2)λ) ≃ HomO
Bλq
(∗Hλ∞,q)
(PEλ1 ,PEλ2 ).
We also have the isomorphism of good filtered bundles
P∗(Hom(E1, E2)λ) ≃ HomO
Bλq
(∗Hλ∞,q)
(P∗Eλ1 ,P∗Eλ2 ).
8 Global periodic monopoles of rank one
8.1 Preliminary
8.1.1 Ahlfors type lemma
Take R > 0 and C0 > 0. Set U
∗
w(R) := {w ∈ C | |w| > R}. Let g : U∗w(R) −→ R≥0 be a C∞-function such that
−∂w∂wg ≤ −C0g.
We assume that g = O(|w|N ) for some N > 0.
Lemma 8.1 We have ǫ1 > 0, depending only on C0, such that g = O
(
exp(−ǫ1|w|)
)
.
Proof We have ǫ1 > 0 and R1 ≥ R such that the following holds on {w ∈ C | |w| > R1}:
−∂w∂w exp
(−ǫ1|w|) ≥ −C0 exp(−ǫ1|w|),
−∂w∂w exp
(
ǫ1|w|
) ≥ −C0 exp(ǫ1|w|).
We take C2 > 0 such that g < C2 exp
(−ǫ1|w|) on {|w| = R1}. For any δ > 0, we set
Fδ := C2 exp
(−ǫ1|w|)+ δ exp(ǫ1|w|).
We have g < Fδ on {|w| = R1}. We also have −∂w∂w(g − Fδ) ≤ −C0(g − Fδ). We set
Z(δ) :=
{
w ∈ C
∣∣∣ |w| ≥ R1, g(w) > Fδ(w)}.
Because we have g(w) = O(|w|N ) around∞ and g < Fδ on {|w| = R1}, Z(δ) is relatively compact in {|w| > R1}.
Hence, on ∂Z(δ), we have g − Fδ = 0. On Z(δ), we have
−∂w∂w(g − Fδ) < 0.
Hence, if Z(δ) 6= ∅, we obtain g − Fδ ≤ 0 on Z(δ), which contradicts with the construction of Z(δ). Hence, we
have Z(δ) = ∅. Namely, we have g ≤ Fδ on {|w| > R1} for any δ > 0. We obtain that g ≤ C2 exp(−ǫ1|w|).
We give a variant of the estimate. Let g : U∗w(R) −→ R≥0 be a C∞-function such that the following holds
for some c > 0 and N > 0.
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• g = O(|w|N ).
• For any k > 0, we have bk > 0 such that −∂w∂wg ≤ bk|w|−k + (−c+ |w|−2)g.
Lemma 8.2 g = O(|w|−k) for any k > 0.
Proof We have R0 > R such that g(w) < 2
−1|w|2N on |w| ≥ R0. We fix k > 0, and we take Rk ≥ R0 such
that
cR2k ≥
bk
Rk−2+2Nk
+
(k − 2)2
4
+ 1.
We set ek = R
k−2+2N
k . Then, on {|w| = RN}, we have g(w) < ek|w|−k+2. We also have the following on
{|w| ≥ Rk}:
c− |w|−2 ≥
( bk
ek
+
(k − 2)2
4
)
|w|−2.
For any small ǫ > 0, we set ρk,ǫ := ek|w|−k+2 + ǫ|w|2N . For any large k, we have the following:
− ∂w∂wρN,ǫ = −ek (k − 2)
2
4
|w|−k − ǫN2|w|2N−2 = bk|w|−k −
( bk
ek
+
(k − 2)2
4
)
|w|−2ek|w|−k − ǫN2|w|2N−2
≥ bk|w|−k −
( bk
ek
+
(k − 2)2
4
)
|w|−2ρk,ǫ. (101)
Let us consider the set Zǫ := {w ∈ C | |w| ≥ Rk, g(w) > ρk,ǫ(w)}. Because Zǫ is relatively compact in
{|w| ≥ Rk}, we have g(w)− ρk,ǫ(w) = 0 on ∂Zǫ. On Zǫ, we have the following:
−∂w∂w(g − ρk,ǫ) ≤ −
(bk
ek
+
(k − 2)2
4
)
|w|−2(g − ρk,ǫ) < 0.
We obtain g − ρk,ǫ ≤ 0 on Zǫ, which contradicts with the choice of Zǫ. Thus, we obtain Zǫ = ∅, i.e., g ≤ ρk,ǫ
on {|w| ≥ Rk} for any ǫ. By taking the limit ǫ→ 0, we obtain g ≤ ek|w|−k+2 on {|w| ≥ Rk}.
8.1.2 Poisson equation (1)
Let a be a C∞-function on S1T × {|w| > R} satisfying the following conditions.
• For any (ℓ1, ℓ2, ℓ3) ∈ Z2≥0, we have |∂ℓ1t ∂ℓ2w ∂ℓ3w a(t, w)| = O(|w|−k) for any k as w →∞.
• ∫S1T a(t, w) dt = 0 for any w.
Suppose that we have an R-valued C∞-function f such that ∆f = a,
∫
S1T
f = 0 and f = O(|w|N ) for some
N > 0. Here, ∆ = −∂2t − ∂2x − ∂2y , where (x, y) is the real coordinate on Cw given by w = x+
√−1y.
Lemma 8.3 For any ℓ = (ℓ1, ℓ2, ℓ3) ∈ Z3≥0, we have
∣∣∂ℓ1t ∂ℓ2w ∂ℓ3w f ∣∣ = O(|w|−k) for any k. If the support of a is
compact, we have ǫℓ > 0 such that
∣∣∂ℓ1t ∂ℓ2w ∂ℓ3w f ∣∣ = O(exp(−ǫℓ|w|)).
Proof We have
∆|f |2 = −2
(∣∣∂tf ∣∣2 + ∣∣∂xf ∣∣2 + ∣∣∂yf ∣∣2)+ 2af.
We set g(x, y) :=
∫
S1T
|f |2(t, x, y)dt. Because ∫
S1
f(t, x, y) dt = 0, we have C > 0 such that
∫
S1T
∣∣∂tf ∣∣2 dt ≥ Cg.
We obtain
∆g ≤ −Cg + 2
(∫
S1T
|a|2
)1/2
g1/2.
For any k > 0, we have bk > 0 such that the following holds:
∆g ≤ −Cg + bk|w|−kg1/2 ≤ b2k|w|−2k+2 + (−C + |w|−2)g.
We also have g = O(|w|N ) for some N > 0. By Lemma 8.2, we obtain g = O(|w|−k) for any k. Then, we obtain
the first claim by using the elliptic regularity. We obtain the second claim by using a similar argument with
Lemma 8.1.
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8.1.3 Poisson equation (2)
Let b be a C∞-function on S1T ×Cw such that (i)
∫
S1T×Cw b dvolS
1
T×Cw = 0, (ii) |∂
ℓ1
t ∂
ℓ2
w ∂
ℓ3
w b| = O
(|w|−k) for any
(ℓ1, ℓ2, ℓ3) ∈ Z3≥0 and for any k.
Lemma 8.4 We have a C∞-function f such that ∆S1T×Cwf = b and |f | = O(|w|−1).
Proof Set c :=
∫
S1T
b dt. We have
∫
R2
c dx dy = 0, and ∂ℓ1x ∂
ℓ2
y c = O(|w|−k) for any (ℓ1, ℓ2) ∈ Z2≥0 and
for any k. We have the natural compactification Cw ⊂ P1. We may regard c as a C∞-function on P1.
We have an R>0-valued C
∞-function A on Cw such that A∆R2 = ∆S2 and dvolR2 = AdvolS2 . We have∫
S2
Ac dvolS2 =
∫
R2
c d dvolR2 = 0. By applying the standard theory of the Poisson equations on compact
manifolds, we can find γ such that γ(∞) = 0 and ∆S2γ = c. We have γ = O(|w|−1).
By considering b− 1T
∫
S1T
b, we may assume that
∫
S1T
b = 0 from the beginning. Set kb(x, s) := Vx(s)
−1 ∫
Bx(s)
b,
where Bx(s) denotes the ball of radius t centered at x in S
1
T × Cw, and Vx(s) denotes the volume of Bx(s).
We have kb(x, s) ∼ Cs−2 for sufficiently large s. Hence,
∫ r
0
skb(x, s) ds = O
(
log(r + 2)
)
. According to [41, 341
page], we have a C∞-function f such that ∆f = b and |f(w)| = O(log(2 + |w|)). By Lemma 8.3, we obtain
|f | = O(|w|−k) for any k > 0 as |w| → ∞. Thus, we obtain the claim of the lemma.
Lemma 8.5 f naturally gives a C∞-function on S1T ×P1w. In particular, the ℓ-th derivative of f is O(|w|−1−ℓ).
Proof As in the proof of the above lemma, we have the decomposition f = f◦ + f⊥, where f◦ is constant
along S1T , and
∫
S1T
f⊥ = 0. By Lemma 8.3, f⊥ and its higher derivatives are O(|w|−k) for any k. Because f◦ is
a C∞-function on P1w such that f
◦(∞) = 0, we obtain the claim of the lemma.
8.1.4 Subharmonic functions
Let f be a bounded function S1T × Cw −→ R≥0 such that ∆f ≤ 0 in the sense of distributions.
Lemma 8.6 f is constant.
Proof We set F :=
∫
S1T
f . We have −∂w∂wF ≤ 0 on C and F is bounded. Then, F gives a bounded
subharmonic function on P1, and hence F is constant.
By considering the Fourier expansion along the S1T -direction, we have the decomposition f = f0+ f1, where
f0 is constant in the S
1
T -direction, and we have
∫
S1T
f1 = 0. Because F =
∫
S1T
f =
∫
S1T
f0, we obtain that f0 is
constant.
We have the following inequality:
∆|f |2 = −2∣∣∂tf ∣∣2 − 2∣∣∂xf ∣∣2 − 2∣∣∂yf ∣∣2 + 2∆(f) · f ≤ −∣∣∂tf ∣∣2
We obtain the following inequality:
−4∂w∂w
∫
S1T
|f |2 ≤ −
∫
S1T
∣∣∂tf ∣∣2.
Note that
∫
S1T
|f |2 = ∫S1T |f0|2 + ∫S1T |f1|2, and that ∫S1T |f0|2 is constant. We also have∫
S1T
∣∣∂tf ∣∣2 = ∫
S1T
∣∣∂tf1∣∣2 ≥ C1 ∫
S1T
∣∣f1∣∣2.
We obtain the following:
−4∂w∂w
∫
S1
∣∣f1∣∣2 ≤ −C1 ∫
S1T
∣∣f1∣∣2.
Because
∫
S1T
∣∣f1∣∣2 is bounded, we obtain that ∫S1T ∣∣f1∣∣2 = O(exp(−ǫ|w|)) for some ǫ > 0. Because ∫S1T ∣∣f1∣∣2 is
non-negative and subharmonic, we obtain that
∫
S1T
∣∣f1∣∣2 = 0, and hence f1 = 0.
Corollary 8.7 Let g be a bounded function on S1T × Cw such that ∆g = 0. Then, g is constant.
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8.2 Global periodic monopoles of rank one (1)
We use the notation in §2.6. Take a complex number γ. Let us consider the product line bundle L(γ) := Cv˜ on
S1T × Cw with the metric hL(γ) given by hL(γ)(v˜, v˜) = 1. We consider the unitary connection ∇ and the Higgs
field φ given by
∇v˜ = v˜(−√−1(γ + γ)) dt, φ = γ − γ.
Because F (∇) = 0 and ∇φ = 0, (L(γ), hL(γ),∇, φ) is a monopole on S1T × Cw.
By (21) and (22), the underlying mini-holomorphic bundle Lλ(γ) on Mλ is described as follows:
∂Lλ(γ),β1 v˜ = v˜
λγ
1 + |λ|2 , ∂Lλ(γ),t1 v˜ = v˜
−2√−1(γ − |λ|2γ)
1 + |λ|2 .
Let Lλ cov(γ) denote the pull back of Lλ(γ) by the projection ̟λ :Mλ −→Mλ. On Mλ, we define
u˜ = exp
( −λγβ1
1 + |λ|2 +
λγβ1
1 + |λ|2 +
2
√−1
1 + |λ|2 (γ − |λ|
2γ)t1
)
· (̟λ)−1(v˜).
Then, we have ∂Lλ cov(γ),t1 u˜ = 0 and ∂Lλ cov(γ),β1 u˜ = 0. Because
∣∣u˜∣∣
h
= exp
(−2 Im(γ)t1), u˜ is a global frame of
the locally free O
M
λ(∗Hλ cov∞ )-module PLλ cov(γ). The good filtered bundle P∗Lλ cov(γ)|{t1}×P1β1 is described as
PbLλ cov(γ)|{t1}×P1β1 = OP1([b])u˜|{t1}×P1β1 .
Here, [b] := max{n ∈ Z |n ≤ b}.
The locally free OMλ(∗Hλ∞)-module PLλ(γ) is described as the descent of PLλ cov(γ) by the action
κ−11 (u˜) = u˜ exp(2
√−1γT ).
We also obtain the description of the good filtered bundle P∗Lλ(γ) as the descent.
Lemma 8.8 Let h1 be another Hermitian metric of L
λ(γ) such that (i) (Lλ(γ), h) is a monopole, (ii) h1 is
adapted to the good filtered bundle P∗Lλ(γ). Then, we have a positive constant a such that h1 = a · h.
Proof According to Proposition 7.17, h and h1 are mutually bounded. We have the function s :Mλ −→ R>0
determined by h1 = h · s. We have ∆s = 0 on Mλ according to Corollary 2.30. Hence, we obtain that s is
constant by Corollary 8.7.
8.2.1 Reformulation
Let α be a non-zero complex number. Let Lcov(α) be the O
M
λ(∗Hλ cov∞ )-module OMλ(∗Hλ cov∞ ) e. Let π :
M
λ −→ S1T denote the projection. We have the good filtered bundles P(0)∗ (L(α)) by setting
degP
(0)
(e|π−1(t1)) = 0.
We consider the Z-action by κ∗1e = α · e. Then, we obtain a locally free OMλ(∗Hλ∞)-module L(α) and the good
filtered bundle P∗L(α) over L(α).
Lemma 8.9 We have a Hermitian metric h of L(α)|Mλ such that (i) (L(α)|Mλ , h) is a monopole, (ii) h is
adapted to P∗L(α). Such a metric is unique up to the multiplication of positive constants.
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8.3 Global periodic monopoles of rank one (2)
8.3.1 Construction of mini-holomorphic bundles
Let P ∈ Mλ. Let P˜ = (t01, β01) ∈ (̟λ)−1(P ) such that 0 ≤ t01 < T . We set U :=] − ǫ, T − ǫ/2[×P1 and
Hλ∞,ǫ :=] − ǫ, T − ǫ/2[×{∞}. Let pi (i = 1, 2) denote the projections p1 : U \ {P˜} −→] − ǫ, T − ǫ/2[ and
p2 : U \{P˜} −→ P1. Let Lcov−ǫ,T−ǫ/2(P, ℓ) be the OU\{P˜}(∗Hλ∞,ǫ)-module determined by the following conditions:
• Lcov−ǫ,T−ǫ/2(P, ℓ)(∗p−12 (β01)) is naturally isomorphic to the pull back of OP1(∗{β01 ,∞}) e.
• We have
Lcov−ǫ,T−ǫ/2(P, ℓ)|p−11 (a) =
 OP
1(∗∞)e (−ǫ < a < t01),
OP1(−ℓβ01)(∗∞)e (t01 < a < T − ǫ/2),
under the above isomorphism.
Let κ1 :] − ǫ,−ǫ/2[−→]T − ǫ, T − ǫ/2[ be the isomorphism given by κ1(t1, β1) = (t1 + T, β1 + 2
√−1λT ). We
have the isomorphism
κ∗1
(
Lcov−ǫ,T−ǫ/2(P, ℓ)|]T−ǫ,T−ǫ/2[×P1
)
≃ Lcov−ǫ,T−ǫ/2(P, ℓ)|]−ǫ,−ǫ/2[×P1
given by κ∗1
(
(β1−β01)ℓe
)
7−→ e, or equivalently κ∗1(e) 7−→ (β1−β01 +2
√−1λT )−ℓe. Hence, by gluing, we obtain
an OMλ\{P}(∗Hλ∞)-module denoted by L(P, ℓ).
Let Lcov(P, ℓ) denote the pull back of L(P, ℓ) by ̟λ. We shall describe Lcov(P, ℓ) explicitly. Let P˜n =
(t
(n)
1 , β
(n)
1 ) denote the point of (̟
λ)−1(P ) such that nT ≤ t(n)1 < (n+ 1)T . We set
H(P˜n,+) :=
{
(t1, β
(n)
1 )
∣∣ t1 > t(n)1 }, H(P˜n,−) := {(t1, β(n)1 ) ∣∣ t1 < t(n)1 }.
Then, we have the following isomorphism:
Lcov(P, ℓ) ≃ OMλ\(̟λ)−1(P )
(∑
n<0
ℓH(P˜n,−)−
∑
n≥0
ℓH(P˜n,+)
)
.
Let us describe the isomorphism κ∗1Lcov(P, ℓ) ≃ Lcov(P, ℓ). If n ≥ 0, the isomorphism
κ∗1
(
Lcov(P, ℓ)|]t01+nT,t01+(n+1)T [×P1
)
≃ Lcov(P, ℓ)|]t01+(n−1)T,t01+nT [×P1
is given by
κ∗1
( n∏
m=0
(
β1 − (β01 + 2
√−1λmT )ℓ)e) 7−→ n−1∏
m=0
(
β1 − (β01 + 2
√−1λmT )ℓ)e.
If n < 0, the isomorphism
κ∗1
(
Lcov(P, ℓ)|]t01+nT,t01+(n+1)T [×P1
)
≃ Lcov(P, ℓ)|]t01+(n−1)T,t01+nT [×P1
is given by
κ∗1
(−n−1∏
m=0
(
β1 − (β01 − 2
√−1λmT )−ℓ)e) 7−→ −n∏
m=0
(
β1 − (β01 − 2
√−1λmT )−ℓ)e.
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8.3.2 Good filtered bundles
Let et1 denote the restriction of e to p−11 (t1). We have the filtered bundle P(a)∗ Lcov(P, ℓ) over Lcov(P, ℓ) defined
by the following condition:
degP
(a)
(et1) = −ℓ t1 − t
0
1
T
+ a.
Because P∗Lcov(P, ℓ) is Z-equivariant, we obtain the filtered bundle P∗L(P, ℓ) over L(P, ℓ).
Lemma 8.10 We have deg
(P(a)∗ L(P, ℓ)) = −(a+ ℓ/2).
Proof Indeed,
T deg
(P(a)∗ L(P, ℓ)) = ∫ T
0
deg
(P(a)∗ L(P, ℓ)|p−11 (t1)) dt1 =
∫ t01
0
(
ℓ
t1 − t01
T
− a
)
dt1 +
∫ T
t01
(
ℓ
t1 − t01
T
− ℓ− a
)
dt1
=
∫ T
0
ℓ
t1
T
dt1 − aT −
∫ T
0
ℓ
t01
T
dt1 − ℓ(T − t01) = −aT −
ℓT
2
. (102)
Thus, we obtain the desired equality.
8.3.3 Monopoles
Proposition 8.11 We have a metric h of L(P, ℓ) such that the following holds.
• (L(P, ℓ), h) is a monopole of Dirac type on Mλ \ {P}.
• h is adapted to P(−ℓ/2)∗ L(P, ℓ) in the sense of Definition 4.17.
Such h is unique up to the multiplication of positive constants.
Proof Let Ψλ :Mλ −→ P1w be given by Ψλ(t1, β1) = (1+ |λ|2)−1(β1−2
√−1λt1). Let Uw := {|w| > R}∪{∞}.
Set U := (Ψλ)−1(Uw).
By using Proposition 7.19 in the rank one case, we can construct a Hermitian metric h1 of L(P, ℓ) such
that (i) (L(P, ℓ), h1) satisfies the norm estimate with respect to P(−ℓ/2)∗ L(P, ℓ), (ii) ∂ℓ1t1 ∂ℓ2β1∂ℓ3β1G(h1) = O
(|w|−k)
for any (ℓ1, ℓ2, ℓ3) ∈ Z3≥0 and for any k as |w| → ∞, (iii) G(h1) = 0 around P . By Corollary 2.31, we have
G(h1e
ϕ)−G(h1) = 4−1∆ϕ. We also have
∫
G(h1) = deg(P(−ℓ/2)∗ L) = 0. We can take a bounded C∞-function
ϕ such that −4−1∆ϕ = −G(h1) by Lemma 8.4. Then, h = h1eϕ has the desired property.
Suppose that h′ is another metric satisfying the conditions. We have the C∞ function ϕ on Mλ \ Z such
that h′ = heϕ, which is bounded. We have ∆ϕ = 0 on Mλ \ Z, i.e., ϕ is a harmonic function on Mλ\. Recall
that isolated singularities of bounded harmonic functions are removable. (See [1, Theorem 2.3], for example.)
Then, we obtain that ϕ is a constant by Corollary 8.7.
8.4 Global periodic monopoles of rank one (3)
Let Z be a finite set. Let L be a locally free OMλ\Z(∗Hλ∞,q)-module of rank one with Dirac type singularity at
Z. For each P ∈ Z, we have the integer ℓ(P ). Then, we have a non-zero complex number α and an isomorphism
L ≃ L(α) ⊗
⊗
P∈Z
L(P, ℓ(P )).
We have the unique good filtered bundle P∗L over L such that deg(P∗L) = 0, for which
P∗L ≃ P(0)∗ L(α)⊗
⊗
P∈Z
P(−ℓ(P )/2)∗ L(P, ℓ(P )).
We obtain the following.
Proposition 8.12 We have the metric h such that (i) (L|Mλ\Z , h) is a monopole of Dirac type, (ii) h is adapted
to P∗L. Such a metric is unique up to the multiplication of positive constants.
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9 Global periodic monopoles and filtered difference modules
9.1 Statements
Let Z be a finite subset in Mλ.
Definition 9.1 A monopole (E, h,∇, φ) is called of GCK type if the following holds.
• F (∇)→ 0 and |φ|h = O(log |w|) as w →∞.
• Each point P ∈ Z is singularity of Dirac type.
Let (E, h,∇, φ) be a monopole onMλ \Z of GCK-type. Let Eλ be the underlying mini-holomorphic bundle
on Mλ \ Z. It is prolonged to the associated good filtered bundle P∗Eλ on (Mλ;Z,Hλ∞). We shall prove the
following theorem in §9.2–§9.4.
Theorem 9.2 The above procedure induces a bijection between the equivalence classes of the following objects:
• Monopoles of GCK-type (E, h,∇, φ) on Mλ \ Z.
• Polystable good filtered bundles of Dirac type P∗Eλ on (Mλ;Z,Hλ∞) with deg(P∗Eλ) = 0.
Because Mλ \ Z =M0 \ Z as Riemannian manifolds, we also obtain the following, which is an analogue of
the correspondence between stable good filtered flat bundles and stable good filtered Higgs bundles.
Corollary 9.3 We have the correspondence of the following objects through monopoles of GCK-type onMλ\Z.
• Polystable good filtered bundles of Dirac type P∗E0 on (M0;Z,H0∞) with deg(P∗E0) = 0.
• Polystable good filtered bundles of Dirac type P∗Eλ on (Mλ;Z,Hλ∞) with deg(P∗Eλ) = 0.
9.2 Preliminary
9.2.1 Ambient good filtered bundles with appropriate metric
Let Z be a finite subset inMλ. Let P∗Eλ be a good filtered bundle with Dirac type singularity on (Mλ;Z,Hλ∞).
Let (E, ∂E) denote the mini-holomorphic bundle with Dirac type singularity onMλ \Z obtained as the restric-
tion of PEλ.
Let h1 be a Hermitian metric of E adapted to P∗E such that the following holds.
(A1) Around Hλ∞, we have G(h1) = O(|w|−ǫ−2) for some ǫ > 0, and (E, ∂E , h1) satisfies the norm estimate
with respect to P∗E in the sense of Definition 4.13. Moreover, we have[
∂E,β1
, ∂E,h1,β1
]
= O
(|w|−2(log |w|)−2). (103)
(See Proposition 7.19.)
(A2) Around each point of Z, (E, ∂E , h1) is a monopole with Dirac type singularity. In particular, it induces
a C∞-metric of the Kronheimer resolution of E. (See §2.2.6 for the Kronheimer resolution.)
9.2.2 Degree of filtered subbundles
Let P∗E1 ⊂ P∗E be a filtered subbundle on
(Mλ;Z,Hλ∞). Let E1 be the mini-holomorphic bundle of Dirac
type on (Mλ, Z). Let h1,E1 denote the metric of E1 induced by h1. By the Chern-Weil formula in Lemma 2.25,
the analytic degree deg(E1, h1,E1) ∈ R ∪ {−∞} makes sense.
Proposition 9.4 We have 2πT deg(P∗E1) = deg(E1, h1,E1).
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Proof We take a metric h0,E1 of E1 which satisfies the conditions (A1,2) for P∗E1. Because G(h0,E1) =
O(|w|−2−ǫ) (ǫ > 0) around Hλ∞, and because G(h0,E1) = 0 around each point of Z, G(h0,E1) is L1. Let ∇0 and
φ0 be the Chern connection and the Higgs field associated to (E1, ∂E1) with h0,E1 . Because (E1, ∂E1 , h0,E1) is
a monopole with Dirac type singularity around each point P of Z, we have (∇0φ0)|x = O
(
d(x, P )−2
)
around
P , and hence ∇0φ0 is L1 around P . Let ∂E1,β1 denote the operator induced by ∂E1,β1 and h0,E1 as in §2.8.3.
Because [∂E1,β1 , ∂E1,β1 ] = O
(|w|−2(log |w|)−2) around Hλ∞, [∂E1,β1 , ∂E1,β1 ] is L1 around Hλ∞. Hence, we may
apply Corollary 2.27, and we obtain the following equality:∫
TrG(h0,E1) dvol =
∫ T
0
2π par-deg(P∗E1|π−1(t1)) dt1.
Let us prove the following equality:∫
TrG(h1,E1) dvol =
∫
TrG(h0,E1) dvol . (104)
By considering detE1 ⊂
∧rankE1 E, it is enough to consider the case rankE1 = 1. According to Proposition
8.12, we have a Hermitian metric h′E1 of E1 such that (i) (E1, ∂E1 , h
′
E1
) is a monopole of GCK-type, (ii) the
meromorphic extension Ph′E1E1 is equal to PE1. We have deg(Ph
′
E1∗ E1) = 0. By considering (E, ∂E , h) ⊗
(E1, ∂E1 , h
′
E1
)−1 and P∗E ⊗ (Ph
′
E1∗ E1)∨, we may reduce the issue to the case where PE1 is isomorphic to
OMλ(∗Hλ∞). We have the section f of PE1 corresponding to 1 ∈ OMλ(∗Hλ∞). We have the number a such that
f ∈ PaE1 and f 6∈ P<aE1. We consider the filtered bundle P ′∗E over E determined by P ′cE|π−1(P ) := Pc+aE|π−1(P ),
and the metric |w|−2ah, it is enough to study the case a = 0.
Lemma 9.5 Let Bλ be a neighbourhood of Hλ∞ inM
λ
. Let E be a mini-holomorphic bundle on Bλ∗ := Bλ\Hλ∞
with a metric h such that G(h) is L1. Let f be a mini-holomorphic section of E such that
C−11 ≤ |f |h(log |w|)−k ≤ C1
for some C1 > 1 and k ∈ R. Then,
∣∣∇β0f ∣∣h · |f |−1h and ∣∣(∇t0 +√−1 adφ)f ∣∣h · |f |−1h are L2.
Proof It is enough to prove that
∣∣∇β0f ∣∣h(log |w|)−k and ∣∣(∇t0 +√−1 adφ)f ∣∣h(log |w|)−k are L2. Because f is
mini-holomorphic, we have ∇β0f = 0 and (∇t0 −
√−1 adφ)f = 0. We may assume that Bλ∗ = (Ψλ)−1(U∗w(R)),
where U∗w(R) := {w ∈ C | |w| > R}.
We take a C∞-function ρ : R −→ {0 ≤ a ≤ 1} ⊂ R≥0 such that, (i) ρ(t) = 0 (t ≥ 1), (ii) ρ(t) = 1 (t ≤ 1/2),
(iii) ρ(t)1/2 and ∂tρ(t)
/
ρ(t)1/2 give C∞-functions.
For any large positive integer N , we set χN (w) := ρ
(
N−1 log |w|2). We obtain C∞-functions χN : U∗w(R) −→
R≥0 such that χN (w) = 0 if |w| > eN and χN (w) = 1 if |w| < eN/2. Let µ : U∗w(R) −→ R≥0 be a C∞-function
such that µ(w) = 1− ρ(log(|w|/R)). We set χ˜N := µ · χN . We have
∂wχ˜N (w) = ∂wµ(w)χN (w) + µ(w)ρ
′(N−1 log |w|2)N−1w−1.
By the assumption on ρ, ∂wχ˜N (w)
/
χ˜N (w)
1/2 naturally give C∞-functions on U∗w(R) and we have C2 > 0, which
is independent of N , such that the following holds:∣∣∂wχ˜N (w)/χ˜N (w)1/2∣∣ ≤ C2|w|−1(log |w|2)−1.
Because ∂β0w = (1 + |λ|2)−1 and ∂β0w = −λ
2
(1 + |λ|2)−1, we have C3 > 0, which is independent of N , such
that the following holds: ∣∣∂β0(χ˜N (w))/χ˜N (w)1/2∣∣ ≤ C3|w|−1(log |w|2)−1.
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We consider the following integral:∫
Bλ∗
χ˜N (w) · h(∇β0f,∇β0f)(log |w|2)−2k dvol = −
∫
Bλ∗
∂β0
(
χ˜N (w)
) · h(f,∇β0f)(log |w|2)−2k dvol
−
∫
Bλ∗
χ˜N (w) · h(f,∇β0∇β0f)(log |w|
2)−2k dvol
+
∫
Bλ∗
χ˜N (w) · h(f,∇β0f) · (−2k)(log |w|2)−2k−1(w−1∂β0w + w−1∂β0w) dvol (105)
We have the following inequality:∣∣∣∂β0χ˜N · h(f,∇β0f)(log |w|2)−2k∣∣∣ ≤ (C3C1|w|−1(log |w|2)−1) · (χ˜1/2N (w) · ∣∣∇β0f ∣∣h(log |w|2)−k).
We also have the following inequality:∣∣∣χ˜N · h(f,∇β0f) · (log |w|2)−2k−1(w−1∂β0w + w−1∂β0w)∣∣∣ ≤
2
(
C1χ˜
1/2
N · |w|−1(log |w|2)−1
)
·
(
χ˜
1/2
N
∣∣∇β0f ∣∣h(log |w|2)−k). (106)
Note that ∇β0∇β0f = (∇β0∇β0 −∇β0∇β0)f = −[Fβ0,β0(h), f ]. We have C4, C5 > 0 which are independent of
N , such that the following holds:∫
Bλ∗
χ˜N ·
∣∣∇β0f ∣∣2h(log |w|2)−2k dvol ≤ C4 + C5(∫Bλ∗ χ˜N · ∣∣∇β0f ∣∣2h(log |w|2)−2k dvol
)1/2
+
∫
Bλ∗
χ˜N · h
(
f, [Fβ0,β0 , f ]
)
(log |w|2)−2k dvol . (107)
Similarly, we have the following:∫
Bλ∗
χ˜N ·
∣∣(∇t0 +√−1 adφ)f ∣∣2h(log |w|2)−2k dvol ≤
C5 + C6
(∫
Bλ∗
χ˜N ·
∣∣(∇t0 +√−1 adφ)f ∣∣2h(log |w|2)−2k dvol)1/2
+
∫
Bλ∗
χ˜N · h
(
f, [−2√−1∇t0φ, f ]
)
(log |w|2)−2k dvol . (108)
Here, Ci (i = 5, 6) are positive constants, which are independent of N . Because G(h) is L
1, we have a constant
C7 > 0, which is independent of N , such that the following holds:∫
Bλ∗
χ˜N · h
(
f, [Fβ0,β0 , f ]
)
(log |w|2)−2k dvol+1
4
∫
Bλ∗
χ˜N · h
(
f, [−2√−1∇t0φ, f ]
)
(log |w|2)−2k dvol ≤ C7.
We put
AN :=
∫
Bλ∗
χ˜N ·
∣∣∇β0f ∣∣2h(log |w|2)−2k dvol+14
∫
Bλ∗
χ˜N ·
∣∣(∇t0 +√−1 adφ)f ∣∣2h(log |w|2)−2k dvol .
We have constants Ci > 0 (i = 8, 9), which are independent of N , such that the following holds:
AN ≤ C8 + C9A1/2N .
Hence, we obtain that AN are bounded. By taking N →∞, we obtain the claim of Lemma 9.5.
Let h2,E1 be a Hermitian metric of E1 such that the following holds.
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• We have a neighbourhood N1 of Z and that h2,E1 = h0,E1 on Mλ \N1.
• We have a neighbourhood N2 of Z contained in N1 such that h2,E1 = h1,E1 on N2 \ Z.
We have the function s determined by h1,E1 = h2,E1 · s. According to Corollary 2.31, we have the relation
G(h1,E1) − G(h2,E1) = 4−1∆ log s. The support of log s is contained in Mλ \ N2. By using Lemma 9.5, we
obtain
∫
∆ log s = 0. Hence, we have
∫
G(h1,E1) =
∫
G(h2,E1).
To compare
∫
G(h0,E1) and
∫
G(h2,E1), it is enough to compare the integrals over a neighbourhood for each
P ∈ Z. We apply a variant of the argument in [32]. For simplicity of the description, we consider the case
P = (0, 0). Let U denote the connected component of N1 which contains P . We may regard U as an open
subset of R× C. We take the Kronheimer resolution as in §2.8.6. We have the map ϕ : C2 −→ R× C given by
ϕ(u1, u2) = (|u1|2 − |u2|2, 2u1u2). Set U˜ = ϕ−1(U). We have the holomorphic vector bundle E˜ and E˜1 on U˜ ,
induced by E and E1, respectively. We may regard E˜1 as a saturated subsheaf of E˜. Note that E˜/E˜1 is not
necessarily locally free. The metric h˜1 := ϕ
−1(h1,E1) induces a C
∞-metric of E˜1. The metric h˜2 := ϕ−1(h2,E1)
may have singularity.
We take a projective morphism ψ : U˜ ′ −→ U˜ such that (i) D := ψ−1(0, 0) is simple normal crossing, (ii)
U˜ ′ \D ≃ U˜ \ {(0, 0)}, (iii) the saturation (ψ∗E˜1)∼ of ψ∗E˜1 in ψ∗E˜ is a subbundle, i.e., ψ∗E˜/(ψ∗E˜1)∼ is locally
free. We have the Hermitian metric h˜′1 := ψ
∗(h˜1) of ψ∗E˜1. The metric ψ∗(h˜2) induces a C∞-metric h˜′2 of
(ψ∗E˜1)∼. Let s be the function on U˜ ′ \D determined by h˜′1 = h˜′2 · s. We have a neighbourhood N ′ of D such
that s = 1 on U˜ ′ \N ′. It gives an L1-function on U˜ ′, and we have the following equality of (1, 1)-currents on
U˜ ′:
∂∂ log s = F (h˜′1)− F (h˜′2) +
∑
ai[Di].
Here, Di denote the irreducible components of D, [Di] denote the (1, 1)-current obtained as the integrations
over Di, and ai are constants. Because ψ∗[Di] = 0, we obtain
∫
U˜
ΛF (h1,E1) =
∫
U˜
ΛF (h2,E1). By Lemma 2.35,
we obtain the desired equality (104).
9.2.3 Analytic degree of subbundles
Let E2 ⊂ E be a mini-holomorphic subbundle. Let h1,E2 denote the metric of E2 induced by h1. By the
Chern-Weil formula in Lemma 2.25, deg(E2, h1,E2) ∈ R ∪ {−∞} makes sense.
Proposition 9.6 Suppose that deg(E2, h1,E2) 6= −∞. Then, we have a good filtered subbundle P∗E2 ⊂ P∗E
such that PaE2|Mλ\Z = E2. Moreover, we have deg(E2, h1,E2) = 2πT deg(P∗E2).
Proof Let Mλ −→ S1T denote the projection. By (103) and [43, Lemma 10.6], E2|π−1(t1)∩Mλ are extended to
a locally free OP1β1 (∗∞)-submodules of PE|π−1(t1).
We take P ∈ Hλ∞ and a small neighbourhood U of P in M
λ
. On a neighbourhood U , we use a local
coordinate (t1, β
−1
1 ). On U˜ := Rs1 × UP , we use the complex coordinate (α1, β−11 ) = (s1 +
√−1t1, β−11 ) as in
§2.6.6. We set D := Rs1 × (U ∩Hλ∞). Then, as in §2.4.2, we have the locally free OU˜ (∗D)-module P˜E induced
by PE . We also have the holomorphic vector subbundle E˜2 of P˜E |U˜\D induced by E2. Let p : U˜ −→ D be
the projection given by p(α1, β
−1
1 ) = α1. By the above consideration, E˜2|p−1(α1) is extended to Op−1(α1)(∗∞)-
submodule of P˜E |p−1(α1). By using [48, Theorem 4.5], we obtain that E˜2 is extended to PU˜ (∗D)-submodule P˜E2
of P˜E . By the construction, P˜E2 is naturally R-equivariant, we obtain that E2|U\Hλ∞ is extended to a locally free
OU
(∗(Hλ∞∩U))-submodule of PE|U . Hence, we obtain that E2 is extended to a locally free OMλ(∗Hλ∞)-modulePE2. We have the good filtered bundle P∗E2 over PE2 as in §2.2.8. The claim for the degree follows from the
previous proposition.
As a consequence, we obtain the following.
Corollary 9.7 P∗E is stable if and only if (E, h1) is analytic stable.
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9.3 Good filtered bundles associated to monopoles of GCK-type
Let Z be a finite subset of Mλ. Let (E, ∂E , h) be a monopole on Mλ \ Z of GCK-type. Let P∗E be the
associated filtered bundle of Dirac type on (Mλ;Z,Hλ∞).
Proposition 9.8 The good filtered bundle P∗E is polystable with deg(P∗E) = 0. If the monopole (E, ∂E , h) is
irreducible, P∗E is stable.
Proof By Corollary 6.12, the relation (87), and Proposition 7.9, (E, ∂E , h) satisfies the condition in §9.2.1.
Applying Proposition 9.4 to P∗E, we obtain 2πT deg(P∗E) = deg(E, h) = 0. Let P∗E1 be a good filtered
subbundle of P∗E. By Proposition 9.4, we have 2πT deg(P∗E1) = deg(E1, hE1) ≤ 0. Moreover, if deg(P∗E1) =
0, E1 is flat with respect to the Chern connection, and the orthogonal decomposition E = E1 ⊕ E⊥1 is mini-
holomorphic. Hence, we have the decomposition P∗E = P∗E1⊕P∗E⊥1 . We also have that E1 and E⊥1 with the
induced metrics are monopoles. Thus, we obtain the poly-stability of P∗E.
Proposition 9.9 Let h′ be another metric of E such that (i) (E, ∂E , h′) is a monopole, (ii) any points of Z
are Dirac type singularity, (iii) h′ is adapted to P∗E in the sense of Definition 4.17. Then, the following holds.
• We have a mini-holomorphic decomposition (E, ∂E) =
⊕m
i=1(Ei, ∂Ei), which is orthogonal with respect to
both h and h′.
• We have positive numbers ai (i = 1, . . . ,m) such that hEi = aih′Ei .
Proof By Proposition 7.6, h and h′ are mutually bounded. Hence, we obtain the claim from [39, Proposition
1.3].
9.4 Construction of monopoles
Let Z be a finite subset. Let P∗E be a stable good filtered bundle of Dirac type on (Mλ;Z,Hλ∞) with deg(P∗E) =
0. Set E := PaE|Mλ\Z .
Proposition 9.10 We have a metric h such that (i) (E, ∂E , h) is a monopole of GCK-type, (ii) (E, ∂E , h)
satisfies the norm estimate with respect to P∗E.
Proof By using Proposition 7.19 and Proposition 8.12, we can construct a metric h0 of E satisfying the
following conditions.
• (A1) and (A2) in §9.2.1.
• Let ∇h0 and φh0 be the Chern connection and the Higgs field associated to (E, ∂E , h0). Then, we have
the decay F (∇h0)→ 0 and |φh0 |h0 = O(log |w|) when |w| → ∞.
• det(E, ∂E , h0) is a monopole.
Set Aλ := S1×Mλ and Aλ := S1 ×Mλ. We have the complex structure on Aλ given by the local complex
coordinate (α0, β0) = (s0+
√−1t0, β0) in §2.6.5. Let p : Aλ −→Mλ be the projection. We have the holomorphic
bundle (E˜, ∂E˜) on A
λ \ p−1(Z) as in §2.4.2. We have the induced metric h˜0. We have the natural S1-action
on Aλ, for which (E˜, ∂E˜ , h˜0) is equivariant. We obtain that the S
1-equivariant bundle (E˜, ∂E˜) with the metric
h˜0 is S
1-equivariant analytic stable in the sense of [39]. Applying the Kobayashi-Hitchin correspondence for
analytic stable bundles in [39], we obtain a metric h such that the following holds.
• (E, ∂E , h) is a monopole.
• h and h0 are mutually bounded. In particular, (E, ∂E , h) satisfies the norm estimate with respect to P∗E .
• det(h) = det(h0).
By Proposition 7.17 and Proposition 2.10, we obtain that (E, ∂E , h) is of GCK-type.
Theorem 9.2 follows from Proposition 9.8, Proposition 9.9 and Proposition 9.10.
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10 Appendix
10.1 Formal λ-connections associated to asymptotic harmonic bundles
10.1.1 Asymptotic harmonic bundles
Let U be a neighbourhood of 0 in C. Let (V, ∂V , θ) be a Higgs bundle on U \ {0}. We assume that (V, ∂V , θ) is
good wild, i.e., after shrinking U , we have a finite subset I ⊂ z−1C[z−1] and a decomposition
(V, ∂V , θ) =
⊕
a∈I
(Va, ∂Va , θa) (109)
such that the following holds for each a ∈ I.
• Let fa be the endomorphism of Va determined by θa−da idVa = fadz/z. Let det(t idVa −fa) =
∑
aa,j(z)t
j
be the characteristic polynomial of fa. Then, aa,j are holomorphic on U .
For any a ∈ z−1C[z−1], set ord(a) := − degz−1 a. Let p be a positive integer such that
− p ≤ min{ord(a− b) | a, b ∈ I, a 6= b}. (110)
Let h be a Hermitian metric of V . Let R(h) denote the curvature of the Chern connection ∇ of (V, ∂V , h).
Let θ† denote the adjoint of θ with respect to h. We assume the following condition.
• Let P (s1, s2, s3, s4) be a polynomial of non-commutative variables si (i = 1, 2, 3, 4). Then, we have
ǫ(P ) > 0 such that the following estimate holds:
P (ad(f), ad(f †),∇z,∇z)
(
R(h) + [θ, θ†]
)
= O
(
exp
(−ǫ(P )|z|−p)) dz dz. (111)
Remark 10.1 The above condition is not the same as that in [37, §5.5]. First, the author regret that exp(−ǫ|z|p)
in [37, S5.5] should be corrected to exp(−ǫ|z|−p). Although a stronger assumption −p < min{ord(a − b) | a, b ∈
I, a 6= b} is imposed in [37], the condition (110) is enough for our purpose. While we considered only the
estimate for R(h) + [θ, θ†] in [37], we impose the decay condition for the higher derivatives in this paper, which
will be used in Proposition 10.4..
We have the refined decomposition (Va, ∂Va , θa) =
⊕
α∈C(Va,α, ∂Va,α , θa,α) such that the following holds.
• Let fa,α be the endomorphism of Va,α determined by θa,α − (da+ αdz/z) idVa,α = fa,αdz/z. We consider
the characteristic polynomial det(t idVa,α −fa,α) = trankVa,α +
∑rankVa,α−1
j=0 aa,α,j(z)t
j . Then, aa,α,,j are
holomorphic on U , and aa,α,j(0) = 0 for any 0 ≤ j ≤ rankVa,α − 1.
10.1.2 Simpson’s main estimate
The following is given in [37, Proposition 5.18], which is a variant of Simpson’s main estimate in [43, 36].
Proposition 10.2
• If a 6= b, there exists ǫ > 0 such that Va,α and Vb,β are O
(
exp(−ǫ|z|ord(a−b)))-asymptotically orthogonal,
i.e., there exists C1 > 0 such that we have the following for any u ∈ Va,α|Q and v ∈ Vb,β|Q:∣∣h(u, v)∣∣ ≤ C1 exp(−ǫ|z(Q)|ord(a−b)) · |u|h · |v|h
• If α 6= β, there exists ǫ > 0 such that Va,α and Va,β are O(|z|ǫ)-asymptotically orthogonal.
• θa,α − (da+ α dz/z) idEa,α is bounded with respect to h and the Poincare´ metric gp.
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Proof Because the condition is slightly changed, we repeat the argument in the proof of [37, Proposition 5.18]
with minor modifications. By considering the tensor product with a harmonic bundle of a rank one, we may
assume −p ≤ min{ord(a) ∣∣ a ∈ I}. For any ℓ ≤ p, we have the map ηℓ : z−1C[z−1] −→ z−ℓC[z−1] by forgetting
the terms
∑
j≥−ℓ+1 ajz
j. Let Iℓ denote the image of I. For each b ∈ Iℓ, we set V (ℓ)b :=
⊕
ηℓ(a)=b
⊕
α∈C Va,α.
Let π
(ℓ)
b denote the projection of V onto V
(ℓ)
b with respect to the decomposition V =
⊕
V
(ℓ)
b .
We take a total order ≤′ on Iℓ for each ℓ such that the induced maps Iℓ1 −→ Iℓ2 are order-preserving for
each ℓ1 ≤ ℓ2. Let V ′(ℓ)b be the orthogonal complement of
⊕
c<′b V
(ℓ)
c in
⊕
c≤′b V
(ℓ)
c . Let π
′(ℓ)
b be the orthogonal
projection onto V
′(ℓ)
b .
We put ζℓ := ηℓ − ηℓ+1. We have the expression θ = f dz. We put f (ℓ) := f −
∑
a ∂z
(
ηℓ+1(a)
)
πa, µ
(ℓ) :=
f (ℓ) −∑a ∂zζℓ(a)π′a and R(ℓ)b := π(ℓ)b − π′(ℓ)b . We consider the following claims.
(Pℓ) |f (ℓ′)|h = O(|z|−ℓ′−1) for ℓ′ ≥ ℓ.
(Qℓ) |µ(ℓ′)|h = O(|z|−ℓ′) for ℓ′ ≥ ℓ.
(Rℓ) |R(ℓ
′)
b |h = O
(
exp(−C|z|−ℓ′)) for ℓ′ ≥ ℓ and for b ∈ Iℓ′ .
The asymptotic orthogonality of Va,α and Vb,β (a 6= b) follows from (R1).
We have the expression θ† = f †dz. Let ∆ := −∂z∂z. If a holomorphic section s of End(E) satisfies [s, f ] = 0,
we obtain the following inequality for some C0 > 0 and ǫ0 > 0, which follows from (111) with P = 1:
∆ log |s|2h ≤ −
∣∣[f †, s]∣∣2
h
|s|2h
+ C0 exp(−ǫ0|z|−p). (112)
Let f (ℓ)† denote the adjoint of f (ℓ) with respect to h. Suppose Pℓ+1, Qℓ+1 and Rℓ+1. By Rℓ+1, we have[
(f − f (ℓ))†, f (ℓ)] = O(exp(−ǫ|z|−ℓ−1)). By applying (112) to f (ℓ), we obtain the following for some C1 > 0 as
in (99) of [36]:
∆ log |f (ℓ)|2h ≤ −
∣∣[f (ℓ)†, f (ℓ)]∣∣2
h
|f (ℓ)|2h
+ C1.
Then, by the same argument as that in §7.3.2–§7.3.3 of [36], we obtain Pℓ and Qℓ. We put
k
(ℓ)
b := log
(|π(ℓ)b |2h/|π′(ℓ)b |2h) = log(1 + |R(ℓ)b |2h/|π′(ℓ)b |2h).
By applying (112) to π
(ℓ)
b , we obtain
∆ log k
(ℓ)
b ≤ −
∣∣[f †, π(ℓ)b ]∣∣2h
|π(ℓ)b |2h
+ C0 exp
(−ǫ0|z|−p).
There exists C2 > 0 and r2 > 0 such that the following holds for any |z| < r2:
∆ exp(−A|z|−ℓ) ≥ − exp(−A|z|−ℓ)
(ℓ2
4
A2|z|−2(ℓ+1)
)
≥ − exp(−A|z|−ℓ) ℓ
2
4
A2C2|z|−2(ℓ+1) + C0 exp(−ǫ0|z|−p) (113)
Hence, we obtain Rℓ by using the argument in §7.3.4 of [36]. Similarly, we obtain the asymptotic orthogonality of
Va,α and Va,β (α 6= β), and the boundedness of θa,α− (da+αdz/z) idVa,α by using the argument in §7.3.5–§7.3.7
of [36] with (112).
We obtain the following corollary. (See §7.2.5 of [36] for the argument.)
Corollary 10.3 (V, ∂V , h) is acceptable, i.e., the curvature F (h) is bounded with respect to h and gp.
103
10.1.3 The associated filtered bundles and formal λ-connections
Let λ ∈ C. We have the holomorphic bundle Vλ = (V, ∂ + λθ†) on U \ {0}. By a version of Simpson’s Main
estimate we have the following estimate (see [37]):
[∂ + λθ†, ∂ − λθ] = [∂, ∂]− |λ|2[θ, θ†] = O
(
|z|−2(− log |z|)−2
)
dz dz.
Namely, (Vλ, h) is acceptable. Hence, we obtain a filtered bundle P∗Vλ on (U, 0).
10.1.4 Taylor series of the λ-connections
Set Dλ := ∂ +λθ† +λ∂ + θ†. We take a holomorphic frame v of PaVλ compatible with the parabolic structure.
Let A be the matrix valued function determined by Dλv = vAdz.
Proposition 10.4 We have N ∈ Z>0 such that zNA is C∞, and that the following holds:
• For any (ℓ1, ℓ2) ∈ Z≥1 × Z≥0, we have ∂ℓ1z ∂ℓ2z (zNA) = O
(
exp(−ǫ(P )|z|−p)).
As a result, the Taylor series of zNA at 0 is of the form
∑∞
j=0 Bjz
j dz.
Proof Let C be the matrix valued function on U \ {0} determined by (∂ − λθ)v = vC dz. Let FC be
the endomorphism determined by FCv = vC. Because the connection ∂ + λθ
† + ∂ − λθ is acceptable, we
have |FC |h = O
(|z|−1). (See [36].) We have |θ|h = O(|z|−N1) for some N1, according to [37]. Because
λ∂ + θ − λ(∂ − λθ) = (1 + |λ|2)θ, we obtain that A = O(|z|−N) for some N ∈ Z. Hence, zNA is bounded.
Set G :=
[
∂ + λθ†, λ∂ + θ
]
= λ
(
[∂, ∂] + [θ, θ†]
)
. We have Gv = v∂A. For each ℓ ∈ Z≥0, we have ǫℓ > 0 such
that (∂z + λθ
†
z)
ℓG = O
(
exp(−ǫℓ|z|−p)
)
, which implies ∂ℓz(∂A) = O
(
exp(−ǫℓ|z|−p)
)
. We obtain the claim of the
proposition from the following lemma.
Lemma 10.5 Let f be a C∞-function on U \ {0}. Suppose that for any ℓ ∈ Z≥0 we have ǫℓ > 0 such that
|∂ℓzf | = O
(
exp(−ǫℓ|z|−p)
)
. Then, for any (ℓ1, ℓ2) ∈ Z≥0 × Z≥0, we have
∣∣∂ℓ1z ∂ℓ2z f ∣∣ = O(exp(−ǫℓ1,ℓ2 |z|−p)) for
some ǫℓ1,ℓ2 > 0.
Proof We may assume that U = {|z| < 1}. We take a covering Ψ : {ζ ∈ C | Re(ζ) < 0} −→ U given by
Ψ(ζ) = exp(ζ). Set f1 := Ψ
∗(f). By the condition, for any ℓ ∈ Z≥0, we have
∣∣∂ℓ
ζ
f1
∣∣ = O(exp(−ǫ1,ℓ|Ψ(ζ)|−p))
for some ǫ1,ℓ > 0.
Take ζ0 ∈ C with Re(ζ0) < −10. Let B(ζ0, r) be the disc with radius r with center ζ0. We have Cℓ > 0 and
ǫ2,ℓ > 0 such that the following holds on B(ζ0, 2r):
|∂ℓ+i
ζ
f | ≤ Cℓ exp
(−ǫ2,ℓ|Ψ(ζ0)|−p) (i = 0, 1, 2).
For any q > 1, we have Cq,ℓ the L
q
1-norm of ∂
ℓ+1
ζ
f on B(ζ0, 7r/4) is dominated by Cq,ℓ exp
(−ǫℓ|Φ(ζ0)|−p).
Then, the Lq-norm of ∂ζ∂
ℓ+1
ζ
f on B(ζ0, 5r/3) is dominated by C
′
q,ℓ exp
(−ǫℓ|Φ(ζ0)|−p). Then, the sup norm of
∂ζ∂
ℓ
ζ
f on B(ζ0, 3r/2) is dominated by C
′′
q,ℓ exp
(−ǫℓ|Φ(ζ0)|−p). By an easy induction, we obtain the claim of
Lemma 10.5. The proof of Proposition 10.4 is also completed.
10.1.5 Formal good filtered λ-flat bundles
As a result of the proposition, Dλ induces a λ-connection D̂λ of PV̂λ := PVλ|0̂ on the formal space 0̂. As the
formal completion of P∗Vλ, we obtain a filtered bundle P∗V̂λ on (0̂, 0).
Proposition 10.6 (P∗V̂λ, D̂λ) is a good filtered λ-flat bundle. More precisely, we have the decomposition
(P∗V̂λ, D̂λ) =
⊕
a∈I
(P∗V̂a, D̂λa),
where D̂λa − (1 + |λ|2)da are logarithmic, and I is the index set of the decomposition (109).
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Proof Let πa be the projection onto Va with respect to the decomposition (109). According to [37, Proposition
5.18], we have [
∂ + λθ†, πa
]
= O
(
exp(−ǫ|z|−p)).
Hence, for any largeN > 0, we can take holomorphic endomorphisms pa (a ∈ I) of P∗Vλ satisfying the following:
pa − πa = O(|z|N ), [pa, pb] = 0, pa ◦ pa = pa,
∑
pa = id .
(See the argument in the proof of [36, Lemma 7.4.7], for example.)
Lemma 10.7 D̂λ −∑(1 + |λ|2)da · pa is logarithmic with respect to P∗V̂λ.
Proof We consider
Dλ0 := D
λ −
∑
(1 + |λ|2)da · pa = ∂ + λθ† + λ(∂ − λθ) + (1 + |λ|2)
(
θ −
∑
da · pa
)
.
We have θ −∑ dapa = O(|z|−1dz). Hence, we obtain that (Dλ0 )|0̂ is logarithmic.
Then, the claim of the proposition follows from [36, Proposition 2.3.6].
10.1.6 Residues and KMS-structure
We obtain the residue endomorphisms Res(D̂λa) of Gr
P
a (V̂λa ) for any a ∈ R. We have the generalized eigen
decomposition
GrPa (V̂λa ) =
⊕
α∈C
EαGr
P
a (V̂λa ),
where EαGr
P
a (V̂λa ) denote the generalized eigen spaces according to α. Let KMS(P∗V̂λa ) denote the set of
(a, α) such that EαGr
P
a (V̂λa ) 6= 0. We put m(a, α, a) := dimEαGrPa (V̂λa ). Let Nλa,α,a denote the nilpotent part
of Res(D̂λa) on EαGr
P
a (V̂λa ) 6= 0. We have the monodromy weight filtration W of Nλa,α,a.
10.1.7 Norm estimate
Let v be a frame of P∗Vλ which is compatible with the parabolic filtration and the weight filtration. Let h0 be
a Hermitian metric of V for which
h0(vi, vj) :=
{
|z|−2degP (vi)(− log |z|2)degW (vi) (i = j),
0 (otherwise).
The following can be proved as in the case of wild harmonic bundles on curves [36], which originally goes back
to [44].
Proposition 10.8 h0 and h are mutually bounded.
10.1.8 Comparison of KMS-structure
We have the map k(λ) : R× C −→ R× C given by
k(λ, a, α) :=
(
a+ 2Re(λα), α− aλ− αλ2).
The following proposition can be proved as in the case of wild harmonic bundles, which originally goes back to
[44].
Proposition 10.9 The map k(λ) induces a bijection KMS(P∗V̂λa ) ≃ KMS(P∗V̂0a). It preserves the multiplic-
ities. The conjugacy classes of N0a,α,a and N
λ
k(λ,a,α),a are the same.
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10.2 Family of vector bundles on torus with small curvature
10.2.1 Preliminary
Let T0 := R
2/Z2. Let (x1, x2) denote the local coordinate of T0 induced by the standard coordinate of R
2. Set
U :=
{
(ξ1, . . . , ξn−2)
∣∣ |ξ| ≤ 1} ⊂ Rn−2. For any non-negative integer k, we set
S1(k) := {(m1,m2) ∈ Z2≥0 |m1 +m2 = k}, S2(k) := {(m1, . . . ,mn−2) ∈ Zn−2≥0 |
∑
mi = k}.
We set S(k1, k2) := S(k1) × S(k2). We put ∂mx :=
∏
∂mixi and ∂
m
ξ :=
∏
∂miξi . We put N(ki) := |S(ki)| and
N(k1, k2) := N(k1) ·N(k2).
Let V be a vector space. For f ∈ C∞(T0 × U, V ), we set
Dk1x D
k2
ξ (f) :=
(
∂m1x ∂
m2
ξ f | (m1,m2) ∈ S(k1, k2)
) ∈ C∞(T0 × U, V N(k1,k2)).
We formally set D0f := f .
Let E be a topologically trivial C∞-bundle T0 × U with a Hermitian metric h and a unitary connection ∇.
We set r := rankE. Let F denote the curvature of ∇. Fix a positive integer M . Let ǫ denote a small positive
number. We suppose the following.
• ∣∣∇m1x1 ∇m2x2 ∇ℓ1ξ1 · · · ∇ℓn−2ξn−2F ∣∣ ≤ ǫ if ∑mi ≤M and ∑ ℓi ≤M .
10.2.2 Partially almost holomorphic frames
Let τ ∈ C with Im(τ) > 0. We set T := C/(Z+ τZ). We identify the C∞-manifolds T0 := R2/Z2 and T by the
diffeomorphism induced by (x, y) 7−→ z = x + τy. Let ∇z := ∇(∂z), ∇z := ∇(∂z) and ∇ξi := ∇(∂ξi). For any
frame w of E, let Awz and A
w
z be the matrix valued functions determined by ∇zw = wAwz and ∇zw = wAwz .
Similarly, let Awξi be determined by ∇ξiw = wAwξi , and we set 2Aw :=
∑
Awξidξi. Let H(h,w) denote the matrix
valued function whose (i, j)-th entries are h(vi, vj).
Take p ≥ 2. We fix a norm ‖ · ‖Lpk(T ) on the Banach space of L
p
k-functions on T . For a function f on T ×U2,
let ‖f‖Lpk denote the function U −→ R≥0 determined by ‖f‖Lpk(ξ) = ‖f|T×{ξ}‖Lpk(T ). The following is a reword
of [37, Proposition 4.7].
Lemma 10.10 If ǫ > 0 is sufficiently small, we have an r-square matrix Γ and a frame u of E on T ×U with
the following properties for some positive constant C1 depending only on n, r, M and p.
• ∣∣[Γ, tΓ]∣∣ ≤ C1ǫ.
• Auz is constant along the T -direction, and
∣∣Dkx(Auz − Γ)∣∣ ≤ C1ǫ for 0 ≤ k ≤M .
• ∥∥Dkξ(Auz + tΓ)∥∥LpM ≤ C1ǫ for any 0 ≤ k ≤M .
• ∥∥Dkξ(2Au)∥∥LpM ≤ C1ǫ for 0 ≤ k ≤M .
Moreover, ‖Dkξ(H(h,u)− I)‖LkM+1 ≤ C1ǫ for 0 ≤ k ≤M , where I denotes the identity matrix.
10.2.3 Spectra
For each ξ ∈ U2, we regard Eξ := E|T×{ξ} with ∇z as a holomorphic vector bundle on T . If ǫ is sufficiently
small, Eξ are semistable of degree 0 for any ξ ∈ U2. Let T∨ denote the dual of T . We have the Fourier-
Mukai transform RFM : Db(T ) −→ Db(T∨). Because Eξ is semistable of degree 0, RFM(Eξ) is torsion-free
OT∨ -module. The support and the length of RFM(Eξ) determines in Symr(T∨), which is denoted by [Sp(Eξ)].
The eigenvalues of Γ determines the point [Sp(Γ)] ∈ Symr(C). The quotient map Φ : C −→ T∨ induces
Symr C −→ Symr T∨, which is also denoted by Φ. Let dSymr T∨ denote the distance on T∨ induced by a
C∞-Riemannian metric. The following is proved in [37, Corollary 4.10].
Corollary 10.11 Let Γ be as in Lemma 10.10. There exists ǫ0 > 0 and C0 > 0 depending only on r such that
the following holds if ǫ ≤ ǫ0:
dSymr(T∨)
(
[Sp(Eξ)],Φ([Sp(Γ)])
) ≤ C0ǫ.
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10.2.4 Additional assumption on spectra
Let ǫ0 be as in Corollary 10.11. We assume that ǫ < ǫ0. Moreover, we assume to have 0 < ρ, 0 < δ < 1/10,
ζ0 ∈ C, and a finite subset
Z ⊂ {ζ ∈ C ∣∣ 0 ≤ Im(ζ − ζ0) ≤ (1− δ)π, 0 ≤ Im(τ (ζ − ζ0)) ≤ (1 − δ)π}
such that the following holds.
• For any distinct points ν1, ν2 ∈ Z, we have dC(ν1, ν2) > 100r2ρ, where dC denotes the Euclidean distance
on C.
• For any κ ∈ Sp(Eξ), there exists ν ∈ Z such that dT∨(Φ(ν), κ) < ρ, where dT∨ denote the Euclidean
distance on T∨.
We also assume that ǫ is sufficiently smaller than ρ2.
We have the C∞-decomposition E =
⊕
ν∈Z Eν such that (i) ∇z preserves the decomposition, (ii) any
κ ∈ Sp(Eν|T×{ξ}) satisfies dT∨(Φ(ν), κ) < ρ. The following lemma is implicitly used in [37, §4.3, §5.2].
Lemma 10.12 If ǫ is sufficiently small, we have r-square matrix Γ and a frame u of E such that the following
holds.
• Γ and u satisfy the conditions in Lemma 10.10.
• We have a decomposition u = ⋃ν∈Z uν such that uν = (uν,1, . . . , uν,rankEν ) gives a frame of Eν .
• We may impose the following for any ξ ∈ U2:∫
T×{ξ}
h(uν,i, uν′,j) =

1 ((ν, i) = (ν′, j)),
0 (otherwise).
(114)
Proof In the proof, Ci denote positive constants depending only on n, r, M , p and ρ. We take Γ and u as in
Lemma 10.10. We have an r-square unitary matrix A such that the following holds.
• Γ′ := A−1ΓA is an upper triangular matrix.
• We have an ordering {ν1, . . . , νm} on Z, and numbers ri (i = 1, . . . ,m) with
∑
ri = r such that (j, j)-the
entry of Γ′ is contained in the 2ρ-ball centered at νi, where
∑
k≤i−1 rk + 1 ≤ j ≤
∑
k≤i rk.
Set Ii := {j ∈ Z |
∑
k≤i−1 rk + 1 ≤ j ≤
∑
k≤i rk}. If j1 ∈ I1, j2 ∈ I2 with I1 6= I2, the (j1, j2)-entries of Γ′
is smaller than C3ǫ because
∣∣[Γ, tΓ]∣∣ ≤ C1ǫ. Let Γ′i denote the ri-square matrix given by the (j1, j2)-entries
(j1, j2 ∈ Ii) of Γ′. Then, we can easily prove the existence of an upper triangular matrix B such that the
following holds.
• Bj1,j2 = 0 if j1 and j2 are contained in the same Ii.
• |B| ≤ C4ǫ.
• (I +B)−1Γ′(I +B) =⊕Γ′i.
Then,
⊕
Γ′i and u
′ := u · A(I + B) satisfy the conditions in Lemma 10.10, and u′ has a decomposition with
the desired property. Hence, we may assume to have such a decomposition u =
⋃
uν from the beginning.
Set rν := rankEν . Let H(h,uν) be the rν-th square Hermitian matrices valued function determined by
H(h,uν)k,ℓ := h(uν,k, uν,ℓ).
We have
∥∥Dkξ(H(h,uν)k,ℓ − Irν )∥∥Lkp ≤ C5ǫ for 0 ≤ k ≤M , where Irν denotes the rν -th identity matrix.
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Let H1,ν be the function from U to the space of rν -th positive definite Hermitian matrices determined by(
H1,ν
)−2
=
∫
T H(h,uν). Then, we have
∥∥Dkξ(H1,ν−Irν )∥∥Lpk ≤ C6ǫ for 0 ≤ k ≤M . Then, Γ and⋃ν∈Z(uν ·H1,ν)
satisfies (114).
We have the decomposition ∇z = ∇z,0 + f such that (i) (Eξ,∇z,0) is isomorphic to the holomorphic vector
bundle Cr × T on T for any ξ ∈ U , (ii) ∇z,0f = 0, (iii) Sp(f|T×ξ) is contained in the ρ-ball of Z. Let Vξ
denote the space of holomorphic sections of (Eξ,∇z,0). Then, Vξ (ξ ∈ U) naturally give a C∞-bundle V on U ,
and u induces a frame of V . Let p : T × U −→ U denote the projection. Then, we have a naturally defined
C∞-isomorphism E ≃ p∗(V) on T × U . We have the decomposition V =⊕Vν , which is compatible with the
above isomorphism.
10.2.5 Spaces of functions
Let CMξ L
p
M,x denote the space of C
M -functions U −→ LpM,x(T ). Let CMξ LpM,x(E) denote the space of sections
f =
∑
fiui of E such that fi ∈ CMξ LpM,x, where u is a frame as above. The space is independent of the choice
of u. Because E = p∗V , we naturally regard CM (U,V) as a subspace of CM (T × U,E). We also have the
naturally defined morphism CMξ L
p
M,x(E) −→ CM (U,V) induced by the integral along the fibers. The kernel is
denoted by CMξ L
p
M,x(E)0. Similar spaces are defined for End(Eν) and Hom(Eν , Eµ). We set
CMξ L
p
M,x(End(E))
◦ :=
⊕
ν∈Z
CM (U,End(Vν)),
CMξ L
p
M,x(End(E))
⊥ :=
⊕
ν
CMξ L
p
M,x(End(Eν))0 ⊕
⊕
ν 6=µ
CMξ L
p
M,x(Hom(Eν , Eµ)).
We have the decomposition CMξ L
p
M,x(End(E)) = C
M
ξ L
p
M,x(End(E))
◦ ⊕ CMξ LpM,x(End(E))⊥.
For any s ∈ CMξ LpM,x(End(E)), we have the corresponding decomposition s = s◦ + s⊥.
10.2.6 Some estimates
Let g˜ := H(h,u). We have
∥∥Dkξ(g˜− I)∥∥Lpk ≤ Cǫ for 0 ≤ k ≤M , where C is a positive constant depending only
on n, r, M , p and ρ. The following lemma is proved by the argument in the proof of [37, Lemma 4.12, Lemma
4.15].
Lemma 10.13 We have C10 > 0 and ǫ10 > 0, depending only on r, M , n, p and ρ, such that if ǫ < ǫ10, we
have ∥∥Dkξ(g˜ − I)∥∥LpM+2 ≤ C10
k∑
j=0
∥∥DjξF⊥zz∥∥LpM .
In particular, sup
∣∣g˜ − I∣∣ ≤ C11∥∥F⊥zz∥∥L2 for a positive constant C11 depending only on n, p, r, M and ρ.
Remark 10.14 The frame u in [37, §4.3] should be chosen as in Lemma 10.12.
10.3 Estimates for asymptotic doubly periodic instantons
10.3.1 Setting
Let L be a lattice in C. Let T := C/L. The standard coordinate z induces local coordinates on T . For any
R > 0, let U∗w(R) :=
{
w ∈ C ∣∣ |w| ≥ R} and Uw(R) := U∗w(R) ∪ {∞} in P1w. Take q ∈ Z≥1. Let P1wq −→ P1w be
the ramified covering given by wq 7−→ wqq . Let Uw,q(R) and U∗w,q(R) denote the pull back of Uw(R) and U∗w(R),
respectively. We use the metric dz dz + dw dw. on T × U∗w,q(R).
Take R0 > 0. Let (E, ∂E) be a holomorphic vector bundle on T ×U∗w,q(R0) with a Hermitian metric h. Let
F (h) denote the curvature of the Chern connection determined by h and ∂E . We assume the following.
• F (h)→ 0 as |wq| → ∞.
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It implies the following (see [51]).
• Let A denote the set of polynomials of non-commutative variables t1, t2, t3, t4. For any P ∈ A, we have
P (∇z ,∇z,∇w,∇w)F (h)→ 0
as |wq | → ∞.
By replacing R0 with a larger number, we assume that (E, ∂E)|T×{wq} are semistable of degree 0 for any
wq ∈ U∗w,q(R0) from the beginning. We have the spectral curve ΣE ⊂ T∨×U∗w,q(R0). We assume the following.
• The closure ΣE of ΣE in T∨×Uw,q(R0) is a complex analytic curve. We set Sp∞(E) := ΣE∩
(
T∨×{∞}).
We also assume the following estimate which means that (E, ∂E , h) asymptotically satisfies the condition of
instantons.
• For any P ∈ A, we have C(P ) and ǫ(P ) > 0 such that∣∣∣P (∇z,∇z ,∇w,∇w)(ΛF (h))∣∣∣
h
≤ C(P ) exp(−ǫ(P )Iq(wq)). (115)
Here, Iq(wq) := |wqq |(log |wq|)1/2.
10.3.2 Decomposition
We fix S˜p∞(E) ⊂ C such that the projection C −→ T∨ induces a bijection S˜p∞(E) ≃ Sp∞(E). Let Ψ :
T × U∗w,q(R0) −→ U∗w,q(R0) denote the projection.
Lemma 10.15 We have a holomorphic vector bundle V with an endomorphism f on U∗w,q(R0) such that the
following holds.
• For any ρ > 0, we have R1 ≥ R0 such that if |wqq | ≥ R1 and if α is an eigenvalue of f|wq , then we have
β ∈ S˜p∞(E) such that |β − α| ≤ ρ.
• Let (Ψ−1(V), ∂Ψ−1(V)) denote the holomorphic vector bundle on T ×U∗w,q(R0) obtained as the pull back of
V. By twisting it, we obtain the holomorphic vector bundle Ψ∗(V , f) = (Ψ−1(V), ∂Ψ−1(V) + f dz). Then,
we have an isomorphism Ψ∗(V , f) ≃ E.
We have the decomposition (V , f) =⊕
β∈S˜p∞(E)(Vβ, fβ), where the eigenvalues of fβ|wq are convergent to β
as |wq| → ∞. Under the identification E = Ψ∗(V , f), we have the decomposition E =
⊕
α∈S˜p∞(E)Ψ
∗(Vα, fα).
10.3.3 Estimates
Let hα be the restriction of h to Ψ
∗(Vα, fα). We have the Fourier expansion of hα along the T -direction. Let
hV,α be the invariant part of hα. In other words, for any sections u1, u2 of Vα, we set
hV,α(u1, u2) := |T |−1
∫
T
h
(
Ψ−1(u1),Ψ−1(u2)
) |dz dz|.
We set h◦ :=
⊕
α∈S˜p∞(E)Ψ
−1(hV,α). Let b be the automorphism of E determined by h = h◦b. The following
proposition is essentially proved in [37].
Proposition 10.16 For any P ∈ A, we have C(P ) > 0 and ǫ(P ) > 0 such that
P (∇z ,∇z,∇w,∇w)(b − id) ≤ C(P ) exp(−ǫ(P )|w|).
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Proof We shall give an indication of the proof. We set Eα := Ψ
∗(Vα, fα). We have the decomposition
End(E) =
⊕
Hom(Eα, Eβ).
Let U be any open subset in U∗w(R0). We have the map
∫
T
: C∞(T ×U,Eα) −→ C∞(U,Vα) induced by the
integration along the fibers. Let C∞(T × U,Eα)0 denote the kernel of
∫
T . We also have the natural inclusion
C∞(U,Vα) −→ C∞(T ×U,Eα) induced by the pull back. Thus, we obtain the decomposition C∞(T ×U,Eα) =
C∞(U,Vα)⊕ C∞(T × U,Eα)0. We set
C∞(T × U,End(E))◦ :=
⊕
α∈S˜p∞(E)
C∞(U,End(Vα)),
C∞(T × U,End(E))⊥ :=
⊕
α∈S˜p∞(E)
C∞(T × U,End(Eα))0 ⊕
⊕
α6=β
C∞(T × U,Hom(Eα, Eβ)).
We have the decomposition C∞(T × U,End(E)) = C∞(T × U,End(E))◦ ⊕C∞(T × U,End(E))⊥. Any section
s ∈ C∞(T × U,End(E)) has the corresponding decomposition s = s◦ + s⊥. We also have the function ‖s‖ on
U determined by ‖s‖(wq) = |T |−1
∫
T×{wq} |s|2|dz dz|. Note that we have a constant C > 0 such that if s = s⊥,
then
‖∇zs‖ ≥ C‖s‖. (116)
Let us consider the case U = {wq | |wqq − wqq,0| ≤ 1} for some wq,0. We have the expression F (h) =
Fzzdz dz + Fzwdz dw + Fwzdw dz + Fwwdw dw. Suppose that |F (h)| ≤ ǫ on T × U . If ǫ is sufficiently small,
we have a frame u as in Lemma 10.12. Note that u is an orthonormal frame with respect to the metric h◦,
and that g˜ in §10.2.6 corresponds to the restriction of b to U . Then, we apply the argument for local estimates
explained in [37, §5.2] by replacing the condition ΛF (h) = 0 with (115). We use the notation g1 = O(g2) if
we have a positive constant C, which is independent of wq,0, such that g1 ≤ Cg2. In (117–120) below, C1 will
denote a positive constant which is independent of wq,0. We obtain the following by the argument in the proof
of [37, Proposition 5.5] and the condition (115):
− ∂w∂w
∥∥F⊥zz∥∥2 ≤ −∥∥∇zF⊥zz∥∥2 − ∥∥∇zF⊥zz∥∥2 − ∥∥∇wF⊥zz∥∥2 − ∥∥∇wF⊥zz∥∥2
+ O
(
ǫ‖F⊥zz‖2 + ǫ‖F⊥zz‖‖F⊥wz‖+ ǫ‖∇wF⊥wz‖‖Fzz‖+ ǫ‖∇zF⊥zz‖‖F⊥zz‖
)
+O
(
ǫ‖∇wF⊥zz‖‖F⊥zz‖+ ǫ‖F⊥wz‖2 + ǫ‖F⊥wz‖‖∇wF⊥zz‖
)
+O
(
exp
(−C1Iq(wq,0))). (117)
We obtain the following by using the condition (115) and the argument in the proof of [37, Proposition 5.6]:
− ∂w∂w‖F⊥zw‖2 ≤ −‖∇zF⊥zw‖2 − ‖∇zF⊥zw‖2 − ‖∇wF⊥zw‖2 − ‖∇wF⊥zw‖2
+O
(
ǫ‖F⊥zw‖2‖F⊥zz‖+ ǫ‖∇wF⊥wz‖‖F⊥zw‖+ ǫ‖F⊥zw‖‖F⊥wz‖+ ǫ‖∇wF⊥zz‖‖F⊥zw‖
)
+O
(
ǫ‖∇zF⊥zw‖‖F⊥zz‖+ ǫ‖F⊥zw‖2
)
+O
(
exp(−C1Iq(wq,0))
)
. (118)
By a similar argument, we also have the following:
− ∂w∂w‖F⊥wz‖2 ≤ −
∥∥∇zF⊥wz∥∥2 − ∥∥∇zF⊥wz∥∥2 − ∥∥∇wF⊥wz∥∥2 − ∥∥∇wF⊥wz∥∥2
+O
(
ǫ‖F⊥wz‖‖F⊥zz‖+ ǫ‖∇wF⊥wz‖‖F⊥wz‖+ ǫ‖F⊥wz‖2 + ǫ‖∇wF⊥zz‖‖F⊥wz‖
)
+O
(
ǫ‖∇zF⊥wz‖‖Fzz‖+ ǫ‖F⊥wz‖‖Fww‖
)
+O
(
exp
(−C1Iq(wq,0))). (119)
By the condition (115), we have
− ∂w∂w‖F⊥ww‖2 = −∂w∂w‖F⊥zz‖2 +O
(
exp
(−C1Iq(wq,0))). (120)
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From local estimates (117–120) with (116), we obtain the following inequality on U∗w(R2) for some R2 > R0:
− ∂w∂w
(
‖F⊥zz‖2 + ‖F⊥ww‖2 + ‖F⊥zw‖2 + ‖F⊥wz‖2
)
≤ −C2
(
‖F⊥zz‖2 + ‖F⊥ww‖2 + ‖F⊥zw‖2 + ‖F⊥wz‖2
)
+ C3 exp(−C1Iq(wq)). (121)
Here, Ci (i = 2, 3) are positive constants. By a standard argument of Ahlfors lemma, we obtain
‖F⊥zz‖2 + ‖F⊥ww‖2 + ‖F⊥zw‖2 + ‖F⊥wz‖2 = O
(
exp
(−C4|w|)).
Let F (h)⊥ := F⊥zzdz dz+F
⊥
zwdz dw+F
⊥
wzdw dz+F
⊥
wwdw dw. By using a standard boot-strapping argument
as in the proof of [37, Proposition 5.8], we obtain the following.
• For any P ∈ A, we have C(P ) > 0 and ǫ(P ) > 0 such that∣∣P (∇z ,∇z,∇w,∇w)F (h)⊥∣∣ ≤ C(P ) exp(−ǫ(P )|w|).
By Lemma 10.13, we obtain the desired estimate for b− id.
Corollary 10.17 The Higgs bundles (Vα, fαdw) with the metric hα satisfy the condition in §10.1.1.
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