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Monodromy of confluent hypergeometric system of
Okubo type




This paper studies the monodromy of a confluent hypergeometric system of Okubo type.
The monodromy was defined in [1] as a formal power series of some parameter in terms of semi‐
formal solutions. In this paper, we give the formula of monodromy of some nonlinear confluent
hypergeometric system via convergent semi‐formal solutions which are given by multi‐valued
first integrals.
§1. Introduction
In this paper we study the monodromy of confluent hypergeometric system of
Okubo type and its nonlinear perturbation which are written in a Hamiltonian sys‐
tem. Our object in this paper is to give an explicit formula of the monodromy around
an irregular singular point. The main idea of the proof lies in the use of the super inte‐
grability of the Hamiltonian system in a class ofmulti‐valued first integrals. (cf. Remark
1). The multi‐valued super integrability naturally leads us to the existence and the ex‐
pression of the so‐called convergent semi‐formal solutions defined in [1]. Indeed, we will
see that the convergent semi‐formal solution is given by a certain system of equations
defined by independent first integrals. Then the monodromy related to the convergent
semi‐formal solution is defined. The explicit formula of the monodromy is obtained by
using the monodromy of the multi‐valued first integrals by elementary computations.
We note that our argument has some similarity to the KAM theory although we work
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in a class of multi‐valued functions and the nonlinear confluent hypergeometric system
studied in the last section is not Liouville integrable in general. Instead, we make use of
super integrability in a class of multi‐valued functions. (cf. [3]). The property enable us
to construct convergent semi‐formal solutions, from which one can derive the formula
of monodromy.
This paper is organized as follows. In Section 2 we recall the notion of the con‐
vergent semi‐formal solution and the monodromy function. In Section 3 we introduce
the confluent hypergeometric system of Okubo type. In Section 4, for the Hamiltonians
derived in §3 we show the super integrability in a class ofmulti‐valued first integrals and
we obtain the expression of the monodromy. In Section 5 we calculate the monodromy
of some nonlinear perturbation of the system studied in Section 4.
§2. Semi‐formal solution via first integrals
Let n\geq 2 and  $\sigma$\geq  1 be integers. Consider the Hamiltonian system
(2.1) z^{2 $\sigma$}\displaystyle \frac{dq}{dz} =\nabla_{p}\mathcal{H}(z, q,p) , z^{2 $\sigma$}\frac{dp}{dz} =-\nabla_{q}\mathcal{H}(z, q, p) ,
where q = {}^{t}(q_{2} , . . . , q_{n} ), p = {}^{t}(p_{2} , . . . , p_{n} ), and \mathcal{H}(z, q, p) is analytic with respect to
(z, q, p) \in \mathbb{C} \times \mathbb{C}^{n-1} \times \mathbb{C}^{n-1} in some neighborhood of the origin. By taking q_{1} =z as
a new unknown function (2.1) is written in an equivalent autonomous form with the
Hamiltonian
H(q_{1}, q,p_{1}, p) :=p_{1}q_{1}^{2 $\sigma$}+\mathcal{H}(q_{1}, q,p)
(2.2) q_{1}=H_{p_{1}} =q_{1}^{2 $\sigma$}, p_{1} =-H_{q_{1}} =-2 $\sigma$ p_{1}q_{1}^{2 $\sigma$-1}-\partial_{q_{1}}\mathcal{H}(q_{1}, q,p) ,
\dot{q}=\nabla_{p}H=\nabla_{p}\mathcal{H}(q_{1}, q,p) , p=-\nabla_{q}H=-\nabla_{q}\mathcal{H}(q_{1}, q,p) .
The solution of (2.1) is given in terms of that of (2.2) by taking q_{1} =z as an independent
variable.
Semi‐formal solution. We define the semi‐formal solution of (2.1). (cf. [1]). Let
\mathcal{O}(\tilde{S}_{0}) be the set of holomorphic functions on \tilde{S}_{0} , where \tilde{S}_{0} is the universal covering
space of the punctured disk of radius r, S_{0} = \{|z| < r\}\backslash 0 for some r > 0 . The
(2n-2) ‐vector x(z, c) of formal power series of c\in \mathbb{C}^{2n-2}
(2.3) \displaystyle \check{x}(z, c)=\sum_{|v|\geq 0}\check{x}_{v}(z)c^{v}=\check{x}_{0}(z)+X(z)c+\sum_{|v|\geq 2}\check{x}_{v}(z)c^{v}
is said to be a semi‐formal solution of (2.1) if \check{x}_{v} \in (\mathcal{O}(\tilde{S}_{0}))^{2n-2} and \check{x}(z, c)
=(q(z, c),p(z, c)) is the formal power series solution of (2.1). Here X(z) is \mathrm{a}(2n-2)-
square matrix with component belonging to \mathcal{O}(\tilde{S}_{0}) . If X(z) is invertible, then we say
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that (q(z, c),p(z, c)) is a complete semi‐formal solution. We say that a semi‐formal
solution is a convergent semi‐formal solution (at the origin) if the following condition
holds. For every compact set K in \tilde{S}_{0} there exists a neighborhood U such that the
formal series converges for z \in  K and c \in  U . The semi‐formal solution at z_{0} \in \mathbb{C} is
defined similarly.
Monodromy function. Let z_{0} be any point in \mathbb{C} and let (q,p) be a semi‐formal
solutions of (2.1) about z_{0} . We define the monodromy function v(c) around z_{0} by
(2.4) (q,p)((z-z_{0})e^{2 $\pi$ i}+z_{0}, v(c))=(q,p)(z, c) ,
where v(c) = (v_{j}(c))_{j} . The existence of v(c) in the class of formal power series of c is
proved in [1]. If we denote the linear part of v(c) by Mc, then by considering the linear
part of the monodromy relation we have X((z-z_{0})e^{2 $\pi$ i}+z_{0})M=X(z) . Hence M^{-1} is
the so‐called monodromy factor.
Construction of convergent semi‐formal solution. In the following we will show
that the convergent semi‐formal solution of (2.1) is obtained by solving certain system
of nonlinear equations given by first integrals. We consider (2.2). Given functionally
independent first integrals H(q_{1}, q,p_{1}, p) and $\psi$_{j} \equiv$\psi$_{j}(q_{1}, q,p) (j = 1,2, \ldots, 2n-2) of
(2.2), where $\psi$_{j} is holomorphic when q_{1} \in\tilde{S}_{0} and q and p in some neighborhood of the
origin. The functional independentness means that there exists a neighborhood of the
origin of (q, p,p_{1}) \in V such that the matrix
(2.5) {}^{t}(\nabla_{q,p,p_{1}}H, \nabla_{q,p,p_{1}}$\psi$_{i})_{j\downarrow 1,2,\ldots,2n-2}
has full rank 2n-1 on (q_{1},p_{1}, q,p) \in \tilde{S}_{0} \times  V . We assume that every coefficient in the
expansion of $\psi$_{j} in the powers of q and p is holomorphic with respect to q_{1} on \tilde{S}_{0}.
Let the point (q_{1,0},p_{1,0}, q_{0},p_{0}) and the values c_{j,0} (j=1,2, \ldots, 2n-2) satisfy that
(2.6) H(q_{1,0},p_{1,0}, q_{0},p_{0})=0, $\psi$_{j}(q_{1,0}, q_{0},p_{0})=c_{j,0}, (j=1,2, \ldots, 2n-2) .
For c_{j} =\tilde{c}_{j}+c_{j,0}, \tilde{c}= (\tilde{c}_{1}, \ldots,\tilde{c}_{2n-2}) \in \mathbb{C}^{2n-2} we consider the system of equations of
p_{1}, q and p
(2.7) H(q_{1},p_{1}, q,p)=0, $\psi$_{j}(q_{1}, q,p)=c_{j}, (j=1,2, \ldots, 2n-2) .
If (2.7) has a solution, then we denote it by q\equiv q(q_{1}, c) , p\equiv p(q_{1}, c) , p_{1} \equiv p_{1}(q_{1}, c) . We
see that q, p and p_{1} are holomorphic functions of q_{1} in \tilde{S}_{0} and c in some neighborhood
of c=0 if we assume (2.5). The next theorem was proved in [4].
Theorem 2.1. Suppose that H(q_{1}, q, p_{1}, p) and $\psi$_{j} \equiv$\psi$_{j}(q_{1}, q, p) (j=1,2, \ldots,
2n-2) are functionally independent when q_{1} \in \tilde{S}_{0} . Assume (2.6). Then the solutions
of (2. 7) gives the convergent complete semi‐formal solution of (2.1), (q(z, c), p(z, c))
provided that q (resp. p) is not a constant function.
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Remark 1. Theorem 2.1 can be extended to the first order system of ordinary
differential equations of n‐unknown functions without Hamiltonian structure if one as‐
sumes the existence of functionally independent (n-1) ‐first integrals, which implies the
super integrability in the Hamiltonian case. Because we take multi‐valued first integrals
into account, the super integrability may hold in a class ofmulti‐valued functions, which
enables us to calculate the monodromy even if the Hamiltonian is not integrable.
§3. Confluent hypergeometric system of Okubo type
We consider a class of hypergeometric system
(3.1) (z-C)\displaystyle \frac{dv}{dz} =Av,
where C and A are diagonal and constant matrices of size m , respectively. The system
has only regular singular points on the Riemann sphere. (cf. [2]).
The system contains a subclass written in a Hamiltonian form. Indeed, set v =
{}^{t}(q,p) \in \mathbb{C}^{2n-2} and assume that C and A are block diagonal matrices
(3.2) C=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}($\Lambda$_{1}, $\Lambda$_{1}) , A=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(A_{1}, -{}^{t}A_{1})
where {}^{t}A_{1} is the transpose matrix of A_{1} and where $\Lambda$_{1} and A_{1} are (n-1) ‐square diagonal





In order that (3.1) can be written in a Hamiltonian form
(3.4) \displaystyle \frac{dq}{dz}=H_{p}(z, q,p) ,
it is necessary and sufficient that
\displaystyle \frac{dp}{dz} =-H_{q}(z, q,p) ,
(3.5) (z-$\Lambda$_{1})^{-1t}A_{1} ={}^{t}A_{1}(z-$\Lambda$_{1})^{-1}
for every z . We assume (3.5) in the following.
We set q_{1} =z^{-1} in (3.4). We will introduce the irregular singularity at the origin
q_{1} =0 by the confluence of singularities. Let $\lambda$_{j} (j=2, \ldots, n) be the diagonal elements
of $\Lambda$_{1} . We assume $\lambda$_{j} \neq  0 for all j . Take nonempty sets J and J^{0} such that J ∪ J^{0} =
\{2, 3, :::, n\} . Without loss of generality one may assume J = \{2, 3, :::, n_{0}\} for some
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n_{0} \geq 2 . We merge all regular singular points q_{1} =$\lambda$_{v}^{-1} for v\in J^{0} to the origin. Let  v\in
 J^{0} . Substitute q_{1} \mapsto q_{1}$\epsilon$^{-1}, p_{1} \mapsto p_{1} $\epsilon$ in (3.4), and let  $\epsilon$\rightarrow 0 . Note that the substitution
extends to a symplectic transformation. One easily verifies that ( q_{1}^{-1} $\epsilon-\lambda$_{v})^{-1} tends to
-$\lambda$_{v}^{-1} because we assume $\lambda$_{v} \neq 0 . We multiply the v‐th row of A_{1} with $\epsilon$^{-1} , similarly
as in the case of the confluence of the hypergeometric equation. On the other hand,
if v \in  J , then we require that the singular point $\lambda$_{v}^{-1} does not move when  $\epsilon$ \rightarrow  0 by
replacing $\lambda$_{v} with  $\lambda$_{v} $\epsilon$ . We thus obtain ( q_{1}^{-1} $\epsilon-\lambda$_{v} $\epsilon$)^{-1} = $\epsilon$^{-1}(q_{1}^{-1} -$\lambda$_{v})^{-1} . By the
confluence precedure in (3.4) we obtain
(3.6) -q_{1}^{2}\displaystyle \frac{dq}{dq_{1}} =\mathfrak{A}A_{1}q, -q_{1}^{2}\frac{dp}{dq_{1}} =-{}^{t}A_{1}\mathfrak{A}p,
where \mathfrak{A}\equiv \mathfrak{A}(q_{1}) is the diagonal matrix with the v‐th component \mathfrak{A}_{v} given by
\mathfrak{A}_{v}(q_{1})= \left\{\begin{array}{ll}
-$\lambda$_{v}^{-1} & \mathrm{i}\mathrm{f} v\in J^{0}\\
(q_{1}^{-1}-$\lambda$_{v})^{-1} & \mathrm{i}\mathrm{f} v\in J.
\end{array}\right.
Therefore, (3.6) can be written in the autonomous Hamiltonian form with the Hamil‐
tonian H
(3.7) H(q_{1},p_{1}, q, p) :=p_{1}q_{1}^{2}-\langle \mathfrak{A}(q_{1})A_{1}q, p\rangle.
If $\lambda$_{j} are mutually distinct, then it follows from (3.5) that A_{1} is a diagonal matrix.
Denote the diagonal entries of A_{1} by $\tau$_{j} . Then we have
(3.8) H(q_{1},p_{1}, q,p)=p_{1}q_{1}^{2}+\displaystyle \sum_{j=2}^{n}\frac{$\tau$_{j}}{$\lambda$_{j}}q_{j}p_{j}+\sum_{j\in J}\frac{$\tau$_{j}}{$\lambda$_{j}^{2}}\frac{q_{j}p_{j}}{q_{1}-$\lambda$_{j}^{-1}}.
Indeed, by (3.7), the relation J ∪ J^{0}=\{2, 3, :::, n\} and the definition of \mathfrak{A}_{v}(q_{1}) we have
H(q_{1},p_{1}, q,p)=p_{1}q_{1}^{2}+\displaystyle \sum_{j\in J'}\frac{$\tau$_{j}}{$\lambda$_{j}}q_{j}p_{j}-\sum_{j\in J}\frac{$\tau$_{j}}{q_{1}^{-1}-$\lambda$_{j}}q_{j}p_{j}
=p_{1}q_{1}^{2}+\displaystyle \sum_{j=2}^{n}\frac{$\tau$_{j}}{$\lambda$_{j}}q_{j}p_{j}-\sum_{j\in J}\frac{$\tau$_{j}}{$\lambda$_{j}}q_{j}p_{j}-\sum_{j\in J}\frac{$\tau$_{j}}{q_{1}^{-1}-$\lambda$_{j}}q_{j}p_{j}
=p_{1}q_{1}^{2}+\displaystyle \sum_{j=2}^{n}\frac{$\tau$_{j}}{$\lambda$_{j}}q_{j}p_{j}-\sum_{j\in J}$\tau$_{j} (\frac{1}{$\lambda$_{j}}+\frac{1}{q_{1}^{-1}-$\lambda$_{j}})q_{j}p_{j}
=p_{1}q_{1}^{2}+\displaystyle \sum_{j=2}^{n}\frac{$\tau$_{j}}{$\lambda$_{j}}q_{j}p_{j}+\sum_{j\in J}\frac{$\tau$_{j}}{$\lambda$_{j}^{2}}\frac{q_{j}p_{j}}{q_{1}-$\lambda$_{j}^{-1}}.
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§4. First integrals and calculation of monodromy
Let H be given by (3.7). Then the Hamiltonian vector field $\chi$_{H} is given by
(4.1) $\chi$_{H} :=q_{1}^{2}\displaystyle \frac{\partial}{\partial q_{1}}-2q_{1}p_{1}\frac{\partial}{\partial p_{1}}+\langle\partial_{q_{1}}\mathfrak{A}(q_{1})A_{1}q, p\rangle\frac{\partial}{\partial p_{1}}
-\displaystyle \sum_{v=2}^{n}(\mathfrak{A}(q_{1})A_{1}q)_{v}\frac{\partial}{\partial q_{v}}+\sum_{v=2}^{n}({}^{t}A_{1}\mathfrak{A}(q_{1})p)_{v}\frac{\partial}{\partial p_{v}},
where (\mathfrak{A}(q_{1})A_{1}q)_{v} denotes the v‐th component of \mathfrak{A}(q_{1})A_{1}q and so on. Assume (3.5).
First we look for first integrals of the form  $\psi$ = \displaystyle \sum_{j=2}^{n}$\psi$_{j}(q_{1})q_{j} . Let a_{v,j} be the (v, j)-
component of A_{1} . We consider \displaystyle \sum_{v=2}^{n}(\mathfrak{A}A_{1}q)_{v}\frac{\partial}{\partial q_{ $\nu$}} $\psi$ . Since \displaystyle \frac{\partial}{\partial q_{ $\nu$}} $\psi$=$\psi$_{v}(q_{1}) , we have
(4.2) \displaystyle \sum_{v=2}^{n}(\mathfrak{A}A_{1}q)_{v}\frac{\partial}{\partial q_{v}} $\psi$=\sum_{v} (\sum_{j}\mathfrak{A}_{v}a_{v,j}q_{j}$\psi$_{v}) =\sum_{j} (\sum_{v}\mathfrak{A}_{v}a_{v,j}$\psi$_{v})q_{j}.
Hence $\chi$_{H} $\psi$=0 is equivalent to
(4.3) q_{1}^{2}\displaystyle \frac{d$\psi$_{j}}{dq_{1}}-\sum_{v}\mathfrak{A}_{v}a_{v,j}$\psi$_{v}=0, j=2 , :::, n,
or equivalently, with  $\Psi$ := ($\psi$_{v}(q_{1}))_{v\downarrow 2,\ldots,n}
(4.4) \displaystyle \mathfrak{A}^{-1}q_{1}^{2}\frac{d $\Psi$}{dq_{1}}-{}^{t}A_{1} $\Psi$=0.
By (3.5) we have a_{i,j}\mathfrak{A}_{i}=a_{i,j}\mathfrak{A}_{j} for every i and j . Hence, if \mathfrak{A}_{i}\neq \mathfrak{A}_{j} , then we have
a_{i,j} =0 . Indeed, the condition \mathfrak{A}_{i}\neq \mathfrak{A}_{j} holds, if i\in J and j\in J^{0} or i\in J^{0} and j \in J , or
more generally if $\lambda$_{i} \neq$\lambda$_{j} . Hence, by suitable permutation of $\lambda$_{j} one may assume that
A_{1} is a block diagonal matrix each of which blocks are assigned by some k and those
j s such that $\lambda$_{j} =$\lambda$_{k} . Moreover, we may assume that there exist positive integers, v,
 $\mu$, n_{1}, n_{2}, :::, n_{v}, n_{v+1}, :::,  $\mu$ n such that
n_{1}+\cdots+n_{v}=\# J^{0}, n_{v+1}+\cdots+n_{ $\mu$}=\# J, \# J+\# J^{0}=n-1
and that, there exist k_{1}, k_{2} , :::, k_{v} \in J^{0} and k_{v+1} , :::, k_{ $\mu$} \in J so that \mathfrak{A}_{i} s are given by
(4.5) -$\lambda$_{k_{1}}^{-1} (1\leq i\leq n_{1}) , -$\lambda$_{k_{2}}^{-1} (n_{1}+1\leq i\leq n_{1}+n_{2}) , \cdots ,
-$\lambda$_{k_{ $\nu$}}^{-1} (n_{1}+\cdot \cdot \cdot+n_{v-1}+1\leq i\leq n_{1}+-\cdot \cdot+n_{v}) ,
(q_{1}^{-1}-$\lambda$_{k_{ $\nu$+1}})^{-1} (n_{1}+\cdot \cdot \cdot+n_{v}+1\leq i\leq n_{1}+\cdot \cdot \cdot+n_{v+1}) , \cdot \cdot \cdot ,
(q_{1}^{-1}-$\lambda$_{k_{ $\mu$}})^{-1} (n_{1}+\cdot \cdot \cdot+n_{ $\mu$-1}+1\leq i\leq n_{1}+\cdot \cdot \cdot+n_{ $\mu$}) .
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We take a non singular constant matrix P such that P^{t}A_{1}P^{-1} = : B_{1} is a Jordan
canonical form. Set  $\Phi$=P $\Psi$ . Because A and  A_{1} commute, (4.4) can be written in
(4.6) \displaystyle \mathfrak{A}^{-1}q_{1}^{2}\frac{d $\Phi$}{dq_{1}}-B_{1} $\Phi$=0.
First we consider the rows of (4.6) corresponding to some -$\lambda$_{k}^{-1} in \mathfrak{A}, k \in  J^{0} , where
k= k_{j} (1 \leq j \leq v) . The block of B_{1} corresponding to -$\lambda$_{k}^{-1} in A can be decomposed
into the sum of Jordan blocks with size m(k, s) and diagonal elements  $\tau$(k, s) (s =
1 , 2, :::, j_{k}) for some m(k, s) and  $\tau$(k, s) , where j_{k} is the number of Jordan blocks in B_{1}
corresponding to -$\lambda$_{k}^{-1}
For simplicity, assume that the block of B_{1} corresponding to -$\lambda$_{k}^{-1} in A has one
Jordan block of size \ell with diagonal component $\tau$_{k} and the lower off‐diagonal element 1
for some \ell . Set  $\Phi$={}^{t}($\Phi$_{1}, \ldots, $\Phi$_{\ell}) . Then (4.6) gives the system of equations for $\Phi$_{j}
(4.7) -$\lambda$_{k}q_{1}^{2}\displaystyle \frac{d$\Phi$_{j}}{dq_{1}}-$\tau$_{k}$\Phi$_{j}-$\Phi$_{j-1} =0, j=1 , 2, . . . , \ell.
Let m, 1 \leq  m \leq \ell be given. We will solve (4.7) by defining $\Phi$_{j} = 0 for j < m.
Indeed, for j = m (4.7) becomes the equation of $\Phi$_{m}, -$\lambda$_{k}q_{1}^{2}(d$\Phi$_{m}/dq_{1}) - $\tau$_{k}$\Phi$_{m} =
0 . Hence the solution is given by $\Phi$_{m} = \exp($\tau$_{k}/($\lambda$_{k}q_{1})) . Then one can inductively
determine $\Phi$_{j} for j >m and one obtains a first integral for each m, 1 \leq  m \leq\ell . They
are functionally independent solutions of (4.7). More precisely, we obtain $\Phi$_{j} for j>m
as follows. $\Phi$_{m+1} is given by $\Phi$_{m+1} = -($\lambda$_{k}q_{1})^{-1}\exp($\tau$_{k}/($\lambda$_{k}q_{1})) . Then, one can easily
see, by induction, that $\Phi$_{m+i} is given by
(4.8) $\Phi$_{m+i}=\displaystyle \tilde{E}_{i}(q_{1})\exp(\frac{$\tau$_{k}}{$\lambda$_{k}q_{1}}) , i=0 , 1, . . . , \ell-m, \tilde{E}_{i}(q_{1}) := \displaystyle \frac{(-1)^{i}}{$\lambda$_{k}^{i}i!q_{1}^{i}}.
Next we consider the case where the block of A_{1} is assigned by some k \in  J . We
make a similar argument as in the case k\in J^{0} . Namely, instead of (4.7) we have
(4.9) (q_{1}^{-1}-$\lambda$_{k})q_{1}^{2}\displaystyle \frac{d$\Phi$_{j}}{dq_{1}}-$\tau$_{k}$\Phi$_{j}-$\Phi$_{j-1} =0, j=1 , 2, . . . , \ell.
Let 1 \leq  m \leq \ell and define $\Phi$_{j} = 0 for j < m . By (4.9) with j =m we easily see that
$\Phi$_{m} is given by
(4.10) w_{k}(q_{1}) := (\displaystyle \frac{q_{1}}{q_{1}-$\lambda$_{k}^{-1}})^{$\tau$_{k}}
We determine $\Phi$_{j} for j>m inductively. Consider (4.9) with j=m+1 . Recalling that




(4.11) $\Phi$_{m+1} = (\displaystyle \frac{q_{1}}{q_{1}-$\lambda$_{k}^{-1}})^{ $\tau$}k\log (\frac{q_{1}}{q_{1}-$\lambda$_{k}^{-1}})
When we determine $\Phi$_{m+2} by (4.9) with j=m+2 , we use the relation
\displaystyle \int^{q_{1}} (-\frac{1}{t-$\lambda$_{k}^{-1}}+\frac{1}{t})\log (\frac{t}{t-$\lambda$_{k}^{-1}})dt= \frac{1}{2} (\log (\frac{q_{1}}{q_{1}-$\lambda$_{k}^{-1}}))^{2}+C,
where C is a constant. Then we take
(4.12) $\Phi$_{m+2}= \displaystyle \frac{1}{2!} (\frac{q_{1}}{q_{1}-$\lambda$_{k}^{-1}})^{ $\tau$}k (\log (\frac{q_{1}}{q_{1}-$\lambda$_{k}^{-1}}))^{2}
In the same way, one can show that
(4.13) $\Phi$_{m+j} =E_{j}(q_{1}) (\displaystyle \frac{q_{1}}{q_{1}-$\lambda$_{k}^{-1}})^{$\tau$_{k}},
E_{j}(q_{1}):=\displaystyle \frac{1}{j!} (\displaystyle \log (\frac{q_{1}}{q_{1}-$\lambda$_{k}^{-1}}))^{j}, j=0 , 1, . . . , \ell-m.
Next we will construct the first integrals of the form \displaystyle \sum_{j=2}^{n}\tilde{ $\psi$}_{j}(q_{1})p_{j} . Because the
argument is almost identical to the case of the first integral \displaystyle \sum_{j=2}^{n}$\psi$_{j}(q_{1})q_{j} we will give
the sketch of the proof. For the sake of simplicity we write \displaystyle \sum_{j=2}^{n}$\psi$_{j}(q_{1})p_{j} instead of
\displaystyle \sum_{j=2}^{n}\tilde{ $\psi$}_{j}(q_{1})p_{j} . The condition $\chi$_{H} $\psi$=0 is equivalent to (4.4) with {}^{t}A_{1} replaced by -A_{1}.
Take B_{1} and P as in (4.6). Then we have
(4.14) \displaystyle \mathfrak{A}^{-1}q_{1}^{2}\frac{d $\Phi$}{dq_{1}}+{}^{t}B_{1} $\Phi$=0.
Consider the block of A_{1} which is assigned by some k\in J^{0} . Then, by (4.14) we have
(4.15) -$\lambda$_{k}q_{1}^{2}\displaystyle \frac{d$\Phi$_{j}}{dq_{1}}+$\tau$_{k}$\Phi$_{j}+$\Phi$_{j+1} =0, j=1 , 2, . . . , \ell
where \ell is the size of  B_{1} . We can solve (4.15) by the same method as in (4.7). Namely,
let an integer m, 1 \leq  m \leq \ell be given. Define $\Phi$_{j} = 0 for j > m and determine
$\Phi$_{m}, $\Phi$_{m-1} , :::, $\Phi$_{1} recurrently via (4.15). Then we have
(4.16) $\Phi$_{m-s}=(-1)^{s}\displaystyle \tilde{E}_{s}(q_{1})\exp(-\frac{$\tau$_{k}}{$\lambda$_{k}q_{1}}) , s=0 , 1, :::,m-1.
Next, we consider the block of A_{1} assigned by some k\in J . We see that $\Phi$_{j} s satisy
the equation similar to (4.9)
(4.17) (q_{1}^{-1}-$\lambda$_{k})q_{1}^{2}\displaystyle \frac{d$\Phi$_{j}}{dq_{1}}+$\tau$_{k}$\Phi$_{j} =-$\Phi$_{j+1}, j=1 , 2, . . . , \ell,
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where $\Phi$_{\ell+1} =0 . Let m, 1 \leq m\leq\ell be an integer. Define $\Phi$_{j} =0 for j >m . Then one
can easily see that
(4.18) $\Phi$_{m-s}=(-1)^{s}E_{S}(q_{1}) (\displaystyle \frac{q_{1}-$\lambda$_{k}^{-1}}{q_{1}})^{$\tau$_{k}}, s=0 , 1, . . . , m-1.
Hence we have the first integral as desired. Moreover, by choosing m = 1 , :::, \ell we
obtain \ell functionally independent first integrals.
We will define the first integrals $\psi$_{j}(q_{1}, q,p) (j=1,2, \ldots, 2n-2) . Choose k=k_{j} in
(4.5) and a Jordan block with diagonal element $\tau$_{k} . Corresponding to the transformation
 $\Phi$ =  P $\Psi$ we define the variable \tilde{q} by \tilde{q} = {}^{t}P^{-1}q . If k \in  J^{0} , then, by (4.8) with
m=\ell, \ell-1 , :::, 1 the set of first integrals corresponding to the Jordan block are given
by
(4.19) \displaystyle \exp(\frac{$\tau$_{k}}{$\lambda$_{k}q_{1}})\tilde{q}_{ $\kappa$}, \displaystyle \exp(\frac{$\tau$_{k}}{$\lambda$_{k}q_{1}}) (\tilde{q}_{ $\kappa$-1}+\tilde{E}_{1}\tilde{q}_{ $\kappa$}) , . . . ,
\displaystyle \exp(\frac{$\tau$_{k}}{$\lambda$_{k}q_{1}}) (\tilde{q}_{ $\kappa$-\ell+1}+\tilde{E}_{1}\tilde{q}_{ $\kappa$-\ell+1}+\cdot \cdot \cdot+\tilde{E}_{\ell-1}\tilde{q}_{ $\kappa$}, ) ,
where  $\kappa$ is some integer. If  k\in J , then, by (4.13) we obtain first integrals
(4.20) (\displaystyle \frac{q_{1}}{q_{1}-$\lambda$_{k}^{-1}})^{$\tau$_{k}}\tilde{q}_{ $\kappa$}, (\displaystyle \frac{q_{1}}{q_{1}-$\lambda$_{k}^{-1}})^{$\tau$_{k}}(\tilde{q}_{ $\kappa$-1}+E_{1}\tilde{q}_{ $\kappa$}) , . . . ,
(\displaystyle \frac{q_{1}}{q_{1}-$\lambda$_{k}^{-1}})^{ $\tau$}k(\tilde{q}_{ $\kappa$-\ell+1}+E_{1}\tilde{q}_{ $\kappa$-\ell+2}+\cdot \cdot \cdot+E_{\ell-1}\tilde{q}_{ $\kappa$}, ) .
In view of (4.5) we can construct functionally independent (n-1) ‐first integrals $\psi$_{1} , . . . ,
$\psi$_{n-1}.
Next we construct first integrals $\psi$_{n} , :::, $\psi$_{2n-2} depending on p . If k\in J^{0} , then we
use (4.16) to obtain
(4.21) \displaystyle \exp(-\frac{$\tau$_{k}}{$\lambda$_{k}q_{1}})p_{ $\kappa$-\ell+1}, \exp(-\frac{$\tau$_{k}}{$\lambda$_{k}q_{1}}) (p_{ $\kappa$-\ell+2}-\tilde{E}_{1}p_{ $\kappa$-\ell+1}) ,
\displaystyle \exp(-\frac{$\tau$_{k}}{$\lambda$_{k}q_{1}}) (p_{ $\kappa$-\ell+3-\tilde{E}_{1}}p_{ $\kappa$-\ell+2}+\tilde{E}_{2}p_{ $\kappa$-\ell+1}) , . . . ,
\displaystyle \exp(-\frac{$\tau$_{k}}{$\lambda$_{k}q_{1}}) (p_{ $\kappa$}-\tilde{E}_{1}p_{ $\kappa$-1}+\cdot \cdot \cdot+(-1)^{\ell-1}\tilde{E}_{\ell-1}p_{ $\kappa$-\ell+1})
where  $\kappa$ is an integer. On the other hand, if  k\in J , then we use (4.18), to obtain
(4.22) (\displaystyle \frac{q_{1}-$\lambda$_{k}^{-1}}{q_{1}})^{ $\tau$}kp_{ $\kappa$-\ell+1}, (\displaystyle \frac{q_{1}-$\lambda$_{k}^{-1}}{q_{1}})^{ $\tau$}k(p_{ $\kappa$-\ell+2}-E_{1}p_{ $\kappa$-\ell+1}) , . . . ,
(\displaystyle \frac{q_{1}-$\lambda$_{k}^{-1}}{q_{1}})^{$\tau$_{k}} (p_{ $\kappa$}-E_{1}p_{ $\kappa$-1}+\cdots+(-1)^{\ell-1}E_{\ell-1}p_{ $\kappa$-\ell+1})
290 Masafumi Yoshino
Monodromy. Let $\psi$_{j} be the first integrals given by (4.19), (4.20), (4.21) and (4.22).
We determine monodromy. Consider the analytic continuation of $\psi$_{j} with respect to
q_{1} around the small circle at the irregular singular point q_{1} = 0 . We want to expand
the analytic continuation of every $\psi$_{j} in terms of $\psi$_{v}' \mathrm{s} . Clearly, if these first integrals
are given in terms of (4.19) or (4.21), then the first integrals are invariant under the
analytic continuation around the origin. Therefore we will consider first integrals (4.20)
and (4.22). Because the argument is similar we consider (4.20). For the sake of simplicity
we denote the first integrals (4.20) by $\psi$_{1}, $\psi$_{2} , :::, $\psi$_{\ell} in this order.
For the sake of clearity we first consider the case \ell = 1 . (4.20) reduces to $\psi$_{1} \equiv
 q_{1}^{$\tau$_{k}}(q_{1}-$\lambda$_{k}^{-1})^{-$\tau$_{k}}\tilde{q}_{ $\kappa$} . Since $\lambda$_{k} \neq 0 , we have $\psi$_{1}(q_{1}e^{2 $\pi$ i})=e^{2 $\pi$ i$\tau$_{k}}$\psi$_{1} (q1). Next we consider
the case \ell = 2 . We have first integrals $\psi$_{1} and $\psi$_{2}(q_{1}) := q_{1}^{$\tau$_{k}}(q_{1} - $\lambda$_{k}^{-1})^{- $\tau$}k(\tilde{q}_{ $\kappa$-1} +
E_{1}(q_{1})\tilde{q}_{ $\kappa$}) . Noting that E_{1}(q_{1}e^{2 $\pi$ i})=E_{1}(q_{1})+2 $\pi$ i we have
(4.23) $\psi$_{2}(q_{1}e^{2 $\pi$ i}) = e^{2 $\pi$ i $\tau$}q_{1}^{ $\tau$}kk(q_{1} - $\lambda$_{k}^{-1})^{- $\tau$}k (\tilde{q}_{ $\kappa$-1} + E_{1}(q_{1})\tilde{q}_{ $\kappa$} + 2 $\pi$ i\tilde{q}_{ $\kappa$})
= e^{2 $\pi$ i $\tau$}k$\psi$_{2}(q_{1}) + 2 $\pi$ ie^{2 $\pi$ i $\tau$}k$\psi$_{1}(q_{1}) .
We will consider the general case. We note
(4.24) E_{s}(q_{1}e^{2 $\pi$ i})= \displaystyle \frac{1}{s!}(E_{1}(q_{1})+2 $\pi$ i)^{s}=\sum_{j=0}^{s}\frac{E_{1}^{j}(2 $\pi$ i)^{s-j}}{j!(s-j)!} =\sum_{j=0}^{s}E_{j}\frac{(2 $\pi$ i)^{s-j}}{(s-j)!}.
Hence we have the following relation for first integrals given by (4.20)
(4.25) $\psi$_{\ell}(q_{1}e^{2 $\pi$ i})
= (\displaystyle \frac{q_{1}e^{2 $\pi$ i}}{q_{1}-$\lambda$_{k}^{-1}})^{ $\tau$}k (\tilde{q}_{ $\kappa$-\ell+1}+E_{1}(q_{1}e^{2 $\pi$ i})\tilde{q}_{ $\kappa$-\ell+2}+\cdot \cdot \cdot+E_{\ell-1}(q_{1}e^{2 $\pi$ i})\tilde{q}_{ $\kappa$})
=e^{2 $\pi$ i$\tau$_{k}} (\displaystyle \frac{q_{1}}{q_{1}-$\lambda$_{k}^{-1}})^{ $\tau$}\sum_{r=0}^{k^{\ell-1}}\frac{(2 $\pi$ i)^{r}}{r!}(\tilde{q}_{ $\kappa$-\ell+1+r}+\cdot \cdot \cdot+E_{\ell-1-r}(q_{1})\tilde{q}_{ $\kappa$})
=\displaystyle \sum_{r=0}^{\ell-1}e^{2 $\pi$ i$\tau$_{k}}\frac{(2 $\pi$ i)^{r}}{r!}$\psi$_{\ell-r}(q_{1}) ,
where E_{0}=1 and E_{s}=0 for s<0.
In the same way, for the first integrals given by (4.22) we have
(4.26) $\psi$_{\ell}(q_{1}e^{2 $\pi$ i})
= (\displaystyle \frac{q_{1}-$\lambda$_{k}^{-1}}{q_{1}e^{2 $\pi$ i}})^{ $\tau$}k (p_{ $\kappa$}-E_{1}(q_{1}e^{2 $\pi$ i})p_{ $\kappa$-1}+\cdots+(-1)^{\ell-1}E_{\ell-1}(q_{1}e^{2 $\pi$ i})p_{ $\kappa$-\ell+1})
=\displaystyle \sum_{r=0}^{\ell-1}e^{-2 $\pi$ i$\tau$_{k}}(-1)^{r}\frac{(2 $\pi$ i)^{r}}{r!}$\psi$_{\ell-r}(q_{1}) .
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Let v(c) = (v_{k,j}(c))_{k,j} and w(c) = (w_{k,j}(c))_{k,j} be the monodromy function, where k
and j mean that v_{k,j} is the j‐th component in the block corresponding to k = k_{ $\mu$} in
(4.5). We also write c= (c_{k,j})_{k,j} with the same convention. v and w are monodromy
functions corresponding to q and p , respectively. Define
(4.27) v_{k,j}(c)=\displaystyle \sum_{r=0}^{j-1}e^{2 $\pi$ i $\tau$}k\frac{(2 $\pi$ i)^{r}}{r!}c_{k,j-r} w_{k,j}(c)=\sum_{r=0}^{j-1}e^{-2 $\pi$ i $\tau$}k\frac{(2 $\pi$ i)^{r}(-1)^{r}}{r!}c_{k,j-r}.
We have
Theorem 4.1. Assume (3. 5). Then the functions (v(c), w(c)) in (4\cdot 27) is the
monodromy function around q_{1} =0 of the semi‐formal solution of (2.1) defined by (2. 7)
with Hamiltonian (3. 7).
Remark 2. We can also show, by a similar argument as in Theorem 4.1 that
the monodromy function around q_{1} = $\lambda$_{k}^{-1} is given by (\tilde{v}(c),\tilde{w}(c)) , where the (k, j)
component of \tilde{v}(c) is given by w_{k,j}(c) and ( $\mu$, j) component for  $\mu$\neq k is given by c_{ $\mu$,j}.
The factor \mathrm{W}(c) is similarly defined as \tilde{v}(c) with w_{k,j}(c) replaced by v_{k,j}(c) . Indeed, one
may consider the analytic continuation around $\lambda$_{k}^{-1} instead of the origin. The form of
the first integrals yields the assertion.
Proof of Theorem 4.1. By Theorem 2.1 (q(z, c),p(z, c)) is the unique solution of
(2.7). On the other hand, by (4.25), (4.26) and (4.27) we see that (q(z, c),p(z, c)) satisfies
the relations $\psi$_{v}(ze^{2 $\pi$ i}, q(z, c),p(z, c)) =v_{v}(c) , where v_{v}(c) is the v‐th component of v(c) .
It follows from Theorem 2.1 that q(ze^{2 $\pi$ i}, v(c)) coincides with q(z, c) . We have the same
relation for p(z, c) . Hence we have (2.4), and the assertion follows. This ends the proof.
Example. We will consider the Hamiltonian (3.8) assuming that $\lambda$_{j} s are mutually
distinct. First we will determine the convergent semi‐formal solution of (2.1). For
k=2 , :::, n , the first integrals of the form q_{k}w_{k}(q_{1}) are given by
(4.28) w_{k}(q_{1})= \left\{\begin{array}{l}
(\frac{q_{1}}{q_{1}-$\lambda$_{k}^{-1}})^{ $\tau$}k \mathrm{i}\mathrm{f} k\in J\\
\exp(\frac{$\tau$_{k}}{$\lambda$_{k}q_{1}}) \mathrm{i}\mathrm{f} k\not\in J.
\end{array}\right.
Similarly, the first integrals of the form p_{k}u_{k}(q_{1}) are given by
(4.29) u_{k}(q_{1})=w_{k}(q_{1})^{-1}, k=2 , :::, n.
By (4.28) and (4.29) we have the first integrals $\psi$_{j} (j=1,2, \ldots, 2n-2)
(4.30) $\psi$_{j} = \left\{\begin{array}{ll}
q_{j+1}w_{j+1}(q_{1}) & (j=1,2, \ldots, n-1)\\
p_{j-n+2}w_{j-n+2}(q_{1})^{-1} & (j=n, n+1, . . . , 2n-2) .
\end{array}\right.
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We define the convergent non constant semi‐formal solution q(z, c) and p(z, c) of
(2.1) by (2.7) with q_{1} =z . Let v(c) be the monodromy function defined by (2.4). We
will study the monodromy around the origin z_{0}=0 or around z_{0}=$\lambda$_{k}^{-1} for some  k\in  J.
Note that $\lambda$_{k}^{-1} is a regular singular point of our equation which remains unchanged
under the confluence procedure.
We consider the case z_{0}=0 . In order to determine v(c) , we first note
H(q_{1}e^{2 $\pi$ i},p_{1}, q,p)=H(q_{1},p_{1}, q, p) . On the other hand, for 1\leq j \leq n-1 we have
(4.31) $\psi$_{j}(q_{1}e^{2 $\pi$ i}, q,p)=q_{j+1}w_{j+1}(q_{1}e^{2 $\pi$ i})=
= \left\{\begin{array}{ll}
e^{2 $\pi$ i$\tau$_{j+1}}q_{j+1}w_{j+1}(q_{1})=c_{j}e^{2 $\pi$ i$\tau$_{j+1}}, & \mathrm{i}\mathrm{f} j+1\in J\\
q_{j+1}w_{j+1}(q_{1})=c_{j}, & \mathrm{i}\mathrm{f} j+1\not\in J.
\end{array}\right.
If n\leq j\leq 2n-2 , then we have
(4.32) $\psi$_{j}(q_{1}e^{2 $\pi$ i}, q,p)=q_{j-n+2}w_{j-n+2}(q_{1}e^{2 $\pi$ i})^{-1} =
= \left\{\begin{array}{ll}
e^{-2 $\pi$ i$\tau$_{j-n+2}}p_{j-n+2}w_{j-n+2}(q_{1})^{-1} =c_{j}e^{-2 $\pi$ i$\tau$_{j-n+2}}, & \mathrm{i}\mathrm{f} j-n+2\in J\\
p_{j-n+2}w_{j-n+2}(q_{1})^{-1} =c_{j}, & \mathrm{i}\mathrm{f} j-n+2\not\in J.
\end{array}\right.
We define v(c)=(v_{j}(c))_{j} by
(4.33) v_{j}(c)= \left\{\begin{array}{ll}
c_{j}e^{2 $\pi$ i$\tau$_{j+1}}, & \mathrm{i}\mathrm{f}1 \leq j\leq n-1, j+1\in J\\
c_{j}, & \mathrm{i}\mathrm{f} 1\leq j\leq n-1, j+1\not\in J\\
c_{j}e^{-2 $\pi$ i$\tau$_{j-n+2}} & \mathrm{i}\mathrm{f} n\leq j\leq 2n-2, j-n+2\in J\\
c_{j}, & \mathrm{i}\mathrm{f} n\leq j\leq 2n-2, j-n+2\not\in J.
\end{array}\right.
Similarly, we define \tilde{v}(c)=(\tilde{v}_{j}(c))_{j} by the right‐hand side of (4.33) with $\tau$_{j+1} and $\tau$_{j-n+2}
in (4.33) replaced by -$\tau$_{j+1}$\delta$_{k,j+1} and -$\tau$_{j-n+2}$\delta$_{k,j-n+2} , respectively. Here $\delta$_{k,j+1} and
$\delta$_{k,j-n+2} are Kroneckers delta. Then, by Theorem 4.1 and the remark which follows
we have
Corollary 4.2. Assume that $\lambda$_{j} \neq 0 for all j and that $\lambda$_{j} s are mutually distinct.
Then the monodromy functions for the Hamiltonian (3.8) around the origin and $\lambda$_{k}^{-1}
(k\in J) are given by (4\cdot 33) and \tilde{v}(c) , respectively.
§5. Hamiltonians with nonlinear perturbations
Consider the Hamiltonian H+H_{1} with H and H_{1} given, respectively, by (3.8) and
(5.1) H_{1} =\displaystyle \sum_{j=2}^{n}q_{j}^{2}B_{j}(q_{1}, q) ,
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where B_{j}(q_{1}, q) s are holomorphic at the origin with respect to q_{1} \in \mathbb{C} and an entire
function of q\in \mathbb{C}^{n-1} . As to the geometrical meaning of H_{1} as well as the relation to the
nonintegrability we refer to Example 1 in [3], where it is also shown that H is integrable,
while H+H_{1} is not integrable for generic H_{1} \neq 0.
The object in this section is to calculate the monodromy at singular point. By the
same way as in §4 we will construct first integrals of $\chi$_{H}+$\chi$_{H_{1}} of the forms q_{k}w_{k}(q_{1})
(k=2, \ldots, n) and p_{k}u_{k}(q_{1})+W_{k}(q_{1}, q) (k=2, \ldots, n) . By definition $\chi$_{H_{1}} is given by
(5.2) $\chi$_{H_{1}} =\displaystyle \sum_{j=2}^{n} (-2q_{j}B_{j}\frac{\partial}{\partial p_{j}}-q_{j}^{2}\sum_{v=2}^{n}\partial_{q_{ $\nu$}}B_{j}\frac{\partial}{\partial p_{v}}-q_{j}^{2}(\partial_{q_{1}}B_{j})\frac{\partial}{\partial p_{1}})
Note that $\chi$_{H_{1}}(q_{k}w_{k}(q_{1})) = 0 because the first integrals do not contain p and p_{1} . It
follows that q_{k}w_{k}(q_{1}) s are first integrals of $\chi$_{H}+$\chi$_{H_{1}} , where w_{k} is given by (4.28).
We construct the first integrals p_{k}u_{k}(q_{1})+W_{k}(q_{1}, q) by solving
(5.3) ($\chi$_{H}+$\chi$_{H_{1}})(p_{k}u_{k}+W_{k})=0, k=2 , :::, n.
We compare the coefficients of p_{k} in (5.3). Because no term containing p_{k} appears from
$\chi$_{H_{1}}(p_{k}u_{k}+W_{k}) , we may consider $\chi$_{H}(p_{k}u_{k}) = 0 . We easily see that u_{k} is given by
u_{k}=w_{k}^{-1} (q1), where w_{k}(q_{1}) is given by (4.28).
Next we construct W_{k} by comparing the coefficients of the powers of p_{k}^{0} =1 in (5.3).
Because $\chi$_{H_{1}}W_{k} =0 by definition, it follows that W_{k} is determined by the relation
$\chi$_{H}W_{k} =-$\chi$_{H_{1}}(p_{k}u_{k})=u_{k} (2q_{k}B_{k}+\displaystyle \sum_{j=2}^{n}q_{j}^{2}\partial_{q_{k}}B_{j})
By expanding B_{j}(q_{1}, q) =\displaystyle \sum_{\ell}B_{j}^{(\ell)}(q_{1})q^{\ell} and W_{k}(q_{1}, q)=\displaystyle \sum_{\ell}W_{k}^{(\ell)}(q_{1})q^{\ell} and setting
\displaystyle \mathcal{R}^{(\ell)}(q_{1})= (2B_{k}^{(\ell-e_{k})}(q_{1})+\sum_{j=2}^{n}(\ell+e_{k}-2e_{j})B_{j}^{(\ell+e_{k}-2e_{j})}(q_{1})) ,
with e_{k} being the k‐th unit vector, we see that W_{k}^{(\ell)}(q_{1}) satisfies
(5.4) (q_{1}^{2}\displaystyle \frac{d}{dq_{1}}+\sum_{j=2}^{n}\frac{$\tau$_{j}}{$\lambda$_{j}}\ell_{j}+\sum_{j\in J}\frac{$\tau$_{j}}{$\lambda$_{j}^{2}}\frac{\ell_{j}}{q_{1}-$\lambda$_{j}^{-1}}) W_{k}^{(\ell)} =w_{k}(q_{1})^{-1}\mathcal{R}^{(\ell)}(q_{1}) .
The solution of the inhomogeneous equation is given by \displaystyle \prod_{j=2}^{n}w_{j}(q_{1})^{\ell_{j}} . Hence W_{k}^{(\ell)} is
given by
(5.5) W_{k}^{(\ell)}(q_{1})= (\displaystyle \prod_{v=2}^{n}w_{v}(q_{1})^{\ell_{ $\nu$}}) \displaystyle \int_{a}^{q_{1}}t^{-2}w_{k}(t)^{-1}\mathcal{R}^{(\ell)}(t)\prod_{v=2}^{n}w_{v}(t)^{-\ell_{ $\nu$}} dt,
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where a\in \mathbb{C}\backslash 0 is some fixed point. Note that W_{k}^{(\ell)} is analytic on the universal covering
space of \mathbb{C}\backslash \{0, $\lambda$_{j}^{-1}(j \in  J The series \displaystyle \sum_{\ell}W_{k}^{(\ell)}(q_{1})q^{\ell} converges if q_{1} is on some
compact set in the universal covering space of \mathbb{C}\backslash \{0, $\lambda$_{j}^{-1} (j \in J)\} and q is in some
neighborhood of the origin. Note that \displaystyle \sum_{\ell}W_{k}^{(\ell)}(q_{1})q^{\ell} is the convergent semi‐formal
series. Consequently, we have
Theorem 5.1. The Hamiltonian system for H+H_{1} has (2n-1) ‐functionally
independent first integrals of the form, H+H_{1}, q_{k}w_{k} (q1), p_{k}w_{k}(q_{1})^{-1}+W_{k}(q_{1}, q) (k=
2 , . . . , n) .
Monodromy function. We will detemine the monodromy. Define the first integrals
$\psi$_{j} by (4.30) with p_{j-n+2}w_{j-n+2}(q_{1})^{-1} replaced by p_{j-n+2}w_{j-n+2}(q_{1})^{-1}+W_{j-n+2}(q_{1}, q) .
We first consider the monodromy around the origin. Suppose that q = q(q_{1}, c) and
p=p(q_{1}, c) be the semi‐formal solution given by (2.7). We shall show that there exist
v_{j}(c) s such that q and p satisfy
(5.6) $\psi$_{j}(q_{1}e^{2 $\pi$ i}, q, p)=v_{j}(c) for 1\leq j\leq 2n-2.
Then, by the uniqueness of semi‐formal solution we have q(q_{1}e^{2 $\pi$ i}, v(c)) =q(q_{1}, c) and
p(q_{1}e^{2 $\pi$ i}, v(c))=p(q_{1}, c) , which imply that v(c) is the desired monodromy function.
The relation (5.6) is clear if 1 \leq j \leq n-1 by definition. Indeed, v_{j}(c) s (1 \leq j \leq
 n-1) are given by (4.33). Next we consider
$\psi$_{j}(q_{1}e^{2 $\pi$ i}, q,p)=p_{j}w_{j}(q_{1}e^{2 $\pi$ i})^{-1}+W_{j}(q_{1}e^{2 $\pi$ i}, q) , for n\leq j\leq 2n-2.
By (5.5) we have
(5.7) W_{j}(q_{1}e^{2 $\pi$ i}, q)=\displaystyle \sum_{\ell}W_{j}^{(\ell)}(q_{1}e^{2 $\pi$ i})q^{\ell}
=\displaystyle \sum_{\ell}I_{j,\ell}(q_{1}e^{2 $\pi$ i}, a)\prod_{v=2}^{n}(q_{v}w_{v}(q_{1}e^{2 $\pi$ i}))^{\ell_{ $\nu$}}
=\displaystyle \sum_{\ell}I_{j,\ell}(q_{1}e^{2 $\pi$ i}, ae^{2 $\pi$ i})\prod_{v=2}^{n}(q_{v}w_{v}(q_{1}e^{2 $\pi$ i}))^{\ell_{ $\nu$}}
+\displaystyle \sum_{\ell}I_{j,\ell}(ae^{2 $\pi$ i}, a)\prod_{v=2}^{n}(q_{v}w_{v}(q_{1}e^{2 $\pi$ i}))^{\ell_{ $\nu$}},
where a is sufficiently close to the origin and
(5.8) I_{j,\ell}(q_{1}, a)=\displaystyle \int_{a}^{q_{1}}t^{-2}w_{j}(t)^{-1}\mathcal{R}^{(\ell)}(t)\prod_{v=2}^{n}w_{v}(t)^{-\ell_{ $\nu$}} dt:
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The integral I_{j,\ell}(ae^{2 $\pi$ i}, a) is taken along the circle with center at the origin and radius
|a| . By definition we have w_{j}(q_{1}e^{2 $\pi$ i}) =m_{j}w_{j} (q1), where m_{j} = e^{2 $\pi$ i$\tau$_{j}} if j \in  J, = 1 if
j\not\in J . On the other hand, by (2.7) we have q_{v}w_{v}(q_{1}) =c_{v} . Hence we have
(5.9) \displaystyle \sum_{\ell}I_{j,\ell}(ae^{2 $\pi$ i}, a)\prod_{v=2}^{n}(q_{v}w_{v}(q_{1}e^{2 $\pi$ i}))^{\ell_{ $\nu$}}
=\displaystyle \sum_{\ell}I_{j,\ell}(ae^{2 $\pi$ i}, a)\prod_{v=2}^{n}(q_{v}w_{v}(q_{1})m_{v})^{\ell_{ $\nu$}} =\sum_{\ell}I_{j,\ell}(ae^{2 $\pi$ i}, a)\prod_{v=2}^{n}(c_{v}m_{v})^{\ell_{ $\nu$}}
Note that the sum in the right‐hand side converges for sufficiently small c.
Next we consider the first term in the right‐hand side of (5.7). By the change of
variables like t=se^{2 $\pi$ i} in the integral we have
(5.10) \displaystyle \sum_{\ell}I_{j,\ell}(q_{1}e^{2 $\pi$ i}, ae^{2 $\pi$ i})\prod_{v=2}^{n}(q_{v}w_{v}(q_{1}e^{2 $\pi$ i}))^{\ell_{ $\nu$}}
=\displaystyle \sum_{\ell}m_{j}^{-1}I_{j,\ell}(q_{1}, a) (\prod_{v=2}^{n}m_{v}^{-\ell_{ $\nu$}}) \prod_{v=2}^{n}(q_{v}w_{v}(q_{1})m_{v})^{\ell_{ $\nu$}}
=\displaystyle \sum_{\ell}m_{j}^{-1}I_{j,\ell}(q_{1}, a)\prod_{v=2}^{n}(q_{v}w_{v}(q_{1}))^{\ell_{ $\nu$}}
Note that the right‐hand side term is equal to m_{j}^{-1}W_{j}(q_{1}, q) . Therefore, by (5.9) and
(5.10) we have
(5.11) W_{j}(q_{1}e^{2 $\pi$ i}, q)=m_{j}^{-1}W_{j}(q_{1}, q)+\displaystyle \sum_{\ell}I_{j,\ell}(ae^{2 $\pi$ i}, a)\prod_{v=2}^{n}(c_{v}m_{v})^{\ell_{ $\nu$}}
By the definition of $\psi$_{j} we have
(5.12) $\psi$_{j}(q_{1}e^{2 $\pi$ i}, q,p)=m_{j}^{-1}$\psi$_{j}(q_{1}, q,p)+\displaystyle \sum_{\ell}I_{j,\ell}(ae^{2 $\pi$ i}, a)\prod_{v=2}^{n}(c_{v}m_{v})^{\ell_{ $\nu$}}
=m_{j}^{-1}c_{j}+\displaystyle \sum_{\ell}I_{j,\ell}(ae^{2 $\pi$ i}, a)\prod_{v=2}^{n}(c_{v}m_{v})^{\ell_{ $\nu$}} =:v_{j}(c) ,
which implies (5.6) . We have
Theorem 5.2. Let v_{j}(c) be defined by (4\cdot 33) for 1 \leq j \leq  n-1 and by (5.12)
for n\leq j \leq 2n-2 . Then v(c)=(v_{j}(c))_{j} is the monodromy function of the Hamiltonian
system with the Hamiltonian H+H_{1}.
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