The Fourier grid method has been implemented on four tri-atomic coordinate systems. The explicit forms of the kinetic-energy operators are presented and the method of implementation described. The coordinates tested are the perimetric, Eckart, Jacobi, and conformal Euclidean. A comparative study was carried out using propagation techniques to obtain the lowest vibrational eigenvalues on the H 3 ϩ and the van der Waals Na•••FH molecules for Jϭ0. Converged eigenvalues were obtained for all the coordinate systems tested. The wavepacket representation methods were also compared for the nonadiabatic photodissociation dynamics of the Na•••FH. When the coordinate systems matched the topology of the potential-energy surface, significant reduction in the grid size was obtained. The analysis has led to a method for evaluating grid efficiency and optimization based on a classical phase space approach.
I. INTRODUCTION
Solving the Schrödinger equation supplies a full description of an isolated molecular system. A major goal in computational chemistry is to devise algorithms and methods to solve with high accuracy the Schrödinger equation for realistic systems. Taking advantage of the time scale separation between electronic and nuclear motion, the established strategy is to first solve the electronic problem and then to consider the nuclear motion on the resulting set of potentialenergy surfaces. Assuming that a sufficient set of electronic potential-energy surfaces ͑PES͒ already has been calculated for a system under investigation, the aim of the present study is to explore methods of solving the Schrödinger equation for the nuclear dynamics.
The main obstacle to quantum calculations is the exponential scaling of the required computational resources as the number of degrees of freedom increases. This has led to extensive effort devoted to the reduction of the number of effective degrees of freedom. An obvious reduction for an isolated molecular system is to eliminate the center of mass translation and the rotation degrees of freedom. This is carried out by the use of internal coordinates. The reduction is not unique and leads usually to curvilinear coordinates.
Once the coordinate system has been set up the numerical description requires a method to discretize the wave function and the Hamiltonian. A basis set discretization leads to a matrix representation of the Hamiltonian. The most direct method at this stage is to diagonalize the Hamiltonian matrix representation. Since the scaling of direct diagonalization routines is O (N 3 ) where N is the number of the expansion terms, this method runs out of steam except for very simple systems. For this reason, iterative methods are the choice for large molecular problems. An iterative solution to the Schrö-dinger equation requires a discrete representation of the wave function and a method of performing the Hamiltonian operation on this wave function: ϭĤ . An implicit evaluation of the operation means a significant reduction in memory.
One option to represent the wave function is by expanding it by a direct product of orthogonal basis sets for each degree of freedom. The advantage of this approach is that it is variational, meaning it is uniformly converging with an increase in the size of the basis set. Moreover, in many cases the convergence can be made exponential. Representing the wave function by a direct product of wave functions in each degree of freedom means that the elementary operation ϭĤ will scale as O(N 2 ) where Nϭn 1 •n 2 •n 3 •••; n i is the number of expansion functions in each degree of freedom.
What are the prospects of reducing this formidable scaling relation? Progress in this direction has been achieved by representing the wave function on a discrete grid by using a semilocal representation of the kinetic-energy operator. [1] [2] [3] This method enables a sparse representation of the Hamiltonian operator and a reduction of the scaling to O(N). The price paid by such semilocal methods as finite difference or finite element grid representations, is their slow convergence. The error in semilocal methods scales only algebraically with the increase in the number of grid points. As a result, semilocal methods have found only marginal use in molecular dynamics. These methods are mainly used when singularities reduce the accuracy of other methods. 4 The best compromise between accuracy and scaling properties is the use of pseudo-spectral methods which combine the advantages of grid methods with the exponential convergence of basis set expansions. The essence of these methods is to choose the grid points to match the orthogonal expansion functions. This leads to discrete orthogonal conditions. In molecular dynamics these methods are known either as discrete variable representation ͑DVR͒ 5 or as the Fourier approach. 6, 7 The advantage of the DVR method is that an optimal expansion or grid can be found for each degree of freedom. However, the difficulty is that this optimization is problem dependent. This is because the expansion functions diagonalize the kinetic-energy operator for a particular choice of coordinates. The transformation to the discrete coordinate space usually leads to a diagonal representation of the potential operator. In multidimensional problems, a direct product representation is applied, so the total scaling of the DVR method becomes O(N 2 ). Recently it has been shown that very high-order finite difference methods can lead to comparable accuracy. 8 The Fourier method is a special case of a DVR scheme. The method diagonalizes the kinetic-energy operator of a free particle in Cartesian coordinates. This transformation from coordinate representation to momentum representation is known as a discrete Fourier transform. Numerical efficiency is the result of the fast Fourier transform ͑FFT͒ algorithm which reduces the scaling of the method to O(N log N). 9, 10 The most simple application of the Fourier method is in Cartesian coordinates where the kinetic-energy operator is diagonal in the momentum representation. This situation is also true for skewed coordinate systems which fit non rectangle unit cells. 11 Thus the Fourier method has become the method of choice in surface scattering problems.
For curvilinear coordinates, implementation of the Fourier methods has to be modified. The kinetic-energy operator is composed of terms which are a mixture of coordinate and momentum operators. The solution to this is based on the Fourier method's ability to calculate any derivative by a combination of a forward-backward transformation. By performing these operations sequentially, and combining them with the coordinate dependent terms, a kinetic-energy operator can be executed. In this procedure, care must be taken to symmetrize the operations so that the kinetic-energy operator remains Hermitian. 12 The purpose of the present study is to expand the applicability of the Fourier method to curvilinear internal coordinates, and to establish new representation methods for triatomic systems. By performing a comparative study of the Fourier implementation in different coordinate systems, guidelines on how to optimize the grid representation are obtained. The consequence of the quest is that there is no magical coordinate system that is significantly superior to others. The study confirms the rational approach based on a classical phase space analysis.
II. METHODS
To carry out dynamical calculations, explicit forms of the kinetic-energy operator and the volume element are required. In the laboratory-fixed coordinate system the kineticenergy operator is expressed as
where ͕x i ,y i ,z i ͖ are Cartesian coordinates of atom i relative to a predefined origin. Since this work deals with tri-atomic systems, Nϭ3 will be used.
Transformation from laboratory-fixed into space-fixed coordinates, allows an elimination of the center-of-mass motion ͑cf. fig. 1͒ . This reduces the nine-dimensional ͑9D͒ problem to a six-dimensional ͑6D͒ one. A further transformation, from space-fixed to body-fixed coordinates, allows a separation of the internal motion from the rotation of the triatomic system. This leads to the following terms in the kineticenergy operator:
where T int represents the kinetic energy associated with the internal coordinates, T Co is the Coriollis operator and T Ce is the centrifugal kinetic-energy operator. The separability of the two angular momentum operators from the internal coordinates kinetic-energy operator enables further reduction of the dimensionality. Assuming zero total angular momentum (Jϭ0), the Coriollis and centrifugal operators vanish leaving only the internal part. This leads to a reduced dimensionality of the problem, namely to Dϭ3. For grid based methods the potential energy operator is diagonal in coordinate space. Hence the difference between the use of various coordinate representations is manifested by changes in the kinetic-energy operator, in the volume element, and for some coordinate systems in a scaling factor which is introduced into the wave function. Out of infinitely many options of using internal coordinates to represent the Hamiltonian, four such systems are studied in detail: the perimetric coordinate system that represents the three atoms in asymmetric fashion; the Eckart coordinate system that emphasizes a central atom with two bonds leading to two satellite atoms; the Jacobi coordinate system that describes the collision of a diatomic with an atom, a scattering event that may lead to reaction; finally the Euclidean coordinate systems that resembles the hyperspherical coordinates emphasizing the flow from reactants to products. The actual choice of coordinates to be used is system specific and depends on the phenomena to be simulated as well as on the symmetry of the system investigated.
A. Bond coordinates
Conceptually, the most appealing coordinate systems to be used are bond coordinates since chemical bonds are clearly identified and they merge with human threedimensional ͑3D͒ spatial intuition. Figure 2 shows such a coordinate system and the notation used.
For bond coordinates, the kinetic-energy operator is written in the form 
B. Perimetric coordinates
The triangular singularity can be eliminated by defining a new set of coordinates, called perimetric coordinates. These coordinates are defined by a linear combination of the original bond coordinates 14 -17 uϭ͑r 1 ϩr 2 Ϫr 3 ͒, vϭ͑ r 1 Ϫr 2 ϩr 3 ͒,
Application of this transformation requires defining a scaled wave function
Using the chain rule, the kinetic-energy operator is written in the form 
where the the coordinate dependent functions f i j and f i are defined as
The volume element then becomes
In the case of the perimetric coordinates, the evaluation of the Laplacian operator requires ten FFT operations since all the functions f i j in Eq. ͑7͒ are coordinate dependent.
C. Eckart bond coordinates
When a triatomic system is dominated by two bonds, it is advisable to use a coordinate system that reflects these bonds. The Eckart bond coordinates defined by (r 1 ,r 2 ,C) fits such a property, 18 -22 where Cϭcos and is the angle between r 1 and r 2 ͑cf. fig. 3͒ . This coordinate system also suits encounters where the identity of the central atom does not change during the dynamical event. The Eckart coordinates are related to the bond coordinate as follows: r 1 . For such a coordinate system the mass of the central atom is m 0 , and m 1 , m 2 represent the masses of the other two atoms.
The kinetic energy operator for this system becomes 
͑11͒
The Eckart coordinate system is classified as a bond coordinate system and it requires ten FFT operations to evaluate the kinetic-energy operator.
D. Jacobi coordinates
Probably the most commonly used coordinate system is the Jacobi system. It is best suited for situations where one bond dominates. This bond is designated by the coordinate r. The other two coordinates are represented by R the distance of the third atom to the center of mass of the diatom and the angle between these two coordinates, see Fig. 4 . In reactive scattering events, the bonded species changes in the course of the reaction. Therefore a switch is forced from the Jacobi coordinates of the reactants to those of the products. Implementing a scattering event in a Fourier representation will, therefore, require grid to grid transfer involving interpolation schemes. Due to grid mismatch a loss of accuracy can be expected.
Replacing the internal coordinate with a new variable cϭcos 23 allows to avoid the singularity in , thus providing a simple grid which is suited for the Fourier method. 24 The kinetic-energy operator becomes
‫ץ‬ ‫ץ‬c ͪͪ and the volume element becomes
The evaluation of the kinetic-energy operator in this case requires four FFT operations.
E. Conformal Euclidean internal coordinates
The fast Fourier transform ͑FFT͒ algorithm is most effectively implemented in Cartesian like coordinate systems. Pack 25 has developed a set of internal coordinates that closely resemble a Cartesian set which can be directly related to either the Jacobi or hyperspherical coordinate systems. Starting from mass-scaled Jacobi coordinates, a new set of coordinates is defined FIG. 5 . ͑Color͒ A comparison of the H 3 ϩ potential for bond ͑a͒, perimetric ͑b͒, Eckart ͑c͒, Jacobi ͑d͒, and Euclidean ͑e͒, coordinate systems. The potentials are shown as potential iso-surfaces, each one with a different color code. One can notice the different topology of the three rearrangement exit channels, and the symmetry best reflected in the bond perimetric and Euclidean coordinate systems.
xϭR
2 Ϫr 2 , yϭ2Rr cos , zϭ2Rr sin . ͑13͒
The kinetic energy becomes
where
The volume element becomes
. ͑Color͒ A comparison of the Na•••FH excited-and ground-state potential for the Eckart ͑right͒ and the Euclidean ͑left͒ coordinate systems. The potentials are shown using iso-energy surfaces with a different color code for each energy value ͑top panels͒. The lower panels show cuts along the bend coordinate. The green colors are assigned to the ground electronic surface which is iso-energetic with the purple color on the excited energy surface. The different topology of the exit channels can be noticed, as well as the seam where the nonadiabatic crossing takes place. The coordinate Z in the Euclidean set, and the coordinate C in the Eckart set represent the bending motion of the complex. It can be noticed that the nonadiabatic seam is influenced by the bend.
Equation ͑14͒ can be simplified by defining a scaled wave function ⌿͑x,y,z ͒ϭz
͑x,y,z͒. ͑17͒
This leads to the following modified Hamiltonian where the singular 1/z ‫‪z‬ץ/ץ‬ term in the kinetic operator becomes part of the potential energy operator, thus reducing the computational effort by one FFT:
with a modified potential given by V Јϭ1/4 1/z 3/2 ϩV and the volume element dVϭ1/16dxdydz. The above Hamiltonian has a simple Cartesian form. The volume element dV suppresses large values of the hyper-radius . The Euclidean coordinate system has a direct connection to the hyperspherical coordinate system, details of which can be found in Ref.
26.
There are other types of hyperspherical coordinates but they cannot be reduced to a Euclidean from Ref. 25 . The reason is that the numerical weights before the angular and radial kinetic energy terms in the hyperspheric coordinate systems are different from the numerical weights of the radial and angular parts in the 3D Laplacian.
III. EXAMPLES
It is obvious that the symmetry of the atomic encounter plays a major role in choosing the coordinate system. Typically for high symmetry systems, hyperspheric, Jacobi and perimetric coordinates have been chosen. 5, [15] [16] [17] [27] [28] [29] [30] [31] [32] [33] [34] Systems with lower symmetry have almost exclusively been explored using the Jacobi and Eckart coordinate systems. 32, 35, 36 In the present study two different molecular systems have been examined: The highly symmetric H 3 ϩ system, and the nonsymmetric Na•••FH van der Waals ͑vdW͒ complex. The nonadiabatic dynamics describing the photodissociation of Na•••FH, has a different potential topology in the ground and in the excited potential-energy surfaces. The coordinate dependence of the nonadiabatic coupling further reduces the symmetry of the problem.
A. The topology of the potentials
The general topology of the H 3 ϩ potential is highly symmetric having an inner bound volume close to the minimum of the global potential and three symmetric exit channels leading to H 2 ϩ ϩH. At higher energies there is a repulsion that leads to three body dissociation to HϩHϩH ϩ . Figure 5 shows the potential displayed in five different coordinate systems. The high symmetry is reflected best in the bond, peri- The fourth excited state. The nodes are perpendicular to the ͕y,x͖ plane. 
The Na•••FH vdW complex is highly nonsymmetric. This fact is reflected in the topology of the PES shown in Fig. 6 . The system has two very different chemical bonds, and a repulsive interaction between the sodium and hydrogen atoms. The ground-and excited-state potentials have different topologies leading to different asymptotic channels. The ground state leads to NaϩFH and the excited electronic state leads to NaFϩH or Na*ϩFH. The minimum energy configuration on both PES is related to a bent geometry. Using a symmetric coordinate system for a nonsymmetric atomic system such as Na•••FH requires a careful grid construction. A significant portion of the configuration space represents topologies which are irrelevant to the dynamics.
Analysis of the topology of the potentials may be used as a guide to the choice of the most effective coordinate system. From an inspection of the topology of the Na•••FH potential, it can be deduced that the dependence on the coordinate is weak, cf. Fig. 6 . This observation allows a representation of this coordinate with less grid points. Such a construction improves the sampling efficiency of the Eckart and Jacobi coordinate systems ͑cf. Sec. IV͒.
B. The bond vibrational states of H 3

¿
The H 3 ϩ system was chosen as a benchmark by which all the coordinate systems described above are to be tested. The potential used was the high quality MBB 37 potential ͑ab initio full CI͒. Figure 5 shows the potential-energy surface in five coordinate systems. The first four eigenstates were calculated by propagating a test wave function in imaginary time until the ground state was obtained. Higher excited states were obtained by filtering out the lower eigenstates and repeating the propagation. 38 The results were compared to those of Ref. 30 on the same potential. The values of the energies as well as the grid parameters are shown in Table I . Figure 7 shows representative excited vibrational eigenfunctions for two different coordinate systems superimposed on the potential. Table I shows that the calculations converge to within an accuracy of better than 4 cm Ϫ1 in all coordinate systems with a moderately sized grid. The perimetric coordinates are more accurate than the other representations for this symmetric system using the small 32ϫ32ϫ32 sized grid. By cubing the number of grid points for the Euclidean coordinate system, the value of the first eigenvalue converged below the value of Ref. 30 and the perimetric coordinate value. Converging the nonsymmetric Jacobi and Eckart coordinate representations to the same value would be more difficult.
C. Na"""FH
Relaxation: Evaluating the lowest eigenstates
The van der Waals complex, Na•••FH was chosen as an example of a nonsymmetrical system. The potential-energy surfaces are shown in Fig. 6 . First the low lying eigenstates on the ground electronic potential-energy surface were calculated using four coordinates system. The results were compared with the study of Piecuch 39 performed on the same PES.
It was found that the Eckart coordinate system results converge faster than the other coordinate systems, i.e., it yields more accurate results for fewer grid points. Results with better convergence are obtained by increasing the number of grid points, as shown in Table II for the Eckart coordinate system. The differences in energy between the eigenvalues of the system were also obtained using the filter diagonalization approach. 40, 41 The basic Chebychev propagator is similar for the relaxation and filter diagonalization. The main computer intensive part is evaluating the Hamiltonian operator required to build the Chebychev recursion. The choice between the methods depends on the necessity of obtaining also eigenfunctions which are not obtained by filter diagonalization. This method was applied to the time dependent auto-correlation function of a wave packet. Using the relaxation method with Jacobi coordinates on a grid of 32 ϫ32ϫ8 with the grid parameters: ⌬Rϭ0.16, ⌬rϭ0.1, ⌬ ϭ10.°, N R ϭ32, N r ϭ32, N ϭ8, leads to the following differences in energy of the first three eigenvalues ⑀ 1 Ϫ⑀ 0 ϭ104.7, ⑀ 2 Ϫ⑀ 1 ϭ79.8. These results compare very well with the filter diagonalization calculation on the same grid: ⑀ 1 Ϫ⑀ 0 ϭ104.6, ⑀ 2 Ϫ⑀ 1 ϭ79.8.
D. Propagation: Photodissociation dynamics
The representation problem for a dynamical encounter is substantially more difficult than the case of bound state cal- culation. The representation has to be constructed so that it will describe faithfully the route from reactants to products. If information on final product distribution is required, the grid has to extend far enough into the asymptotic region. In many cases these requirements lead to a configuration space which is asymmetric and the grids become large. The nonadiabatic photodissociation dynamics of the Na•••FH van der Waals complex were chosen as a benchmark to assess the different representations. The calculation was initiated by a Franck-Condon vertical transition, from an eigenfunction on the ground diabatic electronic potential to the excited one. The system evolves, by nonadiabatic dynamics, to either products NaFϩH or reverts to the reactants NaϩFH [42] [43] [44] ͑see Fig. 6͒ . The propagation in time was carried out using a Chebychev expansion of the evolution operator. 45 The most direct comparison between the different representations was obtained by examining the autocorrelation function.
The grid parameters were optimized by calculating the ground states on both the upper and lower adiabatic potentials using the same grid construction. These grid parameters are then optimized to give the best compromise between the initial state and the subsequent dynamics. Figure 8 compares the autocorrelation function and its spectral transform for the different coordinates used. Examination of Fig. 8 shows that the autocorrelation function obtained are identical for the Euclidean and Jacobi coordinate systems and for the perimetric and Eckart coordinates. An accumulated phase shift is evident between these two groups, indicating a slight shift in the stretch frequency.
The autocorrelation function supplies insight into photodissociation dynamics. The promoted ground initial state can be decomposed into its vibrational eigenfunctions belonging to the excited-state potential. The existence of two exit channels, the dissociation of the van der Waals complex and NaFϩH product channel, means that the eigenstates represent resonances with finite lifetimes. The filter diagonalization method 40 ,41,46,47 was employed to assign and extract the lifetimes of these resonances. The high-energy frequencies and lifetimes can be acquired employing very short time propagation. For better resolution of the lower frequencies longer propagation is required. Figure 9 compares the Fourier transform of the autocorrelation functions as obtained by the filter diagonalization method for the different coordinate systems. Table III compares the lifetimes of different resonance states as obtained by the filter diagonalization method.
The four coordinate systems shown can be classified into two classes: A symmetric class which includes the perimetric and Euclidean coordinate ͑solid line͒ and an asymmetric class that includes the Jacobi and Eckart1 coordinates ͑dotted line͒. The autocorrelation function as well as the resonance lifetimes of the perimetric and the Eckart coordinate system coincide. The Jacobi and the Euclidean systems also converge to the same value. By increasing the grid size these two classes of coordinate systems can be made to converge to the same value as is shown for Eckart-2 ͑dashed line͒. Increasing the grid density corresponding to the bend coordinate clearly shows the tendency towards convergence of the bending vibration.
IV. GRID EFFICIENCY
Accumulated empirical experience in studying grid representations has provided insight into formulating propensity rules for constructing sufficient, and then, optimal grids. The starting point is the semiclassical realization that the wave function decays exponentially fast when penetrating into the classical forbidden regions in phase space. To employ this insight one first has to determine the relevant energy range of the physical problem. The upper bound of energy is then used as a classical energy shell restricting an inner volume in phase space. This volume measured in units of ប D ͑where D The full line shows the results of both the perimetric and Eckart coordinate systems, the dashed line shows both the Euclidean and Jacobi coordinate systems. The grid parameters for these results are described in Table II . The inset shows the phase difference at large times. is the configuration dimensionality͒ defines the minimum number of grid points or of expansion functions required for a faithful representation. The ratio between the phase space volume, and the volume defined by the energy shell is a good measure of the representation efficiency. 48 -51 A grid of N j points represents a range in configuration space, L j , of each coordinate, q j , the corresponding momentum range ⌬ P q j ϭប/⌬q j ϭបN j /L j . This construction defines a 2D ͑two-dimensional͒ box in phase space with a volume Vϭ͟ j បN j ϭប D N t where N t is the total number of grid points.
The first task is to make sure that all the relevant phase space is contained in the box. A simple approximate measure is found by calculating the minimum classical energy on the surfaces of the box. The classical Hamiltonian is obtained by replacing the derivatives ‫‪q‬ץ/ץ‬ j by Ϫi/បp j where p j is the classical momentum of coordinate q j . An example is the Eckart coordinate system
͑19͒
The appearance of imaginary terms in the energy expression, which vanish when ប→0, has no practical consequences since their amplitudes are two to four orders of magnitude smaller than the real part. The second task is to check that the phase space volume does not contain singularities in the Hamiltonian. Such a singularity within the represented volume, will change the convergence dependence of the representation error with grid size from exponential to a power law. 49 Again the classical Hamiltonian can be employed for this task.
An estimation of the grid efficiency has been obtained, in this work by using the classical energy expression in a Monte Carlo ͑MC͒ scheme. The MC procedure has been employed to calculate the fraction of phase space contained inside the classical energy shell. First, the algorithm randomly selects a point in phase space within the boundaries of the grid. The classical energy at this point is then calculated and classified as being below or above the energy shell. The contribution of the random point to the ensemble average is then normalized by the volume element. The process is repeated until convergence is reached, typically after 100 000 iterations. Table IV shows the efficiency of the different grids used in the calculations described above ͑i.e., eigenvalue determination and photodissociation dynamics͒.
TABLE IV. The efficiency of the grid ͑in %͒ for the eigenvalue calculations of the NaFH and H 3 ϩ systems and for the photodissociation dynamics of the NaFH. The efficiency of the grid for the multiple surface system was calculated using only the excited adiabatic energy surface. The grids parameters correspond to the one with the highest accuracy in Tables I-III 
Examining the representation efficiencies for the H 3 ϩ system, it is clear that the more symmetric coordinate system is better suited. For the Na•••FH system the dominant HF bond can be signed out in the Eckart and Jacobi coordinate systems, which are better adapted to the grid, leading to higher total efficiency. The differences in efficiency between the symmetric H 3 ϩ system and the Na-FH are evident, indicating that it is easier to find an optimal grid for a symmetric system. These results fit well the qualitative tendencies observed for the convergence of the eigenvalues shown in Tables I and II . The results shown in Table IV demonstrate that the errors are due to portions of the wave function leaking out of the classically allowed region of phase space, reaching the boundaries of the grid representation.
The criteria used above for the grid efficiency are based on the worst case scenario in which each degree of freedom has sufficient grid density and range to accommodate all the energy of the system. When the Hamiltonian is separable, it is obvious that this criteria is too strict. The optimal grid would allocate to each coordinate a grid range and density sufficient to accommodate the local energy in that coordinate. It is, therefore, inferred that one can take advantage of approximate separability to find an optimized representation. Considering the NaFH system, the HF bond is stiff compared to the bend and Na•••FH stretch. One would expect that for the cases studied most of the available energy is contained in this bond and only a small fraction is contained in the soft modes and in the interaction energy. To make use of the approximate separability the coordinate system has to match the topology of the potential. For the NaFH system only the Eckart and Jacobi coordinate systems take advantage of this fact. This inference has been checked by using the converged wave function for which the energy of the hard FH mode was subtracted from the total energy. The balance is the selfenergy and interaction energy of the soft modes. As expected, for the Jacobi and Eckart coordinates this energy was an order of magnitude smaller than the total energy. The next step was to reduce the grid density and the range on the soft modes such that they accommodated only the self and interaction energy. As expected only a minor degradation of accuracy occurred: ϳ11 cm Ϫ1 , accompanied by a decrease in the computation effort of an order of magnitude. Recently Poirier and Light 52 have used the classical Hamiltonian to optimize the representation for a DVR method. The idea is to obtain a classical marginal potential for each degree of freedom and use it to construct the DVR sampling points. This method optimizes also the sampling density according to the classical prescription, which is similar to the Fourier mapping method. 53 The present Fourier grid construction only optimizes the boundaries of the grid.
The classical energy expression can be employed to locate approximate separable coordinates without performing a full quantum calculation. Table V shows the fraction of energy in the soft modes. The hard mode is defined as the coordinate with maximum self energy.
The table demonstrates that the classical energy can be employed to identify coordinates which are candidates for approximate separability. As expected, no such approximate separability appears in the present coordinates for the symmetric H 3 ϩ system. This does not exclude approximate separability in other sets of coordinates.
V. SUMMARY
In this study the challenge of designing realistic quantum simulations of molecular encounters was confronted. Typically such problems are set in a large configuration space with a significant energy range. For such calculations only an implicit method of evaluating the Hamiltonian operation on the wave function is feasible. Based on this evaluation iterative methods were applied either to extract eigenvalues and eigenfunctions or to propagate an initial wave function in time.
The approach adopted can be summarized as follows.
͑1͒
Choosing coordinate systems which seem to match the problem studied. ͑2͒ Construction of the kinetic-energy representation in different coordinate systems. ͑3͒ Development of an appropriate numerical procedure to evaluate the operation of the kinetic-energy operator on a wave function. The Fourier method's ability to calculate derivatives by a combination of forward and backward FFT transformations was employed for this task. ͑4͒ Confirming the suitability of the different representations in the various coordinate systems to describe the potential energy surface. ͑5͒ Solving the imaginary time Schrödinger equation to obtain the lowest energy eigenvalues of the system ͑Relax-ation method͒. Comparing the results obtained for different coordinate systems provides an estimation on the convergence and an internal check of possible programming errors. ͑6͒ Optimizing the grid representation with respect to the range and grid density for each configuration degree of freedom. ͑7͒ Modifying the representation to describe dynamical encounters. This typically means increasing the grid size to incorporate nonadiabatic effects and an increased energy range.
This bottom-up approach has provided a practical algorithm to calculate eigenvalues and to simulate complex nonadiabatic photochemical events. With sufficient care for the details of the construction and with large computation resources converged results can be guaranteed regardless of the coordinate system chosen. Moreover the cpu-time of the best coordinate system calculation was at best a factor of three faster than the worst case. The experience and insight gained during this study allow us to suggest a top-to-bottom approach for the design of an optimal representation. This approach begins by identifying the energy range of the problem under study. As the scaling of the all the Fourier methods employed is semilinear, as a function of the total number of grid points, the major effort should be put on reducing this number. The key idea is that phase space volume containing the wave function under study, in units of ប D , identifies the minimum number of grid points to represent the problem. The ratio between this volume and the actual number of grid points defines the grid efficiency.
A simple and fast procedure to estimate the grid efficiency is based on the use of the equivalent classical Hamiltonian. This leads to the idea that the optimal grid construction should start from an optimal classical description of phase space restricted to a particular energy shell. Due to the fast evaluation step the boundaries of the phase space box can be optimized. In addition the suitability of different coordinate systems for the physical encounter can be compared. Further optimization can be obtained by considering a partition between hard and soft modes of motion. The classical Hamiltonian can be utilized to estimate the self energy and the interaction energy of the soft modes.
Based on such classical assessments, an optimal quantum grid can be constructed. For a difficult and unstudied problem it would still be recommended to perform the calculation in more than one set of coordinates and to check convergence by the straight forward way of increasing the grid size and density.
VI. CONCLUSIONS
The conclusion from this study is that an overwhelming optimal grid cannot be found. Once a particular grid was optimized according to the phase space criteria, the relative performance of different coordinate systems was comparable. At most we found a factor of three in computer time between the different methods. This means that most effort should be devoted to optimizing the representation in the method that is most convenient. The illusion that there is somewhere a coordinate system which will reduce significantly the formidable quantum computation effort is not realistic.
