This paper designs a relative navigation and guidance system for unmanned aerial vehicles for monocular vision-based control applications. Since 2-D vision-based measurement is nonlinear with respect to the 3-D relative state, an extended Kalman filter (EKF) is applied in the navigation system design. It is well-known that the vision-based estimation performance highly depends on the relative motion of the vehicle to the target. Therefore, a main objective of this paper is to derive an optimal guidance law to achieve given missions under the condition that the EKF-based relative navigation outputs are fed back to the guidance system. This paper suggests a stochastic optimal guidance design that minimizes the expected value of a cost function of the guidance error and control effort subject to the EKF prediction and update procedures. A one-step-ahead suboptimal optimization technique is implemented to avoid iterative computations. The approach is applied to vision-based target tracking and obstacle avoidance, and simulation results are illustrated.
A main objective of this paper is to derive an optimal or approximately optimal guidance law that achieves a given mission by using vision-based navigation. Generally, the guidance design is formulated as a vehicle trajectory optimization problem. There is a large body of research on this subject.
12−14 Most consider off-line trajectory generation and aimed to solve the optimization problem efficiently under the assumption of full state information. However, in real applications, the optimal vehicle trajectory needs to be calculated by using the state estimate which is updated at each time step by available measurements. A common way to determine a guidance law for such a case is to replace the true states by their estimates in the optimal solution that is obtained by assuming full state information. However, this approach is not optimal and can even cause poor guidance performance due to the estimation errors. Blackmore suggested a guidance design which considers estimation and modeling uncertainties. 15 This work designs a guidance law for obstacle avoidance by using the estimated vehicle states. The guidance design utilizes particles to measure the probabilistic estimation uncertainties and the vehicle is guided to a further distance from the obstacle when the estimate includes a larger uncertainty.
For vision-based relative navigation, it is well-known that estimation performance highly depends on sensor motion relative to a target. 16 At the same time, guidance performance directly depends on the estimation accuracy since the estimates are fed back to the guidance law. In other words, the separation principle does not hold between estimation and control. Therefore, this paper derives a vehicle motion which achieves given missions while minimizing the estimation errors. The observer trajectory optimization for estimation improvement was first treated by Hammel et al. 17 Similar studies have been performed in bearing-only localization and target tracking 18−20 and in vision-based estimation. 21, 23 In these papers, an optimal observer trajectory is calculated so that a certain estimation performance cost is minimized. Singh et al. formulated a more generalized problem called sensory scheduling. 22 They introduced the concept of sensor actions which could be not only a sensor trajectory but also a choice of sensor to be used and a tunable parameter. The estimation error is minimized over available sensor actions. However only sensor trajectory optimization is treated in their paper. The main focus of those work was cost function selection so that the resulting optimization problem can be efficiently solved. For example, Hammel et al. and Oshman et al. maximize the determinant of the Fisher information matrix over the observer trajectory by using a direct gradient method.
17, 18 Frew et al. minimize the determinant of the predicted estimation error covariance matrix over the discretized observer motion. 21 There are two main issues associated with those works. One is that there has not been established a systematic way to choose the cost function. The other is that all of their algorithms require iterative computations to obtain the optimal solution which is not suitable for realtime application.
Since the estimation error is assumed to be white Gaussian noise with zero mean and its estimated covariance matrix is obtained in the EKF process, stochastic optimization can be performed for the original vehicle trajectory optimization problem which has been set up to achieve a given mission. In this approach, the cost function will be systematically obtained. Kim and Rock also suggested a stochastic feedback controller design for bearing-only tracking. 24 Since the EKF update law is nonlinear with regard to the relative motion dynamics, a solution of the resulting stochastic optimization problem can be only obtained numerically. To reduce the computational cost, this paper derives an approximately optimal or suboptimal solution. In Kim and Rock's paper, the steady state solution is assumed and the optimal guidance law is derived by solving the algebraic Ricatti equation. However, this assumption is not appropriate for many applications such as target tracking, in which a finite terminal time is given. Logothetis et al. compared several different suboptimal techniques for observer trajectory optimization for bearing-only tracking problem. 25 The idea of one-step-ahead (OSA) optimization was introduced as a suboptimal strategy, in which the optimization problem is solved under the assumption that there will be only one more final measurement at the next time step. Under this assumption, the observer trajectory optimization needs to be considered only for a guidance input at the current time step since there will be no chance to improve the estimation accuracy after the final measurement is obtained. Therefore, the optimization will be performed over a single vector representing a guidance input at the current time step, and it can be solved by an algebraic equation. This paper suggests combining the stochastic optimization formulation and the OSA suboptimal optimization approach to establish a guidance design for the monocular vision-based control problem. The suggested approach eliminated the need for heuristic strategies in guidance design, and significantly reduces the computational burden. This paper is structured as follows: Section II formulates the monocular vision-based vehicle guidance problem, Section III designs the EKF-based relative navigation system, Section IV discusses our OSA suboptimal guidance design, Section V presents the simulation results and Section VI contains the concluding remarks. The suggested guidance design has been applied to vision-based target tracking and vision-based obstacle avoidance problems.
II. Problem Formulation
Let X v , V v and a v be a vehicle's position, velocity and acceleration vectors in an inertial frame respectively. Consider the following simple linear dynamics for the vehicle.
It is assumed that all the vehicle's states are available through the own-ship navigation system. The target dynamics are similarly given byẊ
where X t , V t and a t are the target's position, velocity and acceleration in the inertial frame. Nonaccelerating target, i.e., a t (t) = 0 is assumed for simplicity. Then the relative motion dynamics of the target with respect to the vehicle areẊ
where X and V are the relative position and velocity in the inertial frame defined by
Suppose that a 2-D passive vision sensor is fixed at the center of gravity of the vehicle, and that the image processor, which is able to detect the target's location in each frame of images, is available. Let L c (t) denote a known camera attitude represented by a rotation matrix from the inertial frame to a camera frame. The camera frame is taken so that the camera's optical axis aligned with its X c axis. Then the relative position vector in the camera frame will be
Assuming a pin-hole camera model as shown in Figure 1 , the target position in the image frame at a time step t k is given by
where f is the focal length of the camera. In this paper, f = 1 is used without loss of generality. The image processor outputs the target's position in the image frame with measurement noise.
where ν k is a zero mean white Gaussian noise with covariance matrix R k . Since the vision-based measurement error depends on a range to the target in the camera's optical axis direction, we will suppose
A goal of the vision-based control problem is to guide the vehicle to achieve given missions by using the image processor output (6) and the known vehicle's states. Suppose that the mission given to the vehicle is represented as the following minimization problem.
where A ≥ 0, B > 0 and S f ≥ 0. x is the relative state vector defined by
is the desired relative motion and x f is the desired relative state at the terminal time t f . 
III. Relative Navigation System
In this section, the vision-based relative navigation system is designed to estimate the relative state x(t k ) from the image processor output z k given in (6) . Since the vision-based measurement z k is nonlinear with respect to the relative state x(t k ), an extended Kalman filter (EKF) is applied. The Kalman filter is a recursive solution to the least-square method for a linear filtering problem, 26 and an EKF is an extension of the standard Kalman filter so that it can be applied to nonlinear systems by linearizing the system about the predicted estimate at each time step.
10,11 The relative dynamics (3) are rewritten in terms of x.
This linear system is discretized as follows.
where
Then the EKF is formulated to estimate the relative state at the time step t k , x k from the vision-based measurement (6) . The EKF includes the following two procedures: prediction and update.
Update:
(13)
x − k andx k denote the predicted and updated estimates of the relative state x at the time step t k , and P − k and P k are their error covariance matrices. K k+1 given by (14) is called Kalman gain matrix. H k+1 is called a measurement matrix and it is defined by
. R k+1 is a covariance matrix of the measurement error ν k+1 and we will use
Since the camera's field of view is limited and the image processor may sometimes fail to capture the target, the vision-based measurement is not always available. When this happens, only the EKF prediction procedure (10-11) is performed. The absence of a measurement corresponds to having a measurement having an infinitely large noise. When R k+1 = ∞ in (14), the Kalman gain becomes zero and it results in
. Once the estimated relative position and velocity are obtained, the estimated target's state can be calculated by adding the known vehicle's state.
These estimates will be fed back to the guidance system.
IV. Guidance Design
This section discusses a stochastically optimized guidance design for vision-based mission achievement. The navigation filter designed in the previous section is used for relative state estimation, and the estimates are fed back to the guidance system. For monocular vision-based relative navigation, the estimation performance highly depends on sensor motion relative to the target. 16 Therefore, this paper suggests a guidance design which includes a sensor trajectory optimization to improve estimation accuracy, and hence improve overall mission achievement accuracy.
A. Stochastic Optimization
A mission given to the vehicle is formulated as a minimization of (7) subject to the linear dynamics (3) . Consider the problem of trying to determine the acceleration input at the time step t k , given the current updated estimatesx k and its error covariance matrix P k . Suppose the true state x k is available, an optimal solution of (7) can be obtained by solving the Hamilton-Jacobi-Bellman (HJB) equation. 27 To simplify we consider the special case of terminal tracking, i.e., A = O in this paper. Then a closed form of the optimal solution and the optimal cost can be derived as follows.
where (8) is controllable and B > 0. 28 The optimal solution (18) is called LQR controller.
27
Since the true state is not accessible in reality, the optimal guidance input (18) cannot be realized. When the measurement model is linear, an optimal estimator and controller can be designed independently and it results in the standard linear Kalman filter and LQG controller. 28, 29 However, the vision-based measurement given in (6) is nonlinear function of the state. For such a case the separation principle does not hold between estimation and control, and closed form solutions are not available. A common way to determine a guidance input is to replace the true state by its estimate in (18) . We will refer to this approach as an estimated optimal guidance design in this paper.
The expected cost associated with the estimated optimal guidance design iŝ
assuming E [x k ] = 0 and E x kx T k = P k . The second term in (21) corresponds to an increase in cost due to the estimation errorx k . Since the optimization is performed by assuming zero estimation error, this guidance policy can cause poor guidance performance when the estimation error is large. As stated before, the vision-based estimation performance significantly depends on the relative motion of the camera (which is fixed to the vehicle in our problem) to the target that is created by the guidance policy. Hence, the overall guidance performance can be improved by adding some relative motion. This paper suggests designing a guidance law by stochastically minimizing J under the condition of using the EKF-based navigation system designed in Section III.
Assuming E [x(t)] = 0 and E x(t)x T (t) = P (t) for ∀ t ≥ t k , the stochastic optimized guidance design can be formulated as follows.
subject to the EKF prediction and update procedures (10) (11) (12) (13) (14) . This problem is highly nonlinear and its analytical solution can not be obtained. There are numerous numerical optimization algorithms, such as dynamic programming. However, these algorithms require iterative computations and thus they are not suitable for realtime implementation. The next subsection discusses a suboptimal optimization strategy which is applied to derive an approximately optimal solution without iterative computations.
B. One-Step-Ahead Suboptimal Optimization
This subsection focuses on deriving a realtime applicable algorithm to solve the stochastic optimization problem given in (22) . The one-step-ahead (OSA) suboptimal optimization technique is introduced by Logothetis et al. 25 In this technique, at the time step t k , the optimization is performed under the assumption that the observer anticipates only one more final measurement at one time step ahead t k+1 . They applied the OSA-based suboptimal strategy to minimize several different estimation performance costs chosen in a heuristic way for a bearing-only tracking problem. This paper applies it to solve the suboptimal solution for (22) .
Givenx k and P k at the time step t k , let
be the vehicle acceleration input at t k . The inputâ * v (t k ) denotes the estimated optimal guidance law given in (20) and ∆a is an additional input which is for the estimation improvement. Under the OSA optimization assumption, there will be only one more measurement available at the next time step. Therefore, the estimation accuracy will not be improved after t k+1 . It means that what can be done after t k+1 is only to apply the estimated optimal guidance law which is recalculated at t k+1 using the updated estimatex k+1 .
for t k+1 ≤ t < t f . Then the expected cost E [J] at t k becomes a function of the current estimatex k , its error covariance matrix P k and the additional acceleration input ∆a.
where B k = B(t k+1 − t k ). The second term in (25) represents an increase in control cost due to the additional input ∆a and the third term represents a decrease in terminal tracking error due to the estimation improvement by the measurement update at t k+1 . Now, our guidance policy is to find ∆a which maximizes the decrease in cost. Hence, the solution for ∆a can be obtained by solving the following algebraic equation.
From the EKF update law of the error covariance matrix (13), we have
k from the EKF prediction law (11) . Define
Then the equation (26) can be rewritten as follows.
H k+1 is the measurement matrix defined by (15) , which is a function of the predicted estimate at t k+1 .
Hence, the right hand side of (30) becomes a function of ∆a. To simplify the calculation, we will approximate the solution for (30) by
From the form of (32), it can be said that the S k+1 matrix plays the role of weighting the additional input ∆a. Since S k+1 is a quadratic function of the current estimation error covariance P k by definition (29) , the resulting ∆a is small when having accurate estimation and it is large when having poor estimation. This is reasonable because the vehicle does not need to create the extra maneuver to improve the estimation when the estimate is already sufficiently accurate.
V. Applications
The vision-based navigation and guidance systems designed above have been applied to two applications. The first application is a vision-based rendezvous problem with a stationary target. The second application is a combined mission of waypoint tracking and vision-bsaed obstacle avoidance. Simulation results for each application are shown in this section.
A. Vision-Based Rendezvous with Stationary Target

Mission
A mission of the rendezvous with a stationary target at a given terminal time t f can be formulated as a minimization problem given in (7) with the following parameters.
Since it is known that the target is stationary in this application, the EKF is formulated to estimate the relative position of the target with respect to the vehicle. Therefore, the estimation error covariance matrix P k and the measurement matrix H k+1 in the EKF are 3 × 3 and 2 × 3 matrices respectively, and we need to replace the P T k+1 and H k+1 matrices in (30) by
Guidance Design
The estimated optimal guidance law with the parameters given in (33) results in the following linear feedback controller.
In the OSA suboptimal guidance design, an additional input ∆a is added toâ * v (t k ) in order to create extra motion which improves the estimation performance. B k+1 and S k+1 are expressed as
By substituting (15) and (16) and defining
the equation (32) can be rewritten by
The derivative in the right hand side of (38) can be computed as follows.
By evaluating the matrices H k+1 and H k+1 in (38) atX * − k+1 , the additional input ∆a can be calculated by using the current estimates, its error covariance and known vehicle states.
Simulation Results
The simulation results for the vision-based rendezvous are compared between two guidance policies: the OSA suboptimal guidance and the estimated optimal guidance. The vehicle is initially located at the origin with its velocity as V v (0) = [ 10 2 0 ]
T (ft/sec), and the target is fixed at X t = [ 100 20 20 ] T (ft). The vehicle's mission is to make a rendezvous with the target at time t f = 20 (sec). For the rendezvous mission, s x = 100 and s v = 10 are given. Since the target is known to be stationary, the EKF-based navigation system is designed to estimate only the relative position. The initial estimation error is −20 (ft) in each axis, and the initial error covariance is taken as P 0 = 20 2 I (ft 2 ). For the measurement noise covariance matrix, σ = 1 is used. Figure 2 shows the vehicle trajectory, and Figure 3 and 4 are the vehicle velocity and acceleration input which are generated by those two guidance laws. Figure 5 and 6 present the target's position estimation error and its standard deviation. Figure 7 summarizes the total cost which consists of the terminal tracking error and the control cost for the entire mission. When using the estimated optimal guidance policy, the vehicle approaches almost straight to the target. Range observability is lost in such a case, and a large bias in the position estimation error remains. Due to the large bias, the vehicle fails to rendezvous with the target and its final miss distance is about 14.8 (ft). On the other hand, the OSA suboptimal guidance law creates lateral motions to maintain the observability and hence to improve the estimation performance, and it enables the vehicle to achieve the rendezvous mission with high accuracy (within 0.03 (ft)). Even though the control cost increases due to the additional input ∆a, the terminal tracking error and the total cost are significantly reduced by using the OSA suboptimal guidance policy suggested in this paper. 
Mission
In the second application, a combined mission of waypoint tracking and vision-based obstacle avoidance is given to a vehicle. The vehicle is required to visit a given waypoint while avoiding unforeseen obstacles on its way by using a 2-D vision sensor. In this example, a constant known speed u in the inertial X-direction is assumed. Since the waypoint position
T is known, the terminal time is given by
T , then the waypoint tracking problem is formulated as follows.
Since the vehicle's states and the waypoint position are completely known, the optimal guidance can be realized if there is no obstacle on its way. However, if there is an obstacle which is critical to the vehicle, the vehicle needs to take some avoiding maneuvers. Stationary point obstacles are assumed in this problem, and the vehicle is always required to maintain a minimum separation distance d from every obstacles in order to avoid a collision with them. Same as in the first application, the navigation system is designed to estimate the obstacles' position from the vision-based measurements of their position in each image frame.
Guidance Design
Suppose there is no obstacle, then the optimal solution for the waypoint tracking problem given by (42) is realized. The solution is given by
where Λ k is the same as defined by (35). For obstacle avoidance, first we need to determine if there is any critical obstacle from the vision-based estimated obstacle positions. For collision criteria, a collision cone approach introduced by Chakravarthy and Ghose 30 is applied. The original collision cone approach is restricted in a 2-D plane and it is extended to the 3-D case in this problem. 31 Let X obs denote an obstacle position. To apply the 2-D collision cone approach to the 3-D case, we only look at a 2-D plane created by a relative position vector (X obs − X v (t k )) and the vehicle velocity vector V v (t k ). Since the obstacle is a stationary point and the minimum separation distance is constant (d), the obstacle's collision safety boundary is defined by a circle with its center at the obstacle's position and a radius d on the 2-D plane. Then, the collision cone is defined as shown in Figure  8 . The obstacle is considered to be critical if the vehicle velocity vector lies within its collision cone. In such a case, the vehicle will collide with the obstacle if no control is applied. If the collision cone criteria is satisfied, an aiming point X ap is specified at a tangential point of the collision cone and the obstacle's safety boundary (Figure 8 ). Once the aiming point is specified, the obstacle avoidance mission coincides with the aiming point tracking problem. Therefore, a similar guidance policy from the waypoint tracking problem in the previous subsection can be applied. Define the relative state as 
VI. Conclusion
This paper proposes a suboptimal guidance design for UAVs for vision-based control applications. The suggested approach approximately maximizes the expected guidance performance stochastically, under the condition that the EKF is used to estimate relative states to target from vision-based measurement. To reduce the computation in optimization, the idea of one-step-ahead suboptimal optimization is implemented. The overall vision-based navigation and guidance system has been applied to the vision-based target tracking problem and vision-based obstacle avoidance problem. By comparing the simulation results with those of the conventional guidance design, a significant improvement in the estimation and guidance performance was observed. For future work, we would like to compare the results with the numerically obtained optimal solution of (22) . In addition, we would like to investigate deriving the derivative in (32) numerically. Even in the simple case we have seen in the target tracking problem, obtaining the derivative is computationally intensive.
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