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ABSTRACT
Virtual worlds and massively-multiplayer online games are rich sources of information about
large-scale teams and groups, offering the tantalizing possibility of harvesting data about group
formation, social networks, and network evolution. They provide new outlets for human social
interaction that differ from both face-to-face interactions and non-physically-embodied social net-
working tools such as Facebook and Twitter. We aim to study group dynamics in these virtual
worlds by collecting and analyzing public conversational patterns of users grouped in close phys-
ical proximity. To do this, we created a set of tools for monitoring, partitioning, and analyzing
unstructured conversations between changing groups of participants in Second Life, a massively
multi-player online user-constructed environment that allows users to construct and inhabit their
own 3D world. Although there are some cues in the dialog, determining social interactions from
unstructured chat data alone is a difficult problem, since these environments lack many of the cues
that facilitate natural language processing in other conversational settings and different types of
social media. Public chat data often features players who speak simultaneously, use jargon and
emoticons, and only erratically adhere to conversational norms.
Humans are adept social animals capable of identifying friendship groups from a combination
of linguistic cues and social network patterns. But what is more important, the content of what
people say or their history of social interactions? Moreover, is it possible to identify whether
iii
people are part of a group with changing membership merely from general network properties,
such as measures of centrality and latent communities? These are the questions that we aim to
answer in this thesis. The contributions of this thesis include: 1) a link prediction algorithm for
identifying friendship relationships from unstructured chat data 2) a method for identifying social
groups based on the results of community detection and topic analysis. The output of these two
algorithms (links and group membership) are useful for studying a variety of research questions
about human behavior in virtual worlds. To demonstrate this we have performed a longitudinal
analysis of human groups in different regions of the Second Life virtual world. We believe that
studies performed with our tools in virtual worlds will be a useful stepping stone toward creating
a rich computational model of human group dynamics.
iv
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CHAPTER 1
INTRODUCTION
Massively multi-player online games and virtual environments provide new outlets for human so-
cial interaction that are significantly different from both face-to-face interactions and non-physically-
embodied social networking tools such as Facebook and Twitter. There are millions of users in-
habiting some of the most popular massive multiplayer online games (MMO’s) [Dro10], with titles
such as World of Warcraft boasting about 12 million subscribed users [Rel10], and millions more
playing the increasingly pervasive (2D) MMO’s like Farmville [Nie10]. Second Life is arguably
[Rep09] one of the most popular MMOG’s (with over 23 million registered users [Yok10]). It is
a departure from many games in that it doesn’t have a task-oriented (role playing) nature; one is
free to do what one wants in Second Life, which not only stimulates the social aspect of the game
but also allows for the more motivated users to establish role-playing sims within the game itself.
Indeed the large user base and relative freedom in terms of content creation and programmability
of the platform was the foremost factor in pushing us to consider Second Life as our platform of re-
search. This broadening user base for MMO’s also presents a challenge for researchers to explore
the interactions occurring in these virtual worlds.
[IAR09] characterizes virtual worlds as having the following defining characteristics:
1
1. Graphical landscape: The central characteristic of a virtual world is that the primary inter-
actions occur in a rich graphical landscape. This can be a 3-Dimensional (3D) client (like
that of Second Life) or a 2-Dimensional (2D) browser medium.
2. Avatars: User presence in the virtual world is by means of a visual entity that functions as
the “user” in the virtual world.
3. Persistent: A virtual world has a notion of “reality”, hence, the state resulting from the
actions of the user avatar persists between log offs. This can include modifications of the
user avatar, as well as modifications to the virtual world.
4. Shared: Changes resulting from the user avatar actions in the virtual world are visible to the
other users of the virtual world (as perceived by the avatar).
5. Massive: To facilitate understanding of the human behavior, the virtual world must have
enough users for realistic social patterns to manifest. Preferably the virtual world should
have some densely populated regions to increase the frequency of social interaction.
6. Goals: There may or may not be a goal built into the virtual world by the designers. For
instance, World of Warcraft has roles that the user needs to assume as part of completing
quests or missions. On the other hand, the virtual world of Second Life does not impose a
concept of roles upon the users who are free to select their own goals.
2
1.1 Existing Research on Virtual Worlds
It is to be noted that although virtual worlds are increasingly becoming a popular choice for re-
search by social scientists [Bai07] much of the research is anthropological or focuses on writers’
accounts [MS07, Boe08]. However, this does suggest the belief that many real world behaviors are
reproduced in virtual worlds.
Many virtual world studies on social behavior in virtual worlds focus on a qualitative rather
than a quantitative analysis of hypotheses, and overlook the person behind the avatar. Demo-
graphic studies have largely focused on well-understood areas such as marketing [Int08] or game
design [DM04]. Some of the more relevant research include a study of personal space use in Sec-
ond Life [YBU07], that revealed that male/female dyads stood closer together than male/male or
female/female dyads. This finding illustrated consistency between real world and virtual world use
of personal space. Another study of human behavior was performed in World of Warcraft, ana-
lyzing the guilds [WDX06]. Their findings revealed that the smaller guilds (those with fewer than
10 members) are composed of people who were already acquaintances in the real world. Finally a
study was organized in Second Life to explore the hypothesis that virtual world use of the virtual
currency mimics that of ther real world users [CCH09]. Their findings show that it is indeed the
case, though the individual difference in use of the currency and the influence of culture on the
practices was not considered.
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1.2 Research Focus
The following characteristics have been identified as highly influential by researchers studying
real-world and virtual world human behavior: gender, approximate age, economic status, educa-
tional level, occupation, ideology, degree of influence, digital nativity, physical geographic loca-
tion, native language, and culture. Here, we present some of the most important research topics
relevant to modeling individual and group behavior in virtual worlds.
1.2.1 Individual Behavior
1. Avatar manifestation: One important research question is how the virtual world character-
istics of the avatar relate to the real world characteristics of the user. Is the avatar that users
select similar to their real world persona or the opposite? Evidence from the existing litera-
ture suggests both possibilities coexist: some users choose similar avatars [Yee08, MGS08]
while others go to the extent of gender swapping [Yee05]. Although we include characteris-
tics related to avatar manifestation as part of our models, these research questions are beyond
the scope of this thesis [YBU07, MGS08].
2. Communication: Communication refers to the means used by the users in the virtual world
to contact other users via verbal or non-verbal means.
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Verbal: Invariably the most commonly used method for communication in virtual world is
textual chat. Textual chat requires no additional hardware, very little bandwidth, increases
anonymity, and is more amenable to automated language translation. It often contains jargon
that is not found in other mediums (such as blogs) but is very similar to the chat that occurs in
chat-rooms on Internet Relay Chat (IRC). It can be made more expressive using the physical
embodiment in the virtual world. Virtual world text analysis poses additional challenges
beyond text analysis on blogs and web pages, such as: 1) simultaneous conversation between
multiple users 2) frequent topic switches 3) user entrances/exits in the virtual world 4) lack
of available corpora for data of this type.
Partitioning individual conversational exchanges is a stepping stone toward research on
groups, their formation, and their time evolution. Of further interest is what can be made
of the additional information from the content—can we still make decisions based on what
is said as well as who made the utterance? Does it corroborate with the findings from the
who-talks-to-whom? Can we predict the environment where the conversation is taking place
based on the frequency of exchanges or the content? What is the difference between the
results obtained over time versus a single snapshot? Moreover, are there some useful con-
clusions that can be made about the author from the content [AC05]? It is in answering these
questions to which this thesis is devoted.
Non-verbal: Non-verbal communication (while not considered in this thesis) invites thoughts
on reasons for using it as a preferred means, its inter-relationship to the use of the non-verbal
in real-world and what it implies about the person engaging in using such a medium.
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3. Avatar activities: Depending on the type of MMO (RPG versus non-RPG), the avatar can
engage in various activities. MMORPGs (like World of Warcraft) promote a role based
approach where the avatar engages in activities specific to the guild (such as stealing, cooking
or fighting). With non-RPG MMOs like Second Life, the avatar has more freedom and
can perform activities such as dancing, swimming, horse-riding, visiting libraries, attending
meetings, exploring or socializing with other users. One important question is what is the
relationship between the user’s real world characteristics and their activities in the virtual
world? We pay some attention to this aspect of the virtual world, with regards to creating a
regional activity map of Second Life for our studies.
1.2.2 Group Behavior
1. Group formation and dynamics: There is usually a significant amount of social interaction
is massively multiplayer virtual worlds. This might be spontaneous or occur after a period of
acquaintance. There might be different types of user groups (task-dependent versus societal),
with varying characteristics (short-term versus persistent); an important research question is
what factors affect the groups’ persistence. We explore this question in the longitudinal
analysis component of this thesis.
2. Economics: Virtual worlds possess virtual artifacts that may be constructed by the users
themselves, earned through gameplay, or purchased using either real-world money or virtual
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currency. Second Life boasts a 28.4 million dollar money supply in Linden dollars [Lab10]
and 119 million dollars of total LindeX volume for the year 2010 alone [Lab11]. This gives
credence as to how Linden Labs is able to maintain the game without a subscription model
and indicates the immense importance the in-world economy holds for the general user pop-
ulace. There has been an increasing body of research on virtual world economic analysis
[BSH10, CWS09, Cas05] that aims to draw a parallel between the real world and virtual
world. One area of research, has been to identify people using illegitimate techniques such
as gold-farming [KAW11, KAW10, AKW09]. Unfortunately conducting detailed research
on economic practices requires confidential user data and transaction histories from the gam-
ing companies and is beyond the scope of this thesis.
1.3 Research Contribution
In this dissertation, we introduce new algorithms for predicting links and group membership from
unstructured chat data. Then we demonstrate how these techniques can be used to study group dy-
namics in virtual world of Second Life by performing a longitudinal analysis of groups in different
Second Life regions and analyzing the effects of avatar characteristics and group membership on
the evolution of the social network.
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Figure 1.1: Overview of dissertation
1.3.1 Why Second Life?
Second Life (SL) is a massively multi-player online environment that allows users to construct
and inhabit their own 3D world. Users are able to chat with other users directly through private
instant messages (IMs) or to broadcast chat messages to all avatars within a given radius of their
avatar using a public chat channel. The physical environment in Second Life is laid out in a
2D arrangement, known as the SLGrid. The SLGrid is comprised of many regions, with each
region hosted on its own server and offering a fully featured 3D environment shaped by the user
population. Second Life contains users of widely divergent expertise levels, ranging from complete
novices who congregate in the orientation areas practicing basic controls to highly skilled scripters
who craft objects and storefronts to sell within Second Life. There is a broad spectrum of group
persistence. One can observe rapidly-formed crowds gathered around a temporary attraction, and
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also semi-permanent groups of people who share interests either within or outside of the virtual
environment. Similar to real-life, these differences are somewhat correlated with SL regions, since
each SL region contains a different mix of entertainment opportunities.
Second Life is a unique testbed for research studies, allowing scientists to study a broad range
of human behaviors. The ease of creation and interaction with the objects in virtual world en-
ables the rapid exploration of new product designs and customer appreciation studies [Rhe07].
Social scientists are using Second Life to study norms and etiquette in dressing and meeting peo-
ple [FSS07]. Several studies on user interaction in virtual environments have been conducted in SL
including studies on augmented reality [LMZ08], conversation [WTR08], gestures [KRA08], col-
laborative construction [KA08] and virtual agents [BSE08, PV08]. Many real-world institutions
have Second Life portals that allow users to shop for real and virtual items, attend classes, access
library materials, visit virtual art displays, and view entertainment broadcasts (see [Sec09a, Dai08]
for examples). Additionally, Second Life serves as a platform for communication and teaching
in universities [Sec09b] and companies [Sec07, Too07, Sec06]. [ESK11] is a recent example,
where IBM’s T.J. Watson lab demonstrated that it is possible to hold meetings in Second Life with
hundreds of users.
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1.3.2 Identifying Social Linkages from Text Chat
fMRI and fossil record studies have revealed that humans possess highly-specialized neuronal ma-
chinery to identify social interactions such as organizational hierarchies, cheating, and altruism
from subtle social signals [Pow04]. Language is clearly an important part of this process, and
Clippinger observes that much of the linguistic apparatus is actually dedicated to expressing social
roles and relationships [Cli10]. In fact, it has been hypothesized that language evolved directly to
support social coordination [Pin94, Cho00]. Although Second Life provides us with rich oppor-
tunities to observe the public behavior of large groups of users, it is difficult to interpret who the
users are communicating to and what they are trying to say from public chat data. Network text
analysis systems such as Automap [CCD09] that incorporate linguistic analysis techniques such as
stemming, named-entity recognition, and n-gram identification are not effective on this data since
many of the linguistic pre-processing steps are defeated by the slang and rapid topic shifts of the
Second Life users. This is a hard problem even for human observers and it was impossible for us
to unambiguously identify the target for many of the utterances in our dataset. In this thesis, one
of our main contributions is an algorithm for addressing this problem, Shallow Semantic Tempo-
ral Overlap (SSTO), that combines temporal and language information to infer the existence of
directional links between participants.
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1.3.3 Mining Groups from Social Linkages
Unlike many groups formed in communities and workplaces, groups formed in virtual environ-
ments can be rapidly-forming (arising from few interactions), persistent (remaining stable over a
long period of time), and agnostic to socio-cultural influences [Car91, For05]. There has been
increasing interest in mining community structure in the networks. In general, network sec-
tions exhibiting denser linkages among themselves are classified as part of the same commu-
nity. This phenomena has been studied in social networks, biochemical networks and the WWW
[PDF05, GA05, GN02, HHJ03, FLG02]. Understanding the community structure of a network can
reveal interesting trends and increase our knowledge of the function and evolution of the system. In
our work we restrict our attention to a more recent and state-of-the-art eigenvector based approach
to modularity optimization which has been shown to perform very well as reported in [DGD05]
and [New06b].
To examine the influence of the extracted groups found with community detection on network
evolution, we analyze the system using the dynamic actor-oriented model for network evolution
[SSS07]. We use this model to explore the evolution of the network (mined from the dialog ex-
changes) considering the community membership from previous time period as an actor attribute.
This gives us statistical evidence whether the community membership persists over time and pro-
vides additional support on the accuracy of our community detection. Using longitudinal network
data analysis [Sni05], we consider sequences of network observations extracted from dialog ex-
changes, along with attributes of the SL avatars, and model them in an actor-oriented model using
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RSiena (Simulation Investigation for Empirical Network Analysis) [SR10]. The methodology has
been successfully employed in a number of sociological studies on the influences of different fac-
tors on group behavior [MSS10, PSS06, GS99, HS03, LML10].
1.3.4 Inferring Location from Context
In virtual worlds, groups are often drawn together by common interests such as shopping, gaming,
or scripting. The SLGrid contains many regions, with each region boasting an array of specialized
attractions such as shopping markets, gaming grounds, libraries, information kiosks, and scenic
views. Users usually frequent a small set of SL regions that offer activities of interest.
Also, Second Life has two specialized types of regions to enable users to better explore game
functionality:
orientation areas: specially-designed areas to teach new users how to use the SL navigational
controls.
sandboxes: construction areas where more experienced users can construct SL buildings without
needing to own SL land.
Text-only chat exchanges lack many informative verbal cues such as prosody and informa-
tion about socio-economic factors that are highly predictive of real-world social groupings. An-
other contribution of this research is extracting social structure from unstructured conversational
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exchanges—is it possible to determine an actor’s social group from a combination of network
structure and conversation content in public chat data from a virtual world? Here we evaluate the
relative contribution of conversation features vs. network-based ones when learning supervised
classifiers to predict a user’s region. Our data does not include any SL regions that directly cor-
respond to real-world regions; for instance, certain institutions (e.g., IBM, Princeton University)
have created mirror sites in SL. The regions included in the study were selected to span a number
of region types. Autonomous SL bots were strategically placed in areas with a high amount of
English-speaking user traffic to collect the public chat data from six regions over multiple days.
Social networks were constructed from user chat using the Shallow Semantic Temporal Overlap
algorithm, which combines semantic and temporal cues to predict network links from conversation
data. SSTO uses a combination of semantic and temporal cues to partition unstructured chat data
into distinct conversational exchanges between users. We examine the contribution of three types
of features for our user classification task:
1. centrality measures (degree, betweenness, closeness),
2. soft community membership,
3. content of user utterances.
Based on our experiments, supervised classifiers trained with network-based features (a combina-
tion of community and centrality features) outperform the unigram word features that measure the
content of the user utterances. This finding holds true even though the actors in the regions differ
substantially across different days. Experiments reveal that there is enough similarity between net-
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works emerging in the same regions on different days to classify user groups with an accuracy of
44%. We hypothesize that the form of the network follows the functionality required by the users
to pursue their activities. For instance, orientation areas have large groups of transient users speak-
ing briefly to the small set of expert helper users. This characteristic “fingerprint” appears to be
sufficiently predictive to enable classification. Combining all measures (network, community, and
content) yields the best overall accuracy at correctly predicting the regional origin of user dialog.
This shows that while knowing what the people said is important, knowing who talked to whom
also provides important information that can be used as a basis for user classification.
1.3.5 Improving Network Text Analysis with Topic Modeling
We also wanted to take a deeper look at the semantic content in the dialogs, rather than relying
solely on the network properties, the shallow semantic cues, or the time ordering of the dialogs.
This allowed us to measure the predictive power present in the language itself. The intuition was
to see if the environment influences the chat topics and if this can be used to decipher the chat
location. Another interest was to explore its use in improving the link mining algorithm, based on
the proposition that users who share similar topics are more likely to be in the same community.
To extract topics from the text, we use Latent Dirichlet Allocation (LDA) [BNJ03]. There has
been some previous work on topic modeling for document classification such as [BNJ03, GS07],
but, in our virtual world dialog dataset, the notion of what constitutes a document is unclear. Pos-
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sibilities include: 1) creating a new document from each utterance 2) grouping all utterances from
a single user into one document 3) grouping all utterances from a single region during a fixed time
period into one document. This choice impacts the amount of text in the document, the number of
documents, the number of documents per author and many other aspects of the topic. Our results
show that using topic modeling for network text analysis yields a higher predictive power than
using n-grams. The combination of topics with centrality measures yields better results on the
region identification task than a combination of n-grams with any features; however a combination
of all the network properties and the topics wasn’t able to surpass the classification performance
obtained from combining using n-grams. In the next chapter, we provide an overview of the related
work on network text analysis for virtual worlds.
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CHAPTER 2
RELATED WORK
One of the key elements in this thesis is addressing the problem of constructing social network
linkages from public chat exchanges. This is simultaneously useful for analyzing the group dy-
namics in different Second Life regions and has the potential practical benefit of allowing Second
Life land owners to analyze the relative utility of various attractions. Our main contribution is the
creation of link-mining algorithms for chat dialogs that use rules and heuristics supplemented with
timing and topic information to mine network connectivity. The output of the algorithms is the
to-from labeling indicating the sender and recipient of the message. This can be used to construct
a social network, using the frequency of exchanges between the users, for a given time-period.
We use an additional feature set consisting of latent community information extracted using an
eigenvector-based approach to modularity optimization. The key related work in these areas is
covered in detail in the following sections.
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2.1 Chat Dialog Analysis
Dialog analysis has been previously explored within the Restaurant Game [OR07], where a corpus
of human dialog was collected and leveraged to improve the realism of the bot’s dialog in a social
situation. Although Second Life provides us with rich opportunities to observe the public behavior
of large groups of users, it is difficult for even humans to identify who a user is communicating
with at a given moment; for instance, it was impossible for us to unambiguously identify the target
for many of the utterances in our dataset even with human labelers. Much of the previous work on
analyzing chat has been restricted to a small number of users and is topic-specific. Network text
analysis systems such as Automap [CCD09] that incorporate linguistic analysis techniques such as
stemming, named-entity recognition, and n-gram identification are not effective on this data since
many of the linguistic pre-processing steps are defeated by the slang and rapid topic shifts of the
Second Life users.
There has been one notable previous work in analyzing chat dialogs - the work by Naval Post-
graduate Labs for the NPS chat corpus [FM07]. They have analyzed chat dialogs in online chat
rooms and have focused their efforts on identifying sentences as belonging to one of a set of se-
mantic classes using manual annotations and filtering. There work is different from ours in that
their main contribution was sentence classification and that they used manual filtering and label-
ings. Also, the chat room setting differs from the 3D virtual world experience, resulting in different
patterns of social interaction. [AM08] is the latest research on this dataset; the authors propose an
alternate method to the problem of topic identification.
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Another similar effort done within a controlled environment on a smaller corpus is that of
[SSB10]. They employed manual annotation at four levels: communication links, dialog acts,
local topics and meso-topics, whereas in our case we are concerned with the automation of the first
level (communication links). Another important difference is that they imposed structure to their
communications by directing the conversation towards a topic and using an arbiter. Our dataset is
unique in its size, lack of communication structure, and dynamic groups.
[Thu03] focuses on the problem of analyzing SMS communication, which is by nature bi-
directional rather than unstructured. The problem of inferring directional links between partici-
pants is somewhat analogous to the task of recovering thread structure in online discussion groups
with missing metadata [WJC08]. In [AM08] the authors use a similar approach to ours though
their objective was to identify threads; their approach requires certain features, such as sufficient
word similarity overlap in discussions belonging to common topics. [WJC08] is another example
of related work where the objective is limited to identifying the thread structure of the chat (within
the context of voting/opinionating on specific topics).
There are a number of approaches that have been devised by the previous researchers [FM07,
AM08, EC10, WO09] for analyzing chat using both classification and clustering. Charniak [EC10]
takes a clustering approach to the problem, using a two pass method. Their method utilizes a set of
lexical, timing, and discourse features, similar to ours, and weights are learned for different feature
types. In earlier work, Sheen [SYS06] and Adams [AM08], investigated a similar clustering ap-
proach to the problem that relies on a cosine measure of distance while using a threshold parameter
to determine how much closer to the cluster center the utterance can be to be considered for addi-
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tion to the cluster. A supervised approach makes it possible to weight the individual feature types
based on their predicability (as opposed to uniform weights or using heuristics as in unsupervised
approach) and thereby obviating the need for a separate tuning phase (while requiring the availabil-
ity of labeled training data). Most of the other related work (such as [ARS03, aGM05]) comprises
of efforts to cluster the users rather than conversations - with the underlying assumption that each
user is participating in one conversation at time. In terms of the lexical features, Sheen [SYS06]
and Adams [AM08] demonstrated the use of the n-grams approach (with TF-IDF normalization)
to good effect. Time as well as Wordnet augmentation [Wor09] were used as features in Adams
[AM08] but their results fail to demonstrate that these are in fact useful features.
The main differences between our approach and Charniak is that they employ a machine learn-
ing algorithm for the task that relies on specific timing information. The main disadvantage of this
approach is that it requires labeling; also, machine learning might not be able to generalize to an
effective level the variations in our much larger dataset, where conversations are more open ended
than their dataset which was composed of Linux-specific user queries. Wang ([WO09]) presents
an improvement to Charniak ([EC10]) using the information retrieval technique of message expan-
sion, while using the same Linux-specific dataset.
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2.2 Social Network Extraction in MMOs
There has been research on the problem of constructing social networks of MMORPG players, for
example, [SH04] demonstrate that concepts from social network analysis and data mining can be
used to identify MMORPG tasks. In this dissertation our social network analysis is focused toward
revealing network characteristics rather than actor characteristics, which is significantly different
from prior work at mining social networks from multi-player game data. We wish to identify
differences between groups of participants rather than between different actors within the same
social network.
2.3 Community Mining
Networks are increasingly gaining importance as the choice of representational (mathematical)
structure for complex systems in many fields — for example physics, biology, chemistry as well
as computer science [New03, BLM06, DM03, NBW06]. There has been increasing interest in
mining community structure in these networks, with networks exhibiting denser linkages among
themselves as opposed to others being classified as part of the same community. This phenom-
ena has been studied in social networks, biochemical networks and the WWW [PDF05, GA05,
GN02, HHJ03, FLG02] and has revealed interesting trends about the functioning and evolution
of these systems. For example these communities have been shown to correspond to web pages
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about a topic [FLG02] or to functional units in metabolic networks [HH07, PDF05, GA05] and are
increasingly being applied to study finer nuances that distinguishes these substructures from the
whole. For this reason community detection has been proposed via difference algorithms utilizing
centrality measures, flow models, random walks, resistor networks and others (a more comprehen-
sive review is provided in [DGD05] and [New04]). In this work we restrict our attention to a more
recent eigenvector based approach to modularity optimization that has been shown to perform very
well as reported in [DGD05] and [New06b]. In prior work, community membership has been
successfully used to identify latent dimensions in social networks - for example [TL09] uses the
eigenvector based approach to modularity optimization to extract community memberships that
can be used instead of relational features in classifying nodes. Similarly, we use memberships as
one type of feature for our region classifier. Our Second Life dataset does not contain social net-
works that span multiple regions, hence relational features are not applicable for our classification
task since all the members of the same network effectively belong to the same class. Communities
within USENET have been analyzed by comparing structures of induced social networks for each
group using metrics such as size, degree, and reciprocity [MH09]. Our analysis of Second Life
communities is similar in concept but uses different techniques for constructing linkages. Recent
work [KN09] has compared the relative utility of different types of features at predicting friendship
links in social networks; in this study we only examine conversational data and do not include in-
formation about other types of Second Life events (e.g., item exchanges) in predicting unobserved
links in our social networks. Our aim here was to capture the public dialog exchanges between
multiple users to create linkages in a social network, as well as to explore the relationship between
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the network properties and the underlying environment where the exchanges took place. Thus, our
work represents the first attempt to predict user groups in virtual worlds from a combination of
network and community-based measures.
2.4 Longitudinal Analysis Using Stochastic Actor-Oriented Models
Some groups are created for a particular purpose, either by group members or by an exogenous au-
thority. For instance, teams, task forces and production lines all fall under this category of planned
groups; these are generally well-described by current AI frameworks such as shared plans [GK99]
and joint commitment [CL90]. Planned human groups typically progress through a lifecycle char-
acterized by the Tuckman model of “forming, storming, norming, performing, and adjourning”
[Tuc65]. The forces governing emergent groups, which form spontaneously through social inter-
actions between individuals [For05], are less well studied. These groups can be divided into two
classes: self-organizing and circumstantial [For05]. The former describes individuals who have
aligned their activities in a cooperative system of interdependence after a series of repetitive in-
teractions with a small set of people (e.g., regular customers at a neighborhood bar). The latter
are short-lived groups, such as the tourists among a set of pedestrians waiting at a crosswalk. In
our proposed research, we are particularly interested in understanding how this ubiquitous set of
circumstantial groups influences agent behavior. Psychologists characterize the sense of bonding
experienced by group members and the external perception of a group’s coherence as the group’s
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entiativity [CYB03]. One expects typical circumstantial groups to exhibit low entiativity, making
them particularly challenging to model.
A model for network dynamics that aims to represent the effects of current network structure
on the ongoing changes in the network must take into account the entire network structure when
estimating the probabilities of relational changes. This approach may be described as a macro-to-
micro modeling, where macro refers to the entire network and the individual tie the micro level. An
actor-oriented approach to such a model was proposed by Snijders [Sni95, Sni96, SD97, Sni01b],
In this dissertation, we use this model to explore the evolution of the network (mined from the
dialog exchanges) considering the community membership from the previous time period as a cue
for new time period as an actor attribute to evaluate the influence of community membership on
network evolution. This gives us statistical evidence whether the community membership persists
over time. The actor-oriented model for longitudinal analysis has previously been used for ex-
ploring the effect of smoking and drinking behavior on adolescent friendship network [MSS10],
homophily and assimilation among sport-active substance users [PSS06], friendship among univer-
sity freshmen [GS99], development of social competence in children [HS03], analyzing immigrant
personal networks [LML10] and preferential trade agreements among countries [MPS08] and is
considered the state of the art technique for exploring network evolution based on psychological
and sociological theories about friendship.
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2.5 Topic Modeling
Three major approaches to the problem of topic modeling in natural languge processing are: latent
semantic analysis (LSA), probablistic latent semantic analysis (pLSA), and latent Dirichlet alloca-
tion (LDA). LSA was developed in 1988 by [DDF90] and is also known as latent semantic indexing
(LSI) in the context of information retrieval. In LSA a term-document matrix is constructed with
columns representing each document and rows the frequency of terms in each document. A low
rank approximation is then found to this term-document matrix using singular value decomposition
(SVD). Probabilistic latent semantic analysis (pLSA), also known as probabilistic latent semantic
indexing (pLSI) [Hof99], adds a probabilistic model to LSA by introducing latent classes (topics)
using a (multinomial) mixture decomposition, which gives better statistical properties in terms of
objective function, model interpretation and error minimization. Proposed by Blei et al. [BNJ03],
Latent Dirichlet allocation (LDA) belongs to a generative family of probabilistic models, which
assumes that items (documents) in a corpus are formed as a finite mixture of topic probabilities,
such that each word’s creation is attributable to one of the document’s topics. The use of a Dirichlet
distribution as as a prior for the topic distribution of the document is what distinguishes LDA from
pLSA.
We hypothesize that discussion topics are a valuable cue for identifying linkages and can also
aid in classification of SL regional groups. The topics can be used as a cue when deciding the
linkages between the users. Also, instead of using terms as features for classification, we can
identify topics from the dialogs and then use the topics as features. It is important to note that
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Figure 2.1: Three possible approaches to topic modeling for dialogs.
topic modeling methods are primarily developed around the notion of documents (as belonging
to one or more topics), from which the probability for the assignment of a document to a topic is
made, which is then used to estimate an assignment of a word to a topic. However, this notion of
document is missing in the series of dialog exchanges in the chat data. Instead, it contains a series
of alternating dialogs from users, often with overlapping and interleaving conversations, that can
shift or abort anytime, whilst the users engage in more than one conversation.
There has been some recent work [RDL10, PSG11] on topic modeling for Twitter posts. Twit-
ter is one of the largest social media outlets, boasting nearly 200 million users and about 110
million tweets per day, as of 2011 [Chi11]. The posts consists of just 140 characters, a restriction
that was chosen to suit the SMS, primarily targeting mobile users. In both [RDL10] and [PSG11],
they considered each tweet (twitter post) to be a document in its own right. There are two signif-
icant differences between tweets and our dialog dataset. While a conversation sometimes ensues
between the users on Twitter (in terms of replying to a user post), many of the posts are about one
topic only (implicitly bounded by the character limit); moreover, the user replying to the post uses
a signal (using the format called Retweet or RT for short), that separates out the conversations into
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related tweets. Additionally, users also use hash tags within the posts to mark them as belonging
to a specific topic. However, the challenge there is that all the posts are not hash-tagged or marked
with a retweet (RT), but the character limitation and the very nature of the medium, restricts the
posts to specific topics for the most part. This is clearly not the case in our dataset with unstruc-
tured, overlapping dialogues, where the users implicitly designate the recipient of the message by
spatio-temporal proximity (which in some cases involve open-ended questions answered by mul-
tiple people at different times). This makes our problem both different and more challenging than
the topic-modeling for the Twitter posts.
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CHAPTER 3
BOT CONSTRUCTION AND DATA COLLECTION
To conduct our study of group social interactions in Second Life, we had to address the following
issues:
• Creating chatbots of sufficient realism to record public conversations without perturbing
existing social interactions;
• Identifying the linkages between the users from the unstructured dialogs.
• Identifying the communities (groups) from the social network thus obtained.
• Improving link mining through incorporating community as a feedback mechanism.
• Longitudinal analysis of the network data for analyzing how age, gender and community
(groups) affect the network evolution (influentials).
• Classification of where the communication is taking place (environment) using a combina-
tion of individual, group (community) and content features.
In this section, we discuss the tools that we created or used to solve each of these subproblems.
Although we were usually able to “divide and conquer” these problems, the effectiveness of each
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Figure 3.1: Multi-agent architecture for Second Life data collection
module affected the other modules. For instance, early versions of chatbots were less successful
at interacting with people and thus had a reduced ability to mine conversational data. The second
problem, identifying conversations from unstructured data, is particularly challenging, since users
in Second Life often jump rapidly from one topic to another, converse simultaneously with multiple
people, and refer to each other by nicknames. However, by leveraging the available temporal co-
occurrence and word cues, we were able to reconstruct the most salient social connections within
a region.
Figure 3.1 shows the overall data collection architecture. Multiple bots, stationed in different
SL regions, listen to all the messages within their hearing range on the public channel. The bots
forward chat messages to the server, which parses and conditions messages for storage in the
dialog database. Occasionally the server sends the bots navigational commands and optional dialog
response if the communication was directed to the bot. Linkages between SL actors are inferred
offline by partitioning the unstructured data into separate conversations; these linkages are used to
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Figure 3.2: Bot collecting public chat messages.
construct the graphs used in the social network analysis, the properties from which are then used
in the classification task.
3.1 Bot Construction
Instead of being controlled by a human user, Second Life avatars can be controlled by an auto-
mated agent known as a bot. A bot connects to the SLGrid like a normal user, but is controlled
by a program that does not require user interaction. Our bots were implemented using LibOpen-
Metaverse (LibOMV) [Ope09], an open source .NET based library that allows applications to be
able to simulate much of the functionality of the official Second Life client and server software.
Using this library, we were able to build multiple bots that log in at a given location and collect all
desired data for chat messages within the bot’s hearing range on the public channel.
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Figure 3.3: Bot responding to dialog from human user
The bot application begins execution by passing login info for a Second Life account to Li-
bOMV. Once LibOMV successfully logs into Second Life, the application enters its main execu-
tion loop. Here, the application waits for notification from LibOMV that an event has occurred
involving the bot. When a chat message is received, LibOMV passes the following information
to the application: the name of the user who sent the message, the time and date the message was
received, the region and local coordinates (relative to the bot’s current region) that the message was
sent from, and the text of the message itself. After this information is recorded in the database, the
application returns to the main loop, waiting for the next event to occur. Figure 3.2 shows a bot
harvesting data in Second Life.
After observing some initial interactions between the bot and users, we realized that many
users were persistent in their attempts to converse with the bot. To handle cases where the user
attempts to converse with the bot, we added basic conversational functionality to the bots. Instead
of remaining mute, the bot generates a message based on randomly selecting a series of response
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Table 3.1: Sample conversation between a user and the bot. Even just by asserting that it isn’t a
bot, the bot is able to convince that user of its verisimilitude.
User Name Dialog
user1 Welcome, bot1.
bot1 hello user1
user1 what’s up bot1?
bot1 yo user1 :)
user1 ...yes bot1?
bot1 Hi there user1
user1 Hmm... bot1, your response makes me think you’re a bot.
bot1 hey I am not a bot.
user1 Oh, ok.
components that form a message when pieced together. Four components are selected, with five
possible choices for each component, giving a total of 54 = 625 possible responses, with the
additional variability stemming from the fact that some response components include the username
of the avatar being responded to. These responses, while still coming from a fairly limited pool
of choices, added some variety to the responses, and made the bot seem more human-like under
superficial observation. Additionally, we made the bot’s avatar play a typing animation whenever
making a response to another user.1 Table 3.1 shows a sample of the conversation dialog between
the bot and a human user; by calling the user by name and asserting that it is not a bot, it deflects
the user’s suspicions.
Since most users rarely stand still in Second Life, we enhanced the bot by adding rudimentary
navigational abilities to enable to move around the data collection area. The bot attempts to move
to a specified location from its current location using the LibOMV auto-pilot feature. This feature
1A typing animation occurs by default in Second Life when a human-controlled avatar is saying a message.
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Table 3.2: Description of regions selected for analysis.
Region Name Region Description
Help Island Public An orientation area for new users to learn SL usage, scripting,
and building.
Help People Island Similar to Help Island Public, but with fewer people.
Mauve A sandbox for users to try scripts, build objects, and seek crafting help.
RezzMe Sandbox and shopping area containing resources like building classes
and script guides.
Kuula Heavily-social sandbox area.
Morris A entertainment-oriented region with one sandbox, a maze, fun houses,
and boating.
Pondi Beach Beach environment resembling Australia, includes places for sitting,
dancing, gaming.
Moose Beach A densely populated beach environment.
doesn’t provide a way for the bot to maneuver around obstacles (including both static obstacles
like walls and dynamic obstacles like other avatars) but the generated movement makes the bot
appear more natural. In previous work [FSS07] in Second Life, it has been demonstrated that the
Second Life environment can be explored effectively through random movement. The addition of
these two features greatly lowered the frequency of issues occurring from other users messing with
the bot. This allowed the bot to remain logged into areas for extended periods of time, collecting
the desired data.
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Table 3.3: Anonymized transcript of a public conversation collected in Second Life’s RezzMe
region.
User Name Dialog
user1 anyone know if there’s a way to turn off notifications in local chat for shields
or any other objects when you’re in a no-rez zone?
user2 brb need to get drink :)
user3 lol I put the pengiun in the trash can
user4 not too many who knows what it actually stands for
user5 user1, pls can you explain in more detail what you ask? mute it?
user3 GRR YOU DARN PENGUIN
user4 /status
user1 i can paste it in for you:
user5 user3 pls dont pushy ppl
user3 ok sorry
user1 Can’t rez object ’animcept4’ at {55.9452, 35.1487, 23.4774 } on parcel ’Help
People Island’! in region Help People Island because the owner of this land
does not allow it Use the land tool to see land restrictions
3.2 Data Collection
To collect data on social interactions in Second Life, we launched bots (each with a different
Second Life account and avatar) in eight regions, over fourteen consecutive days, which resulted
in a total collection of more than 160,000 utterances. For this task we restrict ourselves to daily
and hourly analysis of 5 randomly selected days from this corpus. This comes out to 523 hours
of information and about 80,000 utterances (across all the regions). Table 3.3 gives an example
of dialog exchanged between users in the RezzMe region. A general description of the activities
that the users tend to perform in each region is shown in Table 3.2. The regions fell into three
different general categories: 1) orientation areas for new users to learn how to interact with Second
Life, 2) sandbox areas that permit users to experiment with building construction, and 3) general
entertainment areas (e.g., beaches).
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Second Life’s multi-user, open-ended setting poses unique challenges to dialog analysis. In
such situations it is imperative to identify conversational connections before proceeding to higher
level analysis like topic modeling, which is itself a challenging problem. We considered several ap-
proaches to analyzing our dialog dataset, ranging from statistical NLP approaches using classifiers
to corpus-based approaches using tagger/parsers; however we discovered that there is no corpus
available for group-based online chat in an open-ended dialog setting. It is challenging to label the
conversations themselves for the large size of the dataset, and the ambiguity in a multi-user open-
ended setting makes it difficult even for a human to figure who is talking to whom. Furthermore,
the variability of the utterances and the nuances such as emoticons, abbreviations and the presence
of emphasizers in spellings (e.g., “Yayyy”) makes it difficult to train appropriate classifiers. Since
there is no corpus available and the vocabulary is not restricted to English words, parser/taggers
perform poorly.
Although there are some cues in the dialog, determining social interactions from unstructured
chat data alone is a difficult problem. The earlier work in dialog management has been done
primarily for a particular context and in question-answer format rather than in open-ended dialog.
Dialog analysis has been previously explored within the Restaurant Game [OR07], where a corpus
of human dialog is collected and leveraged to improve the realism of the bot’s dialog in a social
situation. Unlike the bot in the Restaurant Game, our bot must operate in a broader range of
multi-person social situations, rather than the well-defined single-user social scenario.
Consequently, we decided to investigate approaches that utilize non linguistic cues such as
temporal co-occurrence. Although temporal co-occurrence can create a large number of false
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links, many aspects of the network group structure are preserved. Hence we opted to implement
two-pass approach: 1) create a noisy network based solely on temporal co-occurrence 2) perform
modularity detection on the network to detect communities of users 3) attempt to filter extraneous
links using the results of the community detection.
For our study, we evaluated the performance of two different conversation partitioning algo-
rithms, proposed by us:
1. one based solely on temporal co-occurrence of user conversation (Temporal Overlap Algo-
rithm) and
2. the other based on linguistic cues (Shallow Semantic and Temporal Overlap Algorithm
(SSTO)).
3.2.1 Temporal Overlap Algorithm (TO)
The temporal co-occurrence version of our conversation partitioning algorithm separates the data
into time intervals (called sessions), which are then partitioned and organized into a hierarchical
structure. Each session, marked by a start and an end time, denotes an interval during which a
user was chatting. The messages that make up a session are determined by finding consecutive
chat messages from a user with less than 20 minutes (the default Second Life inactivity timeout)
between any two of the messages. This will not always guarantee that each session represents an
actual chat session, but it provides a logical cut-off point that can be used to obtain reasonably
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accurate results. While the start time is not null, the following process is repeated: 1) the end of
the session with that start time is found; 2) the session marked by that start time and that end time
is added to the user’s list of sessions; 3) the start time is set to the time of the next message from
the same user and region after the current end time.
After the data is partitioned in this manner, each user in a region can easily be compared with
other users in the same region to check for overlapping chat sessions. If the chat sessions of users
overlap, the users were chatting at same time, which could indicate that a conversation occurred
between those users. Note that due the limited range of the bot, even if two users are not directly
communicating, there is a fairly high likelihood that they will be reading each other’s chat messages
since this communication is occurring on the public chat channel.
3.2.2 Shallow Semantic Temporal Overlap Algorithm (SSTO)
Because of an inability to use statistical machine learning approaches due to the lack of sufficiently
labeled data and absence of a tagger/parser that can interpret chat dialog data, we developed a rule-
based algorithm that relies on shallow semantic analysis of linguistic cues that commonly occur in
chat data including mentions of named entities as well as the temporal co-occurrence of utterances
to generate a to/from labeling for the chat dialogs with directed links between users. Our algorithm
employs the following types of rules:
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salutations: Salutations are frequent and can be identified using keywords such as “hi”, “hello”,
“hey”. The initial speaker is marked as the from user and users that respond within a desig-
nated temporal window are labeled as to users.
questions: Question words (e.g., “who”, “what”, “how”) are treated in the same way as saluta-
tions. We apply the same logic to requests for help (which are often marked by words such
as “can”, “would”).
usernames: When a dialog begins or ends with all or part of a username (observed during the
analysis period), the username is marked as to, and the speaker marked as from.
second person pronouns: If the dialog begins with a second person pronoun (i.e., “you”, “your”),
then the previous speaker is considered as the from user and the current speaker the to user;
explicit mentions of a username override this.
temporal co-occurrences: Our system includes rules for linking users based on temporal co-
occurrence of utterances. These rules are triggered by a running conversation of 8–12 ut-
terances.
This straightforward algorithm is able to capture sufficient information from the dialogs and is
comparable in performance to SSTO with community information, as discussed in Section 5.3.
We also evaluated the use of the Automap software package [CCD09], a network text analy-
sis system, that incorporates more sophisticated linguistic analysis techniques such as stemming,
named-entity recognition, and n-gram identification. However, we found Automap to be ill-suited
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(a) Betweenness based layout with size based
on degree from linguistic cue conversation par-
titioning network
(b) Betweenness based layout with size based
on degree from temporal co-occurrence conver-
sation partitioning network
Figure 3.4: Network visualizations for linguistic cue vs. temporal co-occurrence conversational
partitioning
for working with the raw data since most of the linguistic pre-processing steps were defeated by
the slang and rapid topic shifts of the Second Life users and were not able to generate any mean-
ingful networks using that software. In contrast, the simpler temporal cues and domain specific
heuristics employed by our algorithms were more robust to these issues; Automap seems to be
more appropriate for post-processing the partitioned dataset.
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CHAPTER 4
ANALYSIS OF SOCIAL INTERACTIONS
Our first goal was to do social network analysis on the networks obtained from the algorithms. In
our analysis, we focused on three main objectives:
group identification: identifying groups of actors having repeated social interactions;
regional differences: characterizing differences between social interactions in different Second
Life regions.
social process model: creating a parameterized model of the underlying social process that gives
rise to the observed social networks.
Using the information extracted from the raw chat logs, we construct social networks of the
users in each Second Life region monitored by the bots. We employed three forms of analysis: 1)
k-core analysis to identify groups of actors 2) a comparison of univariate statistics and centrality
measures across regions and 3) creating exponential random graph models for the observed net-
works. In most of these analysis we focus on the network as a whole, analyzing actors and relations
(vs. egocentric actors and attributes). Each form of analysis provides slightly different insights into
the social interactions.
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4.1 K-Core Analysis
A k-core is a graph for which there exists at least k paths between any two pairs of vertices; this
concept is called structural cohesion in sociology [MW03]. In terms of a social network, each
k-core is a group of actors in which an actor is connected to k other actors, making that actor a
member of that group. This bottom-up method of analysis quantifies number and size of distinctive
groups in the network with sufficient exchanges. This is a simpler form of community analysis than
the modularity-based community detection, employed later in our work.
4.2 Univariate Statistics
A statistical view of the social network data describes the data as consisting of a sample of some
larger population of possible observations. Relationship measures are viewed as probabilistic re-
alizations of an underlying tendency of relationship strengths. The mean of the tie strength can
be calculated considering the network as a whole and taking the mean of all tie strengths over the
entire adjacency matrix containing all of the actors in the network. To evaluate the hypothesis that
this mean value is zero (indicating a lack of true social connection), we perform a zero mean test
and use it as a screening method to eliminate from consideration those networks that are composed
of random communications between actors.
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4.3 Measures of Centrality
An alternate method to analyze networks is to calculate the centrality measures of nodes in the
network, which correspond to how connected nodes are to other nodes. To facilitate statistical
analysis, we selected a continuous measure of centrality, betweenness. Betweenness, in the context
of binary data, examines actors based on their presence on the geodesic paths between pairs of
other actors in the network. The more people the actor is connected to the greater its betweenness,
discounting for all the indirect links to other actors.
The algorithm for calculating betweenness is as follows: if bjk is the proportion of all geodesics
linking vertex j and vertex k which pass through vertex i, the betweenness of vertex i is the sum
of all bjk where i, j and k are distinct. The normalized betweenness centrality is the betweenness
divided by the maximum possible betweenness, expressed as a percentage. For a given network
with vertices v1 . . . vn and maximum betweenness centrality cmax, the network betweenness cen-
tralization measure is
∑
(cmax − c(vi)) divided by the maximum value possible, where c(vi) is
the betweenness centrality of vertex vi [Lin79]. We use the un-normalized individual betweenness
centrality measure for our analysis. When we compare social networks, we look at betweenness
measure over the entire population of nodes in the network.
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4.4 Exponential Random Graph Analysis
Exponential random graph models (ERG) [FS86, SPR06, WP96] are a statistical model of the so-
cial processes underlying the observable social network; the observed social network is viewed as
one of the many possible networks that could have been generated by the social process. The pa-
rameter estimates from an ERG both give general information about the network, such as whether
there is reciprocity of communication links, and can be used as qualitative basis for comparison
between networks.
We used SIENA [SR10], from StOCNET [BHS06] for ERG analysis. The ERG model is
defined by the probability function Pθ{X = x} = exp(θ′u(x) − ψ(θ)), where x is the adjacency
matrix of a graph or digraph, u(x) is a vector of sufficient statistics (the ones we chose are given
below), θ′ are the weights for the linear combination of the statistics (to be estimated) and ψ(θ) the
normalizing constant that enures the probabilities sum to one. The number of steps for generating
one exponential random graph is given by rn2/2d(1− d) [SR10], where r is a constant termed the
multiplication factor; n is the number of actors; and d is the density of the graph (average degree),
truncated to lie between 0.05 and 0.95. Stability is achieved by tuning the multiplication factor and
initial gain parameter.
We use the following parameters as recommended in [Sni06] and [RSW06], for the model
(convergence is determined using Metropolis-Hastings pseudo maximum likelihood with contin-
uous chain assumption for the Markov chain to make successive draws from the ERGM, using
model 14 as explained in [SR10]:
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1. The reciprocity effect
∑
i<j xijxji.
2. The alternating k-out-stars effect to represent the distribution of the out-degrees, given by
c2
∑n
i=1 {(1− 1c )xi+ + xi+c − 1}, for some value c.
3. The alternating k-in-stars effect to represent the distribution of the in-degrees, given by
c2
∑n
i=1 {(1− 1c )x+i + x+ic − 1}.
4. The alternating transitive k-triangles effect to represent the tendency to transitivity, given by
c
∑
i,j xij{1− (1− 1c )L2ij} where L2ij is the number of two-paths from i to j, L2ij =∑
h xihxhj .
where xij is the observed graph (entry for the adjacency matrix with index i, j), c is a constant
set by the user and xi+ denotes the degree for the ith node in the graph.
4.5 Results
In this section, we present a systematic examination of regional differences in Second Life. Since
each region contains different types of activities, we hypothesize that there are observable differ-
ences in the groups that frequent different regions. Our method of social network analysis differs
from most of the existing work in that we perform the comparison of social networks with different
users and no common attributes rather than performing a comparison between the same actors and
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different attributes, or different networks and the same attributes. Our goal is to compare different
social groups and networks, rather than different actors.
We use four methods of comparison for the social networks. First, we calculate univariate
statistics—the mean value and standard deviation of the linkage matrix of the network. The mean
value indicates the density of the network (amount of linkages) and standard deviation, shows the
variation in the linkages across actors. Next, we use the hypothesis tests for the mean value as a
basis of comparison for the networks as a whole. Then we do an analysis of betweenness over
all the nodes in the population and compare the networks using a non-parametric test. Lastly, we
look at the k-core partitions for the different social networks. The results from the exponential
random graph analysis were not conclusive because of the algorithm convergence problems given
our dataset. We used two social networking analysis tools, UCINET [BEF02] and Netdraw [net02],
to visualize the social networks and perform the statistical analysis.
To study the effects of regional differences/similarities on social interactions, we performed the
above mentioned four analysis on the following two datasets:
• an aggregated dataset of multiple days of data from one region visualized in a single network;
• a series of partitioned datasets with each day’s communication data divided into a separate
network.
We analyzed these datasets to compare the social networks that form in different regions in
Second Life. Additionally, we positioned multiple bots in the same region to determine whether
positioning the bots in different locations affected our regional analysis. To determine the stability
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Table 4.1: Regional univariate statistics for aggregate social network data.
Help Island Help People Kuula Mauve Moose Morris RezzMe Pondi
Public Island Beach Beach
Mean 0.33 0.18 0.61 0.07 0.07 0.24 0.84 0.55
SD 11.20 2.67 16.54 2.48 1.51 2.65 5.99 22.00
Min 0 0 0 0 0 0 0 0
Max 3756 172 3180 211 118 80 164 2681
Obs. 590592 89102 117992 18090 102080 5550 13572 69960
of our regional comparisons, we evaluated networks formed in the same region over multiple days
to examine how different network metrics change over time. We also looked at the effects of
the following network post-processing steps: 1) removing isolates from the network data and 2)
eliminating common actors from network comparisons. In this section, we highlight the most
interesting results obtained from our comprehensive analysis.
4.5.1 Univariate Network Statistics
Table 4.1 displays the value of the univariate statistics for the aggregate social network data aggre-
gated across all days for each region. These network statistics convey important information about
the characteristic of the network (e.g., the mean value is the density of the social network). These
statistics are calculated from the adjacency matrix, ignoring the diagonal values. A high mean
value indicates high network density. Similarly, a high standard deviation (SD) indicates that there
is a large amount of difference in linkages between actors.
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Table 4.2: Regional univariate statistics (Day 1)
Help Island Help People Kuula Mauve Moose Morris RezzMe Pondi
Public Island Beach Pondi
Mean 0.6 0.5 0.7 0.3 0.3 2.4 0.7 0.5
SD 4.6 2.8 6.6 3.2 3.2 5.9 5.0 3.8
Min 0 0 0 0 0 0 0 0
Max 192 39 351 53 74 20 118 61
Obs. 72630 4032 28056 1482 8190 42 13572 10302
Table 4.2 gives the value of the univariate statistics for each region (Day 1). These network
statistics convey important information about the characteristics of the network and are calculated
from the adjacency matrix, ignoring the diagonal values. A high mean value indicates high net-
work density. Similarly, a high standard deviation (SD) indicates that there is a large amount of
difference in linkages between actors.
Table 4.3 gives the mean hypothesis test (from [SB99] as implemented in UCINET using boot-
strap to compare density to a specified value) results for the same data set for all the regions using
a 5% significance level. We use a zero mean hypothesis test to filter out the regions for which the
null hypothesis is true, indicating that any ties among actors are due to chance. The results indicate
that Mauve, Morris and RezzMe are those regions for which the null hypothesis (that the mean is
zero) cannot be rejected at 5% significance level (and therefore they are not included in the table
4.3). The columns give the results of using a hypothesis test to determine whether the mean of the
region shown in the column is equivalent to the mean value of the region that appears as the row
value. AX indicates cases for which the null hypothesis could not be rejected at significance level
α.
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By examining the univariate statistics over all regions and days, we observe the following
trends:
• Sandbox regions usually exhibit a low mean value and high standard deviation suggesting
a low and irregular pattern of communication, which is understandable as most of the users
are busy in construction activities. The test for the mean hypothesis further confirms this
belief, as all the sandboxes (Mauve, Morris and RezzMe) are observed to have a statistically
significant similarity to a mean value zero.
• The standard deviations on orientation islands range from within normal standard deviation
values (suggesting regular pattern of communication between users) to high standard devia-
tion values (suggesting greater interaction among few users.) Orientation islands are mostly
populated by new users are more comfortable talking to the few people they engage with
initially.
• The recreation areas have standard deviation values suggesting regular pattern of communi-
cation among the users with about half of the users engaging in communication.
• Orientation and recreation areas have statistically similar mean values, indicating that overall
the strength of the communication ties among the actors is similar in pattern for both regions
of this type. There is a large amount of socializing in these regions and more chance of
dialog exchanges between users.
47
Table 4.3: Mean Hypothesis Test for Day 1.
Help Island Help People Kuula Moose Pondi
Public Island Beach Beach Mean
Help Island Public N/A X X X X 0.561
Help People Island X N/A X X X 0.510
Kuula X X N/A X X 0.655
Moose Beach X X X N/A X 0.553
Pondi Beach X X X X N/A 0.521
Table 4.4: K-S test results for aggregate valued data.
Help Island Help People Kuula Mauve Moose Morris RezzMe Pondi
Public Island Beach Beach
B B B B B B B B NN
Help
Island N/A X X X X X X X 299
Public
Help
People X N/A X X X X X X 769
Island
Kuula X X N/A X X X X X 344
Mauve X X X N/A X X X X 135
Moose X X X X N/A X X X 117
Morris X X X X X N/A X X 320
RezzMe X X X X X X N/A X 75
Pondi X X X X X X X N/A 265
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4.5.2 Centrality Measure
An alternative to using mean values to measure the connectedness of nodes in the network is the
betweenness centrality measure, a measure of the nodes presence on geodesic paths between pairs
of actors., The betweenness measure for our data did not satisfy the normality condition (calculated
with the Anderson-Darlington test [AD51] for normality at 5% significance level). Therefore,
we used the Kolmogorov-Smirnov (KS) two sample test for goodness of fit [Mas51] to perform
network comparisons. The KS test is a non-parametric test that evaluates the hypothesis that the
two distributions come from the same underlying population. For each potential value x, the KS
test compares the proportion of X1 values less than x with proportion of X2 values less than x and
then uses the maximum difference over all x values as its test statistic (| max(F1(x) − F2(x) |),
where F1(x) is the proportion of X1 values less than or equal to x and F2(x) is the proportion
of X2 values less than or equal to x). It has no underlying assumptions, other than requiring the
distributions to come from a continuous distribution.
Table 4.4 shows the K-S test results at five percent significance level, comparing pairs of net-
works obtained from different regions in Second Life on the basis of the betweenness measure of
centrality; these tests were performed on aggregate networks built from conversational utterances
across all days. The abbreviation NN denotes the number of nodes. A X indicates the cases for
which the null hypothesis for the K-S statistics (that the two distributions come from the same
continuous population) could not be rejected at significance level α and a X indicates otherwise.
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Table 4.5 gives the K-S test results at five percent significance level for comparing pairs of
networks obtained from different regions in Second Life on the basis of betweenness for all the
days. The social networks based on the day partitioned data show more similarity across regions
than the networks created from the aggregate data. NN denotes the node count and X indicates
similarity and a X indicates otherwise. Values for the centrality measures are un-normalized. We
note the following:
• Less similarity in betweenness was observed in aggregated data than in the day-wise data
across the different regions.
• Social networks for the same region are similar across multiple days and across multiple
sampling points.
• Disappointingly, no definite conclusion can be made about activity-specific regional differ-
ences based on betweenness alone.
For instance, over five days of collected data, three days of social networks constructed from
the two Help islands are similar, whereas the other two days show significant differences. Kuula,
another orientation area, is similar to the two Help islands on most days. For sandboxes, the data
agrees on all the days for the three regions (Mauve, RezzMe and Morris) for RezzMe, but for the
other two it does not agree on two of the days. For beaches (Pondi Beach and Moose Beach)
the data agrees on all the days, which shows that there exists complete agreement for the social
networks from these regions.
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Table 4.5: K-S Test Results on Betweenness (Day 1)
Help Help Kuula Mauve Morris RezzMe Moose Pondi
Island People Beach Beach
B B B B B B B B NN
Help Island Public X X X X X X X 270
Help People Island X X X X X X X 64
Kuula X X X X X X X 168
Mauve X X X X X X X 39
Morris X X X X X X X 91
RezzMe X X X X X X X 7
Moose Beach X X X X X X X 117
Pondi Beach X X X X X X X 102
If we look at the results across different activity-based regional categories, we observed that
beaches (entertainment areas) are similar to orientation areas in most instances for all the five days
of dataset. Similarly there is considerable similarity in one of the help islands (Help People Island)
and one of the sandbox regions (RezzMe) for the five day data set. So betweenness alone is not a
good predictor of the activities commonly performed in a region.
4.5.3 K-Core Group Measures
The network analysis presented in previous measures were predicated on centrality measures, one
based on individual nodes (betweenness) and the other (mean) based on global network statistics.
An alternate approach is to analyze the social network at local scales based on the frequency with
which strongly-connected groups of various sizes are observed. The strictest such criterion is that
of a clique (a group of actors that is fully connected among itself but not beyond); N-cliques relax
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Figure 4.1: k-core partitioning for Help Island Public (Day 1). The legends on right show the color
for each degree k-core present.
a clique to include actors if they are connected to every other member of the group at a distance of
N . We chose to collect statistics on a more general notion of local groups, the k-core. A k-core
is a group where each member is connected to at least k other members in the group (irrespective
of its other ties). Modifying k reveals different groups, and in most real-world graphs, group sizes
increase as k becomes smaller. We believe that this is the most promising method to partition the
graphs into social groups.
Figure 4.1 is a visualization of the k-core partitioning of conversations collected on Help Island
Public (Day 1). We see the social network can be assembled from an aggregate of several smaller
clusters of strongly-connected components. Table 4.6 summarizes the k-core statistics for the
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Table 4.6: K-core summary (#nodes of degree k)
K-core Help Help Kuula Mauve Morris RezzMe Moose Pondi
Island People Beach Beach
Public Island
0 75 26 42 22 51 4 49 36
1 3 0 1 8 9 0 3 8
2 3 11 8 3 10 3 6 18
3 8 5 10 6 2 6 11
4 13 5 20 3 3 5
5 7 9 36 7 13 5
6 10 0 6 9 7 0
7 13 8 11 20 2
8 26 34 0 2
9 22 10 3
10 36 0
11 26 12
12 11
13 0
14 17
different SL regions on Day 1, showing the node count corresponding to each of the k-cores found
in a given region. We can immediately make several observations:
• As expected, sandboxes have a high fraction of isolates and few large groups of communi-
cating people.
• Orientation areas and entertainment districts generally contain many larger-sized conversa-
tional groups.
• Interestingly, the number of people in a group is much higher in orientation areas than in a
corresponding group found at beaches.
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CHAPTER 5
COMMUNITY MINING
In this section we examine the accuracy of our conversation partitioning and to/from labeling
algorithm using the Frobenius norm by comparing against one hour of hand labeled data. We
also present the idea of detecting communities from the social network thus obtained and add this
information to the two algorithms to see if the addition makes any improvement over our existing
method.
5.1 Modularity Optimization
Modularity (denoted by Q below) as described by Newman in [New06b] measures the chances of
observing a node in the network versus its occurrence being completely random; it can be defined
as the sum of the random chance Aij − kikj2m summed over all pairs of vertices i, j that fall in the
same group, where si equals 1 if the two vertices fall in the same group and -1 otherwise, Aij
is the actual number of edges falling between a particular pair of vertices i and j (entries of the
adjacency matrix) and kikj
2m
is the expected number given by dividing the kikj (the multiple of the
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degrees of the vertices i and j) by 2m, where 2m =
∑
i ki (half the sum of column/row vectors of
the adjacency matrix, equaling the total number of edges in the network):
Q =
1
4m
∑
(Aij − kikj
2m
)sisj. (5.1)
IfB is defined as the modularity matrix given byAij− kikj2m , which is a real symmetric matrix and s
column vectors whose elements are si then Equation 5.1 can be written as Q = 14m
∑n
i=1 (u
T
I s)
2βi,
where βi is the eigenvalue of B corresponding to the eigenvector u (ui are the normalized eigen-
vectors of B so that s =
∑n
i aiui and ai = u
T
i s). We use the leading eigenvector approach
to modularity optimization as described in [New06a] for the strict community partitioning (s be-
ing 1 or -1 and not continuous). For obtaining the partitioning we choose the eigenvector cor-
responding to the maximum positive eigenvalue and set s = 1 for the corresponding element
of the eigenvector if its coefficient is positive and s = −1 otherwise. Finally we repeatedly
partition a group of size ng into two and calculate the change in modularity measure given by
∆q = 1
4m
∑
i,jg [Bij − δij
∑
kg Bik]sisj , where δij is the Kronecker δ symbol, terminating if the
change is not positive (or adds insignificantly small contribution) and otherwise choosing the sign
of s for further partitioning in the same way as described earlier.
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5.2 Incorporating Community Membership
Our dataset consists of 5 randomly-chosen days of data logs. We separate the daily logs into
hourly partitions, based on the belief that an hour is a reasonable duration for social interactions in
a virtual world. The hourly partitioned data for each day is used to generate user graph adjacency
matrices using the two algorithms described earlier. The adjacency matrix is then used to generate
the spectral partitions for the communities in the graph, which are then used to back annotate the
tables containing the to/from labeling (in the case of the SSTO algorithm). These annotations serve
as an additional cue capturing community membership. Not all the matrices are decomposable into
smaller communities so we treat such graphs of users as a single community.
There are several options for using the community information — we can use the community
information on an hourly- or daily basis, using the initial run from either SSTO or the temporal
overlap algorithms. The daily data is a long-term view that focuses on the stable network of
users while the hourly labeling is a fine-grained view that can enable the study of how the social
communities evolve over time. The SSTO algorithm gives us a conservative set of directed links
between users while the temporal overlap algorithm provides a more inclusive hypothesis of users
connected by undirected links.
For the SSTO algorithm, we consider several variants of using the community information:
SSTO: Raw SSTO without community information;
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SSTO+LC: SSTO (with loose community information) relies on community information from
the previous run only when we fail to make a link using language cues.
SSTO+SC: SSTO (with strict community information) always uses language cues in conjunction
with the community information.
For the temporal overlap algorithms, we use the community information from the previous run.
TO: Raw temporal overlap algorithm without community information;
TO+DT Temporal overlap plus daily community information;
TO+HT Temporal overlap plus hourly community information.
5.3 Results
In this section we summarize the results from a comparison of the social networks constructed
from the different algorithms. While comparing networks for similarity is a difficult problem
[Pr07], we restrict our attention to comparing networks as a whole in terms of the link difference
(using Frobenius norm) and a one-to-one comparison for the to and from labelings for each dialog
on the ground-truthed subset (using precision and recall).
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5.3.1 Network Comparison Using the Frobenius Norm
We constructed a gold-standard subset of the data by hand-annotating the to/from fields for a
randomly-selected hour from each of the Second Life regions. It is to be noted that there were
instances where even a human was unable to determine the person addressed due to the complex
overlapping nature of the dialogs in group conversation in an open ended setting (Table 5.2).
To compare the generated networks against this baseline, we use two approaches. First we
compute a Frobenius norm [GL96] of the difference of the adjacency matrices from the corre-
sponding networks (against the hand-labeled network). The Frobenius norm is the matrix norm of
an M ×N matrix A and is defined as:
‖A‖ =
√√√√ M∑
i=1
N∑
j=1
|aij|2. (5.2)
The Frobenius norm directly measures how many connectivity differences exist between the two
compared graphs and can be used since the networks consists of the same nodes (users). Thus, the
norm serves as a measure of error (a perfect match would result in a norm of 0). Table 5.1 shows
the results from this analysis.
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Table 5.1: Frobenius norm: comparison against hand-annotated subset.
SSTO SSTO+LC SSTO+SC TO TO+DT TO+HT
Help Island Public 35.60 41.19 46.22 224.87 162.00 130.08
Help People Island 62.23 60.50 66.34 20.29 20.29 54.88
Mauve 48.45 45.11 51.91 58.44 58.44 49.89
Morris 24.67 18.92 20.76 43.12 37.54 38.98
Kuula 32.12 30.75 32.66 83.22 73.15 77.82
Pondi Beach 20.63 21.77 21.56 75.07 62.62 71.02
Moose Beach 17.08 18.30 21.07 67.05 53.64 50.97
Rezz Me 36.70 39.74 45.78 38.72 39.01 41.10
Total error 277.48 276.28 306.30 610.78 507.21 514.74
(a) Hand labeled network. (b) SSTO labeled network. (c) TO labeled network.
Figure 5.1: Networks from different algorithms for one hour in the Help Island Public region.
5.3.2 Direct Label Comparisons
The second quantitative measure we present is the head-to-head comparison of the to/from la-
belings for the dialogs using any of the approaches described above (for SSTO) against the hand
annotated dialogs. This gives us the true positives and false positives for the approaches and allows
us to see which one is performing better on the dataset, and if there is an effect in different Second
Life regions. Table 5.2 shows the results from this analysis.
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Table 5.2: Precision/Recall values for one-to-one labeling comparison.
Help Help Mauve Morris Kuula Pondi Moose Rezz
Island People Beach Beach Me
Public Island
Total 360 184 128 179 227 144 128 97
Dialogs
Hand recall 0.6278 0.9076 0.9453 0.6983 0.8370 0.6944 0.6797 0.8866
Labeled total 226 167 121 125 190 100 87 86
SSTO match 61 59 49 43 63 27 12 23
+ precision 0.2607 0.6629 0.6364 0.4216 0.4632 0.3971 0.2105 0.4600
SC recall 0.2699 0.3533 0.4050 0.3440 0.3316 0.2700 0.1379 0.2674
F-Score 0.2652 0.4609 0.4204 0.3789 0.3865 0.3214 0.1667 0.3382
total 234 89 77 102 136 68 57 50
SSTO match 61 51 37 39 52 26 12 15
+ precision 0.3005 0.6456 0.6607 0.4643 0.4561 0.4194 0.2667 0.4688
LC recall 0.2699 0.3054 0.3058 0.3120 0.2737 0.2600 0.1379 0.1744
F-Score 0.2844 0.4146 0.4181 0.3732 0.3421 0.3210 0.1818 0.2542
total 203 79 56 84 114 62 45 32
SSTO match 76 68 51 45 66 30 20 27
precision 0.3065 0.7083 0.6145 0.4500 0.4748 0.4225 0.3077 0.4576
recall 0.3363 0.4072 0.4215 0.3600 0.3474 0.3000 0.2299 0.3140
F-Score 0.3207 0.5171 0.5000 0.3617 0.4012 0.3509 0.2299 0.3724
total 248 96 83 100 139 71 65 59
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5.3.3 Summary
For the temporal overlap algorithm (TO), the addition of the community information reduces the
link noise, irrespective of the scale — be it hourly or daily. This is shown by the decreasing value
of the Frobenius norm in all the cases as compared to the value obtained using temporal overlap
algorithm alone. In general the shallow semantic approach (SSTO) performs the best and is only
improved slightly by the loose incorporation of community information. For the SSTO algorithm,
the daily or hourly community partition also does not affect the improvement. Table 5.2 shows
how the dialog labeling generated from various algorithms agrees with the gold standard notations
produced by a human labeler. Since TO only produces undirected links, we do not include it in the
comparison. Plain SSTO generally results in a better precision and recall than SSTO plus either
strict or loose community labeling. These results are also confirmed from the visualizations for
one of the hours of data for all the three methods in figure 5.1, where the SSTO network most
closely resembles the hand-labeled network while the TO network contains many spurious links.
The table also shows the subtle difference between the strict and loose community labeling.
Looser incorporation of the community results in reducing the noise, by eliminating the spurious
connections (while also eliminating some valid ones), resulting in the precision and recall around
same mark, showing insensitivity of the SSTO to the community approach and stability in the
network generated. The stricter information tends to produce more dialogs but increases the false
positives as well, resulting in lower precision and recall values for the algorithm.
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The challenging nature of this dataset is evident in the overall low precision and recall scores,
not only for the proposed algorithms but also for human labelers. We attribute this largely to the
inherent ambiguity in the observed utterances. Among the techniques, SSTO performs best, con-
firming that leveraging semantics is more useful than merely observing temporal co occurrence.
We observe that community information is not reliably informative for SSTO but does help TO,
showing that link pruning through network structure is useful in the absence of semantic informa-
tion.
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CHAPTER 6
EXAMINING COMMUNITY EVOLUTION
Homophily is one of the most pronounced factors influencing the formation of the social network
[EK10]. This is evident from the fact that our friends are more similar to ourselves than a random
sample drawn from the general population. The propensity of people to form links with others who
are similar to them is called selection. One the other hand, there are qualities of humans that are
adaptable such as behavior, interests and activities and can be shaped by our friends; this process
is called influence or socialization [EK10]. The interplay between the selection and influence on
the homophily of the network can be understood by analyzing multiple snapshots of the network
at various time stamps; this process is known as longitudinal analysis.
The statistical modeling of the social networks involves modeling the complex dependencies
and their underlying processes, which is a difficult task. Moreover the only data we have for the
longitudinal analysis is the discrete time snap shots for the network; however, unobserved network
evolution occurs between the observed time snap shots. The approach, then, is to take the first
observation being as given and thus ignoring the history resulting in network formation as part of
the modeling process. Another key assumption is assuming that the network process is not in a
steady state (no equilibrium assumption), since it can bias the conclusion. The explanation for the
Actor oriented model in the following section is adapted from Snijders [Sni95, Sni96].
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6.1 Longitudinal Analysis
Using longitudinal analysis (with the stochastic actor oriented model) we can further delve into the
following:
• Trace the evolution of communities over time.
• Observe the effects of actor attributes like gender and age on the network evolution.
To evaluate the usefulness of the community detection and determine if the patterns determined
by the algorithm prevail over time, we devised the following experiment utilizing the longitudinal
(cross-sectional) analysis of the network [Sni05]. in relation to the attribute information:
1. We use social network formed from the data collected over three days and determine the
community membership for each of the actors in this set.
2. Next, we randomly selected four hours worth of data from a following day to be used for
longitudinal analysis for each of the periods in the same day.
3. We used the community membership information from step 1 in step 2 as a constant actor-
covariate. The actors that were not present in either of the three days, who were only present
in the four hour period under study, were bunched in the same community. The objective
here was to explore if the actors with same community membership communicate more
among themselves (and thus validating the efficacy of the community membership).
4. We also explored the effect of avatar gender and age on the linkages.
64
Table 6.1: Number of actors in each hour
Help Help Morris Kuula Pondi Moose
Island People Beach Beach
Public Island
No. of actors 92 59 44 50 38 50
No. of actors common 26 15 19 25 20 16
with previous 3 days
The distribution of the actors for all the regions considered is as shown in Table 6.1. Note that
results for Mauve and RezzMe are not included because the sparsity of the network and small size
caused the estimation algorithm to fail to converge to any meaningful results. We use the stochastic
actor-oriented model from Snijders [Sni01a, Sni05] to explore the co-evolution of the network
behavior including the parameters for Similarity (to justify the hypothesis whether actors from the
same community prefer talking to each other), as well as for Ego (covariate-related activity) and
Alter (covariate-related popularity) to explain the remaining effects in the model (due to dependent
variables).
6.1.1 Actor-Oriented Model
Formally, there are M repeated observations for a network involving the same g set of actors;
observed networks are represented as digraphs with adjacency matrices X(tm) = Xij(tm) for
m = 1, ...,M , where i and j range from 1 to g. The variable Xij(t) represents the existence of the
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tie at t from i to j as being 1 (present) or 0 (not present), with the diagonal being zero (Xii(t) = 0
for all i). Longitudinal analysis requires the knowledge of at-least 2 time periods.
The actor oriented model implies that for each change in the network the perspective is used
for the actor in question that is involved in the tie change. The assumption is that the actor i
controls the set of outgoing tie variables (Xi1, ..., Xig). The changing of at-most one tie at a time
is called a mini-step. The instant when an actor changes his tie, and to which actor the tie change
takes place depends on the network structure as well as the attributes of the observed covariates.
This instant is stochastically determined in the model via rate function, the particular change by
objective function and the gratification function.
The network evolution model, thus, models the actors’ decisions to establish new ties or break
existing ties (as defined by evaluation and endowment functions), and the model of the timing of
these decisions (controlled by rate function). The objective function of the actor x is then defined
by the sum of the network evaluation function and the network endowment function as shown in
Equation 6.1.
unet(x) = fnet(x) + gnet(x) (6.1)
plus a random term. The evaluation function fnet(x) and the endowment function gnet(x) are
defined subsequently.
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6.1.1.1 Network Evaluation Function
The network evaluation function refers to the preference distribution of the actor over the set of all
possible networks χ. Further, the objective functions for the actors can be actor specific, that is, it
can contain actor covariates. The network evaluation function for actor i can be written as given in
Equation 6.2
fnet(x) =
∑
k
βnetk s
net
ik (x) (6.2)
where βnetk denotes the parameters and s
net
ik (x) the effects (discussed below). The effects that
we considered in the network evaluation function are those defined in the following.
Structural Effects The structural part of the network dynamics is modeled by the structural
effects (these depend only on the network). We considered the following two structural effects in
our model:
• out-degree effect or density effect, called the out-degree as given in Equation 6.3
sneti1 (x) = xi+ =
∑
j
xij (6.3)
where presence of a tie from i to j is indicated by xij = 1 and xij = 0 denotes the absence.
67
• reciprocity effect is defined as the number of reciprocated ties as shown in Equation 6.4
Sneti2 (x) =
∑
j
xijxji (6.4)
Monadic Covariate Effects Covariates are the variables that depend on the actors (also called
actor covariates). For actor-dependent covariates vj the following effects were used for the analy-
sis:
• Covariate-Alter or Covariate-related Popularity is the sum of the covariate over all actors
with which actor i has a tie and is given by Equation 6.5
sneti (x) =
∑
j
xijvj (6.5)
• Covariate-Ego or Covariate-related Activity is the actor i’s out-degree weighted by his co-
variate value as given by the Equation 6.6
sneti (x) = vixi+ (6.6)
• Covariate-related Similarity is given by the sum of centered similarity scores simvij between
the actor i and the other actors j that are tied to i as given by Equation 6.7
sneti (x) =
∑
j
xij(sim
v
ij − ˆsimv) (6.7)
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where ˆsimv is the mean of all similarity scores given by simvij =
∆−|vi−vj |
∆
where ∆ = maxij | vi − vj | is the observed range of the covariate v
6.1.1.2 Network Rate Function
Rate function is an indication of how often the actors take mini-steps. The network rate function
λnet (lambda) is given by the following equation:
λneti (ρ, α, x,m) = λ
net
i1 λ
net
i2 λ
net
i3 (6.8)
where the factors depend respectively on period m, actor covariates, and actor position. The
corresponding rate function can then be computed as the following:
• The dependence on the period can be denoted by a simple factor given in Equation 6.9:
λneti1 = ρ
net
m (6.9)
for m = 1, ...,M − 1. If we have M = 2 observations, the basic rate parameter can be
written as ρnet
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• The effect of actor covariates with values vhi can be denoted by a factor as shown in the
Equation 6.10
λneti2 = exp(
∑
h
αhυhi) (6.10)
• The actor’s dependence on the position is given by as a function of the actor’s out-degree,
in-degree, number of reciprocated relations, and reciprocated degrees as shown in Equation
6.11:
xi+ =
∑
j
xij (6.11)
x+i =
∑
j
xji (6.12)
xi(r) =
∑
j
xijxji (6.13)
where xii = 0 for all i. The out-degrees effect on λNeti3 is given by exp(αhxi+) if the related
parameter is given by αh for some h, and similarly for the in-degrees and the reciprocated degrees
contributions.
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6.1.1.3 Gratification Function
The gratification function can be regarded as the weighted sum as depicted in the Equation 6.14,
where the possible choices for rijh(x) are listed in the following, keeping in mind that a factor xij
refers to the gratification for breaking a tie and (1− xij) the opposite.
gi(γ, x, j) =
H∑
h=1
γhrijh(x) (6.14)
1. Breaking of a reciprocated tie rij1 = xijxji
2. Number of indirect connections for creating a new tie (to account for the fact that actors
with geodesic 2 are more likely to become friends in near future), denoted by rij2(x) =
(1− xij)
∑
h xihxhj
3. Dyadic covariate effect W (given by rij3(x) = xijwij) when disconnecting a tie
6.1.1.4 Intensity Matrix
The various functions described combine to define a continuous time Markov chain over the state
of all digraphs χ for the set of actors g. The intensity matrix can then be written as in Equation
6.15. This gives the rate for ministeps for actor i multiplied by the probability (if the ministep is
taken) that the tie variable Xij is changed.
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qij(x) = lim
dt→0
1
dt
P{X(t+ dt) = x(i j)|X(t) = x} (6.15)
= λi(x)pij(x) (6.16)
The Markov Chain thus obtained can be simulated as given in the following
1. Let λ+(x) =
∑g
i=1 λi(x), and ∆t a random variable, exponentially distributed with parame-
ter λ+(x)
2. Actor i is selected to make the ministep with probabilities λi(x)
λ+(x)
3. Once actor i is decided, actor j is chosen according to probabilities in Equation 6.14
4. t advances to t+ ∆t, while the tie xij to (1− xij)
6.1.2 Specification of the Actor-Oriented Model
The main component of the actor-oriented model is the evaluation function [Sni05, Sni01a], as
given in Equation 6.2. The objective function can give an idea of the “attractiveness” of the network
(or behavior, respectively) for a given actor. Interpretation of the values for the estimates can be
explained by the objective function computations that indicate how attractive various different tie
changes are.
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A variable V ’s effects can best be understood by considering all effects in the model on which
it appears simultaneously. In our network dynamics model the Ego, Alter, and Similarity effects
of a variable V were considered and the formula for their contribution can be obtained from the
components listed in Equation 6.2 as
βegoυixi+ + βalter
∑
j
xijυj + βsim
∑
j
(simυij − ˆsimυ) (6.17)
where in Equation 6.17 the similarity score is given by simυij = 1− |υi−υj |∆V with
∆V = maxij|vi − vj| denoting the observed range of the covariate υ and simυ being the mean of
all similarity scores. The superscriptnet is removed from the notation for the parameters.
The single tie variable xij gives the contribution of the tie from i to j, hence, the difference
between the values of Equation 6.17 for xij = 1 and xij = 0 can be computed from this equation.
Since we are using Siena [SR10] for estimating these parameters and it centers the values around
the mean the Equation 6.17 can be rewritten as:
βego(υi − υˆ) + βalter
∑
j
(υj − υˆ) + βsim
∑
j
(1− |υi − υj|
∆V
− ˆsimυ) (6.18)
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6.2 Estimation Results
This section summarizes the statistics obtained from running the estimation on the Ego, Alter and
Similarity parameters considered for all the regions, except for Mauve and RezzMe, for which the
network for successive hours was small and sparse enough to cause the model to fail to converge,
for community membership. For one of the regions (Help Island Public) we also tried looking at
the covariates for Age and Gender besides Community. We start with an overview of the network
statistics, then proceed to the results and finally discuss the findings.
6.2.1 Network Statistics
First we present summary statistics for the network as shown in the Table 6.2. The average density
for all the periods, across all the regions is quite low, indicating the sparse nature of the data. The
average degree shows that at observation time 1 all regions, except for Moose Beach, have a low
average indicating the asymmetric nature of the ties. This improves to 1 or above by the last time
period, where all the regions have reciprocated ties. Help Island Public and Moose Beach have
an average degree greater than 1 indicating more communication happening in these areas. Help
Island Public is a newbie place, where users are helping each other and new users are repeatedly
asking questions. Moose Beach is an entertainment beach, where users usually linger just to enjoy
the beach with friends and hence the high cross-talk. Lastly the number of ties are listed for each,
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(a) Hour 1 (b) Hour 2
(c) Hour 3 (d) Hour 4
Figure 6.1: Networks for the four hours considered for longitudinal analysis from Help Island
Public region.
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Table 6.2: Network Density Indicators
Observation Help Help Morris Kuula Pondi Moose
Time Island People Beach Beach
Public Island
One
density 0.007 0.003 0.012 0.007 0.008 0.030
average degree 0.670 0.169 0.523 0.360 0.289 1.480
number of ties 61 10 23 18 11 74
Two
density 0.012 0.012 0.018 0.009 0.016 0.055
average degree 1.099 0.695 0.773 0.460 0.605 2.700
number of ties 100 41 34 23 23 135
Three
density 0.017 0.016 0.025 0.013 0.023 0.067
average degree 1.549 0.949 1.068 0.660 0.842 3.260
number of ties 141 56 47 33 32 163
Four
density 0.022 0.021 0.032 0.025 0.026 0.074
average degree 1.989 1.203 1.386 1.240 0.947 3.640
number of ties 181 71 61 62 36 182
where a higher number of ties in each successive observation time explains its higher density,
across all regions. A visualization of the networks from four hours considered for analysis from
Help Island Public is shown in the Figure 6.1.
Table 6.3 shows the changes between the observations for each period, across all regions. First,
across all regions the sparsity of the network means that a substantially large number of ties stay 0
(null). Furthermore, for each successive time period the number of ties remaining 1 keeps increas-
ingly monotonically. This is due to the fact that the ties for the actors remain at their last time step
value for all successive observations. Thus, the changes from 1 to 0 or 0 to 1 are more indicative
of ties changes happening across each time step (which are few). It is because of this reason that
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Table 6.3: Changes between Observations
Periods Help Help Morris Kuula Pondi Moose
Island People Beach Beach
Public Island
1 to 2
0 to 0 8090 3381 1858 2427 1383 2322
0 to 1 39 31 11 5 12 56
1 to 0 0 0 0 0 0 0
1 to 1 61 10 23 18 11 72
Distance 39 31 11 5 12 56
Jaccard 0.610 0.244 0.676 0.783 0.478 0.562
2 to 3
0 to 0 8049 3366 1845 2417 1374 2300
0 to 1 41 15 13 10 9 22
1 to 0 0 0 0 0 0 0
1 to 1 100 41 34 23 23 128
Distance 41 15 13 10 9 22
Jaccard 0.709 0.732 0.723 0.697 0.719 0.853
3 to 4
0 to 0 8009 3351 1831 2388 1370 2283
0 to 1 40 15 14 29 4 17
1 to 0 0 0 0 0 0 0
1 to 1 141 56 47 33 32 150
Distance 40 15 14 29 4 17
Jaccard 0.779 0.789 0.770 0.532 0.889 0.898
the distance between the networks for the same region for successive time steps remains around
the initial distance value, with only some observations for some regions showing drastic change.
This is also the reason for the Jaccard coefficient being around 0.7 for each region across all time
periods. Thus there appears to be a underlying trend for network changes in each of the regions.
Table 6.2 shows the rate parameter estimates for the regions across all the time periods. These
correspond to the estimates of the tie changes between the periods given the observed data. There
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seems to be a trend to the rates, specific to each region hovering around a particular rate, with only
a few major changes.
6.2.2 Estimation Procedure
We used the Only estimation procedure implemented in Siena: the Method of Moments (MoM)
[SBS10, Sni01a]), where the parameters are estimated in such a way that expected values of a
vector of selected statistics are equal to their observed values (for the network in this case).
The SIENA software implements two methods for MoM estimation: conditional and uncondi-
tional. The difference between the two is in the stopping criteria for the simulations of the network
evolution.
For unconditional estimation, the network evolution simulations for each time period (along
with co-evolution of the behavioral dimensions, if included) continue until a predetermined time
(taken to be 1.0 for each consecutive time period moments) has passed.
In conditional estimation, the simulations for each period continue to run until a stopping cri-
terion (calculated from the observed data) is reached. It is possible to do conditioning (on the
observed number of changes on this dependent variable) for each of the dependent variables (net-
work, or behavior). The conditioning on the network variable refers to running the simulations
until the difference in entries for the initially observed network of this period and the simulated
78
network equals the number of entries in the adjacency matrix for the difference between the initial
and the final networks of this period.
6.2.2.1 Algorithm Steps
During the estimation process (using the SIENA program), the estimation algorithm has three
phases [SR10]:
1. Phase 1, a rough estimate for the matrix of derivatives is made while the parameter vector is
held constant at its initial value.
2. Phase 2 has a number of subphases (and hence greater precision). The default is 4 subphases.
The changing parameter values from different runs reflect the deviations between generated
and observed values of the statistics which become smaller in the later subphases.
The objective is to come up with parameter values where the deviations average out to 0 -
called the ‘quasi-autocorrelations’, which are averages of products of successively generated
deviations between generated and observed statistics.
3. Phase 3 consists of estimating the covariance matrix and derivative matrix used for com-
puting standard errors with the parameter vector again being kept constant, now at its final
value. The default number of iterations for phase 3 is 1000.
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The user has the option to change the number of subphases executed in step 2 or step 3 of the
algorithm. Also, there is an option to fix the values to standard values (especially when experi-
encing problems with convergence) before the estimation process. For our purposes we used the
default settings for the number of iterations in each phase and the conditional MoM, except for the
gender case, where we resorted to using unconditional MoM with two fixed parameter values (for
the change ratio for periods 1 and 2).
6.2.2.2 Convergence Check
A convergence check is provided based on the execution of phase 3 of the algorithm (computed
from the deviations between the simulated values of the statistics and the observed values). Ideally
these deviations should be as close to zero as possible for good convergence. Siena provides
t-statistics computed from these averages and standard deviations. The recommendation for the t-
statistics for the longitudinal analysis [SR10] is that the convergence is excellent when these values
are less than 0.1 (absolute value) and good when less than 0.2 and moderate when less than 0.3.
In our case the t-ratios for all estimated parameters in the model were less than 0.1 in the absolute
indicating good convergence.
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Table 6.4: Rate Parameter Estimates
Rate Help Help Morris Kuula Pondi Moose
Parameter Island People Beach Beach
Public Island
Period 1
Estimate 0.4663 0.5359 0.3076 0.1208 0.4835 0.9500
Standard Error 0.0752 0.0993 0.0941 0.0541 0.1388 0.1265
Period 2
Estimate 0.5145 0.2628 0.3946 0.2518 0.4344 0.3338
Standard Error 0.0812 0.0666 0.1117 0.0803 0.1417 0.0714
Period 3
Estimate 0.5178 0.2564 0.4622 0.8251 0.2139 0.2496
Standard Error 0.0794 0.0646 0.1205 0.1468 0.1085 0.0599
6.2.2.3 Interpretation of Parameter Values
The rate parameter (called ρ in Section 6.1.1.2) for the three periods for each region is shown in
the Table 6.4. It indicates the estimated number of changes per actor (i.e., changes in the choices
made by this actor, as indicated in the row for this actor in the adjacency matrix) between the
two observations. It is to be noted that this refers to unobserved changes, and that some of these
changes may cancel (a choice can be made and then withdrawn), so the average observed number
of differences per actor can be actually smaller than the estimated number of unobserved changes.
The Table 6.4 shows that for each region there is a value around which the rate change hovers
for at-least 2 successive time periods indicating that according to the model, there is an estimated
number of changes per actor for this network that it prefers (going from 1 to 0 or 0 to 1).
We also included a outdegree (density), however as the manual for Siena [SR10] points out,
no definite conclusion can be made on the basis of this value alone as all the parameters depend
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Table 6.5: Out-degree Parameter Estimates
Help Help Morris Kuula Pondi Moose
People Island Beach Beach
Island Public
Out-degree -0.0919 0.1078 -0.4148 -0.3633 -6.4260 0.0813
Table 6.6: Similarity Estimates for the Community Covariate
Effect Help Help Morris Kuula Pondi Moose
Island People Beach Beach
Public Island
Alter
Estimate 0.0800 0.0598 -0.1489 0.0822 -0.0891 -0.1101
Standard Error 0.0379 0.0347 0.1230 0.0458 0.0673 0.0688
Ego
Estimate 0.5802 -0.2605 0.3338 -0.3965 -0.3563 -0.2788
Standard Error 4.7544 0.1483 3.1013 0.1490 0.1571 0.1474
Similarity
Estimate 1.9342 0.7418 -3.0664 1.4151 -1.9858 -2.3192
Standard Error 0.6274 0.8156 1.8444 1.1918 1.5672 1.6072
on this parameter. The value estimates for the parameter are as shown in Table 6.5. A -ve value
means that the actors prefer others with opposite degrees (higher or lower) and magnitude tells
how pronounced the effect is. Table 6.5 shows that Help Island Public has a small negative value
which implies newbies talking to more experienced users, whereas the Help Island Public has a
small positive value meaning the opposite (newbies talking more among themselves). Both the
entertainment type regions (Morris and Kuula) have a negative value meaning that users there
prefer more users with opposing degrees according to the model.
To investigate the premise that the communities from previous days persist over time and are
indicative of the future interactions, we explored the effect of Community covariate for all the re-
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gions. The values for the Ego, Alter and Similarity for the community actor covariate as described
in Section 6.1.1.1 are presented in Table 6.6. These are the weights in the evaluation function
described in detail in Section 6.1.2. A positive value of Similarity indicates that for the covariate
the actors are more likely to make connection to other actors of the same value of the covariate
as them, whereas a negative value indicates otherwise (the same goes for the Ego and Alter). The
following general comments can be made from the values for Ego, Alter and Similarity for the
community covariate in Table 6.6:
• A high positive value of Similarity for community means that more actors are likely to con-
nect to other actors that have the same value of community membership (and vice versa for
the negative Similarity value).
• A slight positive value of Alter means that actors are more likely to converse to other actors
with different (higher) value of the community covariate (and vice versa for the negative
Alter value).
• A high positive value of Ego also means that actors are more likely to accept other actors
with different (higher) value of the community covariate (and vice versa for the negative Ego
value).
Table 6.6 shows that both the Help islands and one sandbox region (Kuula) have a positive value
for the Similarity indicating that people from the same communities prefer talking to others from
the same community, whereas the two beaches and one sandbox region (Morris) have a negative
value of Similarity indicating otherwise. Further, the Alter effect mirrors the Similarity (for the
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Table 6.7: Similarity Estimates for the Different (Constant) Covariates
Parameter Community Gender Age
Ego 0.5802 (4.7544) -0.0350 (0.5568) 0.0379 (0.6681)
Alter 0.0800 (0.0379) -0.0350 (0.5568) -0.7767 (0.5726)
Similarity 1.9342 (0.6274) 0.4057 (0.5131) -1.1280 (3.3675)
sign of the estimate value) meaning the actors with a low (for negative) or high (for positive) value
of the covariate are more likely to increase their in-degrees. Lastly, the Ego is positive for one of
the Help islands and one sandbox region (Morris) but negative for all other regions indicating the
preference for accepting incoming connections from other actors similar to it.
To further unravel the effect of community covariate on the community evolution vis-a-vis
other possible effects, we explored two other constant actor covariates in our model for one of the
Help Islands (Help Island Public):
1. Gender
2. Age (number of days since the SL avatar has been created))
The values for the Ego, Alter and Similarity for the three actor covariates as presented in Table
6.7. These are the weights in the evaluation function described in detail in Section 6.1.2. The
following can be concluded from the values for Similarity in Table 6.7
• A high positive value of Similarity for community means that more actors are likely to con-
nect to other actors that have the same value of community membership.
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• A slight positive value of Similarity for the gender means that actors are more likely to talk
to other people that are of the same gender.
• A negative value of Similarity for age means that actors are more likely to communicate to
other actors that are different from their own age group.
Since the value of Ego and Alter parameters for the Gender is near zero, the Similarity affect
is pronounced, however for Age and Community membership this is not the case and it affects the
linkages as discussed in Section 6.2.3. Briefly speaking, a positive value for the Ego means the
that actors with higher values on this covariate are more likely to increase their out-degrees rapidly.
Similarly for the Alter a positive parameter value implies that the actors with higher values on this
covariate are more likely to increase their in-degrees rapidly. The negative Alter values for Age
forces the connections to lower values of the covariate variable whereas the positive Alter values
for Community forces the connections to higher values of the covariate variables. Similar affect
is enforced by positive value of Ego for Community and Age (both being positive), favoring the
actors with higher age/community values.
6.2.3 Model Estimates for the Community Covariate
In Section 6.2.2.3 we discussed the values for the Similarity, Ego and Alter covariates given in
Table 6.7 for the three covariates (age, gender and community) and their effect on the tendency
of the actors to form links for Help Island Public. Here we dissect the effect further, to make the
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Table 6.8: Network Dynamics Model Contribution from Ego, Alter and Similarity for Community
Covariate
υi/υj 0 1 2 3 4 5 6 8 9 13
0 -0.85 -0.77 -0.69 -0.61 -0.53 -0.45 -0.37 -0.21 -0.13 0.19
1 -0.27 -0.19 -0.11 -0.03 0.05 0.13 0.21 0.37 0.45 0.77
2 0.31 0.39 0.47 0.55 0.63 0.71 0.79 0.95 1.03 1.35
3 0.89 0.97 1.05 1.13 1.21 1.29 1.37 1.53 1.61 1.93
4 1.47 1.55 1.63 1.71 1.79 1.87 1.95 2.11 2.19 2.51
5 2.05 2.13 2.21 2.29 2.37 2.45 2.53 2.69 2.77 3.09
6 2.63 2.71 2.79 2.87 2.95 3.03 3.11 3.27 3.35 3.67
8 3.79 3.87 3.95 4.03 4.11 4.19 4.27 4.43 4.51 4.83
9 4.37 4.45 4.53 4.61 4.69 4.77 4.85 5.01 5.09 5.41
13 6.69 6.77 6.85 6.93 7.01 7.09 7.17 7.33 7.41 7.73
discussion more concrete, while solely focusing on the Community covariate (the discussion for
the other two covariates is similar and is omitted for brevity).
The Community covariate has a range of 0-13 (values 10 and 11 were not used as they represent
structural zeros and ones respectively), with an average value υ¯ = 1.857 and average dyadic
Similarity ˆsimυ = 0.8037. Substituting these values into the actor-oriented model (described in
Section 6.1.2, Equation 6.18), yields Equation 6.19. Table 6.8 gives the values from the equation
for each value of υi, υj for the covariate.
− 0.38(υi − υ¯)− 0.12(υj − υ¯) + 3.81(1− |υi − υj|
∆V
− 0.8037) (6.19)
Table 6.8 indicates that the highest values for each row are along the last column. The last
column encodes the actors that are from the community that comprises the actors that were not
present in the three days data that was considered for the community labeling. The high value
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of the Similarity indicates a preference for the actors that have the same community membership,
similarly a positive Alter value of the actor favors the actors that have a higher value for community
and similarly the higher membership actors are favored by the positive value of the Ego (from Table
6.7). The end result as shown is that for all the row values the actors end up favoring the tie with
the actor with highest value of the community membership. This agrees with the intuition that
most changes in the network are likely to happen from a actor initiating communication with this
new user group (the encoded community comprising of users present within that hour only).
6.3 Summary
In this chapter, we presented the results from the longitudinal analysis of the network data for the
different types of regions. The main impetus for doing the longitudinal analysis was to be able
to make statements about the network properties, from each region, as observed over time, on a
statistical footing using a probabilistic framework. The longitudinal analysis is the recommended
approach [SR10] for the small networks, as in our case, where the network size is typically less
than 30. An alternate approach, with larger network data, would be to use the Exponential Random
Graph model [FS86, SPR06, WP96], which we attempted for one days worth of data, as mentioned
in Section 4.4. Both the longitudinal analysis and the Exponential Random Graph models allow
us to make statements about the network properties on a statistical basis, based on the Markov-
chain simulation of the network. Thus, our foremost objective in this chapter was to put-forth the
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network properties, that can be generalized from the simultaneous analysis of this aggregated data.
There has been previous work done in this area; for example, [HSW09] uses ERGM to analyze the
network of economic exchanges in EverQuest II. Our study is the first of its kind for the virtual
world of Second Life, which differs from the other MMO’s due to the lack of enforcement of user
goals and quests, where the user must assume a role and accomplish a ’mission’.
Secondly, we were looking for properties that can be generalized across the region types for the
regions sampled (orientation islands, entertainment areas, and sandboxes). However, the results,
show that no definite conclusion can be made on the basis of the estimated parameters for the rate
and the covariates. If we look at the rate parameters in Table 6.4 for the three time periods there
are no distinctive values that can be generalized across the different types of regions, although it
does show a likeness individually for a particular value. The values for the community covariate
were analyzed for all the regions in Table 6.6. Again, we see no definitive trends from these for the
Ego, Alter and Similarity parameter estimates, but there are some similarities across regions. For
example, both the beaches have negative estimates for all the parameters, similarly for the Help
islands, they have all positive estimates save for the Ego value for one of the islands. However,
for the sandboxes, the values alternate between a positive and a negative for each estimate. If we
look at the magnitude of the parameter values themselves, each of the regions has an Alter value
of about 0.1, Ego value of 0.3 and a Similarity estimate of 2 for most of the regions in the absolute.
Third, we decided to further explore the underlying preferences of the actors by examining
other covariates, that is, age and gender. Table 6.7 shows that the Ego and Alter have a small
negative value for the gender, while the Similarity is high positive, meaning that the effect of Simi-
88
larity is more pronounced and actors are more likely to connect to other actors that are of the same
gender. Alter has small positive Ego value and high negative values for the Alter and Similar-
ity, meaning that actors prefer others with different age group (negative Similarity) and a positive
Alter implies that the actors with lower values on this covariate are more likely to increase their
in-degrees rapidly. This indicates inter-relationship of the gender and age covariates in addition to
the community covariate on the link formation for one of the Help islands.
Table 6.8 summarizes the effects of Ego, Alter, and Similarity for the community covariate. All
the rows have values increasing monotonically from left to right, as values for the Ego, Alter and
Similarity for community covariate were all positive, favoring higher covariates. The last column
in each row appropriately contains the highest value.
Thus, we can conclude that while there appears to be some underlying pattern and some sim-
ilarities to the various network properties for different types of regions, there isn’t a single dis-
tinguishing feature that can separate the different types of regions. The findings presented here
provide insight into the various factors affecting the network evolution on the basis of mined net-
works from social-interaction data and the membership of the extracted communities.
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CHAPTER 7
TOPIC MODELING
Thus far we have relied on the information mined from the network itself to improve the link
prediction algorithm. The logical next step was to explore the use of the content in the dialogs to see
if we can improve upon the link mining algorithm, by using the higher level semantic information
present in the dialogs. To accomplish this, we opted to perform topic modeling on the dialog
data. Topic modeling provides a higher level semantic interpretation of the text than simple n-
gram frequency analysis, which relies on the frequency of word tokens in the documents. There
have been different techniques used in topic modeling for conventional document-based corpus
[MS99] and recently there has been growing interest in using them for social media such as Twitter
[RDL10]. We present an overview of these techniques here.
7.1 Probabilistic Latent Semantic Analysis (pLSA)
Probabilistic latent semantic analysis (pLSA), also known as probabilistic latent semantic indexing
(pLSI) [Hof99], adds a probabilistic model to LSA by introducing latent classes (topics) using a
(multinomial) mixture decomposition, which gives better statistical properties in terms of objec-
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Figure 7.1: Aspect model for pLSA
tive function, model interpretation and error minimization. The likelihood function for pLSA is
derived from multinomial sampling and includes explicit maximization of the predictive power of
the model.
If we write the word-document co-occurrences as (w, d), the probability of co-occurrence is
given by pLSA as a mixture of conditionally independent multinomial distributions as shown in
the Figure 7.1. The aspect model associates an unobserved (latent) class variable (c = c1, c2, ..., ck)
with each of the observations, such that the joint probability model over the D ×W is given by
Equation 7.1 called the ’aspect model’ (where c acts as a bottleneck variable in predicting the
words with cardinality less than the documents d or the words w).
P (w, d) =
∑
c
P (c)P (d|c)P (w|c) = P (d)
∑
c
P (c|d)P (w|c) (7.1)
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Figure 7.2: Matrix form for pLSA
The first part in Equation 7.1 gives the symmetric formulation in which wordsw and documents
d both are generated from latent class c using conditional probabilities, (P (d|c) and P (w|c)) . The
second (asymmetric) formulation chooses a latent class conditioned on the document (P (c|d)), and
then generates a word from that class according to P (w|c). The second formulation can also be
written in matrix form as shown in Figure 7.2.
The class-conditional multinomial distributions over the vocabulary (factors) can be assigned
to a M − 1 dimensional simplex R of all possible multinomials of M components. Each topic c
defines a point on the simplex R, given by the multinomial distribution P (w|c). These (k) topics
define k-1 points that form a k-1 dimension simplex. The assumption is that P (w|d) is defined by
a convex combination(s) of P (w|c) with P (z|d) as factors.
pLSA has still been found to suffer from deficiencies. The aspect model used is reported to
suffer from severe overfitting problems [BNJ03]. The number of parameters increase linearly with
the documents. More importantly, pLSA might be a generative model of the documents in the
collection but not for new (unseen) documents.
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7.2 Latent Dirichlet Allocation (LDA)
Proposed by Blei et al. [BNJ03], Latent Dirichlet allocation (LDA) belongs to a generative family
of probabilistic models, which assumes that items (documents) in a corpus are formed a finite mix-
ture of topic probabilities, such that each word’s creation is attributable to one of the document’s
topics. The use of a Dirichlet distribution as as a prior for the topic distribution of the document is
what distinguishes LDA from pLSA.
Hofmann’s pLSI is also incomplete in the sense that it presents no probabilistic model at the
level of documents [BNJ03]. The representation for each document in terms of numbers (repre-
senting the mixing proportions of the topics) carries no explanation in terms of a generative prob-
abilistic model. This means that there is a linear growth in number of parameters for the model
with the corpus, leading to overfitting problems. Furthermore, this also means that assigning of
probabilities to documents not included in the training set is also a source of problem.
We first cover the specifics of the original model as proposed in Blei et al. [BNJ03]. Formally,
• A word is considered to be the basic unit of the discrete data and is defined as an item from
the vocabulary, indexed as 1, ..., V . Thus, the words are represented as unit-basis vectors
(having one component being equal to one and the others zero), meaning the vth word in the
vocabulary is represented as a V-vector w such that wv = 1 and wu = 0 for u 6= v.
• A document is considered as a sequence ofN words denoted by w = (w1, w2, ..., wN)), such
that wn represents the nth word in the sequence.
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• A corpus is defined as the collection of M documents such that D = w1, w2, ..., wM
The generative process LDA assumes for each document w in a corpus D is then given by
[BNJ03]
1. Choose N ∼ Poisson(ξ)
2. Choose θ ∼ Dir(α)
3. For each of the N words wn
(a) Choose a topic zn ∼Multinomial(θ)
(b) Choose a word wn from p(wn|zn, β), a multinomial probability conditioned on the topic
zn
Here, the dimensionality k of the Dirichlet distribution (and hence the dimensionality of the
topic variable z) is considered to be known and fixed. Further, the word probabilities, parameter-
ized by k × V matrix β (such that βij = p(wj = 1|zi = 1)), is also taken to be a fixed quantity (to
be estimated). It is to be noted that these are simplifying assumptions for the basic model to make
it more amenable to understanding, and the complete model removes these assumptions [BNJ03].
The k-dimensional Dirichlet random variable θ can assume the values in the (k − 1)-simplex
(from the fact that a k-vector θ lies in the (k − 1)-simplex if θi ≥ 0,
∑k
i=1 θi = 1), such that the
probability simplex is defined as:
p(θ|α) = Γ(
∑k
i=1 αi)
Πki=1Γ(αi)
θα1−11 ...θ
αk−1
k (7.2)
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In Equation 7.2 parameter α is a k-vector with elements αi > 0, and Γ(x) is the Gamma
function. The Dirichlet distribution provides a more convenient distribution on the simplex since
it belongs to the exponential family of distributions, has finite dimensional sufficient statistics and
is conjugate to the multinomial distribution.
For the parameters α and β, the joint distribution for the topic mixture θ, set of N topics z, and
a set of N words w can be written as in Equation 7.3,
p(θ, z, w|α, β) = p(θ|α)ΠNn=1p(zn|θ)p(wn|zn, β) (7.3)
where p(zn|θ) is θi for each i so that zin = 1. Integrating over θ and summing over z gives the
marginal distribution of the document as shown in Equation 7.4
p(w|α, β) =
∫
p(θ|α)(
N∏
n=1
∑
zn
p(zn|θ)p(wn|zn, β))dθ (7.4)
Taking the product of the marginal probabilities of single documents, the probability of the
corpus can be written as
p(D|α, β) =
M∏
d=1
∫
p(θd|α)(
Nd∏
n=1
∑
zdn
p(zdn|θd)p(wdn|zdn, β))dθd (7.5)
The probabilistic graphical model of LDA comprises three levels in terms of representation:
parameters α and β are the corpus level parameters (sampled once in the process of generating the
corpus), whereas variables θ are the document-level variables (sampled once per document) and
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zdn and wdn the word level variables (sampled once for each word in the document). This means
that the topic node is sampled repeatedly within the document and a document can be assigned to
multiple topics.
p(w, z) =
∫
p(θ)(
N∏
n=1
p(zn|θ)p(wn|zn))dθ (7.6)
LDA assumes words to be generated from topics (as defined by fixed conditional distributions)
and assumes that those topics are infinitely exchangeable within a document. The probability of a
sequence of words and topics can be given by de Finetti’s theorem as given in Equation 7.6, where θ
is defined as the random parameter of a multinomial over topics. Marginalizing the topic variables
and endowing θ with a Dirichlet distribution in Equation 7.4 then gives the LDA distribution on
documents.
A two-level interpretation of LDA [BNJ03] can be obtained by marginalizing over the hidden
topic variable z, such that the word distribution is given by the Equation 7.7:
p(w|θ, β) =
∑
z
p(w|z, β)p(z|θ) (7.7)
The generative process for the document w is then given by [BNJ03]
• Choose θ ∼ Dir(α)
• For each word wn in N :
(a) A word wn is chosen from p(wn|θ, β)
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This gives the marginal distribution of the document in terms of a continuous mixture distri-
bution given by Equation 7.8, where p(wn|α, β) are mixture components and p(θ, α) the mixture
weights.
p(w|α, β) =
∫
p(θ, α)(
N∏
n=1
p(wn|θ, β))dθ (7.8)
7.2.1 Author-Topic LDA Model
Griffiths, Steyvers, Smyth and Rosen-Zvi [SSR04a, SSR04b, RCG10] extended the LDA topic
model to include authorship information to address the problem of authorship attribution, stylom-
etry, and forensic linguistics. The model can be used both to discover the document topic as well
as the associated authors. A multinomial distribution over topics is assumed for each author, with
multi-author documents having a mixture of such distributions. During document generation, an
author is randomly chosen for every word in the document. The chosen author then decides the
topic (from the multinomial over topics), and subsequently a word is sampled from the distribution
of words over that topic, with the process iterating over all the words in the document.
The authors generate the words from T topics. In cases where T is small relative to the authors
and vocabulary size, the author-topic model provides dimensionality reduction to the documents
(number of topics being much smaller than the number of authors and vocabulary size).
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Figure 7.3: The Author-Topic LDA model by Steyvers, Griffiths and Rosen-Zvi.
A graphical representation for this topic model is as shown in Figure 7.3 β is used as the
multinomial distribution over words for a topic by a k × V matrix. The plate surrounding the β
shows the repeated sampling of the word distributions for each topic z until T topics are generated.
α is the symmetric Dirichlet prior over the multinomial over the topic (θ). An author x is sampled
uniformly over Ad for each word in the document, leading to sampling of a topic z from the
multinomial θ associated with author x and then to sampling of a word from the multinomial β
related to topic z, with the process repeated N times to form the document d.
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7.2.2 Extracting Author-Topics using Author-Topic LDA
The main parameters to be estimated are T topic-word distributions φ and the K author-topic
distributions θ for each of the document. The corresponding latent variables for the assignment of
each word to topics z and author x are also to be estimated. [GS04] have suggested using Gibbs
Sampling (a variant of Markov Chain Monte Carlo) to sample over the posterior distribution over
parameters, evaluating on only x and z and then using the results to compute θ and β.
The topics and authors are sampled according to Equation 7.9 for every word, where zi = j
and xi = k respectively denote the assigning of ith word for a document to topic j and author k.
wi = m denotes that mth word in lexicon corresponds to ith word whereas z−i denotes the topic
assignment and x−i the author assignments not including ith word. CWTmj represents the count of
times word m is assigned to topic j save for the current instance, and CATkj is count of the times
author k gets assigned to topic j, again, save for the current instance and V denotes lexicon size.
P (zi = j, xi = k|wi = m, z−i, x−i) ∝
(CWTmj + β)(C
AT
kj + α)
(
∑
m´C
WT
m´j + V β)(
∑
j´ C
AT
kj´
+ Tα)
(7.9)
The algorithm maintains track of the V × T (word by topic) and K × T (author by topic)
count matrices, which can then be used to compute the topic-word distributions φ and author-topic
distributions θ as shown in Equation 7.10 and Equation 7.11, where φmj denotes the probability of
assigning word m in topic j and θkj the probability of use of topic j by author k, both corresponding
to the predictive distributions over new words w and new topics z conditioned on w and z.
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φ´mj =
Cwtij + β∑W
k=1C
WT
kj +Wβ
(7.10)
θ´kj =
CATdj + α∑W
k=1C
AT
dk + Tα
(7.11)
The algorithm performs similarly to LDA for document-topic modeling, with assignment of
words to randomly chosen authors (from the set of authors for the document) and topics, proceed-
ing to Gibbs sampling, each word in the corpus, iterated over I times, which can then be averaged
over multiple linked-chains.
7.3 Improving Link Mining
In this section, we describe how we were able to use topic modeling to refine the link predictions
algorithms introduced in Chapter 3. We evaluated three variations for topic modeling in Second
Life, differing on how the dialogs from the users are grouped as documents (as shown in Figure
7.4):
1. The first approach was to group the dialogs from each user for each region into a document
of its own.
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Figure 7.4: Using topic modeling to improve link mining.
2. The second approach was to agglomerate the dialogs from each region (for all users) into a
document of its own.
3. The final approach was to breakdown each of the utterances into a separate document (one
document per dialog).
For link refinement, we opted to use the author topic model; for this model, the third docu-
ment option (one document per dialog) yielded the best results. This yields the topics, and the
assignment for each author for the topics. This probability assignment was then used to compute
the similarity of the authors using relative entropy or Kullback-Leibler (KL) divergence [KL51].
This measure has been previously used for computing similarity between documents by Steyvers
and Griffiths [GS07]. This list was then sorted on the basis of similarity or lowest KL divergence
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score. We proceed according to following for the Temporal Overlap (TO) and Shallow Semantic
Temporal Overlap (SSTO) algorithms:
• For the Temporal Overlap (TO), a value was selected from the KL divergence scores, and
all the links between the users with a similarity score below the value were eliminated.
Furthermore, we chose the variation of TO that incorporates community information from
the same hour. There are two ways link elimination was accomplished:
– In one scheme we incorporated the KL divergence as a fall back to the TO+HT method,
meaning that if there is no community information available as a prune off we use the
KL divergence similarity list as a prune off list. We call this variant TO+HT+KL (fall
back)..
– For the second scheme, we used the KL divergence similarity list in conjunction with
the community information, meaning that the connection is made not only if the user is
from the same community but also is in the KL divergence prune off list as well. This
variant is called TO+HT+KL (community ANDed with KL divergence).
• For Shallow Semantic Temporal Overlap (SSTO), we evaluated two variations
– one in which we use the most similar user from the sorted list of KL divergence
distances, as a post-processing step to the SSTO and SSTO plus Loose Community
(SSTO+LC) algorithms. Once the algorithms are finished labeling the data, we make
another pass through the dialogs and label the unlabeled dialogs with the user that is
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most similar to the user who uttered the dialog that went un-labeled. We call these
SSTO+KL and SSTO+LC+KL respectively.
– In the second variation, we incorporated the most similar user as a fall back heuristic
to the link mining algorithm for SSTO+LC itself, making it part of the algorithm. We
use SSTO+LC+KL (fall back) to denote this algorithm.
It is to be noted that KL divergence is an asymmetric measure of similarity and was sym-
metrized by averaging the measure in both directions.
To enable comparison we used the same dataset that was used in Section 7, consisting of 5
randomly-chosen days of data logs, separated into hourly partitions. The same hourly partitioned
data was selected for each day, used to generate user graph adjacency matrices using the modifica-
tions of the TO, SSTO and SSTO+LC algorithms described earlier. The parameter values for the
hyper-parameters were chosen to be α as 0.02, β as 0.0001, number of iterations 2000, number of
Markov chains 10 and number of topics, T as 200. The procedure for choosing the parameters is
explained in detail in Section 8.6.2.
7.4 Results
In this section we summarize the results from a comparison of the social networks constructed from
the modification of the algorithms presented in Section 5.2. Again we adopt the scheme similar to
Section 5.2, where we restricted our attention to comparing networks as a whole in terms of the link
103
difference (using Frobenius norm) for both the symmetric (TO and its variants) and asymmetric
networks (SSTO and its variants) and a one-to-one comparison for the to and from labelings for
each dialog on the ground-truthed subset (using precision and recall) for the asymmetric networks.
7.4.1 Network Comparison using the Frobenius Norm
Again, similar to Section 5.2 we used a gold-standard subset of the data by hand-annotating the
to/from fields for a randomly-selected hour from each of the Second Life regions. To compare the
generated networks against this baseline, we use two approaches. First we compute the Frobenius
norm [GL96] of the difference of the adjacency matrices from the corresponding networks against
the hand-labeled network.
7.4.2 Direct Label Comparisons
Following the approach in Section 5.3.2 we present a head-to-head comparison of the to/from
labelings for the dialogs using the approaches described above (for SSTO variants) against the
hand annotated dialogs. This yields the true positives and false positives for the approaches and
allows us to see which one is performing better on the dataset, and if there is an effect in different
Second Life regions. Table 7.2 shows the results from this analysis.
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Table 7.1: Frobenius norm: comparison against hand-annotated subset.
SSTO+KL SSTO+LC+KL SSTO+LC+KL TO+HT+KL TO+HT+KL
(post (post (fall (fall (community
processing) processing) back) back) ANDed with
KL divg.)
Help 43.20 40.60 41.26 130.08 77.90
Island
Public
Help 66.80 67.06 60.93 54.88 76.01
People
Island
Kuula 38.68 34.12 30.27 77.82 41.20
Mauve 50.23 50.01 41.54 49.89 54.53
Moose Beach 19.16 18.47 18.71 50.97 21.58
Morris 30.36 25.90 19.92 38.98 30.56
Pondi Beach 25.87 22.58 17.89 71.02 28.95
Rezz Me 40.04 38.78 39.15 41.10 43.90
Total error 314.33 298.5 259.62 514.74 374.65
7.4.3 Summary
For the temporal overlap plus daily community algorithm (TO+HT) variants, the addition of the
similarity information from KL divergence reduces the link noise only when used in conjunction
with the community information (logical AND), whereas the fall-back approach gives the same
value as TO+HT alone, since there is no missing community information for our data. This is
shown by the decreased value of the Frobenius norm for TO+HT+KL (community ANDed with
KL divergence) that is substantially lower than any of the variants for the TO algorithm as presented
in Table 5.1. For the SSTO variants, SSTO+KL and SSTO+LC+KL, where the KL divergence was
used as a post-processing step to the original algorithms themselves, topic modeling fails to give
any improvement over the original algorithms, in-fact resulting in a higher Frobenius norm than
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Table 7.2: Precision/Recall values for one-to-one labeling comparison.
Help Help Mauve Morris Kuula Pondi Moose Rezz
Island People Beach Beach Me
Public Island
Total 360 184 128 179 227 144 128 97
Dialogs
SSTO match 77 99 52 47 66 30 22 27
+KL precision 0.2139 0.5380 0.4063 0.2626 0.2907 0.2083 0.1719 0.2784
(post recall 0.3407 0.5928 0.4298 0.3760 0.3474 0.3000 0.2529 0.3140
proce- F-Score 0.2628 0.5641 0.4177 0.2334 0.3165 0.2459 0.2047 0.2951
ssing) total 360 184 128 179 227 144 128 97
SSTO+ match 61 79 37 39 52 26 12 15
LC+KL precision 0.1694 0.4293 0.2891 0.2179 0.2291 0.1806 0.0938 0.1546
(post recall 0.2699 0.4731 0.3058 0.3120 0.2737 0.2600 0.1379 0.1744
proce- F-Score 0.2082 0.4501 0.2972 0.2566 0.2494 0.2131 0.1116 0.1639
ssing) total 360 184 128 179 227 144 128 97
SSTO+ match 44 12 8 8 18 13 7 9
LC+KL precision 0.3964 0.3333 0.5000 0.2424 0.3273 0.3939 0.2500 0.6923
(fall recall 0.1947 0.0719 0.0661 0.0640 0.0947 0.1300 0.0805 0.1047
back) F-Score 0.2611 0.1182 0.1168 0.2855 0.1469 0.1955 0.1217 0.1818
total 111 36 16 33 55 33 28 13
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the original algorithms themselves (Table 5.1). However, the SSTO+LC+KL with fall-back offers
improvement over all the previous variants of SSTO in terms of the Frobenius norm.
To dissect the improvement further, Table 7.2 shows how the dialog labeling generated from
various algorithms agrees with the gold standard notations produced by a human labeler. Since TO
only produces undirected links, we do not include it in the comparison. A comparison with Table
5.2 shows that the precision and recall values are worse than in SSTO alone (Table 5.2) for all the
cases.
Thus, overall we see that KL divergence author similarity information can be used as a cue to
prune off the links for the TO to great effect. However, the additional information fails to produce
substantiative improvements for the SSTO variants, when compared for both Frobenius norm and
precision and recall. This means that semantic information present in the dialogs can be used in
addition to the network only information as an additional cue to guide the algorithm for TO, but
since SSTO already relies on a more specific semantic cues, the topic modeling fails to offer any
improvements on top of that.
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CHAPTER 8
INFERRING THE CONTEXT OF COMMUNICATION
In this section, we describe our method for identifying the users’ regional groups. Table 8.1 con-
tains a description of the Second Life region categories that we used for this task. Our goal is
to identify each user’s region-based group based on a combination of network, community, and
conversational content features. Our study includes three basic types of regions: 1) orientation
areas, 2) sandboxes for scripting and building, and 3) scenic areas. Many regions include multiple
attraction types, but we categorized each region by the dominant attraction near the bot’s position.
Given the network obtained using the SSTO algorithm (described in Section 3.2.2), we can
perform higher level analysis on this network, to extract the network and community features
used in the classification task. The output of SSTO is a to/from labeling for the chat dialogs with
directed links between users. These social networks were used as the basis for both the network
Table 8.1: Second Life region descriptions
Region Region Description
Help Island Public Orientation area
Help People Island Orientation area
Mauve Sandbox
Kuula Sandbox
Moose Beach Scenic area
Pondi Beach Scenic area
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and community features used to train a set of supervised classifiers. The procedure is described in
detail in the following sections.
8.1 Network Features
For the network features, we calculate measures of centrality for each node in the network using the
UCINET software [BEF02]. The centrality measures of nodes in the network correspond to how
well-connected nodes are to other nodes (and therefore more central or influential). We use three
measures of centrality, degree, closeness and betweenness (unnormalized), as the set of network
features [Lin79].
8.1.1 Degree
The degree measure of centrality indicates the strength of relationship for the actor in a network.
The higher the value, the greater amount of communication exists between the actor and other
participants in the network. This may indicate how advantaged an actor is, since possessing more
links enables an actor to satisfy their needs and be more independent of other actors. They may act
as point of linkage between two networks or between two other actors. The degree of a individual
node is given by the number of other nodes that node is connected to.
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There is a subtle difference in degree based on the symmetry of the graph. In a symmetric
graph, the number of vertices adjacent to a given vertex is the degree of that vertex. For non-
symmetric data the in-degree of a vertex u is the number of ties received by u and the out-degree
is the number of ties initiated by u. In addition if the data is valued then the degrees (in and out)
will consist of the sums of the values of the ties. For a given binary network with vertices v1....vn
and maximum degree centrality cmax, the network degree centralization measure is
∑
(cmax −
c(vi)) divided by the maximum value possible, where c(vi) is the degree centrality of vertex vi
[Lin79]. We use the un-normalized individual degree centrality measure for our non-symmetric
valued network data.
8.1.2 Closeness
The closeness measure gives the distance of the actor to all other actors in the network and thus
unlike degree, gives a metric for comparing indirectly connected actors. This metric can be used
to identify actors in a local neighborhood. UCINET calculates the closeness centrality of a vertex
as the reciprocal of the sum of the lengths of the geodesics to every other vertex. The normalized
closeness centrality of a vertex is the closeness divided by the maximum possible closeness in the
graph expressed as a percentage. As an alternative to taking the reciprocal after the summation,
the reciprocals can be calculated before. In this case, the closeness is the sum of the reciprocated
distances such that infinite distances contribute a value of zero. This can also be normalized by
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dividing by the maximum value. For a given network with vertices v1....vn and maximum closeness
centrality cmax, the network closeness centralization measure is
∑
(cmax − c(vi)) divided by the
maximum value possible, where c(vi) is the closeness centrality of vertex vi [Lin79]. We use the
un-normalized individual closeness centrality measure for our analysis.
8.1.3 Betweenness
Betweenness, in the context of binary data gives a view of the actor based on its presence on the
geodesic paths between pairs of other actors in the network. This implies that the more people
the actor ends up being getting connected the greater its betweenness. Moreover, the value is
discounted for all the non-critical links, that is, if two actors have one or more geodesic path, other
than the one involving the actor in question, it ends up reducing the betweenness value for that
actor.
The UCINET algorithm for calculating betweenness is as follows: if bjk is the proportion of
all geodesics linking vertex j and vertex k which pass through vertex i, the betweenness of vertex
i is the sum of all bjk where i, j and k are distinct. The normalized betweenness centrality is
the betweenness divided by the maximum possible betweenness expressed as a percentage. For
a given network with vertices v1....vn and maximum betweenness centrality cmax, the network
betweenness centralization measure is
∑
(cmax − c(vi)) divided by the maximum value possible,
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where c(vi) is the betweenness centrality of vertex vi [Lin79]. We use the un-normalized individual
betweenness centrality measure for our analysis.
8.2 Community Features
Based on previous work [TL09], we hypothesize that community features could be valuable for our
user classification problem. Community membership has been successfully used to identify latent
dimensions in social networks using techniques such as eigenvector-based modularity optimization
[New06b] which allows for both complete and partial memberships. We use the approach proposed
by Newman [New06b], where modularity (denoted by Q below) measures the chance of seeing a
node in the network versus its occurrence being completely random. It can be defined as the sum
of the random chance Aij − kikj2m (where Aij is the entry from adjacency matrix and m = 12
∑
i ki
the total edges in the network) summed over all pairs of vertices i, j that fall in the same group,
where si equals 1 if the two vertices fall in the same group and -1 otherwise:
Q =
1
4m
∑
(Aij − kikj
2m
)sisj. (8.1)
IfB is defined as the modularity matrix given byAij− kikj2m , which is a real symmetric matrix and s
column vectors whose elements are si then Equation 8.1 can be written as Q = 14m
∑n
i=1 (u
T
I s)
2βi,
where βi is the eigenvalue of B corresponding to the eigenvector u. ui are the normalized eigen-
vectors of B such that s =
∑n
i aiui and ai = u
T
i s.
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We use the leading eigenvector approach to modularity optimization to perform a loose commu-
nity partitioning (s being a real number). For the maximum positive contribution to the modularity
we use all the eigenvectors that make positive contribution to the modularity (obtained through
cross-validation) and take the coefficients for them as the membership information. We use a
membership threshold of 0.1 to determine whether the contribution is sufficient for community
membership. The final feature used for classification is simply the number of communities that the
actor belongs to, instead of the membership coefficient or the (strict) community to which the actor
belongs. This is a more reasonable feature for community structure since it is not really possible
to generalize the specific communities across different hours as the networks are entirely separate
(unless we have the same actors in both - rare occurrence) — that is a community in one region
for one time period is not linked to a community in another region for a time period under con-
sideration. This might not even be true for the same region unless the communities have the same
actors in both the time instances for the time period under consideration. This partial membership
approach makes it different to the full (and thereby mutually exclusive) community membership as
described in Section 5.1, where it was used to improve upon the link mining algorithm and explore
the evolution of groups over time.
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8.3 Content Features
In addition to the network and community features mined from the link structure of the networks,
we believe that the language content present in the dialogs offers additional clues about the user’s
regional identity. We hypothesize that there is sufficient information present in the language that
can aid in classification, signalling that there are specific topics that are being discussed more
frequently in each type of region. Due to the dissimilarities between written and chat data, it is not
feasible to use a tagger and parsers trained on corpus data consisting of written text to analyze the
chat data. The task is further complicated by the users’ frequent use of acronyms, nicknames and
emoticons. Consequently, we opt for a shallow approach using n-gram analysis.
The vector space model [SWY75] represents each document as a vector of features using the
terms (e.g. n-grams), with the individual value of each feature denoting the presence or absence
of the term within the document (N features for an N word document). A variation is to use
term frequency-inverse document frequency (TF-IDF) [SM86] which discounts terms occurring
frequently in all the documents. [MS00] gives the following formula for calculating TF-IDF wij =
tfij × log(Nni ), where term i’s weight in a document j is given by its frequency in j and the log
of its inverse document frequency in all the documents, with ni representing the documents in the
collection that contain the term i and N the total number of documents. This approach has been
successfully used for topic identification in IRC data by the MIT Butterfly agent [DLM99].
To extract word features for our dataset, we followed the procedure outlined below:
114
1. First we partition the data into chunks consisting of all spoken dialogs for the time period
under consideration. Documents in our dataset simply correspond to all the utterances from
each unique user within the time period (for each region), since we are not using the se-
mantics, constructing documents in this manner lends itself nicely to the n-grams approach
taken here (where each n-gram is considered independent). For the term frequency, we take
the term frequency for all the dialogs spoken by the user, and inverse document frequency is
computed from all the dialogs from all the users within the same region.
2. Next, we tokenize the dialogs to extract the tokens from this chunk for each user from a
region using unigrams.
3. A stop words list is used to eliminate commonly occurring articles, pronouns, helping verbs
and salutations and words that have a high frequency of occurrence or lack of meaningful
information.
4. The Snowball stemmer [Sno01] is used to stem the words to their root removing duplicates
and thus creating unique terms for each region that can be used as a feature vector.
5. The top k terms from each region are selected based on classification cross-validation (us-
ing various algorithms as described in Section 8.4); terms are removed until the classifica-
tion performance declines significantly. Adding bigrams and trigrams drops the classifica-
tion performance, possibly because of the large number of typos, acronyms, and emoticons
present in our dataset.
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Table 8.2: Hourly token counts
Hour Number of Tokens
1 3433
2 3175
3 3215
4 2261
Total 11,994
Reduced 603
6. We evaluated two feature variants: 1) binary encoding of the presence/absence of terms
and 2) weighting the terms according to a TF-IDF measure. Both feature variants resulted
in approximately equivalent classification accuracy so we used the binary encoding for our
feature set.
The dataset considered for the classification consists of over 500 hours of data for a period of
4 days across 6 regions (mentioned in Table 8.1). We randomly selected one hour of data from the
four different days for the term vector analysis. Table 8.2 summarizes the token counts over the
dataset. There were 11,994 tokens overall, which after processing reduced to 603 terms that were
then used for classifier training.
8.4 Classifier Training
For our classification task we evaluated the performance of four supervised learning algorithms us-
ing the Weka machine learning workbench: 1) decision-trees 2) Bayesian belief nets 3) k-nearest
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neighbor and 4) Naive Bayes [Wek09]. The basic decision-tree algorithm minimizes the entropy
measure (maximizing the information gain) over a set of attribute values in order to generate a
classification tree based on the attributes that best predict the class from the training data. In our
system, we employ the C4.5 implementation from Weka, known as J48. For the Bayesian belief
network, we learn both the structure and the conditional probability distributions directly from
the data employing the Weka BayesNet implementation. K-nearest neighbor (kNN) is a popular
instance-based algorithm that predicts the class label for the test instance using majority voting
among a local neighborhood composed of the k training instances that lie closest to the query.
We employ the Weka implementation of KNN, with Euclidean distance on normalized attributes
and the choice of k determined using leave-one-out cross validation. The Naive Bayes classi-
fier is based on the simplifying assumption that the attribute values are conditionally independent
given the target value such that given the target value the probability of observing the conjunction
a1, a2, ..an is the product of the probabilities for the individual attributes.
8.5 Results
A general description of the activities that the users tend to perform in each region is shown in
Table 3.2. The regions fell into three different general categories: 1) orientation areas for new
users to learn how to interact with Second Life, 2) sandbox areas that permit users to experiment
with building construction, and 3) general entertainment areas (e.g., beaches). The number of
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Table 8.3: Network user counts
Help Help MauveKuulaPondiMooseTotal
IslandPeople Beach Beach
Public Island
Hour 1 34 19 7 25 27 25 137
Hour 2 30 18 5 16 15 23 107
Hour 3 32 15 6 19 18 24 120
Hour 4 28 22 5 19 16 21 109
actors in each region for the four hours under consideration is shown in Table 8.3. To determine
the stability of our regional comparisons, we evaluated networks formed in the same region over
multiple days.
We consider two networks for analysis: one the original network obtained using our SSTO
algorithm and the other obtained by randomly choosing an equivalent number of actors from this
original network. This was done to unbias the affect of network size on the centrality measures.
The classification task is to identify the region given the feature set. We evaluated the following
feature sets:
• all the centrality measures (betweenness, closeness and degree),
• the most predictive centrality measure, closeness, only,
• community membership, expressed as the number of communities each user belongs to,
• the top-k words from the term vector model.
We included the centrality measures (as explained in Section 8.1) as a feature for classification,
since these provide a picture of the properties of the network based on the connectivity infor-
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Table 8.4: Classification accuracy by feature set (random chance level=16.6% for the 6 class prob-
lem)
Feature Set Classification Accuracy
All Centrality 25.2%
Closeness Only 25.8%
Community # 27.5%
Words (unigrams) 34%
All Centrality and Community 21.4%
All Centrality and Words 33.9%
Closeness and Community 44.4%
Closeness and Words 38.1%
Community and Words 34.9%
All Features 54.3%
mation for individual actors. We report the results for using all the centrality measures (Degree,
Betweenness and Closeness) and also using the closeness separately, since we found that most of
the predictive power for the centrality features comes from the closeness alone.
The statistics shown in the Table 8.4 were obtained by combining the results from classification
for leave-one-out validation for the best classifier. For the leave-one-out validation we made four
splits, where the data from three hours was used for training the classifier and the data from the
fourth was used as the test set. We selected this scheme to evaluate whether the learned patterns
persist over time and generalize to completely different sets of actors and social networks from the
same region. The same goes for the term vector, where we wanted to see if the topics discussed are
sufficiently repetitive to be able to aid in classification task. We performed the classification for
each of these four splits using all the four algorithms and selected the best performing algorithm
for each feature set.
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We can make the following conclusions based on the results shown in Table 8.4:
• Unsurprisingly, using a combination of all the features provides the best classification per-
formance, 54.3%
• Using any of the features individually, or any combination, provides classification perfor-
mance better than random chance levels (16.6% for the six class problem), showing all the
features carry important information.
• For individual features, the best performance is obtained from using the words (34%)
• For the combined features, the best performance is obtained by combining closeness with
community membership information.
The confusion matrices (number of misclassified instances by category) for the best two com-
bined feature sets, all and community plus closeness are shown in Table 8.5 and Table 8.6. The
columns are organized by the prevalent activity in the region:
orientation areas: HIP (Help Island Public) and HPI (Help Public Island)
sandboxes: Kuula and Mauve
scenic areas: M. Beach (Moose Beach) and Pondi Beach (P. Beach)
Looking at both the confusion matrices, we fail to observe any activity-based trends resulting in
increased confusion between regions of a similar type. This indicates that the network structure,
communities, and topics of discussion in regions with similar activities are quite different. Note
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Table 8.5: Confusion matrix (all measures)
HIP HPI Kuula Mauve M. Beach P. Beach
HIP 58 1 10 0 8 5
HPI 7 35 4 1 13 6
Kuula 10 1 34 0 7 3
Mauve 2 0 0 17 2 1
M. Beach 7 6 3 3 21 9
P. Beach 14 0 5 0 9 53
Table 8.6: Confusion matrix (closeness and community)
HIP HPI Kuula Mauve M. Beach P. Beach
HIP 46 8 13 0 3 5
HPI 10 21 14 4 2 1
Kuula 2 12 24 0 6 3
Mauve 0 0 0 15 0 0
M. Beach 15 5 18 0 12 10
P. Beach 3 7 14 1 2 26
that there are always multiple activities available even in regions that are predominantly of one
type; for instance, Mauve also has a shopping area in addition to the sandbox. Hence it is possible
that the bots are simultaneously hearing public chat from users participating in different activities.
8.6 Using Topic Modeling to Improve Classification
One of the challenges we faced when doing the n-gram analysis was feature reduction. Using
the classical approach, we started with about 6000 n-grams and kept eliminating features until
there was a significant hit in classification performance. This yielded about 200 n-grams that
were then used as features. Using topic modeling, we not only were able to extract a higher
level semantic relationship than n-grams, but it also acts as a feature-selection or compression
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Figure 8.1: Using Topic Modeling to aid in classification.
mechanism, reducing the thousands of n-grams to a few hundred topics, that can then be used as
features.
Figure 8.1 shows the adopted approach. We explore the use of both the author-topic and docu-
ment topic models (as described in Section 7). We evaluated two variations on what constitutes a
document:
1. In one setting, we treated each utterance as a document of its own.
2. For the second setting we agglomerated all the dialogs from each user into a document of its
own, that is one document per user per region.
Using topic models for chat data classification has been attempted before by [TT04]. However,
they used a simple multinomial PCA [Bun02] instead of LDA. Also, they only used the network or
content features to predict the topics and the topic distribution probability vectors were not used in
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the classification paradigm itself. Our use of topic based features is similar to Blei [BNJ03] who
demonstrated the feature reduction properties of topic modeling for a document classification task.
8.6.1 Classifier Training and Dataset
Again, we use the same dataset described in Section 8.3. LDA topic modeling requires one to
specify the number of topics, the per document topic distribution and per word topic distribution
as priors on the dataset. Value for these parameters were selected using a iterative procedure, where
the topic models were re-run until the topic word list seem to be related. It is to be noted that for a
MCMC model like LDA, approaches like likelihood maximization of the corpus occurrence, while
seeming like an attractive option, don’t always work, since it is the interpretation that matters most.
Furthermore, the Bayesian approach to parameter estimation doesn’t apply for this reason as well,
since what constitutes ground-truth (document and word memberships) is again subjective. Figure
8.2 shows the topics learned from the data alongside the probabilities of occurrence of the topic.
The values used for the hyper-parameters (defined in Section 7.2) were α = 0.02, β = 0.0001,
number of iterations 2000, number of chains 10 and number of topics 200. The assignment of
authors to the topics model and the assignment of the topics to the documents, were used as an
additional 200 features, in combination with the features described in Section 8.
We evaluated the performance of the same four supervised learning algorithms using the Weka
machine learning workbench as utilized in Section 8.4: 1) decision-trees 2) Bayesian belief nets 3)
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Figure 8.2: Topics learned using LDA.
k-nearest neighbor and 4) Naive Bayes [Wek09]. We also provide the classification performance
for SVM as an additional measure. To obtain the most conservative measures, we performed ten-
fold cross validation on the data.
8.6.2 Results
In this section, we show the results for the classification performance using:
• Document-Topic Model
We evaluated two variants, one combining all dialogs from a user into a single document and
the other where we have each dialog folded into its own document. Another variation we
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Table 8.7: Classification accuracy by feature set using document-topic model (one document per
user) (random chance level=16.6% for the 6 class problem)
Feature Set Classification Accuracy
Topics Only 34.6%
All Centrality and Topics 41.7%
Closeness and Topics 44.7%
Community and Topics 40.7%
All Features 46%
tried was using eight hours instead of limiting the data to the four hours under study to see
if adding more data improves the classification performance.
• Author-Topic Model
We specified one dialog per user per document for the author-topic model, limiting ourselves
to the hours considered for the classification purposes.
8.6.2.1 Using Document Topic Modeling
Tables 8.8 and 8.7 show the classification performance results using the document-topic model.
Table 8.7 shows a better classification performance using the second scheme (for the topics) over
the first in Table 8.8. Also, the results improve upon those obtained using the n-grams approach,
save for the case where all features are combined.
Additionally, we wanted to see if adding more hours (content) improves the classification per-
formance using the topic models. For evaluating this task, we limited ourselves to using the topics
125
Table 8.8: Classification accuracy by feature set using document-topic model (one document per
dialog) (random chance level=16.6% for the 6 class problem)
Feature Set Classification Accuracy
Topics Only 40.4%
All Centrality and Topics 51%
Closeness and Topics 52%
Community and Topics 44%
All Features 47%
Table 8.9: Classification accuracy by feature set using document-topic model (eight hours of data)
(random chance level=16.6% for the 6 class problem)
Feature Set Classification Accuracy
Topics Only 47%
only and used eight hours for training the learning algorithms. The results from the this approach
(Table 8.9) show as much as a 7 percent performance improvement for classification against those
obtained using fewer hours. Hence it seems that adding more data is of key importance to improv-
ing the utility of topic-based features.
8.6.2.2 Using Author Topic Modeling
For the author topic model we used the approach where we group together all the dialogs from the
user in the same document. The results for the classification performance presented in Table 8.10
show that the performance is a little worse than using the same scheme for the document-topic
model as shown in Table 8.7, but still better than the n-gram words alone in Table 8.4.
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Table 8.10: Classification accuracy by feature set using author-topic model (with random base
chance being approx. 17% for the 6 class problem)
Feature Set Classification Accuracy
Topics Only 38.1%
All Centrality and Topics 46.7%
Closeness and Topics 46.7%
Community and Topics 37.1%
All Features 48.7%
We can make the following conclusions based on the results:
• The document-topic model seems to give better performance over using the author topic
model.
• Using one document per dialog per user yields better performance than one document per
user for the document-topic model.
• Using multiple hours for the document topic model greatly improves upon the classification
performance (using only topics).
• The topics yield classification performance at least as good as using the n-gram words or
better. Even in the case where the classification performance is equal they are useful because
of their feature reduction properties.
• The combination of topics with the centrality or community measures, results in a classi-
fication performance that is much better than combining words with any of these features,
with the combination of closeness with the topics almost equaling (in the best case) the
performance obtained using all the features in the words case.
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• The combination of all the features results in a performance that is actually inferior to that
obtained from combining words with all other other features. This is the only case where the
topics don’t seem to make a difference, and it could be due to the large amount of features.
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CHAPTER 9
CONCLUSION
The principal contributions of our work are:
1. the creation of an agent architecture suitable for mining social interactions in a variety of
massively-multiplayer online games with minimal modification;
2. a set of algorithms for robust conversational partitioning and social network extraction on
unstructured dialog data;
3. a longitudinal analysis of the persistence of communities over time in Second Life;
4. a classification procedure for using network, community, and content features to identify the
chat context;
5. a set of algorithms for combining temporal, topic, and other semantic information for link
prediction. Depending on the type of information available and privacy constraints, our
algorithms can either leverage the timing information or the content information to predict
friendship connections.
Our approach to link mining is unsupervised, scalable and avoids the inherent ambiguity in
determining the shifting topic of communication in an open-ended environment, where the actors
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can come and leave at any time. For our dataset even humans have trouble in conversation par-
titioning tasks (as described in [SS11]). While we have demonstrated our technique for a virtual
world dataset, we believe that it is very applicable to real-world situations and provides a way to
deal with the type of exchanges that occur in today’s social networking environments.
Our empirical study of region-based user groups in the Second Life virtual world reveals that
the combination of network and community features can be more predictive of user groups than the
actual content of the conversations. One explanation for this phenomena is that more meaningful
dialogs might be exchanged on private chats; we notice from our dataset that the conversations oc-
curring in the public chat forums are very similar even in regions where the users are participating
in different activities.
Due to the volume of user traffic and the variable duration of user stays, the network structure
and the number of communities differ substantially across regions, apparently resulting in more
predictive classification features. This holds true even across data sampled from the same region
on different days. Even though many of the actors are different from day-to-day, the network and
community features retain some similarity. Our hypothesis that the form of the network follows
the function that the users need to pursue their activities is not supported by the observed confusion
matrices since the classifier mispredictions do not follow simple activity based trends.
Although most earlier studies on group dynamics [SH04] have been conducted on individuals
connected by long-standing social interactions, humans can form groups that exhibit group be-
havior patterns and biases within a few seconds of minimal interaction, even without face-to-face
contact or prior history;Second Life is an interesting research testbed since it contains a large num-
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ber of groups of this nature. From our regional analysis, it is apparent that many of the commonly
used network measures differ substantially across days as well as regions, even if there is conti-
nuity across groups of actors. This indicates that studying the effects of virtual worlds on social
groups is a challenging problem since many observable group measures can change substantially
without any environmental modifications.
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APPENDIX A: A SOCIAL RECOMMENDATION SYSTEM FOR
SECOND LIFE
132
Here we describe the design and training of a social recommender system that assists user nav-
igation in Second Life (SL), a massively multi-player online environment. Second Life allows
users to create a virtual avatar and explore areas constructed by other users. However, unlike the
real world, virtual attractions can be constructed within hours and previous ones can fall rapidly
into disuse. Without recent information about the state of regions in the world, it is impossible
to accurately assist users’ searches in the virtual world. Second Life’s default search mechanism
relies strictly on meta-data voluntarily provided by land owners, which is not always reliable. We
suggest that the best solution to this problem is to leverage information gleaned directly from the
user population about their explorations in the virtual world. Since Second Life supports both
physically-based explorations and hyperlink teleportation through URLs, it is unclear whether the
recommender system should rely on techniques that work well in physical environments such as
destination prediction and location ratings or function in a manner similar to web searches. In
this article, we describe our evaluation of two different recommender paradigms: 1) collaborative
filtering based on user ratings of locations and 2) tag-based search using WordNet to automatically
expand user-provided labels. Our system runs in real-time and presents the user with information
via a virtual heads-up display (HUD). We demonstrate significant improvements in user satisfac-
tion levels over the default Second Life search mechanism; moreover users exhibit a definitive
preference for our tag-based search mechanism over item-based collaborative filtering.
With the increasing number of places to visit and things to do in Second Life, it is difficult for
a user to explore all the possibilities and places to visit. The game supports a number of personal
modes of travel (walking, flying, teleporting) in addition to enabling users to create their own
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vehicles. Although Second Life offers 3D visualization, the keyword search mechanism offered
by the SL user interface is fairly limited and more appropriate for searching text-based information
sources. Net lag can often deter users from doing extensive physical explorations of Second Life
in areas with large numbers of user-created scripts and objects, which are paradoxically the most
interesting locations. Users typically find new places through personal exploration, tips from their
friends, and chancing upon good keywords. This motivates the need for a social recommender
system that can suggest places to visit, personalized with the user’s destination preferences.
Although it is easier to collect data on users’ travel patterns in a virtual world than in the real
world due to the relative ease of constructing virtual sensors, compared to using cameras, GPS, or
wireless beacons to track user movements, analyzing users’ destinations in virtual worlds offer a
unique set of challenges:
• the lack of consistent geocoding information;
• the ability of users to teleport instantly to destinations;
• the lack of constraining lifestyle factors such as a need to sleep or go to work at a regular
time.
These challenges combined with the rapidly shifting nature of the SL landscape suggest that a
regularly-updated, data-driven model is required.
Here, we describe our framework for labeling, predicting, and recommending user destinations
within Second Life. By leveraging location information gleaned directly from the user population
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(a) User can label the place or request a sug-
gestion.
(b) User labeling a place using categories and
tags.
(c) User requesting a recommendation using
category labeling.
(d) User requesting a recommendation using
tags.
(e) Returned results displayed as SLurls.
Figure .1: Screenshots of a user’s avatar in Second Life using our social recommender system
displayed in the HUD (bottom left).
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from their explorations in the virtual world, our social recommender system offers users two dif-
ferent options: 1) a text-based search that utilizes user-provided tags generalized with the WordNet
lexical database [Mil95] and 2) item-based collaborative filtering based on previous user ratings.
.1 Related Work
Second Life is a unique test bed for research studies, allowing scientists to study a broad range of
human behaviors. The ease of creation and interaction with the objects in virtual world enables the
rapid exploration of new product designs and customer appreciation studies [Rhe07]. Additionally,
social scientists are using Second Life to study norms and etiquette in dressing and meeting peo-
ple [FSS07]. Several studies on user interaction in virtual environments have been conducted in
SL including studies on augmented reality [LMZ08], conversation [WTR08], gestures [KRA08],
collaborative construction [KA08] and virtual agents [BSE08, PV08].
Navigating in Second Life environment is simultaneously similar to browsing through web
pages and moving through 3D game environments. It is possible to use a variety of tools to move
from place to place including Second Life’s inbuilt text-based search, as well as personal trans-
portation modalities such as walking, running and flying. Users can also instantly teleport to
known locations using hyperlinks (SLurls) or a map-based interface.
The problem of navigation assistance in 3D real-world environments has been addressed by
researchers creating GPS-based driver assistance systems such as [LKH06]. Approaches such as
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explicitly modeling transportation modality [LFK04] or using inverse reinforcement learning to
learn the driver’s reward function [ZMB08] have proven fruitful in predicting driver future routes
from GPS data and offering. However, these systems depend on mapping the user’s movement
to a road network, which is not feasible within Second Life. Within computer games, there has
been some research on predicting players’ future quest goals using dynamic Bayesian networks
[AZN98]. Mott et al. (2006) demonstrated a similar goal recognition system for interactive narra-
tive environments using scalable n-gram models. However, these systems only examined the user’s
long-term goals, rather than trying to make predictions or recommendations about immediate des-
tinations.
Recognizing user search patterns has been studied extensively in the context of text-based
search interfaces. For instance, Teevan et al. (2005) created a web search assistance agent that
builds a rich user profile by monitoring the user’s document-related activity (search history, book-
marks, and email). Although Second Life destination searches can be conducted using a text-based
search tool, most users use the 3D visualization to move between locations and rely on the text-
search tools only for browsing across regions. Due to the anonymous nature of Second Life, it
is most feasible to utilize in-game information to improve user searches, since many users are
reluctant to divulge any information about their real-world identifies.
Given that most of the attractions in Second Life are user-constructed, the problem of searching
within SL can be considered a 3D analog to searching user-generated text content such as blogs.
In blogs, there is an increasing reliance on the “wisdom of the crowds” [Sur05] to supplement text-
based search with user-provided tags. Tag extraction from user queries has been examined within
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the context of information retrieval for question answering (e.g., [PH01]) and various TREC (Text
REtrieval Conference) competitions [SGS06, SKB07] using shallow parsing for semantic analysis
of the queries. The objective of these systems was to extract the most relevant text from long text
documents with constraints on time and size; due to the availability of a huge corpus from past
competitions, they were also able to employ machine learning. In contrast, our system relies much
smaller database of user-provided labels which we augment using WordNet to provide the best set
of locations in response to the user query.
With the recent Netflix prize competition, the problem of increasing the accuracy of recom-
mender systems has received renewed research interest. There are two principal approaches to
collaborative filtering: user-based and item-based [SKK01]. User-based systems rely on finding a
neighborhood of similar users; memory-based or model-based methods are then used to generate
a prediction of the ratings for the current user [BSH98]. In contrast, item-based systems compute
the similarity between items and estimate the user’s preferences based on user rating histories for
similar items. In this recommender system, we use an item-based similarity approach since it can
be computed in advance and requires little or no user information. There are many methods for
calculating item-based similarity, including the commonly used cosine-based similarity and the
weighted Pearson-correlation coefficient [SKK01]. For our implementation, we implemented a
modified version of Slope One recommendation [LM05], which often has superior performance
over other regression based approaches. Due to privacy reasons, we do not collect any demo-
graphic data on our profiles so our system must rely on item-based similarity measures. Also our
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recommender system must contend with sparse data since we do not have recommendations for
most areas, nor do we have many recommendations from any single user.
.2 Software System
To acquire data on users’ travel patterns, we developed a custom tracker object using the Linden
Scripting Language (LSL). Users carrying the object are periodically prompted to enter informa-
tion describing their current location. The tracker object appears as an HUD that can be worn on
the right or left of the avatar that monitors the user’s current (x, y, z) location, as shown in Figure
.1. Additionally the tracker estimates the local population density by counting the number of other
users within 10m of the user. The tracker commences operation when the user clicks on the ob-
ject and periodically prompts the user to provide information about his/her current location. The
operation of our tracker is described in [SBS09].
Users have the option of marking a place as belonging to seven possible categories (artistic,
camping, educational, entertainment, shopping, residential, other). Our GUI allows users to desig-
nate a location as belonging to multiple categories and to enter additional descriptive tags through
a text field. Users are prompted to rate their interest in the location on a five star scale. The infor-
mation is sent as a web request to the web server, where it is stored in a MySQL database. The
data collection and recommendation can be performed simultaneously for multiple users using our
multi-threaded Java server application.
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Our recommender system was implemented as a second custom object in the Linden Scripting
Language (LSL), with the same monitoring properties as the tracking object but with a different
HUD (heads-up display). Through the HUD, users can request a destination using a text-based
query that describes the place they are looking for and receive recommendations in the form of
SLurls, an in-world analog of the hyperlink references used in WWW. When the user clicks on
the SLurl link, he/she is teleported directly to that destination. To build a model of the user’s
preferences, we allow users to provide ratings for the SLurl. The user is presented with an option
to correct the labeling and optional tagging annotation for the location if he/she thinks that the
location does not fit the category.
.3 Learning the Map
We studied the performance of a variety of supervised classifiers on the first part of the task—
learning a mapping between Second Life locations and destination categories. Note that users were
allowed to assign multiple labels to locations so points were not classified as belonging exclusively
to a single category. Using the tracker we collected the following features:
• Second Life username;
• (x, y, z) coordinates;
• region name;
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Table .1: Classification performance for category prediction
Classifier Accuracy Learning
(%) Time (sec)
Trees C4.5 85.48% 0.23
Lazy schemes KNN (K=11) 85.38% 0
Bayesian schemes Bayes Net 82.31% 0.59
• user population count for the local area;
• date and time stamp;
• user-supplied category annotations
We conducted a study evaluating the performance of various supervised classifiers. Classifi-
cation accuracy was estimated using 10-fold cross-validation, and a corrected t-test (adjusted for
folds) was performed. The time required to train each classifier was also recorded. C4.5 and kNN
(K=11) achieved 85% accuracy with no significant difference between the two; we opted to use
kNN for our current system, due to the slightly superior learning time (see Table .1).
.4 Predicting Users’ Future Destination
To predict the user’s movement we trained three separate models, each employing the M5P [Qui92]
algorithm for numeric prediction. Our basic procedure for making the destination prediction is
summarized in Figure .2. All user models were constructed in real-time. Data collected from all
user logs is consolidated incrementally into a single unnormalized table for classification. This data
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Figure .2: Prediction method. The user’s destination (x, y, z) is predicted using three independent
models, each employing the M5P algorithm for numeric prediction.
is used to create, incrementally update the learning model, and predict the user’s next location. To
evaluate our destination prediction approach, we evaluated the correlation coefficient of our x,y,z
predictions using M5P and KNN (K=11). We see that there is excellent correlation between pre-
dicted and ground-truth values in all dimensions for both classifiers (no significant difference) with
the z prediction being the most accurate since most users only visited ground-level destinations.
.5 Cluster-based Collaborative Filtering
Despite the reasonably good accuracy of our destination prediction system, many users indicated
that they preferred a user-driven recommender system to allow them to request destination options
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Table .2: Destination prediction performance
Destination prediction performance
Classifier Correlation Coefficient
KNN (K=11)
x 0.77
y 0.69
z 0.94
M5P
x 0.72
y 0.63
z 0.92
rather than having the destination prediction system autonomously suggest alternate destinations.
To do this, we implemented an item-based collaborative filtering algorithm to generate SLurl rec-
ommendations based on user ratings. Raw labeled data points (x,y,z coordinates) were partitioned
according to category using unsupervised k-means clustering (Euclidean distance minimization).
Cluster centers (referred to as items here on) were indexed according to the average user-rating
of the points. This ranking was used to make the first recommendation to new users without any
rating history.
After collecting some ratings from the user, we leverage them to make a more personalized
recommendation based on item similarities and rating history by calculating a Slope One recom-
mendation [LM05] with the bipolar method. For the bipolar method, we consider both the likeness
and dislikeness of the user to the other users’ based on the ratings. In our system, likeness is de-
fined as a rating of three or above on scale of five and dislikeness otherwise. Cluster centers in the
same category are considered to be similar. The recommendation is returned to the request HUD
as a SLurl. If the user clicks on the SLurl link, he/she is teleported directly to that destination. To
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Figure .3: Item-based collaborative filtering
capture user feedback, user provide ratings on a five point scale for the link he/she has teleported
to.
Our procedure for making the recommendation is as follows:
1. First, we smooth out the raw data, using k-NN to assign points to cluster centers. Each
cluster center is calculated using a category-wise partition of the data.
2. Cluster centers are ranked in the order of the user rating after calculating the average score
of the cluster.
3. In the case of no ratings, cluster centers are ranked by the frequency of the points that belong
to each of the clusters.
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4. The system responds to each request for recommendations by providing the next five sug-
gestions in order of computed index, using one of the above two methods, such that the first
three recommendations are from the same region and the last two from other regions.
5. Once we have some initial ratings from the user, we use the bipolar Slope One scheme to
make a recommendation based on the similarity or dissimilarity of the user rating to other
users that rated similar items similarly.
6. We consider items that belong to the same category as being the same and compute the
likeness assuming that if the rating for the item was above the average rating for that user, it
is liked, otherwise it is disliked.
7. The ratings for the user are then predicted from the average rating of the user and the similar
user ratings for similar items, sorted on this rating. The recommendation changes as more
user ratings become available.
Formally, the deviation matrix (the deviation of item iwith respect to item j) is calculated as shown
in the equation .1:
devlikej,i =
∑
uS likej,i (χ)
uj − ui
|Lj,i(χ)| (.1)
where ui is the user rating for item i. The prediction of item j based on rating of item i is either
plikej,i = dev
like
j,i + ui or p
dislike
j,i = dev
dislike
j,i + ui depending on whether i is taken from L(u) or D(u)
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Figure .4: Item similarity computation
respectively, where L(u) = {i ∈ S(u)|yi > u} and D(u) = {i ∈ S(u)|yi ≤ u} are the two sets of
items. The bipolar prediction is then given as:
p(u)j =
∑
i∈L(u)−{j} p
like
j,i c
like
j,i +
∑
i∈L(u)−{j} p
dislike
j,i c
dislike
j,i∑
i∈L(u)−{j} c
like
j,i +
∑
i∈D(u)−{j} c
dislike
j,i
where the weights clikej,i = |Lj,i| and cdislikej,i = |Dj,i| are weighted based on the number of
items rated for each. For the user similarity computation based on the ratings for similar items
multiple scenarios may arise; these are summarized in Figure .4. Figure .5 shows the overall
system architecture.
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Figure .5: Architecture for item-based collaborative filtering
.6 Tag Based Search
To build a searchable human-tagged index of Second Life, we collected data during a free-form
study in which we asked the users to specify tag descriptors for interesting areas. To general-
ize the small set of user-provided tags, we use the WordNet lexical database [Mil95]. WordNet
groups words into related sets called synsets (cognitive synonyms), each of which is a distinct
concept. Semantic and lexical relations among synsets are organized into hyponym/hypernym,
synonymy/antonymy hierarchy and holonymy/meronymy relationships. Our WordNet-based sim-
ilarity match simply returns all the hypernyms, hyponyms and synonyms for a concept using the
MIT Java Wordnet Interface [Wor09]. Table .3 shows some user-provided tags, along with the
related concepts generated by WordNet. Note that our recommender system does not utilize all
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Table .3: Tags and Related Concepts from WordNet
Tag Related Concepts
shack hovel,hutch,iglu,shelter,shanty,hut,shack,igloo
pants underpants,bloomers,pants,drawers,knickers
camping encampment,camping,habitation,inhabitation,bivouacking,inhabitancy,tenting
hangout haunt,area,stamping ground,hangout,resort,repair,gathering place,country
the hyponyms, hypernyms and synonyms from WordNet, but only the subset of words that occur
at least once in the user-provided tags. We collected 390 different tags from users which were
reduced to 111 related concepts using the following offline procedure. To calculate the similar-
ity, we examine each of the tags to determine whether it is already accounted for in the concept
cache. If not, we add an entry for that tag in the concept cache, make a separate table for the
tag and add all subsequent related concepts into the same table. This results in a similarity-based
agglomeration of the region annotations that can be used to perform k-means clustering on the raw
three-dimensional location coordinates using a variation of the unsupervised K-means clustering
algorithm with a Euclidean distance minimization measure. This has the positive effect of reducing
the noise in the data, as the nearby points for the same concept are clustered together. Clusters are
sorted by user frequency such that the more frequently visited locations (concept clusters with a
greater number of data points) have higher indices.
Algorithm 1 shows how the concepts are used to make recommendations based on both mem-
bership similarity measure and user frequency indexing. We match the tags specified by the user
and calculate all the similar concepts such that the highest number of matching tags with the con-
cept and its related concepts percolate to the top. We choose from each of the regions, matching
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cluster centers, one by one in order of frequency indexing, for the most related concept. This step
is repeated as many times until 30 recommendations are generated and this sorted cluster center
list is returned to the in response to user queries, five recommendations at a time.
input : Clustering of the data points into concepts and related sub-concepts across all
regions, user request tag
output: Recommendation of locations
concepts to make recommendation for;
no concept matches in each;
ForEachtag in user request tag
ForEachconcept in concept cache if ∼ concept = tag then
ForEachsubconcept in concept if subconcept = tag then
concepts to make recommendation for.add(
concept);
no concept matches in each.put(concept,
no concept matches in each.get(concept,
count)+1);
end
end
Else concepts to make recommendation fora˙dd(concept);
no concept matches in each.put(concept,1);
sort(concepts to make recommendation for
no concept matches in each);
Algorithm 1: User request processing
.7 Results
To evaluate the utility of our social recommender system, we performed a user study with fifty-
eight users. The purpose was to evaluate the performance of the recommender system at assisting
users’ with a navigation task. The users were asked to perform three sessions: 1) labeling/marking
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Figure .6: Architecture for tag-based search
2) searching using category-based collaborative filtering 3) searching using tag-based search aug-
mented with WordNet. We did not impose any restrictions on the search or require them to visit
particular places within Second Life. During the study, users were asked to do the following:
• Label five locations by specifying the category label and the tags for the place
• Perform at least five category-based searches using collaborative filtering and rate the results
after visiting the location
• Perform at least five searches using the text-based search and rate the results after visiting
the location.
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Table .4: User annotations across destination categories
Category Instances
Artistic 726
Camping 25
Educational 19
Residential 23
Recreational 117
Shopping 71
Other 83
Unlabeled 1567
Our initial labeled category dataset spanned 94 Second Life regions and included 2463 entries
based on previous data collected from 24 users. 29 users provided 997 tag entries over 165 regions;
this resulted in 632 tags and 506 concepts.
Note that we assume that the users are already familiar with the default location search options
available in Second Life and solicit their opinions on the inbuilt game search without explicitly
requiring them to perform searches without our interface. Users performed pre and post session
questionnaires for all three sessions in which users were asked to respond to paired statements on
a Likert scale with 1 indicating complete disagreement and 5 indicating complete agreement. The
main section of the questionnaire is given below:
• I experienced problems with the user interface for the game.
• I experienced problems with the user interface for the recommendation HUD.
• I would prefer to use the recommendation HUD for navigation rather than doing man-
ual exploration.
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• I think the recommendation HUD would improve my gaming experience. Examples of
improvements include: aiding exploration, enabling better time utilization, highlight-
ing popular areas.
• The accuracy of recommendation for the recommendation HUD was good.
• The speed of responses for the recommendation HUD was good.
• I found the recommendation HUD useful for finding interesting places this time.
• The current search is more useful for helping me find what I am looking for.
• I think tag-based search improved my search experience.
Tables .5- .10 lists the Fisher’s exact test tabulation and results for the results from the user-
study questionnaires.
1. Table .5 and .6 show that using the HUD made a number of users to switch their opinion
on the general usefulness of a recommendation HUD that can assist the users in exploration.
However the Fisher’s exact test shows no significant relationship between using the HUD
Table .5: Fisher’s exact test tabulation and results for question: I would prefer to use a recommen-
dation HUD for navigation rather than doing manual investigation. (Default vs. Category-based
Collaborative Filtering)
Before using HUD After using HUD
I would like to use HUD 30 36
I would not like to use HUD 28 22
P-Value = 0.348603
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Table .6: Fisher’s exact test tabulation and results for question: I would prefer to use a rec-
ommendation HUD for navigation rather than doing manual investigation. (Second Life Search
vs. Tag-based Search)
Before using HUD After using HUD
I would like to use HUD 30 38
I would not like to use HUD 28 20
P-Value = 0.186716
Table .7: Fisher’s exact test tabulation and results for question: I think the recommendation HUD
would improve my gaming experience.
Before using HUD After using HUD
I would like to use HUD 38 44
I would not like to use HUD 20 14
P-Value = 0.307799
Table .8: Fisher’s exact test tabulation and results for question: I think the recommendation HUD
would improve my gaming experience. (Second Life Search vs. Tag-based Search)
Before using HUD After using HUD
I would like to use HUD 38 49
I would not like to use HUD 20 9
P-Value = 0.0309680
Table .9: Fisher’s exact test tabulation and results for question: The current search is more useful
for helping me find what I am looking for. (Change in perception after each of the two searches)
Before using HUD After using HUD
I would like to use HUD 43 48
I would not like to use HUD 15 10
P-Value = 0.366670
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Table .10: Fisher’s exact test tabulation and results for question: I think tag-based search improved
my search experience. (Change in perception after each of the two searches)
Before using HUD After using HUD
I would like to use HUD 0 58
I would not like to use HUD 58 0
P-Value = 0.0000000
and the change in opinion. This might be due to the fact that more than half of the users
are already initially positive about its usefulness just from the description of the system.
Another possibility is that the users were happier with the new search options provided but
preferred the SL default viewer over the HUD visualization which seemed to confuse some
of the users.
2. Tables .7 and .8 show that the category-based collaborative filtering search did not convince
the users of the utility of expanded search options but using the tag-based search modified
the users’ opinions.
3. Table .9 show that there was no significant relationship between the users’ preference for the
HUD based recommendations to the default search in SL for each of the two experimental
conditions. Users preferred both search options over the default search within SL.
4. Table .10 shows drastic improvement in user perception after the use of the tag-based search
vs. category-based collaborative filtering.
Overall the feedback from the users was very positive and many of them requested that ex-
tended use of the HUD. Some of the comments provided by the users were:
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• User 1: i liked it
• User 2: ok, so i use now a guide of someone else ? could be interesting, to explore places,
you don’t know :-) it works well but if i’m right , the places the hud show to me, will be
changing all the time depends on, how many people integrate the system, right ? wow, that’s
a good idea from you. thxs than for the hud :-)) it’s also depending, how good people are
descriping the places, that’s not always easy :-)) but i will have much to explore again ,
fantastic ! anyway, a very good initiative
• User 3: Definitely a better keyword search than SL’s search.
• User 4: this is a neat. Eventually you could put in a random suggestion option would be
cool, just an idea, I know how additive stumbleupon is, would love there to be one for sl
• User 5: yes...your are proud on this product!!! and you should be!!
A few examples where the users were confused and could not continue :
• User 6: it sounds complicated
• User 7: but when i want to search i can only search the categories
155
.8 Conclusion
Many people use the Internet to create a social presence, through blogs, avatars, and social net-
working sites; this presents an opportunity for researchers to collect rich user data from these
interactions and research the problem of effectively creating a personalized and user-friendly ex-
perience. While we have thus far remained narrowly focused on the problem of destination rec-
ommendation for Second Life, our framework provides a rich user interface that is being used to
explore the following directions as part of our ongoing research work:
1. Creating social networks of users with similar interests;
2. Supplementing Second Life data with information measures that describe the user’s real-life
interests.
The main contribution of this work was the creation and demonstration of a powerful social recom-
mender system for Second Life that incorporates destination prediction, collaborative filtering, and
tag-based search. Unlike the default search which relies on the metadata provided by land-owners,
our system leverages the large and active user population to provide current labels and ratings for
attractions within Second Life. The results for the study showed that the users not only liked the
system but were impressed by its performance on non-exact tag matches. We believe that there
are benefits to bringing the richness of search and natural-language processing to virtual worlds
such as Second Life, allowing the users to enjoy the cost and time savings already available on the
WWW. In future work, we are interested in moving toward automatic tag extraction to elicit rele-
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vant tags directly from user reviews; we believe that this will us leverage additional data sources
rather than relying completely on the efforts of volunteer user tagging.
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APPENDIX B: IRB APPROVAL OF HUMAN RESEARCH: AGENT
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