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Abstract
Recently, vehicular networks (VANETs), has become the key technology of the next-
generation intelligent transportation systems (ITS). By incorporating wireless communica-
tion and networking capabilities into automobiles, information can be efficiently and reli-
ably disseminated among vehicles, road side units, and infrastructure, which enables a num-
ber of novel applications enhancing the road safety and providing the drivers/passengers
with an information-rich environment.
With the development of mobile Internet, people want to enjoy the Internet access in
vehicles just as anywhere else. This fact, along with the soaring number of connected
vehicles and the emerging data-craving applications and services, has led to a problem of
spectrum scarcity, as the current spectrum bands for VANETs are difficult to accommodate
the increasing mobile data demands. In this thesis, we aim to solve this problem by utilizing
extra spectrum bands, which are not originally allocated for vehicular communications. In
this case, the spectrum usage is based on an opportunistic manner, where the spectrum is
not available if the primary system is active, or the vehicle is outside the service coverage
due to the high mobility. We will analyze the features of such opportunistic spectrum, and
design efficient protocols to utilize the spectrum for VANETs.
Firstly, the application of cognitive radio technologies in VANETs, termed CR-VANETs,
is proposed and analyzed. In CR-VANETs, the channel availability is severely affected by
the street patterns and the mobility features of vehicles. Therefore, we theoretically an-
alyze the channel availability in urban scenario, and obtain its statistics. Based on the
knowledge of channel availability, an efficient channel access scheme for CR-VANETs is
then designed and evaluated. Secondly, using WiFi to deliver mobile data, named WiFi
oﬄoading, is employed to deliver the mobile data on the road, in order to relieve the burden
of the cellular networks, and provide vehicular users with a cost-effective data pipe. Using
queueing theory, we analyze the oﬄoading performance with respect to the vehicle mobility
model and the users’ QoS preferences. Thirdly, we employ device-to-device (D2D) com-
munications in VANETs to further improve the spectrum efficiency. In a vehicular D2D
(V-D2D) underlaying cellular network, proximate vehicles can directly communicate with
each other with a relatively small transmit power, rather than traversing the base station.
Therefore, many current transmissions can co-exist on one spectrum resource block. By
utilizing the spatial diversity, the spectrum utilization is greatly enhanced. We study the
performance of the V-D2D underlaying cellular network, considering the vehicle mobility
and the street pattern. We also investigate the impact of the preference of D2D/cellular
mode on the interference and network throughput, and obtain the theoretical results.
iii
In summary, the analysis and schemes developed in this thesis are useful to under-
stand the future VANETs with heterogeneous access technologies, and provide important
guidelines for designing and deploying such networks.
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Chapter 1
Introduction
Vehicular networks play an increasingly important role in both enhancing the road safety
and offering vehicular users mobile data services. However, the exponential growth of the
vehicle-related data demand lead to a problem of spectrum scarcity. To solve the problem
and accommodate the ever-increasing data demand, more spectrum bands are expected
to be utilized for vehicular networks. These spectrum resources, unlike the dedicated
spectrum band for vehicular communications, can only be utilized in an opportunistic
manner. According to whether the spectrum band is licensed for a certain system or free for
use, there are different spectrum utilization technologies. Specifically, the licensed spectrum
bands can be utilized for the vehicular users by CR technology and D2D communication,
while the free spectrum resource can usually be accessed by the WiFi technologies. In this
chapter, we provide an overview of the vehicular networks, followed by the elaboration of
the spectrum scarcity problem. Finally, we present the three key enabling technologies for
vehicular users to exploit opportunistic spectrum bands.
1.1 Overview of Vehicular Networks
As an indispensable part of modern life, motor vehicles have continued to evolve since
people expect more than just vehicle quality and reliability. With the rapid developmen-
t of information and communication technologies, equipping automobiles with wireless
communication capabilities is the frontier in the evolution to the next generation intelli-
gent transportation systems (ITS). In the last decade, the emerging VehiculAr NETworks
(VANETs) have attracted much interest from both academia and industry, and significant
progress has been made. VANETs are envisioned to improve road safety and efficiency
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and provide Internet access on the move, by incorporating wireless communication and
informatics technologies into the transportation system. VANETs can facilitate a myriad
of attractive applications, which are usually divided into two main categories: safety appli-
cations (e.g., collision avoidance, safety warnings, and remote vehicle diagnostic [4,5]) and
infotainment applications (e.g., file downloading, web browsing, and audio/video stream-
ing [6, 7]). To support these various applications, the U.S. Federal Communication Com-
mission (FCC) has allocated totally 75 MHz in the 5.9 GHz band for Dedicated Short
Range Communications (DSRC), based on the legacy of IEEE 802.11 standards (WiFi).
On the other hand, the car manufacturers, suppliers and research institutes in Europe have
initialed the Car-to-Car Communication Consortium (C2C-CC) with the main objective of
utilizing inter-vehicle communication to increase road safety and efficiency. IEEE has also
developed IEEE 1609 family, which consists of standards for wireless access in vehicular
environments (WAVE).
Unlike most mobile ad hoc networks studied in the literature, VANETs present unique
characteristics, which impose distinguished challenges on networking. i) Potential large
scale: VANETs are extremely large-scale mobile networks, which can extend over the en-
tire road network with a great amount of vehicles and roadside units; ii) High mobility:
the movement of vehicles make the environment in which the VANET operators extremely
dynamic. On highways, vehicle speed of over 150 km/h may occur, while in the city, the
speed may exceed 60 km/h while the node density may be very high, especially during rush
hour; iii) Partitioned network: the high mobility of vehicles may lead to large inter-vehicle
distance in sparse scenarios, and thus the network is usually partitioned, consisting of iso-
lated clusters of nodes; iv) Network topology and connectivity: the scenario of VANETs is
very dynamic because vehicles are constantly moving and changing their position. There-
fore, the network topology changes very often and the links between vehicles connect and
disconnect frequently. In addition, the links are also affected by the unstable outdoor
wireless channels; v) Varied applications: applications of VANETs are of a large variety
and with different quality of service (QoS) requirements. All these features dramatically
complicate network protocol design, implementation and performance evaluation.
VANETs basically consist of three types of communication paradigms, i.e., vehicle-to-
vehicle (V2V) communications, vehicle-to-roadside (V2R) communications, and vehicle-
to-infrastructure (V2I) communications [8], as shown in Fig. 1.1. Installed with on-board
units (OBUs), vehicles can communicate with each other in ad hoc manner without the
assistance of any built infrastructure, which is referred to as V2V communications. By
disseminating information such as location, speed, and emergency warning messages to
nearby vehicles using V2V communications, VANETs can support varied applications such
as public safety applications, vehicular traffic coordination, road traffic management [9],
2
Cellular BS
Footprint of cellular access
Parking 
service
Cellular BS
& CR BS
& Wi-Fi AP
Wireless Access Infrastructure
Outband D2D
Cellular
WiFi
Wi-Fi AP
Inband D2D
Cognitive Radio
CR BS
Footprint of CR access
Footprint of WiFi access
Figure 1.1: An overview of vehicular networks and available communication spectrum
bands.
and some comfort applications (e.g., interactive gaming, and file sharing), etc [10, 11]. In
February 2014, the U.S. Department of Transportation announced that it would begin
to take steps to enable V2V communication technology for light vehicles by early 2017.
V2R communication refers to the communication between the road-side units (RSUs) and
nearby vehicles, which mainly aims to provide high-rate communication links to enhance
the road safety. Communications between vehicles and Internet-access infrastructure are
referred to as V2I communications. Internet access has become an essential part of people’s
daily life, and thus is required anywhere and anytime. It is evidenced that the demand for
high-speed mobile Internet services has increased dramatically [12]. Providing high-rate
Internet access for vehicles can not only meet the ever-increasing Internet data demand
of travelers, such as multi-media services, but also enrich some safety-related applications,
such as intelligent anti-theft and tracking [13], online vehicle diagnosis [14], and so forth.
We will elaborate the three communication paradigms in the following part.
Motivated by the vision and prospect of VANETs, both the academia, industry and
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government institutions have done numerous activities. A review of past and ongoing
related programs and projects in USA, Japan and Europe can be seen in [4]. The standards
of VANETs is reviewed in [9]. There are also a lot of research works on VANETs, which
have been surveyed in papers such as [4] and [15].
1.1.1 V2V, V2R, and V2I Communication
In VANETs, the network connectivity is supported by three categories of communications,
i.e., V2V, V2R, and V2I communications, respectively. Each of them has distinctive fea-
tures, enables the connectivity among different entities, and owns different targets. In the
sequel, we will introduce the three communication paradigms, respectively.
V2V Communication
V2V communication refers to the inter-vehicle traffic transmit through single-hop or multi-
hop communications. Via V2V communication, the information generated by in-vehicle
computers, sensors, controlling system, and passengers can be efficiently disseminated to
one or a group of vehicles. Therefore, V2V communication is envisioned as a key technol-
ogy to the future road transportation system, since it can facilitate a series of important
related applications which can enhance road safety and efficiency. For instance, the lane
change message can be delivered to the surrounding vehicles as a warning message to avoid
potential collision. Other examples include collision warning, approaching emergency vehi-
cle notice, work zone warning, and so forth. In addition, V2V wireless link can also enable
infotainment applications among vehicles, such as video/audio streaming, interactive gam-
ing, file sharing, etc.
Almost all the applications rely on the reliable data transmissions among vehicles.
Unfortunately, establishing an efficient and reliable wireless V2V link is a challenging topic
in VANETs, and has attracted much attention. This is due to the following reasons. First,
the high mobility of vehicles leads to fast-changing network topology. Since usually the
range of V2V links is small due to the power limitation, V2V communication may suffer
from frequent link breakage. Second, the high mobility also results in a more complex
fading environment, such as fast fading and Doppler effects [16]. Plus, the V2V line-of-
sight (LOS) path is often blocked by buildings and large vehicles. These factors will lead to
severe wireless loss. Last but not least, due to the social-behavior based mobility, network
dynamic, and limited V2V communication range, network partition may happen, resulting
in data traffic disconnections among partitions of the network. In the literature, many
4
related work analyzing and enhancing the connectivity of V2V communications can be
found [17–20].
V2R Communication
V2R communication refers to a communication paradigm where the RSUs and nearby ve-
hicles communicate with each other through one-hop high rate transmission links. V2R
connectivity is important to maintain high-rate communication in heavy traffic, mitigate
the road accidents, and improve the road efficiency. The RSUs can be ITS infrastructure
which provides ITS services. For example, traffic lights, roadside sensors, and street signs
can be equipped with transmitters and carry out ITS functions such as traffic monitoring,
traffic information collection, vehicle path planing, etc [21–23]. Alternatively, the RSUs
can also be deployed by content providers, which offer the proximate vehicles with rich-
information services, such as video-on-demand, store flyer broadcasting, news subscription,
and so forth [6]. Different from V2I communication where the communication infrastruc-
ture provides Internet access to vehicles, RSUs can also offer local services without Internet
access.
V2I Communication
In VANETs, V2I communication is responsible for providing vehicles with Internet access,
as the infrastructure, such as cellular based stations and WiFi access points, is connected to
the backbone networks. The demand for high-speed mobile Internet services has increased
dramatically. A recent survey reveals that Internet access is predicted to be a standard
feature of future motor vehicles [12]. Passengers in vehicle want to be connected as at
home or office, and may require varied Internet services such as web surfing, email, online
game, audio and video streaming, among others.
As two candidates for offering V2I communication, cellular network and WiFi technolo-
gy have different features. Cellular networks, like most popular LTE and LTE-A networks,
is widely deployed to provide seamless Internet connectivity, especially in urban areas.
Therefore, through cellular networks, vehicular users can enjoy the Internet services at any
time and location. Due to the high availability of cellular networks, many industry solutions
choose cellular technology for the vehicular Internet access. Car Connectivity Consortium,
an organization aiming to incorporate information and communication technology (ICT)
into automobile, has proposed a technology called MirrorLink for in-vehicle Internet ac-
cess [24]. By means of MirrorLink, driver or passengers can connected the smart phone to
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the vehicle, such that the vehicle can gain Internet access through the smart phone’s cel-
lular services. Besides, using the vehicle built-in cellular modules is an alternative options.
The typical products include BMW ConnectedDrive [25] and GM OnStar [26].
A shortcoming of cellular network is the prohibit usage cost, which is not feasible for
very data-incentive VANETs applications, such as smart vehicle data upload and soft-
ware update. An alternative option for vehicular Internet is through WiFi wireless access
technologies, which can provides high rate access at low cost. The feasibility of outdoor
Internet access through WiFi at vehicular speeds has been demonstrated in [27], which is
referred to as drive-thru Internet. We will elaborate drive-thru Internet in Chapter 2 and
Chapter 4.
1.1.2 Wireless Access Standards in VANETs
In VANETs, there are two main standards for wireless access, which are Dedicated Short-
Range Communication (DSRC) and Wireless Access in Vehicular Environments (WAVE).
In the sequel, we will introduce the two standards.
Dedicated Short-Range Communications (DSRC)
DSRC is a short-range communication technology designed to support V2V and V2R
communications. The aim of DSRC is to provide high-rate and low latency communication
for vehicles to support a wide range of VANETs applications, including the dissemination
of V2V safety message, traffic information, toll information, and so forth. In 1999, Federal
Communications Commission (FCC) allocated a 75 MHz spectrum band at 5.9 GHz for
DSRC. In 2003, The American Society for Testing and Materials (ASTM) approved ASTM-
DSRC standard [28], which is based on IEEE 802.11a standard. In 2004, FCC established
the rules governing the use of DSRC band. The spectrum band is divided into seven
channels, each with 10 MHz. Among them, one channel is reserved for safety message
transmission only, while the others channels can transmit both safety messages and non-
safety messages. On these channels, safety messages have a higher priority over non-safety
messages in order to guarantee the reliability of safety applications. A more detailed
discussion on DSRC can be found in [28,29].
6
IEEE 802.11p/WAVE
DRSC standard specified by ASTM in 2003 is based on IEEE 802.11a protocol, with tradi-
tional MAC operations not well suited to vehicular environment. For example, the multiple
handshakes required to establish connections will bring unacceptable overhead and latency
in VANETs, since the encountering time of vehicles may be very short due to the high
mobility [30]. To address the issues, the IEEE 802.11 working group modified the DSRC
standard, and renamed it to IEEE 802.11p Wireless Access in Vehicular Environments
(WAVE). In WAVE, the MAC and physical layer protocols are defined in 802.11p, while
the upper layer functions are defined in IEEE 1609 standards.
The standardization of wireless access in VANETs has received wide attention from
government, industry and academia. Many efforts have been made to bring the promising
technology to fruition. The study of characterizing and enhancing the performance of
DSRC/WAVE can be found in [5, 16,29,31,32].
1.1.3 Initiatives and Projects of VANETs
Motivated by the potentials of VANETs, many countries, organizations, and companies
have taken various efforts to develop the protocols and standardization, conduct exten-
sive simulations and practical measurements, and demonstrate the real-life deployment of
VANETs. Most of the efforts were taken in US, European Union, and Japan. In US, the D-
SRC/WAVE standards were defined in 2004, which specifies the MAC/PHY layer protocols
and upper layer operations of wireless access in VANETs. In Intelligent Vehicle Initiative
(IVI), technologies were developed to help reduce the severity of traffic accident. In EU, the
C2C-CC aimed to contribute to the EU VANETs standards, i.e., European Telecommuni-
cations Standards Institute: Technical Committee: Intelligent Transport Systems (ETSI
TC ITS), and validate the V2V and V2I communications. Cooperative Vehicles and In-
frastructure Systems (CVIS) tested the V2V and V2I technologies, and develop standards,
in order to increase the road safety. In Japan, the Advanced Safety Vehicle Program, sup-
ported by the Japan government and automobile manufacturers, took initials to enhance
the road safety from the perspective of both active safety and passive safety. A more
comprehensive study of such efforts can be found in [33].
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1.2 Spectrum Scarcity in VANETs
As introduced above, FCC has allocated 75 MHz spectrum to DSRC, and wireless wide
area network (WWAN) can be a practical and seamless way to provide Internet connec-
tivity to vehicles [34], such as off-the-shelf 3G and 4G-LTE cellular networks. However,
VANETs still face the problem of spectrum scarcity, which has been demonstrated in [35].
The primary reasons of spectrum scarcity might be: 1) the ever-increasing data intensive
applications, such as high-quality video streaming and user generated content (UGC), re-
quire a large amount of spectrum resources, and thereby the quality of service (QoS) is
difficult to satisfy merely by the dedicated bandwidth; 2) the number of connected vehicles
and devices is soaring, and thus the requirement for communication bandwidth increases
dramatically. In urban environments, the spectrum scarcity is more severe due to high
vehicle density, especially in some places where the vehicle density is much higher than
normal [11,36].
Mobile data demands: People tend to require richer contents when they are static as well
as on the road. The types of services required by people in the car have turned from simple
GPS, navigation, in-car phone and email to more various services, featuring multimedia
applications such as video/audio streaming, UGC upload and sharing, online gaming, web
surfing, etc. It is predicted that over two-third of the global mobile data traffic will be video
by 2018. These multimedia applications often require heavy communication bandwidth,
for example, the size of a typical high definition movie is 5.93 GB while an Android game
may need 1.8 GB download/upload to play [37]. In addition, it is reported that the average
speed of mobile connection will surpass 2 Mbps by 2016, and the smartphones will generate
2.7 GB of data traffic on average per month.
Connected vehicles and devices: There are two types of entities in VANETs that gen-
erate and consume data. The first type is connected vehicles that integrated with Internet
access capability and services. It is predicted that the percentage of Internet-integrated
vehicle services will jump from 10% today to 90% by 2020 [38]. The connected vehicles can
offer a number of integrated services to drivers (e.g., real-time navigation, driver assistance,
online diagnosis, etc.) as well as to passengers (e.g., e-mails, video on demand, etc.). The
other type of entities are the mobile terminals of in-vehicle passengers. It is reported that
the connected mobile devices have become more than the world’s population by the end
of 2013. Mobile users expect to be connected anywhere and anytime, even when they are
traveling in vehicles.
Cellular communication technologies can provide reliable and ubiquitous Internet access
services and deliver data traffic for VANETs. Although 4G cellular technologies such as
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LTE-A have extremely efficient physical and MAC layer protocols, the cellular network
nowadays is straining to meet the current mobile data demand [39]; on the other hand, the
explosive growth of mobile data traffic is no end in sight, resulting in an increasingly severe
overload problem. Consequently, simply using cellular infrastructure for vehicle Internet
access may worsen the overload problem, and degrade the service performance of both
non-vehicular and vehicular users. In summary, the dedicated 75 MHz spectrum and the
cellular network may not be sufficient to provide a huge number of vehicular users (VUs)
with high-quality services, and thus other solutions are required.
1.3 Opportunistic Spectrum Utilization for VANETs
Since the spectrum bands of DSRC and the cellular network are not sufficient to support
the ever-increasing vehicular mobile data demand, one intuitive way to solve the problem
is seeking for other available spectrum bands. In fact, through certain technologies, many
other spectrum bands can be utilized for VANETs. Since these bands are not originally
allocated to VANETs, they are utilized in an opportunistic manner, and therefore we can
these spectrum bands as “opportunistic spectrum bands” for VANETs. In the thesis, we
focus on utilizing these opportunistic spectrum bands for VANETs, and the key enabling
technologies correspondingly.
The three enabling technologies we study in the thesis are cognitive radio, WiFi, and
device-to-device communications. Employing these technologies, both licensed spectrum
bands (e.g., TV broadcasting bands) and unlicensed spectrum bands (e.g., ISM bands) can
then be exploited for VANETs data services. The available opportunistic spectrum bands
and enabling technologies are shown in Fig. 1.1.
Cognitive radio (CR) is envisioned as a promising spectrum-sharing technology
which enables unlicensed users opportunistically exploit spatially and/or temporally vacant
licensed radio spectrum bands which are allocated to licensed systems. As an example, the
IEEE 802.11af [40] and the IEEE 802.22 [41] standards take advantage of the TV white
spaces to support wireless local area networks (WLANs) and wireless regional area net-
works (WRANs), respectively. Although opportunistic spectrum access for CR Networks
(CRNs) has been extensively studied [42–45], the results may not be directly applied to
VANETs due to the high mobility of vehicles. There have been a few efforts investigating
the topic of incorporating CR in VANETs. In [46], Urgaonkar et al. exploited Markovian
random walk model of SUs and proposed an opportunistic scheduling policy for secondary
networks. The objective is to maximize the throughput of SUs by using the technique
of Lyapunov optimization. In [47], Niyato et al. investigated the optimal channel access
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in CR-enabled VANETs to maximize the utility of vehicles under certain QoS constraints
for a grid-like urban street layout. The limitation of [47] is that the authors assume the
channel availability statistics are known to vehicles. However, in VANETs, the channel
availability can be very different from static networks, since vehicular users can exploit
both spatial and temporal spectrum opportunities when moving along the road. In [48],
the channel availability in CR-enabled VANETs is theoretically analyzed, based on which
an efficient spectrum access scheme is proposed. We will elaborate this work in Chapter 3.
WiFi, operating on unlicensed spectrum, is a popular solution to deliver data content
at low cost. The feasibility of WiFi for outdoor Internet access at vehicular mobility,
referred to as drive-thru Internet, has been demonstrated in [27]. Different from the fully
covered cellular network, WiFi only provides intermittent small coverage areas along the
road. Therefore, although WiFi operates on unlicensed spectrum, it is spatially/temporal
opportunistic for vehicles to use due to the vehicle mobility. There are extensive research
works in the literature on the evaluation of the practical performance of drive-thru Internet
[27,49], and design of data delivery protocols in the context of drive-thru Internet [1,50,51].
However, as far as we know, there are no related works addressing the issue of theoretically
analyzing the data delivery performance of vehicular-WiFi network composed of multiple
drive-thru Internet along the road. In [52], a theoretical analysis of the performance of
vehicular WiFi oﬄoading is provided, considering the intermittent WiFi accessibility due
to vehicle mobility, and the QoS requirements of vehicular users. We will elaborate the
work in Chapter 4.
Device-to-device (D2D) communication technology, as a promising solution to of-
fload the cellular networks, has gained much attention recently [53]. By utilizing the prox-
imity, mobile users can communicate directly with each other using the cellular spectrum
(or other spectrum bands) without traversing the base station or the backhaul network-
s. Therefore, D2D communications can increase the overall spectral efficiency and reduce
communication delay for mobile users [54], which may be applied to many VANETs appli-
cations such as video streaming, location-aware advertisement, safety related applications,
and so forth. However, D2D communication is opportunistic since D2D communication
should avoid interfering the uplink/downlink cellular communication and the D2D commu-
nications of neighboring devices. In other words, a D2D communication is not permitted
if it would introduce unacceptable interference to other cellular transmissions. While the
D2D communication has been extensively studied [39, 55, 56], applying such a proximate
communication paradigm on cellular bands in VANETs is still in its initial phase. Ad-
mittedly, incorporating D2D communication in vehicular environment introduces several
new challenges. For example, a full channel state information, which is usually needed
in resource allocation schemes for D2D communication, is hard to track and easy to be
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outdated in VANETs. In addition, the topology of VANETs makes the interference pat-
tern more difficult to model than a general cellular network where a Poison point process
(P.P.P.) can be applied to model the user spatial distribution. In [57], the performance of
underlaid vehicular device-to-device (V-D2D) communications is studied, considering the
characteristics of the VANETs. We will elaborate the work in Chapter 5.
1.4 Thesis Outline
The rest of this thesis is organized as follows: Chapter 2 presents a comprehensive overview
of opportunistic spectrum bands and the key enabling technologies. Chapter 3 investigates
the channel availability and spectrum access scheme when CR is used in VANETs for uti-
lizing licensed spectrum. Chapter 4 analyzes the performance of vehicular WiFi oﬄoading
based on queueing theory, and the relation between oﬄoading performance and the average
delay is obtained. Chapter 5 investigates the performance of the vehicular D2D commu-
nication underlaying cellular network, considering the impact of the spatial distribution
of vehicular users on the D2D performance. Finally, Chapter 6 concludes the thesis, and
points out the future research directions.
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Chapter 2
Background
Heterogeneous network has been considered as one of the most important ways to enhance
the network performance, improve the resource utilization, and reduce the network cost,
by sharing the idle resource of different networks [58]. In this chapter, we aim to provide
a comprehensive overview of potential wireless technologies for spectrum utilization in
VANETs, including cognitive radio, WiFi, and device-to-device communications. For each
technology, we will introduce the concepts and elaborate the features, followed by the state
of the art. Then, we focus on employing these wireless technologies for VANETs, where the
challenges resulted from the distinctive features of VANETs are described, and a literature
survey is provided.
2.1 Cognitive Radio Networks
Since first proposed by Motila in 1999, cognitive radio has been considered as a promis-
ing approach to deal with the problem of spectrum scarcity in wireless networks [59, 60].
By means of opportunistically exploiting the idle wireless spectrum, the overall spectrum
utilization can be greatly improved, which means that more users and data connections
can be supported without increasing the amount of spectrum resources. In this section,
we first introduce the background knowledge of cognitive radio networks, including the
concepts, research issues, and state of the arts. Then, as one of the potential spectrum
bands, the TV white spaces and related CR technology, super WiFi, are depicted. Last,
we introduce CR-VANETs, which are vehicular networks with the capability of accessing
spectrum resources of other networks opportunistically using CR technology. The distinc-
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tive challenges of CR-VANETs are represented, followed by a survey of existing research
works on this topic.
2.1.1 Cognitive Radio Ad-hoc Networks
The licensing of wireless spectrum is allocated to different services, organizations, and com-
panies on a long-term basis. However, this static allocation of spectrum resources results
in a low utilization of the resources. As shown in Fig. 2.1, the usable radio frequencies
have been nearly ran out, and a great amount of low-frequency spectrum bands have been
allocated to systems currently less active or less important compared to the modern wire-
less communication systems, such as the commercial cellular networks, and WiFi networks.
The examples are AM radio broadcasting bands taking a vast part of 300 kHz to 3 MHz
spectrum band, and TV broadcasting bands mainly residing in 30 MHz to 300 MHz bands.
Besides, such systems are usually not capable of efficiently utilizing the spectrum resources.
For instance, the spectrum efficiency of digital radio and digital TV is 0.08 bit/s/Hz and
0.55 bit/s/Hz, which are way less than that of LTE-A system, 30 bit/s/Hz. To solve the
problem, the best solution may be reallocating the spectrum resources in a more efficient
way. However, it is impractical since it will introduce too much cost to change the existing
networks. Therefore, based on the fact of spectrum underutilization, FCC has approved
the use of licensed bands by unlicensed devices. According to the concept, a new research
area called dynamic spectrum access (DSA) has attracted much attention in both academia
and industry [61].
DSA allows unlicensed users (secondary users) to use the licensed spectrum when inter-
ference to the licensed users (primary users) is limited. In DSA, two approaches to share
spectrum between primary and secondary users are considered, i.e., spectrum underlay and
spectrum overlay. In spectrum underlay, a severe constraint is imposed on the transmission
power of secondary users in order for them to work below the noise floor of the primary
users. By utilizing the ultra-wide frequency band (UWB), a short-range high data rate
can be achieved by secondary users with very low transmit power. On the other hand,
in spectrum overlay, secondary users transmit in an opportunistic manner only when the
primary users’ signal is not presented. Therefore, rather than limiting the transmit power,
the spectrum overlay DSA tends to determine when and where to transmit, and targets at
utilizing spatial and temporal spectrum white spaces.
The spectrum overlay sharing in DSA can be considered as an important application
of CR. In CRNs, licensed users and unlicensed users are typically referred to as primary
users (PUs) and secondary users (SUs), respectively. The basic idea of CRNs is that the
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Figure 2.1: United States frequency allocations [2].
secondary users transmit only when primary users are idle, and need to vacate the band
once the primary users’ signal is detected. The formal definition of the term cognitive radio
can be found in [62]:
A “Cognitive Radio” is a radio that can change its transmitter parameters based on
interaction with the environment in which it operates.
The target of cognitive radio is to find and use the best available spectrum through
changing the transmitter parameters. However, due to the static spectrum allocation,
the most important challenge is to utilizing the spectrum without severely interfering the
transmissions of primary systems. CR enables devices to detect the spectrum holes, and
move among different spectrum holes, as depicted in Fig. 2.2. To this end, CR should be
able to carry out certain functionalities, i.e., spectrum sensing and spectrum decision [63].
In the sequel, we introduce the CR functionalities respectively. The literature surveys for
general CR networks and technologies can be found in [63–65].
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Figure 2.2: CR devices can utilize spectrum holes.
Spectrum Sensing
Since CR users can only utilize the idle spectrum resources, they should be able to mon-
itor the spectrum bands and detect the spectrum holes through the function of spectrum
sensing. As a basic functionality of CRNs, spectrum sensing provides information about
the spectrum occupancy to other spectrum management functionalities. Generally, CR
spectrum sensing can be divided into three categories, i.e., primary transmitter detection,
primary receiver detection, and interference temperature management, as shown in Fig.
2.3. However, due to the difficulties and technical limitations of receiver detection and
interference temperature management, current research works mainly focused on primary
transmitter detection.
In transmitter detection, the spectrum sensing problem can be formulated as a binary
hypothesis test H0 and H1, where H0 and H1 indicate that the spectrum is available and
15
Spectrum Sensing
Transmitter 
Detection
Receiver 
Detection
Interference Temperature 
Management
Match Filter 
Detection
Energy 
Detection
Feature 
Detection
Figure 2.3: Categories of spectrum sensing.
unavailable, respectively. The hypothesis model can be represented as
rt =
{
n(t) H0,
hs(t) + n(t) H1,
(2.1)
where r(t) is the received signal of the SU, n(t) is zero-mean additive white Guassian
noise, s(t) is transmit signal of the PU, and h is the channel gain. For any spectrum
sensing scheme, there are three important metrics, i.e., the false alarm probability Pf ,
the detection probability Pd, and the missing probability Pm. With the above hypothesis
model, the three probabilities can be obtained by
Pf = P(H1|H0) (2.2)
Pd = P(H1|H1) (2.3)
Pm = P(H0|H1) = 1− Pd (2.4)
In the literature, there are mainly three schemes for primary transmitter detection in spec-
trum sensing, which are matched filter detection, energy detection, and feature detection,
respectively [66].
Spectrum Decision
Given the spectrum availability obtained from spectrum sensing, SUs should make a de-
cision to choose the best spectrum band among all the available bands based on the QoS
requirements, the procedure of which is called spectrum decision. In general, spectrum de-
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cision consists of two steps. First, the spectrum bands are characterized by the spectrum
availability (through spectrum sensing) and the statistic information of the primary net-
works (known in advance). Then, a decision on the best spectrum band is made according
to the information and the QoS requirements of the applications.
According to [63], the spectrum availability or spectrum holes can be characterized by
parameters which reflect the time-varying radio environment, such as interference, path
loss, wireless link errors, and link layer delay. For the statistic information of the primary
networks, most of the related research works on CRNs assumes that PU activities can
be modeled by exponential distributions [67–69]. In this model, a two-state mapping is
applied to the PU behaviors, where “ON” sate indicates that the PU is active in trans-
mitting, and “OFF” state indicates the opposite. The time durations of ON and OFF
states are exponentially distributed with mean α and β. After all the spectrum bands are
characterized, the best available spectrum band can be selected based on certain spectrum
selection rules, e.g., error rate, data rate, delay bound, etc.
In CRNs, one important characteristic of cognitive radio users is the cognitive intelli-
gence, which enables them to intelligently determine the access spectrum and correspond-
ing communication parameters according to the spectrum sensing results and other users’
spectrum access strategies [70]. Therefore, it is natural to employ game theory to study
the CRN users’ behaviors and interactions in the spectrum access and sharing issues. The
game theory not only provides a fair and efficient solution for distributed spectrum access,
but can also offer equilibrium criteria to study the performance of the game outcomes.
Game theory based spectrum access and spectrum sharing have been extensively studied
in the literature. In [71], a bargaining approach is used where users self-organize into
bargaining groups and adapt their channel assignment to approximate the optimal assign-
ment. A fairness bargaining method is proposed to improve the fairness among users, and
derive the lower bound of the minimum assignment of each user. The performance of the
proposed method is shown to be similar to topology-based optimization scheme, but with
complexity reduced by a half. In [72], two auction based methods are proposed for the
spectrum sharing among a group of users, who access the channel and interfere with each
other, and thus the utility of a user is a function of received signal-to-interference plus
noise ratio. A distributed algorithm is also formulated, and the condition for the auction
to achieve the Nash equilibrium using the algorithm is also specified.
2.1.2 TV White Spaces and Super WiFi
As an application of CR technology, the under-utilized TV white spaces (TVWS), which
include VHF/UHF frequencies, have been approved for non-TV communications in many
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countries such as USA and Canada, using an emerging technology named Super WiFi.
TV broadcasting spectrum bands, also known as TV white spaces (TVWS), have been
suggested for wireless broadband access due to the abundant and currently underutilized
spectrum resources at VHF/UHF bands and its better penetration property, with new
standards introduced, such as IEEE 802.11af [40] and IEEE 802.22 [73]. Due to the license-
exempt (unlicensed) technologies, i.e., the sharing of radio spectrum among users and
Internet service providers, wireless access over TVWS is named “super WiFi”. However,
compared to WiFi technologies, such as IEEE 802.11g/n/ac, super WiFi has many distinct
features. The lower frequency bands have better propagation properties than the 2.4 GHz
and 5 GHz ISM bands which stock WiFi uses, and can thus provide much wider coverage
with relatively high capacity. It is shown that a super WiFi AP can provide at least
1200 m coverage with 80 Mbps capacity, with a 6 MHz wide TVWS channel and 4 W
transmit power [40]. In addition, since TVWS are the licensed spectrum bands for TV
broadcasting system, super WiFi should use it in a “cognitive” manner, in order not to
affect the operation of the licensed system. To this end, super WiFi transmissions are
“allowed” only when no primary transmissions (TV broadcasting) are present. Therefore,
two ways can be employed, i.e., cognitive radio technologies and geolocation database server
(GDB). For the former, there have been many research works on spectrum sensing-based
TVWS utilization [74–76]. However, spectrum sensing can consume a considerable amount
of energy and the sensing results might be inaccurate. Fortunately, unlike other licensed
system, the spectrum usage of TV broadcasting system is highly stable and predictable,
which indicates that the occupancy of TVWS channels do not change frequently and can
be known in advance. Therefore, it is recommended that super WiFi users access the GDB
to obtain the availability and power constraint of TVWS channels before transmit, such
as in IEEE 802.11af.
2.1.3 Spectrum Sensing in CR-VANETs
Since CR can improve the spectrum efficiency through utilizing the spectrum holes, a
natural question then rises: whether CR can be applied to solve the problem of spectrum
scarcity in VANETs? Recent researches in the literature demonstrate its feasibility [47,77–
79]. With CR technology, VANETs have been coined as CR-VANETs, whereby vehicles
can opportunistically access licensed spectrum owned by other systems, outside the IEEE
802.11p specified standard 5.9-GHz band, such as TV broadcasting system and cellular
networks. Considering the highly dynamic mobility, vehicles are expected to exploit more
spatial and temporal spectrum opportunities along the road than stationary SUs. Other
than simply placing a CR in vehicles, CR-VANETs has many unique features which should
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be considered. Different from static CR networks in which the spectrum availability is
only affected by the spectrum usage patterns of the primary network, in CR-VANETs, the
spectrum availability perceived by vehicles is also a function of the mobility of vehicles.
Therefore, spectrum sensing should be conducted over the movement path of vehicles,
leading to a spatiotemporal distribution, rather than temporal only. In addition, the
constrained nature of vehicle mobility according to street patterns can be utilized. For
example, the spectrum information in other locations can be obtained by a vehicle through
information exchange with vehicles moving from those locations. And a vehicle can adapt
its operations in advance using such information and its predicted movement. In the sequel,
we introduce two important aspects in CR-VANETs, i.e., spectrum sensing and spectrum
access, respectively.
Per-Vehicle Sensing
In per-vehicle sensing, vehicles sense the primary spectrum using the traditional sensing
techniques in the literature of CR system, i.e., matched filter detection, energy detection,
and cyclostationary feature detection [63]. The advantage of per-vehicle sensing is that the
implementation complexity and network support is minimal since each vehicle senses the
spectrum and makes decision on its own. However, the accuracy of this method might be
low given the high mobility of vehicles and the obstructed environments that may cause
fading or shadowing effects. In [80], a mechanism is proposed to improve the accuracy
of spectrum sensing via exploring the signal correlation between TV and 2G channels. It
is proven that when the signals from adjacent TV and cellular transmitters are received
in a common place, a strong Received Signal Strength Indicator (RSSI) can be detected.
Therefore, a sudden change in the TV band can be verified by comparing the signal with
the fluctuations of cellular channels.
Infrastructured BS Based Sensing
A sensing coordination framework which utilizes road side units (RSUs) is proposed in
[81]. Unlike centralized sensing schemes in which a centralized controller gathers sensing
reports from all users and allocates the channels for users to access, in [81], RSUs are
responsible to assist and coordinate the spectrum sensing and access for nearby vehicles.
RSUs continuously detect the occupancy of PUs at its location. The coarse detection
results are sent to vehicles, and the vehicles conduct the fine-grained sensing and access
the channel correspondingly. The results show that the sensing coordination framework
outperforms the stand-alone sensing scheme in terms of successful sensing rate, sensing
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overhead, probability of sensing conflict, etc. One advantage of such schemes is that the
change of government policies and PU parameters can be easily loaded in RSUs, which can
further adapt the operation.
Cooperative Sensing Among Vehicles
A major concern about centralized sensing in CR-VANETs is discussed in [82] that vehicles
may have different views of spectrum occupancy, especially near the edge of the range
of primary systems, and thus it is difficult to set a BS or data fusion center. Instead,
in [82], a distributed collaborative sensing scheme is proposed. Vehicles send the message
about the belief on the existence of primary users to neighboring vehicles, which is called
belief propagation (BP). Upon receiving the belief messages, vehicles combine the belief
with their local observation to create new belief messages. After several iterations, each
vehicle is envisaged to have a stable belief, and can conduct spectrum sensing accordingly.
However, several issues of this work could be further discussed, such as the convergence
speed of the iterations, the extent of belier propagation, etc.
Cooperative sensing between selected neighboring vehicles can be more efficient than
cooperation among all neighboring vehicles due to less message exchanges. A light-weight
cooperative sensing scheme can be seen in [83]. Roads are divided into segments, and
vehicles are allowed to gather spectrum information of h segments ahead from vehicles in
front, which is a priori spectrum availability detection. Therefore, vehicles can decide the
channel to use in advance so that spectrum opportunities can be better utilized.
Geolocation-Based Sensing
FCC has suggested to use the location information and spectrum database for CR users.
Spectrum database provides information about the bands, including the types, locations
and specific protection requirements of PUs, the availability of the bands, etc. With the
assistance of spectrum database, vehicles can adjust the transmission parameters to avoid
interfering PUs without sensing. Geolocation-based sensing is suitable for vehicles because
most vehicles are equipped with localization systems (e.g., GPS). Such spectrum databases
are already available for users to access, for example, the TV query service in the United
States [84] and Google spectrum database (shown in Fig. 2.4). In [85], spectrum database
assisted CR-VANETs are proposed, in which fixed BSs are deployed along the road and
provide spectrum database access to vehicles in proximity. The deployment density of BSs
is optimized to minimize the average cost of VUs accessing spectrum information while
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Figure 2.4: TV white bands usage around Chicago from Google spectrum database. Col-
ored areas correspond to channels that are used.
guarantee a low level of error of estimating available spectrum. The simulation results
show that the cost of accessing spectrum information increases with the BS density since
more vehicles are querying the spectrum database via BSs, which is a more expensive and
accuracy way than obtaining the spectrum database information from nearby vehicles and
spectrum sensing. In [86], a geo-location database approach is used to create a map of
spectrum availability on I-90 in the state of MA. A discussion on the number of available
channels, the number of non-contiguous blocks, and design of transceivers is followed.
However, there are several concerns about the spectrum database, e.g., the cost of
building and maintaining the database, the coverage area of the service, significant query
overhead, etc. The authors in [80] proposed to jointly use the spectrum database and
spectrum sensing. In [80], the signal correlation between 2G and TV channels and the
mobility of vehicles are utilized to reduce the number of queries to spectrum database in
order to save the cost in terms of both money and overhead. A vehicle can send the channel
measurements to nearby vehicles, which contains the degree of correlation between TV and
cellular channels. When other vehicles arrive the same location, they can conduct spectrum
sensing, and make a decision on whether spectrum information update is necessary based
on the correlation between TV and cellular channels obtained from measurements sent by
former vehicles in the location. The results show that about 23% queries are reduced,
which is attractive to spectrum database deployment.
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2.1.4 Dynamic Spectrum Access in CR-VANETs
The sensing results should be utilized to correctly choose the spectrum band to access. This
can be done through different approaches, which can be categorized into PU protection
and QoS support, in terms of the target of the approaches.
Spectrum Access Approaches with PU Protection
In these approaches, vehicles access the spectrum with the goal of avoiding harmful inter-
ference to licensed system and PUs. In [87], a learning structure is proposed for channel
selection in CR-VANETs. PU channel usage is modeled as ”ON/OFF” pattern, where in
ON period, the channel usage follows ”busy/idle” pattern, and in OFF period, the PU
does not transmit. The authors claimed that an instant spectrum sensing is difficult to dif-
ferentiate OFF periods from idle periods, while longer sensing time reduces the utilization
of OFF periods. Based on the fact that samples of spectrum usage during the same time
slot of days at the same location keep high consistency, a channel selection is proposed
jointly considering the past channel selection experience and current channel conditions.
Stored channel profiles are used to select good channel candidates to sense and access,
avoiding wasting limited sensing time on other channels. In [88], some metrics for dynamic
channel selection are proposed and discussed. These metrics include: 1) channel data rate;
2) product of channel utilization and data rate; 3) product of expected OFF period and
data rate.
Spectrum Access with QoS support
QoS support is important for VANETs, such as the delay constraint for safety applica-
tions and bandwidth requirement of nonsafety applications. Therefore, QoS support is a
crucial consideration in dynamic spectrum access schemes. In [89], a dynamic spectrum
access scheme for vehicle-infrastructure uplink communication is proposed to minimize the
energy consumptions as well as guarantee the QoS. It is claimed that energy efficient com-
munication is important for VANETs to save energy and reduce greenhouse gas emission,
especially for the electric vehicles. A joint optimization algorithm is proposed to mini-
mize the energy consumption while maintain the throughput requirement with the delay
constraint of vehicular communications. In [47], a dynamic channel selection scheme is pro-
posed for vehicle clusters, involving dynamic access to shared-use channels, reservation of
exclusive-used channels, and control of cluster size. Shared-use channel, i.e., licensed chan-
nels, can be accessed by vehicles in an opportunistic manner, while exclusive-use channels
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are reserved for vehicle data transmission exclusively, such as DSRC spectrum. Channel
selection is modeled as an optimization problem under the constraints of QoS specifications
and PU protection, which is solved by constrained Markov decision process.
2.2 WiFi
As one of the most successful wireless access technologies, IEEE 802.11-based WiFi tech-
nologies provide cost-effective Internet access that can satisfy the communication require-
ments of most current wireless services and applications. Due to the high data rate,
low deployment complexity, and low price, WiFi infrastructure has been widely deployed
around the world and experienced tremendous growth in the recent years. Like many other
wireless technologies, since the first standard IEEE 802.11a-1999, WiFi technologies have e-
volved and integrated the latest technologies, in order to continue to improve the spectrum
utilization and network performance. In IEEE 802.11n-2009, single-user multiple-input
multiple-output antennas (SU-MIMO) is added to support a maximum data rate from 54
Mbps to 600 Mbps. In addition, frame aggregation is employed to reduce the protocol
overhead. IEEE 802.11ac-2013 further extends the features, including multi-user MIMO
(MU-MIMO), extending the channel bandwidth to 160 MHz, and high-density modulation
(up to 256-QAM). With these feature, IEEE-802.11ac based WiFi can support maximum
866 Mbps data rate. IEEE 802.11af and 802.11ah extend the WiFi spectrum bands to the
TV white spaces and sub 1G bands with cognitive radio technologies, so as to support
long-range and power saving applications such as machine-to-machine (M2M) communi-
cations. In IEEE 802.11p is designed on 5.9 GHz to support Intelligent Transportation
Systems (ITS) applications, such as toll collection, vehicle safety applications, and high-
speed Internet access. The most popular IEEE 802.11 amendments are shown in Table.
2.1.
Through WiFi, data originally targeted for cellular networks can be delivered, which
is referred to as WiFi oﬄoading of the mobile data. Hereafter, we use the term WiFi
oﬄoading to represent data transmission through WiFi networks. The advantages of WiFi
access are summarized in Table 2.2. These advantages make WiFi a cost-effective technol-
ogy to oﬄoad the cellular data traffic and alleviate the congestion of cellular networks. In
fact, WiFi is recognized as one of the primary cellular traffic oﬄoading technologies [90].
WiFi oﬄoading has been extensively studied for stationary or slow moving users1 [90–93].
It is shown that around 65% of the cellular traffic can be oﬄoaded by merely using the
1We refer to these users as non-vehicular users.
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Table 2.1: Main IEEE 802.11 amendments
Amendment Frequency
(GHz)
Bandwidth
(MHz)
Maximum
data rate
(Mbps)
Responsibility
a 5 20 54 Enable up to 54 Mbps data transmis-
sion in 5 GHz unlicensed band by utiliz-
ing orthogonal frequency division mul-
tiplexing (OFDM)
b 2.4 22 11 Enable up to 11 Mbps data transmis-
sion in 2.4 GHz unlicensed band by uti-
lizing Direct-sequence spread spectrum
(DSSS)
g 2.4 20 54 Enable up to 54 Mbps data transmis-
sion in 2.4 GHz unlicensed band by u-
tilizing OFDM
n 2.4/5 20/40 150 Utilize MIMO to support higher data
rates
ac 2.4/5 20/40/
80/160
866.7 Support MU-MIMO to further enhance
data rate
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most straightforward way of simply switching the IP connection from the cellular network
to WiFi when the WiFi connectivity is available (on-the-spot oﬄoading). In addition, sig-
nificant amount (above 80%) of data can be oﬄoaded by delaying the data application [91]
(delayed oﬄoading).
For moving vehicles, research works have demonstrated the feasibility of WiFi for out-
door Internet access at vehicular speeds [27,94]. The built-in WiFi radio or WiFi-enabled
mobile devices on board can access the Internet when vehicles are moving in the coverage
of WiFi hotspots, which is often referred to as the drive-thru Internet access [94]. This
kind of access solution is workable to offer a cost-effective data pipe for VUs [95], and with
the increasing deployment of the urban-scale WiFi network (e.g., Google WiFi in the city
of Mountain View), there would be a rapid growth in vehicular Internet connectivity. WiFi
oﬄoading in vehicular communication environments (or vehicular WiFi oﬄoading) refers
to delivering the data traffic generated by the vehicles or VUs through opportunistic WiFi
networks, i.e., the drive-thru Internet access. Natural questions arise that how much data
can be oﬄoaded through vehicular WiFi oﬄoading; how to improve the oﬄoading perfor-
mance, i.e., to oﬄoad more cellular traffic and guarantee the QoS of VUs simultaneously?
Due to high dynamics of vehicular communication environments, the effectiveness of WiFi
oﬄoading for VUs requires careful studies. The overview of vehicular WiFi oﬄoading is
shown in Fig. 2.5. We elaborate the unique features and challenges of vehicular WiFi
oﬄoading from the following three aspects.
Drive-thru Internet access: Mobility plays a both challenging and distinguishing
role in vehicular WiFi oﬄoading. During one drive-thru, i.e., the vehicle passing the
coverage area of one WiFi AP, VUs can only obtain a relatively small data volume due to
the short connection time with the WiFi AP; VUs may experience multiple drive-thrus in a
short time period due to high mobility. This short and intermittent connectivity has great
impacts on oﬄoading schemes, such as WiFi oﬄoading potential prediction and network
selection (cellular/WiFi), which are discussed later. Fluctuating channels may lead to high
and bursty losses, resulting in disruptions to connectivity. Thus, proper handoff schemes
and transport protocols are needed to reduce the disruptions and adapt to the wireless
losses.
Cellular operators: To ease congestion of cellular networks, cellular operators may
adopt certain commercial strategies to encourage data oﬄoading, such as stimulating VUs
to transmit their data through WiFi networks. Thus, incentive models, such as variable
service prices or reward mechanisms, should be investigated. Moreover, cellular operators
may deploy their own commercial or non-commercial WiFi networks to oﬄoad mobile data,
e.g., the WiFi hotspots operated by AT&T [98]. How to determine the WiFi deployment
strategy to attain optimal oﬄoading performance is another research challenge.
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Table 2.2: The advantages of WiFi access.
Advantage Description
Widely deployed Infrastructure WiFi hotspots are widely deployed in many urban areas. It
is shown that WiFi access is available 53% of the time while
walking around popular sites in some large cities [96].
Low cost WiFi access is often free of charge or inexpensive. For ex-
ample, KT Corporation in South Korea offers WiFi services
with $ 10 a month for unlimited data usage [97].
High availability of user devices Most of current mobile devices, such as smart phones, tablet-
s, and laptops are equipped with WiFi interfaces.
Efficient data transmission Currently WiFi technologies (IEEE 802.11 b/g) can provide
data rates of up to 54 Mbps. There are new technologies
under development or test, e.g., IEEE 802.11 ac/ad, which
can provide data transfer at several Gbps.
Vehicular users: As the mobility pattern of vehicles can be predicted from the mobil-
ity model, historic drive information, and driver preferences, the WiFi oﬄoading potential,
i.e., data volume oﬄoaded in the future, can be predicted. Based on the prediction and
the knowledge of usage cost of cellular and WiFi services, and the QoS requirements, it is
possible for VUs to determine when to use WiFi or cellular networks upon a service request
emerging, in order to get a good trade-off between the cost and satisfaction level in terms
of delay. It is a challenging task to understand the cost-effectiveness of WiFi oﬄoading
from the VUs’ perspective.
In this section, we focus on the problem of WiFi oﬄoading in vehicular environment.
We discuss the challenges and identify the research issues related to drive-thru Internet
as well as vehicular WiFi oﬄoading. Moreover, we review the state-of-the-art solutions,
providing rapid access to research results scattered over many papers.
2.2.1 Drive-thru Internet Access
Drive-thru Internet refers to the Internet connectivity provided by roadside WiFi APs for
moving vehicles within the coverage area. The performance of such a drive-thru access net-
work is different from that of a normal WiFi network which only serves non-vehicular users.
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Figure 2.5: WiFi oﬄoading in vehicular communication environments.
The reasons are three-fold. Firstly, high vehicle mobility results in a very short connection
time to the WiFi AP, e.g., only several to tens of seconds, which greatly limits the volume
of data transferred in one connection time. Moreover, the time spent in WiFi association,
authentication, and IP configuration before data transfer cannot be negligible consider-
ing the short connection time. Secondly, communications in vehicular environments suffer
from the high packet loss rate due to the channel fading and shadowing [50]. Thirdly, the
stock WiFi protocol stack is not a specific design for high mobility environments.
Vehicular WiFi oﬄoading mostly relies on the drive-thru Internet access opportunities,
provided by open or planed WiFi networks. Therefore, we first review the recent experi-
mental and theoretical studies on drive-thru Internet. After that, we discuss the vehicular
WiFi oﬄoading, including the challenges, research issues, and existing and potential solu-
tions.
In the literature, research works of drive-thru Internet mainly focus on performance
measurements and network protocol design. Therefore, we also elaborate our discussion
on drive-thru Internet from the these two aspects.
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Table 2.3: Drive-thru Internet performance measurements - configuration.
Scenario WiFi AP deployment Antenna
[94] Highway 802.11b Planned External/VU
[99] Highway 802.11g Planned 8 dBi/AP; 5dBi/VU
[49] Traffic free road 802.11b Planned N/A
[1] Highway 802.11a/b/g Planned 7 dBi/AP
[27] Urban 802.11b Unplanned 5.5 dBi/VU
[50] Urban 802.11b/g Unplanned 3 dBi/VU
N/A: not applicable.
Characteristics and Performance
To characterize and evaluate the performance of the drive-thru Internet, several real-world
measurements have been done based on diverse test bed experiments. The configurations
and key results are summarized in Tables 2.3 and 2.4.
In [94] and [99], the drive-thru Internet is evaluated in a planned scenario where two
APs are deployed closely along a highway, using IEEE 802.11b and 802.11g, respectively.
The performances of User Datagram Protocol (UDP) and Transmission Control Protocol
(TCP) at different speeds (80, 120, and 180 km/h) and scenarios (AP to vehicle, vehicle
to AP) are evaluated. A very important characteristic observed is that the drive-thru
Internet has a three-phase feature, i.e., entry, production, and exit phases. In the entry and
exit phases, due to the weak signal, connection establishment delay, rate overestimation,
etc., the performance is not as good as when in production phase. In [49], a similar
test is conducted on a traffic free road which indicates an interference-free communication
environment. It is shown that in such an environment, the performance of the drive-thru
Internet suffers most from the backhaul network or application related issues rather than
the wireless link problems. For example, with a 1 Mbps bandwidth limitation of backhaul
network, the TCP bulk data transferred within a drive-thru reduces from 92 MB to 25 MB.
In addition, a backhaul with 100 ms one-way delay greatly degrades the performance of
web services due to the time penalty of HTTP requests and responses. The problems that
may cause the performance degradation of the drive-thru Internet are thoroughly discussed
in [1].
In [27] and [50], large-scale experimental evaluations of the drive-thru Internet with
multiple vehicles in urban scenarios have been conducted. Both of the data sets are col-
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Table 2.4: Drive-thru Internet performance measurements - results.
Connection
establish-
ment time
Connection
time
Inter-
connection
time
Max rate
Data transfer in once
drive-thru
[94] Max 2.5 s 9 s @ 80 N/A
TCP: 4.5 Mbp-
s
TCP: 6 MB @ 80
5 MB @ 120
1.5 MB @ 180
UDP: 5 Mbps UDP: 8.8 MB @ 80
7.8 MB @ 120
2.7 MB @ 180
[99] N/A N/A N/A 15 Mbps Max 110 MB
[49] 8 s 217 s @ 8 N/A
TCP: 5.5 Mbp-
s
92 MB @ 8
13.7 s @ 120
UDP: 3.5
Mbps
6.5 MB @ 120
[1] Mean 13.1 s 58 s N/A TCP: 27 Mbps Median 32 MB
[27] 366 ms 13 s Mean 75 s 30 KBytes/s Median 216 KB
[50] 8 s N/A Median 32 s 86 Kbps; Median 32 MB
Mean 126 s
@ α: at α km/h; N/A: not applicable.
lected from the city of Boston with in situ open WiFi APs. [27] focuses on the TCP upload
performance, and shows that with fixed 1 Mbps MAC bit rate, the drive-thru Internet is
able to provide an (median) upload throughput of 30 KBytes/s, and the median volume of
uploading data in once drive-thru is 216 KB. The average connection and inter-connection
time are 13 seconds and 75 seconds, respectively. This demonstrates that although vehicles
have short connection time with WiFi APs, they can experience drive-thru access oppor-
tunities more frequently, compared with low-mobility scenarios (median connection and
inter-connection time 7.4 minutes and 10.5 minutes, respectively [91]). The experiment
in [50] shows a 86 kbps long-term average data transfer rate averaged over both connection
and inter-connection periods. Moreover, two mechanisms to improve the performance are
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proposed, namely Quick WiFi and CTP, to reduce the connection establishment time and
deal with the negative impact of packet loss on transportation layer protocols, respectively.
Network Protocol
To improve the performance of the drive-thru Internet, new protocols or modification in
existing protocols should be developed. The efforts in the literature include: i) reducing
connection establishment time [50]; ii) improving transport protocols to deal with the
intermittent connectivity and wireless losses [50]; iii) enhancing MAC protocols for high
mobility scenarios [51]; and iv) MAC rate selection schemes [50] and [1].
The AP connection time is typically only seconds to tens of seconds in drive-thru
scenarios, and in fact not every second can be used for data transfer. It takes some
time to conduct AP association, authentication, IP configuration, etc., before Internet
connectivity is available. We call this time as connection establishment time. It is helpful
if this time duration can be reduced as much as possible. In [50], a mechanism named Quick
WiFi is proposed to reduce the connection establishment time and improve data transfer
performance. The main idea of Quick WiFi is to incorporate all processes related to
connection establishment into one process, to reduce the timeouts of related processes, and
to exploit parallelism as much as possible. It is shown that the connection establishment
time can be reduced to less than 400 ms. If the WiFi network is deployed and managed
by one operator, a simple yet effective method is presented in [100], in which vehicles are
allowed to retain their IP address among different associations, and thus the authentication
and IP configuration are carried out only once.
To deal with the high and bursty non-congestion wireless losses in vehicular commu-
nication environments, a transport protocol called Cabernet transport protocol (CTP) is
proposed in [50]. In CTP, a network-independent identifier is used by both the host and
the vehicle user, allowing seamless migration among APs. Large send and receive buffers
are also utilized to counter the outages (i.e., the vehicle is out of range of any WiFi AP).
More importantly, CTP can distinguish wireless losses from congestion losses, by period-
ically sending probe packets. Through an experimental evaluation, CTP is demonstrated
to achieve twice the throughput of TCP.
The IEEE 802.11 MAC protocols are designed for low-mobility scenarios, and thus
require modifications and redesigns for the drive-thru Internet. [51] theoretically studies
the performance of IEEE 802.11 distributed coordination function (DCF) of the large-
scale drive-thru Internet base on a Markov chain model, and provides some guidelines to
enhance the MAC throughput. The impact of vehicle mobility and network size (i.e., vehicle
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Table 2.5: Modified MAC bit rate selection scheme in [1].
Parameter Original [101] New Value
Probe Packet 10% 40%
Sample Window 10 s 1 s
Decision Interval Every 1000 ms Every 100 ms
traffic density) on the MAC throughput is also discussed. The key observation is that the
normal operations of DCF result in a performance anomaly phenomenon, i.e., the system
performance is deteriorated by the users with the minimum transmission rate. Based on
this observation and the analytical model, a contention window optimization is proposed,
which is adaptive to variations of transmission rates, vehicle velocity, and network size.
The MAC rate selection is discussed in [50] and [1]. In [50], a fixed 11 Mbps IEEE 802.11b
bit rate is selected for the drive-thru upload scenario based on the following observations:
i) the loss rates for IEEE 802.11b bit rates (1, 2, 5.5, 11 Mbps) are similar; and ii) the
IEEE 802.11g bit rates, though may be higher (up to 54 Mbps), all suffer from high loss
rate (about 80%). In [1], it is observed that the original bit rate selection algorithm is
not responsive enough to the vehicular communication environments, and higher rates are
rarely selected. By a simple modification shown in Table 2.5, 75% improvement of TCP
goodput can be achieved. However, an optimal MAC bit rate selection scheme which is
suitable for the drive-thru Internet is still missing, and will be a challenging research task
for future work.
2.2.2 Vehicular WiFi oﬄoading
The roadside WiFi network and vehicles with high mobility constitute a practical solution
to oﬄoad cellular data traffic, namely, vehicular WiFi oﬄoading. The research issues main-
ly focus on strategies to improve the oﬄoading performance, especially for non-interactive
applications which can tolerate certain delays.
WiFi oﬄoading schemes for non-vehicular users often focus on the availability and of-
floading performance of the current and next forthcoming AP, since the user is expected
to have a relatively stable connection with one AP. This, however, does not apply to ve-
hicular communication environments. Since VUs may meet multiple APs with different
quality of connections within a short time period, oﬄoading schemes should incorporate the
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prediction of WiFi availability to better exploit multiple data transfer opportunities. Char-
acteristics of data application, e.g., delay requirement, would have considerable impacts on
oﬄoading schemes. For example, non-interactive applications, such as email attachments,
bulk data transfer, and regular sensing data upload, are often throughput-sensitive, where-
as the delay requirements are not very stringent generally. For such applications, a good
oﬄoading scheme is to use WiFi as much as possible while guaranteeing that the delay
requirement is not violated. On the other hand, interactive applications, such as VoIP and
video streaming, are typically delay-sensitive. It is more challenging to design oﬄoading
schemes for such applications. We review the literature on vehicular WiFi oﬄoading as
follows.
There have been several vehicular oﬄoading schemes proposed in the literature [102–
104]. In [102], an oﬄoading scheme called Wiﬄer is proposed to determine whether to
defer applications for the WiFi connectivity instead of using cellular networks right away.
Wiﬄer incorporates the prediction of the WiFi throughput potential on vehicles’ route
and considers delay requirements of different types of applications. An experiment is
first conducted to study the availability and performance characteristics of WiFi and 3G
networks, and shows that at more than half of the locations in the target city, at least
20% of 3G traffic can be oﬄoaded through drive-thru WiFi networks, although the WiFi
temporal availability is low (12% of the time) due to the vehicle mobility. Wiﬄer enables
the delayed oﬄoading and fast switching to 3G for delay-sensitive applications. The delay
tolerance of data applications is determined according to VUs’ preference or inferred from
the application port information or binary names. The effective WiFi throughput, i.e.,
the volume of datahandled through WiFi APs before the delay period is expired, can be
predicted by estimating the number of encountered APs. For the bursty AP encounters,
the prediction is done assuming the inter-contact time durations in the future are the same
as the history average. Using such a prediction, the traffic is oﬄoaded to WiFi networks
when W > S · c, where W is the predicted effective WiFi throughput, S is the data size
required to be transferred within the delay, and c is called conservative quotient to control
the tradeoff between the oﬄoading effectiveness and the application completion time. For
delay-sensitive applications, a fast switching to 3G is used when the WiFi link-layer fails
to deliver a packet within a predefined time threshold.
Motivated by the observation that the mobility and connectivity of vehicles can be well
predicted, a prefetching mechanism is proposed in [103], in which APs along the predicted
vehicle route cache the contents and deliver them to vehicles when possible. This benefits
the WiFi oﬄoading since the vehicle-to-AP bandwidth is often higher than the backhaul
bandwidth, and vehicle-to-AP transmissions can use specialized transport protocols which
are less sensitive to wireless losses than TCP (e.g., CTP which is discussed in Section 2.2.1).
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The prefetching is based on the mobility prediction model, and to deal with the impact
of prediction errors, the data is allowed to be redundantly prefetched by subsequent APs.
However, as the WiFi backhaul capability has been greatly enhanced in recent years, the
advantage of the prefetching solution might be reduced.
In [104], a vehicular WiFi oﬄoading scheme is proposed from a transport layer per-
spective. A protocol called oSCTP is proposed to oﬄoad the 3G traffic via WiFi networks
and maximize the user’s benefit. The philosophy of oSCTP is to use WiFi and 3G in-
terfaces simultaneously if necessary, and schedule packets transmitted in each interface
every schedule interval. By modeling user utility and cost both as a function of the 3G
and WiFi network usage, the user’s benefit, i.e., the difference between the utility and the
cost, is maximized through an optimization problem. The experimental evaluation shows
a 63% to 81% oﬄoaded traffic by using oSCTP, validating the effectiveness of the proposed
oﬄoading scheme.
It has been shown that merely using in situ WiFi APs cannot provide any performance
guarantee of the drive-thru Internet. To achieve a satisfied and stable oﬄoading perfor-
mance, new and planned WiFi deployment has to be considered and in fact is already an
ongoing effort. Since it is cost prohibitive to provide a ubiquitous WiFi coverage, how to
deploy a set of WiFi APs to provide a better WiFi availability for vehicles has received
many research attentions. For example, WiFi deployment strategies in vehicular commu-
nication environments are studied in [105]. A notion call alpha coverage is introduced,
which guarantees the worse-case interconnection gap, defined as the distance or expected
delay between two successive AP contacts experienced by moving vehicles on the road.
The metric α is defined in the following way: a WiFi deployment that provides α-Coverage
guarantees that there is at least one AP on any path which is of length at least α. Using
such a metric to evaluate the AP deployment is reasonable. First, the delay in vehicular
WiFi access is usually caused by intermittent connectivities; and second, with such a de-
lay bound, the WiFi oﬄoading potential can be well predicted given the connection time
and throughput statistics of one AP connection. As discussed above, predictions of WiFi
availability play a vital role in the design of oﬄoading schemes, since such knowledge can
facilitate to determine whether and how much to defer applications. Algorithms to achieve
budgeted alpha coverage, that is, to find a set of bounded number of APs to provide the
alpha coverage with minimum α, are also proposed and evaluated. The limitation of [105]
is that the AP deployment is sparse so that the AP coverage radius is negligible compared
to the distance between neighboring APs. This is not the case for urban scenarios where
a cluster of APs may cover a dense area seamlessly. Optimizing the WiFi deployment for
urban scenarios with diverse vehicle densities is a demanding task.
In summary, the drive-thru Internet has been experimentally evaluated, and several
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WiFi oﬄoading schemes for VUs have been proposed in the literature to improve the
oﬄoading performance. However, there is no related work that can theoretically answer
the following questions: 1) how much can WiFi oﬄoad in vehicular environment; 2) if the
VUs can tolerate certain delay, what is the relation between the oﬄoading performance and
the delay tolerance. A theoretical analysis of the performance of vehicular WiFi oﬄoading
is of great importance for the following reasons. First, oﬄoading performance of scenarios
with different AP deployment and vehicle mobility model can be theoretically analyzed,
without the time consuming simulation or even complicated and pricey field test. Second, it
can provide network operators with some guidance on WiFi deployment (e.g., the density of
WiFi APs), pricing strategies, and incentive mechanisms. Finally, for VUs, the theoretical
relation between oﬄoading effectiveness (how much Internet access cost can be saved) and
average service delay (how much service degradation the user is willing to tolerate) can
provide guidelines for effectively and efficiently making oﬄoading decisions.
2.3 Device-to-Device Communication
To address the intensive mobile data crunch, device-to-device (D2D) communication tech-
nology has been proposed as a promising paradigm as a part of next-generation cellular
technologies. The basic tenet of D2D communications is that mobile users in proximity can
communicate directly with each other on the cellular spectrum (or other spectrum bands)
without traversing the base station (BS) or the cellular backhaul networks, as shown in Fig.
2.6. By utilizing the proximity of mobile users and direct data transmission, D2D commu-
nications can increase spectral efficiency and throughput, improve overall throughput and
performance, improve energy efficiency, and reduce communication delay for mobile user-
s [54]. Due to the advantages of D2D communications technology, it is suitable for many
use cases, and can enable novel location-based and peer-to-peer applications and services.
In [39], the applications and use cases of D2D communication are summarized, includ-
ing peer-to-peer communication, content dissemination, multicasting, cellular oﬄoading,
machine-to-machine communication, and so forth.
A common taxonomy about D2D communications can be found in the literature [39,55].
In terms of spectrum bands employed, D2D communication can be divided into two cate-
gories, i.e., inband D2D communications and outband D2D communications. In the former,
D2D communications employ the same spectrum bands of the cellular transmissions, while
in the latter, other spectrum bands (WiFi, Blue-tooth) are utilized for data transmission
to avoid interference to the cellular network. Note that in outband D2D communications,
the cellular BS can still has a certain level of control over the D2D communications in
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Figure 2.6: D2D communications in a cellular network.
processes such as neighbor discovery, connections setup, etc., leading to a controlled D2D
mode. Otherwise, the D2D communications work in an autonomous mode. Inband D2D
communications can be further divided into two categories according to the resource reuse
pattern. If dedicated resources are allocated to D2D communications for exclusive use,
overlay D2D communications are employed, and if D2D communications and conventional
cellular transmissions reuse the same resources, it is called underlay D2D communications.
In the literature, inband underlay D2D communications attract the most attention since
underlay mode can achieve a higher spectrum efficiency.
D2D communication is well studied in the literature, and thus in this section we survey
the literature, and discuss the research issues and existing solutions in D2D communication.
In [106], D2D communication was first proposed to enable multi-hop communication in the
cellular network. The applications and use cases of D2D communication are summarized
in [39], including video dissemination, machine-to-machine communication, multicasting,
cellular oﬄoading, etc. Although D2D communication may be similar to Ad hoc networks
and CRN, the main difference is D2D communication often involves the cellular network
in the control panel. In terms of the spectrum resources used, D2D communication can
be categorized into inband underlay D2D where D2D and cellular communication share
the same spectrum resource [107], inband overlay D2D where part of cellular resources are
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dedicated to D2D communications [108], and outband D2D where D2D communication is
carried out over ISM spectrum [109]. Among the three, inband underlay D2D is studied
by the majority of the literature. It is more spectral efficient than inband overlay D2D
since the spectrum resources are reused. On the other hand, inband D2D can provide
guaranteed QoS where outband D2D normally cannot due to the uncontrolled nature of
the unlicensed spectrum. In the following, we focus on the literature survey of inband
underlay D2D communication.
2.3.1 Spectrum Efficiency
Using inband underlay D2D communications, the cellular spectrum efficiency can be in-
creased by exploiting spatial diversity. To achieve this, a series of issues should be ad-
dressed, such as interference management, mode selection, resource allocation, etc.
In [56], the authors propose to use the cellular uplink for D2D communications. Re-
ceived downlink signal power is used for D2D users to determine their pathloss to the
cellular base station. Then based on the pathloss, D2D users will adjust their transmit
power so that they can communication directly with each other during the uplink frame
without causing much interference to the base station. In [107], the mutual interference
between cellular and D2D subsystem is addressed when cellular uplink resource is reused
for D2D transmissions. Specifically, two interference avoidance mechanisms are proposed
to address D2D-cellular and cellular-D2D interference, namely tolerable interference broad-
casting approach and interference tracing approach, respectively. In tolerable interference
broadcasting approach, the cellular BS calculates and updates the tolerable D2D interfer-
ence level of each resource unit and broadcasts the table that contains such information.
Upon receiving the table, each D2D user equipments (UEs) can calculate the expected
interference due to the pathloss to BS and the transmit power. The D2D UEs will prefer
to use the resource unit where the expected interference is much lower than tolerable D2D
interference level. In interference tracing approach, D2D UEs measure the interference
caused by cellular UEs in a certain period and record the average interference. This in-
formation is utilized by D2D UEs when choosing communication resource unit to avoid
harmful interference from cellular UEs.
In [110], the authors formulate the interference relationships between D2D and cellu-
lar links by an interference-aware graph, and propose a near optimal resource allocation
algorithm accordingly to obtain the resource assignment solutions at the BS with low com-
putation complexity. In the interference-aware graph, each vertex represents a cellular or
D2D link, and each edge has a weight indicating the potential mutual interference between
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the two vertices. Simulation results show that the proposed algorithm can achieve the sum
rate close to the optimal resource sharing scheme. In [111], a network-assisted method is
proposed to intelligently manage resources of devices. Resource units and power are jointly
allocated to guarantee the signal quality of all users. In [112], the cellular BS monitors the
common control channel and broadcasts the allocated resources. Based on the information,
D2D users perform radio resource management to avoid interference to cellular UEs.
2.3.2 Power Efficiency
Power efficiency is very crucial in wireless networks because a higher power efficiency can
reduce the power consumption of mobile devices, improve the battery lifetime, and reduce
the greenhouse gas emission. Power efficiency enhancement is also a very interesting topic
in D2D underlaying cellular networks. In [113], a power optimization scheme with joint
resource allocation and mode selection is proposed for OFDMA system with D2D com-
munication integrated. The proposed heuristic algorithm first adopts existing subcarrier
allocation and adaptive modulation to allocate subcarriers and bits, and then selects trans-
mission mode for each D2D pair, where if the required transmit power of D2D transmission
is higher than a certain threshold, cellular mode is employed to avoid harmful interference.
Through simulation, it is shown that 20% power can be saved compared to the traditional
OFDMA system without D2D communication.
In [114], a power-efficient mode selection and power allocation scheme are proposed
for D2D underlaying cellular networks. First, the optimal power to achieve the maximum
power efficiency for all possible modes of each device is calculated by utilizing the concavity
of the upper- and lower-bound of power efficiency. Then, the transmission mode sequence
is selected by exhaustive search to achieve the maximal power efficiency. The authors
show that the proposed joint power allocation and mode selection scheme can perform
close to the upper bound in terms of power efficiency. In [115], a joint mode selection,
scheduling and power control task for D2D underlaying cellular networks is formulated as
an optimization problem and solved. A centralized optimal framework is proposed with
the assumption of the availability of a central entity. Then, a sub-optimal distributed with
low computational complexity is developed. Via the simulation, the authors show that the
proposed method can achieve significant gain of power efficiency over traditional cellular
network when the D2D communication distance is no longer than 150 meters.
37
2.3.3 D2D Communication for VANETs
Due to the advantages of the D2D technology, it is suitable for many vehicular use cases,
and can enable novel location-based and peer-to-peer applications and services. For ex-
ample, considering the huge number of connected smart cars (90% new cars in 2020), the
update of smart cars software can put a significant burden on the cellular network, and cost
a lot of money of car manufacturers and car owners. Thus, the software update package can
be first downloaded by chosen vehicles, and exchanged among other vehicles by vehicular
D2D (V-D2D) communications. In the process, the cellular network can apply efficient
algorithms to choose downloading vehicles, assist pair devices to reduce delay, and allocate
resources (sub-carriers) to mitigate interference, satisfy different QoS requirements, and
optimize the performance. In this way, most of the traffic can be oﬄoaded to local V-D2D
transmissions, and thus much cellular bandwidth and money can be saved. Moreover, due
to the loose delay requirement of software update, the vehicular delay tolerant network
(VDTN) can be employed where the package can be disseminated in a store-carry-and-
forward manner, which can further oﬄoad the cellular network and save the cost. Another
type of data service is gaming and video/audio streaming among vehicular users, such as
in the vehicular proximity social network [116]. Normally, these services are supported
by DSRC or WiFi-direct communication, which may not satisfy the requirements due to
the collisions and long device paring time. With V-D2D communication, such services
can be better sustained due to cellular-controlled connection setup with shorter delay, and
resource (sub-carrier) allocation which can support varied rates.
There are several research works that investigate the issues of applying D2D communi-
cations in VANETs. In [117], Cheng et al. studied the feasibility of D2D communication
for the intelligent transportation systems (ITS), considering the spatial distribution of
vehicles, and the channel characteristics given the high mobility of vehicles. Through a
simulation study, it is observed that the D2D-underlay mode achieves the highest spectrum
efficiency, and the data rate increases with the decrease of D2D distance. In addition, the
average spectrum efficiency first increases, then decreases with the increase of V-D2D link
density, due to that when V-D2D link density is high, the interference becomes severer.
In [118], Sun et al. proposed a spectrum resource allocation scheme for both cellular user
equipments (CUEs) and vehicular UEs, in order to maximize the CUEs’ sum rate while
guarantee the strict delay and reliability requirements of VUEs’ services. In [119], Ren
et al. proposed a joint channel selection and power control framework to achieve opti-
mal performance of V-D2D system, where a series simplifications are made to reduce the
requirement of full channel state information (CSI).
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2.4 Summary
This chapter has surveyed the existing literature for the enabling technologies, CR, WiFi,
and D2D communication for opportunistic spectrum utilization. By focusing on the related
works on VANETs, we aim to reach a better understanding of the lack and weakness in
the current study of this area, and motivate our own contributions.
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Chapter 3
Opportunistic Spectrum Utilization
for CR-VANETs
In this chapter, we investigate the opportunistic spectrum access for cognitive radio vehicu-
lar ad hoc networks (CR-VANETs). The probability distribution of the channel availability
is first derived by means of a finite-state continuous-time Markov chain (CTMC), jointly
considering the mobility of vehicles, and the spatial distribution and the temporal chan-
nel usage pattern of primary transmitters. Utilizing the channel availability statistics, we
propose a game theoretic spectrum access scheme for vehicles to opportunistically access
licensed channels in a distributed manner. Specifically, the spectrum access process is mod-
eled as a non-cooperative congestion game. The existence of Nash equilibrium is proved
and its efficiency is analyzed when employing uniform medium access control (MAC) proto-
col and slotted ALOHA, respectively. Furthermore, a spectrum access algorithm is devised
to achieve a pure Nash equilibrium with high efficiency and fairness. Simulation result-
s validate our analysis and demonstrate that the proposed spectrum access scheme can
achieve higher utility and fairness, compared with a random access scheme.
3.1 Introduction
Cognitive radio is a promising approach to deal with the spectrum scarcity, which enables
unlicensed users to opportunistically exploit the spectrum owned by licensed users [59,60].
With CR technology, VANETs have been coined as CR-VANETs, whereby vehicles can
opportunistically access additional licensed spectrum owned by other systems, such as
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digital television (DTV) and 3G/4G cellular networks. Considering the highly dynamic
mobility, vehicles are expected to exploit more spatial and temporal spectrum opportunities
along the road than stationary SUs.
The opportunistic spectrum access for CRNs has been extensively studied [42–44].
However, the results may not be directly applied to CR-VANETs due to the distinctive
features of VANETs. The common assumption in the the study of CRNs is that SUs
are stationary and thus the spectrum opportunity is only affected by the spectrum usage
patterns of the primary network. However, due to the mobility of vehicles, the spectrum
opportunity may vary temporally and spatially, making the opportunistic spectrum access
problem more challenging in CR-VANETs. On the other hand, the unique mobility features
of vehicles can facilitate the spectrum access if used properly. Since the vehicles move along
the roads, and the speeds of vehicles can usually be modeled accurately, the spectrum
opportunities for moving vehicles can be tractable. With the assistance of GPS system
and digital maps, the spectrum access can be scheduled in advance, in order that the
optimal spectrum bands are selected, and the number of switches among selected channels
is minimized.
In this chapter, we investigate the efficient utilization of licensed spectrum bands for
VANETs using cognitive radio. We first study the channel availability for CR-VANETs in
urban scenarios, taking the mobility pattern of vehicles into consideration. Exploiting the
statistics of the channel availability, a distributed opportunistic spectrum access scheme
based on a non-cooperative congestion game is proposed for vehicles to exploit spatial and
temporal access opportunities of the licensed spectrum. Specifically, we consider a grid-
like urban street pattern to model the downtown area of a city. Vehicles equipped with a
cognitive radio, moving in the grid, opportunistically access the spectrum of the primary
network. The probability distribution of the channel availability is obtained by means of
a continuous-time Markov chain (CTMC). Then, we employ a non-cooperative congestion
game to solve the problem of vehicles accessing multiple channels with different channel
availabilities. We prove the existence of the pure Nash equilibrium (NE) and analyze the
efficiency of different NEs, when applying uniform MAC and slotted ALOHA, respectively.
A distributed spectrum access algorithm is then developed for vehicles to choose an access
channel in a distributed manner, so that a pure NE with high efficiency and fairness is
achieved. Finally, simulation results validate our analysis and demonstrate that, with the
proposed spectrum access scheme, vehicles can achieve higher utility and fairness compared
with the random access.
Our contributions are mainly three-fold. First, this work studies the channel availabil-
ity for CR-VANETs in urban scenarios, which is crucial for devising an efficient spectrum
access scheme. Second, based on the statistics of channel availability, a distributed spec-
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Table 3.1: The useful notations for Chapter 3
Symbol Description
K The set of licensed channels in the network, |K| = K
λidle,i, λbusy,i Parameter of distribution of PTs’ usage pattern of channel i
LPH,i, LPV,i The horizontal and vertical distance between neighboring PTs on chan-
nel i
LH , LV The horizontal and vertical length of the road segments
Ri The approximate transmission range of PTs on channel i
v Vehicle speed
Tin,i, Tout,i Time duration in which vehicle remains within/outside the coverage of
PTs on channel i
Ψi Effective channel availability (ECA) of channel i
C Set of available channels in the spectrum access game, C ∈ K, |C| = C
N Set of vehicles participating in the game, |N | = N
Rv The transmission range of the vehicle
ρv The vehicle density on the road
U ij The utility vehicle j obtains by choosing channel i
r(n) Resource allocation function. It corresponds to specific MAC scheme
n(S) Congestion vector corresponding to strategy profile S
ES Efficiency of strategy profile S
F Fairness index among vehicles
Φ Channel diversity
trum access scheme is proposed in CR-VANETs from a game theoretic perspective, and
the existence of pure NE is proved. Third, a spectrum access algorithm is introduced to
achieve a pure NE with high efficiency and fairness. As the automotive industry gears for
supporting high-bandwidth applications, with our proposed scheme applied, the QoS of
VANETs applications can be improved by efficiently utilizing the spectrum resource of the
licensed band.
The remainder of the chapter is organized as follows. The detailed description of the
system model is provided in Section 3.2. In Section 3.3, channel availability is analyzed
for CR-VANETs in urban scenarios. A spectrum access scheme based on game theory is
presented in Section 3.4. Simulation results are given in Section 3.5. Section 3.6 concludes
the chapter.
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Figure 3.1: Regularly distributed PTs on channel i.
3.2 System Model
In urban scenarios of CR-VANETs, the transmitters of the primary network are referred
to as primary transmitters (PTs), such as TV broadcasters and cellular base stations.
As SUs, vehicles equipped with a cognitive radio can opportunistically access the licensed
spectrum. There is a non-empty set K of licensed channels that can be accessed by vehicles
opportunistically. The channel usage behavior of primary users and vehicle mobility lead
to intermittent channel availability for vehicles. The spectrum opportunity is characterized
by the channel availability experienced by a vehicle, which is defined as the lengths of time
duration in which the channel is available or unavailable for that vehicle. The availability
of channel i, i ∈ K, for a vehicle is determined by the spatial distribution and the temporal
channel usage pattern of PTs that operate on channel i, as well as the mobility of the
vehicle. A summary of the mathematical notations used in this paper is given in Table 3.1.
3.2.1 Urban Street Pattern
A grid-like street layout is considered for analyzing CR-VANETs in urban environments,
like the downtown area of many cities, such as Houston and Portland [120]. The network
geometry comprises of a set of horizontal roads intersected with another set of vertical
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roads. As shown in Fig. 3.1, each line segment represents a road segment (the road section
between any two neighboring intersections) with bi-directional vehicle traffic. In addition,
all the horizontal segments have the same length LH , and all the vertical segments have
the same length LV , leading to equal-sized street blocks of LH ×LV . For example, LH and
LV are generally from 80 m to 200 m for the downtown area of Toronto [121].
3.2.2 Spatial Distribution of PTs
We consider that PTs operating on a generic channel i are regularly distributed in the grid,
as shown in Fig. 3.1. The distance between any two neighboring PTs in the horizontal
direction and vertical direction is denoted by LPH,i and LPV,i, respectively. Denote by Ri
the transmission range of PTs on channel i. The coverage area of the PT is approximated
by a square area with side length 2Ri, where Ri < min(LPH,i, LPV,i) to avoid overlapping
of different coverage regions of PTs. The non-overlapping feature of PT coverage areas
is common in practice. For example, in the modern cellular system, frequency reuse is
employed to reduce inter-cell interference. Therefore, for a give channel, the coverage
is only κ of the area, where κ is the frequency reuse factor. The approximate coverage
area is larger than the real coverage area to protect the primary transmission. A similar
approximation of the PT coverage area can be found in [122].
3.2.3 Temporal Channel Usage Pattern of PTs
The temporal channel usage of PTs operating on a generic channel i is modeled as an
alternating busy (the PT is active in transmitting) and idle (the PT does not transmit)
process [123] [67]. During the transmission period of a PT, vehicles in the coverage area
of the PT are not permitted to use the same channel in order to avoid the interference to
the primary network. The length of busy/idle period is modeled as an exponential random
variable with parameters λbusy/λidle, i.e.,
Tbusy,i ∼ Exp(λbusy,i) and Tidle,i ∼ Exp(λidle,i),
where X ∼ Exp(λ) indicates that variable X follows an exponential distribution with
parameter λ. $idle,i =
λbusy,i
λidle,i+λbusy,i
and $busy,i = 1−$idle,i are the steady-state probabilities
that a PT on channel i is active and inactive, respectively.
44
3.2.4 Mobility Model
Vehicles move in the grid at a random and slowly changing speed v, where v ∈ [vmin, vmax].
The average value of v is denoted by v. At each intersection, vehicles randomly select a
direction to move on another road segment. Particularly, a vehicle chooses the direction of
north, south, east and west with probability Pn, Ps, Pe, and Pw, respectively, as shown in
Fig. 3.1. It holds that Pn + Ps + Pe + Pw = 1. Once the vehicle chooses a direction at an
intersection, it moves straight until it arrives at the next intersection.
3.3 Channel Availability Analysis
The statistics of channel availability can be utilized to design an efficient spectrum access
scheme to improve the QoS of SUs and the spectrum utilization. In this section, we analyze
the availability of channel i for vehicles in urban scenarios, jointly considering the spatial
distribution and the temporal channel usage pattern of PTs, and the mobility of vehicles.
It is assumed that PTs operating on the same channel belong to the same type of system
and have the same spatial distribution and temporal channel usage pattern. A similar
assumption can be seen in [124]. A continuous-time Markov chain that consists of three
states is employed. Denote by SIdle, SBusy, and SC the states of a vehicle in the coverage
of an idle PT, in the coverage of an active PT, and outside the coverage of any PT that
operates on channel i, respectively, as shown in Fig. 3.2. It can be seen that when the
vehicle moves along the street, the state transits to one another. Since the channel is
unavailable only when the vehicle is in SBusy, we can further merge SIdle and SC as one
state in which the channel is available for the vehicle, which is denoted by SA. The state
of the channel being unavailable is denoted by SU , which corresponds to the state SBusy.
Denote the time duration that a vehicle remains in SA and SU by TA,i and TU,i, respec-
tively. To obtain the channel availability, i.e., the probability distribution of TA,i and TU,i,
it is necessary to analyze the transition rates among the three states: SIdle, SBusy, and
SC . Denote by Tin,i and Tout,i the time durations in which the vehicle remains within the
coverage area of a PT and outside the coverage area of any PT on channel i, respectively.
Therefore, the transition rates are closely related to the probability distribution of Tin,i
and Tout,i. In the following, we focus on the analysis of these two time durations in urban
scenarios.
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Figure 3.2: The states of a vehicle w.r.t. the mobility.
3.3.1 Analysis of Tin in Urban Scenarios
To analyze Tin, we consider the case in which vehicles move within the coverage of a PT.
Denote by ΩR the coverage area of the PT. Recall that ΩR is a square with side length
NR,i. For ease of the analysis, let LV = LH = L, and LPH,i = LPV,i = LP,i. All lengths are
normalized by L, for example, NR,i = d2RiL e.
In order to analyze Tin, a two-dimensional discrete Markov chain is employed, as shown
in Fig. 3.3. We index all the intersections within ΩR, and let each intersection (b, k) be a s-
tate Cb,k. All these states form a Markov chain Cb,k = {C1,1, C1,2, . . . , C1,NR,i , C2,1, C2,2, . . . , CNR,i,NR,i}.
It is said that a vehicle is in state Cb,k if it is moving from intersection (b, k) to a neighbor-
ing intersection (b′, k′). When the vehicle arrives at intersection (b′, k′), the state transits
from Cb,k to Cb′,k′ . The states that lie on the boundary of ΩR are referred to absorbing
states which indicate that the vehicle moves out of the PT coverage area. Let QA be the
set of absorbing states. Denote by M the number of transitions it takes before the vehicle
leaves ΩR, i.e., transits to any state in QA. Tin can be approximated by M ∗ ∆t, where
∆t is the time that the vehicle moves through a road segment. To obtain the probability
distribution of Tin, we need to find the probability distribution of M . To this end, we first
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obtain the transition probabilities of Cb,k as follows:
P (Cb,k−1|Cb,k) = Pl
P (Cb,k+1|Cb,k) = Pr
P (Cb−1,k|Cb,k) = Pu Cb,k 6∈ QA
P (Cb+1,k|Cb,k) = Pd
P (other|Cb,k) = 0
(3.1)
{
P (Cb,k|Cb,k) = 1 Cb,k ∈ QA,
P (other|Cb,k) = 0
(3.2)
which infers that the transition matrix P is sparse. Denote by pi(m) the probability dis-
tribution of the states after m transitions. Specifically, pi(0) is the probability distribution
of the initial states. It holds that pi(m) = pi(0)Pm. At initial time t0, it is possible for
the vehicle to be in any state in ΩR except those in QA. Denote by QI the set of these
possible initial states. Then the cardinality of QI, denoted by CI , can be calculated by
CI = |QI| = (NR,i − 2)2. All possible initial states are considered to be with equal proba-
bility, and thus pi(0) can be obtained as follows:
pi
(0)
(b,k) =
{
pI =
1
CI
= 1
(NR,i−2)2 Cb,k ∈ QI
0 otherwise,
where pI is the probability of each possible initial state. The probability of the event that
M is no more than m is given by
Pr(M ≤ m) =
∑
Cb,k∈QA
pi(m).
Therefore, the probability mass function of M is
Pr(M = m) = Pr(M ≤ m)−Pr(M ≤ m− 1)
=
∑
Cb,k∈QA
pi(m) −
∑
Cb,k∈QA
pi(m−1). (3.3)
On the other hand, if all the states in QA are considered as one state SEnd and all other
states as another state SBegin, the two-dimensional Markov chain Cb,k can be reduced to
a two-state Markov chain {SBegin, SEnd}. The vehicle is in SBegin at the beginning. In
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Figure 3.3: Analysis of Tin: a two-dimensional Markov chain.
each transition, it either transits to SEnd with probability p0 or remains in SBegin with
probability 1− p0, where p0 is as follows:
p0 =
1
CI
∑
Cb,k∈QI
∑
Cb′,k′∈QA
P (Cb′,k′|Cb,k).
The vehicle does not stop moving until the state transits to SEnd. Thus, the number of
transitions before the vehicle leaves the PT coverage area can be considered to follow a
geometric distribution with p = p0. From this perspective, Tin may be approximated by
an exponential distribution, which will be discussed later.
3.3.2 Analysis of Tout in Urban Scenarios
A two-dimensional Markov chain is also employed to analyze Tout. Since PTs operating
on the same channel are regularly deployed, we can just take the area around one PT to
analyze, as shown in Fig. 3.4. Denote this square area by ΩD, with side length ND,i =
dLP,i
L
e. We consider that ΩD is a torus: when a vehicle leaves the boundary of ΩD, it
moves into ΩD on the same road from the opposite side of the area. In this situation, the
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intersections that lie on the boundary of ΩR are referred to as absorbing states indicating
that vehicles in these states move into the coverage of a PT. We can get the transition
matrix P, which is similar to (3.1) and (3.2) except
P (Cb,ND |Cb,1) = Pl
P (Cb,1|Cb,ND) = Pr
P (CND,k|C1,k) = Pu
P (C1,k|CND,k) = Pd.
(3.4)
States which are within ΩD but outside ΩR are initial states. Similar to the analysis of
Tin, the possible initial states are with equal probability. Denote by QI the set of possible
initial states, and |QI| = N2D,i − N2R,i. Then the probability distribution of initial states,
denoted by pi(0), is as follows:
pi
(0)
(b,k) =
{
pI =
1
N2D,i−N2R,i
Cb,k ∈ QI
0 otherwise.
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Figure 3.5: PDF of Tin and Tout (L = 100 m).
M ′ denotes the number of transitions before a vehicle moves into the coverage area of a
PT. Similar to (3.3), we can get the probability mass function of M ′ as follows:
Pr(M ′ = m) = Pr(M ′ ≤ m)−Pr(M ′ ≤ m− 1)
=
∑
Cb,k∈QA
pi(m) −
∑
Cb,k∈QA
pi(m−1). (3.5)
3.3.3 Estimation of λin and λout
The probability density function (PDF) of Tin and Tout from (3.3) and (3.5) are shown in
Fig. 3.5. It can be seen that both Tin and Tout can be approximated by an exponential
distribution. Furthermore, the parameter of the distribution can be estimated by using
Maximum Likelihood Estimation (MLE) as follows:
λ =
1
x
,
where x is the sample mean, and λ is the estimated parameter of the exponential distri-
bution. More interestingly, the expected value of Tin and Tout (denoted by T in and T out,
respectively) change with vehicle speed v, and the spatial parameters of PTs, i.e., Ri and
LP,i. Specifically, the parameters of the two exponential distributions can be approximated
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Table 3.2: χ2 tests of Tin and Tout.
Tin Tout
df 6 7
χ2 10.799 9.4629
h 0 0
by
λin ≈ v
Ri
and λout ≈ v
f(LP,i −Ri) .
When Lp,i −Ri < 5L, f(·) is linear, and we have
λout ≈ v
17.4(LP,i −Ri)− 16.4 .
Fig. 3.6 shows the comparison of cumulative distribution functions (CDF) of simulation
results, analytical results and approximate exponential distribution of Tin and Tout, respec-
tively. It can be seen that they closely match each other, which validates the accuracy of
the estimation. To further show the exponential distribution of Tin and Tout, we have done
chi-square tests, the results of which are shown in Table 3.2. It can be seen that for both
Tin and Tout, the hypothesis is rejected, which shows strong evidence that they follow the
exponential distributions. The effect of Ri (NR,i) and LP,i (ND,i) on T in and T out is shown
in Fig. 3.7(a) and 3.7(b), respectively. A larger value of Ri leads to a larger value of T in,
while a larger value of LP,i leads to a larger value of T out, which is consistent with our
expectation.
3.3.4 Derivation of Channel Availability
From the above analysis, the transition rates among the states in the Markov chain shown
in Fig. 3.2 can be obtained, as listed in Table 3.4. Denote by ζi the average fraction of the
area of PT coverage on channel i, and ζi =
4R2i
L2p,i
. Thus, the average fraction of areas where
channel i is available at any given time, denoted by δi, can be given by:
δi = (1− ζi) + ζi$idle,i = 1− ζi$busy,i, (3.6)
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Figure 3.6: Comparison of analytical and approximate results.
The state SU,i ends up when the vehicle moves out of the coverage of the PT or the PT
stops transmission. Therefore, TU,i follows an exponential distribution with parameter λU,i
where:
λU,i = λbusy,i +
v
Ri
.
Based on the balance condition $A,iλA,i = $U,iλU,i, where $A,i = δi and $U,i = 1− δi, we
can get the SA,i → SU,i transition rate λA,i as follows:
λA,i =
δi
1− δiλU,i =
ζi$busy,i
1− ζi$busy,i
(
λbusy,i +
v
Ri
)
, (3.7)
and thus, TA,i ∼ Exp(λA,i). Fig. 3.8 shows the comparison between analytical and sim-
ulation results. The two curves closely match to each other for both TA,i and TU,i, which
demonstrates the accuracy of the analysis. We have also done chi-square tests for TA,i and
TU,i, the results of which are shown in Table 3.3.
Define the effective channel availability (ECA) Ψ of channel i as the average time
duration in which channel i is available for a vehicle to access, which can be calculated as
follows:
Ψi = ηi · TA,i = ηi
λA,i
, (3.8)
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Figure 3.7: Impact of NR,i and ND,i on T in and T out.
Table 3.3: χ2 tests of TA and TU .
TA TU
df 3 3
χ2 7.6257 3.5832
h 0 0
where ηi ∈ (0, 1) is the interference factor representing the tolerance level of interference of
primary network. Note that a larger value of η brings more spectrum opportunities, but
at the same time results in more interference to the primary network.
Considering a real-world road map can facilitate a more precise analysis of channel
availability. This, however, introduces cumbersome challenges. Our approach is based on
a simple regular road pattern, which offers a workable approximation.
3.4 Game Theoretic Spectrum Access Scheme
From the previous section, the channel availability statistics, i.e., ECA of each channel,
are obtained. Assume that vehicles are aware of the spatial distribution and temporal
channel usage pattern of PTs of each channel, i.e., LPH,i, LPV,i, Ri, λbusy,i and λidle,i, since
the information of primary networks can be obtained from network operators. With such
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Figure 3.8: The analytical and simulation results of TA and TU .
Table 3.4: State transition rates of a vehicle for channel i
State Transition Rate
Sidle → Sbusy λidle,i
Sbusy → Sidle λbusy,i
Sbusy → SC vRi
SC → Sbusy vf(Lp,i−Ri)$busy,i
Sidle → SC vRi
SC → Sidle vf(Lp,i−Ri)$idle,i
information, vehicles can obtain the ECA of each channel, i.e., Ψi, i ∈ K, based on their
speed, by using (3.7) and (3.8). Before transmitting, vehicles conduct spectrum sensing,
which is assumed to be accurate in this work. Since the channel availability follows the
exponential distribution which is memoryless, the channel availability is independent of
the situation before the spectrum sensing. Notably, if a channel is unavailable due to
primary transmissions, its ECA is zero. We assume that the bandwidth of each channel
is identical. Vehicles on the road often maintain relatively stable topology since they
follow the same direction and similar speed, and thus they usually form clusters where
vehicles within a cluster can communicate with each other [47] [125]. To utilize the licensed
spectrum, vehicles should opportunistically access the channels with different ECAs in a
distributed manner. Game theory [126] is a well-known tool to analyze the behavior
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of distributed players who are considered to be selfish and rational. We apply a non-
cooperative congestion game to model the spectrum access process in CR-VANETs, in
which vehicles in a cluster choose channels to access in a distributed manner, trying to
maximize their own utilities. Then, we analyze the existence and the efficiency of NE using
uniform MAC and slotted ALOHA, respectively, and devise a spectrum access algorithm
for each vehicle to decide the access channel to achieve an NE with high efficiency.
3.4.1 Formulation of Spectrum Access Game
The spectrum access problem is modeled as a congestion game, where there are multiple
players and resources, and the payoff of each player by selecting one resource is related to
the number of other players selecting the same resource [127]. In this paper, the spectrum
access congestion game is defined as Γ = {N , C, {Sj}j∈N , {Uj}j∈N}, where N = {1, . . . , N}
is the finite set of players, i.e., vehicles in a cluster. N is related to the vehicle density,
which is denoted by ρv; C = {1, . . . , C} is the set of available channels, where “available”
means that they are sensed to be idle, and C ⊆ K; Sj is the set of pure strategies associated
with vehicle j; and Uj is the utility function of vehicle j. Vehicles in the game are aware of
the ECA of all channels (Ψi) and the number of vehicles in the game (N). The bandwidth
(resource) of each channel is identical, and thus we set the bandwidth to one unit.
Since each vehicle is equipped with only one cognitive radio, it can access at most one
channel at a time, and thus Sj = C for all j ∈ N . In this case, denote by U ij the utility
of vehicle j by choosing channel i. Note that U ij is a function of both sj and s−j, which
are the strategies selected by vehicle j and all of its opponents, respectively. In this game,
we define the utility U ij as the average total channel resource vehicle j obtains by choosing
channel i, before this channel is reoccupied by PTs, i.e.,
U ij = Ψir(ni). (3.9)
ni is the total number of vehicles choosing channel i simultaneously, including vehicle j.
Resource allocation function r(ni) indicates the share of channel i obtained by each of the
ni vehicles. For an arbitrary vehicle, Ψi is used to measure the average time duration in
which channel i is available. Thus, U ij = Ψir(ni) shows the average total amount of channel
resource vehicle j can obtain before it must cease transmitting due to the appearance
of active PTs. The channel with higher Ψi is preferred because choosing it can reduce
spectrum sensing and unpredictable channel switching. The form of r(·) is related to the
specific MAC scheme. However, based on [128], r(·) should satisfy the following conditions:
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• r(1) = 1, which means that a user can get all the resource of a channel if it is the
only one choosing that channel.
• r(n) is a decreasing function of n.
• Define f(n) = nr(n). f(n) decreases with n and should be convex, i.e., f ′(n) < 0
and f ′′(n) > 0.
• nir(ni) ≤ 1. Resource waste may happen when multiple users share the same resource
due to contention or collision.
Since vehicles are rational and selfish, they prefer the strategy that can maximize their
utilities. To analyze this game, we focus on NE. We will analyze the existence, condition
and efficiency ratio (ER) of the pure NE, using uniform MAC and slotted ALOHA, re-
spectively. After that, a spectrum access algorithm to achieve the pure NE with high ER
is derived.
3.4.2 Nash Equilibrium in Channel Access Game
Nash equilibrium is a well-known concept to analyze the outcome of the game, which
states that in the equilibrium every user can select a utility-maximizing strategy given the
strategies of other users.
Definition 1: A strategy profile for the players S∗ = (s∗1, s
∗
2, . . . , s
∗
N) is an NE if and
only if
Uj(s
∗
j , s
∗
−j) ≥ Uj(s′j, s∗−j),∀j ∈ N , s′j ∈ Sj, (3.10)
which means that no one can increase its utility alone by changing its own strategy, given
strategies of the other users. If the strategy profile S in (3.10) is deterministic, it is called
a pure NE. In this paper, we consider pure NE only, so we use the term NE and pure NE
interchangeably.
In the spectrum access game Γ, given a strategy profile, if no vehicle can improve its
utility by shifting to another channel alone, the strategy profile is referred to as a pure
NE. Denote by S = (s1, s2, . . . , sN) the strategy profile of all vehicles, where si is a specific
channel. Denote by n(S) = (n1, n2, . . . , nC) the congestion vector, which shows the number
of vehicles choosing each channel, corresponding to the strategy profile S. According to
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Definition 1, the spectrum access game Γ has pure NE(s) if and only if for each player
j ∈ N ,
Ψsjr(nsj) ≥ Ψkr(nk + 1),∀k ∈ C, k 6= sj. (3.11)
Note that there are typically multiple strategy profiles that correspond to one congestion
vector. If a strategy profile S corresponding to congestion vector n∗ is a pure NE, then
all strategy profiles corresponding to n∗ are pure NEs according to (3.11). Denote by
NE-set(n) the set of pure NEs corresponding to congestion vector n. The NEs in NE-set(n)
may yield different utilities for each player. However, they yield the same total utility, which
is defined as the summation of the utilities of all vehicles, and is given by
Utotal,n =
C∑
i=1
Ψinir(ni) =
C∑
i=1
Ψif(ni), (3.12)
where n = (n1, n2, . . . , nC). In the following, the NE of the spectrum access game is
analyzed using uniform MAC and slotted ALOHA, respectively.
3.4.3 Uniform MAC
The simplest way to share the channel among multiple users is to make each of them access
the channel equally likely, which is referred as to uniform MAC [128]. Each vehicle starts
a back-off with the back-off time randomly chosen from a fixed window. If one vehicle
finds that its back-off expires and the channel is idle, it can capture the channel during the
whole time slot, while others should keep silent. In uniform MAC, the resource allocation
function r(n) = 1
n
, thus the utility function:
U ij{uni} =
Ψi
ni
.
Note that funi(n) = 1. It is shown in [128] that such a game using uniform MAC does
have the pure NE. In proposition 1, we obtain the condition of the pure NE when uniform
MAC is employed, and show that there may exist multiple NE-sets.
Proposition 1 For the spectrum access game Γ using uniform MAC, if a congestion vector
n = (n1, n2, . . . , nC) yields NE-set(n), the following condition should be satisfied:
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{
ni = dΨiN−
∑
k 6=i,k∈C Ψk∑
k∈C Ψk
e+W0, i = 1, 2, . . . , C∑C
i=1 ni = N,
(3.13)
where W0 ∈ {0, 1, 2, . . . , dΨi|N |+Ψi(|C|−1)∑
k∈C Ψk
e − dΨi|N |−
∑
k 6=i,k∈C Ψk∑
k∈C Ψk
e − 1}. See the proof in Ap-
pendix 3.7.1. From (3.13), it can be seen that there may exist more than one NE-set.
3.4.4 Slotted ALOHA
Compared with uniform MAC, slotted ALOHA is a more typical MAC used in ad hoc
networks, including VANETs. In slotted ALOHA, vehicles access the channel with prob-
ability p, and the throughput of each vehicle is th(p) = p(1 − p)n−1. To maximize the
throughput, let th′(p) = 0. Then we get p = 1
n
, and the resource allocation function using
slotted ALOHA is:
rSA(n) =
1
n
(1− 1
n
)n−1.
It can be shown that for slotted ALOHA, fSA(n) = (1 − 1n)n−1, with f ′SA(n) < 0 and
f ′′SA(n) > 0. (See the proof in [128]). Moreover, if n goes to infinity, the total throughput
of slotted ALOHA:
lim
n→∞
fSA(n) =
1
e
. (3.14)
The utility of vehicle j choosing channel i using slotted ALOHA is given by:
U ij{SA} = Ψi
1
ni
(1− 1
ni
)ni−1.
Different from uniform MAC, it is more difficult to derive the explicit condition of pure
NE using slotted ALOHA. However, we show the existence of the pure NE and propose a
scheme to achieve it.
Proposition 2 In the spectrum access game with vehicle set N and channel set C, each
vehicle sequentially chooses the access channel one by one. In each round, one vehicle
chooses the best response to the strategies of the vehicles before it as the channel to access,
i.e., its strategy in this game. Then, in each round, the strategy profile of the vehicles who
have already made the decision is a pure NE.
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The proof is given in Appendix 3.7.2. Proposition 2 shows the existence of the pure NE
in the spectrum access game Γ when using slotted ALOHA and provides a simple way to
achieve a pure NE. However, to better understand the utilization of the channel resource,
the efficiency of different NEs should be analyzed.
3.4.5 Efficiency Analysis
In the previous subsection, we prove the existence of pure NE(s) in the spectrum access
game Γ. Generally speaking, an NE does not achieve global optimality due to the selfish
behavior of the players. The efficiency of an NE is analyzed to evaluate the utilization of
resources, which is defined as the total utility of all players under this NE. According to
(3.12), in the spectrum access game Γ, the efficiency of a pure NE is defined as:
ES =
N∑
j=1
U ij =
N∑
j=1
Ψsjr(nsj) =
C∑
i=1
Ψinir(ni),
where S is a strategy profile that is a pure NE.
The social optimality is defined as the maximum total utility of all player among all
possible strategy profiles. For a specific game, the social optimality is fixed. It is proved
in [128] that the social optimality in Γ is:
optΓ =
{∑N
i=1 Ψi, if N ≤ C;∑C−1
i=1 Ψi +
∑N
i=C ΨCr(N − C + 1), if N > C,
where Ψi is ordered such that Ψ1 ≥ Ψ2 ≥ · · · ≥ ΨC . Thus, to evaluate the efficiency of an
NE, we define efficiency ratio (ER) of an NE as the ratio between the efficiency and the
social optimality:
ERS =
ES
optΓ
.
Different NE-sets may achieve different ERs. For example, in a game using uniform MAC
with two channels (Ψ1 = 30 and Ψ2 = 10) and three vehicles, there are two NE-sets, as
shown in Table 3.5, as well as their efficiency ratios. Obviously, NE-set2 is better than
NE-set1 because it achieves a higher ER. In the following, the ER of the pure NE using
uniform MAC and slotted ALOHA is discussed, respectively.
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Uniform MAC
In uniform MAC, f(n) = 1. Among multiple NE-sets with different congestion vectors, we
can easily draw the following conclusions:
• A pure NE in which each channel is chosen by at least one vehicle has ER=1.
• For any two different NE-sets NE-set1 and NE-set2 in which not all channels are
chosen, if
C∑
i=1
ΨiI
1
i ≥
C∑
i=1
ΨiI
2
i ,
where Iji is the indicator of whether channel i is chosen in NE-setj, then ER1 ≥ ER2.
The proof is straightforward. When uniform MAC is employed, the efficiency equals the
summation of the ESA of all channels that are selected, i.e., ES =
∑C
i=1 ΨiI
S
i . When
all channels are selected, all resource is fully utilized, and therefore, ER=1. Otherwise,
the higher efficiency yields higher efficiency ratio since the social optimality is fixed for a
specific game.
Slotted ALOHA
In slotted ALOHA, although there is no explicit relation between the congestion vector
and ER, Corollary 1 can help to lead a pure NE with high ER.
Corollary 1 When Slotted ALOHA is used, in the process of composing a pure NE de-
scribed in Proposition 2, the following rules can yield an NE with the highest efficiency
ratio.
If in a round the new vehicle has two best responses (BE1 and BE2),
• when BE1 corresponds to a vacant channel (no vehicle chooses it) and BE2 corre-
sponds to a channel that has been already chosen, then BE1 is preferred;
• when each channel has been selected by at least one vehicle, the channel with higher
ECA is preferred.
See the proof in Appendix 3.7.3.
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Table 3.5: Multiple NE-sets in a game
n1 n2 ER
NE-set1 3 0 0.75
NE-set2 2 1 1
3.4.6 Distributed Algorithms to Achieve NE with High ER
After spectrum sensing, each vehicle has the knowledge of the available channels i ∈ C,
and the ECA of each channel, i.e., Ψi. Vehicles maintain a sorted list of the channels in C
in a decreasing order of Ψ. Then they participate in the distributed spectrum access game
Γ. Since vehicles behave in a distributed manner in CR-VANETs, the best solution to the
game is a pure NE in which each vehicle has no incentive to change its current choice of
the access channel unilaterally. According to Proposition 2, the pure NE can be achieved
by each vehicle choosing the best response sequentially. Moreover, based on the analysis
of Section 3.4.5 and Corollary 1, a pure NE with high ER can be achieved.
However, in such a process to achieve the NE, the vehicles who choose their strategy
before others usually benefit more. For instance, in a game Γ with two channels and two
vehicles, and Ψ1 = 15 and Ψ2 = 10, the one making decision first could obtain utility
of 15 while the other could only get 10. To solve the problem, and achieve a pure NE
with high ER in a distributed manner, we design a distributed cognitive spectrum access
algorithm, as shown in Algorithm 1. Each vehicle will randomly select a back-off time and
start the back-off. When the back-off timer expires, the vehicle chooses one channel to
access according to the best response to the strategies of vehicles that have already chosen
the channel. Then the vehicle broadcasts its decision in order for other vehicles to derive
their strategies. Since the selection of the back-off time is random, the proposed algorithm
is fair for each vehicle.
3.5 Performance Evaluation
In this section, we evaluate the performance of the proposed congestion game based op-
portunistic spectrum access scheme. We consider an urban scenario with 10 km × 10 km,
where PTs and vehicles coexist. There are five licensed channels each with bandwidth
of 1 MHz which vehicles can access in an opportunistic manner. PTs operating on dif-
ferent channels are associated with different parameters, i.e., R,LP , λidle, and λbusy. The
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Algorithm 1: Distributed Cognitive Spectrum Access Algorithm
1: // Initialization
2: Get available channels C by sensing.
3: Update and order the channel availability [Ψ1,Ψ2, . . . ,ΨC ] decreasingly using (3.7)
and (3.8). Consider the current time is ts.
4: Each vehicle that seeks for transmission opportunity picks a random back-off time tb
from (0, tb max], and starts the back-off.
5: while current time≤ (ts + tb max) do
6: if The back-off timer of vehicle i expires then
7: if uniform MAC then
8: Select the best response with free channel considering the strategies that it
receives. If all channels have been already chosen, then select any best
response.
9: end if
10: if Slotted ALOHA then
11: Select the channel according to Corollary 1.
12: end if
13: Broadcast the channel sequence number that it chooses.
14: end if
15: end while
16: Each vehicle tunes its radio to its strategic channel, and starts transmission using
specific MAC.
17: return
length of road segment L is set to 100 m. Vehicles move in the area with a constant speed
v ∈ [10, 30] m/s. The probabilities of vehicles selecting a direction at the intersection are
given by Pn = Ps = Pe = Pw = 0.25. Denote by Thj the utility of vehicle j by accessing the
selected channel before the channel becomes unavailable, and the fairness index is defined
as:
F =
(
∑
j Thj)
2
N
∑
j Th
2
j
,
which is used to evaluate the fairness among vehicles [129]. Specifically, we compare the
proposed spectrum access (denoted by ‘NE’) with a random channel access (denoted by
‘random’) in which vehicles uniformly choose a channel from C to access.
Fig. 3.9 shows the impact of vehicle density on the road (ρv) on the NE of the game,
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Figure 3.9: Impact of ρv on Nash equilibrium.
when uniform MAC is used. ρv captures the average number of vehicles on the road with
unit length. Define the channel selection indicator of channel i as the ratio between the
number of vehicles choosing channel i and the total number of vehicles, i.e., ni/N , which
reflects the popularity of the channel. When the value of ρv is small, some channels may
not be chosen by any vehicle (e.g., channel 2 in Fig. 3.9 when ρv is 20 /km). When the
density of vehicles becomes higher, all channels are selected by at least one vehicle and the
selection indicator of each channel also changes to satisfy the NE condition (Proposition
1).
Fig. 3.10 shows the performance of the proposed spectrum access scheme with respect
to the vehicle speed v, when ρ is set to 20 /km. From Fig. 3.10, it can be seen that
‘NE’ outperforms ‘random’ on average utility when using either uniform MAC or slotted
ALOHA. This is because for uniform MAC, in ‘NE’, vehicles access the channels based on
a pure NE while in ‘random’, each vehicle chooses a channel in random manner, which may
result in lower average utility since there may exist some channels which are not selected
by any vehicle. However, for slotted ALOHA, channels with larger ECA are chosen by
more vehicles, resulting in more collisions. When vehicle density is 20 /km, the decrease of
resource utilization caused by collisions is less than that caused by random access in which
some channels are not utilized, which is the reason for that ‘NE’ outperforms ‘random’
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Figure 3.10: Performance w.r.t. speed. Vehicle density ρv = 20/km.
on average utility when using slotted ALOHA. The utility of both ‘NE’ and ‘random’
decreases with the increase of vehicle speed, because a higher speed leads to a smaller
channel availability Ψ, and thus a smaller average utility.
Fig. 3.11 shows the performance of the proposed spectrum access scheme with respect
to the vehicle density. From Fig. 3.11(a), it can be seen that the average utility decreases
with the vehicle density. This is straightforward since the total channel resource is fixed
and the resource allocation function r(n) is decreasing with n. For uniform MAC, the
reason that ‘NE’ achieves higher average utility than ‘random’ is that in ‘NE’, vehicles
always choose channels with higher ECA while in ‘random’ vehicles randomly choose the
access channel. When ρv increases, the probability that all channels are chosen by at least
one channel increases. Note that if all channels are selected by at least one vehicle, the
average utility of ‘NE’ and ‘random’ is the same. This fact explains the reason that the
difference of average utility between ‘NEuni’ and ‘randomuni’ becomes smaller when vehicle
density increases. For slotted ALOHA, when ρv increases, the average utility of ‘NE’ and
‘random’ also becomes closer, and the average utility of ‘random’ is slightly higher than
that of ‘NE’ (ρv > 20 /km) because in ‘NE’, the preference to choose channels with higher
ECA results in more collisions.
Fig. 3.11(b) shows the fairness index of ‘NE’ and ‘random’ in terms of vehicle density.
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It can be seen that NE outperforms random access in terms of fairness in both uniform
MAC and slotted ALOHA. This is because in a pure NE, the selfish property of vehicles
leads to an even share of the spectrum resources. On the other hand, in random access,
each vehicle randomly chooses a channel to access, which results in different utilities among
vehicles. For ‘NEsa’, when ρv is low, the increase of ρv may make vehicles choose channels
with different ECA to achieve NE, resulting in the decrease of fairness. For example, two
vehicles may both choose the channel with largest ECA, and the fairness index is 1. When
ρv increases, a third vehicle may choose another channel, which makes the fairness index
decrease. However, when ρv is high, with all channels selected, the increase of the number
of vehicles will make utilities among vehicles closer based on the NE condition. If the
density is extremely high, from (3.14), the game using slotted ALOHA turns into a game
using uniform MAC, with the channel bandwidth 1
e
of the original bandwidth.
Fig. 3.12 shows the efficiency ratio of the obtained NE in the proposed spectrum access
game Γ. We introduce the channel diversity, which is defined as
Φ =
C∑
i=1
(Ψi − Ψ¯)2.
where Ψ¯ is the mean ECA of all channels. Channel diversity shows the variance among
primary channels due to the properties of PTs, such as the spatial distribution and temporal
channel usage pattern. A smaller value of Φ indicates that on average, the channels have
relatively similar ECAs, and vice versa. Fig. 3.12(a) shows the ER with respect to vehicle
density. It can be seen that ‘NE’ achieves a higher ER than ‘random’ by utilizing either
uniform MAC or slotted ALOHA, because the total utility of ‘NE’ is higher, as shown in
Fig. 3.11(a). The decrease of ER using random access when ρv is low is because with the
increase of ρv, the social optimality also increases. However, for ‘random’, more vehicles
will not lead to as much increase in total utility as in social optimality. The reason for the
increase of the ER of ‘randomuni’ when vehicle density becomes higher (ρv ≥ 25 /km) is
that the social optimality will not change (all channels are selected) with the increase of
ρv, while the total utility increases due to that in expectation, more channels are chosen.
In fact, it approaches to the ER of ‘NEuni’, which is not shown in the figure. The ER of
‘randomsa’ changes slightly when vehicle density is high. This is because when ρv is high,
fSA(n) changes very little with ρv, and thus the total utility changes little due to (3.12).
And with (3.14), when vehicle density is extremely high, we have
ERSA →
1
e
∑C
i=1 Ψi∑C−1
i=1 Ψi +
1
e
ΨC
, (3.15)
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Figure 3.11: Performance w.r.t. vehicle density. Vehicle speed v = 10m/s.
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where (3.15) is the lower bound of ERSA when vehicle density increases.
Fig. 3.12(b) shows the relationship between ER and the channel diversity Φ. The ER
of uniform MAC remains stable when Φ increases, because although the channels with
smaller ECA are chosen less often, they have little impact on the ER since their ECA are
small. However, for slotted ALOHA, the reason for the decrease of ER is two-fold: first,
the channels with smaller ECA are rarely chosen; second, more vehicles choose channels
with higher ECA, which results in more contentions and collisions. When Φ increases,
more vehicles contend for the channels with high ECA, resulting in more collisions, and
smaller value of ER.
3.6 Summary
In this paper, we have analyzed the channel availability for vehicles in urban CR-VANETs,
jointly considering the mobility of vehicles, and the spatial distribution and the temporal
channel usage pattern of PTs. We have then proposed a game theoretic spectrum access
scheme to better exploit the spatial and temporal spectrum resource. Simulation results
have demonstrated that the proposed scheme can achieve higher average utility and fairness
than the random access scheme, when applying either uniform MAC or slotted ALOHA.
The impact of vehicle density and channel diversity on the performance of the proposed
scheme has also been studied. The research results can be applied for designing efficient
spectrum sensing and access schemes in CR-VANETs. For future works, we will study the
effect of sensing errors, and consider other usage patterns of PTs.
3.7 Appendix
3.7.1 NE condition for uniform MAC
First, the situation for two channels is considered. Since C = 2 and N ∈ Z+, we have
Ψ1
n1
≥ Ψ2
n2 + 1
and
Ψ2
n2
≥ Ψ1
n1 + 1
,
which can be rewritten as follows:
Ψ1
Ψ2
n2 − 1 ≤ n1 ≤ Ψ1
Ψ2
n2 +
Ψ1
Ψ2
. (3.16)
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Figure 3.12: Efficiency ratio. Ψ¯ = 20.
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Substitute n2 = N − n1 into (3.16), we obtain
Ψ1N −Ψ2
Ψ1 + Ψ2
≤ n1 ≤ Ψ1N + Ψ1
Ψ1 + Ψ2
. (3.17)
Since
Ψ1N + Ψ1
Ψ1 + Ψ2
− Ψ1N −Ψ2
Ψ1 + Ψ2
= 1 (3.18)
and
− 1 < Ψ1N −Ψ2
Ψ1 + Ψ2
< N (3.19)
Γ has at least one pure NE, in which
n1 = dΨ1N −Ψ2
Ψ1 + Ψ2
e and n2 = N − n1. (3.20)
Next, we extend this conclusion to the situation where more than two channels are available,
i.e., C > 2. When C > 2, any two arbitrary channels i and k, i, k ∈ C should satisfy (3.16)
to constitute an NE. Thus,
Ψk
Ψi
ni − 1 ≤ nk ≤ Ψk
Ψi
ni +
Ψk
Ψi
. (3.21)
Define FL,ki and FU,ki as
FL,ki =
Ψk
Ψi
ni − 1 and FU,ki = Ψk
Ψi
ni +
Ψk
Ψi
.
Then, for channels i and ∀k 6= i, i, k ∈ C, we have
FL,ki ≤ nk ≤ FU,ki.
It holds that ∑
k 6=i,k∈C
FL,ki ≤
∑
k 6=i,k∈C
nk ≤
∑
k 6=i,k∈C
FU,ki. (3.22)
69
By substituting
∑
k 6=i,k∈C nk = N − ni into (3.22), we have
ΨiN −
∑
k 6=i,k∈C Ψk∑
k∈C Ψk
≤ ni ≤ ΨiN + Ψi(C − 1)∑
k∈C Ψk
. (3.23)
Similar to (3.18) and (3.19), it can be proved that
ΨiN + Ψi(C − 1)∑
k∈C Ψk
− ΨiN −
∑
k 6=i,k∈C Ψk∑
k∈C Ψk
> 1
and
−1 < ΨiN −
∑
k 6=i,k∈C Ψk∑
k∈C Ψk
< N.
Then, for any C and N , (3.8) has at least one solution, which is
ni = d
ΨiN −
∑
k 6=i,k∈C Ψk∑
k∈C Ψk
e+W0,
where W0 ∈ {0, 1, 2, . . . , dΨiN+Ψi(C−1)∑
k∈C Ψk
e − dΨiN−
∑
k 6=i,k∈C Ψk∑
k∈C Ψk
e − 1}. With ∑i∈C ni = N , we
have (3.13). Thus, the game Γ has at least one pure NE. (3.13) is called NE condition of
the spectrum access game Γ when uniform MAC is used.
3.7.2 Proposition 2
Assume that for a given round Rt, the congestion vector n(St) = {n1, n2, . . . , nC} composes
a pure NE. According to (3.8), for each channel i ∈ C,
Ψir(ni) ≥ Ψkr(nk + 1), ∀k ∈ C, k 6= i.
Then for a new round Rt+1, a new vehicle joins the game and chooses its best response
according to the existing strategy profile, i.e., n(St). Consider its best response is channel
m, and thus the new congestion vector is n(St+1) = {n1, . . . , nm + 1, . . . , nC}. For the new
congestion vector, we have the following observations:
1. For each channel i ∈ C, i 6= m, Ψir(ni) ≥ Ψkr(nk + 1), ∀k ∈ C\{i,m} holds because
the number of vehicles that choose the channels other than channel m does not
70
change, and r(ni), i 6= m remains unchanged.
2. Ψmr(nm+1) ≥ Ψkr(nk+1),∀k ∈ C, k 6= m. This statement holds due to that channel
m is the best response for the new vehicle.
3. Ψkr(nk) ≥ Ψmr(nm + 1 + 1),∀k ∈ C, k 6= m. Remember in round t, Ψkr(nk) ≥
Ψmr(nm + 1). r(n) is a non-increasing function, and thus r(nm + 1) ≥ r(nm + 1 + 1).
Therefore, n(St+1) also constitutes a pure NE. For a specific game, the first vehicle chooses
the channel with largest ECA and of course composes a pure NE. Then, for each round,
the strategies of vehicles which have participated in the game constitute a new pure NE,
until all vehicles have chosen their strategies.
3.7.3 Corollary 1
For any round in proposition 2, assume that the congestion vector n(S) = {n1, n2, . . . , nC}
constitutes a pure NE and Ψi is sorted so that Ψ1 ≥ Ψ2 ≥ · · · ≥ ΨC . The efficiency of the
NE is
ES =
C∑
i=1
f(ni).
Remember that in slotted ALOHA, f(n) = (1 − 1
n
)n−1. A new vehicle comes and finds
there are more than one best response (BR).
1) If BR1 corresponds to a free channel i when BR2 corresponds to channel j that has
been selected by at least one vehicle, then BR1 leads to a NE with efficiency:
ES1 = ES + Ψi > ES.
BR2 leads to a NE with efficiency:
ES2 = ES −∆ < ES.
where ∆ is the loss of f(nj) since f(n) decreases with n. Obviously, ES1 > ES2.
2) Consider that BR1 and BR2 correspond to channel i and j with ni ≥ 1 and nj ≥ 1,
respectively. Without loss of generality, consider Ψi > Ψj. Under this condition, it is clear
that ni > nj, or else channel i and j cannot be the best response simultaneously. Consider
only the total utility of users choosing channel i and j since other channels are not affected
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in this round. BR1 will lead to an NE with utility E1 = Ψif(ni + 1) + Ψjf(nj), while BE2
will lead to an NE with utility E2 = Ψif(ni) + Ψjf(nj + 1). Using the property of the
pure NE, we have Ψir(ni + 1) ≥ Ψjr(nj + 1) and Ψjr(nj + 1) ≥ Ψir(ni + 1), and thus
Ψir(ni + 1) = Ψjr(nj + 1), i.e., Ψi
f(ni+1)
ni+1
= Ψj
f(nj+1)
nj+1
. Let
Ψi =
f(nj+1)
nj+1
f(ni+1)
ni+1
Ψj = αΨj.
To prove
E1 − E2
= Ψif(ni + 1) + Ψjf(nj)− (Ψif(ni) + Ψjf(nj + 1))
= Ψj[α(f(ni + 1)− f(ni)) + f(nj)− f(nj + 1)] > 0,
is equivalent to prove
α =
f(nj+1)
nj+1
f(ni+1)
ni+1
<
f(nj)− f(nj + 1)
f(ni)− f(ni + 1) ,
since f(n)− f(n+ 1) > 0.
f(nj+1)
nj+1
f(ni+1)
ni+1
<
f(nj)− f(nj + 1)
f(ni)− f(ni + 1)
⇔
f(nj+1)
nj+1
f(nj)− f(nj + 1) <
f(ni+1)
ni+1
f(ni)− f(ni + 1)
⇔ g(n) =
f(n+1)
n+1
f(n)− f(n+ 1) increasing with n ≥ 1
⇔ g′(n) > 0, when n ≥ 1. (3.24)
We skip the tedious proof of (3.24) to simplify the exposition. Then, we have E1 > E2.
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Chapter 4
Vehicular WiFi Oﬄoading
WiFi is envisioned as a promising solution to the mobile data explosion problem in cellular
networks as well as a cost-effective way to provide Internet access to mobile users. In this
chapter, we study to utilize WiFi to efficiently deliver data services for vehicular users.
WiFi oﬄoading for moving vehicles poses unique characteristics and challenges, due to
high mobility, fluctuating mobile channels, etc. We focus on the performance analysis
of WiFi oﬄoading in vehicular communication environments through a queueing based
analytical framework. Specifically, we consider a generic vehicular user having Poisson data
service arrivals to download/upload data from/to the Internet via sparsely deployed WiFi
networks (want-to) or the cellular network providing full service coverage (have-to). For
this scenario, the WiFi oﬄoading performance, characterized by oﬄoading effectiveness, is
analyzed under the requirement of a desired average service delay which is the time the data
services can be deferred for WiFi availability. We establish an explicit relation between
oﬄoading effectiveness and average service delay by an M/G/1/K queueing model, and
the tradeoff between the two is examined. We validate our analytical framework through
simulations based on a VANETs simulation tool VANETMobisim and real map data sets.
Our analytical framework is useful for providing oﬄoading guidelines to both vehicular
users and network operators.
4.1 Introduction
With millions of hotspots deployed all over the world, WiFi can be a complementary
solution to vehicular Internet access with low cost. It has been shown in the literature
that in stationary/low-mobility scenarios, the WiFi oﬄoading performance can be very
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high (80% of the cellular traffic oﬄoaded through delayed oﬄoading) [52,90,91]. However,
the oﬄoading performance in the vehicular environment remains unclear. In a vehicular
environment, vehicles signal to nearby WiFi access points (APs) when traveling along a
road, so that the cellular traffic can be delivered to vehicles through the drive-thru Internet
in an opportunistic manner. Such an opportunistic WiFi oﬄoading has unique features.
B A relatively small volume of data can be delivered to a vehicle in each drive-thru, due
to the short connection time with WiFi APs ; and
B The oﬄoading performance can be significantly improved if the data service can tol-
erate a certain delay, as vehicles with a high speed can have multiple drive-thru op-
portunities in a short future.
In this chapter, we aim at theoretically analyzing the performance of vehicular WiFi
oﬄoading with the delayed oﬄoading strategy. We consider a generic vehicular user having
randomly arrived data services, either to download data (e.g., E-mail attachment and
YouTube video clip,) or upload data (e.g., WeChat messages and online diagnosis data)
from/to the Internet. The data services can be fulfilled via either WiFi networks (want-
to) or the cellular network (have-to). The cellular network is considered ubiquitous and
WiFi APs are sparsely deployed. The oﬄoading performance is characterized by average
service delay and oﬄoading effectiveness. Average service delay is defined as the average
duration from the arrival of a data service request to the fulfillment of the service via WiFi
networks, which is mostly contributed by the waiting time for the WiFi availability and is
the “price” of using delayed oﬄoading. Oﬄoading effectiveness is defined as the long-term
proportion of data services fulfilled via WiFi networks under the requirement of a desired
average service delay. Intuitively, if the data services can be deferred for a longer time (i.e.,
relaxing the requirement on the average service delay), more data services can be oﬄoaded
by WiFi networks, yielding a higher oﬄoading effectiveness. From a user’s perspective,
however, the increased average service delay would somehow reduce the user satisfaction
on data services. Our analytical framework provides the relation between these two metrics
and the tradeoff is examined.
In more detail, we present a queueing analysis of oﬄoading performance in a vehicular
environment. Each VU maintains an M/G/1/K queue, with M characterizing the arrival
process of data service requests waiting to be served by drive-thru Internet, and system
capacity K controlling the average service delay. If a service request arrives with a full
queue, it will be served directly via the cellular network to avoid a longer delay than the
expected service delay. As the data transmission with WiFi APs is in an opportunistic
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manner, the queue departure process (i.e., the process of data transmission or service ful-
fillment) is characterized by the effective service time (EST) which is the duration from
the transmission of the first bit of a data service to the service request is fulfilled. The
probability distribution of the EST is theoretically derived using Laplace-Stieltjes trans-
form (LST). Based on the statistics of the EST, the oﬄoading effectiveness and average
service delay and their relation are given. We validate our analytical framework through
simulations based on a VANET simulation tool VANETMobisim and real map data sets.
Implementation of our analytical framework: For VUs, the explicit relation be-
tween oﬄoading effectiveness (how much Internet access cost can be saved) and average
service delay (how much service degradation the user is willing to tolerate) can provide
oﬄoading guidelines. For example, the on-board smart oﬄoading engine (a mobile App)
can do intelligent network selection based on the user’s preference on service delay. On
the other hand, due to the razor-sharp competition, many network operators are looking
for new ways to cut spending and stand out in the market. Network operators, such as
AT&T, NTT Docomo and China Mobile, are starting to deploy carrier WiFi to oﬄoad
cellular networks and profit from the new business model. First of all, our results give
the network operators more incentives to deploy outdoor WiFi networks as the oﬄoading
effectiveness is notable in vehicular environments. Moreover, our framework can provide
network operators with some guidance on WiFi deployment (e.g., the density of WiFi APs)
according to the theoretical oﬄoading effectiveness. In a nutshell, our analytical frame-
work can be applied in practice not only for VUs to make oﬄoading decisions, but also for
network operators to evaluate AP deployment strategies, make oﬄoading-related pricing
models, and so forth.
The remainder of the chapter is organized as follows. Section 4.2 describes the system
model. Section 4.3 derives the probability distribution of the EST. Section 4.4 analyzes the
queue and the tradeoff between oﬄoading effectiveness and average service delay. Section
4.5 evaluates the analysis by real road map based simulation. Section 4.6 concludes the
chapter.
4.2 System Model
In this section, we present the system model, including communication paradigm, mobility
of vehicles, and queueing model of VUs. Based on the system model, we can evaluate the
performance of vehicular WiFi oﬄoading by analyzing the M/G/1/K queue.
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4.2.1 Communication model
In this paper, we consider an urban area as a bounded region with WiFi APs randomly
deployed. VUs access drive-thru Internet when possible since it tends to have a higher
data rate and less cost than cellular networks. Automatic rate adaptation is widely used
in the stock WiFi technology according to the signal strength. However, for simplicity, we
consider the communication data rate between APs and vehicles is identical and denoted
by R. Assume the idle MAC is employed where channel access time is fairly shared by
the nearby VUs. To account for real MAC behaviors, a MAC throughput effective factor
η is considered. η indicates the theoretical maximum portion of throughput considering
the protocol overhead, e.g., η = 45.5% for bit rate 11 Mbps of IEEE 802.11b [130]. Thus,
the data rate of a tagged VU V can be represented by r = ηR
n+1
, where n is the number of
neighbor VUs of V connected to the same AP. With the second order Taylor approximation,
the average data rate of an arbitrary VU connected to an AP can be approximated by
r¯ = r|n¯ + 1
2
Var(n)
d2r
dn2
|n¯, (4.1)
where n¯ and Var(n) are the mean and variance of n, respectively [6].
4.2.2 Mobility model
The high mobility of vehicles may lead to short and intermittent drive-thru access oppor-
tunities. We model the mobility of V by an on-off process, with on-state and off-state
denoting the situation that V is within and out of the coverage area of an AP. In on-state,
V can transmit data through the AP with an average data rate r¯; and in off-state, the
transmission rate is assigned to zero, since V is out of the coverage area of any AP. Due
to the random locations and coverage of open APs, we model the sojourn time of both
on-state and off-state by the unpredictable and memoryless exponential distribution, with
parameter λ and µ, respectively [6], as shown in Fig. 5.1.
4.2.3 Queueing model
Each VU maintains an M/G/1/K queue to store the data service requests about to be
served, as shown in Fig. 4.2. A data service request arrives at the queue with a random
inter-arrival time which follows the exponential distribution with mean 1/γ. In other
words, the arrival process of the queue is Poisson process. We also consider that the sizes
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Figure 4.1: System model for vehicular WiFi oﬄoading.
of service requests are identical, denoted by S. The departure process of the queue is not
Markovian due to the service interruption. If a service request cannot be fulfilled within one
drive-thru, it will wait for more drive-thru opportunities until fulfillment. We model the
departure process by the EST which follows a general distribution. The EST te composes
of the service time x, and time of server interruptions, i.e., when the vehicle is out of the
coverage area of any AP. The queue capacity K represents the maximum number of service
requests in the system, and thus the queue buffer length is K − 1. We consider patient
customer-type of queue, which means that if one service request enters the queue, it will
wait until fulfillment. However, if a service arrives with a full queue, it expects that the
delay would exceed the desired service delay. Thus, the service request will be directly
served by the cellular network. With the queueing model and probability distribution of
the EST which is obtained in the next section, the queue performance can be evaluated,
with the average service delay and oﬄoading effectiveness analyzed.
4.3 Derivation of Effective Service Time
We characterize the departure process and derive the probability distribution of the EST
in this section.
Since the data transmission cannot happen when a vehicle is outside the coverage area
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Figure 4.2: Queueing model.
of any WiFi AP, the queue server is subject to intermittent interruptions. Let te(x) denote
the EST of an arbitrary request with service time x, whereas x is assumed to follow the
exponential distribution with parameter λs =
r¯
S
, as in [6]. Since te(x) composes of x and
the time of server interruptions, we then have
te(x) =
{
x Hλ ≥ x
Hλ +Hµ + T (x−Hλ) Hλ < x,
(4.2)
where Hλ and Hµ are the length of an arbitrary on-state period and off-state period,
which follow the exponential distribution with mean 1/λ and 1/µ, respectively. According
to [131], the EST can be analyzed using LST. Let Te(ξ) be LST of the probability density
function (PDF) of te(x), and based on [131]:
Te(ξ) =
∫ ∞
0
f(x)e−(ξ+λ−λVµ(ξ))dx
=
∫ ∞
0
λse
−λsxe−(ξ+λ−λVµ(ξ))dx
=
λs
ξ + λ− λVµ(ξ) + λs , (4.3)
where Vµ(ξ) =
µ
µ+ξ
is LST of the PDF of the length of an arbitrary off-state period. We
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can then obtain the expectation of the EST by
E[te] = −dTe(ξ)
dξ
∣∣
ξ=0
=
λs(1− λdVµ(ξ)dξ )
[ξ + λ− λVµ(ξ) + λs]2
∣∣
ξ=0
=
1
λs
(1 +
λ
µ
). (4.4)
From (4.4), E[te] is affected by server interruptions in the way that E[te] increases with the
increase of interruption occurrence rate (λ) and mean interruption duration ( 1
µ
).
To analyze the M/G/1/K queue, we then derive the PDF of the EST, which is denoted
by fe(t). Utilizing the inverse transform of LST, we have
fe(t) = L−1(Te(ξ)) = 1
2pii
lim
δ→∞
∫ θ+iδ
θ−iδ
eξtTe(ξ)dξ, (4.5)
where θ is a real number that is greater than the real part of all singularities of Te(ξ). The
singularities of Te(ξ) can be obtained by making the denominators equal zero, i.e.,
ξsin = {ξ|ξ + µ = 0} ∪ {ξ|ξ + λ− λ µ
µ+ ξ
+ λs = 0}. (4.6)
Simplifying (4.6), we can get ξsin1 = −µ and ξsin2 = 12
[−(λ+λs+µ)±√(λ+ λs + µ)2 − 4λsµ]
(if ξ + λ− λ µ
µ+ξ
+ λs = 0 has solution(s).) Since all singularities of Te(ξ) are smaller than
zero, we can set θ = 0. Using Bromwich inversion integral [132] and the fact that θ = 0,
we have
fe(t) =
2eθt
pi
∫ ∞
0
Re(Te(θ + iu))cos(ut)du
=
2
pi
∫ ∞
0
Re[
λs(µ+ iu)
iu(µ+ iu) + (λ+ λs)(µ+ iu)− λµ ]cos(ut)du
=
2
pi
∫ ∞
0
λs(λsµ
2 + λu2 + λsu
2)
(λsµ− u2)2 + u2(λ+ λs + µ)2 cos(ut)du. (4.7)
Since integration (4.7) is difficult to calculate, we use numerical methods to calculate fe(t)
for any given te. We use Fourier-Series method and the trapezoidal rule to obtain the
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numerical integration of (4.7) [132].
fe(t) ≈ fhe (t)
≡ he
θt
pi
Te(θ) +
2heθt
pi
∞∑
k=1
Re(Te(θ + ikh))cos(kht). (4.8)
Some results of the EST derivation are shown in Fig. 4.3(a), with the effects of λs, λ
and µ compared. It can be seen that the EST increases with the decrease of λs and
µ, and with the increase of λ. Smaller λs indicates a larger request service time x, and
thus a larger EST with server interruptions. On the other hand, because a larger λ and
a smaller µ indicate more frequent and longer interruptions, respectively, the EST then
increases. To validate the accuracy of the EST derivation, the theoretical results are
compared with the simulation results in Fig. 4.3(b). In the simulation, a virtual queue
with exhaustive customer arrivals and server interruptions is considered. From the figure,
it can be shown that the curves of theoretical and simulation results closely match each
other, which demonstrates the accuracy of the analysis.
4.4 Analysis of Queueing System and Oﬄoading Per-
formance
Given the probability distribution of the EST obtained in (4.8), we can evaluate the perfor-
mance of oﬄoading by analyzing the M/G/1/K queue. Because the EST is not exponential,
we utilize the imbedded Markov chain of system states at the time instant tdi, which is the
time instance of service request i’s fulfillment, to analyze the queue [133].
4.4.1 Queue analysis
Let ni be the number of requests left in the system seen by the i
th request when it leaves
the system, and χi be the number of arrivals during the EST of request i. We then have
ni+1 = ni − U(ni) + χi+1, (4.9)
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Figure 4.3: Results of the EST. In the legend, [x,y,z] stand for λs, λ and µ, respectively.
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where U(ni) is the unit step function where U(ni) = 0 if ni = 0, and U(ni) = 1 otherwise.
Then, the transition probabilities at departure instances are defined as
pd,jk = P{ni+1 = k|ni = j} 0 ≤ j, k ≤ K − 1. (4.10)
Let ωk be the probability of k arrivals during the EST of an arbitrary service request.
Using the Poisson arrival property, we can get
ωk =
∫ ∞
t=0
(γt)k
k!
e−γtfe(t)dt, (4.11)
where γ is the arrival rate of service requests and fe(t) is the PDF of the EST given in
(4.8). Thus, we can easily obtain the K ×K transition probability matrix as
Pd,jk =

ω0 ω1 ω2 · · · ωK−2
∑∞
m=K−1 ωm

ω0 ω1 ω2 · · · ωK−2
∑∞
m=K−1 ωm
0 ω0 ω1 · · · ωK−3
∑∞
m=K−2 ωm
...
...
...
...
...
0 0 0 · · · ω0 1− ω0
(4.12)
Let pd,k be the equilibrium state probabilities at departure instants, which can be computed
by
pd,k =
K−1∑
j=0
pd,jpd,jk k = 0, 1, · · · , K − 1 (4.13)
K−1∑
k=0
pd,k = 1 (Normalisation Condition). (4.14)
Let pk, k = 0, 1, 2, · · · , K be the steady-state probabilities of the system states, and PB =
pK be the blocking probability. Based on Poisson arrivals see time averages (PASTA)
property, pk can be calculated by (4.15) [133].
pk = (1− PB)pd,k k = 0, 1, 2, · · · , K − 1. (4.15)
The traffic intensity ρ and the actual traffic intensity ρc considering queue blocking are
given by ρ = γE[te] and ρc = (1 − PB)ρ, respectively. It is straightforward that p0, the
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steady-state probability that the queue is empty, should equal 1− ρc. Then, we can have
PB = 1− 1
pd,0 + ρ
, (4.16)
by using (4.15) for the case k = 0 and the fact that p0 = 1− ρc. Using (4.15) and (4.16),
we have
pk =
1
pd,0 + ρ
pd,k k = 0, 1, 2, · · · , K − 1. (4.17)
4.4.2 Oﬄoading performance
Using (4.16) and (4.17), the mean number of customers N in the system can be represented
as a function of K:
N(K) =
K∑
k=0
kpk =
1
pd,0 + ρ
K−1∑
k=0
kpd,k +K(1− 1
pd,0 + ρ
). (4.18)
And the average total time in the system, i.e., average service delay, is also a function of
K and can be calculated using Little’s law:
W (K) =
N
(1− PB)γ =
∑K−1
k=0 kpd,k +K(pd,0 + ρ− 1)
γ
. (4.19)
We use unblocked rate (1− PB) to measure the oﬄoading effectiveness E . For the system
with queue capacity K, request size S, and statistics of on and off periods, λ and µ, the
oﬄoading effectiveness can be calculated by
E = 1− PB = 1
pd,0 + ρ
. (4.20)
Thus, the blocked services requests, with portion PB of the total traffic, should be trans-
mitted using cellular networks. To show the oﬄoading capability for a given traffic load,
define average oﬄoading throughput for traffic load γ as
Ω = γSE = γS
pd,0 + ρ
. (4.21)
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It can be seen that for a given γ, a larger E generally leads to a larger Ω. However, for an
overload queue (ρ > 1) due to the heavy traffic, there is an upper bound of the average
oﬄoading throughput, denoted by Ωm. For an overloaded queue, we can calculate Ωm by
setting p0 = 0 since the server keeps busy serving the requests. Because the average service
time of a request is its mean EST, calculated by (4.4), we can obtain the upper bound of
the average oﬄoading throughput as
Ωm =
S
E[te]
=
r¯
1 + λ
µ
. (4.22)
As discussed above, there is a tradeoff between average service delay and the oﬄoading
effectiveness. Such a tradeoff is analyzed using the results of the queueing model. There
are two cases that VUs and network operators may care about: 1) Given a certain average
service delay, how much data can be oﬄoaded; 2) To oﬄoad a certain amount of data, how
much is the least average delay that the users should tolerate. For 1), assume that the
average service delay that users can tolerate is W ∗U . The corresponding K should be
K∗ = max{K|W (K) ≤ W ∗U}. (4.23)
Then, the oﬄoading effectiveness E∗ can be calculated by
E∗ = 1− PB|K=K∗ = 1
pd,0 + ρ
|K=K∗ . (4.24)
For 2), the solution is similar by setting a target oﬄoading effectiveness E∗U .
4.5 Simulation Results
In this section, we evaluate our proposed queueing model, and demonstrate the perfor-
mance of vehicular WiFi oﬄoading and the tradeoff between oﬄoading effectiveness and
average service delay. The simulation is carried out in a 2.0 km× 2.0 km region road map
of the downtown area of Washinton D.C., USA. WiFi APs are randomly deployed with the
coverage radius of 100 meters. There may exist overlapping of WiFi coverage areas. How-
ever, we show that low-level overlapping has little impact on the oﬄoading performance.
The street layout and AP locations are shown in Fig. 4.4. Each street segment has two
lanes with the bidirectional vehicle traffic. VANETMobisim [134] is used to generate the
mobility traces of 300 vehicles. With 50 deployed APs, the parameters can be obtained
from the simulation, as 1/λ = 31.5 s, 1/µ = 52.09 s, n¯ = 1.54, and Var(n) = 7.71. It is
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Figure 4.4: Street layout and AP locations. Number of APs is 40. The map data is from
TIGER/Line Shapefiles [3].
considered that vehicles can transmit through WiFi immediately when they move into the
coverage area, which is already supported by advanced WiFi technologies, e.g., HotSpot
2.0. With 802.11b bit rate 11 Mbps, r¯ = 4.32 Mbps using (4.1). Note that our proposed
analytical model can be applied to other WiFi technologies if the average data rate is
known. The service request size S is set to 5 MB, which is the size of a typical MP3 file.
The oﬄoading effectiveness E = 1−PB is shown in Fig. 4.5(a). It can be seen that with a
larger queue capacity K, the oﬄoading effectiveness E increases, which means that a larger
portion of mobile data can be oﬄoaded via WiFi networks. Such results are straightforward
because with larger K, more requests can be temporarily buffered, and then served when
WiFi is available. On the other hand, if K is smaller, more service requests are blocked due
to a full queue. However, there is a tradeoff between the oﬄoading effectiveness and the
average service delay. The average service delay is shown in Fig. 4.5(b). It can be seen that
a larger K leads to larger average service delay, which may decrease the user satisfaction.
We can also see that a large value of request arrival rate γ increases the average service
delay and decreases the oﬄoading effectiveness due to a larger traffic load. Moreover,
the curves of analysis and simulation results match each other well, which validates the
theoretical analysis. Fig. 4.5(c) shows the average oﬄoading throughput Ω. It can be seen
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Table 4.1: Maximum utility of VUs
[K, Um] γ = 0.03 γ = 0.045 γ = 0.06
Dt = 400 s [2, 1.17] [8, 2.41] [6, 2.54]
Dt = 800 s [4, 1.23] [12, 2.59] [8, 2.71]
that Ω increases with K, since E increases. When the queue is overloaded (e.g., γ = 0.11
in Fig. 4.5(c)), the upper bound of the average oﬄoading throughput in such a scenario is
about 1.63 Mbps.
To better depict the tradeoff between service delay and oﬄoading effectiveness, we
introduce the concept of user satisfaction level Φ, which reflects the user satisfaction with
respect to the average delay W . In this paper, we simply use a linear relationship between
Φ and W as Φ(W ) = 1 − W/Dt, where Dt is the delay tolerance of a user. Then, we
define the utility of a VU as H = $Ω + Φ(W ) which describes the user utility considering
both average service delay and oﬄoading throughput. $ is a parameter that accounts for
the preference of the VU on the oﬄoading throughput (or cost saved) with respect to the
average service delay. Fig. 4.5(d) shows the utility with respect to Dt, with $ = 2.5.
Results of maximum utility and corresponding K are summed in Table 4.1. It can be
seen that if the delay constraint is loose (e.g., Dt = 800 s), users might care oﬄoading
throughput (or cost saved) more than the delay. They may choose larger K for a loose
delay constraint to achieve higher oﬄoading throughput and get the maximum utility. On
the other hand, if the delay constraint is strict (e.g., Dt = 400 s), a smaller K is more
likely to be chosen for lower average service delay.
4.6 Summary
In this chapter, we have theoretically investigated the performance of vehicular WiFi of-
floading. We have modeled the data service requests of VUs as an M/G/1/K queue,
derived the probability distribution of the effective service time and analyzed the per-
formance metrics of vehicular WiFi oﬄoading, i.e., average service delay and oﬄoading
effectiveness by the queueing analysis. Simulation results have validated the analysis, and
shown the relationship between average service delay and oﬄoading effectiveness.
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(a) Oﬄoading effectiveness.
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(b) Average service delay.
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(c) Oﬄoading throughput.
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Figure 4.5: Simulation and theoretical results. The figures are plotted with 90% confiden-
tial intervals.
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Chapter 5
Performance Analysis of V-D2D
Communications
The demand for vehicular mobile data services has increased exponentially, which ne-
cessitates alternative data pipes for vehicular users other than the cellular network and
dedicated short-range communication (DSRC). In this chapter, we study the performance
of underlaid vehicular device-to-device (V-D2D) communications, where the cellular up-
link resources are reused by V-D2D communications, considering the characteristics of the
vehicular network. Specifically, we model the considered urban area by a grid-like street
layout, with non-homogeneous distribution of vehicle density. We then propose to em-
ploy a joint power control and mode selection scheme for the V-D2D communications. In
the scheme, we use channel inversion to control the transmit power, in order to determine
transmit power based on pathloss rather than instantaneous channel state information, and
avoid severe interference due to excessively large transmit power; the transmission mode is
selected based on the biased channel quality, where D2D mode is chosen when the biased
D2D link quality is no worse than the cellular uplink quality. Under the proposed scheme,
two performance metrics of V-D2D underlaid cellular networks, SINR outage probability
and link/network throughput, are theoretically analyzed. Simulation results validate our
analysis, and show the impacts of design parameters on the network performance.
5.1 Introduction
To address the spectrum scarcity in VANETs, additional data pipes for VUs are desirable,
which mitigate the congestion in cellular networks or in DSRC spectrum, and provide data
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services to vehicles with QoS guarantee. Device-to-device (D2D) communication is envi-
sioned as a promising solution for next-generation vehicular communication system [117].
By utilizing the proximity of mobile users, concurrent transmissions can reuse the same
spectrum band without severely interfering each other, which significantly enhances the
spectrum efficiency. In addition to spectrum utilization, vehicular D2D (V-D2D) commu-
nication can provide more benefits. Comparing to the transmitter-BS-receiver two-hop
cellular transmission, V-D2D communication offers much shorter communication latency
due to the one-hop proximate transmission, which facilitates delay-sensitive vehicular data
services. Moreover, unlike distributed DSRC, V-D2D communications are controlled by the
(centralized) cellular networks, in both control plane functions (e.g., connection setup and
maintenance) and data plane functions (e.g., resource allocation). Thus, a better perfor-
mance is expected thanks to collision avoidance and careful interference mitigation. Also,
varied QoS requirements, such as rates, can be satisfied by resource (sub-carrier) alloca-
tion mechanisms. Finally, D2D communications could be less expensive than conventional
cellular communications because of its inherent nature of spectrum reuse [55].
Due to the advantages of the D2D technology, it is suitable for many vehicular use
cases, and can enable novel location-based and peer-to-peer applications and services. For
example, considering the huge number of connected smart cars (90% new cars in 2020), the
update of smart cars software can put a significant burden on the cellular network, and cost
a lot of money of car manufacturers and car owners. Thus, the software update package can
be first downloaded by chosen vehicles, and exchanged among other vehicles by vehicular
D2D (V-D2D) communications. In the process, the cellular network can apply efficient
algorithms to choose downloading vehicles, assist pair devices to reduce delay, and allocate
resources (sub-carriers) to mitigate interference, satisfy different QoS requirements, and
optimize the performance. In this way, most of the traffic can be oﬄoaded to local V-D2D
transmissions, and thus much cellular bandwidth and money can be saved. Moreover, due
to the loose delay requirement of software update, the vehicular delay tolerant network
(VDTN) can be employed where the package can be disseminated in a store-carry-and-
forward manner, which can further oﬄoad the cellular network and save the cost. Another
type of data service is gaming and video/audio streaming among vehicular users, such as
in the vehicular proximity social network [116]. Normally, these services are supported
by DSRC or WiFi-direct communication, which may not satisfy the requirements due to
the collisions and long device paring time. With V-D2D communication, such services
can be better sustained due to cellular-controlled connection setup with shorter delay, and
resource (sub-carrier) allocation which can support varied rates.
However, we realize that there lacks a theoretical study that systematically investigates
the performance of D2D communication for vehicular network scenarios. Indeed, this
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topic is a challenging research problem. First, unique mobility patterns of vehicles impact
the network performance differently, when comparing to well-understood human mobility
patterns. Second, the grid-like vehicular network topology degrades the spectrum reuse
efficiency, since V-D2D communications only happen on roads. Last but not the least,
the interference pattern is even more difficult to model than normal D2D communications
where the spatial user distribution can be modeled by Poison point process (P.P.P.) [135].
In this chapter, we establish a theoretical framework to analyze the performance of V-
D2D communications underlaying cellular networks, by taking the unique characteristics
of VANETs into consideration. To the best of our knowledge, our study is first of this kind
to look into this emerging topic. Specifically, we model the urban road layout as a grid-like
pattern. The cellular coverage areas are thus also considered as a square area, with the
capability to extend to any other coverage patterns. The density of vehicles is modeled
by non-homogeneous distributions in the considered area, because vehicles are more likely
to move around social spots [136]. We then apply D2D communication in the modeled
VANETs scenario. A channel inversion transmit power control mechanism is utilized to
keep the receive power to be a threshold ρ0. In addition, we employ a biased channel quality
based mode selection strategy, where a biased factor ϕ explicitly controls the preference on
V-D2D mode over cellular mode. Based on these models, two critical performance metrics,
signal-to-interference-plus-noise (SINR) outage probability and link/network throughput,
are theoretically analyzed, and the relation with the important design parameters ρ0 and ϕ
is obtained, followed by simulation validation. A counter-intuition observation is found that
the network throughput does not always increase with larger ϕ (more D2D transmissions).
Plus, the impact of ϕ on the network throughput also depends on ρ0. The contributions
of the paper are as follows:
B Our proposed V-D2D underlay cellular network is governed by simple yet effective
mechanisms. In particular, a channel inversion power control scheme avoids high
interference level in V-D2D system, and a biased mode selection strategy based on
channel quality optimally controls the appropriate portion of vehicular users selecting
D2D mode or cellular mode;
B Our proposed theoretical framework, which takes into account the unique charac-
teristics of VANETs, is able to systematically evaluate the performance of V-D2D
underlay cellular networks. We specifically examine the impact of inversion power
control mechanism and biased mode selection strategy on such V-D2D networks. T-
wo most critical performance metrics – SINR outage probability and throughput –
are thoroughly analyzed and systematically validated via extensive simulations. The
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Table 5.1: The useful notations for Chapter 5
Symbol Description
ri Road segment i
L Length of a road segment
ΩC The considered cellular coverage area
ΩT Inter-cell interference area of ΩC
M Side length of ΩC
i Vehicle density on ri
dD D2D transmission distance
dC,i Cellular uplink distance of ri
γC , γD Path-loss exponent of cellular transmission and D2D transmission
h Channel gain
ρ0 Receive power threshold
ϕ Bias factor
ZC,i, ZD,i Transmit power given D2D (resp. cellular) mode is selected
I Interference
η Signal-to-interference-plus-noise ratio (SINR)
po,i(ω) SINR outage probability, where ω is SINR outage threshold
n0 Noise power
σ Average link throughput
relation between performance metrics and design parameters offers deep insights on
the emerging V-D2D communications underlaying cellular network.
The proposed analytical framework provides theoretical insights into the performance
of emerging V-D2D underlaying cellular networks. For cellular network operators, our
framework not only offers guidelines to plan and deploy such cellular infrastructures and
better utilize cherished spectrum resource, but also obtains the close-form relation between
critical performance metrics and major system design parameters that could be used to
further optimize the system efficiency of V-D2D networks.
The remainder of the chapter is organized as follows. Section 5.2 describes the system
model. Section 5.3 theoretically analyzes the network performance, followed by framework
validation via simulation in Section 5.4. Finally, Section 5.5 concludes the chapter.
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5.2 System Model
In this section, the system model of the analytical framework is presented. We first de-
scribe the street pattern of the considered area, followed by the network model, including
the D2D and cellular transmission distances, the transmit power control, and channel char-
acteristics. Then, the mode selection strategy is given, where a bias factor ϕ is used to
reflect the preference of D2D transmissions over cellular transmissions. A summary of the
mathematical notations used in this paper is given in Table 5.1.
5.2.1 Street Pattern
We consider an urban area fully covered by the LTE cellular network. The considered
area has a grid-like street pattern, as the downtown area of many cities, such as Houston
and Portland [120]. The network geometry consists of a set of north-south (vertical) roads
intersected with a set of east-west (horizontal) roads, as shown in Fig. 5.1. The lengths
of each road segment ri are identical, which is denoted by L, leading to equal-sized square
street blocks with side length L. We further consider the coverage area of an LTE eNB
to be a square, with the side length M normalized by L. Also denote the considered
cellular coverage area by ΩC . Note that we consider M is even in the analysis, while the
methodology can be easily applied when M is odd. Denote the set of road segments within
a cellular coverage area byMC with |MC| = 2M(M+1). There are two things worth to be
noted. First, we focus on the urban area because in these areas V-D2D communication is
more urgent due to the heavy-loaded data traffic, and we will leave the analysis of suburban
and rural areas in the future works; second, the analysis can be easily applied to coverage
patterns other than the square pattern, such as hexagon and Vorinoi coverage patterns
which are more common coverage patterns of LTE networks.
The density of vehicles in road segments can impact the network performance, since V-
D2D communication can happen only when two vehicles are close to each other. According
to [137], the vehicle density at a location can be accurately modeled by different heavy-
tail distributions, such as Weibull, log-logistic, and log-gamma distribution. We consider
that on road segment ri, the probability density function (PDF) and cumulative density
function (CDF) of the vehicle density i are f,i(x) and F,i(x), respectively.
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Figure 5.1: System model for V-D2D communications.
5.2.2 Network Model
The FDD LTE network is considered, where uplink and downlink transmissions use or-
thogonal sets of channels. We consider V-D2D communications for vehicle-to-vehicle data
services in this paper, e.g., direct video/audio streaming or Internet contents sharing, while
vehicle-to-infrastructure data services can be supported by normal cellular transmission-
s. Two VUEs can transmit data via the cellular network, and as an alternative, if close
to each other, they can transmit directly without going through the LTE, i.e., V-D2D
transmissions. Without the loss of generality, V-D2D transmissions can happen only when
two VUEs are in the same road segment ri, for the reasons that V-D2D transmissions are
only available for vehicles in proximity, and it is usually difficult for the signal to transmit
between two intersected road segments in urban areas due to the block of buildings. In
addition, vehicles in the same road segment are more likely to preserve a longer and more
reliable connection, which avoids frequent D2D connection set up and tear down. There-
fore, the eNB can schedule V-D2D communication only within one road segment. A similar
consideration can be found in [136]. Then, the D2D transmission distance dD ∈ [0, L] 1.
1Since the D2D communication often involves bi-directional communication, we do not differentiate
D2D transmitter and receiver in this paper.
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Since the existence of a transmission in ri requires no less than two vehicles in ri, the
probability a transmission request exists in ri can then be calculated by pT,i = 1− F,i(2).
It is further considered that within a road segment ri, the location of an arbitrary VUE
follows a uniform distribution, which means that within ri, a VUE appears in any location
equally likely. Consequently, given that a V-D2D link exists in ri, the V-D2D transmission
distance dD,i follows a triangular distribution, and thus the PDF of dD,i can be expressed
by
fdD,i(x) =
2
L
(1− x
L
). (5.1)
Since fdD,i(x) does not depend on i, D2D transmission distances in all road segments
are independent and identically distributed (i.i.d.) random variables with the PDF given
in (5.1). Note that the distribution of locations a vehicle may appear in a road segment can
be extended to a general model, and the distribution of V-D2D distances can be obtained in
a similar way. For cellular uplink transmission, denote by dC,i the cellular uplink distance
if the transmitting VUE is in ri. For the simplicity of analysis, we consider that dC,i is
independent of dD,i, and is approximated by the distance from the eNB to the middle point
of ri, due to that usually the cellular uplink distance is much larger than the D2D distance.
Therefore, due to the symmetry of the road pattern, the probability mass function (PMF)
of the cellular uplink distance dC,i, denoted by pdC (x), can be easily obtained as
pdC (x) =

4
|MC | , x =
L
2
8
|MC | , x =
√
5L
2
4
|MC | , x =
3L
2
8
|MC | , x =
13L
2
. . .
(5.2)
Due to the high mobility of vehicles, the rapid channel variations results in difficulty in
obtaining real-time full CSI which contains the actual channel fading parameters. Thus,
large-scale fading effects including path loss and shadowing are preferred when designing
V-D2D communication protocols [118,119,138]. In [117], a simulation has been conducted,
showing that the performance degradation of V-D2D communication is very little when
only path loss is considered. Based on these observations, in this paper, we only consider
the large-scale fading effects. Following [135] and [139], we consider a general power-law
path-loss model with the decay rate d−γ, where d is the distance between the transmitter
and the receiver, and γ > 2 is the path-loss exponent. The cellular uplink and V-D2D links
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may have different path-loss exponents, denoted by γC and γD, respectively. We consider a
Rayleigh fading environment2, where the channel gain h between any two locations follows
i.i.d. exponential distribution with unit mean, i.e., h ∼ exp(1).
The transmit power is regulated by a channel inversion power control model, in which
the path-loss is compensated by the transmit power such that the average received signal
power at the intended receiver (i.e., eNB for uplink transmissions and receiving VUE for
V-D2D transmission) equals a certain receive power threshold ρ0. Therefore, the instant
received power can be expressed by ρ0h. In general, if the channel inversion power control
is employed, a power truncate outage may happen due to that the required transmit power
is larger than the maximum transmit power Pm [135]. However, in the considered urban
V-D2D scenario, power truncate outage does not happen since Pm is large enough to
compensate the path-loss of a cellular edge transmission, the distance of which is much
larger than the maximum D2D transmission distance L. The V-D2D communications
underlaying cellular network may have multiple channels. However, since the interference
statistics of all channels are similar, we restrict our analysis to one channel, which is shared
by V-D2D transmissions and maximum one uplink transmission in the considered cellular
coverage area.
5.2.3 Mode Selection Strategy
VUEs can transmit data using either cellular mode or D2D mode. In cellular mode, eNB
routed two-hop transmission is employed: the data packet is first transmitted from the
transmitting VUE to the eNB through uplink channels, and then from the eNB to the
receiving VUE through downlink channels. In D2D mode, two VUEs can directly transmit
data reusing the cellular uplink resources. The cellular uplink resources are reused by V-
D2D transmissions, since the interference caused at the BS can be efficiently managed [141].
The mode selection greatly impacts the network performance. If more VUEs select D2D
mode, the frequency spatial reuse can be improved; however, more interference is intro-
duced to both D2D and cellular uplink transmissions. Therefore, more D2D transmissions
do not always enhance the throughput or oﬄoading performance, as demonstrated in [117].
In this paper, we employ a biased channel quality based mode selection strategy to
model the tradeoff among SINR, frequency reuse, throughput, and oﬄoading performance.
In the biased channel quality based mode selection, a VUE selects D2D mode if the biased
2Methods to relax to general fading models can be found in [140]
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quality of D2D channel is no worse than the quality of the cellular uplink channel, i.e.,
Pt,D = ρ0d
γD
D ; (5.3)
otherwise, the cellular mode will be chosen. The bias factor ϕ reflects the preference on
D2D mode over cellular mode, where a larger ϕ indicates that D2D transmissions are more
likely to happen, leading to higher frequency reuse and more interference. With this model,
the interference to the cellular uplink transmissions can be controlled. To satisfy (5.3), a
D2D transmission closer to the eNB tends to have a smaller transmission distance dD, and
a correspondingly smaller transmit power due to the channel inversion power control. We
show that the interference power from any D2D transmission to the eNB can be upper
bounded by ϕρ0 in Appendix 5.6.1. Fig. 5.2 shows the mode selection results in terms of
ϕ, in a scenario with L = 100 m and M = 10. A dot in the figures indicates a transmission
request between two vehicles within road segment ri, while blue dot and red dot indicate
that the transmission selects cellular and D2D mode, respectively. It can be seen that the
number of V-D2D transmissions (shown as red dots) increases when the value of ϕ becomes
larger, since a larger ϕ indicates D2D mode is more preferred. Moreover, in the area closer
to the BS, the D2D transmission is less likely to happen, which protects the cellular uplink
transmission from severe interference.
Under the mode selection strategy, we can calculate the probability that D2D/cellular
mode is selected. In road segment ri, the cellular uplink distance dC,i is a constant. Thus,
given a transmission request among two VUEs in ri, the probability that D2D mode is
selected can be obtained by
pD,i = P(ϕd−γDD,i ≥ d−γCC,i )
= FdD(ϕ
1
γD d
γC
γD
C,i )
=
ϕ
1
γD d
γC
γD
C,i
L
(2− ϕ
1
γD d
γC
γD
C,i
L
) (5.4)
where FdD(·) is the cumulative density function (CDF) of D2D distance dD. Accordingly,
the probability that the cellular mode is selected is pC,i = 1− pD,i.
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Figure 5.2: Mode selection result.
97
5.3 Network Performance Analysis
In this section, we analyze the performance of the V-D2D communications underlaying
cellular networks. We start with the probability distribution of the transmit power of
an arbitrary V-D2D transmission and cellular uplink transmission. Then, we analyze the
interference from both V-D2D transmissions and uplink transmission in the considered
cellular coverage area and the first tier around the considered cellular coverage area, based
on which the probability distribution of SINR is derived. Then, the performance metrics,
the SINR outage probability and throughput, are theoretically obtained. Note that for
integer values of path loss exponents, the SINR outage probability can be expressed in
closed-form.
5.3.1 Transmit power
In this part, we analyze the transmit power of both D2D mode and cellular mode. Accord-
ing to the channel inversion power control and mode selection model, the maximum D2D
transmission power in road segment ri is PDm,i = min (P
′
Dm
, ϕρ0d
γC
C,i), where P
′
Dm
= ρ0L
γD
is the maximum transmit power due to the maximum V-D2D distance L, and ϕρ0d
γC
C,i is
the maximum transmit power due to the mode selection strategy. Given D2D mode is
selected, the D2D transmit power ZD,i is the transmit power required to compensate the
path-loss conditioned on ϕd−γDD,i ≥ d−γCC,i , i.e., ZD,i = {PD,i : ϕd−γDD,i ≥ d−γCC,i }, where PD,i is
the unconditioned V-D2D transmit power. The PDF of ZD,i is given in Lemma 1.
Lemma 1 In the urban V-D2D communication underlaying cellular network with channel
inversion power control and biased channel quality based mode selection, the PDF of the
D2D transmit power in ri, denoted by ZD,i, is given by
fZD,i(x) =
1
pD,i
( 2x 1γD−1
γDLρ
1
γD
0
− 2x
2
γD
−1
γDL2ρ
2
γD
0
)
, ZD,i ≤ PDm,i , (5.5)
where PDm,i = min (P
′
Dm
, ϕρ0d
γC
C,i).
Proof. See Appendix 5.6.2. 
For cellular mode, the transmit power ZC,i is the transmit power from the VUE to the
eNB (denoted by PC,i) conditioned on ϕd
−γD
D,i < d
−γC
C,i . Since PC,i = ρ0d
γC
Ci
is a constant,
ZC,i = PC,i = ρ0d
γC
Ci
is a constant.
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Figure 5.3: Interference area with Nt = 2.
5.3.2 Interference and signal-to-interference-plus-noise ratio
In cellular networks, the interference is caused by co-channel transmissions in the same
cell and neighboring cells, which is called intra-cell interference and inter-cell interference,
respectively. In V-D2D communications underlaying cellular networks, the interference is
caused by not only cellular uplink transmission, but also D2D transmissions which reuse
uplink resources. In this part, we consider intra-cell and inter-cell interference from both
cellular uplink transmissions and V-D2D transmissions. For inter-cell interference, we
consider the interference from Nt tiers of cells around the considered cell, as shown in Fig.
5.3. Usually considering Nt = 1 is sufficient to analyze the inter-cell interference, and the
interference power from transmissions of even further areas can be considered as noise.
Denote the considered cellular coverage area by ΩC , the area where inter-cell interfer-
ence originates by ΩT , and ΩI = ΩC + ΩT . Denote the sets of road segments in ΩC , ΩT ,
and ΩI by MC, MT , and MI , respectively. Consider a D2D/uplink transmission in road
segment ri ∈MC. The total interference to the D2D/uplink transmission can be expressed
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by
Ii = ID ,i + IC ,i
=
∑
rj∈MI\ri
1D,jZD,jhd
−γD
ji + 1C,jZC,jhd
−γC
ji , (5.6)
where ZD,i (resp. ZC,i) is the transmit power of V-D2D (resp. cellular uplink) transmission
in road segment ri. dji is the distance from the interferer to the receiver, and dj0 denotes
the distance from the interferer to the eNB of ΩC . For simplicity, when the interference
to the V-D2D transmission is considered, dji is the distance between the middle points of
rj and ri; when the interference to uplink transmission is considered, dj0 is the distance
from the middle point of rj to the location of eNB of ΩC . 1D,i and 1C,i are indicator
functions where 1X,i = 1 if a transmission request exists in ri and chooses mode X, and
1X,i = 0 otherwise. Based on the vehicle density distribution and the mode selection
strategy, P(1D,i = 1) = pT,ipD,i. Furthermore, for the analysis tractability, we consider
that cellular uplink scheduling is round-robin [135]. Therefore, when |MC| becomes larger,
the probability that no transmission selects cellular mode gets smaller (i.e.,
∏
ri∈MC 1 −
pT,i(1− pD,i) gets smaller), and P(1C,i = 1) ≈ pT,i(1−pD,i)∑
ri∈MC pT,i(1−pD,i)
.
With the total interference Ii given in (5.6), the signal-to-interference-plus-noise ratio
(SINR) of a D2D/uplink transmission in road segment ri ∈MC can be expressed by
ηi =
ρ0h
n0 +
∑
rj∈MI\ri 1D,jZD,jhd
−γD
ji + 1C,jZC,jhd
−γC
j0
, (5.7)
where n0 is the noise power.
5.3.3 Performance metrics
V-D2D communications can improve the frequency spatial reuse, and therefore the spec-
trum efficiency and throughput can be increased. On the other hand, more interference is
introduced, resulting in decreasing SINR for both D2D and cellular transmissions. There-
fore, in this part, we consider two performance metrics, i.e., SINR outage probability and
throughput, to analyze the performance of the V-D2D communications underlaying cellular
network.
Given the SINR outage threshold ω, the SINR outage probability of the transmission
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poD,i(ω) = 1− exp(−ωn0
ρ0
)
∏
rj∈MI\ri
(2pT,jP 1γDDm,jH([1, 1γD ], [1 + 1γD ], β)
Lρ
1
γD
0
− pT,jP
2
γD
Dm,j
H([1, 2
γD
], [1 + 2
γD
], β)
L2ρ
2
γD
0
+ 1− pD,jpT,j
) · 1∑
ri∈MC pT,i(1− pD,i)
∑
rj∈MI\ri
pT,j(1− pD,j)
(1 + sZC,jd
−γC
ji )
(5.8)
in ri is
po,i(ω) = P(ηi ≤ ω)
= P(h ≤ ω
ρ0
(n0 + ID ,i + IC ,i))
i
= 1− exp{− ω
ρ0
(n0 + ID ,i + IC ,i)}
ii
= 1− exp{−ωn0
ρ0
}LD ,i(
ω
ρ0
)LC ,i(
ω
ρ0
), (5.9)
where LX (·) denotes the Laplace transform of the PDF of the random variable, when mode
X is chosen, and LD ,i(·) and LC ,i(·) are calculated in Appendix 5.6.3. In (5.9), (i) follows
since h is an exponential random variable with unit mean, and (ii) follows because the
transmission modes in each road segment are independent. Then, a V-D2D transmission
in ri, the SINR outage probability poD,i(ω) is given in (5.8), where H(·) is hypergeometric
function, and β = − ω
ρ0
d−γDji PDm,i . Therefore, the average V-D2D SINR outage probability
in ΩC , denoted by poD(ω), can be calculated by
poD(ω) =
∑
ri∈MC pT,ipD,ipoD,i(ω)∑
ri∈MC pT,ipD,i
. (5.10)
For cellular uplink transmissions, the interference is caused at the eNB of ΩC . Therefore,
for an arbitrary cellular uplink transmission, the SINR outage probability can also be
calculated by (5.8), where dji is replaced by dj0. Note that for integer value of γC and γD,
(5.8) has closed-form expression.
Another important performance metric is the link/network throughput. Since the V-
D2D communications introduce interference to the network, the throughput of the cellular
uplink is degraded. However, at network level, the throughput can be enhanced by spatial
spectrum reuse due to concurrent transmissions. The average link throughput in a unit
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spectrum (or spectrum efficiency) when the transmitter is in ri, denoted by σi, can be
calculated based on the SINR outage probability:
σi = E[log2(1 + SINRi)]
=
∫ ∞
0
P(log2(1 + SINRi) > x)dx
=
∫ ∞
0
P(ηi > 2x − 1)dx
=
∫ ∞
0
1− po,i(2x − 1)dx, (5.11)
where po,i(·) is the SINR outage probability given in (5.9). Therefore, the average total
spectrum efficiency in a cellular coverage ΩC can be calculated by
σ =
∑
ri∈MC
pT,i
(
pD,iσD,i +
1− pD,i∑
ri∈MC pT,i(1− pD,i)
σC,i
)
(5.12)
5.4 Evaluation
In this section, we conduct a simulation to validate the proposed analytical framework.
In an urban area with grid-like road system, the length of road segment L = 100 m, and
the side length of a cellular BS coverage area is set to M = 10 road segments. Each road
segment has two lanes with bidirectional vehicle traffic. We use VANETMobisim [134] to
generate the mobilities of vehicles. Speed limit is set to 50 km/h. The vehicle mobility
is controlled by Intelligent Driver Model with Lane Changes (IDMLC) model, in which
vehicle speed is based on movements of vehicles in neighborhood. Unless otherwise stated,
we set the channel inversion threshold ρ0 = −80 dBm, noise power N0 = −90 dBm, the
path-loss exponents γC = γD = 4, the SINR outage threshold ω = 2, and Nt = 1 tier of
cells where inter-cell interference is considered. All simulation results are plotted with 10%
confidential intervals.
In the simulation, two arbitrary vehicles in the same road segment can request a trans-
mission between each other. If more than two transmission requests happen in the same
road segment, the cellular network randomly schedules one request with V-D2D transmis-
sion (called potential V-D2D transmission), and schedules the others to use traditional
cellular transmissions, i.e., the transmitter-BS-receiver two-hop transmissions. A potential
V-D2D transmission selects the D2D mode if the D2D selection condition (5.3) is satisfied;
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otherwise, the cellular mode is selected. Note that only one cellular uplink transmission
can be scheduled in one time and sub-channel.
Fig. 5.4 shows the average SINR outage probability in the considered area ΩC , in-
cluding V-D2D transmissions and cellular uplink transmissions, with respect to (w.r.t.)
the SINR outage threshold ω, and varied values of ρ0 and ϕ. Straightforwardly, the S-
INR outage probability increases with the increase of the outage threshold ω. Different
vehicular services and applications may require different data rates, which correspond to
different SINR requirements. Thus, the results of Fig. 5.4 indicate that for data-craving
applications, such as high-quality video streaming, the SINR outage probability could be
higher, which can be an important design concern of the V-D2D communications under-
laying cellular network. Fig. 5.4(a) shows the impact of the channel inversion threshold
ρ0 on the SINR outage probability. ρ0 influence the SINR in two different ways. On one
hand, with a smaller value of ρ0, the V-D2D/cellular transmitters can use a smaller power,
and thus cause less interference to each other; on the other hand, the received signal power
ρ0h is also smaller. In the simulated scenario, the latter, i.e., the impact on the received
signal power dominates, and thus the SINR outage probability increases with the decrease
of ρ0. Note that the conclusion may vary with different VANETs topology patterns and
topology parameters L and M , the analysis of which is considered one of our future works.
Fig. 5.4(b) shows the impact of the bias factor ϕ on the SINR outage probability. With a
larger value of ϕ, more transmission requests will choose D2D mode, which in turn causes
more interference, and results in higher SINR outage probability.
Fig. 5.5 shows the SINR outage probability w.r.t. the bias factor ϕ. One important
observation is that the SINR outage probability increases monotonously with ϕ. Different
from ρ0, ϕ does not impacts the received signal power, but influence the interference in
the following ways. First, a higher value of ϕ leads to a higher D2D selecting probability
according to (5.4), and thus more concurrent transmissions. Second, with a higher value
of ϕ, it is more likely for V-D2D transmission to use a higher transmit power based on
(5.5). Therefore, a higher value of ϕ will lead to a higher level of interference, and thus
result in a higher average SINR outage probability. However, a higher average SINR
outage probability does not necessarily indicate a lower cell throughput, which will be
discussed later. When ϕ surpasses a certain value, most of V-D2D transmissions can
use the possibly maximum transmit power, i.e., PDm,i = min (P
′
Dm
, ϕρ0d
γC
C,i) = P
′
Dm
, and
consequently further increasing ϕ will have little impact on the SINR outage probability,
as shown in Fig. 5.5 where ϕ > 0.9× 10−3.
Fig. 5.6 shows the throughput performance of the V-D2D underlaying cellular network
w.r.t. the bias factor ϕ. The throughput is presented in the form of spectrum efficiency, and
thus the unit is bits/s/Hz. It can be seen that a larger value of channel inversion threshold
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Figure 5.4: SINR outage probability w.r.t. ω.
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Figure 5.5: SINR outage probability w.r.t. ϕ.
ρ0 leads to a higher throughput due to a higher SINR, as discussed in Fig. 5.4(a). In
Fig. 5.6(a), we consider the average throughput of the cellular uplink transmission, i.e.,
σC =
∑
ri∈MC
pT,i(1−pD,i)∑
ri∈MC pT,i(1−pD,i)
σC,i, which reflects the cellular uplink throughput from the
perspective of the network operator. As shown in the figure, the cellular uplink throughput
decreases with the increase of ϕ. This is because with a larger ϕ, both D2D selecting
probability and D2D transmission power increase, resulting in a larger interference at
the BS. The SINR of the cellular uplink transmissions thus decreases, leading to a lower
throughput. Different from Fig. 5.5, even when ϕ is large, there is still an obvious decrease
of the cellular uplink throughput with the increase of ϕ. This is because the throughput of
cellular uplink is mainly influenced by the D2D transmissions in the road segments close
to the BS. When ϕ is large, the transmit power of these transmissions still increases with
ϕ, as PDm,i = min (P
′
Dm
, ϕρ0d
γC
C,i) = ϕρ0d
γC
C,i, which causes more interference at the BS. Fig.
5.6(b) shows the total average throughput in a cellular coverage area, including all V-D2D
transmissions and the cellular uplink transmission. By comparing to Fig. 5.6(a), it is
shown that V-D2D communications can greatly boost the spectral efficiency of the cellular
networks. Also, for different values of channel inversion threshold ρ0, the bias factor ϕ
impacts the throughput in different ways. For the cases of ρ0 = −75 dBm and ρ0 = −80
dBm, the total throughput increases from ϕ = 0.1 × 10−3 to 0.3 × 10−3, but decreases
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slightly with the further increase of ϕ. This is because when ϕ is small, the interference is
low, and with the increase of ϕ, there are more concurrent V-D2D transmissions, leading
to larger total throughput. However, when ϕ is relatively large, the interference becomes
the dominating factor, and thus the increase of ϕ leads to a decrease of total throughput.
For the case of ρ0 = −85 dBm, the total throughput increases with ϕ even when ϕ is
larger than 0.3 × 10−3. The reason is that when ρ0 is small, the transmit power is small
according to the channel inversion model, and thus the interference is small. Therefore,
as the value of ϕ increases, more concurrent transmissions lead to a higher throughput.
Compared with the results of Fig. 5.5, it can be seen that though the increase of ϕ increase
the SINR outage probability, it can influence the total throughput in varied ways.
5.5 Summary
In this chapter, we have theoretically studied the performance of V-D2D underlaying cellu-
lar networks. We have modeled the urban road system and the vehicle density distribution,
and employed channel inversion model and biased channel quality based mode selection
to control the transmit power and mode selection of vehicular users. Two performance
metrics, SINR outage probability and throughput, have been theoretically analyzed. Sim-
ulation has been conducted, which validates our analysis, and shows the impact of design
parameters on the performance metric. Results in this chapter can be applied to obtain
the performance of a V-D2D underlaid cellular network given the design parameters, and
provide valuable guidance for network operators when deploying the future networks.
5.6 Appendix
5.6.1 Upper bound of interference
Consider an arbitrary D2D transmission in road segment ri. According to the mode selec-
tion, D2D mode is selected if ϕd−γDD,i ≥ d−γCC,i . Then, we have dγDD,i ≤ ϕdγCC,i, and the D2D
transmit power PD,i = ρ0dγDD,i ≤ ϕρ0dγCC,i. Therefore, the interference at the eNB from the
D2D transmission is given by
ICD,i = PD,id
−γC
C,i ≤ ϕρ0. (5.14)
From (5.14), we can see that the interference from any D2D transmission to the cellular
uplink transmission is upper bounded by ϕρ0.
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5.6.2 Lemma 1
Given D2D mode is selected, the D2D transmit power ZD,i is ZD,i = {PD,i : ϕd−γDD,i ≥
d−γCC,i } = {PD,i : ρ0dγDD,i ≤ ϕρ0dγCC,i} = {PD,i : PD,i ≤ ϕPC,i}. Therefore, the PDF of ZD,i can
be obtained by
fZD,i(x) = fPD,i|PD,i≤ϕPC,i(x)
=
fPD,i(x)
P(PD,i ≤ ϕPC,i)
=
1
pD,i
(
2x
1
γD
−1
γDLρ
1
γD
0
− 2x
2
γD
−1
γDL2ρ
2
γD
0
), (5.15)
where PD,i is obtained in (5.4), and fPD,i(x) can be derived from the PDF of D2D distance
dD in (5.1) and the fact that PD,i = ρ0d
γD
D,i.
5.6.3 Laplace transforms of IC and ID
First we consider the interference from all V-D2D transmissions to a V-D2D transmission
in road segment ri, denoted by IDD ,i. The Laplace transform of the PDF of IDD ,i, denoted
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by LIDD ,i(s) can be calculated by
LIDD ,i(s)
= E[e−s
∑
rj∈MI\ri 1D,jZD,jhd
−γD
ji ]
= E[
∏
rj∈MI\ri
e−s1D,jZD,jhd
−γD
ji ]
=
∏
rj∈MI\ri
E[e−s1D,jZD,jhd
−γD
ji ]
=
∏
rj∈MI\ri
pD,jpT,jE[e−sZD,jhd
−γD
ji ] + 1− pD,jpT,j
=
∏
rj∈MI\ri
2pT,jP
1
γD
Dm,j
H([1, 1
γD
], [1 + 1
γD
], β)
Lρ
1
γD
0
− pT,jP
2
γD
Dm,j
H([1, 2
γD
], [1 + 2
γD
], β)
L2ρ
2
γD
0
+ 1− pD,jpT,j (5.16)
where H([·], [·], v) is hypergeometric function, and β = −sd−γDji PDm,j . Note that for integer
values of γC and γD, (5.16) has closed-form expression. For example, when γC = γD = 4,
LIDD ,i(s) is shown in (5.13), where x = PDm,j .
The interference from all cellular uplink transmissions in ΩI to a V-D2D transmission
in road segment ri is denoted by ICD ,i. Similarly, the Laplace transform of the PDF of
ICD ,i, denoted by LICD ,i(s) can be calculated by
LICD ,i(s)
= E[e−s
∑
rj∈MI\ri 1C,jZC,jhd
−γC
ji ]
= E[
∏
rj∈MI\ri
e−s1C,jZC,jhd
−γC
ji ]
=
∑
rj∈MI
P(1C,j = 1)E[e−sZC,jhd
−γC
ji ]
=
1∑
ri∈MC pT,i(1− pD,i)
∑
rj∈MI\ri
pT,j(1− pD,j)
(1 + sZC,jd
−γC
ji )
. (5.17)
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When considering the interference to a cellular uplink transmission in road segment ri,
the calculation of IDC ,i and ICC ,i is similar to (5.16) and (5.17), by replacing dji with the
distances from the road segments in MI to the BS of ΩC .
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Chapter 6
Conclusions and Future Work
In this chapter, we summarize the main concepts and results presented in this thesis and
highlight future research directions.
6.1 Conclusions
In this thesis, we have investigated different methods to efficiently exploit opportunis-
tic spectrum bands for vehicular communications. Based on the analysis and discussion
provided, we present the following remarks.
• Utilizing opportunistic spectrum bands for VANETs can be an efficient and cost-
effective solution to the problem of spectrum scarcity in VANETs. Through tech-
niques such as cognitive radio, WiFi, and D2D communication, the opportunities in
both licensed and unlicensed spectrum bands can be explored to support the mobile
data services of vehicular users. However, different from other networks, the unique
features of VANETs, such as the high vehicle mobility, impose many challenges in
analyzing the spectrum opportunity and efficiently exploiting it. On the other hand,
these features can even improve the spectrum utilization if proper schemes are de-
signed.
• We studied three main techniques to explore and exploit opportunistic spectrum
bands, i.e., CR, WiFi, and D2D communication, respectively. In CR-VANETs, li-
censed spectrum bands, such as TV white spaces, are theoretically analyzed in terms
of channel availability for vehicular users. Following the channel availability, an
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efficient and fair spectrum access scheme is proposed based on game theory. In ve-
hicular WiFi oﬄoading, intermittent WiFi access opportunities on unlicensed bands
are utilized for providing Internet data services to moving vehicles. In V-D2D com-
munications, we have shown that the total spectrum efficiency and throughput of
the cellular network can be greatly boosted by the underlaid proximate V-D2D com-
munications. The opportunistic spectrum bands under investigation are basically a
small portion of the whole wireless spectrum. With the soaring number of connected
vehicles and exponentially increasing demands of mobile data services, we believe
that opportunistic spectrum will play an increasingly important role in offering cost-
effective data pips for VANETs.
• The study in this thesis plays an vital role in understanding the performance of
VANETs when applying opportunistic spectrum bands for V2V and V2I communi-
cation. This understanding can in turn provide important insights and guidance for
spectrum access and network design and deployment. Specifically, for vehicular users,
using the results of the study, combined with their own knowledge such as speed and
scheduling moving route, the critical information about different spectrum bands,
such as availability, supporting QoS, even costs, can be obtained, which could be
essential criterions for selecting the best spectrum to access. For content providers
(as an example, car manufacturers), knowing the performance and cost of different
data pipes for content dissemination can reduce the cost while preserving QoS. For
network operators, the knowledge of the network performance and the impact of the
design parameters can assist the network deployment and optimization, without the
need for time-consuming large-scale simulations.
6.2 Future Research Directions
In this thesis, we focus on performance study and protocol design of VANETs utilizing
opportunistic spectrum bands, through CR, WiFi, and D2D communications, respectively.
Our future work includes designing more efficient spectrum utilization schemes, extending
spectrum bands to exploit, investigate integrated opportunistic communication framework,
extensive simulation validations through real-world maps and trace, and further exploring
the implication on network design and operations. Despite existing studies on opportunis-
tic spectrum utilization of VANETs, many issues remain unclear. For example, when
considering a more complex mobility pattern of vehicles, and more general PU activity
models, the channel availability in CR-VANETs could be more difficult to study. More-
over, exploiting opportunistic spectrum bands often involves economic concerns, such as
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the pricing strategies of CRNs and D2D underlaid network, and the cost/QoS tradeoff is-
sues. Currently, there are little works investigating these topics for VANETs. We conclude
the thesis by providing several thoughts of our future research directions.
• Analysis of the opportunistic spectrum utilization in a more general network environ-
ment. The spectrum availability depends on the movement of vehicles. In this thesis
we employed the grid-like street patterns, and modeled the vehicle mobility in a sim-
plified form where the vehicle mobility can be represented by maximum/minimum
speed, and turning probabilities at intersections. In addition, in CR-VANETs, we
consider the PU activity model by an ON-OFF model. Straightforwardly, when a
more general network environment is under consideration, such as more complex
street patterns and inhomogeneous vehicle densities, the analysis should be more
difficult. Moreover, we also plan to design spectrum access schemes considering
the generalized network conditions, and the QoS requirements of varied data ser-
vices/applications.
• Extend spectrum bands to exploit, in order to further relieve the spectrum scarcity.
TVWS have been proposed for unlicensed access due to the current underutilization
and good propagation properties. The availability of local TVWS channels change
over time and location. Therefore, to enable effective vehicular access, a first chal-
lenge is efficiently plan the TVWS networks, e.g., deploying the TVWS access points.
Providing a TVWS network, another challenge to deliver vehicular data services is
to design efficient vehicular access scheme considering the vehicle mobility and the
different QoS requirements of applications. We plan to solve these challenges in the
future work.
• Investigate on integrated opportunistic communication framework for VANETs. An
integrated framework that can effectively incorporate all kinds of available oppor-
tunistic spectrum is required for VANETs, so that VUs can adaptively access different
spectrums. First, due to the movement of vehicles, the availability of the opportunis-
tic transmission spectrums is changing spatially and temporally, which may lead to
different availability of different spectrum. Thus, better knowledge of the spectrum
availability will lead to better utilization of the opportunistic spectrums. Second, the
targets and requirements of accessing different spectrums are varying. For licensed
spectrum, the target is to use the vacant bands to improve the communication per-
formance as well as to oﬄoad the cellular network, while avoiding or minimizing the
interference to primary transmissions. For WiFi access, the spectrum bands are free
to use, and the target is to maximize the utility considering cost and user satisfac-
113
tion (e.g., delay), and to improve the oﬄoading performance given the deployed WiFi
network.
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