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Abstract
We study semiclassical approximations to the time evolution of coherent states
for general spin-orbit coupling problems in two different semiclassical scenarios: The
limit ~ → 0 is first taken with fixed spin quantum number s and then with ~s held
constant. In these two cases different classical spin-orbit dynamics emerge. We prove
that a coherent state propagated with a suitable classical dynamics approximates the
quantum time evolution up to an error of size
√
~ and identify an Ehrenfest time scale.
Subsequently an improvement of the semiclassical error to an arbitray order ~N/2 is
achieved by a suitable deformation of the state that is propagated classically.
1E-mail address: jens.bolte@physik.uni-ulm.de
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1 Introduction
Ever since their introduction by Schro¨dinger as early as 1926 [Sch26], coherent states have
found an increasing range of applications in quantum mechanics, see e.g. [KS85, Per86]. In
a semiclassical context their virtues become particularly transparent in attempts to relate
the quantum time evolution of a system to its classical trajectories. Coherent states can,
e.g., even be used to identify the limiting classical dynamics of a given quantum system.
However, apart from the exceptional case of the harmonic oscillator that Schro¨dinger
chose for his construction, every quantum wave packet necessarily disperses. Schro¨dinger’s
original intention to mimic classical trajectories in quantum mechanics can therefore only
be put into practice up to the time scale on which wave packets begin to delocalise. Beyond
that the quantum time evolution looses its tight relation to classical trajectories, although
coarser classical structures possibly remain to be of influence [SB02, Sch04].
More recently the notion of an Ehrenfest time was introduced [Chi79, Zas81], intended
to indicate that the Ehrenfest relations can only connect quantum dynamics and classical
trajectories on limited time scales. For classical dynamics with positive Lyapunov expo-
nents it is argued that the Ehrenfest time is logarithmic in ~. This conclusion can be drawn
from the observation that coherent states are localised in phase space on a scale of
√
~, and
that an unstable classical dynamics expands domains in phase space with exponential rates
in the unstable directions. Thus for times beyond 1
2λ
| log ~| a coherent state is no longer
localised in directions that are expanded with an exponent λ. A finer analysis reveals that
the precise value of the Ehrenfest time depends on the problem that is studied; e.g., using
L2-norms to measure the difference between the quantum time evolution of a coherent state
and a coherent state that is propagated with the classical dynamics, a critical time scale
of 1
6λ
| log ~| was proven to hold [CR97]. On the other hand, the same difference measured
in terms of expectation values of observables can be controlled up to times of the order of
1
2λ
| log ~|. For details see [CR97, BB00, BR02]. It can moreover be shown that on finite
time intervals a coherent state is exponentially localised around the corresponding classical
trajectory [HJ00].
Except for heat kernel asymptotics in the case of particles in non-abelian gauge fields
[HPS83] most of the previous work on a semiclassical control of the propagation of coherent
states is concerned with systems that possess only translational degrees of freedom. In
this article it is our aim to extend these investigations to systems with non-relativistic
spin-orbit interactions. After having identified appropriate coherent states, we intend to
compare solutions of the Schro¨dinger equation
i~
∂ψ
∂t
(t, x) = Hˆψ(t, x) ,
where the initial wave function ψ(0) is a coherent state, with a coherent state that is
evolved along suitable classical trajectories. The quantum Hamiltonians that we wish to
allow are of a general spin-orbit coupling type,
Hˆ = H0(Qˆ, Pˆ ) +C(Qˆ, Pˆ ) · Sˆ , (1.1)
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with Qˆ, Pˆ , and Sˆ denoting the standard position, momentum, and spin operators, re-
spectively. Examples of such Hamiltonians arise when the spin is coupled to an external
magnetic field, such that C = e
mc
B, or in the context of atomic spin-orbit coupling with
C being proportional to orbital angular momentum.
Apart from atomic and molecular physics spin-orbit coupling also plays an important
role in nuclei, where it essentially determines their shell structure [BM69], as well as in
solid state physics. In the latter case recent experimental progress towards controlling the
spin dynamics of electrons in semiconductors [SFHZ˘01] calls for a theoretical description of
such set-ups. As opposed to some pure quantum calculations semiclassical considerations
are often particularly transparent and provide a clear physical picture. With our work
we therefore intend to improve the understanding of spin-orbit coupling by establishing
mathematically rigorous statements about the quantum dynamics of localised particles
with spin and their relation to appropriate classical trajectories.
One issue to be settled is how the semiclassical limit should be performed in the pres-
ence of spin-orbit interactions. In principle two parameters controlling the passage to a
classical description are available, which are associated with the two types of degrees of
freedom: translational and spin. On the one hand, with (an effective) ~ approaching zero
the semiclassical limit is achieved in a standard way for the translational degrees of free-
dom. On the other hand, for an isolated spin ~ can be eliminated from both kinematics
and dynamics. The role of a semiclassical parameter is then taken over by 1/s, where
s = 1/2, 1, 3/2, . . . denotes the spin quantum number. When both types of degrees of
freedom interact through a spin-orbit coupling one can therefore pass to the semiclassical
limit in various ways. In the absence of a theory that is uniform in both ~ and 1/s we
subsequently focus on two important scenarios:
The most straight forward approach is to view, say, an electron as a particle with fixed
spin 1/2 and to employ ~ as the only semiclassical parameter. In the limit ~→ 0 the energy
scale of the translational part Hˆ0 in (1.1) then dominates that of the spin-orbit coupling
term, since in the latter the spin operator Sˆ is proportional to ~. Although it might appear
that thus the spin has evaded the leading order semiclassical description, it does in fact
contribute in an essential way through a classical spin precession driven by the orbital
motion, see [BK99a, BG00, BGK01, BG04]. E.g., in classically chaotic systems this type
of spin motion is responsible for the quantum eigenvalue spectrum to possess correlations
of the Gaussian symplectic ensemble of random matrix theory [BK99b]. Moreover, in this
semiclassical framework the exact spectrum of the relativistic hydrogen atom is recovered
[Kep03], and anomalous magneto-oscillations in semiconductor devices can be described
to a good approximation [KW02].
A second option for the semiclassical limit is to keep the “classical spin” ~s at a fixed
value S, thus performing ~ → 0 and s → ∞ simultaneously. In this scenario the energy
scale of spin-orbit interactions remains comparable to that of the purely translational part,
leading to a classical spin-orbit Hamiltonian. Therefore, coupled Hamiltonian dynamics
emerge with classical particle trajectories influenced by the spin. This scenario enables an
immediate classical description of the Stern-Gerlach experiment, and generally corresponds
to a “strong” spin-orbit coupling.
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In this paper we examine the propagation of coherent states under the influence of
spin-orbit interactions in both of the above mentioned semiclassical scenarios. In section 2
we first provide a precise characterisation of the quantum Hamiltonians under investigation
and then describe the classical dynamics that will result in due course. Section 3 is devoted
to outlining the construction of coherent states for both translational and spin degrees of
freedom, along with their basic properties. Our principal results are developed in section 4.
For both semiclassical scenarios separately we extend the approach devised previously
[Hel75, Lit86, CR97] in systems without spin in that we first construct suitable approximate
Hamiltonians that propagate coherent states exactly along classical trajectories. We then
prove that, measured in Hilbert space norm, the full quantum dynamics differs from a
classically propagated coherent states by an error of size
√
~ as long as finite times are
taken into account. The vanishing of this difference up to some, semiclassically infinite,
Ehrenfest time is also established. Subsequently we improve the semiclassical error to
O(~N/2) for arbitrary N ∈ N by replacing the classically propagated coherent states with
a suitable sum of squeezed states. Again such a procedure is possible up to the Ehrenfest
time. We conclude in section 5 with discussing some implications of our main results.
2 Background
It is our aim to investigate the time evolution of an initial coherent state in both transla-
tional and spin degrees of freedom generated by a general spin-orbit quantum Hamiltonian
with an emphasis on a semiclassical description. This is the reason why we represent
quantum observables as matrix valued semiclassical pseudodifferential operators within
the framework of Weyl calculus, see [Rob87, DS99] for details. The quantum Hamiltonians
Hˆ under consideration are defined on the domain S (Rd) ⊗ C2s+1 in the Hilbert space
L2(Rd)⊗ C2s+1 and are of the form
(
Hˆψ
)
(x) =
(
opW [H ]ψ
)
(x) =
1
(2π~)d
∫∫
T∗Rd
e
i
~
ξ·(x−y)H
(x+ y
2
, ξ
)
ψ(y) dy dξ . (2.1)
Here T∗Rd ∼= Rd×Rd denotes the cotangent bundle over the euclidean configuration space
R
d, i.e. the phase space of the translational degrees of freedom. The spin s = 1/2, 1, 3/2, . . .
is described by the matrix degrees of freedom of the Weyl symbol H and will later be
represented on its phase space S2. Spin-orbit Hamiltonians are characterised by symbols
of the form
H(x, ξ) = H0(x, ξ) + ~C(x, ξ) · dπs(σ/2) , (2.2)
where H0 and the components Ck, k = 1, 2, 3, of C are real valued and smooth functions
on T∗Rd which for all multi-indices α and β satisfy the growth estimate
|∂αx∂βξ F (x, ξ)| ≤ Kαβ
(
1 + |x|2)Mx/2(1 + |ξ|2)Mξ/2 (2.3)
with suitable constants Kαβ > 0 and M = (Mx,Mξ) ∈ R2.
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The spin-orbit coupling term in (2.2) contains the spin operators
Sˆk := ~ dπs(σk/2) , k = 1, 2, 3 ,
obeying the well known commutation relations [Sˆk, Sˆl] = i~ ǫklm Sˆm. Here
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
(2.4)
are the Pauli matrices, considered as elements of the real Lie algebra su(2), and dπs denotes
the (2s+1)-dimensional representation of su(2) derived from the corresponding unitary irre-
ducible representation πs of the Lie group SU(2) according to dπs(X) = i
d
dλ
πs
(
e−iλX
)∣∣
λ=0
.
The time evolution Uˆ(t) = e−
i
~
Hˆt generated by the quantum Hamiltonian will be unitary
provided that Hˆ itself is essentially self-adjoint on the domain C∞0 (R
d) ⊗ C2s+1. In the
present framework this is guaranteed, for sufficiently small ~, once the symbol H is such
that H + i is elliptic, i.e. if∥∥(H(x, ξ) + i)−1∥∥ ≤ c (1 + |x|2)−Mx/2(1 + |ξ|2)−Mξ/2 (2.5)
holds for all (x, ξ) ∈ T∗Rd with some constant c > 0 and M as in (2.3); here ‖ · ‖ is an
arbitrary matrix norm. Details can be found in [Rob87, DS99]. In the following we assume
this condition to hold and do not notationally distinguish between Hˆ and its self-adjoint
extension.
In the semiclassical limit we will have to deal with two types of classical spin-orbit
dynamics. In the first case only the translational degrees of freedom evolve under a Hamil-
tonian flow. This is defined on the phase space T∗Rd and is generated by the classical
Hamiltonian H0. Thus Φ
t
0(q, p) =
(
q(t), p(t)
)
satisfies Hamilton’s equations of motion,
q˙(t) = ∂ξH0
(
q(t), p(t)
)
and p˙(t) = −∂xH0
(
q(t), p(t)
)
,
with initial conditions
(
q(0), p(0)
)
= (q, p). This flow then drives a classical spin through
the equations of motion
n˙(t) = C
(
q(t), p(t)
)× n(t)
on the sphere S2 with initial condition n(0) = n. Here n ∈ R3 with |n| = 1 is considered
as a point on S2. The curve n(t) therefore describes the Thomas precession of a normalised
classical spin vector on S2 along the trajectory
(
q(t), p(t)
)
in T∗Rd. The combined dynamics
(q, p,n) 7→ (Φt0(q, p),n(t; q, p,n)) (2.6)
yield a flow on the product phase space T∗Rd × S2, which is a symplectic manifold whose
symplectic form is composed of the natural symplectic forms of its factors. This flow has
the form of a skew product, see [CFS82] for details, and thus is not Hamiltonian; however,
it leaves the natural volume measure derived from the symplectic form invariant.
The second flow relevant for our subsequent discussion includes a classical spin dynamics
coupled to the motion of the translational part in a Hamiltonian manner and is also defined
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on the product phase space T∗Rd×S2. These dynamics are generated by the classical spin-
orbit Hamiltonian
Hso(x, ξ,n) := H0(x, ξ) + Sn ·C(x, ξ) , (2.7)
where the constant S > 0 measures the length of the classical spin vector s := Sn. The
Hamiltonian flow Φtso(q, p,n) =
(
q(t), p(t),n(t)
)
is therefore determined by the equations
of motion
q˙(t) = ∂ξHso
(
q(t), p(t),n(t)
)
,
p˙(t) = −∂xHso
(
q(t), p(t),n(t)
)
,
n˙(t) = C
(
q(t), p(t)
)× n(t) .
(2.8)
The Hamiltonian coupling of the degrees of freedom prescribed by these equations imply
that in contrast to the previous case the translational dynamics are affected by the spin.
Apart from the associated classical flow in semiclassical approximations of quantum
dynamics also the linear stability of the flow plays a role. Quantitatively this can be
measured in terms of the Lyapunov exponents, see the appendix for a discussion. They
express the rate of phase space expansion or contraction, respectively, induced by the flow
in different tangent directions. Moreover, the differential of the flow is a symplectic map on
the tangent bundle of phase space. Its metaplectic representation is an essential ingredient
in the semiclassical propagation of coherent states.
3 Coherent states
Within the setting outlined in the preceding section we wish to describe the time evolution
of an initial coherent state semiclassically. The starting point therefore is the Schro¨dinger
equation
i~
∂ψ
∂t
(t, x) = Hˆψ(t, x) with ψ(0, x) =
(
ϕB(q,p) ⊗ φn
)
(x) ,
whose initial condition is the product of a coherent state ϕB(q,p) of the translational degrees of
freedom and a spin-coherent state φn. The principal question we then address is to what
extent the quantum mechanical time evolution can be approximated by some classical
dynamics, i.e. we want to estimate the difference∥∥e− i~ Hˆt(ϕB(q,p) ⊗ φn)− eiα(t) ϕB(t)(q(t),p(t)) ⊗ φn(t)∥∥ (3.1)
in terms of ~, where
(
q(t), p(t),n(t)
)
is an appropriate classical trajectory and eiα(t) is a
suitable phase factor.
For both types of coherent states, ϕB(q,p) ∈ L2(Rd) and φn ∈ C2s+1, we use Perelomov’s
construction [Per86] that applies to a general Lie group G with unitary irreducible represen-
tation π on a Hilbert space H: Fix a non-zero vector Ψ0 ∈ H and consider Ψg := π(g)Ψ0 for
every g ∈ G. Hence the vectors Ψg and Ψh define the same quantum state, i.e. Ψh = eiαΨg,
if and only if g−1h lies in the stability subgroup H ⊂ G of the vector Ψ0,
H := {g ∈ G; π(g)Ψ0 = eiα(g)Ψ0} . (3.2)
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The quantum states generated by the vectors Ψg, g ∈ G, can thus be labeled by the points
η of the coset space G/H . A section g(η) in the bundle G → G/H then determines a
choice of vectors
Φη := Ψg(η) = π(g(η))Ψ0 , for η ∈ G/H , (3.3)
representing these states. The vectors Φη are called coherent state vectors for (G, π,H).
The two types of coherent states that play a role in the present setting can be con-
structed according to this general scheme by choosing the Heisenberg group G = H(Rd)
for the translational part and the group G = SU(2) for the spin part. We now describe
the two situations that emerge from this procedure separately.
3.1 Coherent states for the Heisenberg group
The Heisenberg group H(Rd) is a non-compact (2d+1)-dimensional Lie group that consists
of the elements (q, p, λ) with (q, p) ∈ T∗Rd and λ ∈ R. The group multiplication is given
by
(q, p, λ) (q′, p′, λ′) =
(
q + q′, p+ p′, λ+ λ′ + 1
2
(pq′ − qp′)) .
According to the Stone-von Neumann Theorem any unitary irreducible representation π of
H(Rd) that fulfills π(0, 0, λ) = e
i
~
λ is unitarily equivalent to the Schro¨dinger representation
ρ~ on L
2(Rd),(
ρ~(q, p, λ)ψ
)
(x) = e
i
~
λ
(
e
i
~
(pQˆ−qPˆ )ψ
)
(x) = e
i
~
(λ+p(x− 1
2
q)) ψ(x− q) .
Here Qˆk and Pˆk, k = 1, . . . , d, are the standard self-adjoint position and momentum oper-
ators defined on suitable domains in L2(Rd).
In order to construct coherent states for the Heisenberg group we therefore consider the
Schro¨dinger representation ρ~ on L
2(Rd). One immediately sees that given any non-zero
vector Ψ0 ∈ L2(Rd) its stability subgroup is H = {(0, 0, λ); λ ∈ R}. Thus coherent states
can be labeled by points (q, p) ∈ G/H , i.e. by points in the phase space T∗Rd. This labeling
can be achieved in terms of the section g(q, p) := (q, p,−1
2
qp) in G → G/H . One usually
prefers a reference vector Ψ0 ∈ L2(Rd) that is normalised, rapidly decreasing, and satisfies
〈Ψ0, QˆΨ0〉 = 0 and 〈Ψ0, PˆΨ0〉 = 0 ,
so that any reasonable lift of this vector to the phase space T∗Rd is concentrated at
(0, 0) ∈ T∗Rd. A convenient choice with these properties is
ψB0 (x) :=
1
(π~)d/4
(det ImB)1/4 e
i
2~
xBx ,
where B is some complex symmetric d × d matrix with positive-definite imaginary part.
The coherent states (3.3) that follow from the above definitions now read
ϕB(q,p)(x) =
(
ρ~(q, p,−12qp)ψB0
)
(x)
=
1
(π~)d/4
(det ImB)1/4 e
i
~
(p(x−q)+ 12 (x−q)B(x−q)) .
(3.4)
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Note that these coherent states differ slightly from more conventional choices for which
B = i1d and the section g˜(q, p) = (q, p, 0) are used, leading to a different phase convention.
Despite the fact that after allowing for more general matrices B the coherent states loose
the minimum uncertainty property, this generalisation will prove useful since the action
of the metaplectic representation on them can be conveniently expressed in terms of B,
see also [Sch01]. The alternative phase convention is of less consequence but simplifies the
notation.
Although from the above construction it is obvious that a coherent state ϕB(q,p) is con-
centrated in some neighbourhood of the point (q, p) in phase space it is instructive to
calculate explicit phase-space lifts. E.g., its Wigner transform is given by
W [ϕB(q,p)](x, ξ) =
∫
R
d
e−
i
~
ξy ϕB(q,p)(x− 12y)ϕB(q,p)(x+ 12y) dy
= 2d e−
1
~
((x,ξ)−(q,p))GB((x,ξ)−(q,p)) ,
(3.5)
where GB is the positive-definite symmetric 2d× 2d matrix
GB :=
(
ImB + ReB(ImB)−1ReB −ReB(ImB)−1
−(ImB)−1ReB (ImB)−1
)
.
This representation reveals a concentration of the coherent state in the vicinity of the
phase-space point (q, p). Moreover, since the sum of position and momentum uncertainties
reads
1
(2π~)d
∫∫
T∗Rd
(
(x− q)2 + (ξ − p)2)W [ϕB(q,p)](x, ξ) dx dξ = ~2(trGB)−1 , (3.6)
the spreading of the coherent state in phase space can be measured in terms of GB.
3.2 Spin-coherent states
In quantum mechanics the spin of a particle is implemented through the (2s+1)-dimensional
irreducible representation πs of the compact Lie group SU(2), where s = 1/2, 1, 3/2, . . .
denotes the spin quantum number. Within Perelomov’s framework spin-coherent states
are hence constructed from (SU(2), πs,C
2s+1). The reference vector Ψ0 ∈ C2s+1 can be
chosen such that the coherent states possess the minimum uncertainty property; this is
achieved with Ψ0 being a maximal weight vector for the irreducible representation dπs of
the Lie algebra su(2).
The real Lie algebra su(2) consists of the hermitian and traceless 2 × 2 matrices X ,
such that e−iX ∈ SU(2). A convenient basis of su(2) is formed by the Pauli matrices (2.4).
We also consider the complexified Lie algebra su(2)
C
:= su(2)⊗ C with basis given by
X± :=
1
2
(σ1 ± iσ2) , X3 := 1
2
σ3 ,
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and commutation relations
[X3, X±] = ±X± , [X+, X−] = 2X3 .
The vector X3 spans a Cartan subalgebra, which exponentiates to a maximal torus T ≃
U(1) in SU(2), and X± ∈ su(2)C span the root spaces g± ⊂ su(2)C. Their representations
dπs(X±) are raising and lowering operators, respectively. More precisely, the representation
space C2s+1 decomposes into a direct sum of the one dimensional eigenspaces of dπs(X3)
(weight spaces) Vm = {φ ∈ C2s+1; dπs(X3)φ = mφ}, where m = −s,−s + 1, . . . , s.
The raising and lowering operators dπs(X±) map the weight spaces into one another,
dπs(X±)Vm = Vm±1 for m 6= ±s. The weights m = ±s are called maximal and minimal
weights, respectively. The corresponding weight vectors are annihilated by the raising or
lowering operator. In the usual angular momentum notation a normalised weight vector is
denoted as |s,m〉.
For a given representation πs of SU(2) we choose a maximal weight vector |s, s〉 as the
reference vector Ψ0. According to (3.2) the stability group of this vector is
H = {g = e−iλσ3 ; λ ∈ [0, 2π)} ∼= U(1) ,
which can be identified with a maximal torus T . Thus coherent states are labeled by points
in the coset space
G/H ∼= SU(2)/U(1) ∼= S2 .
As in the case of the Heisenberg group this manifold is naturally symplectic and can be
viewed as the corresponding classical phase space.
The definition of coherent states finally requires a section in G→ G/H , i.e. in the Hopf
bundle SU(2)→ S2. This principal U(1)-bundle, however, is non-trivial so that no smooth
global section exists. We therefore here give local constructions that, nevertheless, allow
for suitable interpretations in terms of global objects. We parameterise points on S2 by
n ∈ R3 with |n| = 1 and use spherical coordinates, n(θ, ϕ) = (sin θ cosϕ, sin θ sinϕ, cos θ)
with θ ∈ [0, π) and ϕ ∈ [0, 2π). Introducing eϕ := (− sinϕ, cosϕ, 0) our choice of a local
section reads (see also [Per86])
gn = e
− i
2
θeϕ·σ =
(
cos θ
2
− sin θ
2
e−iϕ
sin θ
2
eiϕ cos θ
2
)
.
Under the double covering map R : SU(2)→ SO(3) that is defined through (R(g)x) ·σ =
gx ·σg−1, the matrix gn(θ,ϕ) corresponds to the rotation R(gn(θ,ϕ)) about the axis eϕ with
angle −θ, such that R(gn)e3 = n, where e3 = (0, 0, 1) represents the north pole on S2.
With these choices spin-coherent states are the normalised vectors
φn := πs(gn)|s, s〉 . (3.7)
These states are conveniently represented on the phase space S2 through the Husimi trans-
form (see [Per86]),
h[φn](m) := |〈φm, φn〉| =
(
1 +m · n
2
)s
,
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which clearly indicates a concentration, in the semiclassical limit s → ∞, of φn at the
point n ∈ S2.
Our next aim is to investigate the relation between the propagation of a spin-coherent
state (3.7) generated by a (time-dependent, linear) spin-Hamiltonian
Hˆspin = C(t) · Sˆ (3.8)
defined on C2s+1, and a suitable classical time evolution n(t) on S2. Here Sˆ denotes the
vector of spin operators Sˆk = ~ dπs(σk/2). The dynamics of a coherent state φn follows
from the equation
i~
∂φ
∂t
(t) = Hˆspinφ(t) with φ(0) = φn . (3.9)
A solution of this problem can be related to the curve g(t), t ∈ R, in SU(2) determined by
g˙(t) + i
2
C(t) · σ g(t) = 0 with g(0) = idSU(2) (3.10)
through
φ(t) = πs(g(t))φ(0) = πs
(
g(t)gn
)|s, s〉 . (3.11)
An associated classical time evolution then arises from the adjoint action of g(t) on n ·σ ∈
su(2) via n(t) · σ := g(t)n · σg(t)−1 = (R(g(t))n) · σ. This implies
n˙(t) = C(t)× n(t) with n(0) = n . (3.12)
The corresponding coherent state vector φ
n(t) differs from the quantum time evolution φ(t)
of φn only by a phase; both vectors therefore describe the same quantum state.
Since this phase is required for later purposes, we now determine it explicitly. To this
end we notice that n(t) can on the one hand be represented as
n(t) = R
(
g(t)
)
n = R
(
g(t)gn
)
e3 ,
and on the other hand as
n(t) = R
(
gn(t)
)
e3 .
Thus, under the double covering map, g−1
n(t)g(t)gn ∈ SU(2) is associated with a rotation
about e3 with some angle ̺(t), such that
g−1
n(t)g(t)gn = e
i
2
̺(t)σ3 ∈ T .
From (3.11) it now follows that
φ(t) = πs
(
g(t)gn
)|s, s〉 = πs(gn(t))πs(e i2̺(t)σ3)|s, s〉 = eis̺(t) φn(t) , (3.13)
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thus confirming the claimed relation between the quantum and ‘classical’ propagation of
the spin-coherent state φn. Due to the explicit dependence of the phase on s it suffices to
calculate the angle ̺(t) for s = 1
2
. For this one notices that in polar coordinates
φ(t) = e
i
2
̺(t) gn(t)|12 , 12〉 =
(
cos( θ(t)
2
) e
i
2
̺(t)
sin( θ(t)
2
) ei(ϕ(t)+
1
2
̺(t))
)
. (3.14)
In a standard calculation (see e.g. [BK99b]) ̺(t) can now be determined by using (3.14) in
equation (3.9), leading to
̺(t) = −
∫ t
0
(
C(t′) · n(t′) + (1− cos θ(t′))ϕ˙(t′)) dt′ . (3.15)
If one introduces a classical spin vector s := Sn, with some S > 0, one can relate the angle
̺(t) to Hamilton’s principal function of the spin. The observation that
Lspin(t) = −C(t) · s(t)− S
(
1− cos θ(t))ϕ˙(t)
is the Lagrangean of the classical spin motion implies S̺(t) to be the spin-action Rspin(t).
4 Time evolution of coherent states
In this section we discuss the time evolution of coherent states in two different semiclassical
limits. In the first scenario we consider ~ → 0 while the spin quantum number s is fixed.
This will imply that primarily the translational degrees of freedom become semiclassical.
The spin-orbit interaction therefore occurs on the level of the subprincipal symbol of the
Hamiltonian (2.2), enforcing the skew-product structure (2.6) of the resulting classical
dynamics with the translational motion driving the spin.
In the second scenario we fix the product S := ~s and hence consider the combined
limits ~→ 0 and s→∞. Thus both types of degrees of freedom are treated semiclassically
on equal footing. This results in a classical spin-orbit coupling with the Hamiltonian
dynamics (2.8) generated by the function (2.7).
We begin with the first scenario which is close to the time evolution of coherent states
without spin degrees of freedom.
4.1 Semiclassics with fixed spin
In the present scenario ~ is the only semiclassical parameter so that we consider the quan-
tum Hamiltonian (2.1) as a Weyl operator with matrix valued symbol (2.2) that has a
scalar principal part; the subprincipal symbol then contains the spin-orbit coupling. This
setting ensures that the propagation of coherent states is closely analogous to the case
without spin, compare [CR97].
Guided by this analogy we first construct an approximate Hamiltonian that propagates
coherent states exactly. Regarding the translational part we exploit the fact that the time
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evolution generated by a quadratic Hamiltonian preserves the form ϕB(q,p) given in (3.4)
of a coherent state for the Heisenberg group. The spin part of the coherent state shall
be propagated by a Hamiltonian of the form (3.8) and can hence be calculated explicitly.
Using the convenient notation w := (x, ξ) ∈ T∗Rd, we now consider the Taylor expansion
of the symbol (2.2) about some smooth curve z(t) =
(
q(t), p(t)
)
in phase space. The Weyl
quantisation of the leading terms in the Taylor expansion (of different order in the principal
and in the subprincipal symbol),
HQ(t, w) :=
2∑
|ν|=0
1
ν!
H
(ν)
0
(
z(t)
)(
w − z(t))ν + ~C(z(t))·dπs(σ/2) , (4.1)
yields a quantum Hamiltonian HˆQ(t) that is quadratic in Qˆ and Pˆ and linear in Sˆ. Here
H
(ν)
0 (w) stands for the derivative ∂
ν
wH0(w) of order |ν| in the 2d components of w = (x, ξ).
The time evolution ψQ(t) ∈ L2(Rd) ⊗ C2s+1 of a coherent state ϕB(q,p) ⊗ φn generated by
the approximate Hamiltonian,
i~
∂ψQ
∂t
(t) = HˆQ(t)ψQ(t) with ψQ(0) = ϕ
B
(q,p) ⊗ φn , (4.2)
can be expressed in terms of a coherent state:
Proposition 4.1. The solution of the quadratic Schro¨dinger equation (4.2) is a time-
dependent coherent state with an additional phase,
ψQ(t) = e
i
(
R0(t)
~
+s̺(t)+pi
2
σ(t)
)
ϕ
B(t)
(q(t),p(t)) ⊗ φn(t) . (4.3)
Here
(
q(t), p(t)
)
= Φt0(q, p) is the solution of Hamilton’s equations of motion generated by
the principal symbol H0,
q˙(t) = ∂ξH0
(
q(t), p(t)
)
, p˙(t) = −∂xH0
(
q(t), p(t)
)
, (4.4)
with initial condition
(
q(0), p(0)
)
= (q, p) and principal function
R0(t) =
∫ t
0
(
p(t′)q˙(t′)−H0(q(t′), p(t′))
)
dt′ . (4.5)
The complex symmetric d× d matrix B(t) is given by
B(t) =
(
∂qq(t)B + ∂pq(t)
)(
∂qp(t)B + ∂pp(t)
)−1
, (4.6)
where the derivatives are taken with respect to the initial conditions; it also gives rise to
the Maslov phase σ(t). Moreover, n(t) is a solution of the spin precession equation (3.12)
in which C(t) stands for C
(
q(t), p(t)
)
from (4.1); ̺(t) then is the associated angle (3.15).
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Proof. For the proof we adapt the method of [Sch01] to the present situation and therefore
introduce the ansatz
ψQ(t, x) = (π~)
−d/4 γ(t) e
i
~
θ(t) e
i
~
(p(t)(x−q(t))+ 12 (x−q(t))B(t)(x−q(t))) φ
n(t)
in equation (4.2). To deal with the spin contribution to the left-hand side we use the fact
that according to (3.9) and (3.13)
i~
∂
∂t
(
eis̺(t) φ
n(t)
)
= ~C
(
q(t), p(t)
) · dπs(σ/2) eis̺(t) φn(t) , (4.7)
if and only if n(t) solves (3.12). It hence remains to consider (see [Sch01])
i~
∂
∂t
(
(π~)−d/4 γ(t) ei(
θ(t)
~
−s̺(t)) e
i
~
(p(t)(x−q(t))+ 12 (x−q(t))B(t)(x−q(t)))
)
eis̺(t) φn(t)
=
[
H0 +H
′
0,x(x− q(t)) +H ′0,ξ · B(t)(x− q(t)) +
1
2
(x− q(t)) ·H ′′0,xx(x− q(t))
+
1
2
(x− q(t)) ·H ′′0,ξxB(t)(x− q(t)) +
1
2
(x− q(t)) · B(t)H ′′0,ξx(x− q(t))
+
1
2
(x− q(t)) · B(t)H ′′0,ξξB(t)(x− q(t)) +
~
2i
tr
(
H ′′0,ξx +H
′′
0,ξξB(t)
)]
ψQ(t, x) .
(4.8)
Here the abbreviations H ′0,x = ∂xH0 and H
′′
0,ξx = ∂ξ∂xH0, etc. have been employed. These
expressions are to be evaluated at z(t). Comparing coefficients of powers of ~ and of(
x− q(t)) in (4.8) then yields the conditions
θ˙ = q˙p−H0 ,
−p˙+ Bq˙ = H ′0,x +BH ′0,ξ ,
−B˙ = H ′′0,xx +H ′′0,ξxB +BH ′′0,ξx +BH ′′0,ξξB ,
γ˙
γ
= −1
2
tr
(
H ′′0,ξx +H
′′
0,ξξB
)
+ is ˙̺ .
(4.9)
With the identification R0 = θ the first and the second equation immediately imply (4.5)
and (4.4), respectively.
The other two equations involve the time evolution B(t) of the complex symmetric
d × d matrix B with positive-definite imaginary part; they determine the action of the
metaplectic group on the vector ϕB(q,p). At this stage we recall that the symplectic group
Sp(d,R) acts on the Siegel upper half-space (see [Fol89])
Σd := {Z ∈ Md(C); ZT = Z, ImZ > 0}
via
S[Z] = (S11Z + S12)(S21Z + S22)
−1 , where S =
(
S11 S12
S21 S22
)
∈ Sp(d,R) .
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In the present context the differential of the Hamiltonian flow Φt0 generated by the classical
Hamiltonian H0 is symplectic, S0,z(t) := DΦ
t
0(z) ∈ Sp(d,R), and hence can act on the
initial value B ∈ Σd. Indeed,
B(t) = S0,z(t)[B] ∈ Σd (4.10)
yields the solution of the third equation in (4.9) and implies (4.6). The fourth equation
requires the introduction of the Maslov multiplier m(S, Z) :=
(
det(S21Z + S22)
)−1/2
for
S ∈ Sp(d,R) and Z ∈ Σd. This allows us to define the Maslov phase σ(t) through
ei
pi
2
σ(t) = m(O(t), i1), where O(t) is an orthogonal symplectic matrix that is uniquely
associated with S0,z(t). One can then show (cf. [Sch01]) that
γ(t) =
(
det ImB(t)
)1/4
ei
pi
2
σ(t)+is̺(t) .
We remark that the state (4.3) is closely analogous to the respective solution without
spin-orbit coupling. It differs from the latter only by the factor eis̺(t)φ
n(t). This observation
not only means that quantum mechanically the translational part and the spin part are
not entangled, but also on the classical level the translational dynamics are independent
of the spin precession n(t). The combination of classical translational and spin motion
rather has the structure of a skew product (2.6), indicating that only the spin dynamics
depends on the translational part, and not vice versa.
Our aim now is to compare the time evolution generated by the original quantum
Hamiltonian Hˆ with the one generated by the approximate Hamiltonian HˆQ(t). For this
we will follow the method devised in [CR97] for the case without spin. The presence of spin
requires some modifications that, however, are modest when the spin quantum number s is
fixed. But for the clarity of the presentation, and to prepare for the more involved situation
to be dealt with in the second semiclassical scenario, we will now present the argument in
some detail.
As stated in section 2 the Hamiltonian Hˆ generates a unitary and strongly continuous
one-parameter group Uˆ(t, t0), if its symbol satisfies the ellipticity condition (2.5). When
considering the limit ~→ 0 and keeping s fixed this requirement need only be imposed on
the principal symbol, i.e. we demand
|H0(x, ξ) + i| ≥ c
(
1 + |x|2)Mx/2(1 + |ξ|2)Mξ/2 . (4.11)
Let now UˆQ(t, t0) be the corresponding unitary group generated by HˆQ(t). Using Duhamel’s
principle we may then express the difference between these unitary operators as
Uˆ(t, t0)− UˆQ(t, t0) = 1
i~
∫ t
t0
Uˆ(t, t′)
(
Hˆ − HˆQ(t′)
)
UˆQ(t
′, t0) dt
′ . (4.12)
Since we are interested in the difference (3.1), we have to consider the action of (4.12) on
the initial state ϕB(q,p) ⊗ φn with t0 = 0. This requires an estimate of
‖(Hˆ − HˆQ(t′))ψQ(t′)‖ , (4.13)
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where ψQ(t
′) is the time dependent coherent state (4.3). One can achieve this with the
help of the following lemma, which is an immediate extension of a result given in [CR97].
Lemma 4.2. Let f, g ∈ C∞(T∗Rd) be symbols that satisfy the estimate (2.3) with M = 0
and let F : T∗Rd → T∗Rd be a linear map with Hilbert-Schmidt norm ‖F‖HS. Fix α, β ∈
N
2d with k := |α| = |β|+ 2 > 2 and introduce the symbol
A(w) := (Fw)αf(Fw) + ~ (Fw)βg(Fw) .
Then for any real number κ > 0 there exist C > 0 and N ∈ N such that
‖ opW [A]ψ~‖ ≤ C~k/2
(
‖F‖kHS sup
|γ|≤k+N
|∂γwf(w)|+ ‖F‖k−2HS sup
|γ|≤k−2+N
|∂γwg(w)|
)
holds for any function ψ~(x) = ~
−d/4ψ
(
x/
√
~
)
with ψ ∈ S (Rd) and 0 < ~+√~‖F‖HS < κ.
We intend to apply this lemma to the difference (4.13), with f corresponding to the
Taylor remainder of H0 of order three and g to the Taylor remainder of C · dπs(σ/2) of
order one. But first we replace (4.13) by
‖UˆQ(t′, 0)∗
(
Hˆ − HˆQ(t′)
)
UˆQ(t
′, 0)ψQ(0)‖ (4.14)
and invoke an appropriate Egorov theorem. Since the Hamiltonian generating UˆQ(t, 0)
has a symbol that is composed of a scalar and quadratic principal part as well as a matrix
valued subprincipal part, one can combine the techniques used in [BG00] and [Sch01]. This
shows that
Wˆ (t) := UˆQ(0, t)
(
Hˆ − HˆQ(t)
)
UˆQ(t, 0) (4.15)
is a Weyl operator with symbol
W (t, w) = d∗
(
z(t)
) (
H −HQ(t)
)(
z − S−10,z (t)(w − z(t))
)
d
(
z(t)
)
. (4.16)
Here d
(
z(t)
)
is the representation πs
(
g(t)
)
of the solution to equation (3.10) in which C(t)
stands for C
(
z(t)
)
. Thus
d
(
z(t)
)
φn = e
is̺(t) φ
n(t)
describes the transport of a spin-coherent state along the trajectory z(t). Since the principal
part of the symbol H −HQ(t) is scalar it is not affected by the conjugation with d
(
z(t)
)
.
In the subprincipal term this conjugation rotates the spin operator Sˆ = ~dπs(σ/2) to
R
(
g(t)
)
Sˆ. Therefore, the spin part of the Egorov relation (4.16) does not contribute to an
estimate of (4.14) in an essential way.
If one now localises the symbol (4.16) in w with some smooth function that is compactly
supported around z(t), leading to an error of size O(~∞) when one applies Wˆ to a coherent
state located at z(t), one can proceed to use Lemma 4.2 as in [CR97]. This shows that
there exists a constant K > 0 such that
‖(Hˆ − HˆQ(t))ψQ(t)‖ ≤ K~3/2θ(t)3 δ(t)m , (4.17)
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where
θ(t) := max
{
1, sup
t′∈[0,t]
‖S0,z(t′)‖HS
}
and δ(t) := sup
t′∈[0,t]
(
1 + |z(t′)|) (4.18)
depend on the classical trajectory z(t) = (q(t), p(t)). The constant m = max{Mx,Mξ} is
related to M = (Mx,Mξ) appearing in (2.3). We then obtain:
Theorem 4.3. Let the conditions imposed on the Hamiltonian in section 2 and the ellip-
ticity condition (4.11) hold. Then the coherent state ψQ(t) defined in (4.3) semiclassically
approximates ψ(t) = Uˆ(t, 0)
(
ϕB(q,p) ⊗ φn
)
in the following sense,
‖ψ(t)− ψQ(t)‖ ≤ K
√
~ t θ(t)3 . (4.19)
The right-hand side vanishes in the combined limits ~ → 0 and t → ∞ as long as t ≪
Tz(~). The time scale Tz(~) depends on the linear stability of the trajectory z(t). If the
latter possesses a positive and finite maximal Lyapunov exponent λmax(z), one has Tz(~) =
1
6λmax(z)
| log ~|. In the case of a trajectory on a (non-degenerate) KAM-torus this time scale
is Tz(~) = C ~
−1/8.
Proof. Conservation of energy, H0
(
z(t)
)
= E, together with the ellipticity condition (4.11)
implies that δ(t) is bounded from above by some constant depending on E. Thus the
estimate (4.17) immediately yields (4.19) when used in (4.12).
If z(t) is a trajectory with a positive, but finite, maximal Lyapunov exponent the
dominant behaviour as t→∞ comes from the term θ(t)3. This is due to the relation
λmax(z) = lim sup
t→∞
1
t
log ‖S0,z(t)‖HS ,
see (A.1), which readily implies Tz(~) =
1
6λmax(z)
| log ~|. In the appendix we also discuss
sufficient conditions under which finite maximal Lyapunov exponents occur.
If z(t) is a trajectory on a KAM-torus one can introduce local action-angle variables
(I, φ) in a neighbourhood of that torus such that in these canonical coordinates the flow
reads I(t) = I and φ(t) = φ+ ω(I)t, see [Laz93]. One therefore finds
‖S0,z(t)‖2HS = 2d+ f(I) t2 ,
such that θ(t) ∼ Kt as t → ∞, which finally yields Tz(~) = C ~−1/8. In the degenerate
case, where f(I) = 0, this changes to Tz(~) = C ~
−1/2.
In a next step we want to improve the semiclassical error in (4.19) to an arbitrary
(half-integer) power of ~. This requires higher order approximations that may be achieved
as in [CR97] by iterating Duhamel’s principle (4.12), resulting in the Dyson expansion
Uˆ(t, 0)− UˆQ(t, 0) =
N−1∑
j=1
(i~)−j
∫ t
0
. . .
∫ t
tj−1
UˆQ(t, 0) Wˆ (tj) . . . Wˆ (t1) dtj . . .dt1
+RN (t; ~)
(4.20)
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with remainder term
RN (t; ~) = (i~)
−N
∫ t
0
. . .
∫ t
tN−1
Uˆ(t, tN ) UˆQ(tN , 0) Wˆ (tN ) . . . Wˆ (t1) dtN . . .dt1 .
In order to estimate the contribution of the remainder when (4.20) is applied to the initial
coherent state ψ(0) = ϕB(q,p) ⊗ φn we use the argument leading to (4.17) repeatedly. This
yields the bound
‖RN (t; ~)ψ(0)‖ ≤ KN ~N/2 tN θ(t)3N δ(t)mN . (4.21)
We then replace the symbol of each difference Hˆ − HˆQ(tk) appearing in the sum in (4.20)
by its Taylor expansion,
nk∑
|ν|=3
1
ν!
H
(ν)
0
(
z(tk)
)(
w − z(tk)
)ν
+ ~
nk−2∑
|ν|=1
1
ν!
(
w − z(tk)
)ν
C
(ν)
(
z(tk)
) · dπs(σ/2) + rk(tk, w) .
(4.22)
The integers nk are chosen sufficiently large such that, after quantisation, the contribution
of the remainder rk to an application of (4.20) to ψ(0) can be absorbed in the error estimate
(4.21). Similar to the case without spin treated in [CR97] the quantisation of the main
terms in (4.22) produces matrix valued differential operators pˆkj(t) = op
W [pkj(t)] with time
dependent coefficients acting on the coherent state ϕB(q,p) ⊗ φn. The symbols pkj(t)(x, ξ)
are polynomials in (x, ξ) of degree ≤ k. Lemma 4.2 finally leads to the following result:
Theorem 4.4. Suppose that the quantum Hamiltonian Hˆ with symbol (2.2) satisfies the
conditions specified in section 2 and the ellipticity condition (4.11). Then for t > 0 and
any N ∈ N there exists a state ψN (t) ∈ L2(Rd)⊗ C2s+1, localised at
(
q(t), p(t),n(t)
)
, that
approximates the full time evolution ψ(t) = Uˆ(t, 0)
(
ϕB(q,p) ⊗ φn
)
of a coherent state up to
an error of order ~N/2. More precisely,
‖ψ(t)− ψN(t)‖ ≤ CN
N−1∑
j=1
(
t
~
)j
(
√
~θ(t))2j+N .
The right-hand side vanishes in the combined limits ~→ 0 and t→∞ as long as t≪ Tz(~),
where Tz(~) denotes the same time scale as in Theorem 4.3.
Furthermore, ψN (t) arises from ϕ
B
(q,p) ⊗ φn through the application of certain (time
dependent) differential operators pˆkj(t) = op
W [pkj(t)] of order ≤ k, followed by the time
evolution generated by HˆQ(t), according to
ψN (t) = ψQ(t) +
∑
(k,j)∈∆N
UˆQ(t, 0) pˆkj(t)ψ(0) .
Here we have defined ∆N := {(k, j) ∈ N×N; 1 ≤ k−2j ≤ N−1, k ≥ 3j, 1 ≤ j ≤ N −1}.
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We remark that the matrix valued differential operators pˆkj(t) do not increase the
frequency set of a semiclassical distribution such as the initial state ϕB(q,p) ⊗ φn. This
follows for the translational part from the respective statement without spin [Rob87],
whereas the spin part is only acted upon by a matrix producing linear combinations of
ϕn. Moreover, according to Proposition 4.1, UˆQ(t, 0) propagates the frequency set along
the trajectory
(
q(t), p(t),n(t)
)
so that both ψQ(t) and ψN (t) are semiclassically localised
at
(
q(t), p(t),n(t)
)
.
4.2 Semiclassics with ~s fixed
We now consider the second semiclassical scenario in which both semiclassical parameters,
~ and s, are used. For this purpose we still represent the Hamiltonian Hˆ as a matrix valued
semiclassical Weyl operator. That way ~ appears as before, whereas the second parameter
s ∈ N/2 controls the dimension of the space C2s+1 on which the symbol operates as
a linear map. As we will see, the parameter s enters relevant estimates through the
expression ~dπs(σ/2). To leading order this will produce factors of ~s. Our desire to
perform systematic semiclassical expansions therefore forces us to keep the combination
S := ~s
fixed in the semiclassical limit. This means that from now on we consider ~ → 0 and
s→∞ with ~s = S.
An inspection of Proposition 4.1 and its proof reveals that replacing ~s by the constant S
will shift the spin-action term ̺(t), which before was of subleading semiclassical order, to an
additional contribution to the action R0. This suggest that now the translational classical
dynamics will be influenced by the spin, requiring a modified quadratic Hamiltonian. Not
only that, revisiting the proof of Theorem 4.3 shows that we also have to estimate the
application of spin operators to spin-coherent states in terms of s. This requires knowledge
of the following:
Lemma 4.5. For any X = x · σ/2 ∈ su(2), n ∈ S2 and N ∈ N there exist differential
operators D
(j)
n of degree 2j on C∞(S2)⊗ C2s+1 and constants CN > 0 such that∥∥∥∥∥dπs(X)φn−
(
s+
1
2
)(
1 +
1
s
) N∑
j=0
1
sj
D(j)
n
(
x · nφn
)∥∥∥∥∥ ≤ CNsN+1 . (4.23)
The leading order in this asymptotic expansion is determined by the constant D
(0)
n = 1,
dπs
(
x · σ/2)φn = sx · nφn(1 +O(s−1)) . (4.24)
Proof. We start with expressing a linear map L on the representation space C2s+1 in terms
of Berezin’s quantisation,
L = (2s+ 1)
∫
S2
P [L](n) Π(n) dn , (4.25)
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where P [L] denotes the upper (or P -) symbol of L, see e.g. [Sim80, Per86]. Furthermore,
dn is the normalised area measure on S2 and Π(n) stands for the projector onto the one-
dimensional subspace in C2s+1 spanned by the coherent state vector φn. In the present
context the relevant linear maps are representation operators of Lie-algebra elements X =
x · σ/2 ∈ su(2). Their upper symbols are simple,
P [dπs(x · σ/2)](n) = (s+ 1)x · n ,
see [Sim80, Per86], so that an application of such an operator to a coherent state reads
dπs(x · σ/2)φn = (2s+ 1)(s+ 1)
∫
S2
m · x 〈φm, φn〉 φm dm . (4.26)
The coherent states not being defined globally on S2 is irrelevant to this expression since
these states have been defined on a set of full measure.
An asymptotic expansion of the integral (4.26), as s → ∞, can be achieved with the
method of steepest descent. This is a variant of the stationary phase method, with a
complex phase function, and is described in detail in [Ho¨r90]. The first step consists in
identifying the relevant phase factor, which in the present case is given by
〈φn, φm〉 = eisϕn(m) with Imϕn(m) = − log
(
1 + n ·m
2
)
, (4.27)
where ϕn is independent of s, see [Per86]. Outside of a neighbourhood of m = −n the
function Imϕn is finite and non-negative; it has a unique minimum at m = n. The real
part of the phase ϕn can be identified as the area of the spherical triangle with edges defined
by the north pole, n andm. Hencem = n is the unique, non-degenerate stationary point
of the phase. Up to an error of size O(e−s) one can hence cut out a neighbourhood of
m = −n from the integral (4.26) and use the representation (4.27) for Imϕn. The method
of steepest descent then implies the existence of differential operators D
(j)
n of order 2j on
C∞(S2)⊗C2s+1 and constants CN > 0 such that for any N ∈ N the expansion (4.23) holds.
The constant D
(0)
n fixing the leading order can be identified by choosing x = n, since
dπs
(
n · σ/2)φn = sφn .
Comparing with (4.23) therefore yields D
(0)
n = 1, which implies (4.24).
When constructing a quadratic Hamiltonian we now have to take into account that an
application of a spin operator to a spin-coherent state contributes to the leading semiclas-
sical order, as (4.24) means
Sˆφn = Snφn+O(s
−1) .
We are therefore led to define a quadratic Hamiltonian HˆQ(t) = op
W [HQ(t)] with matrix
valued Weyl symbol as follows,
HQ(t, w) =
2∑
|ν|=0
1
ν!
H
(ν)
0
(
z(t)
)(
w − z(t))ν + S 2∑
|ν|=1
1
ν!
n(t) ·C(ν)(z(t))(w − z(t))ν
+ ~C
(
z(t)
) · dπs(σ/2) .
(4.28)
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Like in (4.1) we have introduced a yet to be determined trajectory z(t) =
(
q(t), p(t)
)
in
T∗Rd with initial condition z(0) = z = (q, p), as well as a curve n(t) on S2 with n(0) = n.
This Hamiltonian, being quadratic in (Qˆ, Pˆ ) and linear in Sˆ, propagates an initial coherent
state exactly:
Proposition 4.6. The solution of the quadratic Schro¨dinger equation
i~
∂ψQ
∂t
(t) = HˆQ(t)ψQ(t) with ψQ(0) = ϕ
B
(q,p) ⊗ φn (4.29)
is, up to an additional phase, again a coherent state,
ψQ(t) = e
i(Rso(t)
~
+pi
2
σ(t))ϕ
B(t)
(q(t),p(t)) ⊗ φn(t) . (4.30)
Here
(
q(t), p(t),n(t)
)
= Φtso(p, q,n) is the solution of Hamilton’s equations of motion (2.8)
on T∗Rd × S2 generated by the classical spin-orbit Hamiltonian
Hso(x, ξ,n) := H0(x, ξ) + Sn ·C(x, ξ) . (4.31)
The phase of ψQ(t) is determined by
Rso(t) =
∫ t
0
(
p(t′)q˙(t′)−H0(q(t′), p(t′))
)
dt′ + S̺(t) , (4.32)
which can be viewed as a total spin-orbit principal function, and by the Maslov phase σ(t).
The latter derives from the time evolution
B(t) =
(
∂qq(t)B + ∂pq(t)
)(
∂qp(t)B + ∂pp(t)
)−1
(4.33)
of the complex symmetric d× d matrix B ∈ Σd.
Proof. The proof of this proposition parallels that of Proposition 4.1; however, a few
modifications are necessary. One can again consider (4.30) as an ansatz and determine
its ingredients by inserting it into (4.29), leading to equations analogous to (4.8). As
opposed to (4.9) the fact that now S = ~s is fixed shifts the term with ̺(t) from the
last equation to the first one. Moreover, due to the modified definition of the quadratic
Hamiltonian the principal symbol H0 is replaced by Hso in all places but one, yielding
θ˙ = q˙p−H0 + S ˙̺
−p˙ +Bq˙ = H ′so,x +BH ′so,ξ
−B˙ = H ′′so,xx +H ′′so,ξxB +BH ′′so,ξx +BH ′′so,ξξB
γ˙
γ
= −1
2
tr
(
H ′′so,ξx +H
′′
so,ξξB
)
.
The first two equations fix the translational part of the classical dynamics to be solutions
of (2.8) with some n(t) and yield the spin-orbit principal function (4.32). In the last two
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equations Hso, which is evaluated at
(
q(t), p(t),n(t)
)
, can be viewed as a time dependent
Hamiltonian, H˜so(w, t) = Hso(w,n(t)), for the translational degrees of freedom, with the
time dependence introduced through n(t). These equations can be solved in the same
manner as in the time independent case, yielding
B(t) = Sso,z(t)[B]
as in (4.10). Here Sso,z(t) is a solution of
d
dt
Sso,z(t) = JH˜
′′
so
(
z(t), t
)
Sso,z(t) (4.34)
with Sso,z(0) = 12d; it hence yields (4.33).
The classical spin motion n(t) so far has remained undetermined. Since the equation
for the spin-coherent state is again (4.7), it follows that n(t) must be a solution to the spin
part of (2.8).
In contrast to the previous case the classical dynamics that governs the time evolution
of the coherent state ψQ(t) now is Hamiltonian on the product phase space T
∗
R
d× S2, see
(2.8). This means that the spin precession is not merely following the translational motion,
but there occurs a mutual influence of both dynamics. This effect is caused by the energy
scales of the translational and the spin dynamics being comparable in the semiclassical
limit, whereas when s is fixed the energy scale of the translational motion dominates.
We now compare the time evolution generated by the full Hamiltonian Hˆ with the
approximate dynamics following from the quadratic Hamiltonian HˆQ(t) whose symbol is
given in (4.28). As opposed to the situation discussed previously, see (4.11), when keeping
~s fixed the ellipticity condition has to be imposed on the full symbol of Hˆ , see (2.5), which
implies
c
(
1 + |x|2)−Mx/2(1 + |ξ|2)−Mξ/2 ≥ ∥∥(H(x, ξ) + i)−1∥∥ ≥
∥∥(H(x, ξ) + i)−1ψ∥∥
‖ψ‖ .
Here in the middle ‖ · ‖ denotes the operator norm on C2s+1, and on the right-hand side ψ
is any non-zero vector in C2s+1. Choosing ψ =
(
H(x, ξ) + i
)2
φn and using (4.24) we then
conclude that the spin-orbit Hamiltonian (4.31) is elliptic, in the sense that
|Hso(x, ξ,n) + i| ≥ C
(
1 + |x|2)Mx/2(1 + |ξ|2)Mξ/2
holds for all (x, ξ,n) ∈ T∗Rd × S2. Therefore, we can again base our further investigation
of the difference between the two quantum dynamics on the Duhamel relation (4.12). This
requires to estimate the analogue of (4.13), where in the present situation Hˆ − HˆQ(t) is
the Weyl quantisation of the symbol
(
H −HQ(t)
)
(w) =
2∑
|ν|=1
1
ν!
(
~dπs(σ/2)− Sn(t)
) ·C(ν)(z(t))(w − z(t))ν
+H
[3]
0 (t, w) + ~C
[3](t, w) · dπs(σ/2) ,
(4.35)
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in which H
[3]
0 and C
[3] denote Taylor remainders of order three. Introducing an operator
Wˆ (t) as in (4.15), the same type of an Egorov theorem as above applies, leading to the
symbol
W (t, w) = d∗
(
z(t)
) (
H −HQ(t)
)(
z − S−1so,z(t)(w − z(t))
)
d
(
z(t)
)
(4.36)
of Wˆ (t). We remark that z(t) being the projection of Φtso(z,n) to T
∗
R
d here requires the
differential Sso,z(t) of Φ
t
so with respect to z. The conjugation with d
(
z(t)
)
has no effect
on the scalar terms in (4.35), whereas it rotates the spin operator to R
(
g(t)
)
~dπs(σ/2).
Hence, for the application of (4.36) to a spin-coherent state φn we can employ Lemma 4.5.
By also converting estimates with respect to s into ones with respect to ~ this yields to
leading order(
R
(
g(t)
)
~dπs(σ/2)− Sn(t)
)
φn = S
(
R
(
g(t)
)
n− n(t))φn+O(s−1) = O(~) . (4.37)
Moreover, the complete asymptotic series in powers of s−1 provided by Lemma 4.5 results
in a full asymptotic expansion of (4.37) in powers of ~. This observation now enables us
to apply Lemma 4.2 in a completely analogous way to that used previously, yielding
‖(Hˆ − HˆQ(t))ψQ(t)‖ ≤ K~3/2θ(t)3 δ(t)m .
Here the quantities θ(t) and δ(t) are defined as in (4.18), however, now with the differential
Sso,z(t), and z(t) as given in Proposition 4.6.
The stability of the trajectory z(t) is encoded in the quantity
λ˜max(z) = lim sup
t→∞
1
t
log ‖Sso,z(t)‖HS . (4.38)
Since z(t) is not the integral curve of a flow, rather than calling λ˜max(z) a Lyapunov
exponent we refer to it as a stability exponent. This can, however, be bounded by the
maximal Lyapunov exponent of the flow-line (z(t),n(t)) in T∗Rd × S2, see the appendix.
Thus, in close analogy to Theorem 4.3 we finally obtain:
Theorem 4.7. Let the conditions imposed on the Hamiltonian in section 2 hold. Then the
coherent state ψQ(t) defined in (4.30) semiclassically approximates ψ(t) = Uˆ(t, 0)
(
ϕB(q,p) ⊗
φn
)
in the following sense,
‖ψ(t)− ψQ(t)‖ ≤ K
√
~ t θ(t)3 ,
when ~s is kept fixed. The right-hand side vanishes in the combined limits ~→ 0, s→∞
and t→∞ as long as t≪ Tz(~). The time scale Tz(~) depends on the linear stability of the
trajectory z(t). If the latter possesses a positive and finite stability exponent λ˜max(z), one
has Tz(~) =
1
6λ˜max(z)
| log ~|. In case z(t) is a projection to T∗Rd of a trajectory (z(t),n(t))
on a (non-degenerate) KAM-torus in T∗Rd × S2 this time scale is Tz(~) = C ~−1/8.
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As in the previous case an improvement of the semiclassical error can be achieved with
the Dyson expansion (4.20). The present case, however, requires an additional estimate of
the spin contribution in terms of s. Concerning the error term RN (t; ~)ψ(0), the transla-
tional part is dealt with by a repeated application of the argument leading to Theorem 4.7.
For the spin part an inspection of the relations (4.35) and (4.36) reveals the necessity to
estimate the successive application of the operators
Λ(tk) := C
(ν)
(
z(tk)
) · (R(g(tk))~dπs(σ/2)− Sn(tk))
to the spin-coherent state φn. Representing these operators in the form (4.25), the result
of their l-fold (l ≤ j) application reads
Λ(tl) . . .Λ(t1)φn = (2s+ 1)
l
∫
S2
. . .
∫
S2
P [Λ(tl)](ml) . . . P [Λ(t1)](m1)×
×Π(ml) . . .Π(m1)φn dml . . .dm1 ,
(4.39)
with the lower symbols
P [Λ(tk)](mk) = C
(ν)
(
z(tk)
) · (S(R(g(tk))mk − n(tk))+ ~R(g(tk))mk) . (4.40)
Starting with ml, the integral (4.39) can be successively evaluated with the method of
steepest descent similar to the proof of Lemma 4.5. The relation
Π(ml) . . .Π(m1)φn = 〈φml, φml−1〉 · · · 〈φm1 , φn〉φmj
then shows that the critical points of the phase are given by ml = ml−1 = · · · = m1 =
n. At these points, however, the lower symbols P [Λ(tk)](mk) are of order ~, compare
(4.40). The application of the method of steepest descent therefore yields in leading order
a contribution O(~l) = O(s−l). Derivatives of total order n contribute terms of the order
O(s−n~l−n) = O(s−l), if n ≤ l, and of the order O(s−n) otherwise. Altogether there hence
exist differential operators D(κ) of order ≤ 2κ on C∞((S2)l)⊗ C2s+1 such that
Λ(tl) . . .Λ(t1)φn−
(
1 +
1
2s
)l K∑
κ=l
1
sκ
D(κ)(P [Λ(tl)](ml) . . . P [Λ(t1)](m1)φn)
ml=···=m1=n
(4.41)
is of the order s−(K+1) for any K ≥ l. The left-hand side of (4.39) hence is of the order
O(s−l) = O(~l), meaning that every factor Λ(tk) contributes a factor of ~. We therefore
finally obtain an estimate of the remainder term to the Dyson series given by
‖RN(t; ~)ψ(0)‖ ≤ KN~N/2tNθ(t)3Nδ(t)mN .
The main terms in the Dyson expansion are treated by replacing each factor of (4.35),
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occurring at t = tk, with the Taylor expansions
2∑
|ν|=1
1
ν!
(
~dπs(σ/2)− Sn(tk)
) ·C(ν)(z(tk))(w − z(tk))ν
+
nk∑
ν=3
1
ν!
(
H
(ν)
0
(
z(tk)
)
+ ~C(ν)
(
z(tk)
)
dπs(σ/2)
)(
w − z(tk)
)ν
+ rk(tk, w) ,
where again the integers nk are chosen sufficiently large. The contribution of the transla-
tional degrees of freedom can be dealt with as in the previous semiclassical scenario, and
the spin contribution follows from the expansion (4.41). Finally grouping together terms
of corresponding orders in ~, we arrive at a statement analogous to Theorem 4.4.
Theorem 4.8. Suppose that the quantum Hamiltonian Hˆ with symbol (2.2) satisfies the
conditions specified in section 2. Then for t > 0 and any N ∈ N there exists a state
ψN (t) ∈ L2(Rd) ⊗ C2s+1, localised at
(
q(t), p(t),n(t)
)
, that approximates the full time
evolution ψ(t) = Uˆ(t, 0)
(
ϕB(q,p)⊗ φn
)
of a coherent state up to an error of order ~N/2 when
~s is fixed. More precisely,
‖ψ(t)− ψN(t)‖ ≤ CN
N−1∑
j=1
(
t
~
)j
(
√
~θ(t))2j+N .
The right-hand side vanishes in the combined limits ~→ 0, s→∞ and t→∞ as long as
t≪ Tz(~), where Tz(~) denotes the same time scale as in Theorem 4.7.
Furthermore, ψN (t) arises from ϕ
B
(q,p) ⊗ φn through the application of certain (time
dependent) differential operators qˆkκj(t) = op
W [pkj(t)]⊗ rκ,
ψN(t) = ψQ(t) +
∑
(k,κ,j)∈∆N
UˆQ(t, 0) qˆkκj(t)ψ(0) ,
where pkj(t) is a polynomial in (x, ξ) of degree ≤ k and rκ is a differential operator of order
≤ 2κ on C∞(S2)⊗ C2s+1. Here we have also defined
∆N := {(k, κ, j) ∈ N3; 1 ≤ k + 2κ− 2j ≤ N − 1, k + 2κ ≥ 3j, 1 ≤ j ≤ N − 1} .
The semiclassical localisation of ψN(t) here is different from the situation covered by
Theorem 4.4 in that the operators rκ act on φn. But these are differential operators and
hence do not increase the frequency set. This means that ψN (t) is semiclassically localised
at Φtso(q, p,n) and in in this respect is not different from the classically propagated coherent
state ψQ(t).
5 Discussion
In the previous section we analysed the semiclassical behaviour of coherent states in two
different limits. In various places we saw that the difference between the two cases is
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expressed in the way the classical translational and spin motion are coupled. Otherwise
the final results agree to a large extent. This includes the mechanisms of semiclassical
localisation in the product phase space T∗Rd × S2.
The problem of how the localisation of an initial coherent state develops with time
can be made more explicit by using semiclassical phase-space lifts of the coherent states.
At t = 0 the state ψ(0) = ϕB(q,p) ⊗ φn is concentrated in a neighbourhood of the point
(q, p,n) ∈ T∗Rd × S2. This concentration can be measured in terms of expectation values
〈ψ(0), Aˆψ(0)〉 of operators Aˆ = opW [A] that are quantisations of well localised symbols
A ∈ C∞0 (T∗Rd) ⊗M2s+1(C). For simplicity we also assume that A is independent of ~.
At later times ψ(t) can in both semiclassical scenarios be approximated by an appropriate
coherent state ψQ(t), such that
〈ψ(t), Aˆψ(t)〉 = 〈ψQ(t), AˆψQ(t)〉+ o(1) , t≪ Tz(~) . (5.1)
The expectation value on the right-hand side has a phase-space representation
〈ψQ(t), AˆψQ(t)〉 = 1
(2π~)d
∫∫
T∗Rd
W [ϕ
B(t)
z(t) ](w) 〈φn(t), A(w)φn(t)〉C2s+1 dw . (5.2)
A comparison with (3.5) clearly reveals that the state ψQ(t) is concentrated at the point
(q(t), p(t),n(t)) in the semiclassical limit as long as the quadratic form GB(t)/~ is strictly
positive definite. Either of the time evolutions (4.6) and (4.33) of B now imply [Sch01]
GB(t) = (Sz(t)
−1)∗GB Sz(t)
−1 ,
so that the spreading of ψQ(t) in T
∗
R
d, see (3.6), is bounded according to
~
trGB(t)
≤ ~‖GB(t)‖HS ≤
~‖Sz(t)‖2HS
‖GB‖HS .
Here Sz(t) denotes the differential of the appropriate flow with respect to (x, ξ). If z(t)
now is a trajectory with maximal Lyapunov (or stability) exponent λmax(z) > 0, the
requirement for the state ψQ(t) to remain localised therefore is t ≪ 12λmax(z) | log ~|. This
time scale is three times larger than Tz(~), which is the estimated time in (5.1) for the
coherent state ψQ(t) to still well approximate the full time evolution ψ(t).
Let us remark that the limitations in (5.1), to approximate the expectation value in
terms of a coherent state, derive from estimating the difference ψ(t) − ψQ(t) in L2-norm.
But the error term on the right-hand side of (5.1) measures this difference in a considerably
weaker form so that one might expect it to vanish as ~ → 0 and t → ∞ also for times
Tz(~) ≤ t ≪ 3Tz(~). In the case without spin Bouzouina and Robert [BR02] proved that
this indeed holds, suggesting that the same is true in the present setting.
Expectation values in coherent states such as (5.1) can also be used to obtain the leading
semiclassical description of the propagation of observables. To see this let Aˆ, as above, be a
bounded Weyl operator and denote its quantum time evolution by Aˆ(t) = Uˆ(t, 0)∗Aˆ Uˆ(t, 0).
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Here, however, we do not necessarily require the symbol to be compactly supported. The
relations (5.1) and (5.2) then remain valid so that
〈ψ(0), Aˆ(t)ψ(0)〉 = 1
(2π~)d
∫∫
T∗Rd
W [ϕ
B(t)
z(t) ](w) 〈φn(t), A(w)φn(t)〉C2s+1 dw + o(1) .
Since Aˆ(t) is bounded it may also be expressed as a Weyl operator, with symbol A(t) such
that for t≪ Tz(~) equation (5.1) can be rewritten as
1
(2π~)d
∫∫
T∗Rd
W [ϕ
B(0)
z(0) ](w) 〈φn(0), A(t)(w)φn(0)〉C2s+1 dw
− 1
(2π~)d
∫∫
T∗Rd
W [ϕ
B(t)
z(t) ](w) 〈φn(t), A(w)φn(t)〉C2s+1 dw = o(1) .
The semiclassical localisation properties of the coherent states discussed above therefore
imply that in leading order the symbol of the time evolved observable Aˆ(t) can be expressed
in terms of the symbol of Aˆ transported along the classical flow
(
q(t), p(t),n(t)
)
,
〈φn, A(t)(q, p)φn〉
C
2s+1 − 〈φ
n(t), A
(
q(t), p(t)
)
φ
n(t)〉
C
2s+1 = o(1) .
The C2s+1-expectation values in spin-coherent states are lower (or Q-) symbols (see e.g.
[Sim80, Per86]) of the matrix valued functions A(t) and A, respectively. In terms of this
mixed phase space representation of operators, employing Weyl calculus for the transla-
tional part and Q-symbols for the spin part, this means that the quantum time evolution
of observables follows the classical dynamics in leading semiclassical order. This statement
represents a limited version of an Egorov theorem and again is valid for both semiclassical
scenarios discussed in the preceding section, up to the time scale t≪ Tz(~).
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Appendix: Linear stability of Hamiltonian flows
The flows Φt0 and Φ
t
so introduced in section 2 are both Hamiltonian flows on symplectic
phase spaces. They are generated by smooth Hamiltonian functions H on 2n-dimensional
smooth manifoldsM with symplectic forms ω. In the first case the Hamiltonian is H0(x, ξ),
defined on the phase space M = T∗Rd so that n = d and ω = dx ∧ dξ. In the situation
26
of classical spin-orbit coupling the Hamiltonian Hso(x, ξ,n) is given on M = T
∗
R
d × S2.
Thus, n = d+1 and ω = dx∧dξ+dn, where dn denotes the normalised area two-form on
the sphere S2. In this appendix we want to recall the notion of Lyapunov exponents and
give sufficient criteria of their existence in terms of properties of the Hamiltonian function.
The linear stability of a flow Φt is determined by properties of the differential DΦt(α)
which is a linear map from the tangent space TαM to TΦt(α)M . It, moreover, is a multi-
plicative cocycle over the flow Φt, i.e. DΦt+t
′
(α) = DΦt
′
(Φt(α)) DΦt(α). If one introduces
a euclidean scalar product in the tangent spaces, this gives rise to the adjoint DΦt(α)∗.
Then DΦt(α)∗DΦt(α) is a non-negative symmetric linear map on TαM whose eigenvalues
we denote by
µ
(1)
t (α) ≥ · · · ≥ µ(2n)t (α) ≥ 0 .
The 2n Lyapunov exponents of the flow Φt at α ∈M are now given by the expressions
λk(z) := lim sup
t→∞
1
2t
log µ
(k)
t (z) ,
if these are finite. The largest Lyapunov exponent λmax(α) provides a quantitative measure
for the linear stability of Φt since it measures the leading rate of local phase space expansion;
it can be obtained from the relation
λmax(α) = lim sup
t→∞
1
2t
log tr
(
DΦt(α)∗DΦt(α)
)
. (A.1)
Hamiltonian flows leave the energy shells
ΩE := {α ∈M ; H(α) = E}
invariant. If E is a regular value of the Hamiltonian function H , the energy shell ΩE is a
smooth submanifold of M of dimension 2n − 1. In such a case two Lyapunov exponents
are always zero. They correspond to the direction of the flow and the direction transversal
to the energy shell. Of the remaining 2n− 2 Lyapunov exponents half are non-negative (if
they exist) and the rest of the Lyapunov spectrum is given by minus the first half.
In general it is not known whether the Lyapunov exponents are finite. If, however, an
energy shell ΩE is compact, one can introduce the normalised Liouville measure as a flow
invariant probability measure on ΩE . In this case one can apply Oseledec’ multiplicative
ergodic theorem to the restriction of Φt to this energy shell [Ose68]; it guarantees that the
Lyapunov exponents are finite for almost all points on ΩE with respect to Liouville measure.
Moreover, if the flow is ergodic with respect to Liouville measure λk(α) is constant on a
set of full measure. Since we want to consider also non-compact energy shells we now give
alternative sufficient criteria for the finiteness of Lyapunov spectra.
Proposition A.1. Let H ∈ C∞(M) be a Hamiltonian function such that the Hilbert-
Schmidt norm of D2H is bounded on the energy shell ΩE,α that contains the point α ∈M .
Then the Lyapunov exponents λ1(α), . . . , λ2n(α) are finite.
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Proof. Fix α ∈ M and introduce canonical coordinates (q, p) ∈ U ⊂ Rn × Rn in a neigh-
bourhood of α. Then in this neighbourhood D2H is represented by the matrix H ′′(q, p)
of second derivatives with respect to (q, p). In these coordinates we denote the flow by
Φ˜t(q, p); its differential satisfies the equation
d
dt
DΦ˜t(q, p) = J H ′′
(
Φ˜t(q, p)
)
DΦ˜t(q, p) , DΦ˜t(q, p)|t=0 = 12n , (A.2)
where J =
(
0 1n
−1n 0
)
. By integrating (A.2) and taking the Hilbert-Schmidt norm one
obtains
‖DΦ˜t(q, p)‖HS ≤ 2n+
∫ t
0
‖J H ′′(Φ˜s(q, p))‖HS ‖DΦ˜s(q, p)‖HS ds .
For simplicity we here assume that for the points Φs(α), s ∈ [0, t], one can use the same
system of canonical coordinates. Gronwall’s inequality then yields the estimate (t > 0)
‖DΦ˜t(q, p)‖HS ≤ 2n exp
{
t sup
s∈[0,t]
‖J H ′′(Φ˜s(q, p))‖HS} ≤ 2n eCt ,
with some constant C > 0. The last line follows from the boundedness of D2H on ΩE,α.
Since on the other hand
‖DΦ˜t(q, p)‖HS =
√
µ
(1)
t (α) + · · ·+ µ(2n)t (α) ,
the bound
1
2t
logµmaxt (α) ≤ K
for the maximal eigenvalue µmaxt (α) follows. This finally implies the assertion.
An application of this Proposition to the two flows Φt0 (defined on M = T
∗
R
d) and Φtso
(defined on M = T∗Rd × S2) immediately yields
Corollary A.2. If the norm of H ′′0 is bounded on ΩE,(x,ξ) ⊂ T∗Rd, the 2d Lyapunov
exponents λ0,k(x, ξ) of the flow Φ
t
0 are finite. If, in addition, the derivatives C
(ν)(x′, ξ′) of
order |ν| ≤ 2 are bounded for all (x′, ξ′,n′) ∈ ΩE,(x,ξ,n) ⊂ T∗Rd × S2, the 2d+ 2 Lyapunov
exponents λso,k(x, ξ,n) of the flow Φ
t
so are also finite.
In the second semiclassical scenario, however, rather than the Lyapunov exponent
λso,k(q, p,n) of a point (q, p,n) ∈ T∗Rd × S2 the stability exponent (4.38) of the pro-
jection to T∗Rd entered Theorem 4.7. Revisiting the proof of Proposition A.1 shows that
in view of (4.34) such a stability exponent is finite under the same conditions as stated in
Corollary A.2 for λso,k. Moreover, a simple estimate yields the bound
λ˜max ≤ λso,max .
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