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In many applications, the distributed parameter nature of engineering systems 
cannot be ignored. This leads to state space descriptions of these systems on 
infinite-dimensional spaces. Yet, feedback controllers for engineering applications 
must be implemented with on-line digital computers; hence, the controllers must be 
discrete-time, finite-dimensional systems. The principal question is whether such a 
controller can achieve exponentially stable control of an infinite-dimensional 
system. The main result (Theorem 5) shows that, under some technical restrictions, 
all such stable controllers for linear distributed parameter systems (DPS) can do no 
better than feedback based on a finite-dimensional projection of the DPS state. 
Such stabilizing subspaces associated with the controller reveal the mathematical 
structure of the DPS control problem, but are not easy to calculate explicitly. The 
more natural approach is to select model-reducing subspaces, which approximate 
the open-loop DPS, and synthesize the controller from the reduced-order model. 
Stability bounds are presented (Theorem 7) and connections are made with the 
structural results (Theorem 5). 
1. INTRODUCTION AND DPS PRELIMINARIES 
The distributed parameter nature of many high-performance engineering 
systems is well recognized. Such systems include chemical processes [ 1 ] and 
mechanically flexible structures for aerospace applications [ 21. Distributed 
parameter systems (DPS) are modeled by partial differential equations; 
hence, the states of a DPS will lie in an infinite-dimensional Hilbert or 
Banach space of functions. For lumped parameter systems (modeled by 
ordinary differential equations) the state space isfinite-dimensional; however, 
for large-scale systems of current interest, such as interconnected electrical 
power transmission systems, the dimension is so large that there may be 
good reason to model even these systems as infinite-dimensional for the 
purpose of control design and evaluation. 
Feedback control is often required for stabilization and performance 
enhancement of DPS. For example, large aerospace structures must maintain 
accurate shape and pointing in the presence of vibration-inducing distur- 
bances, such as cooling pumps and other rotating machinery; however, there 
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is very little natural structural damping available, and feedback control, 
through a variety of possible sensors and actuators, will no doubt be needed 
to supress vibrations and meet stringent requirements for accuracy and 
safety. Feedback control can enter the DPS through actuators in the interior 
or the boundary of the process; in the latter, control enters through the 
boundary conditions rather than the partial differential equation. Such 
boundary control problems are often treated differently in theory from their 
interior control counterparts [3], yet, for linear DPS at least, the boundary 
control problem can, in most cases, be converted to an equivalent interior 
control problem (e.g., [4]). Therefore, a fairly unified viewpoint can be taken 
for these two types of DPS control problem. For further discussion on the 
theoretical problems of DPS control theory see [3]. 
Our concern here is with linear DPS which are controlled by a (small) 
finite number of actuators and sensors. The feedback controller will be 
implemented by an on-line digital computer; hence, it must be a finite- 
dimensional, discrete-time algorithm which can be generated by such a 
device. The computer memory size and speed of data storage and retrieval 
will limit the dimension of any practical DPS controller. This leads to 
questions of DPS approximation (i.e., model reduction) and synthesis of 
finite-dimensional control. It also begs the question of whether a fznite- 
dimensional, discrete-time controller can control an infinite-dimensional, 
continuous-time DPS in a stable manner. The answer is that, without some 
restrictions on the DPS and its controller, a stable closed-loop system cannot 
be expected; see examples in [5,6]. Conditions under which stable feedback 
control of DPS can be accomplished by finite-dimensional controllers have 
been one of our principal concerns; this is summarized in [7]. Most of this 
work has focused on continuous-time controllers, but [8,9] consider the 
more practical situation of discrete-time controllers for DPS. 
From the above, we are led to consider an even more basic question: what 
can be accomplished with a finite-dimensional controller in an inlinite- 
dimensional DPS? In other words, what is the underlying theoretical 
structure of this problem? In [4], we considered this structural viewpoint for 
continuous-time controllers; here, we will deal with discrete-time controllers. 
Of course, there will be many parallels with the results of [4]; however, we 
intend to make this paper (reasonably) self-contained, and expect it to stand 
alone. Although many similarities exist with continuous-time control, there 
are some distinctly different theoretical issues in discrete-time control; we 
will point these out along the way. 
The linear DPS of interest will have the state space form 
(1.1) 
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where the sfate v(t) is in an infinite-dimensional Hilbert space H with inner 
product (., .) and corresponding norm /I . 11. The bounded operators B and C 
have finite ranks M and P, respectively, andf(t), y(t) represent the inputs for 
A4 linear actuators and the outputs from P linear sensors, respectively. Thus, 
and 
with 
YjW = (Cj’ w>; l<j<P 
where bi and cj belong to H. In finite-dimensional theory, A would be a 
matrix, but here the operator A is a closed, linear, unbounded differential 
operator with domain D(A) dense in H. Furthermore, (l.l)-( 1.3) represent 
some well-posed physical system, which in mathematical terms is the weak 
formulation of (1.1): 
i 
u(t) = U(t) u. + f U(t - r) Bf(z) ds 
0 
(1.4) 
Y(f) = CW; t>o 
where u is any initial state in H and U(t) is the Co-semigroup of bounded 
operators generated on H by A. This latter means: 
U(t + 5) = U(t) U(t), t>o, T>O 
U(0) = I 
lim [U(f) - I] u = 0; u in H 
f-O+ 
(1Sa) 
(1Sb) 
(1Sc) 
Au = lim 
f-10+ 
u in D(A). (1.5d) 
Note that the semigroup U(f) evolves the initial condition v, forward in 
time. When u. is in D(A) andf(t) has continuous first derivative, u(t) also is 
differentiable, lies in D(A) for t > 0, and satisfies (1.1). However, any u. in 
H and any square-integrablef(t) will satisfy the weak formulation (1.4) and 
yield states u(t) in H for all t > 0. Consequently, (1.4) is much easier to 
work with in infinite dimensions and is more likely to represent he actual 
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physical system being modeled by (1.1). This form, (1. I ) or (1.4), models 
most practical interior control problems for linear DPS where the actuator 
and sensor influence functions are given by bi and cj, respectively. Also, as 
discussed in [4], many linear boundary control problems can be put into this 
form. 
The Hille-Yosida Theorem (e.g., [ 10, Theorem 8.9, p. 153]), provides 
conditions under which an operator A generates a C,-semigroup U(t) 
satisfying 
where K > 1 and a real. The necessary and sufficient conditions are given for 
the resolvent operator R (A, A) = @I - A)- ’ : 
K 
IIR(~~A)“II G (n+(+ n = 1, 2,... (1.7) 
for all real k > -u in the resolvent set of A, p(A) = {A complex IR(L, A) is a 
bounded operator on H). The spectrum of A, o(A) =p(A)’ is much more 
complicated in infinite dimensions, but, in finite dimensions, it consists only 
of the finite number of eigenvalues of A. We say that A is exponentially 
stable when u > 0 in (1.6), i.e., the semigroup U(t) generated by A decays 
exponentially at the rate u. There are many other types of stability in infinite 
dimensions, but no others provide the safety of a stability margin u. 
Linear finite-dimensional, discrete-time controllers for the DPS will have 
the form 
/ 
f(k)=L,,Y(k)+L,*z(k) (1.8a) 
z(k + 1) = L,, y(k) + -&z(k) = Fz(k) + KY(k) + JT-(k); z(0) = zo 
(1.8b) 
with 
I L2,=K+EL,, L,,=F+EL,, (1.8~) 
where z(k) belongs to R” for some fixed non-negative integer a. When a = 0, 
we have static feedback directly from the sensors to the actuators; otherwise, 
there are dynamics or memory (1.8b) in the feedback path, and this provides 
a filtering effect on the sensor data. Any continuous-time variable v(t) 
becomes a discrete-time variable v(k) by the sample-hold process: 
v(k) = v(kAt); kAt<t<(k+l)At (1.9) 
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where At is the sampling interval of the controller. Physically, the controller 
(or sometimes the sensor itself) converts continuous-time data into discrete- 
time data by sampling it every At seconds and retaining only the sampled 
value over the interval [kdt, (k + 1) At). Similarly, the control algorithm 
(1.8) computes a control command f(k) which is held constant over the 
same interval, i.e., 
f(t) =f(k); kAt<t<(k+l)At. (1.10) 
When (1.10) is applied to the weak form of the DPS (1.4), we obtain the 
discrete-time (or sampled data) version of the DPS: 
v(k + 1) = #v(k) + U-(k) 
y(k) = Cv(k); v(0) = vg 
(1.11) 
where @ E U(At) and Tr It’ U(r) Bdt are both bounded linear operators. 
This is derived in Appendix I. There is also digital quantization (or round- 
off) error taking place in the sampling of y(t); this causes y(k) in (1.11) to be 
incorrectly stored in (1.8). This can be a severe problem with micro- 
processors where the memory is quite limited but will not be important for 
computers with large memory; see also [ 111. We will omit the efJ‘ect of quan- 
tization and assume that the actual value of y(k) is delivered to (1.8). 
Our main results appear in Section 2. These show that, under reasonable 
conditions, a stable finite-dimensional controller can never do more than 
stabilize a finite-dimensional projection of the DPS (1.11); the charac- 
terization of this projection in terms of the given controller (1.8) is part of 
the result. This separates the structure of the problem into the asymptotic 
reconstruction of a finite-dimensional projection of the DPS state of (1.11) 
from sensor data and the stabilization of (@, r) by this projection feedback. 
In Section 3, we establish some connections between the structural results of 
Section 2 and the model reduction approaches of [7]. Our conclusions and 
recommendations form Section 4. 
2. STABILIZING SUBSPACES AND FINITE-DIMENSIONAL DPS CONTROL 
We say that a bounded, linear operator @ : H + H is exponentially stable 
if 
II Qkll < q4k; k = 1, 2,... (2.1) 
where K > 1 and 0 < a < 1. This is the analogue in discrete-time of (1.6) 
with u > 0. Also, we say that a pair of bounded linear operators (@, r) 
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where @ : H + H and r : RM + H has a pair of stabilizing subspaces 
(Z?,v, E?,) of H if the following conditions hold: 
(4 H=HN@&, 
(b) dim EN = N < co, and tiR closed, (2.2) 
(c) QO = @ + TG is exponentially stable for some linear bounded gain 
operator G : H--t R” satisfying 
G.&r = G&s = G (2.3a) 
G&=0 (2.3b) 
where (r’,, pR) are the projections on (i7,, d,) defined by (2.2). This 
definition means that (1.11) can be stabilized by feedback of the linite- 
dimensional projection of the DPS state, i.e., 
f(k) = G&v(k). (2.4) 
However, (2.4) is not generally implementable, since &v(k) will not be 
directly measured by the sensors y(k). Nevertheless, the concept of 
stabilizing subspaces is crucial for understanding the structure of the DPS 
control problem, as we shall show later. 
The following result gives conditions under which a pair of subspaces are 
stabilizing subspaces: 
THEOREM 1. If a pair of subspaces (H,., HR) satisfy 
(a) H=H,@H, anddimH,V=H< co; 
(b) (CD%,, TN) are stabilizable (in the finite-dimensional sense); 
(c) QR is exponentially stable; 
(d) 11 #NR I/ is suflciently small; 
where QN = P, @P,, TN E P,,r, QR = P, @P,, and @,V, = P,V @P, with 
(P,, PR) the projections dej?ned by (a), then (H,b,, HR) are stabilizing 
subspaces for (@, I-) in (1.11). 
The proof of Theorem 1 depends on three results: a discrete-time version 
of the Gronwall Inequality (Theorem 2) and two perturbation results 
(Theorems 3 and 4). 
THEOREM 2. Let the sequence {xk}rSO of non-negative real numbers x, 
satisfy 
k-l 
xk < a + b 2 x,; k>O (23) 
1=0 
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for a, b positive constant, then 
xk < (1 + b)‘-’ (a + bx,); k > 0. (2.6) 
THEOREM 3. Let @ and A@ be bounded linear operators on a Hilbert 
space H and consider 
/ 
w(k + 1) = &w(k) 
o(0) = co, 
with &“, E 6 + A@. Assume 6 is exponentially stable, i.e., 
(I Sk (I < R(cY)“; k = 1, 2,... 
wherex> 1 andO<;< 1. Zf 
((A&:(( < 7 
then &:, in (2.7) is also exponentially stable: 
where 
(Z,=” a +l?(lA@lI < 1. 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
(2.1 la) 
(2.1 lb) 
THEOREM 4. Zf, in (2.7), 
where Cp, : Hj + Hi are bounded linear operators on the Hilbert spaces Hi 
and 
II @fill < Ki(“i)ki k = 1, 2,... (2.13) 
where Ki > 1, 0 < ai < 1, and a, # a*, then in (2.8), 
E=K,K,(l +~+y~)“*<K,Kz(l +?‘) 
cx’ = max(al, (r2) (2.14) 
II @HII 
y= lal-a21 
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11@2’1l+ (2.15) 
where 11412 = lIw1112 + 11~2112 and w = [;;I in H, x H,. The dual result with 
@,* interchanged in (2.14) and (2.15) is also true. The proofs of Theorems 
2-4 appear in [8]; Theorem 2 follows by induction and is used to prove 
Theorem 3. For the proof of Theorem 1, see Appendix II. Furthermore, from 
Theorem 4, QNR is “suflciently smalP’ when: 
II @NR II < 9 
where 
~7 = max(a,, aR) 
I? = lz&,( 1 + y + yy 
II @RNII 
?= )a&.-a,1 
with 
(2.16) 
(2.17) 
II(@.v +rNGJk II < &k; k>O (2.18) 
and 
II @A < E,4; k > 0. (2.19) 
The perturbation results Theorem 3 and 4 are used again in Section 3. 
Although Theorem 1 indicates when a given pair of subspaces are 
stabilizing ones for (1.1 l), our main result, which follows, indicates that 
each controller (1.8) has a special pair of stabilizing subspaces associated 
with it: 
THEOREM 5. Assume the following conditions are satisfied for a 
controller of the form (1.8) with dimension a: 
(a) F is stable in the finite-dimensional sense; 
(b) There exists a (closed) linear operator T: H + R” satisfying 
FT-T@+KC=O; (2.20) 
cc> E = TT. (2.21) 
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The closed loop consisting of the DPS (1.11) and the controller (1.8) is 
exponentially stable if and only if the subspaces 
/ 
&FN(F)l 
I& E A@) 
(2.22) 
are stabilizing subspaces for (@, I) in (1.11). Furthermore, 
dimfiN<P+a (2.23) 
and, with p,,, the orthogonal projection onto gN, 
f(k) = GpNv(k) + L,,e(k) (2.24) 
e(k) = z(k) - Tv(k) 
GrLp=L,,CtL,2T 
(2.25) 
(2.26) 
and 
lim e(k) = 0. 
k+m 
(2.27) 
Note that, if T exists in (2.20), then it is finite-rank and, hence, always 
bounded. The existence of such an operator T is guaranteed by the following: 
THEOREM 6. If the spectra of F and @ are separated, i.e., there exists a 
simple closed curve 0 with positive direction in the complex plane such that 
Q encloses the eigenvalues of F and excludes the spectrum a(@) = p(Q)’ of 
the bounded operator @, then a unique bounded linear operator T exists such 
that (2.20) is satisjied. Furthermore, 
I-=&j R(&F)KCR@, @)dA 
0 
(2.28) 
where R(& F) and R(.A, @) are the resolvent operators for F and @, respec- 
tively. 
The proof of Theorem 6 is given in Appendix III. Since @ is a bounded, 
linear operator, p(Q) is contained in {A 1 IL I< (1 @II}; see [ 12, p. 1761. Also, F 
409/102/2-16 
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is stable, so all of its eigenvalues lie inside the unit circle. Thus, it is highly 
likely that p(F) and p(Q) can be separated; hence, (2.20) will hold for some 
T. 
The proof of Theorem 5 is given in Appendix IV. The closed-loop system 
consisting of the DPS (1.11) and the controller (1.8) can be rewritten, using 
(2.20)-(2.21) and (2.24)--(2.26), as 
1 
v(k + 1) = @,v(k) + TL,,e(k) (2.29a) 
e(k + 1) = Fe(k) (2.29b) 
where Q0 = @ + TG. Consequently, the controller asymptotically reconstructs 
the control law (2.24), which is based on the finite-dimensional projection 
ph’v(k), from the sensor measurements y(k). From this, exponential closed- 
loop stability can be achieved with the controller if and only if it can be 
achieved in (1.11) with feedback (2.4) of this projection. Two special cases 
of Theorem 5 are of interest: static feedback (a = 0 and c,, = 0) and full 
dynamic feedback (L,, = 0). In the former situation HE = N(C)’ and 
AR = N(C) must be the stabilizing subspaces; in the latter, HN = N(T)’ and 
HR = N(T) for some solution T of (2.20). 
3. MODEL REDUCTION AND FEEDBACK CONTROL OF DPS 
In Section 3, the stabilizing subspaces (Z?,v, flR) associated with a given 
controller are shown to exist under some reasonable technical restrictions; 
however, it is not easy to construct them. In fact, they can only be deter- 
mined after the stabilizing controller (1.8) is synthesized. A much more prac- 
tical approach is to make a finite-dimensional approximation, or model 
reduction, of (1.11) and synthesize the controller from this reduced-order 
model; the stability analysis of the closed-loop is performed afterward [7]. 
We call (HN, HR) model-reducing subspaces for (1.11) when the following 
conditions are satisfied: 
(4 H=H,@H, 
(b) dim HJV = N < co and HR closed, 
(3.1) 
(c) The reduced-order model (Q,,,, r,,,, C,) is stabilizable and detec- 
table, 
(d) aR is exponentially stable, i.e., 
IIQ%I ~w4~ k>O (3.2) 
where K, > 1 and 0 < aR < 1, and @,r P,@P,, r,= PNr, C,E CP,, and 
Qp, = PR @PR with P,,, and PR the projections defined by (3.1). 
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The decomposition of (1.11) onto these subspaces (H~V, HR) provides the 
model reduction 
i 
UN@ + 1) = @N%(k) + @P,, Y?(k) + TNf(k) 
%(k + 1) = @P,,%(k) + @R%(k) + TRf(k) (3.3) 
Y(k) = C,%(k) + CR UR(k) 
where uN(k) z P,v(k) and uR(k) 3 PR v(k). The terms @,,,RuVR(k) and 
QRNuN(k) are called modeling error, and the terms T,f(k) and C,v,(k) are 
called control and observation spillover, respectively. 
The reduced-order model (ROM) generated by (HN, HR) is given by 
which is abbreviated (QN, r,, C,,,). There are many ways to choose the 
subspaces (HN, HR) and each way represents a different model reduction of 
(1.11). Often, the model reduction is based on numerical techniques, such as 
finite-element or finite-difference methods, for approximating partial 
differential equations of the form (1.1) or (1.4). However, for model 
reduction of the discrete-time DPS (1.1 l), it is only necessary to reduce the 
bounded operator @ on H to a finite-rank operator QN; Galerkin’s method 
(e.g., finite elements) is still applicable. The special case of modal subspaces 
of Cp yields QNR = 0 and QPRN =0 in (3.3), but the modes of the operator @ 
are not likely to be known exactly in most practical problems. 
It is not our intention here to advocate a particular model reduction 
scheme; rather, we are interested in the general form of model reduction for 
DPS and its effect on the structure of the control problem. The definition of 
model-reducing subspaces is chosen with this in mind. The assumption that 
@, is (exp.) stable (3.2) in our definition corresponds to the idea that 
unstable parts of the model should be retained in the ROM if possible. 
From Theorem 1, it is clear that model-reducing subspaces for (1.11) are 
also stabilizing subspaces for (@, r) in (1.11) if the modeling error is 
sufficiently small, i.e., (1 QNR 11 satisfies (2.16). In particular, modal subspaces 
of @, for which (3.2) is satisfied, are both model-reducing and stabilizing 
subspaces for (1.11). 
The synthesis of a finite-dimensional, discrete-time controller from the 
ROM (3.4) is quite straightforward: 
f(k) = G,v^z&) 
tjN(k + 1) = Qi, ti,(k) + T,f(k) + Kv(.Y(k) - C(k)) 
y^(k) = C,zi,(k); 8,(O) = 0. 
(3.5) 
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The controller gains G, and K,,, are chosen so that Qp, + @J,.,,C,~ and 
Qp, - K,,,CN are stable. This is possible because the ROM is stabilizable and 
detectable; the actual design can be done by standard finite-dimensional 
techniques [ 131, e.g., the eigenvalues of the matrices must be contained 
inside the unit circle (if they are located at the origin, this is called deadbeat 
control). 
From Section 2, we might expect that, “if the model-reducing subspaces 
are also stabilizing subspaces for (1.1 l), then the controller (3.5) could 
asymptotically reconstruct the projection feedback P,u(k) necessary to 
stabilize (@, r) from the sensor outputs y(k).” This is not quite the case, 
however. Let e,(k) = c,(k) - v,,,(k) = ON(k) - P,v(k) and, from (3.3) and 
(3.5), obtain 
I 
e,(k + 1) = (@,y - KN CN> e,(k) + AN, 4k) 
e,(O) = -PNvO 
(3.6) 
where A,, s KNCR - QNR. Also, f(k) = G,v^,(k) = G,P,v(k) + GNeN(k) 
which, in (1.1 l), yields 
i 
v(k + 1) = (@ + I’G,P,) u(k) + TG,e,(k) 
v(0) = ug. 
(3.7) 
The closed-loop system consisting of (1.11) with (3.5) can be rewritten, using 
(3.6~(3.7), as 
w(k+ l)=@,o(k) (3.8a) 
where 
Q ~ @ +rGJ-‘,v rG, 
c 
I A NR @N -KNCN 
(3.8b) 
where 
w(k) E in HxH,. 
Due to the term A,v(k) in (3.6), UN(k) does not necessarily asymptotically 
reconstruct P,v(k) as desired. However, we have the following closed-loop 
stability result: 
THEOREM 7. Assume (HN, HR) are model-reducing subspaces for (1.11). 
If 
(a) (( @,, (1 is sz@ciently small, i.e., satisfies (2.16); 
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(b) A, is suflciently small, i.e., 
(3.9) 
where EC = max(a,, a,) 
with (KR, aR) given by GN - K,,, C, .and (K, , a,,) given by 
II @iill < &a,k (3.10) 
where @,, = @ + TG,P, and K, > 1 and 0 < a0 < 1, then (H,, HR) are 
stabilizing subspaces for (1.11) and the closed-loop system (1.11) and (3.5) is 
exponentially stable with 
II $11 < R,cc (3.11) 
where (I?,, 6,) are given in (3.9). 
The proof of Theorem 7 follows from Theorems 1, 3, and 4. Since the 
modeling error satisfies (2.16), (HN, HR) are stabilizing subspaces for (1.1 I), 
and (2.3) is satisfied, i.e., GNPN = G,. This means QO is (exp.) stable; hence, 
by taking CD,, = @,,, @,2 =rGN, Q2, = A,, and @22 = QN-- K,,,C, in 
Theorem 4, we have the closed-loop, rewritten as (3.8), exponentially stable 
with (3.11) and this is the desired result. 
Thus, Theorem 5 reveals the structure of the control problem with the 
existence of stabilizing subspaces (fiN, gR) for (1.11) being equivalent to 
closed-loop stability of (1.11) with (1.8); however, the model-reducing 
subspaces chosen in this section need not coincide with (i?,, fiR). In fact, 
(EN, gR) are orthogonal while (HN, HR) need not be. Furthermore, the 
controller (3.5) has the form (1.8) with 
I 
F=@,-K,C, (3.12a) 
K=K, (3.12b) 
E=T,,,. (3.12~) 
By choice of the gain K,,,, F can be made stable and the spectrum of F 
separated from that of @ (in most cases of interest); therefore, by Theorem 6, 
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(2.20) will be satisfied. But this is not enough to apply Theorem 5; in fact, 
(2.21) is not likely to be satisfied, i.e., 
(3.13) 
because T is not P,, the projection onto H.w along HR. 
Consequently, Theorem 7 is needed to determine conditions on the 
spillover and model error for closed-loop stability; it does not follow 
automatically as in Theorem 5 because the model-reducing subspaces 
(HN, HR), chosen for their ability to approximate the open-loop system 
(1.1 l), are not the stabilizing subspaces 
ii, = N(T)’ and 
associated with the modiJied controller: 
r?, = N(T) (3.14) 
f(k) = G,v^,,@) 
O,(k + 1) = @$&) t TU(k) + K,(F(k) -y(k)) 
y(k) = C, v^,(k); z?,(O) = 0 
(3.15) 
where T satisfies (2.20) with the parameters (3.12a) and (3.12b). Note that, 
even if we use a modified controller (3.15), it is not clear that, by choice of 
gains KN, the solution T of (2.20) could be steered so that (E?,, E?,) in 
(3.14) would become the chosen subspaces (H,,,, HR). 
We will try to make one more connection between Theorem 5 and 7 by 
transforming the closed-loop system (3.8) into a form like (2.29). Let 
Z,,,(k) = e,(k) t Qu(k) (3.16) 
where Q : H -+ HN is a (closed) linear operator solution of the non-linear 
Asymmetric Riccati Equation: 
QcDo - FQ t A, = QrG,Q. (3.17) 
From (3.6)-(3.7) and (3.16)-(3.17), 
i 
v(k t 1) = &v(k) t I-G,&(k) (3.18a) 
&(k t 1) = F&(k) (3.18b) 
where 
i 
~~F+QrG,=~,-KK,C,+QrG, (3.19a) 
6,, EE @,, - I’G,Q = Q, + I-G,,,(P,,, - Q). (3.19b) 
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Thus, (3.18) has the same form as (2.29) and exponential stability of (3.18) 
is equivalent to the stability of F and &O. This “triangularization trick” has 
also been used in finite-dimensional systems [ 141. 
The question of what conditions guarantee solvability of the non-linear 
equation (3.17) can be addressed, for example, via fixed point theory, i.e., 
determining when the mapping 
h(Q) = F-‘[Q@+, + ANR - Ql-G,Q] (3.20) 
has a fixed point: Q = h(Q). Also, the question of stability of F and 8,, 
which depend on Q, must be considered; since F and @,, are stable by design, 
then stability of P and $0 follows by perturbation theory if 11 Qll 11 GNll is 
sufficiently small. We will not consider the details of these questions further 
here. 
Suppose that a solution Q of (3.17) exists such that F and g0 are 
exponentially stable. From (3.16) and the definition of e,(k), we have 
I 
v”,(k) = V’,v - Q> v(k) + e’,(k) (3.21a) 
lim e’,(k) = 0. 
k-cc 
(3.21b) 
Therefore, the controller asymptotically reconstructs (PN - Q) v(k), rather 
than P,v(k), and this is used in the feedback control law. Although PN - Q 
is finite-rank, it is not likely to be a projection; hence, a new pair of 
subspaces fiN = N(P, - Q)l and fiR E N(P, - Q) should be associated with 
(3.18). These will be the required stabilizing subspaces for the controller 
(3.5), as long as F” in (3.19a) is stable. However, (fiN, fi,J are not (B,,v, G,) 
unless Q = 0 in (3.17) or equivalently A,, = 0. 
4. CONCLUSIONS AND RECOMMENDATIONS 
Our main result, Theorem 5, says that a stablefinite-dimensional, discrete- 
time controller (1.8) can (exponentially) stabilize an infinite-dimensional 
distributed parameter system (DPS), given in continuous-time by (1.1) or 
(1.4) and in sampled-data form by (1.1 l), if and only if (@, r) have a certain 
pair of stabilizing subspaces. From the sensor measurements, the controller 
asymptotically reconstructs the control law (2.4) which is based on a finite- 
dimensional projection of the full state of the DPS. Therefore, stabilization 
can be achieved for the DPS (1.11) by the controller (1.8) if and only if the 
DPS can be stabilized by finite-dimensional projection feedback (2.4). In 
other words, Theorem 5 reveals the theoretical structure of the linite- 
dimensional control of DPS; it says that, if you cannot exponentially 
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stabilize the DPS with finite-dimensional projection feedback, then it cannot 
be done with a finite-dimensional controller, i.e., no implementable digital 
control algorithm can do it. This makes clear the limitations of linite- 
dimensional control of DPS. 
The stabilizing subspaces in Theorem 5 can be shown to exist but are not 
easy to calculate explicitly. The choice of model-reducing subspaces for their 
ability to accurately approximate the open-loop DPS and the design of a 
finite-dimensional controller based on reduced-order models is motivated by 
the structural result of Theorem 5. However, since the model-reducing 
subspaces are not the same as the subspaces of Theorem 5, the closed-loop 
stability is not guaranteed without further restrictions. Bounds on the 
allowable modeling error and spillover are given in Theorem 7; these 
guarantee closed-loop stability. Some conntections are made between these 
two viewpoints in Section 3. It is clear that, while Theorem 5 reveals the 
structural limitations of finite-dimensional control of DPS, the results of 
Theorem 7 are more useful in actual controller design and analysis. 
Since the weak formulation (1.4) of the DPS (1.1) is used to obtain the 
sampled-data version of the DPS (1.1 1), the operator @ is bounded. This is 
not the case for the operator A in (1.1). Consequently, the discrte-time 
controller results here are less mathematically technical. In particular, there 
is no need to worry about the operator domain and whether the subspaces 
discussed are in this domain, because the domain of @ is all of H. Also, the 
question of differentiability of states in H is avoided since only difference 
equations are involved in discrete-time control. Two questions which deserve 
further study are (1) what is the behavior of the closed-loop system in the 
interval (kdt, (k + l)dt)?-our results tell only what happens at the 
endpoints-and (2) under what conditions will stabilizing subspaces for the 
continuous-time system (A, B) in (1.1) be stabilizing for the sampled-data 
version (@,r) in (l.ll)? 
APPENDIX I: DERIVATION OF (1.11) 
Use (1.9)-(1.10) in (1.4) to obtain 
=U((k+ l)dt)v,+ i j(‘+‘jAf U((k+ l)dt-r)Bdzf(Z). 
[=o lAf 
CONTROL OF DISTRIBUTED PARAMETER SYSTEMS 
Now apply the semigroup property (1Sa) to obtain 
k-l 
u(k + 1) = U(At) 
I 
U((k + 1) dt) v0 + l;O JII: ‘)” U(kAt - r) W/Y0 I 
(k+ I)At 
+ J U((k + 1) At - t) B&f(k) kAt 
= @[u(k)] + j,‘I;“A’ U((k + 1) At - 5) B&f(k). 
The change of integration variables p = (k + 1) At-t yields u(k + 1) = 
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@u(k) + U-(k). 
Clearly, since U(t) is bounded for f > 0, we have @ : H + H bounded. 
Also, r : RM + H has finite-rank; hence r is bounded and rank r < M. This 
is the desired derivation. 
APPENDIX II: PROOF OF THEOREM 1 
Consider the decomposition of Q0 = @ + TG on (H,, HR) for any gain 
operator G : H + KM: 
This becomes 
(A.II.l) 
if and only if r,G, = 0 and r, G, = 0 or, equivalently, TG, = 0. Since 
Tf 0, (A.II.1) holds if and only if (2.3) holds. 
From (b), choose G, : H,,+ RM such that QN + I’,G, is stable in the 
finite-dimensional sense; hence, it is (exp.) stable. Let G z GNP,, and clearly 
(2.3) is satisfied; so (A.II.l) holds. In Theorems 3 and 4, let Q1 I z 
@N+rNGN, @P,,=@,,+r,G,, and Qz2 E Qip, and obtain (2.16). This 
completes the proof of Theorem 1. 
APPENDIX III: PROOF OF THEOREM 6 
Consider 9 : Z -+ R where Z E { T 1 T : H + R a is bounded and linear } 
and Y(7) zz FT - T@. Note that 3 is simply all the closed operators from 
H into Rn because R LL is finite-dimensional. Clearly 9(aT, + r,) = 
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aP(r,) + P(TJ for ri in 2 and a scalar. It remains to show that P’(a) is 
l-1 and onto. 
Let 0 = S?(T) = FT - T@. Then, 
0 = TR(& @) -R(W) T (A.III.1) 
for any A in p(Q) n p(F). Integrating (A.III.1) over the curve ~2 and using 
(see [ 12, pp. 39-401) 
we obtajn T= 0 or N(Y) = (0). 
Let Q belong to SF and consider 
T=+j R(JL,F)~R(A,@)dL 
a 
(A.III.2) 
(A.III.3) 
Therefore, T belongs to R’ and, using (A.III.2), 
-27&P(T) =,f [FR(A, F) OR@, @) - R(;1, F) OR@, @) @] d/l 
R 
. = 
I 
(AR (A, F) - Z) OR@, @) - R(k, F) o[AR(A, @) - I] dl 
R 
Z j R(A, F) odk -j- OR@, @) d/I 
R R 
= -2x@ - 0. 
.‘.P(T)=a or R(~)=~~. 
Consequently, 9 is l-l, onto, and linear; this means 
Y’(T)=FT-T@=-KC 
has a unique solution given by (2.28) because Q = -KC belongs to Z and 
yields (2.28) when substituted into (A.III.3). This completes the proof of 
Theorem 6. 
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APPENDIX IV: PROOF OF THEOREM 5 
From (2.25) and (2.20)-(2.21): 
e(k+ l)=z(k+ 1)-Tv(k+ 1) 
= Fz(k) + KY(k) + Q-(k) - T[@v(k) + u-(k)] 
= Fe(k) + (FT - T@ + KC) u(k) + (E - TT)f(k) 
e(k + 1) = Fe(k). (A.IV. 1) 
Since F is stable, we have (2.27). Clearly N(n is closed since F is bounded; 
thus HzI?~@~?~. Also, defining L= [L,,L,2] and f= IF], we have 
f(k)=L,,Y(k)+L12z(k) 
=(L,,C+L,zT)v(k)+L,ze(k) 
= (LQ v(k) + L,,e(k) 
= (LQP,v(k) + L,,e(k) 
because 
(A.IV.2) 
Thus, (2.24) holds. 
Consider WE FItiN, the restriction of F to the subspace @,v. Clearly 
R( @) = R (0. Also, let 0 = @v where v belongs to I?,. Thus, u = F,v and 
O=% or ~1 belongs to N(~~J~~~=N(~~N(~‘={O} .‘. v=O or 
N(@‘) = {O}. This says that p is l-l and onto from g,v to R(F); hence, 
dim fiN = dim R(n < dim RPta which yields (2.23). 
We have shown that (RN, I?,) satisfy (2.2) and dim HN < co. It remains 
to show that the closed-loop system is (exp.) stable if and only if (2.3) holds 
and Q0 is (exp.) stable. Consider the closed-loop system (2.29); it is (exp.) 
stable if and only if Qi, is (exp.) stable (due to the assumption that F is 
stable). But, Q0 = @ + TG where G 3 LF, and from (A.IV.2), Gp, = G 
which is (2.3). Consequently, the closed-loop system (2.29) is (exp.) stable if 
and only if a,, is stable, i.e., (RN, BR) are stabilizing subspaces for (@, r) in 
(1.11). This completes the proof of Theorem 5. 
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