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L’objectif principal du projet de recherche est de concevoir, implanter et vérifier un 
système de programmation JTAG tolérant aux pannes pour un circuit intégré à l'échelle de 
la tranche (WSIC, Wafer Scale Integrated Circuit). Le projet comprend la conception de 
l'interface logicielle/matérielle, l'implantation en VHDL du système, la conception de 
l'environnement de vérification SystemC ainsi qu’une étude sur la “diagnosabilité” du 
WaferIC un circuit WSIC au cœur d’un système configurable applicable au prototypage 
rapide.  
 
Une nouvelle approche face à la conception de bancs de test programmable pour le test de 
circuits numériques est en cours de développement dans plusieurs universités québécoises, 
dont l’École Polytechnique Montréal dans le cadre du projet “DreamWaferTM”. Ce nouveau 
système de prototypage rapide de circuits numériques a pour but de mettre au point un 
réseau intégré d'interconnexions configurables, nommé WaferNet. Ce réseau 
d'interconnexions est déployé sur un circuit intégré à l'échelle de la tranche. Ainsi, le projet 
“DreamWaferTM” vise à développer un système équivalent à un “PCB reconfigurable” 
permettant de prototyper des circuits intégrés numériques discrets (FPGA, processeurs, 
DSP…), ceux-ci étant déposés à sa surface. Ce circuit intégré contient une matrice 
comportant des milliers de cellules identiques, chacune comportant un centre de contrôle 
logique, un crossbar configurable et un ensemble de “plots“ de quelques dizaines de 
micromètres de large (points de contact avec les composants déposés). Cette matrice de 
cellules se nomme le WaferIC. 
 
Ce projet de maîtrise porte spécifiquement sur la conception d’un système de configuration 
tolérant aux pannes pour le WaferIC, en la mise au point d’un environnement de simulation 
et de vérification matérielle codé en SystemC et en VHDL, à concevoir l’interface 
logicielle/matérielle pour le contrôle de la configuration basée sur le protocole JTAG et la 




WaferNet. La tolérance aux pannes est importante dans le cadre de cette application 
spécifique pour des raisons économiques et pour atteindre le niveau de qualité requis pour 
cette application.  
 
Parmi les résultats publiés dans ce document figurent le bilan du plan de vérification, les 
résultats de test et diagnostic du premier prototype “ASIC” du circuit fabriqué par 
l’entremise de CMC Microsystems, réalisé en  technologie CMOS 0.18 μm. La réalisation 
et la vérification de ce premier prototype ASIC a été possible grâce à un système de test de 
circuit adapté à notre situation particulière de test. Ce système a été mis en place par une 






The goal of this master project is to design, implement and validate a new system able to 
control the WaferIC, a Wafer Scale Integrated Circuit (WSIC). More specifically, the 
project objective was to design the software/hardware interface, design and implement an 
embedded fault-tolerant control system and implement from scratch an environment in 
SystemC for functional verification. Moreover, the ASIC synthesis is applied on the VHDL 
code to fabricate a test chip to validate the circuit.  
 
A new approach for rapid prototyping of digital systems is in development at several 
universities, including École Polytechnique de Montréal, through the  “DreamWaferTM” 
project. The goal of this new system is to interconnect all the digital pins of a set of discrete 
chip at the system level by using a reconfigurable network called WaferNet. This 
interconnection network is deployed over the active surface of a whole wafer. This wafer 
scale integrated system called WaferIC aims at implementing a form of reconfigurable PCB 
that is able to reconnect the digital pins of discrete chips at will. User’s ICs deposited on the 
active surface of the wafer are detected by an array of tiny reconfigurable “NanoPads” that 
can redirect the signals in the WaferIC’s internal network or feed the user’s IC pins with 
data and power.  
 
The specific contribution of this master project consists of designing a fault-tolerant system 
to test and configure the WaferIC, to implement a verification environment coded in a 
mixed language SystemC/VHDL. This environment implements a software/hardware 
interface for the WaferIC and the design of a new test and diagnosis methodology for the 
reconfigurable network. Fault tolerance is an important issue for this class of circuit for 





This document reports results obtained while testing and validating  a test chip (1x1 mm2) 
that has been fabricated. Those results proved that the WaferNet concept works properly 
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Il est bien connu que la miniaturisation et la performance des circuits intégrés s’accroît à un 
rythme exponentiel. Cette progression s’est maintenue pendant plusieurs décennies, mais 
depuis quelques années, un ensemble d’obstacles et de problèmes se pointer à l’horizon. 
Ces obstacles pourraient compromettre cette progression. Beaucoup de ces nouveaux 
problèmes ne sont pas causés par les circuits intégrés eux-mêmes, mais par les PCB 
(printed circuit board), c'est-à-dire des cartes imprimées qui supportent et relient les 
circuits intégrés. En effet, la conception d’un système électronique composé de circuits 
intégrés à la fine pointe de la technologie n’est pas une tâche facile. Plusieurs problèmes 
attendent les concepteurs qui s’aventurent dans le domaine de la conception de cartes 
électroniques à haute fréquence et à grande densité. Parmi ces problèmes figure la densité 
d’interconnexion qui amène des problèmes de routage et de validation. 
 
Présentement, le problème de routage est géré de trois façons qui consistent à :  
1- Amincir les traces d’interconnexions sur le PCB. Cette solution est rapidement 
limitée par les procédés de fabrication. En effet, la vitesse de miniaturisation des 
circuits intégrés dépasse celle de la miniaturisation des interconnexions des PCB. 
2- Augmenter le nombre de couches d’interconnexion sur le PCB, ce qui augmente le 
coût de fabrication des systèmes électroniques. 
3- Augmenter la fréquence des signaux propagés sur les lignes pour augmenter la 
quantité d’information qui peut transiter entre les circuits. Cette solution est aussi 
très coûteuse, car bien que possible, cela s’avère requérir une grande expertise de 
concepteurs de circuits hyperfréquences qui est rare et dispendieuse. 
  
L’augmentation de la densité d’interconnexions des PCB crée un autre problème, celui de 
la validation. Puisque la densité et le nombre de broches des boîtiers de circuits intégrés ne 
cesse d’augmenter, la densité des interconnexions des PCB, donc le nombre de couches 




qui sont sous des boitiers de circuits intégré de type BGA (Ball Grid Array) ou 
profondément enfouis dans des PCB pouvant comporter plus de 20 couches.  
 
Une autre difficulté qui émerge de la densification des cartes électroniques vient du 
principe que plus un design est complexe, plus il est difficile de résoudre les bogues 
matériels et logiciel ainsi que ceux qui résultent de leur interaction. Ce problème est 
aggravé par l’accroissement de l’utilisation de systèmes embarqués gérés par des  systèmes 
d’exploitation de complexité croissante. Par exemple, pour certains designs dans le 
domaine des télécommunications, il est possible de rencontrer des bogues qui 
n’apparaissent qu’après plusieurs milliards de cycles exécutés, ce qui rend le déverminage 
encore plus ardu. Les problèmes peuvent être autant au niveau logiciel que matériel et il 
faut être capable de diagnostiquer efficacement un problème pour le résoudre. 
 
Ainsi, le temps de test et de validation de chaque prototype soumis à la fabrication amène 
des coûts et des efforts non négligeables pour l’industrie électronique. Sans compter les 
coûts associés au fait qu’il faut souvent plusieurs itérations avec le fabricant de PCB pour 
arriver à un système fonctionnel. Ceci est problématique quand une ronde de prototypage 
d’un PCB coûte plus de 10000$, qu’elle implique des délais de fabrication d’un mois à 
chaque ronde de correction d’erreur et que ces PCB sont populés de composants coûteux et 
souvent rares dans la phase de développement  d’un système. C’est pour répondre à ces 
problèmes qu’il existe sur le marché toute une gamme de produits visant à permettre la 
conception rapide et efficace d’un prototype de systèmes électroniques sur PCB. Parmi ces 
produits figurent les cartes de développement pour CPU ou microcontrôleur, les 
“breadboard”, les FPGA et les équipements spécialisés de validation et de test. Un système 
de prototypage rapide de systèmes numériques idéal aurait les caractéristiques suivantes :  
1- Capacité à tester le circuit sous test à la fréquence nominale d’opération du circuit 
prototypé. 




3- Le circuit prototypé doit être facile et rapide à modifier. 
4- Une observabilité et une contrôlabilité de tous les points d’opérations d’intérêt du 
circuit. 
Ainsi, une équipe de conception de système électronique à haute densité et à haute vitesse 
aurait un avantage indéniable en ayant à sa disposition un système de prototypage rapide de 
systèmes numériques capable de répondre à toutes ces exigences. Par contre, il n’existe 
encore aucun système de prototypage rapide de système numérique idéal capable de 
répondre à toutes les exigences citées plus haut.  
 
Puisque “la nécessité est la mère de toute invention”, un nouveau type de circuit intégré a 
été inventé pour répondre aux besoins grandissants du marché des PCB et fait l’objet de ce 
mémoire de maîtrise. Cette invention de monsieur Richard Norman [27] apporte une 
solution élégante et viable au problème du prototypage de PCB. La conception de ce circuit 
est réalisée dans le cadre d’un projet de recherche auquel contribuent plusieurs universités 
(École Polytechnique Montréal, UQAM, UQO et McGill) et soutenu par un partenaire 
industriel, Gestion TechnoCap Inc. Ce projet se nomme DreamWafer. Le brevet écrit par 
Richard Norman[27], qui participe intensivement au projet, décrit en détail un nouveau type 
de circuit intégré à l’échelle de la tranche qui pourrait à terme avoir une application 
commerciale dans le domaine du prototypage rapide de systèmes numériques. Le circuit 
intégré à l’échelle de la tranche est un circuit qui se déploie sur toute la surface active d’une 
tranche de silicium plutôt que sur un seul dé comme avec les circuits classiques. Le 
propriétaire du brevet est la compagnie Gestion TechnoCap Inc. Cette technologie brevetée 
se nomme WaferBoardTM.  
 
L’idée de base consiste à créer un réseau reprogrammable sur substrat à l’échelle de la 
tranche. Cela signifie qu’un circuit permet de reprogrammer les interconnexions d’un 
réseau pour créer un circuit unique correspondant au schéma du circuit (“netlist”) soumis 




configuration doit être conçu avec un pont de communication entre le logiciel et le substrat 
programmable.  
 
Le circuit intégré à l’échelle de la tranche qui a été conçu et en voie d’être breveté dans le 
cadre du projet DreamWafer a été baptisé WaferIC. Il contient une matrice de plusieurs 
millions de plots (appelés NanoPads) de quelques dizaines de micromètres de dimension. 
Ces plots sont en fait des étages d’entrées/sorties configurables connectés entre eux par un 
réseau d’interconnexion (WaferNet) reconfigurable. La grande densité de plots évite 
d’avoir à aligner les broches des circuits intégrés avec les NanoPads. Cela permet 
d’installer facilement et rapidement un ensemble de puces sur la surface du WaferIC et de 
configurer dynamiquement leurs interconnexions.  
 
À terme, le WaferBoardTM permettra de rabaisser à quelques jours de travail ce qui prenait 
plusieurs mois avec des prototypes sur PCB conventionnels. Non seulement on y trouve un 
gain de productivité, mais il y a une économie sur les coûts de prototypage. En effet, sous-
traiter la fabrication d’un prototype sur PCB peut coûter très cher. Chaque aller-retour avec 
le fabricant de PCB implique un coût. De ce fait, on abaisse sensiblement le coût de 
développement d’un nouveau produit électronique (économie sur les salaires d’ingénieurs 
et sur l’utilisation d’équipement de test). De plus, le temps d’arrivée sur le marché (“time-
to-market”) est un aspect économique important qui est pris en compte par les acteurs de 
l’industrie de l’électronique. 
 
Une petite équipe interuniversitaire (Polytechnique-UQAM-UQO) s’est formée pour la 
conception et la réalisation d’un circuit prototype à petite échelle (4 étudiants à la maîtrise, 
4 professeurs, 1 post-doctorant). Certains membres de l’équipe se concentrent plus sur 
l’aspect analogique. Olivier Valorge qui vient de compléter son stage postdoctoral a 
travaillé à résoudre des problèmes au niveau de l’alimentation en puissance, de l’intégrité 




Mayer, étudiant à la maîtrise, travaille sur un système distribué de régulateurs de tension et 
de puissance pour le WaferIC. Étienne Lepercq, étudiant à la maîtrise, contribue au 
WaferNet, principalement au niveau logiciel sur la méthodologie de travail nécessaire pour 
automatiser le travail des concepteurs matériels qui utiliseront le DreamWafer. Moufid 
Radji, aussi étudiant à la maîtrise, travaille sur l’aspect micro-fabrication et “post-
traitement” du WaferIC.  
 
Lesujet de recherche de cette maîtrise couvre la conception du système de communication 
numérique entre le logiciel et le WaferIC. La partie spécifique de mon projet de maîtrise 
consiste en la conception d’un système de configuration tolérant aux pannes pour le 
WaferIC, en la mise au point d’un environnement de simulation et de vérification matérielle 
codé en SystemC et en VHDL, à la conception de l’interface logicielle/matérielle pour le 
contrôle de la configuration basé sur le protocole JTAG[28] et la conception d’une 
méthodologie de test et diagnostic du système de configuration. 
 
Pour accéder aux fonctionnalités du WaferIC, il faut un système de programmation tolérant 
aux pannes, que l’on peut reconfigurer en fonction des zones mortes du circuit. Une zone 
morte est un endroit défini dans le circuit où il est connu qu’une défaillance fonctionnelle 
existe. Cette défaillance crée par effet domino d’autres défaillances sur des zones 
déterminées du circuit. Tout élément contenu dans ces zones ne doit donc pas être utilisé 
par le système. Ce système a été basé sur le protocole IEEE 1149.1 JTAG. Pour 
commander le WaferIC à partir d'un ordinateur, il faut mettre au point un émulateur JTAG 
adapté aux besoins spécifiques du circuit. Un environnement de vérification a été codé en 
C++ et en SystemC pour tester et vérifier l'interface logicielle/matérielle et pour vérifier la 
validité des fonctionnalités internes de chaque cellule. Un plan de vérification a été rédigé 
et plusieurs cas de test ont été développés pour valider le WaferIC, ainsi que l'émulateur 
logiciel du JTAG. De plus, il est important de rendre le WaferIC testable et diagnosticable, 





Parmi les résultats publiés dans ce mémoire figure le bilan du plan de vérification, ainsi que 
les résultats de test et diagnostic du premier prototype “ASIC” d’un sous-ensemble du 
WaferIC fabriqué par l’entremise de CMC Microsystèmes en technologie CMOS 0.18 µm. 
Ce premier prototype ASIC a été testé grâce à un système de test de circuit adapté à notre 
situation particulière de test. Mes contributions au développement du système de test du 
circuit sont décrites dans le reste du mémoire.  
Le mémoire est organisé en 5 chapitres : 
o Une revue de la littérature et un bref résumé du brevet de R. Norman sur le 
WaferBoard et le WaferIC sont présentés au chapitre 1. 
o De nouvelles solutions matérielles au problème de la configuration JTAG tolérante 
aux défectuosités sont présentées au chapitre 2. 
o La méthode de test et de diagnostic à base de logiciel du WaferNet sont décrites au 
chapitre 3. 
o L’implantation matérielle de la solution et sa vérification sont présentées au chapitre 
4. 
o Les résultats de la validation de notre solution sur un ASIC de test et divers résultats 















CHAPITRE 1. REVUE DE LITTÉRATURE 
Le présent chapitre est composé de 5 parties. Les deux premières parties visent à décrire les 
tendances dans l’évolution et les limites des systèmes sur puce (SoC) et des systèmes sur 
PCB. Ensuite, la troisième partie vise à décrire la technologie et le paradigme des systèmes 
sur tranche (SsT) qui devraient à terme dépasser en complexité les deux précédentes 
familles de systèmes électroniques (SoC et PCB). En quatrième partie, un effort particulier 
doit être investi dans la description du WaferIC qui se veut une nouvelle famille de circuit 
intégré. Le WaferIC est un concept en voie d’être breveté par Richard Norman. En effet, un 
brevet a été déposé avant le début du projet DreamWafer. Finalement en cinquième partie, 
les fondements technologiques sur lesquels se basent les contributions de ce mémoire  sont 
décrits. Ces fondements sont la tolérance aux pannes dans les chaînes de balayage, et le 
diagnostic de pannes dans un réseau sur puce.  
1.1 L’évolution des systèmes sur puce (SoC) 
Dès les débuts de la commercialisation des processeurs intégrés sur puce comportant des 
périphériques intégrés sur le même substrat, l’industrie est entrée dans l’ère des systèmes 
sur puce, généralement  connue selon son nom anglais de  “System-On-Chip” (SoC)[30]. 
Les systèmes sur puce intègrent sur un même substrat de semiconducteur les fonctionnalités 
de plusieurs types de circuits, pour créer un composant capable d’effectuer des fonctions 
complexes, effectuées auparavant par des systèmes électroniques entiers comportant 
plusieurs puces discrètes. Les systèmes sur puces peuvent contenir des circuits numériques, 
analogiques/mixtes et souvent ils contiennent des circuits radio-fréquence. 
 
L’inclusion de tous ces types de modules sur un seul circuit intégré a nécessité un effort de 
recherche et développement très intensif. Cet effort continue de se maintenir pour améliorer 




difficiles à contourner qui devraient ralentir la progression de cette technologie dans les 
années à venir.  
 
Voici une liste non exhaustive de ces limitations : 
 
1- La consommation en puissance : À mesure que les procédés de fabrication 
avancent vers des niveaux de miniaturisation de plus en plus proches du nanomètre, 
de nouveaux problèmes physiques apparaissent. À des échelles bien plus petites que 
le micromètre (inférieures à 45 nm), le phénomène de courant de fuite devient de 
plus en plus significatif et même nuisible. Ceci crée des circuits plus rapides et plus 
petits, mais parfois beaucoup moins efficaces énergétiquement. Des solutions 
peuvent s’appliquer pour contourner le problème.  Par exemple, des techniques 
modernes de gestion dynamique de la puissance permettent d’adapter 
dynamiquement le niveau de tension ou de fréquence en fonction des besoins.  
 
2- L’accroissement de la complexité : La surface maximale occupée par un circuit 
intégré est actuellement limitée par un grand nombre de facteurs, parmi lesquels 
figurent les erreurs de lithographie associées à la méthode de fabrication des 
circuits, la pureté des matériaux et des produits chimiques, etc. Pour rendre cette 
technologie rentable, il est obligatoire de couper la tranche de silicium en “dés” et 
d’encapsuler ces “dés” dans un boîtier pour être fixés sur un PCB et pour être 
connecté à d’autres circuits intégrés.  
 
3- Le rendement de production : La taille d’un circuit intégré n’affecte pas seulement 
le coût de fabrication en utilisant plus de silicium, mais elle affecte surtout la 
probabilité de retrouver une défectuosité de fabrication sur sa surface. À mesure que 
la surface du circuit s’accroît pour atteindre la grandeur de la tranche de silicium qui 




C’est pour cette raison que les méthodes standards de conception de circuit ne 
permettent pas de fabriquer des circuits à l’échelle de la tranche (WSI : wafer scale 
integration).  
 
4- La photo-répétition et la taille des réticules : Une autre limitation de la grandeur 
des circuits intégrés vient de la méthode de la photolithographie elle-même. Les 
circuits intégrés sont fabriqués à partir de la répétition d’image essentiellement 
carrée sur une tranche de silicium par le principe de la photo-lithographie [23]. La 
structure ‘imprimée’ de façon répétitive sur la surface de la tranche est 
communément appelé un réticule et son empreinte sur la surface de la tranche 
n’excède typiquement pas 2,5 cm de coté.  La taille du réticule proprement dit est 
généralement plus grande que l’image réticulaire par un facteur déterminé (comme 
5X par exemple). Par conséquent, tout design de circuit intégré à l’échelle de la 
tranche de silicium doit normalement être composé d’un agencement de cellules 
régulier à l’échelle de l’image d’un réticule, sans quoi il faudrait disposer d’autant 
de jeux de masque que d’images distinctes, ce qui bien que théoriquement possible 
devient prohibitif.  
 
1.2 Les limitations des systèmes sur PCB  
Les systèmes sur PCB ne cessent de se complexifier. La bande passante demandée entre les 
circuits intégrés ne cesse d’augmenter, à mesure que les capacités de calcul et de traitement 
des circuits intégrés s’améliorent.  
 
Cette augmentation de la complexité cause plusieurs problèmes, dont les deux cités ici.   
 
1- La complexité croissante des PCB rend le test et le débogage au niveau 
système ardu. La miniaturisation des boitiers et des broches («pins» en anglais) 
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 qu’ils possèdent pour relier des puces au reste d’un système électronique ne cesse de 
s’améliorer avec le temps. Le diamètre d’une des balles métalliques qui sertit un 
boîtier de circuit intégré atteint 200 µm en 2009. Cette progression entraîne une 
augmentation de la densité d’interconnexion des traces (lignes électriques) sur le 
PCB pour atteindre une largeur de 85 à 100 µm cette année (2009) [17]. Les circuits 
de la classe FPGA utilisent des matrices de plots d’une  densité linéaire de 45 plots 
par cm et cette densité ne cesse d’augmenter [33]. L’augmentation de la densité des 
traces entraîne des difficultés pour les concepteurs de PCB, car les méthodes 
traditionnelles de test telles que le “bed of nails” (test sous pointe) deviennent de 
plus en plus difficiles et coûteuses à appliquer. Dans certains types de circuits sur 
PCB très dense, des portions du circuit deviennent même impossibles à tester avec 
ces méthodes, car les points d’accès sont parfois cachés par plusieurs couches de 
métallisation et d’isolation et le réseau d’interconnexions du circuit qu’ils 
implémentent est très dense.  
 
2- La complexité croissante des PCB rend de plus en plus important 
l’accroissement de productivité des concepteurs. Beaucoup de technologies 
alternatives ont été développées pour améliorer quelques-uns des inconvénients. 
Parmi ces solutions alternatives, il y a les MCM (multi-chip module) pour les 
systèmes à haute performance. Une autre solution est d’empiler des puces (“stacked 
chip”), mais elle ne peut supporter aujourd’hui qu’un nombre limité de puces 
empilées.  
 
Une foule d’outils ont été conçus pour tenter de résoudre ces problèmes. Parmi les solutions 
existantes, deux ont retenu  notre attention comme étant suffisamment proches de la 





1- Le modèle Zebu XXL 
Le ZebuXXL Erreur ! Source du 
envoi introuvable. est un émulateur 
de système capable de tester des 
FPGA ou des ASIC en relation avec le 
système global qui les entoure. Ainsi, 
le ZebuXXL peut être configuré 
rapidement et facilement pour émuler 
le comportement du système global 
sous test. Il a été conçu pour être utilisé au niveau de la vérification logiciel-matériel à 
l’étape finale de l’intégration de toutes les parties d’un système. De cette façon, les 
concepteurs logiciels et matériels peuvent partager un même environnement de 
développement et de vérification, ce qui permet d’améliorer la productivité d’une équipe de 
travail.  
 
Cette technologie utilise une approche différente de la technologie WaferBoard pour faire 
du prototypage rapide de systèmes numériques. Le ZebuXXL peut émuler le comportement 
numérique d’un SoC à partir d’une description RTL synthétisable, si cette description RTL 
a une complexité inférieure à ce que l’émulateur peut gérer.  
 
 
2- Le modèle NanoBoard 
Le NanoBoard est un des premiers systèmes de prototypage rapide de système numérique 
qui a été offert sur le marché [13]. Ce système n’est pas un émulateur comme le modèle 
ZebuXXL, mais un véritable système permettant d’augmenter la vitesse de prototypage de 
système numérique. La technologie a été développée par Altium, une compagnie très 
innovatrice et ancienne qui a, entre autres, été la première à commercialiser un logiciel 
CAO pour la conception de circuits imprimés. Continuant à innover dans son domaine 




d’excellence, Altium a développé un système d’aide à la conception pour les systèmes 
intégrés qui comprend à la fois un logiciel CAO et un environnement de développement 
matériel qui permettent d’accélérer la conception de systèmes électroniques complexes.  
 
1-2 La plate-forme de développement NanoBoardTM. 
 
Les circuits intégrés qui sont au cœur du système à concevoir sont soudés sur une carte 
imprimée spéciale dite “daughter-board” qui est capable de se connecter à l’environnement 
de développement. Une fois connectés, tous les circuits qui sont sur le “daughter-board” 
peuvent être testés et vérifiés avec l’aide des logiciels CAO fournis avec le NanoBoard 
pour accélérer dramatiquement le développement du produit. Le NanoBoard peut ainsi 
déverminer des circuits numériques reprogrammables (FPGA) et de petites cartes de 
développement tout en supportant une interaction temps réel avec le système en cours de 
conception.  
1.3 L’avènement des systèmes sur wafer (SoW) 
La demande pour une intégration croissante de modules hétérogènes dans des volumes de 
plus en plus petits a amené la création du principe de SiP (System in Package) [22]. Ce type 
de puce est dite “3D” parce qu’elle permet d’empiler verticalement des circuits intégrés 
dans un même boîtier. Ce type de circuit est principalement utilisé dans le domaine des 
cellulaires et autres circuits électroniques portables. Puisque le marché des cellulaires est en 




grande échelle des SiP et la croissance de ce segment du marché se mesure avec un taux de 
croissance à 2 chiffres.  
 
Comme alternative au SiP (ou comme solution compétitrice), un nouveau concept a été 
proposé en 2009 sous le nom de “System on Wafer” (SoW) par une équipe de recherche 
française, le LETI-CAE [29]. Cette approche consiste à souder des circuits intégrés “flip-
chip” sur un wafer complet avant de le découper et l’enfermer dans un boîtier. Cette 
méthode permet d’empiler 2 étages de circuits. Le principal avantage de cette approche est 
d’utiliser un substrat de silicium comme interconnexions et support mécanique entre les 
“flip-chip”. Cette technologie permet d’ajouter une foule de circuits actifs CMOS au 
système existant. Ces circuits peuvent servir comme circuit de test, circuit de 
reconditionnement de signal, etc. Même si on n’intègre pas de circuit actif CMOS dans le 
substrat, le procédé de fabrication peut tout de même atteindre des résolutions d’un ordre de 
grandeur supérieur à ce qui peut se faire de mieux dans le domaine des PCB, ce qui permet 
de faciliter les routages denses entre les flip-chips du SoW.  
 
C’est dans ce contexte qu’est apparu le brevet de R. Norman [27] décrivant les bases de la 
technologie WaferIC. La section suivante vient décrire la technologie telle qu’elle a été 
conçue par R. Norman en 2007. De plus, une revue des plus récents développements du 
projet et des articles publiés sur le sujet est effectuée.  
1.4 Le WaferBoard 
Le WaferBoardTM est un système de prototypage rapide pour les circuits numériques. Le 
système est conçu à partir d’un SsT et permet de tester, valider rapidement des circuits au 
niveau système. Une carte électronique comprend principalement un substrat 
programmable (le WaferIC) et une interface rapide pour se connecter à un ordinateur (voir 
fig. 1-3). Le substrat programmable est un circuit électronique de type “wafer scale IC”, 
c'est-à-dire un circuit intégré au niveau de la tranche de silicium. Cette technologie permet 




sont propagées directement par les couches de métallisation intégrées sur la tranche de 
silicium. Le substrat programmable est connecté à une carte PCI express par le dessous de 
la tranche et échange des données avec un ordinateur hôte pour l’auto-test, la configuration,  
la programmation, le test du système conçu par l’usage en cours de prototypage. Les 
données fournies par l'ordinateur sont des bits de configuration pour permettre au substrat 
programmable d’adapter sa topologie de connexions internes pour implémenter une 
“netlist” représentant les interconnexions voulues par un ingénieur procédant au design 
d’un système numérique. 
 
Par exemple, les données transmises à l’ordinateur sont des lectures de points de contact 
entre les broches des circuits discrets et la surface du substrat.  Les circuits discrets déposés 
à la surface du WaferIC seront appelés dans ce document des CDSP (circuit discret sous 
prototypage). 
 
1-3 Exemple de WaferBoard. Image tirée du brevet [27]. 
Le WaferBoard est par conséquent un système de prototypage rapide capable 
d’interconnecter rapidement un ensemble de composants électroniques. C’est en quelque 
sorte un PCB reprogrammable supportant une densité d’interconnexion supérieure aux PCB 
multicouches conventionnels. Le Wafer Integrated Circuit (WaferIC) est le nom donné au 




substrat actif dépasse la taille limite d’un réticule et il peut occuper la surface complète 
d’une tranche de silicium. Une expression utilisée couramment dans ce document est 
“substrat programmable” pour exprimer l’idée qu’un substrat qui peut couvrir une tranche 
entière de silicium, peut être programmé pour réaliser les interconnexions désirées à 
l’échelle du système. À partir d’un WaferIC, il est possible de concevoir une nouvelle 
famille de circuits intégrés capable d’attaquer des problèmes difficiles à résoudre avec les 
familles de circuits intégrés de la taille d’un réticule assemblés sur PCB ou MCM .  
 
Le WaferBoard peut réduire le temps de développement et les coûts qui sont associés au 
développement de systèmes impliquant un PCB et plusieurs circuits digitaux discrets. Par 
analogie, les FPGA ont contribué à réduire le temps de développement de circuits intégrés 
par rapport aux ASIC en permettant l’utilisation d’un tissu logique programmable pré-
manufacturé, capable d’émuler le comportement d’une fonction logique complexe.   
 
L’analogie entre les FPGA et le WaferBoard peut être poussée jusqu’au niveau de la 
production. Tout comme les ASIC ont un coût de production inférieur aux FPGA pour de 
grands volumes, un design fait à l’aide d’un PCB aurait un coût de production inférieur à 
un WaferBoard pour un design vendu en grande quantité. Par contre, il est connu qu’un 
système réalisé à l’aide de FPGA peut rivaliser en termes de coût de production avec les 
ASIC pour les produits complexe vendus en volume modéré.  
 
Pour être compétitif sur le marché, les systèmes électroniques (avec PCB ou MCM) actuels 
doivent incorporer des circuits intégrés discrets d’une complexité croissante, tout en 
rencontrant des contraintes de plus en plus exigeantes au niveau de la consommation de 
puissance et de la taille. Quelques-unes des principales difficultés ne viennent pas des 
composants discrets mais de leurs interconnexions. En effet, les outils de simulation et de 
CAO dédiés au domaine du design de PCB sont tous très matures et la fiabilité des designs 





Dans le cas du WaferBoard, les composants électroniques sont simplement déposés 
manuellement sur une surface  active qui a la capacité de détecter les contacts entre elle-
même et ces composants. Cela signifie que le WaferIC permet un placement insensible à 
l’alignement contrairement aux PCB dont les circuits discrets doivent être soigneusement 
alignés sur des plots avant de les souder. Le WaferIC envoie les informations sur le 
placement des circuits intégrés ce qui permet par la suite au système d’afficher le résultat 
de cette détection sur un écran d’ordinateur. La “netlist” représentant l’interconnexion des 
broches du système à concevoir est envoyée au WaferIC, qui les interconnecte pour 
permettre le  transfert des signaux. Ces connexions sont programmées par un port JTAG 
d’une manière similaire aux FPGA. Les signaux passent à travers des répéteurs pour en 
préserver l’intégrité sur les longues interconnexions. 
 
Une approche d’intégration à l’échelle de la tranche (“WSI, Wafer Scale integration”) offre 
deux avantages : 1- elle permet d’avoir une grande densité de contacts, capables de 
supporter l’interconnexion des puces les plus miniaturisées ; 2 – elle permet une densité 
d’interconnexions suffisante pour mettre en place des systèmes de grande complexité. Cette 
approche permet donc de créer une plate-forme de prototypage de circuits digitaux unique 
en son genre.  
 
Le principal avantage du WaferIC n’est pas d’atteindre une plus grande puissance de calcul, 
comme proposé dans certains travaux antérieurs sur le WSI [8][19]. Il s’agit en fait 
d’obtenir une surface suffisamment grande pour interconnecter de manière dense un 
ensemble de puces discrètes pour créer un système électronique de complexité supérieure 
en un temps de conception raccourci. Déjà en 1989, des chercheurs tels que Brewer [8], 
pionnier du domaine du WSI, ont démontré la faisabilité du concept d’intégration à 
l’échelle de la tranche et plusieurs règles de conception ont été définies dans un travail 




la structure pour gérer le problème de la limitation en surface causée par les masques 
lithographiques, mais aussi pour gérer le problème des défectuosités inévitables en utilisant 
des stratégies de tolérance aux fautes.  
 
La technologie CMOS 180 nm est considérée en date de dépôt de ce mémoire comme une 
technologie mature et les coûts de fabrication qu’elle implique rendent envisageable de 
concevoir une tranche de silicium entièrement dédiée à un seul système. Les usines qui 
offrent une technologie CMOS 180 nm produisent des tranches de silicium de grandeur 6 à 
8 pouces.  
 
La structure de la surface du WaferIC comprend une matrice de plots très fins (de l’ordre de 
100 μm) réalisée avec la dernière couche de métallisation du circuit intégré. Une couche 
spéciale est ajoutée par-dessus le circuit intégré. Cette couche est assimilable à un tissu qui 
protège la surface de l’usure.  Ce mince tissu composé à la base d’un polymère flexible qui 
permet la conduction électrique selon son épaisseur, aussi appelé axe Z (d’où le nom “Z-
axis film”). Les meilleurs tissu-axe-Z présentement disponibles sur le marché ont une 
épaisseur d’environ 300 microns Chaque plot sur le WaferIC est appelé “NanoPad”. La 
matrice de plots est suffisamment dense pour permettre le contact entre les NanoPads et les 
broches d’une puce déposée sur la surface du tissu-axe-Z. Les NanoPads sont connectés au 
réseau interne reconfigurable du WaferIC appelé WaferNet.  
 
Le WaferIC est constitué d’une mer de cellules identiques et régulières. Concevoir 
l’architecture du WaferIC à base de cellules identiques permet d’en simplifier 
dramatiquement le design. La cellule de base du WaferIC est appelée dans ce document 
simplement la “cellule unitaire”. Ces cellules sont collées les unes à côté des autres en une 
matrice à l’intérieur de la surface maximale limitée par le réticule. Contrairement aux 
procédés usuels de fabrication, les “dés” (les cellules) constituant la tranche ne sont pas 




pour créer diverses fonctionnalités essentielles au WaferBoard. D’où le nom “wafer scale 
integrated circuit.” Pour assurer une communication entre les réticules, une nouvelle étape 
du procédé de fabrication doit être mise au point pour tracer des lignes électriques entre les 
réticules (“reticle stitching”). Ainsi, le WaferIC est une mer de cellules connectées 
ensemble par un réseau reconfigurable d’interconnexions couplé à une matrice très dense 
de NanoPads. 
 
Le WaferIC est en fait une matrice de cellules identiques au niveau physique. Les cellules 
sont différenciées par le contenu de leur mémoire interne une fois le circuit configuré. La 
mémoire interne sert à configurer un crossbar permettant de définir la topologie du système. 
Cela permet de configurer le mode NanoPads (VDD, IN, OUT, GND) et d’autres 
fonctionnalités. Parmi ces fonctionnalités figurent des senseurs de courants, tensions, 
structure de test, etc. Cela suffit pour permettre à une matrice de cellules de créer un “PCB 
reconfigurable”. Cette méthode de conception est conforme aux méthodes proposées par les 
travaux antérieurs [8][20] de pionniers du domaine WSI, où la tolérance aux pannes et la 
régularité structurale doivent être maintenues. 
 
La figure 1-4 montre la hiérarchie du système. Chaque cellule possède une dimension de 
540x540 μm. Elle contient 16 NanoPads, ce qui donne une résolution suffisante pour isoler 
chaque broche de chaque puce d’un système électronique et évite les courts-circuits entre 






1-4 Structure physique hiérarchique du WaferBoardTM et du WaferICTM. 
 
Voici les fonctionnalités internes supportées par chaque cellule du circuit :  
1- Le système de configuration tolérant aux pannes des NanoPads et du crossbar 
commandé par le protocole JTAG.  
2- Le système de détection de contact.  
3- Le crossbar.  
4- Support interne au diagnostic pour la tolérance aux pannes. 





Le réseau d’interconnexion sur Wafer : le WaferNet (figure 1-5) : Il existe plusieurs 
types de réseaux configurables tels que le réseau “hypercube” [15] ou bien le réseau de type 
“Benes” [9]. Le WaferNet est différent( voir figure 1-5). Il ne s’agit pas d’un simple 
maillage, mais d’un maillage multidimensionnel régulier. Chaque cellule est connectée à 
ses 4 voisins, mais aussi à ses voisins distants de plusieurs cellules. Chaque cellule inclut 
un crossbar de grande dimension pour connecter les liens entrants provenant des 4 
directions vers les liens sortants se dirigeant vers les 4 directions. Les cellules sont 
connectées aux 4 voisins  immédiats dans les 4 directions, mais sont aussi en connexion 
directe avec les voisins distants de 2, 4, 8, 16…, etc. cellules. Dans la première 
implantation, des lignes relient directement des cellules éloignées jusqu’à 64 cellules. 
Chaque cellule unitaire contient des répéteurs pour propager efficacement les signaux 
numériques. Ces longues interconnexions nécessitent des répéteurs distribués dans chaque 
cellule pour minimiser le temps de propagation des signaux. 
 
1-5 Structure du réseau WaferNet, extrait du brevet [27] . 
 
L’architecture en maille multidimensionnelle permet non seulement d’améliorer la densité 
de routage, mais elle permet aussi d’obtenir une tolérance aux pannes dans le réseau. En 
effet, puisqu’il y a plus de liens que nécessaire, il est possible d’utiliser les ressources 
d’interconnexions non utilisées comme liens de remplacement. Par contre, pour être 
capable d’éviter une panne, il est essentiel de connaître son emplacement. Pour les trouver, 





La détection de contact : Une fonction essentielle du WaferIC est de détecter un contact 
entre une broche de circuit intégré et un ou plusieurs NanoPads. Il existe plusieurs 
techniques qui ont été documentées dans le brevet de Norman [27] et les papiers 
antérieurs [12]Erreur ! Source du renvoi introuvable.. Ces techniques se basent sur deux 
lasses de méthodes. La première utilise le changement de capacité observé sur le NanoPad 
lorsqu’il est en contact avec une broche du circuit intégré. Cette technique n’a pas encore 
été validée expérimentalement.  
 
La deuxième classe de méthodes se base sur l’utilisation de détection de court-circuit entre 
les NanoPads. Puisque les broches des puces doivent être obligatoirement conductrices 
d’électricité et que les NanoPads sont plus petits que les broches, alors une broche qui 
repose sur le WaferIC créera obligatoirement un court-circuit. Il s’agit donc de créer un 
circuit analogique de détection de court-circuits entre les NanoPads pour détecter les points 
de contact “broches-NanoPads” du circuit. Une illustration de la mécanique de détection de 
contacts est montrée à la figure 1-6. Une bille de puce est montrée sur la figure 1-6. Les 
lignes représentent des liens potentiels reliant les NanoPads entre eux. Tous les liens 
potentiels reliant les NanoPads entre eux ne sont pas représentés.  
 
Un court-circuit entre 2 NanoPads est montré avec une ligne plus foncée sur la figure. Les 
NanoPads flottants sont montrés en blanc. Après l’étape de détection de contact effectué 
par les circuits de détection de court-circuit, le système transmet le résultat du test vers 
l’extérieur, d’où une image des contacts peut être recréée pour donner à l’utilisateur la 







1-6 Exemple de l'effet de la procédure de détection de courts-circuits. 
 
Tolérance aux pannes par contrôle externe 
 
Le concept illustré à la figure 1-7 est le suivant : tous les cellules peuvent être contrôlées 
par les cellules voisines. Cela permet d’obtenir une configuration redondante nécessaire au 
remplacement des cellules défectueuses. Cette propriété améliore la tolérance globale aux 
pannes, car les fonctions des cellules saines voisines peuvent être utilisées par une cellule 
défectueuse pour lui permettre de rester fonctionnelle. En reliant les cellules voisines, les 
fonctionnalités non utilisées des cellules voisines peuvent être considérées comme des 





Une autre méthode de tolérance aux pannes bien connue est la tolérance basée sur 
l’utilisation des cellules voisines comme le montre la figure ci-dessous tirée du brevet de R. 
Norman [27] :  
 
1-7 Utilisation des ressources des cellules voisines (indiquées en pointillé)[27]. 
1.5 Les bases technologiques des contributions de ce mémoire 
Cette section présente les bases technologiques des principales contributions originales de 
ce mémoire qui se rapporte audiagnostic de pannes dans un réseau de maillage 
multidimensionnel (le WaferNet) et une méthodologie de tolérance aux fautes. 
1.5.1 Les systèmes de chaîne de balayage “niveau système” 
Le design pour la testabilité (“DFT, design for testability”) est la discipline de la 
microélectronique s’intéressant aux techniques de test de circuits numériques modernes. 
Une bonne stratégie de test permet de tester le circuit à un coût et avec une surface de 
silicium tous deux minimum. De plus, il faut que la couverture du test soit maximale et 
qu’elle soit effectuée le plus rapidement possible. Une des principales techniques pour 
tester les circuits numériques est l’insertion de registres à décalage (appelés dans ce 
document chaîne de balayage) dans le circuit pour obtenir une contrôlabilité ou une 




diagnostic des défectuosités est à la base des techniques de tolérance aux pannes 
privilégiées dans la technologie “WaferIC”. Or, diagnostiquer un circuit, c’est l’art de 
localiser les pannes détectées par le test du système numérique. Les techniques de test sont 
donc à la base du diagnostic. Puisque les techniques de diagnostic pour la tolérance aux 
pannes se basent sur une architecture spéciale de chaîne de balayage il est donc pertinent de 
faire une revue des techniques d’insertion de chaîne de balayage. 
 
Il existe un grand nombre de types de chaîne de balayage. La chaîne de balayage la plus 
élémentaire est une simple suite de registres reliés entre eux pour créer un registre à 
décalage. La figure 1-8 montre schématiquement les principaux types de système de chaîne 
de balayage. Par exemple, avec une chaîne de balayage de type “RASC : random access 
scan chain” il est possible de créer une matrice de registres accessibles à l’aide de 
décodeurs de colonnes et de lignes [3]. L’avantage de ce type d’architecture est d’accélérer 
le temps de test et la puissance consommée durant le test. Par contre, il nécessite beaucoup 
de ressources matérielles et de routage pour être réalisé dans un circuit numérique. Il est 
aussi possible de créer un système de chaîne de balayage à l’aide de chaînes de balayage 
reconfigurables [25]. L’idée principale est d’utiliser des multiplexeurs configurables pour 
contourner les registres les moins souvent utilisés durant une séquence de test pour 
minimiser la longueur de la chaîne de balayage. Cette technique permet d’accélérer le 
temps de test avec l’utilisation d’un minimum de ressources matérielles supplémentaires. 
 
Une autre méthode est la technique d’insertion de chaînes de balayage de type “Illinois”, 
aussi connue sous le nom de broadcast scan chain [16]. Ce type de chaîne de balayage 
permet d’appliquer parallèlement la même séquence de vecteurs de test sur une structure 
régulière indépendante. La chaîne de type “Illinois” peut passer d’une chaîne de balayage 
élémentaire en une chaîne de balayage de type “broadcast”. Ce changement de mode est 
utilisé pour gérer les situations où il est possible d’appliquer des cas de test unique sur une 




situations où un vecteur de test unique doit être appliqué à chaque module sous test. Une 
MISR (Multiple Input Signature Register) est ajoutée à la sortie des chaînes de balayage 
pour comprimer le volume de données en sortie du circuit sous test.  
 
  
1-8 Principales classes d'architecture de scan. 
1.5.2 Architecture de test  
Le présent mémoire porte principalement sur le système de programmation tolérant aux 




à un survol rapide des principales architectures de test de circuits intégrés et de PCB. Le 
système de programmation et de diagnostic du WaferIC est basé sur le protocole de test 
IEEE 1149.1.  
 
La norme 1149.1 définit un protocole d’accès pour le test [28]. Elle définit un ensemble 
d’architectures “boundary scan” pour le test de circuits numériques. La figure 1- montre un 
exemple de boundary scan sur un DUT (“device under test”) où chaque entrée/sortie de la 
puce est reliée à une cellule “boundary scan” qui est chaînée à ses cellules voisines pour 
former une chaîne globale accessible par un seul port JTAG plus étroit. Chaque cellule est 
en fait un registre de capture et de contrôle des broches de la puce. À travers cette chaîne, 
les entrées/sorties deviennent contrôlables et observables. Ce qui permet de tester à la fois 
la logique interne du circuit et les interconnexions sur le PCB.  
 
En comparaison du test d’un système, le test de circuit intégré pris d’une manière 
indépendante est relativement facile, car toutes les entrées/sorties du circuit sont 
accessibles. Nous insistons ici sur le mot relatif, car en fait, ce problème relativement facile 
peut s’avérer très difficile dans l’absolu! Par contre, une fois que la puce est intégrée et 
soudée sur un PCB, le problème du test de la puce devient plus complexe. Les 
entrées/sorties des puces du système sur PCB ne sont généralement pas directement 
accessibles. Une technique populaire consiste à utiliser un protocole de communication 
sériel pour obtenir un accès à toutes les broches de tous les circuits intégrés d’un système 
au travers d’un port d’accès de largeur minimale. Le protocole IEEE 1149.1 propose une 
solution élégante à ce problème. Ce protocole de test porte plusieurs noms. Il peut être 
appelé selon le contexte “boundary scan” ou bien simplement “JTAG” (Joint Test Access 
Group). Initialement, cette norme a été conçue pour le test de cartes électroniques (PCB). 
Mais le succès et l’élégance du protocole de communication en ont permis un élargissement 
rapide à une gamme d’applications complexes reliées au test de circuits intégrés de grande 




électroniques, etc. Une description détaillée du protocole de communication et de test 
JTAG serait trop volumineuse et est facilement disponible au lecteur intéressé à 
approfondir le sujet [28][31]. De plus, une connaissance de base du protocole JTAG est 
requise pour comprendre les concepts et principes énoncés dans les sections et chapitres 
ultérieurs de ce document. Une petite annexe résumant le protocole JTAG a été ajouté en 
annexe G. Plusieurs architectures de test sont possibles. Voici une énumération des 
principales architectures tirée du livre de Wang [31] :  
 
Architecture JTAG de base : Dans chaque système JTAG, il y a le contrôleur de test (TC, 
Test controller) et l’unité sous test (UUT, unit under test). Une unité sous test peut être 
n’importe quelle puce, PCB, SoC ou bien un système WSI sous test. La même architecture 
de base peut être utilisée pour une unité sous programmation. Par conséquent, l’expression 
“unité sous test” réfère à tout système configurable ou bien programmable avec un port 
JTAG. Cette simplification permet d’alléger le texte. Les UUT sont stimulés à l’aide de 
vecteurs de test et la réponse est évaluée par le contrôleur de test pour décider si le système 
est fonctionnel ou pas. Le contrôleur de test peut être un logiciel ou bien un système 
embarqué capable de contrôler l’émission et la réception des flux de bits JTAG et aussi 
d’interpréter les résultats. L’interprétation des résultats peut être un simple constat d’échec 
ou de réussite à un test électronique ou bien le TC peut être capable à l’aide d’un logiciel 
approprié d’émettre des diagnostics.  
 
Architecture JTAG en anneau : La figure 1-9 représente une autre architecture JTAG bien 
connue sous le nom de “daisy chain” où chaque chaîne de balayage de chaque UUT est 
reliée pour former un anneau. Un seul signal TMS est envoyé à chaque cellule pour 
contrôler le test. Le premier et le dernier UUT sont les seules cellules en contact direct avec 
le contrôleur de test. Cette architecture offre un accès efficace tout en utilisant un minimum 
de broches dédiées uniquement aux tests. À noter que les différentes puces peuvent recevoir 
des instructions de test différentes même s’ils ont le signal de contrôle TMS. Puisque la 




JTAG et des vecteurs de tests uniques à chaque puce faisant partie de la chaîne. Par contre, 
la structure en anneau possède une vulnérabilité majeure : si seulement un seul UUT n’est 
pas fonctionnel, l’anneau en entier devient impossible à tester, impossible à configurer. 
 
Architecture JTAG en étoile : La figure 1-9 représente une autre architecture bien connue 
où chaque TC est directement en contact avec chaque UUT. Par conséquent, s’il y a “n” 
UUT dans le système sous-test, il faut entre 4n et 5n ports dédiés au test dans le système. Si 
le signal JTAG de reset trst*(optionnel) est utilisé dans chaque cellule le nombre de ports 
dédiés au test sera de 5n. Cette architecture apporte un accroissement de la rapidité du test, 
car le test des cellules se fait en parallèle au prix d’un plus grand nombre de ports de test. 
De plus, cette architecture résout la vulnérabilité apportée par les chaînes en anneau.  
 
Architecture JTAG de type “Multi drop-out module” : Une solution hybride entre la 
solution en anneau (sériel) et la solution en étoile (parallèle) est la solution décrite à la 
figure 1-9. Dans une architecture “multi drop-out”, chaque cellule est reliée par un bus de 
communication bidirectionnel et relié en une seule colonne de cellules de mémoire, comme 
dans une puce de mémoire RAM. Une adresse est spécifiée à un décodeur d’adresse donne 
accès aux données qui peuvent transiter directement entre le TC et l’UUT choisis. De 
même, les résultats de test provenant des UUT peuvent être acheminés vers le TC à partir 
du même bus en un schéma de communication “one-to-one”. Cette solution est très 
désirable, car elle offre un accès étroit aux UUTs et elle permet d’accélérer le test. De plus, 
cette solution apporte un certain niveau de tolérance aux pannes. Si un seul UUT fait 
défaut, le système entier peut rester testable et diagnosticable, donc réparable. Par contre, si 
une panne arrive sur le bus de communication, les composants connectés sur ce bus 
deviennent non-testables, donc dysfonctionnels.  
 
Architecture JTAG mixte : Une architecture de test JTAG mixte [7] utilise et combine de 
manière hiérarchique les 3 méthodes précédentes (anneau, étoile, multi-drop out). Plusieurs 




utiliser un système multi-drop out pour accéder à plusieurs puces du système, mais un seul 
SoC du même PCB pourrait ensuite contenir une architecture interne de test de type 
“anneaux” pour accéder aux fonctionnalités internes du SoC. La figure 1- montre un 
exemple d’architecture mixte hiérarchique. De plus, le brevet [21] vient décrire en détail et 
protéger une architecture mixte particulièrement adaptée aux tests de systèmes complexes 
qui doivent être testés rapidement et efficacement.  
 
 
1-9 Exemples d'architectures JTAG. 
 
Les architectures JTAG tolérantes aux fautes : Un dernier type de chaîne de balayage 
étudié dans ce mémoire est la chaîne de balayage tolérante aux fautes conçue par Lu et 
Savaria en 2003 [24]. Cette technique utilise l’approche connue sous le nom de “TMR, 
Triple Modular Redundancy” pour ajouter une tolérance aux pannes. Cette approche 
consiste à utiliser en parallèle 3 systèmes qui sont évalués par un quatrième module qui a 
pour but de sélectionner en sortie des données fiables sans fautes. Ce quatrième module fait 




réponse en sortie. Si une panne ponctuelle arrive dans le système, la probabilité qu’elle 
arrive en même temps sur 2 des 3 systèmes est très basse, ce qui améliore la fiabilité du 
module global. De même, si une panne permanente existe dans l’un des 3 modules, les 2 
autres pourront prendre le relais et permettre au système de fonctionner en présence de cette 
faute. La technique proposée dans [24] consiste à renforcer la chaîne de balayage en 
appliquant un chemin de balayage qui est triplé.  
1.5.3 Le diagnostic de pannes dans un système d’interconnexions 
En partant d’un circuit qui a échoué à un test fonctionnel, le diagnostic logique (simplement 
appelé diagnostic pour alléger le texte) consiste à cerner dans une région de plus en plus 
petite du circuit les régions possibles où peut se trouver une défectuosité, ce qui permet 
d’en estimer les causes possibles. En cernant autant que possible les causes de 
défectuosités, on peut souvent trouver la cause première d’un syndrome de panne, soit au 
niveau du design ou bien au niveau de la production en série. Le diagnostic efficace de 
circuits intégrés peut donc contribuer à raccourcir leur temps de développement 
(déverminage matériel) et à améliorer les rendements de fabrication. Cette sous-section 
présente un résumé des principales techniques de diagnostic qui sont reliées à  celles 
exploitées dans ce document. Toutes les méthodes de diagnostic originales présentées dans 
les chapitres 2 et 3 représentent soit des améliorations ou des adaptations à la technologie 
WaferIC inspirées de techniques de diagnostic qui ont été appliquées à des PCB ou à des 
FPGA. 
 
Méthodes de diagnostic de réseau d’interconnexion exploitées dans les PCBs : le diagnostic 
des interconnexions dans un PCB consiste non seulement à tester, mais à localiser 
exactement quelles traces sont défectueuses et à localiser les défauts de soudure entre les 
puces et le PCB. Ce genre de test peut être effectué à partir d’une chaîne de balayage 
pouvant soit observer ou contrôler les signaux de toutes les broches d’un PCB. Cette 
méthode a été standardisée à travers le BSDL (Boundary scan description langage) et le 




chapitre, mais pas la méthode pour diagnostiquer la défectuosité. Si l’ordre des cellules de 
balayage est connu par un logiciel de test et si ce logiciel peut générer des modèles de 
vecteurs de test, il devient possible de localiser et de détecter les principales pannes, comme 
les courts-circuits, les collages (“SA, stuck-at”) et les circuits ouverts. Le modèle de test le 
plus connu et le plus facile à générer par du matériel embarqué sur la carte sous test est 
l’envoi d’un “walking-one” [14]. Pour ce faire, il est possible d’utiliser un simple compteur 
connecté en sortie à une porte NOR (OR). La sortie résultante génère automatiquement une 
série de bits 10000… (01111…). Cette série de bits est ensuite décalée dans la chaîne 
JTAG pour faire ressortir les pannes d’interconnexion du PCB. En connaissant 
l’emplacement exact de chaque pin dans les chaînes de balayage, il devient possible de 
faire un diagnostic très précis en un temps d’ordre O(n2).  
 
Une autre méthode utilisée pour détecter les défectuosités dans les traces de PCB est la 
méthode connue sous le nom de “checkerboard”. elle nécessite un temps d’ordre 
O(nlog(n)). Cette méthode consiste à utiliser le balayage de bordure  associé à chaque 
broche de chaque puce du PCB et d’appliquer successivement des vecteurs de test de la 
forme d’un damier. Par exemple, appliquer un damier sur un système contenant 16 broches 
de sortie connecté à une ou plusieurs entrées donnerait la séquence de 4 vecteurs : 
“1111111100000000, 1111000011110000, 1100110011001100, 1010101001010101”. La 





Méthode de diagnostic des pannes d’interconnexion dans les FPGAs :  
 
Le test et le diagnostic des interconnexions dans les FPGA sont similaires au test et au 




(Regular and Reconfigurable Network on Chip). Toutefois, il y a une différence basée sur 
une prémisse qui est à la base des techniques détaillées dans ce document : les diagnostics 
se font uniquement à partir d’un port JTAG et non en utilisant toutes les entrées/sorties. Par 
conséquent, le test et diagnostic peut se faire chez l’utilisateur. Cette capacité technique 
ouvre la porte à de nouvelles possibilités dans le domaine de la tolérance aux pannes, 
comme nous le verrons dans les sections ultérieures. 
 
Il existe un grand nombre de techniques de diagnostic des interconnexions des FPGA. 
Parmi ces techniques, il y a 2 classes fondamentales [11] : (1) le diagnostic des pannes dans 
les CLBs (CLB, Configurable Logic Block) disponibles dans le FPGA de XILINX; (2) le 
diagnostic dans les interconnexions. Seulement le diagnostic des pannes dans les 
interconnexions sera revu dans ce chapitre.  
 
Méthode de diagnostic des interconnexions en utilisant les capacités de reprogrammation 
du FPGA :  
 
Il existe un grand nombre de brevets et d’articles couvrant l’approche du diagnostic de 
pannes en utilisant la capacité de reprogrammabilité des FPGA [11]. L’idée de base 
inhérente à cette classe de méthode est d’utiliser l’infrastructure matérielle du FPGA dédiée 
à la reprogrammation (CLB) pour autovalider et autogénérer des vecteurs de tests à partir 
de l’intérieur du FPGA. Le but est de créer un chemin de données couvrant un aussi grand 
nombre d’interconnexions que possible. Chaque interconnexion reliée à un chemin devient 
en fait une interconnexion sous-test (“IUT, interconnect under test”). Il est avantageux de 
tester de manière concurrente le plus grand nombre possible d’interconnexions en même 





1-10 Exemple de diagnostic en utilisant les capacités de reconfiguration du FPGA. 
 
 
Il est impossible de tester toutes les interconnexions en une seule passe. Il faut donc 
reprogrammer la topologie interne du réseau d’interconnexions. Il s’agit donc de tester le 
plus grand nombre d’interconnexions, avec la plus grande résolution possible, tout en 
reprogrammant le moins souvent possible le FPGA, car chaque reprogrammation a un coût 
en temps de test. Dans le cas du diagnostic, il faut utiliser la même technique, mais avec un 
algorithme de recherche commandé par un contrôleur de test.  
 
Parmi tous les articles ou brevets existant à ce jour, c’est le brevet [1] qui se rapproche le 
plus de la méthode de diagnostic présentée dans ce mémoire. Le brevet protège 
principalement des techniques de diagnostic “on-the-fly”, c'est-à-dire un diagnostic fait 
pendant qu’un FPGA est en cours d’utilisation soudé sur son PCB. La technique consiste à 
générer à l’interne des données sur des chemins créés dans les ressources inutilisées du 
FPGA. Ces chemins sont recréés à plusieurs endroits du FPGA (clonés) par groupe de trois. 
Si le résultat sortant d’un des 3 chemins est différent des 2 autres, c’est la preuve que 
quelque part dans ce chemin, il existe une interconnexion fautive. Par un algorithme de 
recherche d’interconnexion fautive, il devient possible de localiser une panne avec 




Notre approche pour le test et le diagnostic est similaire, parce que nous utilisons aussi 
l’idée d’un algorithme de recherche dans le réseau d’interconnexion, mais les algorithmes 
proposés dans le chapitre 3 diffèrent significativement dans les détails comme nous allons 
le montrer.  
1.6 Conclusion 
Ce chapitre de revue de la littérature a porté sur les types de chaînes de balayage existantes 
et sur les architectures de test niveau système. De plus, il a été décidé d’inclure dans la 
revue de littérature le travail antérieur dédié au WaferIC et au WaferBoard. Ces travaux ont 
été effectués par l’équipe dont le présent projet de maîtrise fait parti, mais ils décrivent de 
manière générale la technologie de prototypage rapide en cours de développement. 
L’architecture du WaferIC et du WaferBoard et sa différenciation des systèmes courants 
tels que les MCM, les SiP ou les SoC existant. Cette différence doit être montrée pour 
comprendre correctement le contexte associé aux méthodes de diagnostic et de tolérance 
aux pannes des systèmes proposés dans ce document.  
 
Le brevet de Norman [27] décrit d’une manière générale comment un WSI peut générer un 
système de prototypage rapide de systèmes numériques. Il ne décrit pas exactement 
comment un tel système peut être implanté à l’aide des technologies existantes. Ainsi, 
aucune description originale de système de configuration/programmation tolérante aux 
pannes n’est proposée dans le brevet. De plus, aucune description de système de diagnostic 
de pannes dans le WaferIC n’est décrite dans le brevet. Ce qui laisse de la place pour 










CHAPITRE 2. COMMUNICATION SÉRIELLE TOLÉRANTE AUX PANNES 
2.1 Introduction 
Le système de communication sérielle est l’infrastructure logicielle et matérielle 
permettant la communication bidirectionnelle par flux de bits sériels entre le WaferIC et le 
logiciel embarqué sur l’ordinateur de l’utilisateur. Le système de communication sérielle 
qui a été choisi pour la conception du circuit est compatible avec le protocole “JTAG” [28]. 
La logique qui le supporte est répétée de manière uniforme sur toutes les cellules du 
WaferIC pour respecter la contrainte de design qui exige que chaque cellule soit autant que 
possible uniforme. Un module de contrôle logique uniforme doit donc supporter la 
communication sérielle bidirectionnelle entre les cellules et le logiciel. Chaque cellule doit 
être accessible le plus rapidement possible.  
Le système de communication sérielle peut sembler à première vue un module plus ou 
moins important du WaferIC, mais il n’en est rien. Si le système de communication sérielle 
est défectueux, c’est tout le WaferIC qui n’est pas utilisable. Le WaferIC est destiné à être 
commercialisé, il est d’une importance capitale d’y ajouter une grande tolérance aux pannes 
pour obtenir le rendement et la robustesse désirée. Le coût de fabrication d’un WaferIC est 
assez important  (dépendant des options technologiques, son coût de production brut peut 
se situer entre 2000 et 10000$ lorsque manufacturé en volume), car il s’étend sur toute la 
surface de la tranche de silicium. Il serait inapproprié d’être obligé d’exclure fréquemment 
de la chaîne de production un WaferIC entier de plusieurs milliers de dollars à cause d’une 
seule défectuosité dans le circuit qui couvre une tranche de silicium complète.  
Le système de communication sérielle doit être conçu pour rediriger aux bons endroits 
les commandes provenant du logiciel. En effet, le WaferIC étant un circuit actif, mais il est 
sans intelligence propre. Ainsi, le WaferIC ne contient pas de CPU et possède peu ou pas 




ne fait que répondre passivement aux commandes numériques issues du logiciel. Par contre, 
les commandes doivent être acheminées par un système de communication bidirectionnelle. 
Chacune de ces commandes peut être catégorisée dans l’un des 5 types principaux 
d’opérations qui seront détaillées aux chapitres 4 et 5.  
 
Ce chapitre a pour objectif de décrire les stratégies utilisées pour rendre tolérant aux 
défectuosités le système de communication du WaferIC. Ces systèmes sont logiquement 
indépendants et “orthogonaux” et ils peuvent être combinés pour obtenir un système 
complet et optimal en terme de nombre de ressources logiques nécessaires pour les réaliser. 
Le choix de la solution optimale finale pour l’implantation sera le sujet du chapitre 4 sur 
l’implantation matérielle.  
 
La solution proposée dans ce document peut s’appliquer non seulement au WaferIC, mais 
aussi à tout type de PCB ou MCM complexe. D’une manière générale, l’architecture de 
communication qui relie le module de contrôle (le logiciel) et le WaferIC est montrée à la 
figure 2-1. Dans ce schéma, deux types de systèmes de communication sont montrés : le 
premier à gauche s’appelle le système UCIC pour Unidirectional Configurable 
InterCellular. Le deuxième à droite s’appelle BCIC où B signifie “bidirectional”. Dans les 
deux systèmes, les cellules font partie d’un système plus large (le réticule dans le cas du 
WaferIC). Le contrôleur de test est montré aussi sur la figure, ainsi que 2 types de cellules : 
(1) les cellules d’interface qui peuvent soit recevoir et/ou transmettre les données et (2) les 
cellules internes qui ne sont pas en contact direct avec l’extérieur du circuit. Dans le cas du 
WaferIC, les cellules d’interface peuvent être situées à n'importe quel endroit dans le 
réticule, mais préférablement, elles se retrouvent au centre pour maximiser la tolérance aux 
pannes. Le schéma 2-1 montre des liens intercellulaires sur 2 réticules. Ces liens peuvent 
être (unidirectionnels ou bidirectionnels). Les deux possibilités qui sont caractérisées par 
des coûts et des robustesses associés différentes seront analysées dans ce chapitre. Les 




test, diagnostic et programmation. Seulement la méthode unidirectionnelle (UCIC) a été 
réalisée et testé (voir chapitre 4 et 5).  
 
 
2-1 Schéma bloc niveau réticule pour des systèmes de communication uni/bidirectionnel 
 
La figure 2-2 montre l’architecture de communication entre les réticules et le contrôleur de 
test. La figure a été dessinée de telle sorte qu’elle soit générique, pour tout type de 
communications entre un ensemble de réticules et un ou plusieurs contrôleurs de test. Les 
contrôleurs de test sont placés en communication parallèle. Cette capacité de traitement 
parallèle offre non seulement une meilleure vitesse de communication, mais une meilleure 
tolérance aux pannes. Les contrôleurs de test peuvent être implantés comme une unité 
indépendante embarquée sur le système ou bien être un module logiciel.  
 
La méthodologie générale utilisée pour créer un système tolérant aux fautes est de 
commander par logiciel la création de liens inter-cellulaires dynamiques et reconfigurables 
permettant d’éviter les fautes dans le système de communication. Si une cellule du système 




faut pouvoir le diagnostiquer par un test et ensuite éviter le lien en utilisant un chemin de 
contournement. La même stratégie doit être faite face aux cellules globalement 
défectueuses.  
La clé qui permet la tolérance aux pannes vient de la diagnosticabilité, mais aussi du fait 
qu’il y a un nombre de liens et de cellules plus grand que nécessaire, ce qui permet de 
remplacer facilement une cellule par une autre si elle est défectueuse. Le défi consiste donc 
à créer une méthodologie de diagnostic et un système de liens reconfigurable qui occupe le 
moins d’espace possible.   
 
Les liens UCIC ou BCIC montrés sur la figure 2-2 peuvent être dynamiquement activés en 
cas de défaillance d’un lien de communication. Par conséquent, si un lien de 
communication est défectueux, alors les réticules adjacents peuvent prendre le relais et 
rediriger l’information vers le réticule isolé. Cette redirection est contrôlée par logiciel. Plus 
de détails seront donnés dans ce chapitre sur les mécanismes de partage d’arbres d’horloge 
et de données entre réticules.  
 




Un contrôleur de test et un pont de communication indépendant sont associés à chaque 
réticule, car la communication doit être totalement indépendante d’un réticule à l’autre. Les 
contrôleurs de test peuvent être soit intégrés dans la tranche ou bien à l’extérieur par 
logiciel ou par un circuit numérique de contrôle dédié. De plus, un mécanisme de tolérance 
aux pannes permet aux réticules de communiquer avec leurs voisins nord, sud, est et ouest. 
Les images de réticule sont toujours imprimées sur une tranche de silicium comme une 
matrice ou un damier. Chaque case du damier doit être identique, car seulement un seul jeu 
de masques est utilisé par tranche de silicium pour imprimer des motifs. C’est pourquoi il 
est obligatoire d’avoir au moins un lien de communication par réticule. Chaque lien de 
communication doit être indépendant et doit aussi fournir une horloge et un signal de 
“reset” indépendant. En l’occurrence, le protocole JTAG contient un signal d’horloge (tck), 
un signal de reset (trst*), un signal de contrôle (tms) et deux signaux de données (tdi, tdo). 
2.2 L’architecture à base de chemins inter-cellulaires reconfigurables 
unidirectionnels 
La figure 2-3 montre en détail l’architecture interne d’un système de lien “UCIC, 
Unidirectional Configurable Intercell Chain”. Seulement quatre cellules voisines sont 
montrées pour illustrer le système d’interconnexion et pour montrer comment les cellules 
interagissent. Cette figure détaille seulement le système de communication sérielle pour la 
programmation et le test du système, mais non la fonctionnalité de base du système. La 
fonctionnalité de base du système n’est pas montrée pour simplifier le schéma. De plus, 
cela permet d’illustrer le caractère générique du système de communication. Ce système 
peut être utilisé sur le WaferIC, mais aussi sur tout type de systèmes massivement 
parallèles nécessitant un système de communications qui n’interfère pas avec le chemin de 
données principal. L’interaction avec la fonctionnalité principale du circuit se fait à l’aide 
des registres à décalage montrés sur la figure 2-3 (c). Par exemple, un système WSI peut 
contenir une matrice de CPU travaillant en parallèle. Dans ce cas, chaque CPU serait vu 
comme une cellule et pourrait avoir besoin d’un système de communications pour la 






2-3 Architecture du système de communication unidirectionnel intercellulaire UCIC. 
 
Chaque cellule contient un sous-module appelé “cell logic core” contrôlant le flux de bits 
dans toutes les directions accessibles par la cellule. Ce module permet d’accéder aux 
registres spécifiques à l’application donnée ou bien permet de configurer le registre “freg” 
qui active le lien à la prochaine cellule à l’aide d’un multiplexeur(b) vers une cellule 
voisine en particulier (nord, sud, est, ouest). Par exemple, le lien (d) est un lien qui relie la 
cellule x,y à sa cellule voisine de l’est. La fonction du démultiplexeur d’entrée montré en 
(a) est de recevoir et de sélectionner les bons flux de bits provenant des cellules précédentes 
de la chaîne intercellulaire. De même, les multiplexeurs de sortie en (b) ont pour fonction 
de diriger le flux de bits vers une prochaine cellule à l’aide du registre freg. Soulignons un 




possible pour une chaîne de balayage de revenir sur elle-même. C’est pourquoi cette 
architecture est appelé UCIC, c’est-à-dire une architecture unidirectionnelle intercellulaire. 
Elle ne supporte qu’une seule direction de communication à la fois.   
 
 
2-4 Architecture interne du "cell logic core" pour le système UCIC 
La figure 2-4 illustre l’architecture interne du “cell logic core” (cœur logique) associée à 
l’architecture UCIC. Le cœur logique contient les modules JTAG standard, c'est-à-dire : (1) 
la machine à états “TAP controller”, (2) un décodeur d’instruction et (3) un registre bypass. 
De plus, le cœur logique contient un ensemble de multiplexeurs (“register select mux”) qui 
prend comme entrée les données sérielles (tdi, dr_out1, dr_out2, etc.) et les redirige vers la 
ligne tdo de la cellule. Le contrôleur TAP est contrôlé par un signal externe appelé “tms” 
provenant du port JTAG (voir annexe G). Le registre d’instruction permet d’activer à l’aide 




mode permet d’activer le multiplexeur dans le module “Register Select Mux”. Selon la 
norme JTAG, le registre bypass sert à passer directement à la prochaine cellule de la chaîne 
intercellulaire.  
 
Le but des registres de configuration locaux comme ceux montrés à la figure 2-3 est de les 
utiliser comme capteur ou contrôleur pour le test interne des circuits ou pour la 
programmation “on-the-fly” du système. Une fois la chaîne intercellulaire mise en place, 
ces registres peuvent devenir accessibles de la même manière qu’un registre interne dans 
une chaîne en anneau (introduit au chapitre 1). 
 
La figure 2-5 apporte des explications supplémentaires sur le mécanisme de création de 
chemins entre la cellule de départ et d’arrivée. Le but de la création de chemins est 
d’accéder aux registres “uReg”. La figure illustre en 4 étapes (A,B,C,D) un exemple de 
création d’un chemin entre 4 cellules d’un réticule. Le même principe s’applique pour la 
création d’un chemin d’un nombre arbitraire de cellules. L’interface avec le contrôleur de 
test est montrée par un point gris pâle (tdi) ou foncé (tdo). Le point foncé est la cellule de 
départ qui transmet les données (tdo) vers le contrôleur de test. Le point pâle est en contact 
avec la cellule de départ qui reçoit et réachemine les données vers les cellules successives 
de la chaîne inter-cellulaire en cours de création. Chaque étape est associée à une série de 
commandes sérielles JTAG envoyées à la matrice de 2x2 cellules.  
 
L’étape A consiste à accéder au registre “freg” qui détermine le chemin activé vers la 
prochaine cellule, en l’occurrence la cellule de l’ouest. L’étape suivante (B) montre qu’une 
fois que le registre “freg” de la cellule de départ active le lien vers l’ouest, il devient 
possible de configurer le même registre “freg” de la cellule suivante. La cellule suivante 
devient accessible à travers la cellule de tête qui est configurée en mode bypass. En C, le 




d’arrivée. L’étape C est atteinte une fois que toutes les cellules de la matrice 2x2 sont 
reliées, incluant la cellule en contact avec le contrôleur de test. À ce moment, il devient 
possible de voir apparaître un signal de sortie sur le port tdo de la cellule. C’est à ce 
moment qu’on a la preuve que le chemin inter-cellulaire fonctionne correctement. La 
dernière étape (D) de cet exemple montre qu’une fois un chemin intercellulaire créé, il 
devient alors possible d’accéder aux registres internes de configuration, de test, de 










2.2.1 La tolérance aux pannes du système UCIC 
 
Cette section montre les stratégies de tolérance aux pannes applicables avec des liens 
intercellulaires créés dynamiquement par configuration. La première stratégie est 
l’utilisation d’un contrôle externe tel que vu par R. Norman [27]. Ce concept a déjà été 
expliqué à la figure 1- du chapitre 1 de ce document. Le contrôle externe a la capacité 
d’accéder aux chaînes de scan d’une cellule à partir d’une cellule voisine. Il devient donc 
possible de contrôler l’état d’une chaîne de balayage d’une cellule défectueuse à partir des 
cellules voisines qui fonctionne bien. Un exemple de contrôle externe est montré à la figure 
2-6. En effet, la cellule (2,2) n’est pas accessible directement, car c’est une cellule 
bloquante. Une cellule est bloquante si cette cellule empêche la création d’une chaîne de 
balayage intercellulaire peut importe la cause de se blocage. Du point de vue du logiciel qui 
gère le diagnostique, une cellule bloquante est une cellule qui peut laisser passer un signal 
du WaferNet, mais qui empêche la création d’une chaîne intercellulaire.  Une cellule 
défectueuse est une cellule qui contient une défaillance logique dans le WaferNet ou dans le 
système de configuration.  
 
Par exemple, puisque les registres de la cellule (2,2) sont fonctionnels, il devient possible 
d’y accéder à partir d’une cellule voisine, en l’occurrence, la cellule (2,1). Bref, avec le 
concept de contrôle externe, les registres peuvent encore être accessibles même si le centre 
de contrôle de la cellule est défectueux. 
 
La deuxième stratégie est la stratégie d’évitement qui consiste à éviter d’utiliser des cellules 
bloquantes ou des liens défectueux dans le circuit. Cette méthode est plus complexe, car 
elle implique un diagnostic préalable du circuit. Pour éviter un lien défaillant, il faut 
connaître préalablement son emplacement. La figure 2-6 montre un exemple particulier 
d’évitement où le but est de configurer la cellule (2,0) et la cellule(2,2). Les cellules (2,3) et 




foncée exprime l’idée que le cœur logique de la cellule est dysfonctionnel donc ces cellules 
bloquent les flux de bits qui essaient de la traverser d’où le nom “cellule bloquante”. Dans 
chaque cellule, il y a une chaîne de balayage qui est représentée avec un rectangle vertical. 
Si aucun "X" n’est superposé au registre, alors le registre est accessible pour le test ou pour 
la programmation. Le “X” superposé sur le registre exprime l’idée que la chaîne de 
balayage interne est dysfonctionnelle. Les liens unidirectionnels reliant les cellules sont 
représentés par une flèche. Certaines flèches sont des liens fonctionnels et d’autres flèches 
ont un “X” pour exprimer l’idée que ces liens sont défectueux. Une chaîne de balayage 
intercellulaire est montrée en 2-6 (a). Cette chaîne commence à l’interface avec le 
contrôleur de test (tdi) et elle finit à la cellule qui transmet les données (tdo) vers le 








À remarquer que toutes les cellules peuvent mettre leur système de communication dans 
4 états distincts :  
1- état inactif, la cellule ne participe pas à la communication dans la matrice de 
cellules (par exemple la cellule (0,0) de la figure 2-6). 
2- l’état “bypass” où aucun accès aux registres chaînés de la cellule n’est fait, les 
données sont seulement redirigées vers la prochaine cellule (ex : la cellule (3,0) de 
la figure 2-6). 
3- l’état “scan in” où un décalage est fait vers un ensemble de registres internes de la 
cellule (ex : la cellule (2,0) de la figure 2-6). 
4- l’état “external scan” où la cellule actuelle envoie à une cellule voisine les données 
destinées à ses registres à décalage (ex : la cellule (2,1) de la figure 2-6).  
 
2.2.2 Les liens inter-réticulaires et la tolérance aux pannes de UCIC 
 
Si la cellule d’entrée ou bien la cellule de sortie de la figure 2-6 sont dysfonctionnelles, 
alors le système entier devient inopérant. De plus, une panne majeure arrive si tous les liens 
reliant la cellule d’entrée ou la cellule de sortie avec leurs cellules voisines sont 
dysfonctionnels. Pour passer à travers cette vulnérabilité, une autre fonctionnalité doit être 
ajoutée au système. 
 
La figure 2-7 est une version plus détaillée de la figure 2-2 où un ensemble de réticules 
dans un système WSI est montré avec tous les réticules qui ont leur propre accès 
indépendant au contrôleur de test. La figure 2-7 montre en détail comment il est possible de 
faire communiquer deux réticules d’une tranche de silicium. Dans cette section, il est pris 
pour acquis que le procédé de microfabrication permet des interconnexions entre réticules, 
par exemple grâce à la technique de “interreticle stitching”. La technique de “interreticle 
stitching” consiste à interrelier les réticules voisins par une couche de métal directement 




symboles pictographiques, les 2 mêmes méthodes de tolérance aux pannes s’appliquent à 
des liens de communications inter-réticulaires. Dans cette figure, il y a deux réticules avec 
chacun 4x4 cellules (4x4), dont une cellule d’entrée et une cellule de sortie. De plus, 
chaque réticule a déjà configuré et activé sa propre chaîne de cellules inter-cellulaires. 
 
2-7 Exemple de communication sérielle entre deux réticules voisins 
Le but de la figure 2-7 est de montrer comment il est possible d’arriver à configurer les 
registres des cellules (3,3) du réticule A et la cellule (0,0) du réticule B. Une première 
stratégie pour accéder à la cellule (0,0) du réticule B est de créer un chemin inter-réticulaire 
partant de la cellule d’entrée du réticule A. Pour ce faire, il faut utiliser les liens inter-
réticulaires indiqués par l’étiquette (a) . On peut voir que même si la cellule (0,0) du 
réticule B est fonctionnelle, il est impossible de l’atteindre avec un chemin intercellulaire à 





Une autre méthode consiste à ajouter des liens inter-réticulaires dédiés à la gestion du 
contrôle externe. La figure 2-7 montre aussi qu’il est possible d’atteindre la cellule (3,3) 
(coin sud-est) du réticule A en utilisant le contrôle externe (b). 
 
Logiquement, les liens configurables inter-réticulaires existent seulement sur la périphérie 
du réticule en contact direct avec d’autres réticules voisins. Il est possible d’utiliser ces 
liens de plusieurs façons. On peut entrer dans un réticule et sortir les données sérielles par 
un autre réticule. On peut aussi aller parcourir un certain nombre de cellules d’un réticule 
voisin, mais faire entrer et sortir les informations sérielles par le même réticule. 
 
Il y a deux principales différences entre les liens inter-cellulaires et les liens inter-
réticulaires. Premièrement, les liens inter-réticulaires se font entre réticules, par définition. 
Or, ce qui commande la création de liens intercellulaires ou inter-réticulaires est un logiciel 
de contrôle. Le logiciel de contrôle doit différencier ces deux types de liens, car ils sont 
gérés différemment. Pour un lien intercellulaire, il suffit d’un seul flux de bits JTAG et 
pour un lien inter-réticulaire, il faut 2 flux de bits JTAG. Par exemple, sur la figure 2-7, le 
tdi provient du réticule A et le tms, tck provient du réticule B. Par conséquent, lorsqu’une 
chaîne inter-réticulaire est créée entre deux réticules, le tdi est partagé par les 2 réticules, 
mais pas les autres signaux de contrôle tels que tck et tms. Cela peut donc engendrer des 
problèmes de synchronisation. Cette synchronisation doit être gérée à partir du contrôleur 
de test externe. Deuxièmement, au niveau physique, les liens intercellulaires peuvent être 
créés naturellement par la définition RTL d’un circuit, mais un lien inter-réticulaire n’est 
pas à la portée de toutes les usines de microfabrication. Il faut être capable de faire du 
interreticle-stitching. 
2.2.3 Diagnostic des liens inter-cellulaires UCIC 
Reconfigurer une chaîne inter-cellulaire ou inter-réticulaire n’est pas suffisant pour qu’un 
circuit puisse se remettre d’une défectuosité. Il faut aussi un système de diagnostic des 




problème physique. Une panne est généralement la conséquence d’une défectosité dans le 
circuit. Il existe plusieurs types de pannes et de modèles de pannes. Certaines défectuosités 
engendrent des pannes permanentes ou statiques tels que des collages (Stuck-At, SA) et des 
pannes dynamiques.  
 
Le contrôleur de test joue un rôle primordial dans la détection et le diagnostic des pannes. Il 
doit avoir accès à des ressources logicielles permettant de gérer les séquences de test et 
d’en interpréter les résultats afin d’effectuer un diagnostic précis des liens inter-cellulaires 
défectueux. Il faut donc un algorithme de diagnostic. Un exemple d’application de ce 
diagnostic est montré à la figure 2-8. De plus la figure C-3 de l’annexe C présente 
l’organigramme d’un algorithme de diagnostic. L’algorithme est très général et efficace et 
il peut également être appliqué aux systèmes d’interconnexions UCIC, CICB.  
 
 





Au début du processus de diagnostic, l’état des liens intercellulaires de toutes les cellules de 
la matrice est inconnu. La figure 2-8 montre un exemple d’application de l’algorithme de 
diagnostic pour une matrice de 3x3 cellules. La première étape A (illustrée à la figure 2-8) 
de l’algorithme consiste à planifier un chemin particulier entre la cellule d’entrée et de 
sortie. Le chemin planifié est montré avec une ligne pointillée. L’étape B du schéma 2-8 
consiste à créer le chemin intercellulaire planifié. Le test consiste à créer le chemin et à 
envoyer des données dans ce chemin pour faire ressortir les données par le port tdo. Le 
contrôleur de test peut alors recevoir des données en provenance du WaferIC qui passeront 
par les cellules choisies. Or, puisqu’il y a une panne dans l’exemple sur un des liens du 
chemin planifié (indiqué par un X), le flux de données ne peut pas sortir tel que prévu. 
Donc, l’algorithme peut arriver à la conclusion par une règle d’inférence logique simple.  
1- Soit il existe au moins un lien dysfonctionnel dans le chemin planifié; 
2- Soit, un dysfonctionnement quelconque dans la circuiterie interne d’une cellule 
rend impossible la propagation du signal. Dans ce cas, le qualificatif “cellule 
bloquante” est donné à cette cellule. Rappel : une cellule bloquante peut 
potentiellement être configurée par contrôle externe, mais elle ne peut pas 
participer à la création d’un chemin intercellulaire.  
3- Soit le lien JTAG est dysfonctionnel. 
 
À cette étape, il n’est pas possible d’arriver à une conclusion finale sur l’état des liens ou 
des cellules. L’étape B (Fig. 2-8) montre une deuxième tentative où il n’y a aucun lien 
défectueux sur le chemin planifié, donc le signal arrive à se propager en sortie. De ce 
résultat, il est possible d’arriver à une série de conclusions. Ces conclusions découlent de 
l’application d’inférences logiques :  
1- Les liens utilisés et choisis pour le chemin sont fonctionnels; 




3- Les cellules qui font partie du chemin sont fonctionnelles, donc elles sont non-
bloquantes; 
4- Connaissant les liens fonctionnels et les cellules fonctionnelles, il est possible 
d’arriver à la conclusion que le lien défectueux est responsable du résultat du test 
fait à l’étape A.  
 
L’organigramme de la figure C.4 de l’annexe C montre comment il est possible de 
diagnostiquer tous les liens intercellulaires d’un réticule dans un cas général. La même 
méthode de diagnostic d’essai et erreur est utilisée pour tout le réticule. L’algorithme décrit 
dans ce mémoire n’a pas été optimisé.  
 
Pour caractériser les liens et l’état de la cellule (bloquante ou non-bloquante) il faut 
appliquer des règles d’inférence. Le but des règles d’inférence est de décider si un lien ou 
une cellule sont fonctionnels ou pas. La première règle d’inférence peut être exprimée 
ainsi : “Si un signal se propage sur un chemin configuré et connu, alors toutes les cellules et 
les liens participant à ce chemin sont non-bloquants”.  
 
Une deuxième règle d’inférence est très importante. Cette règle d’inférence porte le nom de 
la règle d’inférence A. Elle se décrit par l’affirmation suivante : “Supposons qu’un chemin 
est composé de “n” cellules et de “n-1” liens. Le chemin est composé uniquement de 
cellules préalablement diagnostiquées comme non-bloquantes : {C1, C2, …, Cn}. Le chemin 
est aussi composé d’un ensemble de liens préalablement diagnostiqués comme non-
bloquants {L1, L2, …, Ln-2} et d’un  autre ensemble de liens {U1, U2, …, Un} dont l’état est 
indéterminé. Les liens de l’ensemble U sont les seuls liens non caractérisés du chemin. Si le 
signal arrive à se propager dans le chemin, alors l’état des liens de l’ensemble {U} est non 





Il est possible de caractériser l’état “bloquant ou non-bloquant” d’une cellule en utilisant la 
règle d’inférence suivante : “si une cellule possède 4 liens bloquants en entrée et 4 liens 
bloquants en sortie alors, c’est une cellule bloquante”.  
 
En appliquant ces 3 règles d’inférence, il est possible de diagnostiquer une matrice entière 
de cellules et les liens qui la constituent. D’autres règles d’inférence peuvent être 
appliquées pour accélérer le processus de diagnostic du système. De plus, la règle 
d’inférence A peut être appliquée de plusieurs façons. Par exemple, dans une situation où 
les pannes sont très rares, il est plus avantageux d’utiliser un ensemble {U} qui contient un 
grand nombre d’éléments. Dans le cas contraire où les pannes sont nombreuses, il est plus 
avantageux d’utiliser un ensemble U de petite taille. 
2.3 Variation : bidirectionnalité  
Le second type d’architecture de liens inter-cellulaires reconfigurables proposé dans ce 
document est appelé : “bidirectional configurable inter-cellular (BCIC) links architecture”. 
Cette architecture est légèrement différente de l’architecture unidirectionnelle de la 
précédente section du chapitre. La seule différence réside dans la capacité de communiquer 
dans les 2 directions pour créer un chemin intercellulaire qui puisse revenir sur ses pas en 
passant par le même chemin. La figure 2-1 montre des vues à haut niveau de ces 
architectures. On voit sur la figure 2-1 que chaque cellule peut gérer 2 liens, ainsi une seule 
cellule est nécessaire pour jouer le rôle de cellule d’entrée et de sortie. 
 
La figure C.1 de l’annexe C montre en détail comment sont interconnectées les cellules 
dans une architecture BCIC. L’architecture BCIC possède les mêmes sous-modules qu’une 
architecture UCIC sauf qu’il y a une différence : il y a un multiplexeur configurable de plus 
(indiqué par (b)) qui redirige lui aussi les flux de bits. Ce multiplexeur configurable est 
associé à un registre de configuration appelé breg (pour “backward register”). De plus, un 




chemins intercellulaires : un qui avance vers la prochaine cellule et un autre qui revient vers 
la cellule précédente.  
La figure 2-9 montre en détail la structure interne du cœur logique de l’architecture BCIC. 
Le “Tap controller” est commandé par un signal tms JTAG standard. Par contre, plutôt que 
d’avoir un seul registre “bypass”, il faut 2 registres nommés : “forward bypass” et 
“backward bypass”. Ces 2 registres permettent de gérer deux flux de bits en même temps 
permettant la création de 2 chemins configurables dans une seule cellule. Cela a pour effet 
d’augmenter la tolérance aux pannes du système mais surtout de permettre à un chemin de 
revenir sur lui-même en passant pas la même cellule. Un nouvel ensemble d’instructions 
JTAG doit être inclus dans le décodeur pour gérer les cas où les flux de bits avant et arrière 
sont gérés en même temps. Les deux flux de bits peuvent utiliser les liens btdo (backward 
tdo), ftdo (forward tdo), btdi (backward tdi), ftdi (forward tdi) pour rediriger les données. 
 




Un exemple impliquant un réticule de 4x4 cellules et permettant d’illustrer les capacités 
supérieures de la structure bidirectionnelle en termes de tolérance aux pannes est montré à 
la figure 2-10. Chaque cellule possède un jeu de 8 entrées et 8 sorties. Plusieurs fautes ont 
été ajoutées dans le réticule à la fois au niveau des liens bloquants et des cellules 
bloquantes. Le but est d’arriver à configurer un registre situé dans la cellule (2,1) et la (3,2). 
La cellule (2,1) est simplement configurée à l’aide de la création d’un chemin qui la 
traverse. L’état de la cellule est donc “scan in”. La cellule (3,2) est configurée grâce à 
l’utilisation d’une cellule voisine (la cellule (3,1)) par contrôle externe. 
 
L’architecture avec liens BCIC offre plusieurs avantages par rapport au UCIC :  
1- Un plus grand nombre de liens entre les cellules signifie plus de chemins potentiels 
pour éviter les liens bloquants ou les cellules bloquantes. Un exemple de cet 
accroissement de la robustesse est montré à la figure 2-10 où il est possible de créer 
un chemin qui revient sur lui-même et qui passe entre des cellules bloquantes. Le 
chemin intercellulaire débute à la cellule (1,1) et revient à la même cellule. Ce 
chemin aurait été impossible à créer avec une architecture UCIC avec comme 
conséquence que les cellules (2,0), (3,0), (3,1), (2,2,), (3,2) ne sont pas 
configurables, donc dysfonctionnelles. 
2- Les algorithmes de diagnostic sont plus simples à coder sur un logiciel. Il est 
toujours possible de revenir sur des cellules déjà visitées par un chemin, les 
algorithmes de routage sont plus faciles et directs à implanter sur ordinateur. Il 
devient donc possible d’explorer les liens d’un réticule une cellule à la fois.  
 
D’un autre côté, un inconvénient évident de l’architecture BCIC est qu’elle utilise un plus 
grand nombre de ressources matérielles. Pour des systèmes très denses composés de petites 





2-10 Les capacités de tolérance aux fautes de l'architecture BCIC 
La figure C.3 de l’annexe C montre comment il est facile et direct de procéder à un 
diagnostic complet d’une matrice de cellules. En quatre étapes, la figure illustre comment il 
est possible d’appliquer l’algorithme de diagnostic sur une petite matrice de 3x3 cellules. 
Le même algorithme de diagnostic que pour l’architecture UCIC s’applique pour 
l’architecture BCIC. Par conséquent, l’organigramme de la figure C.4 s’applique 
directement. L’étape A de la figure C.3 montre en pointillé le chemin planifié pour le test 
incluant un ensemble de liens non explorés (non testés). Ce chemin inclut un lien bloquant. 
Ainsi, à l’étape suivante (B), une fois le chemin créé, le signal ne peut pas atteindre le port 
de la cellule qui interface avec le contrôleur de test. S’il n’y a pas de signal qui sort par le 
port de sortie, alors au moins un des liens visités ou une des cellules utilisées par le chemin 
est bloquant. Ainsi, un deuxième chemin est planifié et créé pour le test en C sur la figure 
C.3. Cette fois-ci, le signal peut se propager à travers le chemin ce qui prouve que les liens 
visités fonctionnent. En (D), les résultats du test sont mémorisés dans une base de données 






Ce chapitre a porté sur le système de communication sérielle tolérant aux pannes pour les 
cellules du WaferIC. Les méthodes proposées ne sont pas seulement applicables aux 
besoins spécifiques du WaferIC, mais elles peuvent s’appliquer à tout système sur puce 
(SoC) ou système sur tranche (SoW) qui exploite un système de communication sérielle 
JTAG tolérant aux pannes. Deux architectures de communication ont été proposées dans ce 
chapitre. Les deux méthodes s’appellent respectivement l’architecture avec liens UCIC, 
c'est-à-dire “unidirectional configurable inter-cellular” et l’architecture avec liens BCIC 
(bidirectional configurable inter-cellular). Cette méthode permet de créer dans le WaferIC 
des liens configurables dynamiques en fonction des besoins de l’utilisateur et de la liste des 














CHAPITRE 3. LE DIAGNOSTIC DU WAFERNET 
3.1 Introduction 
Dans ce chapitre, un ensemble de méthodologies sont proposées pour procéder 
efficacement au diagnostic des fautes dans le WaferNet. Ces méthodes ont été spécialement 
conçues pour les réseaux réguliers et reconfigurables se déployant sur la totalité de la 
surface active d’une tranche de silicium. Ce type de réseau est appelé dans ce mémoire 
RRNoC pour “Regular, Reconfigurable Network on Chip” ou bien RRNoW pour “Regular, 
Reconfigurable Network on Wafer”. Les réseaux reconfigurables et réguliers sur la surface 
de la tranche de silicium contiennent inévitablement des fautes dues à la nature du procédé 
de microfabrication. Les fautes doivent être localisées autant que possible avec beaucoup 
de précision pour activer les chemins de données qui puissent éviter justement ces fautes et 
leur cône d’influence. Le cône d’influence est la zone où est propagée logiquement une 
faute. Tout signal inclus dans le cône d’influence est affecté par une faute distante.   
 
Le contexte d’utilisation du test et du diagnostic proposé dans ce document diffère des 
méthodes habituelles. Normalement, en industrie, le test est utilisé pour éliminer le plus 
rapidement possible de la chaîne de production les “chips” défectueux pour réduire les 
coûts. Le diagnostic qui permet de localiser la source d’une faute est utilisé pour améliorer 
les processus de production et pour le débogage. Dans notre cas, le diagnostic est utilisé 
pour la tolérance aux fautes de circuits intégrés à l’échelle de la tranche comme le 
WaferNet. Le WaferNet est un réseau programmable utilisé pour interconnecter des puces 
déposées à la surface du WaferIC. Pour ce faire un algorithme de routage est utilisé. Ainsi, 
un diagnostic fait avec une bonne précision permet de générer une liste de fautes utilisable 
par des algorithmes de placement/routage pour éviter les fautes. Ce paradigme pour faire 





Il existe déjà une littérature extensive sur le diagnostic de court-circuit et de collage dans un 
réseau électrique [14][11][32]. Par contre, la structure interne du réseau du WaferIC 
nommé le WaferNet contient des différences clés qui justifient l’utilisation de nouvelles 
techniques de diagnostic qui diffèrent significativement du diagnostic de fautes dans le 
contexte des PCB. Les méthodes proposées arrivent non seulement à localiser les fautes, 
mais arrivent à optimiser la vitesse de diagnostic pour les réseaux très larges couvrant toute 
une gaufre de silicium, comme le WaferNet. 
 
L’approche proposée utilise exclusivement un nombre limité de ports sériels JTAG et 
n’utilise pas les NanoPads comme points d’entrée et sortie. De plus, la méthodologie de 
diagnostic est à base de logiciel où les vecteurs de stimulation changent pour optimiser la 
recherche de défectuosités dans le réseau selon les résultats de test. 
 
Ce chapitre est partitionné en 3 sections. La première section vise à détailler la structure 
interne du WaferNet, la deuxième section explique l’algorithme conçu par l’auteur de ce 
document et présenté à Newcas/Taisa [4] et finalement troisième section propose une 
méthode d’optimisation permettant d’améliorer la vitesse de diagnostic. Cette méthode 
d’optimisation fait l’objet d’une divulgation de brevet en cours d’approbation.  D’autres 
méthodes de diagnostic ont été écrites par l’auteur dans cette divulgation, mais ces 
méthodes vont au-delà de la matière couverte par ce mémoire de maîtrise. 
3.1.1 Description détaillée de la structure du WaferNet  
Chaque cellule du WaferIC contient un crossbar programmable de 30x30 et une matrice de 
4x4 NanoPads tels que montrés à la figure 3-1. Le crossbar a 7 liens entrants (CI0,[0..6], 
CI1,[0..6], CI2,[0..6], et CI3,[0..6] respectivement dans les directions N-E-S-O) et 7 liens sortants 
par côté de cellule pour un total de 4x7 = 28 entrées et sorties. En plus, il y a 2 liens 
entrants et 2 liens sortants qui proviennent de la matrice de NanoPads pour un total de 30 




WaferNet. La longueur des interconnexions augmente en suivant la suite géométrique 
(1,2,4,8,16,32,64) où la longueur est déterminée en fonction du nombre de cellules.  
 
 
3-1 Schéma bloc de l'interaction NanoPads vs Crossbar. 
Par conséquent, la principale fonction du WaferNet est d’interconnecter les circuits déposés 
à la surface du WaferIC pour émuler la topologie d’un circuit spécifié par l’utilisateur. 
Chaque cellule du WaferIC est interconnectée avec son voisinage immédiat dans les quatre 
directions (nord, sud, est, ouest). La figure 3-1 représente deux structures programmables : 
le crossbar et les NanoPads. Au plus, deux signaux peuvent être capturés sur les broches en 
contact avec le WaferIC et être redirigés vers le WaferNet.  
 
 
La figure 3-2 montre un exemple de fautes qui peuvent possiblement être observées dans le 
WaferNet.  Les NanoPads sont représentés dans le schéma, mais ils ne sont pas considérés 




WaferNet sont détectées. Cela signifie que les algorithmes de diagnostic présentés dans ce 
chapitre ne couvrent pas la détection et la localisation de court-circuit entre un NanoPad et 
un fil du WaferNet. Cette situation, quoique improbable pourrait tout de même arriver. Les 
fautes de type bloqué à “stuck-at (SA)” sont représentées par un point noir et les courts-
circuits par des ellipses touchant 2 fils. Parmi les types de court-circuit, il y a les courts-
circuits entre 2 fils parallèles et les courts-circuits entre fils perpendiculaires.  
 
 
3-2 Exemple de défauts dans le WaferNet. 
La structure interne du crossbar tel qu’implanté pour le TestChip v1 est montrée à la 
figure 3-3. Cette structure interne comprend le noyau du crossbar (“crossbar core”) entouré 
de ressources matérielles dédiées au test et au diagnostic. À la sortie du crossbar, il y un 
registre de capture de données de sortie du crossbar qui a la même largeur que le crossbar. 
À l’entrée du crossbar, un registre de contrôle et un multiplexeur configurable permettent 
de contrôler l’état de chaque entrée du crossbar. Le registre 3-3 (b) configure le mode “test” 
ou le mode “normal” et de ce fait permet de forcer des valeurs sur les entrées du crossbar. 
Le registre 3-3 (c) permet de configurer le crossbar dans un état particulier. Les registres à 
décalage (a,b,c,d) peuvent être chaînés ensemble ou faire partie d’une ou plusieurs chaînes 






3-3 Architecture de test et de diagnostic pour le crossbar. 
 
Il est important de clarifier les différences clés entre les algorithmes de détection classiques 
de courts-circuits dans le contexte des PCB et l’approche proposée dans ce mémoire. Dans 
le cas d’un circuit sur carte imprimée, la méthode classique utilise des registres “boundary 
scan” compatibles avec la norme IEEE 1149.1 dans chaque puce intégrée de la carte 
imprimée. Dans cette norme, chaque registre “boundary scan” est associé à une seule 
broche. Ces registres sont capables de capturer l’état logique appliqué sur la broche ou bien 
de forcer une valeur sur cette même broche. Ce sont des registres de lecture/écriture. 
Appliquer cette solution sur les entrées et sorties des crossbars du réseau est une solution 
trop coûteuse pour le WaferIC et peut aussi être une solution trop coûteuse pour tout autre 
type de réseau régulier de crossbar. L’approche suggérée dans ce document utilise 
seulement un seul registre de contrôle par port d’entrée du crossbar et un seul registre 
d’observation par sortie du crossbar, comme le montre la figure 3-3. Cette architecture a 
donc besoin d’algorithmes spéciaux de diagnostic qui sont plus complexes que les 




3.2 Description de l’algorithme “walking-one” appliqué au WaferNet 
 
La méthode de test et de diagnostic “walking-one” permet de diagnostiquer les collages et 
les courts-circuits dans un réseau électrique en appliquant un vecteur de test qui contient 
une structure ressemblant à un ‘1’ qui avance à travers le réseau. En appliquant un seul ‘1’ 
logique sur une maille d’un réseau et en forçant un zéro sur toutes les autres mailles, il est 
possible de rendre observables des courts-circuits. Le même principe s’applique en utilisant 
un seul ‘0’ forcé sur une seule maille du réseau. Ensuite, le ‘1’ ou le ‘0’ unique est appliqué 
à la prochaine maille du réseau à travers une chaîne de balayage d’où le nom “walking-
one” ou bien “walking-sequence”. La méthode proposée de diagnostic basée sur le 
“Walking one” adaptée pour le WaferNet s’applique en 3 phases. Un type de test spécifique 
est appliqué à chaque phase. Ces types sont simplement appelés : A, B et C. Le type A est 
illustré à la figure 3-4 et le type B à la figure 3-5.  
 




Le type de test A : l’exemple à la figure 3-4 illustre un exemple de SA1 (“Stuck-At 1” ou 
collage à 1) identifié par un point noir (b). Ce schéma représente un crossbar configuré dans 
un mode particulier nommé “broadcast”. C’est un test qui est appliqué très rapidement et 
directement, car il tire avantage des registres de contrôle locaux du crossbar (CUT, pour 
“crossbar under test”) montré au centre de la figure et des registres d’observation locaux. 
La première étape du type de test A consiste à configurer un crossbar en mode “broadcast” 
pour la première entrée du crossbar et de configurer le crossbar en mode de test. Ensuite, en 
appliquant un 0 sur le registre de contrôle, il est possible de faire ressortir toutes les fautes 
SA1 vers les registres de capture. Le résultat du test est décalé vers la sortie et le prochain 
test en mode broadcast est appliqué. Le même test est répété pour toutes les entrées du 
crossbar. Un avantage de ce test est qu’il est relativement rapide. Il peut s’exécuter en 
parallèle et simultanément sur tous les crossbars du WaferIC. De plus, pour compléter le 
test, il faut refaire 2 fois le test sur chaque entrée en appliquant un 0 (pour détecter les SA1) 
et un 1 (pour détecter les SA0).  
 
Le type de test B : un exemple de ce test est illustré à la figure 3-5. Cette figure illustre un 
crossbar sous test (CUT) et les autres crossbars distants reliés par des lignes de longues 
distances à ses entrées. Seulement un échantillon des liens du crossbar sont représentés 
pour simplifier le schéma. La même représentation logique et la même représentation 
formelle sont utilisées pour la prochaine figure 3-. De plus, une notation telle que 
L= (0,1,2,4,…) est utilisée pour différencier les interconnexions de longues distances entre 
elles. Par exemple, un lien de longueur L = 0 (les liens internes de la cellule) est représenté 
dans le schéma dans la zone délimitée à cet effet et les liens de longueur 4 sont représentés 
dans la zone L=4, etc. À la source de chaque lien est représenté un registre de contrôle où 
seront appliqués les vecteurs de la séquence de test et à la fin de chaque lien sont montrés 
les registres de capture qui peuvent échantillonner les données à la sortie du crossbar. Des 
exemples de fautes sont ajoutés au WaferNet : des fautes de type SA1 ont été ajoutées (a) et 




test de type B peut faire ressortir les courts-circuits entre les liens inter-cellulaires du 
WaferNet. Les entrées du CUT ne sont pas reliées à n’importe quel crossbar distant. 
Chaque entrée est appariée avec le premier crossbar rencontré. Par exemple, le lien CI3,3 est 
relié au crossbar situé à 4 cellules vers l’ouest.  
 
3-5 Diagnostic avec le test de type B. 
Le test de type B consiste à appliquer le concept du “walking-one” à chaque registre de 
contrôle du WaferNet pour atteindre une couverture de test de 100% et une bonne précision 
dans le diagnostic des fautes. Chaque séquence de test appliquée à chaque registre de 
contrôle de chaque crossbar du WaferNet implique un décalage des données capturées en 
sortie du crossbar (les ports CIx,y).  
 
Notons que pendant l’application d’un ‘1’ sur un registre de contrôle en particulier, il est 
important de forcer un ‘0’ sur tous les autres registres de contrôle du WaferNet. Cette 
précaution permet un diagnostic sur chaque paire (perpendiculaire et/ou parallèle) 




détails seront donnés à la prochaine section sur les optimisations possibles. La figure 3-6 
illustre l’effet sur les registres de capture. Par exemple, le ‘1’ du “Walking-one” fait 
ressortir un court-circuit entre les interconnexions associées aux ports CI3,2 et CI0,2. Un 
dernier détail doit être ajouté : il est insuffisant de n’appliquer qu’une séquence de 
“Walking-one” sur chaque registre de contrôle du réseau. Il faut aussi appliquer la même 
séquence de “walking-zero” tout en forçant un ‘1’ sur tous les autres registres de contrôle. 
Pour plus de détails sur l’algorithme permettant le diagnostic avec le test de type “B”, il 
faut consulter le diagramme C.4 de l’annexe C.  
 
Le type de test C : la faute (b) aux figures 3-5 et 6 masque la détection d’une autre faute (a) 
dans les longues interconnexions du WaferNet. Le type de test C est nécessaire pour 
pouvoir localiser ce genre de fautes, illustré à la figure 3-. Les tests de type C s’appliquent 
donc à une étape subséquente au test de type B et s’appliquent seulement sur les 
interconnexions suspectées de contenir des fautes “masquées”. Une cellule suspecte est une 
cellule où il a été détecté une faute SA1 ou SA0.  
 
 





Dans le test de type C, la même configuration en mode “broadcast” est utilisée, toutefois le 
registre de contrôle n’est pas situé localement, mais plutôt à l’entrée du crossbar distant qui 
est associé au lien sous test. Par exemple, la figure 3- illustre un cas particulier où un test 
est appliqué sur l’interconnexion sous test L=4 associée au port CI3,3 du crossbar. Puisque 
le signal provient de l’extérieur de la cellule en provenance d’une cellule distante, une faute 
telle qu’un SA1 située dans les interconnexions L=4 doit se propager sur toutes les sorties. 
Les registres de capture peuvent donc enregistrer le résultat du test et décaler les résultats 
vers le contrôleur de test.  
Pour récapituler, il existe plusieurs types de zones dans le réseau WaferNet. La figure 3- 
montre cette structure où les zones sont identifiées par k1 à k5. Ces zones définissent la 
résolution maximale du circuit en termes de localisation des fautes (diagnostic). Une 
analyse exhaustive de la résolution du diagnostic en présence de court-circuit multiple va 
au-delà de la portée de ce mémoire. Si la densité de fautes est suffisamment basse, par 
exemple pour des procédés de fabrication matures, la probabilité d’avoir des fautes 
multiples sur une même ligne devient aussi très basse. Dans une telle situation, la méthode 
proposée permet de diagnostiquer des fautes de court-circuit situées dans les zones k1, k3 et 
k5. Par contre, une fois un court-circuit identifié, il n’est pas possible de différencier entre 
des courts-circuits trouvés dans les zones k1, k3 et k5.  Les fautes SA peuvent être 
facilement différenciées dans toutes les zones k1 à k5. Les zones k2 et k4 peuvent contenir 
des fautes de court-circuit, mais elles sont plus difficilement localisables.   
 




3.3 Méthodes d’optimisation appliquées au diagnostic du WaferNet 
En  [4] nous avons proposé  (cette référence se trouve aussi en annexe E) une méthode de 
test, à base de séquences de vecteurs (“walking-one”). Cette section propose donc des 
méthodes d’optimisation permettant d’accélérer  par un facteur d’environ 50 la méthode 
initiale. 
3.3.1 Modèle de performance du diagnostique du WaferNet  
 
Pour pouvoir évaluer le facteur d’accélération d’un algorithme, il faut pouvoir le comparer 
à un algorithme de base qui est le même qu’à la référence [4].  Cet algorithme consiste à 
utiliser une chaîne de balayage multiple avec les tests de type A, B et C de la section 3.2. 
La structure des chaînes de test est montrée à la figure 3-3. Dans cette structure, il y a 3 
chaînes qui entrent dans le crossbar. Pour l’algorithme de base, chacune des 3 chaînes (tci, 
tco et cr) sont chaînées de manière statique entre elles. Aucun chemin reconfigurable n’est 
possible. Dans le test de type B, il y a 3 sous-étapes de l’algorithme qui prennent 
relativement plus de temps à s’exécuter :   
1- L’insertion du ‘1’ dans les registres de contrôle du “walking-one”. 
2- La reconfiguration du crossbar à mesure que le diagnostic s’exécute.  
3- L’extraction des résultats du test par décalage des registres de capture. Pour 
améliorer grandement la performance de l’algorithme de diagnostic, il faut 
améliorer cette étape.  
 
Temps de diagnostic pour l’insertion : en tenant pour acquis que les registres de capture des 
crossbars soient tous chaînés en anneaux (“daisy chained”), l’ensemble des registres d’un 
réticule doivent être décalés pour chaque insertion de séquence de test. Ainsi, le temps 
d’insertion (Ti) d’une séquence pour le test de type B est donné par :  
 





où nf est le nombre de cellules dans un réticule, nc est la taille du registre de contrôle (le 
nombre de ports d’entrée des crossbars du réseau, nc = 30) et T est la période de l’horloge 
(100ns @10MHz). Le facteur ncnf est le nombre de cycles d’horloge nécessaire pour placer 
la séquence de test par décalage dans les registres de contrôle. Puisqu’il faut appliquer un 
vecteur de test pour chaque entrée de tous les crossbars du réticule, alors, il faut appliquer 
une puissance de 2 à la formule pour trouver le nombre total de cycles d’horloge et le temps 
total Ti pour l’insertion.  
 
Temps de diagnostic pour la reconfiguration des crossbars : durant l’application des 
séquences de vecteurs de test, il faut changer la configuration du réseau à chaque fois qu’un 
nouveau crossbar sous test est rencontré. Il y a autant de crossbars sous test qu’il y a de 
cellules (nf) et le nombre de registres de configuration pour chaque crossbar correspond à 
ng.  Ainsi, le temps de diagnostic pour la reconfiguration des crossbars  est donné par :  
 
௥ܶ ൌ ሺ݊௚݊௙ሻ݊௙ܶ  (3.2)
 
Temps de diagnostic pour l’extraction des données : Le même principe s’applique pour 
calculer le temps (Te) pour extraire les résultats des tests de diagnostic. Par contre, il faut 
prendre en compte le nombre de réticules à inclure dans le cône d’influence pour éviter des 
interférences entre les tests appliqués sur le WaferIC. Les tests de type B peuvent être faits 
en concurrence, mais en gardant une distance correspondant à l’étendue du cône 
d’influence qui est défini en fonction du court-circuit possible entre 2 liens de grandeur 
maximale (Lmax). Ainsi, le cône d’influence permet de définir une zone où 2 tests de type B 
peuvent être appliqués sans aucun risque d’interférence mutuelle. L’équation estimant le 
temps d’extraction des données du test peut s’exprimer par la formule suivante :  
 





où no est le nombre de bits dans le registre d’observation correspondant au nombre de 
sorties du crossbar et nf est le nombre total de cellules dans le réticule. Le facteur 
(2Lmax/n+1) correspond à un facteur de ralentissement. Le diagnostic du réseau peut se faire 
de manière indépendante et concurrente sur plusieurs réticules du circuit à la fois. Mais, 
pour éviter les chevauchements et les interférences provenant des tests voisins, il faut 
définir une zone de sécurité où deux tests ne peuvent pas co-exister. Cette zone de sécurité 
vient ralentir le test, car elle affecte négativement la paralélisation. Cette zone de sécurité 
est définie en fonction du cône d’influence qui est un carré de plusieurs réticules, d’où la 
puissance de 2 appliqué à ce facteur de ralentissement. Par exemple, si un circuit est 
composé de réticule 32x32 (n=32) cellules et que Lmax = 64, alors une zone de sécurité de 
5x5 réticules doit être définie dans le circuit pour chaque réticule testé, ce qui ralenti le 
diagnostic d’un facteur 25.  
3.3.2 Optimisation de l’insertion de la séquence de test 
 
La première stratégie d’optimisation est la plus facile à appliquer. Elle tire profit du 
caractère versatile et reconfigurable des chaînes de scan inter-cellulaires (UCIC et BCIC). 
Un exemple des capacités des chaînes de scan UCIC est montré à la figure 3-. Comme il a 
été expliqué au chapitre précédent, les chaînes de scan dynamiques sont reconfigurables, 
cela signifie qu’elles peuvent changer de chemin en configurant les cellules en en mode 
“bypass” ou “scan in”. Le mode “bypass” ne fait que laisser passer les données et le mode 
“scan in” est le mode de configuration interne de la cellule. Par exemple, dans la figure 8, 
les cellules grises sont les cellules qui sont en cours de reconfiguration (“scan in”) et les 
cellules blanches dans la chaîne sont en mode “bypass”. Ainsi, changer la position 
du “walking one” dans un réseau de crossbars signifie changer dans le pire des cas l’état 
des registres de contrôle de 2 cellules. Au contraire, comme il a été spécifié pour 
l’architecture de référence de la section 3.3.1, s’il n’est pas possible de configurer les 




cellules du réticule pour changer l’état d’un seul bit. Donc, avec les chaînes inter-cellulaires 
(UCIC et BCIC), il suffit de changer l’état de l’instruction JTAG des cellules du réticule et 
de décaler les nouvelles données vers leurs destinations pour changer l’état d’un seul 
registre. L’équation 3.4 estime le temps nécessaire pour insérer les vecteurs de test de la 
séquence “walking-one”. 
ሺ ௜ܶሻ௢௣ ൌ ሺ݊௜ ݊௙ ൅ ݊௙ െ 2 ൅ 2݊௖ሻ݊௙݊௖ܶ 
 
(3.4)
Le terme ሺ݊௜ ݊௙ ൅ ݊௙ െ 2 ൅ 2݊௖ሻ décrit le temps nécessaire pour faire une seule insertion 
de données. Le terme 2݊௖ sert à calculer le pire cas où 2 reconfigurations de registre de 
contrôle a lieu à chaque insertion de nouveau vecteur de test. Le terme ݊௜ ݊௙ est le nombre 
de bits nécessaire pour configurer les registres d’instruction JTAG et  ݊௙ െ 2 est le nombre 
de registre bypass à traverser pour accéder aux cellules à reconfigurer. Puisqu’il faut tester 
successivement toutes les lignes d’interconnexion du réseau, un facteur de ݊௙݊௖ est 
appliqué à l’équation 3.4.  
 
 





3.3.3 Optimisation de l’extraction des résultats du test 
Décaler en sortie les données du test signifie que les données de tous les registres 
d’observation des crossbars doivent se décaler pour chaque test appliqué sur chaque entrée 
de crossbar. Cette étape peut être très coûteuse en temps pour de grands réseaux (voir eq. 
3.3). Par conséquent, pour un réseau tel que le WaferNet, cette sous-étape doit être 
optimisée. Les mêmes principes de sélection de cellules pertinentes pour le diagnostic 
s’appliquent ici. Accélérer cette méthode consiste à utiliser le principe des cônes 
d’influence pour décaler seulement les données réellement utiles vers l’extérieur du circuit. 
Le figure 3-9montre un exemple de cône d’influence. 
 
3-9 La dynamique de la zone d'influence des courts-circuits dans le WaferNet. 
La figure 3-9 montre comment le cône d’influence se déploie sur la matrice de cellule du 
réticule. Les cases foncées indiquent les cellules du réticule incluses dans la zone 
d’influence du test appliqué en (a) tandis que les cases blanches indiquent celles en dehors 
de la zone d’influence. Une zone d’influence est la surface où il est logiquement possible de 
trouver une faute en fonction du test appliqué. Par exemple, la figure 3-9 montre un 




est associé à un lien de longueur L=2 et est orienté vers le nord. La zone d’influence est la 
zone où peut se déployer un court-circuit entre l’interconnexion sous test et toutes les autres 
interconnexions qui recoupent perpendiculairement ou parallèlement l’interconnexion sous 
test. En assumant qu’il n’y pas de fautes multiples (plus d’un court-circuit sur une 
interconnexion), alors logiquement, il est impossible de retrouver une faute de court-circuit 
sur une ligne du WaferNet qui se trouve dans une des cellules blanches de la figure. Il faut 
donc aller interroger les registres des cellules foncées du schéma. Par exemple, les registres 
d’observation (b) et (c) font partie de la zone d’influence, mais à la périphérie générée par 
le registre de contrôle (a).  Pour ce faire, la même technique de sélection des registres des 
cellules pertinentes est utilisée. 
 
Chaque nouvelle application d’un vecteur “walking-one” amène la création d’une nouvelle 
zone d’influence. Par conséquent, un algorithme de diagnostic doit être en mesure de 
prédire avec précision la forme et l’extension de cette zone. La forme de croix de la zone 
d’influence telle que représentée sur la figure 3-9 est générique.  Il suffit alors d’appliquer 
le même modèle pour toutes les interconnexions du WaferNet. En somme, la zone 
d’influence grandit avec la grandeur de l’interconnexion sous test et change d’orientation 
en fonction de l’orientation de l’interconnexion sous test. 
L’équation générale exprimant une estimation du temps d’extraction des données provenant 
des cônes d’influence (Te)op pour extraire les résultats du test de diagnostic correspond à 
l’équation suivante :   
 








où m = 7 , Lk  = {1, 2, 4, 8, 16, 32, 64} pour k variant entre 1 et 7.  Lm est la longueur du 




nombre de cellule. Le premier terme de l’équation 3.5 représente la somme de toutes les 
extractions de données des registres inclus dans un cône d’influence où il faut extraire 
l’information. L’extraction des résultats du test n’est limitée qu’à la zone grise de la figure 
3-9. Ainsi, il suffit de connaitre le nombre de cellule à visiter ሺܮ௞ܮ௠ ൅ 2ܮ௠ െ ܮ௞ሻ et 
multiplier ce nombre par ݊௢݊௙ܶ pour calculer le temps d’extraction associé à 
l’emplacement d’une seule séquence ‘1’ ou ‘0’ du “walking-one”. Le deuxième terme de 
l’équation 3.5 représente le temps nécessaire pour changer l’état des registres d’instruction 
pour la configuration des cellules en mode “bypass” ou en mode “scan in”. 
3.3.4 Estimation du gain de performance  
Le tableau suivant montre les gains de performance associés à l’application des méthodes 
d’optimisation suggérées dans ce chapitre. La variable nf est le nombre de cellules dans un 
réticule.  
Estimation du gain de performance. 
 
 
La colonne « facteur d’accélération » du tableau montre que la complexité du temps de 
diagnostic de l’algorithme de diagnostic de base T et celui optimisé ሺܶሻ௢௣ sont du même 
ordre de complexité quadratique ܱሺ݊ଶሻ. Par contre, le temps de diagnostic pour la version 
optimisée ሺܶሻ௢௣ est plus court, car l’ordre de complexité est défini seulement en fonction 
de l’ordre du polynôme décrivant le temps maximal de l’algorithme, tel que défini à 
l’équation 3.5. L’algorithme optimisé ne fait que minimiser le temps pour extraire les 
données. Les données sont extraites en n’allant chercher que les informations nécessaires 
nf  Ti (s) (Ti)op (s) Tr (s) (Tr)op (s) Cf   (s) Te (s) (Te)op T (s) (T)op Facteur d'accélération
64 0.37 0.07 0.13 0.01 289 113.64 1.82 114.14 1.90 60.00
256 5.90 1.03 2.06 0.05 81 509.61 7.29 515.51 8.37 61.59
1024 94.37 15.91 32.93 0.59 25 2516.58 29.17 2610.95 45.67 57.17




dans le réticule, mais l’ordre de complexité d’extractions reste le même. Cela est équivalent 
à appliquer un facteur x << 1 sur le terme d’ordre ܱሺ݊ଶሻ. Ainsi, l’algorithme d’optimisation 
de change pas la nature quadratique du diagnostic. 
3.4 Conclusion 
Ce chapitre a traité du diagnostic des courts-circuits et des collages dans les 
interconnexions du WaferNet et de ses possibilités d’optimisation. Il a été traité de la 
“diagnosabilité“  du WaferNet étant donné l’infrastructure de test qui a été ajoutée au 
crossbar. Ces algorithmes s’appliquent seulement aux collages (SA1 et SA0) et aux courts-
circuits entre les interconnexions du réseau. Aucun diagnostic n’a été proposé en présence 
de fautes dynamiques telles que les fautes de délais, de “crosstalk”, etc. De plus, 
l’importance du diagnostic a été soulignée pour améliorer la tolérance aux fautes dans le 
WaferNet. Il a été démontré qu’avec un système de chaîne de balayage inter-cellulaire 
configurable, il est possible d’optimiser le temps de diagnostic. De plus, la connaissance de 
la forme exacte et de l’extension de la zone d’influence des fautes est la base conceptuelle 
qui permet de dramatiquement augmenter la vitesse de diagnostic des courts-circuits du 
réseau. La méthode décrite dans ce chapitre peut être adaptée avantageusement à d’autres 
réseaux reconfigurables et réguliers sur puces (NoC) ou sur gaufres (NoW). Une version 
plus détaillée des méthodes d’optimisation montrées aux sections 3.3.2 et 3.3.3 fera l’objet 




CHAPITRE 4. IMPLANTATION ET VÉRIFICATION DU SYSTÈME 
 
Les chapitres 2 et 3 ont décrit des solutions possibles pour implanter un véritable système 
de configuration tolérant aux fautes. Parmi ces solutions, il a été démontré que le système 
UCIC est celui qui occupe la plus petite surface tout en offrant une tolérance aux fautes 
équivalente. C’est pourquoi le système UCIC a été choisi dans l’implantation du WaferIC. 
Ce chapitre détaille l’implantation de l’architecture RTL de la solution retenue. De plus, les 
détails d’implantation de l’environnement de vérification développé spécifiquement pour la 
partie numérique du WaferIC sont inclus en deuxième partie du chapitre.  
4.1 Description fonctionnelle du WaferIC 
Cette section vise à introduire et détailler les principaux modes d’opération du WaferIC. 
Ces modes d’opération (diagnostic, programmation, contrôle externe et détection de 
contact) sont essentiels à comprendre pour se faire une idée juste du système de 
communications du WaferIC. 
 
4.1.1 Le système de configuration interne par le protocole JTAG 
 
Un protocole de communication sérielle entre le WaferIC et la carte de contrôle est utilisé 
afin de minimiser le nombre de connexions. Le protocole JTAG a été choisi pour faire le 
test de circuit imprimé. Il a ensuite été étendu pour permettre la configuration interne de 
circuit électronique. Depuis, les FPGA et d’autres types de systèmes utilisent le protocole 
JTAG pour supporter la configuration par flux de données sérielles.  
 
Dans les pages suivantes, les modifications apportées au protocole JTAG et au système de 
configuration interne pour permettre la tolérance aux fautes sont expliquées. Le système 





1- Mode diagnostic du WaferIC  Il localise les fautes pour en permette l’évitement 
(voir le chapitre 3). 
 
2- Mode de programmation du WaferNet Ilaccède les registres “scan” (les registres 
accessibles par décalage) d’un ensemble de cellules pour configurer le WaferNet et 
pour interconnecter les billes des puces déposées sur le WaferIC. 
 
3- Mode de contrôle externe  Il prend en charge les fonctionnalités des cellules 
voisines. Cette fonctionnalité est utilisée comme stratégie pour la tolérance aux 
fautes et elle est illustrée aux figures 1- et 2-10. Chaque cellule contient un CLC 
(cell logic core) qui redirige les flux de données aux bons endroits dans le système. 
Chaque CLC peut diriger l’information vers sa propre cellule ou la rediriger vers 
l’extérieur, c’est-à-dire vers les cellules voisines du nord, sud, est, ouest. Ainsi avec 
ce mode, un CLC peut prendre en charge la chaîne “scan” d’un CLC défectueux 
voisin, donc peut prendre le contrôle des unités commandées par le registre de la 
chaîne “scan”.  
 
4- Mode de détection de contacts  Un contact entre la surface du WaferIC et les 
broches d’un circuit intégré déposé sur le WaferIC est détectable par court-circuit 
puisque les broches sont composées de matériaux conducteurs d’électricité. Plus de 
détails sur ce mode d’opération seront ajoutés à la section 4.4. 
 
4.2 Description détaillée de l’architecture matérielle  
Cette section a pour but de décrire la structure interne du WaferIC. Chaque niveau 
hiérarchique du WaferIC (niveau WaferIC, niveau réticule jusqu’au niveau de la structure 




4.2.1 Le niveau WaferIC  
Le WaferIC est un quadrillage de réticules sur la totalité de la surface active de la gaufre de 
silicium. Il est bien connu que la fabrication d’un circuit intégré se fait à l’aide du principe 
de photo-répétition d’une même image de réticule sur une plaque de silicium. Cette image 
est répétée pour former un quadrillage. Les interconnexions en bordure du réticule sont 
connectées à celles des réticules voisins par une technique de stitching développée par 
Tower Semiconductor Inc. Ainsi,  ce niveau hiérarchique doit être supporté. Cette 
description matérielle au niveau WaferIC n’est pas faite pour être synthétisée, car elle 
transcende le réticule qui est le plus haut niveau d’abstraction synthétisable. Il y a beaucoup 
de fonctionnalités à valider et vérifier au niveau WaferIC. La figure 4-1 montre les 
fonctions qui nécessitent plus d’un réticule pour être implantées dans le silicium.  
 
Comme il a été expliqué au chapitre 2, il existe 2 types de chaînes intercellulaires. Il y a les 
chaînes intercellulaires “inter-réticulaires” et les chaînes “intra-réticulaires”. Ces dernières  
sont limitées à un seul réticule. Les cellules d’entrée et de sortie du flux de données sont 
incluses dans un seul et même réticule. La chaîne ne visite aucun autre réticule. La chaîne 
inter-réticulaire relie un ou plusieurs réticules. La chaîne peut entrer par un réticule et sortir 
dans un réticule voisin à partir des liens inter-réticulaires. Cette méthode n’est pas triviale à 
réaliser en pratique, car les réticules sont indépendants et communiquent par le biais d’un 
pont de communication qui ne garantie aucune synchronisation entre les signaux de deux 





4-1 Structure de la chaîne inter-cellulaire. 
4.2.2 Le niveau Réticule  
Dans les procédés standards de fabrication de circuits intégrés, il existe un écartement 
(“scribe line”) entre les réticules pour permettre le cisaillement de la gaufre. Pour avoir un 
circuit de la taille d’une gaufre, cet écartement peut être éliminé et les réticules doivent être 
reliés par des traces de métal. Par conséquent, ces traces de métal font partie des ports 
d’entrée/sortie du réticule, en plus des ouvertures (NanoPads) du dessus. L’autre façon 
d’interfacer avec le réticule est par des trous gravés dans le silicium (Through Silicon Via, 
TSV) par le dessous. C’est par ces TSV que l’alimentation en puissance (VDD3.3, VDD1.8 
et GND) et les ports JTAG sont connectés. La figure 4-2 montre comment sont connectés 
les ports JTAG avec les cellules d’entrée et de sortie du réticule. La figure 4-2 de droite est 





4-2 Structure interne du réticule. 
 
La structure du fichier VHDL du réticule est générique. Cela signifie qu’il suffit de définir 
comme paramètre la grandeur “n” en terme de nombre de cellules dans une dimension du 
réticule pour simuler automatiquement un réticule d’une dimension nxn avec tous les ports 
d’entrée/sortie des cellules connectés entre eux. L’équipe a eu besoin d’un réticule 
générique parce qu’il était impossible de savoir exactement combien de cellules allait 
contenir le réticule final pour le premier prototype. De plus, l’aspect générique du réticule a 
bien servi, car le TestChip v1 contient 3x3 cellules, le TestChip v3  contient 8x8 cellules et 
le WaferIC en contiendra 32x32.  
 
4.2.3 Le niveau Cellule  
Le module “cell_top” est celui qui comprend la définition de l’architecture de tous les 
modules analogiques et numériques contenus dans une cellule. Les modules analogiques 
sont définis en tant que boîtes noires pour le placement/routage. Cela inclut aussi les 
connexions aux cellules voisines pour acheminer les signaux JTAG et le contrôle externe. 




reste du système. Les lignes des répéteurs des crossbars ne sont pas représentées pour 
simplifier la représentation. Les lignes ont plutôt été représentées au niveau wr_cell_top, 
qui est l’enveloppe du cell_top. 
 
4-3 Architecture interne de la cellule. 
 
Une description détaillée du crossbar et du WaferNet a déjà été faite au chapitre 3. Par 
contre, le lien entre le CLC (cell logic core) et le crossbar n’a pas été expliqué. En fait, le 
CLC gère la redirection des données de configuration provenant du logiciel de contrôle du 
WaferIC. Par conséquent, si le contrôleur externe désire programmer le crossbar, il doit 
utiliser les instructions JTAG pour configurer le CLC pour qu’il puisse être en mode 
décalage du crossbar courant. Une fois le mode activé, les données de configuration 
provenant de l’extérieur du WaferIC sont automatiquement redirigées vers la chaîne “scan” 
du crossbar.  
4.2.3.1 Le module “cell_logic_core” 
Le même principe s’applique pour la configuration des NanoPads. La figure D.1 de 
l’annexe D montre de manière détaillée ce qui avait été esquissé aux figures 2-3 et 2-4 du 




Le registre d’instruction est très important. Il permet d’activer des modes à l’aide du 
décodeur d’instructions. Ce registre définit le mode d’accès aux chaînes de scans. L’accès 
au registre bypass peut également être activé par le décalage d’une instruction dans le 
registre d’instructions. Le registre bypass sert à accélérer l’accès aux cellules suivantes 
dans la chaîne inter-cellulaire.  
 
Il y a 4 chaînes de “scan” incluses dans chacune des cellules. Deux chaînes sont dédiées au 
crossbar. La chaîne nommée “tc” sert au test du crossbar. La chaîne “cr” permet de 
configurer le crossbar. Deux autres chaînes (“na” et “cd”) servent à configurer 
respectivement les NanoPads et à activer le mode de détection de contact. De plus, la 
chaîne “cd” sert à capturer l’information résultant de la détection d’un contact entre les 
billes des circuits intégrés en contact avec le WaferIC et les NanoPads. Le Tap controller 
sert à contrôler le décalage des données dans les registres de scan. Il y a donc 4 chaînes de 
scan à l’intérieur de chaque cellule, mais chaque cellule peut accéder aux chaînes de scan 
des 4 cellules voisines. Il y a 5 cellules accessibles au CLC (4 cellules voisines et la cellule 
courante) avec 4 chaînes de “scan” par cellule pour un total de 20 chaînes de “scan” 
accessibles par le CLC. Chaque accès à une chaîne de “scan” doit être activé par une 
instruction décalée dans le registre d’instructions. 
 
Le registre de destination est représenté sur le schéma par la boîte “dest_register”. Ce 
registre sert à configurer le multiplexeur jtag_out_mux. Ce multiplexeur permet de 
contrôler la destination du flux de données pour la configuration de la prochaine cellule de 
la chaîne inter-cellulaire (décrit au chapitre 2).  
 
Les modules “ext_ctrl_out_mux” et “ext_ctrl_in_mux” servent à gérer la sortie et l’entrée 
des flux de bits allant vers des cellules voisines ou en provenance des cellules voisines. Ce 
sont des boîtes du schéma bloc qui contiennent des multiplexeurs programmables à travers 




4.2.4 Le niveau NanoPad  
Le NanoPad inclut un plot et les circuits qui permettent la communication avec l’extérieur 
du WaferIC. Un module VHDL a été codé pour représenter les NanoPads comme un tout. 
C’est le module wr_nanopads schématisé à l’annexe D (fig. D.2). Dans le module 
“NanoPads” sont inclus les circuits analogiques de l’étage d’entrée et de sortie nommé le 
“io_buffer”. Chaque cellule possède une matrice de 4x4 NanoPads. Les NanoPads 
communiquent directement avec le crossbar en passant par un étage de multiplexeurs 
configurables.  
 
Les multiplexeurs, les chaînes de scan et la matrice de NanoPads font partie d’une entité 
VHDL nommée “wr_nanopads”. Une seule cellule ne peut utiliser que 2 NanoPads en 
même temps pour le routage des signaux de données. Par conséquent, les multiplexeurs 
sélectionnent au plus 2 signaux d’entrée provenant des NanoPads ou bien 2 signaux de 
sortie en direction des NanoPads. Les multiplexeurs d’entrée “in_bx_mx” (Fig.D.2) et les 
multiplexeurs de sortie “out_bx_mux” sont configurables par l’utilisateur. En effet, le 
signal de sélection est contrôlé par des registres “scan” connectés au système de 
configuration UCIC. Le module “wr_nanopads” fournit donc 2 signaux “out_bx” au 
crossbar local. Celui-ci redirige ces signaux vers le “WaferNet”. De plus, le module 
“wr_nanopads” reçoit 2 signaux “in_bx” en provenance du crossbar local pour les rediriger 
en sortie vers les NanoPads. 
 
La figure D.2 de l’annexe D illustre les NanoPads identifiés par un numéro d’instance qui 
est fonction de l’ordre de chaînage des NanoPads dans la cellule. Pour économiser des 
ressources de routage, il a été décidé d’entrelacer les NanoPads entre eux. Au niveau 
logiciel, les NanoPads sont identifiés d’une manière plus intuitive par un système de 
coordonnées (x,y). C’est au niveau logiciel que se fait la conversion entre les coordonnées 





Le module “wr_nanopads” s’occupe aussi du multiplexage d’un autre signal, nommé 
“oe_wr_na”. Ce signal permet de contrôler la fermeture de l’étage de sortie des NanoPads. 
Cette fonctionnalité permet d’obtenir un certain niveau de bidirectionnalité entre les 
broches des circuits intégrés déposés sur le WaferIC. Encore une fois, au maximum 
2 signaux de contrôle peuvent être redirigés vers les NanoPads. 
4.2.4.1 La structure interne du NanoPad 
Les 16 NanoPads de la cellule sont chaînés ensemble par 2 chaînes de “scan”. La première 
chaîne “na” permet de configurer l’état du module “io_buffer”. La seconde chaîne “cd” 
permet de capturer les données provenant des “boundary scan” intégrés dans chaque 
NanoPad et les résultats du test de court-circuit entre le NanoPad et la broche d’un circuit 
intégré (“na_rd_tpt_reg”). La structure interne du NanoPad est montrée à l’annexe D, figure 
D.3.  
 
Sur la chaîne “na”, il y a un total de 8 bits de configuration pour le NanoPad, ce qui donne 
un total de 256 états possibles au niveau combinatoire. Par contre, ces 256 possibilités ne 
sont pas toutes utiles. Il y a 2 bits pour l’état du NanoPad indiqué par le registre “state_reg” 
sur la figure D.3. Les NanoPads peuvent être configurés en mode “data input”, “data 
output”, “GND” et “VDD”. Ces deux derniers états (GND, VDD) permettent de configurer 
le NanoPad pour qu’il puisse alimenter les circuits intégrés déposés sur le WaferIC. Le 
registre “level_reg” permet de configurer la transmission de données ou la puissance à un 
niveau de tension 3.3V ou 1.8V. Le “na_wt_tpt_reg” permet de configurer le mode de 
détection de contact entre le NanoPad et la broche du circuit intégré. Les registres 
log_level_reg, static_oe_reg et dyna_oe_reg permettent de gérer le signal “oe, 
output_enable” de l’étage entrée/sortie du NanoPad.  
4.3 L’environnement de covérification 
Il ne suffit pas de simplement coder la structure interne d’un modèle numérique avec un 




consiste à vérifier si les résultats générés par le modèle numérique correspondent aux 
résultats attendus, c’est-à-dire aux spécifications. Dans le cas du design du WaferIC, il faut 
faire encore plus. Il faut s’assurer que le matériel soit capable de recevoir les commandes 
provenant du logiciel et il faut s’assurer que le logiciel soit capable de bien commander au 
matériel. En d’autres mots, il s’agit de développer des routines bas-niveau logiciel avant la 
fabrication du circuit et il faut tester le matériel qui n’existe pas encore physiquement face 
aux exigences d’un logiciel en cours de développement. Ce processus s’appelle la 
covérification.  
 
Pour être plus précis, le système de vérification dédié au WaferIC doit être capable de 
valider trois types de fonctionnalités qui impliquent à la fois une maîtrise logicielle et 
matérielle du processus :  
 
1- Validation au niveau logiciel des algorithmes de diagnostic  Comme il a été expliqué 
aux chapitres 2 et 3, il est essentiel de tester et diagnostiquer le circuit pour permettre la 
tolérance aux fautes. Les techniques de diagnostic proposées dans ce document sont basées 
sur un “test controller” qui peut être implanté à l’aide d’un logiciel embarqué dans un 
processeur ou bien sur un ordinateur externe en communication constante avec le WaferIC. 
Ainsi, les commandes envoyées par le contrôleur de test peuvent être codées et validées 
avant la fabrication du circuit. Ainsi, l’environnement de vérification permet la validation 
de ces algorithmes.  
 
2- Validation au niveau logiciel des routines de configuration  Le WaferIC doit être 
configuré de manière précise pour relier entre eux les circuits intégrés déposés à sa surface. 
Il faut configurer adéquatement les NanoPads et les crossbars, et mettre en place la chaîne 
inter-cellulaire pour atteindre les cellules intérieures du réticule. La configuration est 
contrôlée par des routines bas-niveau JTAG qui émulent le comportement JTAG du 
système. Ainsi, le logiciel génère les flux de bits JTAG nécessaires pour configurer les 





3- Validation des routines de test du TestChip V1.0  Si un circuit n’est pas testable, il ne 
peut pas être fonctionnel. Il est très important d’être capable de tester la testabilité du 
WaferIC avant que le premier prototype soit fabriqué. Puisque le contrôle des séquences de 
test provient lui aussi d’un logiciel, il faut utiliser la covérification dans la stratégie de 
développement.  
 
4- Validation des routines de détection de contact  Il existe un algorithme optimisé de 
détection de court-circuit entre les NanoPads. La description détaillée de cet algorithme va 
au-delà du sujet couvert par ce mémoire.  
4.4 Conclusion 
Dans ce chapitre, la structure hiérarchique du code VHDL utilisé pour réaliser le TestChip 
V1.0 a été expliquée ainsi que la méthode de covérification. Pour plus de détails sur la 
méthode de vérification utilisée, il faut consulter deux documents. Le premier document est 
un article de conférence publié par l’auteur de ce mémoire, qui a été ajouté à l’annexe E. Le 
deuxième document est l’annexe A qui montre en détail le flot de travail pour la 









CHAPITRE 5. RÉSULTATS DU TESTCHIP V1.0 
5.1 Introduction 
La conception du WaferIC a été réalisée par une équipe de concepteurs composée 
principalement d’étudiants à la maîtrise et un post-doctorant. De plus, le projet 
DreamWafer est un projet complexe incluant plusieurs phases s’échelonnant sur plus de 
2 ans et il continue d’être actif en date de publication de ce mémoire. Mes contributions à 
ce projet se situent à plusieurs niveaux :  
1- conception et réalisation du PCB pour le test du “testChip V1.0” (le circuit d’essai 
V1); 
2- conception de l’architecture tolérante aux fautes du système de programmation du 
WaferIC;  
3- programmation de routines logicielles bas-niveau pour la configuration JTAG du 
WaferIC; 
4- conception d’algorithmes de diagnostic du WaferNet; 
5- écriture du logiciel de génération des vecteurs de test pour TestChip V1 et V3; 
6- conception de l’environnement de vérification.  
 
Toutes ces contributions font partie intégrante du système. La première partie de ce chapitre 
présente les résultats apportés par l’environnement de vérification. Ensuite la deuxième 
partie de chapitre présente le résultat principal du travail dans ce projet de maîtrise qui est 
la réalisation du circuit d’essai V1 en tant que prototype physique, testable et complet. 
  
 
5.2 Environnement de vérification pour les technologies associées au WaferIC 
La vérification fonctionnelle consiste à vérifier chaque fonctionnalité (caractéristiques) par 
un ou plusieurs cas de test (“test case”). Les détails d’implantation de la méthode de 




d’expliquer et de commenter les résultats de la vérification, puisque beaucoup d’efforts ont 
été investis dans cette partie du projet. 
 
Un total de 379 tests de vérification a été effectué pour tester le système de programmation 
JTAG avec un ensemble de routines logicielles bas-niveau pour le contrôle JTAG. Chaque 
test a été intégré dans un script de régression. À chaque fois qu’une modification est 
effectuée dans le code source au niveau RTL ou bien au niveau des routines logicielles de 
base, le script de régression est ré-exécuté pour s’assurer que la modification ne fait pas 
apparaître d’autres bogues ailleurs dans le système. Plus de détails ont été intégrés dans 
l’annexe A sur le flot de travail associé aux tests de régression. 
 
Une synthèse de tous les tests de vérification a été incluse à l’annexe F. Cette annexe 
présente un tableau synthétique de tous les tests de vérification effectués pour le circuit 
d’essai V1. 
 
Notons que la conception et la réalisation d’un cas de test pour le WaferIC et pour le circuit 
d’essai v1 consiste en 5 tâches :  
1- Il faut commencer par mettre en place une routine de génération automatique de 
vecteurs de test pour ce cas.  
2- L’étape suivante consiste à s’assurer que le cas de test est exécutable dans 
l’environnement de vérification. Il faut être capable d’appliquer de manière 
synchrone les vecteurs de test sur le modèle RTL et de capturer les résultats générés 
par le modèle.  
3- La troisième étape consiste à ajouter des routines d’auto-vérification du test. Si 
l’environnement de vérification a accès aux données générées suite à l’application 
d’un cas de test sur le modèle, il devient possible de prouver automatiquement 




4- Ensuite, invariablement, des bogues apparaissent. Cette étape consiste donc à 
“déverminer” le modèle RTL suite aux problèmes détectés par le cas de test. La 
source des bogues peut être la routine de génération de vecteur de test ou bien peut 
provenir de l’environnement de vérification lui-même ou de l’auto-vérification.  
5- La dernière étape consiste à intégrer le cas de test dans le test de régression. Une 
fois le test intégré dans le script de régression, ce script est ré-exécuté.  
 
À remarquer que chacune des étapes est identifiée par une colonne dans le tableau de 
l’annexe F. Un point est donné pour la complétion d’une étape de développement d’un cas 
de test pour un total de 5 points par cas de test. Cette méthode permet d’évaluer l’état 
d’avancement du projet de vérification.  
 
Leçons apprises :  
 
1- Un principe bien connu par les spécialistes en vérification matérielle est le suivant : 
l’effort que met un développeur matériel pour faire le design d’un modèle ne représente 
qu’environ 25% du temps total. Le reste du temps étant dédié à la vérification 
matérielle et au débogage [6]. Par conséquent, en moyenne, 3 fois plus de temps est 
dédié à la vérification qu’au design du système. Ce principe a été observé durant le 
projet pour la réalisation de la partie matérielle.  
2- Il a été possible durant le projet de noter la provenance du bogue une fois trouvé et 
corrigé, ce qui a permis d’accumuler des statistiques. Il a été remarqué qu’environ 10% 
des bogues provenaient du modèle VHDL lui-même. De plus, 2 bogues importants ont 
été trouvés dans la version post-synthèse Verilog. Environ 30% des bogues proviennent 
du générateur de vecteur de test, 30% de l’environnement de vérification lui-même et 
30% proviennent des routines d’auto-vérification. Parmi les 10% des bogues trouvés 
dans le RTL, tous étaient des bogues subtils et difficiles à détecter. Même si la plupart 




logiciel (90%), les bogues trouvés dans le matériel étaient d’une importance 
primordiale. De plus, le script de régression avait pour but de tester les routines de bas 
niveau JTAG qui génèrent les vecteurs de test. Cette bibliothèque de routines sera 
réutilisée durant le projet DreamWafer par la partie logicielle de l’équipe. C’est 
pourquoi l’utilisation d’un système de vérification est très importante pour s’assurer 
d’un design d’une grande qualité au niveau logiciel. Cette même bibliothèeque permet 
d’accélérer le temps de développement de la partie logicielle en commençant l’effort de 
test logiciel avant que le circuit physique n’existe effectivement.   
3- Même si le test de régression contient un grand nombre de cas de test, le circuit d’essai 
v1 a fait ressortir 1 seul bogue qui provenait d’une erreur non détecté dans le modèle 
RTL. Tous les détails au sujet des bogues détectés dans le circuit d’essai V1 sont 
expliqués dans la section 5-3. La raison pour laquelle le bogue n’a pas été détecté est la 
suivante : tous les tests de régression étaient auto-vérifiants. Or, le test qui aurait dû 
détecter le bogue n’observait pas les bons signaux. En d’autres mots, les signaux dans le 
cône d’influence généré par le défaut n’étaient pas observés par le test de vérification. 
Cette erreur est humaine. Il aurait fallu être plus vigilant et s’assurer que tous les 
signaux importants soient observés.  
5.3 Test du circuit d’essai v1 
Le circuit d’essai V1 est une matrice de 3x3 cellules unitaires du WaferIC (Fig. 5.3). C’est 
en quelque sorte une version miniature du WaferIC où la plupart des fonctionnalités du 
WaferIC peuvent se valider sans être obligé d’avoir un prototype dispendieux incluant une 
tranche entière de silicium. Chaque cellule contient 4x4 NanoPads, ce qui donne un damier 
de 12x12 NanoPads. Parmi les 144 NanoPads, seulement 22 sont accessibles pour le test. 
Les autres ne sont pas accessibles, car ils n’ont pas été soudés sur les broches de sortie de la 
puce. Cinq signaux de contrôle JTAG permettent la programmation du TestChip v1 et deux 
niveaux de tension (3.3V et 1.8V) sont nécessaires pour alimenter en puissance le circuit 




partie numérique du circuit intégré utilise des cellules normalisées de la bibliothèque de la 
société Artisan.  
 
5-1 Photo du dé de silicium du TestChip v1 
Une carte de test dédiée au circuit de test a été conçue par l’auteur de ce mémoire avec 
l’aide de Nicolas Mayer. Cette carte de test (Fig. 5-2) est connectée à un micro-contrôleur 
qui permet de transmettre des signaux de commande JTAG au circuit d’essai v1. Le micro-
contrôleur a été programmé par Étienne Lepercq et Philippe Aubertin. Il est connecté à un 
ordinateur et un logiciel qui permet de commander l’envoi de vecteurs de test. Le micro-
contrôleur joue ainsi le rôle d’interface.  
 





Le circuit est placé dans une embase à insertion rapide qui permet de  remplacer les circuits 
sous test sans endommager la carte de test. Les tests effectués sont de deux types. 
Premièrement, une série de tests analogiques a été effectuée pour détecter la présence 
éventuelle de courts-circuits dans les chips. D’autres tests analogiques plus avancés comme 
des mesures d’impédance sur les broches d’alimentation ont été effectués. Ensuite, les tests 
numériques les plus simples ont été appliqués sur le circuit.  
 
Protocole de mesures et de tests : tous les signaux transmis au circuit sous test sont 
enregistrés par un analyseur logique qui donne toute l’information nécessaire au diagnostic 
des pannes. Un plan de test a été préalablement mis en place et testé sur l’environnement de 
covérification. Le test au niveau numérique a donc consisté à appliquer les vecteurs de test 
et à mesurer les résultats sur le circuit. Pour valider le comportement du WaferNet, des 
signaux ont été injectés dans les NanoPads accessibles depuis les broches du circuit sous 
test. Les signaux injectés dans les NanoPads ont été générés par des générateurs 
programmables d’ondes. Ces signaux entrant et sortant du WaferNet sont observés avec des 
oscilloscopes numériques. La figure 5-3 montre les résultats de ce test sur l’oscilloscope 
dans le laboratoire de test. Le courant passant par les broches d’alimentation (VDD) ainsi 
que par la mise à la terre (GND) ont été mesurés ainsi que le courant passant par les 
NanoPads configurés en mode VDD3.3V.  
 
5.3.1 Résultat du test fonctionnel du TestChip 
Le circuit d’essai v1 émule le comportement à petite échelle d’un WaferIC qui se 
déploie sur la totalité de la surface active d’une tranche de silicium. Le WaferIC étant 
composé d’une mer de cellules, mais seulement une matrice de 3x3 cellules est 





Tester le système JTAG de programmation implique la création d’une chaîne intercellulaire 
comme expliqué aux chapitres 2 et 4. Les données entrent par une cellule du WaferIC de 
réception des données et sortent par une cellule de transmission des données (voir figure 
2-1et 2-2). Cette fonctionnalité est critique, car tout dans le système du circuit sous test doit 
être configuré par la chaîne JTAG avant d’être testé. Si le système de programmation JTAG 
ne fonctionne pas, le système entier n’est pas testable, donc non fonctionnel. Deux types de 
test ont été construits :  
 
1- Le test minimaliste intercellulaire Il établit une chaîne de balayage inter-cellulaire 
partant de la cellule de réception jusqu’à la cellule de transmission contenant le port 
tdo. Ces cellules étant des voisines, la chaîne intercellulaire ne contient que 
2 cellules.  
2- Le test de la chaîne intercellulaire prolongée  Cette chaîne passe à travers plus de 
2 cellules. Cette chaîne prouve la capacité du contrôleur de test de prendre le 
contrôle des “cellules internes” du circuit intégré sous test et de créer un chemin à 
travers chacune des cellules. Pour le cas du circuit 3x3, il est géométriquement 
impossible de traverser toutes les cellules avec une seule chaîne intercellulaire 
unidirectionnelle. Il faut donc plus d’une passe pour programmer toutes les cellules 
du circuit intégré.  
 
Quand le premier test minimaliste intercellulaire a été effectué, une valeur numérique ‘1’ à 
3.3V a été observée sur le port de sortie JTAG tdo à la fin du test. Par contre, l’état du port 
de sortie s’est avéré être collé à ‘1’. Après une investigation, il a été prouvé que le port tdo 
n’a pas été relié au bon port du module interne numérique. À la place, le tdo du TestChip 
v1 a été connecté à un signal interne de contrôle. En réaction à cette erreur de conception 
diagnostiquée, un nouveau cas de test a été développé pour contrôler le signal interne 
connecté au tdo. Or, l’expérience nous a montré que c’était bien le signal interne qui était 




résultats expérimentaux. Pour surmonter cette erreur de design, la plupart des tests du plan 
de test ont été adaptés.  
 
5.3.2 La configuration du WaferNetTM et des NanoPads  
 
Le test du WaferNet implique de configurer plusieurs crossbars et  NanoPads. Au moins un 
NanoPad doit être configuré en entrée et un autre NanoPad doit être configuré en sortie. Les 
NanoPads configurés et choisis pour le test doivent être connectés aux broches du circuit 
sous test pour être observables avec les analyseurs logiques. Deux types de tests ont été 
effectués sur le WaferNet :  
- Huit tests ont été effectués pour tester le WaferNet en utilisant des NanoPads 
spécifiques comme entrée et sortie. Un seul chemin reliant l’entrée et la sortie est 
créé dans le WaferNet.  
- Un test a été configuré pour tester le WaferNet incluant l’activation de tous les 
crossbars et de tous les NanoPads configurés en sortie.  
 
Durant le test, les NanoPads ont été configurés pour fournir la tension 3.3V. Une 
défectuosité a été trouvée dans le circuit d’essai v1. En effet, les NanoPads du ce circuit 
sont incapables de fournir une tension de 1.8V comme sortie pour les signaux et pour la 
tension d’alimentation. L’erreur dans le code VHDL causant cette défectuosité a été 





5-3 Propagation du signal dans le WaferNet du TestChip V1.0 
 
Un courant de fuite a été détecté dans le circuit. Selon le diagnostic d’Olivier Valorge fait à 
partir des données expérimentales, le courant de fuite pourrait s’expliquer de la façon 
suivante. Les entrées flottantes des répéteurs situés sur les bords du réticule sont connectées 
à des diodes polarisées en inverse pour décharger les nœuds flottants. Le courant de fuite au 
travers de l’oxyde de grille des transistors pour la technologie 0.18 μm pourrait être 
supérieur ou du même ordre de grandeur que celui de jonctions pn. Un rapport d’impédance 
pourrait alors établir un potentiel suffisant aux entrées d’une grande proportion des 
répéteurs pour les activer dans le mode qui produit un important courant de courts-circuit.  
 
Le test du circuit d’essai v1 est un très important jalon dans le projet DreamWafer et les 
résultats positifs obtenus montrent clairement qu’il est possible de créer un circuit avec un 
réseau configurable tel que le WaferNet. Les tests analogiques et numériques effectués sur 
le circuit d’essai confirment l’efficience et le bon fonctionnement du circuit en rapport avec 
les caractéristiques suivantes :  
 Configuration et propagation au travers du Crossbar configurable numérique 




 Étage d’entrée/sortie configurable 
 Architecture JTAG interne (“full-custom”) dédiée à la programmation du WaferIC.  
 
De plus, le circuit d’essai v1 a permis de mettre en lumière les dysfonctionnements au 
niveau numérique et analogique, ce qui permettra à l’équipe de réparer ces défauts pour une 














Ce mémoire a présenté les travaux de recherche liés au projet DreamWafer dans le but de 
créer un système numérique sur la totalité de la surface d’une tranche de silicium. Le 
WaferIC est un circuit monolithique qui utilise la totalité de la surface active de silicium 
pour le prototypage rapide de système numérique. Le concept est le suivant : une plate-
forme de prototypage doit arriver à interconnecter les CDSP (circuit discret sous 
prototypage) déposés à la surface d’un circuit intégré à l’échelle de la tranche. Ce circuit 
géant doit interconnecter numériquement les broches des CDSP par le biais de son réseau 
interne d’interconnexion programmable. Ainsi, il est possible de créer une panoplie de 




numérique reconfigurable. L’architecture du WaferIC est très originale et est protégée par 
un brevet [27]. Elle consiste en l’utilisation d’une mer de cellules identiques pour créer par 
juxtaposition un réseau reconfigurable et un quadrillage de plots configurables nommés 
NanoPads. Les NanoPads sont des plots très petits qui peuvent se configurer en mode 
puissance (VDD,GND) ou en mode signal (Input, Output) pour permettre aux signaux du 
système de CDSP d’échanger des signaux ou pour alimenter en puissance les CDSP.  
 
La technique de conception utilisée pour le WaferIC consiste à juxtaposer des cellules 
identiques. Les cellules sont différenciées par le contenu de leur mémoire interne lors de la 
programmation du système. Cette mémoire sert à configurer l’état des nanopads (VDD, 
GND, IN, OUT, INOUT, etc) et à configurer le réseau interne du WaferIC nommé 
WaferNet. La régularité structurale du WaferIC permet de simplifier le design d’un circuit 
qui se déploie sur toute la surface active d’une tranche de silicium. Chaque cellule possède 
la capacité de détecter des contacts entre les NanoPads et les CDSP et permet d’envoyer ces 
informations à un logiciel de contrôle qui interagit avec un usager.  
 
 
Le WaferNet est un maillage multidimensionnel régulier. Chaque cellule est connectée à 
ses 4 voisins et à ses voisins distants de plusieurs cellules dans chaque direction. Chaque 
cellule contient un crossbar programmable pour rediriger les signaux en fonction des 
requêtes de l’usager.  
 
Pour arriver à concevoir cette technologie, il faut pouvoir la définir, la simuler et la valider. 
Une contribution de ce mémoire est de démontrer la faisabilité de la simulation du WaferIC 
et vient montrer en détail l’architecture interne de la cellule. Une autre contribution a aussi 
été au niveau de la vérification fonctionnelle méthodique du WaferIC en utilisant le 
SystemC et dans le codage d’un émulateur logiciel du protocole JTAG adapté aux besoins 




cette contribution consiste simplement en l’application des principes de la co-vérification 
au processus de conception du WaferIC. La co-vérification étant la possibilité de vérifier un 
logiciel avant que le matériel n’existe physiquement et vérifier que le matériel peut 
exécuter effectivement le logiciel en cours de conception.  
 
Pour que cette technologie soit viable commercialement, il est primordial d’utiliser des 
techniques de tolérance aux fautes qui soient le plus économe possible du point de vue de la 
consommation de surface. La tolérance aux fautes permet justement de créer un circuit 
fonctionnel en présence de fautes que l’on sait inévitables pour les circuits à l’échelle de la 
tranche.  Les techniques de tolérance aux pannes font partie des principales contributions de 
ce mémoire. Les techniques de tolérance aux pannes proposées dans ce document sont 
originales et font l’objet d’une divulgation.  Les techniques de tolérance aux pannes ont été 
appliqué principalement à 2 sous-ensembles du WaferIC : le système de configuration 
JTAG et le WaferNet.  
 
 
Au niveau du système de communication sérielle JTAG, deux solutions originales 
complémentaires ont été proposées pour rendre tolérant aux défauts un système de 
communication sérielle JTAG. Ces solutions font l’objet d’une divulgation en cours 
d’approbation.  Le système de communication sérielle JTAG a pour fonction de configurer 
le réseau interne (NoW, Network on Wafer) et les entrées/sorties du WaferIC (les 
NanoPads) pour émuler les circuits au niveau système défini par l’usager. De plus, ce 
système JTAG permet de rendre efficacement testable/diagnosticable le système.  Le 
principe de diagnostic pour éviter les zones défectueuses du circuit a été appliqué pour le 
système JTAG. Il s’agit de créer un système capable de configurer à volonté une chaîne 
JTAG intercellulaire suffisamment versatile pour éviter les zones défaillantes du circuit.  




Intercellular Chain) a non seulement été simulée, vérifiée, mais a aussi été testée/validée 
physiquement sur un vrai circuit intégré.  
 
Au niveau du WaferNet, il s’agit de reconfigurer intelligemment le réseau interne en 
fonction de la connaissance des zones dysfonctionnelles du circuit. Pour reconfigurer 
intelligemment le système, il faut un diagnostic le plus complet et le plus rapide possible 
pour trouver et éviter les fautes dans le circuit. Une méthode originale a été proposée pour 
le diagnostic du WaferNet qui consiste à se baser sur une adaptation de la méthode du 
“walking-one” pour tout type de réseau régulier de crossbar programmable. Cette méthode 
originale a été validée au niveau théorique, publiée dans un article de conférence [4] et 
implantée au niveau matériel pour la version du TestChip v3 qui a été soumise pour 
fabrication en septembre 2009 à Tower Inc. Ce circuit de test sera plus grand que le premier 
(8x8 cellules pour la version 3 contre 3x3 pour la version 1.0) et permettra de ce fait de 
tester plus en profondeur les algorithmes de diagnostic proposés dans ce document. De 
plus, plusieurs versions optimisées des algorithmes de diagnostic proposés dans ce 
document sont en train d’être écrites pour faire l’objet d’une divulgation. Par contre, une 
nouvelle méthode originale et optimisée de diagnostic du WaferNet a tout de même été 
proposée pour faire partie des contributions de ce mémoire.  
 
Avec un système de configuration fonctionnel sur la puce de test, il a été possible de valider 
l’intégrité de la configuration du WaferNet et de la configuration des NanoPads sur un 
circuit de test physique. Il a été possible de tester la partie analogique de la puce de test 
pour détecter quelques problèmes potentiellement dangereux pour un WSIC. L’architecture 
cellulaire programmable a été testée physiquement avec succès sur un circuit de test 
fabriqué à partir de la CMC. Les crossbars programmables, les circuits de détection de 
contact CDSP/Nanopads ont été testés avec succès. Il a été démontré qu’il était possible de 
propager des signaux dans le réseau WaferNet. Quelques bogues numériques mineurs ont 





Du point de vue académique, le projet sera un succès si l’équipe DreamWafer qui a 
considérablement grossi ces derniers mois arrive à faire fonctionner un premier WaferIC 
dans la plate-forme de prototypage WaferBoard. Il reste encore beaucoup de chemin à faire 
avant d’arriver à ce succès. Les travaux de recherche sur l’aspect numérique du WaferIC ne 
se terminent pas avec ce mémoire. Il reste un nombre considérable de découvertes et de 
savoir à acquérir pour maîtriser à un niveau avancé certains aspects et problématiques que 
soulève le design d’un système aussi unique que le WaferIC. Par exemple, en se limitant à 
énumérer les aspects numériques : 
 Comment créer un système de minimisation du biais de synchronisation pour les 
arbres d’horloges qui seront “routés” dans le WaferNet?  
 Comment arriver à diagnostiquer des problèmes de défauts dynamiques, causés par 
exemple par le crosstalk et le bruit dans le WaferNet? 
 Comment créer des bus performants et bidirectionnels de signaux numériques dont 
le direction de transfert des signaux est encodée dans le protocole? 
 Comment ajouter des assertions configurables dans le WaferBoard pour détecter des 
erreurs dans les systèmes sous test déposés sur le WaferIC?  
 Comment ajouter d’une manière efficace de la logique programmable dans le 
WaferIC et quelles seraient les applications possibles? 
 Comment transformer le WaferIC en un “green meter”, c’est-à-dire en un système 
capable de mesurer le courant et la puissance consommés par un design inséré dans 
le WaferBoard?  
 
Le projet évolue tellement vite que d’ici quelques mois, de nouvelles problématiques 
passionnantes vont peut-être émerger de la vision et de l’imagination des chercheurs de 
l’équipe DreamWafer. De ces réflexions émergeront peut-être les prémisses d’une nouvelle 
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ANNEXE A – FLOT DE TRAVAIL POUR LA VÉRIFICATION DU TESTCHIP 
Objet 
Ce document s'adresse à toute personne désireuse de comprendre en détail la méthodologie 
globale de travail utilisée pour vérifier et surtout exécuter les modèles RTL et “post-
layout” pour le TestChip 1. Ce document vient compléter les informations déjà données 
par Étienne Lepercq en montrant le flot de travail global pour le TestChip v1. Ainsi, une 
personne voulant reproduire les résultats déjà atteints par l'équipe de design numérique 
peut utiliser ce document pour s'orienter. 
 
Flot de travail global et structure du document 
La vérification se fait à partir de 3 niveaux hiérarchiques. Ces trois niveaux sont le niveau 
wr_nanopad, le niveau cellule (cell_top) et le niveau réticule (réticule). Chaque test se 





Chaque niveau hiérarchique est testé par un script de régression comprenant plusieurs test 
cases. Chacun de ces test cases comprend un ensemble de tests spécifiques pour une 
situation ou une configuration du circuit en particulier. Comme le montre la figure 1, la 
section 3 de ce document porte sur la vérification du niveau hiérarchique wr_nanopads 
  105 
 
 
(lire wrapper nanopads), la section 4 porte sur la vérification et l’exécution du niveau 
cellule et la section 5 porte sur la niveau réticule.  
Le document 08.07.22.Regression.doc décrit en détail comment utiliser le script de 
régression global permettant de choisir plusieurs scénarios de test possibles. Le script 
automatise le test de chaque niveau d’abstraction et compile les résultats dans un seul 
fichier.  
Procédure de vérification du niveau wr_nanopads 
Le niveau hiérarchique wr_nanopads se trouve dans le répertoire  
REP_PROJET$1/DreamWafer/trunk/nanopads/ et le code source associé 
au script d’exécution ModelSim se trouve dans le répertoire :  
REP_PROJET$/DreamWafer/trunk/nanopads/sw/bin  
La même logique d’arborescence s’applique dans les autres branches du 






La figure 2 montre une procédure de vérification. Les sections 3.1 à 3.4 viennent décrire en 
détail comment répéter toutes les étapes montrées sur le flot de travail.  
 
                                                 
1 REP_PROJET$ = le répertoire où l’on a fait un «svn checkout du projet DreamWafer  
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Compilation SystemC et VHDL  
La compilation du système de vérification se fait en 2 étapes. La première étape est la 
compilation du code VHDL qui se fait à l’aide d’un script nommé compile_vhdl_wic.do. 
Pour exécuter le script, il faut ouvrir une fenêtre ModelSim dans le répertoire 
/nanopads/sw/bin et taper  
>> do compile_vhdl_wic.do 
Pour compiler le systemC, il faut ouvrir une fenêtre ModelSim et taper la commande 
suivante :  
>> do compile_test_env.do 
La compilation doit durer plusieurs minutes. Une fois la compilation passée avec succès, le 
modèle est prêt à être exécuté. Pour exécuter un test case en particulier, il faut consulter la 
section 3.3. 
Exécution du test de régression 
Un script de régression global existe, mais l’usager peut choisir d’exécuter un seul script 
de régression comprenant l’ensemble des test cases d’un niveau hiérarchique donné. Pour 
ce faire, il suffit d’utiliser un script python nommé regression_script_jt.py. Pour l’exécuter, 
il faut taper dans le terminal la commande suivante : 
>> cd REP_PROJET$/nanopads/sw/bin 
>> python regression_script_jt.py 
Les résultats du test de régression s’affichent à la ligne de commande et sont sauvegardés 
dans le fichier REP_PROJET$/nanopads/sw/log/global_wrna_regression.log.  
 
Exécution d’un test spécifique 
Puisque ce sont les modules SystemC qui contrôlent le test du modèle VHDL, c’est dans 
un fichier SystemC que se trouve la description fonctionnelle des test cases. Pour le niveau 
wr_nanopads le fichier contenant la description détaillée des test cases est 
REP_PROJET$/nanopads/sw/src/wrna_testcases.cpp. 
Pour exécuter un test case en particulier, il faut choisir le nom du ”test case” dans la liste 
des ”test cases” contenue dans le fichier REP_PROJET$/reticle/sw/src/def_system.h et 
recopier ce nom dans le fichier REP_PROJET$/nanopads/sw/run/testcase.txt. Ensuite, dans 
la ligne de commandes de ModelSim, il faut exécuter un script qui lance la simulation. De 
plus, le script choisit les signaux à visualiser. Par exemple, le script 
debug_wr_nanopads_asic.do peut lancer une simulation avec la visualisation d’un grand 
nombre de signaux pertinents. L’environnement de vérification lit le fichier testcase.txt et 
active le code du ”test case” choisi.  
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Procédure de vérification du niveau cellule 
La procédure de vérification du niveau cellule est beaucoup plus complexe que le niveau 
hiérarchique wr_nanopads. La vérification au niveau cellule se fait à travers des ”test 
cases” qui passent à travers les fonctionnalités complexes du système de contrôle JTAG et 
les fonctionnalités du WaferNet. Le flot de travail pour la vérification comprend la 
vérification post-layout du code verilog final. La figure 3 montre le flot de travail.  
 
 
Les prochaines sections décrivent en détail la procédure à suivre pour refaire la vérification 
du code d’une cellule du DreamWafer. Le niveau hiérarchique de la cellule se trouve dans 
le répertoire  
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REP_PROJET$2/DreamWafer/trunk/cell/ et le code source associé au script 
d’exécution ModelSim se trouve dans le répertoire :  
REP_PROJET$/DreamWafer/trunk/cell/sw/bin  
Compilation SystemC et VHDL 
La compilation du système de vérification se fait en 2 étapes. La première étape est la 
compilation du code VHDL qui se fait à l’aide d’un script nommé compile_vhdl_wic.do. 
Pour exécuter le script, il faut ouvrir une fenêtre ModelSim dans le répertoire 
/nanopads/sw/bin et taper  
>> do compile_vhdl_wic.do 
Pour compiler le systemC, il faut ouvrir une fenêtre ModelSim et taper la commande 
suivante :  
>> do compile_test_env.do 
La compilation doit durer plusieurs minutes. Une fois la compilation terminée avec succès, 
le modèle est prêt à être exécuté. Une autre méthode simple pour compiler l’environnement 
systemC est d’utiliser un script python qui vient s’assurer que tous les fichiers de 
configuration du modèle sont adéquatement forcés à une valeur cohérente pour la 
simulation niveau cellule. Pour exécuter le script, il faut se rendre dans le répertoire /bin du 
niveau hiérarchique de la cellule et taper sur un terminal (et non dans ModelSim)  
>>python recompile_all.py 
Pour exécuter un test case en particulier, il faut consulter la section 4.3. 
 
Exécution du test de régression 
Il est possible de choisir d’exécuter seulement les test cases du niveau hiérarchique de la 
cellule. Pour ce faire, 2 scripts de régression existent. Ce sont les scripts suivants :  
REP_PROJET$/DreamWafer/trunk/cell/sw/bin/regression_script_jt.py  
REP_PROJET$/DreamWafer/trunk/cell/sw/bin/regression_script_wf.py  
Le premier exécute le test de régression associé au système de contrôle JTAG et le 
deuxième au WaferNet.  
Exécution d’un test spécifique 
Pour exécuter un test case en particulier, il faut choisir le nom du ”test case” dans la liste 
des ”test cases” contenue dans le fichier REP_PROJET$/reticle/sw/src/def_system.h et 
                                                 
2 REP_PROJET$ = le répertoire où l’on a fait un ”svn checkout” du projet DreamWafer  
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recopier ce nom dans le fichier REP_PROJET$/cell/sw/run/testcase.txt. Ensuite, dans la 
ligne de commande de ModelSim, il faut exécuter un script qui lance la simulation et 
choisit les signaux à visualiser. Par exemple, le script debug_cell_top.do peut lancer une 
simulation avec la visualisation d’un grand nombre de signaux pertinents. 
L’environnement de vérification lit le fichier testcase.txt et active le code du ”test case” 
choisi.  
Exécution du script de synthèse 
La synthèse de la cellule est expliquée en détail dans le document 08.07.22.RTL-
synthese.doc de Étienne Lepercq.  
Backend et modification du netlist verilog final 
Le script de synthèse de la cellule génère une netlist qui est ensuite envoyée au 
département backend de l’équipe DreamWafer géré par Olivier Valorge. Un script 
“backend” est exécuté dans l’environnement de travail d’Olivier pour générer un 2e netlist 
verilog plus complet appelé “netlist post-layout”. Ce netlist est soumis dans la structure de 
répertoire svn à l’emplacement suivant :  
REP_PROJET$/DreamWafer/trunk/cell/sw/backend/PR_data/wr_cell_top_PR.v  
Le répertoire PR_data contient aussi des fichiers d’annotations de délais pire cas, et 
typique (wr_cell_top_wr.sdf et wr_cell_top_typ.sdf).  
Le fichier wr_cell_top_PR.v n’est pas prêt à être simulé par ModelSim. Il faut effectuer 
une série de modifications. Ces modifications se font manuellement ou bien 
automatiquement avec le script de régression global décrit dans le document 
08.07.22.Regression.doc.  
Compilation verilog 
Une fois les modifications effectuées au fichier verilog post-layout, la compilation peut 
être effectuée. Pour compiler le fichier verilog, il suffit d’exécuter le script de compilation 
dans ModelSim. Pour ce faire, il faut se placer dans le répertoire bin du niveau cellule.  
>> cd REP_PROJET$/DreamWafer/trunk/cell/sw/bin 
Pour démarrer ModelSim :  
>> stmodelt  
Ensuite taper :  
>> do compile_vlog_wic.do 
Exécution d’un test spécifique ou exécution du script version longue 
L’exécution d’un modèle verilog se fait de la même façon qu’avec un modèle vhdl, 
seulement le nom du script d’exécution diffère. Évidemment, les commandes du script 
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d’exécution du modèle verilog sont différentes du modèle vhdl, mais les scripts 
automatisent ces tâches. Le script pour exécuter un modèle peut être, par exemple, le 
fichier vlog_debug_cell_top_post_layout.do.  
Pour activer un ”test case” en particulier, il suffit de modifier le fichier testcase.txt comme 







Les prochaines sections décrivent en détail la procédure à suivre pour refaire la vérification 
du code d’un réticule du DreamWafer. Le niveau hiérarchique du réticule se trouve dans le 
répertoire  
REP_PROJET$3/DreamWafer/trunk/reticle/ et le code source associé au script 
d’exécution ModelSim se trouve dans le répertoire :  
REP_PROJET$/DreamWafer/trunk/reticle/sw/bin  
Compilation SystemC, compilation VHDL 
La compilation du système de vérification se fait en 2 étapes. La première étape est la 
compilation du code VHDL qui se fait à l’aide d’un script nommé compile_vhdl_wic.do. 
Pour exécuter le script, il faut ouvrir une fenêtre ModelSim dans le répertoire 
/nanopads/sw/bin et taper  
>> do compile_vhdl_wic.do 
Pour compiler le SystemC, il faut ouvrir une fenêtre ModelSim et taper la commande 
suivante :  
>> do clean_and_compile_all.do 
La compilation doit durer plusieurs minutes. Pour que la compilation puisse réussir, il faut 
que les paramètres génériques du modèle VHDL et du modèle SystemC soient cohérents. 
Par exemple, la grandeur du réticule doit être la même dans le modèle VHDL et dans le 
modèle SystemC. Pour vérifier que les valeurs sont cohérentes, il faut vérifier les fichiers 
/reticle/rtl/wafer_ic_constants.vhd. Toutes les variables sous le pragma 
“under_python_control_on” sont susceptibles d’être des variables à harmoniser avec le 
SystemC. Le fichier /reticle/sw/src/def_system.h est à harmoniser avec le vhdl.  
 
Une fois la compilation terminée avec succès, le modèle est prêt à être exécuté.  
 
Une autre méthode simple pour compiler l’environnement SystemC est d’utiliser un script 
python qui vient s’assurer que tous les fichiers de configuration du modèle sont 
adéquatement forcés à une valeur cohérente pour la simulation niveau cellule. Pour 
                                                 




exécuter le script il faut se rendre dans le répertoire /bin du niveau hiérarchique du réticule 
(/reticle/sw/bin) et taper sur un terminal (et non dans ModelSim).  
 
% python recompile_all.py 
Pour configurer la grandeur en terme de cellule du réticule, il faut ouvrir le fichier 
“recompile_all.py” et choisir le nombre de cellules du réticule en forçant une valeur sur les 
variables python. Voici les variables python à configurer :  
 
1 - ”nb_i_wic” : le nombre de réticules en i. Cette variable doit rester égale à 1.  
 
2 - ”nb_j_wic” : le nombre de réticules en j. Cette variable doit rester égale à 1. 
 
3 - ”nb_i_ret” : le nombre de cellules en i dans le réticule. Cette variable peut être 
configurée à la valeur choisie.  
 
4 – “nb_j_ret” : : le nombre de cellules en j dans le réticule. Cette variable peut être 
configurée à la valeur choisie.  
 
Exécution du script version courte et longue et exécution d’un test spécifique 
 
Il existe 43 test cases au niveau réticule, dont 321 tests spécifiques. Exécuter tous ces tests 
peut prendre un temps considérable. Pour faciliter le débogage du système, nous avons mis 
en place plusieurs scénarios de test de régression. Parmi ces scénarios, nous avons une 
version courte du test de régression. Cette version courte peut être exécutée de façon 
indépendante du test de régression globale. Pour exécuter la version courte, il faut taper à 
la ligne de commande  
% python regression_script_jt_short_reticle.py  (pour la vérification du système JTAG) 
Ou  
% python regression_script_wf_short_reticle.py   (pour la vérification du WaferNet) 
La version longue du test de régression peut être exécutée de façon indépendante du test de 
régression globale. Pour exécuter la version longue, il faut taper à la ligne de commande  
% python regression_script_jt_long_reticle.py  (pour la vérification du système JTAG) 
Ou  
% python regression_script_wf_long_reticle.py   (pour la vérification du WaferNet) 




Pour exécuter un test spécifique, il suffit de procéder à la même suite de commandes que 
pour le niveau hiérarchique de la cellule (voir section 4.3). Un script facile à lancer est 
verif_tc_3x3.do qu’il est possible de lancer pour simuler un test case quelconque avec un 
réticule de 3x3. Ce script comprend la visualisation d’un grand nombre de signaux 
pertinents. Attention de bien compiler le SystemC et le VHDL en configurant le modèle 
avec un réticule de 3x3. Tout comme dans le niveau cellule, l’environnement de 
vérification lit le fichier testcase.txt et active le code du ”test case” choisi.  
 
Exécution du script de synthèse avec design_vision 
Pour synthétiser un réticule, nous utilisons la technique suivante :  
1- Compilation d’une boîte noire portant le même nom d’instance qu’une cellule boîte 
blanche dans design_vision.  
2- Compilation et élaboration d’un réticule 3x3. Le synthétiseur fera le lien avec les 
boîtes noires, ce qui permet d’avoir un netlist pré-layout léger et simple de la 
structure interne de la cellule.  
Le script de synthèse se trouve  
REP_PROJET$/DreamWafer/trunk/reticle/syn/bin/synth_ret_V1p0_3x3.scr 
Important : ce script doit être exécuté dans l’environnement de travail de design_vision. 
Premièrement, il faut faire lancer design_vision à partir du répertoire reticle/syn/run. 
Deuxièmement, faire file-> execute script dans l’interface design_vision. Ensuite, choisir 
le fichier synth_ret_V1p0_3x3.scr. Le fichier généré par le script se retrouve dans le 
répertoire reticle/syn/out/reticle_full_3x3.v.  
Backend 
Le script de synthèse du réticule génère une netlist qui est ensuite envoyée au département 
backend de l’équipe DreamWafer géré par Olivier Valorge. Un script ”backend” est 
exécuté dans l’environnement de travail d’Olivier pour générer un 2e netlist verilog plus 
complet appelé ”netlist post-layout”. Ce netlist est soumis dans la structure de répertoire 
svn à l’emplacement suivant :  
REP_PROJET$/DreamWafer/trunk/reticle/sw/backend/PR_data/reticle_full_PR.v  
Le répertoire PR_data contient aussi des fichiers d’annotations de délais ”pire cas”, et 
”typique” (wr_cell_top_wr.sdf et reticle_full_typ.sdf).  
Le fichier wr_cell_top_PR.v du répertoire ”/cell/sw/backend/PR_data” est utilisé dans le 
script de compilation verilog associé au réticule. Ce fichier n’est pas prêt à être simulé par 




pour la cellule. Ces modifications se font manuellement ou bien automatiquement avec le 
script de régression global décrit dans le document 08.07.22.Regression.doc.  
 
Compilation verilog 
Une fois les modifications effectuées au fichier verilog post-layout, la compilation peut 
être effectuée. Pour compiler le fichier verilog, il suffit d’exécuter le script de compilation 
dans ModelSim. Pour ce faire, il faut se placer dans le répertoire bin du niveau réticule.  
>> cd REP_PROJET$/DreamWafer/trunk/reticle/sw/bin 
Pour démarrer ModelSim :  
>> stmodelt  
Ensuite, taper :  
>> do compile_vlog_wic.do 
 
Script version longue (verilog) et exécution d’un test spécifique du modèle verilog 
L’exécution d’un modèle verilog se fait de la même façon qu’avec un modèle vhdl, 
seulement le nom du script d’exécution diffère. Évidemment, les commandes du script 
d’exécution du modèle verilog sont différentes du modèle vhdl, mais les scripts 
automatisent ces tâches. Un script peut être par exemple le fichier 
vlog_debug_ret_post_layout.do dans le répertoire reticle/sw/bin.  
Pour activer un test case en particulier, il suffit de modifier le fichier testcase.txt comme à 












ANNEXE B – PLAN DE TEST DU TESTCHIP V1.0 
Table B-1 Plan de test du TestChip V1.0  



















_TDO_1 1 1 
Test the control signal 
instead of tdo YES YES 
JT_GND_AND_V
DD 2 2 
Test nanopads power state 
configurations (GND and 
VDD) YES YES 
JT_TESTWFNET_
L1_3v3 4 4 
Test wafernet links length 
of 1, at 3.3V output YES YES 
JT_TESTWFNET_
L2_3v3 4 4 
Test wafernet links length 
of 2, at 3.3V output, 2 
BALLS YES YES 
WF_ONE_TO_AL
L_3v3 1 1 
Wafernet test including a 
max. of activated links in 
WF, at 3v3  YES YES 
JT_TESTWFNET_
L1_1v8 2 0 
Test wafernet with links 
length of 1, at 1.8V output YES NO 
JT_TESTBSCAN_
OUT 1 1 
Test the boundary scan 
output state  YES YES 
JT_EXTCNTRL 6 6 
Test the external control 
capabilities of the cells YES YES 
WF_CHIPSELECT
_1 1 1 
Test nanopads for on-the-
fly input/output redirection 
mode YES YES 
JT_CONTACTDE
TECT 20 20 
Test the contact detection 
features (see note 1) YES YES 
JT_ALLPATH 4 4 
Test all JTAG inter-
cellular path of the 
TestChip YES YES 
WF_FLOATING_
REP 8 8 
Observe unconnected 





REP_S 1 1 
Observe unconnected 
repeaters (input of reticle) 
with one output as VDD 
3.3V. YES YES 
Total number of 
test cases 
(#Total_TC) : 55 
Total number of 
test cases passed 
(Passed_TC) :  53 
Total number of 
test cases failed :  2 














ANNEXE C – “FLOWCHART” ET AUTRES SCHÉMAS 
 
















Figure C.3 Algorithme de diagnostic de fautes dans les liens intercellulaires 









Figure C.4 Algorithme optimisé pour le diagnostic de fautes dans le WaferNet 





ANNEXE D – PRINCIPAUX SCHÉMAS BLOCS 
 
























































































ANNEXE G – RÉSUMÉ DU STANDARD IEEE1149.1  
 
En 1985, un groupe de compagnie ont formé un consortium dans le but de mettre au point 
un nouveau standard pour le test de PCB basé sur un protocole de communication sérielle 
entièrement contrôlable par logiciel. L’objectif du standard est d’accéder au contrôle et à 
l’observation des broches des circuits intégrés d’un circuit imprimé (PCB) dans le but de 
tester les interconnexions des circuits discrèts sur le PCB. Le terme « boundary scan » 
(chaîne de balayage) a été ainsi créé.  Ce groupe s’est appellé Joint European Test Action 
Group (JETAG). Quelques années plus tard, le concept s’est généralisé en Amérique du 
Nord pour prendre le nom de JTAG et a été accepté comme standard IEEE 1149.1. La 
figure G.1 montre un exemple d’application de la méthodologie JTAG à un circuit composé 
de 3 puces intégrées. 
 






Un système de test JTAG possède toujours un certain nombre d’éléments :  
1- “Tap Controller” : une machine à état fini dont le diagramme d’état est représenté à 
la figure G.2.  
2- “Bypass register” : un registre simple obligatoire dans le standard utilisé pour 
raccourcir les chemins sériels entre les circuits intégrés sous test.  
3- “Instruction register” : défini le mode dans lequel la chaîne de balayage est utilisée.  
4- Le port tdi: signal d’entrée des données sérielles de test à appliquer aux chaînes de 
balayage  
5- Le port tms : signal de contrôle du “Tap Controller” (voir figure G.2). 
6- Le port tck : signal d’horloge activé lors du mode test 





Figure G.2 Machine à état du “Tap Controller” 
