Abstract-The analysis of spatial proximity between objects can yield useful insights for a variety of problems. A common application is found in map matching problems, where noisy position measurements collected from a receiver on a network-bound mobile object is analyzed for estimating the original road segments traversed by the object. Motivated by this problem, we take a detailed look at proximity measures that quantify the spatial closeness between points and curves in non-deterministic problems, where the given points are noisy observations of a stochastic process defined on a given set of curves. Starting with a critical review of traditional pointwise approaches, we introduce the integral proximity measure for quantifying proximity, so as to better represent the statistical likelihoods of a process' states. Assuming a generic stochastic model with additive noise, we discuss the correct proximity function for the proximity measures, and the relationship between a posteriori probabilities of the process and the proximity measures for a comparison of both measures. Later, we prove that the proposed measure can provide better inferences about the process' states, when the process is under the influence of uncorrelated bivariate Gaussian noise. Finally, we conduct an extensive Monte Carlo analysis, which shows significant inference improvements over traditional proximity measures, particularly under high noise levels and dense road settings.
I. INTRODUCTION A. Motivation
as a discrete time state estimation problem, and, given that objects are constrained to move along a network, rather than on open space, it may seem at first to be a trivial exercise. However, MM easily becomes challenging, when urban canyons deteriorate position measurements, and when a large number of roads makes it difficult to estimate the original location of the object. Consequently, a good amount of research has been dedicated to it; and various approaches, from simple proximity methods to complex tracking filters, have been proposed (see surveys [1] , [2] ). In practice, the chosen MM method depends on the application and the available data [3] . Most of the studies have addressed the MM of vehicles equipped with PNAs or similar devices with GPS receivers [4] - [12] , which, by using a reliable car battery, can provide frequent and relatively accurate GPS traces. Under such data, the aforementioned studies have been able to deliver good estimations. Another group of studies have considered harnessing additional data sources (e.g. accelerometer, gyroscope) to propose good methods as well [13] - [15] . However, there is still a need for new approaches that can improve the matching accuracy of general MM problems, dealing with estimation of the location of any mobile objects, in the absence of frequently sampled GPS or multiple-sensor data. One of the driving forces for this need is the recent emergence of smart phones as the data sources for understanding urban mobility patterns [16] - [18] . The accuracy limitations of smart phone sensors, and these sensors' reliance on the phone battery, require the next generation MM algorithms to be able to harness low-frequent, and highly-noisy position data [19] - [21] . Motivated by this type of problems, in this paper we introduce more accurate statistical measures to distinguish the possible locations of a road-bound mobile object, through a proximity analysis of its position data with respect to the road network.
B. Problem Statement
In general, when the frequency of the position measurements of a mobile object decreases, the uncertainty about its true locations increases considerably [22] , [23] . This situation is more pronounced when the position data is also highly noisy. If additional information is available about the object (e.g speed, acceleration, heading direction) or about the traversed network (e.g traffic speed data on roads), then using data fusion methods or other means, uncertainties could be reduced, and object's original location can be estimated with high accuracy. This type of analysis has been well-studied in the literature, such as the ones incorporating Kalman and Particle Filters [5] , [7] , [14] , [15] , [24] , or other methods [25] . Meanwhile, the reliance on extra data limits this type of approaches' usage.
In the absence of extra data, localization algorithms need to rely on position data and the road network. Through the analysis of these two data sets, a variety of heuristic weights, probabilities, and criteria have been incorporated, such as the proximity weight, the emission probability, the travel distance criteria, the travel orientation criteria [3] , [11] , [22] , [26] . While such heuristics have contributed to better results in particular studies, their contributions in a generic problem would depend on the validity of the assumptions made for them. For instance, when a position data is observed at similar proximity to some roads, this brings a significant uncertainty for determining the original location of the vehicle. If the position data were sampled frequently, by comparing the possible distances the vehicle could have traversed in that short period, one could estimate the location of the vehicle with fair accuracy. Yet, heuristics of the sampling period can only remain reliable when those periods are low [27] . Under long sampling periods, in order to decide among the numerous possible paths, one has to make strong assumptions about the mobile objects' travel (e.g. traveling only through shortest paths, not making u-turns, or specific route choices such as highways), which may not be generalized. Consequently, the important question is, how to define a quantitative measure for distinguishing the possibility among different segments, in the availability of only sparse and noisy position data, and without making a priori assumptions about the object's movement.
In this regard, when analyzing the road segments with respect to given position measurements, one fact is widely accepted: a segment closer to a measurement is more likely to be the true segment for the measurement compared to another segment further away [28] . This simple, yet reliable fact about the spatial closeness between position measurements and the road segments can be referred to as the proximity relation. Analyses based on the proximity relation have been considered in almost every MM method, following the common availability of position measurements, the relation's sampling frequency invariant nature, and particularly its independence from any motion model assumed for the mobile object. Considering these 3 properties, it can be used to define the measure sought in the previous paragraph. Therefore, the critical problem is how to define a measure for the proximity of a segment to a position measurement, so that the likelihood of segments will be well reflected in the measure, and be consistent.
C. Related Work
Several studies have addressed measures of proximity in other problems, where closeness between objects have also been an important consideration, such as clustering, classification, and information retrieval. In contrast, proximity measures haven't got much attention in MM literature, in both probabilistic and deterministic studies. In both groups, various measures that are based on the analysis of a position measurement with respect to road segments' coordinates can be considered as belonging to the class of proximity measures. In this regard, in deterministic MM methods, measures defined by monotonically decreasing functions of the Euclidean distance [12] , [22] , [26] , commonly named as proximityweight or criteria, are proximity measures. In probabilistic methods, observation (emission) probabilities defined only through the coordinates of the observation and the road segments [29] - [33] are proximity measures as well. While these methods are conceptually different, the proximity formulations have been considerably similar, and simple in most studies in both groups. A proximity function, chosen according to the characteristics of the problem, is used to define the proximity measure of a segment, with some studies also imposing bounds. While a variety of proximity functions have been proposed, almost all are defined by having the (shortest) distance from the observed position to the segment as its argument [6] , [10] , [12] , [20] , [22] , [26] , [29] - [40] . The table of MM methods in [41] shows some of this common pattern. They are easy to compute, as they only require finding the closest point of the segment to the position measurement, and then the corresponding distance. Since shortest distance becomes the sole argument for the proximity measure, we will refer to measures of this kind as "shortest distance based proximity measures".
For a problem like MM that deals with noisy position measurements the sole reliance on the shortest distance can yield inaccurate inferences. A group of segments with very different geometric characteristics would not necessarily be differentiated under such measures. Alternatively, more complex proximity functions, such as the Mahalonobis distance commonly used in nearest neighbor algorithms but rarely used in MM, have also been proposed [42] . Under this approach, a maxima (or minima) of the chosen proximity function along the segment is considered as the proximity measure of the segment. Since the measure is defined as the pointwise extremum of the proximity function, we will refer to this type of measures as "pointwise proximity measures". 1 While the use of complex proximity functions could be an improvement to the shortest distance based functions, segments of different geometry can again easily be associated with similar proximity values, if their extrema points are similar. Generally speaking, the reliance on a single point of a segment could make any pointwise proximity measure insufficient for reflecting the likelihood of the overall segment.
The very common use of pointwise measures could be attributed to a few factors, most importantly their relatively simple and compact formulations, then, the historic development of MM literature from pure geometric methods, which was based on finding the closest segment to a given point, and, finally, the reliance on other aspects of the input. When data is frequently sampled, or additional data is available, various additional techniques can be quite accurate, and, one can have the luxury to use simple proximity measures, without a significant drop in the accuracy of the overall method.
Hence, for the most generic MM algorithms, the only positive aspect of using pointwise measures is their compact formulations.
Consequently, alternative proximity measures have been proposed in [19] , [22] , [41] , [43] , [44] . The drawback of these measures are that they have been either brief proposals with limited scope, or are bound to particular MM algorithms that can not be implemented as stand alone proximity measures in other studies. For instance, a short discussion about the possible drawbacks of the shortest distance based proximity measures was presented by Oran and Jaillet [43] . An alternative formulation was proposed by cumulating the pointwise Euclidean distance based measures on a segment through a line integral; and a closed form was also developed with a 1-D Gaussian proximity function, and by considering road links' polyline nature. Later, in [45] , the proposed formulation was used under a Hidden Markov Model (HMM) based MM algorithm, that had combined the proximity weights with topological transition weights of segments. For the GPS set of [29] , the HMM method with the cumulative weights was shown to yield better estimations, particularly in noisy and sparse data sets, compared to the same HMM method with the shortest distance based proximity weights. Yet, these studies have limited scope in formulations and results. In [19] , an exponential function of distance between the observation and the segment was used as an observation model. The line integral of the observation probability on possible paths was later used in their recursive MM formulations along with their traffic model. The formulation's solution was dependent on their Domain of Data Relevance (DDR) concept that was proposed in their earlier work [46] , and overall lacked a closed form. Frechet distance was also shown to be a reliable proximity measure in [22] and [41] ; but being a distance measure between two curves, it can not be used to define a standalone proximity measure for a road segment given a single position measurement. This limits the type of MM methods it can be part of. In [44] , the tangent distance of [47] was introduced to MM; but the need to solve a least square problem might become computationally demanding.
Considering the notion of proximity measures in MM, and the drawbacks of the current measures, an alternative framework defining the proximity between position measurements and road segments is proposed in this study. Our development and later comparisons will be as generic as possible so that a large group of MM and other localization methods can use the proposed framework. We will start our discussion, in Section II, by formulating proximity measures. For doing this, we will first formulate the traditional pointwise approaches and discuss their drawbacks in detail. We will then propose a new alternative approach that will better suit non-deterministic problems with a formulation similar to [43] , yet without the reliance on Euclidean distance. In Section III, we will discuss the choice of the proximity function for the proposed approach. Considering the 2-dimensional aspect of the problem, in Section IV, we will develop closed formulations for the proposed measure when position measurements are assumed to be observed under the uncorrelated bivariate Gaussian noise process. We will support the proposed measure by proving that it can yield better estimates compared to pointwise measures. To understand the significance of the new measure, we will compare location estimation performances of the proposed formulations against the pointwise formulations, both considering the bivariate Gaussian noise, via extensive Monte Carlo simulations.
II. QUANTIFICATION OF PROXIMITY
We start our discussion by taking a general look at formulations that define proximity measures between a point and a curve. Remember that our interest is on non-deterministic problems, where the given point is a noisy observation of a stochastic process defined on a set of curves, e.g. position measurements of a road-bound object. We use the terms 'observation' and 'position measurement' as generic terms that encompass coordinate pairs defined on a two dimensional reference frame (e.g. (latitude, longitude) or (north, east) pairs). 2 We refer to the collection of these position measurements "the spatio-temporal data" of the moving object, and will abstract them under Cartesian coordinates.
We assume that the state space of the stochastic process, the curves in R 2 , are well defined and piecewise smooth. A simple piecewise smooth curve can be defined by the parametrized equation, S . = {s(t) = [x(t), y(t)], t ∈ [0, 1]}, where x(t) and y(t) are continuous real valued functions such that t 1 = t 2 implies, s(t 1 ) = s(t 2 ), and have piecewise continuous derivativesẋ andẏ, whereẋ 2 +ẏ 2 = 0 [48] . For brevity, we will refer to simple piecewise smooth curves as curves in the rest of the paper. Also, throughout the paper, we will start our discussion of proximity by first considering curves. We will later consider straight line segments to obtain more tractable results. In MM, this is equivalent to working with vector maps where roads are defined by polylines, which in turn are comprised of straight line segments that are well defined by their end points (shape points) in R 2 (e.g. Fig. 1) .
In that setting, the set of end points, V, along with the set of line segments, A, form a directed graph, D = (V, A). On this graph, it will be possible to define the line segments with their parametrized equations. A segment S ∈ A, with end points S A , and S B in V, can be defined as,
A. Traditional, Point-Wise, Way of Quantifying Proximity
Given a point and a curve in R 2 , a measure of proximity between the two can be defined by functions of the Euclidean distance between them.
For this discussion, consider points p and s in R 2 . Let
, denote the the Euclidean distance between them, i.e., d( p, s) . = ||p − s||. Accordingly, the (shortest) distance between point p and a curve S ∈ R 2 can be defined as [49] ,
For a general formulation of proximity measures defined by the shortest distance, let f : R ≥0 → R ≥0 be a generic proximity function of distance, assumed to be piecewise continuous, and monotonically decreasing, reflecting the fact that farther away segments to the measurement are less likely to be the true segment. Then, the shortest distance proximity measure of a curve S with respect to a point p can be defined as,
When the curve is a line segment, D( p, S) is the distance from p to its projection on S, if the projection falls on S, or, otherwise it is the distance from p to the closer end point of S [4] . Both cases are shown in Fig. 1 , where δ 5 , δ 7 , and δ 8 are the shortest distances from p t to roads 5, 7 and 8 respectively. Hence, the proximity measures for roads 5, 7, and 8 are, f (δ 5 ), f (δ 7 ) = f (δ 8 ), respectively. In practice, a common example of this approach includes the use of the zero-mean one-dimensional Gaussian probability density function (pdf) as the proximity function in probabilistic MM methods. The Euclidean distance becomes the sole argument, yielding,
Other common formulations include decreasing affine functions of Euclidean distance in deterministic methods. This type of formulations is easily computable and can provide adequate measures for reflecting the spatial closeness of a curve to a point for some problems. However, in a nondeterministic problem like MM, the use of shortest Euclidean distance as the sole argument as in (3) has drawbacks. First, notice that the Euclidean distance is an isotropic distance measure, i.e., measurements in x and y coordinates are treated equally. Hence, its usage implicitly assumes an isotropic noise distribution, and would yield a subpar proximity analysis if the noise channels are unequal. For instance, in Fig. 1 with shortest distances δ 5 ≈ δ 7 , almost the same proximity weights would be assigned to segments 5, 7 and 8 under piecewise continuous proximity functions, independent of the noise acting on measurements.
Therefore, better measures may be obtained by using proximity functions that can take into account the noise factors inherent in measurements. With this change, rather than finding the shortest Euclidean distance to maximize the distance dependent function f , To formulate this more general approach, let us introduce F : R 2 × R 2 → R ≥0 , a generic function that assigns a proximity measure between two points. Then, the pointwise proximity measure of a curve S with respect to a point p can be defined as, 3
In practice, statistical functions, such as Mahalonobis distance or similar forms can be used to define F. For instance, the reciprocal of squared Mahalonobis distance could be used in (5), by considering the covariance of the noise distribution, ,
However, a significant issue still remains, and that is the complete reliance on particular points of a segment (the extrema points in (5)) for defining the proximity measure of the whole segment. This ignores the variations in proximity function, F, along the segment, which needs to be taken into account if an accurate characterization of the segment's proximity is the goal. Except trivial cases that result in constant F, this reliance would otherwise be equivalent to making an implicit assumption that the extremum point should be the only point of interest in a segment. In MM, this would be equivalent to assuming that the only possible location of the mobile object is on a particular point of the road. Because of the randomness of position measurements, this can not be justified. Hence, the primary drawback of pointwise measures is not about the chosen proximity function, but in fact their reliance on a single point for characterizing a 1-dimensional object. Therefore, in order to define proximity measures that would reflect the likelihoods of segments, this dependency should be addressed first.
B. An Alternative Way for Quantifying Proximity
The dependence on a single point of a curve can be improved by defining measures that take into account the proximities of other points of the curve. For instance, very simply, in addition to considering the maximum as in (5), the minimum of the proximity function can also be considered to define a measure, e.g. the average proximity. Ideally, all points of a curve can be considered to define a complete measure for the curve. 4 In this regard, it would be reasonable to define the proximity measure of a curve as the sum of the measures of points that define the curve. That sum would be defined by a line integral. Hence, the overall proximity measure of a curve S with respect to a point p can be alternatively defined as,
with some proximity function F : R 2 × R 2 → R ≥0 . For the special case of isotropic noise distributions, one can revert to the simpler shortest distance based formulation of [43] ,
Different than (5), (7) quantifies proximity by considering all points of a curve; and with this consideration, different segments can be distinguished under the proposed measure, e.g. roads 5, 7 and 8 in Fig. 1 eventually getting different measures. If formulated through the correct proximity function, (7) has the potential to yield measures reflecting the likelihoods of the segments, which will be discussed in III.
At this point, it can be argued that even if the proposed formulation of (7) can yield better measures, the computational effort needed to evaluate the line integral can well offset the possible gains. However, simple smooth curves can be approximated as a union of straight lines. Therefore, it is possible to accurately approximate (7) by a sum of integrals defined on straight segments, e.g. approximating arbitrary shaped roads as a union of straight road segments. In this regard, recall the parameterized form of a line segment S ∈ A from (1). Let us introduce vectors, L, R A , and R B ; the vector defining the segment, and the vectors defining the segment's end points with respect to the measurement point, p,
Then, the parametrized equation in (1) can be written as,
Hence, (7) becomes,
for a straight segment S. Consequently, the proximity weight of a polyline road segment, P, can be found by the sum of the weights of straight line segments constituting it,
Equation (11) can be computed easily by numerical integration methods, particularly when working with piecewise continuous proximity functions. Therefore, the needed computational effort for the proposed measure can be kept minor in most problems.In fact, it is possible to develop closed form solutions to (11) for certain proximity functions, as will be discussed in IV.
III. THE CHOICE OF WEIGHT FUNCTION
Now that the underlying formulations of our approach have been defined, with (7) for any curve, and (11) for straight segments, we proceed to discussing the choice of the proximity function, F. Since the proximity measures are expected to reflect the likelihoods of segments, considering functions that can take into account the noise characteristics in position measurements would be necessary. In that respect, we now argue that choosing the pdf of the noise as the proximity function, as in (4), would be needed.
For this discussion, let us develop an observation model for the mobile object. Consider S . = {S i }, a finite set of curves in R 2 with at most a finite number of intersection points between each other. We will consider the object's motion as a discrete time stochastic process {ξ k , k ∈ K }, taking values on the union set of points that define each segment, and with some index set K . When the noise process, {ζ k } is additive, the observation at k can be formulated as,
Consequently, the likelihood of process ξ k with state s ∈ S, S ∈ S, generating the observation z k = p would be, g ζ ( p−s), where g ζ is the pdf of the noise. Hence, by choosing the proximity function, F, as g ζ , a proximity measure can reflect the likelihoods of stochastic processes' states. In our problem, considering the statistical likelihoods of all points of a segment through the line integral, (7), a whole segment's likelihood could be represented in the resulting measure. This can be interpreted as an integrated likelihood formulation for proximity. Hence,
for any curve S, and
for a line segment are the proposed integral proximity measures of a segment with respect to a point. In comparison, the pointwise formulation of (5) becomes,
In order to get more insight about these measures, let us take a look at the a posterior probability of the mobile object being on a particular curve S given an observation p at some time k, Pr(ξ k ∈ S | z k = p). Remember that the curves can only have a finite number of intersection points. So, the probability of ξ k being on these points is zero. Hence, we can omit them without loss of generality, and consider S as a union of disjoint segments. Using Bayes rule,
In (16), the denominator is a constant independent of the particular segment, and can be omitted
is the observation probability of p given the process being on curve S. Remember that, we have defined a curve S as a set of points. Therefore,
In (17), 
This is an implicit assumption that the moving object was almost certainly on s * , i.e. in (17) the conditional a priori would be implicitly assumed as,
As mentioned earlier, this strong assumption rules out the possibility of the object being on another point of the segment. When observation probability is defined without incorporating the dynamics of the object, or without the availability of a priori information about its position, a better approach would be to assume a uniform probability among the points that make up the segments. Hence, rather than (18), the conditional a priori can be defined as the inverse of the segment's length,
In (16), Pr(ξ k ∈ S) is the a priori probability of the whole segment, and can be formulated in a number of ways, the most common by conditioning on the previous possible states [50] ,
or, if available, conditioning on the set of previous observations up to time
Notice that both equations are dependent on the assumed dynamic model for the process,
Yet, since we are looking at a generic stochastic process, we will avoid considering a specific model that can favor some segments. Therefore, we consider Pr(ξ k ∈ S) independent of previous states and observations, and define it under uniform probability. Under this approach, there are two possible formulations. The first one accepts a uniform probability distribution among 
whereas, the other accepts a distribution dependent on the size of the state space at each segment,
To decide between the two, the modeler needs to assess if a longer segment has a higher probability to be the original location of a mobile object compared to a shorter one, before observing the data.This point is illustrated in Fig. 2 . Note that, the consideration of segment length in (21) along with (19) is equivalent to assuming equal probability for all points of the state space, whereas (20) with (19) implies higher probability for the points belonging to shorter segments. In order to avoid such bias, we continue our derivation with (21). 5 Plugging (17) into (16), the a posteriori equation becomes,
Considering the uniform probability of points on a segment in (19) , and the a priori formulation of (21),
Here, notice the similarity between (23) and (13) . The measure proposed in (7) in fact reflects the a posterior probability of a stochastic process, when the proximity function F is chosen as the pdf of noise acting on the process, and when uniform a priori assumptions are made about the process' possible locations. Under the pointwise approach, with the choice of the a priori being (18) rather than (19), we would have got a particular point's likelihood for the posterior probability:
Hence, the integral proximity measure would benefit the characterization of proximity between curves and points. For certain groups of probability distributions and curves the improvements can be proven to be valid independent of position data, curves' geometry or noise levels.
IV. COMPARISON OF PROXIMITY MEASURES UNDER UNCORRELATED BIVARIATE GAUSSIAN NOISE
Studies have shown that errors in GPS measurements can be modeled under a Gaussian distribution [28] . Accordingly, it has been very common in MM studies to assume a 1-D 5 Continuing with (20) wouldn't affect our preceding discussions neither. In that case, only the segment length from (21) would be omitted. Hence, the a posteriori formulations would still be similar to (23) and (24), only the right hand terms would both have a factor of 1/||L||. zero-mean Gaussian noise distribution. Here, we also assume a Gaussian based noise model, but rather an uncorrelated bivariate Gaussian distribution because of the 2-D nature of MM problem.
A. Theoretical Development
Let us consider an uncorrelated bivariate Gaussian noise process with pdf g ζ ∼ N(0, ), where
In this setting, let us define the normalized forms of vectors R A , R B , and L (from (9)),
and the unit vector alongL, (27) where,
Lemma 1: Under an uncorrelated zero-mean bivariate Gaussian noise process with pdf g ζ ∼ N(0, ), the integral proximity measure for a straight line S ∈ R 2 , (14), can be formulated in the following compact form,
is a geometry factor for the segment, independent of observed data p,
are functions of perpendicular and parallel projections of data vectorsR A andR B on vectorL, that is,
being the Gaussian cumulative distribution function. Proof: See Appendix A. In (27) , notice the separate contributions of orthogonal and parallel projections of data vectors, and the shape factor c(S). In comparison, the following lemma presents the compact form of the pointwise proximity measure of (6).
Lemma 2: Under an uncorrelated zero-mean bivariate Gaussian noise process with pdf g ζ ∼ N(0, ), the pointwise proximity measure for a straight line S ∈ R 2 , (15) can be formulated in the following compact form,
where, (27) and (32), the first terms are independent of segments. Hence, they can be omitted if the likelihood comparison of some segments is the only goal. For such comparisons, the following theorem shows a better expected accuracy for the integrated likelihood proximity measure. We omit the time indices for the stochastic process, because of the time-invariant nature of proximity measures.
Theorem 1: Let S = {S i } be a collection of nonoverlapping straight line segments in R 2 . Let ξ be a stochastic process taking values on the union of the sets of points that define each segment of S with uniform probability. Assume that ξ is observed under an additive noise process ζ , yielding observation, z
To estimate the original segment of some observation z = p, consider estimators E P based on (5) , and E I based on (7), with a common proximity function F :
If the pdf of ζ , g ζ , is a zero-mean uncorrelated nondegenerate bivariate Gaussian, then by taking F( p, s) = g ζ ( p −s), E I ( p, S), and E P ( p, S) would yield unique results almost surely. In addition, the unique results would satisfy,
where S p is the original segment of observation p, i.e., ξ ∈ S p ∈ S. Proof: See Appendix C. The above theorem shows that the proposed integral measure (27) is expected to yield better estimations for the true location of a mobile object compared to the pointwise measure (32) for any position data with any noise level or any road network configuration.
The only thing that remains to be seen is whether the proposed measures' improvements could be significant, and if so under what conditions. Yet, depending on the position data, the configuration of road segments, and noise characteristics potential improvements can vary greatly, making it impossible to develop tight analytical bounds on them, while covering all possibilities.
Hence, to understand potential gains, performances of both measures needs to be compared numerically under various segments and noise configurations (instances). In the following subsection we will present a detailed analysis of possible gains with a systematic study.
Before that, notice the following simplified forms of (27) and (32) under the commonly assumed uniform Gaussian distribution.
Corollary 1: In the case of uniform noise,
where,
are functions of perpendicular and parallel projections of data vectors R A and R B on vector L,
and l . = L/||L||, being the unit vector along L. On the other hand, (32) simplifies to,
is a function of the shortest distance between p and S, D( p, S).
Proof: Follows the substitution of σ o for both σ 1 and σ 2 in equations from (25) through (33) .
B. Estimation Comparison Through Monte Carlo Analysis
There are no globally accepted MM data sets for the comparison of different approaches, even though some specific data sets have been made available online. Since the proposed proximity measures are aimed to be a unifying approach for the most general MM problem, we have decided to base our Relative gains on network of segments, under uniform noise. comparisons independent of particular data sets or networks to avoid possible bias. For this purpose, we have worked on randomly generated groups of segments confined to a square test bed of size 200 by 200 units (the length units have been considered analogous to meters). The control parameters for the tests have been chosen to reflect the major factors that can affect proximity measures' accuracy in practice. These are: road networks' sparsity, road segments' length variations, and the severity and anisotropy of the noise. Accordingly, the parameters of interest for the segments are: the number of segments confined to the simulation area, the segments' average length, and the standard deviation of the length of the segments, which is defined through the dimensionless coefficient of variation (CV), the ratio of standard deviation to mean. For the noise: the standard deviation values of the bivariate Gaussian in x and y directions, and their respective ratio (R), are the control parameters of interest. These parameters are summarized in Table I, and Table II. Each combination of control parameters in Table I defines a particular segment configuration on the test bed. For each configuration, a group of segments were randomly generated; and we call such a group, an instance of segments. On each instance, the performances of both proximity measures have been compared under a Monte Carlo (MC) analysis. In this regard, the stochastic process, ξ , was sampled uniformly on each segment a certain number of times that was proportional to the segment's length (1000 samples per unit length for stable results). This ensured our simulations did not favor a segment or points of the state space. These samples were later corrupted with zero mean uncorrelated bivariate Gaussian noise, with the noise control parameters listed in Table II . (34) and (35) has been used to estimate the original segment of each sample. For comparison, we define the percentage of absolute change in estimation (PACE), and the percentage of relative change in estimation (PRCE), both of which are indicative of the possible gains when integrated proximity is used:
where N is the total number of position samples generated with the MC simulation, N I is the number of correct position estimates with the integral proximity measure, N P with the pointwise measure. PRCE has been the primary quantity for observing the trends in gains. But, when N P becomes low under high noise levels, PRCE becomes quite high. Therefore, we also present PACE to give the reader a better perspective on the gains. In addition, in order to avoid reaching conclusions from a single instance, we have generated 8 random instances for each segment configuration, and present the 
possible gains (PACE and PRCE) as an average of the gains on 8 instances. For clarity, two instances of randomly generated segments with different segment configurations are shown in Fig. 3 . The first group of simulations have been conducted on groups of segments that belong to transportation-network like graphs, so that these simulations can reflect possible gains on urban road networks. The graphs were generated by a modified version of the 'random geometric graph generator' of NetworkX library [51] , which places a number of nodes uniformly at random in the unit cube, and connects any two nodes with an edge if the Euclidean distance between them is lower than a user-defined threshold. We also introduced lower and upper limits on the degrees of nodes, so that the generated graphs would resemble urban road networks rather than abstract graphs. For avoiding a possible bias in segment configurations, a secondary, larger, group of simulations have also been conducted on non-intersecting randomly generated segments. As before, these segments have also been generated by choosing segments' end nodes uniformly at random. Also, only the segments longer than 2 units of length were considered to relate to actual road segments.
While R . = σ y /σ x can vary between 0 to infinity, because of the symmetric nature of the covariance matrix and the simulations we have built, analyzing it from 0 to 1 would be sufficient. Still, simulating all the configurations of Table I, for all R values in Table II would be extremely time consuming. Hence, uniform noise simulations were done under all segment configurations, but the non-uniform noise simulations were done only on segment configurations where our proximity measure had resulted in the most gains under the uniform noise. This was done to see if the maximum gains under uniform noise would deteriorate under non-uniform noise.
Uniform noise simulations compare measures (37) and (41). The results of our first group of simulations, on road network like segments, are shown in Fig. 4, with 4a showing PRCE, and 4b PACE results. In all subfigures, x-axis shows the uniform standard deviation, σ x = σ y , whereas y-axis shows the percent change in estimation. The rows of subfigures corresponds to simulations done on the groups of segments with average lengths, L μ , of 40, and 60 units; and the columns correspond to simulations with CV values of 0.25 and 0.5. The 3 curves in each subfigure with different colors correspond to the number of segments in the simulation area, blue for 4 segments, red for 8 and green for 16. The results of the second group of simulations on non-intersecting random segments are shown in Fig. 5a and in 5b in a similar fashion with rows corresponding to different average segment lengths, and columns corresponding to different CVs.
From the subfigures in Fig. 4a and Fig. 5a , similar patterns can be observed. The most noticeable pattern is the increase in gains with the increasing CV values, except the case when 
CV= 0, which is the highly unlikely case of all equal length segments. With the increasing variation in segment lengths, a considerable increase in gains can be noticed, with absolute gains up to 18%, and relative gains up to 80% possible. This pattern can be attributed to the relative emphasis of pointwise and integral proximity formulations. Pointwise proximity estimator under uniform noise picks the nearest segment to a measurement as the original segment. The integral proximity estimator, by assuming a uniform probability among all the points of all segments, will consider longer segments more likely compared to shorter ones. Therefore, when the variation between segment lengths increases, the pointwise proximity will never differentiate the likelihood between a short and a long segment, whereas the integral proximity will.
Another pattern is the increase in gains with the increasing noise standard deviation values, again except for the marginal all equal length case. This increase is related to the scattering of position measurements farther away from their original locations on segments with increasing noise levels. When position measurements are not scattered far, both estimators can do well. But, when the measurements are scattered far away, both proximity measures will suffer. However, the pointwise proximity will do worse as it relies heavily on the shortest distance, and, favors the nearest segment accordingly. The increasing gains are more pronounced depending on the variation in segment lengths, for instance, gains increasing quite quickly with increasing σ x when CV is 1. Eventually, the gains seems to be stabilizing towards a limiting value.
Non-uniform noise distribution simulations compare measures (27) and (32) , and the results are shown in Fig. 6a and 6b . The rows of subfigures again correspond to simulations with different average segments lengths, L μ , and the curves with different colors again correspond to different number of segments. The columns correspond to different R values of 1, 0.7, 0.5, and 0.2, and x-axis shows the standard deviation in x-direction, σ x . All simulations were done for CV = 1, since it was the case with the most gains under uniform noise simulations. In Fig. 6a , from left to right, slight drops in gains with decreasing R values can be observed; yet, the gains still remain quite high.
Also, similar patterns about σ x can be observed compared to Fig. 4a, and 5a . Hence, the proposed measures remain a better alternative under non-uniform noise distributions as well. Also, in most tests, the gains are higher with more segments, as evidenced in Fig. 4a , 5a and 6a (16 segments highest, followed by 8 and 4). Hence, the proposed measures will also be suitable for MM in urban centers with dense road networks.
Overall, the proposed proximity measures have yielded considerably better estimates, except the marginal gains for 
segments with equal lengths. The gains were higher with increasing variation in segment lenghts, noise standard deviation values, and the number of segments.
C. Computational Aspects
Switching to (27) from (32) or to (37) from (41) brings some extra computational time for the proximity analysis. The difference is that (27) and (37) are more complex functions, and will take more CPU time for computations. Yet, they also avoid the if-comparisons in (33) , and (42) . Therefore, the extra computations will not be very demanding. To have an idea about possible increase in computation efforts, we kept track of the computation times for some of our simulations. We have observed that the increase in computational time stayed between 8% to 20% of the original pointwise proximity computational times. Depending on the problem and the available data, this extra computational time can easily be justified for possible gains in estimation accuracy.
V. CONCLUSIONS
Building upon a careful analysis of the drawbacks of traditional pointwise proximity measures between a point and a curve, we have proposed the integral proximity measure that can reflect the likelihoods of the states of a stochastic process in a more consistent way. Assuming a generic stochastic model with additive noise, we have discussed the correct proximity function for proximity measures, and the relationship between a posteriori probabilities of the process and the proximity measures for a comparison of both measures. In addition, we have proved that the proposed integral proximity measure can yield better inferences than the pointwise measure for problems under the influence of uncorrelated bivariate Gaussian noise processes. Randomly generated Monte Carlo simulations also showed that absolute gains up to 18%, and relative gains up to 80% can be possible, with the additional computational times ranging between 8% to 20%.
APPENDIX A
Proof: With the noise process being zero-mean bivariate Gaussian, for a point s(t) of segment S,
Then, (14) becomes
Considering the parametrization of (10) , and the inverse of the covariance matrix, the exponential term becomes,
where,Ã .
withR A andL introduced in (25) . Since,
becomes,
Doing change of variables with x = Ã (t +B/Ã) yields:
Ã is ||L||, and following (31)
Considering the unit vectorl of (26),
Using these identities in (49) yields (27) .
APPENDIX B
Proof: Having F( p, s) = g ζ ( p − s), and (6) with (45) yields,
The max is attained when 
Then, along with the identities in (48), one gets:
andB/Ã =R ·l/||L||, which completes the proof.
APPENDIX C
Proof: By choosing F( p, s) = g ζ ( p − s), and following Lemma 1 and Lemma 2, under an uncorrelated non-degenerate bivariate Gaussian noise process, (34) will be defined by (32) , and (35) by (27) . Hence, we focus on equations (27) , and (32) .
For W I ( p, S) in (27) , let us first analyze its extrema points over all p ∈ R 2 . Note that c(S) is independent p. Therefore, it is sufficient to analyze the product of w ⊥ ( p, S) and w ( p, S), which we will refer as w( p, S).
Note that w ⊥ ( p, S) and w ( p, S) are orthogonal. Hence, the necessary condition, ∇w( p, S) = 0, can only be satisfied when both ∇w ⊥ ( p, S) and ∇w ( p, S) are 0. Now,
wherel ⊥ is the unit vector orthogonal tol. Then,
Thus, the critical points of w ⊥ ( p, S) satisfyR A ·l ⊥ = 0. Using the definitions ofR A from (9) and (25), this holds for the set of points,
Using Leibniz rule,
Thus, the critical points of
Using the definitions ofR A ,R B from (9) and (25), one gets
This holds for the set of points, M . Thus, w( p, S) has a unique global maximum, with no other extrema points. Hence, it is also strictly quasiconcave, and it can not have thick level curves [52] , [53] . Because of this, for two non-overlapping segments, S 1 can only define a curve but not a surface. Hence, (34) provides unique estimates for all points p ∈ R 2 other than these points yielding equal value, thus allowing uniqueness almost surely.
For the second half of the proof, let us introduceR P , and R I to denote the set of points of non-unique results by (34) and (35), respectively. Also, let us define, sets of unique results for a segment S i ∈ S as R P (S i ) . = {x : S i = E P (x, S)}, and R I (S i ) . = {x : S i = E I (x, S)}.
Using the above sets, R 2 can be partitioned by either of the following identities,
We also define the following disjoint sets for a segment, S i ,
Z 1 (S i ) is the set of points for which S i is estimated as the original segment uniquely, by both estimators. Z 2 (S i ) is the set of points for which S i is estimated as the original segment uniquely only by E P , and Z 3 (S i ) only by E I . Lemma 3: For S i ∈ S, Z 3 (S i ) can be partitioned as follows,
Proof: For x ∈ Z 3 (S i ), by (52), x / ∈ R P (S i ), and x / ∈R P . By (51) , ∃ k = i such that x ∈ R P (S k ). Since x / ∈ R I (S k ), x ∈ Z 2 (S k ), which implies x ∈ Z 3 (S i ) ∩ (Z 2 (S k ).
Since x was any point in Z 3 (S i ), ∀x ∈ Z 3 (S i ), ∃ S j ∈ S, j = i , such that x ∈ Z 2 (S j ) ∩ Z 3 (S i ).
Lemma 4: For S i ∈ S, Z 2 (S i ) can be partitioned as follows,
Proof: Follows the same argument in proof of Lemma 3.
Following the definition of R I (S i ) and R P (S i ), the left and right terms of (36) can be expressed as:
Pr(E P ( p, S) = S p ) = Pr( p ∈ R P (S p )).
Since the segments are non-overlapping, there can be only a finite number of intersection points between segments, and hence the probability of ξ being on those common points will be zero. Therefore, by excluding the intersection points S could be considered as a union of disjoint segments, and i Pr(ξ ∈ S i ) = 1. By the law of total probability, Pr( p ∈ R I (S p ))
Pr( p ∈ R P (S p ))
To shorten the notation, let
From (52),
. Therefore, along with (57),
Pr p ∈ R P (S p )
Following (58) and (59), (36) is equivalent to,
After omitting common terms with Z 1 (S i ), we get, 
Let us introduce k . = S i ||L S i ||, and define g ξ (z) = 1/k, for z on segments. This yields, Pr(ξ ∈ S i ) = ||L S i ||/k.
From (57), g p i (z) = g ξ +ζ (z| ξ ∈ S i ); and ζ is independent of ξ . Since pdf of the sum of two independent random variables can be formulated by the convolution of their pdfs, g p i (z) = g ξ (z|ξ ∈ S i ) * g ζ (z), with the convolution integral defined on S i . That is,
