INTRODUCTION 5 5
The implementation of routine genotyping within livestock breeding populations 5 6 has become a common practice and is used as a tool to make more effective selection the genotype phase needs to be known. This matrix then can be utilized in mating designs trait(s) of the progeny given the mating of the two (potential) parents. It should be noted 1 7 6 that in this implementation the algorithm does not run all haplotypes across the genome 1 7 7 simultaneously. As a result, any observed ROH genotype for an individual might contain 1 7 8 multiple significant unfavorable haplotypes. Therefore multiple tag haplotypes identified by the algorithm could be counted as different in an individual, when in fact they are 1 8 0 tagging the same observed haplotype. Within the current study, when multiple haplotypes 1 8 1 tagged the same observed ROH genotype, only the haplotype with the highest 1 8 2 significance value and resulting in the largest number of haplotypes observed across 1 8 3 individuals was retained. For the i th row and j th column of ILM, the following formula 1 8 4 was utilized to calculate the value:
where n is the number of unfavorable haplotypes that remained after eliminating dominance. Phenotypes were simulated by adding a residual value, generated from a 2 5 8 normal distribution (mean = 0, variance = (1-H 2 )), to the genotypic value for each 2 5 9
animal. Summary statistics on the QTL architecture and genetic diversity of the 12 2 6 0 scenarios is outlined in Table S1 .
6 1
After the founder population and genetic architecture of the trait was generated a 2 6 2 selection scenario mimicking a livestock population was undertaken for ten generations.
6 3
A population consisting of 50 males and 600 females was utilized, with a replacement 2 6 4 rate of 20% for both males and females. Progeny with a high estimated breeding value 2 6 5 (EBV) were selected to serve as parents for the next generation and EBV were generated represented the unfavorable direction for the simulated trait in this case. Animals were 2 6 8 mated at random and one progeny was produced for each mating pair. Progeny born from 2 6 9 generation 7 to 9 served as the training population to identify unfavorable haplotypes and 2 7 0 progeny from generation 10 served as the validation population. The model utilized to identify unfavorable haplotypes in the simulation data set did not have a permanent was the overall mean. The starting window size was set at 60 and was reduced by 5 until identified, associated effects and its relationship with the phenotype (data not shown). The suggestive phenotypic cutoff in step 1 was declared by randomly sampling 1000 2 7 8 windows to generate the empirical t-statistic distribution. To investigate the proportion of true negative ROH effects the algorithm captured identified is expected to be higher in the negative compared to the positive direction. Lastly, using the same 1 Mb ROH cutoff, statistics on the length of ROH the algorithm identified (or missed) were calculated. Within each replicate, the ILL was estimated based on haplotypes identified in the training population for individuals in the validation population. The correlation between 2 9 0 IIL and the true genotypic value (TGV), true breeding value (TBV) and true dominance 2 9 1 deviation (TDD) was also estimated. Additionally, the significance (i.e. -log p-value) of 2 9 2 IIL or a genome-wide metric when included as a fixed covariate effect was estimated for 2 9 3 the validation population. The ILL or genome-wide metric was included as a fixed markers that were homozygous.
9 9
To explore the predictive ability of IIL compared to estimates of the genetic value population based on the correlation between phenotype and EGV or IIL, respectively. It Correlations between IIL and the EBV, EDD or EGV were also estimated. Phenotypic and genotypic data from two maternal purebred nucleus selection lines 3 1 5
were obtained from Smithfield Premium Genetics (Rose Hill, NC). In order to determine 3 1 6 the algorithm's behavior across different genetic architectures, multiple traits were born on 2013 were used as a validation population and the number of animals across 3 2 1 traits is outlined in was within a CG smaller than 5 was removed from the analysis. have multiple observations and therefore average yield deviations were used and the 3 6 0 residuals for a given observation in the BRR analysis was weighted according to Garrick 3 6 1 et al. (2009) . The formula used to calculate the weight was: The relationship of IIL with the true genetic signal, the predictive ability of ILL between IIL and TBV were similar to the correlations between IIL and TGV. The increasing prediction accuracy as the LD in a population increased were seen, as Averaged (95% CI) across scenarios the correlation between IIL and EGV was 0.50 4 5 6 (0.49-0.50) and in general as the LD increased so did the correlation. or IIL. Across all genome-wide inbreeding metrics the -log p-value was similar across all 4 6 0 LD scenarios, and the significance increased proportionally to the number of QTL. For traits within a breed, the IIL regression coefficient resulted in a higher -log p-value (i.e. 5 0 1 lower p-value) across both breeds compared to any genome-wide inbreeding metric, 5 0 2 while the pedigree based inbreeding metric had the lowest -log p-value. Out of the 9 5 0 3 traits, the regression coefficient was trending towards significance (P-value < 0.10) for 6 5 0 4
and 7 out of the 9 traits for LR and LW, respectively. Alternatively, the regression 5 0 5 coefficient for the genome-wide metrics for LR (LW), was trending toward significance 5 0 6
for 3 (4), 2 (2) and 0 (0) of the 9 for the proportion of the genome homozygous, diagonals 5 0 7
of SNPRM or pedigree-based inbreeding, respectively. Thus, in our results ILL was the 5 0 8
parameter that more closely aligned with the identification of functional inbreeding. It 5 0 9
should be noted that, no single parameter had a consistently higher -log p-value across 5 1 0 traits so that a combination of genome-wide inbreeding metric based on genomic 5 1 1 information and the IIL value would likely be optimal in breeding applications.
1 2
An ideogram of regions of the genome where an unfavorable haplotype was an unfavorable effect across at least 4 of the 9 traits is outlined in Table 3 and placed into 5 1 8
categories based on the relationship between the traits. A summary of the regions and the 5 1 9 least square mean difference between an animal in an ROH versus nonROH across both 5 2 0 breeds is outlined in Table S2 . A total of 4 and 13 regions were found that had at least length of the ROH the haplotype tagged was greater than 9 Mb and the tag haplotype was 5 7 0 around 1 Mb. Furthermore, simulation results highlighted that the true ROH effects that 5 7 1
were not identified were shorter ROH (5.26 Mb) compared to the ones that were 5 7 2 identified (13.96). The ability to capture short IBD regions depends on the marker density study might not be sufficient to capture these short IBD regions effectively. The impact 5 7 5
of the density was not investigated here to limit the number of scenarios generated, yet its 5 7 6
impact should be considered in the future. Lastly, the simulation highlighted how in some 5 7 7
cases the algorithm incorrectly identified true positive ROH effects that were 5 7 8
characterized as being much longer compared to correctly identified negative ROH 5 7 9
effects. The distribution of the length of ROH has a heavy tail and therefore the 5 8 0 frequency of long ROH is low, but they do exist within the genome across individuals. We investigated the ability of the algorithm to identify unfavorable haplotypes 5 8 5
and their potential use. The frequency at which ROH occurs within the genome had a potential interactions for QTL that are at a low frequency is severely reduced. Lastly, the 7 0 9 application of the associated haplotypes identified in mating plans when correcting for 7 1 0 the additive effect is even more complex due to a lack of clear interpretation between the 7 1 1 combined additive and ROH effect for a window. Therefore, in our analysis priority was 7 1 2
given to estimating the genotypic value of ROH segments that are susceptible to segment. Based on this premise, we make no attempt at trying to understand the number 7 1 5 of mutations present within the ROH, the degree of epistasis that occurs or the 7 1 6
inheritance pattern of QTL within the segment. We have outlined an algorithm that identifies unfavorable haplotypes contained 7 1 9
within an ROH that give rise to a reduced phenotype. Across simulated and real datasets 7 2 0 the unfavorable haplotype tags a much larger ROH region that has a high probability of 7 2 1 being IBD due to its length. Furthermore, the accuracy of prediction for the majority of 7 2 2 the traits was greater than zero. On the real swine datasets, multiple haplotypes were 7 2 3
identified that had a consistent unfavorable effect across multiple traits. The use of this 7 2 4 algorithm and the associated haplotypes allow for breeding programs to more effectively 7 2 5 identify unfavorable regions and mating programs can be used to minimize the frequency 7 2 6 of ROH occurring in the next generation. 2 h 2 refers to the narrow sense heritability; r 2 refers to the repeatability. Megabase the algorithm captures (Panel 1) and the length of the ROH the haplotype tags
