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Abstract
The asymptotic behavior of classical solutions of the bipolar hydrodynamical model for
semiconductors is considered in the present paper. This system takes the form of Euler–
Poisson with electric ﬁeld and frictional damping added to the momentum equation. The
global existence of classical solutions is proven, and the nonlinear diffusive phenomena is
observed in large time in the sense that both densities of electron and hole tend to the same
unique nonlinear diffusive wave.
r 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
The mathematical modelling of semiconductors takes an important place in the
ﬁelds of applied and computational mathematics. It ranges from kinetic transport
equations for charge carriers (electrons and holes) to ﬂuid dynamical models. The
kinetic modelling consist of classical models in the description of the motion of
particle ensembles based on Newton’s second law applied to ballistic transport and
scattering events of the charge currencies, semiclassical models with additional
consideration of crystal lattice effects, and quantum mechanical models on other
shorter scales. The typical semiclassical model is the Boltzmann equation. Fluid
dynamical models can be derived from kinetic models. For instance, the (unipolar)
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full hydrodynamical model for semiconductors was derived from the Boltzmann
equation ( for one carrier, electron or hole for instance) by moment method based on
the shifted Maxwellian ansatz for the equilibrium phase space distribution in order
to describe high ﬁeld phenomena such as hot electron propagation.
Similarly, applying the moment method to the bipolar semiconductor Boltzmann
equations for electron and hole, we derive the bipolar full hydrodynamical models.
Mathematically, the full bipolar hydrodynamical model comprises a quasi-linear
hyperbolic–parabolic system of balance laws for the densities, velocities and the
temperatures (of electron and hole), which are coupled through the Poisson’s
equation for electric potential. Such mathematical structure makes it complicated to
understand the qualitative behavior of solutions.
We are interested in the time-asymptotic behavior of solutions of one-dimensional
isentropic bipolar hydrodynamical model in the present paper. It takes the form of
compressible Euler–Poisson system with frictional damping:







¼ nE  J
mnt
; ð1:2Þ







¼ mE  I
mmt
; ð1:4Þ
l2Ex ¼ n  m; ð1:5Þ
where n40; m40; J; I and E denote the particle densities, current densities, and
the electric ﬁeld, respectively. p ¼ pðnÞ and q ¼ qðmÞ are the pressure–density
functions which satisfy
ðr2p0ðrÞÞ040; ðr2q0ðrÞÞ040; r40: ð1:6Þ
And tn40; tm40 are the momentum relaxation times, l is the re-scaled Debye
number. The device domain is chosen to be the whole real line.
Recently, many efforts were made for unipolar hydrodynamical equation of
semiconductors (one carrier type), on the whole position space or spatial bounded
domain, both on the mathematical modelling [1,25] and on the rigorous
mathematical analysis, such as well-posedness of steady-state solutions [4,6,7] and
their stability [21,19], global existence of classical and/or entropy weak solutions
[3,20,24,29,32], large time behavior of solutions [10,15,19,22] and zero relaxation
limit problems [2,9,16], etc. The reader can refer to [18] for a review. The inﬂuence of
Poisson coupling and damping (relaxation) dissipation on the qualitative behavior of
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solutions was well studied. In particular, it has been shown that the stationary wave
of the system is the time-asymptotical state of both classical and entropy weak
solutions.
However, the study of bipolar hydrodynamical equations for semiconductors is
far from being well. Only recently, Natalini [26], Hsiao–Zhang [17] and Zhang [33]
obtained the global entropy weak solutions in the framework of compensated
compactness on the whole real line or spatial bounded domain respectively, and
Hattori–Zhu [11] proved the stability of steady-state solutions for a recombined
bipolar hydrodynamical model.
It is well known that the frictional damping will cause the nonlinear diffusive
phenomena of hyperbolic waves. Namely, the hyperbolic waves behave like diffusive
wave in large time. Since the works by Hsiao-Liu [12–14], such interesting
phenomena for compressible Euler equation with damping was well investigated,
such as, optimal time-decay rates by Nishara–Yang–Wang [27,28,30,31], time-decay
under boundary effects by Marcati-Mei [23], and time-decay to strong (diffusion)
wave by Zhao [34]. Furthermore, in real micro-electron devices the Debye number
represents the relation between a characteristic non-neutral length and a
characteristic length in the ﬂuid determined by the space scale, and is also very
small compared with other physical relevant scalings. The re-scaled Debye limit and
relaxation limit lead to diffusive approximate model of the bipolar hydrodynamical
model [8]. Therefore, we expect that there exist other asymptotic states, different
from the steady-state solutions, to which the solutions of bipolar hydrodynamical
equations converge time-asymptotically. To have some intuition, let us ﬁrst apply re-
scaling analysis as follows. The combined Debye–relaxation re-scaling
t-tt; l ¼ t1þa;  1oa;




































mtt þ I tx ¼ 0; ð1:9Þ
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t1þaEtx ¼ nt  mt: ð1:11Þ
Let t-0þ; the variable ½nt  mt	 tends to zero formally. Combine (1.7) and (1.9) by
½ð1:7Þ=mn þ ð1:9Þ=mm	; in which eliminate I t=tn and Jt=tm by (1.8) and (1.10), and
pass formal limit ðt-0þÞ: Let w be the limiting density of nt and mt: Then we get the
following porous media equation for w
wt ¼ Pxx; PðwÞ ¼ mnmmmn þ mm
ð pðwÞ þ qðwÞÞ: ð1:12Þ
As shown in [5], there is a unique self-similar solution, the nonlinear diffusive wave,
wðx; tÞ ¼ WðxÞ; ðx ¼ xﬃﬃﬃﬃﬃﬃ
1þtp Þ of (1.12) with boundary conditions:
Wð7NÞ ¼ r7: ð1:13Þ
We ﬁrst consider the initial value problems (labelled as IVP) for (1.1)–(1.5) with
initial data given by
ðn; J; m; IÞðx; 0Þ ¼ ðn0; J0; m0; I0ÞðxÞ; xAR; ð1:14Þ
where
ðn0; J0; m0; I0Þð7NÞ ¼ ðr7; J7; r7; I7Þ; ð1:15Þ
and the electric ﬁeld at x ¼ N; EðtÞ , is set to be zero for simplicity. We will show
in the present paper that the classical solutions of IVP (1.1)–(1.5) and(1.14) exist
globally in time and the nonlinear diffusive phenomena happens in large time in the
sense that both densities tend to the same unique nonlinear diffusive wave
determined by (1.12) and (1.13) at algebraic decay rate, the velocities tend to zero
(the thermal equilibrium state) at algebraic decay rate.
To begin with, we assume in the present paper that the pressure–density function
satisfy
pðrÞ ¼ qðrÞ ¼ 1
g
rg; gX1; ð1:16Þ
and set mn; mm; t and l to be one for simplicity. And hence, PðrÞ is replaced by pðrÞ
in (1.12). Moreover, we assume that the initial densities n0 and m0 are perturbations
of the nonlinear diffusive wave. As in [13,14] such perturbations cause a shift of the
nonlinear diffusive wave in the following sense:Z N
N
½ðn0ðxÞ  Wðx þ x0; t ¼ 0Þ	 dx ¼ mntð Jþ  JÞ; ð1:17Þ
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Z N
N
½ðm0ðxÞ  Wðx þ y0; t ¼ 0Þ	 dx ¼ mmtðIþ  IÞ; ð1:18Þ
with x0; y0AR two constants. And the solutions ðn; I ; m; JÞ are expressed by








½mðx; tÞ  Wðx þ y0; tÞ	 dx; ð1:20Þ
Zðx; tÞ ¼ Jðx; tÞ þ pðWðx; tÞÞx; zðx; tÞ ¼ Iðx; tÞ þ pðWðx; tÞÞx: ð1:21Þ
or alternatively
nðx; tÞ ¼ fxðx; tÞ þ Wðx þ x0; tÞ; mðx; tÞ ¼ cxðx; tÞ þ Wðx þ y0; tÞ; ð1:22Þ
Jðx; tÞ ¼ Zðx; tÞ  pðWðx þ x0; tÞÞx; Iðx; tÞ ¼ zðx; tÞ  pðWðx þ y0Þ; tÞx; ð1:23Þ
where ðf; Z;c; xÞ is the solution of IVP (3.7)–(3.12). The particle states ðI; IþÞ and
ð J; JþÞ can be set to be in the thermal equilibrium at inﬁnity. In fact, if not, due to
the damping dissipation of momentum equations (at inﬁnity), we can deﬁne the
approximate functions ðIe; JeÞðx; tÞ of momentum as ([13,14])
Jeðx; tÞ ¼ Je
1
mnt







Ieðx; tÞ ¼ Ie
1
mmt







which carry out the initial momentum at inﬁnity. Here n˜ðxÞX0 and n˜ðxÞX0 are CN
functions with compact support, and satisfyZ N
N
n˜ðxÞ dx ¼ 1;
Z N
N
m˜ðxÞ dx ¼ 1: ð1:26Þ
In analogy the approximate functions ðne; meÞðx; tÞ of densities are given as
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½mðx; tÞ  Wðx þ y0; tÞ  meÞðx; tÞ	 dx; z ¼ I þ pðWÞx  Ie: ð1:30Þ
For convenience, we only consider the case that
I7 ¼ J7 ¼ 0 ð1:31Þ
in the present paper. This implies, due to (1.24)–(1.28), that
ne ¼ Ie ¼ me ¼ Je  0: ð1:32Þ
And by (1.12), (1.19), (1.21), (1.17), and (1.18), it holds from (1.31) that









ðm0ðyÞ  Wðy þ y0; 0ÞÞ dy; c1 ¼ I0 þ pðWðx þ y0; 0ÞÞx; ð1:35Þ
with x0 and y0 determined by (1.17) and (1.18). The main result in the present paper
is given in the following Theorem:
Theorem 1.1. Assume that (1.6) and (1.16) hold. Suppose that ðf0;f1;c0;c1ÞAH3 
H2  H3  H2 with x0 ¼ y0; and d0 ¼ jrþ  rj51: Then, there is a Z040 such that
if jjðf0;c0Þjj3 þ jjðf1;c1Þjj2pZ0; the global classical solutions ðn; J; m; I ; EÞ of IVP
(1.1)–(1.5) and (1.14) exist and satisfy
X2
k¼0




ð1þ tÞkþ2jj@kxð J þ pðWÞx; I þ pðWÞxÞð:; tÞjj2pCðF0 þ d0Þ; ð1:36Þ
jjðn  m; EÞð:; tÞjj2pCðF0 þ d0Þeat; ð1:37Þ
with a40 a constant and F0 ¼ jjðf0;c0Þjj23 þ jjðf1;c1Þjj22:
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Furthermore, if it holds in addition that ðf0;c0ÞAL1; the following optimal
Lp ð2pppNÞ decay rates can be obtained
















for any kp2 if p ¼ 2 and kp1 if pAð2;N	:
This theorem is proved by energy method. First, we prove the global existence of
classical solutions by establishing energy estimates to the damped wave equations for
the perturbation f and c respectively and combining them together so as to get the
estimates for electric ﬁeld. Then, we investigate their large time behavior. By
applying energy method to a new damped Klein–Gordon equation for electric ﬁeld,
we can obtain its exponential time decay rate to zero. Due to the coupling effect,
more regularity of the perturbations ðf;cÞ of densities are required in order to
obtain the desired time-decay rates of solutions. In general, to obtain Hn exponential
decay of electric ﬁeld the initial perturbation of densities is required to belong to
Hnþ1: After we obtain the exponential time decay rate of electric ﬁeld, we can de-
couple the two damped wave equations and apply the methods by Nishihara [27,28]
to obtain algebraic decay rate of other quantities. Furthermore, more careful a-priori
estimates should be done in order to control the convection terms.
Remark 1.2. Undoubtedly one can obtain the global existence of classical solutions
for general pressure–density functions instead of the case (1.16), for instance for the
case that initial densities are the perturbations of a positive constant (i.e.,
W  constant) so as to avoid the complicated calculations. Here, however we only
consider case (1.16) in order to simplify the discussion in the large time behavior of
solutions.
This paper is arranged as follows. In Section 2, we state some known results on the
diffusive wave solution W of (1.12) and (1.13). The Theorem 1.1 is proved in Section 3
where we ﬁrst reformulate the original problem to a new one in Section 3.1 and
establish the uniformly a-priori estimates in Section 3.2, then in Section 3.3 we prove
the algebraic convergence of two densities to the nonlinear diffusive wave and the
exponential decay of their difference and the electric ﬁeld to zero. Also, (1.38), (1.39)
are proven therein.
Notation. Throughout this paper C always denotes generic positive constant. L2ðRÞ
is the space of square integrable real valued function deﬁned on R with the norm
jj  jj; and HkðRÞ (Hk without any ambiguity) denotes the usual Sobolev space with
the norm jj  jjk; especially, jj  jj0 ¼ jj  jj:
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2. Nonlinear diffusive waves
We list some known results concerning the self-similar solution of the nonlinear
parabolic equation (1.12) in this section.
Assume that the pressure–density functions satisfy (1.16) and mn; mm; t and l are
set to be one. Then the nonlinear parabolic equation (1.12) reads:
wt ¼ pðwÞxx; p0ðwÞ40; ð2:1Þ
which possesses a unique self-similar solution wðx; tÞ (see [5])
wðx; tÞ9WðzÞ; z ¼ xﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t þ 1p ; ð2:2Þ
satisfying
W 00ðzÞ þ p





Wð7NÞ ¼ r7; ðrþ; r40Þ: ð2:3Þ















þ jWðzÞ  rþjz40 þ jWðzÞ  rjzo0pCd0ecz2 ; ð2:4Þ
jWtðx; tÞjpCd0ð1þ tÞ1; jWxðx; tÞjpCd0ð1þ tÞ
1
2; ð2:5Þ
where and throughout d0 ¼ jrþ  rj: Moreover, we can obtain the L2-estimates
and Lp-estimates of the derivatives of W as ([12,13,27,28]):
Lemma 2.1. Let W be the self-similar solution of (1.12) and (1.13). Then it holds thatZ N
N
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Z N
N





jWxtttðx; tÞj2 dxpCd20ð1þ tÞ
13
2 ; ð2:11Þ






for 1pl þ kp6 and pA½2;N	:
3. Global existence and the asymptotic of solutions
By the standard methods, we can prove the local existence of classical solutions of
the IVP (1.1)–(1.5) and (1.14). To extend such solutions globally in time, we need to
reformulate the original problems and establish uniform a-priori estimates then.
3.1. Reformulation of original problems
For any T40; assume that ðn; J; m; I ; EÞ is a classical solution of the IVP (1.1)–
(1.5) and (1.14). Then by (1.1)–(1.5) and (1.19)–(1.21), the corresponding IVP for
ðf; Z;c; x; EÞ; with ðf; Z;c; xÞ deﬁned by (1.19) and (1.21), are obtained
ft þ Z ¼ 0; ð3:1Þ
Zt þ
ð pðWÞx þ ZÞ2
W þ fx
þ pðW þ fxÞ  pðWÞ
" #
x
¼ ðW þ fxÞE  Z pðWÞxt; ð3:2Þ
ct þ z ¼ 0; ð3:3Þ
zt þ
ð pðWÞx þ zÞ2
W þ cx
þ pðW þ cxÞ  pðWÞ
" #
x
¼ ðW þ cxÞE  z pðWÞxt; ð3:4Þ
E ¼ f c; ð3:5Þ
fðx; 0Þ ¼ f0ðxÞ; Zðx; 0Þ ¼ f1ðxÞ; cðx; 0Þ ¼ c0ðxÞ; zðx; 0Þ ¼ c1ðxÞ; xAR: ð3:6Þ
ARTICLE IN PRESS
I. Gasser et al. / J. Differential Equations 192 (2003) 326–359334
By (3.1)–(3.2) and (3.3)–(3.4), we obtain the damped ‘‘wave equation’’ for f and c
respectively as
ftt  ð pðW þ fxÞ  pðWÞÞx þ ft þ ðW þ fxÞE ¼ pðWÞxt þ ð f1Þx; ð3:7Þ
ctt  ð pðW þ cxÞ  pðWÞÞx þ ct  ðW þ cxÞE ¼ pðWÞxt þ ð f2Þx; ð3:8Þ
where








The corresponding initial data are
fðx; 0Þ ¼ f0ðxÞ; ftðx; 0Þ ¼ f1ðxÞ; ð3:11Þ
cðx; 0Þ ¼ c0ðxÞ; ctðx; 0Þ ¼ c1ðxÞ: ð3:12Þ
By (3.7), (3.8) and (3.5), we have the IVP for the damped ‘‘Klein–Gordon’’ equation
for the electric ﬁeld E as
Ett þ Et þ 2WE ¼ f3ðx; tÞ; ð3:13Þ
Eðx; 0Þ ¼ E0ðxÞ :¼ ðf0  c0ÞðxÞ; Etðx; 0Þ ¼ E1 :¼ ðf1  c1ÞðxÞ; ð3:14Þ
where
f3 ¼ð pðW þ fxÞ  pðW þ cxÞÞx  ðfx þ cxÞE
þ ð pðWÞx  ftÞ
2
W þ fx





:¼ ð f31Þx þ f32 þ ð f33Þx: ð3:15Þ
For T40; denote the basic space for the IVP (3.1)–(3.6) as
X ðTÞ ¼ fðf;ft;c;ct; EÞAH3  H2  H3  H2  H2; 0ptpTg; ð3:16Þ
with norm given by
Mð0; TÞ ¼ max
0ptpT
fjjðf;cÞð:; tÞjj3 þ jjðft;ct; EÞð:; tÞjj2g;
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and assume that the following assumption holds:
NðTÞ ¼ max
0ptpT
fjjðf;cÞð:; tÞjj3 þ jjðft;ctÞð:; tÞjj2g51: ð3:17Þ













Then, to prove global existence of classical solutions, it is sufﬁcient to prove the
following a-priori estimates for IVP (3.7)–(3.12):
Theorem 3.1. For T40 let ðf;c; EÞAXðTÞ be the solutions of IVP (3.7)–(3.12). Then,
it holds for NðTÞ þ d051 that
jjðf;cÞjj23 þ jjðft;ct; EÞð:; tÞjj22 þ
Z T
0
jjðft;fx;ct;cx; EÞð:; sÞjj22 ds
pCðjjðf0;c0Þjj23 þ jjðf1;c1Þjj22 þ d0Þ; 0otoT : ð3:19Þ
3.2. The a-priori estimates
Theorem 3.1 can be proven by the following Lemmas 3.2–3.4. First, we have the
basic estimate:
Lemma 3.2. Let T40: It holds, for ðf;c; EÞAXðTÞ; that
jjðft;fx;f;ct;cx;c; EÞð:; tÞjj2 þ
Z T
0
jjðft;fx;ct;cx; EÞð:; sÞjj2 ds
pCðjjðf0;c0Þjj23 þ jjðf1;c1Þjj22 þ d0Þ; ð3:20Þ
provided that NðTÞ þ d0 small enough.
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jWxj3 þ CðNðTÞ þ d0Þ
Z N
N
½f2x þ f2t 	 dx: ð3:25Þ






















ðW þ fxÞEf dxpC
Z N
N
ðW 4x þ W 2t Þ dx; ð3:26Þ
where we have used (3.24), and (3.17) so that CðNðTÞ þ d0Þpk:



































½pðW þ tÞ  pðWÞ	 dt ð3:28Þ
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satisfying (cf. [14])
px2psðx; WÞppx2: ð3:29Þ




















Due to the fact
ð f1Þx ¼ 
ð pðWÞx  ftÞ2
ðW þ fxÞ2
fxx 
2ð pðWÞx  ftÞ
W þ fx
fxt
 ð pðWÞx  ftÞ
2
ðW þ fxÞ2
Wx  2ð pðWÞx  ftÞ
W þ fx
pðWÞxx ð3:31Þ




2ð pðWÞx  ftÞ
W þ fx
fxt
þ Oð1Þ½ðWx þ ftÞWt þ W 3x þ f2t Wx	; ð3:32Þ



















































þ CðNðTÞ þ d0Þ
Z N
N
½f2t þ f2x	 dx þ Cd0; ð3:34Þ
provided that NðTÞ þ d051: Where we have used
jfttjpCjfxx þ fxt þ fx þ ft þ fþ cþ Wxt þ Wx þ Wtj; ð3:35Þ
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which leads to
jjfttjj2pCðNðTÞ þ d0Þ: ð3:36Þ





























½f2x þ f2t 	 dx þ Cd0: ð3:37Þ
















2ð1þ kÞsðfx; WÞ 






















½f2x þ f2t 	 dx þ Cd0; ð3:38Þ
where we have used (3.29), (2.1).
Multiplying (3.8) by ½cþ 2ð1þ kÞct	; applying the similar procedures as above,
noticing the negative symbol of the electric term of (3.8) and
f2 ¼ Oð1ÞðWx þ ctÞ;
ð f2Þx ¼ 
ð pðWÞx  ctÞ2
ðW þ cxÞ2
cxx 
2ð pðWÞx  ctÞ
W þ cx
cxt



















2ð1þ kÞsðcx; WÞ 






















½c2x þ c2t 	 dx þ Cd0; ð3:40Þ
provided that NðTÞ þ d051:














pkx2 þ CðkÞW 2t ; x ¼ fx; cx; ð3:41Þ
Z N
N















½E2 þ f2x þ f2t þ c2x þ c2t 	 dx; ð3:42Þ
and
jjE0jj22 þ jjE1jj21pCðjjðf;cÞjj23 þ jjðf1;c1Þjj22ÞpCF20; ð3:43Þ
we obtain (3.20) provided that ðNðTÞ þ d0Þ51: &
Now, we turn to higher-order estimates:





jjðfxt;fxx;cxt;cxx; ExÞð:; sÞjj2 ds
pCðjjðf0;c0Þjj23 þ jjðf1;c1Þjj22 þ d0Þ; ð3:44Þ
provided that NðTÞ þ d0 small enough.
ARTICLE IN PRESS
I. Gasser et al. / J. Differential Equations 192 (2003) 326–359340
Proof. Differentiate (3.7) and (3.8) with respect to x; we obtain
fxtt  ð p0ðW þ fxÞfxxÞx þ fxt þ ðWEÞx ¼ pðWÞxxt þ ð f1Þxx þ g1; ð3:45Þ
cxtt  ð p0ðW þ cxÞcxxÞx þ cxt  ðWEÞx ¼ pðWÞxxt þ ð f2Þxx þ g2; ð3:46Þ
where
g1 ¼ ðð p0ðW þ fxÞ  p0ðWÞÞWxÞx  ðfxEÞx; ð3:47Þ
g2 ¼ ðð p0ðW þ cxÞ  p0ðWÞÞWxÞx þ ðcxEÞx: ð3:48Þ











































By Cauchy’s inequality and the fact that
g1 ¼ Oð1ÞðfxðWxx þ W 2x Þ þ WxfxxÞ  fxEx  fxxE; ð3:51Þ
the last term can be estimated as
Z N
N
g1fxx dxpCðNðTÞ þ d0Þ
Z N
N
½f2x þ f2xx	 dx: ð3:52Þ





ð f1Þxfxx dxpCðNðTÞ þ d0Þ
Z N
N
½f2xx þ f2xt þ f2t 	 dx þ Cd0: ð3:53Þ
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½f2x þ f2t 	 dx; ð3:54Þ
provided that (3.17) holds so that CðNðTÞ þ d0Þp13 k:

























































It follows from (3.51) that
Z N
N
g1fxt dxpCðNðTÞ þ d0Þ
Z N
N
½f2xx þ f2xt þ f2x	 dx: ð3:57Þ
Due to (1.12) and (3.31) it holds that
ð f1Þxx ¼ 





2ð pðWÞx  ftÞ
W þ fx
fxxt
þ Oð1ÞðWx þ ftÞðWxxðWx þ ftÞ þ WxtÞ
þ Oð1Þðfxt þ WtÞ½ðfxx þ WxÞðft þ WxÞ þ Wt þ fxt	
þ Oð1ÞWx½ðfxx þ WxÞðf2t þ W 2x Þ þ ðWt þ fxtÞðWx þ ftÞ	; ð3:58Þ
ARTICLE IN PRESS
I. Gasser et al. / J. Differential Equations 192 (2003) 326–359342














þ CðNðTÞ þ d0Þ
Z N
N
½f2xx þ f2xt	 dx þ Cd0: ð3:59Þ







f2xt þ p0ðW þ fxÞ 






















f2x dx þ Cd0; ð3:60Þ
where we have used (3.17) so that CðNðTÞ þ d0Þp16 k:















p0ðW þ fxÞ 












ðWEÞxðfx þ 2fxtÞ dxpCd0 þ C
Z N
N
½f2x þ f2t 	 dx: ð3:61Þ
Multiplying (3.46) by ½cx þ 2cxt	; applying the similar procedures as above,
noticing (3.39) and the facts
ð f2Þxx ¼ 





2ð pðWÞx  ctÞ
W þ cx
cxxt
þ Oð1ÞðWx þ ftÞðWxxðWx þ ftÞ þ WxtÞ
þ Oð1Þðcxt þ WtÞ½ðcxx þ WxÞðct þ WxÞ þ Wt þ cxt	
þ Oð1ÞWx½ðcxx þ WxÞðc2t þ W 2x Þ þ ðWt þ cxtÞðWx þ ctÞ	; ð3:62Þ
g2 ¼ Oð1ÞðcxðWxx þ W 2x Þ þ WxcxxÞ þ cxEx þ cxxE; ð3:63Þ
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p0ðW þ cxÞ 












ðWEÞxðcx þ 2cxtÞ dxpCd0 þ C
Z N
N
½c2x þ c2t 	 dx: ð3:64Þ
Combining ½ð3:61Þ þ ð3:64Þ	 and integrating it over ½0; T 	; noticing that
Z N
N




















½c2x þ c2t þ f2x þ f2t 	 dx; ð3:65Þ
and using Lemma 3.2, we have
Z N
N






½f2xt þ f2xx þ c2xt þ c2xx þ E2x	 dx
pCðjjðf0;c0Þjj23 þ jjðf1;c1Þjj22 þ d0Þ; ð3:66Þ
provided that NðTÞ þ d051: Where we have used (3.43).
Multiply (3.7) with ftt and (3.8) with ftt; and integrate them over R and R ½0; T 	
respectively. We get by (3.66) and (3.20) that
Z N
N





½f2xt þ f2xx	 dx ds
pCðjjðf0;c0Þjj23 þ jjðf1;c1Þjj22 þ d0Þ; ð3:67Þ
The combination of (3.66) and (3.67) leads to (3.44). &
To enclose the a-priori assumption (3.17), we need the following estimate:
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jjðfxxt;fxxx;cxxt;cxxx; ExxÞð:; sÞjj2 ds
pCðjjðf0;c0Þjj23 þ jjðf1;c1Þjj22 þ d0Þ; ð3:68Þ
provided that NðTÞ þ d0 small enough.
Proof. Differentiate (3.45) and (3.46) with respect to x;1 we obtain
fxxtt  ð p0ðW þ fxÞfxxxÞx þ fxxt þ ðWEÞxx ¼ pðWÞxxxt þ ð f1Þxxx þ g3; ð3:69Þ
cxxtt  ð p0ðW þ cxÞcxxxÞx þ cxxt  ðWEÞxx ¼ pðWÞxxxt þ ð f2Þxxx þ g4; ð3:70Þ
where
g3 ¼ ð p0ðW þ fxÞxfxxÞx þ ðð p0ðW þ fxÞ  p0ðWÞÞWxÞxx  ðfxExÞxx; ð3:71Þ
g4 ¼ ð p0ðW þ cxÞxcxxÞx þ ðð p0ðW þ cxÞ  p0ðWÞÞWxÞx þ ðcxExÞxx: ð3:72Þ





























ð f1Þxxxfxxt dx þ
Z N
N
g3ðfxx þ 2fxxtÞ dx: ð3:73Þ
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1For the proof, we ﬁrst assume that the solutions ðf;cÞ have high-order regularity because the a-priori
estimates (3.20) and (3.44) will be still valid for these solutions by applying the Friedrich’s molliﬁer under
the same assumptions (3.17). We omit the detail here.
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The terms on the right-hand side of (3.73) are estimated as follows. By (2.1) and








½jWttj þ jWxttj	 dx þ d0
Z N
N
½f2xxx þ f2xxt	 dx: ð3:74Þ
In view of (3.71), it follows








½f2xxx þ f2xxt þ f2xx þ f2x þ c2xx	 dx: ð3:76Þ








½f2xxx þ f2xxt þ f2xx þ f2xt	 dx þ Cd0: ð3:77Þ
Since
ð f1Þxxx ¼ 





2ð pðWÞx  ftÞ
W þ fx
fxxxt
þ Oð1Þfxxt½Wt þ fxt þ ðWx þ ftÞðWx þ fxxÞ	
þ Oð1Þfxxx½ðW 2x þ f2t ÞðWx þ fxxÞ þ ðWx þ ftÞðWt þ fxtÞ	
þ Oð1ÞðWxxt þ WxxxðWx þ ftÞÞðWx þ ftÞ
þ Oð1ÞWxt½Wt þ fxt þ ðWx þ fxxÞðWx þ ftÞ	
þ Oð1ÞWxx½ðWt þ fxtÞðWx þ ftÞ þ ðWx þ fxxÞðW 2x þ f2t Þ	
þ Oð1ÞðWt þ fxtÞ½ðWt þ fxtÞðWx þ fxxÞ þ ðWx þ ftÞðW 2x þ f2xxÞ	
þ Oð1ÞðWx þ fxxÞðW 2x þ f2t ÞðW 2x þ f2xxÞ ð3:78Þ
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2ð pðWÞx  ftÞ
W þ fx
fxxxt
þ Oð1ÞðWxxt þ Wxxx þ Wxt þ Wxx þ Wt þ W 2x Þ
þ OðNðTÞ þ d0Þðfxxx þ fxxt þ fxt þ fxxÞ; ð3:79Þ




























þ CðNðTÞ þ d0Þ
Z N
N
½f2xxx þ f2xxt þ f2xt þ f2xx	 dx þ Cd0: ð3:80Þ















p0ðW þ fxÞ 








½p0ðW þ fxÞf2xxx þ f2xxt	 dx þ
Z N
N




½f2xxx þ f2xxt þ f2xt þ f2xx þ f2x þ c2xx	 dx þ Cd0: ð3:81Þ
Multiply (3.70) by ½cxx þ 2cxxt	 and integrate it by parts over R: Noticing (3.62),
ð f2Þxxx ¼ 
ð pðWÞx  ctÞ2
ðW þ cxÞ2
cxxxx 
2ð pðWÞx  ctÞ
W þ cx
cxxxt
þ Oð1ÞðWxxt þ Wxxx þ Wxt þ Wxx þ Wt þ W 2x Þ
þ OðNðTÞ þ d0Þðcxxx þ cxxt þ cxt þ cxxÞ; ð3:82Þ
and
jg4jpCðNðTÞ þ d0Þjcxxx þ cxx þ cx þ fxxj ð3:83Þ
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p0ðW þ cxÞ 








½p0ðW þ cxÞc2xxx þ c2xxt	 dx 
Z N
N




½c2xxx þ c2xxt þ c2xt þ c2xx þ c2x þ f2xx	 dx þ Cd0: ð3:84Þ
Combining ½ð3:81Þ þ ð3:84Þ	 and integrating it over ½0; T 	; noticing thatZ N
N















ðW  WtÞE2xx dx
 CðNðTÞ þ d0Þ
Z N
N
½f2xxt þ c2xxt þ f2xx þ c2xx	 dx; ð3:85Þ
and using Lemmas 3.2–3.3, we obtainZ N
N






½f2xxt þ f2xxx þ c2xxt þ c2xxx þ E2xx	 dx
pCðjjðf0;c0Þjj23 þ jjðf1;c1Þjj22 þ d0Þ; ð3:86Þ
provided that NðTÞ þ d051:
Differentiate (3.7) and (3.8) with respect to t; Multiply them with fttt and cttt
respectively and integrate them over R and R ½0; T 	 respectively. We obtain by
(3.86), (3.20) and (3.44) that
Z N
N





½f2ttt þ c2ttt	 dx ds
pCðjjðf0;c0Þjj23 þ jjðf1;c1Þjj22 þ d0Þ; ð3:87Þ
which together with (3.86) yields (3.68). &
The combination of Lemmas 3.2–3.4 gives Theorem 3.1.
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By Theorem 3.1 and a standard continuity argument, we can extend the local
classical solutions of IVP (3.7)–(3.14) globally in time:
Theorem 3.5. Under the assumptions of Theorem 1.1, the classical solutions ðf;c; EÞ
of IVP (3.7)–(3.14) exist globally in time if F0 þ d051; and satisfy that
jjðf;cÞð:; tÞjj23 þ jjðft;ct; EÞð:; tÞjj22 þ
Z t
0
jjðft;fx;ct;cx; EÞð:; sÞjj22 ds
pCðF0 þ d0Þ; t40; ð3:88Þ
jjðfx;cx;ft;ct; EÞð:; tÞjj22-0; t-N: ð3:89Þ
3.3. The time-decay rate of solutions
In this section, we prove the time-decay rate of classical solutions ðf;c; EÞ of IVP
(3.7)–(3.14) obtained by Theorem 3.5. We ﬁrst prove the exponential decay of
electric ﬁeld to zero state, and then, obtain the algebraic convergence of ðf;cÞ to
zero state. Due to the results in Section 3.2, we know that the global classical
solutions ðf;c; EÞ satisfy
jjðf;cÞjj23 þ jjðft;ct; EÞjj22pCðF0 þ d0Þ; ð3:90Þ
which leads to, in terms of Sobolev embedding theorem, that
jjðf;fx;fxx;ft;fxt;c;cx;cxx;ct;cxt; E; ExÞjjLNpCðF0 þ d0Þ: ð3:91Þ
By (3.91), (3.7), (3.9), (3.8), and (3.10), we know that
jjðftt;cttÞjjLNpCðF0 þ d0Þ: ð3:92Þ
Lemma 3.6. Let ðf;c; EÞ be the global classical solutions of IVP (3.7)–(3.14) with
initial data satisfying jjðf0;c0Þjj3 þ jjðf1;c1Þjj251: Then it holds for electric field E
that
jjðE; Et; Ex; Ext; Exx; EttÞjj2pCðF0 þ d0Þ expfb0tg ð3:93Þ
for t40:
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f3ðE þ 2EtÞ dx ¼
Z N
N
½ð f31Þx þ f32 þ ð f33Þx	ðE þ 2EtÞ dx: ð3:94Þ
The right-hand side terms in (3.94) can be estimated as follows. Since
ð f31Þx ¼ p0ðW þ fxÞExx þ ð p0ðW þ fxÞ  p0ðW þ cxÞÞðW þ cxÞx; ð3:95Þ
¼ p0ðW þ fxÞExx þ Oð1ÞðW þ cxÞxEx; ð3:96Þ
we obtain, by integration by parts, thatZ N
N










p0ðW þ fxÞE2x dx
þ CðNðTÞ þ d0Þ
Z N
N
½E2x þ E2t 	 dx; ð3:97Þ
Z N
N













½E2 þ E2t 	 dx: ð3:98Þ
Due to the facts
f33 ¼ Oð1Þðft þ ct þ WxÞðEx þ EtÞ; ð3:99Þ
and
ð f33Þx ¼ 
2ð pðWÞx  ftÞ
W þ fx
Ext
þ 2ð pðWÞx  ftÞ
W þ fx
 2ð pðWÞx  ctÞ
W þ cx
 
ð pðWÞx  ctÞx




 ð pðWÞx  ftÞ
2
ðW þ fxÞ2




ðW þ cxÞx; ð3:100Þ
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¼  2ð pðWÞx  ftÞ
W þ fx




þ Oð1Þðft þ ct þ WxÞðEx þ EtÞ; ð3:101Þ
we have, after integration by parts, that
Z N
N











þ CðF0 þ d0Þ
Z N
N
½E2x þ E2t 	 dx; ð3:102Þ
where we have used (2.1), and the estimate
jcttjpCjcxx þ cxt þ cx þ ct þ cþ fþ Wxx þ Wxtj; ð3:103Þ
which comes from (3.7).
















p0ðW þ fxÞ 








½E2t þ E2 þ E2x	 dxp0; ð3:104Þ
provided that NðTÞ þ d051: Applying Gronwall’s lemma to above differential
inequality , we obtain from (3.104)
jjðE; Ex; EtÞjj2pCðF0 þ d0Þ expfb1tg: ð3:105Þ
Step 2: Differentiating (3.13) with respect to x; we obtain
Extt þ Ext þ 2WEx þ 2WxE ¼ ð f3Þx: ð3:106Þ
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½ð f31Þxx þ ð f32Þx þ ð f33Þxx	ðEx þ 2ExtÞ dx: ð3:107Þ
The right-hand side terms in (3.107) can be estimated as follows. It follows from (2.1)




WxEðEx þ 2ExtÞ dxpCd0
Z N
N
½E2xt þ E2x þ E2	 dx: ð3:108Þ
Due to (3.95), it holds that
ð f31Þxx ¼ p0ðW þ fxÞExxx þ Oð1ÞððW þ cxÞxx
þ Oð1Þ½ðW þ cxÞ2xÞEx þ ðW þ fx þ cxÞxExx	; ð3:109Þ
which combined with (3.96) and integration by parts yields that
Z N
N










p0ðW þ fxÞE2xx dx
þ CðF0 þ d0Þ
Z N
N




A direct calculation gives
Z N
N


















½E2 þ E2x þ E2xt	 dx: ð3:111Þ
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Noticing (3.101) and
ð f33Þxx ¼ 
2ð pðWÞx  ftÞ
W þ fx




þ Oð1Þðcxxx þ cxxtÞðEx þ EtÞ
þ Oð1ÞðF0 þ d0ÞðExx þ Ext þ Ex þ EtÞ; ð3:112Þ
we obtain, by integration by parts, that
Z N
N















þ CðF0 þ d0Þ
Z N
N
½E2xt þ E2xx þ E2t þ E2x	 dx; ð3:113Þ
where we have used (3.103).

















p0ðW þ fxÞ 








½E2xt þ E2x þ E2xx	 dxp0; ð3:114Þ
provided that F0 þ d051: Applying Gronwall’s lemma to above differential
inequality, we obtain
jjðEx; Exx; ExtÞjj2pCðjjE0jj22 þ jjE1jj21 þ d0Þ expfb2tg: ð3:115Þ
By (3.105), (3.115), and the estimate
jEttjpCjExt þ Exx þ Et þ Ex þ Ej; ð3:116Þ
we can prove (3.93) for b0 ¼ minfb1; b2g: &
Then, we turn to prove the time-decay rate of ðf;cÞ; for which we are able to
obtain the algebraical decay rate for large time. We will use Nishihara’s idea [28,27]
to prove Lemma 3.7.
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Lemma 3.7. Let ðf;c; EÞ be the global classical solutions of IVP (3.7)–(3.14)




ð1þ tÞkjj@kxðf;cÞð:; tÞjj2 þ
X2
k¼0









ð1þ sÞk1jj@kxðf;cÞð:; sÞjj2 ds
pCðF0 þ d0Þ; ð3:118Þ
X2
k¼0





ð1þ sÞkþ1jj@kxðft;ctÞð:; sÞjj2 ds
pCðF0 þ d0Þ; ð3:119Þ
ð1þ tÞ5jjðfttt;cttt;fxtt;cxttÞð:; tÞjj2 þ
Z t
0
ð1þ sÞ5jjðfttt;ctttÞð:; sÞjj2 ds
pCðF0 þ d0Þ; ð3:120Þ
provided that F0 þ d051:
Proof. We only need to prove (3.118)–(3.120) for f because we can de-couple wave
equations (3.7) and (3.8) since the effort of electric ﬁeld decays exponentially by
Lemma 3.6. However, more efforts have to be made in dealing with the difﬁculties
caused by convection terms. Here we just prove (3.118) in order to show how to
estimate the new term.
By (3.117) and the Sobolev inequality
jj f jjLNp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jj f jjjj fxjj
p
; ð3:121Þ
we can obtain the a-priori LN time-decay rate of ðf;cÞ and their derivatives and
then we can obtain the a-priori LN time decay rate of convection term.
Step 1: Multiply (3.7) with ð1þ tÞft and integrate over R (or multiply (3.27) with
ð1þ tÞ). Using (3.27), (3.30), (3.33), (2.1), Lemma 3.6 and Cauchy–Schwartz’s
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f2t þ sðfx; WÞ 
1
2











f2t þ sðfx; WÞ 
1
2














f2t dx þ C
Z N
N
½f2t þ f2x	 dx;
ð3:122Þ
where we have used (3.117), (3.7), Lemma 3.6, and

















pCðF0 þ d0Þð1þ tÞ1;























Integrating (3.122) over ½0; t	; using Lemmas 3.2–3.3 and (3.29), we obtain
ð1þ tÞjjðft;fxÞð:; tÞjj2 þ
Z t
0
ð1þ sÞjjftð:; sÞjj2 dspCðF0 þ d0Þ; ð3:124Þ
provided that F0 þ d051:
Step 2: Multiply (3.45) with fxt and integrate by parts over R (or rewrite (3.55)).








f2xt þ p0ðW þ fxÞ 



















f2xt dx þ CðF0 þ d0Þeb0t
þ Cð1þ tÞ7=2;
ð3:125Þ
provided that F0 þ d051:
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Multiply (3.7) with fxx and integrate it by parts over R: By (3.32), (3.93) and
























f2xt dx þ Cð1þ tÞ5=2
þ CðF0 þ d0Þeb0t þ Cð1þ tÞ1
Z N
N









½f2x þ f2xt	 dx þ
Z t
0
ð1þ sÞjjðfxt;fxxÞð:; sÞjj2 dxs
pCðF0 þ d0Þ: ð3:127Þ




½f2xx þ f2xt	 dx þ
Z t
0
ð1þ sÞ2jjfxtð:; sÞjj2 dx dspCðF0 þ d0Þ: ð3:128Þ





½ð1þ sÞ2jjfxtð:; sÞjj2 þ ð1þ sÞjjfxxð:; sÞjj2	 dx dspCðF0 þ d0Þ: ð3:129Þ
Similarly, multiply ð1þ tÞ2 to ½2fxxt  ð3:69Þ  fxx  ð3:45Þ	 and ð1þ tÞ3fxxt to
(3.69), and integrate them over R ½0; t	: By (3.78), (3.58),(3.123), (3.124) and

















þ CðF0 þ d0Þð1þ tÞ1
Z N
N
f2xxx dx þ CðF0 þ d0Þð1þ tÞ9=2;
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f2xx dx þ CðF0 þ d0Þð1þ tÞ7=2;








ð1þ sÞ2jjfxxxð:; sÞjj2 dx dspCðF0 þ d0Þ: ð3:130Þ
The combination of (3.124), (3.129), (3.130) leads to the estimate (3.118) for f:
Applying above steps in proving the time-decay rates of f to c; and using (2.1),
Lemma 3.6, Lemmas 3.2–3.3 and Cauchy–Schwartz’s inequality, we obtain, after
tedious calculations, the time-decay estimates for c and its derivatives, which
together with those for f yields (3.118).
The estimates (3.119) and (3.120) can be obtained similarly. In fact, taking
integration by parts over R ½0; t	 the equations ð1þ tÞi  ½ðft þ 2fttÞ  ð3:7Þt þ
ðct þ cttÞ  ð3:8Þt	; ð1þ tÞiþ1  ½ftt  ð3:7Þt þ ctt  ð3:8Þt	 for i ¼ 1; 2; ð1þ tÞ j 
½ðfxt þ 2fxttÞ  ð3:7Þxt þ ðcxt þ cxttÞ  ð3:8Þxt	 and ð1þ tÞ jþ1  ½fxtt  ð3:7Þxt þ
cxtt  ð3:8Þxt	 for j ¼ 1; 2; 3; and using E ¼ f c: Combining the results, we can
get (3.119). Finally, integrating by parts over R ½0; t	 the equation ð1þ tÞi  ½fttt 
ð3:7Þtt þ cttt  ð3:8Þtt	 for i ¼ 0; 1;y; 5; and using E ¼ f c; we can get (3.120).
We omitted the details. Therefore, the proof of Lemma 3.7 is completed. &
Proof of Theorem 1.1. By Theorem 3.5 and (1.22)–(1.23), we know that the classical
solutions of IVP (1.1)–(1.5) and(1.14) exist globally in time and are uniformly
bounded. By Lemmas 3.7–3.6, we can prove (1.36)–(1.37) for the classical solutions
of IVP (1.1)–(1.5) and (1.14). The Lp decay rate can be obtained by applying the
method of approximate Green’s function [28] and more complicated a-priori
estimates on the convection term. We omit the details.
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