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Abstract
In this paper, the global attractivity of the zero solution of the nonlinear delay defference equation
x(n + 1) − x(n) = F (n,x(g(n))), n = 0,1,2, . . . , (1.1)
is studied and the relaxed 32 -conditions are obtained. The results here have improved the known results.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Nonlinear difference equation with delay; Global attractivity
1. Introduction
Consider the nonlinear difference equation with variable delay
x(n + 1) − x(n) = F (n,x(g(n))), n = 0,1,2, . . . , (1.1)
where F(n, ·) : R → R is continuous with F(n,0) ≡ 0 for n ∈ N and g : N → Z is nonde-
creasing with g(n)  n for n ∈ N and limn→∞ g(n) = ∞. Here N = {0,1,2, . . .} and Z =
{. . . ,−1,0,1, . . .}. By a solution of Eq. (1.1), we mean a sequence {x(n)} which is defined for
n g(0) and satisfies (1.1) for n ∈ N.
Concerning the variable delay in Eq. (1.1), we consider two cases.
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n − g(n) k for all large n. (1.2)
(ii) n − g(n) is unbounded, that is
lim
n→∞
(
n − g(n))= ∞. (1.3)
We see that g(n) = n − k and g(n) = [n/2] are typical examples of (1.2) and (1.3), respectively,
where [ · ] denotes the greatest integer function. For the general background of delay difference
equations, one can refer to recent books [1–3] and [4, Chapter 7]. The asymptotic behavior of
solutions to nonlinear difference equations have been studied extensively, see [4–9], for example.
Throughout this paper we always assume that there exist {pn}∞n=1 and {qn}∞n=1 with pn, qn  0
for n = 0,1,2, . . . such that for large n and x ∈ R,
qn min
{
0, f (−x)} F(n,x) pn max{0, f (−x)}, (1.4)
where
f ∈ C[R,R] and ∣∣f (x)∣∣< |x|, xf (x) > 0 for x = 0. (1.5)
Also we always assume that there exist p,q > 0 such that for all large n,
n∑
i=g(n)
pi  pλ and
n∑
i=g(n)
qi  qλ, (1.6)
where
λ =
{ 3
2 + 12(k+1) , if (1.2) holds,
3
2 , if (1.3) holds.
Equation (1.1) has the following special form:
x(n + 1) − x(n) + rnh
(
x
(
g(n)
))= 0, n = 0,1,2, . . . , (1.7)
where {rn} is a nonnegative sequence and h : R → R is a continuous function with xh(x) > 0 for
x = 0. The following theorems have been obtained in [9].
Theorem 1.A. (See [9].) Assume that (1.4)–(1.6) hold and that
max
{
p,p2
} · max{q, q2} 1. (1.8)
Suppose that there exist a positive integer N∗ and a sequence of functions ηn : (0,∞) → [0,∞),
n = 0,1,2, . . . , such that for each  > 0,
sup
x
F (n, x)−ηn(), inf
x− F (n, x) ηn() for nN
∗, and
∞∑
n=N∗
ηn() = ∞. (1.9)
Then every solution of Eq. (1.1) tends to zero.
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−αx < h(x) < 0 for x < 0 and 0 < h(x) < βx for x > 0. (1.10)
Suppose that for all large n,
α
1
3 β
2
3
n∑
i=g(n)
ri  λ if α  β or α 23 β 13
n∑
i=g(n)
ri  λ if α > β. (1.11)
If ∑∞n=0 rn = ∞, then every solution of Eq. (1.7) tends to zero.
Compared with the former results, the advantage of the above theorems lies in that (1.8) allows
p > 1 or q > 1, of which, the main ideal is that the severity of a restriction imposed on one of
pn and qn may offset the lenience of a restriction imposed on the another. However, the larger
one of p and q is squared in (1.8) while the smaller is not, which is not desirable when p or q is
larger than one.
Motivated by the above observations and the methods used in [9], in this paper, we further
study the stability of Eq. (1.1) under conditions (1.4)–(1.6). Our results have improved the main
results in [9] by replacing (1.8) with pq  1. The main results and the applications will be
presented in Section 3. First of all, we prove some useful lemmas in the following section.
2. Some lemmas
Throughout this paper, we will use the convention
m∑
i=n
pi ≡ 0, whenever m n − 1.
Denote g−1(n) = sup{m: g(m)  n} and g−(i+1)(n) = g−1(g−i (n)) for n  0 and gi+1(n) =
g(gi(n)) for n g−3(0), where i = 1,2,3. For x ∈ R, define
f˜ (x) = max
{
sup
0ux
f (u), sup
0ux
{−f (−u)}}.
For any z > 0, we denote
μz = max
0y1
{
λzy − k + 2
2(k + 1)y
2
}
.
Lemma 2.1. If p,q ∈ (0,+∞) and pq  1, then 0 < μpμq  1.
Proof. For z > 0, consider the function
φ(y; z) = λzy − k + 2
2(k + 1)y
2,
which has a positive root denoted by yz = 2λz(k + 1)/(k + 2). Set yˆz = min{1, yz}, then μz =
max0yyˆz φ(y; z) > 0. On the other hand, for y1 ∈ [0, yˆp] and y2 ∈ [0, yˆq ], we have
√
y1y2 ∈
[0, yˆ√pq ] and
978 X. Zhang / J. Math. Anal. Appl. 336 (2007) 975–986φ(y1;p)φ(y2;q) = λ2pqy1y2 − k + 22(k + 1)λ
(
qy21y2 + py1y22
)+( k + 2
2(k + 1)y1y2
)2
 λ2pqy1y2 − 2 k + 22(k + 1)λ
√
pqy31y
3
2 +
(
k + 2
2(k + 1)y1y2
)2
= [φ(√y1y2;√pq )]2.
Noticing that 0 < φ(√y1y2;√pq )  φ(√y1y2;1) and that φ(y;1) is increasing on [0,1], we
get φ(y1;p)φ(y2;q) [φ(1;1)]2 = 1 for y1 ∈ [0, yˆp] and y2 ∈ [0, yˆq ], which leads to μpμq 
1. The proof is complete. 
In view of the property of g, we see that there exists a sufficiently large integer n0 such that
g(n) 0 for n n0 and that
g2(n) g(n) n g−1(n) for n n0.
In the case where n − g(n) is bounded, we further assume that n − g(n) k for n n0, then
g−1(n) − n k for n n0. (2.1)
Lemma 2.2. Assume that (1.4)–(1.6) hold. Set n1 > g−2(n0) such that g2(n1 − 1) 0 and that
(1.6) holds for n g2(n1 − 1). Let x(n) be a solution of Eq. (1.1) satisfying
x(n1 − 1)x(n1) 0. (2.2)
Then for any M > 0, we have the following statements.
(i) If x(n)  −M for g2(n1 − 1)  n  n1 − 1, then x(n)  μpf˜ (M) for n1  n 
g−1(n1 − 1) + 1.
(ii) If x(n)  M for g2(n1 − 1)  n  n1 − 1, then x(n)  −μqf˜ (M) for n1  n 
g−1(n1 − 1) + 1.
Proof. We will prove Lemma 2.2(i). The proof of Lemma 2.2(ii) is similar and will be omitted.
By (2.2), there exists a real number ξ ∈ [n1 − 1, n1] such that
x(n1 − 1) +
{
x(n1) − x(n1 − 1)
}
(ξ − n1 + 1) = 0. (2.3)
From the nondecreasing property of f˜ , we have
f
(
x(n)
)
−f˜ (x(n))−f˜ (M) for g2(n1 − 1) n n1 − 1,
which, by (1.1) and (1.4), implies that
x(n + 1) − x(n) pnf˜ (M) for g(n1 − 1) n g−1(n1 − 1) (2.4)
and
x(n1 − 1) − x
(
g(n)
)= n1−2∑
j=g(n)
{
x(j + 1) − x(j)} f˜ (M) n1−2∑
j=g(n)
pj
for n1 − 1 n g−1(n1 − 1).
It follows from (2.3) and (2.4) that for n1 − 1 n g−1(n1 − 1),
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(
g(n)
)
 x(n1 − 1) − f˜ (M)
n1−2∑
j=g(n)
pj
= −{x(n1) − x(n1 − 1)}(ξ − n1 + 1) − f˜ (M) n1−2∑
j=g(n)
pj
−f˜ (M)(ξ − n1 + 1)pn1−1 − f˜ (M)
n1−2∑
j=g(n)
pj
= −f˜ (M)
{
n1−1∑
j=g(n)
pj − (n1 − ξ)pn1−1
}
. (2.5)
From (1.4) and the inequality
f˜ (x) < x for x > 0, (2.6)
we get by (2.5) that for n1 − 1 n g−1(n1 − 1),
x(n + 1) − x(n) pnf˜
(
f˜ (M)
{
n1−1∑
j=g(n)
pj − (n1 − ξ)pn1−1
})
 f˜ (M)pn
{
n1−1∑
j=g(n)
pj − (n1 − ξ)pn1−1
}
. (2.7)
By (1.6), we see that
0
g−1(n1−1)∑
i=n1
pi + (n1 − ξ)pn1−1  pλ,
from which we have two possible cases.
Case 1: d =∑g−1(n1−1)i=n1 pi + (n1 − ξ)pn1−1 < 1. By (2.3) and (2.7), we have for n1  n 
g−1(n1 − 1) + 1,
x(n) = x(n1) +
n−1∑
i=n1
{
x(i + 1) − x(i)}
= {x(n1) − x(n1 − 1)}(n1 − ξ) + n−1∑
i=n1
{
x(i + 1) − x(i)}
 f˜ (M)(n1 − ξ)pn1−1
{
n1−1∑
j=g(n1−1)
pj − (n1 − ξ)pn1−1
}
+ f˜ (M)
n−1∑
pi
{
n1−1∑
pj − (n1 − ξ)pn1−1
}i=n1 j=g(i)
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[
(n1 − ξ)pn1−1
{
pλ − (n1 − ξ)pn1−1
}
+
g−1(n1−1)∑
i=n1
pi
{
pλ −
i∑
j=n1
pj − (n1 − ξ)pn1−1
}]
= f˜ (M)
[
pλ
{
g−1(n1−1)∑
i=n1
pi + (n1 − ξ)pn1−1
}
−
g−1(n1−1)∑
i=n1
i∑
j=n1
pj
− (n1 − ξ)pn1−1
g−1(n1−1)∑
i=n1
pi − (n1 − ξ)2n1−1
]
= f˜ (M)
[
pλd − 1
2
(
g−1(n1−1)∑
i=n1
pi
)2
− 1
2
g−1(n1−1)∑
i=n1
p2i − (n1 − ξ)pn1−1
g−1(n1−1)∑
i=n1
pi
− (n1 − ξ)2p2n1−1
]
= f˜ (M)
[
pλd − 1
2
d2 − 1
2
(
g−1(n1−1)∑
i=n1
p2i + (n1 − ξ)2p2n1−1
)]
.
Noticing (2.1) and the inequality(
m∑
i=1
yi
)2
m
m∑
i=1
y2i , for yi ∈ R, i = 1,2, . . . ,m, (2.8)
we get for n1  n g−1(n1 − 1) + 1,
x(n) f˜ (M)
{
λpd − 1
2
d2 − 1
2
1
g−1(n1 − 1) − (n1 − 1) + 1d
2
}
 f˜ (M)
{
λpd − 1
2
d2 − 1
2(k + 1)d
2
}
 μpf˜ (M).
Case 2: 1  d = ∑g−1(n1−1)i=n1 pi + (n1 − ξ)pn1−1  pλ. In this case there exists a positive
integer n2 ∈ [n1, g−1(n1 − 1) + 1] such that
g−1(n1−1)∑
i=n2
pi < 1 and
g−1(n1−1)∑
i=n2−1
pi  1, (2.9)
which implies that
n2−2∑
i=n1
pi + (n1 − ξ)pn1−1  pλ − 1. (2.10)
For n1  n g−1(n1 − 1) + 1, we consider the following two subcases.
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x(n) = x(n1) +
n−1∑
i=n1
{
x(i + 1) − x(i)}
= {x(n1) − x(n1 − 1)}(n1 − ξ) + n−1∑
i=n1
{
x(i + 1) − x(i)}
 f˜ (M)
{
(n1 − ξ)pn1−1 +
n−1∑
i=n1
pi
}
 f˜ (M)
{
(n1 − ξ)pn1−1 +
n2−2∑
i=n1
pi
}
 (pλ − 1)f˜ (M)
< μpf˜ (M).
Subcase (2): n2  n g−1(n1 − 1) + 1. From (2.3),
x(n) = {x(n1) − x(n1 − 1)}(n1 − ξ) + n2−1∑
i=n1
{
x(i + 1) − x(i)}
+ (η − n2)
{
x(n2) − x(n2 − 1)
}+ (n2 − η){x(n2) − x(n2 − 1)}
+
n−1∑
i=n2
{
x(i + 1) − x(i)}
= S1 + S2,
where
S1 =
{
x(n1) − x(n1 − 1)
}
(n1 − ξ) +
n2−1∑
i=n1
{
x(i + 1) − x(i)}
+ (η − n2)
{
x(n2) − x(n2 − 1)
}
,
S2 = (n2 − η)
{
x(n2) − x(n2 − 1)
}+ n−1∑
i=n2
{
x(i + 1) − x(i)}.
In view of (2.4) and (2.7), we have, respectively,
S1  f˜ (M)
{
pn1−1(n1 − ξ) +
n2−1∑
j=n1
pj + (η − n2)pn2−1
}
and
S2  (n2 − η)f˜ (M)pn2−1
{
n1−1∑
i=g(n2−1)
pi − (n1 − ξ)pn1−1
}
+ f˜ (M)
g−1(n1−1)∑
pi
{
n1−1∑
pj − (n1 − ξ)pn1−1
}
.i=n2 j=g(i)
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x(n) S1 + S2
 f˜ (M)
{
(n1 − ξ)pn1−1 +
n2−1∑
j=n1
pj + (η − n2)pn2−1
}
+ (n2 − η)f˜ (M)pn2−1
{
n1−1∑
i=g(n2−1)
pi − (n1 − ξ)pn1−1
}
+ f˜ (M)
g−1(n1−1)∑
i=n2
pi
{
n1−1∑
j=g(i)
pj − (n1 − ξ)pn1−1
}
.
By (2.9), there exists a real number η ∈ [n2 − 1, n2) such that
g−1(n1−1)∑
i=n2
pi + (n2 − η)pn2−1 = 1. (2.11)
Using (2.11), we have
x(n) f˜ (M)
[{
(n1 − ξ)pn1−1 +
n2−1∑
j=n1
pj + (η − n2)pn2−1
}
×
{
g−1(n1−1)∑
i=n2
pi + (n2 − η)pn2−1
}
+ (n2 − η)pn2−1
{
n1−1∑
i=g(n2−1)
pi − (n1 − ξ)pn1−1
}
+
g−1(n1−1)∑
i=n2
pi
{
n1−1∑
j=g(i)
pj − (n1 − ξ)pn1−1
}]
= f˜ (M)
[
g−1(n1−1)∑
i=n2
pi
{
(n1 − ξ)pn1−1 +
n2−1∑
j=n1
pj + (η − n2)pn2−1 +
n1−1∑
j=g(i)
pj
}
+ (n2 − η)pn2−1
{
(n1 − ξ)pn1−1 +
n2−1∑
j=n1
pj + (η − n2)pn2−1
+
n1−1∑
pi − (n1 − ξ)pn1−1
}
− (n1 − ξ)pn1−1
g−1(n1−1)∑
pi
]
i=g(n2−1) i=n2
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[
g−1(n1−1)∑
i=n2
pi
{
n2−1∑
j=g(i)
pj − (n2 − η)pn2−1
}
+ (n2 − η)pn2−1
{
n2−1∑
j=g(n2−1)
pj − (n2 − η)pn2−1
}]
 f˜ (M)
[
g−1(n1−1)∑
i=n2
pi
{
pλ −
i∑
j=n2
pj − (n2 − η)pn2−1
}
+ (n2 − η)pn2−1
{
pλ − (n2 − η)pn2−1
}]
= f˜ (M)
[
pλ −
g−1(n1−1)∑
i=n2
pi
i∑
j=n2
pj − (n2 − η)pn2−1
g−1(n1−1)∑
i=n2
pi − (n2 − η)2p2n2−1
]
= f˜ (M)
[
pλ − 1
2
(
g−1(n1−1)∑
i=n2
pi
)2
− 1
2
g−1(n1−1)∑
i=n2
p2i − (n2 − η)pn2−1
g−1(n1−1)∑
i=n2
pi
− (n2 − η)2p2n2−1
]
= f˜ (M)
[
pλ − 1
2
(
g−1(n1−1)∑
i=n2
pi + (n2 − η)pn2−1
)2
− 1
2
(
g−1(n1−1)∑
i=n2
p2i + (n2 − η)2p2n2−1
)]
.
Using (2.1), (2.8) and (2.11) again, we get
x(n) f˜ (M)
[
pλ − 1
2
− 1
2
(
g−1(n1−1)∑
i=n2
p2i + (n2 − η)2p2n2−1
)]
 f˜ (M)
[
pλ − 1
2
− 1
2(k + 1)
(
g−1(n1−1)∑
i=n2
pi + (n2 − η)pn2−1
)2]
= f˜ (M)
[
pλ − 1
2
− 1
2(k + 1)
]
 μpf˜ (M).
For Eq. (1.1) with unbounded delay, replacing k with ∞, we can easily carry out the proof in
a similar way to the case with bounded delay. This completes the proof of Lemma 2.2. 
Lemma 2.3. Assume that (1.4)–(1.6) hold and that pq  1. Set n1 and x(n) as that in Lemma 2.2.
Then for any M > 0, we have the following statements.
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−μqf˜ (M) x(n) f˜ (M). (2.12)
(ii) If q  1 and −M  x(n) μpM for g2(n1 − 1) n n1 − 1, then for n n1,
−f˜ (M) x(n) μpf˜ (M). (2.13)
Proof. We are going to prove Lemma 2.3(i). The proof of Lemma 2.3(ii) is similar and will
be omitted. Assume that p  1 and −μqM  x(n)  M for g2(n1 − 1)  n  n1 − 1. By
Lemma 2.2, (2.12) holds for n1  n  g−1(n1 − 1) + 1. If (2.12) is false for some n >
g−1(n1 − 1) + 1, we denote N1 = min{n > g−1(n1 − 1) + 1: x(n) < −μqf˜ (M) or x(n) >
f˜ (M)}, then N1 > g−1(n1 − 1) + 1. It is easy to see that
−μqf˜ (M) x(n) f˜ (M) for n1  nN1 − 1 (2.14)
and that x(N1) > f˜ (M) or x(N1) < −μqf˜ (M). If x(N1) > f˜ (M), (2.14) implies that x(N1) −
x(N1 − 1) > 0. By (1.1) and (1.4), we have x(g(N1 − 1)) < 0. Set N0 − 1 = max{g(N1 − 1)
n < N1: x(n) < 0, x(n + 1)  0}, then x(N0 − 1)x(N0)  0 and g2(n1 − 1)  g3(N1 − 1) 
g2(N0 − 1)N0 − 1 < N1. Using the assumption in (i) and (2.14), we get
x(n)−μqM for g2(N0 − 1) nN0 − 1. (2.15)
Since pq  1, it follows from Lemma 2.2(i) and Lemma 2.1 that
x(n) μpμqf˜ (M) f˜ (M) for N0  n g−1(N0 − 1) + 1.
Since g(N1 − 1)N0 − 1 < N1 and g is nondecreasing, we have N0 N1  g−1(N0 − 1) + 1
and f˜ (M) < x(N1)  f˜ (M), a contradiction. On the other hand, if x(N1) < −μqf˜ (M),
(2.14) implies that x(N1) − x(N1 − 1) < 0. By (1.1) and (1.4), we have x(g(N1 − 1)) > 0.
Set N0 −1 = max{g(N1 −1) n < N1: x(n) > 0, x(n+1) 0}, then x(N0 −1)x(N0) 0 and
g2(n1 − 1) g3(N1 − 1) g2(N0 − 1)N0 − 1 < N1. Using the assumption in (i) and (2.14),
we get
x(n)M for g2(N0 − 1) nN0 − 1. (2.16)
It follows from Lemma 2.2(ii) that
x(n)−μqf˜ (M) for N0  n g−1(N0 − 1) + 1.
By the similar discussion to the above, we obtain −μqf˜ (M) > x(N1)−μqf˜ (M), also a con-
tradiction. So (2.12) holds for n n1 and the proof is complete. 
3. Main result and applications
In this section, we will present our main result and some applications.
Theorem 3.1. Assume that (1.4)–(1.6) and (1.9) hold and that pq  1, then every solution of
Eq. (1.1) tends to zero.
Proof. Let x(n) be a solution of Eq. (1.1). We start to prove that
lim x(n) = 0. (3.1)n→∞
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ally nonincreasing or nondecreasing. Thus, by (1.9), we see that (3.1) holds. Now assume that
x(n) oscillatory, then we can choose a sequence of positive integers {nj } satisfying nj → ∞ as
j → ∞ such that x(nj − 1)x(nj )  0 for j = 1,2, . . . . Also, we suppose that n1  g−2(n0),
nk+1 > g−2(nj ) for j = 1,2, . . . . Noticing that (1.8) implies that p  1 or q  1, we can com-
plete the proof in two cases. In the case p  1, let M be a positive constant such that
−μqM  x(n)M for g−2(n1 − 1) n n1 − 1,
which, by Lemma 2.3(i), implies that
−μqf˜ (M) x(n) f˜ (M) for n n1.
Denote f˜1(M) = f˜ (M) and f˜j+1(M) = f˜ ◦ f˜j (M) for j = 1,2, . . . . By repeating the above
argument j times, we have
−μqf˜j (M) x(n) f˜j (M) for n nj . (3.2)
From (2.6), we know that {f˜j (M)} is nonincreasing. Set M0 = limj→∞ f˜j (M). By definition of
f˜j , we have M0 = f˜ (M0), which implies that M0 = 0. It follows from (3.2) that x(n) tends to
zero. In the case q  1, the proof is similar and will be omitted. The proof is complete. 
Remark 3.1. When p > 1 or q > 1, there must be pq < max{p,p2}·max{q, q2}, so Theorem 3.1
has improved Theorem 1.A.
Theorem 3.2. Let h be a continuous function and there exist α,β > 0 such that (1.10) holds.
Suppose that for all large n,
(αβ)
1
2
n∑
i=g(n)
ri  λ. (3.3)
If ∑∞n=0 rn = ∞, then every solution of (1.7) tends to zero.
Proof. Set F(n,x) = −rnh(x), pn = αrn, qn = βrn and
f (x) =
{
β−1h(x), if x  0,
α−1h(x), if x < 0,
then (1.4) and (1.5) are satisfied. Set p = (α/β)1/2 and q = (β/α)1/2, then (3.3) implies that
(1.6) holds and pq = 1. By Theorem 3.1, every solution of Eq. (1.7) tends to zero. The proof is
complete. 
Remark 3.2. When αβ  1, we have (αβ)1/2 < (α2β)1/3 if α > 1 and (αβ)1/2 < (αβ2)1/3 if
β > 1, so Theorem 3.2 has improved Theorem 1.B.
Consider the discrete food-limited population model:
Nn+1 = Nn exp
[
rn
1 − Nn−τ(n)
1 + cNn−τ(n)
]
, (3.4)
where {rn} is sequence of nonnegative numbers, c ∈ (0,+∞) and τ : N → N is such that n−τ(n)
is nondecreasing and limn→∞(n − τ(n)) = ∞.
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n∑
i=n−τ(n)
ri  2
√
c λ. (3.5)
If ∑∞n=0 rn = ∞, then every solution of Eq. (3.4) tends to 1.
Proof. By the change of variables
Nn = exn, n = 0,1,2, . . . ,
Eq. (3.4) reduces to the nonlinear equation:
xn+1 − xn + rnh(xn−τ(n)) = 0, n = 0,1,2, . . . , (3.6)
where
h(x)Δ˜ = e
x − 1
cex + 1 .
By calculation, we get
max
x0
h′(x) =
{ 1+c
4c , if c 1,
1
1+c , if c > 1,
max
x0
h′(x) =
{ 1
1+c , if c 1,
1+c
4c , if c > 1.
Set α = maxx0 h′(x) and β = maxx0 h(x), then (1.10) holds and (3.5) implies (3.3). By The-
orem 3.2, every solution of Eq. (3.6) tends to 0, so every solution of Eq. (3.4) tends to 1. The
proof is complete. 
Remark 3.3. If c = 1, α1/3β2/3 = (1 + c)1/3/(4c)2/3 > 1/√4c = (αβ)1/2, so Theorem 1.B can
not be applied to Eq. (3.4) under the assumption (3.5).
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