In order to get the excellent accuracy for price forecast in the cell phone market, a novel improved Sliding Window (SW) model based on adaptive windows width and a novel improved Radial Basis Function (RBF) Neural Network (NN) model based on adaptive spread are proposed and the Disturbance Factors Model (DFM) is used in this paper. All of the three kinds of price forecasting models are utilized to verify the accuracy. The cell phone price is extracted from different websites and used as the model verification data. And the experimental results of the forecasting average accuracy based on the DFM obtain 94.61 percent. The experimental results of the forecasting average accuracy based on the ARBF NN model obtain 97.88 percent. The experimental results of the forecasting average accuracy based on the Adaptive SW Model (ASWM) obtain 99.64 percent. Although the results based on the DFM are not very good, it is still a satisfactory result. Since it is at least not a very serious result which proves that it is worth to do further researches in the field of the cell phone market based on the DFM. The results based on the ASWM and the ARBF NN models are satisfied. The improved methods enhance the forecast accuracy compared to the original model. In the field of the price forecast on the cell phone market, the improved methods have a good performance which is valuable and useful not only for businesses, but also for consumers.
INTRODUCTION
As the development of network technology and the popularity of online stores, recently, there is a growing emphasis on researches of commodity price forecasting methods. The commodity price forecasting method is the basis of market forecast analysis, commodity production and sales decisions. It is an important issue in the field of market forecast which plays a key role in commodity production, sales and many other issues. This issue can be seen as the data processing and data analysis issues based on time series.
In the past, people have done a large number of experiments on the price forecast in the different fields such as stock market [1] [2] [3] , electricity market [4] [5] [6] [7] [8] [9] [10] [11] [12] , Gold market [13] , and so on. The price forecasting models usually include time series model [10, 13] , Sliding Windows Model (SWM) [9] , various NN [1, 2, 5, 7] , GM (1, 1) [8] [9] , support vector machine [11] [12] , wavelet [5, 6] , grey system theory [10] , fundamental econometric model [4] and fractal theory model [14] . There are a lot of improved methods based on these put forward in their researches: forecasting day-ahead electricity price by modified relief algorithm and hybrid neural network [15] ; forecasting electricity price with extreme learning machine and bootstrapping [16] ; forecasting day-ahead price of electricity markets by mutual information technique and cascaded neuro-evolutionary algorithm [17] ; a hybrid model for day-ahead price forecasting [18] ; self-adaptive radial basis function neural network for shortterm electricity price forecasting [19] ; forecasting day-ahead price of electricity markets by a new fuzzy neural network [20] ; a price forecast method of commercial aircraft based on I-GM(0, N) model [21] ; forecasting price using an integrated approach [22] , and so on. Depend on the reported results; the different model has itself advantages and application markets.
In this paper, the experimental data are all extracted from the web. Due to various reasons, the data are incomplete. How to deal with those data and use it to forecast the price and reduce the error as much as possible is a valuable work. Different experiments are done with these incomplete data based on different algorithms. The different algorithms are DFM, SWM and RBF NN model. And then the ASWM and the ARBF NN model are put forward in this paper. All methods have a good performance in the experiments, in particular the results of the ASWM and the ARBF NN model.
NOTATIONS AND THEORY
Let time sequence data be A = {x 1 , x 2 , ...., x n }, any element is ᭙x t ∈ A, t ∈ [1, n] .
The t is the period predicted value, x t is the actual value and x t is the predicted value.
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Price Forecasting for Cell Phone Market Using Adaptive Sliding Window and Adaptive RBF NN Some definitions used in this paper are given as follows. Single errors of predicted value:
(1)
Relative errors of single predicted value:
Mean Absolute Errors (MAE):
Mean Absolute Percentage Errors (MAPE):
Mean Square Error (MSE) [5] :
DISTURBANCE FACTOR METHOD
Generally, in considering the specific forecasting model and short of the historical data accumulation, seasonal factors must be taken into consideration. If tend of time series would be effected by seasonal variation, just like the Fig. 1 , Tend Ratio Method can be used.
Set up tend line equation is T t = â + bt. According to tend line equation, compute T 1 , T 2 ,..., T n in each phase. Reject tend: Set the average value as the disturbance factors estimate:
The sum of disturbance factors value should be equal to L, just:
But this kind of method to get the disturbance factors estimates value needs adjust. The adjust method is to find out in one phase, each disturbance factors estimate as regulation factor, like: (9) Then use each phase disturbance factors estimate S -t to divide regulation factor S, get the disturbance factors value: The equation of the average values is: (11) y is the next average value of disturbance factors and x is the value of weeks.
In order to simplify the computing, taking x = 1, x = 2, and x = 3 into the equation respectively, the ternary once equations can be gotten: (12) That is: (13) y 1 , y 2 , and y 3 are known values, so the value of a, b and c can be gotten respectively and express the equations (9) as: (14) 
SLIDING WINDOW METHOD
The basic idea of the sliding window method is as follows:
Setting the time sequence whose cycle is in the time observation period t as x 1 , x 2 ,..., x t ,..., and f t, 1 as the prediction value of the next time is t + 1, and setting f t, 1 to be the newest forecasting mean, namely the average value of x t , x t-1 , ...,
The method of the moving average is: f t, 1 = the last observation average values = average value of x t , x t-1 ,…, x t-N + 1 . N is appointed parameter.
N: The item of moving average (or called step size). The value N is concern the degree of forecast accuracy. Then, how to select the value of N? Generally, when the trend of time series is stabilize, the value of N is fetched great, else the value of N is fetched lesser. However, this principle is not convenient to use. In the actual forecast, we can take the trial method that means select several different values of N, computing the error value, the error value is short, it means that the value of N is coincidence the forecast model [23] . We should attention that the value N gets greater, thus the forecast curve will be more smoothly, so it will lose a lot of price information.
N determines the forecasting accuracy, which is generally obtained from the experimental data based on experience.
Forecasting value of the next time:
Through the data analysis according to different experimental sliding window value, it is obvious that under the slow and great change circumstance, a very good mean absolute error will be received when the value of the window width N is selected. For example, we can select N for 3 days and 7 days; the Eq. (15) and (5) will be the Eq. (16) (17) (18) (19) respectively.
When N = 3:
When N = 7: 
RBF NEURAL NETWORK
A Radial Basis Function Neural Network (RBF NN) has an input layer, a hidden layer and an output layer. The neurons in the hidden layer contain Gaussian transfer functions whose outputs are inversely proportional to the distance from the center of the neuron. A generic RBF NN is defined by an input vectors as X q and output as y q . The inter-neural is defined by a particular real number and a synaptic weight w 1 ij . The RBF NN's architecture is shown in Fig. 2 which includes its input and output of inter-neural.
Input layer -There is one neuron in the input layer for each predictor variable. In the case of categorical variables, N-1 neurons are used where N is the number of categories. The input neurons standardize the range of the values by subtracting the median and dividing by the inter-quartile range. The input neurons then feed the values to each of the neurons in the hidden layer.
Hidden layer -This layer has a variable number of neurons. Each neuron consists of a radial basis function centered on a point with as many dimensions as there are predictor variables. The spread (radius) of the RBF function may be different for each dimension. The centers and spreads are determined by the training process. When being presented with the x vector of input values from the input layer, a hidden neuron computes the Euclidean distance of the test case from the neuron's center point and applies the RBF kernel function to this distance using the spread values. The resulting value is passed to the summation layer.
Summation layer -The value coming out of a neuron in the hidden layer is multiplied by a weight associated with the neuron and passed to the summation which adds up the weighted values and presents this sum as the output of the network. For classification problems, there is one output for each target category. The value output for a category is the probability that the case being evaluated has that category. The input of ith neurons in inter-neural is (20) The input of ith neurons in inter-neural is (21) The output of the RBFNN is (22) In this paper, some changes are done based on the original model. Different spreads are given before training the RBF network. Many different networks are gotten with these different spreads. Doing experiments with these different networks can obtain different forecast values. And there are good and bad values in the experimental results. The best one will be chosen as the forecast value.
EXPERIMENTS 6.1. Data Preparation
In order to compare with the different time and different model bring on the different results for the price forecast, data of ten type cell phone extracted from www.360buy.com and www.DangDang.com at 1 Sep. 2011 to 30 Nov. Fig. 3 and Fig. 4 respectively.
For Fig. 3 , the abbreviation of cell phone type is show in Tab. 5. For Fig. 4 , the abbreviation of cell phone type is show in Tab. 6.
Experiments Using DFM
Define L = 7 for China cell phone market and L = 3 for United States cell phone market respectively. The cell phone price forecasting using DFM of equations (6) to (14) are utilized to verify the accuracy. The MAE of ten types price forecast using the cell phone average data which are illustrated in the Fig. 3 and Fig. 4 are given in the Tab. 7 and Tab. 8 respectively.
The experiments show that the average of the MAE of China cell phone market is 6.55%, and the MAE of United States cell phone market is 4.22%. The total average of the MAE is 5.39%. That means the cell phone price forecasting using DFM can get 94.61% accuracy compared with the virtual market price.
Experiments Using ASWM
The cell phone price forecasting using SWM of Eq. (15) and (5) are utilized to verify the accuracy. Different windows widths are used for the price forecasting model. From the proposed ASWM backed data, it is found that the best step N for China cell phone market and for United States cell phone market is 3. However, the best N for cell phone type Motorola ME511 is 15 and for Samsung Galaxy S i897 16GB Black is 7. Ten types of the cell phone average data which are illustrated in the Fig. 3 and Fig. 4 are given in the Tab. 9 and Tab. 10 with N being 3 respectively. Fig. 5 and Fig. 6 show the MAE with different N in China cell phone market and United States cell phone market respectively. 
Journal of
(1) 
(1) (30) (27) (1)
(2)
(9)
Nokia E66 1200 1270 1149 1220 1129 1149 1139 1108 1106 1088 1038 1035 1088 1035 1120
Nokia E72i 
SonyErisson LT15i 3899 3999 3899 3599 3899 3599 3499
SonyErisson MT15i 2680 2565 2680 2599 2499
(31) (34) (17) and Adaptive RBF NN 
Samsung Galaxy S II i9100 16GB 568. 
BlackBerry 9900 8GB 
The experiments show that the average of the AMAE of China cell phone market is 0.21% with N = 3, and the MAE of United States cell phone market is 0.51% with N = 3. The total average of the MAE is 0.36%. But the cell phone price forecasting using the ASWM can obtain 99.66% accuracy compared with the virtual market price. 
Experiments Using ARBF NN
For China cell phone market, define input layer N = 7 and output layer M = 1. The number of middle nerve cell is 50. 91 sample data and different spreads are used to training the RBF NN. And for United States cell phone market, define input layer N = 7, output layer M = 1. The number of middle nerve cell is 50. 30 sample data and different spreads are used to training the RBF NN respectively. The cell phone price forecasting using RBF NN of equations (20) to (22) are utilized to verify the accuracy. The best and worst MAE for ten types
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Price Forecasting for Cell Phone Market Using Adaptive Sliding Window and Adaptive RBF NN Table 5 . The abbreviation of cell phone type of Fig. 3 . Table 6 . The abbreviation of cell phone type of Fig. 4 . of the cell phone which are illustrated in the Fig. 3 and Fig. 4 are given in the Tab. 11 and Tab. 12 respectively. The experiments show that the best average of the MAE of China cell phone market is 3.00%, and the best MAE of United States cell phone market is 1.24%. The total average of the MAE is 2.12%. That means the cell phone price forecasting using ARBF NN can get 97.88% accuracy compared with the virtual market price.
Abbreviation Abbreviation
HTC 1 HTC A510c HTC 2 HTC A810e Motorola 1 Motorola ME511 Motorola 2 Motorola ME722 Nokia 1 Nokia E66 Nokia 2 Nokia E72i Samsung 1 Samsung S5670 Samsung 2 Samsung W609 SonyErisson 1 SonyErisson LT15i SonyErisson 2 SonyErisson MT15i

HTC
Experiments Analysis
The MAE of different price forecasting models for China cell phone market and United States cell phone market are illustrated in the Fig. 7 and Fig. 8 respectively to make the experimental results and the affections of three methods intuitively.
As Fig. 7 and Fig. 8 shown, the experimental results of the three methods are satisfactory. Especially, both of the improved methods obtain the ideal results. Compared with the results of the DFM, both of the improved methods improve the forecast accuracy and stability. Table 9 . The MAE of then type's cell phone price forecast using SWM with N = 3 in China market. The MAE of N = 7 The MAE of N = 3
The MAE of N = 15 The MAE of N = 7 The MAE of N = 3
The MAE of N = 15 Compared to the original model which has only one variable, the improved methods can be applied to different variables. Adaptive selection reduces the impact of differences between different variables. Thus the flexibility of the improved method brings accuracy and stability. The proposed results verify that these two improved methods are meaningful not only for the China cell phone market, but also for the United States cell phone market. However, these two models proposed are built on accurate data and the influence of network noises during the web data mining process should be concerned. Therefore the model efficiency and preprocessing algorithm based on inaccurate data are vital research interesting in the future.
