Recovering an image from a noisy observation is a key problem in signal processing. Recently, it has been shown that data-driven approaches employing convolutional neural networks can outperform classical model-based techniques, because they can capture more powerful and discriminative features. However, since these methods are based on convolutional operations, they are only capable of exploiting local similarities without taking into account non-local selfsimilarities. In this paper we propose a convolutional neural network that employs graph-convolutional layers in order to exploit both local and non-local similarities. The graphconvolutional layers dynamically construct neighborhoods in the feature space to detect latent correlations in the feature maps produced by the hidden layers. The experimental results show that the proposed architecture outperforms classical convolutional neural networks for the denoising task.
INTRODUCTION
Image denoising is a staple of the research on inverse problems, aiming to restore a clean image from a noisy observation, usually corrupted by additive white Gaussian noise. The key to the solution of this problem is to exploit prior knowledge about the structure of a natural image. The extensive literature on the topic has traditionally focused on developing increasingly refined hand-crafted models for natural images. Popular model-based algorithms include sparse representations [1] , total variation methods [2, 3] , and methods based on non-local self-similarities such as BM3D [4] , or WNNM [5] , which are among the most successful ones. However, recent work [6, 7, 8, 9] has shown that a data-driven approach, whereby a convolutional neural network (CNN) is trained for the denoising task, can capture highly complex image priors without the need to handcraft them outperforming the best model-based algorithms. CNN-based approaches stack multiple convolutional layers interleaved by nonlinearities to create hierarchies of feature extractors. However, the main limitation is the local nature of the convolution operation, which This research has been partially funded by the Smart-Data@PoliTO center for Big Data and Machine Learning technologies. We thank Nvidia for donating a Quadro P6000 GPU.
is unable to increase the receptive field of a neuron-pixel to model non-local image features. This means that CNNs are unable to exploit the self-similar patterns that were proven to be highly successful in model-based methods.
This paper presents a novel convolutional modeling by defining a new layer exploiting graph convolution, a generalization of the traditional convolution operation to deal with data that may not lie on regular grids, drawing from ideas in graph signal processing [10, 11] . The proposed graphconvolutional layer allows to extract features that depend both on spatially-adjacent pixels, but also on spatially-distant pixels which nevertheless exhibit latent correlations by being close in the feature space. Notice that this approach exploits non-locality in a different manner with respect to algorithms based on global block matching (e.g., BM3D) because it builds a nonlinear hierarchy of filters with a non-local receptive field. While block-matching has a handcrafted notion of similarity (e.g., Euclidean distance between blocks in the noisy image), the proposed technique evaluates the receptive field from similarities in the latent space of the features constructed by the hidden layers of the network, thus greatly improving its expressive power. As a final remark, our method can also be used in conjunction with a preprocessing stage based on wavelets [12] or inside an iterative optimization scheme [13] , which have been shown to improve denoising performance. In this paper, however, the core of a denoiser based on a graph-convolutional network is designed, while pre-or post-processing methods are left for future work.
BACKGROUND

Graph convolution
In the proposed model, we employ the Edge Conditioned Convolution (ECC) presented in [14] . This operation is defined using a spatial approach by performing weighted aggregations over a neighborhood. Let us consider a layer l with N l feature vectors of dimensionality d l and the corresponding graph G l (V l , E l ) where V l is the set of vertices with |V l | = N l and E ⊆ V l × V l is the set of edges. We assume that the edges of the graph are labeled, i.e. there exists a function L : E → R s that assigns a label to each edge. In the following, we define the edge labeling function as the difference between the features of the two nodes of the edge, i.e. L(i, j) = H The weights of the local aggregation are defined by a fullyconnected network
, which takes as input the edge labels and outputs the corresponding weight matrix
Hence, the convolution operation is defined as:
where w l are the weights parameterizing network
is a linear transformation of the node itself, b l a bias, and σ a non-linearity. It is important to note that the filter weights depend only on the edge labels. Therefore, two pairs of nodes with the same labels will have the same weigths. This behaviour is similar to weight sharing in classical CNNs.
Image denoising with CNN
In the last years, several data-driven image denoising methods have been developed [15, 7, 9, 16, 6] . Many of these methods employ convolutional neural networks (CNN) in order to learn more powerful and descriptive features [6, 16, 7] . In this case, it has been shown that, rather than defining a CNN that outputs directly the denoised image, it is more effective to build a CNN that predicts the residual between the noisy observation and the clean image [6] . Using this approach, the CNN learns to progressively remove the clean image from the noisy observation. It is a common practice to train a CNN model for a fixed noise variance, even though works exist addressing the blind problem [6, 17, 9] .
PROPOSED METHOD
In this section, we present the proposed architecture, called GraphCNN, to perform image denoising. An overview of the network is shown in Fig. 1 . At a high-level, the network is composed of a sequence of graph-convolutional layers followed by batch normalization and leaky ReLU nonlinearities. The first part of the network is composed of a preprocessing block with parallel branches, reminiscent of similar constructions in [18] and [16] , whose goal is to extract features at multiple scales, by performing a classic convolution with three different filter sizes (3 × 3, 5 × 5, 7 × 7) followed by a graph convolution operation and finally concatenating the resulting features. The network also has several residual connections: notably, the input-output residual has been shown to be very effective for the denoising task [6] because it makes the network estimate noise features by progressively removing the clean image. The connection between the input and output of each residual block also improves gradient backpropagation.
Graph-convolutional layer
The graph-convolutional layer is at the core of the proposed model. A schematic representation is shown in Fig. 2 . This layer extends the classical convolutional layer by aggregating the hidden-layer feature vectors of spatially-adjacent pixels as well as the hidden-layer feature vectors of spatially-distant pixels that are similar (nearest neighbors) in the feature space. The local features are aggregated using a classic 3 × 3 convolution while the non-local features are aggregated using the edge-conditioned graph convolution as defined in (1). The local and non-local contributions are then averaged to produce the output features. The non-local pixels are chosen as the k-nearest-neighbor feature vectors in terms of Euclidean distance with respect to the feature vector of the current pixel within a search window of predefined size. Notice that the non-local selection is performed only at some hidden layers (as shown by the NLG block in Fig. 1) , with the two 3-layer residual blocks sharing the same non-local graph. This helps reducing complexity without compromising performance. The role of the non-local graph in such residual architecture, whose goal is to successively remove the clean image from the noise features, is to identify the latent correlations in the feature space which are due to the residual image content rather than the uncorrelated noise.
We now analyse more in detail the role of the graphconvolution operation, implemented using the ECC of Eq.
(1). Such definition provides two main contributions to the effectiveness of the algorithm but it is also a source of issues. The key to understanding it is the function F , which takes as input the difference between the feature vector of the current pixel and the feature vector of a non-local neighboring pixel and outputs the weight matrix used to transform the non-local feature vector before the aggregation. First, ECC can be called "convolution" because this function provides meaningful weight sharing under suitable stability assumptions: for a similar input difference, the output weight matrix should be similar. Second, differently from classical convolution this function enables a data-dependent aggregation because the weights depend directly on the relationships among feature vectors. The function F was originally proposed [14] to be implemented as fully-connected neural network with 2 layers. However, this leads to over-parameterization problems which negatively impact training. In order to understand this, let us focus on the last layer of the F -network: this layer is a dense layer with a d l -dimensional input and a d l+1 ×d l -dimensional output, meaning that the number of weights depends cubically on the number of features. This quickly leads to an excessively large number of parameters, causing vanishing gradients or overfitting. In order to reduce it, in this paper we propose to use a partially-structured matrix for the last layer of the F -network: instead of an unstructured matrix, we stack multiple row-subsampled circulant matrices. The effective number of parameters depends on i) how many subsampled matrices are stacked; ii) the row-subsampling factor of each of them. As an example, in our experiments we use d l = d l+1 = 66 and an unstructured matrix would require 66 3 = 287496 parameters, while we stack Tradeoffs are possible by controlling how much structure one wants to enforce. Similar approaches to approximate fully connected layers have been studied in the literature [19, 20] .
RESULTS
In this section we perform an experimental evaluation of the proposed method, comparing the proposed method with several state-of-the-art denoising methods. We consider two model-based methods that exploit non-local priors (i.e., BM3D [4] and WNNM [5] ), a graph-based variational method (i.e., OGLR [3] ) and a state-of-the-art CNN model for image denoising (i.e., DnCNN [6] ).
Experimental settings
In the following experiments, we consider grayscale images. For training, we use the 432 training images of the BSD500 dataset [21] . Instead, for testing we use a set of 12 widely used images. We train the network using a fixed noise standard deviation, considering three different noise levels σ = 15, 25, 50. We subdivide the images into patches of size 32×32 and train the network on 200k patches for 30 epochs. The non-local graph selects the 8 nearest neighboring pixels in terms of Euclidean distance between the hidden feature vectors, excluding the spatially adjacent pixels. The number of hidden features is 66 for all layers, except for the ones in the branches of the preprocessing block, for which is 22. Table 1 shows the PSNR results on the 12 images of the test set. We can see that the proposed architecture outperforms the competing methods on most of the images and it provides the best average scores. In order to highlight the importance of the non-local filters, Table 2 compares the proposed method with a network having the same architecture of the proposed model but employing only local neighbors instead of local and 8 non-local. The results show that the nonlocal model is indeed key to achieving the best possible performance. Notice that the 0-NN GraphCNN still falls short of the DnCNN-S model, which suggests that there is still room for improvement (e.g., adding more layers), leading to further gains also for the 8-NN GraphCNN. In addition to these quantitative results, we also show a qualitative comparison of the denoising methods in Figs. 3 and 4 . We can clearly see that the proposed method provides the best visual quality, recovering finer details and producing fewer artifacts. Lastly, we show in Fig. 5 the receptive field of a pixel for the first four graphconvolutional layers. It is interesting to note that the receptive field is adapted to the image characteristics, covering only a homogeneous region of the image. 
Quantitative and qualitative results
Comparison with other non-local approaches
An alternative approach, called NN3D, to include non-local information in CNNs for the denoising task has recently been proposed by Cruz et al. [22] by using a global postprocessing stage based on a non-local filter after the output of a denoising CNN. This stage performs block matching and filtering over the whole image denoised by the CNN. The graph-convolutional method we presented in this paper exploits non-locality in a different way by constructing hierarchical non-local filters. Due to this, the method by Cruz et al. could also be used as a post-processor to our network to further increase the performance, as shown in Table 3 (a single iteration of the NN3D method is used).
CONCLUSIONS AND FUTURE WORK
In this paper we proposed a novel architecture of a convolutional neural network for image denoising that leverages graph-convolutional layers in order to create a hierarchy of non-local filters. Experimental results showed improved performance in terms of PSNR and visual quality. We can clearly attribute the gains to the non-local filters. Future work will focus on further improving the performance of the architecture. In particular, we will address the over-parameterization issues of graph convolution, which may unlock further gains.
