[Article] A local-in-space-timestep approach to a finite element discretization of the heat equation with a posteriori estimates 
Introduction.
Accurate solutions of problems governed by partial differential equations are required in many practical applications. Adaptive strategies play a key role in obtaining reliable and efficient solutions with reduced computational effort. Many adaptive strategies have been proposed in the last few decades and have been successfully applied to several engineering problems. In the steady elliptic case many questions have received a definitive answer: robust a posteriori estimators and convergent and optimal adaptive algorithms are known; see, for example, [2, 3, 7, 10, 13, 16, 17, 19] .
Many results regarding error estimators and convergent algorithms [1, 4, 6, 12, 15, 18] are available for the unsteady parabolic case, too, although theory and applications have often been less assessed.
In this work we present a new algorithm based on a conforming finite element discretization in space and a Crank-Nicolson scheme in time. The time discretization is accomplished by combining a global macro timestep (a large timestep common for all the elements of the space discretization) with local substeps (small timesteps different for each element). In this approach, each node of the space discretization may have the global timestep split into an arbitrary number of local substeps.
This approach has been designed to increase the efficiency of an adaptive discretization method in space and in time, and is particularly suitable for all those problems with a solution that displays fast changes in a very small part of the domain and slow changes in most of the spatial domain. In these situations, the fast changes of the solution would require very small timesteps, but the solution changes very slowly in most of the domain, where the small timesteps are not required and could even compromise efficiency. For these reasons, we propose a method that allows long timesteps for the elements in the regions with slow changes of the solution and small timesteps for the elements in the regions with fast changes. Some numerical experiments are also provided to show that this approach can be effective and efficient in the described situations.
For this method, robust upper and lower residual-type a posteriori error estimates for the error are proved.
The paper is organized as follows. In section 2 the new method is derived and existence, uniqueness, and stability results for the numerical solution are stated. Moreover, a simple numerical test shows good performance of the new method. In section 3 a posteriori upper and lower residual-based estimates for the error are derived and briefly discussed. In section 4 some preliminary numerical investigations on the a posteriori error estimates are presented. Here . , . stands for the duality pairing between H −1 (Ω) and H 1 0 (Ω), while ( . , . ) is the usual inner product in L 2 (Ω). If u ∈ W , then u ∈ C 0 ([0, Ξ]; L 2 (Ω) ) and the initial condition u(., 0) = u 0 is meaningful in L 2 (Ω).
The classical numerical discretization.
Let us consider a partition of (0, Ξ) into intervals t n−1 , t n of length Δ t n = t n − t n−1 , with 0 = t 0 < t 1 < · · · < t N = Ξ; let us also set I n = t n−1 , t n . In each timeslab Ω × I n , n ≥ 1, we consider a regular family of partitions T n h of Ω into elements T ∈ T n h , which satisfy the usual conformity and minimal-angle conditions [8] . We denote the diameter of each element T ∈ T 
h . Let us introduce the discretization based on the classical Crank-Nicolson scheme for the time integration, using the subscript h, Δt to refer to the full discretization in space and in time:
In the last scalar products of the previous equation we assume that f ∈ C 0 ([0, Ξ]; L 2 (Ω)) and we set f r = f (., t r ), r ∈ {n − 1, n}. Moreover, we introduce an arbitrary piecewise polynomial approximation Π 
The solution u h,Δt (x, t) is the sum of two terms. The first is the extension to the current timestep of the solution at the end of the previous timestep, and is linearly decreasing to 0 while t approaches t n . The second is the computed solution at the end of the current timestep times a linear function growing from 0 to 1 in the timestep. We are looking for a method in which the solution at the node p ∈ N n h is continuous, piecewise linear in time over the interval I n . For each node p ∈ N n h we consider the interval I n partitioned into subintervals by the nodes
In an adaptive method, when we consider a change of mesh between the (n − 1)th timeslab and the nth one, the initial condition of the current timeslab is given on the nodes of the partition T n−1 h , whereas all the unknowns of the current timeslab correspond to the nodes of the current mesh T n h . To deal with this situation, we define a partition T n−1,n h , which is a common refinement of the partitions T n−1 h and T n h [18] , and we also define the set N n−1,n h as the set of all the nodes of a Lagrange basis of V n−1,n h defined on the partition T n−1,n h . Let us name the Lagrange basis functions of V n−1,n h as ϕ n−1,n p (x). Our solution ∀x ∈ Ω, ∀t ∈ I n , ∀n = 1, . . . , N can be written as follows: The function μ n h,Δt represents the extension to the nth timeslab of the solution at the end of the previous timeslab u h,Δt (x, t n−1 ).
. The function ν h,Δt is the computed part of the solution u h,Δt in the current timeslab which satisfies ν h,Δt (x, t n−1 ) = 0 ∀x ∈ Ω. When coarsening is allowed, in order to define the function μ n h,Δt (x, t) we need to introduce a time substep-level for the nth timeslab also for the removed nodes. In order to make the method easier to code when a node p r ∈ N n−1 h \ N n h is removed, we suggest adding a constraint in the choice of the substep-level of the neighboring nodes. Let us define We define the time basis functions φ n,kp (t), k p = 0, . . . , 2 J n p as the classical Lagrange piecewise linear functions with support in I n ; see Figure 1 . Finally, the functions μ n h,Δt (x, t) and ν h,Δt (x, t) in (2.8) can be written as follows:
where the coefficients u Let us define the following space:
which will be the space containing the unknown function ν h,Δt , and let 
For each element T ∈ T n h , we define a substep-level J n T as the maximum of the substep-levels of the nodes p ∈ N n h (T ):
We also define the following approximate right-hand-side on T n h × I n :
The substepped method reads as follows:
The method can be rewritten as follows:
n,kT ) that do not correspond to the unknown values in (2.8) are involved in assembling the linear system (2.14). As the solution u h,Δt is piecewise affine in time in each point, these quantities can be expressed as weighted combinations of the unknown values u n,kp p , and these values are treated as hanging nodes in the time discretization:
Let Δt T be the local timestep-length Δ t n /2 
. This is the final formulation that leads to the linear system defining ν h,Δt . Furthermore, from (2.14) and (2.15) it follows that ∀v h ∈ V n h we have
In Figure 2 we give a graphical description of the components of the locally substepped method for the 1D case with linear elements, and for the two time intervals I n and I n+1 . The nodes (x p , t n,kp ) that correspond to the unknowns of the method in each time interval are denoted by boxes. Large circles are used to denote the nodes n+1 . For the sake of simplicity and compactness, from now on, we shall drop the indication of the timeslab n in the notation used for the times within the timesteps (t n,k → t k ). 
Existence
Proof. Let us consider (2.16) and take
where χ T is the characteristic function of the element T in the nth time interval and
Applying Cauchy-Schwarz and Young inequalities with a telescopic property we obtain
Then, the thesis follows. We can easily derive the existence and uniqueness of the numerical solution of the proposed scheme from the stability estimate given in Proposition 2.3. First, we observe that the dimension of the space W n h is equal to the dimension of the space V n h,Δt , which contains the unknown component ν h,Δt of the solution u h,Δt defined by the equivalent formulations (2.13)-(2.16). Hence, the existence and uniqueness of the solution ν h,Δt and, consequently, of u h,Δt for each timeslab easily follow.
Numerical test.
This section concludes with an analysis of the true errors (u h,Δt (Ξ) − u ex (Ξ) 0,Ω for the following 1D problem:
The forcing function f is computed so that the exact solution is
The spatial mesh is given by 251 uniformly distributed nodes, linear elements are used, and Π n h f is the piecewise linear interpolation of f in the nodes of the partition. This solution describes a Gaussian peak oscillating around the center of the unit interval. The numerical solutions corresponding to the times t = 0.125 and t = 0.3438 are reported in Figure 3 with continuous lines.
We consider three different distributions for the substep-levels. In the first test, we use a distribution of J The continuous line in Figure 4 reports the true error obtained by setting J p = 012 (first test) and using 4, 8, 16 , and 32 time intervals. The dash-dotted line in Figure 4 is the true error corresponding to the case J p = 011 (second test), using 8, 16, 32, and 64 time intervals. The dashed line corresponds to the classical Crank-Nicolson method (J p = 000) with 16, 32, 64, and 128 time intervals. From the curves in Figure 4 it can be seen that the introduction of the substeps into the correct place (the region in which the peak moves) gives the same effect as a global refinement of the timestep, thus proving the viability of the proposed method. The computed order of convergence in time for the different cases is reported in the figure legend, where it can be seen that, in this case, the order of convergence is very close to the second order of the Crank-Nicolson method in all the cases. The two horizontal thin lines plotted in Figure 4 highlight that the errors obtained using 3. A residual-based a posteriori error estimator. In this section, within the framework of [6, 15, 18] , we derive a residual-based error estimator for our fully discretized model problem (2.16). In particular, we derive global-in-space local-intime upper and lower bounds.
Remark 3.1. For the a posteriori analysis, we limit ourselves to the case Ω ⊂ R d with d = 2. This a posteriori analysis can be applied to the case d > 2 when the diffusivity coefficient κ is constant. Dealing with discontinuous diffusivity coefficients with d > 2 requires some restrictions to the mesh produced by the space adaptive strategy. We shall come back to this issue in Remark 3.6. First, we introduce some notations which will be used for the construction of the estimator.
Definitions and general results. For each timeslab Ω × I
n , the par-
is a common refinement of T n−1 h and T n h , satisfying conformity and minimal-angle conditions and the following transition condition or moderate coarsening condition [18] : there exists a constant C tr such that
is the diameter of the element T * ∈ T n−1,n h
. We denote the set of the edges of any T ∈ T n−1,n h by E(T ); we denote the set of all the edges of the triangulation T
Similarly, we define the corresponding sets
We associate an orthogonal unit vector n E with any edge E ∈ E n−1,n h,Ω and denote the jump across E in the direction n E by [
[ . ] ] E . Let us denote the reference element byT and the reference edge byÊ as shown on the left in Figure 5 . Let λ i , i = 0, 1, 2 be the barycentric coordinates on the reference element, then the reference element bubble function isbT = 27λ 0 λ 1 λ 2 , the reference edge bubble function isbÊ = 4x(1−x−ŷ), and F n T :T → T is the affine mapping from the reference element to the element T ∈ T n−1,n h [8] . For the sake of simplicity, we drop the superscript n in the mapping symbols. We introduce the element bubble function b
. It should be noted that this bubble function does not depend on time within any timeslab.
Given any E ∈ E in such a way that the vertices of E are numbered first. Let T be one of the elements T or T , assume that E has vertices a 0 and a 1 , and denote the barycenter of the element T by a c = (x c , y c ); let us partition T into the elements T 0 , T 1 , T 2 with T 2 having E as a side (see Figure 5 (right)). Let F E,T :T → T 2 be the invertible affine mapping that maps the reference elementT onto the element
We then define the edge bubble function b n E by patching the two bubble functions:
E,T , each one being nonzero only on T 2 and T 2 , respectively. Finally, for an internal edge E let us define the set ω n E = T 2 ∪ T 2 (dashed area in Figure 6 ). For the boundary edge E that belongs only to the element T , we naturally identify b
With this definition of edge bubble functions, we have a set of orthogonal functions. This property is also true for the set of element bubble functions.
Furthermore, for the reference edgeÊ, we define the extension operatorPÊ :
, which extends a polynomial of degree i, defined on the edgeÊ, to a polynomial of the same degree, defined onT , with constant values along lines orthogonal to the edgeÊ. We then define the extension operator PE :
, which extends a polynomial of degree i, defined on the edge E, to a piecewise polynomial of the same degree, defined on ω n E , by patching the two operators:
In the following we will need to collect all the elements belonging to some set ω n E ; therefore, let us define T
The symbol a b means that there exists a constant c that is independent of any meshsize, timestep, parameter, or jump of parameters so that a ≤ c b.
In the following, κ T denotes the constant value of κ in the element T ∈ T n h , and κ ω n E is the maximum of the values of κ T over the two elements T ∈ T n h that share the edge E (we will use the same symbol to denote the maximum of κ T over the two elements T ∈ T n−1,n h that share the edge E ∈ E n−1,n h , and it will be clear from the context which situation we are referring to). Moreover, we shall use a modified quasi-interpolation operator I h : V → V n h like Clément's quasi-interpolation operator [9] . The definition of this kind of interpolation operator requires the quasi-monotonicity hypothesis [11, 14] of κ(x) with respect to any vertex x n h of the triangulation T n h . This hypothesis implies the existence of "robust" interpolation estimates [5, 11, 14] .
. We recall the following definition of quasi-monotonicity for κ(x) from [14] , where further details can be referenced. 
Let the distribution of coefficients κ T , T ∈ T
, where T E is the element of the two elements sharing E, where κ T achieves the maximum.
Definition 3.3 (quasi-interpolation operator; [5, 11, 14]). Let the distribution of coefficients κ T , T ∈ T n h be quasi-monotone. We then define the quasi-interpolation operator
Let p x = 0 for the nodal points x ∈ ∂Ω. We recall the following results from [14] .
Lemma 3.4. Let T ∈ T n h and E ∈ E n h be arbitrary. Let the quasi-monotonicity condition be satisfied with respect to any vertex x n h of T or T E . We thus obtain the following interpolation error estimates:
where the constantsCl R ,Cl R,1 , andCl E depend only on the smallest angle in the triangulation.
For each element T * ∈ T n−1,n h so that T * ⊆ T ∈ T n h , we define the set of elements ω 
.e., the sets of elements of T n−1,n h contained in, or equal to, an element ofω n E orω n T , respectively. We recall the following results from [6] , which extend the results of Lemma 3.4 to the elements and edges of the common refinement T n−1,n h . Lemma 3.5. Let T * ∈ T n−1,n h and E * ∈ E n−1,n h be arbitrary. We thus obtain the following interpolation error estimates:
where the constants Cl R and Cl E depend only on the smallest angle in the triangulation T n h and the constant C tr . Remark 3.6. Here we come back to the issue introduced in Remark 3.1 to explain the difficulty of having d > 2 with discontinuous coefficients. In Lemma 3.5 we have to ensure that the triangulation T n−1,n h always satisfies the quasi-monotonicity condition with respect to any vertex of the triangulation T n−1,n h . This is always true for Ω ⊂ R 2 as the triangulation T
n−1,n h is a refinement of two triangulations T n−1 h
and T n h , both of them satisfying the quasi-monotonicity condition, which is preserved by refinement. When d > 2, the refinement does not preserve the quasi-monotonicity condition and a suitable refinement algorithm or additional hypotheses for the construction of T n h , which we do not investigate here, have to be applied to guarantee the quasi-monotonicity condition for T n−1,n h required in the present analysis. We remark that, if we consider constant diffusivity coefficients, quasi-monotonicity assumptions are always satisfied. In this case, the entire present a posteriori analysis can be obtained for d > 2 resorting to the classical quasi-interpolation operators properties instead of to Lemmas 3.4 and 3.5. Let us consider the spaces H 1 0 (Ω) and H −1 (Ω), respectively, equipped with the norms
In the following we define J and 
Definition 3.7. Let us define the residual in the elements T * ∈ T n−1,n h of our approximation u h,Δt in each interval
[t kT * −1 , t kT * ] ∀k T * = 1, . . . , 2 JT * : R kT * T * = ∂ u h,Δt (t) ∂t − κ T * u h,Δt (t kT * ) + u h,Δt (t kT * −1 ) 2 − f h,Δt (t kT * ) + f h,Δt (t kT * −1 ) 2 T * , where ∂ u h,Δt (t) ∂t = u h,Δt (x, t kT * ) − u h,Δt (x, t kT * −1 ) Δt T * ∀t ∈ t kT * −1 , t kT * .
Let us also define the interelement jumps on the edges E
2 .
Definition 3.9. Given the solution u h,Δt in the time interval I n , let us define the following functional r
Definition 3.10. Let us define the sets 
Then, we define the following global-in-space and local-in-time estimators
Let us define the error of our approximation u h,Δt in the interval I n as e = u h,Δt −u. In what follows, we derive upper and lower bounds for the error involving the following norm: . Remark 3.12. According to the considerations of [6, 15, 18] , we can say that η n R is a space error estimator related to the triangulation T n h , whereas η n ∇ gives information on the error due to time discretization. In particular, as the terms η kT * ∇,T * are local in the element T * and in the subtimesteps k T * , they give a measure of the accuracy of the time discretization in the subintervals (t kT * −1 , t kT * ) on T * .
∂ e ∂t
The comprehension of the meaning of η n δ is more delicate. This term is a measure of the effect of the transitions in the time substepping partition of the nodes. In particular, it is large if, on some elements in which the nodes have different levels, the forcing function displays significant variations or the solution displays significant changes in the values or in the slope.
The quantity η n f is an estimator of the data approximation error and can be split into two terms: η n f,Π n h , which essentially gives information on the space data approximation error, and η n f,Δ t n , which is a time data approximation error. Remark 3.13. The quantity η n δ is defined via a supremum over a finite dimensional set of functions in space and over L 2 functions in time. We remark that in the definition (3.7) we perform a space scalar product between the test function v h ∈ L 2 ( I n , V n h ) and given functions which are piecewise constant in time on each time-
The supremum in the definition of η n δ defines an L 2 -norm in time, but the test function v h that realizes the supremum has to be piecewise constant in time on each [t kT −1 , t kT ]. This can easily be proved observing that
and the stability property of the L 2 projection. With this additional information the definition of η n δ involves a supremum over a finite dimensional space and is, in principle, computable.
Upper bound.
In this section we prove that the terms η 
We add and subtract to (3.11) the quantity
We apply integration by parts, Cauchy-Schwarz inequality, Lemma 3.5, and Young's inequality with a suitable choice of constants, getting the thesis.
The result given by Theorem 3.14 is an upper bound of the error measured in the L 2 (Ω)-norm at time t n and in the L 2 ( I n ; H 1 0 (Ω))-norm. We can also get an upper bound in the L 2 ( I n ; H −1 (Ω))-norm for ∂ e /∂t. Theorem 3.15. Under the assumptions on the continuous problem (2.4) and on the discrete formulation (2.13), for each n = 1, . . . , N we have
dt.
To get the thesis we square the previous relation and we consider that 
We remark that w . Let us assume a local substepping regularity partition property for the nodes of neighboring triangles: there exists a constant σ E * such that
Thanks to the orthogonality of our system of edge-bubble functions, we have
Lemma 3.19. There exist constants C E and C * E independent of any meshsize, timestep, and problem-parameter such that
Proof. The inequalities (3.18)- (3.19) are derived by exploiting the properties of bubble functions and inverse inequalities for the jump functions [17, 18] . , respectively, such that
Proof. Inequality (3.20) follows from the local regularity hypothesis for the mesh T n−1,n h , from the local regularity of the substepping partition for the nodes of neighboring triangles, and from Δt T = Δt T * ∀T ∈ T * . 
Proof. We start by subtracting the continuous variational formulation (2.4) 
Then we apply Cauchy-Schwarz and Hölder inequalities, inequality (3.19), orthogonality of the edge-bubble functions, and inequalities (3.18), (3.20) , and (3.17) to obtain (3.21). 
Effectivity index and a posteriori estimators.
This section aims at comparing the derived error estimators with the true error and investigating the behavior of the different error estimators. We define the following effectivity index :
||| e ||| κ,I n . In our definition of the effectivity index we do not consider the effects of the data approximation errors η n f . We are mainly interested in the effects of the time-substeps, so we consider meshes fine enough to have a negligible error η n f,Π h , whereas some of our results can be affected by the error η n f,Δt , and we shall highlight this phenomenon when it occurs.
We consider the same simple test problem of subsection 2.5 with the same space discretization, and we compare the true error with our error estimators for different timestep-lengths and substep-levels.
All the H −1 -norms are approximated by the solution of a Poisson problem in each substep of level J = max p∈N n h (Ω) J n p . In Table 1 we report the effectivity indices (4.1) for several substepping configurations. The first row with J p = 0 for all the three regions (J p = 000) corresponds to the classical Crank-Nicolson scheme and η n δ = 0. The following rows correspond to higher substep-levels in the two central regions. Each column reports the number of timesteps N and the corresponding minimum and maximum values of the effectivity index over all n = 1, . . . , N.
In Figure 8 we report the time evolution of the effectivity index for several values of J p and N . In Figure 9 we display the behavior of the effectivity index for a fixed J p = 014 and several N , and in Figure 10 for a fixed N = 32 and several J p .
In Tables 2 and 3 we report the maximum values of the space data approximation error max n=1,...,N η n f,Π h and of the time data approximation error max n=1,...,N η n f,Δt , respectively. We remark that the error η n f,Π h is independent of the substep levels, and for this reason we report just one row for all the substepping configurations. On the other hand, the error η n f,Δt is strongly varying in the number of timesteps and substep-levels. We remark that the values of η n f,Δt corresponding to the smallest number of timesteps and substep-levels are very large, and this explains the anomalous low values of the effectivity index in the corresponding cells of Table 1 . In Table 4 we report the largest values of η n ∇ on the time interval of the simulation. We can observe a very large variation of these values with the number of timesteps and substep-levels. For small numbers of timesteps and substep-levels the time error estimator is larger than the space error estimator, which means that a refinement of the time discretization is required. For large values of timestep and substep-levels, the time discretization error becomes negligible with respect to the space discretization error.
In Table 5 we report the largest values of η n δ . We remark that this value is zero for the classical Crank-Nicolson scheme. For a fixed number of timesteps N , we point out some strong variations of these values. These strong variations mainly occur when, close to the region presenting fast changes in the solution, we have a jump of the 
Conclusions.
We have proposed a new discretization method for the heat equation that allows the coexistence of short and long timesteps on different elements. We proved existence and uniqueness of the numerical solution, and provided a stability estimate and a posteriori upper and lower residual-based error estimators for this new method. Moreover, we report a numerical example that shows the possible gain in efficiency offered by the substepped method and some comparisons between the true error and the derived a posteriori error estimators. In this work an attempt was not made to address the complex problem of the set up of an adaptive algorithm based on the upper and lower robust estimates derived in section 3. This will be dealt with in a future investigation.
