Abstract. In this paper we consider the following distribution dependent SDE:
Introduction
Let P(R d ) be the space of all probability measures over (R d , B(R d )), which is endowed with the weak convergence topology. Consider the following distribution dependent SDEs (abbreviated as DDSDEs):
where b :
are two Borel measurable functions, µ X t := P • X −1 t is the probability distribution measure of X t , W is a d-dimensional standard Brownian motion. By Itô's formula, it is easy to see that µ X t satisfies the following non-linear Fokker-Planck equation (abbreviated as FPE) in the distributional sense: then DDSDE (1.1) is also called mean-field SDE or McKean-Vlasov SDE in the literatures, which naturally appears in the studies of interacting particle systems and mean-field games (see [12, 18, 22, 3, 4] and references therein).
Up to now, there are numerous papers devoted to the study of this type of nonlinear FPEs and DDSDE (1.1). In [10] , Funaki showed the existence of martingale solutions for (1.1) under broad conditions of Lyapunov's type and also the uniqueness under global Lipschitz assumptions. His method is based on a suitable time discretization. Thus, the well-posedness of FPE This work is supported by NNSFC grant of China (No. 11731009) and the DFG through the CRC 1283 "Taming uncertainty and profiting from randomness and low regularity in analysis, stochastics and their applications". 1 (1.2) is also obtained. More recently, under some one-side Lipschitz assumptions, Wang [26] showed the strong well-posedness and some functional inequalities to DDSDE (1.1). In [7] , Hammersley, Sitsa and Szpruch proved the existence of weak solutions to SDE (1.1) on a domain D ⊂ R d with continuous and unbounded coefficients under Lyapunov-type conditions. Moreover, uniqueness is also obtained under some functional Lyapunov conditions. Notice that all the above results require the continuity of coefficients. In [5] , Chiang obtained the existence of weak solutions for time-independent SDE (1.1) with drifts that have some discontinuities. When the diffusion matrix is uniformly non-degenerate and b, σ are only measurable and of at most linear growth, by using Krylov's estimate, Mishura and Veretennikov [19] showed the existence of weak and strong solutions. The uniqueness is also proved when σ does not depend on µ and is Lipschitz continuous in x and b is Lipschitz continuous with respect to µ with Lipschitz constant linearly depending on x. It should be noted that by Schauder's fixed point theorem and Girsanov's theorem, Li and Min [15] also obtained the existence and uniqueness of weak solutions when b is bounded measurable and σ is nondegenerate and Lipschitz continuous. On the other hand, by a purely analytic argument, Manita and Shaposhnikov [17] and Manita, Romanov and Shaposhnikov [16] showed the existence and uniqueness of solutions to the nonlinear FPE (1.2) under quite general assumptions. By a result of Trevisan [23] (see Theorem 5.1 below), one in fact can obtain the well-posedness of DDSDE (1.1) from [17] and [16] . In [1] , a technique is developed to prove weak existence of solutions to (1.1) by first solving (1.2) which works also for coefficients whose dependence on µ X t is of "Nemytskii-type", i.e., are not continuous in µ X t in the weak topology.
In this work we are interested in extending Krylov-Röckner's result [13] to the singular distribution dependent case, that is not covered by all of the above results. More precisely, we want to show the well-posedness of the following DDSDE:
Notice that the above equation is not covered by Huang and Wang's results [8] 
is not weakly continuous. In fact, if we let
One of the main results of this paper is stated as follows: 
in the class that t → µ t is continuous and 
and we have the following gradient estimate: for any T > 0, there are constants γ 1 , c 1 
This paper is organized as follows: In Section 2, we prepare some well-known results and tools for later use. In Section 3, we show the existence of weak and strong solutions to DDSDE (1.1) when the drift is the sum of a singular part and a dissipative part, and the diffusion coefficient is uniformly nondegenerate and bounded Hölder continuous. In Section 4, we prove the uniqueness of weak and strong solutions to (1.1) in two cases: the coefficients b and σ are Lipschitz continuous in the third variable with respect to the Wasserstein metric; drift b is Lipschitz continuous in the third variable with respect to the total variation distance and the diffusion coefficient does not depend on the distribution. In Section 5, we present some applications to nonlinear FPE (1.2) and prove Theorem 1.1.
Finally we collect some frequently used notations and conventions for later use.
•
• Let S toch be the set of all measurable stochastic processes that are stochastically continuous.
If b has a subscript, then we shall write the above function as b X
(t, x).
• For a signed measure µ, we denote by µ T V := sup f ∞ 1 |µ( f )| the total variation of µ.
• We use A B (resp. ≍) to denote A CB (resp. CB A CB) for some unimportant constant C 1, whose dependence on the parameter can be traced from the context.
Preliminaries
In this section we recall some well-known results. We first introduce the following spaces and notations for later use.
For p = ∞ or q = ∞, the above norm is understood as the usual L ∞ -norm. We shall simply write 
In the following, given T > 0, α ∈ (0, 2] and q, p ∈ [1, ∞], we write
Borel measurable function, which satisfies:
There are constants c 0 1 and β ∈ (0, 1) such that for all t > 0 and x, y,
where · HS stands for the Hilbert-Schmidt norm of a matrix. For λ, T > 0, consider the following backward second order parabolic equation:
We have the following result, which is taken from [27] . 
Proof. The existence and uniqueness of u ∈ H 2,q p (T ) as well as the first two conclusions are proved in [27, Theorem 4.3] . We only show (iii). Let
By (2.4) and Hölder's inequality we have
, where
The desired estimate now follows by (2.2) and (2.4).
The following stochastic Gronwall's inequality for continuous martingales is proved by Scheutzow [20] . For general discontinuous martingales, it is due to [27] .
Lemma 2.2 (Stochastic Gronwall's inequality). Let ξ(t) and η(t) be two nonnegative càdlàg F t -adapted processes, A t a continuous nondecreasing F t -adapted process with
Then for any 0 < q < p < 1 and τ > 0, we have
where ξ(t)
We also recall the following result about maximal functions (for example, see [27, Lemma
and |B r | denotes the Lebesgue measure of the ball B r := {x : |x| < r}. We have
Lemma 2.3. (i) Let f be a locally integrable function with
Then there is a Lebesgue zero set E such that for all x, y E,
Finally we recall the following Krylov estimate proved in [27, Lemma 5.5].
Lemma 2.4. (Krylov's estimate) Let X be an Itô's process of the form
where X 0 is an
Moreover, if ξ ≡ 0, then we can relax p, q to satisfy
Existence of weak and strong solutions
In this section we show the weak existence and strong existence of DDSDEs with singular drifts of at most polynomial growth. First of all we recall the notions of martingale solutions and weak solutions for (1.1). Let C be the space of all continuous functions from R + to R d , which is endowed with the usual Borel σ-field B(C). All the probability measures over (C, B(C)) is denoted by P(C). Let w t be the coordinate process over C, that is,
For t 0, let B t (C) = σ{w s : s t} be the natural filtration. For a probability measure P ∈ P(C), the expectation with respect to P will be denoted by E if there is no confusion.
Definition 3.1. (Martingale solutions)
We call a probability measure
where
t , and
is a continuous local B t (C)-martingale under P. All the martingale solutions of DDSDE (1.1)
It is well known that weak solutions and martingale solutions are equivalent (cf. [21] ), which means that for any
We now prove the following convergence lemma, which has independent interest. 
Moreover, we assume that b = b 1 + b 2 satisfies the following assumptions:
is continuous with respect to the weak convergence topology.
where b Z i is defined by (1.7). Then for each T > 0, we have
Proof. To prove (3.5), it suffices to show the following:
We first look at (3.6). Since µ Y n s weakly converges to µ Y s for each s 0, by assumption (i), we have
Moreover, for fixed R > 1, by the assumption (ii), one sees that 
On the other hand, by Hölder's inequality and (3.3), we have
which implies by the assumptions that
Combining this with (3.9), we obtain (3.6). 
where we have used the convention X ∞ s = X s . In fact, for any R > 0, we have
where the last equality is due to (3.4) and the dominated convergence theorem, and
On the other hand, for fixed ε > 0, by (3.3) and (3.4), we have
where C does not depend on n.
) n∈N is uniformly integrable as random variables of (s, ω). Therefore, for fixed ε > 0,
which together with (3.10) yields (3.7). The proof is complete.
In the above lemma, condition (i) sometimes may be not satisfied. For example, consider the following interesting example:
whereb : 
Moreover, we assume b taken form (3.11) withb =b 1 +b 2 , whereb 1 ,b 2 satisfy that for some
Proof. Since b only depends on the distribution of Y n , without loss of generality we may assume that (X n ) n∈N and (Y n ) n∈N are independent. Thus, to show (3.13), it suffices to show
By the independence of X n and Y n and (3.12), we have
) n∈N are uniformly integrable as random variables of (s, ω). Thus (3.14) holds, and so does (3.13).
Now we
where b 1 is the singular part satisfying that for some
and b 2 is the dissipative part which satisfies for some κ 1 , κ 2 , κ 3 > 0, ϑ 0 and any (t,
2 ) b has the form (3.11) withb =b 1 +b 2 , whereb 1 satisfies that for some
andb 2 is the dissipative part which satisfies for some κ 1 , κ 2 , κ 3 > 0, ϑ 0, and any (t, x) ∈ R + × R d and µ ∈ P(R d ), Notice that if ϑ = 1, then (3.15) equivalently says that b 2 is linear growth in x uniformly in t, µ.
To show the existence of weak solutions, we first establish the following apriori estimates. 
W) be a solution of the following SDE:
dX t = b Z t (X t )dt + σ Z t (X t )dW t , P • X −1 0 = ν. Let Θ = (d, p, q, c 0 , β, κ 0 , κ 1 , κ 2 , κ 3 ,
ϑ) be the parameter set in the assumptions. We have (i) For any T > 0, there is a constant C
Proof. We use the Zvonkin transformation to kill the singular part. For λ, T > 0, consider the following backward PDE:
By Theorem 2.1, for λ 0 large enough and all λ λ 0 , there is a unique solution u ∈ H 2,q p (T ) solving the above PDE, and there is a constant c 1 > 0 such that for all λ λ 0 ,
In particular, if we choose λ large enough, then
Now if we define Φ(t, x) := x + u(t, x),
then it is easy to see that
By Itô's formula, we have Moreover, it is easy to see that 24) and for λ large enough and for someκ i > 0, i = 1, 2,
In fact, by the definition we have
which in turn gives the first inequality in (3.25) by (3.19) with λ large enough so that
(i) By equation (3.22 ) and Itô's formula, we have
If necessary, by a stopping time technique, by (3.23), (3.24) and (3.25) we obtain
which yields by Gronwall's inequality that
On the other hand, by (3.22 ) and BDG's inequality, for all 0 t ′ < t T , we have
which together with (3.20), (3.26) yields (i).
(ii) By Lemma 2.4, for any T, δ > 0, there exists a constant
Now, choosing δ small enough in the above inequality such that
and by (3.25), we obtain
Substituting this into (3.27) and by (3.25) and (3.26), we obtain
, which yields by the change of variable and (3.20) that
.
(iii) If ϑ = 0, thenb 2 is bounded by λ + 2κ 3 . It was proved in [28, Theorem 2.1] (see also [27, Theorem 5.7] ) that for p ′ , q ′ ∈ (2, ∞) with
By the change of variable and (3.20) again, we obtain (iii). 
where C 4 only depends on λ, Θ, q
. Now we can show the following weak existence result.
For n ∈ N, consider the following approximating SDE:
By the assumptions, one sees that −1 = ν so that the following uniform estimates hold (see [29] ):
(i) For any T > 0, there is a constant C T > 0 such that for all n ∈ N,
. Now by (i), the laws Q n of (X n , W) in C × C are tight. Let Q be any accumulation point of Q n . Without loss of generality, we assume that Q n weakly converges to some probability measure Q. By Skorokhod's representation theorem, there are a probability space (Ω,F ,P) and random variables (X n ,W n ) and (X,W) defined on it such that
In other words,W n is anF n t -Brownian motion. Thus, by (3.33) we havẽ
By (ii), (3.32), Lemmas 3.3, 3.4 and [11, Theorem 6.22, p383], one can take limits n → ∞ to obtainX
The proof is complete.
To obtain the existence of strong solutions, we need a stronger assumption about σ: (H σ 2 ) In addition to (H σ 1 ), we also assume that for some p 1 , q 1 ∈ (2, ∞] with Proof. Let (Ω, F , (F t ) t 0 , P; X, W) be a weak solution of DDSDE (1.1). Define
Consider the following SDE:
Under the assumption of the theorem, it has been shown in [27] that there is a unique strong solution to this equation. Since X also satisfies the above equation, we obtain that X = Z is a strong solution.
Remark 3.9. Although we have shown the existence of strong or weak solutions, the uniqueness of strong solutions or weak solutions is a more difficult problem.
Uniqueness of strong and weak solutions
In this section we study the uniqueness of strong and weak solutions. We introduce the following assumptions about the third variable µ: (A θ ) Let p, q ∈ (2, ∞) with 
Notice that (4.1) is equivalent to that for all µ, µ
where W θ is the usual Wasserstein metric of θ-order. For convenience, we would like to use (4.1) rather than introducing the Wasserstein metric.
Remark 4.1. We note that in [8] , (4.1) is assumed to hold for p = ∞ and R = ∞.
We first show the following strong uniqueness result. E|X t | θ < ∞.
13
Proof
) and (A). Without loss of generality, we consider the time interval [0, 1] and assume that for some γ > 1,
Otherwise, we may choose q ′ < q so that
< 1 holds and replace q with q ′ . The existence of strong solutions has been shown in Corollary 3.8. We only need to prove the pathwise uniqueness. Let X, Y be two strong solutions defined on the same probability space with
We divide the proof into three steps.
(i) Let T ∈ (0, 1) and λ > 0. We consider the following backward PDE:
By Theorem 2.1, for λ 0 large enough and all λ λ 0 , there is a unique solution u X ∈ H 2,q p (T ) solving the above PDE, and there is a constant c 1 > 0 such that for all λ λ 0 and T ∈ (0, 1),
In particular, we can find λ λ 0 large enough so that for all T ∈ (0, 1),
Below we shall fix such a λ and define
It is easy to see that
(ii) By Itô's formula, we havẽ
For simplicity we write
and
By (4.7) and Itô's formula again, we have for any m 1,
Noticing that by (4.6),
, by Young's inequality, we obtain
By the definition ofσ X , we also have
Combining the above calculations and by the assumption, we obtain
(4.9)
(iii) Now we define
By (4.9) and (4.8), we obtain that for all t ∈ [0, T ],
where M t is a continuous local martingale. Note that by (H σ 2 ) and (4.5),
p/2 (T ). By Khasminskii's estimate (3.29), we have
Thus we can use the stochastic Gronwall's inequality (2.7) to derive that
Noticing that by (4.3) and (4.1),
we have by (2.5),
Substituting this into (4.10), we obtain
where C does not depend on T ∈ (0, 1). By choosing T small enough, we get ξ t m θ = 0 for all t ∈ [0, T ]. By shifting the time T , we obtain the uniqueness.
It is obvious that b defined in (3.11) does not satisfy (4.1). Below we shall relax it to the weighted total variation norm by Girsanov's transformation. The price we have to pay is that we need to assume that the diffusion coefficient does not depend on the distribution of X. For θ 1, let φ θ (x) := 1 + |x| θ .
We assume
2 ) with ϑ = 0 in (3.15) and (3.16), and for some θ 1, there is an ℓ ∈ L q loc (R + ) such that for all µ, µ ′ ∈ P(R d ) and t 0,
It should be noted that [25, Theorem 6.15] , 
Proof. We use the Girsanov transform as used in [19] to show the weak uniqueness, and so also the strong uniqueness. Since under the assumptions of the theorem, weak solutions are also strong solutions (see Corollary 3.8), without loss of generality, let X (i) , i = 1, 2 be two solutions of SDE (1.1) defined on the same probability space (Ω, F , P) and with the same Brownian motion and starting point ξ. That is,
t . Under (H 
Let m > 2θ. It is easy to see that
s (Z s )ds, and 13) and for any γ ∈ R, E(E
Hence, for each i = 1, 2, EE
T · P, and
Since the above SDE admits a unique strong solution, we have 
Application to nonlinear Fokker-Planck equations
In this section we present some applications to nonlinear Fokker-Planck equations. First of all we recall the following superposition principle: one-to-one correspondence between DDSDE (1.1) and nonlinear Fokker-Planck equation (1.2), which is originally due to Figalli [9] and Trevisan [23] . so that P • w −1 ∈ M ν for all ν ∈ P(R d ).
Proof. The backward direction "(⇐)" follows from the last assertion in Theorem 5.1. The other direction follows from a well-known fact in the theory of martingale problems (see [21] ). 1) . However, the results in [16] does not apply to (1.5) with b ∈ L q p (T ) since in this case the Lyapunov condition is not satisfied. From the above superposition principle and our well-posedness results, we can obtain the following wellposedness result about the nonlinear Fokker-Planck equations.
