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Abstract
This thesis is mainly devoted to studying integrable deformations of the AdS5 × S5 su-
perstring and generalized supergravity.
We start to give a brief review of the AdS5 × S5 superstring formulated in the Green-
Schwartz formalism, and then introduce homogeneous Yang-Baxter (YB) deformations of the
AdS5× S5 superstring based on r-matrices which are solutions to the homogeneous classical
YB equation. By performing a supercoset construction, we derive the general formula for
homogeneous YB deformed backgrounds associated with bosonic r-matrices. The resulting
deformed backgrounds are shown to be solutions of the standard type IIB supergravity or
generalized supergravity.
Next, in chapter 3, we relate homogeneous YB deformations to string duality transforma-
tions. We first review double field theory which is a T -duality covariant formulation for the
massless sector of string theory. After that, we explain that homogeneous YB deformation
can be regarded as a kind of the O(d, d) duality transformations. Once homogeneous YB
deformations are realized as duality transformations, the corresponding O(d, d) transforma-
tions are applied to almost all backgrounds.
Moreover, in chapter 4, we discuss spacetime structures of homogeneous YB deformed
backgrounds and clarify a T-fold structure of them by showing the associated O(d, d;Z)
T -duality monodromy.
In chapter 5, we consider the Weyl invariance of string theories in generalized supergrav-
ity backgrounds. We show that generalized supergravity can be reproduced from double
field theory with the dilaton depending on a linear dual coordinate. From this result, we
construct a possible counterterm to cancel out the Weyl anomaly of bosonic string theo-
ries on generalized supergravity backgrounds. In particular, we show that the counterterm
is definitely local. In this sense, string theories can be consistently defined on generalized
supergravity backgrounds.
Finally, in chapter 6, we summarize the results presented in this thesis and conclude by
mentioning open problems for future directions.
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Chapter 1
Introduction
1.1 AdS/CFT correspondence
The AdS/CFT correspondence [1–3] is a fascinating topic in string theory. This duality
is a conjecture which states an equivalence between quantum gravity on d + 1-dimensional
anti-de Sitter (AdS) and d-dimensional conformal field theory (CFT). The correspondence
is a concrete realization of the holographic principle originally proposed by t’Hooft [4].
The most striking example is the AdS5/CFT4 correspondence. This is correspondence
between the SU(N) N = 4 supersymmetric Yang-Mills theory (SYM) and type IIB su-
perstring theory on the AdS5 × S5 background. As a consistency check, it is easy to see
that both theories have the same global symmetry SO(2, 4) × SO(6) . For the gauge the-
ory side, SO(2, 4) and SU(4) are realized as the four-dimensional conformal group and the
R-symmetry of N = 4 supersymmetry, respectively. On the other hand, the AdS5 × S5
background has the global symmetry as an isometry on the spacetime. Furthermore, if we
consider the fermionic symmetries of both theories, the global symmetry is extended to the
supergroup PSU(2, 2|4) .
Typt IIB superstring theory in the AdS5×S5 background with the radius R of AdS5 and
S5 is described by a non-linear sigma model with the dimensionless coupling constant which
is the effective string tension
T =
R2
2πα′
.
In the AdS/CFT correspondence, the effective tension T and the string coupling gs are
1
2related to t’Hooft coupling λ := g2YMN and the rank of the gauge group N as
gs =
λ
4π N
, T =
√
λ
2π
.
In general parameter regions, both theories are highly complicated, and the equivalence is
extremely non-trivial. For this issue, we shall take the t’Hooft limit
N →∞ , λ = fixed .
The limit suppresses non-planar interactions and corresponds to consider a free string on
the AdS5 × S5 background.
Moreover, both theories in this limit display a remarkable property. In certain aspects,
integrable structures emerge and indicate an infinite set of conserved charges. The integrable
structures of the gauge theory side were first discovered in a study of the spectral problem.
In a grand breaking work [5], Minahan and Zarembo showed that the dilatation operator of
the N = 4 SYM acting on the gauge invariant single trace operators can be mapped to the
Hamiltonian of an integrable spin chain model. As a result, the scaling dimensions of the
single trace operators are given by diagonalizing the integrable spin chain’s Hamiltonian.
On the other hand, the AdS5 × S5 superstring is described by a classical integrable non-
linear sigma model. The action is formulated in the Green-Schwarz formalism and the target
space has the supercoset [6]
PSU(2, 2|4)
SO(1, 4)× SO(5) .
The Z4-grading structure of the supercoset allows for the Lax pair, and therefore the string
sigma model is classical integrable [7] because the monodromy matrix constructed from the
Lax pair can generate an infinite conserved charge.
From the identification of the symmetry, the global energy of a string state corresponds
to the scaling dimension of a single trace operator. These physical observables including
non-BPS sectors can be computed even at finite t’Hooft coupling λ by using integrability
techniques, such as Thermodynamic Bethe Ansatz [8–10], Y-system [11,12], and the quantum
spectral curve [13, 14]. Therefore, we could directly verify the correspondence at the planar
level.
More recently, it has been proposed an integrability-based approach to compute higher-
point functions in N = 4 SYM at a finite coupling. The approach referred to as the hexagon
3formalism was originally proposed in [15], and it was shown that the technique could be
also adapted to higher-point functions [16, 17]. In this way, integrability of the AdS/CFT
correspondence plays an important role in the verification of the correspondence (for a com-
prehensive review, see [18]).
1.2 Integrable deformations of AdS/CFT correspon-
dence
Yang-Baxter deformation of the AdS5 × S5 superstring
As a next step, generalizations to integrable systems with less supersymmetry or non-
conformal symmetry have been considered by many authors. In this thesis, we concentrate
on deformations of the AdS5 × S5 superstring preserving the classical integrability. One of
the approaches 1 is to use the Yang-Baxter (YB) deformation which is a systematic way
describing integrable deformations of two-dimensional non-linear sigma models. An impor-
tant point is that a YB deformation can be specified by taking a skew-symmetric classical
r-matrix solving the classical Yang-Baxter equation (CYBE).
The YB deformation was originally introduced as integrable deformations of the principal
chiral model for a Lie group G by Klimcik [38] and its classical integrability was shown in [39].
In the original case, it had been taken the Drinfeld-Jimbo type r-matrix [40, 41] which is a
solution of the modified CYBE. The method had been generalized to symmetric coset sigma
models [42], and furthermore to the AdS5×S5 string sigma model [43,44] which is frequently
called the q-deformed AdS5 × S5 superstring2.
The metric and NS-NS two-form of the q-deformed AdS5 × S5 background have been
obtained by performing a coset construction for the bosonic part [45]. The derivation of full
q-deformed background was a challenging problem due to the technical difficulty of the su-
percoet construction. In a pioneer work [46], Arutyunov, Borsato, and Frolov achieved doing
the supercoset construction and the full background was given. A remarkable point is that
1Another important class of integrable deformations is the λ-deformation [19–23]. As discussed in [24–27],
this deformation is related to the q-deformation via the Poisson-Lie T-duality [28–30] ( see [31–37] for recent
studies on the Poisson-Lie T-duality).
2The q-deformed AdS5×S5 background is also called the η-deformed AdS5×S5 or the ABF background.
4the resulting background does not satisfy the equations of motion of type IIB supergravity 3.
This fact led to the discovery of the generalized supergravity equations [48,49] explained in
the next section. Hereafter, we will refer to them as the generalized supergravity equations
of motion (GSE).
We can consider another type of the YB deformation based on the homogeneous CYBE.
We shall call it the homogeneous YB deformation and focus on it throughout the rest of this
thesis. The deformations of PCMs and symmetric coset sigma models had been developed
in [50]. Moreover, it had been generalized to the AdS5 × S5 superstring case in [51]. Some
YB deformations led to various type IIB SUGRA backgrounds [52–55] including the well-
known examples such as Lunin-Maldacena-Frolov backgrounds [56,57], gravity duals of non-
commutative gauge theories [58, 59] and Schro¨dinger spacetime [60–62].
The homogeneous YB deformations also give solutions of the GSE as with the q-deformation.
To obtain deformed backgrounds solving the usual supergravity equations, we need to im-
pose a condition, the unimodularity condition, on the associated r-matrix. If we take a
skew-symmetric r-matrix
r =
1
2
rijTi ∧ Tj = rijTi ⊗ Tj ,
rij = −rji = const. , Ti ∈ g ,
the unimodularity condition has a very simple form [23]
rij[Ti, Tj] = 0 .
Here, the Lie algebra g is su(2, 2|4) when we consider YB deformations of the AdS5 × S5
superstring. In particular, if a given r-matrix doesn’t satisfy the condition, the associated
background is a solution of generalized supergravity.
YB deformation as a duality transformation
Remarkably, the homogeneous YB deformation can be regarded as a string duality transfor-
mation [52–54,63–72,75–79,93]. Indeed, the above well-known backgrounds, such as Lunin-
Maldacena-Frolov backgrounds [56,57], can also be reproduced by the TsT-transformations
3In [47], by using Drinfeld-Jimbo type r-matrices with different fermionic structures, another q-deformed
AdS2 × S2 × T 4 and AdS5 × S5 backgrounds were constructed and shown to be solutions of the standard
supergravity.
5which is a combination of T -dualities and coordinate changes. As observed in a series of works
[52–54] and shown in [63], the homogeneous YB deformations describe TsT-transformations
when we take Abelian r-matrices,
r =
1
2
rijTi ∧ Tj , [Ti, Tj ] = 0 .
The relationship to duality transformations is further extended to the case of non-Abelian
r-matrices. In [64], it had been shown that a specific class of non-Abelian YB-deformed
deformations could also be realized as a generalization of the TsT-transformation. Further-
more, Hoare and Tseytlin [65] had conjectured that the homogeneous YB deformations are
equivalent to non-Abelian T -dualities [82–86] up to performing a gauge transformation of the
B-field and appropriate field redefinitions. Thereafter, the conjecture was shown in [66, 67].
The above relations have been studied in terms of a manifestly T -duality covariant formu-
lation for the massless sector of string theory, i.e. Double Field Theory (DFT). The T -duality
covariance is accomplished by introducing the dual coordinates. In a series of works [68,69],
by reformulating the homogeneous YB deformations, it was clarified that the deformation is
precisely equivalent to a β-transformation which is a kind of the O(d, d) T -transformations.
Once the homogeneous YB deformations are realized as β-transformations, we write down
a very simple formula for general deformed backgrounds [68, 69].
Such reformulation has some advantages. If the original background is not described by
a symmetric coset or supported by a non-trivial H-flux, it is not straightforward to define a
YB sigma model in general. However, once the homogeneous YB deformations are realized
as duality transformations, we can apply “YB deformations” to almost all backgrounds such
as Minkowski spacetime [87–91], pp-wave and AdS3×S3×T 4 with H-flux [69–71] (see [92–94]
for other backgrounds) 4. In particular, the computation is straightforward. In this way, the
β-transformation is a new useful tool to generate solutions of (generalized) supergravity.
Moreover, the DFT enables us to discuss the global structure of non-geometric spacetimes
which are stringy geometries whose structure group contains T -duality transformations. Such
spacetime is called T -fold in some literature. It was clarified that the homogeneous YB
deformed background has the non-geometric structures [91].
4As another application of YB deformations, the deformations of Jackiw-Teitelboim model [95, 96] were
discussed in [97–101].
61.3 Generalized supergravity
The generalized supergravity equations was originally proposed to support a q-deformed
AdS5×S5 background as a solution [48]. The classical action has not been revealed yet, and
only the equations of motion are presented. The generalized supergravity includes an extra
Killing vector field I as well as the usual supergravity fields. For YB deformed backgrounds,
the Killing vector field I measures the violation of the unimodularity condition. In particular,
the Killing vector I appearing in the GSE implies the existence of the trace of the Q-flux
which measures non-geometricity of a given background. Therefore, generalized supergravity
intrinsically has a T -fold structure.
A remarkable feature of this theory is that the GSE can be reproduced from the re-
quirement of the κ-symmetry in the Green-Swartz formalism. It was originally well known
that the on-shell constraints of type II supergravity ensure the κ-symmetry of the associated
Green-Schwarz type string sigma model [102,103]. At the same time, it had been conjectured
that the κ-symmetry requires the type II supergravity equations. However, after about 30
years, Tseytlin and Wulff [49] had shown that the equations of motion of type II generalized
supergravity could be reproduced by solving the κ-symmetry constraints on spacetime fields.
In this way, an old fundamental problem of string theory had been resolved.
This result implies that, at the classical level, string theory is consistently defined on
generalized supergravity backgrounds. However, the quantum consistency of string theories
defined on such backgrounds is not apparent.
Weyl invariance for generalized supergravity background
As explained in the previous section, the homogeneous YB deformations could be reformu-
lated in the DFT. This implies that the DFT can reproduce both the usual and generalized
supergravity from a single action.
It is well known that the DFT can reproduce the standard supergravity equations by
taking a solution of the section condition which all spacetime fields don’t depend on the
dual coordinates. For the GSE, this story is slightly modified. As shown in [104], the
associated dilaton has the linear dual coordinate dependence
Φ∗ = Φ + I iY˜i ,
7where Φ is the usual dilaton and Y˜i is the dual coordinate corresponding to the Killing
direction I . In particular, the linear dual coordinate dependence is consistent with the
section condition. Therefore, generalized supergravity is realized as a non-standard solution
of the section condition in the DFT .
The modification of the dilaton teaches us how we generalize the well-known counterterm
to cancel out the Weyl anomaly of the string sigma model. When we consider a string in
the standard supergravity backgrounds, the counterterm to cancel the Weyl anomaly was
proposed by Fradkin and Tseytlin [105] and is given by
SFT =
∫
d2σ
√−γR(2)Φ ,
where R(2) is the Ricci scalar for the world-sheet metric γαβ. Since the counterterm has
higher order degree in α′ than the one of the classical action, it should be regarded as a
quantum correction. From the discussion of the previous paragraph, it is straightforward to
generalize the Fradkin-Tseytlin term. In [104,106], Weyl invariance of bosonic string theory
in generalized supergravity backgrounds was considered and a possible counterterm to cancel
the Weyl anomaly was proposed as 5
S
(∗)
FT =
∫
d2σ
√−γR(2)Φ∗ .
It is also noted that the Killing vector I , which appears in the equations of motion of
generalized supergravity, does not appear in the classical string sigma model action, but
enters firstly as a quantum correction at stringy level. In particular, the counterterm has
a local expression as discussed in [106]. In this sense, string theories may consistently be
defined on the generalized supergravity backgrounds at the quantum level.
1.4 Outline of this thesis
We shall present the outline of this thesis.
In chapter 2, we start to give a small review the AdS5×S5 superstring and then introduce
the homogeneous Yang-Baxter deformations of the AdS5 × S5 superstring. The deformed
action is shown to be classical integrable and invariant under the κ-symmetry transformation.
5Recently, Weyl invariance of type I superstring in generalized supergravity backgrounds was discussed
in [107] and a possible local counterterm was constructed.
8We present the general formula for YB deformed backgrounds associated with r-matrices
which are only composed of bosonic generators. The derivation of the formula is explained
in the next chapter. By using the formula, some examples of the homogeneous YB deformed
AdS5 × S5 backgrounds associated with Abelian r-matrices and non-unimodular r-matrices
are obtained. The former leads to solutions of the standard supergravity, and the latter gives
solutions of the GSE.
The main purpose of chapter 3 is to relate the homogeneous YB deformations to a string
duality transformation. We first review DFT and explain the transformation rule of the
spacetime fields under the O(d, d) T-duality transformations. Then, we directly derive the
general formula for YB deformed backgrounds from the deformed GS action. After that,
we show that a homogeneous YB deformation is equivalent to a β-transformation. Once
homogeneous YB deformations are regarded as duality transformations, the deformations can
be applied to arbitrary background with non-trivial isometry. As an example, we consider
β-deformations of the AdS3 × S3 × T 4 background supported by a H-flux.
In chapter 4, we discuss the spacetime structures of the YB deformed backgrounds. We
clarify a T-fold structure of YB-deformed backgrounds by showing the associated O(D,D;Z)
T-duality monodromy. In particular, the Killing vector I appearing in the GSE implies the
existence of the trace of the non-geometric Q-flux. Therefore, generalized supergravity is a
theory which describes non-geoemtric backgrounds.
In chapter 5, we consider the Weyl invariance of string theories in generalized supergravity
backgrounds. We start to show that generalized supergravity can be reproduced from double
field theory. In this case, we see the dilaton has a linear dual coordinate dependence. From
this observation, we propose a possible counterterm to cancel out the Weyl anomaly of
bosonic string theories in generalized supergravity backgrounds. In particular, we can show
that the counterterm is local. In this sense, the string theories can be consistently defined
on generalized supergravity backgrounds.
Finally, in chapter 6, we summarize the results presented in this thesis and conclude by
mentioning open problems for future directions.
Chapter 2
Integrable deformations of the
AdS5×S5 superstring
In this chapter, we discuss Yang-Baxter (YB) deformations of the AdS5×S5 superstring. In
this thesis, we concentrate on the YB deformations based on the homogeneous CYBE. This
chapter is organized as follows. Before considering the deformations, we shall give a brief
review of the AdS5×S5 superstring. In section 2.2, we then introduce the homogeneous YB
deformations of the AdS5×S5 superstring. It is shown that the deformed system is classically
integrable and has the κ-symmetry. We present the simple formula for the deformed back-
grounds which can be regarded as a kind of O(10, 10) T -duality transformations. Finally,
in section 2.3, we present various YB deformed AdS5×S5 backgrounds by using the formula
as presented in the previous section. We show that when a given r-matrix satisfies the uni-
modularity condition, the associated deformed background is a solution of the generalized
supergravity equations.
2.1 The AdS5×S5 superstring
In the section, we will briefly review some basic facts on the AdS5×S5 superstring.
2.1.1 Metsaev–Tseytlin action
The dynamics of the superstring on the AdS5×S5 background is described by the supercoset
PSU(2, 2|4)
SO(1, 4)× SO(5) . (2.1.1)
9
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The action of the AdS5×S5 superstring in the Green-Shwartz formulation had been written
down by Metsaev and Tseytlin [6].
The action the AdS5×S5 superstring is formulated in the Green-Shwartz formalism and
has the form
S = −T
2
∫
d2σ P αβ− STr
[
Aα d−(Aβ)
]
, (2.1.2)
where T ≡ R2/2πα′ (R : the radius of AdS5 and S5) is the effective tension of a string. P αβ±
are a linear combination of the metric on the world-sheet γαβ and the anti-symmetric tensor
ǫαβ ,
P αβ± ≡
γαβ ± εαβ
2
. (2.1.3)
We take the conformal gauge γαβ = diag(−1, 1) and normalize εαβ as ετσ = 1√−γ . A is the
left-invariant 1-form for an element g of SU(2, 2|4) defined by
A = g−1 dg , g ∈ SU(2, 2|4) , (2.1.4)
and satisfies the Maurer–Cartan equation
dA+ A ∧ A = 0 . (2.1.5)
Here, we introduce projection operators P (i) (i = 0, 1, 2, 3) on each Z4-graded subspaces of
g ≡ su(2, 2|4) . Then, the projection operators d± are defined as a linear combination of P (i)
d± ≡ ∓P (1) + 2P (2) ± P (3) , (2.1.6)
and satisfies a relation
STr
[
X d±(Y )
]
= STr
[
d∓(X) Y
]
. (2.1.7)
If we expand the left-invariant 1-form A as
A = A(0) + A(1) + A(2) + A(3) , A(i) = P (i)(A) , (2.1.8)
the action (2.1.2) can be rewritten as
S =
T
2
∫
STr
(
A(2) ∧ ∗γA(2) −A(1) ∧ A(3)
)
, (2.1.9)
where is the summation of the kinematic and the Wess-Zumino (WZ) term. The ratio of the
coefficient of the kinematic term to the WZ term is determined by the requirement of the
κ-symmetry of the action (2.1.2).
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2.1.2 Classical integrability
The equations of motion of (2.1.2) and the flatness condition (2.1.5) are packed into the
flatness condition (2.1.23) of the Lax pair with a parameter u . Then, we can obtain the
infinite conserved charges from the monodromy matrix constructed by the Lax pair. In this
sense, the AdS5 × S5 superstring is classical integrable. In this subsection, we show the
classical integrability of the AdS5 × S5 superstring by constructing the Lax pair.
Equations of motion
For this purpose, let us first present the equations of motion of the action (2.1.2).
The equations of motion of the AdS5 × S5 superstring are given by
E = Dαd−(Aα(−)) +Dαd+(Aα(+)) + [A(+)α , d−(Aα(−))] + [A(−)α , d+(Aα(+))] = 0 . (2.1.10)
where Dα is the covariant derivative associated with γαβ and worldsheet vectors with (±)
are projected with the projection operator P±αβ, like
Aα(±) = P
αβ
± Aβ . (2.1.11)
The flatness condition (2.1.5) of A is rewritten as
Z = 1
2
√−γ εαβ(∂αAβ − ∂βAα + [Aα , Aβ])
= DαAα(+) −DαAα(−) + [A(−)α , Aα(+)] = 0 . (2.1.12)
For later convenience, we will decompose the equations of motion (2.1.10) and the flatness
condition (2.1.12) into each Z4-graded components. The bosonic parts are
B1 := Z(0) = DαAα(0)(+) −DαAα(0)(−) + [A(0)(−)α , Aα(0)(+) ] + [A(2)(−)α , Aα(2)(+) ]
+ [A
(1)
(−)α , A
α(3)
(+) ] + [A
(3)
(−)α , A
α(1)
(+) ] = 0 , (2.1.13)
B2 :=
1
4
(E (2) + 2Z(2)) = DαAα(2)(+) + [A(0)(−)α , Aα(2)(+) ] + [A(3)(−)α , Aα(3)(+) ] = 0 , (2.1.14)
B3 :=
1
4
(E (2) − 2Z(2)) = DαAα(2)(−) − [A(2)(−)α , Aα(0)(+) ]− [A(1)(−)α , Aα(1)(+) ] = 0 , (2.1.15)
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and the fermionic parts are
F1 :=
1
4
(3Z(1) − E (1))
= DαAα(1)(+) −DαAα(1)(−) + [A(0)(−)α , Aα(1)(+) ] + [A(1)(−)α , Aα(0)+ ] + [A(2)−α , Aα(3)+ ] = 0 , (2.1.16)
F2 :=
1
4
(3Z(3) + E (3))
= DαAα(3)(+) −DαAα(3)(−) + [A(0)(−)α , Aα(3)(+) ] + [A(1)(−)α , Aα(2)+ ] + [A(3)(−)α , Aα(0)(+) ] = 0 , (2.1.17)
F3 :=
1
4
(E (1) + Z(1)) = [A(3)(−)α , Aα(2)(+) ] = 0 , (2.1.18)
F4 :=
1
4
(−E (3) + Z(3)) = [A(2)(−)α , Aα(1)(+) ] = 0 . (2.1.19)
A construction of the Lax pair
Now, we shall present the Lax pair of the AdS5 × S5 superstring. This is given by [7]
Lα ≡ M(−)α + L(+)α , (2.1.20)
where Mα(−) and L
α
(+) are
Mα(−) = A
α(0)
(−) + uA
α(1)
(−) + u
2A
α(2)
(−) + u
−1Aα(3)(−) , (2.1.21)
Lα(+) = A
α(0)
(+) + uA
α(1)
(+) + u
−2Aα(2)(+) + u
−1Aα(3)(+) . (2.1.22)
Here u is the spectral parameter. It is easy to show that the flatness condition of the Lax
pair (2.1.20)
1
2
ǫαβ(∂αLβ − ∂βLα + [Lα ,Lβ]) = 0 , (2.1.23)
is equivalent to the equations of motion (2.1.10) and the flatness condition (2.1.12). Indeed,
the left-hand side of (2.1.23) can be rewritten as
LHS of (2.1.23) =u0 B1 + u
−2
B2 − u2 B3
+ u F1 + u
−1
F2 + u
−3
F3 + u
3
F4 . (2.1.24)
Therefore, the Lax pair (2.1.20) is on-shell flat current.
By using the Lax pair (2.1.20), we can define the monodromy matrix
T (u) = P exp
(∫
C
dσLσ(u)
)
, (2.1.25)
where the symbol P expresses the equal-time path ordering in terms of σ and C is a closed
path on the worldsheet. The flatness condition allows us to deform the contour freely and
implies that T (u) do not depend on τ . Therefore, expanding the monodormy matrix in u ,
we obtain the infinite conserved charges.
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2.1.3 κ-symmetry
The action (2.1.2) of the AdS5 × S5 superstring has the κ-symmetry [6]. In the subsection,
we will demonstrate it.
The κ-symmetry is realized as a combination of the variation of a group element g and
the world-sheet metric γαβ like
g−1δκg = P
αβ
− {Q1κ1α, A(2)β }+ P αβ+ {Q2κ2α, A(2)β } , (2.1.26)
δκ(
√−γγαβ) = 1
4
√−γ Str
[
Υ
(
[Q1κα1(+), A
(1)β
+(+)] + [Q
2κα2(−), A
(3)β
−(−)]
)
+ (α↔ β)
]
, (2.1.27)
where κIα (I = 1, 2) are local fermionic parameters and we have defined Υ = diag (14, −14) .
In the subsection, we show the action (2.1.2) is invariant under the κ-symmetry transforma-
tion.
We first decompose the variation of the action into two parts
δκS = δgS + δγS . (2.1.28)
The variation δgS in a group element g is
δgS =
T
2
∫
d2σ
√−γ STr(g−1δ g E) , (2.1.29)
where E is the equations of motion (2.1.10). If we take g−1δ g = ǫ = ǫ(1) + ǫ(3) as
ǫ(1) = P αβ− {Q1κ1α, A(2)β } , ǫ(3) = P αβ+ {Q2κ2α, A(2)β } , (2.1.30)
δgS can be rewritten as
δgS =
T
2
∫
d2σ
√−γ STr [ǫ(1) (E (3) −Z(3))+ ǫ(3) (E (1) + Z(1))]
= −2T
∫
d2σ
√−γ STr
(
ǫ(1)[A
(2)
−α, A
α(1)
+ ] + ǫ
(3)[A
(2)
+α, A
α(3)
− ]
)
, (2.1.31)
where we have used
E (1) + Z(1) = −4[A(2)+α , Aα(3)− ] , E (3) −Z(3) = −4[A(2)−α , Aα(1)+ ] . (2.1.32)
By using the expression (2.1.30), we can rewrite the each terms in (2.1.31) as
STr
(
ǫ(1)[A
(2)
−α, A
α(1)
+ ]
)
= STr
(
A
(2)
−αA
(2)
−β[A
(1)
+α ,Q
1κβ+1]
)
,
STr
(
ǫ(3)[A
(2)
+α, A
α(3)
− ]
)
= STr
(
A
(2)
+αA
(2)
+β[A
(3)
−α ,Q
2κβ−2]
)
.
(2.1.33)
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Moreover, an arbitrary grad-2 traceless element A(2) of su(2, 2|4) holds a relation
A
(2)
α±A
(2)
β± =
1
8
ΥSTr(A
(2)
α±A
(2)
β±) + cαβZ , (2.1.34)
where Z is a central charge of su(2, 2|4) and cαβ is a symmetric function in α and β . By
using these expressions (2.1.33), (2.1.34), δgS becomes
δgS =
T
4
∫
d2σ
√−γ
[
STr
(
A
(2)
α−A
(2)
β−
)
STr
(
[Q1κβ+1 , A
α(1)
+ ]
)
+ STr
(
A
(2)
α+A
(2)
β+
)
STr
(
[Q2κβ−2 , A
α(3)
− ]
)]
. (2.1.35)
It is straightforward to evaluate the variation δγS in the world-sheet metric γ
αβ . From
(2.1.27), δγS is
δγS = −T
4
∫
d2σ
√−γ STr(A(2)α A(2)β )STr
[
Υ
(
[Q1κβ+1 , A
(1)α
+ ] + [Q
2κβ−2 , A
(3)α
− ]
)]
= −T
4
∫
d2σ
√−γ
[
STr
(
A
(2)
α−A
(2)
β−
)
STr
(
[Q1κβ+1 , A
α(1)
+ ]
)
+STr
(
A
(2)
α+A
(2)
β+
)
STr
(
[Q2κβ−2 , A
α(3)
− ]
)]
. (2.1.36)
Here, we used a relation
Aα±Bα = Aα±Bα∓ , (2.1.37)
where Aα , Bα are arbitrary vectors. This variation manifestly cancels out δgS,
δκS = δgS + δγS = 0 . (2.1.38)
In this way, the action (2.1.2) is invariant under the κ-symmetry transformation (2.1.26),
(2.1.27).
2.1.4 The AdS5 × S5 background from the GS action
Next, let us explain how we read off the AdS5 × S5 background from the action (2.1.2).
The canonical form of the GS action
To read off the target space from the action of the AdS5×S5 superstring, we need to introduce
the canonical form of the GS action.
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The canonical form of the type II superstring Lagrangian at second order in θ [109] is
L = −P αβ− (gmn +Bmn) ∂αXm ∂βXn
− i (P αβ+ ∂αXm Θ¯1 ΓmD+βΘ1 + P αβ− ∂αXm Θ¯2 ΓmD−βΘ2)
+
i
8
P αβ+ Θ¯1 Γm Fˆ ΓnΘ2 ∂αX
m ∂βX
n ,
(2.1.39)
where Γa (Γm = em
aΓa) are the 32× 32 gamma matrices. The differential operators D±α are
defined by
D±α ≡ ∂α + 1
4
∂αX
m ω±mab Γab , (2.1.40)
ω±mab ≡ ωmab ± 1
2
em
cHcab . (2.1.41)
where ωab = ωm
ab dXm is a spin connection on the target space. ΘI and Θ¯I are the 32-
component Majorana spinors and its conjugate, respectively (see Appendix B for the details).
The metric gmn and the B-field Bmn of the target space are read off from the first line
in (3.1.137). Furthermore, we can read off the dilaton Φ and the R-R field strengths Fˆa1...an
from the R-R bispinor Fˆ which is defined by
Fˆ =
∑
p
1
p!
eΦ Fˆa1...apΓ
a1...ap . (2.1.42)
If the Lagrangian (3.1.137) describes type IIB superstring, the summation is over p =
1, 3, 5, 7, 9. Each R–R field strengths satisfy
Fˆp = (−1)
p(p−1)
2 ∗ Fˆ10−p , (2.1.43)
where the hodge star ∗ is defined in Appendix A.1. The detail of our convention for R–R
fields is explained in the section 3.1. In this way, by comparing the action (2.1.2) expanded
in terms of θ with the canonical form (3.1.137), we can obtain the explicit expression of the
AdS5 × S5 superstring.
Group parametrization
To derive the AdS5 × S5 background from the GS action, we introduce a coordinate system
through a parametrization of a group element g .
We first decompose the group element into the bosonic and the fermionic parts ,
g = gb · gf ∈ SU(2, 2|4) . (2.1.44)
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We will parametrize the bosonic part gb as
gb = gAdS5 · gS5 ,
gAdS5 ≡ exp(xµ Pµ) · exp(ln z D) ,
gS5 ≡ exp(φ1 h1 + φ2 h2 + φ3 h3) · exp(ξ J56) · exp(rP5) .
(2.1.45)
Here, Pµ (µ, ν = 0, . . . , 3) and D are the translation and dilatation generators in the con-
formal algebra so(2, 4) . hi (i = 1, 2, 3) are Cartan generators of the so(6) algebra and we
defined them as
h1 ≡ J57 , h2 ≡ J68 , h3 ≡ P9 . (2.1.46)
On the other hand, we parameterize the fermionic part gf as
gf = exp(Q
I θI) , Q
I θI = (Q
I)αˇαˆ θIαˇαˆ , (2.1.47)
where the supercharges (QI)αˇαˆ (I = 1, 2) are labeled by two indices (αˇ , αˆ = 1, . . . , 4) and
θIαˇαˆ (I = 1, 2) are 16-components Majorana–Weyl fermions. A matrix representation of the
above generators of su(2, 2|4) is presented in Appendix B.
Expansion of the left-invariant current
Next, we will expand the left-invariant current A to second order in the spacetime fermion
θ like
A = A(0) + A(1) + A(2) +O(θ3) . (2.1.48)
Now, since we chose the parametrization (2.1.44), (2.1.47) of g, the left-invariant current A
can be expanded as
A = g−1f A(0) gf +Q
I dθI
= A(0) + [A(0), Q
I θI ] +
1
2
[
[A(0), Q
I θI ], Q
J θJ
]
+QI dθI +O(θ3) , (2.1.49)
where A(p) are defined as O(θp) of the left-invariant current A and A(0) is given by
A(0) ≡ g−1b dgb =
(
em
aPa − 1
2
ωm
ab Jab
)
dXm . (2.1.50)
The vielbein ea = em
a dXm has the form
ea =
(
dx0
z
,
dx1
z
,
dx2
z
,
dx3
z
,
dz
z
, dr, sin r dξ, sin r cos ξ dφ1, sin r sin ξ dφ2, cos r dφ3
)
,
(2.1.51)
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and ωab = ωm
ab dXm are the associated spin connection.
Moreover, by using the commutation relations of su(2, 2|4) (see Appendix A for our
conventions), the each commutators in (2.1.49) can be evaluated as
[A(0), Q
I θI ] = Q
I
(1
4
δIJ ωab γab +
i
2
ǫIJ ea γˆa
)
θJ , (2.1.52)[
[A(0), Q
I θI ], Q
J θJ
]
= i θ¯I γˆ
a
(1
4
δIJ ωcd γcd +
i
2
ǫIJ eb γˆb
)
θJ Pa
+
1
4
ǫIK θ¯I γ
cd
(1
4
δKJ ωab γab +
i
2
ǫKJ ea γˆa
)
θJ dX
mRcd
ef Jef
+ (irrelevant terms proportional to the central charge Z) . (2.1.53)
Here, Rabcd is the Riemann tensor in the tangent space of the AdS5 × S5 background. For
the derivation of (2.1.53), we have used δIJ θ¯I γˆ
a dθJ = 0 and ǫ
IJ θ¯I γ
ab dθJ = 0 .
From the above calculations, the left-invariant current A up to the second order in θ
becomes
A =
(
ea +
i
2
θ¯I γˆ
aDIJθJ
)
Pa − 1
2
(
ωab − 1
4
ǫIK θ¯I γ
cdRcd
abDKJθJ
)
Jab
+QI DIJθJ +O(θ3) , (2.1.54)
where we defined the differential operator
DIJ ≡ δIJ
(
d +
1
4
ωab γab
)
+
i
2
ǫIJ ea γˆa . (2.1.55)
In particular, A(1) , A(2) are given by
A(1) = Q
I DIJθJ , (2.1.56)
A(2) =
i
2
θ¯I γˆ
aDIJθJ Pa +
1
8
ǫIK θ¯I γ
cdRcd
abDKJθJ Jab . (2.1.57)
Evaluation of the bi-linear current part
Using the expansion (2.1.49), we can straightforwardly obtain
1
2
STr
[
Aα d−(Aβ)
]
= ηab eα
a eβ
b + i
[
eβ
a (θ¯1 γˆa ∂αθ1) + eα
a (θ¯2 γˆa ∂βθ2)
]
+
i
4
[
eβ
b eα
a ωa
cd (θ¯1 γˆb γcd θ1) + eα
a eβ
b ωb
cd (θ¯2 γˆa γcd θ2)
]
− eβa eαb θ¯1 γˆa γˆb θ2 +O(θ3) , (2.1.58)
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where eα
a ≡ ema ∂αXm . Further using (B.2.6), (B.2.10), and (B.2.11), we obtain
1
2
STr
[
Aα d−(Aβ)
]
= gmn ∂αX
m ∂βX
n + i
[
eβ
a Θ¯1 Γa ∂αΘ1 + eα
a Θ¯2 Γa ∂βΘ2
]
+
i
4
[
eβ
b eα
a ωa
cd Θ¯1 Γb ΓcdΘ1 + eα
a eβ
b ωb
cd Θ¯2 Γa ΓcdΘ2
]
− i
8
eβ
a eα
b Θ¯I Γa Fˆ5 ΓbΘJ +O(Θ3) , (2.1.59)
where Fˆ5 is a bispinor
Fˆ5 ≡ 4 (Γ01234 + Γ56789) . (2.1.60)
This describes the R–R 5-form field strength in the tangent space of the AdS5 × S5 back-
ground.
The expression (2.1.59) implies that the action (2.1.2) takes the canonical form of the GS
action. Therefore, the target space of the action (2.1.2) is the familiar AdS5×S5 background
with the RR 5-form,
ds2 = ds2AdS5 + ds
2
S5 , (2.1.61)
eΦ Fˆ5 = 4
(
ωAdS5 + ωS5
)
. (2.1.62)
Under the parametrization (2.1.45) of gb, the metric of AdS5 and S
5 are
ds2AdS5 =
−(dx0)2 + (dx1)2 + (dx2)2 + (dx3)2 + dz2
z2
, (2.1.63)
ds2S5 = dr
2 + sin2 r dξ2 + cos2 ξ sin2 r dφ21 + sin
2 r sin2 ξ dφ22 + cos
2 r dφ23 , (2.1.64)
and the volume forms ωAdS5 ωS5 of AdS5 and S
5 are given by
ωAdS5 ≡ −
dx0 ∧ dx1 ∧ dx2 ∧ dx3 ∧ dz
z5
, (2.1.65)
ωS5 ≡ sin3 r cos r sin ξ cos ξ dr ∧ dξ ∧ dφ1 ∧ dφ2 ∧ dφ3 (ωAdS5 = ∗10ωS5) . (2.1.66)
In the following discussion, we set the dilaton as Φ = 0 .
2.1.5 Killing vectors
For later convenience, let us calculate the Killing vectors Tˆi ≡ Tˆmi ∂m associated with the
bosonic symmetries Ti of the AdS5 background. From the general formula (C.1.12) explained
in Appendix C, the Killing vectors can be expressed as
Tˆi = Tˆi
m ∂m =
[
Adg−1b
]
i
a ea
m ∂m = STr
(
g−1b Ti gbPa
)
eam ∂m , (2.1.67)
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where we introduced a notation g Ti g
−1 ≡ [Adg]ij Tj . By using our parameterization
(2.1.45), the Killing vectors on the AdS5 background are given by
Pˆµ ≡ STr
(
g−1b Pµ gbPa
)
eam ∂m = ∂µ ,
Kˆµ ≡ STr
(
g−1b Kµ gbPa
)
eam ∂m =
(
xν xν + z
2
)
∂µ − 2 xµ (xν ∂ν + z ∂z) ,
Mˆµν ≡ STr
(
g−1b Mµν gbPa
)
eam ∂m = xµ ∂ν − xν ∂µ ,
Dˆ ≡ STr(g−1b DgbPa) eam ∂m = xµ ∂µ + z ∂z .
(2.1.68)
The Lie brackets of these vector fields satisfy the same commutation relations (B.1.25) as
the conformal algebra so(2, 4) (with negative sign, [Tˆi, Tˆj ] = −fijk Tˆk):
[Pˆµ, Kˆν ] = −2
(
ηµν Dˆ − Mˆµν
)
, [Dˆ, Pˆµ] = −Pˆµ , [Dˆ, Kˆµ] = Kˆµ ,
[Mˆµν , Pˆρ] = −ηµρ Pˆν + ηνρ Pˆµ , [Mˆµν , Kˆρ] = −ηµρ Kˆν + ηνρ Kˆµ ,
[Mˆµν , Mˆρσ] = −ηµρ Mˆνσ + ηµσ Mˆνρ + ηνρ Mˆµσ − ηνσ Mˆµρ .
(2.1.69)
2.2 YB deformation of the AdS5 × S5 superstring
In this section, we shall introduce the homogeneous YB deformations of the AdS5 × S5
superstring.
2.2.1 The action of YB deformed AdS5 × S5 superstring
The action of YB deformed AdS5 × S5 superstring is given by [51] 1
SYB = −T
2
∫
d2σ P αβ− STr
[
Aα d− ◦ O−1− (Aβ)
]
, (2.2.1)
where η ∈ R is a deformation parameter and the linear operator O± are defined by
O± = 1± η Rg ◦ d± . (2.2.2)
When η = 0 , the deformed action (2.2.1) reduces to the undeformed AdS5 × S5 superstring
sigma model action (2.1.2). A key ingredient of the YB deformations is the R-operator.
The R-operator is a skew-symmetric linear operator R : g→ g and solves the homogeneous
CYBE
CYBE(X, Y ) ≡ [R(X), R(Y )]− R([R(X), Y ] + [X, R(Y )])
= 0 , X, Y ∈ g .
(2.2.3)
1In [108], in the pure spinor formalism, the action of homogeneous YB deformed AdS5 × S5 superstring
was constructed.
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Also, the dressed R-operator Rg is defined by
Rg(X) := g
−1R(g X g−1) g = Ad−1g ◦R ◦ Adg(X) , g ∈ SU(2, 2|4) . (2.2.4)
The operator Rg is also a solution of the homogeneous CYBE (2.2.3)
CYBEg(X, Y ) ≡ [Rg(X), Rg(Y )]− Rg([Rg(X), Y ] + [X, Rg(Y )]) = 0 , (2.2.5)
if the linear operator R satisfies the homogeneous CYBE. It is easily seen from a relation
CYBEg(X, Y ) = Ad
−1
g CYBE(Adg(X),Adg(Y )) .
It is useful to rewrite the R-operator in terms of the tensorial notation. Then, the
R-operator can be expressed by using a skew-symmetric classical r-matrix r ∈ g⊗ g . Intro-
ducing a r-matrix,
r =
1
2
rij Ti ∧ Tj , rij = −rji , Ti ∈ g , (2.2.6)
the action of the R-operator can be defined as
R(X) = rij Ti STr(Tj X) , X ∈ g . (2.2.7)
Therefore, a YB deformation is specified by taking a classical r-matrix. In terms of the
r-matrix, the homogeneous CYBE (2.2.3) can be rewritten by
fl1l2
i rjl1 rkl2 + fl1l2
j rkl1 ril2 + fl1l2
k ril1 rjl2 = 0 , (2.2.8)
where fij
k are the structure constants [Ti, Tj] = fij
k Tk of g .
2.2.2 Classical integrability
The deformed action (2.2.1) also admits a Lax pair. Therefore, the YB deformation describes
integrable deformations of the AdS5× S5 superstring. To show this, we will present the Lax
pair of the deformed system.
Equations of motion and the flatness condition
To demonstrate the classical integrability of (2.2.1), we give the equations of motion of the
deformed action (2.2.1).
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In this subsection, it is useful to introduce deformed currents and the projected ones
Jα = O−1− Aα , J˜α = O−1+ Aα , (2.2.9)
Jα(±) = P
αβ
± Jβ , J˜
α
(±) = P
αβ
± J˜β . (2.2.10)
Then, the equations of motion of the deformed action (2.2.1) are
E˜ = Dαd−(Jα(−)) +Dαd+(J˜α(+)) + [J˜(+)α , d−(Jα(−))] + [J(−)α , d+(J˜α(+))] = 0 . (2.2.11)
The flatness condition for the left-invariant current is
Z˜ = 1
2
ǫαβ(DαAβ −DβAα + [Aα , Aβ])
= DαJ˜α(+) −DαJα(−) + [J(−)α , J˜α(+)] + ηRg(E) = 0 . (2.2.12)
As with the undeformed case, we decompose the equations of motion (2.2.11) and the flatness
condition (2.2.12) into the Z4 graded components. The bosonic parts are
B˜1 := Z(0) = DαJ˜α(0)+ −DαJα(0)− + [J (0)−α , J˜α(0)+ ]
+ [J
(2)
−α , J˜
α(2)
+ ] + [J
(1)
−α , J˜
α(3)
+ ] + [J
(3)
−α , J˜
α(1)
+ ] = 0 , (2.2.13)
B˜2 :=
1
4
(E (2) + 2Z(2)) = DαJ˜α(2)+ + [J (0)−α , J˜α(2)+ ] + [J (3)−α , J˜α(3)+ ] = 0 , (2.2.14)
B˜3 :=
1
4
(E (2) − 2Z(2)) = DαJα(2)− − [J (2)−α , J˜α(0)+ ]− [J (1)−α , J˜α(1)+ ] = 0 , (2.2.15)
and the fermionic parts are given by
F˜1 :=
1
4
(3Z˜(1) − E˜ (1))
= DαJ˜α(1)(+) −DαJα(1)(−) + [J (0)(−)α , J˜α(1)(+) ] + [J (1)(−)α , J˜α(0)(+) ] + [J (2)(−)α , J˜α(3)(+) ] = 0 , (2.2.16)
F˜2 :=
1
4
(3Z(3) + E (3))
= DαJ˜α(3)(+) −DαJα(3)(−) + [J (0)(−)α , J˜α(3)(+) ] + [J (3)(−)α , J˜α(0)(+) ] + [J (1)(−)α , J˜α(2)(+) ] = 0 , (2.2.17)
F˜3 :=
1
4
(E (1) + Z(1)) = [J (3)(−)α , J˜α(2)(+) ] = 0 , (2.2.18)
F˜4 :=
1
4
(−E (3) + Z(3)) = [J (2)(−)α , J˜α(1)(+) ] = 0 . (2.2.19)
A construction of the Lax pair
Now, let us present the Lax pair of the homogeneous YB deformed AdS5×S5 superstring.
The Lax pair is given by [51]
L˜α = L˜(+)α + M˜(−)α , (2.2.20)
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where L˜α(+) and M˜
α
(−) are
L˜α(+) =J˜
α(0)
(+) + uJ˜
α(1)
(+) + u
−2J˜α(2)(+) + u
−1J˜α(3)(+)
M˜α(−) =J
α(0)
(−) + λJ
α(1)
(−) + u
2J
α(2)
(−) + u
−1Jα(3)(−) . (2.2.21)
The expression has a similar form as in the undeformed one (2.1.20).
To confirm it, we evaluate the flatness condition of the Lax pair
ǫαβ
(
∂αL˜β − ∂βL˜α + [L˜α , L˜β]
)
= 0 . (2.2.22)
The left-hand side of the equation can be rewritten as
LHS of (2.2.22) =u0 B˜1 + u
−2
B˜2 − u2 B˜3
+ u F˜1 + u
−1
F˜2 + u
−3
F˜3 + u
3
F˜4 . (2.2.23)
Therefore, the flatness condition (2.2.22) is equivalent to the equations of motion (2.2.11)
and the flatness condition (2.2.12) at the on-shell. As we discussed in the previous section,
the deformed system (2.2.1) is also classical integrable.
2.2.3 The κ-symmetry of the YB deformed action
The deformed action (2.2.1) is also invariant under the κ-symmetry transformation [51]. We
shall show the κ-invariance of the deformed action in the subsection.
The κ-symmetry transformation is given by [51]
O−1− g−1δκg = P αβ− {Q1κ1α, J (2)−β}+ P αβ+ {Q2κ2α, J (2)+β} , (2.2.24)
δκ(
√−γγαβ) = 1
4
√−γ Str
[
Υ
(
[Q1κα1(+), J
(1)β
+(+)] + [Q
2κα2(−), J
(3)β
−(−)]
)
+ (α↔ β)
]
. (2.2.25)
It is easy to see that when we take η = 0 , this reduces to the undeformed one (2.1.26),
(2.1.27). As with the undeformed case, we decompose the variation of the deformed action
(2.2.1) under the κ-symmetry transformation to
δκSYB ≡ δgSYB + δγSYB . (2.2.26)
where δgSYB and δγSYB are the variations with respect to the group element and the world-
sheet metric, respectively.
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Let us first consider δgSYB . By using (2.2.24), this is given by
δgSYB =
T
2
∫
d2σ
√−γ STr
[
ǫ(1)P3 ◦ (1 + ηRg)(E˜) + ǫ(3)P1 ◦ (1− ηRg)(E˜)
]
= −2
√
T
∫
d2σ
√−γ STr
(
ǫ(1)[J
(2)
−α , J˜
α(1)
+ ] + ǫ
(3)[J˜
(2)
+α , J
α(3)
− ]
)
, (2.2.27)
where ǫ(1) and ǫ(3) are
ǫ(1) = (1 + ηRg)P
αβ
− {Q1κ1α, J (2)−β} , ǫ(3) = (1− ηRg)P αβ+ {Q2κ2α, J (2)+β} . (2.2.28)
In the second equation, we have used
P1 ◦ (1− ηRg)(E˜) = −4[J˜ (2)+α , Jα(3)− ]− Z˜(1) , (2.2.29)
P3 ◦ (1 + ηRg)(E˜) = −4[J (2)−α , J˜α(1)+ ] + Z˜(3) . (2.2.30)
and ignored the flatness condition Z˜ . The each terms in (2.2.27) can be rewritten as
STr
(
ǫ(1)[J
(2)
−α , J˜
α(1)
+ ]
)
= STr
(
J
(2)
−αJ
(2)
−β [J˜
(1)
+α ,Q
1κβ+]
)
,
STr
(
ǫ(3)[J˜
(2)
+α , J
α(3)
− ]
)
= STr
(
J˜
(2)
+αJ˜
(2)
+β [J
(3)
−α ,Q
2κβ−]
)
.
(2.2.31)
By using the formula (2.1.34), the variation δg SYB becomes
δgSYB =
T
4
∫
d2σ
√−γ
[
STr
(
J
(2)
α−J
(2)
β−
)
STr
(
[Q1κ
β(1)
+ , J˜
α
+]
)
+ STr
(
J˜
(2)
α+J˜
(2)
β+
)
STr
(
[Q2κβ− , J
α(3)
− ]
)]
. (2.2.32)
Next, let us consider the variation δγ SYB. By using the relation (2.1.37), δγ SYB is given
by
δγSYB = −T
4
∫
d2σ
√−γ STr(J (2)α J (2)β )STr
[
Υ
(
[Q1κβ+ , J˜
(1)α
+ ] + [Q
2κβ− , J
(3)α
− ]
)]
= −T
4
∫
d2σ
√−γ
[
STr
(
J
(2)
α−J
(2)
β−
)
STr
(
[Q1κβ+ , J˜
α(1)
+ ]
)
+ STr
(
J˜
(2)
α+J˜
(2)
β+
)
STr
(
[Q2κβ− , J
α(3)
− ]
)]
. (2.2.33)
This obviously cancel out the variation δg SYB ,
δκSYB = (δg + δγ)SYB = 0 . (2.2.34)
As a result, the deformed action (2.2.1) has the κ-symmetry.
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2.2.4 General formula for YB deformed backgrounds
As explained in the subsection 2.1.4, to read off the YB deformed backgrounds from the
deformed action (2.2.1), we need to expand the action up to second order in the spacetime
fermion θI ,
SYB = S(0) + S(2) +O(θ4) , (2.2.35)
and compare the expanded action with the canonical form of the type IIB GS action. In a
pioneering work [46], the explicit expression of a q-deformed AdS5×S5 background had been
given by using the method. Thereafter, it was generalized to the case of the homogeneous
YB deformations in [55]. In this subsection, we only present a formula for the YB deformed
AdS5×S5 backgrounds and its derivation will be explained in the section 3.2.
For the simplicity, we assume that the classical r-matrix is only composed of bosonic
generators of su(2, 2|4) 2 . Then, the YB deformed AdS5×S5 backgrounds are given by the
following formula:
g′mn +B
′
mn =
[
(G−1 − β)]−1
mn
, e−2Φ
′
=
√−g√−g′ e
−2Φ ,
Fˆ ′ = e−B
′
2∧ e−β∨ Fˆ5 ,
(2.2.36)
where Gmn is the metric of the original AdS5×S5 background and β is given by
βmn(x) = 2 η rij Tˆmi (x) Tˆ
n
j (x) . (2.2.37)
Here, Tˆmi (x) are Killing vector fields associated with generators Ti appearing in the r-matrix.
Fˆ5 is the undeformed R–R 5-form field strength (2.1.62) and Fˆ
′ is a polyform which is a
formal summation of the all deformed R–R fields strengths
Fˆ ′ :=
∑
p=1,3,5,7,9
Fˆp , Fˆp :=
1
p!
Fˆm1···mpdx
m1 ∧ · · · ∧ dxmp . (2.2.38)
The operator β∨ which acts on an arbitrary p-form Ap is defined as
β ∨ Ap = 1
2
βmnιmιnAp , (2.2.39)
where ιm is the inner production along the x
m-direction.
2Rewriting of the YB sigma model action to the standard GS form based on the κ-symmetry was done
in [23] to full order in fermionic variables. Moreover, the deformed background associated with a general
r-matrix was determined.
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Here, we should comment on relations between the YB deformations and a duality trans-
formation. An important observation of [68] is that the transformation (2.2.36) of the
AdS5×S5 background is nothing but the β-transformation with β-field (2.2.37) as explained
in 3.2. The β-transformation is a kind of the O(d, d) T -duality transformations. Therefore,
the YB-deformations can be regarded as a string duality transformation.
2.2.5 The unimodularity condition
In general, YB deformations give solutions of non only the usual supergravity but also
generalized supergravity. Therefore, to obtain supergravity solutions from YB deformations,
we need to impose further constraints on the classical r-matrices. Borsato and Wulff gave
the condition for the classical r-matrices [23] which is called the unimodularity condition,
rij[Ti, Tj] = 0 , Ti ∈ su(2, 2|4) . (2.2.40)
If a given r-matrix satisfies this condition, we call it the unimodular r-matrix.
Let us briefly explain the origin of the name of the condition (2.2.40). For simplicity,
we will consider a bosonic subalgebra so(2, 4)⊕ so(6) of su(2, 2|4) 3. To explain it, we will
note on an important theorem [111,112]. The theorem states that a constant solution of the
homogeneous CYBE (2.2.8) for a Lie algebra g corresponds to a subalgebra f ⊂ g in one-to-
one correspondence. Here, a constant solution means that rij is the constant skew-symmetric
matrix. Furthermore, restricting the range of the indices of rij to i, j = 1, . . . , dim f , the
matrices rij are always invertible. This implies that f is always even dimensional. Then, we
can show that f is a unimodular Lie algbera by using the homogeneous CYBE, In this way,
we call (2.2.40) the unimodularity condition.
To see the unimodularity of f, we introduce a bi-linear map ω : g × g → R and the
components are defined by
ω(Ti, Tj) := (r
−1)ij . (2.2.41)
The bi-linear map ω satisfies the 2-cocycle condition
ω(x, y) = −ω(y, x) ,
ω([x, y], z) + ω([x, y], z) + ω([x, y], z) = 0 ,
(2.2.42)
3Recently, in [110], homogeneous YB deformations associated with unimoular r-matrices including
fermionic generators were considered, and the associated deformed backgrounds explicitly were constructed.
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where x, y, z ∈ f . The second condition can be shown by using the homogeneous CYBE.
Then, f is called a quasi-Frobenius Lie algebra. The 2-cocycle condition can be rewritten as
(r−1)i[jfkl]
i = 0 . (2.2.43)
By taking a contraction rkl with (2.2.43), we obtain
0 = 3(r−1)i[jfkl]
irkl = (r−1)ijfklirkl + 2 fiji . (2.2.44)
If the r-matrix satisfies the unimodularity condition, the equation becomes
fij
i = −1
2
(r−1)ijfklirkl = 0 , (2.2.45)
This shows that f is also a unimodular Lie algbera.
2.2.6 A classification of r-matrices
Now, it is useful to explain the classification of the homogeneous YB deformations. An
r-matrix
r =
1
2
rij Ti ∧ Tj , (2.2.46)
is called Abelian if it consists of a set of generators which commute with each other [Ti, Tj ] =
0, and otherwise called non-Abelian. Most of homogeneous YB deformations studied in the
literature are based on Abelian r-matrices. The Abelian r-matrices are obviously unimod-
ular. Moreover, when g is a compact Lie algebra (for example su(N) , so(N)), all quasi-
Frobenius Lie subalgebra f is Abelian [113]. Therefore, non-Abelian unimodular r-matrices
only exist for a non-compact Lie algebra g.
Non-Abelian unimodular r-matrices
We shall discuss the classification of non-Abelian unimodular r-matrices. Although the
classification is very complicated in general, it is mainly classified by the unimodularity
condition (2.2.40). If the rank of an r-matrix is defined as rank rij := dim f , non-Abelian
unimodular r-matrices with lower rank are classified well. Obviously, the rank-2 unimodular
r-matrix is Abelian.
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rank-4 The rank-4 unimodular r-matrix for the bosonic isometry of AdS5 has been classi-
fied in [23]. If we take a rank-4 r-matrix
r = T1 ∧ T2 + T3 ∧ T4 , T1,...,4 ∈ so(2, 4) , (2.2.47)
such r-matrix can be classified like
(i) h3 ⊕ R [T1, T2] = T3
(ii) r3,−1 ⊕ R [T1, T2] = T2 , [T1, T3] = −T3
(iii) r3,0 ⊕ R [T1, T2] = −T3 , [T1, T3] = −T2
(iv) n4 [T1, T2] = −T4 , [T4, T2] = −T3
One can see the details of the discussion on the classification of the rank-4 unimodular
r-matrices in [23].
The three at the top of the list is called an Almost abelian r-matrix [114], which covers
most of the rank-4 examples studied in [23]. As argued in [23, 114], this class of YB defor-
mations can be realized as a sequence of non-commuting TsT-transformations (see [23] for
the explicit form in the rank-4 examples), which consists of the usual TsT-transformations
and diffeomorphisms that make the Killing vectors as coordinate basis. On the other hand,
the final class cannot be generated by performing non-commuting TsT-transformations.
rank-6 There is not a compete classification of the rank 6 unimodular r-matrices. At this
moment, some examples have only been given [23].
rank-8 It was shown that the rank-8 non-Abelian unimodular r-matrices do not exit as
discussed in [23].
Non-unimodular r-matrices
Finally, we will briefly comment on non-unimodular r-matrices. Most simple example is the
rank-2 r-matrix
r =
1
2
T1 ∧ T2 , [T1, T2] = T2 . (2.2.48)
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It is easy to see that the r-matrix does not satisfy the unimodularity condition (2.2.40). The
r-matrix is called a Jordanian r-matrix. A generalization of the rank-2 Jordanian r-matrix
was given in [115].
The deformed YB deformed backgrounds associated with non-unimodular r-matrices are
solutions of the generalized supergravity equations [23]. In next subsection, we shall review
the generalized supergravity.
2.2.7 Generalized supergravity equations
The generalized supergravity had originally been discovered in [48]. A remarkable property
of the effective theory is that the requirement of the κ-symmetry derive the generalized
supergravity equations [49].
Our conventions for the type II GSE [48, 49, 104, 116, 117] are as follows:
Rmn − 1
4
HmpqHn
pq + 2Dm∂nΦ+ DmUn + DnUm = Tmn ,
R + 4Dm∂mΦ− 4 |∂Φ|2 − 1
2
|H3|2 − 4
(
ImIm + U
mUm + 2U
m ∂mΦ− DmUm
)
= 0 ,
− 1
2
D
kHkmn + ∂kΦH
k
mn + U
kHkmn + DmIn − DnIm = Kmn , (2.2.49)
d ∗ Fˆn −H3 ∧ ∗Fˆn+2 − ιIB2 ∧ ∗Fˆn − ιI ∗ Fˆn−2 = 0 ,
where we have defined |αp|2 ≡ 1p!αm1···mp αm1···mp . Dm is the usual covariant derivative
associated with gmn , and Tmn ,Kmn are defined by
Tmn ≡ 1
4
e2Φ
∑
p
[
1
(p− 1)! Fˆ(m
k1···kp−1Fˆn)k1···kp−1 −
1
2
gmn |Fˆp|2
]
,
Kmn ≡ 1
4
e2Φ
∑
p
1
(p− 2)! Fˆk1···kp−2 Fˆmn
k1···kp−2 .
(2.2.50)
The relation between the R–R field strengths and potential is expressed as (see section 5.2
for details)
Fˆn ≡ dCˆn−1 +H3 ∧ Cˆn−3 − ιIB2 ∧ Cˆp−1 − ιICˆn+1 . (2.2.51)
The Killing vector I = Im ∂m is defined to satisfy
£Igmn = 0 , £IB2 + d
(
U − ιIB2
)
= 0 , £IΦ = 0 , I
m Um = 0 . (2.2.52)
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When I = 0, the GSE reduce to the usual supergravity equations of motion. We usually
choose a particular gauge Um = I
nBnm (see [48, 104] for the details). Therefore, in the
generalized supergravity, the deformation is characterized only by the Killing vector Im . It
is also noted that due to the presence of a Killing vector, solutions of the GSE are effectively
nine dimensional. Here we have ignored spacetime fermions, but one can see the full explicit
expression of type IIB generalized supergravity equations in [49].
The Killing vector I in the GSE doesn’t appear in the classical action of the string sigma
model. As discussed in [104,106], I appears in the counterterm which is introduced to cancel
the Weyl anomaly of the string sigma model defined on generalized supergravity backgrounds
(see section 5.3).
Finally, we present an experimental formula of the Killing vector Im for YB deformed
backgrounds. As discovered in [199], the formula has a very simple form
Im = Dnr
nm , (2.2.53)
where Dn is the covariant derivatives associated with the original metric. Here r
mn is given
by (2.2.37). If the r-matrix gives a non-zero I , this implies the violation of the unimod-
ular condition (see also subsection 3.2.3). To see this, we shall consider non-unimodular
r-matrices satisfying
I = η rij [Ti, Tj ] = η rij fijk Tk 6= 0 . (2.2.54)
By using the concrete expression (2.2.37) of rmn, the divergent formula (2.2.53) can be
rewritten as
Im = −η rij [Tˆi, Tˆj ]m = η rij fijk Tˆmk ≡ Iˆ , (2.2.55)
where the Killing vectors Tˆi satisfy
[Tˆi, Tˆj ]
m = £Tˆi Tˆ
m
j = −fijk Tˆmk . (2.2.56)
In the next section, we can see that the formula works well for various non-unimodular
r-matrices.
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2.3 Examples of YB deformed AdS5 × S5 backgrounds
2.3.1 Abelian r-matrices
We will consider here YB deformations of the AdS5×S5 background associated with Abelian
r-matrices.
The Maldacena-Russo background
To demonstrate how to use the formula (2.2.36), let us consider a YB-deformed AdS5 × S5
background associated with a classical r-matrix [53],
r =
1
2
P1 ∧ P2 . (2.3.1)
This r-matrix is Abelian and satisfies the homogeneous CYBE (2.2.3). The associated YB
deformed background is derived in [53, 55].
The classical r-matrix (2.3.1) leads to the associated β-field,
β = η Pˆ1 ∧ Pˆ2 = η ∂1 ∧ ∂2 . (2.3.2)
Then, the AdS5 part of a 10× 10 matrix (G−1 − β) is
(
G−1 − β)mn =


z2 0 0 0 0
0 −z2 0 0 0
0 0 z2 −η 0
0 0 η z2 0
0 0 0 0 z2


, (2.3.3)
where we have ordered the coordinates as (z , x0 , x1 , x2 , x3) . By using the inverse of the
matrix (2.3.3) and the formula (2.2.36), we obtain the NS-NS fields of the YB-deformed
background,
ds2 =
dz2 − (dx0)2 + (dx3)2
z2
+
z2 [(dx1)2 + (dx2)2]
z4 + η2
+ ds2S5 ,
B2 =
η
z4 + η2
dx1 ∧ dx2 , Φ = 1
2
ln
[
z4
z4 + η2
]
.
(2.3.4)
The next task is to derive the R-R fields of the deformed background. From the unde-
formed R-R 5-form field strength (2.1.62) of the AdS5 × S5 background, “the R-R fields”
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F := e−β∨ Fˆ5 are given by
F = e−β∨ Fˆ5 = 4
(
ωAdS5 + ωS5
)− 4 β ∨ ωAdS5
= 4
(
ωAdS5 + ωS5
)− 4 η dz ∧ dx0 ∧ dx3
z5
.
(2.3.5)
This is nothing but a linear combination of the deformed R–R field strengths with different
rank. Hence we can readily read off the following expressions:
F3 = −4 η dz ∧ dx
0 ∧ dx3
z5
, F5 = 4
(
ωAdS5 + ωS5
)
. (2.3.6)
Furthermore, the deformed R–R fields Fˆ ′ can be computed as
Fˆ ′ = e−B2∧ F
= −4 η dz ∧ dx
0 ∧ dx3
z5
+ 4
(
z4
z4 + η2
ωAdS5 + ωS5
)
− 4B2 ∧ ωS5 . (2.3.7)
Namely, we obtain
Fˆ ′1 = 0 , Fˆ
′
3 = −4 η
dz ∧ dx0 ∧ dx3
z5
,
Fˆ ′5 = 4
(
z4
z4 + η2
ωAdS5 + ωS5
)
,
Fˆ ′7 = −4B2 ∧ ωS5 .
(2.3.8)
The full deformed background, given by (2.3.4) and (2.3.8), is a solution of the standard
type IIB supergravity. This background is nothing but a gravity dual of non-commutative
gauge theory [58, 59].
Thus, nowadays, we do not have to perform supercoset construction to obtain the full
expression of YB-deformed background. Just by using a simple formula (2.2.36), given a
classical r-matrix, the full background can easily be derived.
Lunin-Maldacena-Frolov background
Next, we will consider r-matrix
r =
1
2
(µ3 h1 ∧ h2 + µ1 h2 ∧ h3 + µ2 h3 ∧ h1) . (2.3.9)
The r-matrix is composed of the Cartan generators h1 , h2 , h3 in su(4) . Here, µi (i = 1, 2, 3)
are deformation parameters. The metric and B–filed were computed in [52] and the full
background was reproduced in [55] by performing the supercoset construction.
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The associated β-field is
β = 2η (µ3 ∂φ1 ∧ ∂φ2 + µ1 ∂φ2 ∧ ∂φ3 + µ2 ∂φ3 ∧ ∂φ1) . (2.3.10)
By using the formula (2.2.36), we obtain the deformed background
ds2 = ds2AdS5 +
3∑
i=1
(
dρi
2 +G(γˆi)ρi
2dφi
2
)
+G(γˆi)ρ1
2ρ2
2ρ3
2
(
3∑
i=1
γˆidφi
)2
,
B2 = G(γˆi) (γˆ3 ρ1
2ρ2
2dφ1 ∧ dφ2 + γˆ1 ρ22ρ32dφ2 ∧ dφ3 + γˆ2 ρ32ρ12dφ3 ∧ dφ1) ,
Φ =
1
2
log G(γˆi) ,
Fˆ3 = −4 sin3 α cos α sin θ cos θ
(
3∑
i=1
γˆi dφi
)
∧ dα ∧ dθ ,
Fˆ5 = 4 (ωAdS5 +G(γˆi)ωS5) ,
(2.3.11)
where we defined new coordinates ρi (i = 1, 2, 3) as
ρ1 = sin r cos ζ , ρ2 = sin r sin ζ , ρ3 = cos r . (2.3.12)
The deformation parameters γˆi are defined by
γˆi = 8 ηµi , (2.3.13)
and the scalar function G(γˆi) is
G−1(γˆi) ≡ 1 + sin2 r(γˆ21 cos2 r sin2 ζ + γˆ22 cos2 r cos2 ζ + γˆ23 sin2 r sin2 ζ cos2 ζ) . (2.3.14)
The background (2.3.11) is originally given in [57]. The supersymmetry is completely broken
by the deformation.
In particular, when all deformation parameters γˆi are set equal,
γˆ1 = γˆ2 = γˆ3 ≡ γˆ , (2.3.15)
the above background become
ds2 =
3∑
i=1
(
dρi
2 +Gρi
2dφi
2
)
+Gγˆ2ρ1
2ρ2
2ρ3
2
(
3∑
i=1
dφi
)2
,
B2 = G γˆ(ρ1
2ρ2
2dφ1 ∧ dφ2 + ρ22ρ32dφ2 ∧ dφ3 + ρ32ρ12dφ3 ∧ dφ1) ,
Φ =
1
2
log G ,
Fˆ3 = −4γˆ sin3 α cos α sin θ cos θ
(
3∑
i=1
dφi
)
∧ dα ∧ dθ ,
Fˆ5 = 4 (ωAdS5 +GωS5) ,
(2.3.16)
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where the scalar function G is defined by
G−1 ≡ 1 + γˆ
2
4
(sin2 2r + sin4 r sin2 2ζ) . (2.3.17)
In the special case, the background has 8 supercharges. The gauge dual of the background
(2.3.16) is known as the β-deformed N=4 SYM [56] which is one of exactly marginal defor-
mations of N=4 SYM [118] preserving N = 1 supersymmetry.
The Schro¨dinger spacetime
Finally, we consider the following Abelian r-matrix [54]:
r =
1
2
P− ∧ (h1 + h2 + h3) , (2.3.18)
where P− = (P0−P3)/
√
2 is a light-cone transformation generator in so(2, 4) . By using the
following coordinate system (2.3.21), (2.3.22), the β-filed is expressed as
β = −η ∂− ∧ ∂χ . (2.3.19)
By using the formula (2.2.36), the resulting deformed background is given by
ds2 =
−2dx+dx− + (dx1)2 + (dx2)2 + dz2
z2
− η2 (dx
+)2
z4
+ ds2S5 ,
B2 =
η
z2
dx+ ∧ (dχ+ ω) , Φ = 0 , Fˆ5 = 4 (ωAdS5 + ωS5) .
(2.3.20)
Here the metric of S5 is described as S1-fibration over CP2 and its explicit form is
ds2S5 = (dχ+ ω)
2 + ds2
CP2 ,
ds2
CP2 = dµ
2 + sin2 µ
(
Σ21 + Σ
2
2 + cos
2 µΣ23
)
, (2.3.21)
where χ is the fiber coordinate and ω is a one-form potential of the Ka´hler form on CP2 .
Σi (i = 1, 2, 3) and ω are defined by
Σ1 ≡ 12(cosψ dθ + sinψ sin θ dφ) ,
Σ2 ≡ 12(sinψ dθ − cosψ sin θ dφ) ,
Σ3 ≡ 12(dψ + cos θ dφ) , ω ≡ sin2 µΣ3 .
(2.3.22)
It is noted that the S5 part of the metric, the R-R 5-form field strength and the dilaton
remain the undeformed one.
The deformed background is called the Schro¨dinger spacetime and a gravity dual of dipole
CFTs [60–62]. The spectral problem is recently studied in [119] by using the integrability
methods.
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2.3.2 Non-unimodular classical r-matrices
In this section, we consider YB deformations associated with non-unimodular r-matrix. As
explained in the previous sections, the deformed backgrounds are solutions of the generalized
supergravity equations. Furthermore, we show that some of them reduce to the original
AdS5 × S5 background after performing a generalized TsT transformation.
1. r = P1 ∧D
As a first example, let us consider the following non-Abelian classical r-matrix:
r =
1
2
P1 ∧D . (2.3.23)
This is a solution of the homogeneous CYBE which was already used to study a Yang–Baxter
deformation of four-dimensional Minkowski spacetime [87].
The corresponding β-field is
β = η ∂1 ∧ (t ∂t + z∂z) , (2.3.24)
where we have rewritten the four-dimensional Cartesian coordinates as:
x0 = t sinhφ , x2 = t coshφ cos θ , x3 = t coshφ sin θ . (2.3.25)
Then, the deformed background is found to be4
ds2 =
z2[dt2 + (dx1)2 + dz2] + η2(dt− tz−1dz)2
z4 + η2(z2 + t2)
+
t2(−dφ2 + cosh2 φdθ2)
z2
+ ds2S5 ,
B2 = −η tdt ∧ dx
1 + zdz ∧ dx1
z4 + η2(t2 + z2)
, Φ =
1
2
log
[
z4
z4 + η2(t2 + z2)
]
,
Fˆ3 = −4η t
2 cosh φ
z4
[
dt ∧ dθ ∧ dφ− t
z
dθ ∧ dφ ∧ dz
]
,
Fˆ5 = 4
[
z4
z4 + η2(t2 + z2)
ωAdS5 + ωS5
]
, I = −η ∂1 .
(2.3.26)
Note here that the φ direction has the time-like signature. These fields do not satisfy the
equations of motion of type IIB supergravity, but solve the equations of the generalized type
IIB supergravity. The GSE has the the Killing vector I = η ∂1 , and the vector satisfies the
divergence formula,
I1 = η = −Dmβ1m . (2.3.27)
4The metric and NS-NS two-form were computed in [121].
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Let us now perform T-dualities for the deformed background (2.3.26). Following [48], the
extra fields are traded for a linear term in the dual dilaton. T-dualising along the x1 and φ3
directions, we find:
ds2 = z2 (dx1)2 +
1
z2
[
(dt + ηtdx1)2 + (dz + ηzdx1)2 − t2dφ2 + t2 cosh2 φdθ2
]
+ dr2 + sin2 rdξ2 + cos2 ξ sin2 r dφ1
2 + sin2 r sin2 ξdφ2
2 +
dφ3
2
cos2 r
,
Fˆ5 = 4t
2 coshφ
z4 cos r
(dt + ηtdx1) ∧ (dz + ηzdx1) ∧ dθ ∧ dφ ∧ dφ3
+ 2z sin3 r sin 2ξdx1 ∧ dr ∧ dξ ∧ dφ1 ∧ dφ2 ,
Φ = ηx1 + log
[ z
cos r
]
,
(2.3.28)
where Fˆ5 = eΦFˆ . Remarkably, this is a solution of the usual type IIB supergravity equations
rather than the generalized ones. Note that the dilaton has a linear dependence on x1. This
result is similar to the fact that the Hoare–Tseytlin solution [120] is “T-dual” to the η-
deformed background. Indeed, we have followed the same strategy as in [120].
The “T-dualized” background in (2.3.28) is a solution to the standard type IIB equations
and has a remarkable property: it is locally equivalent to undeformed AdS5×S5. Let us first
perform the following change of coordinates:
t = t˜(1− η x˜1) , z = z˜(1− η x˜1) , x1 = −1
η
log(1− η x˜1) . (2.3.29)
Note that the new coordinate system does not cover all of spacetime: the new coordinate x˜1
has to be restricted to the region x˜1 < η−1 . The signature of η is fixed when we have chosen
the deformation. This change of coordinates achieves the following points:
• it diagonalizes the metric;
• it absorbs the x1-dependence of the dilaton into the z˜ variable, such that ∂1 is now a
symmetry of the full background.
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Explicitly, we find
ds2 = z˜2 (dx˜1)2 +
1
z˜2
[
dρ2 + dz˜2 − ρ2dφ2 + ρ2 cosh2 φdθ2
]
+ dr2 + sin2 rdξ2 + cos2 ξ sin2 r dφ1
2 + sin2 r sin2 ξdφ2
2 +
dφ3
2
cos2 r
,
Fˆ5 = 4ρ
2 cosh φ
z˜4 cos r
dρ ∧ dz˜ ∧ dθ ∧ dφ ∧ dφ3
+ 2z˜ sin3 r sin 2ξdx˜1 ∧ dr ∧ dξ ∧ dφ1 ∧ dφ2
Φ = log
[
z˜
cos r
]
.
(2.3.30)
Now we can perform again the two standard T-dualities along x˜1 and φ3 to find, as mentioned
above, the undeformed AdS5 × S5 background.5
Here, let us summarize what we have done. We have started with a Yang–Baxter defor-
mation of AdS5 described by the non-Abelian r-matrix (2.3.23). Using the formula (2.2.36),
we have found the corresponding deformed background (2.3.26) which is a solution to the
generalized equations described in section 2.2.7. Then we have “T-dualized” this background
using the rules of [48] to find a new background (2.3.28) which solves the standard super-
gravity equations, but whose dilaton depends linearly on one of the T-dual variable. Finally,
we have observed that after a change of variables, this last background is locally equivalent
to the T-dual of the undeformed AdS5 × S5. This result implies that the Yang–Baxter de-
formation with the classical r-matrix in (2.3.23) can be interpreted as an integrable twist,
just like in the case of Abelian classical r-matrices (see for example [24, 57, 123, 124]).
2. r = P0 ∧D
Our next example is the classical r-matrix
r =
1
2
P0 ∧D , (2.3.31)
where P0 is the generator of time translations. This is a solution of the homogeneous CYBE
which was originally utilized to study a Yang–Baxter deformation of 4D Minkowski space-
time [87].
Then the β-field is
β = η ∂0 ∧ (ρ ∂ρ + z ∂z) . (2.3.32)
5The usual Poincare´ coordinates are found using the same change of coordinates as in (2.3.25).
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and the divergence of the bi-vector is given by
I0 = −η = Dmβ0m . (2.3.33)
Here, we introduced the polar coordinates
x1 = ρ sin θ cosφ , x2 = ρ sin θ sinφ , x3 = ρ cos θ . (2.3.34)
Therefore, the associated background is found to be6
ds2 =
z2[−(dx0)2 + dz2 + dρ2]− η2(dρ− ρz−1dz)2
z4 − η2(z2 + ρ2) +
ρ2(dθ2 + sin2 θdφ2)
z2
+ ds2S5 ,
B2 = −η dx
0 ∧ (ρdρ+ z dz)
z4 − η2(z2 + ρ2) , Φ =
1
2
log
[
z4
z4 − η2(z2 + ρ2)
]
Fˆ3 =
4η ρ2 sin θ
z5
(z dρ− ρ dz) ∧ dθ ∧ dφ ,
Fˆ5 = 4
[
z4
z4 − η2(z2 + ρ2) ωAdS5 + ωS5
]
, I = −η ∂0 .
(2.3.35)
The above background becomes a solution of the GSE.
Our next task is to perform “T-dualities” for the background (2.3.35) in the x0 and
φ3 directions. We find a solution of the standard type IIB supergravity equations
7 with a
dilaton that depends linearly on x0:
ds2 = − z2 (dx0)2 + 1
z2
[
(dρ− ηρdx0)2 + (dz − ηzdx0)2 + ρ2dθ2 + ρ2 sin2 θdφ2
]
+ dr2 + sin2 rdξ2 + cos2 ξ sin2 rdφ1
2 + sin2 r sin2 ξdφ2
2 +
dφ3
2
cos2 r
,
Fˆ5 = − 4iρ
2 sin θ
z4 cos r
(dρ− ηρdx0) ∧ (dz − ηzdx0) ∧ dθ ∧ dφ ∧ dφ3
+ 2iz sin3 r sin 2ξ dx0 ∧ dr ∧ dξ ∧ dφ1 ∧ dφ2 ,
Φ = − η x0 + log
[ z
cos r
]
.
(2.3.36)
Finally, let us show that the “T-dualized” background (2.3.36) is again equivalent to the
undeformed AdS5 × S5. First of all, we perform the following coordinate transformations:
ρ = ρ˜(1 + η x˜0) , z = z˜(1 + η x˜0) , x0 =
1
η
log(1 + ηx˜0) . (2.3.37)
6This background was studied in [121], but only the metric and NS-NS two-form were computed therein.
7Having performed a time-like T-duality we necessarily find a purely imaginary five-form flux.
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Note here that the new coordinate x˜0 is restricted to the region x˜0 < −η−1 . Just like in the
previous case, the metric is diagonal and the dilaton does not depend anymore on x˜0, such
that ∂0 is an isometry:
ds2 = − z˜2 (dx˜0)2 + 1
z˜2
[
dρ˜2 + dz˜2 + ρ˜2dθ2 + ρ˜2 sin2 θdφ2
]
+ dr2 + sin2 rdξ2 + cos2 ξ sin2 rdφ1
2 + sin2 r sin2 ξdφ2
2 +
dφ3
2
cos2 r
,
Fˆ5 = − 4iρ˜
2 sin θ
z˜4 cos r
dρ˜ ∧ dz˜ ∧ dθ ∧ dφ ∧ dφ3
+ 2iz˜ sin3 r sin 2ξ dx˜0 ∧ dr ∧ dξ ∧ dφ1 ∧ dφ2 ,
Φ = log
[
z˜
cos r
]
.
(2.3.38)
Again, by performing two T-dualities along the x˜0 and φ3 directions, we go back to the
undeformed AdS5 × S5 background.
3. r = (P0 − P3) ∧ (D +M03)
Let us consider now the classical r-matrix
r =
1
2
√
2
(P0 − P3) ∧ (D +M03) , (2.3.39)
where M03 is the generator of the Lorentz rotation in the plane (x
0, x3). Then the β-field is
β = η ∂− ∧ (ρ dρ+ z dz) . (2.3.40)
where the Cartesian coordinates of the four-dimensional Minkowski spacetime xµ are
x± =
1√
2
(x0 ± x3) , x1 = ρ cos θ , x2 = ρ sin θ . (2.3.41)
The divergence of the β-field is given by
I− = −2η = Dmβ−m . (2.3.42)
Performing the supercoset construction [55], we obtain the corresponding background:
ds2 =
−2dx+dx− + dρ2 + ρ2dθ2 + dz2
z2
− η2
[
ρ2
z6
+
1
z4
]
(dx+)2 + ds2S5 ,
B2 = −η dx
+ ∧ (ρdρ+ z dz)
z4
,
Fˆ3 = 4η
[
ρ2
z5
dx+ ∧ dθ ∧ dz + ρ
z4
dx+ ∧ dρ ∧ dθ
]
,
Fˆ5 = 4(ωAdS5 + ωS5) ,
Φ = Φ0 (constant), I = −2η ∂− ,
(2.3.43)
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This background is a solution of the generalized supergravity equations characterized by the
Killing vectors I = −2η ∂− .
Let us perform four “T-dualities” along the x+ , x− , φ1 and φ2 directions8. The resulting
background is given by
ds2 = − 2z2dx+dx− + (dρ+ ηρdx
−)2 + ρ2dθ2 + (dz + ηzdx−)2
z2
+ dr2 + sin2 r dξ2 +
dφ1
2
cos2 ξ sin2 r
+
dφ2
2
sin2 r sin2 ξ
+ cos2 rdφ3
2 ,
Fˆ5 = 4iρ
z3 sin ξ cos ξ sin2 r
(dρ+ ηρdx−) ∧ dθ ∧ (dz + ηzdx−) ∧ dφ1 ∧ dφ2
+ 4iz2 sin r cos rdx+ ∧ dx− ∧ dr ∧ dξ ∧ dφ3 ,
Φ = 2ηx− + log
[
z2
sin2 r sin ξ cos ξ
]
,
(2.3.44)
where the other components are zero.
The “T-dualized” background in (2.3.44) is a solution to the standard type IIB equations
and is again locally equivalent to undeformed AdS5×S5. Let us first change the coordinates
as follows:
x− = − 1
2η
log(1− 2η x˜−) , ρ = ρ˜
√
1− 2η x˜− , z = z˜
√
1− 2η x˜− . (2.3.45)
Explicitly, we find
ds2 = − 2z˜2dx+dx˜− + dρ˜
2 + ρ˜2dθ2 + dz˜2
z˜2
+ dr2 + sin2 rdξ2 +
dφ1
2
cos2 ξ sin2 r
+
dφ2
2
sin2 r sin2 ξ
+ cos2 rdφ3
2 ,
Fˆ5 = 4iρ˜
z˜3 sin ξ cos ξ sin2 r
dρ˜ ∧ dθ ∧ dz˜ ∧ dφ1 ∧ dφ2
+ 4iz˜2 sin r cos r dx+ ∧ dx˜− ∧ dr ∧ dξ ∧ dφ3 ,
Φ = log
[
z˜2
sin2 r sin ξ cos ξ
]
.
(2.3.46)
Now, rewriting the light-like coordinates in terms of the Cartesian coordinates as
x+ ≡ 1√
2
(x˜0 + x˜3) , x˜− ≡ 1√
2
(x˜0 − x˜3) , (2.3.47)
and performing four T-dualities along x˜0, x˜3, φ1 and φ2, we reproduce the undeformed
AdS5 × S5 background.
8 To perform the T-dualities in the two light-like directions one can equivalently pass to Cartesian
coordinates (x0, x3), T-dualize in these and finally introduce light-like combinations for the T-dual variables.
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Mixing of Abelian and non-Abelian classical r-matrices. This example admits a
generalization, obtained by mixing Abelian and non-Abelian classical r-matrices:
r =
1
2
√
2
(P0 − P3) ∧ [a1(D +M03) + a2M12] . (2.3.48)
When a2 = 0, the classical r-matrix reduces to the one described above; when a1 = 0, the
r-matrix becomes Abelian and the associated background is the Hubeny–Rangamani–Ross
solution of [125], as shown in [55].
In [55] it was shown that with a supercoset construction, one finds the following ten-
dimensional background
ds2 =
−2dx+dx− + dρ2 + ρ2dθ2 + dz2
z2
− η2
[
(a21 + a
2
2)
ρ2
z6
+
a21
z4
]
(dx+)2 + ds2S5 ,
B2 = − η
z4
dx+ ∧ [a1(ρdρ+ zdz) − a2ρ2dθ] ,
Fˆ3 =
4ηρ
z5
dx+ ∧ [a1(zdρ− ρdz) ∧ dθ + a2dρ ∧ dz] ,
Fˆ5 = 4(ωAdS5 + ωS5) ,
Φ = Φ0 (constant) , I = −2η a1∂− .
(2.3.49)
This background is still a solution of the generalized equations with the Killing vectors
I = −2η a1∂− . The background can be reproduced by using the formula (2.2.36) with
β = η ∂− ∧ [a1 (ρ dρ+ z dz) − a2 ∂θ] . (2.3.50)
The Killing vector I also satisfies
I− = −2η a1 = Dmβ−m . (2.3.51)
In the special case a1 = 0, the above background reduces to a solution of standard type IIB
supergravity.
Let us next take four “T-dualities” along the x+ , x− , φ1 and φ2 directions. Then we can
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obtain a solution of the usual type IIB supergravity as
ds2 = − 2z2dx+dx− + (dρ+ ηa1ρdx
−)2 + ρ2(dθ − ηa2dx−)2 + (dz + ηa1zdx−)2
z2
+ dr2 + sin2 rdξ2 +
dφ1
2
cos2 ξ sin2 r
+
dφ2
2
sin2 r sin2 ξ
+ cos2 rdφ3
2 ,
Fˆ5 = 4iρ
z3 sin ξ cos ξ sin2 r
(dρ+ ηa1ρdx
−) ∧ (dθ − ηa2dx−) ∧ (dz + ηa1zdx−) ∧ dφ1 ∧ dφ2
+ 4iz2 sin r cos rdx+ ∧ dx− ∧ dr ∧ dξ ∧ dφ3 ,
Φ = 2ηa1x
− + log
[
z2
sin2 r sin ξ cos ξ
]
,
(2.3.52)
where the other components are zero. It is easy to see that this is just a twist of the previous
solution (in (2.3.46)) and in fact there is a change of variables
ρ = ρ˜ e−ηa1 x
−
, z = z˜ e−ηa1 x
−
, θ = θ˜ − η a2x− , x− = − 1
2ηa1
log(1− 2ηa1 x˜−) , (2.3.53)
that maps this background to the same local form:
ds2 = − 2z˜2dx+dx˜− + dρ˜
2 + ρ˜2dθ˜2 + dz˜2
z˜2
+ dr2 + sin2 rdξ2 +
dφ1
2
cos2 ξ sin2 r
+
dφ2
2
sin2 r sin2 ξ
+ cos2 rdφ3
2 ,
Fˆ5 = 4iρ˜
z˜3 sin ξ cos ξ sin2 r
dρ˜ ∧ dθ˜ ∧ dz˜ ∧ dφ1 ∧ dφ2
+ 4iz˜2 sin r cos r dx+ ∧ dx˜− ∧ dr ∧ dξ ∧ dφ3 ,
Φ = log
[
z˜2
sin2 r sin ξ cos ξ
]
,
(2.3.54)
which is a T-dual of the undeformed AdS5 × S5 background.
4. r = (P0 − P3) ∧D
Let us now consider the non-Abelian classical r-matrix given by
r =
1
2
√
2
(P0 − P3) ∧D , (2.3.55)
which is another solution of the homogeneous CYBE. The associated β-field is
β = η ∂− ∧ (ρ dρ+ z dz + x+ ∂+) . (2.3.56)
Here the following new coordinates have been introduced:
x0 =
x+ + x−√
2
, x3 =
x+ − x−√
2
, x1 = ρ cos θ , x2 = ρ sin θ . (2.3.57)
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Using the formula (2.2.36), the associated background is found to be9
ds2 =
1
z4 − η2(x+)2
[
z2(−2dx+dx− + dz2) + 2η2z−2x+ρdx+dρ− η2z−2ρ2(dx+)2
− η2(dx+ − x+z−1dz)2
]
+
dρ2 + ρ2dθ2
z2
+ ds2S5 ,
B2 = − η dx
+ ∧ (zdz + ρdρ− x+dx−)
z4 − η2(x+)2 ,
Fˆ3 = 4η
ρ
z4
[
ρ
z
dx+ ∧ dθ ∧ dz + dx+ ∧ dρ ∧ dθ − x
+
z
dρ ∧ dθ ∧ dz
]
,
Fˆ5 = 4
[
z4
z4 − η2(x+)2 ωAdS5 + ωS5
]
,
Φ =
1
2
log
[
z4
z4 − η2(x+)2
]
, I = −η ∂− .
(2.3.58)
This background satisfies the GSE with the Killing vector I = −η ∂− . In particular, the
divergence formula (2.2.53) works well.
As of now, we have not found an appropriate T-dual frame in which this background is
a solution to the standard type IIB equations with a linear dilaton. However, the deformed
background can be reproduced by the generalized diffeomorphism (3.3.34) which is a gauge
symmetry of double field theory. We will explain this point in section 3.3.
5. A scaling limit of the Drinfeld–Jimbo r-matrix
Our last example is the classical r-matrix
r =
1
2
[P0 ∧D + P i ∧ (M0i +M1i)] . (2.3.59)
It was originally studied in [122] in relation to a scaling limit of the classical r-matrix of
Drinfeld-Jimbo type.
By using the polar coordinates (ρ, θ) ,
x2 = ρ cos θ , x3 = ρ sin θ , (2.3.60)
the β-field is expressed as
β = η (−ρ ∂1 ∧ ∂ρ + z ∂0 ∧ ∂z) . (2.3.61)
9The metric and NS-NS two-form were computed in [121].
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The divergence of the β-field generates the Killing vector
I0 = −4 η = Dmβ0m , I1 = −2 η = Dmβ1m . (2.3.62)
Therefore, by using the formula (2.2.36), the full background is determined to be10
ds2 =
−(dx0)2 + dz2
z2 − η2 +
z2 [(dx1)2 + dρ2]
z4 + η2ρ2
+
ρ2dθ2
z2
+ ds2S5 ,
B2 = − η
z(z2 − η2)dx
0 ∧ dz − η ρ
z4 + η2ρ2
dx1 ∧ dρ ,
Fˆ1 =
4η2ρ2
z4
dθ ,
Fˆ3 =
4ηρ2
z3(z2 − η2)dx
0 ∧ dθ ∧ dz + 4ηρ
z4 + η2ρ2
dx1 ∧ dρ ∧ dθ ,
Fˆ5 = 4
[
z6
(z2 − η2)(z4 + η2ρ2) ωAdS5 + ωS5
]
,
Φ =
1
2
log
[
z6
(z2 − η2)(z4 + η2ρ2)
]
, I = −4 η ∂0 − 2 η ∂1 .
(2.3.63)
Again, this background becomes a solution of the generalized equations with the Killing
vector I = −4 η ∂0 − 2 η ∂1 .
Performing “T-dualities” for all of the U(1) directions, we can obtain a solution of the
standard type IIB supergravity:
ds2 = − z2 (dx0)2 + z2 (dx1)2 + (dρ− ηρdx
1)2 + (dz − ηzdx0)2
z2
+
z2dθ2
ρ2
+ dr2 + sin2 rdξ2 +
dφ1
2
sin2 r cos2 ξ
+
dφ2
2
sin2 r sin2 ξ
+
dφ3
2
cos2 r
,
Fˆ5 = −4i
z2 sin2 r cos r sin ξ cos ξ
(
dρ− η ρdx1) ∧ (dz − η zdx0) ∧ dφ1 ∧ dφ2 ∧ dφ3
+ 4i
z3
ρ
sin rdx0 ∧ dx1 ∧ dθ ∧ dr ∧ dξ ,
Φ = − 4η x0 + 2η x1 + log
[
z3
ρ sin2 r cos r sin ξ cos ξ
]
,
(2.3.64)
where the other components are zero.
Just like in the first examples that we have discussed, there is a simple change of coor-
dinates
ρ = ρ˜ eη x
1
, z = z˜ eη x
0
, (2.3.65)
10The metric and NS-NS two-form were computed in [122] without the total derivative term in B2.
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that diagonalizes the metric:
ds2 = e2ηx
0
z˜2
[−(dx0)2 + (dx1)2]+ e−2η(x0−x1)dρ˜2 + dz˜2
z˜2
+ e2η(x
0−x1) z˜
2dθ2
ρ˜2
+ dr2 + sin2 rdξ2 +
dφ1
2
sin2 r cos2 ξ
+
dφ2
2
sin2 r sin2 ξ
+
dφ3
2
cos2 r
,
Fˆ5 = −4ie
−η(x0−x1)
z˜2 sin2 r cos r sin ξ cos ξ
dρ˜ ∧ dz˜ ∧ dφ1 ∧ dφ2 ∧ dφ3
+ 4i
eη (3x
0−x1)z˜3
ρ˜
sin r dx0 ∧ dx1 ∧ dθ ∧ dr ∧ dξ ,
Φ = − η (x0 − x1) + log
[
z˜3
ρ˜ sin2 r cos r sin ξ cos ξ
]
.
(2.3.66)
In this case, however, the linear dependence of the dilaton on the T-dual variables remains.
It may be helpful to recall the result for the case of 3D Schro¨dinger spacetime [126–128].
An affine symmetry algebra is given by a twisted Yangian, which is called an exotic symmetry
in [126–128], and can be mapped to the standard Yangian by undoing the integrable twist.
Then, however, the target spacetime is not mapped to the undeformed AdS3 . The resulting
geometry is described by a dipole-like coordinate system and hence it is very close to, but
not identical to AdS3 .
The case without the total derivative of B2
It would be interesting to study also the case without the total derivative term of B2 in
(2.3.63) . Then the “T-dualized” background is different from the one of (2.3.64) and the
resulting background is given by
ds2 = −(z2 − η2) (dx0)2 + z2 (dx1)2 + (dρ− ηρdx
1)2
z2
+
dz2
z2 − η2 +
z2dθ2
ρ2
+dr2 + sin2 rdξ2 +
dφ1
2
sin2 r cos2 ξ
+
dφ2
2
sin2 r sin2 ξ
+
dφ3
2
cos2 r
,
F5 = −4i
z2 sin2 r cos r sin ξ cos ξ
(
dρ− η ρdx1) ∧ (− z2dz
z2 − η2 − η zdx
0
)
∧ dφ1 ∧ dφ2 ∧ dφ3
+4i
z3
ρ
sin r
(
dx0 +
ηdz
z(z2 − η2)
)
∧ dx1 ∧ dθ ∧ dr ∧ dξ ,
Φ = 4η x0 + 2η x1 + log
[
(z2 − η2)2
ρz sin2 r cos r sin ξ cos ξ
]
. (2.3.67)
This background is a solution of the usual type IIB supergravity, and agrees with the one
obtained in [122] after fixing some typos.
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Now it is natural to ask whether (2.3.64) and (2.3.67) are equivalent or not, and if
so, whether this equivalence holds locally or globally. The local equivalence can be shown
explicitly by using the coordinate transformations
x0 → −x0 − 1
2η
log
[
z2 − η2
z2
]
z > η ,
x0 → −x0 − 1
2η
log
[
η2 − z2
z2
]
z < η . (2.3.68)
For the case of the global equivalence, some subtleties arise. The background (2.3.64) is
regular while the one (2.3.67) has a coordinate singularity at z = η and so are the coordinate
transformations. Moreover, two types of time directions have to be introduced. Due to these
observations, a more involved analysis is necessary in order to argue the global equivalence.
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Chapter 3
YB deformations as duality
transformations
This chapter is devoted to study of connections between the YB deformations and string
duality transformations. To be more precise, we show that, the homogeneous YB deformed
AdS5×S5 background can be regarded as a β-transformed AdS5×S5 background. During the
proof, we perform a suitable identification of the deformed vielbein and make a redefinition
of the fermionic variable. These procedures can be clearly explained by using the double-
vielbein formalism of DFT [130–135]. Therefore, we start to review the double-vielbein
formalism of DFT and find a simple β-transformation rule for the Ramond–Ramond (R–
R) fields in section 3.1. We also find the action of the double sigma model for type II
superstring that reproduces the conventional GS superstring action. In section 3.2, we show
the equivalence of homogeneous YB deformations and local β-transformations. Furthermore,
in section 3.3, we demonstrate that the YB deformations can also be realized as generalized
diffeomorphisms which are gauge symmetries of the DFT. Once the YB deformation is shown
to be a kind of string duality transformations, we expect that the equivalence between YB
deformations and β-deformations will hold in more general backgrounds beyond the AdS5×S5
background. As a non-trivial example, in section 3.4, we study local β-deformations of the
AdS3 × S3 × T4 background that contains a non-vanishing H-flux.
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3.1 Local β-deformations in DFT
In this section, we review the basics of the type II DFT and find a simple transformation rule
for bosonic fields under local β-deformations. We also find a manifestly O(10, 10)-invariant
superstring action that reproduces the conventional GS type II superstring action.
3.1.1 DFT fields and their parameterizations
Bosonic fields in DFT are the generalized metric HMN , the T -duality-invariant dilaton d,
and the R–R potential Cˆ, which is an O(1, D−1)×O(D−1, 1) bispinor. In this subsection,
we review their definitions and basic properties by turning off fermions (such as gravitino).
Here, we employ the double-vielbein formalism developed in [130–135] (see also [136]), which
is quite suitable for discussing YB deformations.
NS–NS fields:
The generalized metric HMN (M,N = 0, . . . , 2D − 1) is defined as
H ≡ (HMN) ≡ E SE⊺ , E = (EMN) ∈ O(D,D) ,
S ≡ (SMN) ≡ diag(−1, +1, · · · ,+1︸ ︷︷ ︸
D
, −1, +1, . . . ,+1︸ ︷︷ ︸
D
) ,
(3.1.1)
where the O(D,D) property of the generalized vielbein E is defined as
E η E
⊺
= η = E
⊺
η E , (3.1.2)
η ≡ (ηMN) ≡

 0 δnm
δmn 0

 (m,n = 0, . . . , D − 1). (3.1.3)
The familiar properties of the generalized metric
H⊺ = H , H⊺ ηH = η , (3.1.4)
follow from the above definitions. When an O(D,D) matrix h satisfies
h
⊺
S h = S , (3.1.5)
h is an element of O(1, D − 1)× O(D − 1, 1) . Then, it is easy to see that both E and E h
give the same generalized metric H . Thus, the generalized metric H can be regarded as a
representative of a coset
O(D,D)
O(1, D − 1)×O(D − 1, 1) , (3.1.6)
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where O(1, D − 1)×O(D − 1, 1) is known as the double local Lorentz group [133].
In the following discussion, we raise or lower the O(D,D) indices by using the O(D,D)-
invariant metric η like HMN ≡ HMP ηPN . Then, (3.1.4) indicates that the matrix HMN
has eigenvalues ±1 . Therefore, we introduce the double (inverse) vielbeins VaM and V¯a¯M
(a, a¯ = 0, . . . , D − 1) as the eigenvectors
HMN VaN = +VaM , HMN V¯a¯N = −V¯a¯M . (3.1.7)
Since the eigenvalues are different, they are orthogonal to each other
HMN VaM V¯b¯N = 0 , ηMN VaM V¯b¯N = 0 . (3.1.8)
Following [131–135], we normalize the double vielbeins as
ηab = ηMN Va
M Vb
N = HMN VaM VbN = diag(−1, +1, . . . ,+1) ,
η¯a¯b¯ = ηMN V¯a¯
M V¯b¯
N = −HMN V¯a¯M V¯b¯N = diag(+1, −1, . . . ,−1) .
(3.1.9)
By introducing 2D × 2D matrices,
(VA
M) ≡

VaM
V¯a¯
M

 , (ηAB) ≡

ηab 0
0 η¯a¯b¯

 , (HAB) ≡

ηab 0
0 −η¯a¯b¯

 , (3.1.10)
where {A} ≡ {a, a¯}, the above orthonormal conditions are summarized as
ηAB = VA
M ηMN (V
⊺
)NB , HAB = VAM HMN (V ⊺)NB . (3.1.11)
The matrix VA
M is always invertible and the inverse matrix is given by
(V −1)MA = ηMN (V
⊺
)NB η
BA , (3.1.12)
which indeed satisfies
VA
M (V −1)MB = ηMN VAM VCN ηCB = δBA . (3.1.13)
As long as we raise or lower the indices M, N with ηMN and A, B with ηAB (namely, a, b
and a¯, b¯ with ηab and ηa¯b¯, respectively), there is no difference between VA
M and (V −⊺)AM ≡
ηAB η
MN (V −⊺)BN . Thus, in the following, we may not show the inverse or the transpose
explicitly.
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When D × D matrices, V ma and V¯ ma¯, are invertible, we can parameterize the double
vielbeins as
(V Ma) =
1√
2

 (e−⊺)ma
Emn (e
−⊺)na

 , (V¯ Ma¯) = 1√
2

 (e¯−⊺)ma¯
E¯mn (e¯
−⊺)na¯

 , (3.1.14)
where we introduced matrix notations, e ≡ (ema) and e¯ ≡ (e¯ma¯). From (3.1.11), we find
E¯mn = −E⊺mn , gmn ≡ E(mn) = (e η e⊺)mn = −(e¯ η¯ e¯⊺)mn . (3.1.15)
By denoting Bmn ≡ E[mn], the parameterization of the double vielbeins becomes
(V Ma) =
1√
2

 (e−⊺)ma
(g +B)mn (e
−⊺)na

 , (V¯ Ma¯) = 1√
2

 (e¯−⊺)ma¯
−(g − B)mn (e¯−⊺)na¯

 . (3.1.16)
Then the generalized metric is expressed as
H =

(g −B g−1B)mn (B g−1)mn
−(g−1B)mn gmn

 =

δpm Bmp
0 δmp



gpq 0
0 gpq



 δqn 0
−Bqn δqn

 (3.1.17)
In this way, the generalized metric HMN is parametrized by the metric gmn and the Kalb-
Ramond 2-form Bmn .
In addition, when Vm
a and V¯m
a¯ are invertible, we can introduce the dual parametrization
of these fields. The parametrization is given by
VM
a =
1√
2

 e˜ma
(G−1 − β)mn e˜na

 , V¯N a¯ = 1√
2

 ˜¯ema¯
−(G−1 + β)mn ˜¯ena¯

 ,
Gmn ≡ (e˜ η e˜⊺)mn = −(˜¯e η¯ ˜¯e⊺)mn , βmn = −βnm .
(3.1.18)
Here, we introduced the dual metric Gmn and the β-field β
mn . In terms of these fields, the
generalized metric can be parametrized as
H =

 Gmn (Gβ)mn
−(β G)mn (G−1 − β Gβ)mn

 =

 δpm 0
−βmp δmp



Gpq 0
0 Gpq



δpn βpn
0 δnp

 . (3.1.19)
The dual parametrization is also referred as a no-geometric parametrization and useful when
we discuss the non-geometric structure of a given background (see chapter 4).
When both parameterizations are possible, comparing (3.1.17) and (3.1.19), we obtain
Emn ≡ (E−1)mn = Gmn − βmn (Emn ≡ gmn +Bmn) ,
gmn = EmpEnqG
pq , Bmn = EmpEnq β
pq .
(3.1.20)
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In the following, we raise or lower the indices of {ema, e¯ma¯, e˜ma, ˜¯ema¯} as
ema = g
mn en
b ηba , e¯
m
a¯ = g
mn e¯n
b¯ η¯b¯a¯ ,
e˜ma = G
mn e˜n
b ηba , ˜¯e
m
a¯ = G
mn ˜¯en
b¯ η¯b¯a¯ ,
(3.1.21)
and then we obtain relations like (e−⊺)ma = ema . We can then omit the inverse or the
transpose without any confusions as long as the indices are shown explicitly. By using the
two metrics, gmn and Gmn, we also introduce two parameterizations of the dilaton d,√
|G| e−2φ˜ = e−2d =
√
|g| e−2Φ . (3.1.22)
Ramond–Ramond fields
In order to study the ten-dimensional type II supergravity, let us consider the case D = 10 .
Associated with the double local Lorentz group O(1, 9) × O(9, 1), we introduce two sets of
gamma matrices, (Γa)αβ and (Γ¯
a¯)α¯β¯ , satisfying
1
{Γa, Γb} = 2 ηab , {Γ¯a¯, Γ¯b¯} = 2 η¯a¯b¯ ,
(Γa)† = −Γ0 Γa (Γ0)−1 = ∓Γa , a =
{
0
1, . . . , 9
,
(Γ¯a¯)† = +Γ¯0 Γ¯a¯ (Γ¯0)−1 = ±Γ¯a¯ , a¯ =
{
0
1, . . . , 9
.
(3.1.23)
We also introduce the chirality operators
Γ11 ≡ Γ012···9 , Γ¯11 ≡ Γ¯012···9 , (Γ11)† = Γ11 , (Γ¯11)† = Γ¯11 ,
{Γa, Γ11} = 0 , {Γ¯a¯, Γ¯11} = 0 , (Γ11)2 = 1 , (Γ¯11)2 = 1 ,
(3.1.24)
and the charge conjugation matrices Cαβ and C¯α¯β¯ satisfying
2
C ΓaC−1 = −(Γa)⊺ , C = −C⊺ = −C−1 , C∗ = C ,
C¯ Γ¯a¯ C¯−1 = −(Γ¯a¯)⊺ , C¯ = −C¯⊺ = −C¯−1 , C¯∗ = C¯ .
(3.1.25)
We can show C Γ11C−1 = −Γ11 and C¯ Γ¯11 C¯−1 = −Γ¯11 by using
C Γa1···an C−1 = (−1)n(n+1)2 (Γa1···an)⊺ , C¯ Γ¯a¯1···a¯n C¯−1 = (−1)n(n+1)2 (Γ¯a¯1···a¯n)⊺ . (3.1.26)
1The reader should not confuse indices of the gamma matrices (Γa)αβ with world-sheet indices.
2In order to follow the convention of [46], we employ the charge conjugation matrices C− and C¯− of [135]
rather than C+ and C¯+. They are related as C− = C+ Γ
11 and C¯− = C¯+ Γ¯
11.
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We raise or lower the spinor indices by using the charge conjugation matrices like
(Γa)αβ ≡ (Γa)γβ Cγα , (Γa)αβ ≡ Cβγ (Γa)αγ ,
(Γ¯a¯)α¯β¯ ≡ (Γ¯a¯)γ¯ β¯ C¯γ¯α¯ , (Γ¯a¯)α¯β¯ ≡ C¯ β¯γ¯ (Γ¯a¯)α¯γ¯ ,
(3.1.27)
and then from (3.1.25) we have
(Γa)αβ = (Γ
a)βα , (Γ¯
a¯)α¯β¯ = (Γ¯a¯)β¯α¯ . (3.1.28)
We define the R–R potential as a bispinor Cˆ
α
β¯ with a definite chirality
Γ11 Cˆ Γ¯11 = ± Cˆ , (3.1.29)
where the sign is for type IIA/IIB supergravity. The R–R field strength is defined as
Fˆαβ¯ ≡ D+Cˆαβ¯ ≡
1√
2
(
ΓM DM Cˆ + Γ11DM Cˆ Γ¯M
)
α
β¯ ,
ΓM ≡ V Ma Γa , Γ¯M ≡ V¯ Ma¯ Γ¯a¯ ,
(3.1.30)
where D+ is a nilpotent operator introduced in [135], and the covariant derivative DM for a
bispinor T αβ¯ and the spin connections are defined as [131, 132, 135]
DMT αβ¯ ≡ ∂MT αβ¯ + ΦMαγ T γ β¯ − T αγ¯ Φ¯Mγ¯β¯ ,
ΦM
α
β ≡ 1
4
ΦMcd (Γ
cd)αβ , Φ¯M
α¯
β¯ ≡
1
4
Φ¯Mc¯d¯ (Γ
c¯d¯)α¯β¯
ΦMcd ≡ V Nc∇MVNd = V Nc
(
∂MVNd − ΓMPN VPd
)
,
Φ¯Mc¯d¯ ≡ V¯ N c¯∇M V¯Nd¯ = V¯ N c¯
(
∂M V¯Nd¯ − ΓMPN V¯P d¯
)
,
(3.1.31)
where ∇M is the (semi-)covariant derivative in DFT [131, 137, 138] (see also [116] which
employs the same convention as this thesis). Since D+ flips the chirality, Fˆ has the opposite
chirality to Cˆ [135]
Γ11 Fˆ Γ¯11 = ∓ Fˆ . (3.1.32)
As it has been shown in [135], Fˆ transforms covariantly under the O(1, 9) × O(9, 1) dou-
ble Lorentz transformations, and transforms as a scalar under generalized diffeomorphisms.
Further, from the nilpotency of D+, Fˆ is invariant under gauge transformations of R–R
potential
δCˆ = D+λ , Γ11 λ Γ¯11 = ∓λ , (3.1.33)
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and the Bianchi identity is given by
D+Fˆ = 0 . (3.1.34)
As in the case of the democratic formulation [139, 140], the self-duality relation
Fˆ = −Γ11 Fˆ (= ± Fˆ Γ¯11) , (3.1.35)
for type IIA/IIB supergravity is imposed by hand at the level of the equations of motion.
3.1.2 Section condition and gauge symmetry
In this subsection, we briefly explain the section condition and gauge symmetry of the DFT.
Section condition
In DFT, we consider a gravitational theory on a doubled space with coordinates
(xM) = (xm, x˜m) (M = 1, . . . , 2D; m = 1, . . . , D) , (3.1.36)
where xm are the standard “physical” D-dimensional coordinates and x˜m are the dual co-
ordinates. For the consistency of DFT, we require that arbitrary fields or gauge parameters
A(x) and B(x) satisfy the so-called section condition [141–143],
ηMN ∂MA(x) ∂NB(x) = 0 , (3.1.37)
ηMN ∂M∂NA(x) = 0 . (3.1.38)
In general, under this condition, supergravity fields can depend on at most D coordinates
out of the 2D coordinates xM . We frequently choose the “canonical solution” where all
fields and gauge parameters are independent of the dual coordinates; ∂˜m ≡ ∂
∂x˜m
= 0 . In
this case, DFT reduces to the conventional supergravity. Instead, if all fields depend on
(D − 1) coordinates xi and only the dilaton d(x) has an additional linear dependence on a
dual coordinates z˜, DFT reduces to the generalized supergravity [104, 116].
Gauge symmetry of DFT
A generalized diffeomorphism in the doubled space is generated by the generalized Lie deriva-
tive [141, 143]
£ˆVW
M ≡ V N ∂NWM −
(
∂NV
M − ∂MVN
)
WN . (3.1.39)
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Concretely, the generalized Lie derivative acts on HMN(x) and d(x) as
£ˆVHMN = V K ∂KHMN +
(
∂MV
K − ∂KVM
)HKN + (∂NV K − ∂KVN)HMK ,
£ˆV e
−2d = ∂M
(
e−2d V M
)
.
(3.1.40)
This transformation is a gauge symmetry of DFT as long as the diffeomorphism parameter
V M satisfies the weak constraint
∂N∂
NV M = 0 , (3.1.41)
and the strong constraint
∂NV
M ∂NA = 0 , (3.1.42)
where A represents the parameter V M or the supergravity fields. A finite generalized diffeo-
morphism is realized by e£ˆV [144].
The generalized diffeomorphism satisfies the gauge algebra [£ˆV1 , £ˆV2 ] = £ˆ[V1, V2]C which
is governed by the C-bracket,
[V1, V2]C ≡ 1
2
(
£ˆV1V2 − £ˆV2V1
)
. (3.1.43)
This symmetry is interpreted as diffeomorphisms in the doubled spacetime, xM → xM +
V M(x) . Indeed, under the canonical section ∂˜m = 0 , this symmetry consists of the con-
ventional diffeomorphisms and B-field gauge transformations. If we parameterize the diffeo-
morphism parameter as (V M) = (vm, v˜m), the vector v
m corresponds to the D-dimensional
diffeomorphism parameter while the 1-form v˜m corresponds to the gauge parameter of the B-
field gauge transformation, B2 → B2+dv˜1 . In particular, for the usual vectors V Ma = (vma , 0)
(a = 1, 2) satisfying ∂
∂x˜m
V Na = 0, the C-bracket gives rise to the usual Lie bracket,
[V1, V2]C = [v1, v2] . (3.1.44)
Under the canonical section, this is the whole gauge symmetry, but if we choose a different
section, the generalized diffeomorphism may generate other local O(D,D) transformations,
such as β-transformations. For more details, the reader may consult a concise review [145].
3.1.3 Diagonal gauge fixing
In this subsection, we review the diagonal gauge fixing introduced in [131, 135].
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NS–NS fields
In order to constrain the redundantly introduced two vielbeins em
a and e¯m
a¯ , we implement
the diagonal gauge fixing
em
a = e¯m
a¯ , (3.1.45)
which is important to reproduce the conventional supergravity. Before the diagonal gauge
fixing, the double vielbeins transform as
Va
M → hMN VaN , V¯a¯M → hMN V¯a¯N , (3.1.46)
under a global O(10, 10) rotation or a finite generalized diffeomorphism. We parameterize
the O(10, 10) matrix hMN as
hM
N =

pmn qmn
rmn smn

 , hMN =

smn rmn
qmn pm
n


(
p s
⊺
+ q r
⊺
= 1 , r s
⊺
+ s r
⊺
= 0 , p q
⊺
+ q p
⊺
= 0
)
,
(3.1.47)
and then obtain the following transformation rule:
em
a → [(s⊺ + E⊺ r⊺)−1]
m
n en
a , e¯m
a¯ → [(s⊺ −E r⊺)−1]
m
n e¯n
a¯ ,
e˜m
a → (p+ qE−1)
m
n e˜n
a , ˜¯em
a¯ → (p− qE−⊺)
m
n ˜¯en
a¯ ,
Emn → [(q + pE) (s+ rE)−1]mn , Emn → [(r + sE−1) (p+ qE−1)−1]mn .
(3.1.48)
At the same time, the dilaton transforms as
e−2d → |det(pmn)| e−2d , (3.1.49)
and the bispinors of R–R fields, Cˆ and Fˆ , are invariant.
As we can see from (3.1.48), under a (geometric) subgroup (where rmn = 0),
hM
N =

pmn qmn
0 (p−⊺)mn

 , hMN =

(p−⊺)mn 0
qmn pm
n

 (p q⊺ = −q p⊺) , (3.1.50)
em
a and e¯m
a¯ transform in the same manner. However, if we perform a general O(10, 10)
transformation with rmn 6= 0, even if we choose the diagonal gauge in the original duality
frame (em
a = e¯m
a¯), after the transformation, em
a → e′ma and e¯ma¯ → e¯′ma¯, we obtain
e¯′m
a¯ = (Λ−1)a¯b e′m
b , Λab¯ ≡
[
e
⊺
(s+ rE)−1 (s− rE⊺) e−⊺]ab¯ ∈ O(9, 1) . (3.1.51)
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In order to maintain the diagonal gauge (3.1.45), we shall simultaneously perform an O(9, 1)
local Lorentz transformation for barred tensors that compensates the deviation of e¯m
a¯ from
em
a. Namely, we modify the O(10, 10) transformation as [135]
VM
a → hMN VNa , V¯Ma¯ → hMN Λa¯b¯ V¯N b¯ . (3.1.52)
After the diagonal gauge fixing, since there is no more distinction between {a, α} and {a¯, α¯},
we may simply replace {a¯, α¯} by {a, α}. In this replacement, we should be careful about
the signature
η¯ab = −ηab , C¯αβ = Cαβ . (3.1.53)
In addition, we relate the two sets of gamma matrices as
Γ¯a = Γ11 Γa
( {Γ¯a, Γ¯b} = −{Γa, Γb} = 2 η¯ab ) , Γ¯11 = −Γ11 . (3.1.54)
R–R fields
According to the diagonal gauge fixing, there is no distinction between the two spinor indices
α and α¯, and we can convert the bispinors into polyforms:
Cˆ
α
β =
∑
n
1
n!
Cˆa1···an (Γa1···an)αβ , Fˆ
α
β =
∑
n
1
n!
Fˆa1···an (Γa1···an)αβ . (3.1.55)
From the identity,
Γ11 Γa1···ap =
(−1) p(p+1)2
(10− p)! ǫ
a1···apb1···b10−p Γb1···b10−p , (3.1.56)
where ǫ0···9 = −ǫ0···9 = 1 , the self-duality relation (3.1.35) can be expressed as
Fˆp = (−1)
p(p−1)
2 ∗ Fˆ10−p . (3.1.57)
Here, we have defined
Fˆ ≡
∑
p
Fˆp , Fˆp ≡ 1
p!
Fˆm1···mp dxm1 ∧ · · · ∧ dxmp ,
Cˆ ≡
∑
p
Cˆp , Cˆp ≡ 1
p!
Cˆm1···mp dxm1 ∧ · · · ∧ dxmp ,
(3.1.58)
where the R–R fields with the curved indices are defined as
Fˆm1···mp ≡ em1a1 · · · empap Fˆa1···ap , Cˆm1···mp ≡ em1a1 · · · empap Cˆa1···ap . (3.1.59)
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In addition, if we define the components of the spin connections as
Φacd ≡ V MaΦMcd , Φ¯a¯c¯d¯ ≡ V¯ Ma¯ Φ¯Mc¯d¯ ,
Φa¯cd ≡ V¯ Ma¯ΦMcd , Φ¯ac¯d¯ ≡ V Ma Φ¯Mc¯d¯ ,
(3.1.60)
and compute their explicit forms under the canonical section ∂˜m = 0 as
Φa¯bc =
1√
2
(
ωabc +
1
2
Habc
)
, Φ¯ab¯c¯ =
1√
2
(
−ωabc + 1
2
Habc
)
,
Φ[abc] =
1√
2
(
ω[abc] +
1
6
Habc
)
, Φ¯[a¯b¯c¯] =
1√
2
(
−ω[abc] + 1
6
Habc
)
,
ηabΦabc =
1√
2
(
ηab ωabc − 2 ecm ∂mΦ
)
= η¯a¯b¯ Φ¯a¯b¯c¯ ,
ωabc ≡ eam ωmbc , ωmab ≡ 2 en[a ∂[men]b] − eap ebq ∂[peq]c emc ,
Habc ≡ eam ebn ecpHmnp , Hmnp ≡ 3 ∂[mBnp] ,
(3.1.61)
we can show that the relation (3.1.30) between Fˆ and Cˆ can be expressed as [135]3
Fˆ = dCˆ − dΦ ∧ Cˆ +H3 ∧ Cˆ . (3.1.62)
It is noted here that as explained in [104], the relation (3.1.62) is modified in the case of
generalized supergravity backgrounds. We will come back to this point in section 5.2.
Originally, the R–R fields were invariant under global O(10, 10) transformations or gen-
eralized diffeomorphisms, but after the diagonal gauge fixing, according to the modified
transformation rule (3.1.52), they transform as
Cˆ → CˆΩ−1 , Fˆ → Fˆ Ω−1 , (3.1.63)
where Ω is the spinor representation of the local Lorentz transformation (3.1.51),
Ω−1 Γ¯aΩ = Λab Γ¯b
(
Λab =
[
e
⊺
(s+ rE)−1 (s− rE⊺) e−⊺]ab) . (3.1.64)
3Here, we have used the following identities for type IIA/IIB theory:
1
2
(
Γm ∂mCˆ ∓ ∂mCˆ Γm
)
=
∑
n
1
n!
(dC)a1···an Γa1···an ,
1
2
∂mΦ
(
Γm Cˆ ∓ Cˆ Γm) =∑
n
1
n!
(dΦ ∧ C)a1···an Γa1···an ,
1
8
ωmab
[
Γa (Γbc Cˆ − Cˆ Γbc)∓ (Γbc Cˆ − Cˆ Γbc) Γa] = −∑
n
ω[a1
b
a2 C|b|a3···an]
2! (n− 2)! Γ
a1···an ,
1
16
Habc
[1
3
(
Γabc Cˆ ∓ Cˆ Γabc)+ (Γa Cˆ Γbc ∓ Γbc Cˆ Γa)] =∑
n
1
n!
(H3 ∧ C)a1···an Γa1···an .
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For later convenience, we here introduce several definitions of R–R fields that can be
summarized as follows:
(Cˇ, Fˇ ; Cˇ, Fˇ )
eβ∨←−−−−−−−−−
β-untwist
(A, F ; /A, /F )
e−B2∧−−−−−−−−−→
B-untwist
(Cˆ, Fˆ ; Cˆ, Fˆ )
eΦ
yΦ-untwist eΦyΦ-untwist eΦyΦ-untwist
(Cˇ, Fˇ ; Cˇ, Fˇ) eβ∨←−−−−−−−−−
β-untwist
(A, F) e−B2∧−−−−−−−−−→
B-untwist
(Cˆ, Fˆ ; Cˆ, Fˆ)
(3.1.65)
The quantities at the lower right, polyforms (Cˆ, Fˆ) and bispinors (Cˆ, Fˆ), are already de-
fined, which we call (B, Φ)-untwisted fields. There, the curved indices and flat indices are
interchanged by using the usual vielbein em
a like (3.1.59).
The quantities at the upper right, which we call the B-untwisted fields, are defined as
Cˆ ≡ e−Φ Cˆ , Fˆ ≡ e−Φ Fˆ ,
Cˆ ≡ e−Φ Cˆ , Fˆ ≡ e−Φ Fˆ .
(3.1.66)
The curved and flat indices are again related as
Cˆm1···mn ≡ em1a1 · · · emnan Cˆa1···an , Fˆm1···mn ≡ em1a1 · · · emnan Fˆa1···an . (3.1.67)
The B-untwisted fields are rather familiar R–R fields satisfying
Fˆ = dCˆ +H3 ∧ Cˆ , (3.1.68)
which can be shown from (3.1.62). We also define a polyform A and its field strength F as
A = e−Φ eB2∧ Cˆ = eB2∧ Cˆ , F = e−Φ eB2∧ Fˆ = eB2∧ Fˆ . (3.1.69)
These are utilized in [139, 146, 147] to define R–R fields as O(D,D) spinors (see also [104])
/A ≡
∑
n
1
n!
Am1···mn γ
m1···mn |0〉 , /F ≡
∑
n
1
n!
Fm1···mn γ
m1···mn |0〉 . (3.1.70)
By using the dual fields (e˜m
a, βmn, φ˜) , we can also introduce the dual R–R fields,
• β-untwisted fields: polyforms (Cˇ, Fˇ ) and bispinors (Cˇ, Fˇ ) ,
• (β, φ˜)-untwisted fields: polyforms (Cˇ, Fˇ) and bispinors (Cˇ, Fˇ) .
By introducing an operator β ∨ F ≡ 1
2
βmn ιm ιnF , we define these polyforms as
Cˇ ≡ eβ∨A , Fˇ ≡ eβ∨ F . Cˇ ≡ eφ˜ eβ∨A , Fˇ ≡ eφ˜ eβ∨ F , (3.1.71)
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and their flat components as
Cˇa1···ap ≡ e˜a1m1 · · · e˜apmp Cˇm1···mp , Fˇa1···ap ≡ e˜a1m1 · · · e˜apmp Fˇm1···mp ,
Cˇa1···ap ≡ e˜a1m1 · · · e˜apmp Cˇm1···mp , Fˇa1···ap ≡ e˜a1m1 · · · e˜apmp Fˇm1···mp ,
(3.1.72)
by using the dual vielbein e˜m
a . Their corresponding bispinors are defined as
Cˇ ≡
∑
n
1
n!
Cˇa1···an Γ
a1···an , Fˇ ≡
∑
n
1
n!
Fˇa1···an Γ
a1···an ,
Cˇ ≡
∑
n
1
n!
Cˇa1···an Γa1···an , Fˇ ≡
∑
n
1
n!
Fˇa1···an Γa1···an .
(3.1.73)
Single T -duality
As a simple application of the formula (3.1.63), let us explain how the R–R fields transform
under a single T -duality along the xz-direction,
(hMN) =

110 − ez ez
ez 110 − ez

 , ez ≡ diag(0, . . . , 0, z-th1 , 0, . . . , 0) . (3.1.74)
In this case, the vielbein and the dilaton transform as
e′ =
[
110 − (110 − E⊺) ez
]−1
e =
[
110 + g
−1
zz (110 − E⊺) ez
]
e , eΦ
′
=
1√
gzz
eΦ , (3.1.75)
and the Lorentz transformation matrix is
Λ ≡ (Λab) = e⊺
[
110 − ez (110 − E)
]−1 [
110 − ez (110 + E⊺)
]
e−⊺ . (3.1.76)
This can be simplified as
Λab = δ
a
b − 2
ez
a ezb
gzz
, (3.1.77)
and we can easily see that the R–R field transforms under the T -duality as [146]
Cˆ
′
= Cˆ Ω−1z , Ωz ≡
eza√
gzz
Γ¯a Γ¯11 =
1√
gzz
Γz = Ω
−1
z (Γm ≡ ema Γa) , (3.1.78)
where we have supposed gzz ≥ 0.
From the identity (A.2.3), we obtain
Cˆ
′
= Cˆ Ω−1z =
1√
gzz
∑
n
1
n!
(
n Cˆ[a1···an−1 ean]z + Cˆa1···anb ezb
)
Γa1···an . (3.1.79)
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By using the B-untwisted R–R potentials, Cˆ = e−Φ Cˆ and Cˆ = e−Φ Cˆ, (3.1.79) is expressed
as
Cˆ ′ =
∑
n
1
n!
(
n Cˆ[a1···an−1 ean]z + Cˆa1···anb ez
b
)
Γa1···an , (3.1.80)
where we have used (3.1.75). For the curved components, using the transformation rule of
the vielbein (3.1.75), we obtain
Cˆ ′m1···mn = e
′
m1
a1 · · · e′mnan
(
n Cˆ[a1···an−1 ean]z + Cˆa1···anb ez
b
)
= n Cˆ[m1···mn−1 gmn]z + Cˆm1···mnz
+ n g−1zz
[
Cˆ[m1···mn−1 gzz − (n− 1) Cˆ[m1···mn−2|z| gmn−1|z|
] (
δzmn] −E
⊺
mn]z
)
= Cˆm1···mnz + n
[
Cˆ[m1···mn−1 − (n− 1)
Cˆ[m1···mn−2|z| gmn−1|z|
gzz
] (
δzmn] +Bmn]z
)
.
(3.1.81)
This reproduces the famous transformation rule,
Cˆ ′i1···in = Cˆi1···inz + n Cˆ[i1···in−1 Bin]z + n (n− 1)
Cˆ[i1···in−2|z|Bin−1|z| gin]z
gzz
,
Cˆ ′i1···in−1z = Cˆi1···in−1 − (n− 1)
Cˆ[i1···in−2 gin−1]z
gzz
,
(3.1.82)
where we have decomposed the coordinates as {xm} = {xi, xz}.
It is also noted that, under the single T -duality after taking the diagonal gauge, an
arbitrary O(1, 9) spinor Ψα1 and an O(9, 1) spinor Ψ
α¯
2 transform as
Ψ1 → Ψ′1 = Ψ1 , Ψ2 → Ψ′2 = ΩΨ2 =
eza√
gzz
Γ¯a Γ¯11Ψ2 . (3.1.83)
When we consider a single T -duality connecting type IIA and type IIB superstring, these
transformations are applied to the spacetime fermions Θ1 and Θ2 introduced later.
3.1.4 β-transformation of R–R fields
In this subsection, we consider local β-transformations
hM
N =

 110 010
rmn(x) 110

 , hMN =

110 rmn(x)
010 110

 (rmn = −rnm) . (3.1.84)
From the general transformation rule (3.1.63), the R–R fields should transform as Cˆ →
Cˆ
′
= CˆΩ−1 and Fˆ → Fˆ ′ = Fˆ Ω−1 . We here find an explicit form of Ω associated with
β-transformations [the final result is obtained in (3.1.104)].
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Gauge fixing for dual fields
Let us first specify the dual vielbein e˜m
a explicitly. As we can see from (3.1.48), under
β-transformations, we have the following transformation rules:4
em
a → e′ma =
[(
E−⊺ − r)−1E−⊺]
m
n en
a ,
e˜m
a → e˜′ma = e˜ma , Emn → E ′mn = Emn + rmn .
(3.1.85)
Then, we can consistently relate em
a and e˜m
a as
e˜m
a = Emn e
n
b η
ba . (3.1.86)
This is equivalent to a direct identification of two parameterizations,
1√
2

 emb ηba
(g +B)mn e
n
b η
ba

 = V Ma = 1√
2

(G−1 − β)mn e˜na
e˜m
a

 , (3.1.87)
and consistent with the relation (3.1.20). If we introduce the flat components of Emn as
Eab ≡ e˜ma e˜nbEmn ≡ ηab − βab , (3.1.88)
we obtain
Emn = e˜m
a e˜n
b (E−1)ab = ema enb (E⊺)ab . (3.1.89)
Namely, we have simple expressions,
gmn = em
a en
b ηab , Bmn = em
a en
b βab ,
Gmn = e˜m
a e˜n
b ηab , β
mn = e˜ma e˜
n
b β
ab .
(3.1.90)
In terms of Eab, the relation (3.1.86) can also be expressed as
em
a = e˜m
b (E−⊺)ba . (3.1.91)
From (3.1.91), the relation (3.1.22) between the two dilatons, Φ and φ˜, can be expressed as
eΦ = (det Eab)− 12 eφ˜ . (3.1.92)
4The transformation rule of em
a given (3.1.85) make sense only when (E−⊺)mn is not singular. When
(E−⊺)mn is singular, we should express it as em
a → e′ma =
[(
1 − E⊺ r)−1]
m
n en
a . When both Emn and
Emn are singular, we should choose another parameterization of the double vielbein, although we do not
consider such cases in this thesis.
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Relation between untwisted R–R fields
From (3.1.65), the relation between (B, Φ)-untwisted R–R polyforms (Cˆ, Fˆ) and the (β, φ˜)-
untwisted R–R polyforms (Cˇ, Fˇ) can be expressed as
Fˇ = eφ˜−Φ eβ∨ eB2∧ Fˆ , Fˆ = eΦ−φ˜ e−B2∧ e−β∨ Fˇ ,
Cˇ = eφ˜−Φ eβ∨ eB2∧ Cˆ , Cˆ = eΦ−φ˜ e−B2∧ e−β∨ Cˇ .
(3.1.93)
As we show in Appendix D.1 by a brute force calculation, if rephrased in terms of bispinors,
these relations have quite simple forms
Fˆ = Fˇ Ω−10 , Cˆ = Cˇ Ω
−1
0 , Fˇ = Fˆ Ω0 , Cˇ = CˆΩ0 ,
Ω−10 = (det Ecd)−
1
2Æ
(−1
2
βab Γab
)
, Ω0 = (det Ecd)− 12Æ
(
1
2
βab Γab
)
,
(3.1.94)
where Æ is an exponential-like function with the gamma matrices totally antisymmetrized
[146]
Æ
(
1
2
βab Γab
) ≡ 5∑
p=0
1
2p p!
βa1a2 · · ·βa2p−1a2p Γa1···a2p . (3.1.95)
In fact, this Ω0 is a spinor representation of a local Lorentz transformation,
5
Ω−10 Γ
a Ω0 =
(E−1 E⊺)ab Γb , (3.1.96)
as we can show by employing the formula provided below [146] (see Appendix D.2 for a
proof). In this sense, the (B, Φ)-untwisted fields and the (β, φ˜)-untwisted fields are related
by a local Lorentz transformation.
Formula: For an arbitrary antisymmetric matrix aab, the spinor representation of a local
Lorentz transformation
Λab ≡
[
(η + a)−1 (η − a)]ab = [(η − a) (η + a)−1]ab ∈ O(1, D − 1) , (3.1.97)
is given by
Ω(a) =
[
det(δdc ± acd)
]− 1
2Æ
(−1
2
aab Γ
ab
)
,
Ω−1(a) =
[
det(δdc ± acd)
]− 1
2Æ
(
1
2
aab Γ
ab
)
, Ω−1(a) Γ
aΩ(a) = Λ
a
b Γ
b .
(3.1.98)
5Note that Γ¯a = Γ11 Γa also satisfies the same relation, Ω−10 Γ¯
a Ω0 =
(E−1 E⊺)ab Γ¯b .
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General formula for Ω
Now, let us find the explicit form of Ω for β-transformations [recall (3.1.64)], satisfying
Ω−1 Γ¯a Ω = Λab Γ¯
b
[
Λ = e
⊺
(1 + rE)−1 (1− rE⊺) e−⊺] . (3.1.99)
A key observation is that by using (3.1.86), (3.1.88), and (3.1.91), Λab can be decomposed
into a product of two Lorentz transformations,
Λ = Λ′ Λ−10 , Λ
′ ≡ η−1 E ′−1 E ′⊺ η , Λ0 ≡ η−1 E−1 E⊺ η , (3.1.100)
where E ′ is defined by
E ′ab ≡ [e˜⊺ (E−1 + r) e˜]ab ≡ ηab − β ′ab (β ′ab ≡ βab − rmn e˜ma e˜nb) . (3.1.101)
Then, we can check the following relations associated with E ′ab:
E ′ab = e˜ma e˜nbE ′mn = e′am e′bnE ′⊺mn , E ′mn = Emn + rmn ≡ G′mn − β ′mn ,
e′m
a ≡ E ′⊺mn e˜na = (E ′−⊺)ba e˜mb , E ′mn =
[
(E−1 + r)−1
]
mn
≡ g′mn +B′mn ,
(3.1.102)
where g′mn and B
′
mn are the β-transformed metric and B-field, respectively. From the in-
variance of d, e˜m
a, and φ˜ under β-transformations, the dilaton Φ in the β-transformed
background becomes
eΦ
′
= (det E ′ab)−
1
2 eφ˜ =
(det E ′ab)−
1
2
(det Ecd)− 12
eΦ . (3.1.103)
Corresponding to the decomposition (3.1.100), we can also decompose Ω as
Ω = Ω′Ω−10 =
[
det(E ′ E)ef
]− 1
2 Æ
(
1
2
β ′ab Γab
)
Æ
(−1
2
βcd Γcd
)
,
Ω−1 = Ω0Ω′−1 =
[
det(E ′ E)ef
]− 1
2 Æ
(
1
2
βab Γab
)
Æ
(−1
2
β ′cd Γcd
)
.
(3.1.104)
where we have defined
Ω′ ≡ (det E ′cd)−
1
2Æ
(
1
2
β ′ab Γab
)
, Ω′−1 = (det E ′cd)−
1
2Æ
(−1
2
β ′ab Γab
)
. (3.1.105)
This gives the desired local Lorentz transformation,
Ω−1 Γ¯aΩ = Ω0Ω′−1 Γ¯aΩ′Ω−10 = (Λ
′ Λ−10 )
a
b Γ¯
b = Λab Γ¯
b . (3.1.106)
The β-transformed R–R field is then expressed as
Fˆ
′
= Fˆ Ω−1 . (3.1.107)
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In terms of the differential form, we can express the same transformation rule as
Fˆ ′ = eΦ′−Φ e−B′2∧ er∨ eB2∧ Fˆ (Fˆ ′m1···mn ≡ e′m1a1 · · · e′mnan Fˆ ′a1···an) . (3.1.108)
In terms of the B-untwisted field Fˆ , the β-untwisted field Fˇ , and the (β, φ˜)-untwisted field
Fˇ , we can express the above formula as
Fˆ ′ = e−B
′
2∧ er∨ eB2∧ Fˆ , Fˇ ′ = Fˇ , Fˇ ′ = Fˇ . (3.1.109)
Namely, the β- or (β, φ˜)-untwisted field is invariant under β-transformations, which has been
shown in [68] (see also [104]) by treating the R–R fields, A and F , as O(D,D) spinors.
Specifically, if the B-field and the dilaton Φ are absent before the β-transformation, we
have βab = 0 , Eab = δba , and β ′ab = −rmn e˜ma e˜nb. Then, (3.1.104) becomes
Ω = (det E ′cd)−
1
2 Æ
(−1
2
rab Γab
)
(rab ≡ rmn e˜ma e˜nb) . (3.1.110)
In section 3.2, we see that this Ω plays an important role in YB deformations of AdS5 × S5
superstring [see Eq. (3.2.44) where 2 η λab plays the same role as rab here].
3.1.5 T -duality-invariant Green–Schwarz action
In section 3.2, we show that YB deformations are equivalent to β-deformations of the target
space. In order to show the equivalence, it will be useful to manifest the covariance of the
GS superstring theory under β-transformations. In this section, we provide a manifestly
O(10, 10) T -duality-covariant formulation of the GS type II superstring theory.
A manifestly T -duality covariant formulations of string theory, the so-called double sigma
model (DSM), has been developed in [148–154] for the bosonic string. More recently, the
DSM for the GS type II superstring theory was formulated in [155] (see also [152, 156–159]
for other approaches to supersymmetric DSMs). The action by Park, in our convention, is
given by
S =
1
4πα′
∫ [ 1
2
HMN ΠM ∧ ∗γΠN −DXM ∧
(AM + ΣM)]
= − 1
4πα′
∫ √−γ d2σ [ 1
2
γαβ HMN ΠMα ΠNβ + εαβDαXM
(AβM + ΣβM)] , (3.1.111)
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where γαβ is the intrinsic metric on the string worldsheet and
ΠM ≡ DXM + ΣM , DXM ≡ dXM −AM , ε01 ≡ 1√−γ ,
(XM) ≡

Xm
X˜m

 , ΣM ≡

Σm
Σ˜m

 ≡ i√
2
(
Θ¯1 Γ
M dΘ1 + Θ¯2 Γ¯
M dΘ2
)
,
(3.1.112)
and a worldsheet 1-form AM(σ) is defined to satisfy,
AM ∂MT = 0 , AM AM = 0 , (3.1.113)
for arbitrary supergravity fields or gauge parameters T (x) . Here, the Dirac conjugates for
the spacetime fermions Θα1 and Θ
α¯
2 are defined respectively as
Θ¯1 ≡ Θ†1 Γ0 , Θ¯2 ≡ −Θ†2 Γ¯0 , (3.1.114)
which indeed transform as
Θ¯1 → Θ¯1 e− 14 ωab Γab , Θ¯2 → Θ¯2 e− 14 ω¯a¯b¯ Γ¯a¯b¯ , (3.1.115)
under a double Lorentz transformation Θ1 → e 14 ωab Γab Θ1 and Θ2 → e− 14 ω¯a¯b¯ Γ¯a¯b¯ Θ2 . The
Majorana–Weyl conditions are defined as6
Θ1 = C (Γ
0)
⊺
Θ∗1 , Θ2 = −Γ¯11 C¯ (Γ¯0)⊺Θ∗2 ,
Γ11Θ1 = Θ1 , Γ¯
11Θ2 = ±Θ2 (IIA/IIB) ,
(3.1.116)
and then we obtain
Θ¯1 = Θ
†
1 Γ
0 = Θ
⊺
1 C , Θ¯2 = −Θ†2 Γ¯0 = −Θ⊺2 C¯ Γ¯11 . (3.1.117)
In [155], the target space was assumed to be flat and have no the R–R fluxes, but here we
generalize the action to any curved backgrounds including the R–R fluxes.
In order to consider the superstring action in the presence of fluxes, such as the H-flux
and the R–R fluxes, we introduce generalized tensors,
K(1)MN ≡ −
i√
2
V(M
a V¯N)
b¯ Θ¯1 Γa Γ
cdΘ1Φb¯cd ,
K(2)MN ≡ −
i√
2
V¯(M
a¯ VN)
b Θ¯2 Γ¯a¯ Γ¯
c¯d¯Θ2 Φ¯bc¯d¯ ,
K(RR)MN ≡
i
4
V(M
a V¯N)
b¯ Θ¯1 Γa Fˆ Γ¯b¯Θ2 .
(3.1.118)
6The non-standard factor −Γ¯11 is introduced in the Majorana condition for Θ2 such that the condition
becomes the standard Majorana condition after the diagonal gauge fixing; Θ2 = C (Γ
0)⊺Θ∗2 .
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Then, we add the following term to the DSM action (3.1.111):
∆S ≡ 1
8πα′
∫
KMN ΠM ∧ ∗γΠN , KMN ≡ K(1)MN +K(2)MN +K(RR)MN . (3.1.119)
By choosing the diagonal gauge, the explicit form of KMN becomes
KMN =

−(g κs g +B κsB +B κa g + g κaB)mn (B κs + g κa)mn
−(κsB + κa g)mn (κs)mn

 , (3.1.120)
κmn ≡ − i
4
(√
2 Θ¯1 Γm Γ
abΘ1Φnab +
√
2 Θ¯2 Γ¯n Γ¯
a¯b¯Θ2 Φ¯ma¯b¯ −
1
2
Θ¯1 Γm Fˆ Γ¯nΘ2
)
, (3.1.121)
where we defined κsmn ≡ κ(mn) and κamn ≡ κ[mn] and their indices are raised or lowered with
the metric gmn . Note that KMN is an O(10, 10) matrix up to quadratic order in ΘI (I = 1, 2).
The modification of the DSM action, S → S + ∆S, is equivalent to the replacement of
the generalized metric
HMN → MMN ≡ HMN +KMN . (3.1.122)
The explicit form of MMN is given by
(MMN) =

δpm Bmp
0 δmp



gpq − κspq (κa)pq
−(κa)pq gpq + (κs)pq



 δqn 0
−Bqn δnq


=

δpm Bˆmp
0 δmp



gˆpq 0
0 (gˆ−1)pq



 δqn 0
−Bˆqn δnq

+O(Θ4) , (3.1.123)
where we defined
gˆmn ≡ gmn − κsmn , Bˆmn ≡ Bmn + κamn . (3.1.124)
Then, we consider an action
S =
1
4πα′
∫ [ 1
2
MMN ΠM ∧ ∗γΠN −DXM ∧
(AM + ΣM)] . (3.1.125)
Before we choose the diagonal gauge, spinors ΘI , R–R fields Fαβ¯, and the spin connec-
tions Φa¯bc, Φ¯ab¯c¯ are invariant under global O(10, 10) transformations or (finite) generalized
diffeomorphisms, while HMN , KMN , ΠM , and ΣM transform covariantly and the action is
invariant.7 The global double Lorentz symmetry is manifest but the local one is not manifest
7More precisely, as discussed in [154, 155], AM does not transform covariantly because dXM does not
transform covariantly, and DXM ∧ AM is not invariant under generalized diffeomorphisms. However, the
variation is only the total-derivative term and the action is invariant under generalized diffeomorphisms.
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because ΣM contains non-covariant quantity dΘI (or KMN contains the spin connection).
The local symmetry becomes manifest only after eliminating the auxiliary fields. On the
other hand, if we choose the diagonal gauge fixing, although the global O(10, 10) transfor-
mations are manifest, the covariance under generalized diffeomorphisms are lost, because the
barred indices are rotated under the compensating local Lorentz transformation. Indeed, the
transformation rule of fermionic fields after the diagonal gauge fixing is
Θ1 → Θ1 , Θ2 → ΩΘ2 , (3.1.126)
where Ω is the one given in (3.1.64), and in general, it is non-constant. Accordingly, dΘ2
(and thus ΣM also) does not transform covariantly.
It is interesting to note that all information on the curved background is contained in
the generalized metricMMN . The usual generalized metric HMN contains only the P -P or
P¯ -P¯ components [see (3.1.8)] while other quantities such as the R–R fluxes are contained in
the P -P¯ or P¯ -P components KMN .
In the following, we show that the action (3.1.125) reproduces the conventional GS su-
perstring action [109] up to quadratic order in fermions ΘI .
Classical equivalence to the type II GS action
In order to reproduce the conventional action, we choose the canonical section ∂˜m = 0.
Then, the condition (3.1.113) for AM indicates that AM takes the form (AM) = (0, Am) and
DXM becomes
DXM =

 dXm
dX˜m − Am

 ≡

dXm
Pm

 , (3.1.127)
where, for simplicity, we defined Pm and treated it as a fundamental variable rather than
Am . The action then becomes
S =
1
4πα′
∫ [ 1
2
MMN ΠM ∧ ∗γΠN − Pm ∧
(
dXm + Σm
)]
− 1
4πα′
∫ (
dXm ∧ Σ˜m + dXm ∧ dX˜m
)
. (3.1.128)
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We can expand the first line as
1
2
MMN ΠM ∧ ∗γΠN − Pm ∧
(
dXm + Σm
)
=
1
2
gˆmn
(
dXm + Σm
) ∧ ∗γ(dXn + Σn)
+
1
2
gˆmn
[
Pm + Σ˜m − Bˆmp (dXp + Σp)
] ∧ ∗γ[Pn + Σ˜n − Bˆnq (dXq + Σq)]
− Pm ∧
(
dXm + Σm
)
= gˆmn
(
dXm + Σm
) ∧ ∗γ(dXn + Σn)+ [Σ˜n + Bˆmn (dXm + Σm)] ∧ (dXn + Σn)
+
1
2
gˆmn
[
Pm + Σ˜m − Bˆmp (dXp + Σp)− gˆmp ∗γ (dXp + Σp)
]
∧ ∗γ
[
Pn + Σ˜n − Bˆnq (dXq + Σq)− gˆnq ∗γ (dXq + Σq)
]
, (3.1.129)
and eliminating the auxiliary fields Pm, we obtain
S =
1
4πα′
∫ [
gˆmn
(
dXm + Σm
) ∧ ∗γ(dXn + Σn)+ Bˆmn (dXm + Σm) ∧ (dXn + Σn)
− 2 dXm ∧ Σ˜m − Σm ∧ Σ˜m − dXm ∧ dX˜m
]
. (3.1.130)
By using the explicit expression for ΣM ,
ΣM =

Σm
Σ˜m

 ≡

 Σm
Σˆm +Bmn Σ
n

 ,

Σm
Σˆm

 ≡ i
2

Θ¯1 Γm dΘ1 + Θ¯2 Γ¯m dΘ2
Θ¯1 Γm dΘ1 − Θ¯2 Γ¯m dΘ2

 ,
(3.1.131)
and neglecting quartic terms in Θ and the topological term, the action becomes
S =
1
2πα′
∫
d2σ
√−γ L ,
L = −1
2
(
γαβ − εαβ) (gˆmn + Bˆmn) ∂αXm ∂βXn − gmn ∂αXm (γαβ Σnβ + εαβ Σˆnβ) . (3.1.132)
In order to compare the obtained action with the conventional GS superstring action, let
us further expand the Lagrangian as
L = −P αβ− (gmn +Bmn) ∂αXm ∂βXn
− i P αβ+ ∂αXm Θ¯1 Γm
(
∂βΘ1 +
1
4
∂βX
n ω+nab Γ
abΘ1
)
− i P αβ− ∂αXm Θ¯2 Γm
(
∂βΘ2 − 1
4
∂βX
n ω−nab Γ¯
abΘ2
)
+
i
8
P αβ+ Θ¯1 Γm Fˆ Γ¯nΘ2 ∂αX
m ∂βX
n .
(3.1.133)
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where we have defined
P±αβ ≡ γαβ ± εαβ
2
, Θ¯2 ≡ Θ†2 Γ0
(
Θ¯2 Γ¯m = Θ¯2 Γm
)
, (3.1.134)
and used the explicit form of the spin connection (3.1.61),
Φmab =
1√
2
ω+mab , Φ¯ma¯b¯ = −
1√
2
ω−mab , ω±mab ≡ ωmab ± 1
2
em
cHcab . (3.1.135)
Further using
Γ¯ab = −Γab , Fˆ Γ¯m = ∓ Fˆ Γm (IIA/IIB) , (3.1.136)
we obtain the type II superstring action
LIIA/IIB = −P αβ− (gmn +Bmn) ∂αXm ∂βXn
− i (P αβ+ ∂αXm Θ¯1 ΓmD+βΘ1 + P αβ− ∂αXm Θ¯2 ΓmD−βΘ2)
∓ i
8
P αβ+ Θ¯1 Γm Fˆ ΓnΘ2 ∂αX
m ∂βX
n ,
(3.1.137)
where we defined
D±α ≡ ∂α + 1
4
∂αX
m ω±mab Γab . (3.1.138)
For type IIA superstring, defining Θ ≡ Θ1 +Θ2 , we obtain a simple action
LIIA = −P αβ− (gmn +Bmn) ∂αXm ∂βXn
− i
2
γαβ ∂αX
m Θ¯ ΓmDβΘ− i
2
εαβ ∂αX
m Θ¯ Γ11 ΓmDβΘ ,
(3.1.139)
where we defined
Dα ≡ ∂α + 1
4
∂αX
m ωm
ab Γab − 1
8
∂αX
mHm
ab Γab Γ
11 +
1
16
∂αX
m Fˆ Γm . (3.1.140)
On the other hand, for type IIB superstring, using the Pauli matrices σIJi (i = 1, 2, 3), we
can rewrite the action in a familiar form
LIIB = −P αβ− (gmn +Bmn) ∂αXm ∂βXn
− i
2
(
γαβ δIK + εαβ σIK3
)
Θ¯I ∂αX
m ΓmD
KJ
β ΘJ ,
(3.1.141)
where we used (A.2.8) and defined
DIJα ≡ δIJ
(
∂α +
1
4
∂αX
m ωm
ab Γab
)
+
1
8
σIJ3 ∂αX
mHmab Γ
ab
− 1
8
(
ǫIJ Fˆ 1 + σ
IJ
1 Fˆ 3 +
1
2
ǫIJ Fˆ 5
)
∂αX
n Γn ,
Fˆp ≡ 1
p!
Fˆa1···ap Γa1···ap , (ǫIJ) ≡
(
0 1
−1 0
)
.
(3.1.142)
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As discussed around (3.1.83), under a single T -duality along the xz-direction, the fermionic
variables transform as
Θ1 → Θ1 , Θ2 → 1√
gzz
Γz Θ2 . (3.1.143)
Since it flips the chirality of Θ2, it maps type IIA and IIB superstring to each other.
3.2 YB deformations as β-deformations
In this section, we show that the homogeneous YB deformation can be regarded as the
β-transformation.
3.2.1 YB deformations as β-deformations : formula
As explained in the previous section 3.1, the β-deformation (or β-transformation) belongs to
a specific class of the O(D,D) transformations. The transformation is performed by shifting
the β-field as
βmn0 (x)→ βmn(x) = βmn0 (x)− rmn(x) (rmn = −rnm) , (3.2.1)
where β0 is the β-field on the original background (see (3.1.85), (3.1.20) for our convention).
The usual supergravity fields (gmn, Bmn, Φ, Fˆ , Cˆ) are transformed like
H′ = eβ⊺ H eβ , d′ = d ,
Fˆ ′ = e−B
′
2∧ e−β∨ eB2∧ Fˇ , Cˆ ′ = e−B
′
2∧ e−β∨ eB2∧ Cˇ ,
(3.2.2)
where the matrix eβ is
eβ = (eβ MN) =

 δmn − rmn(x)
0 δnm

 . (3.2.3)
We should stress that unlike the B-field gauge transformations, the β-deformation is not a
gauge transformation. This fact implies that in general, the β-deformed background may
not satisfy the (generalized) supergravity equations (2.2.50) even if the original background
is a solution of the supergravity (or DFT).
Now, let us explain a relation between the β-deformation and the YB deformation. For
this purpose, we concentrate on deformations of the AdS5×S5 background. Since the B-field
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vanishes on the AdS5×S5 background, the β-field in the original background also vanishes.
A homogeneous YB deformation is specified by taking a skew-symmetric classical r-matrix
r =
1
2
rijTi ∧ Tj . (3.2.4)
Here we assume the generators Ti are elements a bosonic subalgebra so(2, 4) × so(6) of
su(2, 2|4) . An important observation made in [68] is that a YB deformed background asso-
ciated with the classical r-matrix (3.2.4) can also be generated by a β-deformation
βmn0 (x) = 0→ βmn(x) = −rmn(x) = 2 η rij Tˆmi (x) Tˆ nj (x) . (3.2.5)
where Tˆmi (x) are Killing vector fields associated with generators Ti appearing in the r-matrix
(3.2.4). The observation had been shown in [69].
In terms of the usual supergravity fields (gmn, Bmn, Φ, Fˆ , Cˆ), the YB-deformed back-
ground can be expressed as 8
g′mn +B
′
mn =
[
(G−1 − β)]−1
mn
, d′ = d ,
Fˆ ′ = e−B
′
2∧ e−β∨ Fˇ , Cˆ ′ = e−B
′
2∧ e−β∨ Cˇ ,
(3.2.6)
where Gmn is the metric of the AdS5×S5 background. The formula precisely describes the
YB-deformed the AdS5×S5 backgrounds which are read off from the deformed GS action
(2.2.1) described in the next section. Since the action of the YB-deformed the AdS5×S5
superstring has the κ-symmetry, the deformed background (3.2.6) solves the (generalized)
supergravity equations of motion (2.2.50). When the associated r-matrix is non-unimodular,
the Killing vector Im in the GSE is given by the divergent formula (2.2.53). In this way,
we can generate YB-deformed backgrounds by using the formulas (3.2.6), (2.2.53) with the
β-filed (3.2.5).
If the original background has the B-field, the formula (3.2.2) should be employed in
stead of (3.2.6). The deformations of the AdS3×S3×T4 supported by H-flux are discussed
in the section 3.4.
R-flux
When there exists the β-field on a given background, we can consider the associated tri-vector
R known as the non-geometric R-flux. The flux is defined as
R ≡ [β, β]S , (3.2.7)
8The deformed background can be reproduced from the requirement of the invariance of Non-zero Page
forms and associated Page charges [201].
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where [ , ]S denotes the Schouten bracket. The Schouten bracket is defined for a p-vector
and a q-vector as
[a1 ∧ · · · ∧ ap, b1 ∧ · · · ∧ bq]S
≡
∑
i,j
(−1)i+j[ai, bj ] ∧ a1 ∧ · · · aˇi · · · ∧ ap ∧ b1 ∧ · · · bˇj · · · ∧ bq , (3.2.8)
where the check aˇi denotes the omission of ai .
The β-field on the YB deformed backgrounds takes the form
βmn = −rmn = 2 η rij Tˆmi Tˆ nj , β =
1
2
βmn ∂m ∧ ∂n = 2 η
(
1
2
rij Tˆi ∧ Tˆj
)
. (3.2.9)
By using the Lie bracket for the Killing vector fields [Tˆi, Tˆj ] = −fij k Tˆk , we obtain
Rmnp = 3 β [m|q ∂qβ |np]
= −8 η2 (fl1l2 i rjl1 rkl2 + fl1l2 j rkl1 ril2 + fl1l2k ril1 rjl2) Tˆmi Tˆ nj Tˆ pk = 0 , (3.2.10)
upon using the homogeneous CYBE (2.2.8) [68]. This shows the absence of the R-flux in
homogeneous YB-deformed backgrounds.
3.2.2 YB deformed backgrounds from the GS action
In the following, we rewrite the YB-deformed action in the form of the conventional GS
action, and show that the target space is a β-deformed AdS5 × S5 background. In order to
determine the deformed background, it is sufficient to expand the action up to quadratic
order in fermions,
SYB = S(0) + S(2) +O(θ4) . (3.2.11)
In this subsection, we provide a general formula for the deformed background for an arbitrary
r-matrix satisfying homogeneous CYBE, though our analysis is limited to the cases where
the r-matrices are composed only of the bosonic generators of su(2, 2|4) .9
9Rewriting of the YB sigma model action to the standard GS form based on the κ-symmetry was done
in [23] to full order in fermionic variables, and there, the deformed background associated with a general
r-matrix was determined.
73
Preparations
To expand the action (2.2.1) of the YB sigma model, we will introduce some notation. Since
the r-matrix is composed of bosonic generators only, the dressed R-operator Rgb acts on
each generators as
Rgb(Pa) = λa
bPb +
1
2
λa
bc Jbc ,
Rgb(Jab) = λab
cPc +
1
2
λab
cd Jcd ,
Rgb(Q
I) = 0 .
(3.2.12)
Since the (dressed) R-operator is skew-symmetric,
STr
[
Rgb(X) Y
]
= −STr[X Rgb(Y )] , (3.2.13)
if we take X and Y as Pa or Jab , we obtain relations
λab ≡ λac ηcb = −λba , λabc = −1
2
ηcdRabef λd
ef , λab
ef Refcd = −λcdef Refab , (3.2.14)
where Rabcd is the Riemann tensor in the tangent space of the AdS5 × S5 background.
For the later convenience, we will introduce deformed currents
J± ≡ O−1± A± . (3.2.15)
By using the results in the Appendix E.1, the currents can be expanded as
J± = O−1±(0)(A(0)) +O−1±(0)(A(1)) +O−1±(1)(A(0)) +O(θ2)
= ea±Pa −
1
2
W ab± Jab +Q
I DIJ± θJ +O(θ2) , (3.2.16)
where we defined
ea± ≡ eb k±ba , k±ab ≡
[
(1± 2 η λ)−1]ab , W ab± ≡ ωab ± 2 η ec± λcab , (3.2.17)
DIJ± ≡ δIJ D± +
i
2
ǫIJ ea± γˆa , D± ≡ d +
1
4
W ab± γab . (3.2.18)
Here, ea± and W
ab
± are two vielbeins on the deformed background and torsionful spin connec-
tions ω± (3.1.135), respectively. In fact, ea± satisfy
g′mn = ηabe
a
+e
b
+ = ηabe
a
−e
b
− , (3.2.19)
and describe the deformed metric g′mn . Also, W
ab
± are given by
W±ab = ω[∓]ab ± 1
2
ec∓H
′
cab , (3.2.20)
where ω[±] are spin connections associated with the vielbeins e± and H ′3 is the H-flux on the
deformed background.
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NS–NS sector
metric and B-filed Let us first consider the metric and B-filed of the YB deformed action
S(0) = −T
2
∫
d2σ P αβ− STr
[
Aα(0) d− ◦ O−1−(0)(Aβ(0))
]
. (3.2.21)
From (E.1.4), the action can be rewritten as
S(0) = −T
∫
d2σ P αβ− ηab eα
a eβ
c k−cb . (3.2.22)
By comparing it with the canonical form (3.1.137) of the GS action, we can write down the
expressions of the deformed metric and the B-field as
g′mn = e(m
a en)
b k+ab , B
′
mn = e[m
a en]
b k+ab . (3.2.23)
Since the original AdS5 × S5 background does not the B-field, Emn = (g +B)mn is simply
Emn = gmn = em
a en
b ηab , E
mn = ηab ea
m eb
n . (3.2.24)
On the other hand, by using (3.2.23), the inverse of Emn is deformed as
E ′mn ≡ [(g′ +B′)−1]mn = (k−1+ )ab eam ebn = (η + 2 η λ)ab eam ebn . (3.2.25)
Therefore, the deformation can be summarized as
Emn → E ′mn = Emn + 2 η λab eam ebn . (3.2.26)
By comparing it with the β-transformation rule (3.1.85), the YB deformation can be regarded
as the β-deformation with the parameter
rmn = 2 η λab ea
m eb
n . (3.2.27)
If we compute dual fields Gmn , βmn (3.1.20) in the deformed background, we obtain
Gmn = ηab em
a en
b , βmn = −2 η λab eam ebn . (3.2.28)
The dual metric is invariant under the deformation G0,mn → G0,mn = Gmn, while the β-field,
which is absent in the undeformed background, is shifted as βmn0 = 0 → β ′mn = −rmn .
Moreover, let us rewrite rmn of (3.2.27) by using the r-matrix instead of λab . From the
definition, λab can be expressed as
λab = STr
[
Rgb(P
a)Pb
]
. (3.2.29)
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By using the r-matrix r = 1
2
rij Ti ∧ Tj , this can be expressed as
STr
[
Rgb(P
a)Pb
]
= rij STr
(
g−1b Ti gbPb) STr(g
−1
b Tj gbPa)
= −rij [Adg−1b ]ia [Adg−1b ]ib , (3.2.30)
and (3.2.27) becomes
rmn = −2 η rij [Adg−1b ]ia [Adg−1b ]jb eam ebn . (3.2.31)
By using the Killing vectors (2.1.67), we obtain a very simple expression
rmn = −2 η rij Tˆmi Tˆ nj . (3.2.32)
This implies that β-field (3.2.32) is the bi-vector representation of the r-matrix characterizing
a YB deformation.
dilaton
Next let us see the YB deformed dilaton Φ′ . The formula of the YB deformed dilaton Φ′
had been proposed in [23, 55] as
eΦ
′
= (det k+)
1
2 = (det k−)
1
2 . (3.2.33)
Indeed, the formula is consistent to the equations of motion of SUGRA in the string frame
and reproduces the one on the well-known backgrounds ( e.g. Lunin-Maldacena-Frolov [56],
Maldacena-Russo backgrounds [58, 59]).
In order to compare this with the β-transformation law of the dilation, we consider the
two vielbeins e±ma = emb k±ba introduced in (3.2.17). Here, we can rewrite k±ab as
k±ab ≡
[
(1± 2 η λ)−1]ab = eam [(1± g r)−1]mn enb = eam [(1± E⊺ r)−1]mn enb , (3.2.34)
by using rmn of (3.2.27) and Bmn = 0 in the undeformed background. Then, e±ma become
e±ma =
[
(E−⊺ ± r)−1E−⊺]mn ena . (3.2.35)
Comparing this with the β-transformation rule (3.1.85), we can identify e−ma as the β-
deformed vielbein e′m
a . Similarly, e+m
a can be identified as the β-deformed barred vielbein
e¯′m
a,
e−ma ↔ e′ma , e+ma ↔ e¯′ma . (3.2.36)
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Namely, we can express the deformed metric as
g′mn = e+m
a e+n
b ηab = e−ma e−nb ηab , (3.2.37)
and the invariance of e−2d = e−2Φ
√−g under β-deformations shows
e−2Φ
′
=
√−g√−g′ e
−2Φ =
det(em
a)
det(e±ma)
e−2Φ = (det k±)−1 e−2Φ . (3.2.38)
Recalling Φ = 0 in the undeformed background, the transformation rule (3.2.33) can be
understood as the β-transformation. Therefore, NS–NS fields are precisely β-deformed under
the homogeneous YB deformation.
R–R sector
Next, we determine the R–R fields from the quadratic part S(2) of the YB deformed action,
and show that the R–R fields are also β-deformed with the rmn given in (3.2.32).
As noticed in [46, 55], the deformed action naively does not have the canonical form of
the GS action (3.1.141), and we need to choose the diagonal gauge and perform a suitable
redefinition of the bosonic fields Xm . Since the analysis is considerably complicated, we
relegate the details to Appendix E.3, and here we explain only the outline.
The quadratic part of the deformed action S(2) can be decomposed into two parts,
S(2) = S
c
(2) + δS(2) . (3.2.39)
For a while, we focus only on the first part Sc(2) since the second part δS(2) is completely
canceled after some field redefinitions. The explicit expression of Sc(2) is given by
Sc(2) = −i T
∫
d2σ
[
P αβ+ e−α
a θ¯1 γˆaD+βθ1 + P
αβ
− e+α
a θ¯2 γˆaD−βθ2
+ i P αβ+ ǫ
IJ θ¯1 e−αa γˆa e+βb γˆb θ2
]
. (3.2.40)
This action contains the two deformed vielbeins e±ma similar to the DSM action (3.1.125)
prior to taking the diagonal gauge. As we observed in (3.2.36), these vielbeins e−ma and
e+m
a correspond to the two vielbeins e′m
a and e¯′m
a¯ introduced in (3.1.16), respectively. In
order to rewrite the action into the canonical form of the GS action, we need to choose the
diagonal gauge em
a = e¯m
a¯ .
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For this purpose, we first rewrite the action (3.2.40) in terms of the 32 × 32 gamma
matrices. By using relations (B.2.6), (B.2.10), and (B.2.11), we obtain
Sc(2) = −i T
∫
d2σ
[
P αβ+ Θ¯1 e−α
a ΓaD+βΘ1 + P
αβ
− Θ¯2 e+α
a ΓaD−βΘ2
− 1
8
P αβ+ Θ¯1 e−α
a Γa Fˆ 5 e+β
b ΓbΘ2
]
,
(3.2.41)
where D±αΘI ≡
(
∂α+
1
4
W±αab Γab
)
ΘI and Fˆ5 is the undeformed R–R 5-form field strength
Fˆ5 =
1
5!
Fˆa1···a5 Γ
a1···a5 = 4
(
Γ01234 + Γ56789
)
. (3.2.42)
Next, we eliminate the vielbein e+m
a by using relations [recall the formula (3.1.98)]
e+m
a = (Λ−1)ab e−mb = Λba e−mb , Λab ≡ (k−1− )ac k+cb ∈ SO(1, 9) , (3.2.43)
which follows from (3.2.17). By further using the e identity
Ω−1 ΓaΩ = Λab Γb , Ω = (det k−)
1
2 Æ
(−η λab Γab) , (3.2.44)
the action becomes
Sc(2) = −i T
∫
d2σ
[
P αβ+ Θ¯1 e
′
α
a ΓaD+βΘ1 + P
αβ
− Θ¯2Ω
−1 e′α
a ΓaΩD−βΘ2
− 1
8
P αβ+ Θ¯1 e
′
α
a Γa Fˆ5Ω
−1 e′β
c ΓcΩΘ2
]
.
(3.2.45)
Then, we perform a redefinition of the fermionic vaiables ΘI ,
Θ′1 ≡ Θ1 , Θ′2 ≡ ΩΘ2 . (3.2.46)
As the result of the redefinition, we obtain
Sc(2) = −T
∫
d2σ
[
P αβ+ i Θ¯
′
1 e
′
α
a ΓaD
′
+βΘ
′
1 + P
αβ
− i Θ¯2 e
′
α
a ΓaD
′
−βΘ
′
2
− 1
8
P αβ+ i Θ¯1 e
′
α
a Γa Fˆ5Ω
−1 e′β
b ΓbΘ
′
2
]
, (3.2.47)
where the derivatives D′± are defined as
D′+ ≡ D+ = d +
1
4
W ab+ Γab ,
D′− ≡ Ω ◦D− ◦ Ω−1 = d +
1
4
W ab− ΩΓabΩ
−1 + ΩdΩ−1
= d +
1
4
[
Λac Λ
b
dW
cd
− + (ΛdΛ
−1)ab
]
Γab .
(3.2.48)
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As we show in Appendix E.2, the spin connection ω′ab associated with the deformed vielbein
e′a and the deformed H-flux H ′abc satisfy
ω′ab +
1
2
e′cH
′cab = W ab+ ,
ω′ab − 1
2
e′cH
′cab = Λac ΛbdW cd− + (ΛdΛ
−1)ab ,
(3.2.49)
and D′± can be expressed as
D′± = d +
1
4
(
ω′ab ± 1
2
e′cH
′cab
)
Γab . (3.2.50)
Then, the deformed action (3.2.47) becomes the conventional GS action at order O(θ2) by
identifying the deformed R–R field strengths as
Fˆ
′
= Fˆ5Ω
−1 . (3.2.51)
As shown in Appendix D.1, the transformation rule (3.2.51) is equivalent to the β-transformation
(3.2.6) of the R–R field. The transformation rule (3.2.51) has originally been given in [23].
Another derivation based on the κ-symmetry variation is given in Appendix F.
Finally, let us consider the remaining part δS(2) . This is completely canceled by redefining
the bosonic fields Xm [46, 55] ,
Xm → Xm + η
4
σIJ1 e
cm λc
ab θ¯I γab θJ +O(θ4) , (3.2.52)
as long as the r-matrix satisfies the homogeneous CYBE. Indeed, this redefinition gives a
shift S(0) → S(0) + δS(0) and the summation of δS(0) and δS(2) has a quite simple expression
δS(0) + δS(2)
=
η2 T
2
∫
d2σ P αβ− σ
IJ
1
[
CYBE(0)g
(
J
(2)
+m, J
(2)
−n
)]ab
θ¯I γab θJ ∂αX
m ∂βX
n , (3.2.53)
where CYBE(0)g (X, Y ) represents the grade-0 component of CYBEg(X, Y ) defined in (2.2.5).
This shows that δS(2) is completely canceled out by δS(0) when the r-matrix satisfies the
homogeneous CYBE. The derivation of (3.2.53) is explained in Appendix E.3.2.
3.2.3 Killing vector I and the divergent formula
Here, we derive the experimental formula (2.2.53) for YB deformed AdS5× S5 backgrounds.
In subsection 2.2.7, by using the formula (2.2.53) , the Killing vector Im were given by
Im = Dnr
nm = η rij fij
k Tˆmk . (3.2.54)
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A general formula for I on the deformed AdS5 × S5 backgrounds was originally obtained
in [23], and by neglecting contributions from fermionic generators, we get a simple expression
[202]
I = −η
2
κij STr
{
[Ti, R(Tj)] Adg (J
(2)
+ + J
(2)
− )
}
,
(κij) ≡ κ−1 , κ ≡ (κij) , κij ≡ STr(Ti Tj) .
(3.2.55)
By substituting the definitions (3.2.15) of the deformed currents J±, (3.2.55) becomes
I = −η
2
κij rkl κjl (e
a
+ + e
a
−) STr
(
[Ti, Tk] gPa g
−1)
=
η
2
rik (ea+ + e
a
−) fik
j [Adg]a
l κjl = η r
ij fij
k
[
Adg−1
]
k
b k−b
a e′a ≡ Ia e′a , (3.2.56)
where we have used
[Adg]a
k κki = STr(gPa g
−1 Ti) = STr(Pa g
−1 Ti g) =
[
Adg−1
]
i
c ηca ,
ea+ + e
a
− = (k
−1
− k+)b
a e′b + e′b = [(2− k−1+ ) k+]ba e′b + e′b = 2 k+ba e′b = 2 kab− e′b .
(3.2.57)
Then, the curved components become
Im = Ia e′a
m = Ia (k−1− )a
b eb
m = η rij fij
k
[
Adg−1
]
k
b eb
m = η rij fij
k Tˆmk , (3.2.58)
and the formula (2.2.55) is reproduced. Here, it is noted that, although the right-hand side
of (3.2.58) is expressed by using the Killing vectors Tˆmi on the undeformed background, the
Killing vector Im on the left-hand side should be understood as a vector field defined on the
YB-deformed AdS5 × S5 background.
3.3 YB deformations as generalized diffeomorphisms
In the previous section, we have shown that the homogeneous YB deformations can be
regarded as the β-transformations. Since the deformed backgrounds are solutions of (gen-
eralized) supergravity, the β-transformations are a gauge symmetry of DFT. Therefore, one
may expect that the transformations should be expressed as generalized diffeomorphisms.
Our aim here is to find out generalized diffeomorphisms which produce various β-twists
specified by various r-matrices satisfying the homogeneous CYBE. Namely, we construct a
generalized diffeomorphisms parameter V satisfying
H′MN = eβ
⊺ H eβ = e£ˆV HMN , d′ = e£ˆV d = d . (3.3.1)
We will present strong evidence of the expectation for the following r-matrices:
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(i) Abelian r-matrices
(ii) almost Abelian r-matrices and more general case
(iii) rank-2 non-unimodular r-matrices
At this moment, the general expressions for the generalized diffeomorphisms corresponding
any r-matrices have not been known.
3.3.1 TsT-transformations as generalized diffeomorphisms
Let us first to consider an Abelian r-matrix,
r1 = η1 T1 ∧ T2 . (3.3.2)
The associated YB deformation describes the TsT-transformation. To obtain the description
of TsT-transformations as generalized diffeomorphisms, we will introduce the generalized
Killing vectors Tˆi associated with Ti . For the usual isometries, Tˆi take the form (Tˆ
M
i ) =
(Tˆmi , 0) and satisfy
ηMN Tˆ
M
i Tˆ
N
j = 0 . (3.3.3)
In addition, they are independent of the dual coordinates x˜i .
Since we are considering the Abelian r-matrix (3.3.2), a coordinate system can always
be found so that Tˆ2 = Tˆ
m
2 ∂m (Tˆ
m
2 : constant) is realized. In such coordinates, we consider
V1 = η1 Tˆ
m
2 x˜m Tˆ1 . (3.3.4)
Thanks to [Tˆ1, Tˆ2] = 0 and the Killing property of Tˆ2, V1 satisfies the weak constraint
∂M∂
MV1 = 0 and the strong constraint ∂
MV N1 ∂MA = 0 where A denotes V1 or supergravity
fields. Then, it is easy to show that
£ˆV1HMN = (r⊺1 H +H r1)MN , £ˆV1d = 0 , (3.3.5)
where rMN1 ≡ 2 η1 Tˆ[M1 TˆN ]2 . The R-R potentials Cˇ and the field strengths Fˇ are invariant.
The finite transformation e£ˆV1 gives (3.3.1) with r replaced with r1.
In order to demonstrate the relation to the usual TsT-transformation, let us consider
an Abelian r-matrix and choose a coordinate system where Tˆi = ∂i are realized. Then, our
diffeomorphism parameter becomes
V =
N∑
i=1
ηi x˜2i ∂2i−1 , (3.3.6)
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and it generates a generalized diffeomorphism,
xM → x′M = eV xM , (3.3.7)
or more explicitly,
x′2i−1 = x2i−1 + ηi x˜2i . (3.3.8)
This is nothing but the TsT-transformation in the DFT language.
3.3.2 Almost Abelian twist
Next, we will consider almost Abelian twists which are generated by a r-matrix
rN ≡
N∑
i=1
ηi T2i−1 ∧ T2i , [T2i−1, T2i] = 0 , (3.3.9)
where ηi (i = 1, . . . , N) are deformation parameters. We can see the r-matrix satisfies
the unimodularity condition (2.2.40). In particular, the almost Abelian condition can be
expressed as
[Tˆ2k−1, β(rk−1)]S = 0 , [Tˆ2k, β(rk−1)]S = 0 , (1 ≤ k ≤ N) . (3.3.10)
The bracket [ , ]S is the Schouten bracket (3.2.8) and β(rk) represents the β-field associated
with the r-matrix rk . This condition (3.3.10) ensures the homogeneous CYBE.
For the simplicity, we focus on the case of N = 2 ,
r2 = r1 + η2 T3 ∧ T4 . (3.3.11)
From the almost Abelian property, we can again find a coordinate system where Tˆ4 = Tˆ
m
4 ∂m
(Tˆm4 : constant) is realized, and perform a transformation e
£ˆV2 with
V2 = η2 Tˆ
m
4 x˜m Tˆ3 . (3.3.12)
Repeating this procedure, we obtain the β-twisted background associated with the almost
Abelian r-matrix, r = rN .
As a non-trivial example, let us consider a deformation of AdS5 × S5 background with
the Poincare´ metric,
ds2 =
−2 dx+dx− + (dx2)2 + (dx3)2 + dz2
z2
+ ds2S5 . (3.3.13)
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We denote the translation, Lorentz, and dilatation generators by Pµ, Mµν , and D (µ, ν =
+,−, 2, 3), respectively, and consider a rank-4 r-matrix, r = r2, with
T1 = M+2 , T2 = P3 , T3 = D −M+− , T4 = P+ . (3.3.14)
These satisfy [T3, T1] = T1 and [T3, T2] = −T2, and constitute an almost Abelian r-matrix.
This case, we consider a sequence of finite transformations e£ˆV2 e£ˆV1 with
V1 ≡ η1 x˜3 Mˆ+2 , V2 ≡ η2 x˜+ (Dˆ − Mˆ+−) , (3.3.15)
where hatted quantities like Mˆ+2 denote the generalized Killing vectors associated with the
unhatted generators. These finite transformations produce the β-field,
β(r2) = η1 Mˆ+2 ∧ Pˆ3 + η2 (Dˆ − Mˆ+−) ∧ Pˆ+
= η1
(
x2 ∂+ + x
− ∂2
) ∧ ∂3 + η2 (z ∂z + 2 x− ∂− + x2 ∂2 + x3 ∂3) ∧ ∂+ , (3.3.16)
and the deformed background is indeed a solution of type IIB supergravity. If one prefers
to combine the transformations as a single one, e£ˆV2 e£ˆV1 = e£ˆV12 , the Baker-Campbell-
Hausdorff formula [144] would be useful.
3.3.3 A more general class
Let us consider a wider class of unimodular r-matrices, r = rN with (3.3.9) satisfying
[Tˆ2k−1, β(rk−1)]S = 0 , Tˆ2k−1 ∧ [Tˆ2k, β(rk−1)]S = 0 , (3.3.17)
for 1 ≤ k ≤ N , which covers all of the rank-4 unimodular r-matrices of AdS5 [23], including
the example where any TsT-like transformation has not been found.
We explain a subtle issue in this class by considering the rank-4 example (N = 2) where
[Tˆ3, β(r1)]S = 0 but [Tˆ4, β(r1)]S 6= 0 . Similar to the almost Abelian case, in coordinates where
Tˆ2 = ∂2 , we first consider a finite transformation
H(1)MN = e£ˆV1 HMN with V1 = η1 x˜2 Tˆ1 . (3.3.18)
Then, in coordinates where e4 = ∂4, we perform the second transformation
H(2)MN = e£ˆV2 H(1)MN with V2 = η2 x˜4 Tˆ3 . (3.3.19)
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According to [Tˆ4, β(r1)]S 6= 0, H(1)MN depends on the x4 coordinate and hence the second
transformation breaks the strong constraint;
∂KV2 ∂
KH(1)MN 6= 0 . (3.3.20)
In fact, the formula (3.2.2) itself does not require the strong constraint, and indeed e£ˆV2 e£ˆV1
provides the desired background. The problem is that a generic strong-constraint-violating
generalized diffeomorphism is not a gauge symmetry of DFT. Therefore, the deformed back-
ground may not be a solution of DFT. Interestingly, for all examples in the list presented
in [23] (which cover all inequivalent rank-4 deformations of AdS5), one can check that the
equations of motion transform covariantly under the diffeomorphisms. At the present stage,
we are not aware of the clear reason why such diffeomorphisms are allowed. A more general
formulation of DFT [160–162], where the strong constraint is rather relaxed, may help us to
answer the question.
3.3.4 Non-unimodular cases
The last type of homogeneous YB deformations is the non-unimodular one. For simplicity,
we will here focus upon the rank-2 Jordanian r-matrix,
r = η T1 ∧ T2 with [T1, T2] = T1 . (3.3.21)
In this case, the formula (2.2.40) indicates that the unimodularity is broken:
Im = −η Tˆm1 6= 0 . (3.3.22)
For some non-unimodular cases, TsT-like transformations have been employed in [64] to
reproduce the YB-deformed backgrounds on a case-by-case basis. Instead, we will here stick
to our general strategy. In the present case, [Tˆ1, Tˆ2] 6= 0 introduces the x2 dependence into
Tˆ1 and the parameter V = η x˜2 Tˆ1 breaks even the weak constraint:
∂N∂
NV M 6= 0 . (3.3.23)
However, the formula (3.3.1) still works due to the generalized Killing property of Tˆ1 and the
Jordanian property, [Tˆ1, Tˆ2] = Tˆ1 . A subtle issue is again the covariance of the equations of
motion, and, as we show below, they are not transformed covariantly in the non-unimodular
case.
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In DFT, the generalized connection ΓMNK is supposed to transform as
δV ΓMNK = £ˆV ΓMNK − 2 ∂M∂[NVK] . (3.3.24)
At the same time, it is defined to satisfy the condition
∇Md ≡ ∂Md+ 1
2
ΓK
K
M = 0 . (3.3.25)
By the consistency,
δV∇Md = £ˆV∇Md+ ∂KVM ∂Kd− 1
2
∂N∂
NVM , (3.3.26)
must vanish. It indeed vanishes if the strong constraint is satisfied. In the present case, the
first two terms on the right-hand side vanish but the last term does not vanish because V M
breaks the weak constraint. A short calculation shows that
δV∇Md = η [Tˆ1, Tˆ2]MC ≡ −XM . (3.3.27)
From the Jordanian property, the finite transformation gives rise to
eδV ∇Md = −XM . (3.3.28)
Namely, after performing the deformation, ∇Md does not vanish but becomes (minus) the
null generalized Killing vector,
XM = −η TˆM1 = (Im, 0) . (3.3.29)
This is the situation of the modified DFT (mDFT) [116], where the generalized connection
is deformed by a null generalized Killing vectorXM . The details will be explained in section
5.1.
In the R-R sector, we suppose that the potential |A〉 and the field strength |F 〉 transform
covariantly (see [104] for our conventions):
|A(r)〉 = e£ˆV |A〉 and |F (r)〉 = e£ˆV |F 〉 . (3.3.30)
However, the relation |F 〉 = /∂|A〉 is deformed under the weak-constraint-violating general-
ized diffeomorphism as
|F (r)〉 = /∂|A(r)〉 −XM γM |A(r)〉 , (3.3.31)
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which is again the same relation as the one known in mDFT [104]. The Bianchi identities (or
the equations of motion) for the R-R fields are also deformed in a similar manner. It is tough
to evaluate the deviation of the generalized Ricci tensors, (δV − £ˆV )SMN and (δV − £ˆV )S ,
under the weak-constraint-violating generalized diffeomorphisms. In fact, they do not vanish.
For all of the rank-2 examples listed in [64], we have checked that the following relations are
satisfied:
(
er
⊺S er)
MN
= S˚(r)MN , S = S˚(r) . (3.3.32)
Here, S˚(r)MN and S˚(r) are modified generalized Ricci tensors [116] in the deformed background.
Then, since the stress-energy tensor obviously transforms covariantly,
(
er
⊺E er)
MN
= E (r)MN , (3.3.33)
the deformed background is a solution of mDFT. In fact, all solutions of mDFT can be
mapped to solutions of DFT via a field redefinition [104], and the deformed background is
still a solution of DFT.
To clearly see that the deformed background is indeed a solution of DFT, let us examine
another route. For the example of r = η P− ∧D [64] (see also (2.3.58)), instead of the weak-
constraint-violating generalized diffeomorphism, we can find another generalized coordinate
transformation which does not break the weak/strong constraint,
z′ = (1 + η x˜−) z , x′+ = (1 + η x˜−) x+ ,
ρ′ = (1 + η x˜−) ρ , x˜′− = η
−1 log(1 + η x˜−) .
(3.3.34)
Then, by employing Hohm and Zwiebach’s finite transformation law [144], this transforma-
tion generates the same deformed background from the original AdS5 × S5. In this route,
instead of XM , a linear x˜− dependence is introduced into the DFT-dilaton. This result is
compatible with the (m)DFT picture discussed in [104].
3.3.5 Twists by γ-fields
So far, we have discussed only the homogeneous YB deformations, which always provide β-
twists specified by the associated classical r-matrices. In the U -duality-covariant extension
of DFT, called the exceptional field theory (EFT) [163–175], we can consider a more general
twisting via the γ-fields [176–183]. They are p-vectors dual to the R-R p-form potentials,
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and in particular, the bi-vector γmn in type IIB theory is the S-dual of the βmn (see [183]
for the duality rules for these fields).
In [55], a YB-deformed background associated with r = P+ ∧ (D − M+−) has been
determined including the R-R fields, and indeed it is a solution of GSE [64]. Interestingly, a
solution of standard supergravity which has the same NS-NS fields but different R-R fields
has been found in [183]. In fact, the former is twisted by a β-field while the latter is twisted by
a γ-field. At the supergravity level, the latter can be obtained by a combination of the TsT-
transformations and the S-duality [184] (where the TsT-transformations generate a β-field
and the last step converts the β-field to the γ-field). This deformation can also be realized as
a generalized diffeomorphism in EFT. However, according to our current understanding, the
YB deformation can produce only the former β-twisted background, and it is important to
invent the extension, for example, by revealing YB deformations of the S-duality covariant
(p, q)-string action [185].
3.4 “YB deformations” of the AdS3×S3×T 4 superstring
In the previous section 3.2, we have shown that the YB sigma model on the AdS5×S5 back-
ground associated with an r-matrix r = 1
2
rij Ti ∧ Tj can be regarded as the GS superstring
theory defined on a β-deformed AdS5 × S5 background with the β-deformation parameter
rmn = −2 η rij Tˆmi Tˆ nj . The same conclusion will hold also for other backgrounds in string
theory.
In this section, we study deformations of an AdS background withH-flux. In the presence
of H-flux, it is not straightforward to define the YB sigma model 10, and we shall concentrate
only on β-deformations. As an example, we here consider deformations of the AdS3×S3×T4
background supported by H-flux.
3.4.1 The AdS3×S3 × T 4 superstring with H-flux
Let us start with a short review of the AdS3 × S3 × T4 background supported by H-flux.
10There are several works [186–190] where YB deformations of the WZ(N)W model based on the mCYBE
have been studied.
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The background is given by
ds2 =
−(dx0)2 + (dx1)2 + dz2
z2
+ ds2S3 + ds
2
T4 ,
B2 =
dx0 ∧ dx1
z2
+
1
4
cos θ dφ ∧ dψ , Φ = 0 ,
ds2S3 ≡
1
4
[
dθ2 + sin2 θ dφ2 +
(
dψ + cos θ dφ)2
]
,
(3.4.1)
which contains the non-vanishing H-flux
H3 = −2 dx
0 ∧ dx1 ∧ dz
z3
− 1
4
sin θdφ ∧ dψ ∧ dθ . (3.4.2)
Using the Killing vectors Tˆi of the AdS3×S3×T4 background, we consider local β-deformations
with deformation parameters of the form, rmn = −2 η rij Tˆmi Tˆ nj . We consider several r-
matrices rij satisfying the homogeneous CYBE, and show that all of the β-deformed back-
grounds satisfy the equations of motion of (generalized) supergravity.
In order to find the Killing vectors explicitly, we introduce a group parameterization for
AdS3 × S3 (for simplicity, we do not consider the trivial T4 directions)
g = gAdS3 · gS3 · gT4 , gAdS3 = exp(xµPµ) · exp( ln z D ) (µ = 0, 1) ,
gS3 = exp(φ T
L
4 ) · exp(θ TL3 ) · exp(ψ TR4 ) .
(3.4.3)
Here, similar to the AdS5×S5 case (see Appendix B), we have introduced the so(2, 2)×so(4)
generators (Paˇ ,Paˆ ,Jaˇbˇ ,Jaˆbˆ) (aˇ, bˇ = 0, 1, 2; aˆ, bˆ = 3, 4, 5) as the following 8× 8 supermatri-
ces:
Paˇ =

12 γaˇ 04
04 04

 , Jaˇbˇ =

−12 γaˇbˇ 04
04 04

 , γaˇ ≡

+γaˇ 02
02 −γaˇ

 ,
Paˆ =

04 04
04 − i2 γaˆ

, Jaˆbˆ =

04 04
04 −12 γaˆbˆ

 , γaˆ ≡

−γaˆ 02
02 +γaˆ

 ,
(3.4.4)
where 2× 2 gamma matrices γaˇ and γaˆ are defined as
{γ0, γ1, γ2} = {i σ3 , σ1 , σ2} , {γ3, γ4, γ5} = {σ1 , σ2 , σ3} . (3.4.5)
We have also defined the conformal basis {Pµ ,Mµν , D ,Kµ} as
Pµ ≡ Pµ + Jµ2 , Kµ ≡ Pµ − Jµ2 , Mµν ≡ Jµν , D ≡ P2 . (3.4.6)
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The generators of su(2)L × su(2)R ≃ so(4) are defined as
TL3 =
1
2
(P3 − J4,5) , TR3 =
1
2
(P3 + J4,5) ,
TL4 =
1
2
(P4 − J5,3) , TR4 =
1
2
(P4 + J5,3) ,
TL5 =
1
2
(P5 − J3,4) , TR5 =
1
2
(P5 + J3,4) ,
(3.4.7)
which satisfy the commutation relations,
[TLi , T
L
j ] = −ǫijk TLk , [TRi , TRj ] = ǫijk TRk , [TLi , TRj ] = 0 (ǫ345 = 1) . (3.4.8)
By computing the Maurer–Cartan 1-form A = g−1 dg, and using the supertrace formula
STr(PaPb) = ηab , STr(Jab Jcd) = Rabcd ,
Raˇbˇ
cˇdˇ ≡ −2 δ[cˇ[aˇ δdˇ]bˇ] , Raˆbˆcˆdˆ ≡ 2 δ
[cˆ
[aˆ δ
dˆ]
bˆ]
,
(3.4.9)
we can reproduce the above metric (3.4.1).
Then, we can find the Killing vectors Tˆi of this background associated with the generator
Ti by using the formula (2.1.67), or Tˆ
m
i = STr
[
g−1 T i gPa
]
eam . The result is summarized
as
Pˆµ = ∂µ , Mˆµν = xµ ∂ν − xν ∂µ , Dˆ = xµ ∂µ + z ∂z ,
Kˆµ = (x
ν xν + z
2) ∂µ − 2 xµ (xν ∂ν + z ∂z) ,
TˆL3 = cos φ ∂θ + sinφ
(
− 1
tan θ
∂φ +
1
sin θ
∂ψ
)
,
TˆR3 = cosψ ∂θ + sinψ
( 1
sin θ
∂φ − 1
tan θ
∂ψ
)
,
TˆL4 = ∂φ , Tˆ
R
4 = ∂ψ ,
TˆL5 = sin φ ∂θ + cosφ
( 1
tan θ
∂φ − 1
sin θ
∂ψ
)
,
TˆR5 = − sinψ ∂θ + cosψ
( 1
sin θ
∂φ − 1
tan θ
∂ψ
)
.
(3.4.10)
We note that among the AdS isometries, Pˆµ, Mˆ01, and Dˆ are symmetry of the B-field,
£PˆµB2 = £Mˆ01B2 = £DˆB2 = 0 , (3.4.11)
while the special conformal generators Kˆµ change the B-field by closed forms,
£Kˆ0B2 = −
2 dx1 ∧ dz
z
, £Kˆ1B2 =
2dx0 ∧ dz
z
. (3.4.12)
In the following, we first study β-deformations by using Killing vectors Pˆµ, Mˆ01, Dˆ, and T
R
4 .
Then, non-trivial cases using the Killing vectors Kˆµ are studied in section 3.4.4.
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3.4.2 Abelian deformations
Let us begin by studying simple examples associated with Abelian r-matrices. As it has
been known well [52–55, 63, 121, 129], YB deformations associated with Abelian r-matrices
can be also realized as TsT-transformations.
1. r = 1
2
P0 ∧ P1
Let us first consider an Abelian r-matrix
r =
1
2
P0 ∧ P1 . (3.4.13)
From Pˆ0 = ∂0 and Pˆ1 = ∂1, the β-transformation parameter is r
mn = −η (δm0 δn1 − δm1 δn0 ) .
After the β-transformation, we obtain the background
ds2 =
−(dx0)2 + (dx1)2
z2 + 2 η
+
dz2
z2
+ ds2S3 + ds
2
T4 ,
B2 =
dx0 ∧ dx1
z2 + 2 η
+
1
4
cos θ dφ ∧ dψ , e−2Φ = z
2 + 2 η
z2
.
(3.4.14)
As we have mentioned above, we can also obtain the background by a TsT transformation
from the background (3.4.1); (1) T-dualize along the x1-direction, (2) (active) shift x0 →
x0 + η x1 , (3) T-dualize along the x1-direction. This background is of course a solution of
supergravity.
As a side remark, noted that this background interpolates a linear dilaton background
in the UV region (z ∼ 0) and the undeformed AdS3 × S3 × T4 background in the IR region
(z →∞). Indeed, by performing a coordinate transformation
x± =
x0 ± x1√
2
, z = eρ , (3.4.15)
the deformed background becomes
ds2 = − 2 e
−2ρ
1 + 2 η e−2ρ
dx+ dx− + dρ2 + ds2S3 + ds
2
T4 , e
−2Φ = 1 + 2 η e−2ρ ,
B2 = − e
−2ρ
1 + 2 η e−2ρ
dx+ ∧ dx− + 1
4
cos θ dφ ∧ dψ .
(3.4.16)
In the asymptotic region e−2ρ ≫ η−1 (i.e. z ∼ 0), the background approaches to a solution
that is independent of the deformation parameter η
ds2 = −2 dx+dx− + dρ2 + ds2S3 + ds2T4 , Φ = ρ ,
B2 = −dx+ ∧ dx− + 1
4
cos θ dφ ∧ dψ ,
(3.4.17)
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where we ignored the constant part of the dilaton and rescaled light-cone coordinates x± as
x± →
√
2 η x± . (3.4.18)
The AdS3 part of the background (3.4.16) is precisely the geometry obtained via a null
deformation of SL(2,R) WZW model [191] (see also [192]), which is an exactly marginal
deformation of the WZW model (see [193–196] for recent studies). Note also that, under a
formal T -duality along the ρ-direction, the solution (3.4.17) becomes the following solution
in DFT:
ds2 = −2 dx+dx− + dρ2 + ds2S3 + ds2T4 , Φ = ρ˜ ,
B2 = −dx+ ∧ dx− + 1
4
cos θ dφ ∧ dψ ,
(3.4.19)
where the dilaton depends linearly on the dual coordinate ρ˜ . This background can be also
interpreted as the following solution of GSE:
ds2 = −2 dx+dx− + dρ2 + ds2S3 + ds2T4 , Φ = 0 ,
B2 = −dx+ ∧ dx− + 1
4
cos θ dφ ∧ dψ , I = ∂ρ .
(3.4.20)
2. r = 1
2
P+ ∧ T
R
4
As the second example, let us consider an Abelian r-matrix
r =
1
2
P+ ∧ TR4
(
P+ ≡ P0 + P1√
2
)
. (3.4.21)
For convenience, let us change the coordinates such that the background (3.4.1) becomes
ds2 = −2 e2ρ dx+ dx− + dρ2 + ds2S3 + ds2T4 , Φ = 0 ,
B2 = − e2ρ dx+ ∧ dx− + 1
4
cos θ dφ ∧ dψ .
(3.4.22)
In this coordinate system, the Killing vectors take the form, Pˆ+ = ∂+ and Tˆ
R
4 = ∂ψ. Then,
the associated β-deformed (or TsT-transformed) background is given by
ds2 = −2 e2ρ dx+ dx− + dρ2 + η
2
e2ρ dx− (dψ + 2 cos θ dφ) + ds2S3 + ds
2
T4 , Φ = 0 ,
B2 = − e2ρ dx+ ∧ dx− + 1
4
cos θ dφ ∧ dψ − η
4
e2ρ dx− ∧ (dψ + 2 cos θ dφ) .
(3.4.23)
This background has been studied in [197], where the twist was interpreted as a spectral
flow transformation of the original model in the context of the NS–R formalism.
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3. r = 1
2
D ∧M01
Let us also consider a slightly non-trivial example r = 1
2
D ∧M01, which is also an Abelian
r-matrix. The associated β-deformed background is given by
ds2 =
ηµν dx
µ dxν − 2 η z−1 xµ dxµ dz + (1 + 2 η xµ x
µ
z2
) dz2
z2 − η (η − 2) xµ xµ + ds
2
S3 + ds
2
T4 ,
e−2Φ =
z2 − η (η − 2) xµ xµ
z2
,
B2 =
dx0 ∧ dx1 − η z−1 (x1 dx0 − x0 dx1) ∧ dz
z2 − η (η − 2) xµ xµ +
1
4
cos θ dφ ∧ dψ .
(3.4.24)
We can easily check that this is a solution of the supergravity. In order to obtain the same
background by performing a TsT transformation, we should first change the coordinates such
that the Killing vectors Dˆ and Mˆ01 become constant, and perform a TsT transformation,
and then go back to the original coordinates. The β-transformation is much easier in this
case.
In order to describe the same β-deformation in the global coordinates
ds2 = − cosh2 ρ dτ 2 + sinh2 ρ dχ2 + dρ2 + ds2S3 + ds2T4 , Φ = 0 ,
B2 = cosh
2 ρ dτ ∧ dχ + 1
4
cos θ dφ ∧ dψ ,
(3.4.25)
we change the group parameterization as
gAdS3 = exp(i τ D + i χM01) · exp(ρP1) . (3.4.26)
In this case, we can compute the Killing vectors as
Dˆ = −i ∂τ , Mˆ01 = −i ∂χ . (3.4.27)
Then, the β-deformed background becomes
ds2 =
− cosh2 ρ dτ 2 + sinh2 ρ dχ2
1 + η (η − 2) cosh2 ρ + dρ
2 + ds2S3 + ds
2
T4 ,
Φ =
1
2
ln
[ 1
1 + η(η − 2) cosh2 ρ
]
,
B2 = (1− η) cosh
2 ρ dτ ∧ dχ
1 + η (η − 2) cosh2 ρ +
1
4
cos θ dφ ∧ dψ .
(3.4.28)
If the deformation parameter η and the angular coordinate χ are replaced as
η → 1−√α , χ→√αχ , (3.4.29)
the AdS part of this background reproduce the background obtained in [192,198] through a
current-current deformation of the SL(2,R) WZW model (see Eqs. (5.1)–(5.3) in [192]).
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3.4.3 Non-unimodular deformations
Let us next consider β-deformations associated with non-Abelian r-matrices. In particular,
we consider non-unimodular r-matrices. As was shown in [23], YB deformations associated
with non-unimodular r-matrices give solutions of the GSE [48,49,104,116,117], which include
non-dynamical Killing vector Im. As it was observed experimentally [91,199–201], the extra
vector Im typically takes the form [68, 91, 199–201]
Im = Dnr
nm , (3.4.30)
where Dn is the usual covariant derivative associated with the undeformed AdS3 × S3 × T4
background and rmn = −2 η rij Tˆmi Tˆ nj .
Interestingly, as we explain in section 3.4.3, in some examples, even for non-unimodular
r-matrices, the β-deformed backgrounds satisfy the usual supergravity equations of motion.
Such example has not been observed in the case of the AdS5 × S5 background,11 and this is
due to a particular property of the AdS3 × S3 × T4 background as explained below.
1. r = 1
2
c¯µD ∧ Pµ
Let us consider the simplest non-unimodular r-matrix r = 1
2
c¯µD ∧ Pµ , satisfying
I = η c¯µ [D, Pµ] = cµPµ 6= 0
(
cµ ≡ η c¯µ) . (3.4.31)
The β-deformed background becomes
ds2 =
ηµν dx
µ dxν + 2 z−1 (c0 dx1 − c1 dx0) dz + [1 + 2 z−2 (c1 x0 − c0 x1)] dz2
z2 + cµ cµ + 2 (c1 x0 − c0 x1)
+ ds2S3 + ds
2
T4 , e
−2Φ =
z2 + cµ c
µ + 2 (c1 x0 − c0 x1)
z2
,
B2 =
dx0 ∧ dx1 − z−1 cµ dxµ ∧ dz
z2 + cµ cµ + 2 (c1 x0 − c0 x1) +
1
4
cos θ dφ ∧ dψ ,
(3.4.32)
where cµ ≡ ηµν cν . Although this is not a solution of the usual supergravity, by introducing
a Killing vector,
I = Iˆ = cµPˆµ = cµ ∂µ , (3.4.33)
it becomes a solution of the GSE.
11See a recent paper [202] for a general analysis of such backgrounds, called the “trivial solutions” of GSE.
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2. r = 1
2
c¯µM01 ∧ Pµ
The next example is a non-unimodular r-matrix r = 1
2
c¯µM01 ∧ Pµ , satisfying
I = −cµPµ 6= 0
(
cµ ≡ η c¯µ) . (3.4.34)
The β-deformed background becomes
ds2 =
ηµν dx
µ dxν
z2 − 2 cµ xµ +
dz2
z2
+ ds2S3 + ds
2
T4 , e
−2Φ =
z2 − 2 cµ xµ
z2
,
B2 =
dx0 ∧ dx1
z2 − 2 cµ xµ +
1
4
cos θ dφ ∧ dψ .
(3.4.35)
where cµ ≡ ηµν cν . As usual, by introducing
I = −cµPˆµ = −cµ ∂µ , (3.4.36)
this background satisfies the GSE.
Here, note that the defining properties of Im,
£Igmn = 0 , £IBmn = 0 , (3.4.37)
require that the parameters should satisfy c0 = ±c1 . In terms of DFT, the above deformed
background can be expressed as
(HMN) =

(g − B g−1B)mn (B g−1)mn
−(g−1B)mn gmn

 , d = Φ− 1
2
ln
√−g + Iµ x˜µ . (3.4.38)
This solves the equations of motion of DFT for arbitrary parameters cµ , but they satisfy
the strong constraint
∂PHMN ∂P d = 0 , (3.4.39)
only when c0 = ±c1 .
In fact, this background has a distinctive feature that has not been observed before.
According to the classification of [23], the condition for a YB-deformed background to be a
standard supergravity background is the unimodularity condition. However, in this example,
the background (3.4.35) satisfies the GSE even if we perform a rescaling Im → λ Im with
arbitrary λ ∈ R. In particular, by choosing λ = 0, the background (3.4.35) without Im
satisfies the usual supergravity equations of motion. As we explain below, the reason for the
unusual behavior is closely related to the degeneracy of (g ±B)mn.
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According to [116], the condition for a solution of the GSE to be a standard supergravity
background is given by
£ˆYHMN = 0 , HMN Y M Y N = ∇MY M , (3.4.40)
where ∇M is the (semi-)covariant derivative in DFT and
XM ≡

Im
0

 , Y M ≡ HMN XN =

 −(g−1B)mn In
(g −B g−1B)mn In

 . (3.4.41)
In our example with c0 = ±c1, (g±B)mn In = 0 is satisfied, and this leads to Y M = ±XM .
Then, from the null and generalized Killing properties of XM
HMN XM XN = 0 , £ˆXHMN = 0 , ∇MXM = 0 , (3.4.42)
the condition (3.4.40) is automatically satisfied, and our GSE solution is also a solution of the
standard supergravity. If we regard the background (3.4.35) as a solution of supergravity, the
strong constraint is satisfied for an arbitrary cµ and it is not necessary to require c
0 = ±c1.
3. r = 1
2
(
a¯µD ∧ Pµ + b¯
µM01 ∧ Pµ
)
As a more general class of r-matrices, let us consider
r =
1
2
(
a¯µD ∧ Pµ + b¯µM01 ∧ Pµ
)
. (3.4.43)
The homogeneous CYBE requires
a¯0 b¯1 − a¯1 b¯0 = 0 , −a¯0 b¯0 + a1 b¯1 = 0 , (3.4.44)
and we consider a non-trivial solution
r =
1
2
(
c¯ D + d¯M01
) ∧ (P0 ± P1) . (3.4.45)
The non-unimodularity becomes
I = (c− d) (P0 ± P1)
(
c ≡ η c¯ , d ≡ η d¯ ) . (3.4.46)
The corresponding β-deformed background is given by
ds2 =
ηµν dx
µ dxν ∓ 2 c z−1 (dx0 ∓ dx1) dz + [1± 2 z−2 (c± d)(x0 ∓ x1)] dz2
z2 ± 2 (c± d)(x0 ∓ x1)
+ ds2S3 + ds
2
T4 , e
−2Φ =
z2 ± 2 (c± d)(x0 ∓ x1)
z2
,
B2 =
dx0 ∧ dx1 + c z−1 (dx0 ∓ dx1) ∧ dz
z2 ± 2 (c± d)(x0 ∓ x1) +
1
4
cos θ dφ ∧ dψ .
(3.4.47)
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By introducing a Killing vector,
I = (c− d) (Pˆ0 ± Pˆ1) = (c− d) (∂0 ± ∂1) , (3.4.48)
this background becomes a solution of the GSE. In particular, when c = d, this becomes a
supergravity background.
Similar to the previous example, the Killing vector again satisfies (g ±B)mn In = 0, and
even if we rescale the Killing vector as Im → λ Im, this is still a solution of the GSE. As a
particular case λ = 0, the background (3.4.47) becomes a solution of the usual supergravity.
3.4.4 β-deformations with generalized isometries
In the previous subsections, we have not considered the special conformal generators Kˆµ . As
in the case of AdS5 × S5 background, if there is no B-field, we can obtain various solutions
from β-deformations using Kˆµ. However, in the AdS3 × S3 × T4 background, we cannot
naively use Kˆµ according to £KˆµB2 6= 0 . Indeed, even for a simple Abelian r-matrix, such
as r = 1
2
K0 ∧ K1 or r = 12 K+ ∧ P+, the β-deformed background does not satisfy the
supergravity equations of motion. In this subsection, we explain how to utilize the special
conformal generators, and obtain several solutions from (generalization of) β-deformations.
In the canonical section ∂˜m = 0, if there exists a pair (vm, v˜m) satisfying
£vgmn = 0 , £vB2 + dv˜1 = 0 , £vΦ = 0 , (3.4.49)
it means that the background admits a generalized Killing vector (V M) = (vm, v˜m) satisfying
£VHMN = 0 , £V d = 0 . (3.4.50)
Then, the equation (3.4.12) shows that there exist generalized Killing vectors KˆMµ associated
with the Killing vectors Kˆmµ . Since a generalized vector of the form V
M = ∂Mf(x), which
we call a trivial Killing vector, is always a generalized Killing vector, there is ambiguity in
the definition of the generalized Killing vector. Using the ambiguity, we can find a set of
generalized Killing vectors Tˆi = (Tˆ
M
i ) that satisfy
£ˆTˆiHMN = £ˆTˆid = 0 , £ˆTˆiTˆMj + £ˆTˆj TˆMi = 0 , (3.4.51)
as well as the conformal algebra so(2, 2) by means of the C-bracket
[V, W ]MC ≡
1
2
(£ˆVW − £ˆWV )M . (3.4.52)
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Note that, according the requirement £ˆTˆiTˆ
M
j +£ˆTˆj Tˆ
M
i = 0, the C-bracket coincides with the
D-bracket, [V, W ]MD ≡ £ˆVWM . We can find the following set of generalized Killing vectors:
Dˆ ≡ x+ ∂+ + x− ∂− + z ∂z , Pˆ+ ≡ ∂+ , Pˆ− ≡ ∂− ,
Mˆ+− = x+ ∂+ − x− ∂− + z−1 ∂˜z ,
Kˆ+ = z
2 ∂+ + 2 (x
−)2 ∂− + 2 x− z ∂z + 2 ∂˜− − 2 x
−
z
∂˜z ,
Kˆ− = 2 (x
+)2 ∂+ + z
2 ∂− + 2 x
+ z ∂z − 2 ∂˜+ + 2 x
+
z
∂˜z ,
(3.4.53)
which satisfy
ηMN Kˆ
M
± Pˆ
N
∓ = ±2 , ηMN DˆM MˆN+− = 1 , ηMN TˆMi TˆNj = 0 (others) . (3.4.54)
If we could find generators Tˆ′i which satisfy
ηMN Tˆ′
M
i Tˆ
′N
j = 0 , (3.4.55)
they are on a common D-dimensional section, and we can find a duality frame where the
generalized Killing vectors take the form (T′Mi ) = (T
′m
i , 0). If it is possible, the gener-
alized Killing vectors reduces to the usual Killing vector and we can consider the usual
β-deformations in such duality frame. However, it seems unlikely to be the case in the
AdS3 × S3 × T4 background, and in the following, we employ the above set of generalized
Killing vectors.
1. r = 1
8
K+ ∧ P+
Let us first consider an Abelian r-matrix r = 1
8
K+ ∧ P+ associated with the Abelian gener-
alized isometries; [Kˆ+, Pˆ+]C = 0. Since Kˆ+ has the dual components, it is not clear how to
perform a “β-deformation.” We thus change the generalized coordinates such that the dual
components disappear.
We here employ the simple coordinate transformation law by Hohm and Zwiebach [144].
Namely, under a generalized coordinate transformation xM → x′M , the generalized tensors
are transformed as
H′MN (x′) = FMK(x′, x)FNL(x′, x)HKL(x) , e−2d
′(x′) =
∣∣∣det ∂xM
∂x′N
∣∣∣ e−2d′(x′) ,
FMN(x′, x) ≡ 1
2
(
∂x′M
∂xP
∂xN
∂x′P
+
∂xP
∂x′M
∂x′P
∂xN
)
.
(3.4.56)
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We can easily check that a generalized coordinate transformation
z˜′ = z˜ +
lnx−
z
, x′M = xM (others) , (3.4.57)
indeed removes the dual components; (K′M+ ) = (Kˆ ′
m
+ , 0) and (P
′M
+ ) = (Pˆ
′m
+ , 0). In fact, this
transformation H′MN = FMK FNLHKL with
(FMN) =

110 qmn
0 110

 , q−z = −qz− = − 1
x− z
, (3.4.58)
is precisely a B-field gauge transformation,
B2 → B2 − dx
− ∧ dz
x− z
. (3.4.59)
In the transformed background, the B-field is shifted
ds2 =
−2 dx+ dx− + dz2
z2
+ ds2S3 + ds
2
T4 ,
B2 =
dx− ∧ (x− dx+ − z dz)
x− z2
+
1
4
cos θ dφ ∧ dψ , e−2Φ = 1 ,
(3.4.60)
we can check the isometries
£Kˆ+gmn = £Kˆ+Bmn = £Kˆ+Φ = 0 , £Pˆ+gmn = £Pˆ+Bmn = £Pˆ+Φ = 0 . (3.4.61)
Then, we can perform the usual β-deformation associated with r = 1
8
K+ ∧ P+,
ds2 =
−2 dx+ dx− + η dx− (dx− − 2 x− z−1 dz)
z2 + η (x−)2
+
dz2
z2
+ ds2S3 + ds
2
T4 ,
B2 =
dx− ∧ (x− dx+ − z dz)
x− [z2 + η (x−)2]
+
1
4
cos θ dφ ∧ dψ , e−2Φ = z
2 + η (x−)2
z2
.
(3.4.62)
Finally, we go back to the original coordinates, HMN = (F−1)MK (F−1)NLHKL, and obtain
ds2 =
−2 dx+ dx− + η dx− (dx− − 2 x− z−1 dz)
z2 + η (x−)2
+
dz2
z2
+ ds2S3 + ds
2
T4 ,
B2 =
dx− ∧ dx+ + η x− z−1 dx− ∧ dz
z2 + η (x−)2
+
1
4
cos θ dφ ∧ dψ , e−2Φ = z
2 + η (x−)2
z2
.
(3.4.63)
This is a new solution of the usual supergravity.
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General procedure
In general, it is not easy to find a generalized coordinate transformation like (3.4.57), which
removes the dual components of the generalized Killing vectors. However, in fact, it is not
necessary to find such a coordinate transformation. As it is clear from the above procedure,
for an r-matrix, r = 1
2
rij Ti∧Tj , associated with the generalized Killing vectors, the previous
deformation is simply a transformation [69, 70]
HMN → H′MN = hMK hNLHKL , hMN = (e−η r
ijTij )M
N , (3.4.64)
where we defined
(Tij)M
N ≡ TˆiM TˆNj − TˆjM TˆNi = −(Tji)MN . (3.4.65)
We can easily see that the transformation matrix hM
N is an O(D,D) matrix. In general,
this O(D,D) transformation is a combination of a β-transformation and diffeomorphisms,
but in particular, when all of Tˆi do not have the dual components, this hM
N reduces to the
usual β-transformation matrix. We can easily check that the above solution (3.4.63) can be
obtained from the original background in the single step (3.4.64).
When we consider a non-unimodular r-matrix, we suppose that the formula (2.2.54) will
be correct in a duality frame where Tˆi take the form (Tˆ
M
i ) = (Tˆ
m
i , 0). Then, the deformed
background will be a solution of modified DFT (mDFT) [116] with
XM = IˆM ≡

Iˆm
Iˆm

 ≡ η rij [Tˆi, Tˆj]MC . (3.4.66)
In terms of the GSE, it is a solution with Im = Iˆm and Zm = ∂mΦ + InBnm + Iˆm .
2. r = 1
2
K+ ∧ K−
For an Abelian r-matrix r = 1
2
K+ ∧ K−, we do not find a generalized coordinate system
where dual components of both KˆM+ and Kˆ
M
− vanish. However, from the general procedure
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(3.4.64), we can easily obtain the deformed background
ds2 =
−2 dx+ dx− + dz2 + 2 η [2 (x− dx+ + x+ dx−)− (2 x+ x− + z2) dz
z
]2
z2 + 2 η (z2 − 2 x− x+)2
+ ds2S3 + ds
2
T4 , e
−2Φ =
z2 + 2 η (2 x+ x− − z2)2
z2
,
B2 =
dx− ∧ dx+ − 4 η (2 x+ x− − z2)(dx− ∧ dx+ + (x− dx+ − x+ dx−) ∧ dz
z
z2 + 2 η (z2 − 2 x− x+)2
+
1
4
cos θ dφ ∧ dψ .
(3.4.67)
We can easily see that this is a solution of the usual supergravity.
3. r = 1
2
M+− ∧ K+ or r =
1
2
D ∧ K+
Finally, we consider a non-unimodular r-matrix r = 1
2
M+− ∧ K+, satisfying
I = η [M+−, K+] = ηK+ . (3.4.68)
In this case, the deformed background
ds2 =
−2 dx− dx+ + dz2 − 2 η (dx− − x− dz
z
) [2 x+ dx− + 2 x− dx+ − (2 x+ x− + z2) dz
z
]
z2 − 2 η x− (2x−x+ − z2)
+ ds2S3 + ds
2
T4 , e
−2Φ =
z2 − 2 η x− (2 x+ x− − z2)
z2
,
B2 =
1
4
cos θ dφ ∧ dψ
+
(1 + 2 η x−) dx− ∧ dx+ + η [ 2 (x−)2 dx+ − (4 x+ x− − z2) dx− ] ∧ dz
z
z2 − 2 η x− (2 x+ x− − z2) , (3.4.69)
satisfies the equations of motion of mDFT with XM = η KˆM+ .
Similar to the example studied in section 3.4.3, we can freely rescaleXM asXM → λXM
(λ ∈ R), and in a particular case λ = 0, (3.4.69) can be regarded as a solution of the usual
supergravity.
Interestingly, we can obtain the same background also by considering an r-matrix r =
1
2
D ∧ K+, satisfying I = η [D, K+] = −η K+ . This also may be related to the degeneracy of
(g ± B)mn in the AdS3 × S3 × T4 background.
Short summary
Let us summarize this subsection. Usually, we prepare a bi-vector rˆ = 1
2
rij Tˆi ∧ Tˆj satisfying
the homogeneous CYBE (or the Poisson condition)
[rˆ, rˆ]S ≡ rij rkl [Tˆi, Tˆk] ∧ Tj ∧ Tl = −rij rkl fikm Tˆm ∧ Tˆj ∧ Tˆl = 0 , (3.4.70)
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where [·, ·]S is the Schouten bracket, and perform a local β-transformation
hM
N =

 110 010
rmn(x) 110

 , rmn(x) = −2 η rij Tˆmi Tˆ nj . (3.4.71)
In this subsection, in order to allow for the non-standard Killing vectors Kˆµ satisfying
(3.4.12), we have generalized the Killing vectors Tˆi into the generalized Killing vectors Tˆi .
The generalized Killing vectors Tˆi are defined such that their C-bracket satisfy the same
commutation relations as those of Tˆi . The homogeneous CYBE is generalized by replacing
the usual Lie bracket with the C-bracket, and performing O(D,D) transformations
hM
N = (e−η r
ijTij )M
N , (Tij)M
N = TˆiM Tˆ
N
j − TˆjM TˆNi , (3.4.72)
we have obtained several new solutions of DFT. In particular, when all of the generalized
Killing vectors TˆMi do not have the dual components, this generalized transformation reduces
to the usual local β-transformations.
Chapter 4
T -folds from YB deformations
In this chapter, we will concentrate on YB deformations of Minkowski and AdS5 × S5 back-
grounds, and show that the deformed backgrounds we consider here belong to a specific class
of non-geometric backgrounds, called T -folds [151]. Moreover, it is worth noting that our
examples have an intriguing feature that the R-R fields are also twisted by the T -duality
monodromy, in comparison to the well-known T -folds which include no R-R fields.
This chapter is organized as follows. Section 4.1 provides a brief review of T -folds,
including two well-known examples in the literature. In Section 4.2, we consider YB deformed
Minkowski and AdS5 × S5 backgrounds, and argue that these deformed backgrounds are
regarded as T -folds. The deformed Minkowski backgrounds discussed in Section 4.2.2 can be
reproduced by applying the modified Penrose limit to the deformed AdS5×S5 backgrounds.
The modified Penrose limit is explained in Appendix G. In addition, we study a solution of
GSE that is obtained by a non-Abelian T -duality but not as a YB deformation, and show
that this can also be regarded as a T -fold.
4.1 A brief review of T -folds
In this subsection, we briefly explain what is T -fold. A T -fold is supposed to be a gener-
alization of the usual manifold. It locally looks like a Riemannian manifold, but which is
glued together not just by diffeomorphisms but also by T -duality. It plays a significant role
in studying non-geometric fluxes beyond the effective supergravity description. As illustra-
tive examples, we revisit two well-known cases in the literature, corresponding to a chain of
duality transformations [205, 206] and to the codimension-1 522-brane solution [207].
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It is conjectured that string theories are related by some discrete dualities. One thing
that can occur is that, by duality transformations, a flux configuration transforms into a non-
geometric flux configuration, which means that it cannot be realized in terms of the usual
fields in 10/11-dimensional supergravities. Therefore, dualities suggest that we need to go
beyond the usual geometric isometries to fully understand the arena of flux compactifications.
For the case of T -duality, one proposal to address this problem is the so-called doubled
formalism. This construction consists of a manifold in which all the local patches are geomet-
ric. However, the transition functions that are needed to glue these patches not only include
usual diffeomorphisms and gauge transformations, but also T -duality transformations.
T -fold backgrounds are formulated in an enlarged space with a T n × T˜ n fibration.
The tangent space is the doubled torus T n × T˜ n and is described by a set of coordinates
Y M = (ym, ym) which transforms in the fundamental representation of O(n, n). The physical
internal space arises as a particular choice of a subspace of the double torus, T nphys ⊂ T n×T˜ n.
Then T -duality transformations O(n, n;Z) act by changing the physical subspace T nphys to a
different subspace of the enlarged T n × T˜ n. For a geometric background, we have a space-
time which is a geometric bundle, T nphys = T
n.1 Nevertheless non-geometric backgrounds do
not fit together to form a conventional manifold. That is to say, despite of they are locally
well-defined, their global description is not valid. Instead, they are globally well-defined as
T -folds.
This formulation is manifestly invariant under the T -duality group O(n, n;Z). However,
to make contact with the conventional formulation, one needs to choose a polarization, i.e.,
a particular choice of T nphys ⊂ T n × T˜ n. This means that we have to break the O(n, n;Z)
and pick n coordinates out of the 2n coordinates (ym, y˜m). Then, T -duality transformations
allow to identify the backgrounds that belong to the same physical configuration or duality
orbit and just differ on a choice of polarization2.
Let us now review some examples of T -folds that have been studied in the literature.
4.1.1 A toy example
We start by reviewing a toy model example that involves several duality transformations of
a given background. This example has been discussed in [205, 206]. Before introducing a
1We can also have T nphys = T˜
n, which corresponds to a dual geometric description.
2These orbits have been determined in terms of a classification of gauged supergravities in [208].
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T -fold example, we will present geometric cases like a twisted torus and a torus with H-flux
as simple exercises.
Twisted torus
Let us consider the metric of a twisted torus,
ds2 = dx2 + dy2 + (dz −mx dy)2 , (m ∈ Z) . (4.1.1)
Note that this is not a supergravity solution for m 6= 0, but still is a useful example to reveal
a non-geometric global property. As this background has isometries along y and z directions,
these directions can be compactified with certain boundary conditions. For example, let us
take
(x, y, z) ∼ (x, y + 1, z) , (x, y, z) ∼ (x, y, z + 1) . (4.1.2)
Apparently, there is no isometry along the x direction, but there actually exists a deformed
Killing vector,
k = ∂x +my ∂z . (4.1.3)
Thus, this isometry direction can be compactified as
(x, y, z) ∼ ek(x, y, z) = (x+ 1, y, z +my) . (4.1.4)
According to this identification, a 1-form ez ≡ dz−mx dy is globally well-defined [206], and
the metric (4.1.1) is also globally well-defined.
When this background is regarded as a 2-torus T 2y,z fibered over a base S
1
x , the metric of
the 2-torus takes the form
(gmn) =

1 −mx
0 1



1 0
0 1



 1 0
−mx 1

 . (4.1.5)
Then, as one moves around the base S1x , the metric is transformed by a GL(2) rotation.
That is to say, for x→ x+ 1, the metric is given by
gmn(x+ 1) =
[
Ω
⊺
g(x) Ω
]
mn
, Ωmn ≡

 1 0
−m 1

 . (4.1.6)
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This monodromy twist can be compensated by a coordinate transformation
y = y′ , z = z′ +my′ . (4.1.7)
Thus the metric is single-valued up to the above coordinate transformation. Then this
background can be understood to be geometric because general coordinate transformations
belong to the gauge group of supergravity.
Torus with H-flux
When a T -duality is formally performed on the twisted torus (4.1.1) along the x direction,
we obtain the following background
ds2 = dx2 + dy2 + dz2 , B2 = −mx dy ∧ dz , (4.1.8)
equipped with the H-flux,
H3 = dB2 = −m dx ∧ dy ∧ dz . (4.1.9)
If we consider the generalized metric (3.1.17) on the doubled torus (y, z, y˜, z˜) associated to
this background, then we can easily identify the induced monodromy when x → x + 1. In
this case, the monodromy matrix is given by
HMN(x+ 1) =
[
Ω
⊺H(x) Ω]
MN
, ΩMN =

 δmn 0
2mδy[m δ
z
n] δ
n
m

 ∈ O(2, 2;Z) . (4.1.10)
Then, the induced monodromy can be compensated by a constant shift in the B-field,
Byz → Byz −m. (4.1.11)
This shift transformation, which makes the background single-valued, belongs to the gauge
transformations of supergravity. Hence we conclude that the background is geometric.
T -fold
Finally, let us perform another T -duality transformation along the y-direction on the twisted
torus (4.1.1). Then we obtain the following background [206]:
ds2 = dx2 +
dy2 + dz2
1 +m2 x2
, B2 =
mx
1 +m2 x2
dy ∧ dz . (4.1.12)
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In this case, neither general coordinate transformations nor B-field gauge transformations
are enough to remove the multi-valuedness of the background. This can also be seen by
calculating the monodromy matrix. The associated generalized metric is given by
H(x) =

 δpm 0
−2mxδ[my δp]z δmp



δpq 0
0 δpq



δqn 2mxδ[qy δn]z
0 δnq

 . (4.1.13)
Then, we find that, upon the transformation x→ x+ 1, the induced monodromy is
HMN(x+ 1) =
[
Ω
⊺H(x) Ω]
MN
, ΩMN ≡

δmn 2mδ[my δn]z
0 δnm

 ∈ O(2, 2;Z) . (4.1.14)
The present O(2, 2;Z) monodromy matrix Ω takes an upper-triangular form (called a β-
transformation) which is not part of the gauge group of supergravity. Hence, to keep the
background globally well defined, the transition functions that glue the local patches should
be extended to the full set of O(2, 2;Z) transformations beyond general coordinate transfor-
mations and B-field gauge transformations. This is what happens to the T -fold case.
In summary, we conclude that a non-geometric background with a non-trivial O(n, n;Z)
monodromy transformation, such as a β-transformation, is a T -fold. The background (4.1.12)
is a simple example.
From a viewpoint of DFT, by choosing a suitable solution of the section condition, the
β-transformations can be realized as the gauge symmetries. Indeed, the above O(2, 2;Z)
monodromy matrix Ω can be canceled by a generalized coordinate transformation on the
double torus coordinates (y, z, y˜, z˜),
y = y′ +m z˜′ , z = z′ , y˜ = y˜′ , z˜ = z˜′ . (4.1.15)
In this sense, the twisted doubled torus is globally well-defined in DFT.
In addition, it is also possible to make the single-valuedness manifest by introducing the
dual fields (Gmn , β
mn , φ˜) [148, 149, 209–211] defined by (3.1.19) or (3.1.20), (3.1.22). The
dual metric Gmn is precisely the same as the open-string metric [212], and the original metric
gmn may be called the closed-string metric. In the non-geometric parameterization (3.1.19),
the background (4.1.13) becomes
ds2dual ≡ Gmn dxm dxn = dx2 + dy2 + dz2 , βyz = mx , (4.1.16)
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and the O(2, 2;Z) monodromy matrix (4.1.14) corresponds to a constant shift in the β field;
βyz → βyz +m . Namely, up to a constant β-shift, which is a gauge symmetry (4.1.15) of
DFT, the background becomes single-valued.
We shall define a non-geometric Q-flux as [213]
Qp
mn ≡ ∂pβmn . (4.1.17)
Then, upon a transformation x→ x+1, the induced monodromy on the β-field is measured
by an integral of the Q-flux,
βmn(x+ 1)− βmn(x) =
∫ x+1
x
dx′p ∂pβmn(x′) =
∫ x+1
x
dx′pQpmn(x′) . (4.1.18)
This expression plays the central role in our argument.
After this illustrative example we conclude that Q-flux backgrounds are globally well-
defined as T -folds. In the next subsection, let us explain a codimension-1 example of the
exotic 522-brane by using the above Q-flux.
4.1.2 Codimension-1 522-brane background
The second example is a supergravity solution studied in [207]. It is obtained by smearing the
codimension-2 exotic 522-brane solution [214,215], which is related to the NS5-brane solution
by two T -duality transformations. It is also referred to as a Q-brane, as it is a source of
Q-flux, as we are going to check. The codimension-1 version of this solution is given by
ds2 = mx (dx2 + dy2) +
x (dz2 + dw2)
m (x2 + z2)
+ ds2
R6
,
B2 =
x
m (x2 + z2)
dz ∧ dw , Φ = 1
2
ln
[
x
m (x2 + z2)
]
.
(4.1.19)
With the non-geometric parameterization (5.2.17), this solution is simplified as
ds2dual = mx (dx
2 + dy2) +
dz2 + dw2
mx
+ ds2
R6
,
βzw = my , φ˜ =
1
2
ln
[
1
mx
]
.
(4.1.20)
Assuming that the y direction is compactified with y ∼ y+1, the monodromy under y → y+1
is given by a constant β-shift;
βzw → βzw +m. (4.1.21)
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As the background is twisted by a β-shift, this example can be considered as a T -fold. In
terms of the Q-flux, this solution has a constant Q-flux,
Qy
zw = m. (4.1.22)
Finally, the monodromy matrix is given by
HMN(y + 1) =
[
Ω
⊺H(y) Ω]
MN
, ΩMN ≡

δmn 2mδ[mz δn]w
0 δnm

 ∈ O(10, 10;Z) . (4.1.23)
By employing the knowledge on T -folds introduced in this section, we will elaborate on
a non-geometric aspect of YB-deformed backgrounds as T -folds.
4.2 Non-geometric aspects of YB deformations
Let us show that various YB-deformed backgrounds can be regarded as T-folds.
In Subsec. 4.2.1, the general structure of T-duality monodromy is revealed for the YB-
deformed backgrounds studied in this section. In Subsec. 4.2.2, various T-folds are obtained
as YB-deformations of Minkowski spacetime. Then, in Subsec. 4.2.3, we study a certain
background which is obtained by a non-Abelian T-duality but is not described as a Yang-
Baxter deformation. It is shown that this background is a solution of GSE and can also be
regarded as a T-fold. Finally, in Subsec. 4.2.4, in order to study a more non-trivial class of
T-folds with R-R fields, we consider some backgrounds obtained as YB-deformations of the
AdS5 × S5 background.
4.2.1 T -duality monodromy of YB-deformed background
As we explained in section (3.2), the YB-deformed background described by (H, d, F ) always
has the following structure:
H = eβ⊺ Hˇ(0) eβ , d = d(0) , F = e−β∨ Fˇ (0) ,
eβ =

δmn βmn
0 δnm

 , βmn = 2 η rij Tˆmi Tˆ nj , (4.2.1)
where (Hˇ(0), d(0), Fˇ (0)) represent the undeformed background. In the following examples, B-
field vanishes in the undeformed background. At this stage, we know only the local property
of the YB-deformed background.
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In the examples considered in this section, the bi-vector βmn always has a linear-coordinate
dependence. Suppose that βmn depends on a coordinate y linearly like,
βmn = rmn y + r¯mn (rmn : constant, r¯mn : independent of y) , (4.2.2)
and the β-untwisted fields are independent of y. Then, from the Abelian property,
eβ1+β2 = eβ1 eβ2 = eβ2 eβ1 , e−(β1+β2)∨ = e−β1∨ e−β2∨ = e−β2∨ e−β1∨ , (4.2.3)
we obtain
HMN(y + a) =
[
Ω
⊺
aH(y) Ωa
]
MN
, d(y + a) = d(y) , F (y + a) = e−ωa∨ F (y) ,
(Ωa)
M
N ≡

δmn a rmn
0 δnm

 , (ωa)mn ≡ a rmn . (4.2.4)
If we can find out an a0 (where the O(10, 10; R) matrix Ωa0 is an element of O(10, 10;Z)),
the background allows us to compactify the y direction as y ∼ y + a0 . This is because
O(10, 10;Z) is a gauge symmetry of String Theory and the background can be identified up
to the gauge transformation. In this example of T -fold, the monodromy matrices for the
generalized metric and R-R fields are Ωa0 and e
−ωa0∨, respectively, while the dilaton d is
single-valued. Note that the R-R potential A has the same monodromy as F .
4.2.2 YB-deformed Minkowski backgrounds
In this subsection, we study YB-deformations of Minkowski spacetime [87,88]. We begin by
a simple example of the Abelian YB deformation. Then two purely NS-NS solutions of GSE
are presented and are shown to be T -folds. These backgrounds have vanishing R-R fields
and are the first examples of purely NS-NS solutions of GSE.
Abelian example
Let us consider a simple Abelian r-matrix [87]
r = −1
2
P1 ∧M23 . (4.2.5)
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The corresponding YB-deformed background becomes
ds2 = −(dx0)2 + (dx
1)2 +
[
1 + (η x2)2
]
(dx2)2 +
[
1 + (η x3)2
]
(dx3)2 + 2 η2 x2 x3 dx2 dx3
1 + η2
[
(x2)2 + (x3)2
]
+
9∑
i=4
(dxi)2 ,
B2 =
η dx1 ∧ (x2 dx3 − x3 dx2)
1 + η2
[
(x2)2 + (x3)2
] , Φ = 1
2
ln
[
1
1 + η2
[
(x2)2 + (x3)2
]] . (4.2.6)
It seems very messy, but after moving to an appropriate polar coordinate system (see Sec. 3.1
of [87]), this background (4.2.6) is found to be the well-known Melvin background [216–218].
In [87], it was reproduced as a Yang-Baxter deformation with the classical r-matrix (4.2.5).
For later convenience, we will keep the expression in (4.2.6).
The dual parameterization of this background is given by
ds2dual = −(dx0)2 +
9∑
i=1
(dxi)2 , β = η
(
x2 ∂1 ∧ ∂3 − x3 ∂1 ∧ ∂2
)
, φ˜ = 0 . (4.2.7)
Hence, under a shift x2 → x2 + η−1 , the background receives the β-transformation,
β → β + ∂1 ∧ ∂3 . (4.2.8)
Therefore, if the x2 direction is compactified with the period η−1, then the monodromy
matrix becomes
HMN (x2 + η−1) =
[
Ω
⊺H(x2) Ω]
MN
, ΩMN ≡

δmn 2 δ[m1 δn]3
0 δnm

 ∈ O(10, 10;Z) . (4.2.9)
Thus this background has been shown to be a T -fold.
When the x3 direction is also identified with the period η−1, the corresponding mon-
odromy matrix becomes
HMN(x3 + η−1) =
[
Ω
⊺H(x3) Ω]
MN
, ΩMN ≡

δmn −2 δ[m1 δn]2
0 δnm

 ∈ O(10, 10;Z) . (4.2.10)
In terms of non-geometric fluxes, this background has a constant Q-flux. In the examples
of T -folds presented in Sec. 4.1, a background with a constant Q-flux, Qp
mn, is mapped to
another background with a constant H-flux, Hpmn, under a double T -duality along x
m and
xn directions. On the other hand, in the present example, the background has two types of
constantQ-fluxes, Q2
13 andQ3
12 , but we cannot perform T -dualities to make the background
a constant-H-flux background because x2 and x3 directions are not isometry directions.
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Non-unimodular example 1: r = 1
2
(P0 − P1) ∧M01
Let us consider a non-unimodular classical r-matrix3
r =
1
2
(P0 − P1) ∧M01 . (4.2.11)
The corresponding YB-deformed background becomes
ds2 =
−(dx0)2 + (dx1)2
1− η2 (x0 + x1)2 +
9∑
i=2
(dxi)2 ,
B2 = − η (x
0 + x1)
1 − η2 (x0 + x1)2 dx
0 ∧ dx1 , Φ = 1
2
ln
[
1
1− η2 (x0 + x1)2
]
.
(4.2.12)
Apparently, this background has a coordinate singularity at x0 + x1 = ±1/η. But when the
dual parameterization (5.2.17) is employed, the dual fields are given by
ds2dual = −(dx0)2 +
9∑
i=1
(dxi)2 , β = η (x0 + x1) ∂0 ∧ ∂1 , φ˜ = 0 , (4.2.13)
and they are regular everywhere.4
By introducing a Killing vector I with the help of the divergence formula (2.2.53) as
I = D˜nβ
mn ∂m = ∂nβ
mn ∂m = η (∂0 − ∂1) , (4.2.14)
the background (4.2.12) with this I solves GSE. Here D˜n is the covariant derivative associated
with the original Minkowski spacetime.
Since the β-field depends on x1 linearly, as one moves along the x1 direction, the back-
ground is twisted by the β-transformation. In particular, when the x1 direction is identified
with period 1/η, this background becomes a T -fold with an O(10, 10;Z) monodromy,
HMN(x1 + η−1) =
[
Ω
⊺H(x1) Ω]
MN
, ΩMN ≡

δmn 2 δ[m0 δn]1
0 δnm

 . (4.2.15)
Note that an arbitrary solution of GSE can be regarded as a solution of DFT [104].
Indeed, by introducing the light-cone coordinates and a rescaled deformation parameter as
x± ≡ x
0 ± x1√
2
, η¯ =
√
2 η , (4.2.16)
3As far as we know, this example has not been discussed anywhere so far.
4A similar resolution of singularities in the dual parameterization has been argued in [219, 220] in the
context of the exceptional field theory.
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the present YB-deformed background can be regarded as the following solution of DFT:
H =


0 −1 −η¯ x+ 0
−1 0 0 η¯ x+
−η¯ x+ 0 0 (η¯ x+)2 − 1
0 η¯ x+ (η¯ x+)2 − 1 0

 , d = η¯ x˜− , (4.2.17)
where only (x+, x−, x˜+, x˜−)-components of HMN are displayed. Note here that the dilaton
has an explicit dual-coordinate dependence because we are now considering a non-standard
solution of the section condition which makes this background a solution of GSE rather than
the usual supergravity.
Before perfoming this YB deformation (i.e. η¯ = 0), there is a Killing vector χ ≡ ∂+ ,
but the associated isometry is broken for non-zero η¯ . However, even after deforming the
geometry, there exists a generalized Killing vector
χ ≡ eη¯ x˜− ∂+
(
£ˆχHMN = 0 , £ˆχd = 0
)
, (4.2.18)
which goes back to the original Killing vector in the undeformed limit, η¯ → 0 . In order to
make the generalized isometry manifest, let us consider a generalized coordinate transfor-
mation,
x′+ = e−η¯ x˜− x+ , x˜′− = −η¯−1 e−η¯ x˜− , x′M = xM (others) . (4.2.19)
By employing Hohm and Zwiebach’s finite transformation matrix [144],
FMN = 1
2
( ∂xK
∂x′M
∂x′K
∂xN
+
∂x′M
∂xK
∂xN
∂x′K
)
, (4.2.20)
the generalized Killing vector in the primed coordinates becomes constant, χ = ∂′+ . We
can also check that the generalized metric in the primed coordinate system is precisely the
undeformed background. Namely, at least locally, the YB deformation can be undone by
the generalized coordinate transformation5. This fact is consistent with the fact that YB
deformations can be realized as the generalized diffeomorphism [68].
Non-Riemannian background: Since the above background has a linear coordinate de-
pendence on x˜− , let us rotate the solution to the canonical section (i.e. a section in which
5In the study of YB deformations of AdS5 , the similar phenomenon has already been observed in [64].
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all of the fields are independent of the dual coordinates). By performing a T -duality along
the x− direction, we obtain
H =


0 0 −η¯ x+ −1
0 0 (η¯ x+)2 − 1 η¯ x+
−η¯ x+ (η¯ x+)2 − 1 0 0
−1 η¯ x+ 0 0

 , d = η¯ x
− . (4.2.21)
The resulting background is indeed a solution of DFT defined on the canonical section.
However, this solution cannot be parameterized in terms of (gmn, Bmn) and is called a non-
Riemannian background in the terminology of [154]. This background does not even allow
the dual parameterization (5.2.17) in terms of (Gmn, β
mn)6.
Non-unimodular example 2: r = 1
2
√
2
∑4
µ=0
(
M0µ −M1µ
) ∧ P µ
The next example is the classical r-matrix [88],
r =
1
2
√
2
4∑
µ=0
(
M0µ −M1µ
) ∧ P µ . (4.2.22)
This classical r-matrix is a higher dimensional generalization of the light-cone κ-Poincare´
r-matrix in the four dimensional one.
By using the light-cone coordinates,
x± ≡ x
0 ± x1√
2
, (4.2.23)
the corresponding YB-deformed background becomes
ds2 =
−2 dx+ dx− − η2 dx+[∑4i=2(xi)2 dx+ − 2 x+∑4i=2 xi dxi]
1− (η x+)2 +
9∑
i=2
(dxi)2 ,
B2 =
η dx+ ∧ (x+ dx− −∑4i=2 xi dxi)
1− (η x+)2 , Φ =
1
2
ln
[
1
1− (η x+)2
]
.
(4.2.24)
6For another example of non-Riemannian backgrounds, see [154]. A classification of non-Riemannian
backgrounds in DFT has been made in [221]. In the context of the exceptional field theory, non-Riemannian
backgrounds have been found in [219] even before [154]. There, the type IV generalized metrics do not allow
both the conventional and dual parameterizations similar to our solution (4.2.21).
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In terms of the dual parameterization, this background becomes
ds2dual = −2 dx+ dx− +
9∑
i=2
(dxi)2 , φ˜ = 0 ,
β = η
4∑
µ=0
Mˆ−µ ∧ Pˆ µ = η ∂− ∧
(
x+ ∂+ +
∑4
i=2 x
i ∂i
)
.
(4.2.25)
Again, by introducing a Killing vector from the divergence formula (2.2.53) as
I = 4 η ∂− , (4.2.26)
the background (4.2.24) with this I solves GSE.
This background can also be regarded as the following solution of DFT:
H =


0 −1 0 0 0 −η x+ 0 −η x2 −η x3 −η x4
−1 0 0 0 0 0 η x+ 0 0 0
0 0 1 0 0 0 −η x2 0 0 0
0 0 0 1 0 0 −η x3 0 0 0
0 0 0 0 1 0 −η x4 0 0 0
−η x+ 0 0 0 0 0 (η x+)2 − 1 0 0 0
0 η x+ −η x2 −η x3 −η x4 (η x+)2 − 1 η2
∑4
i=2(x
i)2 η2 x+ x2 η2 x+ x3 η2 x+ x4
−η x2 0 0 0 0 0 η2 x+ x2 1 0 0
−η x3 0 0 0 0 0 η2 x+ x3 0 1 0
−η x4 0 0 0 0 0 η2 x+ x4 0 0 1


,
d = 4 η x˜− ,
(4.2.27)
where only (x+, x−, x2, x3, x4, x˜+, x˜−, x˜2, x˜3, x˜4)-components of HMN are displayed.
When one of the (x2, x3, x4)-coordinates, say x2, is compactified with the period x2 ∼
x2 + η−1, the monodromy matrix is given by
HMN(x2 + η−1) =
[
Ω
⊺H(x2) Ω]
MN
, ΩMN ≡

δmn 2 δ[m− δn]2
0 δnm

 ∈ O(10, 10;Z) , (4.2.28)
and in this sense the compactified background is a T -fold. In terms of the non-geometric
Q-flux, this background has the following components of it:
Q+
−+ = Q2−2 = Q3−3 = Q4−4 = η . (4.2.29)
4.2.3 A non-geometric background from non-Abelian T -duality
Before considering YB-deformations of AdS5×S5 , let us consider another example of purely
NS-NS background, which was found in [222] via a non-Abelian T -duality.
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The background takes the form,
ds2 = −dt2 + (t
4 + y2) dx2 − 2 x y dx dy + (t4 + x2) dy2 + t4 dz2
t2 (t4 + x2 + y2)
+ ds2T 6 ,
B2 =
(x dx+ y dy) ∧ dz
t4 + x2 + y2
, Φ =
1
2
ln
[
1
t2 (t4 + x2 + y2)
]
,
(4.2.30)
where ds2T 6 is the flat metric on a 6-torus. In terms of the dual parameterization, this
background takes a Friedmann-Robertson-Walker-type form,
ds2dual = −dt2 + t−2
(
dx2 + dy2 + dz2
)
+ ds2T 6 ,
β = (x ∂x + y ∂y) ∧ ∂z , φ˜ = − ln t3 .
(4.2.31)
Note here that this background cannot be represented by a coset or a Lie group itself. This
is because the background (4.2.30) contains a curvature singularity and is not homogeneous.
Hence the background (4.2.30) cannot be realized as a Yang-Baxter deformation and is not
included in the discussion of [65, 66, 72].
It is easy to see that the associated Q-flux is constant on this background (4.2.31),
Qy
xy = Qz
xz = −1 . (4.2.32)
Therefore, if the x-direction is compactified as x ∼ x+ 1, the background fields are twisted
by an O(10, 10;Z) transformation as
HMN(x+ 1) =
[
Ω
⊺H(x) Ω]
MN
, ΩMN ≡

δmn 2 δ[mx δn]z
0 δnm

 , d(x+ 1) = d(x) . (4.2.33)
Thus the background can be interpreted as a T -fold. If the z-direction is also compactified
as z ∼ z + 1, another twist is realized as
HMN(y + 1) =
[
Ω
⊺H(y) Ω]
MN
, ΩMN ≡

δmn 2 δ[my δn]z
0 δnm

 , d(y + 1) = d(y) . (4.2.34)
As stated in [222], this background is not a solution of the usual supergravity. However,
by using the divergence formula Im = D˜nβ
mn again and introducing a vector field as
I = −2 ∂z , (4.2.35)
we can see that the background (4.2.30) together with this vector field I satisfies GSE. Thus,
this background can also be regarded as a T -fold solution of DFT.
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In this subsection, we have considered just one example of non-Abelian T -duality, but
it would be interesting to study a lot of examples as a new technique to generate GSE
solutions. In fact, it is well-known that non-Abelian T -duality is a systematic method to
construct T -fold solutions in DFT.
4.2.4 YB-deformed AdS5 × S5 backgrounds
We show that various YB deformations of the AdS5×S5 background are T -folds. We consider
here examples associated with the following five classical r-matrices:
1. r = 1
2 η
[
η1 (D +M+−) ∧ P+ + η2M+2 ∧ P3
]
,
2. r = 1
2
P0 ∧D ,
3. r = 1
2
[
P0 ∧D + P i ∧ (M0i +M1i)
]
,
4. r = 1
2η
P− ∧ (η1D − η2M+−) ,
5. r = 1
2
M−µ ∧ P µ .
The classical r-matrices other than the first one are non-unimodular. Note here that the S5
part remains undeformed and only the AdS5 part is deformed. As shown in App.G, through
the (modified) Penrose limit, the second and third examples are reduced to the two examples
discussed in the previous subsection.
Non-Abelian unimodular r-matrix
Let us consider a non-Abelian unimodular r-matrix (see R5 in Tab. 1 of [23]),
r =
1
2 η
[
η1 (D +M+−) ∧ P+ + η2M+2 ∧ P3
]
, (4.2.36)
where, for simplicity, it is written in terms of the light-cone coordinates,7
x± ≡ x
0 ± x1√
2
. (4.2.37)
7In the following, our light-cone convention is taken as εz+−23rξφ1φ2φ3 = +
√|g| .
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The corresponding YB-deformed background is given by
ds2 =
−2 z2 dx+ dx− + 4 η21 z−1 x− dz dx−
z4 − (2 η1 x−)2 +
z2 [(dx2)2 + (dx3)2]
z4 + (η2 x−)2
+
dz2
z2
+
2 {[x2(2 η21 + η22)− η1 η2 x3] z2 x− dx2 + η1 (2 η1 x3 − η2 x2) dx3} dx−
[z4 − (2 η1 x−)2] [z4 + (η2 x−)2]
− (η
2
1 + η
2
2) (z x
2)2 − 2 η1 η2 z2 x2 x3 + η21 [z4 + (z x3)2 + (η2 x−)2]
[z4 − (2 η1 x−)2] [z4 + (η2 x−)2] (dx
−)2 + ds2S5 ,
B2 = −
[
η1 {x2 [z4 + 2 (η2 x−)2]− 2 η1 η2 (x−)2 x3} dx2 + {η1 z4 x3 − η2 x2 [z4 − 2 (η1 x−)2]} dx3
[z4 − (2 η1 x−)2] [z4 + (η2 x−)2]
+
η1 (z dz − 2 x− dx+)
z4 − (2 η1 x−)2
]
∧ dx− + η2 x
− dx2 ∧ dx3
z4 + (η2 x−)2
,
Φ =
1
2
ln
[
z8
[z4 − (2 η1 x−)2] [z4 + (η2 x−)2]
]
,
Fˆ1 =
4 η1 η2 x
− (2 x− dz − z dx−)
z5
,
Fˆ3 = −B2 ∧ F1 + 4 η1
z5
(
2 x− dz − z dx−) ∧ dx2 ∧ dx3
+
4
z5
dz ∧ dx− ∧ [η1 (x3 dx2 − x2 dx3) + η2 (x− dx+ − x2 dx2)] ,
Fˆ5 = 4
[
z8
[z4 − (2 η1 x−)2] [z4 + (η2 x−)2] ωAdS5 + ωS5
]
,
Fˆ7 = −B2 ∧ F5 , Fˆ9 = −1
2
B2 ∧ F7 . (4.2.38)
In terms of the dual fields, we obtain the following expression:
ds2dual =
−2 dx+ dx− + (dx2)2 + (dx3)2 + dz2
z2
+ ds2S5 , φ˜ = 0 ,
β = η1
(
2 x− ∂− + x2 ∂2 + x3 ∂3 + z ∂z
) ∧ ∂+ + η2 (x2 ∂+ + x− ∂2) ∧ ∂3 . (4.2.39)
It is straightforward to check that the R-R field strengths are given by
Fˆ = e−B2∧ F , F ≡ e−β∨ Fˇ , Fˇ = 4 (ωAdS5 + ωS5) . (4.2.40)
Namely, as advocated in Sec. 3.2, the β-untwisted R-R fields Fˇ are invariant under the YB
deformation.
This background has the following components of Q-flux:
Qz
z+ = η1 , Q−−+ = 2 η1 , Q22+ = η1 , Q33+ = η1 , Q2+3 = η2 , Q−23 = η2 .
(4.2.41)
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Accordingly, for example, when the x3 direction is compactified with a period x3 ∼ x3+η−11 ,
this background becomes a T -fold with the monodromy,
HMN(x3 + η−11 ) =
[
Ω
⊺H(x) Ω]
MN
, ΩMN ≡

δmn 2 δ[m3 δn]+
0 δnm

 ∈ O(10, 10;Z) . (4.2.42)
The R-R fields F are also twisted by the same monodromy,
F (x3 + η−11 ) = e
−ω∨ F (x3) , ωmn = 2 δ[m3 δ
n]
+ . (4.2.43)
Note that the R-R potentials are twisted by the same monodromy as well, though their
explicit forms are not written down here.
r = 1
2
P0 ∧D
Let us next consider a classical r-matrix [64, 121],
r =
1
2
P0 ∧D . (4.2.44)
Because [P0, D] 6= 0 , this classical r-matrix does not satisfy the unimodularity condition.
Although we have considered in the subsection 2.3.2, we once again present the full
background. By introducing the polar coordinates,
x1 = ρ sin θ cosφ , x2 = ρ sin θ sin φ , x3 = ρ cos θ , (4.2.45)
the deformed background can be rewritten as [64]8
ds2 =
z2
[−(dx0)2 + dρ2 + dz2]− η2 (dρ− ρ z−1 dz)2
z4 − η2 (z2 + ρ2) +
ρ2 (dθ2 + sin2 θ dφ2)
z2
+ ds2S5 ,
B2 = −η dx
0 ∧ (ρ dρ+ z dz)
z4 − η2 (z2 + ρ2) , Φ =
1
2
ln
[
z4
z4 − η2 (z2 + ρ2)
]
, I = −η ∂0 ,
Fˆ1 = 0 , Fˆ3 =
4 η ρ2 sin θ
z5
(z dρ− ρ dz) ∧ dθ ∧ dφ ,
Fˆ5 = 4
[
z4
z4 − η2 (z2 + ρ2) ωAdS5 + ωS5
]
,
Fˆ7 =
4 η dx0 ∧ (ρ dρ+ z dz)
z4 − η2 (z2 + ρ2) ∧ ωS5 , Fˆ9 = 0 .
(4.2.46)
8Only the metric and NS-NS two-form were computed in [121].
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This background is not a solution of the usual type IIB supergravity, but that of GSE [48].
By setting η = 0, this background reduces to the original AdS5 × S5.
In the dual parameterization, the dual metric, the β field and the dual dilaton are given
by
ds2dual =
dz2 − (dx0)2 + (dx1)2 + (dx2)2 + (dx3)2
z2
+ ds2S5 , φ˜ = 0 ,
β = η Pˆ0 ∧ Dˆ = η ∂0 ∧ (x1 ∂1 + x2 ∂2 + x3 ∂3 + z ∂z)
= η ∂0 ∧ (ρ ∂ρ + z ∂z) .
The Killing vector Im satisfies the divergence formula,
I0 = −η = Dmβ0m . (4.2.47)
The Q-flux has the following non-vanishing components:
Qz
0z = Q1
01 = Q2
02 = Q3
03 = η . (4.2.48)
Thus, when at least one of the (x1, x2, x3) directions is compactified, the background can be
interpreted as a T -fold. For example, when the x1 direction is compactified, the monodromy
is given by
HMN(x1 + η−1) =
[
Ω
⊺H(x1) Ω]
MN
, ΩMN ≡

δmn 2 δ[m0 δn]1
0 δnm

 . (4.2.49)
From (4.2.46), the R-R potentials can be found as follows:
Cˆ0 = 0 , Cˆ2 =
η ρ3 sin θ
z4
dθ ∧ dφ ,
Cˆ4 =
ρ2 sin θ
z4
dx0 ∧ dρ ∧ dθ ∧ dφ+ ω4 −B2 ∧ Cˆ2 ,
Cˆ6 = −B2 ∧ ω4 , Cˆ8 = 0 ,
(4.2.50)
where the 4-form ω4 satisfies ωS5 = dω4 , Providing the B-twist, we obtain
F1 = 0 , F3 =
4 η ρ2 sin θ
z5
(ρ dz − z dρ) ∧ dθ ∧ dφ ,
F5 = 4
(
ωAdS5 + ωS5
)
, F7 = 0 , F9 = 0 ,
A0 = 0 , A2 =
η ρ3 sin θ
z4
dθ ∧ dφ ,
A4 =
ρ2 sin θ
z4
dx0 ∧ dρ ∧ dθ ∧ dφ+ ω4 , A6 = 0 , A8 = 0 .
(4.2.51)
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We can further compute the β-untwisted fields,
Fˇ1 = 0 , Fˇ3 = 0 , Fˇ5 = 4
(
ωAdS5 + ωS5
)
, Fˇ7 = 0 , Fˇ9 = 0 ,
Cˇ0 = 0 , Cˇ2 = 0 , Cˇ4 =
ρ2 sin θ
z4
dx0 ∧ dρ ∧ dθ ∧ dφ+ ω4 , Cˇ6 = 0 , Cˇ8 = 0 .
(4.2.52)
As expected, the β-untwisted R-R fields are precisely the R-R fields in the undeformed
background, and they are single-valued. In terms of the twisted R-R fields, (F, A), the R-R
fields have the same monodromy as (4.2.49),
A(x1 + η−1) = e−ω∨A(x1) , F (x1 + η−1) = e−ω∨ F (x1) , ωmn = 2 δ[m0 δ
n]
1 . (4.2.53)
A scaling limit of the Drinfeld–Jimbo r-matrix
Let us consider a classical r-matrix [64, 122],
r =
1
2
[
P0 ∧D + P i ∧ (M0i +M1i)
]
, (4.2.54)
which can be obtained as a scaling limit of the classical r-matrix of Drinfeld-Jimbo type
[40, 41]. By using the polar coordinates (ρ, θ),
(dx2)2 + (dx3)2 = dρ2 + ρ2 dθ2 , (4.2.55)
the YB-deformed background, which satisfies GSE, is given by [64, 122]
ds2 =
−(dx0)2 + dz2
z2 − η2 +
z2
[
(dx1)2 + dρ2
]
z4 + η2 ρ2
+
ρ2 dθ2
z2
+ ds2S5 ,
B2 = η
[−dx0 ∧ dz
z (z2 − η2) −
ρ dx1 ∧ dρ
z4 + η2 ρ2
]
,
Φ =
1
2
ln
[
z6
(z2 − η2)(z4 + η2 ρ2)
]
, I = −η (4 ∂0 + 2 ∂1) ,
Fˆ1 = −4 η
2 ρ2
z4
dθ ,
Fˆ3 = 4 η ρ
( −ρ dx0 ∧ dz
z (z4 − η2 z2) +
dx1 ∧ dρ
z4 + η2 ρ2
)
∧ dθ ,
Fˆ5 = 4
[
z6
(z2 − η2)(z4 + η2 ρ2) ωAdS5 + ωS5
]
,
Fˆ7 = 4 η
(
dx0 ∧ dz
z (z2 − η2) +
ρ dx1 ∧ dρ
z4 + η2 ρ2
)
∧ ωS5 ,
Fˆ9 =
4 η2 ρ
z (z2 − η2)(z4 + η2 ρ2) dx
0 ∧ dx1 ∧ dρ ∧ dz ∧ ωS5 .
(4.2.56)
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The R-R potentials can be found as follows:
Cˆ0 = 0 , Cˆ2 = −η ρ
2
z4
dx0 ∧ dθ , Cˆ4 = ρ
z4 + η2 ρ2
dx0 ∧ dx1 ∧ dρ ∧ dθ + ω4 ,
Cˆ6 = −B2 ∧ ω4 , Cˆ8 = η
2 ρ
z (z2 − η2)(z4 + η2 ρ2) dx
0 ∧ dx1 ∧ dρ ∧ dz ∧ ω4 .
(4.2.57)
Then the corresponding dual fields in the NS-NS sector are given by
ds2dual =
−(dx0)2 + (dx1)2 + dρ2 + ρ2 dθ2 + dz2
z2
+ ds2S5 , φ˜ = 0 ,
β = η
[
Pˆ0 ∧ Dˆ + Pˆ i ∧ (M0i +M1i)
]
= η (−x2 ∂1 ∧ ∂2 − x3 ∂1 ∧ ∂3 + z ∂0 ∧ ∂z)
= η (−ρ ∂1 ∧ ∂ρ + z ∂0 ∧ ∂z) ,
and the Killing vector Im again satisfies the divergence formula,
I0 = −4 η = Dmβ0m , I1 = −2 η = Dmβ1m . (4.2.58)
Providing the B-twist to the R-R field strengths, we obtain
F1 = −4 η
2ρ2
z4
dθ , F3 =
4 η ρ
z5
(
ρ dz ∧ dx0 + z dx1 ∧ dρ) ∧ dθ ,
F5 = 4
(
ωAdS5 + ωS5
)
, F7 = 0 , F9 = 0 ,
A0 = 0 , A2 = −η ρ
2
z4
dx0 ∧ dθ ,
A4 =
ρ
z4
dx0 ∧ dx1 ∧ dρ ∧ dθ + ω4 , A6 = 0 , A8 = 0 .
(4.2.59)
Furthermore, the β-untwist leads to the following expressions:
Fˇ1 = 0 , Fˇ3 = 0 , Fˇ5 = 4
(
ωAdS5 + ωS5
)
, Fˇ7 = 0 , Fˇ9 = 0 ,
Cˇ0 = 0 , Cˇ2 = 0 , Cˇ4 =
ρ
z4
dx0 ∧ dx1 ∧ dρ ∧ dθ + ω4 , Cˇ6 = 0 , Cˇ8 = 0 .
(4.2.60)
These are the same as the undeformed R-R potentials.
Then the non-zero component of Q-flux are given by
Qz
0z = η , Q2
12 = −η , Q313 = −η . (4.2.61)
When the x2-direction is compactified as x2 ∼ x2 + η−1, this background becomes a T -fold
with the monodromy,
HMN(x2 + η−1) =
[
Ω
⊺H(x2) Ω]
MN
, ΩMN ≡

δmn −2 δ[m1 δn]2
0 δnm

 ,
F (x2 + η−1) = e−ω∨ F (x2) , ωmn = −2 δ[m1 δn]2 .
(4.2.62)
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r = 1
2 η
P− ∧ (η1D − η2M+−)
Let us consider a non-unimodular r-matrix9,
r =
1
2 η
P− ∧ (η1D − η2M+−) . (4.2.63)
Here we have introduced the light-cone coordinates and polar coordinates as
x± ≡ x
0 ± x1√
2
, (dx2)2 + (dx3)2 = dρ2 + ρ2 dθ2 . (4.2.64)
The YB-deformed background is given by
ds2 =
−2 z2 dx+ dx−
z4 − (η1 + η2)2 (x+)2 +
dρ2 + ρ2 dθ2 + dz2
z2
+ η1 dx
+ 2 x
+ (η1 + η2) (z dz + ρ dρ)− η1 (z2 + ρ2) dx+
z2 [z4 − (η1 + η2)2 (x+)2] + ds
2
S5 ,
B2 = −
[
η1 (dx
+ ∧ (ρ dρ+ z dz)− x+ dx+ ∧ dx−)− η2 x+ dx+ ∧ dx−
]
z4 − (η1 + η2)2 (x+)2 ,
Φ =
1
2
ln
[
z4
z4 − (η1 + η2)2 (x+)2
]
, I = −(η1 − η2) ∂− ,
Fˆ1 = 0 ,
Fˆ3 = −
4 ρ
[
η1 (dx
+ ∧ (z dρ− ρ dz)− x+ dz ∧ dρ)− η2 x+ dz ∧ dρ
] ∧ dθ
z5
,
Fˆ5 = 4
[
z4
z4 − (η1 + η2)2 (x+)2 ωAdS5 + ωS5
]
,
Fˆ7 =
4
[
η1 (dx
+ ∧ (ρ dρ+ z dz)− x+ dx+ ∧ dx−)− η2 x+ dx+ ∧ dx−
] ∧ ωS5
z4 − (η1 + η2)2 (x+)2 ,
Fˆ9 = 0 .
(4.2.65)
The R-R potentials are also given by
Cˆ0 = 0 , Cˆ2 =
ρ [η1 ρ dx
+ − (η1 + η2) x+ dρ] ∧ dθ
z4
,
Cˆ4 =
ρ dx+ ∧ [z3 dx− − η1 (η1 + η2) x+ dz] ∧ dρ ∧ dθ
z3 [z4 − (η1 + η2)2 (x+)2] + ω4 ,
Cˆ6 = −B2 ∧ ω4 , Cˆ8 = 0 .
(4.2.66)
9This r-matrix includes the known examples studied in Sec. 4.3 (η1 = −η2 = −η) and 4.4 (η1 = −η,
η2 = 0) of [64] as special cases.
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The dual fields are given by
ds2dual =
−2 dx+ dx− + dρ2 + ρ2 dθ2 + dz2
z2
+ ds2S5 , φ˜ = 0 ,
β = Pˆ− ∧ (η1 Dˆ + η2 Mˆ+−) = η1 ∂− ∧ (x+ ∂+ + ρ ∂ρ + z ∂z) + η2 x+ ∂− ∧ ∂+
= η1 ∂− ∧ (x+ ∂+ + x2 ∂2 + x3 ∂3 + z ∂z) + η2 x+ ∂− ∧ ∂+ ,
(4.2.67)
and the Q-flux has the following non-vanishing components:
Qz
−z = Q+−+ = Q2−2 = Q3−3 = η1 , Q+−+ = η2 . (4.2.68)
In a similar manner as the previous examples, by compactifying one of the x1, x2, and x3
directions with a certain period, this background can also be regarded as a T -fold. For
example, if we make the identification, x3 ∼ x3 + η−11 , the associated monodromy becomes
HMN(x3 + η−11 ) =
[
Ω
⊺H(x3) Ω]
MN
, ΩMN ≡

δmn 2 δ[m− δn]3
0 δnm

 ,
F (x3 + η−11 ) = e
−ω∨ F (x3) , ωmn = 2 δ[m− δ
n]
3 .
(4.2.69)
A solution of Generalized Type IIA Supergravity Equations: In the background
(4.2.56), by performing a T -duality along the x1-direction (see [104] for the duality trans-
formation rule), we obtain the following solution of the generalized type IIA equations of
motion:
ds2 =
−(dx0)2 + dz2
z2 − η2 + z
2 (dx1)2 +
(dρ+ η ρ dx1)2 + ρ2 dθ2
z2
+ dsS5 ,
B2 = − η dx
0 ∧ dz
z (z2 − η2) , Φ = −2 η x
1 − 1
2
ln
(z2 − η2
z4
)
, I = −4 η ∂0 ,
Fˆ2 =
4 η e2 η x
1
ρ (dρ+ η ρ dx1) ∧ dθ
z4
,
Fˆ4 =
4 e2 η x
1
ρ dx0 ∧ (dρ+ η ρ dx1) ∧ dθ ∧ dz
z3 (z2 − η2) ,
Fˆ6 = −4 e2 η x1 dx1 ∧ ωS5 , Fˆ8 =
4 η e2 η x
1
dx0 ∧ dx1 ∧ dz ∧ ωS5
z (z2 − η2) .
(4.2.70)
Here the R-R potentials are given by
Cˆ1 = 0 , Cˆ3 = e
2 η x1 ρ dx
0 ∧ (dρ+ η ρ dx1) ∧ dθ
z4
,
Cˆ5 = e
2 η x1 dx1 ∧ ω4 , Cˆ7 = − e2 η x1 η dz ∧ dx
0 ∧ dx1 ∧ ω4
z (z2 − η2) .
(4.2.71)
This background cannot be regarded as a T -fold, but it is the first example of the solution
for the generalized type IIA supergravity equations.
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r = 1
2
M−µ ∧ P µ
The final example is associated with the r-matrix [64]
r =
1
2
M−µ ∧ P µ . (4.2.72)
This r-matrix is called the light-like κ-Poincare´. Again, by introducing the coordinates,
x± ≡ x
0 ± x1√
2
, (dx2)2 + (dx3)2 = dρ2 + ρ2 dθ2 , (4.2.73)
the YB-deformed background is given by (see Sec. 4.5 of [64]) 10
ds2 =
z2(−2 dx+ dx− + dz2)
z4 − (η x+)2 − η
2 ρ
2( dx+)2 − 2 x+ρ dx+ dρ+ (x+)2 dz2
z2(z4 − (η x+)2)
+
dρ2 + ρ2 dθ2
z2
+ ds2S5 ,
B2 =
η dx+ ∧ (x+ dx− − ρ dρ)
z4 − (η x+)2 , Φ =
1
2
ln
[
z4
z4 − (η x+)2
]
, I− = 3 η ,
Fˆ1 = 0 , Fˆ3 = −4 η ρ
z5
(
ρ dx+ − x+ dρ) ∧ dθ ∧ dz ,
Fˆ5 = 4
[
z4
z4 − (η x+)2 ωAdS5 + ωS5
]
,
Fˆ7 = − 4 η
z4 − (η x+)2 dx
+ ∧ (x+ dx− − ρ dρ) ∧ ωS5 , Fˆ9 = 0 .
(4.2.74)
The R-R potentials can be found as follows:
Cˆ0 = 0 , Cˆ2 =
η ρ
z4
(
ρ dx+ − x+ dρ) ∧ dθ ,
Cˆ4 =
ρ
z4 − (η x+)2 dx
+ ∧ dx− ∧ dρ ∧ dθ + ω4 , Cˆ6 = −B2 ∧ ω4 , Cˆ8 = 0 .
(4.2.75)
The corresponding dual fields are given by
ds2dual =
−2dx+ dx− + dρ2 + ρ2 dθ2 + dz2
z2
+ ds2S5 , φ˜ = 0 ,
β = η Mˆ−µ ∧ Pˆ µ = η ∂− ∧ (x+ ∂+ + ρ ∂ρ)
= η ∂− ∧ (x+ ∂+ + x2 ∂2 + x3 ∂3) ,
and it is easy to check that the divergence formula is satisfied:
I− = 3 η = Dmβ−m . (4.2.76)
10The metric and NS-NS two form were computed in [121].
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We can calculate other types of the R-R field fields as
F1 = 0 , F3 = −4 η ρ
z5
(ρ dx+ − x+ dρ) ∧ dθ ∧ dz ,
F5 = 4
(
ωAdS5 + ωS5
)
, F7 = 0 , F9 = 0 ,
A0 = 0 , A2 =
η ρ
z4
(
ρ dx+ − x+ dρ) ∧ dθ ,
A4 =
ρ
z4
dx+ ∧ dx− ∧ dρ ∧ dθ + ω4 , A6 = 0 , A8 = 0 ,
(4.2.77)
and
Fˇ1 = 0 , Fˇ3 = 0 , Fˇ5 = 4
(
ωAdS5 + ωS5
)
, Fˇ7 = 0 , Fˇ9 = 0 ,
Cˇ0 = 0 , Cˇ2 = 0 , Cˇ4 =
ρ
z4
dx+ ∧ dx− ∧ dρ ∧ dθ + ω4 , Cˇ6 = 0 , Cˇ8 = 0 ,
(4.2.78)
and the β-twisted fields are again invariant under the YB deformation.
The non-geometric Q-flux has the non-vanishing components,
Q+
−+ = Q2−2 = Q3−3 = η , (4.2.79)
and again by compactifying one of the x1, x2, and x3 directions, this background becomes
a T -fold. Namely, if we compactify the x3-direction as, x3 ∼ x3 + η−1, the associated
monodromy becomes
HMN(x3 + η−1) =
[
Ω
⊺H(x3) Ω]
MN
, ΩMN ≡

δmn 2 δ[m− δn]3
0 δnm

 ,
F(x3 + η−1) = e−ω∨ F(x3) , ωmn = 2 δ[m− δ
n]
3 .
(4.2.80)
Chapter 5
Weyl invariance for generalized
supergravity
In this chapter, we discuss Weyl invariance of bosonic string theories on generalized super-
gravity backgrounds. For this purpose, we begin to show that generalized supergravity can
be reproduced by the usual DFT. After that, we construct a possible counterterm to cancel
the Weyl anomaly and show that the counterterm is definitely local.
The chapter is organized as follows. In section 5.1, after giving a short review of the
mDFT [116], we reinterpret the mDFT as the usual DFT with a modified section. In section
5.2, we review the R-R sector of the DFT and then reproduce the generalized type IIA
and IIB supergravity equations by choosing a non-standard section. We also present the T -
duality transformation rule for solutions of the generalized type II supergravities. In section
5.3, we discuss the Weyl invariance of the string sigma model defined on a solution of the
GSE.
5.1 NS–NS sector of (m)DFT
In this section, we introduce the mDFT proposed in [116], in which only the NS–NS sector
was studied and the R–R fields have not been included yet. We first give a short introduction
to the mDFT. Then, we show that the mDFT can be regarded as the conventional DFT
with a non-standard solution of the strong constraint.
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5.1.1 A brief review of mDFT
Let us give a short introduction to the mDFT. In the absence of the R–R fields, the set of
GSE in D dimensions takes the following form:
Rmn − 1
4
HmpqHn
pq + DmXn + DnXm = 0 ,
1
2
D
kHkmn −
(
XkHkmn + DmXn − DnXm
)
= 0 ,
R− 1
2
|H3|2 + 4DmXm − 4XmXm = 0 , Xm ≡ Im + Zm .
(5.1.1)
Here we have defined |αp|2 ≡ 1p! αm1···mp αm1···mp . A vector field Im and a 1-form Zm are
defined so as to satisfy
DmIn + DnIm = 0 , I
kHkmn + DmZn − DnZm = 0 , Im Zm = 0 . (5.1.2)
The conventional dilaton is included in Zm as follows:
Zm = ∂mΦ+ Um . (5.1.3)
Note that the equations of motion in (5.1.1) reduce to the usual supergravity ones if Im = 0
and Um = 0 are satisfied. Since the GSE depend on Φ and Um only through the combination
Zm, there is an ambiguity in the decomposition of Z = dΦ + U into dΦ and U . Namely, at
the level of the equations of motion, there is a local symmetry,
Φ(x)→ Φ(x) + ω(x) , U(x)→ U(x) − dω(x) . (5.1.4)
Therefore, for a given solution of the GSE, we can always choose the dilaton to satisfy
£IΦ = I
m ∂mΦ = 0 . (5.1.5)
In [116], by using techniques developed in the DFT, the above equations of motion have
been reformulated in a manifestly O(D,D) T -duality-covariant form (see [116] for more
details),
S˚MN = 0 , S˚ = 0 , £ˆXHMN = 0 , £ˆXd = 0 , XMXM = 0 , (5.1.6)
where HMN and d(x) are the generalized metric (3.1.17) and the DFT dilaton (3.1.22),
respectively. As in the usual case, we suppose that all of the fields and gauge parameters
satisfy the so-called strong and weak constraints (3.1.37), (3.1.38).
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Let us explain new ingredients (XM , S˚MN S˚) in the equations (5.1.5). A generalized
vector field XM , which is absent in the conventional DFT, is parameterized as
(
XM
)
=

 Im
Um +Bmn I
n

 , (5.1.7)
where Im and Un here are identified with the ones appearing in the GSE. The last three
equations in (5.1.6), which reproduce (5.1.2) and (5.1.5), indicate that the generalized vector
XM is a null generalized Killing vector. On the other hand, the first two equations in (5.1.6)
describe the dynamics of HMN (x) and d(x) . In particular, the first equation reproduces the
first two equations in (5.1.1) and the second equation leads to the last equation in (5.1.1).
In fact, S˚MN and S˚ are the generalized Ricci tensor/scalar associated with the covariant
derivative satisfying (see [116] for more details)
∇˚KηMN = 0 , £ˆV = £ˆ∇V , ∇˚KHMN = 0 , ∇˚Md+XM = 0 . (5.1.8)
The explicit expressions of the modified quantities, the generalized connection Γ˚MNK , the
generalized Ricci tensor S˚MN , and the generalized Ricci scalar S˚, in terms of (HMN , d, XM)
or (gmn, Bmn, Φ, I
m, Um), can be found in [116] (see Sects. 3.2, 4.1, and 4.2 therein).
The corresponding quantities in the conventional DFT, ΓMNK , SMN , and S, can be
reproduced from these modified quantities by setting XM = 0. Conversely, the modified
quantities (˚ΓMNK , S˚MN , S˚) can be obtained from (ΓMNK , SMN , S) with the replacement
∂Md → ∂Md+XM . (5.1.9)
The meaning of this shift will be clarified in the next subsection.
5.1.2 (m)DFT for “DFT on a modified section”
In this subsection, we show that the mDFT, which was reviewed in the previous subsection,
is equivalent to the conventional DFT with a non-standard solution of the strong constraint.
In this sense, the mDFT should rather be called the (m)DFT.
Let us first prove that by performing a certain generalized coordinate transformation,
the null generalized Killing vector XM can always be brought into the following form:1
XM ≡

 Im
Um +Bmn I
n

 =

Im
0

 (Im : constant) . (5.1.10)
1Our proof partially follows the discussion given in Sect. 3.1 of [223].
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This statement can be regarded as a generalization of the well-known fact in the Riemannian
geometry that we can always find a certain coordinate system where the components of a
Killing vector are constant (see, for example, [224]).
From the strong constraint, we can always find a section where all of the fields (HMN , d, XM)
are independent of the dual coordinates. With this choice of section, the null and the gen-
eralized Killing properties lead to the conditions (5.1.2) and (5.1.5). Since Im is a Killing
vector field, we can always find a certain coordinate system (xm) = (xµ, y) in which the
Killing vector is a coordinate basis: Im = c δmy , where c is a constant. In such a coordinate
system, both gmn and Φ are independent of y . The 3-form H3 is also independent of y, as
we can easily show £IH3 = 0 from (5.1.2). Thus, we can generally expand H3 as
H3 = h3 + c
−1 ιIH3 ∧ dy = h3 − c−1 dZ ∧ dy
(
ιIh3 = 0
)
, (5.1.11)
where we used (5.1.2), and h3 should satisfy £Ih3 = 0 that follows from £IH3 = 0 and
£IZ = 0 . From this expansion, we find an expansion of the B-field satisfying H3 = dB2 ,
B2 = b2 − c−1 U ∧ dy
(
ιIb2 = 0 , h3 = db2
)
, (5.1.12)
where we used dZ = dU , and b2 can always be chosen such that £Ib2 = 0 is satisfied. This
shows that we can always take a gauge (for generalized diffeomorphisms) so that Bmn is also
independent of y (i.e., £IB2 = 0), and all of the NS–NS fields are now independent of y .
From (5.1.12) and ιIU = 0, which comes from (5.1.2) and (5.1.5), we also find the relation
ιIB2 − U = 0 . (5.1.13)
This completes the proof that a null generalized Killing vector XM can always be brought
into the form (5.1.10).
Then, since all of the fields are independent of y , the y˜ dependence can sneak in without
violating the strong constraint. Indeed, in a coordinate system where (5.1.10) is realized,
the shift (5.1.9) from the DFT to the mDFT can be interpreted as an implicit introduction
of the linear y˜ dependence into the dilaton d∗(x) or Φ∗(x):
(∂Md) =

∂md
0

 → (∂Md+XM) =

∂md
Im

 = (∂Md∗) , d∗ ≡ d+ c y˜ . (5.1.14)
When the dilaton does not depend on y˜ (i.e., c = 0), Im vanishes and the modification
disappears. From the above argument, solutions of the mDFT can always be described as
solutions of the DFT in which the dilaton has a linear dual-coordinate dependence.
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Conversely, let us consider a solution of the DFT where the DFT dilaton has a linear
dual-coordinate dependence, d∗ = d(x) + cm y˜m with constant cm . From the identification
∂Md+XM = ∂Md∗ , (5.1.15)
we obtain that
Im = cm , Um +Bmn I
n = 0 . (5.1.16)
Note here that d∗, say the (m)DFT dilaton, can have only linear dependence on the dual
coordinates with constant coefficients if we prefer to avoid the explicit appearance of the
dual coordinates in Im and ∂md . Suppose that all of the fields, collectively denoted by ϕ,
are independent of y˜ . Then the strong constraint requires that
0 = ∂Md ∂Mϕ = I
m ∂mϕ = £Iϕ . (5.1.17)
Here, in the last equality we have used the fact that Im is constant in order to express the
condition in a covariant form. Then, the following conditions, namely (5.1.2) and (5.1.5),
are automatically satisfied:
£Igmn = 0 , I
m ∂mΦ = 0 , ιIH3 + dU = 0 , I
m Um = 0 . (5.1.18)
Here, the dilaton Φ is defined through the relation
e−2d = e−2Φ
√
|g| , (5.1.19)
and it is independent of y˜ . When the R–R fields are also introduced, they should also satisfy
£IFp = 0 . (5.1.20)
From the above viewpoint, it is not necessary to look for the action for the GSE. The
DFT action supplies the 2D-dimensional equations of motion of the DFT. If the DFT dilaton
has the dual-coordinate dependence, the equations of motion take the form of the GSE.
5.2 Ramond–Ramond sector of (m)DFT
In this section, we introduce the R–R fields by following the well-established formulation of
the DFT [135, 147, 160, 225, 226].2 The whole bosonic part of the GSE is reproduced from
the equations of motion of the DFT by choosing a modified section.
2The approaches in [147,225], [135], and [160,226], respectively, are slightly different from each other. In
this section, we basically follow the approach of [147, 225]. It is also useful to follow [135] when we consider
the type II supersymmetric DFT [134].
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5.2.1 Ramond–Ramond sector of DFT
Gamma matrices and O(D,D) spinors
It is convenient to introduce the gamma matrices {γM} = {γm, γm} satisfying the O(D,D)
Clifford algebra,3
{
γM , γN
}
= ηMN . (5.2.1)
Here, the gamma matrices are real and satisfy γm = (γm)
⊺ . The gamma matrices with
multi-indices are defined as
γM1···Mp ≡ γ[M1 · · · γMp] , γm1···mp ≡ γ[m1 · · · γmp] = γm1 · · · γmp . (5.2.2)
From the anti-commutation relations,
{γm, γn} = δmn , {γm, γn} = 0 = {γm, γn} , (5.2.3)
the γm can be regarded as fermionic annihilation operators. The Clifford vacuum |0〉 is
defined so as to satisfy
γm|0〉 = 0 , 〈0|0〉 = 1 , (5.2.4)
where 〈0| ≡ |0〉⊺. By acting γm matrices on |0〉, an O(D,D) spinor can be constructed as
|αp〉 ≡ 1
p!
αm1...mp γ
m1···mp |0〉 , (5.2.5)
and it is in one-to-one correspondence with a p-form, αp ≡ 1p! αm1...mp dxm1 ∧ · · · ∧ dxmp . A
formal sum of O(D,D) spinors,
|α〉 ≡
∑
p
1
p!
αm1...mp γ
m1···mp |0〉 , (5.2.6)
corresponds to a poly-form α =
∑
p αp .
The O(D,D) transformations are generated by γMN satisfying
[γMN , γL] = γK (T
MN)KL , (T
MN)KL ≡ 2 ηK[M δN ]L . (5.2.7)
By utilizing the generators, one can define the following quantities:
Se⊺ ≡ e 12 hmn [γm, γn]
[
em
n ≡ (eh⊺)mn
]
, eB ≡ e 12 Bmn γmn , eβ ≡ e 12 βmn γmn . (5.2.8)
3In this thesis, we call the Pin(D,D) group simply O(D,D) .
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We can easily show that they satisfy
Se⊺ γNS
−1
e = γM (Λe⊺)
M
N , e
B γN e
−B = γM (ΛB)
M
N , e
β γN e
−β = γM (Λβ)
M
N ,
Λe⊺ ≡

(e⊺)mn 0
0 (e−1)mn

 , ΛB ≡

 δmn 0
Bmn δ
n
m

 , Λβ ≡

δmn βmn
0 δnm

 .
(5.2.9)
It is helpful to define the correspondent of the flat metric as
Sk ≡ γ0 γ0 − γ0 γ0 = S−1k = S⊺k , Sk γN S−1k = γM kMN ,
(kMN) ≡

kmn 0
0 km
n

 , (kmn) ≡ diag(−1,+1, . . . ,+1) ≡ (kmn) ≡ (kmn) . (5.2.10)
The correspondent of the B-untwisted metric,4
(HˆMN) ≡

gmn 0
0 gmn

 , gmn ≡ emk enl kkl , (gmn) ≡ (gmn)−1 , (5.2.11)
can also be defined as
SHˆ ≡ Se Sk Se⊺ = S⊺Hˆ , Se ≡ (Se⊺)
⊺
, SHˆ γN S
−1
Hˆ = (γ
M)
⊺ HˆMN . (5.2.12)
This gives a natural metric,
〈α|SHˆ|β〉 =
∑
p,q
1
p! q!
αm1···mp βn1···nq〈0| γmp···m1 SHˆ γn1···nq |0〉
=
∑
p,q
1
p! q!
αm1···mp βn1···nq〈0| γmp···m1 (γl1···lq)⊺ SHˆ |0〉 gl1n1 · · · glqnq
=
√
|g|
∑
p
1
p!
gm1n1 · · · gmpnp αm1···mp βn1···np = 〈β|SHˆ|α〉 . (5.2.13)
The charge conjugation matrix is defined as
C ≡ (γ0 ± γ0) · · · (γD−1 ± γD−1) (D : even/odd) ,
C γM C−1 = −(γM )⊺ , C−1 = (−1)D(D+1)2 C = C⊺ .
(5.2.14)
By using C and SHˆ, the Hodge dual can be constructed as
C SHˆ γ
m1···mp |0〉 =
√
|g| (−1)pgm1n1 · · · gmpnp γn1···np C|0〉
=
1
(D − p)! (−1)
p(p+1)
2 εm1···mpn1···nD−p γ
n1···nD−p|0〉 , (5.2.15)
4See [227] for discussions of the untwisted form of generalized tensors.
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where ε01···(D−1) = +
√|g| and indices are raised or lowered with gmn.
The correspondent of the generalized metric is defined as
SH ≡ e−B
⊺
SHˆ e
−B = S⊺H , SH γN S
−1
H = (γ
M)
⊺HMN ,
(HMN) =

δkm Bmk
0 δmk



gkl 0
0 gkl



 δln 0
−Bln δnl

 . (5.2.16)
As stressed in [147], SH is a particular parameterization of the fundamental field S that
corresponds to the generalized metric HMN before providing a parameterization. If we take
another parameterization of the generalized metric,
(HMN) =

 δkm 0
−βmk δmk



Gkl 0
0 Gkl



δln βkn
0 δnl

 , (5.2.17)
then the field S is parameterized as
SH˜ ≡ eβ
⊺
SHˇ e
β , SHˇ ≡ Se˜ Sk Se˜⊺ . (5.2.18)
For later discussion, it is also convenient to define the following quantity,
K ≡ −C S = C K⊺ C , K γM K−1 = −HMN γN , (5.2.19)
and the chirality operator
γD+1 ≡ (−1)NF , NF ≡ γm γm . (5.2.20)
The chirality operator acts on an O(D,D) spinor as
γD+1 |α〉 =
∑
p
(−1)p|αp〉 . (5.2.21)
A chiral/anti-chiral spinor corresponds to a poly-form with even/odd degree.
The classical action and equations of motion
The dynamical fields that correspond to the R–R fields are introduced as O(D,D) spinors,
|A〉 ≡
∑
p
1
p!
Am1···mp γ
m1···mp |0〉 , (5.2.22)
which transform under generalized diffeomorphisms [147, 225] as follows:
δV |A〉 = £ˆV |A〉 ≡ V M ∂M |A〉+ ∂MVN γM γN |A〉 . (5.2.23)
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Depending on the type IIA or IIB theory, |A〉 takes a definite chirality,
γ11|A〉 = ∓|A〉 (IIA/IIB) . (5.2.24)
It is easy to show that under the strong constraint, the R–R field strength,
|F 〉 ≡ /∂|A〉 ≡ γM ∂M |A〉 , (5.2.25)
transforms covariantly under generalized diffeomorphisms.
From the strong constraint, the operator /∂ is nilpotent, and one can readily see that the
field strength is invariant under the gauge transformations for the R–R fields,
δλ|A〉 = /∂|λ〉 , (5.2.26)
where |λ〉 is an arbitrary O(D,D) spinor which respects the chirality (5.2.24). The Bianchi
identity also follows from the nilpotency /∂2 = 0,
/∂|F 〉 = /∂2|A〉 = 0 . (5.2.27)
In the democratic formulation [139, 140], the self-duality relation should be imposed at
the level of the equations of motion. In our convention, it takes the form
|F 〉 = K |F 〉 . (5.2.28)
From this expression and the Bianchi identity, we obtain the following relation:
/∂K |F 〉 = 0 . (5.2.29)
This is nothing but the equation of motion for the R–R field, as we will see below.
Now, let us write down the bosonic part of the (pseudo-)action for the type II supergrav-
ity,
L = e−2d S − 1
4
〈F | S |F 〉 = e−2d S + 1
4
〈F | K |F 〉 , (5.2.30)
where we have defined 〈F | ≡ 〈F |C⊺. Taking a variation with respect to A, we obtain
δAL = 1
2
〈δA| /∂K |F 〉 − ∂M
[1
2
〈δA| γM K |F 〉
]
, (5.2.31)
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and as expected, the equations of motion for A reproduce (5.2.29). The variation with
respect to the DFT dilaton becomes
δdL = −2 e−2d S δd+ ∂M
(
4 e−2dHMN ∂Nδd
)
, (5.2.32)
and there is no contribution from the R–R fields. Finally, the variation with respect to the
generalized metric gives rise to
δHL = −1
2
e−2d SMN δHMN − ∂M
[
e−2d∇N δHMN
]
+
1
4
〈F | δK |F 〉
= −1
2
(
e−2d SMN − 1
4
H(MK 〈F | γN)K K |F 〉
)
δHMN − ∂M
[
e−2d∇N δHMN
]
= −1
2
e−2d
(SMN + EMN) δHMN − ∂M[e−2d∇N δHMN] , (5.2.33)
where we have employed the identity [147]
δK = 1
2
H(MK γN)K K δHMN , (5.2.34)
in the second equality, and defined the “energy–momentum tensor” [147, 225]
EMN ≡ 1
4
e2d
[
〈F | (γ(M)⊺ S γN) |F 〉 − 1
2
HMN 〈F | S |F 〉
]
. (5.2.35)
In summary, the equations of motion of the DFT are given by
SMN + EMN = 0 , S = 0 , /∂K |F 〉 = 0 . (5.2.36)
The classical action and equations of motion in the conventional formulation
Next, let us show that the expressions we obtained above indeed reproduce the well-known
expressions in conventional supergravity by choosing (3.1.17), (3.1.22), and ∂˜m = 0.
From (5.2.23) and ∂˜m = 0, the transformation of the R–R field under a generalized
diffeomorphism becomes
δV |A〉 =
[
vm ∂m + ∂mv
n γm γn +
1
2
(∂mv˜n − ∂nv˜m) γmn
] |A〉
= |£vA+ dv˜ ∧ A〉 , (5.2.37)
and it is equivalent to a conventional diffeomorphism and a B-field gauge transformation.
The field strength (5.2.25) and the Bianchi identity (5.2.27) take the following form:
|F〉 = /∂|A〉 = γm ∂m|A〉 = |dA〉 , /∂|F〉 = |dF〉 = 0 . (5.2.38)
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The self-duality relation for the R–R field strength becomes
|F 〉 = −C e−B⊺ SHˆ e−B |F 〉 = − eB C SHˆ e−B |F 〉 . (5.2.39)
If the B-untwisted field strength is defined as
|Fˆ 〉 ≡ e−B |F 〉 , (5.2.40)
which is invariant under the B-field gauge transformations, (5.2.39) can be rewritten as
|Fˆ 〉 = −C SHˆ |Fˆ 〉 . (5.2.41)
From (5.2.15), we obtain the following relations:
−C SHˆ |Fˆ 〉 = −
∑
p
1
p!
Fˆm1···mp C SHˆγ
m1···mp |0〉 =
∑
p
(−1) p(p+1)2 +1 |∗Fˆp〉 , (5.2.42)
and the self-duality relation (5.2.28) becomes
∗Fˆp = (−1)
p(p+1)
2
+1Fˆ10−p , Fˆp = (−1)
p(p−1)
2 ∗ Fˆ10−p . (5.2.43)
From this relation and the Bianchi identity for Fˆ ,
dFˆ +H3 ∧ Fˆ = 0 , (5.2.44)
the equation of motion becomes
d ∗ Fˆ −H3 ∧ ∗Fˆ = 0 , (5.2.45)
where, compared to the Bianchi identity, the sign in front of H3 is flipped, according to the
sign in (5.2.43).
From (5.2.13), the action (5.2.30) becomes
L =
√
|g|
[
e−2Φ
(
R + 4Dm∂mΦ− 4 |∂Φ|2 − 1
2
|H3|2
)
− 1
4
∑
p
|Fˆp|2
]
. (5.2.46)
In order to evaluate the equations of motion (5.2.36), let us recall that SMN takes the
form [116]
(SMN ) =

2 g(m|k s[kl]Bl|n) − s(mn) − Bmk s(kl)Bln Bmk s(kn) − gmk s[kn]
s[mk] gkn − s(mk)Bkm s(mn)

 ,
s(mn) ≡ Rmn − 1
4
HmpqHn
pq + 2Dm∂nΦ , s[mn] ≡ −1
2
D
kHkmn + ∂kΦH
k
mn .
(5.2.47)
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In fact, EMN also takes a similar form. From the rewriting
EMN = 1
4
e2d 〈Fˆ | [(γK)⊺ SHˆ γL − 12 HˆKL SHˆ] |Fˆ 〉 (Λ−B⊺)KM (Λ−B)LN , (5.2.48)
it is straightforward to derive
(EMN) =

−2 g(m|kKklBl|n) + Tmn +Bmk T klBln −Bmk T kn + gmkKkn
−Kmk gkn + Tmk Bkm −Tmn

 ,
Tmn ≡ 1
4
e2Φ
∑
p
[ 1
(p− 1)! Fˆ(m
k1···kp−1Fˆn)k1···kp−1 −
1
2
gmn |Fˆp|2
]
,
Kmn ≡ 1
4
e2Φ
∑
p
1
(p− 2)! Fˆk1···kp−2 Fˆmn
k1···kp−2 .
(5.2.49)
Thus, the equations of motion (5.2.36) are summarized as
Rmn − 1
4
HmpqHn
pq + 2Dm∂nΦ = Tmn , R + 4D
m∂mΦ− 4 |∂Φ|2 − 1
2
|H3|2 = 0 ,
− 1
2
D
kHkmn + ∂kΦH
k
mn = Kmn , d ∗ Fˆp −H3 ∧ ∗Fˆp+2 = 0 ,
(5.2.50)
where p is even/odd for type IIA/IIB supergravity.
5.2.2 Generalized type IIA/IIB equations
As discussed in Sect. 5.1.2, the equations of motion for the (m)DFT can be obtained by
introducing a linear x˜m dependence into the DFT dilaton or the conventional dilaton,
d → d∗ ≡ d+ Im x˜m , Φ → Φ∗ ≡ Φ + Im x˜m . (5.2.51)
According to this replacement, the equations of motion for the NS–NS sector are modified
[116]. On the other hand, because there is no dilaton dependence in the equations of motion
for the R–R sector, one may deduce that the R–R sector should not be modified. However,
as we see in various examples [91], the R–R fields |A〉 or |F 〉 already include a non-linear
dual-coordinate dependence through the dilaton Φ∗,
|A〉 = e−Φ∗|A〉 , |F 〉 = e−Φ∗|F〉 , (5.2.52)
where A and F , to be called the Φ∗-untwisted fields, are supposed to be independent of
the dual coordinates. In fact, these rescaled fields, A and F , appear more naturally in the
vielbein formulations of the DFT discussed in [135] and [160, 226].
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In terms of the Φ∗-untwisted fields, we obtain the relation
|F〉 = eΦ∗ /∂(e−Φ∗|A〉) = /∂|A〉 − (/∂Φ∗) |A〉 = γm (∂m − ∂mΦ) |A〉 − Im γm |A〉
= |dA− dΦ ∧A− ιIA〉 . (5.2.53)
The Bianchi identity is also modified in a similar manner,
0 = eΦ∗ /∂(e−Φ∗|F〉) = |dF − dΦ ∧ F − ιIF〉 . (5.2.54)
More explicitly, we obtain
Fp+1 = dAp − dΦ ∧Ap − ιIAp+2 , dFp − dΦ ∧ Fp − ιIFp+2 = 0 . (5.2.55)
If we further introduce the (Φ∗, B)-untwisted fields5 defined as
Fˆ ≡ e−B2∧F , Cˆ ≡ e−B2∧A , (5.2.56)
the relation between the potential and the field strength is represented by
Fˆ = e−B2∧[d(eB2∧ Cˆ)− dΦ ∧ (eB2∧ Cˆ)− ιI(eB2∧ Cˆ)]
= dCˆ − Z ∧ Cˆ − ιI Cˆ +H3 ∧ Cˆ (Z ≡ dΦ + ιIB2) . (5.2.57)
Namely, the (p+ 1)-form field strength is given by
Fˆp+1 = dCˆp − Z ∧ Cˆp − ιI Cˆp+2 +H3 ∧ Cˆp−2 . (5.2.58)
The Bianchi identity becomes
dFˆp − Z ∧ Fˆp − ιIFˆp+2 +H3 ∧ Fˆp−2 = 0 . (5.2.59)
The gauge transformation of the R–R potential is expressed as
δλCˆ = dλˆ− Z ∧ λˆ− ιI λˆ+H3 ∧ λˆ , (5.2.60)
and the invariance of the field strength requires the nilpotency
0 = (d− Z ∧ −ιI +H3∧)2λˆ = −£I λˆ−
(
dZ + ιIH3 − ιIZ
) ∧ λˆ . (5.2.61)
But this is indeed satisfied from the strong constraint (5.1.18) and £Iλ = 0 .
5The flat components of Cˆ correspond to the fundamental fields in [160, 226] by taking the conventional
parameterization of the generalized vielbein in terms of the vielbein for gmn and Bmn.
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The equations of motion become (see [116] for the modification of the NS–NS sector)
Rmn − 1
4
HmpqHn
pq + 2Dm∂nΦ + DmUn + DnUm = Tmn ,
R + 4Dm∂mΦ− 4 |∂Φ|2 − 1
2
|H3|2 − 4
(
ImIm + U
mUm + 2U
m ∂mΦ− DmUm
)
= 0 ,
− 1
2
D
kHkmn + ∂kΦH
k
mn + U
kHkmn + DmIn − DnIm = Kmn , (5.2.62)
d ∗ Fˆp − Z ∧ ∗Fˆp − ιI ∗ Fˆp−2 −H3 ∧ ∗Fˆp+2 = 0 ,
where we have introduced the following quantities:
Tmn =
1
4
∑
p
[ 1
(p− 1)! Fˆ(m
k1···kp−1Fˆn)k1···kp−1 −
1
2
gmn |Fˆp|2
]
,
Kmn = 1
4
∑
p
1
(p− 2)! Fˆk1···kp−2 Fˆmn
k1···kp−2 .
(5.2.63)
For the type IIB case, these equations are nothing but the generalized type IIB equations
(in the democratic form).
5.2.3 T -duality transformation rules
In this subsection, we present the T -duality transformation rule in a coordinate system in
which (5.1.10) is realized. If the fields (HMN , d, Ap) are independent of a coordinate z, the
following T -duality transformation along the z-direction maps a solution of the (m)DFT to
another one of the (m)DFT:
HMN →H′MN = (Λ⊺HΛ)MN , Λ ≡ (ΛMN) ≡

δmn − δmz δzn δmz δnz
δzm δ
z
n δ
n
m − δzm δnz

 ,
|A〉IIA → |A′〉IIB = (γz − γz) |A〉IIA , |A〉IIB → |A′〉IIA = (γz − γz) |A〉IIB ,
d→ d′ = d+ Iz z , Iz → I ′z = 0 , I i → I ′i = I i .
(5.2.64)
Here, xi is an arbitrary coordinate other than z . In the component expression, the above
rule is represented by the following map:
g′ij = gij −
giz gjz −Biz Bjz
gzz
, g′iz =
Biz
gzz
, g′zz =
1
gzz
,
B′ij = Bij −
Biz gjz − giz Bjz
gzz
, B′iz =
giz
gzz
,
Φ′ = Φ +
1
4
ln
∣∣∣det g′mn
det gmn
∣∣∣ + Izz , I ′i = I i , I ′z = 0 ,
A′i1···ip−1z = Ai1···ip−1 , A′i1···ip = Ai1···ipz .
(5.2.65)
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For the other R–R fields, the transformation rules are given by
Cˆ′i1···ip−1z = Cˆi1···ip−1 − (p− 1)
Cˆ[i1···ip−2|z| gip−1]z
gzz
,
Cˆ′i1···ip = Cˆi1···ipz + p Cˆ[i1···ip−1 Bip]z + p (p− 1)
Cˆ[i1···ip−2|z|Bip−1|z| gip]z
gzz
.
(5.2.66)
5.3 Weyl invariance of string theories in generalized
supergravity backgrounds
In this section, we consider Weyl invariance of bosonic strings in generalized supergravity
backgrounds.
5.3.1 The basics on Weyl invariance of bosonic string
Let us first recall the basics onWeyl invariance of bosonic string theory inD = 26 dimensions.
We shall begin with the conventional string sigma model on general backgrounds,
S = − 1
4πα′
∫
d2σ
√−γ (gmn γαβ − Bmn εαβ) ∂αXm ∂βXn , (5.3.1)
where ε01 = 1/
√−γ . Then the Weyl anomaly of this system takes the form,
2α′ 〈T αα〉 =
(
βgmn γ
αβ − βBmn εαβ
)
∂αX
m ∂βX
n . (5.3.2)
Here, the β-functions at the one-loop level have been computed (for example in [229]) as
βgmn = α
′
(
Rmn − 1
4
HmpqHn
pq
)
, βBmn = α
′
(
−1
2
D
kHkmn
)
. (5.3.3)
If the trace of the energy-momentum tensor (5.3.2) vanishes, the system is Weyl invariant.
To obtain a Weyl invariant worldsheet theory, it is not necessary to require βgmn = β
B
mn = 0
as explained below. As long as they take the form
βgmn = −2α′Dm∂nΦ , βBmn = −α′ ∂kΦHkmn , (5.3.4)
the Weyl anomaly has a simple form under the equations of motion
〈T αα〉 = −Dα∂αΦ + DmΦ 2πα
′
√−γ
δS
δXm
e.o.m.∼ −Dα∂αΦ , (5.3.5)
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where Dα is the covariant derivative associated with γαβ and e.o.m.∼ represents the equality up
to the equations of motion. This can be canceled out by adding a counterterm, the so-called
Fradkin–Tseytlin term [105],
SFT =
1
4π
∫
d2σ
√−γ R(2) Φ , (5.3.6)
to the original action (5.3.1). Compared to the sigma model action, the counterterm (1.1)
is higher order in α′ and it should be regarded as a quantum correction.
Therefore, as long as the target space satisfies the equations (5.3.4), namely the super-
gravity equations of motion,
Rmn − 1
4
HmpqHn
pq + 2Dm∂nΦ = 0 , −1
2
D
kHkmn + ∂kΦH
k
mn = 0 . (5.3.7)
the Weyl invariance is ensured. As discussed in [228], equations (5.3.7) imply that
βΦ ≡ R + 4Dm∂mΦ− 4 |∂Φ|2 − 1
12
HmnpH
mnp , (5.3.8)
is constant, and by choosing βΦ = 0 , we obtain the usual dilaton equation of motion.
The main observation of [104,106] is that the requirement (5.3.4) is a sufficient condition
for the Weyl invariance but is not necessary.
5.3.2 Weyl invariance
Let us consider a milder requirement,
βgmn = −2α′D(mZn) , βBmn = −α′
(
ZkHkmn + 2D[mIn]
)
, (5.3.9)
where Im and Zm are certain vector fields in the target space, which are functions of X
m(σ) .
The condition (5.3.9) reduces to (5.3.4) when Zm = ∂mΦ and I
m = 0 .
When the β-functions have the form (5.3.9), the Weyl anomaly (5.3.2) becomes
〈T αα〉 = −Dα
[
(Zm γ
αβ − Im εαβ) ∂βXm
]
+ Zm
2πα′√−γ
δS
δXm
e.o.m.∼ −Dα
[
(Zm γ
αβ − Im εαβ) ∂βXm
]
. (5.3.10)
Then, there is a rigid scale invariance [229], but it has been believed that the Weyl invariance
could be broken because the counterterm (5.3.6) cannot cancel out the anomaly (5.3.10).
However, we will construct a modified local counterterm such that (5.3.10) vanishes on-shell.
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First of all, by considering the doubled spacetime, we show that the Fradkin–Tseytlin
term can completely cancel the Weyl anomaly if Im and Zm satisfy the conditions (5.1.2)
and (5.1.5). When these conditions are satisfied, Im and Zm can be replaced by the (m)DFT
dilaton d∗ or Φ∗, which has dual-coordinate dependence.
In order to treat the dual coordinates, we consider the DSM in which the number of
the embedding functions is doubled: (XM) = (Xm, X˜m) . For convenience, we choose the
coordinates
(Xm) = (Xµ, Y i) (µ = 0, . . . , D −N − 1; i = 1, . . . , N) (5.3.11)
on the target space such that the background fields (gmn, Bmn, Φ) depend only on X
µ, and
the modified dilaton Φ∗ has the form Φ∗ = Φ+ I i Y˜i .
Then, the essence of our argument is that the contribution of the Fradkin–Tseytlin term
(with Φ replaced by Φ∗) to the trace 〈T 〉 can be written as
4π√−γ γ
αβ δSFT
δγαβ
= Dα[∂MΦ∗(X) ∂αXM] = Dα[∂µΦ(X) ∂αXµ + I i ∂αY˜i]
= Dα(Zm ∂αXm)− ∂[mIn] εαβ ∂αXm ∂βXn +Dα[I i (∂αY˜i − gin εβα ∂βXn −Bin ∂αXn)]
=
1
2
[
2D(mZn) γ
αβ − (ZkHkmn + 2 ∂[mIn]) εαβ
]
∂αX
m ∂βX
n
+ Zm
2πα′√−γ
δS
δXm
+ I iDα(∂αY˜i − gin εbα ∂βXn − Bin ∂αXn) . (5.3.12)
By using the equations of motion for Xm and the self-duality relations [148, 151]
∂αY˜i = gin ε
β
α ∂βX
n +Bin ∂αX
n , (5.3.13)
which are also obtained as the equations of motion of the DSM, as we will explain below,
the contribution from the Fradkin–Tseytlin term can completely cancel the Weyl anomaly
(5.3.10).
In order to explain the self-duality relation, let us consider Hull’s double sigma model,
S =
1
4πα′
∫ [1
2
HMN(X)PM ∧ ∗γPN −
(
dX˜m + Cm
) ∧ dXm] , (5.3.14)
where we have introduced the quantities
PM (σ) ≡ dXM(σ) + CM(σ) , (CM) =

 0
Cm

 , (5.3.15)
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and the generalized metric HMN(X) are supposed to be independent of (Y I) ≡ (Y i, Y˜i) .
The equations of motion for Cm give rise to
dX˜m + Cm = gmn ∗γ dXn +Bmn dXn , (5.3.16)
which is equivalent to the well-known self-duality relation
PM = ∗γHMN PN . (5.3.17)
Using the above equations of motion for Cm and eliminating the combination dX˜m + Cm
from the above action, we obtain the conventional string sigma model action for Xm ,
S =
1
4πα′
∫ (
gmn dX
m ∧ ∗γdXn +Bmn dXm ∧ dXn
)
. (5.3.18)
Thus, the DSM is classically equivalent to the conventional sigma model. By combining the
equations of motion for Y i and Cm, we can show that
dCi = d
(
gin ∗γ dXn +Bin dXn
)
= 0 , (5.3.19)
and Ci is a closed form. Thus, using the local symmetry
Y˜i(σ)→ Y˜i(σ) + vi(σ) , Ci(σ)→ Ci − dvi(σ) , (5.3.20)
we can (at least locally) set Ci = 0, and the equations of motion for Ci become
dY˜i = gin ∗γ dXn +Bin dXn . (5.3.21)
This is nothing but the key relation (5.3.13).
The one-loop β-function of the DSM is computed in [230–232] by using the background
field method, and the result is consistent with the conventional string sigma model. There,
in order to cancel the Weyl anomaly, the T -duality-invariant Fradkin–Tseytlin term [152],6
SFT =
1
8π
∫
d2σ
√−γ R(2) d(X) , (5.3.22)
has been introduced, though the dilaton is supposed to be independent of the dual coordi-
nates and the equations of motion of the (m)DFT have not been reproduced. Now let us
replace d(X) with d∗(X, Y˜ ) in the T -duality-invariant Fradkin–Tseytlin term,
SFT =
1
8π
∫
d2σ
√−γ R(2) d∗(X) . (5.3.23)
6This reduces to the conventional one after integrating over the auxiliary fields Cm [152].
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By following from the same calculation as (5.3.12), we can show the Weyl invariance. There-
fore, the bosonic string sigma model is Weyl invariant, as long as the background fields
satisfy the GSE.
Before closing this section, let us comment on the central charge identity [228, 233],
namely the constancy of S. As discussed in [116], one can show the identity only from the
differential Bianchi identity and the equations of motion for the generalized metric, SMN = 0,
∂MS = 2HMN ∇KSKN = 0 . (5.3.24)
In [116], the differential Bianchi identity has not been proven in the presence of XM , and
it has not been clear whether S˚MN = 0 can generally show the central charge identity.
However, as we have found that the mDFT is just the conventional DFT, the differential
Bianchi identity and S˚MN = 0 indicate that S˚ is constant.
5.3.3 Local counterterm for generalized supergravity
Although we showed the Weyl invariance of bosonic string in generalized supergravity back-
grounds, the equations of motion of the DSM (5.3.13) imply that Y i is a non-local function
of Xm . Therefore, one may suspect that the proposed counterterm (5.3.23) is non-local as
well. However, as we show in this subsection, we can construct a similar local counterterm
by considering that the two-dimensional Ricci scalar R(2) is a total derivative and I is a
Killing vector.
Recalling that the two-dimensional Einstein–Hilbert action is a total derivative,
√−γ R(2) = ∂αwα , (5.3.25)
we define a vector density wα that transforms as7
δξw
α = £ξw
α = ξβ ∂βw
α − wβ ∂βξα + ∂βξβ wα , (5.3.26)
under diffeomorphisms on the world-sheet. We then introduce the counterterm as
S
(I,Z)
FT = −
1
4π
∫
d2σ wα
(
Zm ∂αX
m − Im εαβ ∂βXm
)
. (5.3.27)
Note that this reduces to the Fradkin–Tseytlin term (5.3.6) when Im = 0 and Zm = ∂mΦ ,
S
(0,dΦ)
FT = −
1
4π
∫
d2σ wα ∂αΦ =
1
4π
∫
d2σ
√−γ R(2) Φ , (5.3.28)
7Although the explicit form of wα is not important here, it is given in Section 5.3.5.
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where we supposed the world-sheet has no boundary. Assuming that Zm and Im are inde-
pendent of γαβ , if we vary the counterterm with respect to γ
αβ , we obtain
4π√−γ
δS
(I,Z)
FT
δγαβ
= −D(α|
(
Zm ∂|β)X
m − Im ε|β)γ ∂γXm
)
+ γαβ Dγ
(
Zm ∂γX
m − Im εγδ ∂δXm
)
+
αγ√−γ Im
(
εγ(α ∂β)X
m − 1
2
γαβ εγ
δ ∂δX
m
)
(5.3.29)
− ϕαβ Dγ
[
(Im γ
γδ − Zm εγδ) ∂δXm
]
.
Here, suggested by the identity in two dimensions,
δ
(√−γ R(2)) = ∂γ[√−γ (γγαDβδγαβ − γαβDγδγαβ)] , (5.3.30)
we have used the variation
δwγ =
√−γ (γγαDβδγαβ − γαβDγδγαβ)+ ǫγδ ∂δ(ϕαβ δγαβ) , (5.3.31)
where ǫ01 = +1 and ϕαβ is a symmetric tensor made of the fundamental fields and their
derivatives. Then, the contribution of the counterterm (5.3.27) to the Weyl anomaly becomes
〈T αα〉FT = 4π√−γ γ
αβ δS
(I,Z)
FT
δγαβ
= Dα
[(
Zm γ
αβ − Im εαβ
)
∂βX
m
]− ϕααDγ[(Im γγδ − Zm εγδ) ∂δXm] . (5.3.32)
In fact, the divergence in the last term vanishes
Dγ
[
(Im γ
γδ − Zm εγδ) ∂δXm
]
= DγJγ e.o.m.∼ 0 , (5.3.33)
by using the on-shell conservation law of a Noether current (see Section 5.3.4), and we obtain
〈T αα〉FT e.o.m.∼ Dα
[(
Zm γ
αβ − Im εαβ
)
∂βX
m
]
. (5.3.34)
Therefore, the anomaly (5.3.10) completely cancels.
Actually, the requirement (5.3.9) was derived as the condition for the one-loop finite-
ness of string sigma model [229]. Now, we have proven that the Weyl symmetry can also
be preserved upon introducing the above counterterm, so it is reasonable to expect that
string theory can be consistently defined with the relaxed condition (5.2.62). From (3.2.28)
and (5.3.9), we can express the condition for the Weyl invariance as modified supergravity
equations of motion.
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In earlier works, many solutions of GSE have been obtained from the q-deformation [46],
homogeneous Yang–Baxter deformations [55,64,69,91], and non-Abelian T -duality [91,222,
234] (see also [65]), despite there was not guarantee that these are string backgrounds.
However, the cancellation of the Weyl anomaly that we provide here is an important step
towards that direction8.
As discussed in the previous section [104,116], we can regard solutions of GSE as solutions
of DFT. In the solutions of DFT, by using adapted coordinates where the Killing vector Im
is constant, we find that the dilaton has a linear dependence on the dual coordinate x˜m [104].
Moreover, if we perform a formal T -duality9 along the Im-direction, an arbitrary solution of
GSE is mapped to a solution of the conventional supergravity that has a linear coordinate
dependence in the dilaton [48, 104, 120] (see the subsection 2.3.2 for examples). In the
next section, we sketch the origin of the linear dilaton by introducing the Noether current
associated with the Killing vector Im .
5.3.4 Linear dilaton in generalized supergravity backgrounds
In this section, we shall discuss a relation between the generalized supergravities and linear
dilatons. These are closely related to each other intrinsically as we show below.
An arbitrary solution to the GSE admits a Killing vector Im by the definition of GSE,
£Igmn = 0 , £IBmn + ∂mI˜n − ∂nI˜m = 0 , £IΦ = 0 . (5.3.35)
In this case, Zm is parameterized as
Zm = ∂mΦ + I
nBnm + I˜m . (5.3.36)
Due to the existence of the Killing vector, the string sigma model has a conserved current
associated with the global symmetry
Xm → Xm + ǫ Im , (5.3.37)
8The solution obtained from q-deformation includes an imaginary Ramond–Ramond field, and may not
be a string background.
9A formal T -duality means the factorized T -duality along a non-isometry direction xz , which maps the
coordinate xz into the dual coordinate x˜z . Such transformation is a symmetry of the equations of motion
of DFT.
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where ǫ is an infinitesimal constant. Under an infinitesimal variation, δXm = ǫ Im , we
obtain the (on-shell conserved) Noether current Jα ,
Jα ≡ [Im (gmn γαβ − Bmn εαβ)− I˜n εαβ] ∂βXn , DαJα e.o.m.∼ 0 . (5.3.38)
Then, by recalling the parameterization (5.3.36), our counterterm (5.3.27) can be written as
S
(I,Z)
FT =
1
4π
∫
d2σ
(√−γ R(2) Φ+ εαβ wα J b) . (5.3.39)
From the conservation law, Jα can be represented by using a certain function Z˜(σ) as
Jα
e.o.m.∼ εβα ∂βZ˜ . (5.3.40)
Then, the counterterm (5.3.39) can be further rewritten as
S
(I,Z)
FT
e.o.m.∼ 1
4π
∫
d2σ
√−γ R(2) (Φ + Z˜) . (5.3.41)
Now, let us choose a particular gauge I˜m = 0 . In this case, by comparing the relation
(5.3.40) with the equations of motion of the double sigma model (5.3.13), we can iden-
tify Z˜ with a combination of the dual coordinates Im X˜m . Then, (5.3.41) is precisely the
counterterm (5.3.23) [104], namely the Fradkin–Tseytlin term with the modified dilaton
Φ∗ = Φ + I
m X˜m . (5.3.42)
In this manner, thanks to the Killing property of Im , the difference between the standard
Fradkin–Tseytlin term and our counterterm (5.3.39) can always be expressed as a linear
dual-coordinate dependence in the dilaton. As we concretely showed in the section 2.3.2, by
performing a formal T -duality in DFT along the Killing direction, this linear dual-coordinate
dependence becomes a linear dependence on the physical coordinate Xm .
5.3.5 Constructions of local wα
In this section, we explain two ways to construct the vector density wα . Naively, from the
defining relation,
√−γ R(2) = ∂αwα , (5.3.43)
one might expect that wα can be expressed in terms of the metric γαβ . However, it is not
the case as it was clearly discussed in [236, 237]. In order to construct wα in terms of the
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metric γαβ , we need to break the general covariance on the worldsheet. Indeed, the general
solution obtained in [237] takes the form
w0 =
1√−γ
[
−λ γ01
γ00
∂1γ00 + (1− λ) γ01
γ11
∂1γ11 − 2 (1− λ) ∂1γ01 + ∂0γ11
]
,
w1 =
1√−γ
[
−(1− λ) γ01
γ11
∂0γ11 + λ
γ01
γ00
∂0γ00 − 2 λ ∂0γ01 + ∂1γ00
]
,
(5.3.44)
where λ is an arbitrary parameter that is coming from the ambiguity of wα
wα → wα + ǫαβ ∂βf . (5.3.45)
If we consider its variation under an infinitesimal diffeomorphism δvγαβ = £vγαβ (with
δvλ = 0), we find it is not covariant,
δvw
α 6= £vwα . (5.3.46)
Therefore, if wα is only written in terms of the metric and its derivatives, it will not be
covariant. On the other hand, similar to the approach of [236], if we introduce a zweibein
ea
α on the worldsheet, we find another expression up to the ambiguity (5.3.45)
wα = −2√−γ eaα ωbba , (5.3.47)
where ωa
bc is the spin connection. In this case, despite wα is manifestly covariant under
diffeomorphisms, it is not covariant under the local Lorentz symmetry. In the following, we
explain two ways to provide covariant definitions of wα .
A construction using the Noether current
The first approach is based on the approach explained in Section II.B. of [237]. In two
dimensions, if there exists a normalized vector field nα (γαβ n
α nβ = ±1 ≡ σ), we can show
that
√−γ R(2) = 2 σ ∂α
[√−γ (nβ Dβnα − nαDβnβ)] . (5.3.48)
In string theory on generalized supergravity backgrounds, we have a natural vector field on
the worldsheet, which is the Noether current Jα in (5.3.38). Supposing Jα is not a null vector
on the worldsheet, we define the vector field nα as nα ≡ Jα√
σ γγδ Jγ Jδ
. Then wα is defined as
wα ≡ 2 σ√−γ (nβ Dβnα − nαDβnβ) , (5.3.49)
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which is manifestly covariant and a local function of the fundamental fields. Moreover, by
taking a variation of this wα in terms of γαβ , where the Noether current transforms as
δ(
√−γ Jα) = δ(√−γ γαβ) ∂βXm Im , (5.3.50)
after a tedious computation,10 we find the desired variation formula (5.3.31) with ϕαβ given
by
ϕαβ = σ
[
nγ εγ
(α nβ) +
2√
σ γρσ Jρ Jσ
ε(α(γ δ
β)
δ) DγXm Im nδ
]
. (5.3.51)
Therefore, this fully determines the variation of wα, for which the Weyl anomaly cancels out
in generalized supergravity backgrounds.
A construction in the gauged sigma model
In the second approach, we introduce auxiliary fields to construct wα . For simplicity, here
we choose a gauge I˜m = 0 .
Let us consider the action of a gauged sigma model
S ′ = − 1
4πα′
∫
d2σ
√−γ [(gmn γαβ − Bmn εαβ)DαXmDβXn − Z˜ εαβ Fαβ] , (5.3.52)
where DαX
m ≡ ∂αXm − ImAα , Fab ≡ ∂αAβ − ∂βAα , and I ≡ Im ∂m satisfies the Killing
equations. This theory has a local symmetry,
Xm(σ)→ Xm(σ) + Im v(σ) , Aα(σ)→ Aα(σ) + ∂αv(σ) . (5.3.53)
The action reproduces the standard one (5.3.1) after integrating out the auxiliary field Z˜ .
In order to cancel out the one-loop Weyl anomaly, we add the following local term to S ′:
Sc ≡ 1
4π
∫
d2σ
√−γ R(2) (Φ + Z˜) , (5.3.54)
which is higher order in α′ . The contribution to the trace of the energy-momentum tensor
coming from Sc is
〈T 〉c = 4π√−γ γ
αβ δSc
δγαβ
e.o.m.∼ Dα(∂αΦ+ ∂αZ˜) . (5.3.55)
The equations of motion for Aα and Z˜ give
∂αZ˜ = ε
β
α Jβ − |I|2 εβαAβ , ǫαβ Fαβ = α′
√−γ R(2) , (5.3.56)
10We repeatedly use the identity 2A···[αBβ]··· = −εαβ εγδ A···[γ Bδ]··· satisfied in two dimensions.
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where Jα is the Noether current defined in (5.3.38). Since the field strength Fαβ vanishes to
the leading order in α′ , by using the local symmetry (5.3.53), we can find a gauge where the
order O(α′0) term vanishes
Aα = 0 + α
′Aα , ǫαβ (∂αAβ − ∂βAα) = −
√−γ R(2) . (5.3.57)
Here, Aα is a quantity of order O(α′0) . Then the trace (5.3.55) becomes
〈T 〉c e.o.m.∼ Dα
(
∂αΦ+ ε
β
α Jβ
)
+O(α′) = Dα
[(
Zm γ
αβ − Im εαβ
)
∂βX
m
]
+O(α′) . (5.3.58)
This completely cancels the one-loop Weyl anomaly (5.3.10), which will be coming from S ′ .
After eliminating the auxiliary field Z˜ , the action S ′ + Sc becomes
S ′ + Sc = − 1
4πα′
∫
d2σ
√−γ (gmn γαβ − Bmn εαβ) ∂αXm ∂βXn
+
1
4π
∫
d2σ
√−γ [R(2) Φ + ǫαβ (−2 ǫαγ Aγ) Jβ − α′ |I|2 γαβ AαAβ] . (5.3.59)
As it is clear from (5.3.57), the gauge field Aα plays the role of the desired wα via wα =
−2 ǫαβ Aβ . Then, we obtain
S ′ + Sc = − 1
4πα′
∫
d2σ
√−γ (gmn γαβ −Bmn εαβ) ∂αXm ∂βXn
+
1
4π
∫
d2σ
√−γ
[
R(2) Φ+ ǫαβ w
α Jβ + α′
|I|2
4
√−γ2 γ
αβ wαwβ
]
, (5.3.60)
and by neglecting the higher order term in α′ , this is precisely the same as the standard
sigma model action including our local counterterm S
(I,Z)
FT (5.3.27).
It is noted that the second line in the action (5.3.60) is the same as Eq. (5.13) of [202].
There, it was obtained by rewriting the non-local piece of the effective action Snon-local of [238]
through the identifications of Im and Zm with some quantities in Yang–Baxter sigma model.
In [238], the non-local action Snon-local appeared in the process of non-Abelian T -duality, and
it played an important role to show the tracelessness of Tαβ . However, according to the
non-local nature of the effective action, by truncating the non-linear term by hand, it was
concluded in [238] that the string model (called the B’-model) is scale invariant but not Weyl
invariant. On the other hand, the action (5.3.60) or our local counterterm (5.3.27) with wα
defined as (5.3.49) is local and free from the Weyl anomaly.
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Chapter 6
Conclusion and discussion
Let us summarize the results described in chapter 2-5 and give open problems for future
directions.
6.1 Summery of the thesis
Chapter 2 In this chapter, we started to give a brief review of the AdS5× S5 superstring.
Next, we have introduced the homogeneous YB deformations of the AdS5 × S5 superstring
with the κ-symmetry and showed the classical integrability of the deformed model. We
further provided a simple formula (2.2.36) for general deformed backgrounds. Then, we
gave the condition of the r-matrix, the unimodulartiy condition, in order that the YB de-
formed AdS5 × S5 backgrounds solve the usual supergravity equations. If a given r-matrix
doesn’t satisfy the condition, the deformed background is a solution of the GSE presented
in subsection 2.2.7.
In section 2.3, we presented full expressions of the deformed backgrounds associated
with various classical r-matrices. We reproduced the well-known examples by using the
formula presented in the previous section. For non-unimodular r-matrices, the associated YB
deformed backgrounds are solutions of the GSE. Moreover, we observed that some of them
are reduced to the original background after performing the generalized TsT transformations.
Chapter 3 Main purpose of this chapter was to explain that the homogeneous YB de-
formation can be interpreted as a string duality transformation. We first reviewed the
double-vielbein formalism of the DFT and gave the β-transformation rules for the super-
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gravity fields. Moreover, the action of the double sigma model for type II superstring that
reproduces the conventional GS superstring action was presented.
After that, in section 3.2, we have shown that the YB deformation with a classical r-
matrix r = 1
2
rij Ti∧Tj satisfying the homogeneous CYBE, is equivalent to the β-deformation
with the deformation parameter
rmn = 2 η rij Tˆmi Tˆ
n
j . (6.1.1)
Therefore, the YB deformations can be regarded as a string duality transformation. Fur-
thermore, in section 3.3, we have found the generalized diffeomorphism parameters which
produce various β-twisted backgrounds, including all rank-4 deformations classified in [23].
Finally, in section 3.4, we have considered β-deformations of AdS3×S3×T4 backgrounds
supported by H-flux and obtained various solutions as (generalized) supergravity. In several
examples of non-unimodular r-matrices, we unexpectedly obtained solutions of the usual
supergravity. In this way, the β-deformations are certain duality transformations in string
theory.
Chapter 4 We have first reviewed the notion of T -folds by showing two well-known ex-
amples: (1) a toy model which shows how to obtain a T -fold background upon a chain of
dualizations of a geometric torus and (2) the co-dimension 1 exotic 522-brane background.
In section.4.2, We have computed monodromy matrices for various YB-deformed back-
grounds and a non-Abelian T -dual background. Using the formulas (3.2.6) and (2.2.53), we
have showed that YB deformations can be regarded as non-geometric backgrounds involving
Q-fluxes. Importantly, as long as the r-matrix solves the homogeneous CYBE, the deformed
background is a solution of DFT. Therefore, the YB deformation is a systematic way to
obtain solutions with Q-fluxes in DFT.
Chapter 5 In section 5.1, we have shown that the bosonic part of the GSE are reproduced
from the DFT by choosing a non-standard section. When all of the fields are independent
of the dual coordinates, the equations of motion of the DFT lead to the conventional super-
gravity equations, while when the dilaton has a linear dual-coordinate dependence, the GSE
are reproduced.
Next, in section 5.3, we have considered the Weyl invariance of bosonic string theories in
generalized supergravity backgrounds. We stated to review the basics on Weyl invariance of
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bosonic string theory in general backgrounds. After that, by introducing the dual-coordinate
dependence into the Fradkin-Tseytlin term, we have constructed a possible counterterm
(5.3.27) that cancels out the Weyl anomaly of bosonic string theory defined on generalized
supergravity backgrounds. Furthermore, by rewriting the counterterm, we have shown that
the resulting counterterm is definitely local and it is not necessary for introducing the doubled
formalism. In this sense, string theory is consistently defined on generalized supergravity
backgrounds.
6.2 Open problems
Since until now YB deformations of the AdS5 × S5 superstring have been investigated in
detail, a natural next step is to consider the dual gauge theories side and to performa a
direct verification of the correspondences by using integrability methods. In several works
[121,129,199,200], it was discussed that when we only consider a YB deformation of the AdS5
part, the dual gauge theory is defined on a non-commutative space specified by an r-matrix
used in the deformation. Since the deformed string sigma models are classical integrable, one
might infer the corresponding gauge theories are also planar integrable. As the undeformed
case, it would be desirable to explore the structure of integrable spin chains underlying the
deformed systems.
Another possible future direction is to further study quantum aspects of string theory on
generalized supergravity backgrounds. We have shown that, in this thesis, Weyl invariance
of string theory on generalized supergravity backgrounds at the one-loop level. In this scene,
string theory may be consistently defined on such background. However, to establish the
claim, it would be necessary to study some quantum aspects of the associated world-sheet
theory in more detail, such as the Weyl invariance at the higher order, the absence of negative
norm states, and the modular invariance of partition functions.
For this purpose, it would be useful to construct tractable and solvable string sigma
models on generalized supergravity backgrounds without R–R fluxes. The β-deformations
of Minkowski and pp-wave backgrounds might lead to such solvable string theories on gen-
eralized supergravity backgrounds (for example, see (4.2.12)).
As a more nontrivial example, it may be useful to consider β-deformations of AdS3 ×
S3 × T4 background with pure H-flux. In this case, we could use integrability methods
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to study the quantum spectrum of the deformed systems 1. Indeed, in the case of TsT
transformations (i.e. Abelian r-matrices), the classical integrability of the deformed system
was shown in [189] by constructing the Lax pair explicitly. This would be extended to
deformations with non-Abelian r-matrices, and we may study the quantum aspects of the
deformed systems in details.
Finally, it is interesting to consider whether it is possible to uplift the generalized type
IIA supergravity equations to eleven-dimensional (generalized?) supergravity. In addition,
it would also be an important work to clarify relations between string sigma model action
on generalized supergravity backgrounds and the membrane action.
1By using integrability techniques, the spectral problem in the undeformed case was recently solved (for
example, see [239]). The obtained results are consistent the previous results [240].
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Appendix A
Conventions and Formulas
In this Appendix, we explain our conventions and formulas for gamma matrices and spinors.
A.1 Differential form and curvature
The antisymmeterization is defined as
A[m1···mn] ≡
1
n!
(
Am1···mn ± permutations
)
. (A.1.1)
For conventions of differential forms, we use
ε01 =
1√−γ , ε01 = −
√−γ , d2σ = dτ ∧ dσ ,
(∗γαq)α1···αp+1−q =
1
q!
εβ1···βqα1···αp+1−q αβ1···βq ,
∗γ (dσα1 ∧ · · · ∧ dσαq) = 1
(p+ 1− q)! ε
α1···αq
β1···βp+1−q dσ
β1 ∧ · · · ∧ dσβp+1−q ,
(A.1.2)
on string worldsheet while in the spacetime, we define
ε1···D = − 1√−g , ε1···D =
√−g , ǫ1···D = −1 , ǫ1···D = 1 ,
(∗αq)m1···mD−q =
1
q!
εn1···nqm1···mD−q αn1···nq , d
Dx = dx1 ∧ · · · ∧ dxD ,
∗ (dxm1 ∧ · · · ∧ dxmq) = 1
(p + 1− q)! ε
m1···mq
n1···np+1−q dx
n1 ∧ · · · ∧ dxnp+1−q ,
(ιvαn) =
1
(n− 1)! v
n αnm1···mn−1 dx
m1 ∧ · · · ∧ dxmn−1 .
(A.1.3)
The spin connection is defined as
ωm
ab ≡ 2 en[a ∂[men]b] − ep[a eb]q ∂[peq]c emc , (A.1.4)
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which satisfies
dea + ωab ∧ eb = 0 , (A.1.5)
where ea ≡ ema dxm and ωab ≡ ωmab dxm . The Riemann curvature tensor is defined as
Rab ≡ 1
2
Rabcd e
c ∧ ed ≡ dωab + ωac ∧ ωcb , Rabcd = ema ebn ecp edq Rmnpq . (A.1.6)
A.2 Formulas for gamma matrices and spinors
Products of antisymmetrized 32× 32 gamma matrices satisfy
Γa1···ap Γb1···bq =
p+q∑
r=|p−q|
(−1)u(u−1)2 p! q!
u! v!w!
η[a1c1 · · · ηavcv δav+1[b1 · · · δ
ap]
bu
Γ|c1···cv|bu+1···bq]
[
u ≡ 1
2
(p+ q − r) , v ≡ 1
2
(p− q + r) , w ≡ 1
2
(−p + q + r)
]
,
(A.2.1)
where the under-barred indices are totally antisymmetrized and the integer r takes values
r = |p− q| , |p− q|+ 2 , . . . , p + q − 2 , p+ q , (A.2.2)
and u, v and w are non-negative integers. As particular cases, we obtain
Γa1···an Γb = Γa1···anb + nΓ[a1···an−1 ηan]b . (A.2.3)
Γa Γb1···bn = Γab1···bn + n ηa[b1 Γb2···bn] . (A.2.4)
Arbitrary 32-component Majorana spinors Θ and Ψ satisfy
Θ¯ Γa1a2···an Ψ = (−1)
n(n+1)
2 Ψ¯ Γa1a2···an Θ , (A.2.5)
Θ¯ Γa1···an Ψ = 0 (n = 1, 2, 5, 6, 9, 10) . (A.2.6)
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For spinors with a definite chirality, Γ11Ψ± = ±Ψ± and Γ11Θ± = ±Θ±, we have
Θ¯+ Γa1a2···an Ψ± =


(−1)n(n+1)2 Ψ¯± Γa1a2···an Θ+ (n:odd/even)
0 (n:even/odd)
,
Θ¯− Γa1a2···an Ψ∓ =


(−1)n(n+1)2 Ψ¯∓ Γa1a2···an Θ− (n:odd/even)
0 (n:even/odd)
,
(A.2.7)
Θ¯+ Γb1 Γa1a2···an Γb2 Ψ± =


(−1)n(n+1)2 Ψ¯± Γb2 Γa1a2···an Γb1 Θ+ (n:odd/even)
0 (n:even/odd)
,
Θ¯− Γb1 Γa1a2···an Γb2 Ψ∓ =


(−1)n(n+1)2 Ψ¯∓ Γb2 Γa1a2···an Γb1 Θ− (n:odd/even)
0 (n:even/odd)
.
(A.2.8)
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Appendix B
psu(2, 2|4) algebra
In this appendix, we collect our conventions and useful formulas on the psu(2, 2|4) algebra
(see for example [243] for more details).
B.1 Matrix realization
8× 8 supermatrix representation
The super Lie algebra su(2, 2|4) can be realized by using 8 × 8 supermatrices M satisfying
STrM = 0 and the reality condition
M†H +HM = 0 , M =

A B
C D

 , (B.1.1)
where STrM≡ TrA− TrD and the hermitian matrix H is defined as
H ≡

Σ 04
04 14

 , Σ ≡

 02 −i σ3
i σ3 02

 = σ2 ⊗ σ3 . (B.1.2)
A trivial element satisfying the above requirement is the u(1) generator
Z = i

14 04
04 14

 , (B.1.3)
and the psu(2, 2|4) is defined as the quotient su(2, 2|4)/u(1) .
The psu(2, 2|4) has an automorphism Ω defined as
Ω(M) = −KMstK−1 , K =

K 04
04 K

 , (B.1.4)
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where K is a 4× 4 matrix
K ≡


0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

 , K−1 = −K , (B.1.5)
and Mst represents the supertranspose of M defined as
Mst =

A⊺ −C⊺
B⊺ D⊺

 . (B.1.6)
By using the automorphism Ω (of order four), we decompose g = psu(2, 2|4) as
g = g(0) ⊕ g(1) ⊕ g(2) ⊕ g(3) , (B.1.7)
where Ω(g(k)) = ik g(k) (k = 0, 1, 2, 3) and the projector to each vector space g(k) can be
expressed as
P (k)(M) ≡ 1
4
[M+ i3k Ω(M) + i2k Ω2(M) + ik Ω3(M) ] . (B.1.8)
Bosonic generators
The bosonic generators of psu(2, 2|4) algebra, Pa and Jab, can be represented by the following
8× 8 supermatrices:
{Pa} ≡ {Paˇ ,Paˆ} , {Jab} ≡ {Jaˇbˇ ,Jaˆbˆ} ,
Paˇ =

12 γaˇ 04
04 04

 , Jaˇbˇ =

−12 γaˇbˇ 04
04 04

 (aˇ, bˇ = 0, . . . , 4) ,
Paˆ =

04 04
04 − i2 γaˆ

 , Jaˆbˆ =

04 04
04 −12 γaˆbˆ

 (aˆ, bˆ = 5, . . . , 9) ,
(B.1.9)
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where we defined 4× 4 matrices γaˇ ≡ (γaˇiˇ jˇ) (ˇi, jˇ = 1, . . . , 4) and γaˇ ≡ (γaˇiˇ jˇ) (ˆi, jˆ = 1, . . . , 4)
{γaˇ} ≡
{
γ¯0 , γ¯1 , γ¯2 , γ¯3 , γ¯5
}
, {γaˆ} ≡
{−γ¯4 ,−γ¯1 ,−γ¯2 ,−γ¯3 ,−γ¯5 } , (B.1.10)
γ¯1 =


0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0

, γ¯2 =


0 0 0 i
0 0 i 0
0 −i 0 0
−i 0 0 0

, γ¯3 =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

,
γ¯0 = −i γ¯4 =


0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0

, γ¯5 = i γ¯1γ¯2γ¯3γ¯0 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

,
(B.1.11)
and their antisymmeterizations γaˇbˇ ≡ γ[aˇ γbˇ] and γaˆbˆ ≡ γ[aˆ γbˆ]. Here, γ¯µ (µ = 0, . . . , 3) and
(γa) ≡ (γaˇ, γaˆ) satisfy
{γ¯µ , γ¯ν} = 2 ηµν , (ηµν) ≡ diag(−1, 1, 1, 1) , (γa)⊺ = K γaK−1 . (B.1.12)
The conformal basis, {Pµ, Mµν , D, Kµ} , of a bosonic subalgebra su(2, 2) ∼= so(2, 4) that
corresponds to the AdS isometries, can be constructed from Paˇ and Jaˇbˇ as
Pµ ≡ Pµ + Jµ4 , Kµ ≡ Pµ − Jµ4 , Mµν ≡ Jµν , D ≡ P4 , (B.1.13)
where Pµ, Mµν , D, and Kµ represent the translation generators, the Lorentz generators, the
dilatation generator, and the special conformal generators, respectively. On the other hand,
a bosonic subalgebra su(4) ∼= so(6) that corresponds to the isometries of S5 are generated
by Paˆ and Jaˆbˆ . We choose the Cartan generators of su(4) as follows
h1 ≡ J57 , h2 ≡ J68 , h3 ≡ P9 . (B.1.14)
For later convenience, let us also define 16× 16 matrices γa, γˆa, and γab as
(γa) ≡ (γaˇ, γaˆ) = (γaˇ ⊗ 14, 14 ⊗ γaˆ) ,
(γˆa) ≡ (γˆaˇ, γˆaˆ) = (γaˇ ⊗ 14, 14 ⊗ iγaˆ) ,
(γab) ≡ (γaˇbˇ, γaˆbˆ) = (γaˇbˇ ⊗ 14 , 14 ⊗ γaˆbˆ) ,
(B.1.15)
which satisfy
(γaˇ)
† = γ0ˇ γaˇ γ0ˇ , (γaˆ)
† = −γ0ˇ γaˆ γ0ˇ , (γa)⊺ = (K ⊗K)−1 γa (K ⊗K) ,
(γˆaˇ)
† = γ0ˇ γˆaˇ γ0ˇ , (γˆa)
⊺
= (K ⊗K)−1 γˆa (K ⊗K) ,
{γa, γb} = 2 ηab , {γˆaˇ, γˆbˇ} = 2 ηaˇbˇ , {γˆaˆ, γˆbˆ} = −2 δaˆbˆ .
(B.1.16)
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We can easily see γaˇbˇ = γ[aˇ γbˇ] and γaˆbˆ = γ[aˆ γbˆ] . If we also define γˆaˇbˇ ≡ γˆ[aˇ γˆbˇ] and γˆaˆbˆ ≡ γˆ[aˆ γˆbˆ] ,
they satisfy
γˆab = −1
2
Rab
cd γcd , (B.1.17)
where Rab
cd are the tangent components of Riemann tensor in AdS5×S5, whose non-vanishing
components are
Raˇbˇ
cˇdˇ = −2 δ[cˇ[aˇ δdˇ]bˇ] , Raˆbˆcˆdˆ = 2 δ
[cˆ
[aˆ δ
dˆ]
bˆ]
. (B.1.18)
Fermionic generators
The fermionic generators (QI)αˇαˆ (αˇ, αˆ = 1, . . . , 4) are given by
(Q1)αˇαˆ =

 04 i δαˇiˇ K jˆαˆ
−δαˆ
iˆ
K αˇjˇ 04

 , (Q2)αˇαˆ =

 04 −δαˇiˇ K jˆαˆ
i δαˆ
iˆ
K αˇjˇ 04

 . (B.1.19)
As discussed in [46], these matrices do not satisfy the reality condition (B.1.1) but rather
their redefinitions QI do. The choice, QI or QI , is a matter of convention, and we here
employ QI by following [46]. We also introduce Grassmann-odd coordinates θI ≡ (θαˇαˆ)I
which are 16-component Majorana–Weyl spinors satisfying
(QI θI)
†H +H (QI θI) = 0 . (B.1.20)
Since the matrices QI satisfy
(QI)†αˇαˆ = −iK−1αˇβˇ (QI)βˇβˆ K−1βˆαˆ ,
H (QI)αˇαˆH−1 = i (γ0)βˇ
αˇ (QI)βˇαˆ ,
(B.1.21)
the condition (B.1.20) is equivalent to the Majorana condition
θ¯I ≡ θ†I γ0 = θ⊺I (K ⊗K) , (B.1.22)
or more explicitly,
θ¯αˇαˆI = θIβˇβˆ K
βˇαˇK βˆαˆ . (B.1.23)
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Commutation relations
The generators of su(2, 2|4) algebra, Pa, Jab, QI , and Z satisfy the following commutation
relations:
[Pa, Pb] =
1
2
Rab
cd Jcd , [Jab, Pc] = ηcaPb − ηcbPa ,
[Jab, Jcd] = ηac Jbd − ηad Jbc − ηbc Jad + ηbd Jac ,
[QI θI , Pa] =
i
2
ǫIJ QJ γˆa θI , [Q
I θI , Jab] =
1
2
δIJ QI γab θJ ,
[QI θI , Q
J ψJ ] = −i δIJ θ¯I γˆa ψJ Pa − 1
4
ǫIJ θ¯I γ
ab ψJ Rab
cd Jcd − 1
2
δIJ θ¯I ψJ Z ,
(B.1.24)
and the psu(2, 2|4) algebra is obtained by dropping the last term proportional to Z .
On the other hand, the bosonic generators {Pµ, Mµν , D, Kµ} satisfy the so(2, 4) algebra,
[Pµ, Kν ] = 2
(
ηµν D −Mµν
)
, [D, Pµ] = Pµ , [D, Kµ] = −Kµ ,
[Mµν , Pρ] = ηµρ Pν − ηνρ Pµ , [Mµν , Kρ] = ηµρKν − ηνρKµ ,
[Mµν , Mρσ] = ηµρMνσ − ηµσMνρ − ηνρMµσ + ηνσMµρ .
(B.1.25)
Supertrace and Projections
For generators of the psu(2, 2|4) algebra, the supertrace become
STr(PaPb) = ηab , STr(Jab Jcd) = Rabcd ,
STr(QIθI Q
JλJ) = −2 ǫIJ θ¯I λJ ,
(B.1.26)
where Rabcd ≡ Rabef ηec ηdf and
ηab ≡

ηaˇbˇ 0
0 ηaˆbˆ

 , ηaˇbˇ ≡ diag(−1, 1, 1, 1, 1) , ηaˆbˆ ≡ diag(1, 1, 1, 1, 1) . (B.1.27)
Each Z4-component g
(i) is spanned by the following generators:
g(0)= spanR{Jab} , g(1)= spanR{Q1} , g(2)= spanR{Pa} , g(3)= spanR{Q2} . (B.1.28)
Then, from the definition of d± (2.1.6),
d± ≡ ∓P (1) + 2P (2) ± P (3) . (B.1.29)
we obtain
d±(Pa) = 2Pa , d±(Jab) = 0 , d±(QI) = ∓σIJ3 QJ . (B.1.30)
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B.2 Connection to ten-dimensional quantities
By using the 16 × 16 matrices γa defined in (B.1.15), the 32 × 32 gamma matrices (Γa)αβ
are realized as
(Γa) ≡
(
Γaˇ, Γaˆ
) ≡ (σ1 ⊗ γaˇ, σ2 ⊗ γaˆ) . (B.2.1)
We can also realize the charge conjugation matrix as
C = i σ2 ⊗K ⊗K . (B.2.2)
The 32-component Majorana–Weyl fermions ΘI expressed as
ΘI =

1
0

⊗ θI , (B.2.3)
which satisfies the chiral conditions
Γ11ΘI = ΘI . (B.2.4)
The Majorana condition is given by
Θ¯I = Θ
⊺
I C =
(
0 1
)
⊗ θ¯I . (B.2.5)
This decomposition leads to the following relations between 32- and 8-component fermions:
θ¯I γˆaθJ = Θ¯IΓaΘJ , (B.2.6)
θ¯I γˆa γˆb θJ = −i Θ¯I Γa Γ01234 ΓbΘJ = i Θ¯I Γa Γ56789 ΓbΘJ , (B.2.7)
i σ1 ⊗ 14 ⊗ 14 = Γ01234 , σ2 ⊗ 14 ⊗ 14 = Γ56789 , (B.2.8)
The second relation plays an important role for a supercoset construction of the AdS5 × S5
background since the R–R bispinor in the AdS5 × S5 background takes the form
Fˆ 5 =
1
5!
Fˆa1···a5 Γ
a1···a5 = 4 (Γ01234 + Γ56789) . (B.2.9)
Indeed, we obtain
θ¯I γˆa γˆbθJ =
i
8
Θ¯I Γa Fˆ5 ΓbΘJ . (B.2.10)
We can also show the following relations:1
θ¯I γˆa γbc θJ = Θ¯I Γa ΓbcΘJ , (B.2.11)
θ¯I γab θJ = −i Θ¯I Γ01234 ΓabΘ = −i Θ¯I Γ56789 ΓabΘJ , (B.2.12)
θ¯I γab γcd θJ = −i Θ¯I Γ01234 Γab ΓcdΘJ = −i Θ¯I Γ56789 Γab ΓcdΘJ . (B.2.13)
1Recall that γab has only the components (γab) = (γaˇbˇ, γaˆbˆ).
Appendix C
Geometry of reductive homogeneous
space
In this appendix, we review geometry of reductive homogeneous spaces (see for example
[244, 245] for more details).
C.1 Generalities
Let us consider a homogeneous space G/H and decompose the Lie algebra as a direct sum
of vector spaces, g = h ⊕ k. If [k, h] ⊂ k is satisfied, G/H is called reductive, and if
[k, k] ⊂ h is further satisfied, G/H is called symmetric. We denote the basis of h as {Ji}
(i = 1, . . . , dimG− dimH) and those of k as {Pa} (a = 1, . . . , dimG− dimH) .
We choose a gauge where the coset representative g(x) is expanded only in terms of Km,
like g(x) = exp(xm Km) (m = 1, . . . , dimG − dimH) . Here, {Km} is arbitrary as long as
{Km} and {Ji} span the vector spaces g . An obvious choice is {Km} = {Pa}, but it is not
necessary to choose in that way. Once we fix the set {Km}, in order to maintain the gauge
choice under a left multiplication g(x)→ gL g(x), we need to simultaneously perform a local
right multiplication,
g(x) → g(x′) = gL g(x) h−1(x) (h ∈ H) . (C.1.1)
Then, if we expand the left-invariant Maurer–Cartan 1-form as
A ≡ g−1 dg = ea Pa − Ωi Ji , (C.1.2)
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we obtain the following transformation laws under the left multiplication (C.1.1):
ea(x) → e′a(x′) = Λab eb(x) , Ωi(x) → Ω′i(x′) =
[
ΛijΩ
j − (h−1 dh)i](x) , (C.1.3)
where we have defined hPa h
−1 = Λba Pb and h Ji h−1 ≡ Λji Pj . This shows that Ωi behaves as
a connection of H . From the decomposition (C.1.2), the Maurer–Cartan equations become
0 = dA + A ∧ A = (dea − Ωi ∧ eb fiba + 1
2
eb ∧ ec fbca
)
Pa
−
(
dΩi − 1
2
Ωj ∧ Ωk fjki − 1
2
eb ∧ ec fbci
)
Ji .
(C.1.4)
If we regard ea as the vielbein on G/H and suppose the absence of torsion
T a ≡ dea + ωab ∧ eb = 0 , (C.1.5)
the Maurer–Cartan equations show that the spin connection can be expressed as
ωab = −Ωi fiba + 1
2
ec fcb
a . (C.1.6)
Moreover, the associated Riemann curvature tensor is expressed as
Rab ≡ 1
2
ec ∧ edRcdab ≡ dωab + ωac ∧ ωcb
= −1
2
ee ∧ ef
(
fef
i fib
a +
1
2
fef
c fcb
a − 1
2
fed
a ffb
d
)
,
Rabcd = −
(
fcd
i fib
a +
1
2
fcd
e feb
a − 1
2
fce
a fdb
e
)
.
(C.1.7)
In order to obtain the Killing vectors on G/H , let us consider an infinitesimal left mul-
tiplication
gL = 1 + ǫ
i Ti , h = 1− ǫiWii Ji , (C.1.8)
under which the coordinates are supposed to transform as
x′m = xm + ǫi Tˆmi . (C.1.9)
We obtain
ǫi
(
Ti g + gWi
i
Ji
)
= δǫg = g(x+ ǫ
i Tˆi)− g(x) = ǫi Tˆmi ∂mg
= ǫi Tˆmi g
(
em
a
Pa − Ωmi Ji
)
,
(C.1.10)
and this leads to
[
Adg−1
]
i
j Tj ≡ g−1 Ti g = Tˆ ai Pa −
(
Tˆmi Ωm
i
Ji +Wi
i
)
Ji , (C.1.11)
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where Tˆ ai ≡ Tˆmi ema . We thus obtain the following expression:
Tˆ ai =
[
Adg−1
]
i
a , Wi
i = −Tˆmi Ωmi −
[
Adg−1
]
i
i . (C.1.12)
Under the same variation, we obtain
δǫA = ǫ
i
[
eaWi
i fai
b
Pb + (dWi
i − ΩjWik fjki) Ji
]
, (C.1.13)
δǫe
a = ǫi ebWi
i fbi
a , δǫΩ
i = ǫi
(
ΩjWi
k fjk
i − dWii
)
. (C.1.14)
If we define the metric on G/H as
gmn ≡ ema enb κab , (C.1.15)
by using a constant matrix κab satisfying
fi(a
c κb)c = 0 , (C.1.16)
the metric is invariant under the variation,
δǫgmn = −2 ǫi e(ma en)bWii fi(ac κb)c = 0 . (C.1.17)
We can check that the variation is the same as the Lie derivative,
δǫem
a = ǫi£Tˆiem
a = ǫi
(
Tˆ ni ∂nem
a + ∂mTˆ
n
i en
a
)
, (C.1.18)
and the invariance of the metric indicates that Tˆmi are Killing vectors associated with the
generator Ti .
From Ti g = Tˆ
m
i ∂mg − gWii Ji , we can calculate commutators of two variations as
[Ti, Tj ] g = −(£Tˆi Tˆj)m ∂mg +
(
Tˆ ni ∂nWj
i − Tˆ nj ∂nWii +Wij Wjk fjki
)
g Ji . (C.1.19)
On the other hand, from [Ti, Tj ] = fij
k Tk , we can also express the left-hand side as
[Ti, Tj ] g = fij
k Tk g = fij
k Tˆmk ∂mg − fijk gWk i Ji , (C.1.20)
and by comparing these, we obtain
[Tˆi, Tˆj]
m = (£Tˆi Tˆj)
m = −fijk Tˆmk ,
Tˆ ni ∂nWj
i − Tˆ nj ∂nWii +Wij Wjk fjki = −fijk gWk i .
(C.1.21)
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C.2 AdS5 × S5
In the case of the (bosonic) coset
AdS5 × S5 = SO(2, 4)
SO(1, 4)
× SO(6)
SO(5)
, (C.2.1)
the two sets of generators are given by
{Pa} =
{
Pa
}
, {Ji} =
{
Jab/
√
2!
}
, (C.2.2)
and it is a symmetric coset space (fab
c = 0). The normalization 1√
2!
is introduced to prevent
overcounting coming from the summation of antisymmetrized indices. Quantities with the
index i always contains the factor 1√
2!
and, for example, the Maurer–Cartan 1-form (C.1.2)
is expressed as
A = ea Pa − Ωi Ji ↔ A = eaPa − 1
2
Ωab Jab . (C.2.3)
From (C.1.6) and fab
c = 0, the spin connection becomes
ωab = −1
2
Ω[cd] f[cd]b
a = Ωac ηcb , (C.2.4)
where we used f[cd]b
a = 2 ηb[c δ
a
d] (see [J, P]-commutator of (B.1.24)) and we obtain
A = eaPa − 1
2
ωab Jab , (C.2.5)
independent of the explicit parameterization of g like (2.1.45).
From (C.1.7) and fab
c = 0, the Riemann curvature tensor becomes
Rabcd = −1
2
fcd
[ef ] f[ef ]b
a = fcd
[ae] ηeb . (C.2.6)
This explains why the [P, P]-commutator in (B.1.24) is expressed in terms of the Riemann
tensor; fcd
[ab] = Rabcd = Rcd
ab .
Appendix D
The β-transformation of R–R field
strengths
In this Appendix, we give proofs of some formulas related to the β-transformation of R–
R field strengths. We stat to prove that the formula of YB deformed R–R field strengths
(3.1.93) is equivalent to the β-transformation rule (3.1.93). In the Appendix D.2, we show
the formula (3.1.98) in an arbitrary even dimension D which gives the spinor representation
of a local Lorentz transformation.
D.1 Equivalence of (3.1.93) and (3.1.94)
In the subsection 3.2.2, YB deformed R–R field strengths are given by a formula (3.1.94)
Fˆ = Fˇ Ω−10 , Ω
−1
0 = (det Eab)−
1
2Æ
(
−1
2
βab Γab
)
, (D.1.1)
where Æ
(
−1
2
βab Γab
)
is defined by
Æ
(
1
2
βab Γab
) ≡ 5∑
p=0
1
2p p!
βa1a2 · · ·βa2p−1a2p Γa1···a2p . (D.1.2)
We here prove that the relation (3.1.93),
Fˆ = eΦ−φ˜ e−B2∧ e−β∨ Fˇ , (D.1.3)
is equivalent to the formula (3.1.94). Since eΦ−φ˜ = (det Eab)− 12 from (3.1.92), we here show
the equivalence of two formulas,
Fˆ = e−B2∧ e−β∨ Fˇ ⇔ Fˆ = Fˇ Ω¯−10 , Ω¯−10 ≡ Æ
(−1
2
βab Γab
)
, (D.1.4)
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where Fˆ ≡ e−Φ Fˆ and Fˇ ≡ e−φ˜ Fˇ .
Let us first evaluate e−B2∧ e−β∨ Fˇ . This can be expanded as
e−B2∧ e−β∨ Fˇ =
∑
k: even
odd
[ k
2
]∑
t=0
t+[D−k
2
]∑
s=0
(−1)s
2s+t s! t! (k − 2 t)! Bm1m2 · · ·Bm2s−1m2s β
n1n2 · · ·βn2t−1n2t
× Fˇn1···n2tm2s+1···m2s+k−2t dxm1 ∧ · · · ∧ dxm2s+k−2t
=
∑
r: even
odd
[ r
2
]∑
s=0
s+[D−r
2
]∑
t=0
(−1)s
2s+t s! t! (r − 2s)! β
c1c2 · · ·βc2t−1c2t βb1b2 · · ·βb2s−1b2s
× em1 b1 · · · em2s b2s Fˇc1···c2tm2s+1···mr dxm1 ∧ · · · ∧ dxmr , (D.1.5)
where the square bracket [n] denotes the integral part of n , and in the second equality, we
have used relations (3.1.72) and (3.1.90). Then, Fˆ with flat indices becomes
Fˆa1···ak ≡ ea1m1 · · · eakmk Fˆm1···mk
=
[ k
2
]∑
s=0
s+[D−k
2
]∑
t=0
(−1)s k!
2s+t s! t! (k − 2s)! β
c1c2 · · ·βc2t−1c2t
× β[a1a2 · · ·βa2s−1a2s (E⊺)a2s+1b2s+1 · · · (E⊺)ak ]bk Fˇb2s+1···bkc1···c2t
=
[ k
2
]∑
s=0
s+[D−k
2
]∑
t=0
k−2s∑
u=0
(−1)s k!
2s+t s! t! u! (k − 2s− u)! β
c1c2 · · ·βc2t−1c2t
× β[a1a2 · · ·βa2s−1a2s βa2s+1b1 · · ·βa2s+u bu Fˇ|b1···bu|a2s+u+1···ak ]c1···c2t , (D.1.6)
where we used ea
m = (E⊺)ab e˜bm and (E⊺)ab = δba + βab .
Next, by using the definitions,
Fˇ =
∑
k: even
odd
1
k!
Fˇa1···ak Γ
a1···ak , Ω¯−10 =
[D
2
]∑
ℓ=0
(−1)ℓ
2ℓ ℓ!
βb1b2 · · ·βb2ℓ−1b2ℓ Γb1···b2ℓ , (D.1.7)
let us expand the right-hand side of Fˆ = Fˇ Ω¯−10 as
Fˆ =
[D
2
]∑
ℓ=0
∑
k: even
odd
(−1)ℓ
2ℓ ℓ! k!
Fˇa1···ak β
b1b2 · · ·βb2ℓ−1b2ℓ Γa1···ak Γb1···b2ℓ
=
[D
2
]∑
ℓ=0
∑
k: even
odd
2ℓ+k∑
s=|2ℓ−k|
(−1) r(r−1)2 sCr (2ℓ)!
2ℓ ℓ! s! (2ℓ− r)! β
[b1b2 · · ·βb2ℓ−1b2ℓ] ηb1c1 · · · ηbrcr Fˇbr+1···b2ℓcr+1···cs Γc1···cs ,
(D.1.8)
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where we used the formula (A.2.1) and defined r ≡ 2ℓ−k+s
2
. Then, the R–R field strength
Fˆa1···ak with flat indices becomes
Fˆa1···ak =
∑
ℓ, r
(−1) r(r−1)2 kCr (2ℓ)!
2ℓ ℓ! (2ℓ− r)! β
[b1b2 · · ·βb2ℓ−1b2ℓ] ηb1[a1 · · ·ηbrar Fˇbr+1···b2ℓar+1···ak] , (D.1.9)
where the under-barred indices are totally antisymmetrized and non-negative integers ℓ and
r run over the region where the following relations are satisfied:
0 ≤ 2 ℓ− r , 0 ≤ k − r , 0 ≤ k + 2 ℓ− 2 r ≤ D . (D.1.10)
We can further expand the right-hand side of (D.1.9) as1
Fˆa1···ak =
∑
ℓ, r, u
(−1)s 2u k!
2ℓ s! t! u! (k − r)! β
b1b2 · · ·βb2t−1b2t
× β[a1a2 · · ·βa2s−1a2s βa2s+1 c1 · · ·βar cu Fˇ|c1···cu|ar+1···ak]b1···b2t , (D.1.11)
where s and t are defined as
2 s ≡ r − u , 2 t ≡ 2 ℓ− r − u , (D.1.12)
and non-negative integers ℓ, r, and u run over the region where
0 ≤ s , 0 ≤ t , r ≤ k , 0 ≤ k + 2 t− 2 s ≤ D , (D.1.13)
are satisfied. If we change the variables, we obtain a more explicit expression,
Fˆa1···ak =
[ k
2
]∑
s=0
s+[D−k
2
]∑
t=0
k−2s∑
u=0
(−1)s k!
2s+t s! t! u! (k − 2s− u)! β
c1c2 · · ·βc2t−1c2t
× β[a1a2 · · ·βa2s−1a2s βa2s+1d1 · · ·βar du Fˇ|d1···du|ar+1···ak ]c1···c2t . (D.1.14)
This precisely matches with (D.1.6) and the equivalence has been proven.
1We used the identity for arbitrary totally antisymmetric tensors Cab , Aa1···ar , and Bar+1···a2ℓ ,
C [a1a2 · · ·Ca2ℓ−1a2ℓ]Aa1···ar Bar+1···a2ℓ
=
∑
u
(−1)u(u−1)2 2u ℓ!
s! t!u!
r! (2ℓ− r)!
(2ℓ)!
Cb1b2 · · ·Cb2t−1b2t
× (Ca1a2 · · ·Ca2s−1a2s)(Cc1d1 · · ·Ccudu)Aa1···a2sc1···cu Bd1···dub1···b2t ,
where 0 ≤ r ≤ 2ℓ, 2s ≡ r − u, and 2t ≡ 2ℓ− r − u. The range of the summation over u is as follows:
u =


0 , 2 , . . . ,min(r, 2ℓ− r) for r even ,
1 , 3 , . . . ,min(r, 2ℓ− r) for r odd .
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D.2 The spinor rotation Ω
In this Appendix, we prove the formula (3.1.98) in an arbitrary even dimension D. Namely,
we prove that the spinor representation of a local Lorentz transformation Λab ≡ (O−1+ O−)ab
(O± ≡ δab ± aab, aab = −aba) is given by
Ω(a) = (detO±)
− 1
2Æ
(−1
2
aab Γ
ab
)
, Ω−1(a) = (detO±)
− 1
2Æ
(
1
2
aab Γ
ab
)
. (D.2.1)
If we define matrices
Ω± ≡ Æ
(±1
2
aab Γ
ab
)
=
5∑
p=0
(±1)p
2p p!
ab1b2 · · · ab2p−1b2p Γb1b2···b2p−1b2p , (D.2.2)
we can easily show the identity,
(O∓)ab ΓbΩ± − (O±)abΩ± Γb = [Γa, Ω±]∓ aab {Γb, Ω±} = 0 , (D.2.3)
and this leads to
Ω−1± Γ
aΩ± = (O−1∓ O±)
a
b Γ
b . (D.2.4)
Choosing the lower sign, we obtain the desired relation,
Ω−1− Γ
bΩ− = Λab Γb . (D.2.5)
In the following, we rescale Ω− and define Ω(a) such that Ω
−1
(a) = Ω(−a) . The relation (D.2.4)
implies that Ω−1± is proportional to Ω∓ , and we denote their relation as
Ω−1− =
1
|Ω|2 Ω+ . (D.2.6)
We shall show |Ω|2 = det(δba − aab) = detO− (= detO+) , and then we find that Ω(a) ≡
|Ω|−1Ω− satisfies the relation Ω−1(a) = Ω(−a) .
We can compute |Ω|2 = Ω− Ω+ as
|Ω|2 =
D/2∑
p=0
(2p)!
22p (p!)2
a[b1b2 · · ·ab2p−1b2p] a[b1b2 · · · ab2p−1b2p]
=
D/2∑
p=0
∑
0≤b1<···<b2p≤D−1
∑
σ∈S2p
(sgn(σ)
2p p!
abσ(1)bσ(2) · · · abσ(2p−1)bσ(2p)
)
×
∑
σ′∈S2p
(sgn(σ′)
2p p!
abσ′(1)bσ′(2) · · · abσ′(2p−1)bσ′(2p)
)
=
D/2∑
p=0
∑
0≤b1<···<b2p≤D−1
εb1 Pf
[
a(b1, . . . , b2p)
]2
, (D.2.7)
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where S2p is the symmetric group on a set of 2p indices, sgn(σ) is the sign of a permutation
σ ∈ S2p and εb1 ≡ ηb1b1 is −1 for b1 = 0 and +1 for b1 ≥ 1. The Pfaffian
Pf[A(b1, . . . , b2p)] ≡
∑
σ∈S2p
(
sgn(σ)
2p p!
Abσ(1)bσ(2) · · ·Abσ(2p−1)bσ(2p)
)
, (D.2.8)
is the polynomial in matrix elements of the antisymmetric matrix A(b1, . . . , b2p) which is
defined by
A(b1, . . . , b2p) =


0 Ab1b2 . . . Ab1b2p−1 Ab1b2p
−Ab1b2 0 . . . Ab2b2p−1 Ab2b2p
...
...
. . .
...
...
−Ab1b2p−1 −Ab2b2p−1 . . . 0 Ab2p−1b2p
−Ab1b2p −Ab2b2p . . . −Ab2p−1b2p 0


. (D.2.9)
As it is well known, the square of the Pfaffian Pf[A(b1, . . . , b2p)]
2 coincides with det[A(b1, . . . , b2p)] .
If we define a matrix function pA(x) (x ∈ R) of a D ×D antisymmetric matrix A as
pA(x) = − det(x ηab −Aab) , (D.2.10)
its Taylor series around x = 0 is
pA(x) = x
D + c2 x
D−2 + · · ·+ cD−2 x2 + cD , (D.2.11)
where the coefficients c2p (p = 0 , 1 , . . . , D/2) are given by
c2p =
1
(D − 2p)! p
(D−2p)
A (0) =
∑
0≤b1<···<b2p≤D−1
εb1 det
[
A(b1, . . . , b2p)
]
. (D.2.12)
From this, we finally obtain
|Ω|2 =
D/2∑
p=0
∑
0≤b1<···<b2p≤D−1
εb1 det
[
a(b1, . . . , b2p)
]
= pa(1) = − det
(
ηab − aab
)
= det
(
δba − aab
)
= detO− . (D.2.13)
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Appendix E
Details of the supercoset construction
We here corrected detailed calculations of the supercoset construction.
E.1 Expansion of O−1±
In this appendix, we expand the operators O−1± ≡ (1 ± η Rg ◦ d±)−1 in terms of θ . To this
end, we first use the parameterization g = gb · gf, and expand Rg(X) as
Rg(X) = g
−1
f g
−1
b R(gb gfX g
−1
f g
−1
b ) gb gf
= Rgb(X)− [χ, Rgb(X)] +Rgb([χ, X ])
+
1
2
Rgb([χ, [χ, X ]]) +
1
2
[χ, [χ, Rgb(X)]]− [χ, Rgb([χ, X ])] +O(θ3) , (E.1.1)
where Rgb(X) ≡ g−1b R(gbX g−1b ) gb and χ ≡ QI θI . We can then expand O± as
O± = 1± η Rg ◦ d± = O±(0) +O±(1) +O±(2) +O(θ3) ,
O(0)(X) = 1± η Rgb(d±(X)) ,
O±(1)(X) = ±η Rgb([χ, d±(X)])∓ η [χ, Rgb ◦ d±(X)] ,
O±(2)(X) = ∓η
2
(
[χ, [χ, Rgb ◦ d±(X)]]− Rgb([χ, [χ, d±(X)]])
)− [χ, O±(1)(X)] .
(E.1.2)
The inverses can be also expanded as
O−1± =
1
1± η Rg ◦ d± = O
−1
±(0) +O−1±(1) +O−1±(2) +O(θ3) ,
O−1±(0) =
1
1± η Rgb ◦ d±
,
O−1±(1) = −O−1±(0) ◦ O±(1) ◦ O−1±(0) ,
O−1±(2) = −O−1±(0) ◦ O±(2) ◦ O−1±(0) −O−1±(1) ◦ O±(1) ◦ O−1±(0) .
(E.1.3)
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Order O(θ0): The leading order part O−1±(0) of the inverse operators act as
O−1±(0)(Pa) = k±abPb ∓ η k±ab λbcd Jcd ,
O−1±(0)(Jab) = Jab , O−1±(0)(QI) = QI ,
(E.1.4)
where we have used (3.2.12) and defined k±ab as
k±ab ≡
[
(1± 2 η λ)−1]ab . (E.1.5)
Note that k±ab satisfies k±ab ≡ k±ac ηcb = k∓ba due to the antisymmetry of λab given in
(3.2.14).
Order O(θ1): At the next order, we obtain
O±(1)(Pa) = ±ηQI
(
i ǫIJ λa
b γˆb − 1
2
δIJ λa
bc γbc
)
θJ , O±(1)(Jab) = 0 ,
O±(1)(QIψI) = − i
2
η θ¯I
(
2 σIJ3 λb
c γˆc + i σ
IJ
1 λb
cd γcd
)
ψJ η
baPa + (J-term) ,
(E.1.6)
where “(J-term)” represents terms proportional to Jab that are not relevant to our compu-
tation. Then, the operations of the inverse operators are
O−1±(1)(Pa) = ∓ηQI k±ab
(
i ǫIJ λb
c γˆc − 1
2
δIJ λb
cd γcd
)
θJ , O−1±(1)(Jab) = 0 ,
O−1±(1)(QIψI) =
i
2
η θ¯I k
ba
±
(
2 σIJ3 λb
c γˆc + i σ
IJ
1 λb
cd γcd
)
ψJPa + (J-term) .
(E.1.7)
Order O(θ2): Finally, the operators at the quadratic order are given by
O±(2)(Pa) = ± i
2
η θ¯I γˆ
b
(
i ǫIJ λa
c γˆc − 1
2
δIJ λa
cd γcd
)
θJ Pb
∓ i
2
η θ¯I
(
i ǫIJ λbc γˆ
c − 1
2
δIJ ηbe λe
cd γcd
)
γˆa θJ Pb + (J-term) ,
O±(2)(Jab) = 0 .
The inverses are
O−1±(2)(Pa) = ∓
i
2
θ¯I k
bh
± k±a
d
[
(δIJ δcb + 2 η σ
IJ
3 λb
c) γˆc
(
−η
2
λd
ef γef
)
+
(η
2
λb
ef γef
)
(δIJ δcd + 2 η σ
IJ
3 λd
c) γˆc
+
i
2
ǫIJ
[
γˆb (2 η λd
c γˆc)− (2 η λbc γˆc) γˆd
]
+ i σIJ1 (η λb
ef γef)
(
−η
2
λd
fg γfg
)
+
i
2
σIJ1 (2 η λb
d γˆd) (2 η λd
c γˆc)
]
θJ Ph + (J-term) . (E.1.8)
Operators of O−1±(2) on other generators are not necessary for the computation of the action.
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E.2 Deformed torsionful spin connections
In this appendix, we show that two torsionful spin connections W ab± introduced in (3.2.17)
satisfy the following relations (we basically follow the discussion of [23]):
ω′ab+ ≡ ω′ab +
1
2
e′cH
′cab =W ab+ , (E.2.1)
ω′ab− ≡ ω′ab −
1
2
e′cH
′cab = Λac ΛbdW cd− + (ΛdΛ
−1)ab , (E.2.2)
which are assumed in (3.2.49).
E.2.1 Two expressions of the deformed H-flux
In order to show (E.2.1) and (E.2.2), we here obtain two expressions for the deformed H-
flux. Let us begin by considering two expressions of the deformed B-field [recall (3.2.23) and
(3.2.17)]
B′2 = −η λab ea+ ∧ eb+ = η STr
[
J
(2)
+ ∧ Rg(J (2)+ )
]∣∣
θ=0
= −η λab ea− ∧ eb− = η STr
[
J
(2)
− ∧ Rg(J (2)− )
]∣∣
θ=0
,
(E.2.3)
where J± are defined in (3.2.15) and J
(n)
± ≡ P (n) J± . Since we are only interested in the
B-field at order O(θ0) , in the following computation, we ignore terms involving the grade-1
and 3 components of A and J± (where we have d± ∼ 2P (2)).
The exterior derivatives of the two expressions in Eq. (E.2.3) become
H ′3 ≡
1
3!
H ′abc e
′a ∧ e′b ∧ e′c ≡ dB′2
= η d STr
[
J
(2)
± ∧Rg(J (2)± )
]∣∣
θ=0
= 2 η STr
[
dJ
(2)
± ∧Rg(J (2)± ) + J (2)± ∧ {A, Rg(J (2)± )}
]∣∣
θ=0
= 2 η STr
[
dJ
(2)
± ∧Rg(J (2)± ) + J (2)± ∧ {J (0)± + J (2)± , Rg(J (2)± )}
]∣∣
θ=0
± 4 η2 STr[J (2)± ∧ {Rg(J (2)± ), Rg(J (2)± )}]∣∣θ=0 . (E.2.4)
Here, in the third line, we have used a relation
d
[
Rg(B)
]
= Rg(dB)− {A, Rg(B)}+Rg({A, B})
[ {B, C} ≡ B ∧ C + C ∧ B ] .
(E.2.5)
for g-valued 1-forms B and C, and in the last equality, we have used the relation
A|θ=0 = O±(J±)
∣∣
θ=0
= J
(0)
± + J
(2)
± ± 2 η Rg(J (2)± )
∣∣
θ=0
. (E.2.6)
180
It is easy to see that the last term in (E.2.4) vanishes by using the cyclic property of the
supertrace and the homogeneous CYBE
{Rg(J (2)± ), Rg(J (2)± )} − 2Rg{Rg(J (2)± ), J (2)± } = 0 . (E.2.7)
Now, we utilize the deformed structure equation [23]
dJ± = d
(O−1± A) = −O−1± dO±O−1± A+O−1± (dA)
= ∓ηO−1± (dRg) d± J± −O−1± (A ∧ A)
= ∓ηO−1±
[−{A, Rg(d± J±)}+Rg {A, d± J±}] d± J± − 1
2
O−1± {A, A}
= −1
2
O−1± {J±, J±} ∓ ηO−1± Rg {J±, d± J±}
+
η2
2
O−1±
[{Rg(d± J±), Rg(d± J±)} − 2Rg({Rg(d± J±), d± J±})]
= −1
2
O−1± {J±, J±} ∓ ηO−1± Rg {J±, d± J±} , (E.2.8)
where we have repeatedly used A = O±(J±) , and in the last equality, we have used the
homogeneous CYBE. In the following computation, since terms involving J
(1)
± or J
(3)
± are
irrelevant, we have
dJ± = −1
2
{J±, J±} ∓ 2 ηO−1± Rg{J (2)± , J (2)± } , (E.2.9)
and then (E.2.4) is simplified as
H ′3 = 2 η STr
[({J±, J (2)± } − 12 P (2) {J±, J±} ∓ 2 η P (2)O−1± Rg{J (2)± , J (2)± }) ∧Rg(J (2)± )]∣∣θ=0
= 2 η STr
[{J (2)± , J (2)± } ∧ O−1∓ Rg(J (2)± )]∣∣θ=0 , (E.2.10)
where, in the last equality, we have used relations1
± η d±O−1± Rg = ±ηO−⊺∓ d±Rg = 1−O−⊺∓ ,
{J+, J (2)+ } −
1
2
P (2){J+, J+} = {J (2)+ , J (2)+ } .
(E.2.11)
We can further rewrite the expression (E.2.10) by using the operator M = O−1− O+ and its
inverse M−1 = O−1+ O− . From
P (0)M±1 P (2) = P (0)O−1∓ (O∓ ± 4 η Rg)P (2) = ±4 η P (0)O−1∓ Rg P (2) , (E.2.12)
1The transpose of an operator O is defined as STr[AO(B) ] = STr[O⊺(A)B ] . Since Rg is defined to be
antisymmetric, R⊺g = −Rg, and d± satisfies d⊺± = d∓ [see (2.1.7)], we can for example show O⊺± = 1∓η d∓Rg,
d±O± = O⊺∓ d±, and d±O−1± = O−⊺∓ d± .
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we can rewrite (E.2.10) as
H ′3 = ±
1
2
STr
[{J (2)± , J (2)± } ∧M±1(J (2)± )]∣∣θ=0 . (E.2.13)
Finally, by introducing a notation
M(Pc)|θ=0 = (Λ−1)caPa + 1
2
Mc
ab Jab , M
−1(Pc)|θ=0 = ΛcaPa + 1
2
(M−1)cab Jab ,[
Λa
b = (k−1− )a
c k+c
b , Mc
ab ≡ 4 η k−cd λdab , (M−1)cab ≡ −4 η k+cd λdab
]
,
(E.2.14)
and using ea+ = Λb
a e′b , we obtain two expressions for the deformed H-flux
H ′3 =
1
2
Λ[c
g Λa
e Λb]
f Mg,ef e
′a ∧ e′b ∧ e′c [Mc,ab ≡Mcef ηea ηfb ] (E.2.15)
= −1
2
M−1[c,ab] e
′a ∧ e′b ∧ e′c [M−1c,ab ≡ (M−1)cef ηea ηfb ] . (E.2.16)
E.2.2 Deformed torsionful spin connections
By considering the leading order part O(θ0) of (E.2.9), we obtain
dea± + (ω[±])
a
b ∧ eb± = 0 , (E.2.17)
where the spin connections (ω[±])ab associated with the deformed vielbeins ea± have the form
ω[±]ab =W±ab +
1
2
ec±
(
M±1a,bc +M
±1
b,ca −M±1c,ab
)
. (E.2.18)
In particular, for the spin connection ω′ab ≡ ωab[−] associated with the deformed vielbeins
e′a = ea−, using the formula H
′
abc = −3M−1[c,ab] in (E.2.16), we obtain the first relation (E.2.1)
as
ω′ab +
1
2
e′cH
′cab = ω′ab − 1
2
e′c
[
(M−1)abc + (M−1)bca + (M−1)cab
]
=W ab− − e′c (M−1)cab = W ab− + 4 η e′c k+cd λdab = W ab+ , (E.2.19)
where in the last equality we have used2
W ab+ =W
ab
− + 2 η (e
c
+ + e
c
−) λc
ab =W ab− + 2 η e
′c (Λc
d + δdc ) λd
ab
=W ab− + 2 η e
′c [(k−1− )c
e + (k−1+ )c
e] k+e
d λd
ab = W ab− + 4 η e
′c k+cd λdab . (E.2.20)
2In order to show the relation W ab+ =W
ab
− − e′c (M−1)cab , it will be easier to observe the bosonic part of
the relation J
(0)
+ = P
(0)M−1(J−) .
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On the other hand, if we take the upper sign in (E.2.17), from ea+ = Λb
a e′b, we obtain
de′a +
[
(Λ−1)ca dΛbc + Λad ω+de Λce
] ∧ e′c = 0 . (E.2.21)
From the upper sign of (E.2.18), H ′abc = 3Λa
d Λb
e Λc
f M[d,ef ] in (E.2.15), and the identity
Λa
dMd,bc = −(M−1)a,bc , we can show
Λa
d ω+de Λc
e = Λa
dW+de Λc
e +
1
2
Λa
d Λc
e Λb
f e′b
(
Md,ef +Me,fd −Mf,de
)
= Λa
d Λc
e
(
W+de − Λbf e′bMf,de
)
+
1
2
e′bH ′bac
= Λa
d Λc
eW−de +
1
2
e′bH ′bac . (E.2.22)
This together with (E.2.21) shows the second relation (E.2.2),
ω′ab = Λad Λ
b
eW
de
− + (ΛdΛ
−1)ab +
1
2
e′cH
′cab . (E.2.23)
E.3 Deformed Lagrangian at order O(θ2)
In this appendix, we show that the YB-deformed sigma model action can be rewritten as
the conventional GS superstring action (up to quadratic order in fermions) by performing
suitable field redefinitions.
E.3.1 A derivation of the deformed Lagrangian at O(θ2)
Let us start with a straightforward computation of the deformed Lagrangian L(2) by using
the results obtained in Appendix E.1. For convenience, we decompose L(2) as
L(2) = L(2,0,0) + L(0,0,2) + L(1,1,0) + L(0,1,1) + L(0,2,0) + L(1,0,1) +O(θ4) , (E.3.1)
where we have defined
L(a,b,c) ≡ −T
2
P αβ− STr[Aα(a) d− ◦ O−1−(b)(Aβ(c))] , (E.3.2)
and Aα(a) (a = 0, 1, 2) have the following form as we can see from (2.1.49):
Aα(0) ≡ eaαPa −
1
2
ωα
ab Jab , Aα(1) ≡ QI DIJα θJ ,
Aα(2) ≡ i
2
θ¯I γˆ
aDIJα θJ Pa +
1
8
ǫIK θ¯I γ
cdRcd
abDKJα θJ Jab .
(E.3.3)
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Each part is given by
L(2,0,0) + L(0,0,2) = −i T
2
P αβ− θ¯I
(
e+α
a γˆaD
IJ
β + e−β
a γˆaD
IJ
α
)
θJ . (E.3.4)
L(1,1,0) = −i T
2
P αβ− θ¯I
[(
2 η σIJ3 e−β
a λa
b γˆb − i
2
σIJ1 δW−β
bc γbc
)
DαθJ
+
i
2
σIJ1
(
2 η e−βa λac γˆc
)(
eα
d γˆd
)
θJ −
(1
4
δW−βbc γbc
)(
σIJ3 eα
d γˆd
)
θJ
]
.
(E.3.5)
L(0,1,1) = −i T
2
P αβ− θ¯I
[(
2 η σIJ3 e+α
a λa
b γˆb +
i
2
σIJ1 δW+α
bc γbc
)
DβθJ
+
i
2
σIJ1
(
2 η e+α
a λa
c γˆc
) (
eβ
d γˆd
)
θJ +
(1
4
δW+α
bc γbc
)(
σIJ3 eβ
d γˆd
)
θJ
]
,
(E.3.6)
L(0,2,0) = −i T
2
P αβ− θ¯I
[
e+α
a
(
δIJ δba + 2 η σ
IJ
3 λa
b
)
γˆb
(1
4
δW−βcd γcd
)
+
(1
4
δW+α
cd γcd
)
e−βa
(
δIJ δba + 2 η σ
IJ
3 λa
b
)
γˆb
+
i
2
ǫIJ
[(
e+α
a γˆa
)(
2 η e−β
c λc
d γˆd
)− (2 η e+αa λab γˆb)(e−βc γˆc)]
+
i
8
σIJ1
(
δW+α
ab γab
)(
δW−βcd γcd
)
+
i
2
σIJ1
(
2 η e+α
a λa
b γˆb
)(
2 η e−βc λcd γˆd
)]
θJ . (E.3.7)
L(1,0,1) = −i T
2
P αβ−
(−2 σIK3 θ¯I e[αa γˆaDKJβ] θJ) . (E.3.8)
Here, we have defined δW ab± as
δW ab± = ±2 η ec± λcab , (E.3.9)
which are parts of the torsionful spin connections
W ab± = ω
ab + δW ab± . (E.3.10)
Gathering the results (E.3.4)–(E.3.8), we can calculate L(2) . In the following computa-
tion, it may be useful to use the following identities:
θ¯I γˆa γcd θJ = θ¯J γcd γˆa θI , θ¯I γˆa γˆbθJ = −θ¯J γˆb γˆa θI ,
θ¯I γab θJ = θ¯J γab θI , θ¯I γab γcd θJ = −θ¯Jγcd γab θI .
(E.3.11)
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The result is
L(2) = −i T
2
P αβ− θ¯I
{[
σIJ3 eβ
a + e−βb (δIJ δab + 2 η σ
IJ
3 λb
a)
]
γˆaD+α
+
[−σIJ3 eαa + e+αb (δIJ δab + 2 η σIJ3 λba)] γˆaD−β
+
i
2
ǫIJ
[(
e+α
a γˆa
)(
eβ
b γˆb + 2 η e−βc λcd γˆd
)
+
(
e−βa γˆa
)(
eα
b γˆb − 2 η e+αa λab γˆb
)]
+
i
2
σIJ1
[(
2 η e−βa λac γˆc
)(
eα
d γˆd
)
+
(
2 η e+α
a λa
c γˆc
)(
eβ
d γˆd
)
+
(
2 η e+α
a λa
b γˆb
)(
2 η e−β
c λc
d γˆd
)]
+
i
2
σIJ1
[
δW+α
ab γabDβ − δW−βab γabDα + 1
4
(
δW+α
ab γab
)(
δW−βcd γcd
)]}
θJ
= −i T
2
P αβ− θ¯I
{
2 πIJ+ e−β
a γˆaD+α + 2 π
IJ
− e+α
a γˆaD−β + i ǫIJ e−βa γˆa e+αb γˆb
+
i
2
σIJ1
[(
e+α
a γˆa
)(
e−βb γˆb
)− (eαa γˆa)(eβb γˆb)
+ δW+α
ab γabDβ − δW−βab γabDα + 1
4
(
δW+α
ab γab
)(
δW−βcd γcd
)]}
θJ .
(E.3.12)
In the second equality, we have used
2 πIJ+ e−α
a =σIJ3 eβ
a + e−βb
(
δIJ δab + 2 η σ
IJ
3 λb
a
)
,
2 πIJ− e+α
a =− σIJ3 eαa + e+αb
(
δIJ δab + 2 η σ
IJ
3 λb
a
)
,
(E.3.13)
where the projection operators πIJ± are defined by
πIJ± =
δIJ ± σIJ3
2
. (E.3.14)
Now, we decompose the deformed Lagrangian into two parts
L(2) = Lc(2) + δL(2) , (E.3.15)
where Lc(2) takes the form of the canonical GS Lagrangian after taking the diagonal gauge
(see section 3.2.2) while δL(2) is the remaining part. The explicit form of Lc(2) is given by
Lc(2) = −i T θ¯I
[
P αβ− π
IJ
+ e−β
a γˆaD+α + P
αβ
− π
IJ
− e+α
a γˆaD−β +
i
2
ǫIJ e−βa γˆa e+αb γˆb
]
θJ
= −i T
[
P αβ+ e−α
a θ¯1 γˆaD+βθ1 + P
αβ
− e+α
a θ¯2 γˆaD−βθ2 + i P
αβ
+ ǫ
IJ θ¯1 e−αa γˆa e+βb γˆb θ2
]
.
(E.3.16)
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On the other hand, the remaining term δL(2) has the form
δL(2) = T
4
P αβ− σ
IJ
1 θ¯I
[
δW+α
ab γˆabDβ − δW−βab γˆabDα
+
1
4
(
δW+α
ab γab
)(
δW−βcd γcd
)
+
(
e+α
a γˆa
)(
e−βb γˆb
)− (eαa γˆa)(eβb γˆb)] θJ .
(E.3.17)
By using (E.3.11), this can be rewritten as
δL(2) = T
4
P αβ− σ
IJ
1 θ¯I
[(
δW+α
ab ∂β − δW−βab ∂α
)
γab
+
1
8
(
δW+α
ab ωβ
cd − δW−βab ωαcd + δW+αab δW−βcd
) [
γab, γcd
]
+
1
2
(e+α
a e−βb − eαa eβb) [γˆa, γˆb]
]
θJ
=
T
4
P αβ− σ
IJ
1 θ¯I
[
δW+α
ab ∂β − δW−βab ∂α + (δW+α)ac ωβcb − (δW−β)ac ωαcb
+ (δW+α)
a
c δW−βcb − 1
2
(e+α
c e−βd − eαc eβd)Rcdab
]
γabθJ , (E.3.18)
where we used
γˆab = −1
2
Rab
cd γcd , [γab, γcd] = −2
(
ηac γbd − ηbc γad − ηad γbc + ηbd γac
)
. (E.3.19)
In the following, we show that δL(2) are completely canceled by performing an appropriate
redefinition of the bosonic fields Xm .
E.3.2 Bosonic shift
We consider the redefinition of Xm ,
Xm → Xm + ξm , ξm ≡ η
4
σIJ1 e
cm λc
ab θ¯I γab θJ +O(θ4) . (E.3.20)
This was originally considered in [46,55] such that the unwanted terms involving σIJ1 θ¯I γab ∂αθJ
in (E.3.18) are canceled out by the deviation of the Lagrangian under the shift (E.3.20),
δLYB = δL(0) +O(θ2) where
L(0) ≡ −T P αβ− E ′mn ∂αXm ∂βXn(
E ′mn = g
′
mn +B
′
mn = em
a en
b k+ab = STr[AmO−1− (An)]|θ=0
)
.
(E.3.21)
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As we show below, in fact, δL(2) is completely canceled out under the redefinition (E.3.20)
when the r-matrix satisfies the homogeneous CYBE, which has been checked for specific
examples in the previous works.
For simplicity, we introduce a shorthand notation
1√
2!
Jab → Ji , (E.3.22)
with combinatoric factors discussed around (C.2.4). In this notation, the commutation
relations of bosonic generators {Pa, Ji} and matrices {γˆa, γi} become
[Pa, Pb] = fab
i Ji , [Ji, Jj] = fij
k Jk , [Pa, Pi] = fai
bPb ,
[γˆa, γˆb] = −2 fabi γi , [γi, γj ] = −2 fijk γk .
(E.3.23)
Then, δL(2) in (E.3.18) can be expressed as
δL(2) = T
2
P αβ− σ
IJ
1 θ¯I γk
(
δW+α
k ∂βθJ − δW−βk ∂αθJ
)
− T
4
P αβ−
[(
δW+α
i ωβ
j + ωα
i δW−β
j + δW+α
i δW−β
j
)
fij
k
+
(
e+α
a e−βb − eαa eβb
)
fab
k
]
σIJ1 θ¯I γk θJ . (E.3.24)
A computation of δL(0)
A straightforward computation shows
δL(0) = −T P αβ− £ξE ′mn ∂αXm ∂βXn
= −T P αβ−
(
ξp ∂pE
′
mn + ∂mξ
pE ′pn + ∂nξ
pE ′mp
)
∂αX
m ∂βX
n
= −T
2
P αβ− σ
IJ
1 θ¯I γk
(
δW+m
k ∂nθJ − δW−nk ∂mθJ
)
∂αX
m ∂βX
n
− η T
2
P αβ− σ
IJ
1 θ¯I γk θJ
[
λc
k em
a en
b ecp ∂pk+ab + ∂mλa
k e−na + ∂nλak e+ma
+ 2 ecp λc
k
(
∂[pem]a e−na + ∂[pen]a e+ma
)]
∂αX
m ∂βX
n ,
(E.3.25)
where we have used e±ma = k±ba emb and δW±mk = ±2 η e±mc λck . From this, we can easily
see that the terms involving σIJ1 θ¯I γk ∂αθJ in δL(0) and δL(2) cancel each other out.
We can further compute ∂pk+ab and ∂mλa
k as follows by recalling their original definitions.
The ∂mλa
k can be obtained from
∂mλc
i Ji = ∂m
[
P (0)Rgb(Pc)
]∣∣
θ=0
= −P (0)[Am, Rgb(Pc)]
∣∣
θ=0
+ P (0)Rgb
(
[Am, Pc]
)∣∣
θ=0
=
[
em
a (λk
i fac
k − λcb fabi) + ωmj (λck fjki − λdi fjcd)
]
Ji . (E.3.26)
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where we have used
∂mRg( · ) = −[Am, Rg(·) ] +Rg([Am, · ]) , Am|θ=0 = emaPa − ωmk Jk ,
Rg(Pa)|θ=0 = λabPb − λak Jk , Rg(Ji)|θ=0 = λibPb − λik Jk .
(E.3.27)
Similarly, we obtain
∂mk+ab = ∂mSTr
[
PbO−1+ (Pa)
]∣∣
θ=0
= −1
2
STr
[
d−(Pb)O−1+ ◦ ∂mO+ ◦ O−1+ (Pa)
]∣∣
θ=0
= −1
2
STr
[O−⊺+ ◦ d−(Pb) ∂mO+ ◦ O−1+ (Pa)]∣∣θ=0
= −η
2
STr
[
d−O−1− (Pb) ∂mRg ◦ d+ ◦ O−1+ (Pa)
]∣∣
θ=0
= −2 η k+ac k−bd STr
[
Pd
{−[Am, Rg(Pc)] +Rg([Am, Pc])}]∣∣θ=0
= −2 η k+ac k−bd
[
em
e (λk
d fec
k − λck fekd) + ωmk (λce fked − λed fkce)
]
. (E.3.28)
By using several identities, such as
em
a = e±mb
(
δab ± 2 η λba
)
, ∂[men]
a = −ω[mab en]b , (E.3.29)
and the explicit forms of the structure constants, we can straightforwardly obtain
δL(0) = −T
2
P αβ− σ
IJ
1 θ¯I γk
(
δW+m
k ∂nθJ − δW−nk ∂mθJ
)
∂αX
m ∂βX
n
+
T
4
P αβ−
[(
δW+m
i ωn
j + ωm
i δW−nj
)
fij
k + 2 η
(
em
a e−nc λcb − e+mc λca enb
)
fab
k
+ 4 η2
(
e+m
c λc
j e−nb − e+mb e−nc λcj
)
fbj
a λa
k
− 4 η2 (e+mc λca e−nb + e+ma e−nc λcb) fabj λjk]σIJ1 θ¯I γk θJ ∂αXm ∂βXn . (E.3.30)
A computation of δL(0) + δL(2)
Now, the sum of (E.3.30) and (E.3.24) becomes
δL(0) + δL(2)
=
T
4
P αβ−
[
4 η2 (e+m
a λa
i)(e−nb λbj) fijk
+ 2 η
(
em
a e−nc λcb − e+mc λca enb
)
fab
k − (e+ma e−nb − ema enb) fabk
+ 4 η2
(
e+m
c λc
j e−nb − e+mb e−nc λcj
)
fbj
a λa
k
− 4 η2 (e+mc λca e−nb + e+ma e−nc λcb) fabj λjk]σIJ1 θ¯I γk θJ ∂αXm ∂βXn , (E.3.31)
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where we used δW i± = ±2 η ec± λci in the first line. Moreover, the second line is simplified as
2 η
(
em
a e−nc λcb − e+mc λca enb
)− (e+ma e−nb − ema enb) = 4 η2 e+mc λca e−nd λdb , (E.3.32)
and we obtain
δL(0) + δL(2) = η2 T P αβ−
[
(e+m
c λc
a)(e−nd λdb) fabk + (e+ma λai)(e−nb λbj) fijk
+
(
e+m
c λc
j e−nb − e+mb e−nc λcj
)
fbj
a λa
k
− (e+mc λca e−nb + e+ma e−nc λcb) fabj λjk] σIJ1 θ¯I γk θJ ∂αXm ∂βXn .
(E.3.33)
Remarkably, the quantities in the square bracket of (E.3.33) are precisely the grade-0 com-
ponent of CYBEg(J
(2)
+m, J
(2)
−n) ,[
CYBE(0)g (J
(2)
+m, J
(2)
−n)
]k
= (e+m
c λc
a)(e−n
d λd
b) fab
k + (e+m
a λa
i)(e−n
b λb
j) fij
k
+
(
e+m
c λc
j e−nb − e+mb e−nc λcj
)
fbj
a λa
k
− (e+mc λca e−nb + e+ma e−nc λcb) fabj λjk ,
(E.3.34)
where we have used J
(2)
±m = e±m
aPa [see (3.2.16)]. Therefore, we obtain
δL(0) + δL(2) = η2 T P αβ− σIJ1
[
CYBE(0)g (J
(2)
+m, J
(2)
−n)
]i
θ¯I γˆi θJ ∂αX
m ∂βX
n , (E.3.35)
which shows that δL(0)+δL(2) vanishes when the r-matrix satisfies the homogeneous CYBE.
Appendix F
The κ-symmetry transformation
As shown in the subsection 2.2.3, the YB sigma model action (2.2.1) is invariant under the
following κ-symmetry variations:
O−1− g−1δκg = P αβ− {Q1κ1α, J (2)−β}+ P αβ+ {Q2κ2α, J (2)+β} , (F.0.1)
δκ(
√−γγαβ) = 1
4
√−γ Str
[
Υ
(
[Q1κα1(+), J
(1)β
+(+)] + [Q
2κα2(−), J
(3)β
−(−)]
)
+ (α↔ β)
]
. (F.0.2)
In this appendix, following the procedure of [46], we rewrite the κ-variations (F.0.1) and
(F.0.2) as the standard κ-variations in the GS type IIB superstring [103],
δκX
m = − i
2
e′am Θ¯I Γa δκΘ′I +O(Θ′3) , (F.0.3)
δκΘ
′
I =
1
4
(δIJ γαβ − σIJ3 ǫαβ) e′βa ΓaK ′Jα +O(Θ′2) , (F.0.4)
1√−γ δκ
(√−γ γαβ) = −2 i K¯ ′(α1(+)D′β)+(+)Θ′1 − 2 i K¯ ′(α2(−)D′β)−(−)Θ′2
+
i
8
[
K¯
′(α
1(+) Fˆ
′
e
′β)a
(+) ΓaΘ
′
2 − Θ¯′1 e′(β|a(−) Γa Fˆ
′
K
′|α)
2(−)
]
+O(Θ′3) , (F.0.5)
where the detailed notations are explained below. In the course of the rewriting, we need
to identify the supergravity background (e′m
a, B′mn, Fˆ
′
) as the β-deformed AdS5 × S5 back-
ground. In this sense, the following computation serves as a non-trivial check of the equiva-
lence between YB deformations and local β-deformations.
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F.1 Bosonic fields
We first consider the κ-symmetry transformation of the bosonic fields Xm , which can be
extracted from the grade-2 component of (F.0.1). From (F.0.1), we can easily see
P (2) ◦ O−1− g−1 δκg = 0 . (F.1.1)
The left-hand side can be expanded as
P (2) ◦ O−1− g−1 δκg = P (2)
[(
em
a δκX
m +
i
2
θ¯I γˆ
a δκθI
)
O−1−(0)(Pa) +O−1−(1)
(
QI δκθI
)
+O(θ3)
]
=
[
emb δκX
m +
i
2
(
δIJ δcb + 2 η σ
IJ
3 λb
c
)
θ¯I γˆc δκ θJ
]
kba− Pa
− η
2
σIJ1 θ¯I λb
cd γcd δκθJ k
ba
− Pa +O(θ3) . (F.1.2)
Now, by performing the redefinition (3.2.52) of Xm , the term proportional to σIJ1 disappears
and we obtain
0 =
[
emb δκX
m +
i
2
(
δIJ δcb + 2 η σ
IJ
3 λb
c
)
θ¯I γˆc δκθJ
]
kba− Pa +O(θ3) . (F.1.3)
Then, solving the equation (F.1.3) for δκX
m , we obtain
δκX
m = − i
2
(k−1− )
a
b e
bm θ¯1 γˆa δκθ1 − i
2
(k−1+ )
a
b e
bm θ¯2 γˆa δκθ2 +O(θ3)
= − i
2
eam− Θ¯1 Γa δκΘ1 −
i
2
eam+ Θ¯2 Γa δκΘ2 +O(Θ3) , (F.1.4)
where it is note that the inverse of e±ma = emb k±ba is e±am = (k
−1
± )a
b eb
m . Finally, by using
Λa
b Γb = Ω
−1 ΓaΩ and the redefined fermions Θ′I given in (3.2.46), (F.1.4) becomes
δκX
m = − i
2
e′am Θ¯1 Γa δκΘ1 − i
2
e′am Θ¯2Ω−1 Γa Ω δκΘ2 +O(Θ3)
= − i
2
e′am Θ¯′I Γa δκΘ
′
I +O(Θ3) , (F.1.5)
which is the usual κ-variation (F.0.3) of Xm .
F.2 Fermionic fields
Next, let us consider the κ-variations of fermionic variables. These can be found from
P (1)O−1− g−1 δκg = P αβ− {Q1 κ1α, J (2)−β} ,
P (3)O−1− g−1 δκg = P αβ+ {Q2 κ2α, J (2)+β} .
(F.2.1)
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Indeed, the left-hand side gives
P (1)O−1− g−1 δκg = Q1 δκθ1 +O(θ2) , P (3)O−1− g−1 δκg = Q2 δκθ2 +O(θ2) . (F.2.2)
In order to evaluate the right-hand side, we use the following relations [46]:
QI Paˇ +PaˇQ
I =
1
2
QI γˆaˇ , Q
I Paˆ +PaˆQ
I = −1
2
QI γˆaˆ , (F.2.3)
which can be verified by using the matrix representations of Pa and QI given in (B.1.9) and
(B.1.19). Then, the transformations (F.2.1) become
Q1δκθ1 =
1
2
P αβ− Q
1
(
e−βaˇ γˆaˇ − e−βaˆ γˆaˆ
)
κ1α +O(θ2) ,
Q2δκθ2 =
1
2
P αβ+ Q
2
(
e+β
aˇ γˆaˇ − e+βaˆ γˆaˆ
)
κ2α +O(θ2) .
(F.2.4)
By using relations (B.2.3) and (B.2.5), these can be rewritten as
δκΘ1 =
1
2
P αβ− e−β
a ΓaK1α +O(Θ2) ,
δκΘ2 =
1
2
P αβ+ e+β
a ΓaK2α +O(Θ2) ,
(F.2.5)
where we have introduced
KI ≡

0
1

⊗ κI , K¯I ≡ (1 0)⊗ κ¯I , (F.2.6)
and used
ΓaˇKI =

1
0

⊗ γˆaˇ κI , ΓaˆKI = −

1
0

⊗ γˆaˆ κI . (F.2.7)
Finally, using the redefined fermions Θ′I and considering redefinitions of KI ,
K ′1 = K1 , K
′
2 = ΩK2 , (F.2.8)
we obtain the standard κ-variations of the fermions (F.0.4).
F.3 Worldsheet metric
Finally, we rewrite the κ-variation (2.2.25) of γαβ into the standard form (F.0.5).
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By using the expansion (3.2.16) of the deformed currents J± , the variation (2.2.25) can
be expanded as
1√−γ δκ
(√−γ γαβ) = −i κ¯α1(+)Dβ 1J+(+)θJ − i κ¯α2(−)Dβ 2J−(−)θJ + (α↔ β) +O(θ3) , (F.3.1)
where we have used commutation relations of su(2, 2|4) algebra[
Q1 κα1(+), J
(1)β
+(+)
]
=
(
−1
2
κ¯α1(+)D
β 1J
+(+)θJ +O(θ3)
)
Z + (P-term) ,[
Q2κα2(−), J
(3)β
−(−)
]
=
(
−1
2
κ¯α2(−)D
β 2J
−(−)θJ +O(θ3)
)
Z + (P-term) ,
(F.3.2)
and supertrace formulas
STr
[
ΥZ
]
= 8 i , STr
[
Υ (other generators)
]
= 0 . (F.3.3)
It is noted that the redefinition (3.2.52) of Xm does not affect the variation of the worldsheet
metric at the leading order in θ.
Then, by using the 32× 32 gamma matrices, the variation can be expressed as
1√−γ δκ
(√−γ γαβ) = −i K¯α1(+)Dβ+(+)Θ1 − i K¯α2(−)Dβ−(−)Θ2
+
i
16
[
K¯α1(+) Fˆ 5 e
βa
+(+) ΓaΘ2 − K¯α2(−) Fˆ 5 eβa−(−) ΓaΘ1
]
+ (α↔ β) +O(Θ3) , (F.3.4)
where we have used relations
κ¯αI(±) γab θJ = K¯
α
I(±) ΓabΘJ , κ¯
α
I(±) γˆa θJ =
i
8
K¯αI(±) Fˆ5 ΓaΘJ . (F.3.5)
Finally, we perform the redefinitions (3.2.46) and (F.2.8). By using relations (3.2.49) and
(3.2.51), the variation of the worldsheet metric becomes
1√−γ δκ
(√−γ γαβ) = −i K¯ ′α1(+)D′β+(+)Θ′1 − i K¯ ′α2(−)D′β−(−)Θ′2
+
i
16
[
K¯ ′α1(+)
(
Fˆ 5Ω
−1) e′βa(+) ΓaΘ′2 − Θ¯′1 e′βa(−) Γa (Fˆ5Ω−1)K ′α2(−)
]
+ (α↔ β) +O(Θ′3)
= −i K¯ ′α1(+)D′β+(+)Θ′1 − i K¯ ′α2(−)D′β−(−)Θ′2
+
i
16
[
K¯ ′α1(+) Fˆ
′
e′βa(+) ΓaΘ
′
2 − Θ¯′1 e′βa(−) Γa Fˆ
′
K ′α2(−)
]
+ (α↔ β) +O(Θ′3) . (F.3.6)
In this way, we have obtained the standard κ-variation of the worldsheet metric (F.0.5).
Appendix G
Generating GSE solutions with
Penrose limits
In this appendix, we consider Penrose limit [246,247] of YB-deformed AdS5×S5 backgrounds
and reproduce solutions of GSE studied in Section 4.2.2. The R-R fluxes in the YB-deformed
AdS5 × S5 backgrounds may disappear under the Penrose limit. In that case, the resulting
backgrounds become purely NS-NS solutions of GSE.
Penrose limit [246, 247] is formulated for the standard supergravity. But, at least so far,
there is no general argument on Penrose limit for the GSE case. Hence, it is quite non-trivial
whether it can be extended to GSE or not. Here, we will not discuss a general theory of
Penrose limit for GSE, but explain how to take a scaling of the extra vector I. The point here
is that a YB-deformed background contains a deformations parameter and I is proportional
to it. Hence, there is a freedom to scale the deformation parameter in taking a Penrose limit.
Without scaling the deformation parameter, 5D Minkowski spacetime is obtained as in the
undeformed case. On the other hand, by taking an appropriate scaling of the deformation
parameter, one can obtain a non-trivial solution of GSE with non-vanishing extra vector
fields. We refer to the latter manner as the modified Penrose limit. As a result, this modified
Penrose limit may be regarded as a technique to generate solutions of GSE1.
1Without any general argument, it is not ensured that the resulting background should satisfy the GSE.
However, this point can be overcome by directly checking the GSE for the resulting background. As far as
we have checked, it seems likely that this procedure works well.
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G.1 Penrose limit of Poincare´ AdS5
Let us first recall how to take a Penrose limit of the Poincare´ metric of AdS5 .
The metric is given by
ds2 =
r2
R2
(−dt2 + d~x2)+R2 dr2
r2
, (G.1.1)
where ~x = (x1, x2, x3) .
The first task is to determine a null geodesic. Here we are interested in a radial null
geodesic described by (ds
dτ
)2
= R2
r˙2
r2
+
r2
R2
(−t˙2) = 0 . (G.1.2)
Here τ is an affine parameter and the symbol “·” denotes a derivative in terms of τ . From
the energy conservation, we obtain that
r2
R2
t˙ ≡ E (constant) . (G.1.3)
Hereafter, we will set E = 1 by rescaling τ . Then the equation (G.1.2) can be rewritten as
r˙2 = 1 . (G.1.4)
Hence, we will take a solution as
r = −τ , (G.1.5)
by adjusting an integration constant to be zero. Then t can also be determined as follows:
t = −R
2
τ
. (G.1.6)
As a result, the radial null geodesic is described as
t =
R2
r
. (G.1.7)
Let us take a Penrose limit by employing the radial null geodesic (G.1.7). The first step
is to introduce a new variable t˜ as a fluctuation around the null geodesic as
t =
R2
r
− t˜ . (G.1.8)
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Then, the metric of Poincare´ AdS5 is rewritten into the pp-wave form:
ds2 = −2 dr dt˜− r
2
R2
dt˜2 +
r2
R2
d~x2 . (G.1.9)
Next, by further transforming the coordinates as
~x =
R
r
~y , t˜ = v − 1
2r
~y2 , (G.1.10)
the metric can be rewritten as
ds2 = −2 dr dv + d~y2 +O(1/R2) . (G.1.11)
Finally, by taking the R→∞ limit, the metric of 5D Minkowski spacetime is obtained.
G.2 Penrose limits of YB-deformed AdS5 × S5
Our aim here is to consider the modified Penrose limit of YB-deformed AdS5 × S5 with
classical r-matrices satisfying the homogeneous CYBE. In the following, we will focus upon
two examples of non-unimodular classical r-matrices.
Example 1) [solution of section 4.2.4]
Penrose limit−→ [solution of section 4.2.2]
The first example is a YB-deformed background associated with r = 1
2
P0 ∧ D, which was
studied in section 4.2.4. To take a Penrose limit of the background (4.2.46), let us rescale
the fields as follows:
ds2 → ds˜2 = R2 ds2 , B2 → B˜2 = R2B2 ,
F3 → F˜3 = R2 F3 , F5 → F˜5 = R4 F5 .
(G.2.1)
After performing a coordinate transformation for the radial direction,
z =
R2
r
, (G.2.2)
the radial null geodesic is given by
x0 =
R2
r
. (G.2.3)
This expression coincides with the one (G.1.7) even after performing the deformation.
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As in the case of Poincare´ AdS5 , a new variable t˜ is introduced as a fluctuation around
the null geodesic (G.2.3):
x0 =
R2
r
− t˜ . (G.2.4)
Let us perform a further coordinate transformation,
ρ =
R
r
p , t˜ = v − p
2
2r
. (G.2.5)
If the R → ∞ limit is taken naively, one can perform the usual Penrose limit, but it again
leads to 5D Minkowski spacetime as in the case of the Poincare´ AdS5 .
It is interesting to add a modification to the usual process. That is to rescale the defor-
mation parameter η as well,
η = R2 ξ . (G.2.6)
We refer to this modification as the modified Penrose limit.
By taking the R → ∞ limit and also the flat limit of the S5 part, we obtain the YB-
deformed Minkowski background (4.2.12) with the following identifications:
{x+, x−, x, y, z, η} ←→ {r, v, ρ sin θ cosφ, ρ sin θ sinφ, z, ξ} . (G.2.7)
Remarkably, all of the R-R fluxes have vanished under this modified Penrose limit.
Example 2) [solution of section 4.2.4]
Penrose limit−→ [solution of section 4.2.2]
Let us next consider another YB-deformed background studied in Sec. 4.2.4. To consider a
Penrose limit of the background (4.2.56), let us rescale the fields as follows:
ds2 → ds˜ = R2 ds2 , B2 → B˜2 = R2B2 ,
F3 → F˜3 = R2 F3 , F5 → F˜5 = R4 F5 .
(G.2.8)
After performing a coordinate transformation,
z =
R2
r
, (G.2.9)
we obtain a radial null geodesic, which again takes the form,
x0 =
R2
r
. (G.2.10)
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Let us next introduce a new variable t˜ as a fluctuation around the null geodesic (G.2.10):
x0 =
R2
r
− t˜ . (G.2.11)
Then, we perform a further coordinate transformation
x1 =
R
r
z , ρ =
R
r
p , t˜ = v − p
2 + z2
2r
. (G.2.12)
As in the previous case, the deformation parameter is rescaled as
η = R2 ξ . (G.2.13)
After taking the R → ∞ limit, the resulting background is given by (4.2.24) with the
following replacements:
{r, v, p, θ, ξ} → {x+, x−,
√
x2 + y2 , arctan(y/x) , η} . (G.2.14)
Note that all of the R-R fluxes have vanished again as in the previous example (4.2.12).
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