A quantitative structure-property relationship (QSPR) analysis of the Setschenow constants (K salt ) of organic compounds in a sodium chloride solution was carried out using only two-dimensional (2D) descriptors as input parameters. The whole set of 101 compounds was split into a training set of 71 compounds and a validation set of 30 compounds by means of the Kennard and Stones algorithm. A general four-parameter equation, with correlation coefficient (R) of 0.887 and standard error of estimation (s) of 0.031, was obtained by stepwise multilinear regression analysis (MLRA) on the training set. The reliability and robustness of the present model was verified with leave-one-out cross-validation, randomization tests, and the external validation set. All of the descriptors contained in this model are calculated directly from the molecular 2D structures; thus, this model can be used to easily predict the K salt of other compounds not involved in the present dataset.
INTRODUCTION
The aqueous solubility of organic compounds is an important molecular property that plays a key role in pharmaceutical, environmental, and other physical and biological processes. The aqueous solubility has been found to be dependent on the concentration and type of salt present in solution. The salt effect can be described by the Setschenow equation:
where S salt and S water are the solubilities of the organic compound in aqueous salt solution and water, respectively, C salt is the molar concentration of electrolyte, and K salt is the empirical Setschenow constant.
The theoretical prediction of K salt has been carried out using several methods [1] [2] [3] [4] [5] [6] ; however, they require experimental physicochemical properties or ambiguously determined parameters, resulting in limited predictive ability. Therefore, predicting K salt directly from the molecular structure of the compound concerned it is of particular interest.
Alternatively, the quantitative structureproperty relationship (QSPR) provides a promising method for the prediction of K salt using descriptors derived solely from the molecular structure to fit experimental data. The QSPR method is based on the assumption that the variation in the behavior of compounds, as expressed by any measured physicochemical properties, can be correlated with numerical changes in structural features of all compounds, termed "molecular descriptors" [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . The advantage of this method lies in the fact that it requires only knowledge of the chemical structure and is not dependent on any experimental properties. Once a correlation is established, it can be applicable for the prediction of the property of new compounds that have not yet been synthesized or identified. Thus, the QSPR method can expedite the process of development of new molecules and materials with desired properties. The QSPR method has been successfully applied to predict the chemical, physical, biochemical, and pharmacological properties of compounds; however, there have been relatively few attempts to correlate and predict K salt . Zhong et al. [22] correlated the K salt values of 101 compounds with their connectivity indices and developed a relatively good model with standard error of estimation (s) of 0.042 and 0.040 for the training and validation set, respectively. However, the zero-order variable connectivity index 0 χ f in this model were calculated from the optimal weights for the non-hydrogen atoms (including carbon, nitrogen, sulfur, oxygen, chlorine, and fluorine) by fitting the data of the training set, which makes this model inapplicable for compounds containing other non-hydrogen atoms. In our previous work [23] , three-dimensional (3D) QSPR models were developed to predict the K salt values of 101 compounds using multilinear regression analysis (MLRA) and artificial neural network (ANN) with s of 0.034 and 0.029 for the training set, respectively. We also developed QSPR models for the K salt with the combination of two-dimensional (2D) and 3D descriptors using support vector machine [24] . However, it was found that the proposed models containing 3D descriptors were difficult to use because of their complex calculations.
The goal of this study was to produce a QSPR model based on two-dimensional (2D) descriptors, which is expected to predict the K salt values of various organic compounds directly from their molecular structures. The 2D-QSPR approach is simple and less error prone compared to 3D-QSPR, as it neither requires conformational search nor structural alignment [25] . Furthermore, 2D methods also have some basic advantages such as structural key type descriptors, which implicitly encode much chemical information that might otherwise be difficult to explicitly calculate [26] .
MATERIALS AND METHOD

Dataset
The experimental K salt data for 101 compounds in aqueous NaCl solution (Table 1) were taken from the article by Ni and Yalkowsky [6] . The reported K salt values ranged from -0.068 to 0.354.
Kennard and Stones algorithm [27] has been widely used for splitting datasets into two subsets. This algorithm starts by finding two samples, based on the input variables that are the farthest apart from each other. These two samples are removed from the original dataset and put into the calibration set. This procedure is repeated until the desired number of samples has been selected in the calibration set. The advantages of this algorithm are that the calibration samples always map the measured region of the input variable space completely with respect to the induced metric and that the no validation samples fall outside the measured region. The Kennard and Stones algorithm has been considered one of the best ways to build training and validation sets [28, 29] . Using Kennard and Stones algorithm, the entire dataset was divided into two subsets: a training set of 71 compounds, and a validation set including the remaining 30 compounds. 
Descriptor generation
The chemical structure of each compound was sketched on a PC using the HYPERCHEM program [30] . Then, the molecular structures were used as input for the generation of 578 empirical 2D descriptors using the Dragon software [31] . These descriptors include topological descriptors, walk and path counts, connectivity indices, information indices, 2D autocorrelations, edge adjacency indices, Burden eigenvalues, topological charge indices, and eigenvalue-based indices.
In order to reduce redundant and non-useful information, constant or near constant values and descriptors, which have been found to be highly correlated pairwise (one of any two descriptors with a correlation greater than 0.99 [32] ), were excluded in a pre-reduction step. Thus, 319 de-scriptors were remained to undergo subsequent descriptor selection.
Model development and validation
Stepwise multilinear regression analysis (MLRA) with Leave-One-Out (LOO) crossvalidation was used to select descriptors for the linear QSPR models on the training set. F-to-enter and F-to-remove were 4 and 3, respectively. The models were justified by the correlation coefficient R, the cross-validated R, the adjusted R, the standard error of estimation s, the F ratio values, and the significance level value p. The adjusted R 2 is calculated using the following formula: (1) where N is the number of members of the training set and M is the number of descriptors involved in the correlation. The adjusted R 2 is a better measure of the proportion of variance in the data explained by the correlation than R 2 (especially for correlations developed using small datasets) because R 2 is somewhat sensitive to changes in N and M. The adjusted R 2 corrects for the artificiality introduced when M approaches N through the use of a penalty function which scales the result. A variance inflation factor (VIF) was calculated to test whether multicollinearities existed among the descriptors, which is defined as:
where R 2 j is the squared correlation coefficient between the jth coefficient regressed against all the other descriptors in the model. Models would not be accepted if they contain descriptors with VIFs above a value of five [33] .
Randomization tests were also carried out to prove the possible existence of chance correlation. To do this, the dependent variable was randomly scrambled and used in the experiment. Models were then investigated with all members in the descriptor pool to determine the most predictive models. The resulting models obtained on the training set with the randomized K salt values should have significantly lower R 2 values than the proposed one because the relationship between the structure and property is broken. This is proof of the proposed model's validity as it can be reasonably excluded that the originally The applicability domain of a QSPR model [28, 35] must be defined if the model is to be used for screening new compounds. Predictions for only those compounds that fall into this domain may be considered reliable. Extent of extrapolation [28] is a simple approach to define the applicability of the domain. It is based on the calculation of the leverage h i for each compound, where the QSPR model is used to predict its property. where x i is the descriptor row-vector the i-th compound, T i x is the transpose of x i , X is the descriptor matrix, X T is the transpose of X. The warning leverage h* is, generally, fixed at 3(m+1)/n, where n is the total number of samples in the training set and m is the number of descriptors involved in the correlation. A leverage greater than the warning leverage h* means that the predicted response is the result of a substantial extrapolation of the model and may not be reliable.
RESULTS AND DISCUSSION
Stepwise MLRA with LOO cross-validation was applied on the training set to select the descriptors for the best model and the number of descriptors in the final QSPR model was determined on the basis of the dataset size and on the basis of the correlation coefficient R, the adjusted R, the significance test F and the standard error s. The R and s results during the stepwise MLRA are shown in Figure 1 . The R increases gradually with the increased number of descriptors. When adding another descriptor did not significantly improve the statistics of a model, it was determined that the optimum subset size had been achieved. To avoid overparameterization of the models, such as those which contain an excess of descriptors and are difficult to interpret in terms of physical interactions, an increase of the R value of less than 0.01 was chosen as the breakpoint criterion. Thus, a four-parameter model with R of 0.887 and R CV of 0.870 was obtained, which is as follows: is the complementary information content (neighborhood symmetry of 1-order); and GATS2m is the Geary autocorrelationlag 2/weighted by atomic masses, respectively. More information about these descriptors can be found in the Dragon software user guide [31] and the references therein. 
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Correlation matrix between the selected descriptors and K salt .
The large F ratio of 60.7 indicates that Eq. (7) does a good job of predicting the K salt values. The cross-validated correlation coefficient R CV = 0.870 illustrates the reliability of the model by focusing on the sensitivity of the model to the elimination of any single data point [36] . Eq. (7) has an adjusted R value of 0.879, which indicates a satisfied agreement between the correlation and variation in the data. The model was further validated by applying the randomization tests; several results are shown in Table 2 . The low R 2 and R CV 2 values indicate that the good results of the original model are not due to chance correlation or structural dependency of the training set. The statistical characteristics of the four descriptors are given in Table 3 , which indicate that all descriptors are highly significant from the t-test values. The VIF values (less than five) and the correlation matrix as shown in Table 4 suggest that these descriptors are weakly correlated with each other. Thus, the model can be regarded as an optimal regression equation.
The calculated results of the K salt values from Eq. (7) for the training and validation set are shown in Table 1 and Figure 2 . The distributions of errors for the entire dataset are given in Figure 3 . As the errors are distributed on both sides of the zero line, one may conclude that there is no systematic error in the model development. The following statistical parameters were obtained for the validation set, which obviously satisfy the generally accepted condition and thus demonstrate the predictive power of the present model: It needs to be pointed out that no matter how robust and validated a QSPR model may be, it cannot be expected to reliably predict the modeled property for the entire universe of compounds. Therefore, before a QSPR model is put into use for screening compounds, its applicability domain must be defined and predictions for only those compounds that fall in this domain can be considered reliable. The extent of extrapolation method was applied to the 101 compounds that constitute the entire dataset. The leverages for all compounds were computed (as listed in Table 1 ) and only three compounds (2,4,6-Trichlorophenol, Cysteine and m-Chlorobenzoic acid) were found to fall outside the domain of the model (warning leverage limit 0.2113). To further test the suitability of the QSPR model developed in our study, the obtained statistical parameters were compared with those calculated from previously reported models [22, 23] . It can be seen that the performance of the present model (R = 0.887 and s = 0.031) is a little better than that of Zhong's model (R = 0.887 and s = 0.042). Moreover, all of the descriptors in the present model could be directly obtained from the molecular structure; while the zero-order variable connectivity index 0 χ f in Zhong's model should be calculated from the optimal weights for the nonhydrogen atoms by fitting the data of the training set. In our previous work [23] , a five-parameter linear model based on 3D descriptors was obtained, with an average absolute error (AAE) of 0.023 for the entire dataset. The AAE of the present 2D-QSPR model (0.026) is compared to that of the 3D-QSPR model, while the 2D-QSPR models normally imply a quicker calculation process.
Based on a previously described procedure [37, 38] , the relative contributions of the four descriptors to the present model were determined and are plotted in The first important descriptor is the 1-order complementary information content CIC1, which explains 36.8% contribution of the total and correlates relatively high (R = 0.760) with the target experimental K salt values. The descriptor CIC1 [31] is defined by Eq. 7(a), where A g is the cardinality of the gth equivalence class, nAT is the total number of atoms, and IC1 is the 1-order information content itself defined by Eq. 7(b). CIC1 describes the atomic connectivity in the molecule and encodes the size and atomic constitution of the compound. These parameters directly affect the intermolecular interaction. The positive coefficient of CIC1 indicates that the compounds with larger values for this descriptor would have larger K salt values. Thus, this descriptor could be an indicator for compounds that have a large K salt value. The second important descriptor is the Geary autocorrelation GATS2m, which explains 22.2% of the contributions. The descriptor GATS2m [31] is defined by Eq. (8), where m is the atomic mass, m is its average value on the mole-cule, nSK is the number of non-hydrogen atoms, and δ ij is the Kronecker delta (δ ij = 1 if d ij = k, zero otherwise, d ij being the topological distance between two considered atoms). Δ is the sum of the Kronecker deltas, i.e. the number of atom pairs at distance equal to k. The negative sign of GATS2m in Eq. (6) indicates that the compounds containing atoms with larger atomic masses would possess higher K salt , because this descriptor increases with increased atomic masses. 
CONCLUSIONS
In this work, a general QSPR model with good statistical parameters (R = 0.887 and s = 0.031) was reported for the prediction of Setschenow constants of a variety of organic compounds. The results of leave-one-out cross-validation, randomization tests, and validation through the validation set illustrated the reliability of the proposed model. The most significant descriptor in the model is the 1order complementary information content (CIC1), which encodes the size and atomic constitution of the compound and shows the importance of the intermolecular interaction to the Setschenow constants. The proposed model is predictive because all of the descriptors involved are two-dimensional and can be calculated easily as long as the molecular structure of the compound concerned is known.
