We propose an information complexity-based regularization parameter selection method for solution of ill conditioned inverse problems. The regularization parameter is selected to be the minimizer of the Kullback-Leibler (KL) distance between the unknown data-generating distribution and the fitted distribution. The KL distance is approximated by an information complexity criterion developed by Bozdogan. The method is not limited to the white Gaussian noise case. It can be extended to correlated and non-Gaussian noise. It can also account for possible model misspecification. We demonstrate the performance of the proposed method on a test problem from Hansen's regularization tools.
Introduction
In a statistical framework, one solves an ill conditioned inverse problem y = Ax + ε, with A ∈ R n×m , y ∈ R n , x ∈ R m and n m, by specifying a parametric family of conditional probability distributions with densities f (y|A, x), choosing a penalty p(x) that assesses the physical plausibility of the solution, choosing the value of the regularization parameter α, and by using the maximum penalized likelihood (MPL) method
where pl(x) = log f (y|A, x) − α 2 p(x). (1.1)
For a detailed description of the properties of the MPL method, see Cox and O'Sullivan (1990) . If we consider uncorrelated Gaussian noise with variance σ 2 and use the penalty p(x) = 1 2σ 2 x 2 2 , the MPL solution is the same as the Tikhonov (1963) regularized solution x T,α = arg min The success of currently available regularization techniques relies heavily on the proper choice of the regularization parameter. Although many methods have been proposed, very few of them are used in engineering practice. This is due to the fact that theoretically justified methods often require unrealistic assumptions, while empirical methods do not guarantee a good regularization parameter for any set of data. Among the methods that have found their way into engineering practice, the most common are the discrepancy principle (DP) (Morozov 1984 , Phillips 1962 ), Mallows' (1973 (Wahba 1990) and the L-curve method (Hansen 1998) . A high sensitivity of CL and DP to an underestimation of the noise level has limited their application to cases in which the noise level can be estimated with high fidelity (Hansen 1998) . On the other hand, noise-estimate-free GCV occasionally fails, presumably due to the presence of correlated noise (Wahba 1990 ). The L-curve method is widely used; however, this method is nonconvergent (Vogel 1996, Leonov and Yagola 1997) . From this standpoint, the search for new methods to choose a valid regularization parameter is well justified from both theoretical and practical points of view.
We approach the regularization parameter selection problem in the statistical model selection framework. Given a family of conditional probability density functions f (y|A, x) where x is a vector of parameters, we choose the regularization parameter value corresponding to the density function from the specified family that matches the unknown data-generating density function most closely.
When the unknown parameters are estimated by the MPL method (1.1), each particular choice of the smoothing operator and regularization parameter α yields some fitted density f (y|A,x α ). The closeness of any two probability densities g and f can be evaluated by the Kullback and Leibler (1951) (KL) distance (or information) that measures the divergence between the densities
The regularization parameter is selected to be the minimizer of the KL distance between the unknown data-generating density g(y|A) and the fitted density f (y|A,x α )
From the definition of the KL distance we see that its minimization is equivalent to maximization of the expected log likelihood E G {log f (y|A,x α )}. In statistical learning theory, the expected log likelihood is also known as the predictive risk. In the Gaussian case, maximization of the expected log likelihood is equivalent to minimization of the expected squared predictive error. Since the data-generating distribution G(y|A) is unknown, the empirical distribution is used instead, and the expected log likelihood is estimated by the mean log likelihood
It is well known (see e.g. Akaike 1973 , Bozdogan 1987 , Konishi and Kitagawa 1996 that such an approximation introduces a bias in estimating the expected log likelihood that should be corrected. Starting with the pioneering work of Akaike (1973) , a number of bias-corrected information criteria that estimate the expected log likelihood have been proposed (Takeuchi 1976 , Schwaz 1978 , Bozdogan 1987 , 2000 , Shibata 1989 , Konishi and Kitagawa 1996 . We use the results of Takeuchi (1976) and Konishi and Kitagawa (1996) to calculate an unbiased estimate of the expected log likelihood for the penalized maximum likelihood estimation case and apply Bozdogan's (1996) refinement argument to arrive at information complexity (ICOMP) criteria for choosing the regularization parameter value.
Information complexity-based regularization parameter selection
As discussed by Shibata (1989) , Konishi and Kitagawa (1996) and Bozdogan (2000) , when we assume that the true distribution may not belong to the specified family, the asymptotic bias of the mean log likelihood in the estimation of the expected log likelihood is given by
α R α }, and matrices F α and R α , following the notation of Bozdogan (2000) , are defined as
In the literature, tr {F −1 α R α } is also known as the Lagrange-multiplier test statistic. In the white Gaussian noise case, with correct model specification and σ 2 treated as a nuisance parameter, b 1 (G) reduces to the trace of the hat or influence matrix, b 1 = n i=1 h ii , or to the effective number of parameters. The effective number of parameters, also known as the effective rank, was introduced by Gilliam et al (1990) . In the same situation but with possible model misspecification the bias is given by (Shibata 1989) . When the estimation is done by the maximum likelihood method, tr {F −1 0 R 0 } reduces to the number of parameters, yielding Akaike's information criterion (AIC) (Akaike 1973) .
Notice that the asymptotic bias is of order 1/n and should be estimated by using the empirical distribution. For a small number of data points, an error in bias estimation can be very significant (see e.g. Konishi and Kitagawa 1996) so that the bias estimate should be refined. As argued by Bozdogan (1987 Bozdogan ( , 1996 , in many statistical model selection situations considering only the number of parameters is inadequate. He developed an ICOMP framework that can be used to refine the information criteria that use only the number of parameters. The information criterion that also penalizes the interdependence between the parameter estimates is termed the ICOMP criterion (Bozdogan 1996 (Bozdogan , 2000 . ICOMP criteria impose a more severe penalization of estimation inaccuracy caused by the fact that the data-generating distribution is unknown, by taking into account interdependences between parameter estimates. For the MPL estimation method, the ICOMP criterion estimates a minus 2n expected log likelihood and has the following form:
where C 1 is the maximal covariance complexity index proposed by van Emden (1971) to measure the degree of interdependence between parameter estimates. Notice that the more ill conditioned the data matrix A, the more dependent the parameter estimates become, and therefore the covariance complexity can be used to quantify ill-conditioning. Under the assumption that the vector of parameter estimatesx is approximately normally distributed, the maximal covariance complexity reduces to
, and ν j are the singular values of F −1 α . The regularization parameter is chosen as the minimizer of ICOMPα
In this situation, the ICOMP criterion takes the form
where
T is the hat matrix that defines the effective number of parameters as k e f f = tr {H α }.
Notice that Mallows' (1973) CL given by
has the same bias-corrected form as the information criterion. Therefore, CL can be considered as a bias-corrected information criterion for the white Gaussian noise case with a correctly specified model.
Simulation results
To demonstrate the proposed method we apply the ICOMP criterion (2.3) to select the regularization parameter value for solution of the Fredholm integral equation of the first kind in the discretized form
In particular, the Phillips problem is considered from Hansen's regularization tools toolbox (Hansen 1994 ). This problem is mildly ill conditioned (the condition number is 10 5 for n = 64) and is known to have a regularized solution for the smoothing operator = I .
We performed simulations with different noise levels and compared the regularization parameter values chosen by DP, CL, and ICOMP criteria against the optimal value that minimizes x true −x α 2 . Since the optimal value depends on a particular realization of the noise vector, it is also a random value. Estimated probability densities of the chosen parameters for a given noise level (approximately 1%) are shown in figure 1. The solid curve represents the optimal parameter. The variation of the regularization parameter chosen by ICOMP is smaller than those chosen by CL and DP. CL consistently underestimates the regularization parameter value in this problem. This may be due to poor bias approximation for such a small number of observations. Notice that the above result is for the case in which we know the exact noise level. On the other hand, if we overestimate or underestimate the noise level, the performance of the criteria changes drastically. In figures 2 and 3 the estimated densities for the regularization parameter values are shown for a noise level that is overestimated and underestimated by 50%. In the case of overestimation, the chosen value is biased but its variance is reduced.
A difficult situation for the criteria is underestimation. DP and CL are known to be very sensitive to underestimation, and that is demonstrated in figure 3 . The chosen values are scattered all over the possible range, making any choice meaningless. However, ICOMP can sustain such underestimation and still provide a very good regularization parameter value.
We also looked at the performance for different noise levels, as shown in figure 4. For each noise level the shown value is the average over ten noise realizations.
With an exact noise level, DP provides the average value closest to the optimal one. ICOMP and CL tend to underestimate the regularization parameter for all noise levels. However if we again overestimate or underestimate the noise level by 50%, the performance gets much worse, as shown in figures 5 and 6. The underestimation is a killing condition for DPand CL, whereas ICOMP still does a good job. This may serve as an illustration that the bias estimated solely by the number of parameters is grossly underestimated in situations with a small number of observations and should be refined. ICOMP suggests one possible refinement by accounting for interdependences between the parameter estimates.
Conclusions
We have proposed an ICOMP-based method for the regularization parameter selection. The method is not limited to the case of white Gaussian noise, but can be adjusted to correlated and non-Gaussian noise. CL can be considered similar to the proposed method under very restrictive conditions that limit its practical application. The method is demonstrated to outperform DP and CL in the very important case of the underestimated noise level.
The random nature of noise introduces some variability in the chosen parameter. Depending on the particular problem and the degree of ill-conditioning, the sensitivity of the solution to the parameter value can vary drastically. Therefore, it is useful to have some means to evaluate the variability of the chosen parameter, because given only one set of data the chosen parameter may lie far away from the optimal one. Having knowledge about the precision of the parameter estimate allows us to study the sensitivity of the solution by varying the parameter in the range of its standard deviation. If the solution is fairly stable in this range, we can consider the problem solved; if not, further work is obviously needed.
