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Picture iteration theorems for regular, linear, and context-free languages are presented. 
These theorems serve as picture-counterparts of the well-known string iteration theorems and 
suggest that regular, linear, and context-free languages describe large pictures by iterating 
small picture primitives. It is also shown that the picture ambiguity problem is undecidable 
for regular languages and for linear languages which describe three-way stripe picture 
languages. ‘0 1990 Academic Press, Inc. 
1. INTRODUCTION 
String encoding of pictures has been used for a long time to handle automatic 
picture recognition and analysis [S]. One outstanding approach is the use of 
Freeman’s “chain codes” [3,4, 111. Recently, languages of chain-encoded pictures 
have been studied intensively from formal language theory point of view 
[2, 7-10, 121. In these studies, pictures are described using strings over the four- 
letter alphabet {u, d, r, Z}, where the symbol u (d, r, and 1, respectively) is inter- 
preted as “move (and draw) one unit line up (down, right, and left, respectively) on 
the two-dimensional Cartesian plane from the current point,” and the complexity 
of picture languages is investigated using the classical Chomsky hierarchy of 
grammars [6]. Some of the interesting results are: 
(1) REG 5 LIN $ CF 5 CS = RE, where REG (LIN, CF, CS, and RE, 
respectively) is the family of regular (linear, context-free, context-sensitive, and 
recursively enumerable, respectively) picture languages [9], 
(2) the picture membership problem is NP-complete for regular languages 
[12] and for context-free languages [S] and is undecidable for context-sensitive 
languages [9], 
(3) the equivalence and containment problems for regular picture languages 
are undecidable (not even partially decidable) [8], and 
* A portion of this work is contained in the Ph. D. dissertation of the author, Northwestern Univer- 
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(4) the intersection emptiness problem for regular picture languages is not 
partially decidable [ 121. 
The complexity and decidability results of restricted classes of picture languages 
that have good applications, e.g., stripe picture languages [12] and three-way 
picture languages [7], have also been reported. 
In this paper, we investigate two other properties of picture languages, namely, 
picture iteration and picture ambiguity. Picture iteration was previously studied by 
Culik and Welzl [2] for two-way finite state generators with set-interpretation. We 
present picture iteration theorems for regular, linear, and context-free languages. 
These theorems resemble in style the well-known string iteration theorems for the 
corresponding languages [6], and so, can be used for the same purpose as in string 
problems. For example, these theorems can be used to show that an arbitrary set 
of pictures is not a regular, linear, or context-free picture language. The decidability 
of the picture finiteness problem of context-free languages, shown in [9], and the 
picture version of the Chomsky hierarchy stated in (1) above (up to context- 
sensitive picture languages) can also be easily proved using these theorems. 
Picture ambiguity was also previously studied. Maurer, Rozenberg, and 
Welzl [9] showed that the problem of determining whether or not a picture can be 
described by two distinct words in a language is undecidable for context-sensitive 
languages and is decidable for context-free languages. We shall prove that the 
general picture ambiguity problem of determining whether or not a language con- 
tains two distinct words that describe the same picture is undecidable for regular 
languages and for linear languages which describe three-way stripe picture 
languages. The proof for the undecidability of the picture ambiguity problem for 
regular languages proves simultaneously the undecidability of the intersection 
emptiness problem for drawn and basic regular picture languages, thus extends the 
result in [12] where the result was shown only for basic regular picture languages. 
2. PRELIMINARIES 
We shall assume the reader to be familiar with the basics of formal language and 
automata theory [6]. For picture part, we follow the notions of [9]. We shall 
denote the length of a string x by 1 x ( , the empty string by A, and the set of integers 
by Z. For a finite set A, 2“’ denotes the power set of A and \A) denotes the 
cardinality of A; a denotes the empty set. ._. 
The universal point set, denoted by M,, is the Cartesian product of Z with itself. 
For a point u = (m, n) E M,, the up-neighbor of u, denoted by U(U), is (m, n + l), the 
down-neighbor of u, denoted by d(u), is (m, n - l), the right-neighbor of u, denoted 
by r(u), is (m + 1, n), and the left-neighbor of u, denoted by I(u), is (m - 1, n). The 
neighborhood of u, denoted by N(u), is the set (U(U), d(u), r(u), l(v)}. For two points 
v = (m, n) and u’ = (m’, n’), the distance between v and v’, denoted by dist(u, v’), is 
Im-mm’1 + In- n’ 1. The universal line set, denoted by M,, is { {u, v’} 1 u E M, and 
v’ E N(u)}. 
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FIG. 1. Examples of drawn and basic pictures. 
If dpic(w) = (p, s, e), then the basic picture described by w, denoted by bpic(w), is 
[p]. Examples of drawn and basic pictures are described in Fig. 1. The little circle 
in the illustration of the drawn picture p indicates the start point and the little 
square indicates the end point. Note that, for rc-words x = lrud2ur2uld2u, 
y = ud2ulr3uld2 u, and z = r3uld2ulu2d2, p = dpic(x) = dpic(y) # dpic(z) and 
q = bpic(x) = bpic( y) = bpic(z). 
For a given n-language L, the drawn picture language described by L, denoted by 
dpic(L), is dpic(L) = (dpic(w)( w E L) and the basic picture language described by L, 
denoted by bpic(L), is bpic(L) = (bpic(w) 1 w E L j. Similarly, for a n-grammar or 
7c-automaton A, the drawn (basic) picture language described by L(A) is denoted by 
dpic( A) (bpic( A), respectively). 
A drawn (basic) picture language P is regular, linear, or context-free if there is 
a regular, linear, or context-free language L such that dpic (L) = P (bpic( L) = P, 
respectively). 
3. PICTURE ITERATION THEOREMS 
Picture iteration theorems stated in this section tell us that every sufficiently large 
picture in regular, linear, and context-free picture languages contains small sub- 
pictures which can be pumped up (or down) indefinitely. Thus, regular,. linear, and 
context-free languages describe large pictures by iterating small picture primitives. 
These theorems serve as the picture counterparts of the well-known string-language 
iteration theorems [6]. For example, they can be used to show that a set of pictures 
is not a regular, linear, or context-free picture language, by pumping up “pictures” 
to construct an arbitrarily large picture of certain pattern, which must be in the set 
by the theorem, but actually is not in the set. Figure 2 illustrates an example of 
picture pumping, where a subpicture dpic(udr) of the drawn picture p described in 
Fig. 1 has been pumped up to produce a picture of larger size. The iteration 
FIG. 2. An example of picture pumping. 
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theorems for string languages do not work for this purpose since the words pumped 
up might not pump the corresponding picture patterns, e.g., a finite automaton 
accepts the words (rZ)+ by pumping the subword rf, but (A)’ describes a horizontal 
line segment of unit length for every i 2 1. 
THEOREM 3.1 (Iteration theorem for regular picture languages). Let D be a 
drawn regular picture language. Then there exists a constant k such that, ,for every 
picture p in D with ) p 1 2 k, p can be written as p =pl .pz .p3, where 
(1) IP~ .pzl dk, 
(2) ifpz = (pi), then start(p;) #end(p$), and 
(3) p,.p;.p3~Dforalli>Q. 
ProoJ Let A4 = (Q, rc, 6, qO, F) be a deterministic finite automaton such that 
dpic(M) = D. Let 1 Q 1 = n and assume n 2 2 (if n = 1 then the theorem can be easily 
proved with k = 1). Let k = 3(n - 1). Let p = (r, s, e) be a drawn picture in D such 
that 1 p 1 2 k. Let x E L(M) and dpic(x) =p. Let f,: V(r) -+ 2Q be a labeling function 
defined by 
L(v)= CvQlx= x,x2, dpic(x,) = (r’, s, v) for some r’ E r, 
and M moves from q0 to q on x, }. 
Observe that r, viewed as a graph, is a simple planar graph with vertex set V(r) 
and edge set r. From Euler’s formula for simple planar graphs [ 11, we have that 
1 r 1 < 3.1 V(r)/ - 6. Since 1 r ( 2 3(n - l), we have I V(r)1 an + 1 from this formula. 
There are n states in M, so, there exist two distinct points v1 and v2 in V(r) such 
that ~Jv,) nfX(vz) # @. Without loss of generality let v, and v2 be the first pair of 
points in the drawing of (r, s, e) according to the word x such that q Efy(vI) nfy(vz) 
for some q E Q. Furthermore, assume that v, is reached according to the word x 
prior to v2. Let x1 be the shortest prefix of x such that dpic(x,) = (r’, s, v, ) for 
some r’ E r and A4 moves from q0 to q on x, . Let x,.q be the shortest prefix of x 
such that dpic(x,x,) = (r”, s, v2 ) for some r” E r and M moves from q,, to q on 
x,x2. Let x=x1 x2x3, p, = dpic(x,), pz = dpic(x,), and p3 = dpic(x,). Then clearly 
P=Pl’P?‘P3. 
Suppose that ) p, .p2 ( > k. Let x’ be a prefix of x,x2 such that / dpic(x’)l = k. 
Then Ix’ I < I x,x2 ( . Exactly the same argument as above applied to dpic(x’) 
implies that either v, and v2 are not the first pair of points in V(r) such that 
f,(vl) nf;(v2) # 0 holds in the drawing of (r, s, e) according to the word x, or x, 
and x2 are not the shortest substrings of x such that dpic(x,) = (r’, s, v1 ) for some 
r’ c r, dpic(x,x,) = (r”, s, v2) for some r” E r, and A4 moves from q0 to a state 
qE Q on both x1 and x1x2. This is a contradiction in either case. So, ( p, .p2 ( <k. 
Since v1 # v2, it is obvious that if p2 = (pi) then start(p;) #end(p;). Note that 
x,x:x3 E L(M) for all i> 0. It follows that p, .p; .p3 E dpic(M) for all i 3 0. 1 
294 CHANGWOOK IM 
EXAMPLE 3.1. Let L = { r’l’\ i 2 1) and D = dpic(L). We shall show that D is not 
a drawn regular picture language, i.e., there is no regular n-language L’ such that 
D = dpic(L’). Assume D were regular. Then there exists a constant k for D, 
computed from a finite automaton M such that D = dpic(M), that satisfies the 
three conditions stated in the iteration theorem. Pick a picture p in D with 1 p 1 = k. 
Then p =pI .pz .pj satisfies the conditions in the iteration theorem for some 
p,, p2,p3 c p. Let pi= (pi), 1 <i<3, and end(pi)=start(pj+,), 1 <j<2. Let 
p’ = (U I G iG3 pi, start(p;), end(p;)). Then p = (p’). Let start(p;) = t,&start(p’)) 
and end(p;) = t,,,(start(p’)) for some m, n > 0. Then m # n and if p, .p3 = (p”) for 
some p” then end(p”) = t, _. .,,Jstart(p”)). Since every picture in D has an end point 
which is identical to its start point, p, .p3 is not in D, a contradiction. Thus, D is 
not regular. Similarly, it can be shown that B = bpic( { rid’\ i> 1 }) is not a basic 
regular picture language. For the proof, suppose that B were regular. Then there is 
a regular z-language L such that bpic(L) = B. Let D = dpic(L). Now, the iteration 
theorem can be applied to D to obtain a shape-breaking pumping of a picture in 
D. We leave the details to the reader. 
Example 3.1 shows that the family of drawn (basic) regular picture languages is 
properly contained in the family of drawn (basic) linear picture languages since 
( r’l’ 1 i > 1) and {rid’ 1 i > 1 } are linear languages. 
THEOREM 3.2 (Iteration theorem for linear picture languages). Let D be a drawn 
linear picture language. Then there exists a constant k such that, for every picture p 
in D with 1 p I 2 k, p can be written as p =pl ‘pz ‘p, .p4 .ps, where 
(1) lp,~p2I+Ip~~p~I~k 
(2) if pz = (pi) and p4 = (pi), then start(p;) #end(p;) or start(pi) # 
end(p&), and 
(3) p1.p;.p3.pd.ps~Dfor all i>O. 
Proof Let G = (N, rc, P, S) be a linear grammar such that dpic(G) = D. We 
assume without loss of generality that G is in (A -+ sr Bsz, A -+ sl) normal form, 
where A, BEN, s,,s~E~u{~}, and s,s,#1. Let k=8.(Nl+2. Letp=(r,s,e) 
be a drawn picture in D and I p ( 2 k. Let x E L(G) and dpic(x) =p. Consider a 
derivation for x in G: 
JS,SZ’.. s,A,t;.. t,t, 
=s1s2 ‘..S”Ct,..‘t*tl (=x). 
Let li= Idpic(s, .s2”. si)l, l<i<n,andf~.=Idpic(ti~ti_,.~~t,)l,l<i<n.Letm 
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be the smallest integer such that I, + I:, > 8-I N( ;t- 1. Suppose that I, 2 Im. Then 
Z,,,>r(S.IiVI + 1)/21=4-INI + 1. Thus, at least 4.1Nl + 1 symbols of s1,s2, . . ..s. 
are devoted to drawing new lines of dpic(s, .s2 . . . s,). Among these symbols, there 
are at least r(4. I NI + 1)/l NI I= 5 symbols generated by a production with the 
same nonterminal on the left side during the derivation. Since every point u in V(r) 
has at most four neighbors, it follows that there exist two symbols si and s,, 
1 < i <j < m, generated by nonterminals A;_, = Aj_ I, respectively, such that si and 
sj draw lines of Y starting from different points. By a similar argument, if f,,, < lk, 
then there exist two symbols ti and t,, 1 < i <j 6 m, generated by nonterminals 
Aj-l=Ai_l, respectively, such that tj and tj draw lines of r starting from different 
points. In either case, let p, =dpic(s, .s2 ...s~_~), p2 =dpic(si.si+, .“sjP L), 
p3 = dpic(s,~s,+l...s,~c.t,.t,_,.~~t,), p4 = dpic(tj_,.t,_,...ti), and ps = 
dpic(t,- 1 . tip2 ... tl). Then, p =p, .p2 .p3 .p4 .p5. 
Suppose that Ipl.p21+lp4.pSl>k(= 8.lNl+2). Then, since Jpl.p21+ 
I P4.Psl GL+L, we have I,+1:,>8.[NI+3. This means that I,_l+I:,_,B 
8 . I NI + 1. This is a contradiction to the fact that m is the smallest integer such that 
I,+I:,>8.(N(+l. So, Ip1.pzI+Ip4.p5(<k. When (r,s,e) is drawn by x, the 
symbols si and sj draw lines starting from different points (if I,,, > &,) or the symbols 
ti and t, draw lines starting from differt points (if 1, < rml). So, it is obvious that if 
p2 = (pi) and p4 = (pi) then start(p;) #end(p;) or start(pi) #end(p&). Since 
Ai_,=Aj_,, the substrings s~.s~+~..~s~~, and tj_l.t,_,...ti can be pumped up 
or down simultaneously. So, p, .pi .p3 .pi .ps E D for all i> 0. 1 
EXAMPLE 3.2. Let L = { u’d’rjljl i, j 3 1 } and D = dpic(L). The base of D contains 
all L-shape pictures in M,. We shall show that D is not a drawn linear picture 
language. Suppose D were linear. Then there exists a contant k for D, computed 
from a linear n-grammar G such that D = dpic(G), that satisfies the three conditions 
stated in the iteration theorem. Choose a picture p=dpic(~~~d*~r~~l*~)~ D. Then 
) p 1 = 4k. Let p =p, .p2 .p3 .p4 .ps satisfy the conditions in the iteration theorem for 
some pi g p, 16 i < 5. Let pi = (pi), 1 d i < 5, and end(pf) = start(pi+ ,), 1 d j d 4. 
Let P’=(Ul~j<s Pi, start(p;), end(p;)). Then p = (p’). Since start(p’) = end(p’) 
and ) p, .p21 + I p4.psl <k, we have that base(p;)= base(p’). That is, the subpic- 
tures p, .p2 and p4 .ps are located around the middle of p and constitute no more 
than half of the vertical line segment of p and no more than half of the horizontal 
line segment of p. Thus, p3 contains the top portion of the vertical line segment and 
the rightmost portion of the horizontal line segment. Since p3 is a connected pic- 
ture, it must be that base(p;) = base(p’). It follows that if p2 or p4 has lines on both 
the horizontal and vertical line segments of p, then p, .pi .p3 .pi .ps is not an L- 
shape picture, and so, is not in D, else if end(p;) or start(p&) is located farther than 
start(p;) or end(p&), respectively, from start(p’) = end(p’), then p, .pi” .p3 .pt” .ps 
is not an L-shape picture, and so, is not in D, else if p, .p2 .p3 = (p”) for some p” 
then start(p”) # end(p”), and so, p, .p3 ‘ps is not in D, a contradiction in each case. 
We can show similarly that B= bpic( {rid’liui) i, j> 1)) is not a basic linear picture 
language. 
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Example 3.2 implies that the family of drawn (basic) linear picture languages is 
properly contained in the family of drawn (basic) context-free picture languages. 
That is, both { u’d’rjljl i, j 3 1 } and { r’diliui) i, j > 1) are context-free languages. 
THEOREM 3.3 (Iteration theorem for context-free picture languages). Let D be a 
drawn context-free picture language. Then there exists a constant k such that, for 
every picture p in D with ) p 1 3 k, p can be written as p =p, .pz .p3 .p4 .ps, where 
(1) lpz.p3.p41 <k, 
(2) if p2= (p;) and p4= (pi), then start(p;)#end(p;) or start(pi)# 
end( ph), and 
(3) p, .pi.p3.ph.p5ED for all i>O. 
Proof Let G = (N, rc, P, S) be a context-free grammar in Chomsky normal form 
such that dpic(G) = D. For a positive integer d. consider a complete grid Cd of size 
d x d, d 2 1, i.e., Cd contains ( Cdl = 2(d - 1) d lines. For every picture (q) in D 
with I q/ 3 / G,I, q contains two points u, u’ E V(q) such that dist(u, u’) > d. Let 
d=(2.1Nl+1).21Nl and k=2.IG,l-1. 
Let p = (r, s, e ) be a drawn picture in D and 1 p ) >/ k. Let w be a z-word in L(G) 
such that dpic(w) =p. Let T be a derivation tree of w in G. We shall assume that 
nodes of Tare labeled with the augmented labels defined in [S]: Augmented labels 
of T are obtained from the usual labelings of terminal and nonterminal symbols by 
(1) replacing a nonterminal label A on a node x with a triple (A, s’, e’) if 
(a) the subtree of T with x as root describes a derivation A a* u, UE rc*, 
and 
(b) in the drawing of (r, s, e) according to the string w, the substring u 
draws (r’, s’, e’) for some r’ c r, and 
(2) leaving the terminal labels on nodes of T as they were. 
See Fig. 3 for an example of a derivation tree with augmented labels. A frontier 
node of T is a node of T which has a single child, i.e., whose single child is labeled 
with a terminal symbol. For example, the node labeled with (U, LX, b) is a frontier 
node. 
Let T’ be a subtree of T such that T’ generates a substring w’ of w such that 
I G,( < 1 dpic(w’)\ d k. Note that there always exists such a subtree since we can 
examine T top down until we find such a subtree. For example, one of two largest 
subtrees of T generates a substring w’ such that I dpic(w’)/ 2 I p //2 2 1 Cdl. If 
/ dpic(w’)l <k, then we are done. Otherwise, this subtree must contain a subtree 
with the property stated above. 
Case 1. Suppose that T’ contains a node x labeled with, say, (A, s’, e’) such 
that dist(s’, e’) 3 2 INI. Let x,(=x), x2, . . . . x, be a sequence of nodes of T’ represent- 
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FIG. 3. A picture, a context-free grammar, and a derivation tree with augmented labels. 
ing a path from x to a frontier node x,, labeled with (A,, s;, e,), 1 6 ib t, respec- 
tively, such that, for all i = 2, 3, . . . . t, 
(1) at node xi_,, a production A,_1 -+ A,B, or A,_, -+ B,A, is used for some 
nonterminal symbol Bi, 
(2) the node corresponding to B, is labeled with (B;, s:, e:), and 
(3) dist(s,, e,) 3 dist(s:, e:). 
A simple induction on i shows that dist(s,, e,) b 21Ni-- ‘+ ’ for all i= 1,2, . . . . r. 
Since dist(s,, e,) = 1, we have that t 2 1 NI + 1, and it is an easy geometrical exercise 
that the set {(s;, ei)l 1 < i6 t} contains at least JN( + 1 elements. It follows that 
there exist indices i and j, 1 < i<j< t, such that Ai= Aj and (si, e,) # (si, e,). Let 
S** ulAius ** u~z.~~A~u~u~ ** u,u2u3u4u5 (= w) in T. With pi = dpic(u,), 
1 < i < 5, the theorem holds. 
Case 2. Now suppose that every node x in T’ labeled with, say, (A, s’, e’) is 
such that dist(s’, e’) < 2 INI. Let T’ generate U”E n* and bpic(w’) = (q ). Since 
/q[ > 1 GJ, V(q) contains two points a, and u2 such that dist(u,, u2) = d. Assume 
that when q is drawn according to u” the point u, is reached prior to u2. Let x, and 
298 CHANGWOOK KIM 
x2 be two frontier nodes of T’ labeled with (I,, or, II;) and (X,, vi, 02), respec- 
tively, for some nonterminals X,, X2 EN and some points vi, u; E V(q). Let T” be 
the subtree of T’ rooted at the common ancestor x of x1 and x2. Let x~,~(=x,), 
X1,13 x1,2, . . . . xl,J =x) be the sequence of nodes of T” representing the path from 
x, to x, and let x2,J =x2), x2, 1, X~,~, . . . . . x,,,( =x) be the sequence of nodes of T” 
representing the path from xa to x. Let xLi be labeled with (Xi,i, So,,, eii) for all i 
and j. Let the root of T” be labeled with (X, s’, e’), i.e., (X,,m, s~,~?, e,,m)= 
(X2,nY ~2,~~ e2,n) = (X s’, e’). See Fig. 4 for the illustration of T”. Let d, = dist(s’, 0,) 
and d, = dist(v,, e’). 
Case 2.a. Suppose that d, 2 d,. An elementary triangular rule on the plane 
implies that d, + dist(s’, u2) 2 d and d, + dist(s’, e’) > dist(s’, uz). From this we 
have d, + d, 2 d - dist(s’, e’) > d - 21N’ (since dist(s’, e’) < 2”“). As d, 3 d,, we 
have d, >(d-21NI)/2= INI .2 INi Let T; be the smallest subtree of T” rooted . 
at node ~r,~,, 1 <m’dm, such that s~,~,=s’. Let x,,~~,x,,~~, . . . . x~,~,, 
1 Q i, < i, < . . < i, < m’, be the nodes of T’; such that at each node x~,~, a produc- 
tion of the form X,,,, -+ BX,,,_ 1 is used for some nonterminal B, where X,,,_ 1 is the 
nonterminal symbol corresponding to the node xl+, . For example, x,, , , x1.3, and 
FIG. 4. The subtrees T”, T;‘, and T; 
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x1.4 are such nodes in Fig. 4. We can show by induction on j that 
dist(s,+ u,) <j. 2 , INI 1 <j< t This is because every node in T’ is labeled with, say, . 
(A, s’, e’) such that dist(s’, e’) < 21N’, and only the nodes x~,~,, x,,~~, . . . . x1, i, can 
increase the distance between s’ and u, among the nodes x~,~, x1.1, . . . . x~,~,. It 
follows that dist(s’, u,) = dist(s,,i,, u1 ) < t .21NI, and hence, t .21N’ > dist(s’, u,) = 
d, > 1 NI .2”“, and hence, t 2 1 NJ + 1. Again, by an easy geometrical exercise, we 
have that the set {s,,J 1 <j< t} contains at least 1 Nj + 1 elements. Therefore, there 
exist two integers ik and i’,, 1 <i,<i;<m’, such that X,,,=X,,i;, and s~+#s~,~;. 
Let S** u,X~,~; u5 a* u,u~.X~,~~U~U~ ** U~ZQU~Z~~U~ (=w) in T. With pi= 
dpic(u,), 1 < i,< 5, the theorem holds. 
Case2.b. If d,<d,, then d,>lNJ.2 . INI Let T;l be the smallest subtree of T” 
rooted at node x~,~,, 1 <n’ i n, such that e,,,. = e’ (see Fig. 4). A similar argument 
as above shows that there exist two integers ik and i;, 1 6 i, < ib < n’, such that 
Xz,,=X,,i; and e2,i,#e2,i;. Let S ** u,.%‘,,~;: u5 a* u~uZX~,~~ uqu5 =z-* u1u2u3uqu5 
(= w) in T. With pi = dpic(u,), 1 d i < 5, the theorem holds. 1 
EXAMPLE 3.3. Let L = (u’d’r’l i 2 1 } and D = dpic(l). We shall show that D is 
not a drawn context-free picture language. Suppose it is. Then there exists a con- 
stant k for D, computed from a context-free n-grammar G such that D = dpic(G), 
that satisfies the three conditions stated in the iteration theorem. Choose a picture 
p = dpic(Ukdkrk) E D. Then 1 p 1 = 2k. So, p =p, -pz .p3 ‘p4 ‘ps satisfies the conditions 
in the iteration theorem for some pi c p, 1 d i d 5. If the start points and end 
points of p2 and p4 lie on the single vertical or horzontal line segment of p then 
Pl.P;+l.P3.P:+l .ps is not in D, else if the start point and end point of p2 or p4 
are not on the single horizontal or vertical line segment of p then p1 .p: .p3 .p: ‘ps 
is not in D, else pr .p:’ ’ .p3 .p:+l .ps is again not in D (the end point of this 
picture cannot be located in the right place), a contradiction in each case. We can 
show similarly that B = bpic( { r’ujl’djl i, j> 1 )), the set of all rectangles, is not a 
basic context-free picture language. 
Example 3.3 implies that the family of drawn (basic) context-free picture 
languages is properly contained in the family of drawn (basic) context-sensitive 
picture languages since both { u’r’d’l i> l} and (r’ujl’dji i, j> 1) are context- 
sensitive languages. 
In [9], the picture-finiteness problem was shown to be decidable for context-free 
languages. (The picture-finiteness problem for context-free languages is to deter- 
mine whether or not a context-free language describes a finite set of pictures.) We 
shall sketch a simple proof for it using the iteration theorem proved in this section: 
A downward application of the iteration theorem for context-free picture languages 
implies that any infinite context-free picture lang,uage P contains a picture p with 
k < Ip 1 < 2k, where k is the constant in the iteration theorem. There are finitely 
many pictures p with k < I p 1 < 2k. Thus, since the membership problem for con- 
text-free picture languages is decidable [9], one can test the picture finiteness of a 
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given context-free language L by simply checking whether or not any picture with 
such a size bound is described by L. 
4. PICTURE AMBIGUITY 
A picture description language L is unambiguous if for every picture p in dpic(L) 
there is a unique n-word w in L such that p = dpic(w). Otherwise, L is ambiguous. 
Picture ambiguity has been partially treated by Maurer, Rozenberg, and Welzl [9]. 
Maurer et al. showed that the problem of determining whether or not an arbitrary 
picture p can be drawn by two distinct words in a language L is undecidable for 
a context-sensitive n-language L and is decidable for a context-free n-language L. 
We shall show in this section that the general picture ambiguity problem of deter- 
mining whether or not a given n-language L is ambiguous is undecidable for 
regular n-languages and for linear n-languages which describe three-way stripe 
picture languages. 
THEOREM 4.1. It is undecidable whether or not a regular n-language is an 
ambiguous picture description language. 
Proof: We reduce the so-called blank tape halting problem of canonical-form 
one-tape Turing machines to this problem. A canonical-form one-tape Turing 
machine is a one-tape Turing machine that always moves its tape-head either left or 
right, changes its direction of head motion only when it scans a blank symbol 
(without loss of generality we assume that a canonical-form Turing machine never 
prints a blank symbol), and initially moves its head left. The problem of deciding 
whether or not a given canonical-form one-tape Turing machine with three tape- 
symbols a, b, and the blank symbol B halts on the empty string is undecidable [6]. 
Let M be a canonical-form one-tape Turing machine. We construct a regular 
n-language L such that M halts on a completely blank tape if and only if L is 
ambiguous. In fact, we construct two right-linear grammars G, and Gz such that 
L = L(G,) u L(G,). Since regular languages are effectively closed under a union 
operation, the reduction implies that the picture ambiguity problem for regular 
7c-languages is undecidable. 
First, we describe the right-linear grammar G, used in our reduction. The idea 
behind the construction of G, is similar to the one in [S] which was used to show 
the undecidability of the equivalence and containment problems for regular picture 
languages. The pictures in dpic( G, ) will describe the sequences of Turing machine 
movements which have the correct head motion for a computation by M. The 
pictures describe such a sequence of transitions by representing successive passes of 
the head over the written portion of the tape through successive rows of five unit- 
length intervals in the picture. Reading tape symbols a, b, and B will be represented 
by the drawing of a rectangle of width 1 and height 1, 2, and 3, respectively, above 
the current row, and writing tape symbols a and b will be represented by the 
PICTURE ITERATION AND AMBIGUITY 301 
FIG. 5. Picture components for reading and writing the alphabet symbols of M. 
drawing of a rectangle of width 2 and height 1 and 2, respectively, below the 
current row. See Fig. 5 for the illustration of these picture components. 
We shall use the following strings to describe these picture components: 
r(u) = u4rdld3, 
r(b) = u4rd21d2, 
w(a) = d*lur*dlu*, 
r(B) = u4rd31d, 
w(b) = d31u2r2d21u3. 
, 
If the Turing machine A4 reads a blank symbol, then it reverses the direction of 
its head motion. So, the simulation must continue in the next row in the plane. In 
this case, we draw an auxiliary picture denoting a blank symbol to mark the next 
reversal point on the tape of M. (An initial marking is done before the simulation 
starts.) The picture components for simulating the head reversals of M are 
described in Fig. 6. 
We shall use the following strings to describe these picture components: 
R, = dir3d41u3r2d31u413, 
R, = d513d41u3r2d31u4r3. 
Let G, = (Q, z, P, s), where Q is the set of states of A4, s E Q is the initial state 
of M, and P, the set of production rules, is defined as 
s -+ 1’d41u3r2d31u4r3R,w(c) 13p 
FIG. 6. Picture components for the head reversals of M 
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if M moves from its initial state S, scanning the blank symbol B, to state p, prints 
c, and moves its head left, 
4 -+ r(B) R,w(c) r3P 
if M moves from state q, scanning the blank symbol B, to state p, prints c, and 
moves its head right, 
4 + r(B) R,w(c) 13p 
if M moves from state q, scaning the blank symbol B, to state p, prints c, and 
moves its head left, 
4 -+ 44 w(c) r3P 
if M moves from state q, scanning d, to state p, prints c, and moves its head right, 
4 -, r(d) w(c) 13p 
if M moves from state q, scanning d, to state p, prints c, and moves its head left, 
if q is an accepting state. 
An example of a picture drawn by a string in the language L(G,) is shown in 
Fig. 7. There are many pictures described by strings in L(G, ), but only a subset of 
these pictures correspond to computations by M on a blank tape. These valid 
pictures have the property that in each row r (pass of the Turing machine M) the 
same kind of rectangle (i.e., rectangle of the same height) is drawn above row r as 
was drawn below row r - 5. In other words, a picture corresponds to a computa- 
tion by M if and only if the symbol read at each step is the same as the symbol last 
written on that cell. 
Now we define the second right-linear grammar G2 used in our reduction. The 
idea behind the construction of G2 is to test whether or not the grammar G, 
generates a string which describes a valid picture for a computation by M. The 
grammar G, does it by doing exactly the same task as is done by G, except that 
it never draws a rectangle corresponding to reading a tape symbol of M. That is, 
a picture in dpic(G, ) is a valid picture for a computation by M if and only if two 
rectangles corresponding to writing and reading a tape cell in two consecutive 
passes of M are identical, and G2 will draw only the pictures that satisfy this condi- 
tion. Thus, an appropriate definition of G2 can be obtained from G, by simply 
replacing all the occurrences of r(c), c E {a, h, B}, in the right-hand sides of the 
production rules of G, with u3d3. In addition, we replace the s-production defined 
in G, by 
s + 13d4ru313d3ru4r3R,w(c) 13p, 
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FIG. 7. An example of a picture in dpic(G,). 
which draws the same picture as the one drawn by the s-production in G,. An 
example of a picture described by a string in the language L(G,) is shown in Fig. 8. 
The constructions of G, and G, ensure that no two distinct words in either L(G,) 
or L(G,) describe an identical picture because of their canonical behaviors of 
drawing pictures. (Note that in Gr, reading X over Y describes a unique picture 
primitive for every pair of tape symbols X and Y.) Furthermore, it is clear that 
L(G, ) and L(G,) have no common words, see the s-productions of G, and G2. 
Now, it is easy to see that a nonempty picture p is in dpic(G,) n dpic(G,) if and 
only if p is a valid picture for a computation by M on a completely blank tape. 
Since this picture p must be described by. exactly two distinct words in 
L = L(G,) u L(G,), one in L(G,) and the other in L(G,), and regular languages are 
closed under a union operation, the theorem follows. 1 
The readers can easily observe that the picture ambiguity problem for regular 
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FIG. 8. An example of a picture in dpic(G,). 
n-languages is undecidable for the basic picture case, too, since for every basic 
picture described by G, and G,, respectively, constructed in Theorem 4.1 there is a 
unique n-word w in L(G,) and L( G2), respectively, such that bpic(w) = p. 
Sudborough and Welzl [ 121 showed that it is not patially decidable to determine 
whether, for two regular n-languages L, and L1, bpic(L,) n bpic(L,) = $3 holds. 
The proof of Theorem 4.1 extends the result of Sudborough and Welzl to the 
following: 
THEOREM 4.2. It is not partially decidable whether (1) dpic(L,) n dpic(L*) = 0, 
and (2) bpic(L,) n bpic(L,) = 0, f or t wo regular z-languages L, and L,. 
Proof. The same reduction as shown in the proof of Theorem 4.1 proves the 
undecidability of the problems stated in this theorem. Since deciding whether 
dpic( L, ) n dpic(L,) # @ and bpic( L, ) n bpic( L,) # 0 is partially decidable (i.e., 
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simply enumerate pictures to see if any picture is in both picture languages), the 
theorem follows. I 
A stripe picture language is a picture language all of whose pictures tit into a 
stripe defined by a pair of parallel lines on the plane [12] and a three-way picture 
language is a picture language that can be described by a language over the three- 
letter alphabet {u, d, r} [7]. 
THEOREM 4.3. It is undecidable to determine whether a linear z-language L is an 
ambiguous picture description language, where bpic(L) is a three-way stripe picture 
language. 
Proof We reduce the post correspondence problem (PCP, for short) [6] to this 
problem. Let I= (x, y) be an arbitrary instance of PCP, where x = (x,, x2, . . . . xk) 
and Y=(Y,,Y,, . . . . yk) are lists of words over the alphabet (a, 6). We construct a 
linear z-language L that describes a three-way stripe picture language such that I 
has a solution to PCP if and only if L is picture-ambiguous. 
Define homomorphisms h,, h,, . . . . h, from {a, b} * to {u, d, r } * as follows. For all 
i= 1, 2, . . . . k, 
h,(a) = (ud)’ r, 
hi(b) = (u2d2)i r. 
For each i = 1, 2, . . . . k, define a string # i = rui d’ and construct a linear grammar 
G = ({S, X, Y}, {u, d, r}, P, S), where P consists of the following production rules: 
S + udr X( (ud)2 rY 
X+ h,(x,) X # i 1 hi(xJ urd # i for i= 1, 2, . . . . k 
Y+hi(yi) Y #ilhi(yi) urd #i for i= 1, 2, . . . . k. 
An example of a picture in dpic(G) is shown in Fig. 9 which describes the 
concatenation of, say, x2 = abb, x, = bba, and x3 = aabb, in this order. 
Let L= L(G). Observe first that the grammar G is a linear grammar which 
generates only the words in {u, d, r}* and bpic(G) is a stripe picture language. 
Observe further that because of the markers, #is, in the grammar G no two 
distinct words generated from the nonterminal X or Y alone describe an identical 
picture. However, it is easy to see that Z= (x, y) has a solution to PCP if and 
only if G generates two distinct words, one with X-production and the other with 
Y-production, which describe the same picture. 1 
FIG. 9. An example of a picture in dpic(G). 
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