Recently, there has been an increasing interest in end-to-end speech recognition that directly transcribes speech to text without any predefined alignments. In this paper, we explore the use of attention-based encoder-decoder model for Mandarin speech recognition and to the best of our knowledge, achieve the first promising result. We reduce the source sequence length by skipping frames and regularize the weights for better generalization and convergence. Moreover, we investigate the impact of varying attention mechanism (convolutional attention and attention smoothing) and the correlation between the performance of the model and the width of beam search. On the MiTV dataset, we achieve a character error rate (CER) of 3.58% and a sentence error rate (SER) of 7.43% without using any lexicon or language model. While together with a trigram language model, we reach 2.81% CER and 5.77% SER.
INTRODUCTION
Deep Neural Networks (DNNs) have shown tremendous success and are widely used in speech recognition, usually in combination with Hidden Markov Models (HMMs) [1, 2, 3, 4, 5] . These systems are based on a complicated hybrid of separate components, including acoustic, phonetic and language models. Based on our knowledge, these components are trained separately, each with a different objective. Recently, some works on end-to-end neural network ASR systems such as Connectionist Temporal Classification (CTC) [6, 7, 8] and attention-based encoder-decoder [9, 10, 11, 12, 13, 14, 15, 16, 17] have emerged. All of these have shown promising results. The key idea of CTC is to allow repetitions of labels and occurrences of blank labels, but it still predicts labels for every frame. Another approach, the attention-based encoder-decoder, directly learns a mapping from the audio to the character sequence.
Attention-based encoder-decoder model has shown delightful results on complex sequence-to-sequence tasks, such as machine translation [18, 19, 20 ], text summarization [21] , image captioning [22] , syntactic parsing [23] , and speech recognition. Besides, it has now led to the state of the art in machine translation domain [20] . This model can map variable-length input sequences to variable-length output sequences. In attention-based encoder-decoder scheme, the encoder encodes an input sequence into a hidden representation and the decoder takes the representation and outputs a target sequence. The attention mechanism here is used to select or weight the input elements to generate the output elements. Training directly maximizes the probability of observing desired outputs conditioned on the inputs. Commonly, the model is trained using the character level cross-entropy criterion.
In this work, we investigate the application of attentionbased encoder-decoder for Mandarin speech recognition. Considering that attention-based encoder-decoder performs very well in English speech recognition, many attempts have been proposed to optimize the model, such as a very deep convolutional network encoder [14] or varying attention mechanism [10] . [13] has explored the use of attention-based models for Mandarin and has found that the attention-based models are difficult to converge with Mandarin data. To solve this problem, we employ the L2 regularization and Gaussian weight noise for better generalization and convergence [24, 25] . In addition, the embedding of Chinese characters is adopted to be the input of the decoder, which has been proved to provide significant benefits to convergence in our experiments. [10] has shown that long utterances could have bad impacts on ASR. To address this problem, the frame sub-sampling idea [26, 27] is employed to reduce the length of utterances, and to speed up training and convergence. At the same time, we investigate a convolutional attention mechanism [10] and a smoothing method. In summary, we have made the following contributions: (1) achieving the first promising result for attention-based end-to-end speech recognition in Mandarin Chinese, (2) reducing input sequence length by skipping frames, (3) adopting various regularizations for better generalization and convergence and (4) investigating the impact of varying attention mechanism.
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The rest of this paper is organized as follows. Section 2 introduces the details of attention-based model. We introduce our methods used in end-to-end attention based Mandarin ASR in Section 3. Section 4 describes the details of the experiments. Section 5 draws some conclusions and outlines our future work.
ATTENTION-BASED MODEL
In this section, we will describe the details of each component of the attention-based model.
Listen, Attend and Spell
Many challenging tasks need to process variable-length sequences. Examples are machine translation and speech recognition, where both input and output have variable lengths; and text summarization, where the summaries may have variable lengths. The Listen, Attend and Spell (LAS) [12] is an attention-based encoder-decoder network which is often used to deal with variable length input and output sequences. The encoder (the Listen module) extracts a variable-length representation from a variable-length input sentence. Then the attention mechanism (the Attend module) produces a fixedlength context vector and by using this representation, the decoder (the Spell module) generates a variable-length target translation.
In Fig.1 1, the encoder is a Bidirectional Long Short Term Memory RNN (BLSTM) that generates an output sequence h = (h 1 , ..., h T ) from an input x. The decoder here is typically an LSTM that uses h and y <i to generate the output sequence y = (y 1 , ..., y L ). In this work, the output y is a sequence of Chinese characters, and the input x = (x 1 , ..., x T ) is a sequence of feature vectors that is extracted from audio's frames:
In figure 2 , the AttendAndSpell is an attention-based transducer, which generates one character y i at a time:
The DecodeRN N produces a transducer state s i as a function of the previously emitted token y i−1 , the previous attention context c i−1 , and the previous transducer state s i−1 . The AttentionContext function generates c i with a context based Multi-Layer Perceptron (MLP) attention network. The CharacterDistribution is computed using a softmax function. 
Attention mechanism
The attention mechanism selects or weights the input frames to generate the next output element. A similar approach of attention has been used more recently in a so-called "neural machine translation model" [18] . In this case, for generating each target word, the network computes a score matching the hidden state of an output RNN to each location of the input sequence. The scores are normalized to sum to one over the input sequence and can be interpreted as a probability of each input location being aligned to the currently generated target word:
e i,j = Score(s i−1 , h j )
And the Score is an MLP network, which is described by the following equation:
This is the content-based attention proposed in [18] .
METHODS

Convolutional attention
We suggest that the convolutional attention mechanism of the original model [18] should be location-aware by making it take into account the alignment produced at the previous step [10] . This is achieved by the following equations:
Attention smoothing
When the input sequence h is long, the α i distribution is typically very sharp on convergence, and thus focused on only a few frames of h. To keep the diversity of the model, we replace the softmax with the logistic sigmoid σ such that:
The attention smoothing can smooth the focus found by the attention mechanism.
Skipping frames
The LAS model performance degrades quickly with longer utterances. This is presumably because the AttendAndSpell has a hard time extracting the relevant information from a large number of input time steps. [11, 12] solve this problem by pyramid BLSTM that reduces the time resolution by a factor of 2 in each BLSTM layer. In this paper, the frame sub-sampling idea [26, 27] is employed for fast training and convergence. During decoding, we use all frames to generate the context h.
Regularization
In many tasks, the model would overfit the data and give poor generalization to new data. To avoid overfitting we need to decrease the information in the weights [24, 25] . Two main regularizations are used in this paper: L2 regularization and Gaussian weight noise. The idea of L2 regularization is to add an extra term to the cost function. The Gaussian weight noise is added to all the weights. Additive noise achieves better generalization and yields slightly better convergence. It tends to simplify the neural networks, in the sense of reducing the amount of information in the parameters.
Language model
At each timestep, the decoder generates an character depending on the previous ones. However, it's insufficient to learn a complex language model [11] , so we build a character-level language model from a word-level language model G and a lexicon L that simply spells out the character of each word. More specifically, we build an Finite State Transducer (FST) T = min(det(L • G)) to calculate the log-probability for character sequences. We add the weighted T to the loss of encoder's output during decoding:
During decoding, we will minimize the loss C which combines the attention-based model (AM) and the language mode (LM) with a tunable parameter γ.
Optimization
We optimize the parameters of our model to maximize the log-likelihood of observing correct Chinese characters sequences conditioned on utterances: 
Traditionally, the model was trained using the character level cross-entropy criterion. Based on this, the loss function is defined as follows:
whereỹ i,k is the ground truth of the k-th character's label at time i.
Decoding
A simple left-to-right beam search algorithm performs well during decoding. We start with the start-of-sentence <sos> token, keeping a n-best list of candidate hypothesizes. At each timestep, each hypothesis in the beam is expanded with every possible character and only the n most likely beams are kept. Beam search is stopped when the end-of-sequence <eos> token is emitted. We find that a wider beam width can only give fewer benefits. 
Training
We constructed a common ASR attention-based model. The model Encoder function was a 3 layer BLSTM with 256 LSTM units per-direction (or 512 in total). The Decoder was a 1 layer LSTM with 256 LSTM units. All the weight matrices were initialized with the normalized initialization [28] and the bias vectors were initialized to 0. Gradient norm clipping to 1 was applied, together with Gaussian weight noise and L2 weight decay 1e-5. We used ADAM with the default hyperparameters described in [29] , however we decayed the learning rate from 1e-3 to 1e-4 after it converged. The model cost combines the softmax output and the cross entropy cost. Table 1 shows that our model performed very well in Mandarin ASR. The content-based attention model achieves a CER of 4.05% and a SER of 9.1%. By using the attention smoothing model, we improved our CER to 3.58% or obtained a 11.6% relative gain over the content-based attention.
Results
We have observed that attention-based models often yield very sharp predictions. The sigmoid function keeps the diversity of model and smooths the focus found by the attention mechanism. The convolutional attention model also has a good performance and achieves a CER of 3.82% and a SER of 8.17%. Furthermore, we analyzed the importance of the beamsearch width on decoding accuracy [10] . Figure 3 shows the effect of the decode beam width on the WER/SER for the test set. At a beam width of 30, the CER is 4.78%, after which we observe no significant benefits. The attention smoothing model has achieved similar results. We observed that a narrow beam width was required to reach optimal performance (beam size 30 was sufficient) and that allowed faster decoding. We also investigated the impact of the temperature of the softmax function [13] . The temperature can smooth the distribution of character. We changed the character probability distribution by a temperature hyperparameter τ : α i,j = exp(e i,j /τ )/ j exp(e i,j /τ ).
In Fig. 4 , the τ = 2 shows the best performance. There is no additional benefits when we continue increasing the temperature. Meanwhile, we investigated the effect of language model. During decoding, we used the extended trigram language model and achieved a better result. And attention smoothing showed the best performance with γ = 0.1.
CONCLUSION
We have achieved the first promising result for end-to-end Chinese speech recognition based on the attention encoderdecoder. Our model achieves a CER of 3.58% and a SER of 7.43% on a voice search task. We employ the sub-sampling idea for fast training and convergence. Meanwhile, the L2 regularization and Gaussian weight noise are used for better generalization and convergence. We also investigate the issues with the normalization of the content attention and the convolutional attention.
Our work has shown that the attention-based encoderdecoder model has a good performance in Mandarin ASR. By combining our model with existing techniques such as the very deep convolutional networks, further improvements should be achievable. This will be our future work.
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