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On s’interesse au probltme de calcul des variations dans R*: 
9( T, a, jl): Inf T))2,x(0)=a,x(T)=p , 
avec 1 <q< + co, g et h sont regulieres mais non convexes. Le principe du 
maximum applique au probleme relax6 BW, permet d’associer a toute solution x de 
BW une trajectoire dans l’espace des phases. On Ctudie la nature des trajectoires de 
YW lorsque B n’admet pas de solution. On met en evidence dans ce cas, l’existence 
de solutions i de 99 pour lesquelles g et h v&bent la proprittt suivante: Si la 
restriction de g a une droite A de R2 passant par i(t) ne veritie pas la classique con- 
dition de Weierstrass en i(f), alors la restriction de h a la droite passant par Z(t) et 
de m&me direction que A est strictement convexe. On etend de la sorte les resultats 
etablis pour des probltmes de calcul des variations dans R. On en dtduit une 
C.N.S. sur (g, h) pour que B admette au moins une solution quelles que soient les 
conditions aux limites (Thtoremes 6.10 et 6.11). 6 1987 Academic Press, Inc. 
We consider the problem of Calculus of Variations in R’: 
8( T, a, j): Inf {J (g(i(t)) + h(x( t))) df; x E ( W’,4(0, T))‘, x(0) = a, x(T) = /I , o 
with 1 < q < + co, g and h regular but not convex. By using the Maximum Principle 
for the relaxed problem BW, we associate with any solution x of 5% a trajectory in 
the phase space. We study the trajectories of 81 when B does not admit a 
solution. In this case, we prove the existence of solutions X of BW such that g and h 
satisfy the following property: If the restriction of g to some line A through k(f) 
does not satisfy the classical Weierstrass condition at the point P(t), then the 
restriction of h to the line of direction A going through x(r) is strictly convex. We 
thus extend the results etablished for problems of Calculus of Variations in R. Then, 
we obtain a necessary and sufficient condition on (g, h), for B to admit at least one 
solution for every boundary condition (Theorems 6.10 and 6.11). 0 1987 Academic 
Press. Inc. 
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INTRODUCTION 
Sous l’impulsion des problemes de controle optimal, le calcul des 
variations, discipline “traditionnelle” par excellence, a connu ces dernieres 
an&es un regain dinten%, notamment (mais pas uniquement) dans son 
aspect “recherche d’optimum global.” 
Depuis les travaux de Ioffe [S, 63, on sait que la convexite en 1 de 
l’integrande dtfinissant 9 est une CNS pour que la fonctionnelle du 
probleme soit faiblement s.c.i. Si l’integrande du probleme 9 est convexe en 
i et si elle v&tie certaines hypotheses de rtgularitt et de coercivite, le 
probleme 9 admet des solutions [3]. 
L’etude des problemes non convexes en i a Ctt ouverte par L. C. Young 
(cf. par exemple [ 111) puis reprise entre autres par I. Ekeland et R. Temam 
[3]. Pour la probleme qui nous interesse ici, on peut Cnoncer le theoreme 
suivant: 
Lorsque le couple (g, h) verilie les hypotheses: 
(1.1) gEF(R’), h~@“(lR~) avec nB3. 
( 1.2) I1 existe des constantes c et d, avec c > 0, telles que l’on ait: 
Vy E iw’, c 11 ylly d g( y) et Vx E [w2, d 6 h(x), le probleme relax6 9VI?( T, ~1, fi), 
dtlini par: 
Inf 
I?’ 
oT(g**(i(t))+h(x(t)))dt;x~(W1-'(O, 7))',x(0)=a,.(T)=/?} 
admet des solutions. De plus, on a Min 9% = Inf B et les solutions de 9% 
peuvent Ctre approchees par des suites minimisantes de 9 (pour plus de 
details, cf. [3]; g** est la plus grande fonction convexe minorant g). 
11 semblerait done “naturel”, lorsque 9 n’admet pas de solution, de se 
limiter a la recherche de solutions a a-pi-es de 9. L’inconvenient vient de 
ce que de telles solutions possedent un nombre de “points de commuta- 
tions” (points de discontinuite dans la commande en controle optimal ou 
points de discontinuites de la derivee en calcul des variations) qui tend vers 
l’intini lorsque E tend vers 0, ce qui n’est pas “physiquement” acceptable. 
On comprend done l’inttr&t de mettre en evidence les phenomenes 
stables qui conduisent a la non-existence de solution pour 9. Le premiere 
etude de ce type a tte faite par I. Ekeland dans [2]. L’idCe centrale deve- 
loppee dans [2] peut se rtsumer ainsi: On peut deduire de la classification 
topologique des multisingularites du pseudo-Hamiltonien du probltme une 
stratification de l’espace des phases et etudier l’allure des trajectories a la 
traverste de chacune des strates. Cette idee a ett reprise dans [7, 8, 10, 173. 
Pour les problemes dans [w [2, lo], la non-existence de solution pour 
9( r, a, fi) est caracterisee par le fait que 9%X( T, CI, 8) admet une solution X 
vtritiant les trois conditions suivantes: 
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- Cette solution n’est pas une solution de Y( T, a, /?). 
- La trajectoire de phase associee sejourne sur la strate de codimen- 
sion 1 notee C,, durant un intervalle de temps I de mesure non nulle. 
- Si f designe l’inttgrande de .E%?( T, CI, fl), pour tout t de Z, la fonc- 
tion c +f(t, [, k(t)) est strictement convexe au voisinage de x(r). 
Dans [S], F. Klok ttablit, dans le cas d’un problbme autonome dans R”, 
avec m > I, que si &%( T, a, /?) admet une solution veriliant trois conditions 
analogues aux precedentes (seule la derniere s’exprime differemment ), alors 
il existe des conditions aux limites (To, ao, p,,) pour lesquelles ,Y( To, a,, /I,,) 
n’admet pas de solution. Par analogie avec le cas m = 1, il conjecture que 
c’est la le seul cas tel qu’il existe des conditions aux limites pour lesquelles 
le probleme .Y correspondant n’admet pas de solution. Les resultats 
present& ici pour un probleme a variables x et i separees inlirment cette 
conjecture. 
A dela de la stratification {C,, C, , Z,, . ..} de l’espace des phases deduite 
de la classification des multisingularites du pseudo-Hamiltonien, les etudes 
faites dans [ 10, S] nous ont convaincu de l’interet d’effectuer une deuxieme 
classification, celle des conditions de contact des trajectories de Y.@ avec 
les differentes trates C,. On en deduit une nouvelle stratification (plus line 
que la premiere) de l’espace des phases. Ceci permet de bien mesurer la 
complexite du probleme. Donnons un exemple. Pour un probleme auto- 
nome dans R2 a variables i et x non separees, la premiere classification 
donne cinq strates notees Z,, C, , C,, C,, Z, (l’indice indiquant la codi- 
mension de la strate dans l’espace des phases). 11 faut ensuite “restratilier” 
C, , C,, C,, ,,Y:, en fonction des conditions de contact: 
- contact non tangent, 
- contact tangent non degenere d’ordre 1, 
‘.. . 
On obtiendra 4 nouvelles strates dans Z,, 3 dans Z,, 2 dans C, et 1 dans 
Zb. 11 faudra ensuite Ctudier la traversee de certaines de ces strates pour en 
deduire des conditions d’existence. C’est ce programme que nous avons 
mene a bien dans le cas du probleme autonome a variables separtes, dans 
R2, &once dans le resume. 
On rappelle la CNS d’optimalitt suivante (cf. [9]), 
(1.3) x est solution de 9(T, a, /?) si et seulement si: x est solution de 
.!?%@(T, a, /?) et pour presque tout t de [0, T], on a: 
g(4t)) =g**G(t)h 
L’etude des solutions de R%( T, a, /?), dans le cas oti !Y( T, a, p) n’admet pas 
de solution, nous amene a mettre en evidence des “courbes critiques 
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minima”. Ces courbes de l’espace des phases, not&es (x(t), p(t)),, CO;,,lr sont 
des trajectoires de 9%@( T, LX, /I) qui skjournent sur certaines strates de 
I’espace des phases. Elles sont caractkriskes par la proprittk suivante: la 
restriction de g** A une droite A passant par i(t) est localement afflne au 
voisinage de i(t) et la restriction de h A la droite de direction A passant par 
.x(t) es1 strictement convexe. (On retrouve les rksultats ktablis en dimension 
1 dans [2, 101, la droite A est alors l’axe de la variable de g ou de h.) On 
met en tvidence deux types de courbes critiques minima (chaque type 
correspond A une strate don&e de l’espace des phases). Le nombre de ces 
diffkrents types augmente avec la dimension de l’espace des phases et sa 
complexit (variables i et x skparkes ou non). Pour le problkme dans R2 A 
variables non sCpar&es, il faut s’attendre B trouver quatre types diffkrents de 
courbes critiques minima. 
Conjecture. Pour un problkme autonome dans R” A variables non 
skpartes, il y a rn’ types diffkrents de courbes critiques minima. 
Notations. 
1. Si f est une fonction de C’( lR2, R), 
Vf dksigne le gradient def: 
2. Si ,f est une fonction de C2(R2, R), 
V2 f dtsigne le hessien de f: 
3. Si x est une fonction dkfinie sur R, A valeurs dans R2, on posera 
x(t) = (x’(t), x2(t)), avec t dans R, oti x’ et x2 sont des fonctions de R 
dans R. 
I 
12 
11 
x(t) dt dksigne le vecteur (a’x’(t) dt, irx2(t) dt). 
4. Si U et V appartiennent B IR’, 
UV disigne le produit scalaire usuel de R2, 
U2 dksigne le produit scalaire UU, 
)I UII dksigne la norme euclidienne de U. 
Si A4 est une matrice symttrique rkelle, 2 x 2, 
MU dksigne le produit de M par U, 
MU V et VMU dksignent le produit scalaire de MU par V, 
MU2 dbigne le produit scalaire de MU et U. 
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Ces notations, parfois abusives, permettent d’alltger considerablement les 
tcritures qui interviennent dans la suite. 
5. Si A est un sous ensemble quelconque dun espace affine, co A 
dtsigne l’enveloppe convexe de A. 
6. Si A est un sous-ensemble dun espace topologique, k ou A dtsigne 
l’interieur de A et Fr(A) designe la frontiere de A. 
7. Si f est une fonction lipschitzienne, 8f designe, suivant le contexte, 
le gradient generalist: de f au sens de F. H. Clarke [ 121 ou la dtrivee de f: 
On utilisera Cgalement des notations du type a,f pour des fonctions 
de plusieurs variables. 
8. Si g est une fonction de R” dans IR, g* et g** designent respective- 
ment la polaire et la bipolaire de g (cf. [3] et Appendice). On suppose dans 
toute la suite que (g, h) vtrifie (1.1) et (1.2). 
2. QUELQUES PROPRI~TBS DE g** 
PROPOSITION 2.1. g* * est de clusse C ’ 
Preuve. Compte tenu de l’hypothese (1.2), g est minoree sur OX2 et done, 
g ** est a valeurs dans R. On en deduit que g** est continue et presque 
partout differentiable t que le gradient de g** est continu sur son ensem- 
ble de definition. On peut ensuite montrer que les points extremaux de 
l’epigraphe de g** sont des points de l’bpigraphe de g (verification facile 
[14, Lemma l(ii)] par exemple). On en deduit aistment que g** est 
partout differentiable et que si l’on a g(y) =g**( v) alors Vg** veritie 
l’egalite: Vg**( y) = Vg( y). 
DEFINITION 2.2. 52 dtsigne l’ouvert de R* dtlini par Q = 
Lwwd.Y)Zg**(Y)~. 
3. STRATIFICATION DE L'ESPACE DES PHASES 
On a vu dans [lo] que Etude de l’existence de solution pour un 
probleme de calcul des variations se rambne a Etude de l’intersection des 
trajectoires du probleme relaxi avec certaines strates de l’espace des phases. 
Ces strates sont detinies a l’aide des multisingularites du pseudo- 
Hamiltonien associt au probleme. Nous reprenons ici cette demarche. Le 
probleme 9’ ttant a variables separees les strates de l’espace des phases 
sont des varietes parallelisables. On stratifiera done dans un premier temps 
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l’espace dCcrit par la variable adjointe p. Le pseudo-Hamiltonien du 
probEme est la fonction 2 dihie sur [w* x [w* par: 
Remarquons que les multisingularitks de la fonction 2(x,, p, . ) sont aussi 
celles de la fonction X(x,, p, .). 
Dans la dkfmition qui suit, la variable x ne joue done aucun r81e. 
DEFINITION 3.1. S, = {p E lR* 12(x, p, .) atteint son maximum en un 
point critique non dCgCnCrk}. 
S, = {p E [w* 1 X(x, p, -) atteint son maximum en deux points critiques 
non dtghhts } . 
Remarque. Si X(x, p, .) atteint son maximum en deux points critiques 
non dkgtnkrts y, et y,, on a: 
(0 p=W.h)=Wy2). 
(ii) g est strictement convexe au voisinage de y, et au voisinage 
de y2. 
La figure 3.1 illustre les propos prtddents. Dans la figure 3.1, X(x, q, .) 
atteint son maximum au seul point y,. Si de plus, la forme quadratique 
V*g( y,) est dC!inie positive, yO appartiendra B S,,. 2(x, p, .) atteint son 
maximum en y, et y,. Remarquons kgalement que la condition de 
Weierstrass est v&ifiCe en yO et n’est pas vMiCe pour tous les points du 
segment ouvert d’extrkmitks y, , y,, (Pour notre probEme, la condition de 
Weierstrass est vkrifike en j si et seulement si on a: 
1 
dY1) - PYI 
FIGURE 3.1 
50.5/70/2-6 
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PROPOSITION 3.2. S,, est un ouvert de R2. S, est une sowvari& de R2, de 
classe C” et de codimension 1. Pour tout jj de S, , il existe un voisinage V de jj 
et deux fonctions g, et g, tels que /‘on ait: 
(3.1.i) g, et g, sont strictement convexes et de classe C”. 
(3.l.ii) Pour tout p de S, A V, pour tout x de R2, Z’(x,p, .) atteint son 
maximum aux deux points Vg:(p) et Vg,*(p). 
(3.l.iii)Pour toutp de V,p~S~og~(p)=g~(p). Sip appartient ci S,, le 
vecteur Vg:(p) -Vg:(p) est normal & S, au point p. 
Les figures 3.2 et 3.3 illustrent la proposition prtcedente. 
Preuve. On montre facilement que S, est ouvert en verifiant qu’il est 
voisinage de chacun de ses points. Soit p un point de S,. Notons y,(P) et 
y2(p) les deux point en lesquels 2(x, p, .) atteint son maximum. 11 existe 
des voisinages U, , U, et V respectivement de y,(p), yz(p) et jj tels que l’on 
ait: 
(i) VXER’, 
(ii) Vx~[W2,Vy~Ez\(U,uU2),Vp~V, 
~(~~P~YAP))>~(~~P~Y) et Jw, PT Y2(P)) > mx, PY Y). 
(iii) g est strictement convexe sur Ui et sur U2. 
On en dtduit que, pour tout (x, p) de R* x V, X(x, p, .) atteint son 
maximum en au plus deux points critiques non dtgenerts appartenant A 
FIGURE 3.2 
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UT=, Ui et tel que chaque Uj contienne au plus un de ces points. De plus, 
pour i = 1, 2, il existe une fonction g, de classe C” strictement convexe 
identique a g dans Ui. Si on note y,(p) et y,(p) les points appartenant 
respectivement a U, et a Uz, en lesquels 2(x, p, .) atteint son maximum 
lorsque p appartient a Vn S,, on a: 
(3.2) VpeES,nV, VXER*, Vi~{l,2}, 
P=vg(Yi(P))=vgi(Y,(P)). 
Par polarite de (3.2) on deduit l’egalite suivante: VP’PE S1 n V, Vie (1, 2}, 
Y,(P) =v*g,(P). 
Pour i = 1, 2, gy itant strictement convexe et differentiable, on a les egalites 
suivantes: 
g:(p)=~~~p~-R(Y)=P~i(P)-g(y,(P)). 
On en deduit: VP’PE V, 
p E SI =-&T(P) =g:(p). 
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On pose 
On a: 
V4(P) =vg:(P) -Vg2*(P) # (03 0). 
L’application 4 Ctant de classe C”, du thtoreme des fonctions implicites, on 
deduit que S1 est une sous-varitte de I%*, de classe C” et de codimension 1. 
De plus, le vecteur V&p) est normal a S, au point p. Ceci linit de 
demontrer la proposition. 1 
DEFINITION 3.3. On note y1 et y, les fonctions de classe (I?-‘, definies 
au voisinage V dun point p de S, par: VP E P’, 
et Y*(P) = vg:(Ph 
od g, et g, sont deux fonctions satisfaisant (3.1) au voisinage V de p. 
DEFINITION 3.4. Q,= {yE52(3pES,,yEag*(p)}. 
Remarque. On peut donner d’autres definitions tquivalentes de Q, , par 
exemple: sZ,= {yEQJVg**(y)ES1} ou bien Q,=Qnag*(s,). En 
d’autres termes, y est un point de Q, si et seulement si X(x, Vg**( y), .) 
atteint son maximum en deux points critiques non degtntrts. 
PROPOSITION 3.5. S2, est un ouvert de Iw’. 
Preuve. Soient y un point de Q, et x un point de R2. X(, Vg**(y), .) 
atteint son maximum aux deux points yl(Vg**(y)) et y2(Vg**( y)). I1 est 
facile de montrer qu’il existe un voisinage ouvert I/ de Vg**( y), tel que 
pour tout p de F’, X(x, p, .) atteigne son maximum en au plus deux points 
critiques non degenerts. Si Vg ** ~ ‘( V) designe l’image reciproque de V 
pour I’application Vg**, Vg ** - ‘( V) n 52 est un voisinage ouvert de y 
inclus dans Sz,. La proposition est done demontree. 1 
DEFINITION 3.6. On pose S2 = S: u S;, od: Si = {pi Iw*\X(x, p, .) 
atteint son maximum en un point associe a une singularite de codimen- 
sion 2) et S; = {p E R* 1%(x, p, .) atteint son maximum en trois points 
critiques non degtntrts }. 
DEFINITION 3.7. Soit jj un point de S;. On note yl(p), y2()?), yj(F) les 
points en lesquels #(x, Is, . ) atteint son maximum, U, , U2, U3 trois 
voisinages de ces points, g,, g,, g, trois fonctions strictement convexes, de 
classe C”, telles que pour i = 1,2, 3, gj soit identique a g au voisinage Ui de 
Vi(P)* 
CALCUL DES VARIATIONS 235 
Remarque. Plutot que d’alourdir les notations, on a prefere conserver 
l’analogie entre les notations mises en place au voisinage d’un point de S1 
et celles mises en place au voisinage d’un point de $. Pour un point p 
voisin de S1 et de S,, z?(x, p, .) atteindra son maximum en Vg*(p), ou i 
prendra sa valeur dans l’ensemble (1,2} ou dans { 1,2,3 } suivant que p est 
considere comme voisin de S1 ou voisin de S,. Le lecteur pourra se rendre 
compte que le contexte le guide et qu’il n’y a pas de confusion. 
PROPOSITION 3.8. Soit p un point de S$. Si y,(p), y2(p), y3(p) ne sont 
pas alignt%, alors il existe un voisinage V de p tel que l’on ait: 
(3.3.i) Vn Sg = {p}, g:(p) =gz*(p) =g3*(p). 
(3.3.ii) Pour (i, j) appartenant a ((1, 2), (2, 3), (3, l)>, on note Sf la 
sous-variete de codimension 1 dans R2 definie par: 
si’= {p E s, n VI g?(p) = g;“(p)}. 
p est adherent aux trois sous varietes St’, Sf3, S:l. De plus, on a: 
VPE VnS,, vxER2, 3i,j)E {(1,2), t&3), (3, l)), 
p E Sy et 2(x, p, .) atteint son maximum aux deux points Vg*(p) 
et Vgf(p). 
Preuve. Si p appartient a S;, alors on a: ViE { 1, 2, 3 }, 
suP PY-g(Y)=PYi(P)-g(Yi(P)) ,,’ E Iwz 
=PYi(P)-&Ti(Yi(P)) 
=&vii). 
De plus, il existe un voisinage V de p tel que pour tout p de Vet tout x de 
lR2, #(x, p, s) atteigne son maximum en au plus trois points critiques non 
degentres appartenant a u;= 1 Uj et tel que chaque Ui contienne au plus un 
de ces points. Les points y,(p) n’etant pas align&, on peut supposer, quitte 
a restreindre V, que les voisinages U,, iJz, U, sont tels qu’il n’existe pas de 
droite rencontrant ces trois ensembles. Soit it le plan tangent a l’tpigraphe 
de g aux trois points ( yi(p), g( y,(p))), pour i = 1,2, 3. Soit p un point de V 
distinct de p et soient jj un point de U, distinct de yl(p), rc le plan tangent 
a l’epigraphe de g au point (7, g(j)) et $ une fonction affme definie dans 
lR3 tels que I’on ait: 
Vg(Y) = PY 
VZETC, $(z) = 0, 
vy E R2, II/(Y*g(Y))30. 
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11 est clair que les plans rc et 71 sont secants. Notons D la droite d’inter- 
section de n et II. 11 existe i dans (2, 3) tel que l’on ait: 
DnUi=q4 et vY E ui, $(Y?dY))>O. 
Ceci prouve que si p est different de p et si p appartient a V, X(x, p, .) n’at- 
teint son maximum qu’en au plus deux points. On a done: Vn q = {p}. 
Soit B( y ,( @), E) la boule ouverte de centre y,(p) et de rayon E, ou 
&E&l*+. I1 existe y, tel que I’on ait: 
Y,~~(YlmE)nQl> Ye4co{ Yi(P), i= 1,2,3) 
et Z&(X, Vg**(y,), .) atteint son maximum aux deux points VgT(p) et 
VgT(p). Lorsque l’on fait tendre E vers 0, y, tend vers y,(p) et Vg**( y,) 
vers p. On en deduit que p est adherent a la sous varitte St’. On montre de 
la meme facon que p est adherent a Sf3 et a S:‘. [ 
DEFINITION 3.9. Soit p un point de S;. Soit V un voisinage de p tel que 
l’on ait: Vy E u:=, Ui, 
vg**(Y)E K 
ou U,, U2, U, sont les voisinages de yl(p), y*(p), y,(p) d&is dans 3.7. 
On note 512, Sf3, s:’ les trois sous varietes de [w* dtfinies par: 
V(i,j)E {(1,2), (2,3), (3, l)), 
q= {PE Vig*(p)=g/Yp)}. 
PROPOSITION 3.10. Les strates si2, sf3, 3:’ sent en position ghnhale au 
voisinage du point p de S, (i.e., les droites tangentes aux strates ST en fi sent 
k-antes) si et seulement si les points yl(p), y2(p), y3(p) ne sont pus align&s. 
Si les points yl(P), y2(Ph y3(b) ne sont pas align&, si V et g, , g,, g, 
u&fient 3.3, on a: V(i,j)E {(1,2), (2,3), (3, l)}, 
vnpc,Ti’ et S, n V = 3:’ n Sf’ n Si’. 
Preuve. La premiere partie de la proposition decoule du fait que le 
vecteur VgT(D)-VgT(p) est normal a 37 en p (Rappel: yi(p)=Vg*(jj)). 
La deuxieme partie est une consequence de la proposition 3.8. a 
Le figure 3.4 illustre les propos precedents. 
HYPOTH~E 3.11. (3.11.i) S, est une sous varietc de codimension 2 
dans Iw’. Pour i=O, l,Si+,c‘S;.et iw2=uf=,Si. 
(3.11.ii) Si p est un point de F;, les points yI(p), y2(p), y,(p) ne sont 
pas align&s. 
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(3.ll.iii) Si p est un point de S;, on a: (0,O) # Fr(co( y,(p), i= 1, 2, 3)). 
On note C; l’ensemble des fonctions de classe @” veritiant l’estimation 
(1.2). On munit cet espace de la topologie de Whitney [4] (cf. Appendice). 
C’est un espace metrique complet et done un espace de Baire. Nous dirons 
qu’une propriett est generique dans @,“, ou encore vraie pour presque 
toute fonction g de CT, s’il existe un Gd dense dans C,” tel que toute 
fonction de ce G, satisfasse la propriete en question. La proposition qui 
suit, justifie dans une certaine mesure l’hypothbse 3.11. 
PROPOSITION 3.12. Pour presque toute fonction g de C,” , I’hypothbe 3.11 
est &rifiPe. 
Preuve. Des resultats analogues sont don& par I. Ekeland dans [Z], 
F. Klok dans [S] et J. Ortmans dans [ 171. Nous ne donnerons done ici 
que quelques elements de la preuve. Soit p un point de S;, si y,(p), y*(p), 
yx(p) sont align& (respectivement si on a: (0,O) E Fr(co{ yl(p), y*(p), 
y3(p)})), alors on a: 
P-Vg(y1)= (0, O), P-Vg(yz)=(O,O), P-vg(Y,)=(o,o), 
PYI -g(y1)-Py2+g(Y,)=O, PY,-g(y,)-PY,+g(Y,)=o, 
32 E IR, E~y,+,+---)J’2-y3=(0,0) 
(respectivement, 32~[0,1], 3(i,j)E{(1,2),(2,3),(3,1)), lyi+(l-d)y,= 
(0, 0)). (Dans les tgalitts prectdentes, on a pose y,(p) =yi, pour i= 1, 2, 3.) 
Par des arguments de transversalites analogues a ceux dtveloppes dans la 
preuve de la proposition 4.14, on demontre que (3.11.ii) et (3.ll.iii) sont 
generiques dans C$. De (3.11.ii) et de la proposition 3.8, on diduit que, 
pour presque toute fonction de CF, S; est une sous-varibte de codimen- 
sion 2 et S; c 3,. Le reste de la proposition s’ttablit tgalement a l’aide des 
theoremes de transversalitt. 
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4. TRAJECTORIES DE 9?4?: CONDITIONS DE CONTACTS TANGENTS 
Le principe du maximum permet d’associer a toute solution x de 9% 
une trajectoire (x(t), p( t))l, c0, r, de l’espace des phases. Remarquons que si 
(x(t), p(t)) est un point de ,X0 u 2; (i.e., si p(t) E S, u Si), alors on a: 
g(i(t))=g**(i(t)). De la CNS d’optimalitt (1.3), on deduit alors la 
PROPOSITION 4.1. Si 9( T, a, 8) n’admet pas de solution, I’ensemble 
{t E [0, T] 1(x(t), p(t)) E Z, u L’s} est de mesure non nulle. 
Remarque. Si une trajectoire (x(t), p(t)),, [,,, T, rencontre Z, u C; en un 
point de contact non tangent, cette trajectoire ne passe par ce point qu’a un 
certain instant i isole dans {t E [0, T]I(x(t),p(t))~C~ UC;}. L’etude de 
l’existence de solutions pour sl( T, a, /I) se ram&e done a l’ttude de la 
nature des contacts des trajectoires de 9%?( T, CI, /?) avec Z, u S;. La 
classification des conditions de contact des trajectoires de 96% avec C, 
conduit a une stratification “canonique” de C,. Nous ttudierons dans un 
second temps les contacts avec Z;. 
PROPOSITION 4.2. Si x est solution de 9?%?( T, CC, /3), il existe une fonction 
p, presque partout dhivable, telle que l’on ait: 
(4.1) Pour presque tout t de [0, T], 
~(t)=Vh(x(t)) et p(t)=Vg**(i(t)). 
Preuve. Le corollaire 3.1 de [ 131 indique que, .9?% etant un probleme 
autonome, ses solutions appartiennent a (W’*“(O, T))2. On peut alors 
ecrire que les solutions vtritient l’equation d’Euler de 99 ou, ce qui est 
equivalent ici, vtrifient le principe du maximum (Thtoreme 4.4.3 de [ 123). 
Remarque. Le fonction p satisfaisant (4.1) peut etre choisie de classe C’. 
DEFINITION 4.2. Si x est une solution de &%( T, c(, b), le couple (x, p) 
verifiant (4.1) sera appele bisolution de 9%?( T, a, /?). L’ensemble 
(X(~h P(l)),, [o,r] sera alors appele trajectoire de .??,W( T, a, B). Si le couple 
(x, p) verifie (4.1) (sans forcement verifier les conditions aux limites de 
PC@), knsemble (x(t), p(f)),, [o,~I sera appele trajectoire de (4.1). 
Soit (x, p) un point de Z‘,, soient g, , g, deux fonctions et V un voisinage 
de a satisfaisant 3.1. On pose U= lR2 x V. On a: V(x,p)E R4, 
(X,P)E UnL’,og:(p)=g~(p), et de plus, C, s&pare U en deux ouverts 
disjoints U, et U2 dtfinis par: 
u, = UT P) E R2 x VI &G(P) >ES(P)I 
u2 = 1(X> P)E w x VI g:(P) <G(P)}. 
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DEFINITION 4.3. Les fonctions HI et H, sont definies sur U par: 
Pour i= 1,2, H,(x,p)=g*(p)-h(x). 
La fonction H est definie sur [w2 x [w* par: 
W> P) = g*(p) - 4x1. 
Remarque. On peut facilement demontrer que l’on a: VIE V, 
g*(p) = Max(g:(p), g;(p)). On en deduit que si (x,p) appartient a I/;, 
avec in { 1, 21, alors on a: H(x, p) = H,(x,p). Les fonctions H, et H, 
detinissent dans U les champs de vecteurs hamiltoniens A, et A, tels que 
l’on ait: pour i = 1, 2, 
A;= (apHi, -d,Hi). 
De plus, le principe du maximum peut s’enoncer sous la forme suivante: Si 
x est une solution de ?+B( T, a, /?), alors il existe une fonction p presque 
partout derivable telle que l’on ait: pour presque tout t de [0, T], 
.2(t) E ap H(X(t), Pm At) E -a, H(x(t), P(l)). 
Remarquons que le systeme differentiel: 
i E a, Hb, P), d E a, Hb, P), 
detinit sur Uj (pour i= 1,2) un champ de vecteurs identiques a Ai. Par 
contre sur Z, A U, le systeme n’est pas a priori univoque. Dans U les trajec- 
toires de (4.1) sont constituees de branches contenues dans U, , de branches 
contenues dans U2 et de branches ou d’une reunion quelconque de points 
dans Z, n U. Les branches contenues dans Ui sont les trajectories du 
champ A i. Si on pose Ai = (Ail, A i2), remarquons que l’on a: 
(4.2) a., H, = -A,,=d, H,= -A22. 
Une trajectoire de (4.1) sera tangente a Z, n U a l’instant i, si et seulement 
si elle veritie le sysdme suivant: 
(4.3) 
(HI - H,)(x(i), ~(0) = 0 
Remargue. Nous parlerons indifferemment de contact tangent a 
l’instant i pour contact tangent A gauche de t; a droite de i, bilateral. I1 
240 J.-P. RAYMOND 
convient alors dans chaque cas de considerer la d&i&e a gauche, a droite 
ou bilaterale de x. 
PROPOSITION 4.4. On a: L,,(H, - H,) = L,,(H, - H2), V(x, p) E U, 
Ld(H, - H2U, p) = (Vgl*(P) -W(p)) VW). Si (x(t), p(t)) wartient d 
U alors on a: 
; (HI - H*)b(th P(t)) = L,l(H, - H*Nx(th P(t))* 
L,, dksigne la d&iv&e de Lie relativement au champ Ai (cf: Appendice). 
Preuve. Des definitions de la derivte de Lie et du champ Ai, on dtduit: 
Compte tenu de la remarque 4.2, il vient: 
L,,(ff, - Hz) = A,, a#4 - Hz) = A22 ap(ff1 -Hz) = L.&f, - Hz). 
De plus, on a 
A ,2(x, P) = VW) et &,(H, - Hz) =Vg: -vgz. 
On a Cgalement: 
; (H, - H&(t), p(t)) =/j(t) &if4 - Hdx(th p(t)) 
= (An a,W, - Hd)(x(t), p(t))> 
ce qui finit d’achever la demonstration de la proposition. 1 
De la proposition 4.4, on deduit le 
COROLLAIRE 4.5. V(X,~)E U, 
a.J,,(H, - H,Nx, P) = a.J,AH, - Hd(x, p) =V’h(x)b,(p) -.dp)), 
QLW, - Hdx, P) = apL,,(H, - Hz)(x, P) = (Vy,(p)-b(p)) Vh(x). 
PROPOSITION 4.6. Soit (x(t), p(t)),, CO, r une trujectoire de 9%( T, ~1, b). 
(x(t), p(t)),, [O,T] est tangente h Z, b l’instant i si et seulement si on a: 
MAi)) -.v2(p(i))) VWiN = 0. 
Preuve. Le resultat decoule de la proposition 4.4, de (4.3) et de l’im- 
plication suivante: VP E R*, 
et WXP) =Y*(P). 
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PROPOSITION 4.7. V(x, p) E U, Vie ( 1,2}, L,,(L,,(H, - H,))(x, p) = 
v2~~X~~~~~~~~~2~~~~~i~~~+~V~~~~~~V~2~~~~~Vh~x~~2~ 
Preuve. L,4i(L,4i(Hl - H2))(X, PI = Ail(x, P) axL,4i(Hl - H2)(x? PI + 
Ai2(X, P) apLAi(Hl - H2)(xT P) = Y;(P) V2h(x)(Yl(P) - Y*(P)) + vh(x) 
(VY,(P)-VY*(p))Vh(x). I 
PROPOSITION 4.8. Si une trajectoire de (4.1) a un contact tangent d’ordre 
au moins &gal ci 2 avec C, d l’instant i alors il existe 1 dans [0, l] tel que 
I’on ait: 
(4.4.i) (x(i),p(i))EC,. 
(4.4.ii) Mi4iN -y2Mi))) VMi)) =O. 
(4.4.iii) MdO) - YAP(i))) V2WW.h(p(i)) + (1 - Jw)y2(p(i))) 
+ OhMi)) -Vy2(p(i)))(V~(x(i)))’ = 0. 
De plus, l’kgalitk (4.4.iii) est kquivalente A: 
(4.4.iv) C&, WA WI - ff2)) + (1 - jwWA2VA2Vf, - H2))l((i)L p(i)) = 0. 
Preuve. Les tgalitks (4.4.i) et (4.4.ii) s’obtiennent avec la 
proposition 4.6. Les solutions de (4.1) vkrifient: 
(4.5) -t(t) E @*(P(t)). 
Dans le cas d’un contact tangent avec Z, A I’instant i, (4.5) s’kcrit: 
i(i) E co{ y,@(i)), y,(p(i))}, soit encore: 
(4.6) 40 = MiW + (1 - 4 Y,(P(~)), avec 1 E [0, 11. 
L’kgaliti: (4.4.iii) s’obtient avec (4.6) et avec l’kgalittt: 
~L,,(H,-H,)(x(r).P(f))i,=i 
= MAi)) -y,Mi))) V*Wi)) 40 
+ (Vy,(pV)) -Vy2Mi))) WxVH VW(i)). 
L’kgalitk (4.4.iv) est alors une consiquence de la propostion 4.8. 1 
Remarque. Si on a: 
(4.7) V2~bWKhMW -y2(p(i)H2 = 0, 
l’kgalitt: (4.4.iii) s’kcrit alors: 
(4.8 1 
hMiN --Y2MW) V2WN YMiN 
+ (VYMi)) -Vy,(p(f)))(Vh(x(i)))* = 0. 
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Lorsque (4.7), (4.4.i) et (4.4.ii) sont verities, now dirons que le contact est 
tangent d’ordre 1 et degtnere. De plus, l’egalitt (4.7) est equivalente a: 
L,,(L.4,(H, - ~2))(40, P(f)) = L,,(L,*(ff, - ff2))(.40, P(O). 
Dans le cas oti l’on a: 
l’egalite (4.4.iii) determine 1 de man&e unique. Ces deux remarques nous 
conduisent a poser les definitions suivantes: 
DEFINITION 4.9. Pour tout point (x, p) de C, , on appelle “condition de 
contact d’ordre 1” l’egalitt: 
(4.9 1 (Yl(P) -Y,(P)) VW) = 0, 
on appelle “condition de degenirescence d’ordre l”, l’egalite 
(4.10) V24X)(Y,(P) -Y*(P))* = 0, 
on appelle “condition de contact degenere d’ordre 2”, l’egalite 
(4.11) 
(Y*(P)-Y2(p))VZh(x)Y,(p)+(VY,(p)-VY2(p))(Vh(x))*=0. 
On pose: 
2: = {(x, p) E C, 1 (x, p) ne veritie pas (4.9)) 
~~={(v)~~II(X,P) veritie (4.9) et ne verifie pas (4.10)) 
Z;* = {(x, p) E Z, I (x, p) veritie (4.9), (4.10) et ne veritie pas (4.11)) 
-qd’= (kPk~A(XJ4 vtrifie (4.9), (4.10) et (4.11)). 
11 nest malheureusement pas possible de rep&enter correctement les 
trajectoires dun espace de dimension 4 traversant une hypersurface (de 
dimension 3) et de visualiser la sous-varittt de cette hypersurface sur 
laquelle les contacts sont tangents. Les figures 4.l.i, 4.l.ii et 4.l.iii iliustrent 
le cas n = 1 (cf. [7, 173). Pour n = 1, Cy est une sous-varittt de R2 de 
dimension 1 et Z;; est constitue de points adherents a 2:. En general, les 
points de C; sont isolts et les autres strates Zid ‘.. sont vides. Le probleme 
ttant a variables separees, ?I(: est parallele a l’axe cl’tquation p = 0. La 
figure 4.1.i correspond au cas 0 E ]yI(p), y2(p)[ et h”(Z) > 0. La figure 4.l.ii 
correspond au cas 0 E ]y,(p), y2(p)[ et h”(x) < 0. La figure 4.l.iii corres- 
pond au cas 0 $ [ y l(p), y,(p)]. (Ces resultats se trouvent detailles dans 
c171.1 
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La remarque suivante essaiera de suppleer a la representation graphique 
dans le cas oti l’espace des phases est de dimension 4. 
Remarque 4.12. Aux points de Zy, les trajectoires de (4.1) ne font que 
traverser C, sans &tre tangentes a Z:, . Aux points de C:, les trajectoires de 
(4.1) satisfont un contact tangent non degbnere d’ordre au moins Cgal a 1. 
Aux points de Zid, les trajectoires de (4.1) satisfont un contact tangent 
d’ordre 1, dtgenere, et ne satisfont pas de contact tangent d’ordre 2. En ces 
points la, les trajectoires de (4.1) ne font que traverser C,. Aux points de 
Zid’, les trajectoires de (4.1) satisfont un contact tangent d’ordre 1, 
degentre et un contact tangent d’ordre au moins tgal a 2. 
PROPOSITION 4.10. Cy est une sowvariktk de classe C” et de codimen- 
sion 1 dans Iw4. L’i est une sous-variktt de classe 67-l et de codimension 2 
duns iw4. 
Preuve. La premiere assertion decoule de ce que Zy est un ouvert de 
Cr. Soit (X, ~7) un point de Z; . I1 existe un voisinage V de (X, p) tel que l’on 
ait: V(x, p) E Vn Z;, 
g?(p) -&b) = 0 et (VgmJ) -V&Q)) Wx) = 0, 
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ou g,, g, sont deux fonctions strictement convexes verifiant: VIE { 1,2}, 
WYP) =YdP). 
On note $ l’application de lR* x R2 dans lR* qui a (x, p) fait correspondre 
(g:(p) -g:(p), (Vgl*(p) -Vg2*(p)) W(x)). L’application lineaire tangente 
T$ en un point (x, p) de V a pour matrice: 
0 I 0 I 
I I 6, ’ 62 
h,,6, +h,*& / h,26, +h2*62 I Vh(x)(V*g:(P)-V*g:(P)) 
Oil 
= V2h(x). 
Avec ces notations, on a: 
V*h(x)(Vg:(p)-Vg:(p))‘= h,,G + 2h,2&6, + h,,G. 
Si le point (x, p) appartient a C{, on a: 
V2h(.Wg:(p) -YG(pH* zo. 
On en deduit que, lorsque (x, p) appartient a C;, l’un au moins des nom- 
bres 6,(h,,6, + h12iS2), 6,(h126, + h2,d2) est non nul. La matrice associee a 
T$ en un point (x,p) est done de rang 2. Le theorbme des fonctions 
implicites permet alors de conclure. 1 
Remarque 4.13. Les points de Z; en lesquels il existe des trajectoires de 
(4.1) qui satisfont un contact tangent d’ordre 2 sont caracterists par: 
(4.14) 
(4.15) 
+ (b,(p) -Vy2(p))Wx))* = 0 
AE [O, 11. 
Pour (x, p) fix&. dans C;, il existe un seul nombre ,I de R verifiant (4.14). 
Lorsque ce nombre 1 n’appartient pas a [0, 11, il n’existe pas de trajectoire 
de (4.1) satisfaisant un contact tangent d’ordre 2 avec C, au point (x, p). 
Lorsque l’on a: ,I = 0 ou 2 = 1, les trajectoires de (4.1) passant par (x, p) a 
l’instant t‘et satisfaisant un contact tangent d’ordre 2 avec C, en ce point, 
vtrilient: 
4fl = Y,(P), aveci=lsiI=leti=2siA=O. 
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Dans ces deux cas, on a g(n(Q) =g**(z?(t‘)). Pour la question de l’existence 
de solution pour 9, de tels points ne posent pas probkme. C’est pourquoi, 
on pose la dbhition suivante: 
DEFINITION 4.11. Cy= {(x,p)~Cfi131~]0, l[, (A, x,p) v&lie (4.14)). 
Remarque. En dimension n = 1, la condition ,I E 10, l[ dans (4.14) 
corrrespond A 0 E ] y,(p), y2( p) [. Les figures 4.1 .i et 4.1 .ii reprksentent done 
l’allure des trajectoires au voisinage d’un point de Zy. Dans le cas de la 
figure 4.l.iii, il ne peut pas y avoir de contact tangent d’ordre 2. 
PROPOSITION 4.12. 
- - 
.E; est un ouvert de 22;. De plus, pour tout (x, p) de 
- - 
Xy, il existe une et une seule solution de (4.1) qui passe par (x,p) et qui 
skjourne sur Cy au voisinage de (2, JY). 
Preuve. L’application de C; dans R qui B (x, p) fait correspondre l’uni- 
que rkel 1 vkrifiant (4.14) est continue. Zy est done un ouvert de 2;. Soit 
(X, p) un point de Zy. Soient g, et g, deux fonctions et I/ un voisinage de p 
vtrifiant (3.1). Soit I le rCe1 tel que (X, X, p) vkrifie (4.14). Le systkme 
diffkrentiel 
(4.16) -f(t) = 4t) VgT(p(t)) + (1 -J(t)) Vg?(p(t)) 
P(t) = Wx(t)) 
l(t) = CV2h(x(t))(Vg:(Pt)) -VgT(p(t))) ‘1-l 
x [ - (V’g?(p(t)) -v2g2*(P(t)))(wx(t)))2 
- (Vgl*(p(t))-Vgf(p(t))) Wx(t)) Vg:(P(t))l 
l(t) E 10, 1 c, avec pour conditions initiales x(0) = X, p(0) =p, 
admet une solution unique (x, I, p) dCfinie sur un intervalle ] -8, E[, oti E - - est un rkel positif. Le point (x, p) appartenant A 2;) on a: 
(4.17) (Vgl*(p)-Vg:(p))Vh(X)=O et t?(P) -g?(P) = 0. 
On a de plus: 
(4.18) Vt E I-E, E[, 
-$ CFsmt)) -vg:(d(t))) W3t)))l 
= [(Vgl*(d) -V&v)) v24~)(~~:(d) + (1 - 1) vg:m) 
+ (V2dYd) -v2g2*(~))(vh(a))21(t) 
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et 
-$ kYd(t) -&G(t))) = mmvt)) -V&al?(f))) VW(f)). 
De (4.16), (4.17), (4.18) on deduit: VIE I--E, E[, 
F&w(~)) -V&u(~))) W-f(t)) = 0 
et 
giwt)) -&G(t)) = 0. 
La solution (2, d) du systeme (4.16) est done une solution de (4.1) qui 
sejourne sur Zy. 1 
HYPOTH~~SE 4.13. (4.13.i) Z;” est une sous varittt de codimension 3 
dans R4. 
(4.13.ii) Cid* est une sous variete de codimension 4 dans R4. 
(4.13.iii) 2; cq, Z;llcg, CidrcF. 
(4.13.iv) Si (x, p) appartient a C\” alors (0,O) n’appartient pas a 
lYl(Ph Y*hJ)C. 
On note @” l’espace C”(R2, R) muni de la topologie de Whitney. 
C; x @” est alors un espace de Baire pour la topologie produit. 
PROPOSITION 4.14. L’hypothese 4.13 es? gPnPrique duns C; x C”. 
Preuve. Montrons tout d’abord que, pour presque tout couple (g, h) 
de @,“xC”, (4.13.i) est verifiee. On note 4 I’application de 
CT x @” x R4 x (R2 x R2 - D), oh D est la diagonale principale de 5X2 x R2, 
dans R’, qui a (g, h, x, p, y, , y2) fait correspondre: p - Vg( yi), p - Vg( y2), 
PY, -g(y,)-~~~+g(y,), (Y, -vz)VhW, V2hfx)(y, -Y~)~. On note C& 
l’application partielle a (g, h) constant. Pour demontrer que (4.13.i) est 
gentrique, il sullit de demontrer que pour presque tout couple (g, h) de 
c,” x cc”, I’application #g,h est transversale a l’origine. D’apres le lemme 
fondamental du theoreme de transversalite de Thorn [4] ou [ 11, il suffit de 
montrer que I’application 4 est elle mCme tranversale a I’origine. 11 suffit 
done de montrer qu’en tout point (g, h, x, p, yl, y2) vtrifiant 
~(~,~,~,P,Y,,Y,)=OIW~, l’application lineaire tangente Tcj est surjective. 
Nous allons montrer que l’application derivee partielle par rapport a 
(g, h) est surjective, le resultat precedent en decoulera. On note 
l’application partielle a (x, p, y,, y2) constant. On a 1’Cgalite: 
= 6 0 i, oh i est l’application qui a (g, h) fait correspondre 
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(g,,g2,g~,g:,g:,g:,h,,h2,h,,,h12,h22)d~finipar:g,=g(y,),g2=g(y2), 
ki,g3=Wyl)9 k:,g3=Wy2), h,h,)=Wx) et 
= V2h(x), 
et oti 6 est l’application de Iw” dans R7 qui i (gl,g2,,g~~g~~$g~~ 
h,, h2, h,,, hlz, h22) fait comspondre p’-g:,p’-gf, P -&p -g$, 
ply; +p’y: -g, -p’y: -p2y:+g,, (Y: -y:)h, + (y:-y;h (Y: -y:)2h, 
+ 2(y:-yy:)(y:-y:)h,,+(y:-y:)2h22, OG Y,=(Y:,Y:), ~2=b444, 
p = (p’, p’). 7’6 est l’application lintaire de ‘IR” dans R’ dont la matrice 
s’ecrit: 
I -110000 0 -1000 000- 0 0-1oooooOy~-y;y:--y; 0 -1 0  0  0  0  0 0 
(Y:-Y:J2 xY-Y:)(Y:--Y:) (Y:--Y2Y 2 
y, etant different de y,, on a toujours: 
yf-yi#O 0l.l y:-y:#o. 
La matrice precedente st done de rang 7. On a done montre que (4.13.i) 
est gentrique. On dtmontre de la mCme facon que (4.13.ii) est gentrique. 
Pour demontrer (4.13.iii), il sunlit de remarquer que l’on a: 
z’d’u.zC’duz’u.zo=4T 1 1 I 1 1. 
Compte tenu des codimensions respectives des sous varietts Cy, ,?I:, ,Z’id, 
Zidr, (4.13.iii) est demontree. Montrons que (4.13.iv) est generique. Soit 
(x,p) un point de Zidr. Supposons que I’on ait: (0,O) E ]y,(p), y2(p)[. 
Dans ce cas, (x, p) veritie le systeme: 
P-vg(Y,(P))=o, P -WY,(P)) = 0, (4.14) 
PYl(P) -g(Yl(P)) -PY,(P) +dY,(P)) = 0, 
Y,(P) Wx) = 0, V2h(Jc)Mp))2 = 0, 
(YI(P) -Ye) VZhWy,(p) 
+ C(V2g(v~(p))-1-(V2g(y,(~))-‘l(Vh(x))2=0. 
Par des arguments de transversalite analogues a ceux developpb pour 
montrer que (4.13.i) est generique, on peut demontrer que pour presque 
tout couple de C,” x C”, if n’existe pas de point (x,p) veritiant (4.14). 1 
505/70/Z-7 
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Nous now interessons maintenant aux contacts tangents des trajectoires 
de 99 avec Z;. 
PROPOSITION 4.15. Soit p un point de SC,. Si (x(t),p(t)),,I-,,., est une 
trajectoire de 9W( T, a, fi) tangente d R2 xp ti I’instant i, alors on a: 
Vh(x(i)) = (0,O). 
Preuue. Les conditions de contact tangent de la trajectoire avec R2 x 3:” 
et avec R2 x 3:’ au point (x(f), p) s’ecrivent: 
(Yl(P) -Y2(A) VW(i)) = 0 
(Y,(P) -Y3(P)) VW(O) = 0. 
Les vecteurs (y,(p)-y2(p)) et (y,(p)-y,(p)) ayant des directions dif- 
ferentes, la proposition est demontree. 1 
Soient j? un point de S;, g, , g,, g, les fonctions strictement convexes de 
la definition 3.7 et V un voisinage de p satisfaisant 3.3. Pour tout i de 
{ 1, 2, 3 }, on note Ai le champ de vecteurs hamiltonien dtfini sur IX2 x V 
par: V(x, p) E R2 x V, 
Ai(X, PI = (W(P), Wx)). 
DEFINITION 4.16. 
.z:p= {(X,p)EC;~Vh(x)#(0,0)}. 
2~;~ = ((x, p) E C; IV/r(x) = (0, 0), det(V’h(x)) #O, 
v(i,j)E {(1,2), (2, 11, (2,3), (3,2), (3, l), (4 3)}, 
L,4i(L,4i(Hi- Hj))(xP PI + O>. 
On a immidiatement la 
PROPOSITION 4.17. .Zy est une sous vari&t+ de L’; de codimension 2 dans 
R2 x R2. C;t est une sous variktk de C;, de codimension 4 dans R2 x R2. 
HYPOTH~SE 4.18. C; = Cg” u Z;’ et C;‘cc’;o. 
PROPOSITION 4.19. L’hypothtse 4.18 est gMrique dans C,” x C”. 
Preuue. 11 sufIit de demontrer a l’aide du lemme fondamental du 
theoreme de transversalitt que l’ensemble des points (x, p) de R2 x R2 pour 
lesquels il existe trois points distincts non align& y i, y,, y, de R2 tels que 
I’on ait: 
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P-wY,)=o, P-wY2)=01 P-vg(Yd=o 
PYI-g(Y,)-PY,+g(Y2)=0, PY2-g(Y*)-py,+g(y,)=O 
VW I= (0, O), 
[det(V%(x)) = 0 ou LAi(H;-Hj))(x,P)=o avec 
(i,j)E ((L2h (2, l), 12, 31, (3,2), (3, lh (L3)flT 
est vide. Le preuve est analogue a celle developpee pour la 
proposition 4.14. 1 
5. DEFINITION DES FONCTIONS k ET /-REGULARITY DE g** SUR Q2, 
On rassemble dans ce paragraphe un certain nombre de resultats qui 
nous seront utiles par la suite. 
DI~FINITION 5.1. Pour tout y de Q, , on pose: 
k(y)=yl(Vg**b4 et ~(Y)=Y2m**(Y)). 
PROPOSITION 5.2. k et 1 sont des fonctions de classe UY-’ SW l’ouvert 
J-2,. 
Preuue. S, est une sous variete de classe C=“, de dimension 1. Soit 
lo,, 8, [ un ouvert non vide de R et p un parametrage local de S, de 
l’ouvert It?,,, 0i [ sur un ouvert S de S,. Montrons que l’application de 
IO, 1C x I&,, a,C d ans Q, qui a (A, 0) fait correspondre y(A, 6) defini par: 
YC~ 0) = lly,(~uw + (1 - +AP~) 
est un diffeomorphisme de classe @“- ’ de 10, l[ x lo,,, 8, [ sur un ouvert 
0, inclus dans Q,. 11 sufit pour celd, de montrer que cette application est 
inversible. L’application lineaire tangente de l’application precedente a 
pour matrice au point (A, e): 
(5.1) 
( 
Yt -y: ns;+(l-n)s; 
YY-Y: ns;+(l-n)s; ) 
od yi= (y;,y:)=yi(p(e)), Si=(Sf, h;)=Vg:(p)vp(e), avec iE {1,2}. 
Montrons que la matrice (5.1) est inversible. La matrice M definie par 
M= mewe)) + (I- 4 v2mw 
est symetrique et delinie positive. De plus, on a: A6, + (1 - 1) 6, = MVp(0). 
Montrons que les vecteurs 126, + (1 -A) 6, et y, -y, sont de directions 
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diffhentes. Supposons le contraire. Si 16, + (1 - A) b2 et y, -y, ont meme 
direction, il existe un rCe1 c non nul tel que l’on ait: MVp(8) = c( y, -y2), 
soit encore 
(5.2) Vp(tq=cM-‘(y, -y*). 
Le vecteur VP(~) est tangent g S, au point p(B) et le vecteur y1 -y, est nor- 
mal g S, en ce point. Avec (5.2), on a done: 
Ceci est en contradiction avec le fait que M- ’ est symttrique, dtlinie, 
positive. On en dkduit que les vecteurs y, -y, et 16, + (1 - 2) d2 sont de 
directions diffhentes. La matrice (5.1) est done inversible. L’application qui 
i y de 0, fait correspondre le couple (A, 0) d&i par: 
(5.2) Y = ~Y,(P(W) + (1 -iI Y2MQ) 
est done de classe C” ‘. 11 en est de m&me de l’application partielle qui h y 
fait correspondre 0 d&hi par (5.2). L’application qui h y fait correspondre 
yl(p(e)) est done de classe C+’ et cette application est l’application k. 
Pour des raisons analogues I est de classe en-‘. 1 
COROLLAIRE 5.3. g** est de classe C”- ’ sur Q, . 
Preuve. 11 suflit de remarquer que, pour tout y de Q,, on a: 
g**(y)=g(k(y))+Vg(k(y))(y-k(y)). i 
PROPOSITION 5.4. Pour tout y de 52,, la matrice V2g**( y) est de rang 1. 
Preuve. De l’Cgalit6: g**(y) = g(k( y)) + Vg(k( y))( y -k(y)), on dCduit 
l’kgalitt: 
(5.3) Vs**(Y)=Vg(k(y))Vk(y)+(V*g(k(y))Vk(y)(y-k(y))) 
+Vg(k(y))-Vg(k(y))Vk(y). 
Etant don& que l’on a: Vg**( y) = Vg(k( y)), avec (5.3), on obtient: 
(5.4) V2g(k(y))Vk(y)(y-k(y))=(0,0). 
De 1’kgalitC Vg* *( y) = Vg(k( y)), on dkduit 
(5.5) V’g” *( v) = V*& y)) W v). 
Avec (5.4) et (5.5), on obtient 
(5.6) V’g**(y)(y-k(y))=(O,O). 
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Ceci prouve que V*g**( y) n’est pas de rang 2. Geometriquement, l’egalite 
(5.6) decoule de ce que g** est affine sur le segment [k(y), I(y)] lorsque y 
appartient a Sz, . 
Montrons que, pour tout y de Q,, V’g**( y) ne peut &tre de rang 0. 
Soit j un point de Q, et X le reel vtrifiant: j = Ik( j) + (I- 2) I(j). 
Pour 8 appartenant a ] -E, + a[, avec E > 0, on pose: y(B) = 
;Ivl(Pum + (1 - 2) YAP(W), ou la fonction p est un parametrage local de S1 
veritiant l’egalite y(O) = j;. Cette fonction p v&tie l’egalite: 
vg**(JJ(e)) =‘40 0 n en dtduit: VP(~) = V*g**(y(e)) Vy(B). Etant donne 
que l’on a Vp(0) # (0, 0), la matrice V’g**( y(8)) ne peut etre de rang 0, elle 
est done de rang 1. 
6. CONDITIONS N~CESSAIRES ET SUFFISANTES D'EXISTEN~E 
DE SOLUTIONS POUR 9 
Les stratifications de C, et de .Z; deduites des conditions de contact vont 
nous permettre de montrer que, si Y( T, ~1, B) n’admet pas de solution, alors 
toute trajectoire de 9?%?( T, u, a) sejourne durant un intervalle de temps 
[to, t,] contenu dans [0, T], soit sur ,Z’y soit sur ,Z’sr. 
PROPOSITION 6.0. Pour toute trajectoire (-4th p(t)),, ro, TJ de 
39(T, CC, p), les ensembles suivants sont de mesure non nulle: 
B,(x)= {TV LO, TlIWLAN~~~j 
B,(x)= {tc [0, T]I(x(t),p(t))ECi -2: et s(4t)) #g**(w)) 
B,(x) = (t E CO, TlIMt), p(t)) E G’} 
B4(x)= {tE CO, Tll(x(~Lp(~))~~‘;” et sMt)) #g**(w)). 
Preuve. Pour B,(x) et B3(x), le resultat dtcoule de la remarque 4.12. 
Pour B,(x) le resultat decoule de la remarque 4.13. Les points de ,Z’id’ sont 
isoles dans R4. Supposons qu’il existe un point (X, p) de Cid’ et une trajec- 
toire (x(t), p(t)),, co,rl de 9%? telle que l’on ait: 
Mes{ tE CO, TllMt), p(t)) = 6, PI et gG(f)) #s**(i(f))} # 0. 
Une telle situation suppose que I’on ait: 
a 0) E 1.Y,m Y*(P)t-. 
Or l’hypothese (4.13.iv) exclut une telle possibilitt. 1 
PROPOSITION 6.1. Les trajectoires de 9?@( T, ~1, /?) sont de classe 62’ par 
morceaux au voisinage des points de 2:. 
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Preuve. - - Soient (x, p) un point de 2: et V un voisinage de (X, p) 
vtritiant 1’Cgalitt: V= ( Vn Zy) u ( Vn CT) u ( V n Z-,). Supposons que pour 
i = 1, 2, le champ Ai soit dtfini en tout point (x, p) de V. 11 est evident 
qu’une trajectoire de 9% est continue au voisinage d’un point de CO. 
Soit (x, p) un point de Vn Cy. Au voisinage de ce point, les trajectoires 
de 9% ne rencontrent C, qu’en des instants isoles. Le rtsultat de regularite 
de la proposition (au voisinage de ce point) en dbcoule. 
Soit (~WJ(N~,~~,~~ une trajectoire de 9% passant par un point (X, p) 
de Cy a l’instant t‘. Dans ce cas, on a: 
L,I(H, - H,)(-c P) = 0 = L,AfJ, - ff,)(% PI, 
L,,(L,,(ff,- H,))(%ES) # ~/l*(~,*(H, - ffd)Gc PI, 
3 E IO, 1 c, (~L,I(LI(ff, -Hz)) + (1 - 2) LASWA2(ffL - ff,)))K PI = 0. 
Supposons que I’on ait: 
L,,(L,,(H, - H2))G PI ’ L,,(LM(H, - H*))(% P). 
Alors, il existe M positif et E positif tels que I’on ait: 
(6.1) VIE [i-s, r-+&l, (x(t),p(t))~ l’ 
et LAI(LAI(H, - H2))(x(th P(l)) > hf> 0 
> -M>~,,(~,*(ff, - H,))(x(t),P(f)). 
Si la trajectoire quitte C, a l’instant t, de l’intervalle [i, i+ a/2], on a 
a(t:)=y,(p(t,)) ou $t:)=y&(t,)), ou i(tT) dtsigne la derivee a droite 
de x en t,. Dans le cas oh l’on a i(t:)=y,(p(tl)), on peut Ccrire: 
(HI - ff*)(X(tl), At, 1) = 03 
$uH, -%)GwAoLr: =L,,(L,,(H, -H2))(X(tl),P(t,))>M. 
Compte-tenu de (6.1) on deduit d’une part que l’on a: Vt E ]tl, i+ E[, 
(ff, - H2)(X(f), P(t)) > 0, 
L,,(H, - ffdcf(t), P(t)) > 0, 
L,I(LA1(H, - ffJ)(X(t),P(t)) > MY 
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d’autre part que cette trajectoire ne rencontrera a nouveau Z, que pour t 
superieur a i+ E. Le cas oh l’on a: a( t: ) = y,(p( tl)) se traite de facon 
analogue. Supposons maintenant que l’on ait: 
(6.2) LAI(LAI(HI - H2))(% PI < ~.4,(~,4,(H, - H*))(%D). 
11 existe A4 et E positifs tels que l’on ait: 
(6.3) t/t e [i-c, i+ E-J, (x(t), p(t)) E V 
et LA,(LAI(HI-H*))(X(t),P(t))< -M<O 
< ilk L,,(L,AH, - H,))(x(t), P(t))* 
Si la trajectoire quitte Z, a l’instant t, de l’intervalle [i, f+ s/2], et si I’on a: 
i(t:)=y,(p(t,)), il existe q positif tel que l’on ait: VtE]t,, t, +q[, 
(HI - H*)(x(t), p(t)) < 0, 
L,I(H, - H2)(x(t),P(t)) < 0, 
LAI(LAI(HI - H,))(x(tL p(t)) < -M, 
i(t) = A :(x(t), p(t)). 
On aboutit a une contradiction. (On ne peut avoir simultanement H, < H2 
et C? = A f .) Lorsque (6.2) est veritib, les trajectoires de (4.1) ne peuvent pas 
quitter Zy. (Nous verrons plus loin que de telles trajectoires ont solutions 
de (4.1) mais ne sont pas des trajectoires de 9%.) Les arguments develop- 
pes pour t superieur a i sont aussi vrais pour t inferieur a f. L’ensemble 
{ t E [i- E, i+ &11(x(t), p(t)) E C, n V} est done une reunion tinie d’inter- 
valles ouverts et l’ensemble (te [i-E, i+c]((x(t),p(t))EL’,n V} est une 
reunion finie d’intervalles fermts. (E est le reel positif pour lequel (6.1) et 
(6.3) sont verities.) La proposition est done demontree. I 
PROPOSITION 6.2. - - Soit (x, p) un point de .Z’;‘. S’il existe we trajectoire - - de 9%4?( T, c(, /?) qui rencontre (x, p) aux instants (t,),, N, oit (t,),, N est me 
suite de rPels distincts, convergente vers i, alors on a: 
0 
VA(X) = (0,O) et (O,O)~co{y,(~),i=l,2,3}’ 
Preuve. Soit (x(t), p(t)),, ro,T1 une trajectoire de 9% satisfaisant les 
hypotheses de la proposition, on a: 
lim x(i) -x(&J 
1. - i i- t, 
= (O,O)Eax(t]cco{ y,(p), i= 1,2,3}, 
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et 
lim P(f-l -P(tJ 
I, + i i- t, 
= (0,O) =@(i) =Vh(x). 
L’hypothese (3.1 l.iii) permet alors de conclure. 1 
PROPOSITION 6.3. Les trajectoires (x(t), p(t)),, c0, =, de 9?%( T, ~1, p), qui 
Gjournent SW Zy durant l’intervalle [to, t,], vPr$ient: Vt E [to, tl], 
v2w(Y,Mt) -YAPW))’ > 0. 
Pi-ewe. Soit (x(t), p(t)),, co,T1 une trajectoire de 9?9i? qui sejourne sur 
Cy durant l’intervalle [to, tl]. Pour t2 et t, deux points distincts de 
[to, tl], on pose: 
J(x) =j’j (g**@(t)) + h(x(t))) dt. 
12 
En Ccrivant la formule de Taylor a l’ordre 2, on obtient: Vue Wtm(f2, t3), 
vtls Ct2, t31, Vat [lo, 11, 
+;if3V2g**(i(t)) ti2(t)dt+0(z3), 
12 
ou 0(a3) est inliniment petit d’ordre 3. La fonction x est solution de CRC@ et
verifie les conditions d’optimalite d’ordre 2, on a done: 
(6.4) i‘” V2h(x(t)) u2(t) dt + I’! V’g**(n(t)) ti2(t) dt 30. 
12 12 
Pour tout t de [t2, t3], on a: y1(p(t))#y2(p(t)). On peut choisir un 
systeme de coordonntes dans R2 tel que, pour i = 1, 2, y’, (p(t)) - yi (p( t)) 
garde un signe constant. (On a pose y, = ( yi, y:) et y, = (~4, y$).) Dans ces 
conditions, il existe une fonction ,I continue sur [t,, t3], a valeurs dans Iw 
et vtritiant: 
(6.5.i) j:: a(t)(yl(p(t))-yy,(p(t))) dt= (0, Oh 
(6.5.ii) ;1 s’annule en un nombre fini de points dans l’intervalle [t2, t3], 
(6.5.iii) Vte Ct2, t31, a(t) + 4t)(yl(p(t)) -y,Mt))) E Q,. 
On pose ti(t)=A(t)(yl(p(t))-y2(p(t))), (6.4) s’ecrit alors: 
j’ a(e)(y,(p(e))-y,(p(e))) de 
> 
2 
dt a 0. 
12 
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Avec le theoreme de la moyenne, on obtient: 
ou in ]t2, t3[. De l’inegalite prtcedente et de (6.5.ii), on deduit qu’il existe 
un intervalle ] t4, ts[ inclus dans [t2, t], sur lequel i ne s’annule pas et tel 
que l’on ait: 
La deuxieme formule de la moyenne nous donne: 
v2h(x(t~)(Y,(p(B)-Y2(P(8)))2 1” w de ( ,4 )‘BO, avecflElt4,t5C, 
soit encore: 
v24xmYl(Pm -Y2mm2 z 0. 
Pour passage a la limite lorsque t, tend vers t,, on obtient: 
v2w(t2))h(P(t2)) -Y2(P(t2N2 a 0. 
Etant donne que l’on a: 
v24x(t2NMP(t2)) -Y2(P(t2)))2 z 0, 
la proposition est demontree. 1 
PROPOSITION 6.4. Soit (x(t), p(t)),, Co,r, WE trujectoire de 9%?( T, LX, fi). 
Si on a: 
MesitE CO, TlI(x(t),p(t))~~;} ZO, 
- - 
alors il existe un intervalle [to, t,] inclus duns [O, T] et (x,p) un point de 
2;’ tels que I’on ait: tit E [0, T], 
(4th P(f)) = t-f, a 
et la matrice V’h(.f) est dkfinie positive. 
Preuve. De la proposition 4.15, on dtduit: 
MesItE CO, TlI(x(t),p(t))~~S} =Mes{t~ CO, Tll(x(t),p(t))E~>- 
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Les points de C;’ ttant isolts dans R4, si l’on a: 
alors il existe (X, @) dans ,Z’;l tel que l’on ait: 
MesItE CO, ~lI(xMW= Lf,P)} ZO. 
De la proposition 6.2, on dkduit alors: 
0 
(0, 0) l co{ y,(p), i= 1, 2, 3). 
Soient g,, g,, g, trois fonctions satisfaisant la d&inition 3.7 et V un 
voisinage de p satisfaisant 3.3. Pour (i,j, k) appartenant A { (1, 2, 3), 
(2, 3, I)> (392, l,>, on note Vi l’ensemble dkfini par: vi = {p E V( g*(p) > 
g:(p) et g*(p)>gk*(p)}. Si la trajectoire (~(t),p(t)),,~,, T1 quitte (X,p) A 
l’instant i et si l’on a a(i+) = yi(p), pour des raisons analogues A celles 
dheloppkes dans la preuve de la proposition 6.1, il existe E positif tel que 
I’on ait: Vt E [i, i+ E], 
p(t) E Vi et (x(t), p(t)) z (K a. 
Si la trajectoire quitte (X, p) A I’instant i et si l’on a i(t + ) = 
AJJi(p) + ( 1 - A) y,(p), avec 1 E 10, 1 [, de la proposition 6.2, on dkduit qu’il 
existe E > 0 tel que I’on ait: Vt E [i, i+ E], 
(x(t), P(f)) E T, p(r) E sg, 
i(t) = A(t) V&f+YP(f)) + (1 - A(t)) vgJ%w 
(07 0) + L-V&%(~))~ b$(PwH> 
avec A(t) E 10, 1 [, 
et 
Des deux remarques prkkdentes, on dtduit que si l’on a: 
alors il existe un intervalle [to, tI] inclus dans [0, T] tel que l’on ait: 
‘dt E CkJ, fll, 
(x(t), p(t)) = G P) et to# t,. 
Montrons maintenant que la matrice V2h(x) est dChie positive. On note 
J(x) =s” (g**@(t)) + h(x(t))) dt. 
10 
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Par abus d’kriture, on note X l’application: t + X, le dkveloppement i 
l’ordre 2 de J nous donne: ‘JUG W$m(t,,, tl), Vor E [0, 11, 
J(r+cw)--J(X)=;~r’V2h(i)u2(Qdl 
10 
+; I” V*g**(O, 0) C*(t) dt + 0(a3), 
10 
oti 0(a3) est un inliniment petit d’ordre 3. L’tgalitk V*g**(O, 0) = (i X) et 
les conditions d’optimalitt du deuxi&me ordre nous donnent: 
(6.6) VUE W(y(tg, t,), s ” V*h(x) u*(t) dt 3 0. 10 
On pose u(t) = A(t) U, oti u est un vecteur constant et 1 une fonction de 
C’( [to, tl], R) vitrifiant: 
(6.7) s 
11 
i(t)dt=O et s ” l,*(t) dt > 0. 10 to 
L’inkgalitt (6.6) s’itcrit alors: 
(6.8) V*h(X) U* s” A*(t) dt > 0. 
hl 
De (6.7), (6.8) et du fait que dkt V*h(%) #O, on dttduit que la matrice 
V*h(%) est dtfinie positive. 1 
DI~FINITION 6.5. On appelle courbe critique minimum de type I associke 
au couple (g, h), une trajectoire (X(t),P(t))rECO,r,, de (4.1), vtritiant: 
V’tE co, t,l, 
i(t)&,, 
(Yl(D(t)) -Y*(P(t))) VW(t)) = 0, 
v2w(tM.Ylw)) -Y*(m)))* > 0 
On appelle courbe critique minimum de type II associke au couple (g, h), 
une trajectoire (X(t), p(t))t, R de (4.1), vkrifiant: Vt E R, 
2(t) = x, OilitER2, 
vg**(o, 0) E s; 
0 
(0,O) E co{ y;(vg**(o, O)), i= 1,2,3} 
V&q = (0,O) 
V*h(.?) est une matrice dtfinie positive. 
258 J.-P. RAYMOND 
FIGURE 6.1 
La figure 6.1 illustre un exemple de courbe critique de type I. La courbe 
(x(t)3 P(t)),, Iw definie par x(t) = (0, t) et p(t) = Vg**(O, 1) est une courbe 
critique minimum de type I associee aux fonctions g et h de la figure. En 
dimension 1, les courbes critiques de type I sont rtduites a des points isoles 
et l’allure des trajectoires au voisinage d’un tel point est don&e par la 
figure 4.1.i. 
Remarque. Une courbe critique de type II se reduit a un point de 
l’espace des phases. La figure 6.2 illustre un exemple de courbe critique de 
type II. Le point (X, Vg**(O, 0)) est une courbe critique minimum de 
type II associee aux fonctions g et h de la figure 6.2. 
PROPOSITION 6.6. Si 9’( T, LX, p) n’admet pas de solution, il existe une 
cow-he critique minimum de type I ou de type II drcfinie sur un intervalle 
[0, tl] in&s dans [0, T], avec t, #O. 
Preuve. La proposition 6.6 est une consequence immediate des 
propositions 4.1, 6.0, 6.1, 6.3, 6.4. 1 
La proposition suivante ttablit une reciproque: 
FIGURE 6.2 
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PROPOSITION 6.7. S’il existe une courbe critique minimum de type I ou de 
type II associee au couple (g, h), alors il existe des conditions aux limites 
(T, M, /?) pour lesquelles ,Y’( T, CI, /?) n’admet pas de solution. 
Remarque. La dkmonstration a kti: faite par F. Klok dans [8] pour une 
courbe critique minimum de type I dans le cas d’un problkme h variables x 
et f non s&par&es. I1nous a semblC inttressant d’en donner ici une autre, le 
probEme traiti: ici Ctant $ variables x et .T? s&parCes, la dtmonstration est 
beaucoup plus courte et met bien en Cvidence les arguments ous-jacents, g
savoir: 
L’absence de convexiti. de g ** dans une direction donnCe et la stricte 
convexitt de h dans cette m6me direction permet de trouver des minima 
locaux stricts de .9?@. 
Pour des conditions aux limites convenables, on montre que ces minima 
locaux sont en fait des minima globaux qui ne Grifient pas la CNS 
d’optimalitC (1.3 ). 
On retrouve done le m&me type de situation qu’en dimension 1 [2-lo]. 
LEMME 6.8. Soit X une fonction de classe @’ dejmie sur un intervalle 
[0, t,] a valeurs dans lQ2. Pour tout E posit& il existe n positty tel que pour 
tout T inferieur a n, toute solution x de 9B(T, x(O), X(T)) satisfasse: 
SUP 11X(t)--x(t)11 GE. 
O<I<T 
Preuve. Ce lemme est de m&me nature que le lemme 5.3 de [2] et le 
lemme 6.10 de [lo]. 
Soit x une solution de .9%%‘( T, X(O), X(T)), on a: 
s or (g**(i(t)) + h(x(t))) dt sjr o (g**($t)) + h(x(t))) dt. 
On note M = supr E c0, r, g **(i(t)). Compte-tenu de l’estimation (1.2), on a: 
Cj~~~x(t)I~“dt<TM. 
0 
De plus, pour tout y de R2, on a: 11 yll < 1 + I( ylly. Avec l’intgalitk 
prCcCdente, on obtient: 
. 
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Pour tout t de [0, T], on a: 
Il.x(t)-x(O)11 < joT Ili(t)ll dt< T 
lb(t) - x(f)ll G lb(f) -4O)ll + lb(O) -3O)lI + IL@) - -f(t)ll 
< T $+ 1 +,E”;‘oa”~, Ili(t)ll x T. 
( > 
Le lemme est done dtmontrk. 1 
LEMME 6.9. Soit (Z(t), p(t))l, Co,r,, une courbe critique minimum de 
type I. Soit E positif et q un rkel positif infdrieur ri t I satisfaisant le lemme 6.8. 
I1 existe y10 dans 10, ~1 tel que l’on ait: 
(6.9) pour tout T de 10, ~~1, pour toute bisolution (x,p) de 
Pg( T, W), 3 T)), SUP, c,<TIIP(t)-P(t)lI GE. 
Preuve. 1” partie: Soit T dans [IO, ~1, soit (x, p) une bisolution de 
99?( T, X(O), X(T)), on a: 
(6.10) s :(n**(a(t))+h(x(t))) dt d j’ o (g**@(t)) + W(t))) dt. 
Du lemme 6.8, de (6.10), de la rkgularitk de h et celle de X, on dkduit qu’il 
existe une constante K positive telle que l’on ait: VTE [0, ~1, 
I 
T 
g**@(t)) dt < KT. 
0 
De cette dernikre irkgalitk, on dtduit 
(6.11) Inf g**(i(t)) d K. 
fE [O. 77 
De plus, il existe 1 dans R* tel que l’on ait: 
(6.12) Pour presque tout t de [0, T], 
Vg**(a(t)) = j’Vh(x(H)) d0 + 1 et i(t) E ag* 
(s 
‘W+(B)) de + I . 
0 0 > 
Du lemme 6.8, de (6.11) et (6.12), on dkduit qu’il existe R, , tel que l’on ait: 
(6.13) Pour tout T de 10, ~1, pour toute solution x de 
5?G@(T, X(O), X(T)), pour tout t de [0, T], .2(t)E B((0, 0), R,), oh 
B((0, 0), R,) est la boule de lR* de centre (0,O) et de rayon R,. 
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2” partie: On a de plus, VIE [0, T], 
Du lemme 6.8, on deduit qu’il existe R, dans iw*, tel que l’on ait: 
(6.14) Pour tout T de 10, ~1, pour toute bisolution (x,p) de 
P9f(T, X(O), X(T)), pour tout t de 10, T], pi B(p(O), R,T), oti 
B(p(O), R, T) est la boule de centre p(O) et de rayon R, T. 
3” partie: Notons m(T) le point de R* defini par m(T) x T= J,‘k(t) dr. 
On dtsigne par E,(T), E2( T), E3( T), E4( T) et D(T) les ensembles uivants: 
E,(T)= {y~B((0,0), R,)Iy’>,m’(T)ety23m2(T)} 
E,(T)= {y~B((0,0), R,)Iy’>m’(T)ety2dm2(T)} 
J&(T)= {yEB((O,O), R,)ly’dm’(T)ety*6m*(T)} 
E4(T)={~~~B((0,0),R,)ly1dm1(T)ety2>,m2(T)} 
D(T)=(E,(T)uE,(T))n(E,(T)uE,(T)), 
oil m(T) = (m’(T), m’(T)) et y = ( y’, y*). 
Remarque 6.15. On supposera que l’on a choisi le systeme de coordon- 
nees de facon que D(T) soit tranversale a la front&e de 52 I et qu’au point 
d’intersection l’angle forme par D(T) et la tangente A la front&e de Q, soit 
de mesure suptrieure a un reel 0 strictement positif independant de T. On a 
par exemple une configuration de ce type dans la figure 6.3. 
On note 4 le diffeomorphisme de R2 - 0 dans IL!* - (S, u S,) qui A y fait 
correspondre Vg**( y). 
On pose: Pour i~{1,2,3,4}, Fj(T)=d(Ei(T)n([W2-a)). 
On note A,(T) la frontiere commune a F,( 7’) u F4( T) et a F2( T) u F,(T). 
On note A,(T) la front&e commune a F,(T) u F2( T) et a F,(T) u F4( T). 
n(T) designe le point d’intersection de A,(T) et A,(T). 
Compte tenu des conditions aux limites, la trajectoire (p(t)),, EO, rI rencon- 
tre soit F,(T) u F3(T) soit F4(T) u F2( T). En effet, si elle restait par 
exemple dans F,(T) uF2(T), on aurait: 
pour presque tout t de [0, T], k’(t) < i’(t), 
et les conditions x’(0) = X’(O), X’(T) = x’(T) ne seraient pas realisees. Pour 
des raisons analogues, la trajectoire n’est pas entierement contenue dans 
F,(T) u F3( T) ou dans F3( T) u F4( T) ou dans F4( T) u F,( T). 
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FIGURE 6.3 
La remarque 6.15 et le fait que 4 soit un diffeomorphisme permettent 
d’affirmer qu’il existe 6 dans I%*, tel que l’on ait: 
Pour tout i de { 1, 2, 3,4}, pour tout T de 10, ~1, il existe un cone 
Cj( T) d’origine x(T), d’angle 6, tel que Ci( T) n (u:= I Fi( T) soit 
inclus dans F,(T). 
Supposons que la trajectoire (p(t))! t rO, T, rencontre F, ( T) u F,( T), trois 
cas sont alors possibles: 
lo cas: la trajectoire passe par rc( T). 
2” cas: la trajectoire rencontre F,(T). 
3” cas: la trajectoire rencontre F4(T). 
Examinons le 2” cas. Dans ce cas, la trajectoire rencontre les deux demi- 
droites frontier-es de C,(T). En raison de (6.14), on a: 
Dans le 3” cas, on obtient la meme inegaliti et dans le 1” cas, on a: 
lb(T) -ill G R, T. 
4” partie: On sait de plus que la trajectoire (p(t)),, rO,T1 est contenue 
dans A,(T). On peut demontrer qu’il existe I dans [0, T] tel que l’on ait: 
p(i) = n(T). De plus, par des arguments analogues a ceux developpts dans 
la deuxieme partie, on montre qu’il existe Rx, independant de T, tel que la 
trajectoire (D(f)),, co, r~ soit contenue dans la boule de centre p(i) et de 
rayon R, T. De l’inegalite: 
lIAt)-Af)ll d IlP(t)-P(O)ll + llP(O)-P(OlI + Ilii(o-P(fN> 
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on ditduit: 
ll~(f)-P(t)11 < R2 T+z+ Rj T. 
Le lemme est alors dkmontrke. 1 
Preuue de Iu proposition 6.7. Soit (Z(t), p(t)),, Co,r,, une courbe critique 
de type I. Raisonnons par l’absurde, supposons que @‘(T, X(O), X(T)) 
admette une solution pour T dans [0, tl]. Pour tout t de [0, t,], les 
matrices V2g( y ,( p( t))) et V2g( yz( p( t))) sont dtfmies positives. I1 existe R, 
et p dans iw*, tels que l’on ait: 
(6.16) Vte[O, t,], Vz~B((0,0), R,), tli~ {1,2}, 
V2g( y,(p(t)) + z) est une matrice symttrique dkfinie positive dont 
la plus petite valeur propre est supkrieure ou &gale A ,u. 
(B((0, 0), R4) est la boule de Iw’, de centre (0, 0) et de rayon R4.) 
De la rkgularitk de g, on dkduit qu’il existe E > 0 tel que l’on ait: 
(6.17) VTE [0, t,], ‘it, [0, T], pour toute bisolution (x,p) de 
P( T, X(O), X(T)), 
lip(t)-P(t)ll <&*iEvj:r Ilyi(p(t))-~(f)ll <Rd. 
I 3 
Du lemme 6.9 et de (6.17), on dkduit qu’il existe ‘lo positif tel que l’on ait: 
(6.18) Pour tout T de 10, qO], pour toute bisolution (x,p) de 
Y( T, Z(O), X(T)), pour presque tout t de [0, T], 
p(t)ES,uS, et Min II yi(P(t)) - 4t)ll < RI. IE (1,2} 
Pour tout T de 10, qO], on pose: 
J(I)=f’(g**(~(t))+h(x(t)))dr. 
0 
On a: 
(6.19) Pour toute solution x de 9(T, X(O), X(T)), 
+ s oT; v,qx(t) + e (x(t) -x(t)))(x(t) - -f t))’ dl 
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+ TVg**(i(r))(i(r)-i(t)) dt I 0 
+ j” 
11 
$%( WI+ s(t)(a(t)-y,(t)))(a(t) -wP,(t))’ dt 
+ @t)Mt) -h(t)))@(t) -.FzW)* & 
ou, pour i = 1, 2, yi( t) = y,(p(t)) et I, est l’ensemble sur lequel 
i(t)=A:(x(t),p(t)), et oh @t)e]O, l[. 
De plus, (X, p) &ant solution de (4.1) et veritiant X(0) = x(O), X(T) = x(T), 
on a: 
(6.20) jT {Vh(x(t))(x(t)-x(t))+Vg**(i(t))(i(t)-i(t))} dt=O. 
0 
Du lemme 6.8 et de la definition dune courbe critique minimum de type I, 
on deduit qu’il existe q, dans 10, q,] et des constantes a,, , u12, a,,, tels que 
I’on ait: 
(6.21) az2 > 0, pour tout T de 10, ~~1, pour toute bisolution (x, p) de 
P( T, X(O), X(T)), pour tout t de [0, T], 
ou (x(t)--.?(t))” est la projection orthogonale de (x(t) -i(t)) sur 
j,(t) -j*(t), et (x(t) - T(t))’ est la projection orthogonale de (x(t) - x(t)) 
sur un axe orthogonal a jl(t) -j2(t). 
Compte tenu de (6.16) (6.18) (6.19) (6.20) et (6.21), on a: 
(6.22) 
J(x)-J(x)>;JoT all ll(x(t)-3t))‘ll’ 
+2a,,II(x(t)-x(t))~Il Ilbw--x(tH”ll +~z211(x(t)--x(t))“I12 
+P ,Ey,i:, IIY~(~)-~.(~)l12} dt. 
De 1’Cgalite $t)=A(t)j,(t)+(l -A(t))y2(t), ou A(~)E JO, I[, on dtduit: 
(6.23) iEy;:, II~i(+4t)l12~ llG.(t)--(t))q2, 
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ou (a(t) - i(t))’ dtsigne la projection orthogonale de i(t) - i(t) sur un 
axe orthogonal a y,(t) - jj2( t). On dtsigne par U(t) un vecteur de R2, de 
coordonntes (cos cr(t), sin a(t)), normal a y,(t) -y2(f), od a est une 
fonction reguliere de f. On note d(t) = x(t) - X(t), d(t)’ = (x(t) -R(t))’ et 
d(t)’ = (x(t) -Z(t))“. Avec ces notations, on a: 
ST lld(t)‘112 dr = Jr (d(r) U(r))2 dr, 0 0 
IT Ild(r)‘j12 dr = Jr (J’ (d(0) U(O) + d(8) o(O)) df9)2 dr, 0 0 0 
soit encore: 
(6.24)J1~jd(r)L[12dr=J’(J’d(8) U(8))2dr+2Jo’J~d(B) U(8)dB 0 0 0 
X J’d(c)) ~(8)dSdr+JT(J’d(0) i$kl)dt3)2dr. 0 0 0 
Par des majorations classiques, on obtient: 
(6.25) 2 JT J’ d(e) u(e) de x J’ d(e) iye) de dr 
0 0 0 
T 
< J (I ‘d(e) u(e)de ‘dr+JT(J’dfe) O(e)de)'dr 0 0 ) 0 0 
<T 
(J 
T Id(e) u(e)1 de)2 + T( J+’ Id(e) O(e)1 dD)’ 0 0 
(6.25) < T2 i,‘@(e) u(e))2 de + ~~ IT (d(e) ir(e))2 de. 0 
remarque l’on : d(e) ir(e)=d(e)%(e). On pose 
fi Sup,, co,qol k(r). y:ec (6.24), eat (6.25), on obtient: 
(6.26) JoT/ld(r)lI12dr~T2 JT(d(r)‘)2dr+kT2JT(d(r)0)2dr, 0 0 
ou d(r)l = (i(r) - i!(r))‘. Les inegalites (6.22), (6.23), (6.26) permettent 
d’ecrire: 
‘J~~l~,rl,J~~~-J~~~~~Jo~{~~22-~~~ll~~~~~-~~~~~oll2 
Il(~W--.W)‘l12 dr. 
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Etant donnt que l’on a: az2 > 0, il existe v dans 10, ~1 et q2 dans 10, s,] tel 
que l’expression prkckdente soit strictement positive pour tout T de l’inter- 
valle 10, q2]. Ceci est en contradiction avec le fait que x soit solution de 
99, la premihre partie de la proposition est dtmontrke. Supposons qu’il 
existe une courbe critique de type II. Soit (x(t), p(t)),, w = (2, Vg**(O, 0)) 
une telle courbe (rkduite en fait B un point). Du Lemme 6.8 et de la 
dC!inition d’une courbe critique minimum de type II, on dCduit qu’il existe 
rj tel que I’on ait: 
Pour tout T de [0, ~1, pour toute solution x de $‘W( T, X, X), pour 
tout t de [0, T], V2h(x(t)) est une matrice symktrique difinie 
positive et I/x(t) - Xl1 < E, oti E est un rCe1 strictement positif. 
On en dCduit que X est l’unique solution du problkme strictement convexe: 
Inf (g**(a(r)) + h(x(t))) dt, x E ( W’,4(0, T))‘, x(0) = x(T) = X, 
Vt E CO, Tl, lb(t) - XII d E 
1 
et que 9(T, X, .T) n’admet pas de solution. 
Des propositions 6.6 et 6.7, on dkduit le 
THBOREW 6.10. Soit (g, h) un couple de fonctions vt%jIant les 
hypotheses (l.l), (1.2), (3.11), (4.13), (4.18), une condition nkessaire et 
suffisante pour que, pour toutes conditions aux limites (T, u, j?), le probkme 
9( T, a, 8) admette au moins une solution, est qu’il n’existe pas de courbe 
critique minimum de type I ou II, associke ci (g, h). 
Des propositions 3.12, 4.14, 4.19 et du thtorkme 6.10, on dtduit le 
TH~OR~ME 6.11. Pour presque tout couple (g, h) de CT x Cm, une con- 
dition ntkessaire et suffisannte pour que, pour toutes conditions aux limites 
(T, a, /?), le probkme 9( T, a, fi) admette au moins une solution, est qu’il 
n’exisbe pas de courbe critique minimum de type I ou II, associke h (g, h). 
7. Exemple 
Comme dans le texte qui prkctde, pour x et y dans R2, on pose 
y= (y’, y2) et x=(x’, x2). g et h sont difinis par: g(y) = 
Min(g,(y),g,(y),g,(y)} et h(x)=fx’, avec 
gdY)=f(Y'- l)2+4(Y2- II2 
g2(Y)=f(Y1+1)2+q(Y2--1)2 
g,(Y)=f(Y1)2+t(Y2+ 1J2. 
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Bien que g ne verifie pas l’hypothese de regularite (l.l), les resultats de 
rtgularite ntcessaires a I’obtention du theoreme 6.10 sont encore vrais et 
nous allons voir que ce theoreme est applicable a l’exemple present. Un 
simple calcul montre que 52 est la partie connexe du plan ayant pour 
front&e les demi-droites D,, D,, D3, D4, D,, D, representees dans la 
figure 7.1. A r, A,, A3 ont respectivement pour coordonnees (1, 1 ), ( - 1, 1 ), 
(0, -1). 
Q, est la reunion des trois demi-bandes hachurees; i.e., 0, = 
Q - co{ A, A, A, ). Si on note ai le couple de coordonnees du point A,, on a: 
vie { 1, 2, 3}, 
gi(.Y)=411Y-ail12 et g”(p) =~(p’)* + f(p’)* + Uip. 
Pour (i,j)~ ((1,2), (2,3), (3, l)}, la sous variete 3’y est la courbe 
dequation g,?(p) = g,*(p) (voyez la figure 7.2). On obtient done: 
3;’ est la droite d’equation p1 = 0 
gf3 est la droite d’equation p’ - 2p2 = 0 
Sir est la droite d’equation p’ + 2p2 = 0. 
FIGURE 7.1 
505/70/2-8 
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FIGURE 7.2 
On a de plus s; = ((0, 01, S$=@ s,=s;2vs~‘vs;~, 
OiI 
s;1= {pE[W2lpl+2P2=O,P’>o}. 
11 est clair que l’hypothbse 3.11 est vtrifiee. On a: 
c, = ( R2 x s:*> v ( R2 x $3) u (W x ST’). 
Nous allons determiner les conditions de contact avec la sowvariete 
R2 x Si2 de C,, la technique est la m&me pour les deux sous-varittes 
R2x Si3 et R2xS3’ 1 i . Si p appartient a Si* et si X(x,p, . ) atteint son 
minimum en deux points y, et y,, on a: y: =y: et yi = 1, y: = - 1. La 
condition 4.9 de contact d’ordre 1 s’ecrit done ici: 
Etant don& que yi = y: et yi - yi = 2, on obtient x1 = 0. On a de plus 
V*h(x) = (A y), la condition de dtgenerescence d’ordre 1 nest done jamais 
rtalide. On en deduit: 
z; n (FP x s;‘) = ((x, p) E R2 x s;2 (xl = O} 
21id n (IX* x Si’) = 0 = Cidr n (R* x Si*). 
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L’hypothbe 4.13 est tvidemment veriliee. La condition (4.4.iii) de contact 
tangent d’ordre 2 s’krit ici: 
oh I depend de t et y: et y: sont des fonctions de p(t). Dans notre exempie, 
elles sont constantes, y: = 1 et y: = - 1. On obtient done A(t) = 4. On en 
d&hit que si G(t), F(t)L, Co,r,l est une courbe critique minimum de type I, 
on aura: 
(on pouvait aussi le deduire de x’ = 0). On trouve toutes les courbes 
critiques minima de ,Y, n (R2 x S:‘) en resolvant l’equation (4.1), qui peut 
s’ecrire ici: 
x =x2 ‘1. * (2 est un indice superieur et non un carre). 
On obtient done Z’(t) = a ch t + h sh t, oti a et h sont determines par X*(O) 
et p2(0). De plus, on a i=Vg:(p)=Vg:(p) lorsque (.?(t),p(t)),ECo,,,, est 
une courbe critique minimum de type I dans C, n (R2 x S:‘). Ceci donne: 
i2=p2+l, soit encore: jP=asht+bcht-1. Dans Z,n(R*xSf*) les 
courbes critiques minima de type I sont done delinies par: Vt E R + , 
x’(t) = 0 
X*(t) = a ch t + h sh t 
p’(t)=0 
p’(t)=ash t+bch t-l 
et X2(O) = a, p2(0) = h - 1. Les courbes critiques minima de type II sont 
delinies par: 
VIZ(x) = (0,O) 
p = (0, 0). 
On en dtduit que ((0, 0), (0,O)) est la seule courbe critique minimum 
de type II. De plus, l’hypothbe 4.18 est vtrilite. Le thtorbme 6.10 est 
applicable et il permet d’exhiber des conditions aux limites pour lesquelles 
B n’admettra pas de solution. Donnons deux exemples. De ce qui precede, 
on deduit que la courbe 
(-f(t), P(t)),, R+ = ((0, sh(t+ I)), (0, ch(t+ I)- l)),, Iw, 
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est une courbe critique minimum de type I. Pour tout T de R:, il existe un 
ouvert voisinage de (T, (0, sh( l)), (0, sh( T+ 1))) tel que, pour toute con- 
dition aux limites dans ce voisinage, 9’ n’admette pas de solution. De 
m&me, pour tout T de R:, il existe un voisinage de (T, (0, 0), (0, 0)) tel 
que, pour toute condition aux limites dans ce voisinage, B n’admette pas 
de solution. 
Conclusion. Les resultats obtenus dans cet article semblent pouvoir etre 
ttendus, aux difficult& techniques pres, a des problemes plus generaux 
(variables non separees, dimension superieure, controle optimal,...). 
Une remarque s’impose: la non-existence de solution est toujours 
obtenue (dans les problemes ttudies jusqu’a present) par la simultaneite de 
la stricte convexitt locale de la fonctionnelle dtfinissant le problbme relaxe 
et l’absence de stricte convexite de l’integrande (delinissant cette fonction- 
nelle) par rapport a la variable i. (La stricte convexite est obtenue a cause 
du role jod par x.) Cette situation donne, pour des conditions initiales 
appartenant a un ouvert non vide convenable, l’unicite de solution 
pour 9?%. 
Ceci nous amene a poser la conjecture suivante: “Si 99 admet deux 
solutions distinctes presque partout alors 9 admet au moins une solution.” 
Bien que ne formulent pas explicitement cette conjecture, P. Marcellini 
dans [16] se pose le probleme du lien entre l’unicite de solution pour le 
probleme relax& et la non-existence de solution pour le probleme initial. 
(Les problemes etudits dans [16] sont dtfinis par des inttgrandes de 
fonctions delinies sur IR” a valeurs dans R.) 
APPENDICES: TOPOLOGIE DE WHITNEY-THBORCMES DE TRANSVERSALITI? 
Soient X et Y deux varietes de classe Cr. On note C “(X, Y) l’ensemble 
des applications de X dans Y indefiniment, continument differentiables. 
Pour tout g de Cm(X, Y), pour tout x de X, pour tout k de N, P,g(x) 
designe la partie reguliere du developpement de Taylor a l’ordre k de g en 
x, on pose: 
jkdx) = tx7 pkdx))v 
Jk(X, Y) = {jkg(x)lxE Xet gE Coo(X, Y)}. 
On note j”g l’application de X dans Jk(X, Y) qui a x de X fait correspondre 
j”g(x). Cette application est appelee k-jet de g et J”(X, Y) est appele espace 
des k-jets (ou aussi jets d’ordre k) de C”(X, Y). La topologie @” de 
Whitney sur V(X, Y) est la topologie metrisable dtfinie de la facon 
suivante: Une suite fn converge vers f dans Cnj(X, Y) pour la topologie Cm 
de Whitney si et seulement si: 
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(1) il existe un sous ensemble compact K de X tel que, pour tout k de N, 
j”f, converge uniformtment vers j”f sur ZC 
(2) il existe IZ,, de N tel que pour tout n suptrieur a n,, fn est identique a 
f sur WK. 
(Pour plus de details, consulter [4].) 
La topologie de Whitney sur C; sera la topologie induite par C” 
sur C,7-. 
DEFINITION. Soient f un element de C “(X, Y), W une sous variete de Y 
et x un point de X. f est transversale a W au point x si et seulement si, on 
a: [f(x)+ WI 0~ Cf(x)E W et Trcx, y= Tf,,,w+ (Tf )x (LY)l. Tf(.Y,Y 
(respectivement Tfc,, W ou T,X) designe l’espace tangent a Y (respec- 
tivement a W ou a X) en f(x) (respectivement en f(x) ou en x). (Tf), 
designe l’application lintaire tangente a f en x. “f est transversale a W en 
x” se note f iii W en x. Si f est transversale a W en tout point x de X, on dit 
que f est transversale a W sur X et on note f 5 W. 
LEMME FONDAMENTAL DU TH~~OR~ME DE TRANSVERSALIT& Soient X,B, Y 
trois sous varietes de classe @” et W une sous variete de classe @” de Y. 
Soit 1+3 une application de classe C” de Xx B darts Y. Pour tout b de B, on 
note 9, I’application de X darts Y definie par: 
&Ax) = 4(x> b). 
Si 4 est transversale a W sur Xx B (ce qui se note 4 Zi W), alors I’ensemble 
{b E Bldh ii? W} est dense dans B. 
THBOR~ME DE TRANSVERSALIT~ DE THOM. Soient X et Y deux 
varietes de classe C”, W une sous variete de Jk(X, Y). On pose 
T,,.= {feCm(X, Y)ljkf W>. Al ors, T, est un Gb dense dans @“(X, Y) 
pour la topologie Ccc de Whitney. (Un G6 est une intersection denombrable 
d’ouverts.) 
On delinit les espaces de multijets d’ordre k de la facon suivante: 
JLCX Y) = { (j”f (x1 ), . . ..j”f (x,))l(x, , . . . . x,) E p et f E Cm(X, Y)}. 
j: f est l’application de x” dans Jk(X, Y) qui a (x,, . . . . x,) fait corres- 
pondre (jk(x,), . . . . jk(x,)) (m E N *). 
Le thtoreme precedent s’etend aux espaces de multijets. 
TH~OR~ME. Soient X et Y deux varietes de classe C”, W une sous variete 
de JL(X, Y). On pose: T,= {fe@“(X, Y)ljtf 6 w}. T, est un G, dense 
duns C”( X, Y) muni de la topologie @” de Whitney. 
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APPENDICE 2. ESPACE DES PHASES-DERIV~E DE LIE 
Polaire-Bipolaire 
Soit g un element de C”(lR2, R), avec n 2 3, veriftant l’hypothbe 1.2. On 
appelle polaire de g, l’application de lR* dans R, notee g*, detinie par: 
g*(p)=-$$ (YP-g(y)). 
Remarques. (1) Les hypotheses faites sur g font que le Sup est atteint, 
c’est pourquoi g* est a valeurs dans R. 
(2) Si g est convexe, g* est la transformee de Legendre de g. 
(3) g* est une fonction convexe, elle nest pas toujours (i.e., pour 
toute fonction g) partout differentiable t dans la suite, on notera 8g*(x) le 
sous differentiel de g* en x. 
On definit de la mCme man&e la polaire de g*, notee g**. On peut 
demontrer que g* * est une fonction de classe C’ et que c’est la plus grande 
fonction convexe minorant g. On demontre tgalement que la polaire de 
g ** est identique a g* [3]. On a done: 
Si on note j un point en lequel l’application y + yp -g**(y) atteint son 
maximum, on a: 
g*(p)=jp-g**(j) et p=Vg**(j). 
On peut Cgalement ecrire: g**(j) = @ - g*(p). Autrement dit p est le point 
en lequel l’application: p + jp -g*(p) atteint son maximum. On en deduit 
que les trois conditions suivantes sont Cquivalentes: 
(i) g**(Y) +g*(P) =.W. 
(ii) p = Vg**( j). 
(iii) 7 E as*(p). 
Espace des Phases 
Les solutions x de $P%?( T, c(, /I) verifient l’equation d’Euler: 
pour presque tout t de [a, /I?], Vg**(i(t)) = {‘Vh(x(B)) de+ A. 
0 
Si on pose p(t) = IbVh(x(B)) de + ,I, l’equation d’Euler est equivalente au 
systeme: 
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pour presque tout t de [cr, p], 
p(t) = vg**G(r)), 
Jqt)=Vh(x(t)). 
De ce qui precede, on deduit que l’equation d’Euler est aussi Cquivalente a 
p.p. tout t de [a, /?I, 
i.(t) E %*Mt)) 
d(t) =Vh(x(t)). 
DEFINITION. On appelle espace des phases des problemes 9( T, CI, /?) 
et ??B(T, a, /?) l’espace de dimension 4 decrit par les coordonntes 
(x’, x2, p’, p’), oh x = (x1, x2) et p = (p’, p’). En d’autres termes, l’espace 
des phases de 9 et .9X est le fibrt cotangent a R2, il posdde une structure 
naturelle de varittt symplectique [ 151. 
DerivPe de Lie 
Soit A = (A’, A2) une fonction de [F(lR’, rW)12. Le systeme 
(S) 
i(t) = A’(W, p(t)) 
P(t) = ‘ew> p(t)) 
dtfinit dans un intervalle de temps [ -E, E], avec E > 0, une trajectoire 
(x(t), P(t)),, [ --C,c] unique passant par le point de coordonnees (2,~) A 
l’instant t = 0. Pour t dans [ -E, E], on note A’ l’application de R4 dans R4 
detinie par A ‘(2, p) = (x(t), p(t)), oti (x,p) est la solution de S veritiant 
x(0)=X, p(O) =p. Lorsque les solutions de (S) peuvent 6tre definies sur 
tout R, I’ensemble des applications A’, pour t E R, est muni d’une structure 
de groupe pour la loi de composition des applications, et l’on a: 
A’oAS=A’+S Ce groupe est appelt flat du systeme (S) et le champ de 
vecteur A est appele champ de vitesses du flot. Le vecteur A(%, p) est 
tangent a la trajectoire (A’(,t,p)),, R et l’on a: 
$ (A’@> P))] = A@, P). 
I=0 
Cette egalite justitie evidemment l’expression “champ de vitesses du flot.” Si 
H est une application de R2 dans R, on appelle dtrivee de Lie de H en 
(x, p), la derivte de H en (x, p) dans la direction du champ A, on la note 
L, H(x, p). On a done: 
H(x+1A1(x,p),p+1A2(x,p)) 
2 1 1=0’ 
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soit encore: 
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L,ff(x,p)= [ 
t$11+g$12 (x,p), 1 
Remarque. La dtrivte de Lie est done une d&iv&e directionnelle g 
direction variable. On vtrifie facilement que l’on a aussi: 
c4f4x,P)=~ CH(A’(x,p))],=,. 
Pour tout complkment, le lecteur pourra consulter le livre de V. Arnold 
[ 151 dont je me suis moi-mbme inspirt: pour rkdiger cet appendice. 
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