We study the Dirac equation:
Introduction
We are concerned with the existence and multiplicity of stationary states for the nonlinear Dirac equation
for the function ψ : R × R 3 → C 4 representing the wave function of the state of an electron. Here x = (x 1 , x 2 , x 3 ) ∈ R 3 , ∂ k = ∂/∂x k , G : R 3 × C 4 → R, c denotes the speed of light, m > 0 the mass of the electron,h is Planck's constant, and α 1 , α 2 , α 3 and β are the 4 × 4 complex matrices:
with
Such an equation has been widely used to build relativistic models of extended particles in relativistic quantum mechanics (cf. [7, 13] ). Assuming that G satisfies G(x, e iθ ψ) = G(x, ψ) for all θ ∈ R, we are looking for solutions of the form ψ(t, x) = e ihϑt u(x). These are the stationary solutions of (1.1). The function u : R 3 → C 4 has to solve −ich
2)
The solutions we find are localized in the sense u ∈ 2 q<∞ W 1,q (R 3 , C 4 ). Dividing (1.2) byhc, we are led to study
where a > 0 and ω ∈ R. In [18] one can find a discussion of functions F which have been used to model various types of self-coupling. We shall always assume that F u (x, u) = o(|u|) as |u| → 0. In recent years a number of papers appeared dealing with the existence and multiplicity of stationary solutions. In [1, 2, 8, 17 ] the so-called Soler model This ansatz leads to a system of ODEs for v(r), w(r), r = |x|, which can be solved using the shooting method. Of course, suitable hypotheses on H were required, and the approach depends heavily on the special form of F and the ansatz (1.4) . Another model nonlinearity studied in [14, 18] is 
H (s) · s θH (s)
for all s ∈ R, some θ > 1 holds. The authors obtain infinitely many solutions for the Soler model exploiting the inherent symmetry F (u) = F (−u). They work on the space E s ⊂ H 1/2 (R 3 , C 4 ) of functions of the form (1.4) and perturb the function F appropriately so that the perturbed variational integral satisfies the Palais-Smale condition. Then they apply well-known variational methods to the perturbed functional on E s . Solutions of (D) are obtained by carefully controlling the passage to the limit from the perturbed functionals to the unperturbed one. The paper [12] also deals with more general nonlinearities F (u) where (1.3) does not hold and the ansatz (1.4) does not apply. The authors show the existence of one (nontrivial) solution provided F ∈ C 2 (C 4 , R) satisfies various growth and sign conditions. An example of such a general nonlinearity is the function
Here one cannot work on the space E s and the Palais-Smale condition does not hold even for the perturbations, due to the invariance of (D) under translations. The idea of [12] is to produce a Palais-Smale sequence by a linking argument and then to use concentration compactness arguments in order to obtain a solution. [12] does not contain a multiplicity result in the general case. The problem here is that the solutions are not obtained as strong limits from the Palais-Smale sequence but only as weak limits (after suitable translations). Thus even when one has different linkings producing different Palais-Smale sequences it is not clear how to distinguish the weak limits.
Motivated by [12] we investigate the Dirac equation by using some recently developed critical point theorems from [5] . The class of nonlinearities which we treat differs in two ways from those in the other papers mentioned above. First, F = F (x, u) may depend on x and is periodic in each of the variables x 1 , x 2 , x 3 . Second, F (x, u) is asymptotically quadratic or superquadratic in u as |u| → ∞. Consequently, F (x, u) → ∞ as |u| → ∞ which excludes the Lorentz invariant nonlinearities mentioned above. There F (u) may vanish even for large values of |u|.
We obtain infinitely many solutions if F is even, not only for superquadratic F but also in the asymptotically quadratic case. We only require |ω| < a, not −a < ω < 0 as in the other papers. The multiplicity result has to be interpreted carefully. As a consequence of the periodicity of F (x, u) in x 1 , x 2 , x 3 , given a solution u any translate k * u = u(·+k), k ∈ Z 3 , is also a solution. Thus there exists a Z 3 -orbit of solutions. The infinitely many solutions which we obtain correspond to different Z 3 -orbits. Observe that, when F is independent of x then one solution u generates a 3-dimensional manifold of solutions y * u = u(· + y), y ∈ R 3 , consisting of infinitely many Z 3 -orbits. In this case we do not obtain any additional solutions.
The Z 3 -periodicity has another effect: the functional associated to the problem does not satisfy the Palais-Smale condition. In [9] a weaker version of the Palais-Smale condition was introduced for a Z-periodic problem; see also [20] . It was shown that this condition suffices to yield a deformation lemma. However, in these papers the functionals are of mountain pass type which is not the case here. In fact, our functional is strongly indefinite. In [3] [4] [5] we developed some critical point theory for strongly indefinite functionals satisfying a weak version of the Palais-Smale condition closely related to the one from [9] , adapted to the strongly indefinite case. This critical point theory can be used here.
The above mentioned results also apply to the more general equation
with a potential V periodic in the x k -variables. We also have results if neither V nor F are periodic provided there is some control on V (x) as |x| → ∞ which excludes the case that V is constant. Here we obtain infinitely many solutions even if F is independent of x. These results hold withh > 0 being arbitrarily fixed in (1.1). Finally, we treat the singular limit caseh → 0. For a certain class of potentials V and nonlinearities F we can show that the number of stationary states becomes arbitrarily large ash → 0. The paper is organized as follows. In Section 2 we state the hypotheses and our main results. In Sections 3 and 4 we formulate the variational setting and provide basic estimates on the spectrum of the linearization. After collecting in Section 5 the abstract critical point theorems which we need, we prove our theorems for asymptotically quadratic F in Section 6, and for superquadratic F in Section 7. Finally, in Section 8 we consider the singular limith → 0.
Main results
We consider the equation
with a > 0 and shall always assume
This includes the case where F ∈ C 1 (C 4 , [0, ∞)) does not depend on x. For our first results we also require
Concerning the behaviour of F as |u| → ∞ we begin with the asymptotically quadratic case. Setting
we require:
0, and there exists
) if in addition to the above assumptions F is even in u and satisfies
Here two solutions u 1 and u 2 are said to be geometrically distinct if k * u 1 = u 2 for all k ∈ Z 3 where (k * u)(x) = u(x + k). As mentioned already in the introduction, if F does not depend on x then the infinitely many geometrically distinct solutions may all be translates of the form y * u of one solution u with y ∈ R 3 .
Next we consider the superquadratic case where we assume:
, and there are σ > 3 and r, c 2 ,
The hypothesis (F 7 )(i) can be weakened. It is sufficient to require thatF (x, u) → ∞ as |u| → ∞ uniformly in x ∈ R 3 . We assume (F 7 )(i) for simplicity. 
Now we consider equations with a Soler potential:
We are interested in the influence of the potential V : R 3 → R on the existence of solutions. First we consider periodic potentials:
The hypotheses (F 3 ) and (F 4 ) will be replaced by
Here are some examples where the assumptions apply.
Example 2.4.
. 
where μ ∈ (2, 3) and 0 < < μ − 2. (c) (F 6 ) and (F 7 ) hold if there are q > 2 and κ > 3/2 such that 0 < qF (x, u)
Next we consider Soler potentials of the harmonic oscillator type:
This hypothesis is satisfied if V (x) → ∞ as |x| → ∞, for instance.
Remark 2.8. In Theorem 2.7 we only considered superquadratic nonlinearities. With the methods developed in this paper it is easily possible to consider asymptotically quadratic nonlinearities, and to obtain multiple solutions if the asymptotic term b(x) is large enough. Observe that in Theorem 2.7 we do not make any restriction on the number ω, and we do not need assumptions like (F 4 ) except for F being even. Moreover, the proof will show that in the even case there exists a sequence of solutions having the energy unbounded.
Finally, we study (1.1) in the the singular case 0 <h 1 with a nonlinearity of the form
Dividing (1.1) by c and re-organizing the terms yields the equation
Setting λ = 1/h and v = λ 1/(p−2) u, we are led to study the equation
with a > 0 and λ > 0 large. We assume: 
Variational setting
We will denote by [11] ). It is unbounded from above and from below. In order to investigate the spectrum of A we consider
, σ e (S) and σ c (S) denote, respectively, the spectrum, the discrete spectrum (i.e., the set of eigenvalues of finite multiplicity), the essential spectrum and the continuous spectrum of a self-adjoint operator S on L 2 .
Lemma 3.1.
Proof. (a) is obvious. (b) follows from the inequality
(c) Suppose (V 2 ) holds and define
Then we have for any b > 0 [6] ). Hence, by a theorem of Weyl
Since b > 0 is arbitrary it follows that σ (
The domain D = D(A) of A is a Hilbert space with inner product
Let (e n ) n∈N be an orthonormal basis of eigenfunctions of A 2 associated to the eigenvalues μ n , n ∈ N, and set
Consider a weakly converging sequence u n u in D, and define w n = u n − u and C := sup n w n 2 D . Given ε > 0 we choose k ∈ N so that C/μ k < ε/2. Since P k w n → 0 as n → ∞ there exists n 0 ∈ N so that P k w n 2 D < ε/2 for n n 0 . Therefore we have
Now we consider the operator A. Let (E γ ) γ ∈R and (F γ ) γ 0 denote the spectral families of A and A 2 , respectively. Recall that
see [11, (3.96) in Chapter VIII].
Proof. (a) can be obtained directly by Fourier analysis (cf. [12] ).
(b) Assume (V 1 ) holds. Using (3.1) and Lemma 3.3(b) we obtain
If A has an eigenvalue η with eigenfunction u = 0 then [19] ). It follows that A has only continuous spectrum. Finally,
and (b) follows.
(c) By Lemma 3.1(c), for all γ 0 we have
Let u be a corresponding eigenfunction and set
where I 2 is the unit matrix in C 2 . Then α k J = −J α k for k = 1, 2, 3 and βJ = −J β.
Observe that we have an orthogonal decomposition
) be the Hilbert space equipped with the inner product
There is an induced decomposition
which is orthogonal with respect to both (·,·) L 2 and (·,·).
Lemma 3.4.
with equivalent norms, and a|u| 2 2
Proof. The lemma follows easily from Lemma 3.2 and an analysis of interpolation spaces. In fact, using the (complex) interpolation
and if (V 2 ) holds then the embedding
is continuous. Moreover in the case of (V 2 ), using Lemma 3.3(c) and the proof of Lemma 3.2(b) one sees that E embeds compactly into L τ for τ ∈ [2, 3). 2
The solutions of the equations (D) and (D) V will be obtained as critical points of the functional
Parameter-dependent spectral properties
In this section we assume that (V 3 ) is satisfied and investigate the spectrum of the operator 
Similarly to Lemma 3.1 we have Lemma 4.1.
Proof. (a) Similar to (3.1) we have for u ∈ D(A 2 λ ):
(b) Fix λ 1 and define
where
for all λ 1. Finally, all elements below μ e (A 2 λ ) are eigenvalues of finite multiplicity. 2
By Lemma 4.1, A 2 λ has λ eigenvalues, counted with multiplicities, below the infimum of the essential spectrum.
The kth Rayleigh quotient is by definition
. Choose a nonempty bounded domain Ω 0 ⊂ Ω and consider the restriction 
Proof. (a) follows directly from Lemma 4.1. As before, using (3.2) we see that for each
be the Hilbert space equipped with the inner product
λ . Then we have induced decompositions
These are orthogonal with respect to both (·,·) L 2 and (·,·) λ . Similar to Lemma 3.4 we have: 
Correspondingly, A λ splits into
and the domain splits as
denote the best Sobolev constant of the imbedding
Lemma 4.5. For any q ∈ (2, 6) there is C q > 0 independent of λ 1 such that
Proof. First of all, Lemma 4.1 implies
and therefore 
where C q = (a 1 S −1 ) 3(q−2)/4q which is clearly independent of λ. 2
We have also the decomposition 
Proof. Since p ∈ (2, 3) we have q := 2p/(4 − p) ∈ (p, 6). We consider the two interpolation couples {Y 0 , Y 1 } and
and X + = X 0 + X 1 be equipped with the norm
It is known (cf. [19] 
The Calderón-Lions interpolation theorem (cf. [19] ) now implies ı(
which implies
here
Next we choose a sequence ϕ m ∈ C ∞ 0 (Ω, C 4 ) satisfying 
This implies
and therefore
As a consequence we deduce
and obtain
. . , m}. Now we see that
and Ω m := m j =1 supp ϕ j , the Hölder inequality, (4.7), and (4.8) imply
. Now (b) follows from (4.8) and (4.9). 2
On E λ we define the functional
for all τ 2.
Critical point theorems
In this section we collect for the readers convenience some abstract critical point theory which we developed recently in [5] ; see [3] and [15] for earlier versions of some results.
Let E be a Banach space with direct sum decomposition E = X ⊕ Y and corresponding projections P X , P Y onto X, Y , respectively. For a functional Φ ∈ C 1 (E, R) we write From now on we assume that X is separable and reflexive, and we fix a dense subset S ⊂ X * . For each s ∈ S there is a semi-norm on E defined by
We denote by T S the induced topology. Let w * denote the weak*-topology on E * . Suppose: The following theorem is a special case of [5, Theorem 3.4 ]; see also [15] . In order to obtain infinitely many critical points we need the following hypotheses: In our applications we take S = X * so that T S is the product topology on E = X ⊕ Y given by the weak topology on X and the strong topology on Y . The hypothesis (Φ 0 ) follows from the following:
Then Φ satisfies (Φ 0 ).
A proof can be found in [5, Proposition 4.1].
The asymptotically quadratic case
In this section we prove Theorems 2.1 and 2.3. We begin with the proof of Theorem 2.3. Recall the functional Φ defined on the space E = H 1/2 (R 3 , C 4 ) = E − ⊕ E + , given by (3.3):
F (x, u).
In order to apply the critical point theorems from Section 5 we set 
Proof. The first conclusion follows easily because
and we obtain the second conclusion. 2
Lemma 6.2. There is ρ > 0 such that
Proof. Choosing q ∈ (2, 3), it follows from the assumptions that for any ε > 0 there is C ε > 0 such that F (x, u) ε|u| 2 + C ε |u| q for all (x, u). Therefore,
for all u ∈ E. The desired conclusion now follows easily from (6.1) and (6.2). 2
As a consequence of Lemma 3.3 we have
We choose a number γ such that
Since A is invariant under the action of
infinite-dimensional, and
For each n ∈ N, take an element e n ∈ (E γ n − E γ n−1 )L 2 with e n = 1 and define Y n := span{e 1 , . . . , e n }, E n := E − ⊕ Y n .
Lemma 6.3. sup Φ(E n ) < ∞ for each n ∈ N, and there is a sequence R n > 0 such that
Proof. By (6.4) and the form of Φ it is obvious that sup Φ(E n ) < ∞. For n ∈ N fixed we now show that Φ(u) → −∞ as u → ∞, u ∈ E n . Suppose to the contrary that there exists M > 0 and a sequence u j ∈ E n with u j → ∞ and Φ(u j ) −M for all j . Then the normalized sequence v j := u j / u j satisfies (up to a subsequence) v j v, v
Using (6.2) we obtain as j → ∞: 
for u ∈ E. By (6.4), (6.3) and v + = 0 there holds
hence, there is a bounded domain Ω ⊂ R 3 such that
It follows from Lebesgue's dominated convergence theorem that
Thus, using (6.5)-(6.7) we obtain 0 lim inf
As a consequence, we have:
Proof. By our assumptions we have Ψ (u) 0. Thus Proof. Let (u j ) ⊂ E be a (C) c -sequence: 
For any s ∈ (ν, 3) we chooses satisfying max{2, s} <s < 3. Using the Hölder inequality we get
(6.10)
On the other hand, for any ε > 0, there exists ρ ε > 0 such that
It follows from
(6.10) and |F z (x, u)| c 1 |u| for all (x, u) that Now we turn to the multiplicity. Assume (F 5 ) is also satisfied and F is even in u. Then Φ is even and (Φ 4 ) holds as a consequence of Lemma 6.3. Let K := {u ∈ E \ {0}: Φ (u) = 0} be the set of nontrivial critical points. The proof of Theorem 1.3 will be completed in an indirect way. Namely, we show that if K/Z 3 is a finite set (6.11) then condition (Φ 5 ) is satisfied. Then we apply Theorem 5.3 and obtain an unbounded sequence of critical values which contradicts (6.11). So we now assume (6.11). Let F be a set consisting of arbitrarily chosen representatives of the Z 3 -orbits of K. Then F is a finite set by (6.11), and since Φ is odd we may assume F = −F . If u = 0 is a critical point of Φ, then
by (F 4 ). It follows that there are 0 < θ ϑ with 
Proof. The argument proceeds as in [15] (see also [10] ), so we only give a sketch of the proof. First of all, (u m ) is bounded by Lemma 6.5. It follows that Φ (u m ) → 0 and
thus c 0. Assume now that (u m ) does not converge to 0. As before, the concentration compactness principle implies that either (u m ) is vanishing in which case |u m | p → 0 for all p ∈ (2, 3), or it is nonvanishing. Fixing a p ∈ (2, 3), by (F 2 ) and (F 3 ), for any ε > 0 there is C ε > 0 such that For ∈ N and a finite set B ⊂ E we define
An argument similar to one from [9] or [10] shows
As a consequence of Lemma 6.6 we have the following:
Lemma 6.7. Assume (6.11). Then Φ satisfies (Φ 5 ).
Proof. Given a compact interval
Thus it follows from (6.15) that inf u
In addition, A is a (C) I -attractor by Lemma 6.6, and A is bounded because u max{ ū :ū ∈ F} for all u ∈ A. 2 This can be proved as before. Next we obtain:
Proof of Theorem 2.3 (Multiplicity). Assume by contradiction that (D)
In order to see this we introduce the following norm on E:
With ω 0 = min{a − ω, a + ω} and using (6.1), (6.2) we have
It suffices to show that ( u n ω ) is bounded. Arguing indirectly we assume that u n ω → ∞ and set v n = u n / u n ω . Then by the concentration compactness principle [16] , (v n ) is either vanishing which implies |v n | p → 0 for all p ∈ (2, 3), or it is nonvanishing. Recall that a sequence (w n ) ⊂ E is vanishing if, for each r > 0, lim n→∞ sup a∈R 3 B r (a) |w n | 2 = 0. It is nonvanishing if there are r, η > 0 and (a n ) ⊂ R 3 such that lim sup n→∞ B r (a n ) |w n | 2 η. Clearly, in the nonvanishing case we may assume (a n ) ⊂ Z 3 by enlarging r if necessary. Therefore the proof of Claim 2 will be completed if we show that (v n ) is neither vanishing nor nonvanishing.
Assume (v n ) is vanishing. By definition
hence by (6.17):
We set
where δ 1 is the constant from (F 4 ). By (F 4 ) and (6.16)
However, it follows from (6.17) that
Assume (v n ) is nonvanishing and setũ n (x) = u n (x + a n ),ṽ n (x) = v n (x + a n ), ϕ n (x) = ϕ(x − a n ) for any ϕ ∈ C ∞ 0 . We then have with
This yields
so it follows from (F 3 ) and the dominated convergence theorem that
This implies that Aṽ
that is,ṽ is an eigenfunction of the operator A 2 = −Δ + a 2 contradicting the fact that A 2 has only continuous spectrum. Finally, repeating the arguments of the proof of Theorem 2.3, we obtain the desired results. 2
Superquadratic case
In this section we prove Theorems 2.2, 2.5, and 2.7. Obviously Theorem 2.2 is a special case of Theorem 2.5 corresponding to V (x) ≡ 0. For the proof of Theorem 2.5 we consider as before the functionals
We also choose a strictly increasing sequence
and elements e n ∈ (E γ n − E γ n−1 )L 2 with e n = 1, and define Y n := span{e 1 , . . . , e n } and inf Φ(B ρ ), where B n = {u ∈ E n : u R n }.
Proof. (a) is clear because
where p := 2σ/(σ − 1) ∈ (2, 3). This together with (F 2 ) implies that, for any ε > 0 there is C ε > 0 satisfying
for all u ∈ E + and ε small. It remains to check (c). Note that, as a consequence of (F 6 ) there is R > 0 such that 
Observe that by (7.1)
It follows that
As a consequence of Lemma 7.1(c) we have: 
We then have
Note that by (F 7 ), for any ρ > 0 there is a ρ > 0 such that
Therefore, setting Q m (ρ) := {x ∈ R 3 : |u m (x)| ρ} for ρ > 0, it follows from (7.2) and (7.3) that
As before we use the norm · ω given by
. Arguing indirectly we assume u m ω → ∞ and set v m = u m / u m ω . Then |v m | s C s for all s ∈ [2, 3] . In addition, using (7.4) we obtain
hence the Hölder inequality implies for s ∈ [2, 3)
Setting (cf. (6.16))
we have
for all m. This implies
Remark that as a consequence of (F 2 ) there exists ρ > 0 such that |F u (x, u)| Observe that 2σ = 2σ/(σ − 1) < 3, so the Hölder inequality, (7.8) and (7.5) imply
as m → ∞. This however, contradicts (7.7). 2
Repeating the arguments of Lemmas 6.6 and 6.7 gives the following: we then have the decomposition
We define a new inner product on E by
with associated norm u ω . Note that · ω is equivalent to · . It is obvious that (7.9) and that the functional Φ can be written as
F (x, u).
For u = j ∈N (c In order to apply Theorems 5.1 and 5.3 we set X = E − ω ⊕ E 0 ω and Y = E + ω .
Claim 7.1. Φ satisfies (Φ 0 ), (Φ 1 ) and (Φ 2 ).
(Φ 0 ) follows easily from the continuity of embedding E → H 1/2 (R 3 , C 4 ), (Φ 1 ) from the form of Φ, and (Φ 2 ) from Lemma 6.2.
Claim 7.2. Φ verifies (Φ 4 ).
For n ∈ N, we define Y n := span{e As in (7.6) we set Arguing as above with appropriate modifications we obtain the same conclusions as Theorem 2.9.
