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Quantum annealers require accurate control and optimized operation schemes to reduce noise
levels, in order to eventually demonstrate a computational advantage over classical algorithms.
We study a high coherence four-junction capacitively shunted flux qubit (CSFQ), using dispersive
measurements to extract system parameters and model the device. We confirm the multi-level
structure of the circuit model of our CSFQ by annealing it through small spectral gaps and observing
quantum signatures of energy level crossings. Josephson junction asymmetry inherent to the device
causes a deleterious nonlinear cross-talk when annealing the qubit. We implement a nonlinear
annealing path to correct the asymmetry in-situ, resulting in a 50% improvement in the qubit
performance. Our results demonstrate a low-level quantum control scheme which enhances the
success probability of a quantum annealer.
Introduction.— Quantum annealing (QA) began as
a quantum-inspired classical optimization method [1–
3] and was eventually proposed as a type of analog,
adiabatic quantum computing algorithm [4–6]. Flux
qubits [7] are a natural choice for implementing QA. The
quantum states are characterized by persistent supercur-
rents flowing in opposite directions, and these currents
can be mapped onto the binary spin variables used in
QA [8]. The qubits are initialized in a state with a single
potential well and no persistent current. A double well is
created toward the end of the anneal, with states in each
well corresponding to persistent currents that circulate
in opposing directions. The direction of these currents is
measured to determine the final qubit state.
The relaxation and coherence times of a flux qubit
are strongly dependent on the magnitude of the per-
sistent current (Ip), scaling as T1 ∼ 1/I2p and T2 ∼
1/Ip, respectively [9]. D-Wave Systems has performed
much of the pioneering work in this field [10–12] using
niobium-based qubits with relatively high persistent cur-
rents (Ip ∼ 3µA), which limits the relaxation and coher-
ence times to ∼ 20 ns [13]. Our work is performed using
capacitively-shunted flux qubits (CSFQs) [14, 15] fabri-
cated at MIT Lincoln Laboratory by patterning high-
quality aluminum on a silicon substrate. They are de-
signed to have small persistent currents (Ip ∼ 170 nA)
and exhibit & 100 times longer T1 and T2 [15–17].
A key challenge for flux qubits is their sensitivity to
fabrication variations of the Josephson junction critical
currents. In particular, junctions in a SQUID loop often
come out different despite identical design. This junction
asymmetry causes nonlinear crosstalk between the qubit
control fluxes that, if left uncompensated, has significant
adverse effects on operational fidelity. One mitigation
technique is to use compound junctions [11], replacing
each junction with a SQUID loop of two junctions. Flux
biasing these loops allows to tune the effective junctions
to have identical critical currents. The tradeoff is higher
complexity, increased flux noise sensitivity (thus reduc-
ing T1 and T2), control overhead for the additional bias
lines, and more challenging crosstalk calibration (which
scales quadratically with the number of bias lines). In
this work we demonstrate an alternative and simpler ap-
proach with a CSFQ: using dispersive measurements to
quantify the asymmetry in the qubit junctions, we de-
vise corrected annealing paths by dynamically canceling
the nonlinear crosstalk effect. This yields a twofold re-
duction in the “s-curve” transition width between the
qubit wells as a function of applied tilt bias, without
adding any additional circuit elements. We observe pop-
ulation transfer to higher excited states when the qubit
is annealed through small gaps, and develop a model (fit
to independently measured spectroscopy data) to accu-
rately predict the population exchanges and qualitatively
explain the open system dynamics.
System and model.— We use a four-junction
CSFQ [15], controlled with two flux bias lines that thread
external fluxes into the loops of the qubit [inset of
Fig. 1(a)]. The CSFQ is coupled to a dispersive readout
resonator at ωr/2pi = 7.1876 GHz, and is also equipped
with a persistent current readout that measures the direc-
tion of the circulating current in the large loop (see SM).
We also use the dispersive resonator to calibrate the lin-
ear crosstalk between the x- and z-flux bias lines [17],
and to send microwave pulses to the qubit.
The Hamiltonian of the CSFQ circuit can be written
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2FIG. 1. Numerically calculated transverse field Ising Hamiltonian coefficients [Eq. (3)] as a function of flux biases. (a) Transverse
field coefficient A(t) for σx. Filled circle (i) marks the bias values corresponding to A(0) for which there is only a single well
(inset i) and the transverse field is large, and (ii) marks the bias values at the degeneracy point ϕz = 0 corresponding to A(tf )
for which the barrier is high (inset ii) and the tunneling between the symmetric wells is suppressed; the lowest two levels (solid
blue and dashed orange lines) are degenerate. An annealing path corresponds to moving from point (i) to point (ii), during
which the barrier is raised. The dashed black lines show the location of the qubit’s degeneracy point (minimum gap). The
reason for the skewed shape is the asymmetry effect described in the text. Inset: CSFQ circuit with curved arrows showing x
and z fluxes threading their corresponding loops. (b) Longitudinal field coefficient B(t) for σz. Filled circle (iii) marks the bias
values for which the double well potential is tilted to the left (inset iii) and the longitudinal field is negative, and (iv) marks
the values for which the double well potential is tilted to the right (inset iv) and the longitudinal field is positive. For very
large tilt values, outside of the boundaries defined by the sharp color transition, the first two eigenenergies are both localized
in the same well, as illustrated by the insets inside panel (b). When this happens the Ising mapping no longer applies and the
circuit cannot be used as a flux qubit. For our parameters, EJ/2pi ≈ 100 GHz.
as (see SM for derivation)
H =
e2
2Csh + (4α+ 1)Cz
(2nˆ0 + nˆ1)
2 +
e2
Cz
nˆ21
−2IzΦ0
2pi
cos(ϕˆ1 − ϕˆ0/2) cos(ϕˆ0/2− ϕz/2) (1)
−2αIzΦ0
2pi
cos(ϕx/2)
√
1 + tan2(ϕd) cos(ϕˆ0 − ϕd),
where the operators ϕˆk and nˆk are, respectively, the
superconducting phase and number of Cooper pairs at
nodes k = 0, 1, satisfying the commutation relation
[ϕˆk, nˆl] = iδkl. Note that phase and flux are related
through ϕx,z = 2piΦx,z/Φ0. Here Φ0 is the magnetic
flux quantum, and ϕx and ϕz are the barrier and tilt,
respectively, also referred to as the x and z (flux) bias
(see Fig. 1). Csh is the shunt capacitance, Cz is the ca-
pacitance of the z-loop junction whose critical current is
Iz. The x-loop junctions are on average α times smaller
than the z-loop junctions, such that (Ix1 + Ix2)/2 = αIz
and (Cx1 + Cx2)/2 = αCz, where Cxi is the capacitance
of the ith x-loop junction. A central role is played in
our experiments by the asymmetry between the two x-
loop junctions. We define an asymmetry parameter as
d ≡ (Ix1− Ix2)/(Ix1 + Ix2). Its corresponding phase shift
is
ϕd = arctan[d tan(ϕx/2)]. (2)
Eq. (1) shows that the asymmetry of the x-loop
junctions rescales the total current through them by√
1 + tan2(ϕd) and also shifts the z-loop bias as ϕz 7→
ϕz−ϕd. This ϕx-dependent shift of the z-bias is a nonlin-
ear quantum crosstalk that must be taken into account
when operating the CSFQ.
We note that the standard QA Hamiltonian of a single
qubit is obtained from the circuit Hamiltonian (1) by
retaining only the lowest two energy eigenstates (see SM),
which yields:
Hq(t) = A(t)σx +B(t)σz, (3)
where σx and σz are the Pauli matrices representing the
transverse and longitudinal fields, respectively, and A(t)
and B(t) are the time-dependent annealing schedules,
with t ∈ [0, tf ]. Time-dependent paths in flux space con-
trol the transverse and longitudinal fields of the anneal-
ing schedule. Such two-level reduction works only if the
lowest two eigenstates have support in both wells of the
potential, which imposes an upper bound on |ϕz|, as il-
lustrated in Fig. 1(b). Under this assumption we provide
expressions for the annealing schedules in terms of the
circuit Hamiltonian parameters in the SM.
Asymmetry measurement.— We measure d by noting
that the qubit’s minimum gap occurs at ϕminz = ϕd when
pi ≤ ϕx ≤ 3pi (see SM). As illustrated in Fig. 2, we scan
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FIG. 2. Extraction of junction asymmetry from the experi-
mentally measured dispersive resonator response, correspond-
ing to the 0 ↔ 1 transition frequency of the CSFQ. The
green circles are the extracted symmetry-point shifts, and the
dashed purple line denotes the fit to theory. The slanted ar-
rows represent annealing paths used to probe the multilevel
structure of the CSFQ, corresponding to two of the data-
points in Fig. 4.
the x and z-biases around the qubit’s minimum gap and
measure the demodulated signal of the dispersive readout
resonator, corresponding to an energy eigenbasis mea-
surement of H. For a fixed ϕx, the dispersive readout
signal is symmetric as a function of ϕz relative to the
minimum gap position (symmetry point). We fit a Gaus-
sian to the readout signal along ϕz to extract this posi-
tion, and repeat for all values of ϕx (filled green circles
in Fig. 2). We then fit this data to ϕminz (d, ϕx) (dashed
line in Fig. 2) to extract the asymmetry parameter, al-
beit with offset parameters on both fluxes that are fitted
as well to account for flux drifts and/or offsets. We ob-
tain d = 0.102 ± 0.005, where the value was determined
by systematically varying the fitting regions and using
resampling to compute the 1σ confidence interval.
S-curve width reduction via annealing path control.—
To characterize our device for use in QA experiments,
we perform a so-called “s-curve” measurement [9–11]
on our CSFQ. This is a single-qubit annealing experi-
ment, where the CSFQ starts in the single-well regime
[A(0) B(0)] with a variable initial tilt ϕz, then the bar-
rier ϕx is raised (at fixed ϕz) to put the qubit in a tilted
double-well regime, with negligible tunneling between the
two wells. This is illustrated in Fig. 1(a) (also see SM).
Finally, a persistent current measurement is performed
to determine which of the wells is occupied, correspond-
ing to a computational basis measurement of σz. Ideally,
the s-curve would be a step function. In actuality, one
obtains a curve that resembles an S shape with a char-
acteristic width for transitioning between left and right
circulating currents at the degeneracy point. The width
w can be found by fitting the right-well population P to
a phenomenological model [11]:
P =
1
2
[
1 + tanh
(
ϕz − ϕz0
w
)]
. (4)
The width, which should be minimized, depends on the
rate at which the barrier is raised, thermalization be-
tween the states in left and right wells, and flux noise in
the tilt bias near the minimum gap [18].
Nonlinear crosstalk also acts to increase w. Namely,
when the x-bias (barrier) is tuned during an s-curve mea-
surement, the junction asymmetry causes an extra tilt of
the potential if the z-bias is kept constant. This shifts
the center of the s-curve away from the degeneracy point,
and broadens its width; see the blue dashed curve in
Fig. 3. To cancel this effect, we correct the annealing
path with respect to the junction asymmetry by apply-
ing an additive z-bias correction of +ϕd [Eq. (2)], to undo
the asymmetry-induced shift of ϕz 7→ ϕz − ϕd. Note
that this amounts to a nonlinear annealing path in the
(ϕz, ϕx) plane.
Our first key result is a reduction of the the s-curve
width by nearly 50% when comparing the standard (fixed
ϕz) s-curve protocol to our nonlinear protocol, as shown
by the orange solid line in Fig. 3. This substantial im-
provement is made possible by two key capabilities: first,
the independent extraction of the asymmetry parame-
ter d via dispersive measurement, and second the inde-
pendent individual control we have over the flux biases,
which enables an accurate traversal of the optimal, non-
linear annealing path shown in Fig. 2.
Signatures of level crossing.— Superconducting cir-
cuits, including CSFQs, are inherently multilevel quan-
tum systems. To validate this picture, we anneal the
CSFQ through small gaps to diabatically transfer the
population from the ground state into excited states. We
compare the results with our circuit model and find the
circuit parameters of the Hamiltonian (1) by fitting the
two lowest ground state transition frequencies ω01 and
ω02 to our experimental spectroscopy data (see SM for
extracted parameter values). We perform spectroscopy
by sweeping ϕz near the degeneracy point for multiple
fixed ϕx and measuring the resonance frequency of the
microwave drive applied to the qubit (see SM).
To investigate the multilevel circuit model, we per-
form a modified s-curve measurement where in addition
to raising the barrier ϕx, we also linearly increase the
tilt ϕz during each anneal, and repeat for different initial
values ϕz(0) (illustrated by the slanted lines in Fig. 2).
The persistent current measurement results obtained at
the end of each anneal are shown by the solid black line
in Fig. 4(a). The overall behavior resembles the S-curve
of Fig. 3 (nonlinear annealing path), but now exhibits
a much wider transition domain, accompanied by mul-
tiple sharp features [19]. We proceed to establish that
these features represent resonances between the quan-
tized higher energy levels of the CSFQ.
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FIG. 3. S-curve without (blue) and with (orange) annealing-
path correction. In the former each datapoint is obtained
by sweeping only ϕx at fixed ϕz. In the latter, we added
ϕd(ϕx) to ϕz. Both anneals occur in 20 ns. The uncorrected
anneal (squares) results in a width of 2.58 ± 0.05 mΦ0 (fit,
dashed line). Applying the correction (circles) narrows the
s-curve by nearly 50% to 1.38 ± 0.06 mΦ0 (fit, solid line).
While both sets of data have been shifted and centered for ease
of comparison, the corrected anneal should center the curve
around the degeneracy point, which can be used to calibrate
offsets in the z bias. Error bars are calculated from binomial
counting statistics, AWG voltage resolution, and quasistatic
noise.
To explain the resonances theoretically we calculate
the spectrum of the Hamiltonian (1) along the same an-
nealing paths as implemented experimentally, using the
aforementioned independently extracted circuit parame-
ters. The CSFQ is initially in its ground state, but as
shown in Fig. 4(c) a cascade of avoided level crossings
takes place during the anneal, so that the population is
diabatically transferred to higher levels. The initial tilt
bias ϕz(0) determines the most-populated level at the
end of the anneal, as can be seen in Fig. 4(b). The lo-
cations of the experimental peaks closely coincide with
the avoided level crossings, while those crossings where
there are no experimental peaks are unavoided (i.e. ac-
tual level crossings). This is indicated by the green cir-
cles in Fig. 4(a), which correspond to the locations of
the avoided crossings, calculated using extracted circuit
parameters and Eq. (1). The error bars are due to uncer-
tainty in the fitted circuit parameters as given above. We
emphasize that the location of features in this experiment
is calculated using circuit parameters that are extracted
via the independent spectroscopy measurement.
This population transfer mechanism explains the sharp
features seen in Fig. 4(a): as we vary ϕz(0), a previ-
ously unoccupied eigenstate crosses with the occupied
eigenstate and suddenly acquires its population (a reso-
nance). This leads to a sudden change in the result of the
persistent-current readout, because the right-well popu-
lation measured at the end of each anneal depends on
the population in each eigenstate, the persistent-current
value associated with that eigenstate, and the current
readout resolution. Only avoided level crossings yield a
persistent-current feature that is observable in the exper-
iment, since for actual level crossings the population is
completely transferred to other eigenstates and the total
persistent current of the CSFQ does not change enough
to yield an observable feature.
To account for open system effects, we simulate the dy-
namics of the circuit described by Eq. (1) using the adi-
abatic master equation (AME) [20]. We used the same
annealing paths and assumed an Ohmic bath at 10 mK
that is weakly coupled to the the system (ηg2 = 3×10−6;
see SM), and a high-frequency cutoff ωc/2pi = 15GHz.
We also add a 2 ns idle time at the end of each anneal
to mimic the effect of delay before the persistent-current
readout in the experiment, which allows for relaxation
(without this delay the features manifest as plateaus;
see SM). The result is the blue dashed line in Fig. 4(a)
that accurately predicts the locations of the resonances
and qualitatively captures their behavior. However, the
linewidth of the experimental features is broadened due
to low-frequency noise in the flux biases, which cannot
be modeled by the AME with an Ohmic bath. This
is demonstrated by convolving the AME results with a
Gaussian that has a width of 1 mΦ0, approximately the
amount of quasistatic noise observed in the tilt bias [18].
The orange dot-dashed line in Fig. 4(a) illustrates the ef-
fect of broadening due to this slow noise. Closer quantita-
tive agreement requires more realistic noise models, that
capture the dominant effect of 1/f noise in superconduct-
ing qubits [9, 21–23], along with open-system simulation
tools that can handle such noise environments [24, 25].
This is a subject for future work.
Conclusions.—We have demonstrated a hardware-level
quantum control approach to overcome the nonlinear
crosstalk between control fluxes arising from fabrication
variation of Josephson junctions in flux qubits. We have
shown that a linear correction to the tilt bias is in-
sufficient for mitigating the asymmetry-induced s-curve
broadening. Our approach implements the necessary
nonlinear anneal-path correction, while avoiding intro-
ducing additional control lines or circuit elements. These
results pave the way towards achieving high-fidelity an-
nealing operation of high-coherence flux qubits, a critical
enabling step in constructing quantum annealers exhibit-
ing a quantum advantage.
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FIG. 4. Resonant features of quantum multi-level structure of the CSFQ. (a) Persistent current readout giving the right-well
probability as a function of the initial tilt bias, for a linear anneal in both ϕx and ϕz, as illustrated by the slanted arrows
in Fig. 2. Tilt bias anneal amplitude is amp = 0.326pi, i.e., ϕz(t) = ϕz(0) + amp × (t/tf ), where tf = 60 ns is the anneal
time. The black solid line shows the experimental result, the dashed blue line is the the AME result for the CSFQ circuit with
parameters extracted from spectroscopy, and the orange dot-dashed line shows Gaussian broadening of the AME results (see
text). Experimental error bars are calculated as in Fig. 3. (b) Population of CSFQ circuit eigenstates (indicated by the numbers
in the legend, with 0 being the ground state) at the end of each anneal, along with the experimental result (exp) also shown
in (a). Only avoided level crossings lead to observable features in the persistent-current readout, indicated by the green circles
in (a). (c) An example of the CSFQ spectrum vs normalized anneal time s = t/tf , for an initial tilt bias corresponding to the
grey vertical dashed line in panels (a) and (b). The blue arrow marks the avoided level crossing between levels 5 and 6 at the
end of the anneal, which corresponds to the population exchange between these two levels in panel (b), and the corresponding
experimental resonant feature. Cascaded level crossings that transfer the population are visible throughout the anneal.
policies or endorsements, either expressed or implied, of
the ODNI, IARPA, or the U.S. Government. The U.S.
Government is authorized to reproduce and distribute
reprints for Governmental purposes notwithstanding any
copyright annotation thereon.
∗ These authors contributed equally to this work
[1] B. Apolloni, N. Cesa-Bianchi, and D. de Falco, in Pro-
ceedings of the Ascona/Locarno Conference (1988) p. 97.
[2] A. B. Finnila, M. A. Gomez, C. Sebenik, C. Stenson, and
J. D. Doll, Chemical Physics Letters 219, 343 (1994).
[3] T. Kadowaki and H. Nishimori, Phys. Rev. E 58, 5355
(1998).
[4] E. Farhi, J. Goldstone, S. Gutmann, and M. Sipser,
arXiv:quant-ph/0001106 (2000).
[5] T. Albash and D. A. Lidar, Reviews of Modern Physics
90, 015002 (2018).
[6] P. Hauke, H. G. Katzgraber, W. Lechner, H. Nishimori,
and W. D. Oliver, arXiv:1903.06559 (2019).
[7] J. E. Mooij, T. P. Orlando, L. Levitov, L. Tian, C. H.
van der Wal, and S. Lloyd, Science 285, 1036 (1999).
[8] W. M. Kaminsky, S. Lloyd, and T. P. Orlando,
arXiv:quant-ph/0403090 (2004).
[9] C. M. Quintana, Y. Chen, D. Sank, A. G. Petukhov, T. C.
White, D. Kafri, B. Chiaro, A. Megrant, R. Barends,
B. Campbell, Z. Chen, A. Dunsworth, A. G. Fowler,
R. Graff, E. Jeffrey, J. Kelly, E. Lucero, J. Y. Mutus,
M. Neeley, C. Neill, P. J. J. O’Malley, P. Roushan, A. Sha-
bani, V. N. Smelyanskiy, A. Vainsencher, J. Wenner,
H. Neven, and J. M. Martinis, Phys. Rev. Lett. 118,
057702 (2017).
[10] A. J. Berkley, M. W. Johnson, P. Bunyk, R. Harris,
J. Johansson, T. Lanting, E. Ladizinsky, E. Tolkacheva,
M. H. S. Amin, and G. Rose, Supercond. Sci. Technol.
23, 105014 (2010).
[11] R. Harris, J. Johansson, A. J. Berkley, M. W. John-
son, T. Lanting, S. Han, P. Bunyk, E. Ladizinsky, T. Oh,
I. Perminov, E. Tolkacheva, S. Uchaikin, E. M. Chapple,
C. Enderud, C. Rich, M. Thom, J. Wang, B. Wilson, and
G. Rose, Phys. Rev. B 81, 134510 (2010).
[12] M. W. Johnson, P. Bunyk, F. Maibaum, E. Tolkacheva,
A. J. Berkley, E. M. Chapple, R. Harris, J. Johansson,
T. Lanting, I. Perminov, E. Ladizinsky, T. Oh, and
G. Rose, Superconductor Science and Technology 23,
065004 (2010).
[13] I. Ozfidan, C. Deng, A. Y. Smirnov, T. Lanting, R. Har-
ris, L. Swenson, J. Whittaker, F. Altomare, M. Bab-
cock, C. Baron, A. J. Berkley, K. Boothby, H. Chris-
tiani, P. Bunyk, C. Enderud, B. Evert, M. Hager, A. Ha-
jda, J. Hilton, S. Huang, E. Hoskinson, M. W. Johnson,
K. Jooya, E. Ladizinsky, N. Ladizinsky, R. Li, A. Mac-
Donald, D. Marsden, G. Marsden, T. Medina, R. Molavi,
R. Neufeld, M. Nissen, M. Norouzpour, T. Oh, I. Pavlov,
I. Perminov, G. Poulin-Lamarre, M. Reis, T. Prescott,
C. Rich, Y. Sato, G. Sterling, N. Tsai, M. Volkmann,
W. Wilkinson, J. Yao, and M. H. Amin, arXiv e-prints ,
arXiv:1903.06139 (2019), arXiv:1903.06139 [quant-ph].
[14] J. Q. You, X. Hu, S. Ashhab, and F. Nori, Physical
Review B 75, 140515 (2007).
[15] F. Yan, S. Gustavsson, A. Kamal, J. Birenbaum, A. P.
Sears, D. Hover, T. J. Gudmundsen, D. Rosenberg,
G. Samach, S. Weber, J. L. Yoder, T. P. Orlando,
J. Clarke, A. J. Kerman, and W. D. Oliver, Nat. Com-
mun. 7, 12964 (2016).
[16] S. J. Weber, G. O. Samach, D. Hover, S. Gustavsson,
D. K. Kim, A. Melville, D. Rosenberg, A. P. Sears, F. Yan,
J. L. Yoder, W. D. Oliver, and A. J. Kerman, Phys. Rev.
Applied 8, 014004 (2017).
6[17] S. Novikov, R. Hinkey, S. Disseler, J. I. Basham, T. Al-
bash, A. Risinger, D. Ferguson, D. A. Lidar, and K. M.
Zick, in IEEE International Conference on Rebooting
Computing (ICRC) (McLean, VA, USA, 2018) p. 1.
[18] C. Quintana, Superconducting flux qubits for high-
connectivity quantum annealing without lossy dielectrics,
Ph.D. thesis, UC Santa Barbara (2017).
[19] D. S. Crankshaw, K. Segall, D. Nakada, T. P. Orlando,
L. S. Levitov, S. Lloyd, S. O. Valenzuela, N. Markovic,
M. Tinkham, and K. K. Berggren, Phys. Rev. B 69,
144518 (2004).
[20] T. Albash, S. Boixo, D. A. Lidar, and P. Zanardi, New
J. Phys. 14, 123016 (2012).
[21] R. C. Bialczak, R. McDermott, M. Ansmann,
M. Hofheinz, N. Katz, E. Lucero, M. Neeley, A. D.
O’Connell, H. Wang, A. N. Cleland, and J. M. Marti-
nis, Phys. Rev. Lett. 99, 187006 (2007).
[22] F. Yan, J. Bylander, S. Gustavsson, F. Yoshihara,
K. Harrabi, D. G. Cory, T. P. Orlando, Y. Nakamura,
J.-S. Tsai, and W. D. Oliver, Phys. Rev. B 85, 174521
(2012).
[23] S. M. Anton, J. S. Birenbaum, S. R. O’Kelley,
V. Bolkhovsky, D. A. Braje, G. Fitch, M. Neeley, G. C.
Hilton, H.-M. Cho, K. D. Irwin, F. C. Wellstood, W. D.
Oliver, A. Shnirman, and J. Clarke, Phys. Rev. Lett. 110,
147002 (2013).
[24] A. Y. Smirnov and M. H. Amin, New J. Phys. 20, 103037
(2018).
[25] E. Mozgunov and D. Lidar, arXiv:1908.01095 (2019).
1Supplementary material for
“Anneal-path correction in flux qubits”
FIG. S1. Schematic of the experimental set up. Capacitively
shunted flux qubit in the center, with curved arrows showing x
and z fluxes threading their corresponding loops. Nodes 0 and
1 used in the Hamiltonian (S6) are marked with filled circles.
The qubit is coupled to a dispersive readout resonator, and
also has a dedicated persistent-current readout that measures
the direction of the circulating current in the z loop.
DERIVATION OF THE CSFQ HAMILTONIAN
In this section we give a detailed derivation of the
CSFQ Hamiltonian [Eq. (1) in the main text]. For clar-
ity and completeness, we repeat some of the details given
there.
The capacitively shunted flux qubit (CSFQ) has two
superconducting loops, each terminated with two junc-
tions, shunted with a large capacitance (Fig. S1). The
x-loop is threaded with an external flux Φx = Φ0ϕx/2pi,
which controls the height of the barrier in the dou-
ble well potential. The larger z-loop is threaded with
Φz = Φ0ϕz/2pi, which tilts the double-well potential. In
our experiment, the qubit is coupled to a dispersive read-
out resonator, and also has persistent-current readout
that can measure the direction of the circulating current
in the z-loop. The nodes 0 and 1 used for derivation
of the Hamiltonian of this circuit are marked with filled
circles in Fig. S1.
The capacitance matrix of the above circuit can be
written as
C =
(
Csh + Cx1 + Cx2 + Cz −Cz
−Cz Cz + Cz
)
=
(
Csh + (2α+ 1)Cz −Cz
−Cz 2Cz
)
, (S1)
where Csh is the shunt capacitance, and Cz is the capaci-
tance of the z-loop junction that has a critical current of
Iz. The x-loop junctions are on average α times smaller
than the z-loop junctions, such that (Ix1 + Ix2)/2 = αIz
and (Cx1 +Cx2)/2 = αCz, where Cxi and Ixi are the ca-
pacitance and critical current of the ith x-loop junction
respectively. The kinetic energy of the circuit is then
K2D =
1
2
(2e)2~nT ·C−1 · ~n
=
e2
Cz
nˆ21 +
e2
2Csh + (4α+ 1)Cz
(2nˆ0 + nˆ1)
2, (S2)
where ~n = (n0, n1) is a column vector of the number of
Cooper pairs at each node.
To write the potential energy, we choose a gauge that
splits (symmetrizes) the control fluxes over both of its
junctions, to get:
U2D = −Φ0
2pi
[
Ix1 cos(ϕ0 − ϕx/2) + Ix2 cos(ϕ0 + ϕx/2)
+ Iz cos(ϕ0 − ϕ1 − ϕz/2)
+ Iz cos(ϕ1 − ϕz/2)
]
, (S3)
where ϕˆ0 and ϕˆ1 are the superconducting phases at
nodes 0 and 1, satisfying commutation relation [ϕˆk, nˆl] =
iδkl. Note that phase and flux are related through
ϕi = 2piΦi/Φ0, where Φ0 is the magnetic flux quan-
tum. By defining the qubit asymmetry parameter as
d ≡ (Ix1 − Ix2)/(Ix1 + Ix2) and its corresponding phase
shift as
tan(ϕd) ≡ d tan(ϕx/2), (S4)
after some algebra we can simplify the potential energy
as:
U2D = −2IzΦ0
2pi
cos(ϕˆ1 − ϕˆ0/2) cos(ϕˆ0/2− ϕz/2)
−2αIzΦ0
2pi
cos(ϕx/2)
√
1 + tan2(ϕd) cos(ϕˆ0 − ϕd).
(S5)
The Hamiltonian of the CSFQ circuit can then be written
as
H2D = K2D + U2D (S6)
=
e2
Cz
nˆ21 +
e2
2Csh + (4α+ 1)Cz
(2nˆ0 + nˆ1)
2
− 2IzΦ0
2pi
cos(ϕˆ1 − ϕˆ0/2) cos(ϕˆ0/2− ϕz/2)
− 2αIzΦ0
2pi
cos(ϕx/2)
√
1 + tan2(ϕd) cos(ϕˆ0 − ϕd).
2qubit model Iz (nA) Csh (fF) Cz (fF) α
2D CSFQ 242 ± 3 62 ± 1 4.85 ± 0.07 0.423 ± 0.001
1D CSFQ 228 ± 3 70 ± 1 N/A 0.452 ± 0.001
TABLE S1. Fit parameters for qubit models. Asymmetry is
fixed at d = 0.102 for both models.
We can transform the coordinates in (S6) to diagonal-
ize the kinetic part of the Hamiltonian. This will allow
us to identify and separate fast and slow degrees of free-
dom in our Hamiltonian and further simplify our circuit
model. The coordinate transformation that satisfies the
commutation relations is(
n′0
n′1
)
=
(
0 1
2 1
)(
n0
n1
)
=
(
n1
2n0 + n1
)
, (S7a)(
ϕ′0
ϕ′1
)
=
(
0 1
2 1
)−T (
ϕ0
ϕ1
)
=
(
ϕ1 − ϕ0/2
ϕ0/2
)
, (S7b)
and the Hamiltonian in the transformed coordinates can
be written as
H ′2D =
e2
Cz
nˆ′20 +
e2
2Csh + (4α+ 1)Cz
nˆ′21
−2IzΦ0
2pi
cos(ϕˆ′0) cos(ϕˆ
′
1 − ϕz/2) (S8)
−2αIzΦ0
2pi
cos(ϕx/2)
√
1 + tan2(ϕd) cos(2ϕˆ
′
1 − ϕd).
We note that in CSFQs the junction capacitance is
much smaller than the shunt capacitance (Cz  Csh),
and therefore the mode corresponding to {ϕ′0, n′0} has
a plasma frequency that is much larger than the other
mode. Therefore, we can neglect this fast oscillating de-
gree of freedom to reduce the number of modes in our
model, i.e., we can perform a Born-Oppenheimer approx-
imation [S1] which assumes the fast degree of freedom is
always in its ground state. To do this we take Cz → 0
and fix ϕ′0 = 0, which is the phase value that minimizes
the potential energy of (S8) with respect to ϕ′0. The
resulting simplified Hamiltonian then becomes
H1D = K1D + U1D (S9a)
K1D =
e2
2Csh
nˆ2 (S9b)
U1D = −2IzΦ0
2pi
cos(ϕˆ− ϕz/2) (S9c)
−2αIzΦ0
2pi
cos(ϕx/2)
√
1 + tan2(ϕd) cos(2ϕˆ− ϕd),
where we have dropped the subscript and prime for
brevity.
We call the Hamiltonian of Eq. (S6) the 2D model and
the Hamiltonian of Eq. (S9) the 1D model. We fit both of
these models to our qubit spectroscopy data, and the fit-
ted parameters are presented in Table S1. The asymme-
try is fixed at d = 0.102 for both models, the value that
0.10 0.08 0.06 0.04 0.02 0.00
z/
3.0
3.5
4.0
4.5
5.0
5.5
6.0
6.5
10
/2
 (G
Hz
)
x/ =  1.28
x/ =  1.30
x/ =  1.32
x/ =  1.34
x/ =  1.36
0.10 0.08 0.06 0.04 0.02 0.00
z/
8
9
10
11
12
20
/2
 (G
Hz
)
x/ =  1.28
x/ =  1.30
x/ =  1.32
x/ =  1.34
x/ =  1.36
FIG. S2. Fit and experimental spectroscopy data for the ω10
and ω20 transition frequencies. Circles are experimental data,
solid lines are the fit to the 2D qubit model, and dashed lines
are the fit to the 1D qubit model.
is extracted via a separate measurement discussed in the
main text. To fit the 2D model of Eq. (S6), we eliminate
a fitting parameter by fitting only for the junction areas
instead of fitting for the currents and capacitances sep-
arately, and use the design values of 3000 nA/µm2 and
60 fF/µm2 for the junction critical current density and
capacitance density, respectively.
In order to find the best fit values for our multilevel
circuit model, it is important to fit to spectroscopy data
for the 0 ↔ 2 transition frequency ω02, as well as to the
0↔ 1 transition frequency ω10. We also assume constant
flux offsets in our model and fit for them to account for
flux drifts and/or miscalibration in experiments. The fit-
ted values of flux offsets are smaller than a few mΦ0,
which is not unexpected. Fig. S2 shows strong agree-
ment between the fitted models and the experimental
spectroscopy data.
With all the circuit parameters extracted, we can nu-
merically calculate the 0↔ 1 transition frequency of the
circuit as a function of control biases. The result is shown
in Fig. S3. The qubit gap is a periodic function of the
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FIG. S3. Gap of the qubit as a function of control fluxes,
calculated by diagonalizing the circuit Hamiltonian using the
fitted parameters of Table S1. For our parameters, EJ/2pi ≈
100 GHz (a) Periodic structure of the gap, showing multiple
“cells”. (b) Zoomed-in gap, with bias ranges that correspond
to Fig. 2 of main text that was used for extraction of the
asymmetry parameter. White dashed line shows the location
of the minimum gap, which occurs at ϕz = ϕd for pi ≤ ϕx ≤
3pi.
control fluxes, and annealing paths could be chosen from
any of the periodic “cells” [Fig. S3(a)]. The asymme-
try extraction procedure discussed in the main text uses
one of these cells, which is shown in Fig. S3(b) for the
same flux ranges as in Fig. 2 of the main text. It can
be seen that the minimum gap occurs at ϕz = ϕd for
pi ≤ ϕx ≤ 3pi, indicated by the white dashed line in
Fig. S3(b).
MASTER EQUATION SIMULATIONS
To simulate the open system behavior of the qubit
for linearly corrected anneal paths we use the adiabatic
master equation (AME) [S2]. The system is coupled to
the bath via the persistent-current operator, defined as
Iˆp = −∂U/∂ϕz, where U is the CSFQ potential, given
by Eqs. (S5) and (S9) for the 2D and 1D models, respec-
tively. The persistent-current operator for each model is
as follows:
Iˆ2Dp = Iz
Φ0
2pi
cos(ϕˆ1 − ϕˆ0/2) sin(ϕˆ0/2− ϕz/2), (S10)
Iˆ1Dp = Iz
Φ0
2pi
sin(ϕˆ− ϕz/2). (S11)
The density operator of the circuit evolves according
to the adiabatic master equation as
ρ˙ =− i[H +HLS , ρ]
+
∑
ω
γ(ω)
[
LωρL
†
ω −
1
2
{L†ωLω, ρ}
]
. (S12)
where
γ(ω) = ηg2
2piωe−|ω|/ωc
1− e−βω (S13)
is the Ohmic bath spectral function, with a high fre-
quency cut-off at ωc/2pi = 15 GHz, and is in thermal
equilibrium at T = 1/kBT = 10 mK. Conforming to the
notations in Ref. [S2], ηg2 = 3× 10−6 is the system-bath
coupling strength, where ηg2/~ has units of 1/energy2.
The Lindblad operators are calculated as
Lω =
∑
εb−εa=ω
〈εa|Ip|εb〉|εa〉〈εb| = L†−ω, (S14)
where εk and |εk〉 are eigenvalues and eigenvectors of the
Hamiltonian respectively. HLS denotes the Lamb shift,
which is calculated as
HLS =
∑
ω
L†ωLωS(ω), (S15)
with
S(ω) =
∫ ∞
−∞
dω′
2pi
γ(ω)P
(
1
ω − ω′
)
, (S16)
where P denotes the Cauchy principal value. We note
that in order to keep the computations for the multi-
level circuit manageable, at each time step of the ODE
solver we rotate the density matrix into the instanta-
neous eigenbasis of the Hamiltonian that is truncated
(e.g., truncated at 10 eigenlevels), calculate all the above
terms for AME, and then rotate it back into its initial
basis.
PERSISTENT-CURRENT READOUT
The persistent-current readout uses a quantum flux
parametron (QFP), which is positioned between the
4qubit and an rf-SQUID resonator and inductively cou-
pled to both (Fig. S1). The QFP, which is a larger flux-
qubit-like device operated in a classical regime, ampli-
fies the persistent-current signal and isolates the CSFQ
from the resonator. This reduces the Purcell effect and
increases T1 [S3, S4]. At the end of each anneal, the cir-
culating current in the qubit creates an effective tilt bias
on the QFP that changes the direction of its circulating
current, which in turn shifts the rf-SQUID resonator fre-
quency that can be measured to infer the direction of the
circulating currents.
The persistent-current readout has an effective pos-
itive operator valued measure (POVM) for calculating
the probability of measuring the right circulating cur-
rent, which can be written as
Mˆr =
∑
λ
f
(
Iλ
∆I
)
|λ〉〈λ|, (S17)
where Iλ and |λ〉 are the eigenvalues and eigenvectors
of the persistent-current operator respectively, f(x) =
[tanh(x) + 1]/2 is a filter function, and ∆I is the sen-
sitivity of the persistent-current readout device, which
in our QFP-based system is ∆I = 10 nA. The proba-
bility of measuring the right circulating current is then
Pr = Tr(ρMˆr), where ρ is the qubit density matrix.
MAPPING CIRCUIT TO ISING SPIN
In order to map the multi-level circuit Hamiltonian
into an Ising spin model with only two levels, we keep the
two lowest eigenenergies of the CSFQ, as these are the
two levels we use for representing a qubit. Furthermore,
because we perform a persistent-current measurement at
the end of each anneal, we would like the computational
basis to be the eigenstates of the persistent-current op-
erator. Therefore, we first write the persistent-current
operator in the low-energy subspace as
I lowp =
(
〈g|Iˆp|g〉 〈g|Iˆp|e〉
〈e|Iˆp|g〉 〈e|Iˆp|e〉
)
, (S18)
where {|g〉, |e〉} are the ground and exited eigenstates of
the circuit Hamiltonian with eigenenergies {Eg, Ee} re-
spectively, and Iˆp is the persistent-current operator.
Let U be the unitary basis transformation that diag-
onalizes I lowp , or in other words, transforms the energy
basis into the computational (persistent-current) basis.
U is formed from the eigenstates of I lowp as its columns.
The computational basis {|0〉, |1〉} is then(
|0〉
|1〉
)
= U†
(
|g〉
|e〉
)
, (S19)
0.0 0.2 0.4 0.6 0.8 1.0
t/ta
0.00
0.01
0.02
0.03
0.04
(A
,B
)/E
J
A
B
FIG. S4. Transverse field Ising Hamiltonian coefficients for
two of the asymmetry-corrected anneal paths, vs normalized
anneal time t/ta. Solid lines correspond to the anneal path
with ϕz(0)/pi = 0.005, dashed lines correspond to the path
with ϕz(0)/pi = 0.01. For our system EJ/2pi ≈ 100 GHz.
and the effective Hamiltonian in the computational basis
is
Heff = U
†
(
Eg 0
0 Ee
)
U. (S20)
We extract the Ising coefficients by rewriting the effective
Hamiltonian as
Heff = αxσx + αyσy + αzσz + αII. (S21)
For simplicity, the following constraints are usually im-
posed on the effective Hamiltonian by applying an addi-
tional unitary transformation to the computational basis:
1. αy is set to zero.
2. αx is always positive.
3. αz is positive for ϕz > ϕd and is negative for ϕz <
ϕd,
where ϕd is given in Eq. (S4). After imposing the above
constraints, we can write the effective Hamiltonian as a
standard transverse field Ising Hamiltonian of the form
Heff = Aσx +Bσz. (S22)
This procedure leads to Fig. 2 in the main text.
As an example, and to make the connection between
the s-curve measurements and the qubit picture, we cal-
culate the A and B coefficients for two of the asymmetry-
corrected anneal paths that were used for the measure-
ments in Fig. 3 of the main text. The result is shown
in Fig. S4, where the solid lines correspond to the an-
neal path with ϕz(0)/pi = 0.005, and the dashed lines
correspond to the path with ϕz(0)/pi = 0.01.
5THE EFFECT OF IDLING POST ANNEAL
As illustrated in Fig. 4 of the main text, peaks in the
s-curve appear when the anneal path traverses level cross-
ings, leading to diabatic population transfer. The AME
simulations reproduce these peaks only when an idle time
is added between the end of the qubit anneal and read-
out. Without any delay, the theory predicts that instead
the s-curve will exhibit plateaus. This delay allows for
relaxation to occur, redistributing population between
levels in either well. However, note that the AME with
an Ohmic bath produces large transition rates at small
gaps [S5], which means the peaks will rise faster than
they do in the experiment. Nevertheless, the AME can
qualitatively predict the effect of an idle time after the
anneals, as seen in Fig. S5 and Fig. 4(a) of the main text.
We confirm this effect experimentally by varying the
idle time after the anneals, as shown in Fig. S5. The
anneal is depicted in Fig. 2 of the main text, where the
anneal traverses a “tilted” path in flux space due to a
large amplitude applied to the tilt bias. As the idle time
increases from 2 ns to 600 ns, plateau-like features in the
s-curve become peaks, as expected from the theory.
We performed similar delay studies with asymmetry-
corrected anneal paths, and neither the plateaus nor the
peaks appeared (not shown). This suggests that fewer
excitations into higher-energy states occurred.
COMPARING S-CURVE WIDTHS
The width of the s-curve depends on the rate at which
the barrier is raised, thermalization between the states in
left and right wells, and flux noise in the tilt bias, specifi-
cally around the minimum gap [S8]. Therefore the width
is a characteristic of the noise environment of the qubit,
assuming the anneals are slow enough to avoid broaden-
ing due to nonadiabatic effects. In order to compare the
results between multiple platforms and qubit designs, we
associate an effective temperature to the qubit’s s-curve
width by multiplying it by the persistent current of the
qubit at the end of the anneal to get
Teff =
wIp
kB
. (S23)
Note that near the degeneracy point, wIp is the effective
longitudinal field (σz coefficient) in the Ising spin model
of qubits.
Since both w and Ip should be minimized (recall that
T1 ∼ 1/I2p and T2 ∼ 1/Ip), a smaller Teff is preferable.
The relevant dimensionless quantity is Teff scaled by the
dilution fridge temperature, Tfridge. Table S2 shows a
summary of Teff/Tfridge values across different flux qubit
designs.
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FIG. S5. The effect of post-anneal idle time on s-curve char-
acteristics. The anneal is similar to the one described in Fig. 4
of the main text: the anneal occurs in 60 ns, with an ampli-
tude of 0.33pi applied to the tilt bias. From left-to-right and
top-to-bottom, the first four panels show the experimental
results when the idle time before readout is increased from
2 ns to 600 ns. The last two panels show the effect of idle
time in AME simulations. The fast rise of the peaks in AME
simulations is expected (see the text).
EXPERIMENTAL PULSES
In this section we describe in more detail the actual
pulses used to perform the correction, as well as how
different pulse parameters affect the s-curve width.
Note that for experimental parameters, we use real flux
values in units of Φ0, and recall the relation to phase:
ϕx,z = 2piΦx,z/Φ0. As implied by Eq. (2) in the main
text, we parametrize the z-flux in terms of the x-flux.
We first decide on a functional form and duration for
Φx(t), and then Eq. (2) is used to determine Φz(t) from
those values of Φx. We found that a gaussian pulse shape
for the x-flux produced better results than a linear ramp,
likely due to a reduction of pulse distortion in the lines.
Future studies could explore using more sophisticated
techniques like DRAG, black-box optimization, or other
methods to find more performant pulses.
Figure S6 illustrates the pulses used to correct for an
asymmetry of d = 0.102. The top plot shows each inde-
pendent control line as a function of time. The shaded
gray area indicates the 5− 95% rise time of 20 ns, which
is the parameter used when defining the “anneal time”
for a particular experiment. The bottom plot then com-
bines these two pulse to illustrate the actual annealing
6Group w (µΦ0) Ip (µA) Tfridge (mK) Teff (mK) Teff/Tfridge
D-Wave 45 [S6] 2.6 [S7] 8 [S6] 17.5 2.2
Google 100 [S8] 0.87 [S8] 10 [S9] 13 1.3
QEO (this work) 1400 0.17 20 35.7 1.8
QEO (improved) 760 0.17 15 19.4 1.3
TABLE S2. Comparison of s-curve widths across experimental groups. The raw width is multiplied by the qubit persistent
current, Ip, to convert it to an effective temperature, Teff. This is then divided by the dilution refrigerator operating temperature,
Tfridge, to create a dimensionless quantity for cross-platform comparison. The improved QEO width was measured on a colder
fridge with better line filtering, and will be discussed in a future publication.
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FIG. S6. Experimental pulses used to correct for junction
asymmetry of magnitude d = 0.102. Top: x [Φx(t), green
circles] and z [Φz(t), purple circles] flux pulses as a function
of time. The hitch after the first point is due to truncation
of the gaussian pulse, and can be smoothed in software. The
gray shaded area indicates the 20 ns rise time. Bottom: The
corrected pulse visualized in flux space, where each orange
circle corresponds to one time step from the top plot.
path traversed by the qubit.
We also studied the effect of changing the value of d
when applying the correction. Fig. S7 highlights the re-
duction in s-curve width when the value of d is near the
value of ≈ 0.102 measured during calibration (and veri-
fied in simulation).
The difference in trends between the two anneal times
suggests that there is potentially more room for opti-
mization by exploring the entire space of annealing time
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FIG. S7. S-curve width versus applied correction parameter
for two different anneal times of 20 ns (orange circles) and
60 ns (blue squares).
in addition to the path trajectory.
We also note that the data in Fig. S7 were taken when
the fridge base temperature was 20% higher (24 mK)
than that in the main text (20 mK). This accounts for
the overall increase in measured s-curve widths.
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