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A CLASSIFICATION OF INDUCTIVE LIMITS OF SPLITTING
INTERVAL ALGEBRAS
LUIS SANTIAGO
Abstract. It is shown that the Cuntz semigroup is a complete invariant for the C*-algebras
that can be realized as an inductive limit of a sequence of finite direct sums of algebras of
the form {
f ∈Mm(C[0, 1]) : f(0) ∈
r⊕
i=1
Mpi(C), f(1) ∈
s⊕
i=1
Mqi(C)
}
,
where p1, p2, · · · , pr, and q1, q2, . . . , qs are positive integers such that
∑r
i=1
pi =
∑s
i=1
qi =
m.
1. Introduction
The results of this paper are a contribution to the classification program of C*-algebras.
The work on this program has been mostly concentrated on the classication of simple C*-
algebras, whereas the classification in the nonsimple case remains an emergent subject (com-
pared to the body of work in the simple case). In recent years a new invariant have been
successfully used to classify non-simple C*-algebras: the Cuntz semigroup (see [3], [4]). This
semigroup is an analogue for positive elements of the semigroup of Murray-von Neumann
equivalence classes of projections. Notably, the Cuntz semigroup contains a large amount
of information about a given C*-algebra, its ideals and quotients. This makes the Cuntz
semigroup suitable not only for the classification of simple C*-algebras but also for the
classification of nonsimple ones.
In this paper we classify C*-algebras—no necessarily simple—that can be expressed as the
inductive limit of a sequence of finite direct sums of splitting interval algebras (cf. Definition
1). The invariant used in the classification is the Cuntz semigroup. This result extends
previous work of X. Jiang and H. Su where unital simple inductive limits of splitting interval
algebras were classified using the Elliott invariant (see [7]). Also, the class of C*-algebras
considered includes properly the class of AI C*-algebras, but goes beyond this. AI C*-
algebras were classified by G. Elliott and A. Ciuperca in [3]. The results of this paper can
be considered as an extension of their classification result. However, the techniques used
here differ from those developed by A. Ciuperca and G. Elliott. Their result is based on a
previous classification theorem of K. Thomsen in which a different invariant is used, while
the classification theorems obtained in this paper are based on constructing an approximate
intertwining of inductive limits of Cuntz semigroups. This notion of an approximate in-
tertwining of two sequences of Cuntz semigroups is applicable in full generality (i.e., with
no restriction on the C*-algebras under consideration). Therefore, it could be expected
that it will be used to classify more general C*-algebras. (Possibly, even, certain simple
C*-algebras.)
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The main result of this paper states that the Cuntz semigroup functor classifies the ∗-
homomorphisms between C*-algebras that are (stably isomorphic to) inductive limits of
finite direct sums of splitting interval algebras:
Theorem 1. Let A and B be C*-algebras that are (stably isomorphic to) inductive limits of
finite direct sums of splitting interval algebras. Let sA and sB be strictly positive elements of
A and B, respectively. Suppose that there is a Cuntz semigroup morphism α : A → B such
that α[sA] ≤ [sB]. It follows that there exists a ∗-homomorphism φ : A → B, unique up to
approximate unitary equivalence, such that Cu(φ) = α.
It follows from this theorem that the invariant consisting of the Cuntz semigroup together
with a distinguished element of it classifies C*-algebras that are (stably isomorphic) to
inductive limits of finite direct sums of splitting interval algebras:
Corollary 1. Let A and B be C*-algebras that are (stably isomorphic to) inductive limits
of finite direct sums of splitting interval algebras. Let sA and sB be strictly positive elements
of A and B, respectively. Suppose that there is a Cuntz semigroup isomorphism α : A → B
such that α[sA] = [sB]. It follows that there exists a ∗-isomorphism φ : A→ B, unique up to
approximate unitary equivalence, such that Cu(φ) = α.
2. Preliminary definitions and results
2.1. The Cuntz semigroup. Let us recall the definition of the (stabilized) Cuntz semigroup
of a C*-algebra in terms of the positive elements of the stabilization of the algebra.
Let A be a C*-algebra and let a and b be positive elements of A. Let us say that a is
Cuntz smaller than b, denoted by a 4 b if there are elements dn ∈ A, n = 1, 2, · · · , such that
d∗nbdn → a. The elements a and b are called Cuntz equivalent, written a ∼ b, if a 4 b and
b 4 a. It can be easily verified that 4 is a pre-order in the set of positive elements of A, and
that ∼ is a equivalence relation.
Given a positive element a ∈ A ⊗ K let us denote by [a] the Cuntz equivalence class of
a (K denotes the algebra of compact operators on a separable Hilbert space). The Cuntz
semigroup of A, denoted by Cu(A), is defined as the set of equivalence classes of positive
elements of A ⊗ K endowed with the order derived from the pre-order relation 4 (so that
[a] ≤ [b] if a 4 b), and the addition operation
[a] + [b] := [a′ + b′],
where a′ and b′ are mutually orthogonal and Murray-von Neumann equivalent to a and b,
respectively (two positive elements a, b ∈ A are said to be Murray-von Neumann equivalent,
if there exists x ∈ A such that a = x∗x and xx∗ = b). If φ : A → B is a ∗-homomorphism
from a C*-algebra A to a C*-algebra B, then it induces an ordered semigroup morphism
Cu(φ) : Cu(A) → Cu(B) defined on the Cuntz equivalence class of a positive element a ∈
A⊗K by Cu(φ)[a] = [(φ⊗ id)(a)], where Id : K → K denotes the identity operator on K.
It was shown in [2] that Cu(·) is a functor from the category of C*-algebras to certain
category of ordered semigroups denoted by Cu. An ordered semigroup S is an object in the
category Cu if it has a zero element and it satisfies that:
(i) every increasing sequence in S has a supremum;
(ii) for every element x ∈ S there is a sequence (xn)n∈N in S with supremum x, and such
that
x1 ≪ x2 ≪ x3 ≪ · · · .
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Where x ≪ y, if whenever y ≤ sup yn for an increasing sequence (yn)n∈N, then eventually
x ≤ yn;
(iii) the operation of passing to the supremum of an increasing sequence and the relation
≪ are compatible with addition.
The maps in the category Cu are ordered semigroup maps preserving the zero element,
suprema of increasing sequences, and the relation ≪. In Theorem 2 of [2] it is proved
that sequential inductive limits exist in the category Cu, and that the functor Cu preserves
inductive limits of sequences. The following lemma follows by the construction of inductive
limits given in the proof of this theorem:
Proposition 1. Let (Si, αi,j)i,j∈N, αi,j : Si → Sj, be an inductive system in the category Cu.
Then (S, (αi,∞)i∈N), αi,∞ : Si → S, is the inductive limit of this system if and only if:
(i) for any x ∈ S there are elements xi ∈ Si, i = 1, 2, · · · , such that αi,i+1(xi) ≤ xi+1,
and supαi,∞(xi) = x,
(ii) for any x, y ∈ Si such that αi,∞(x) ≤ αi,∞(y) and x
′ ≪ x there is j such that
αi,j(x
′) ≤ αi,j(x).
Let S be a semigroup in the category Cu. Recall that an element x ∈ S is called compact
if x ≪ x. The following lemma states well known facts about compact elements. Its proof
is an immediate consequence of Proposition 1, whence we omit it.
Lemma 1. Let S be the inductive limit in the category Cu of a sequence of semigroups
(Si)i∈N with connecting morphisms αi,j : Si → Sj. The following statements hold:
(i) If x, y ∈ Si are such that αi,∞(x) ≤ αi,∞(y) and x is compact, then there exists j ≥ i
such that αi,j(x) ≤ αi,j(y);
(ii) If x, y ∈ Si are compact elements such that αi,∞(x) = αi,∞(y), then there exists j ≥ i
such that αi,j(x) = αi,j(y);
(iii) If x ∈ S is a compact element, then there exists j ≥ 1 and a compact element x′ ∈ Sj
such that αk,∞(x
′) = x.
2.2. The Cuntz semigroup of splitting interval algebra. The basic building blocks for
the C*-algebras that are studied in this paper are certain C*-subalgebras of matrix algebras
over the interval.
Definition 1. A splitting interval algebra is a C*-algebra of the form:
Sm[p, q, r, s] =
{
f ∈ Mm(C[0, 1]) : f(0) ∈
r⊕
i=1
Mpi(C), f(1) ∈
s⊕
i=1
Mqi(C)
}
(2.1)
where p = (p1, p2, · · · , pr) and q = (q1, q2, . . . , qs) are tuples of positive integers such that∑r
i=1 pi =
∑s
i=1 qi = m.
Let us consider the splitting interval algebra A = Sm[p, q, r, s], and let us denote by sp(A)
the spectrum of A. Then sp(A) is isomorphic to the set {01, . . . , 0r}∪(0, 1)∪{11, . . . , 1s} with
the natural non-Hausdorff topology. That is, the topology generated by the sets (t, 1)∪{1j}
and {0i} ∪ (0, t), with t ∈ (0, 1), 1 ≤ i ≤ r, and 1 ≤ j ≤ s. The points in the spectrum are
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in one-to-one correspondence with the irreducible representations:
π0i : Sm[p, q, r, s]→ Mpi(C), π0i(f) = (f(0))i,
πt : Sm[p, q, r, s]→ Mm(C), πt(f) = f(t), t ∈ (0, 1),
π1i : Sm[p, q, r, s]→ Mqi(C), π1i(f) = (f(1))i.
(2.2)
Let X be a topological space. Let us denote by Lsc(X,N ∪ ∞) the order semigroup of
lower semicontinuous functions on X with values in N∪∞ (the order and addition are taking
pointwise).
Theorem 2. Consider the splitting interval algebra A = Sm[p, q, r, s]. Then, the map
Rank: Cu(A)→
{
f ∈ Lsc(sp(A),N ∪∞) :
limt→0 f(t) ≥
∑r
i=1 f(0i),
limt→1 f(t) ≥
∑s
i=1 f(1i)
}
,(2.3)
given by (Rank[a])(t) = rank((πt ⊗ idK)(a)) is an isomorphism in the category Cu.
Proof. The map Rank is clearly additive and order preserving.
Suppose that a and b are positive elements of A⊗K such that Rank[a] ≤ Rank[b]. Then,
it follows by Corollary 3.4 of [13] applied to the C*-algebra A and to the Hilbert C*-modules
al2(A) and bl2(A) that a 4 b. Hence, the map Rank is an order embedding. Let us show
that it is surjective.
Let f ∈ Lsc(sp(A),N ∪∞) be such that
lim
t→0
f(t) ≥
r∑
i=1
f(0i), lim
t→1
f(t) ≥
s∑
i=1
f(1i).(2.4)
For each n ≥ 1 set f−1((n,∞])∩ (0, 1) = Un. Then, since f is lower semicontinuous the sets
Un, n = 1, 2, · · · , are open and are such that Un ⊇ Un+1 for every n ≥ 1. In addition,
f(t) =
∞∑
i=1
1Un(t),
for all t ∈ (0, 1). (In the equation above 1U denotes the characteristic function of the set U .)
Let us choose points
tn ∈ {01, 02, · · · , 0r}, t
′
n ∈ {11, 12, · · · , 1s},
such that
|{n : tn = 0i}| = f(0i), |{n : t
′
n = 1j}| = f(1j),
for every 1 ≤ i ≤ r and 1 ≤ j ≤ s. Then, by (2.4) and since Un ⊇ Un+1 for n ≥ 1, the sets
Vn = {tn} ∪ Un ∪ {t
′
n} are open in sp(A), and we have f =
∑∞
i=1 1Vn.
Let us show that for each n ≥ 1 the characteristic function 1Vn comes from a positive
element of A. In order to show this, let us choose a rank one projection Pn ∈ A and a
continuous function λn : [0, 1] → [0, 1] such that πtn(Pn) and πt′n(Pn) have rank one, and
such that the support of λn is the open set Wn ⊆ [0, 1] given by
Wn =

Un if Vn = Un,
{0} ∪ Un if Vn \ Un = {0i} for some 1 ≤ i ≤ r,
Un ∪ {1} if Vn \ Un = {1j} for some 1 ≤ j ≤ s,
{0} ∪ Un ∪ {1} if Vn \ Un = {0i, 1j} for some 1 ≤ i ≤ r, 1 ≤ j ≤ s.
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Then, it follows that Rank[λnPn] = 1Vn .
Let us choose positive contractions an ∈ A⊗K, n = 1, 2, · · · , such that aiaj = 0 for i 6= j,
and such that an is Cuntz equivalent to λnPn for all n ≥ 1. Set
∑∞
i=1 ai/2
i = a. Then, for
each t ∈ sp(A) we have
Rank[a](t) = Rank
[
lim
n
n∑
i=1
ai
2i
]
(t) = lim
n
n∑
i=1
Rank[ai](t)
= lim
n
n∑
i=1
[λiPi](t) = sup
n
n∑
i=1
1Vn(t)
= f(t)
Therefore, Rank[a] = f . This shows that the map Rank is surjective. Hence, it is an
isomorphism in the category of ordered semigroups. Since Cu(A) belongs to the category
Cu the semigroup in the right-hand side of equation (2.3) belongs to the category Cu, and
the map Rank is a morphism in this category. 
2.3. Uniform structure. In this subsection we define a uniform structure in set of Cuntz
semigroup morphisms between two Cuntz semigroup. This uniform structure was suggested
to the author by L. Robert. Let us recall the definition of a uniform space.
Definition 2 ([1]). A uniform space (X,U) is a set X equipped with a nonempty family of
subsets U of the Cartesian product X ×X that satisfy the following axioms:
(i) if U is in U , then U contains the diagonal set {(x, x) : x ∈ X},
(ii) if U is in U and V is a subset of X ×X which contains U , then V is in U ,
(iii) if U and V are in U , then U ∩ V is in U ,
(iv) if U is in U , then there exists V in U such that
V 2 := {(x, z) : ∃y such that (x, y), (y, z) ∈ V },
is a subset of U .
(v) if U is in U , then U−1 := {(y, x) : (x, y) ∈ U} is also in U .
The family of subsets U is called a uniform structure on X and its elements entourages.
Let S and T be semigroups in the Cuntz category. Let us denote by Mor(S, T ) the set of
Cuntz semigroups morphisms from S to T . For each finite subset F of S let us consider the
set UF ⊆ Mor(S, T ) defined by
UF = {(α, β) : α(a) ≤ β(b), β(a) ≤ α(b), ∀a, b ∈ F such that a≪ b}.
It follows that UF∪G ⊆ UF ∩ UG, U
−1
F = UF , and U
2
F ′ ⊆ UF , where F
′ is a finite subset of S
containing F and satisfying that for all a, b ∈ F such that a ≪ b there is c ∈ F ′ such that
a ≪ c ≪ b. Therefore, the subsets (UF )F⊆S, F finite, generate a uniform structure US,T on
Mor(S, T ).
Let A = Sm[p, q, r, s] be a splitting interval algebra, and let B be a C*-algebra. Let xi,j ,
1 ≤ i ≤ r, 1 ≤ j ≤ s, and yt, t ∈ (0, 1), be the elements of Cu(A) defined by
xi,j = 1{0i}∪(0,1)∪{1j}, yt = 1(t,1)∪{11}, y1 = 0,
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where 1U denotes the characteristic function of the set U . For each n ≥ 1, let us consider
the finite set
Fn = {xi,j : 1 ≤ i ≤ r, 1 ≤ j ≤ s} ∪ {yi/2n : 1 ≤ i ≤ 2
n − 1}.(2.5)
We have
UFn+1 ⊆ UFn , U
2
Fn+1
⊆ UFn .(2.6)
Proposition 2. The entourages (UFn)n∈N form a basis for the uniform structure UCu(A),Cu(B).
Proof. Since the entourages (UFn)n∈N satisfy (2.6) it is enough to show that given a finite
subset F of Cu(A) there is n such that UFn ⊆ UF . Let us first reduce to the case that
F consists of two characteristic functions of open intervals. In other words, characteristic
functions of open sets of the form {0i}∪ (0, 1)∪{1j}, (t, 1)∪{1j}, {0i}∪ (0, t), or (t, s), with
t, s ∈ (0, 1), 1 ≤ i ≤ r, and 1 ≤ j ≤ s.
We have
⋂
a,b∈F, a≪b U{a,b} ⊆ UF . Therefore, by (2.6) we may assume that F consists of
two elements. Let F = {a, b} with a ≪ b. Since b is a lower semicontinuous function on
sp(A), there exist open intervals (Vn)n∈N in sp(A) such that
b =
∞∑
n=1
1Vn .
For each n ≥ 1 let us choose a sequence of open intervals (Vn,i)i∈N such that each Vn,i has
the same interval form as Vn,
∞⋃
i=1
Vn,i = Vn, Vn,1 ⊆ Kn,1 ⊆ Vn,2 ⊆ Kn,2 ⊆ . . . ,(2.7)
for some compact subsets Kn,i of sp(A). Note that
1Vn,i ≪ 1Vn,i+1 .(2.8)
Define
bi =
i∑
n=1
1Vn,i.
Then, by (2.7) and (2.8) we have bi ≪ bi+1 and sup bi = b. Since a ≪ b there exists i ≥ 1
such that a ≤ bi ≪ bi+1 ≤ b, whence U{bi,bi+1} ∈ U{a,b}. Moreover, we have
i⋂
n=1
U{1Vn,i ,1Vn,i+1} ⊆ U{bi,bi+1} ⊆ U{a,b}.
This shows by (2.6) that F may be taken to be a set formed by two characteristic functions
of open intervals.
There are a few cases to consider. Since the proof in all of them is similar we have
chosen to give the proof in only two of them: F = {1{0i}∪(0,t),1{0i}∪(0,s)}, with t < s, and
F = {1(t1,s1),1(t2,s2)}, with t2 < t1 and s1 < s2.
Suppose that F = {1{0i}∪(0,t),1{0i}∪(0,s)}, with t < s. Let us choose numbers n and i such
that t ≤ i/2n < (i+ 1)/2n ≤ s, and let us show that UFn ⊆ UF . By the choice of n and i we
have
1{0j}∪(0,t) + yi/2n ≤ xj,1 ≪ xj,1 ≤ 1{0j}∪(0,s) + y(i+1)/2n ,
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for 1 ≤ j ≤ r. Let (α, β) ∈ UFn. Then,
α(1{0j}∪(0,t)) + α(yi/2n) ≤ α(xj,1) = β(xj,1) ≤ β(1{0j}∪(0,s)) + β(y(i+1)/2n),
for 1 ≤ j ≤ r. Using that β(y(i+1)/2n) ≤ α(yi/2n) in the equation above we conclude that
α(1{0j}∪(0,t)) + α(yi/2n) ≤ α(xj,1)≪ α(xj,1) ≤ β(1{0j}∪(0,s)) + α(yi/2n).
Hence, by Theorem 1 of [5] (or by Proposition 4.2 of [14]),
α(1{0j}∪(0,t)) ≤ β(1{0j}∪(0,t)),
for all 1 ≤ j ≤ r. By symmetry, β(1{0j}∪(0,t)) ≤ α(1{0j}∪(0,s)). Therefore, UFn ⊆ UF .
Suppose that F = {1(t1,s1),1(t2,s2)}, with t2 < t1 and s1 < s2.
Let us choose numbers t′1 and t
′
2 such that t2 < t
′
2 < t
′
1 < t1. By the previous case, there
exists n such that
UFn ⊆ U
{
1{01}∪(0,t
′
2
),1{01}∪(0,t′1)
}.(2.9)
Moreover, we may take n to be such that
s1 ≤ i/2
n < (i+ 1)/2n ≤ s2,(2.10)
holds for some i ≥ 1. Let us show that UFn ⊆ UF .
Let (α, β) ∈ UFn . By (2.9) and (2.10),
1{01}∪(0,t′1)
+ 1(t1,s1) + yi/2n ≤ x1,1 ≪ x1,1 ≤ 1{01}∪(0,t′2) + 1(t2,s2) + y(i+1)/2n .
Hence,
α(1{01}∪(0,t′1)) + α(1(t1,s1)) + α(yi/2n) ≤ α(x1,1)
≪ β(x1,1)
≤ β(1{01}∪(0,t′2)) + β(1(t2,s2)) + β(y(i+1)/2n).
(2.11)
Using that (α, β) ∈ UFn , and that (α, β) ∈ U
{
1{01}∪(0,t
′
2)
,1{01}∪(0,t′1)
}, it follows that
β(y(i+1)/2n) ≤ α(yi/2n), β(1{01}∪(0,t′2)) ≤ α(1{01}∪(0,t′1)).
Hence, by (2.11)
α(1{01}∪(0,t′1)) + α(1(t1,s1)) + α(yi/2n) ≤ α(x1,1)
≪ α(x1,1)
≤ α(1{01}∪(0,t′1)) + β(1(t2,s2)) + α(y(i+1)/2n).
By Theorem 1 of [5] this implies that α(1(t1,s1)) ≤ β(1(t2,s2)). By symmetry, β(1(t1,s1)) ≤
α(1(t2,s2)), whence (α, β) ∈ U{1(t1,s1),1(t2,s2)}.

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2.4. Homomorphisms between splitting interval algebras. Let A = Sm[p, q, r, s] be a
splitting interval algebra. Let us consider a unital ∗-homomorphism φ : A→ Mm′ . Then, φ is
unitarily equivalent to a direct sum of irreducible representations of A. Therefore, there exist
a unitary U ∈ Mm′ , tuples of positive integers ν = (ν1, ν2, · · · , νr) and ω = (ω1, ω2, · · · , ωs),
and a tuple of positive real numbers λ = (λ1, λ2, · · · , λµ) with
0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λµ ≤ 1,
such that
φ(f) = U∗diag(Λν(f),Λω(f), f(λ1), · · · , f(λµ))U,(2.12)
where
Λν =
r⊕
i=1
π0i ⊗ 1Mνi , Λω =
r⊕
i=1
π1i ⊗ 1Mωi .
By grouping the eigenvalues at 0 and 1, and using that
f(0) = diag(π01(f), · · · , π0r(f)), f(1) = diag(π11(f), · · · , π1r(f)),
we may always assume that νi = ωj = 0 for some 1 ≤ i ≤ r, and 1 ≤ j ≤ s. Note that
if νi = ωj = 0 for some 1 ≤ i ≤ r, and some 1 ≤ j ≤ s, then µ, λ, ν, and ω are uniquely
determined by φ, and do not depend on the approximate unitary equivalence class of φ.
Therefore, we have a map
[φ] 7→
(
µφ;λφ; νφ;ωφ
)
,(2.13)
from the set of approximate unitary equivalent classes of unital ∗-homomorphisms from A
to Mm′ to the set of tuples (
µ;λ; ν;ω
)
∈ N× [0, 1]µ × Nr × Ns,
such that 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λµ ≤ 1, and such that νi = ωj = 0 for some 1 ≤ i ≤ r, and
some 1 ≤ j ≤ s.
Lemma 2. Let A = Sm[p, q, r, s] and let φ : A → Mm′ be a ∗-homomorphism. Then, the
morphism Cu(φ) : Cu(A)→ Cu(Mm′) is given by the formula:
Cu(φ)(f) =
r∑
i=1
νφi f(0i) +
s∑
i=1
ωφi f(1i) +
µφ∑
i=1
f(λφi ),(2.14)
where
(
µφ;λφ; νφ;ωφ
)
is the tuple associate to φ by the map (2.13). By convention in the
equation above f(0) =
∑r
i=1 f(0i) and f(1) =
∑s
i=1 f(1i).
Proof. By the previous discussion and since the functor Cu(·) is equal in ∗-homomorphisms
that are unitarily equivalent we may assume that
φ(f) = diag
(
Λ
νφ
(f),Λ
ωφ
(f), f
(
λφ1
)
, · · · , f
(
λφ
µφ
))
,
or what it is the same
φ =
(
r⊕
i=1
π0i ⊗ 1Mνi
)
⊕
(
r⊕
i=1
π1i ⊗ 1Mωi
)
⊕
 µφ⊕
i=1
δλφi
 ,(2.15)
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where δt : A→ Mm denotes the evaluation map at the point t.
Let a be a positive element of A⊗K. Then, we have
Cu(φ)[a] = [(φ⊗ Id)(a)] = rank((φ⊗ Id)(a))
(2.15)
=
r∑
i=1
νirank((π0i ⊗ Id)(a)) +
s∑
i=1
ωirank((π1i ⊗ Id)(a)) +
µφ∑
i=1
rank((δλφi
⊗ Id)(a))
=
r∑
i=1
νφi [a](0i) +
s∑
i=1
ωφi [a](1i) +
µφ∑
i=1
[a](λφi ).
(We are using Theorem 2 to conclude the last step of the equation above.) 
Let A = Sm[p, q, r, s]. For each 1 ≤ i ≤ r and each 1 ≤ j ≤ s let Pi,j be a rank one
projection such that π0i(Pi,j) and π1j (Pi,j) have rank one. Then, by Theorem 2 we have
xi,j = [Pi,j], yt = [(id− t)+P1,1](2.16)
for all 1 ≤ i ≤ r, 1 ≤ j ≤ s, and t ∈ [0, 1] (in the equation above id denotes the identity
function of C[0, 1]). Consider the finite set
G = {Pi,j : 1 ≤ i ≤ r, 1 ≤ j ≤ s} ∪ {(id)P1,1}.(2.17)
Lemma 3. Let n be a positive integer. The following statements hold:
(i) If φ, ψ : A→ Mm′ are ∗-homomorphisms such that
‖φ(f)− ψ(f)‖ <
1
2n
,(2.18)
for all f ∈ G, then (Cu(φ),Cu(ψ)) ∈ UFn;
(ii) If φ, ψ : A → Mm′ are ∗-homomorphisms such that (Cu(φ),Cu(ψ)) ∈ UFn, then
µφ = µψ, νφ = νψ, ωφ = ωψ, and
|λφi − λ
ψ
i | <
1
2n−1
,
for all 1 ≤ i ≤ µφ (= µψ).
Proof. (i) Let φ, ψ : A → Mm′ be ∗-homomorphisms satisfying (2.18). Let us show that
(Cu(φ),Cu(ψ)) ∈ UFn . That is,
Cu(φ)(xi,j) = Cu(ψ)(xi,j),
Cu(φ)(y(k+1)/2n) ≤ Cu(ψ)(yk/2n),
Cu(ψ)(y(k+1)/2n) ≤ Cu(φ)(yk/2n),
for all 1 ≤ i ≤ r, 1 ≤ j ≤ s, and 0 ≤ k ≤ 2n − 1.
Taking f = Pi,j in equation (2.18) and applying Lemma 2.2 of [8] to the elements a =
φ(Pi,j) and b = ψ(Pi,j) we have
φ(Pi,j) 4 ψ(Pi,j), ψ(Pi,j) 4 φ(Pi,j).
Hence, by (2.16)
Cu(φ)(xi,j) = Cu(φ)[Pi,j] = Cu(ψ)[Pi,j] = Cu(ψ)(xi,j).
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Let f = (id)P1,1 in equation (2.18). By Lemma 1 of [12] applied to the elements a =
φ((id)P1,1) and b = ψ((id)P1,1)
φ((id− (i+ 1)/2n)+P1,1) 4 ψ((id− i/2
n)+P1,1)
ψ((id− (i+ 1)/2n)+P1,1) 4 φ((id− i/2
n)+P1,1).
Hence, by (2.16)
Cu(φ)(y(i+1)/2n) ≤ Cu(ψ)(yi/2n), Cu(ψ)(y(i+1)/2n) ≤ Cu(φ)(yi/2n).
(ii) Let φ, ψ : A→ Mm′ be such that (Cu(φ),Cu(ψ)) ∈ UFn . By Lemma 2 the morphisms
Cu(φ) and Cu(ψ) are given by:
Cu(φ)(f) =
r∑
i=1
νφi f(0i) +
s∑
i=1
ωφi f(1i) +
µφ∑
i=1
f(λφi ),
Cu(ψ)(f) =
r∑
i=1
νψi f(0i) +
s∑
i=1
ωψi f(1i) +
µψ∑
i=1
f(λψi ).
(2.19)
where by convention f(0) =
∑r
i=1 f(0
A
i ), and f(1) =
∑r
i=1 f(1
A
i ). Evaluating Cu(φ) and
Cu(ψ) in the compact elements xi,j = 1{0i}∪(0,1)∪{1j} ∈ Fn, 1 ≤ i ≤ r, 1 ≤ j ≤ s, and using
that (Cu(φ),Cu(ψ)) ∈ UFn , we have
νφi + ω
φ
j + µ
φ = Cu(φ)(xi,j) = Cu(ψ)(xi,j) = ν
ψ
i + ω
ψ
j + µ
ψ.(2.20)
By the choice of the tuples νφ, ωφ, νψ, and ωψ there are indexes i1, i2, j1, and j2 such that
νφi1 = ω
φ
j1
= νψi2 = ω
ψ
j2
= 0. Let us take (i, j) equal to (i1, j1), and (i, j) equal to (i2, j2) in
equation (2.20), then it follows that
µφ ≤ νφi2 + ω
φ
j2
+ µφ = νψi2 + ω
ψ
j2
+ µψ = µψ,
µψ ≤ νψi1 + ω
ψ
j1
+ µψ = νφi1 + ω
φ
j1
+ µφ = µφ.
Therefore, µφ = µψ, and νψi1 = ω
ψ
j1
= νφi2 = ω
φ
j2
= 0. These identities together with equation
(2.20) imply
νφi + µ
φ = νφi + ω
φ
j1
+ µφ = νψi + ω
ψ
j1
+ µψ = νψi + µ
ψ = νψi + µ
φ,
ωφj + µ
φ = νφi1 + ω
φ
j + µ
φ = νψi1 + ω
ψ
j + µ
ψ = ωψj + µ
ψ = ωψj + µ
φ.
Therefore, νφi = ν
ψ
i and ω
φ
j = ω
ψ
j , for all 1 ≤ i ≤ r and 1 ≤ j ≤ s. It follows that ν
φ = νψ
and ωφ = ωψ.
Let us evaluate Cu(φ) and Cu(ψ) at the elements yi/2n = 1(i/2n,1)∪{1A1 } ∈ Fn, 0 ≤ i ≤ 2
n−1.
By equation (2.19) we have that
Cu(φ)(yi/2n) = ω
φ
1 + |{j : λ
φ
j > i/2
n}|,
Cu(ψ)(yi/2n) = ω
ψ
1 + |{j : λ
ψ
j > i/2
n}|,
(2.21)
for every 0 ≤ i ≤ 2n− 1. (In the equation above we are using the notation |S| to denote the
number of elements of the set S.) Using that y(i+1)/2n ≪ yi/2n , and that (Cu(φ),Cu(ψ)) ∈ UFn
the morphisms Cu(φ) and Cu(ψ) satisfy that
Cu(φ)(y(i+1)/2n) ≤ Cu(ψ)(yi/2n), Cu(ψ)(y(i+1)/2n) ≤ Cu(φ)(yi/2n),
10
for 0 ≤ i ≤ 2n − 2. Hence, by (2.21)
|{j : λφj > (i+ 1)/2
n}| ≤ |{j : λψj > i/2
n}|,
|{j : λψj > (i+ 1)/2
n}| ≤ |{j : λφj > i/2
n}|,
for all 0 ≤ i ≤ 2n − 2. These inequalities together with
λφ1 ≤ λ
φ
2 ≤ · · · ≤ λ
φ
µφ
, λψ1 ≤ λ
ψ
2 ≤ · · · ≤ λ
ψ
µψ
,
imply that
|λφi − λ
ψ
i | ≤
1
2n−1
,
for all 1 ≤ i ≤ µφ (= µψ). 
Proposition 3. Let A = Sm[p, q, r, s] and B = Mm′(C[0, 1]). Let φ : A → B be a unital
∗-homomorphism. Then, there exists a unital ∗-homomorphism ψ : A → B that is approxi-
mately unitarily equivalent to φ, and that is such that
ψ(f) = diag (Λν(f),Λω(f), f ◦ λ1, · · · , f ◦ λµ)) ,
where the tuples ν ∈ Nr and ω ∈ Ns have a component equal to zero, and the functions
λi : [0, 1]→ [0, 1] are continuous and such that 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λµ ≤ 1.
Proof. Let φ : A → B be a unital ∗-homomorphism. For each t ∈ [0, 1] let us consider the
composition δt ◦ φ : A→ Mm′ , where δt : B → Mm′ denotes the evaluation map at the point
t. Using the map (2.13) we can associate to δt ◦ φ a tuple
(
µ(t), λ(t), ν(t), ω(t)
)
such that
0 ≤ λ1(t) ≤ λ2(t) ≤ · · · ≤ λµ(t) ≤ 1,
such that ν(t) and ω(t) have a component equal to zero, and such that
φ(f)(t) = (δt ◦ φ)(f) = U
∗
t diag
(
Λν(t)(f),Λω(t)(f), f(λ1(t)), · · · , f(λµ(t)(t))
)
Ut,
for some unitary Ut ∈ Mm′ . Let us show that µ(t), ν(t), and ω(t) do not depend on t, and
that for each 1 ≤ i ≤ µ = µ(t) the function t ∈ [0, 1]→ λi(t) is continuous.
Let n ∈ N be fixed and let G ⊂ A be the finite set defined in (2.17). Since the functions
φ(f), f ∈ G, are uniformly continuous there exists ǫ > 0 such that |t− t′| < ǫ implies
‖(δt ◦ φ)(f)− (δt′ ◦ φ)(f)‖ <
1
2n
,
for every f ∈ G. Hence, by (i) of Lemma 3 we have (Cu(δt ◦ φ),Cu(δt′ ◦ φ)) ∈ UFn. This
implies by the second part of the same lemma that µ(t) = µ(t′), ν(t) = ν(t′), ω(t) = ω(t′),
and
|λi(t)− λi(t
′)| ≤
1
2n−1
,
for every t, t′ ∈ [0, 1] with |t − t′| < ǫ. It follows that µ(t), ν(t), and ω(t) are constant, and
that for each 1 ≤ i ≤ µ = µ(t) the function t ∈ [0, 1] → λi(t) is continuous. To simplify
notation let us write µ, ν, and ω instead of µ(t), ν(t), and ω(t).
For each t ∈ [0, 1] and each f ∈ A we have
φ(f)(t) = U∗t diag (Λν(f),Λω(f), f(λ1(t)), · · · , f(λµ(t)))Ut.(2.22)
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Consider the ∗-homomorphism ψ : A→ B defined by
ψ(f) = diag (Λν(f),Λω(f), f ◦ λ1, · · · , f ◦ λµ)) .
Then, rank((φ ⊗ idK)(f)) = rank((ψ ⊗ idK)(f)) for all f ∈ A ⊗ K. Hence, by Theorem
2 we have Cu(φ) = Cu(ψ). This implies that K0(φ) = K0(ψ) since A is stably finite.
By the choice of ψ, φ(f)(t) and ψ(f)(t) have the same eigenvalues for each t ∈ [0, 1] and
each f ∈ A. Therefore, by Proposition 7.3 of [15] the ∗-homomorphisms φ and ψ are
approximately unitarily equivalent. 
Theorem 3. Let A = Sm[p, q, r, s] and B = Sm′ [p′, q′, r
′, s′]. Let φ : A → B be a unital
∗-homomorphism. Then, there exists a unital ∗-homomorphism ψ : A → B that is approxi-
mately unitarily equivalent to φ, and that is such that
(i)
ψ(f) = U∗diag (Λν(f),Λω(f), f ◦ λ1, · · · , f ◦ λµ))U,
where U is a unitary of Mm′(C[0, 1]) such that U(0) and U(1) are permutation matri-
ces, the tuples ν ∈ Nr and ω ∈ Ns have a component equal to zero, and the functions
λi : [0, 1]→ [0, 1] are continuous and such that
0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λµ ≤ 1;
(ii) for each t ∈ sp(B) \ (0, 1),
(πt ◦ ψ)(f) = diag (Λνt(f),Λωt(f), f(λt,1), · · · , f(λt,µt)) ,
where the tuples νt ∈ N
r and ωt ∈ N
s have a component equal to zero, and
0 ≤ λt,1 ≤ λt,2 ≤ · · · ≤ λt,µt ≤ 1
(πt denotes the irreducible representation of B given in (2.2).)
Proof. Let us consider φ as a ∗-homomorphism fromA to Mm′(C[0, 1]). Then, by the previous
discussion there are a family of unitaries Ut ∈ Mm′ , t ∈ [0, 1], tuples ν ∈ N
r and ω ∈ Ns that
have a component equal to zero, and continuous functions λi : [0, 1]→ [0, 1], 1 ≤ i ≤ µ, with
0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λµ ≤ 1,
such that (2.22) holds for φ.
For each t ∈ sp(B) \ (0, 1) define
(νt;ωt;µt;λt,1, λt,2, · · · , λt,µt) :=
(
νpit◦φ;ωpit◦φ;µpit◦φ;λpit◦φ1 , λ
pit◦φ
2 · · · , λ
pit◦φ
µpit◦φ
)
,
where the right hand side of the equation above is the tuple associated to the ∗-homomorphism
πt ◦φ by the map (2.13). It is clear that πt ◦φ is unitarily equivalent to the ∗-homomorphism
f ∈ A 7−→ diag (Λνt(f),Λωt(f), f(λt,1), · · · , f(λt,µt)) .
Since for every f ∈ A we have
φ(f)(0) =
r′⊕
i=1
(π0i ◦ φ)(f), φ(f)(1) =
s′⊕
i=1
(π1i ◦ φ)(f),
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there are permutation matrices S0, S1 ∈ Mm′ such that
S∗0diag (Λν(f),Λω(f), f(λ1(0)), · · · , f(λµ(0))))S0
=
r′⊕
i=1
diag
(
Λν0i (f),Λω0i (f), f(λ0i,1), · · · , f(λ0i,µ0i )
)
,
S∗1diag (Λν(f),Λω(f), f(λ1(1)), · · · , f(λµ(1))))S1
=
r′⊕
i=1
diag
(
Λν1i (f),Λω1i (f), f(λ1i,1), · · · , f(λ1i,µ1i )
)
,
for all f ∈ A. Choose a unitary U ∈ Mm′(C[0, 1]) such that U(0) = S0 and U(1) = S1. Let
us define the ∗-homomorphism ψ : A→ B by
ψ(f) = U∗diag (Λν(f),Λω(f), f ◦ λ1, · · · , f ◦ λµ))U.
Then, by construction ψ satisfies conditions (i) and (ii) of the theorem. It is left to prove
that ψ is approximately unitarily equivalent to φ. By Proposition 7.3 of [15] it is enough to
show that Cu(φ) = Cu(ψ) since in the current case this implies that K0(φ) = K0(ψ). By the
construction of ψ, for each t ∈ sp(B) the ∗-homomorphisms πt ◦ φ and πt ◦ ψ are unitarily
equivalent. Hence,
rank(((πt ⊗ idK) ◦ (φ⊗ idK))(f)) = rank(((πt ⊗ idK) ◦ (ψ ⊗ idK))(f))
for all f ∈ (A⊗K)+. Therefore, Cu(φ) = Cu(ψ) by Theorem 2. 
Definition 3. Let A and B be splitting interval algebras with A = Sm[p, q, r, s] and B =
Sm′ [p′, q′, r
′, s′]. Let us say that a ∗-homomorphism φ : A→ B has standard form if satisfies
parts (i) and (ii) of Theorem 3.
3. Approximate uniqueness
Let A be a C*-algebra. We say that a class of C*-algebras B has the approximate unique-
ness property with respect to A if given ǫ > 0 and a finite subset G ⊂ A there exists a finite
subset F ⊂ Cu(A) such that; if B ∈ B, and φ, ψ : A→ B are ∗-homomorphisms such that
(Cu(φ),Cu(ψ)) ∈ UF ,
then there exists a unitary u ∈ B˜ such that
‖φ(a)− u∗ψ(a)u‖ < ǫ,(3.1)
for all a ∈ G. If the class B consists of a single C*-algebra B we will say that the C*-algebra
B has the approximate uniqueness property with respect to A.
Theorem 4. Let A be a splitting interval algebra, and let B be a sequential inductive limit
of finite direct sums of splitting interval algebras. Then B has the approximate uniqueness
property with respect to A.
Lemma 4. Let B be the class of splitting interval algebras. Then B has the approximate
uniqueness property with respect to a splitting interval algebra A (in the category of C*-
algebras with arbitrary ∗-homomorphisms), if and only if, it has the approximate uniqueness
property with respect to A in the category of unital C*-algebras with unital ∗-homomorphisms.
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Proof. The implication (⇒) clearly holds. Let us prove the reverse implication (⇐). Assume
that B has the approximate uniqueness property with respect to a splitting interval algebra
A in the category of unital C*-algebras with unital ∗-homomorphisms.
Given ǫ > 0 and a finite subset G ⊂ A let F be the finite subset of Cu(A) given by the
approximate uniqueness property of the class B with respect to A in the category of unital
C*-algebras with unital ∗-homomorphisms. Set F ∪ {[1A]} = F
′, where [1A] denotes the
Cuntz equivalence class of the unit of A. Let us show that the set F ′ satisfies the conditions
in the definition of the approximate uniqueness property of the class B with respect to A for
ǫ and G.
Consider a splitting interval algebra B and ∗-homomorphisms φ, ψ : A → B such that
(φ, ψ) ∈ UF ′. By the definition of the entourage UF ′, and using that [1A] is a compact
element of Cu(A) we have that Cu(φ)[1A] = Cu(ψ)[1A]. This implies that the projections
φ(1A) and ψ(1A) are Cuntz equivalent, and hence unitarily equivalent since B has stable rank
one. Let v ∈ B be a unitary such that φ(1A) = v
∗ψ(1A)v. Consider the ∗-homomorphism
ψ′ = Ad(v) ◦ ψ. It follows that φ(1A) = ψ
′(1A), and
(φ, ψ′) ∈ UF .(3.2)
Let us denote by p the projection φ(1A). If we restrict the codomain of the ∗-homomorphisms
φ and ψ′ to the hereditary subalgebra pBp, then the new ∗-homomorphisms—which we will
denote again by φ and ψ′—are unital and satisfy condition (3.2). The hereditary subalgebra
pBp is isomorphic to a splitting interval algebra since p, being a projection of a splitting
interval algebra, can be diagonalize in the matrix algebra over C[0, 1] that contains B unitally.
Therefore, by the choice of the set F there exists a unitary w ∈ pBp such that
‖φ(a)− w∗ψ′(a)w‖ < ǫ,
for all a ∈ G. Set v(w + 1− p) = u. Then, u ∈ B is a unitary and
‖φ(a)− u∗ψ(a)u‖ < ǫ,
for all a ∈ G. 
Lemma 5. Let A be a C*-algebra and let B be a class of C*-algebras that has the approximate
uniqueness property with respect to A. Then the class of C*-algebras B′ consisting of the finite
direct sums of C*-algebras in B satisfies the approximate uniqueness property with respect to
A.
Proof. Given ǫ > 0 and G ⊂ A finite, let F ⊂ Cu(A) be the finite subset given by the
approximate uniqueness property of the class B. Let (Bi)
n
i=1 be C*-algebras in B, and let
φ, ψ : A→ B =
⊕n
i=1Bi be *-homomorphisms. It follows that
φ = (φ1, φ2, · · · , φn), ψ = (ψ1, ψ2, · · · , ψn),
with φi, ψi : A→ Bi.
Suppose that (Cu(φ),Cu(ψ)) ∈ UF . Then, since Cu(B) is naturally isomorphic to the
direct sum
⊕n
i=1Cu(Bi). We have that (Cu(φi),Cu(ψi)) ∈ UF , for every 1 ≤ i ≤ n. Hence,
by the choice of the set F ⊂ Cu(A), there are unitaries ui ∈ B˜i, i = 1, 2, · · · , n, such that
‖φi(a)− uiψ(a)ui‖ < ǫ,
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for all a ∈ G. Moreover, the unitaries ui may be taken such that ui − 1B˜i ∈ Bi. Set
1B˜ +
n∑
i=1
(ui − 1B˜i) = u.
Then u is a unitary in B˜, and
‖φ(a)− u∗ψ(a)u‖ < ǫ.
This shows that B′ has the approximate uniqueness property with respect to A. 
Proposition 4. Let A be the universal C*-algebra generated by a finite number of elements
satisfying a stable, finite, and bounded set of relations. Let B be C*-algebra that is the
inductive limit of the sequence of C*-algebras
B1
ρ1
−→ B2
ρ2
−→ B3
ρ3
−→ · · · .
If the class of C*-algebras B = {Bi}
∞
i=1 has the approximate uniqueness property with respect
to A, then the limit algebra B has the approximate uniqueness property with respect to A.
Proof. Given ǫ > 0 and G ⊂ A finite, let F ⊂ Cu(A) be the finite subset given by the
approximate uniqueness property of the class B = (Bi)
∞
i=1. Let F
′ ⊂ Cu(A) be a finite subset
such that F ⊆ F ′, and such that for every x, y ∈ F with x ≪ y there are z1, z2, z3 ∈ F
′
such that x≪ z1 ≪ z2 ≪ z3 ≪ y. In order to prove that the proposition holds it is enough
to show that given ∗-homomorphisms φ, ψ : A → B such that (φ, ψ) ∈ UF ′, there exists a
unitary u ∈ B˜ such that
‖φ(a)− u∗ψ(a)u‖ < 3ǫ,
for all a ∈ G.
Let φ, ψ : A→ B be ∗-homomorphisms such that
(φ, ψ) ∈ UF ′.(3.3)
By hypothesis the C*-algebra A is the universal C*-algebra generated by a finite number
of elements satisfying a stable, finite, and bounded set of relations. Hence, by Proposition
14.1.2 of [9] there is an integer k ≥ 1, and ∗-homomorphisms φi, ψi : A→ Bi, i = k, k+1, · · · ,
such that
lim
i→∞
(ρi,∞ ◦ φi)(a) = φ(a), lim
i→∞
(ρi,∞ ◦ ψi)(a) = ψ(a),
for all a ∈ A, where ρi,∞ : Bi → B, i = 1, 2, · · · , are the ∗-homomorphisms induced by the
inductive limit. This implies that
lim
i→∞
((ρi,∞ ⊗ idK) ◦ (φi ⊗ idK))(a) = (φ⊗ idK)(a),
lim
i→∞
((ρi,∞ ⊗ idK) ◦ (ψi ⊗ idK))(a) = (ψ ⊗ idK)(a),
(3.4)
for all a ∈ A ⊗ K, where idK : K → K denotes the identity operator K. Let us choose
0 < ǫ′ < ǫ/3, and a finite subset G′ of A⊗K such that G ⊆ G′ (here G is identified with its
image under the canonical inclusion iA : A→ A⊗K given by iA(a) = a⊗ e1,1, a ∈ A), and
such that for each x, y ∈ F ′ with x≪ y there is a ∈ G′ such that
x≪ [(a− ǫ′)+]≪ [a]≪ y.(3.5)
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Let us see that this is in fact possible. Let x, y ∈ F ′ be such that x≪ y. Since every element
of Cu(A) is the supremum of a rapidly increasing sequence of elements of Cu(A) there exists
z ∈ Cu(A) such that x≪ z ≪ y. Let a ∈ (A⊗K)+ be such that [a] = z. We have
x≪ [a] = sup
δ>0
[(a− δ)+].
Hence, by the definition of the relation ≪ there is δ > 0 such that x≪ [(a− ǫ′)+]≪ [a] for
all 0 < ǫ′ < δ. Since F ′ is finite we can choose 0 < ǫ′ < ǫ such that for each x, y ∈ F ′ with
x≪ y there is a ∈ (A⊗K)+ such that (3.5) holds. The set G′ is taking to be the union of
the set G and the set of elements a associated to each pair of elements x, y ∈ F ′ with x≪ y.
By (3.4) there exists i ≥ k such that
‖((ρi,∞ ⊗ idK) ◦ (φi ⊗ idK))(a)− (φ⊗ idK)(a)‖ < ǫ
′,
‖((ρi,∞ ⊗ idK) ◦ (ψi ⊗ idK))(a)− (ψ ⊗ idK)(a)‖ < ǫ
′,
(3.6)
for all a ∈ G′. Hence, by Lemma 2.2 of [8]
Cu(ρi,∞ ◦ φi)[(a− ǫ
′)+] = [((ρi,∞ ◦ φi)⊗ idK))((a− ǫ
′)+)]
≤ [(φ⊗ idK)(a)]
= Cu(φ)[a],
(3.7)
for all a ∈ G′.
Let x, y ∈ F ′ be such that x ≪ y. Then by the choice of ǫ′ and the finite set G′ there
exists a ∈ G′ such that (3.5) holds. Hence, using (3.7) we have
Cu(ρi,∞ ◦ φi)(x) ≤ Cu(ρi,∞ ◦ ψi)[(a− ǫ
′)+] ≤ Cu(φ)[a] ≤ Cu(φ)(y).
By symmetry,
Cu(φ)(x) ≤ Cu(ρi,∞ ◦ φi)(y).
Since the preceding inequalities holds for all x, y ∈ F ′ with x≪ y we have
(Cu(ρi,∞ ◦ φi),Cu(φ)) ∈ UF ′.(3.8)
Similarly,
(Cu(ρi,∞ ◦ ψi),Cu(ψ)) ∈ UF ′.(3.9)
Let us show that there is n ≥ i such that (Cu(ρi,n ◦ φi),Cu(ρi,n ◦ φi)) ∈ UF . Let x, y ∈ F be
such that x≪ y. By the choice of the finite set F ′ the elements x and y are in F ′, and there
are z1, z2, z3 ∈ F
′ such that x≪ z1 ≪ z2 ≪ z3 ≪ y. Using (3.3), (3.8), and (3.9) we have
Cu(ρi,∞ ◦ φi)(x)≪ Cu(ρi,∞ ◦ φi)(z1) ≤ Cu(φ)(z2) ≤ Cu(ψ))(z3) ≤ Cu(ρi,∞ ◦ ψi)(y).
By symmetry,
Cu(ρi,∞ ◦ ψi)(x)≪ Cu(ρi,∞ ◦ ψi)(z1) ≤ Cu(ρi,∞ ◦ φi)(y).
This implies by (ii) of Proposition 1 that there exists N ≥ i such that
Cu(ρi,n ◦ φi)(x) ≤ Cu(ρi,n ◦ ψi)(y),
Cu(ρi,n ◦ ψi)(x) ≤ Cu(ρi,n ◦ φi)(y),
(3.10)
for all n ≥ N , where ρi,n denotes the composition ρn−1 ◦ ρn−2 ◦ · · · ◦ ρi. Therefore, since F is
finite we can choose n ≥ i such that (3.10) holds simultaneously for all x, y ∈ F with x≪ y.
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This shows that (Cu(ρi,n ◦ φi),Cu(ρi,n ◦ φi)) ∈ UF . Hence, there exists a unitary v in the
unitization of the C*-algebra Bn such that
‖(ρi,n ◦ φi)(a)− v
∗(ρi,n ◦ ψi)(a)v‖ < ǫ,
for all a ∈ G. Let u ∈ B˜ be the image of v by the unitization of the map ρn,∞. It follows
that u is a unitary and that
‖(ρi,∞ ◦ φi)(a)− u
∗(ρi,∞ ◦ ψi)(a)u‖ < ǫ,
for all a ∈ G. Using the triangle inequality, the inequalities in Equation (3.6), and the
preceding inequality we have
‖φ(a)− u∗ψ(a)u‖ ≤ ‖φ(a)− (ρi,∞ ◦ φi)(a)‖+ ‖(ρi,∞ ◦ φi)(a)− u
∗(ρi,∞ ◦ ψi)(a)u‖+
+ ‖(ρi,∞ ◦ ψi)(a)− ψ(a)‖
< ǫ′ + ǫ+ ǫ′ < 3ǫ.
This concludes the proof of the proposition. 
Proof of Theorem 4. Let A = Sm[p, q, r, s]. By Lemma 4, Lemma 5, and Proposition 4
it is sufficient to prove that the class of splitting interval algebras has the approximate
uniqueness property with respect to A in the category of unital C*-algebras with unital
∗-homomorphisms. In order to do this, it is enough to show that given ǫ > 0 and G ⊂ A
finite we can choose a positive integer n such that; if B is a splitting interval algebra, and
φ, ψ : A→ B are unital ∗-homomorphisms such that (Cu(φ),Cu(ψ)) ∈ UFn, then there exists
a unitary u ∈ B such that
‖φ(f)− u∗ψ(f)u‖ < 3ǫ,(3.11)
where Fn denotes the finite subset of Cu(A) defined in (2.5). Let us show that if n is chosen
such that for every f ∈ G and every x1, x2 ∈ [0, 1] with |x1 − x2| ≤ 1/2
n−1,
‖f(x1)− f(x2)‖ < ǫ,
then the previous statement holds.
Let B = Sm′ [p′, q′, r
′, s′], and let φ, ψ : A→ B be unital ∗-homomorphisms such that
(Cu(φ),Cu(ψ)) ∈ UFn .(3.12)
By Theorem 3 and using that the functor Cu(·) is equal in ∗-homomorphisms that are
approximately unitarily equivalent we may assume that φ and ψ have standard form:
φ(f) = (Uφ)∗diag
(
Λ
νφ
(f),Λ
ωφ
(f), f ◦ λφ1 , · · · , f ◦ λ
φ
µφ
)
)
Uφ,
(πt ◦ φ)(f) = diag
(
Λ
νφt
(f),Λ
ωφt
(f), f(λφt,1), · · · , f(λ
φ
t,µφt
)
)
, if t ∈ sp(B) \ (0, 1),
ψ(f) = (Uψ)∗diag
(
Λ
νψ
(f),Λ
ωψ
(f), f ◦ λψ1 , · · · , f ◦ λ
ψ
µψ
)
)
Uψ,
(πt ◦ ψ)(f) = diag
(
Λ
νψt
(f),Λ
ωψt
(f), f(λψt,1), · · · , f(λ
ψ
t,µψt
)
)
, if t ∈ sp(B) \ (0, 1),
By (3.12) we have that (Cu(πt ◦ φ),Cu(πt ◦ ψ)) ∈ UFn for every t ∈ sp(B). Hence, by (ii)
of Lemma 3 applied to πt ◦ φ and πt ◦ ψ we have
(νφ, ωφ, µφ) = (νψ, ωψ, µψ), (νφt , ω
φ
t , µ
φ
t ) = (ν
ψ
t , ω
ψ
t , µ
ψ
t ),
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for all t ∈ sp(B) \ (0, 1), and
sup
t∈[0,1]
|λφi (t)− λ
ψ
i (t)| ≤
1
2n−1
,(3.13)
for 1 ≤ i ≤ µφ(= µψ).
Let us choose continuous functions ρi : [0, 1]→ [0, 1], i = 1, 2 · · · , µ
φ(= µψ), such that
|λφi (t)− ρi(t)| ≤
1
2n−1
, |λψi (t)− ρi(t)| ≤
1
2n−1
,(3.14)
for 1 ≤ i ≤ µφ(= µψ), such that ρi(0) is equal to 0 or 1 if either λ
φ
i (0) or λ
ψ
i (0) is equal to 0
or 1, and such that ρi(1) is equal to 0 or 1 if either λ
φ
i (1) or λ
ψ
i (1) is equal to 0 or 1. Let φ
′
and ψ′ be the ∗-homomorphisms defined by:
φ′(f) = (Uφ)∗diag
(
Λ
νφ
(f),Λ
ωφ
(f), f ◦ ρ1, · · · , f ◦ ρµφ)
)
Uφ,
ψ′(f) = (Uψ)∗diag
(
Λ
νψ
(f),Λ
ωψ
(f), f ◦ ρ1, · · · , f ◦ ρµψ)
)
Uψ,
for f ∈ A. Note that by the choice of the maps ρi the images of the φ
′ and ψ′ are contain in
B, and
(νφ′ , ωφ′, µφ
′
) = (νφ, ωφ, µφ) = (νψ, ωψ, µψ) = (νψ′ , ωψ′, µψ
′
),
(νφ
′
t , ω
φ′
t , µ
φ′
t ) = (ν
φ
t , ω
φ
t , µ
φ
t ) = (ν
ψ
t , ω
ψ
t , µ
ψ
t ) = (ν
ψ′
t , ω
ψ′
t , µ
ψ′
t ),
for all t ∈ sp(B)\ (0, 1). This implies—as in the proof of Theorem 3—that Cu(φ′) = Cu(ψ′),
whence K0(φ
′) = K0(ψ
′). By Proposition 7.3 of [15] the ∗-homomorphisms φ and ψ are
approximately unitarly equivalent. It follows that there exists a unitary u ∈ B such that
‖φ′(f)− u∗ψ(f)u‖ < ǫ,(3.15)
for all f ∈ G. By the choice of n and by (3.14) we have
sup
t∈[0,1]
|f(λφi (t))− f(ρi(t))| < ǫ, sup
t∈[0,1]
|f(λψi (t))− f(ρi(t))| < ǫ,
for all f ∈ G, and 1 ≤ i ≤ µφ. Hence,
‖φ(f)− φ′(f)‖ < ǫ, ‖ψ(f)− ψ′(f)‖ < ǫ.
These inequalities together with (3.15) imply that
‖φ(f)− u∗ψ(f)u‖ < 3ǫ,
for all f ∈ G. 
4. Approximate lifting
Theorem 5. Let A be a splitting interval algebra and let B be an inductive limit of finite
direct sums of splitting interval algebras. Let sB be a strictly positive element of B, and let
F ⊂ Cu(A) be a finite subset. If α : Cu(A)→ Cu(B) is a morphism in the category Cu such
that α[1A] ≤ [sB], then there exists a ∗-homomorphism φ : A→ B such that
(α,Cu(φ)) ∈ UF .
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Let A = Sm[p, q, r, s]. For each n = 1, 2, · · · , let us consider the finite subset Fn ⊂ Cu(A)
given by
Fn = {xi,j : 1 ≤ i ≤ r, 1 ≤ j ≤ s} ∪ {yi/2n : 1 ≤ i ≤ 2
n}.
where
xi,j = 1{0i}∪(0,1)∪{1j},
yt = 1(t,1)∪{11}, y1 = 0,
(Here we are identifying Cu(A) with the semigroup in the right hand side of Equation (2.3).)
Lemma 6. Let A = Sm[p, q, r, s] and let B be either a direct sum matrix algebras or a matrix
algebra over the algebra of continuous functions on the interval [0, 1]. Let α : Fn ⊂ Cu(A)→
Cu(B) be a map such that for every 1 ≤ i, i′ ≤ r, 1 ≤ j, j′ ≤ s, and 1 ≤ k ≤ 2n − 1
(i) α(xi,j) is compact;
(ii) α(xi,1)≪ α(yk/2n) + α(xi,j);
(iii) α(y(k+1)/2n)≪ α(yk/2n);
(iv) α(y0) ≤ α(xi,1);
(v) α(xi,j) + α(xi′,j′) = α(xi,j′) + α(xi′,j);
(vi) α(xi,j) ≤ α[1A] = [1B];
(vii)
r∑
i=1
piα(xi,j′) +
s∑
j=1
qjα(xi′,j) = α[1A] + (2m− 1)α(xi′,j′).
Then, there exits a unital ∗-homomorphism φ : A→ B such that
(α,Cu(φ)) ∈ UFn.
Proof. Let B = Mm′(C[0, 1]) and let α : Fn ⊂ Cu(A)→ Cu(B) be as in the statement of the
lemma. Let us choose indexes i′ and j′ such that
α(xi′,j′)(0) ≤ α(xi,j)(0)
for all 1 ≤ i ≤ r, and 1 ≤ j ≤ s. Note that the inequality above also holds if the point 0 is
replaced by any point of the closed interval [0, 1] since by condition (i) of the lemma α(xi,j)
and α(xi′,j′) are compact elements of Cu(B) (∼= Lsc([0, 1],N ∪∞)), and hence, they are the
constant functions. By condition (ii) of the lemma
α(xi′,1)≪ α(yk/2n) + α(xi′,j′),
for every 0 ≤ k ≤ 2n − 1. Since α(xi′,1) is a compact element of Cu(B) and B has stable
rank one, α(xi′,1) is the class of a projection of B ⊗K. It follows by Proposition 2.2 of [10]
that for each 1 ≤ k ≤ 2n − 1 there exists an element zk/2n such that
zk/2n + α(xi′,1) = α(yk/2n) + α(xi′,j′).(4.1)
By conditions (iii) and (iv) we have
α(y0)≪ α(xi′,1), α(y(k+1)/2n)≪ α(yk/2n).
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Hence,
z0 + α(xi′,1)
(4.1)
= α(y0) + α(xi′,j′)
≪ α(xi′,1) + α(xi′,j′),
z(k+1)/2n + α(xi′,1)
(4.1)
= α(y(k+1)/2n) + α(xi′,j′)
≪ α(yk/2n) + α(xi′,j′)
(4.1)
= zk/2n + α(xi′,1).
More briefly,
z0 + α(xi′,1)≪ α(xi′,j′) + α(xi′,1), z(k+1)/2n + α(fi′,1)≪ zk/2n + α(fi′,1).
These inequalities imply by Theorem 4.3 of [14] that z(k+1)/2n ≪ zk/2n , and z0 ≪ α(xi′,j′).
Thus, the elements (zk/2n)
2n−1
k=0 are such that
z(2n−1)/2n ≪ z(2n−2)/2n ≪ · · · ≪ z1/2n ≪ z0 ≪ α(xi′,j′).(4.2)
By Lemma 4 of [12] there exists a positive contraction a ∈ B ⊗K such that
z0 = [a], z(k+1)/2n ≪ [(a− k/2
n)]≪ zk/2n ,(4.3)
for every 0 ≤ k ≤ 2n − 1.
By condition (vi) we have α(xi′,j′) ≤ α[1A] = [1B]. Hence, since B has stable rank one and
α(xi′,j′) is compact there exists a projection p ∈ B such that [p] = α(xi′,j′). Moreover, since p
is unitarily equivalent to a trivial projection we may assume that p = diag(1, · · · , 1, 0, · · · , 0).
By the choice of a and by (4.2),
[a] = z0 ≪ α(xi′,j′) = [p].
Hence, by Theorem 3 of [2] (see also Proposition 1 of [4]) there is a positive element b ∈ pBp
such that a = x∗x, and b = xx∗ for some element x ∈ B. By (i) of Lemma 5 of [4] this
implies that
[(b− k/2n)+] = [(a− k/2
n)+],
for every 0 ≤ k ≤ 2n − 1. Since b ∈ pMm′(C[0, 1])p = Mrank(p)(C[0, 1]), by Lemma 1.1 and
Theorem 1.2 of [16] there are continuous functions λi : [0, 1] → [0, 1], i = 1, 2, · · · , rank(p),
such that λ1 ≥ λ2 ≥ · · · ≥ λrank(p), and such that the positive element
c = diag(λ1, λ2, · · · , λrank(p), 0, · · · , 0) ∈ Mm′(C[0, 1]),
is approximately unitarly equivalent to b. This implies that for each t ∈ R+ the positive
elements (a − t)+ and (b − t)+ are approximately unitarly equivalent, and hence Cuntz
equivalent. Therefore, we have
[(c− k/2n)+] = [(b− k/2
n)+] = [(a− k/2
n)+],(4.4)
for all 0 ≤ k ≤ 2n − 1.
For each 1 ≤ i ≤ r, and 1 ≤ j ≤ s define
µ := rank(p),
νi := α(xi,j′)(0)− α(xi′,j′)(0),
ωj := α(xi′,j)(0)− α(xi′,j′)(0).
(4.5)
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By condition (vii) of the lemma
r∑
i=1
piνi +
s∑
j=1
qjωj + µ =
=
r∑
i=1
pi(α(xi,j′)(0)− α(xi′,j′)(0)) +
s∑
j=1
qj(α(xi′,j)(0)− α(xi′,j′)(0)) + α(xi′,j′)(0)
=
r∑
i=1
piα(xi,j′)(0) +
s∑
j=1
qjα(xi′,j)(0)− (2m− 1)α(xi′,j′)(0)
= α[1A](0)
= [1B](0)
= m′.
Let us consider the map
φ(f) = diag(Λν(f),Λω(f), f ◦ λ1, f ◦ λ2, · · · , f ◦ λµ).
It is clear that φ is a ∗-homomorphism. Also, by the previous computation φ maps A into
Mm′(C[0, 1]). Let us show that (α,Cu(φ) ∈ UFn.
By Lemma 2 the values of the morphism Cu(φ) at the elements xi,j and yk/2n are given
by the formulas
Cu(φ)(xi,j)(t) = µ+ νi + ωj , Cu(φ)(yk/2n)(t) = |{i : λi(t) > k/2
n}|+ w1.(4.6)
We have
Cu(φ)(xi,j)(t)
(4.6)
= µ+ νi + ωj
(4.5)
= α(xi′,j′)(0) + α(xi,j′)(0)− α(xi′,j′)(0) + α(xi′,j)(0)− α(xi′,j′)(0)
(v)
= α(xi,j′)(0) + α(xi′,j)(0)− α(xi′,j′)(0)
= α(xi,j)(0) + α(xi′,j′)(0)− α(xi′,j′)(0)
= α(xi,j)(0) = α(xi,j)(t),
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Cu(φ)(y(k+1)/2n)(t) ≤ Cu(φ)(yk/2n)(t)
(4.6)
= |{i : λi(t) > k/2
n}|+ w1
(4.5)
= rank((c− k/2n)+(t)) + α(xi′,1)(0)− α(xi′j′)(0)
= [(c− k/2n)+](t) + α(xi′,1)(t)− α(xi′,j′)(t)
(4.4),(4.3)
≤ zk/2n(t) + α(xi′,1)(t)− α(xi′,j′)(t)
(4.1)
= α(yk/2n)(t) + α(xi′,j′)(t)− α(xi′,1)(t) + α(xi′,1)(t)− α(xi′,j′)(t)
= α(yk/2n)(t),
α(y(k+1)/2n)(t)
(4.1)
= z(k+1)/2n(t) + α(xi′,1)(t)− α(xi′,j′)(t)
(4.4),(4.3)
≤ [(c− k/2n)+](t) + α(xi′,1)(0)− α(xi′,j′)(0)
= rank((c− k/2n)+(t)) + α(xi′,1)(0)− α(xi′,j′)(0)
= |{i : λi(t) > k/2
n}|+ w1
(4.6)
= Cu(φ)(yk/2n)(t),
for every t ∈ [0, 1] and 0 ≤ k ≤ 2n − 1. Hence,
α(xi,j) = Cu(φ)(xi,j), α(y(k+1)/2n) ≤ Cu(φ)(yk/2n), Cu(φ)(y(k+1)/2n) ≤ α(yk/2n),
for all 1 ≤ i ≤ r, 1 ≤ j ≤ s, and 0 ≤ k ≤ 2n − 1. This shows that (α,Cu(φ)) ∈ UFn . A
repetition of the previous arguments shows that the lemma holds in the case that B is a
direct sum of matrix algebras. 
Lemma 7. Let A and B be splitting interval algebras, with A = Sm[p, q, r, s]. Let α : Fn ⊂
Cu(A) → Cu(B) be a map satisfying conditions (i) to (vii) of the preceding lemma. Then,
there exists a ∗-homomorphism φ : A→ B such that (α,Cu(φ)) ∈ UFn−2.
Proof. Let B = Sm′ [p′, q′, r
′, s′] and let α : Fn ⊂ Cu(A) → Cu(B) be map satisfying condi-
tions (i) to (vii) of Lemma 6. Let us consider the Cuntz semigroup morphisms
Cu(iB) ◦ α : Cu(A)→ Cu(Mm′(C[0, 1])),
Cu(δ0) ◦ α : Cu(A)→ Cu
(
r⊕
i=1
Mp′i
)
,
Cu(δ1) ◦ α : Cu(A)→ Cu
(
s⊕
j=1
Mq′j
)
,
where iB : B → Mm′(C[0, 1]) denotes the inclusion map, and δ0 : B →
⊕r
i=1Mp′i and δ1 : B →⊕s
j=1Mq′j denote the evaluation maps at 0 and 1, respectively. By Lemma 6 there exist ∗-
homomorphism
φ : A→ Mm′(C[0, 1]), φ0 : A→
r⊕
i=1
Mp′i, φ1 : A→
s⊕
j=1
Mq′j ,
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such that φ has standard form, φ0 and φ1 have diagonal form, and
(Cu(iB) ◦ α,Cu(φ)) ∈ UFn,(4.7)
(Cu(δ0) ◦ α,Cu(φ0)) ∈ UFn ,(4.8)
(Cu(δ1) ◦ α,Cu(φ1)) ∈ UFn .(4.9)
Let i0 :
⊕r
i=1Mp′i → Mm′ and i1 :
⊕s
j=1Mq′j → Mm′ denote the inclusion maps, and let
γ0, γ1 : Mm′(C[0, 1])→ Mm′ denote the evaluation maps at 0 and 1, respectively. Note that
Cu(i0 ◦ δ0) ◦ α = Cu(γ0 ◦ iB) ◦ α, Cu(i1 ◦ δ1) ◦ α = Cu(γ1 ◦ iB) ◦ α.
Hence, by (4.7), (4.8), and (4.9) we have
(Cu(i0 ◦ δ0) ◦ α,Cu(γ0 ◦ φ)) ∈ UFn , (Cu(i0 ◦ δ0) ◦ α,Cu(i0 ◦ φ0)) ∈ UFn ,
(Cu(i1 ◦ δ1) ◦ α,Cu(γ1 ◦ φ)) ∈ UFn , (Cu(i1 ◦ δ1) ◦ α,Cu(i1 ◦ φ1)) ∈ UFn .
It follows that
(Cu(γ0 ◦ φ),Cu(i0 ◦ φ0)) ∈ U
2
Fn ⊆ UFn−1 ,
(Cu(γ1 ◦ φ),Cu(i1 ◦ φ1)) ∈ U
2
Fn ⊆ UFn−1 .
(4.10)
Since φ0 and φ1 have diagonal form there are permutation matrices S0, S1 ∈ Mm′ such
that Ad(S0) ◦ φ0 and Ad(S1) ◦ φ1 have standard form. That is,
S∗0φ0(f)S0 = diag(Λνφ0 ,Λωφ0 , f(λ
φ0
1 ), · · · , f(λ
φ0
µφ0
)),
S∗1φ1(f)S1 = diag(Λνφ1 ,Λωφ1 , f(λ
φ1
1 ), · · · , f(λ
φ1
µφ1
)),
where the tuples νφ0 , ωφ0, νφ1 , and ωφ1 have a component equal to zero. Also, since φ has
standard form
φ(f) = diag(Λ
νφ
,Λ
ωφ
, f(λφ1), · · · , f(λ
φ
µφ
)).(4.11)
It follows now by (4.10), as in the proof of Theorem 4, that
µφ = µφ0 = µφ1, νφ = νφ0 = νφ1 , ωφ = ωφ0 = ωφ1,
|λφi (0)− λ
φ0
i | ≤ 1/2
n−2, |λφi (1)− λ
φ1
i | ≤ 1/2
n−2,(4.12)
for i = 1, 2, · · · , µ.
By Equation (4.12) for each i = 1, 2, · · · , µ we can choose a continuous function λ′i : [0, 1]→
[0, 1] such that λ′i(0) = λ
φ0
i , λ
′
i(1) = λ
φ1
i , and
sup
t∈[0,1]
|λφi (t)− λ
′
i(t)| ≤ 1/2
n−2.(4.13)
Let U : [0, 1]→ Mm′ be a continuous path of unitaries such that U(0) = S0 and U(1) = S1.
Let us show that the ∗-homomorphism φ′ : A→ B defined by
φ′(f) = Udiag(Λν ,Λω, f ◦ λ
′
1, · · · , f ◦ λ
′
µ)U
∗(4.14)
satisfies the conditions of the lemma. It sends elements of A to B since by construction
φ′(f)(0) = φ0(f), φ
′(f)(1) = φ1(f),(4.15)
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for all f ∈ A. It is left to show that (α, φ′) ∈ Un−3. In other words we need to show that
α(xi,j) = Cu(φ
′)(xi,j),
α(y(k+1)/2n−3) ≤ Cu(yk/2n−3),
Cu(φ′)(y(k+1)/2n−3) ≤ α(yk/2n−3),
for every 1 ≤ i ≤ r, 1 ≤ j ≤ s, and 0 ≤ k ≤ 2n−3 − 1.
By equations (4.7), (4.8), and (4.9) we have
α(xi,j) =

Cu(φ)(xi,j)(t) if t ∈ (0, 1),
Cu(φ0)(xi,j)(t) if t ∈ {0
B
1 , 0
B
2 , · · · , 0
B
r′},
Cu(φ1)(xi,j)(t) if t ∈ {1
B
1 , 1
B
2 , · · · , 1
B
s′}.
Hence, by Lemma 2 and the construction of φ′ it follows that
α(xi,j) = Cu(φ
′)(xi,j),(4.16)
for every 1 ≤ i ≤ r and 1 ≤ j ≤ s.
For t ∈ (0, 1) and 1 ≤ k ≤ 2n−3 − 1 we have
α(y(k+1)/2n−3)(t) = α(y(2k+2)/2n−2)(t)
(4.7)
≤ Cu(φ)(y(2k+1)/2n−2)(t)
(4.11)
= |{i : λφi (t) > (2k + 1)/2
n−2}|+ wφ1
(4.13)
≤ |{i : λ′i(t) > 2k/2
n−2}|+ wφ1
(4.14)
= Cu(φ′)(yk/2n−3)(t),
Cu(φ′)(y(k+1)/2n−3)(t) = Cu(φ
′)(y(2k+2)/2n−2)(t)
(4.14)
= |{i : λ′i(t) > (2k + 2)/2
n−2}|+ wφ1
(4.13)
≤ |{i : λφi (t) > (2k + 1)/2
n−2}|+ wφ1
(4.11)
≤ Cu(φ)(y(2k+1)/2n−2)(t)
(4.7)
≤ α(y2k/2n−2)(t)
= α(yk/2n−3)(t).
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For t ∈ {0B1 , 0
B
2 , · · · , 0
B
r′} and 1 ≤ k ≤ 2
n−3 − 1 we have
α(y(k+1)/2n−3)(t) = α(y(2k+2)/2n−2)(t)
(4.8)
≤ Cu(φ0)(y(2k+1)/2n−2)(t)
(4.15)
= Cu(φ′)(y(2k+1)/2n−2)(t)
≤ Cu(φ′)(yk)/2n−3)(t),
Cu(φ′)(y(k+1)/2n−3)(t)
(4.15)
= Cu(φ0)(y(k+1)/2n−3)(t)
= Cu(φ0)(y(2k+2)/2n−2)(t)
(4.8)
≤ α(y(2k+1)/2n−2)(t)
≤ α(yk/2n−3)(t).
Similarly, for t ∈ {1B1 , 1
B
2 , · · · , 1
B
s′} and 1 ≤ k ≤ 2
n−3 − 1
α(y(k+1)/2n−3)(t) ≤ Cu(φ
′)(yk/2n−3)(t), Cu(φ
′)(y(k+1)/2n−3)(t) ≤ α(yk/2n−3)(t).
We have shown that,
α(y(k+1)/2n−3) ≤ Cu(φ
′)(yk/2n−3), Cu(φ
′)(y(k+1)/2n−3) ≤ α(yk/2n−3).
This together with (4.16) implies that
(Cu(φ), α) ∈ UFn−3 .

Proof of Theorem 5. Let A = Sm[p, q, r, s] be a splitting interval algebra, and let B =
lim
−→
(Bi, φi,j) be an inductive limit of finite direct sums of splitting interval algebras. First let
us show that the Theorem holds in the case that the ∗-homomorphisms φi,j : Bi → Bj are
unital and that α[1A] = [1B].
Let F be a finite subset of Cu(A). By Proposition 2 there is N ≥ 1 such that UFN−3 ⊆ UF .
Hence, it is enough to show that the theorem holds in the case that F = FN−3. Let xi,j ,
1 ≤ i ≤ r, 1 ≤ j ≤ s, and yl/2N , 1 ≤ l ≤ 2
N − 1, be the elements of FN . We have
α(xi,j) + α(xi′,j′) = α(xi,j′) + α(xi′,j), α(xi,j) ≤ α[1A] = [1B],(4.17)
r∑
i=1
piα(xi,j′) +
s∑
j=1
qjα(xi′,j) = α[1A] + (2m− 1)α(xi′,j′),(4.18)
α(xi,1) ≤ α(yl/2N ) + α(xi,j), α(y(l+1)/2N )≪ α(yl/2N ), α(y0) ≤ α(xi,1),(4.19)
for every 1 ≤ i, i′ ≤ r, 1 ≤ j, j′ ≤ s, and 1 ≤ l ≤ 2N − 1.
By Lemma 1 there exist k ≥ 1 and compact elements zi,j ∈ Cu(Bk) such that Cu(φk,∞)(zi,j) =
α(xi,j). Hence, by (4.17) and (4.18) we have
Cu(φk,∞)(zi,j + zi′,j′) = Cu(φk,∞)(zi,j′ + zi′,j), Cu(φk,∞)(zi,j) ≤ Cu(φk,∞)[1Bk ],
Cu(φk,∞)
(
r∑
i=1
pizi,j′ +
s∑
j=1
qjzi′,j
)
= Cu(φk,∞)([1Bk ] + (2m− 1)zi′,j′).
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By (i) and (ii) of Lemma 1 there exists n ≥ k such that
Cu(φk,n)(zi,j + zi′,j′) = Cu(φk,n)(zi,j′ + zi′,j), Cu(φk,n)(zi,j) ≤ Cu(φk,n)[1Bk ],
and
Cu(φk,n)
(
r∑
i=1
pizi,j′ +
s∑
j=1
qjzi′,j
)
= Cu(φk,n)([1Bk ] + (2m− 1)zi′,j′)
= [1Bn ] + Cu(φk,n)((2m− 1)zi′,j′),
for every 1 ≤ i, i′ ≤ r and 1 ≤ j, j′ ≤ s. Hence, by replacing the elements zi,j by Cu(φk,n)(zi,j)
we may assume that
zi,j + zi′,j′ = zi,j′ + zi′,j, zi,j ≤ [1Bk ],
r∑
i=1
pizi,j′ +
s∑
j=1
qjzi′,j = [1Bk ] + (2m− 1)zi′,j′.
(4.20)
By (i) of Proposition 1 for each 1 ≤ l ≤ 2N − 1 there are elements t
(n)
l/2N
∈ Cu(Bn),
n = 1, 2, · · · , such that
Cu(φn,n+1)
(
t
(n)
l/2N
)
≪ t
(n)
l/2N
, sup
n
Cu(φn,∞)
(
t
(n)
l/2N
)
= α(yl/2N ).
Hence, by (4.19) and the definition of the relation ≪ there exists n ≥ 1 such that
Cu(φk,∞)(zi,1) ≤ Cu(φn,∞)
(
t
(n)
l/2N
)
+ Cu(φk,∞)(zi,j),
α(y(l+1)/2N ) ≤ Cu(φn,∞)
(
t
(n)
l/2N
)
≤ α(yl/2N ),
Cu(φn+1,∞)
(
t
(n+1)
0
)
≤ Cu(φk,∞)(zi,1),
(4.21)
for every 1 ≤ i ≤ r, 1 ≤ j ≤ s, and 1 ≤ l ≤ 2N − 1. Moreover, n may be taken such that
Cu(φn+1,∞)
(
t
(n+1)
(l+1)/2N
)
≤ Cu(φn,∞)
(
t
(n)
l/2N
)
,(4.22)
for every 1 ≤ l ≤ 2N − 1. Since
zi,1 ≪ zi,1, Cu(φn,n+1)
(
t
(n)
0
)
≪ t
(n+1)
0 , Cu(φn,n+1)
(
t
(n)
(l+1)/2N
)
≪ t
(n+1)
(l+1)/2N
,
then by (ii) of Lemma 1 applied to the first and third inequality of (4.21) and to the inequality
(4.22) there exists k′ such that
Cu(φk,k′)(zi,1) ≤ Cu(φn,k′)
(
t
(n)
l/2N
)
+ Cu(φk,k′)(zi,j)
Cu(φn,k′)
(
t
(n)
0
)
≤ Cu(φk,k′)(zi,1),
Cu(φn,k′)
(
t
(n)
(l+1)/2N
)
≤ Cu(φn,k′)
(
t
(n)
l/2N
)(4.23)
for every 1 ≤ i ≤ r, 1 ≤ j ≤ s, and 1 ≤ l ≤ 2N − 1. Set Cu(φk,k′)(zi,1) = z˜i,j and
Cu(φn,k′)
(
t
(n)
l/2N
)
= t˜l/2N . Then, by (4.20), the second inequality of (4.21), and (4.23) we
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have
z˜i,j + z˜i′,j′ = z˜i,j′ + z˜i′,j, z˜i,j ≤ [1Bk ],
r∑
i=1
piz˜i,j′ +
s∑
j=1
qj z˜i′,j = [1Bk ] + (2m− 1)z˜i′,j′,
z˜i,1 ≤ t˜l/2N + z˜i,j, t˜(l+1)/2N ≤ t˜l/2N ≤ z˜i,1,
for every 1 ≤ i, i′ ≤ r, 1 ≤ j, j′ ≤ s, and 1 ≤ l ≤ 2N − 1. Let α˜ : FN → Cu(Bk′) be
the map defined by α(xi,j) = z˜i,j and α(yl/2N ) = t˜l/2N . Then, it follows by the preceding
equations that α˜ satisfies conditions (i) to (vii) of Lemma 6. Hence, by Lemma 7 there exists
a ∗-homomorphism ψ : A→ Bk′ such that (Cu(ψ), α˜) ∈ UFN−2 . It follows that
(Cu(φk′,∞ ◦ ψ),Cu(φk′,∞) ◦ α˜) ∈ UFN−2 .(4.24)
By the second inequality of (4.21) we have
α(y(l+1)/2N ) ≤ Cu(φk′,∞) ◦ α˜(yl/2N ) ≤ α(yl/2N ),
for every 1 ≤ l ≤ 2N − 1. This implies by the definition of the entourage UFN that
(α,Cu(φk′,∞) ◦ α˜) ∈ UFN ⊆ UFN−2 .
This together with (4.24) imply that
(α,Cu(φk′,∞ ◦ ψ)) ∈ U
2
FN−2
⊆ UFN−3 .
The theorem follows by taking φ = φk′,∞ ◦ ψ.
Let us consider the general case. Let F ⊂ Cu(A) be a finite subset, and let α : Cu(A)→
Cu(B) be such that α[1A] ≤ [sB]. Since α[1A] is a compact element of Cu(B) and B has
stable rank one, there is a projection P ∈ B such that α[1A] = [P ]. Since projections
lift there exist i ≥ 1 and a projection Q ∈ Bi such that φi,∞(Q) = P . The C*-algebras
B′i = φi,j(Q)Bjφi,j(Q) are isomorphic to direct sum of splitting interval algebras. In addition,
we have
PBP = lim
−→
(B′i, φi,j|B′i).
Note that the ∗-homomorphisms φi,j|B′i : B
′
i → B
′
j are unital. Since α[1A] = [P ] the image of
the morphism α is contained in Cu(PBP ) which is a subsemigroup of Cu(B). Hence, apply-
ing the theorem in the case that the codomain algebra is an inductive limit of direct sums
of splitting interval algebras with unital ∗-homomorphisms there exist a ∗-homomorphism
φ : A→ PBP ⊂ B such that (α,Cu(φ)) ∈ UF . This concludes the proof of the theorem. 
5. Proof of Theorem 1
Proof of Theorem 1. By (iv) of Proposition 5 of [4] we may assume that A is a finite direct
sum of spitting interval algebras. Furthermore, by the proof of (iii) of Proposition 5 of [4]
we may assume that A is a splitting interval algebra. This follows since for every projection
p ∈ B the hereditary subalgebra pBp can be written as a sequential inductive limit of finite
direct sums of splitting interval algebras.
Let A = S[p, q, r, s] be a splitting interval algebra and let B be an inductive limit of finite
direct sums of splitting interval algebras. Since A is separable we can choose finite sets
Gi ⊂ A, i = 1, 2, · · · , such that A =
⋃∞
i=1Gi, and Gi ⊂ Gi+1, for i ≥ 1. By Theorem
27
4 for each i ≥ 1 there exist a finite subset F ∈ Cu(A) such that: if φ, ψ : A → B are ∗-
homomorphisms such that (Cu(φ),Cu(ψ)) ∈ UF , then there is a unitary u in the unitization
of B such that
‖φ(a)− u∗ψ(a)u‖ <
1
2i
,(5.1)
for all a ∈ Gi. Since the entourages UFi, i = 1, 2, · · · , are a basis for the uniform structure
UA,B (see Subsection 2.3) there exists ki ≥ 1 such that Uki ∈ UF . Therefore, if (φ, ψ) ∈ UFki
then (5.1) holds.
Let α : Cu(A) → Cu(B) be a Cuntz semigroup morphism such that α[1A] ≤ [sB], where
sB is an strictly positive element of B. By Theorem 5 for each n ≥ 1 there exist a ∗-
homomorphisms φn : A→ B such that (α,Cu(φn)) ∈ UFn. This implies by (2.6) that
(Cu(φm),Cu(φn)) ∈ U
2
FN+1
⊆ UFN
for every m,n > N . Thus, we can choose a sequence of natural numbers ni, i = 1, 2, · · · ,
such that (Cu(φni),Cu(φni+1)) ∈ Uki for all i ≥ 1. By the choice of numbers ki, i = 1, 2, · · · ,
there are unitaries ui ∈ B˜ such that
‖φni(a)− u
∗
iφni+1(a)ui‖ <
1
2i
,(5.2)
for every a ∈ Gi, and i ≥ 1. Set
Ad(ui−1 · · ·u2u1) ◦ φni = ψi.
Then, by (5.2)
‖ψi(a)− ψi+1(a)‖ <
1
2i
,
for every a ∈ Gi, and i ≥ 1. It follows that the sequence ψi(f), i = 1, 2 · · · , is Cauchy for
every f ∈
⋃∞
i=1Gi. Therefore, the limit
φ(f) = lim
i→∞
ψi(f),(5.3)
exists for every f ∈
⋃∞
i=1Gi. Since the set
⋃∞
i=1Gi is dense inA and the map φ :
⋃∞
i=1Gi → B
is the pointwise limit of ∗-homomorphisms, it extends to a ∗-homomorphism φ : A→ B. Let
us show that Cu(φ) = α.
Let G be the finite subset of A defined in (2.17). Without loss of generality we may assume
that G is contained in
⋃∞
i=1Gi. By (5.3) for each n ≥ 1 there exists k ≥ n such that
‖φ(f)− ψk(f)‖ <
1
2n
,(5.4)
for every f ∈ G. Hence, by (i) of Lemma 3 we have (Cu(φ),Cu(ψk)) ∈ UFn . It follows that
(Cu(φ),Cu(φk)) ∈ UFn since the ∗-homomorphisms φk and ψk are unitarily equivalent. We
have (Cu(φk), α) ∈ UFk ⊆ UFn. Therefore,
(Cu(φ), α) ∈ U2Fn ⊆ UFn−1 .
Since n is arbitrary and the entourages UFn, n = 1, 2, · · · , are a basis for the uniform structure
on the set of Cuntz semigroup morphisms from Cu(A) to Cu(B) we conclude that α = Cu(φ).

The proof of Corollary 1 is the same as the proof of Corollary 1 of [4].
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