Let K r = {z: | z | < r}, r > 0. For given α, 0 < a < «, rf, 0 d < 1, and M, l<Mίio°, let S (a,d,M) denote the class of univalent and normalized a starlike functions / in K, with
Introduction.
Given α,0<α<°o 5 (1.1) αReίl+T he class 5(α) was first considered by Mocanu [12] . The following facts about S(a) are known (see Miller [11] ), (1.2a) Each/E5(α) is starlike univalent, (1.2b) S(a 2 )CS (a ] ) whenever 0<α,^α 2 <oo, (1.2c) If/G5(α) and bounded, then/' is in the Hardy class H\ (1.2d) For given /E S(α), there exists a starlike univalent function g satisfying g(0) = 0, g'(0) = 1, and
Here the 1/α powers of the above functions in K are defined to be 1 at z = 0. We note that 5(1) is the class of normalized convex functions.
For given d, 0 ^ d < 1, M, 1 < M ^ °o 9 and α, 0 < α < o°, let S (a,d,M) denote the subclass of functions f^S (a) that satisfy:
(1.3) d^\f(z)lz\^M, z<ΞK.
We observe that S (a, d,M) is compact, as follows easily from (1.1) and (1.3). Then in this paper we shall prove the following theorem: THEOREM 1. Let α, d, and M be fixed nonnegative numbers satisfying 0<α<°o 9 θ^d<l, and 1 < M ^ oo.
Then there exists a function F = F( ,a,d,M)E S(α, d, M) with the following properties:
(A) The function g(z) = log F(z)lz, z G K,(g(0) = 0) w univalent and convex in the direction of the imaginary axis, (B) /// G S(α, d, M), ί/ien log/(z)/z, z G K, w subordinate to g.
In order to describe F we first make the following definition. DEFINITION 1. Let a be given, 0 < a < oo. Then γ is said to be an a curve in the w plane, if there exists a line in the ζ plane, not containing ζ = 0, which is mapped onto γ by a continuous a power of ζ.
Second, we let dE denote the boundary of a set E, and K r = {z: |z|<r},0<r <oo, Γ^ 1. Third, we let δ(M,α) denote the radius of the largest disk with center at the origin contained in f(K) for all / G S(α, 0, M). Here a and M are fixed numbers satisfying 0 < a < oo and 1< M ^ oo. it is easily seen that S(a 9 The function F is uniquely determined by the above description of dF{K) and the requirement that F G S(α, d, M), as we show in §3.
We remark that Theorem 1 is well known in the simple case a -1, M = oo ? d = 5. In this case it is a simple consequence of the fact that a normalized convex function is starlike of order \ (see Suίfridge [15] for a proof of this fact). However, in all other cases Theorem 1 is new. The subordination result in (B) implies the following corollary (see for example Golusin [4, Ch.8, §8] We remark that Theorem 2 and Corollary 2 are well known in the simple case d = 1, M = oo (see Goluzin [4, Thm. 1, p. 531] ). Moreover, Suffridge [16] proved (C) of Corollary 2 for S* (d, oo) and N = 2. Barnard [2] proved (A) of Corollary 2 for S* (d,M) and Φ(H>) = ± w. With these exceptions, Theorem 2 and Corollary 2 are new results for starlike functions.
For given M, a, d, as in Theorem 1, let / be in S (a, d, M) and put D = f (K) . Then the proof of Theorem 1 is based upon a geometric description of 3D and a use of the Julia variational formula similar to Krzyz [10] and Barnard [1] . This geometric description of 3D is obtained in Lemmas 1-3 of §2. In §3 we use Lemmas 1-3 to determine δ (M,α) 
and show F GS(a,d,'M) is uniquely defined by (i)-(iv).
In §4 we define our variations of D when 3D contains an arc of an a curve. In §5 we show that the Hadamard variational formula holds for the Greens functions of our varied domains. In §6 we deduce the Julia variational formula from the Hadamard variational formula, and show how it can be used to solve an extremal problem. In §7 we prove We use these lemmas in §8 to prove Theorem 1. In §9 we deduce Theorem 2 from Theorem 1 and describe 3F* (K, d, M) .
As motivation for the proof of Theorem 1, we first remark that it turns out (A) of Corollary 1 implies Theorem 1. Second, we remark that our geometric description implies dD is made up of a finite number of arcs with the following property: each arc is the image, under ζ a , of an arc contained in the boundary of a convex domain. Since the Julia variation is a local boundary variation, it follows that the solution to (A) of Corollary 1 in S(α, d, M) should be obtainable from a local use of conformal mapping and arguments similar to those of Krzyz [10] and Barnard [1] . Furthermore, a general description of dF (K,a,d,M) should follow from considering local a powers of ζ on 3F (K, l,d,M) . This is indeed the case, as we see from (i)-(iv). We emphasize, though, that the extremal functions in Theorem 1, corresponding to different values of α, do not bear such a simple relationship. Even though the bounds on F(X, α, d, M) make it quite difficult to obtain an explicit representation formula for F, this function is completely described by its geometric properties. Since the Julia variational method allows to preserve both bounds and the class, it seems the most natural way to prove Theorem 1.
Finally the authors would like to thanlc Professor Frank Keogh for some helpful comments concerning the geometric description of S(a).
2.
A geometric description of the image domains of a. starlike functions. Given w ^ 0, let Arg w, -π ^ Arg w % π, denote the principal argument of w. Let γ be an a curve as in Definition 1. Since γ is the image of a line, not containing £ = 0, under a continuous a power of ζ, it follows for 0 < a ^ 2, that γ divides the w plane into two disjoint domains. Moreover the domain containing w = 0 is starlike. However for a > 2, γ intersects itself, and consequently there exist rays through w =0 which intersect γ more than once. Since we shall be studying starlike domains in which part of the boundary is an arc of γ, it is necessary to make the following definition for fixed α, 0 < a < oo. DEFINITION 2. Let β denote a closed arc of an a curve γ. Then we shall call β an a arc of γ, if each ray through w = 0 intersects β in at most one point.
We shall determine the number of a arcs with endpoints A,B (A^B) in the w plane. Clearly the number is zero if either Arg(AB) = 0, or one of A and B is zero. Hence we assume A^O, B^O, and Arg (AB) ^ 0. Next we draw the rays from w = 0 through A and B. These rays divide the w plane into two sectors, T x and Γ 2 , with angular openings θ x and θ 2 respectively. We may suppose that 0 < θ λ S 0 2 < 2ττ, since otherwise we renumber. We observe that if β is an a arc with endpoints A and £, then either β CΓ, U{A,J3}, or β CΓ 2 U {A, B}, as follows from Definition 2. We claim for fixed α, 0 < α < o°, that (2.1a) Let i be fixed, / = 1 or 2. Then if 0 < 0, < τrα 5 there exists exactly one a arc β with endpoints A and ί? for which β C 7]I U {A,β}. If πα ^ 0,, there does not exist an α arc β with endpoints A and B for which β CT t U{A,B}.
To prove (2.1a), let h x denote an analytic 1/α power of w in Tl(i = 1 or 2) which is continuous on 3T| . Then the line segment with endpoints /i/(A) and h^B) is contained in Λ f .(T;.) U{hi(A) 9 hi(B)} 9 if and only if 0 < 0, < πa. Using this fact and considering the inverse mapping to h h we get (2.1a).
From (2.1a) we see for 0 < a ^ 1 that if 0 < | Arg (AB) | < πα, then there exists exactly one a arc with endpoints A, B. For 1< a < oo, it follows from (2.1a) that there is at least one a arc with endpoints A, J3(Arg(AB) ^ 0). Also for 2 < a < oo, there are exactly two a arcs with endpoints A, JB (Arg AB ^ 0).
Next we determine a geometric criterion for a bounded domain to be a magnification of the image domain of an a starlike function. This criterion is given by Lemma 1. In Lemma 1, β denotes the a arc with endpoints A, B, satisfying β CΓ, U{A, J3}. Proof. Let A, JB, be any two points of dD with 0< | Arg (AB)\< η^πa.
Define Γ, and β CT X U{A,B} relative to A and B as in (2.1a). Let ft, be an analytic 1/α power of w on T, which is continuous on dT { . Put D x = D ΓΊ T u λ = 3D Π T u and suppose that E, F, F^ F, are any two points of λ. Then from the hypotheses of Lemma 1 (with E, F, replacing A, B), either the line segment connecting h } (E) to h x (F) is contained in h x (λ) or it is contained in /ii(Di) U{/z,G4),/zi(B)}. Since dhiiD]) consists of /ii(λ) and segments of two rays from w = 0 forming an angle less than π, it follows that h\{D x ) is convex. Hence h x (λ) may be approximated by a polygonal arc r, made up of chords connecting points on h x {λ), with endpoints /iiCA), h x {B). If n a positive integer is given, then r can be chosen such that each point of r lies within \\n distance of a point of h (λ). Also, r can be chosen in such a way that a piecewise continuous argument of the tangent to r does not decrease as r is described in the counterclockwise direction with respect to w = 0.
Taking the preimage of r under h u we find that λ may be approximated by an arc σ,CDiUA U {A, JB}, made up of a arcs, with endpoints A, B. Moreover each point of σ x is within C/n of a point of A, where C is a positive constant which depends only on a and D. Also the tangent to σ x rotates counterclockwise as we pass from one a arc to another in the counterclockwise direction. Since 3D may be written as a finite union of sets of the form λ, we see that 3D may be approximated by a Jordan curve σ with the same properties as σ x . The bounded domain D(n), with 3D(n) = σ, is clearly starlike with respect to w = 0. Let g n denote the Riemann mapping function satisfying g Λ (0) = 0, gi(0)>0, and g n (K) = D(κ). Then g n is continuous in K U 3K and a continuous 1/α power of g π maps <9K-{1} onto a polygonal arc. Moreover, as 3K -{1} is described in the counterclockwise direction, a piecewise continuous argument of the tangent to this polygonal arc does not decrease. Using this fact and a SchwarzChristophel type argument we deduce that The sequence (g π )7 is a uniformly bounded sequence of univalent functions in K. Moreover from the construction of D(n), we see that Proof Let g r {z) = f(rz) for z e X and 0 < r < 1. Put D r = g r (K), and Γ r (0) = g r (e' θ ), O^0<2ττ. Then from (1.1) we see that 0, z E X U dK.
Let log Γ r and log Γ' Γ be continuous logarithms of Γ r and Γ' r (Γ r (θ) = d/dθ Γ r (0)). Then the above inequality implies that Geometrically this inequality means (2.3a) The argument of the tangent to Π /α does not decrease as θ increases for a continuous I/a power of Γ r .
Using (2.3a) we now prove Lemma 2. Let A, B, and β be as in Lemma 2. Choose a sector V containing β in its interior and of angle opening φ, 0 < φ < πa. This choice is possible by (2.1a). Let p be an analytic 1/α power of w on V. Then (2.3a) implies that p(V ΠD r ) is convex, as is easily seen. Since D = U 0 <r<iA and D s CD n s < r, it follows that
Hence the line segment / with end points p(A), p(B), is either contained in p(V Γ)D)U{p(A),p(B)} or in p(dDΠ V). Using this fact and the inverse mapping to p, we deduce that (a) of Lemma 2 is true. Also since each ray through the origin intersects p(V Π 3D) in exactly one point, we see that V Π 3D likewise has this property. Hence each ray through w = 0 intersects 3D in exactly one point. To prove (b) of Lemma 2 we observe that p( V Π Ω) is equal to the component of p(VΠD)~l containing zero in its boundary. Hence p(VΠΩ) is convex. Using the inverse of p, it follows that the boundary points of Ω in a sufficiently small neighborhood of A satisfy the hypotheses of Lemma 1. A similar statement holds for the boundary points in a small neighborhood of JS. Since η >0 may be arbitrarily small in Lemma 1, and since <9Ω consists of a part of 3D and β, we find from the above discussion and (a) of Lemma 2 that dΩ satisfies the conditions of Lemma 1. Applying this lemma we deduce that (b) is valid. This proves Lemma 2.
Again suppose that / E S(α, 0, Af) for some M < <». Then /' G H ι (see (1.2c)) and hence Γ(0) = f(e iθ ), 0 g θ < 2π is a bounded rectifiable curve in the w plane, (see for example Goluzin [4, Thm. 1, p. 409] ). Let w G Γ and suppose that Γ has unique left and right hand tangents at w. If γ is an a curve through w, then we shall say γ is tangent to Γ from the right (left) at w, provided the tangent to γ coincides with the right hand (left hand) tangent of Γ at w. With this understanding we prove Proof Lemma 3 follows easily from (2.3b) and geometric properties of convex domains. We omit the details.
Applications of Lemmas 1-3.
We now determine δ(M,a) (see §1) for fixed M and a satisfying 1< M < oo and 0 < a < oo. To do this we let /, D, and Γ be as in Lemma 3 and put d(f) = min {| w |: w G Γ}. We shall use the following remark which also will be used in §4 and §8.
, then there is exactly one a curve γ tangent to Γ at w 0 from either the left or right. Furthermore, γ is tangent to dK dif) at w 0 .
Remark 1 follows easily from Lemma 3 by way of contradiction. Let γ i9 γ 2 , be the a curves tangent to Γ at w 0 from the right and left, respectively. If y x were not tangent to dK d{f) at w 0 , then y x would contain points of K dφ arbitrarily near w 0 . Hence there would exist an a arc β C γ, with endpoint w 0 and β Γ\D^{φ).
This inequality contradicts Lemma 3. Therefore γ, is tangent to dK dif) at w 0 . Repeating the argument we see that γ 2 is tangent to dK dφ at w 0 . Since the definition of an a curve implies there is exactly one a curve tangent to dK d(f) at w 0 , we must have γ, = γ 2 .
To continue the determination of δ(M,a), we need some notation. First, given a simply connected domain G containing w = 0, we shall let m.r. G denote the mapping radius of G (see Hayman [5, p. 78] for a definition). Also, we shall say G is a starlike, if there exists h G S(a) and t >0 such that th(K) = G. Second, for given M and a as above, and given s, 0 < s < M, we draw the a curve γ tangent to dK s at -s. From the definition of γ we see that either γ intersects itself at a point t = t(s), 0<ί^M, or y does not intersect itself in K M U dK m , and γ intersects dK M at Me' φ , Me~i φ , for some φ = φ(s), 0< φ < 7r. In the first case we let Ω(s) denote the bounded domain containing w = 0 whose boundary is the two a arcs of γ with endpoints -5, ί. In the second case we let Ω(s) denote the bounded domain containing w = 0 whose boundary consists of the a arc of γ with endpoints Me iφ , M^" iφ , and the arc of dK M with endpoints Me iφ , Me~i φ , which contains M. We claim that Ω(s) is α starlike. Indeed, it is obvious that dΩ(s) satisfies the hypotheses of Lemma 1 except possibly in a small disk about t in the first case or in small neighborhoods of Me ίφ , Me~i φ , in the second case considered above. Using (2.3b) with A and B properly defined, it is easily checked that dΩ(s) also satisfies the hypotheses of Lemma 1 at these boundary points. Hence Ω(s) is a starlike for 0<s <M. 
To do this for given 0, 0 < 0 < TΓ, draw the α curves γ, γ, tangent to <9K d at de iθ , de~ι\ respectively. Then either γ intersects γ at a point u = w(0), 0 < w g M, or γ and γ intersect dK M at points P = P(0), P = P(0), respectively with P^ P. In the first case we let Λ{d, θ) denote the bounded domain containing w = 0 whose boundary consists of ( + ) the arc of dK d with endpoints de ι \ de~ι\ containing -rf, and a arcs of γ and γ with end points de ι \ w, and de" w , w, respectively.
In the second case we let Λ(d, β) denote the bounded domain containing w = 0 whose boundary consists of the arc^)f dK d in (+), the a arcs of y and γ with end points d^i θ , P, and de~i β , P, respectively, and the arc of dK M with end points P, P, containing M. We also put Λ(rf, TΓ) = Ω(d), where Ω(d) is as defined previously in §3.
Again using (2.3b) and Lemma 1, we see that 
and E, F(E/ F) be in Γ. We suppose that Γ contains an a arc β with end points A, JB, and an a arc μ with endpoints E, F. We further suppose that μ and /3 are disjoint, except possibly B = F or A = E. Let V and N be sectors drawn from w = 0 which contain β and μ in their interiors, respectively. Thanks to (2.1a), we may choose V and N to each have angle opening less than πa. We let p and φ be analytic 1/α powers of w on V and N respectively. Then we shall define the following variations on Γ (see Barnard [1] for similar variations in the convex case).
I. An inward variation whenever μ is not tangent to dK d , and the right and left hand tangents to Γ at F do not coincide.
II. An outward variation whenever the right and left hand tangents to Γ at A do not coincide, and B satisfies either (a) or (b):
(a) \B\ = M, (b) IB I < M, and the left and right hand tangents to Γ at B do not coincide.
III. An outward sliding of β when Γ Π dK d contains a set of distinct points, {Q«}T, with lim^ Q n = A, and B satisfies either (a) or (b) of II.
Variation I will be defined in terms of a parameter δ for 0 < δ ^ δ 0 (δ 0 small) in such a way that if Γ,(δ) denotes the variation of Γ, then Γj(δ) is the boundary of an a starlike domain £>i(δ), and
Furthermore,
3) U
To define I let F o be a point on(Γ-μ)ΠJV which is near F. Draw the a arc μ 0 whose endpoints are E and F o contained in N. It is possible to draw such an arc for F o near F by (2.1a). Since F is as in I it follows from (a) of Lemma 2 that μ 0 CDU{E,F 0 }.
Hence the smallest angle between the tangents to μ and μ 0 at E is positive. Let δ 0 > 0 denote this angle. Now suppose that F u F 2 (F, ^ F 2 ) are points on the arc of Γ Π N with endpoints F o , F. Also we suppose that F, / F,F 2^ F. Draw the a arcs μ, and μ 2 with endpoints F, F,, and F, F 2 , respectively. Let δ ( , i = 1,2, denote the smallest angle between μ, and μ at F. As above we observe that μ, CD U{F,F)} and thereupon that δ, >0. Also since μ,CDU{F,F,}, we must have μ, Π (μ 2 -{F}) = {φ}. Hence δi 7^ δ 2 . Let Di(δ, Variation II will be defined in terms of a parameter e f or 0 < e g 6 0 , while variation III will be defined for e > 0 in a sequence, z = (e y ), with lim^oo e } = 0. The variations will be defined in such a way that if Γ 2 (e) denotes the variation of Γ, then Γ 2 (e) is the boundary of an a starlike domain D 2 (e), and
CD 2 (e 2 ), whenever 0<e,<e 2 ,
We remark for later use that if the right and left hand tangents at A coincide, then our method of variation in II will still produce a starlike domain D 2 (e) satisfying (4.4)-(4.6).
To define Π(a), choose a point B o E (dK M -dD)ΠV near JB with the property that the ray from the origin to B o intersects β. Draw the a arc β 0 whose endpoints are A and B o which is contained in V. Again it is possible to draw such an arc for B o near B by (2.1a). Let β o >0 denote the smallest angle between β and β 0 at A. Draw the a arcs β x and β 2 with endpoints A, B x , and A, B 2 , respectively. Let € f (ϊ = 1,2) denote the smallest angle between β f and β at A. Clearly €i,€ 2 >0 and e x^e2 .
Let £> 2 (e;), i = 1,2, denote the domain whose boundary is the union of the arcs: β h Γ -β, and the arc of dK M with endpoints B, B h contained in V.
We claim that D 2 (βi), i = 1,2, is α starlike when B o is near B. To see this note from (2,3b) that p(V ΠD) is convex. Also dp(VΠD) contains the line segment / with endpoints p(A), p(B). Since A is as in Π(a), we see that the left and right hand tangents to dp(V ΠP) at p(A) do not coincide. Using these observations and well known geometric properties of convex domains we deduce for given i = 1 or 2 that the bounded domain with boundary, 
Λ).
Let y be the a curve containing β, and let γ 0 be the a curve tangent to dK d Π Γ at A o . Let P o be the point of intersection in V of y and γ 0 which is nearest A. Let e o >O denote the smallest angle between the tangents to γ and γ 0 at P {) . Now suppose that A, ^ A is a point on the arc of dK d Π V Π Γ with endpoints A o , A. Draw the a curve γ, tangent to dK d Π Γ at A\. Let P, denote the point of intersection of γ, and γ in V which is nearest A. Let e,0< e ^ e 0 , be the smallest angle between y and γ, at P,. The bounds on e may be established using the function p and elementary geometry. Let B, be the point of dK M Π γ, which is nearest B. We claim for 6 0 small enough that there exists an a arc βj of γ t Π V with endpoints A,, B,. Again this is easily seen using (2.3b) and the function p. Let σ } be the arc of Γ with endpoints A, A,, which is contained in V. Finally let D 2 (e) be the domain whose boundary is the union of the arcs, β u Γ -{β U σ,}, and the arc of dK M with endpoints B, B,, which is contained in V. Put Γ 2 (e) = dD 2 {e). Next we let e vary subject to the above restrictions. Since {Q n }*CdK d ΠΓ, we obtain a sequence, (D 2 (e)) €Ez , of domains with boundaries, Γ 2 (e), eΈz. We assert that D 2 (e), 6 E 2, is α starlike and (4.4)-(4.6) are true. The assertion that D 2 (e) is.a starlike may be proved using (2.3b) and Lemma 1. (4.4) follows from the definition of Γ 2 (β). (4.5) is a consequence of Lemma 3 and the fact that the γ, corresponding to e 2 is tangent to Γ 2 (€,) for 0<€i<6 2 ge 0 . (4.6) then follows from (4.5) , the definition of D 2 (e), and the fact that lim^. Q n = A (see III).
To define III when B satisfies II (b) we choose a point A o E Γ D dK d near A, A 0^A , and let A, be a point on the arc of dK d ΠT with endpoints A o , A. With this notation γ, γ 0 , and y x are defined as in HI (a). Let γ* be the a curve tangent to Γ at B which does not contain β. Let J5j be the point nearest B in V where γ, and γ* intersect. With this notation we define β, relative to A,, B,, and σ x relative to A, A,, as in III (a). P, and e >0 are also as in III (a). Let D 2 (e) be the domain whose boundary is the union of the arcs β u T-{β Uσ,}, and the a arc of γ*Π V with end points B, B x . Then D 2 (e) is a starlike and (4.4)~(4.6) are true, as follows from an argument similar to our previous arguments. We omit the details.
We now consider the effect on D of applying an outward variation of Γ, as in II or III, followed by an inward variation of the form I. To simplify our notation we put Y = (0, β 0 ], if D is varied as in II, and Y = z if D is varied as in III. First applying variation II or III we obtain for each 6, β E Y, an a starlike domain D 2 (e) with boundary Γ 2 (€). Also, Γ 2 (€) contains an a arc μ(e) with one endpoint E, and μ Cμ(e) (μ = μ(e) unless B = F). Next we apply variation I with μ(e), Γ 2 (β), replacing μ, Γ, in I. This is permissible if 6 0 >0 is small enough. Applying variation I, we obtain for each δ, 0 < δ ^ δ o (e), an a starlike domain D(e,δ) with boundary Γ(e,δ). We claim that δ o (e) does not depend on e. This claim is clearly true if B έ F, since in this case the inward and outward variations are independent for small 60>0. If B = F, then it is easily checked that D(e, δ) is well defined for e EY and 0 < δ ^ δ o (e o ), when e 0 E Y is small. Hence our claim is true and we may take δ o (e) = δ o (e o ).
Finally in this section we consider the equation (4.7) m.r.D(6,δ)=l for 0 < δ ^ δ o (e o ) and e EY. Here m.r. D(e, δ), as previously defined, denotes the mapping radius of D(e, δ). We claim that the ordered pairs (β,δ) satisfying (4.7) define a decreasing function δ = δ(e) for e E yn(0,€,],0<6,^€ 0 . Also δ(e)^>0as β^Oin Y. This claim is verified using (4.1)-(4.6), and the monoticity of the mapping radius. We omit the details. We put D (6) 
The Hadamard variational formula.
From the def inition of T{e) for e E Y 0(0,6^ we see that Γ(e) contains an a arc βi = β](e) with e the smallest angle between β, and ίhe a arc containing β at A or P,. Also Γ(e) contains an a arc μ, •= μ,(β) with δ(e) the smallest angle between μ, and μ at E. This obi jrvation will be used throughout §5. In the sequel the symbols, e -»0, lim e _ 0 , apply only to eEY,.
Given €, e E Y u let g e ( , w,) denote Green's function for D(e) with pole at w { ED{e).
If w,GD(0) is fixed, then uniformly on compact subsets of D(0). This inequality follows from the fact that D(e)^>D(0) as e-*0 in the sense of kernel convergence. We remark for fixed w { ED(e) that the outer normal derivative of g e ( , w,) exists at each s E μ, U β,, except possibly at the endpoints of these arcs. We denote this derivative by dgjdn(s,w x ). We wish to show for fixed w, E D (0) (5.2) is independent of w, when w, lies in a compact subset of D(0). Formula (5.2) is essentially just the Hadamard variational formula (see Bergman [3, Ch.8] ). However since our variations are not strictly normal and since Γ need not be twice continuously differentiable, we shall give the proof of (5.2). Let w, be given in U eeYι D(e), and let Δ, Δ(w,), denote disks about w = 0, w = κ>,, of radius r > 0 respectively, which are contained in each D(e) for e E.Y X . Let ρ(w,e) denote the distance of w ED(e) from Γ(e) for e GY } .
We also let C denote a positive constant, not necessarily the same at each occurence, which may depend on α, r, D(0), and e, (see (4.8)), but not on e or w E D € -{Δ U Δ(w,)}. Then as a first step in proving (5.2) we show for >vED(6)-{ΔUΔ(w 1 )} and eE y,.
To prove (5.3), let / e , 6 E Y u be the function in 5(α, d, M) for which f e (K) = D(e). The existence of f e is guaranteed by (4.8) and (4.9) . Let k € denote the inverse of f € and note that g e (w,0)= -log|/c € (vv)|, (5.4) g e (w, w { )= -log ~^--for w E D(e) -{Δ U Δ(w,)}. We assert that , in its interior. We also choose R to be of angle.opening less than τrα/2. Let h be an analytic 1/α power of w on R. Let λ e be the a arc contained in R with endpoints f e (a), f e (b).
Then since h[R ΠD(e)] is convex, the line segment σ o with endpoints h[f e (a)], h[f € {b)], is contained in h[R Π D(e)l Since |Arg[Λ(/ e (fl))Λ(/ e (fc))]|<τr/2 and r, it follows from elementary geometry that
Moreover since h maps λ e onto cr e , we deduce that (5.6) mm w Î f τ e denotes the preimage in K of σ f under /ι °/ e , then τ e has endpoints a, b, and (5.10) and (5.12), we get ft (w,0) ^ Cp(w,e) for w e D(e) -{Δ U Δ(w,)}. We conclude that (5.3) is true.
Next we use (5.3) to prove (5.2). We first claim for given e,eG Y u that (5, 13) go(w,,0)-ft(w I ,0) = /, + / 2 + /, + o(€)
as e -»0 where
To verify this claim we consider two cases. First suppose that β is as in variation III. In this case we let D*(e) CD(e) Π D(0), be the domain whose boundary is the union of the arcs: dD{e) Π <9D(0), β Π D(e), μ, Π D(0), and the arc of dK d with endpoints A { , A, which is contained in V. Here A, is as in variation III. Let v denote the above arc of dK d . We observe that D*(e) is a starlike. This observation is verified using (2.3b) and Lemma 1.
From the above observation and Lemma 2, it now follows that D*(e) can be approximated by a sequence of a starlike domains (Ω(n))T with the property that (i) the sets β C\D(e), μ,ΠD(0), and v, are contained in [13, p. 9] for this identity). Doing this, letting η -*0, using (iii) and (5.3), we get where We note that each point of v is 0{e) distance from A. Furthermore the arc length of v is O(e) as e -»0. Hence from (5.3), Λ= O(β 2 ) as e -»0. Using this fact and letting n -*°o in the above equality, we get (5.13) when β is as in variation III. The proof of (5.13) when β is as in variation II is similar. We omit the details.
To continue the proof of (5.2) we show (5.16) To prove (5.14) let VDβ be the domain of definition of p, as defined at the beginning of §4. Let / e , e E Y r {0}, and /<,, denote the line segments which are images of β,-β,(e) and β under p respectively. We also put H € (ζ) = g € (w,0) when p(w) = ^, w E V Π D(e), e E y,. Then fJ, is harmonic in p( V Π D(e)), vanishes on L and from (5.3), (5.1), it follows that 
or the point t(e) = p(R) + xe
iiθ ' e \ is in l e for 6 2 > 0 small, 6 E 7, Γ) [0, e 2 ]. We first assume that t{e) is in /(e). Then if e 2 is small enough there exists p >0 and a semicircular disk, Q(e), of radius p, center t(e), and whose diameter is a line segment of / e , which is contained in p [V ΠD(e) ] for e E Y,n[0,e 2 ]. Since H € vanishes on the diameter of ζ)(e), it follows from the reflection principle, that (5 19) H.(ί) = H ζ E Q(e), where a n (e) is real, n = 1,2, , and .15) is similar to the proof of (5.14) . Let N be the domain of definition of ψ, as defined at the beginning of §4. Let y δ , and y 0 , denote the line segments which are images of μ,ΠD(0), and μ-{E, F} under φ respectively. We also put Ψ(ζ) = go(w, HΊ), H € (ζ) = &(w,0) when ζ = φ(w), w EN ΠD(e), and e E Y { . Since the angle between y δ and y 0 at φ(E) is δ, we may assume that
where e ιθ is the direction of y 0 and δ = δ(β), e E Y x . From the definition of D(e) and the fact that lim € _ 0 δ(e) = 0, we see that lim δ^0
Using our new notation and changing variables in the integral defining J 2 we find that <524) Here dHJdn denotes the outer normal derivative of H t to y s . From (5.3) we note that δ~'Ψ[φ(E) + xe' iθ -δ) ] is bounded for δ = S(e), e e y, -{0}, and 0 < JC < x ,(δ). Moreover, (5.3), the bounded convergence theorem, and changing back to our original variables, we conclude that (5.15) is true.
The proof of (5.16) is essentially the same as the proof of (5.15). We omit the details. Hence (5.14)-(5.16) are true.
Finally we show that (5.27) Γ ., Λ/ hmδ(e)/e = q where q is as in (5.2). (5.2) is then an obvious consequence of (5.13)-(5.16) and (5.27 ). To prove (5.27) we put w, = 0 in (5.13). We obtain from (4.9) that 
-ί
Using these equalities and (5.28), we find that (5.27) is true.
We have now shown that (5.2) holds with a o(e) term that depends on HV To complete the proof of (5.2), we show this term does not depend on w, when w, lies in a compact subset, X, of D(0). Clearly, it suffices to prove the above for given w 0 ED (0) . This completes the proof of (5.2).
The Julia variation^ formula.
In this section we show how the Julia variational formula for the mapping functions f e , corresponding to D(e), can be derived from the Hadamard variational formula for g e [see (5.2) ]. We then show in a general way how the Julia variational formula can be used to solve some extremal problems. We use the same notation as in §5.
First note that Γ(0) is a Jordan curve. Hence from the strong form of the Riemann mapping theorem (see Goluzin [4, Thm. 4, p. 44] ), / 0 is a homeomorphism of K U dK onto D(0)UΓ(0). Consequently there exist arcs A, r, of dK, disjoint, except possibly for endpoints, such that /o(λ) = μ, and / 0 (τ) = β. Also from the reflection principle we see that /o can be extended analytically to a larger domain containing all of λ Ur, except possibly the endpoints of these arcs. We denote this extension again by / 0 .
Put 5 = f o (ζ) 9 (EAUT, and choose z E K such that w,
Here q is as in (5.2). Using (5.4), changing variables in (5.2), and arguing as in Julia [7] , we get 
S{a,d,M).
Let Φ be a given nonconstant entire function. Consider the following extremal problem:
Assume that f e is in C for eGY,. Then we shall outline the method in which (6,2) can be used to obtain information about an extremal function which solves Problem 1 in C. First observe that if Φ'[log/ 0 (z)/z] ^ 0, then σ defined by (6.3) is the real part of an analytic function which maps dK onto a circle. Hence dK can be divided into two arcs, disjoint except for endpoints, such that σ is increasing on one arc, and decreasing on the other. It follows from this monotonic property of σ that if we are given any three arcs of dK (disjoint except possibly for endpoints), then we can choose two of the arcs, say λ and r, such that (6.4) min σ(ζ) ^ max σ(ζ). Proof. It obviously suffices to show that for each 17 > 0 there exists an integer n and Ω n E.sί n such that dΩ n is contained in an η neighborhood of <9Ω. Let / E S(a, d, M) be such that f(K) = Ω. For given r, 0<r<l, we consider the function f r (z) = /(rz)/r, z EK. From (1.1) we see that f r is an a starlike function. Moreover the maximum and minimum modulus principle guarantee the existence of a d x and M, such that
We put Ω* = fr(K). Then since / is continuous on K U dK, we may choose r near enough 1, such that each point of dΩ* is contained in an η/2 neighborhood of <9Ω. From Lemma 2 we see that Ω* may be approximated by an a starlike domain G with the following properties: For a given positive integer n, let C n denote the class of functions / E 5(α, d, M) with f(K) E ^n. As in the proof of Lemma 1, we see that if / E C π , then / may be written in the form where m g n, a k > 0 (1 ^ k S ra), and ΣΓ=i α k = 1. From this formula it is easily seen that C n is compact. Hence if C n^ {φ}, then there exists an extremal function F n for Problem 1 with C = C n . Choose a subsequence (M^T of (n)T such that if /ή = F π ,, j = 1,2, , then Hm^xH, = H E S(a,d,M) uniformly on compact subsets of K. Then from (7.2) we see that H is an extremal function for Problem 1 with C = S(a 9 
d,M).
We note for given f E S (a,d,M) and tEK that the function f(tz)/t,z E K, is also in S (a, d, M) . It follows from this fact and a result of Kirwan [9] that Here Φ and z are as in Problem 1, and H = lim,^xHj is as above. Hence we may choose n 0 large enough such that
We use (7.4) Proof Assume for some / ^ n 0 that Lemma 5 is false. Put D(0) = Ω Γ Γ(0) = dCί n and / 0 = H r Then Γ(0) has at least three a sides which are not a chords of dK M and which are not tangent to dK d . The preimage of these sides consists of three arcs of dK, disjoint except possibly for endpoints. As in §6 we choose two of these arcs, A and r such that (6.4) holds. Let / 0 (λ) = μ, / 0 (τ) = β. Then μ can be rotated inward as in variation I, and β can be rotated outward as in variation II (b) in such a way that we obtain D(e) (see §4) for e E Y λ . Also if e, > 0 is small enough, then D{e) has the same number of vertices as D(0). Hence D(e)E d nι for e EY,.
It follows that the functions /«, corresponding to D(e) are in C nr Using this fact, (6.4), (7.4) , and arguing in §6, we find that / 0 is not extremal for Problem 1 in C nr Since /o = H h we have reached a contradiction. We conclude from this contradiction that Lemma 5 is true.
We recall that our goal is to show that a rotation of F defined by (i)-(iv) of §1 solves Problem 1. We shall need the following lemma. LEMMA Next we use Lemma 6 to characterize Ω = H(K). We shall need some notation. Given 0, 0< θ ^2π, and j g n 0 , let w } (θ) denote the unique point of intersection of <9Ω y with the ray from w = 0 which has direction e ιθ . The uniqueness of Wj(θ) is guaranteed by Lemma 2. w(θ) is defined relative to <9Ω in a similar way. Forgiven e >0and 0, 0 < 0 ^ 2ττ, we claim there exists a positive integer n, = n,(e, 0) ^ n 0 such that
This claim is a direct consequence of the fact that Ω, -» Ω as / -> »in the sense of kernel convergence. We use (7.5) and Lemma 6 to prove. Proof. Suppose x i9 l^ί^ΛΓ + 2, are N + 2 points of <9Ω with O^Arg(jc / Jc 1 )<Arg(jc t+1 jc 1 )<τrα, 1^/^N+l, and d, < |jc f | < M,, 1î^N + 2. Let V be a sector, whose boundary consists of two rays drawn from w = 0, which contains each x n 1 ^ ί ^ AT + 2, in its interior. We may assume V has angle opening less than πa. Draw the a arcs 0,-, 1^/^N+l, which are contained in V, and have endpoints x h x i+] . Let </>, denote the smallest angle between the tangents of βι and β i+] at jc, +1 for 1 ^ / ^ JV. Then if Lemma 7 is false we clearly can choose x n 1 ^ / ^ JV + 2, as above, and such that (7.6) 0<φi<π, l^i^N.
Furthermore, from (7.5) we can choose, for arbitrarily small e > 0 and / large enough, N + 2 points of dίϊ j9 say yi,y 2 , * ',y N +2, so that
However if e is small enough this inequality and (7.6) imply that dΩ, has N+l, a sides which intersect L(d,,M,). We have reached a contradiction to Lemma 6. Hence Lemma 7 is true. Proof First we extend the definition of an a side. Let γ be an a curve and suppose that β = y Π dΩ is a set consisting of more than one point. Then we shall call β an a side of <9Ω. From Lemma 2 we see that β is a closed α arc. Hence if dΩ^ β, then β has endpoints A, 2?, with A^β. In this case we assume, as we may, that
. We assert that (a) the left and righthand tangents to <9Ω at B do not coincide. If IJ5 I < M, then (a) is a consequence of Lemma 7. If | B | = M, then (a) is easily proved using (2.3b) and geometric properties of convex domains. Hence our assertion is true.
Next, we assert that one of The proof of (b) is the same as the proof of (a). If | A | = d, then from Remark 1 we see that γ is the unique a curve tangent to dK d Πdfl at A. Using this fact, Lemma 3, and Lemma 7, it follows that either (c) or (d) is true.
We now use (a)-(d) to show that dΩ contains at most two a sides. Suppose to the contrary that there are at least three distinct a sides in dΩ. To obtain a contradiction we consider two possibilities. First assume that one of the statements (a), (b), or (c) is valid for each endpoint of the a sides. Then the preimage of these sides consists of three arcs, disjoint, except possibly for endpoints. As in §6 we can choose two of the arcs λ and r such that (6.4) Clearly there exists such an arc A,. We put H(λ { ) = μ, H(τ) = β. We also put Ω = D(0) and / 0 = H. Then μ satisfies the conditions of variation I, and β satisfies the conditions of either variation II or III. Hence we can perform these variations on D(0) in such a way that we obtain D(e) (see §4) for eGί,. From the construction of D(e), we have D(e) E si. Hence if / 6 is the function corresponding to D(β), then f e E 5(α, d, M) . Using this fact, (6.4), (7.3) , and arguing as in §6, we find that / 0 = H is not extremal for Problem 1 in S (a, d, M) . We have reached a contradiction. Thus if the above possibility occurs, then dΩ contains at most two a sides. Next consider the possibility that all of the statements (a), (b), and (c) are false for an endpoint of one of the above a sides. Then from (d) we see that dΩΠ{z: d <\z\<M} contains three other a sides. Furthermore, either statement (a) or statement (b) is valid for each endpoint of these a sides. Hence we may apply the argument of the first case to these a sides. Again we obtain a contradiction. We conclude from this contradiction that <9Ω contains at most two a sides.
Since Ω is a starlike and we have Lemma 7, it follows from the above that <9Ω consists of at most two a sides, at most two arcs of ΘK M , and possibly one or two points or a proper arc of dK d . Consider first the case when <9Ω contains exactly one a side. Then from the discussion in §3 for d = δ(M, a) we see that Lemma 8 is true. Second consider the case when dΩ contains two a sides. In this case we shall show that one endpoint of each a side must be on dK d . It then follows from Remark 1 that these a sides are tangent to dK d and there upon from the discussion in §3 that Lemma 8 is true.
The proof is again by contradiction. Assume that d Ω contains two a sides with at least one of the sides having both its endpoints off of dK d . Observe from Lemma 1 that the other side then must also have both its endpoints off of dK d . Let ξ λ and ξ 2 denote these two a sides. Let ψ l9 φ 2 ,CdK be such that Hiφ,) = ξ l9 H(φ 2 ) = ξ 2 . Put/ 0 = H and suppose that σ defined by (6.3) obtains its minimum at ζ 0 E. dK. We first assume that ζ 0 is an interior point of either ψ, or ψ 2 . We may assume that ζ 0 is in the interior of φ x since otherwise we renumber. Then by the monotonic property of σ (see §6), there is a subarc φ 3 Cφι possessing an endpoint in common with φ x and satisfying max ε*, σ(ζ) ^min ζeφ2 σ(ζ).
Choose a subarc λ of ψ 3 possessing a common endpoint with φ x and for which H(λ) Π dK d = {φ}. This choice is possible since ξ λ has both endpoints off of dK d . We note that λ and T = φ 2 satisfy (6.4) . Also if H(λ) = μ, H(τ) = β, / 0 = ff, Ω = D(0), then μ and β satisfy the requirements of variations I and II respectively. Using this fact and arguing as previously in §8, we obtain a contradiction to the fact that H is extremal for Problem 1 in S (a,d,M) .
Hence ζ 0 is not an interior point of either ψ, or φ 2 . Now consider the case when ζ 0 is not an interior point of either ψ ι or φ 2 . In this case σ clearly varies in a strictly monotonic manner on one of the sides, say φ λ . Let ζ l9 ζ l9 denote the endpoints of ψ } . Let the labelling of these points be such that This choice is possible since from (5.2) and (5.3) we have q -H»°O as the arc length of μ -> 0. Let A = E denote the common endpoint of β and μ. Then μ satisfies the hypotheses of variation I, but β does not satisfy the hypotheses of either variation II or III. However from the remark after (4.6) we see that we still can apply variations I and II to obtain a starlike domain D(e) for e£iY x with m.r. D(e) = l and dD(e) CL(d,M) . We assert that in fact D(e) is a starlike for 6 GY.Π [0,6 2 ] when e 2 > 0 is small enough.
To prove this assertion we introduce a new domain D(β), e E Y\. We obtain D(e) by applying variations I and II to D(0). More specifically, put D(e) = D(e, e) (see §4 for the definition of D(e, δ)). Then dD(e) contains a arcs μ, β, with e the smallest angle between μ, μ, and β, /3, at E = A. Hence, μ U β is an α arc. Using this fact and Lemma 1, we find that D(e) is a starlike.
