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Abstract This paper presents a biologically inspired approach
to multimodal integration and decision-making in the con-
text of human-robot interactions. More specically, we address
the principle of ideomotor compatibility by which observing
the movements of others inuences the quality of one’s own
performance. This fundamental human ability is likely to be
linked with human imitation abilities, social interactions, the
transfer of manual skills, and probably to mind reading. We
present a robotic control model capable of integrating multimodal
information, decision making, and replicating a stimulus-response
compatibility task, originally designed to measure the effect of
ideomotor compatibility on human behavior. The model consists
of a neural network based on the dynamic eld approach,
which is known for its natural ability for stimulus enhancement
as well as cooperative and competitive interactions within and
across sensorimotor representations. Finally, we discuss how the
capacity for ideomotor facilitation can provide the robot with
human-like behavior, but at the expense of several disadvantages,
such as hesitation and even mistakes.
I. INTRODUCTION
Today’s humanoid robots are being endowed with an ever
increasing range of sensory and motor capabilities. These
capabilities are being developed in order to endow autonomous
robots with a sense of touch, the ability to perceive and
manipulate robots, and even with the ability to converse
naturally with people. The aim is to design robots which
are more and more similar to humans, and also capable of
social interaction and aiding humans in their everyday life
[1]–[6]. However, in order to produce coherent behavior, a
huge amount of sensory and motor information has to first
be processed and integrated. This creates the problem of
taking into account the different levels of reliability, as well
as processing speed, of each sensory modality. When dealing
with environmental demands such as accuracy and reaction
speed, a robotic control system should establish as quickly
as possible a coherent view of it’s environment, and then
execute the relevant motor responses in order to interact with
the outside world.
In this paper, we present a biologically inspired approach
to multimodal sensory integration and decision making, in the
context of human-robot interactions. Our research activities
try to link together robotics with neuroscience and human
psychology, in order to understand cognitive abilities such
as learning by imitation [7], [8]. Along these lines, we shall
address here the principle of ideomotor compatibility.
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Fig. 1. A human subject is performing a stimulus-response task (see text
for more details). At the top the named color and the target of the reach
coincide, at the bottom they do not. A hesitating movement can be observed
in the second case.
The principle of ideomotor compatibility states that observ-
ing the movements of others inuences the quality of one’s
own performance [9]. Experimental data shows that simi-
larity between the observed and executed movements plays
an important role. A close similarity between observed and
executed movements produces a positive effect on the quality
and initiation of the executed movement, whereas a difference
between observed and executed actions generates interference.
This implies that: the greater the similarity between observed
and executed action, the easier the initiation and execution
of the action will be. This fundamental human property is
likely to be linked with human imitation abilities, social
interactions, the transfer of manual skills, and probably even to
mind reading [9], [10]. Such important capabilities may have
emerged through human evolution, at the expense of several
disadvantages such as hesitation, and reflexive errors.
Humans are also characterized by their mistakes. During
everyday visuo-motor tasks, it is possible that we will hesitate
or even fail in choosing the appropriate action to perform.
Such cases express an ambiguity in our cognitive decision
process, which may originate from conflicting environmental
cues. Similarly, hesitation may also uncover late inhibition of
reflex movements in favor of reflective movements, being the
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result of longer mental processes. Such well known concepts,
which appear frequently in experimental psychology literature
[9], [11], [12], are often used to understand human cognitive
pathways and behaviors, and hence to highlight design features
which should be taken into account in human interfaces, in
order to make them friendlier and more effective.
In order to illustrate the resultant effects of the ideomotor
principle, we briefly describe a typical stimulus-response (SR)
task. In such a task, the subject is instructed to respond, as
quickly and accurately as possible, to an external stimulus.
Usually a different response is associated with each of the
stimuli. In addition, the stimuli are broken into two parts,
a task-relevant cue, and a distractor. The idea behind such
an experimental setup is to examine whether the distractor
interferes with the task-relevant cue, and if so, to what
extent. Here, two sensory modalities are considered: vision
and speech. More specifically, goal directed gestures, such as
reaching for an object, and color names which quantify the
objects.
Two experimental trials are illustrated in Figure 1. The
experimenter and the subject sit opposite to each other at a
table. A blue and a red object are placed upon the table, at
an equal distance from each of the two people. After a small
initial waiting period, the experimenter names the color of
one of the objects (red or blue), and also reaches for one
of the two objects. However the color named and the object
reached for may not necessarily be the same. The subject
is asked to reach for the object which is reached for by
the experimenter, as quickly as possible and with maximum
accuracy. As can be seen, when the experimenter reaches for
a different object than the one named, i.e. the gesture and the
speech are incongruent, the subject either fails to reach for
the correct object, or hesitates and later corrects the movement.
Moreover, when a subject makes no error, the average reaction
time is significantly faster in the case of a congruent (same
gesture as speech) demonstration than in the incongruent case
(see [9] for detailed results on a similar SR task).
In the following section, we present a robotic control
model capable of integrating multimodal information, decision
making, and replicating the ideomotor characteristics of human
behavior. The model consists of a neural network based on
a dynamic field approach [13], [14]. These dynamic sys-
tems possess several interesting properties, including stimulus
enhancement, and cooperative and competitive interactions
within and across neural representations.
II. EXPERIMENTAL SET-UP
The experiments are performed using a Fujitsu humanoid
robot, HOAP2, with 25 degrees of freedom (DOFs). In our ex-
periment, only the right arm (4 DOFs) is used. The arms DOFs
consist of three rotations for the shoulder (flexion-extension,
abduction-adduction, and humeral rotation), and one for the
elbow. The torso and legs are set to a constant, stable position,
in order to support the robot sitting with its torso in an upright
position. Two external Phillips webcams track the location of
colored objects, with a refresh rate of 15Hz and a resolution
Fig. 2. The robotic set-up.
of 640x480 pixels. In order to provide the robot with speech
recognition capabilities, a standard microphone is placed in
close proximity to the robot. The Fujitsu HOAP2 controller
library is used to control the robot, the OpenCV library is used
to create stereoscopic vision from the two webcams [15], and
Sphinx-2 is used for speech recognition [16]. All of the pieces
of software have access to their source-code, and run on the
Linux platform. The robotic experimental paradigm is exactly
the same as that used in the human experiments, except that
the set-up shown in Figure 2 was adapted to the small size of
the robot.
III. NEURAL NETWORK CONTROL
In this section we present the neural network which controls
sensory integration and decisional processes. It is based on the
neural fields approach [13], known to be a robust and smooth
neural mechanism. The hypotheses behind this framework
assumes a continuous encoding of the sensorimotor space
[18], and also, as suggested by neuroscientific theories, the
interactions of multiple information sources are performed in
a locally common space [10], [17]–[19]. First we will describe
the dynamics of the neural fields, followed by the model
architecture, its sensory inputs and its motor outputs.
A. Dynamic Neural Fields
The neural controller of our system us based on the dynamic
field approach [8], [13], [14], [19], which can account for
temporal dynamics of stimuli interactions.
1) Denition: Formally, a neural field is composed of
a continuous set of neurons, firing maximally, for a spe-
cific value θ in the parameter space. This unimodal type
of activation is illustrated in Figure 3a. In order to avoid
the problem of boundary effects, preferred values of θ are
uniformly distributed along a circular space, such that θ ∈
[−pi, pi[ . Note that any kind of information can be encoded,
indeed a unidimensional variable λ defined in an arbitrary
domain can be transformed into the considered space using
a mapping function m(λ) → θ. The network is fully con-
nected by means of recurrent synaptic weights W Ri , exhibiting
symmetry, rotation invariance and center-surround excitation-
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Fig. 3. a) Illustration of a neural field subjected to a spatial input localized
at pi/2. b) The population profile of activity can be modulated by an external
homogeneous input h. This effect is shown for various values of h.
inhibition characteristics. The network’s dynamic follows
τ u˙i(θ, t) = −ui(θ, t) + xi(θ, t) + hi(t)∮
WRi (θ − φ) f
(
ui(φ, t)
)
dφ (1)
where ui(θ, t) is the membrane potential of the neuron with
preferred value θ at time t, belonging to the population or
network i. The non-linear activation function is defined as
f(y) = max(0, y). xi(θ, t) corresponds to the external input
and hi(t) to a global homogeneous input. The weight linking
two neurons, with preferred directions θ and φ, is given by a
periodical Gaussian profile g defined as
g(θ − φ) =
1
κ
exp
(
cos(θ − φ)− 1
2σ2
)
WRi (θ − φ) = αi
(
g(θ − φ)− 1
)
(2)
where αi and σ are, respectively, the amplitude and variance
of the weights. κ = 1− e−
1
σ
2 ensures that the weights are
inhibitory and bounded, i.e. W Ri (θ − φ) ∈ [−αi, 0]. These
recurrent connections define the metric and the interaction
strength between spatially localized inputs, such that close by
stimuli cooperate in the representation, whereas far away ones
compete and interfere.
2) External inputs: Each network i can receive an external
input xi(θ, t) also consisting of a periodic Gaussian g localized
at ϕi in the neural space, such that
xi(θ, t) = βi(t)
(
g(θ − ϕi)− η
)
(3)
where βi(t) is the input amplitude, and η is a normalization
factor, ensuring that
∫
xi(θ, t) dθ = 0. As illustrated in Figure
3a, an external input produces a unimodal increase of the
population potential.
3) Network projections: In addition to the external inputs,
a neural field can be subjected to synaptic projections arising
from other populations. They are made through synaptic
weights W Pi→j(θ − φ) between neurons with preferred direc-
tions θ and φ of the source and target population, i and j
respectively. They are defined by
WPi→j(θ − φ) = γi→j
(
g(θ − φ)− η
)
(4)
such that the external input xj(φ, t) of the target population
becomes
xj(φ, t) =
∮
WPi→j(θ − φ) f
(
ui(θ, t)
)
dθ (5)
f(u(θ,t))
θ
t
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Fig. 4. Dynamics of input selection: Two equal and competing stimuli are
presented to the network. The network converges towards a state where both
stimuli are represented. Then the excitation level is increased and a small
perturbation is induced in the inputs. This breaks the symmetry and leads to
a single blob of activity which can be sustained.
where γi→j > 0 is the strength of the projection weights.
4) Stimulus enhancement: An enhanced perception of a
stimulus is characterized in the model by an increase in the
stimulus amplitude. This can be induced by simply increasing
the homogeneous excitatory input hi in Equation (3). hi acts
as an attentional gain, which modulates the shape of the
network’s activity profile [8] (see Fig. 3).
5) Selection, cooperation and interference: The stimulus
selection process is illustrated in Figure 4. First, two stimuli
of equal strength are presented simultaneously at different lo-
cations in the resting network. The network will then converge
towards a stage composed of two distinct regions of activity.
Then, when the global background level of activity hi reaches
a certain threshold, the stable state of the neural field switches
to an unstable state, causing the two active regions to compete.
The interaction between the two regions will then cause even
a small variation on intensity of one of the inputs to lead to a
break in the symmetry, resulting in a single peak of activity.
B. System Architecture
The system’s architecture, as depicted in Figure 5, can be
separated into three major parts: a) sensory interfaces, b) the
integrative and decisional network, and c) motor systems. As
previously mentioned, it is assumed that, at the decisional
level, each modality should be encoded into a common sen-
sorimotor representation.
1) Shared representation: In order to choose a suitable
common representation, we rely on a plausible cognitive
method, involved in similar sensorimotor tasks [7]. The natural
processing stages have been suggested to follow: a) visual
perception, b) objects and gestures recognition, c) affordances
and possible goals extraction, d) motor preparation, and e)
execution. Since the proposed neural system involves interme-
diary steps c and d, the shared representation should, logically,
reflect a mixture of motor and goal spaces. Furthermore,
while considering experimental data [10], [11], [18], it seems
likely that the brain uses a high level representation of goals,
which combines spatial and motor reference frames. The data
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Fig. 5. Model architecture
supports movement direction and probability of selection as
a crucial component of such a representation. Therefore, the
θ variable (see Equ. 1) represents the angular direction of
the targets relative to the robot, while the amount of network
activity corresponds to the likeliness of a choice.
2) Sensory systems: The first modality is vision. Under our
representational constraints, the locations of the two colored
objects, i.e. the goals, are mapped onto the shared representa-
tion. As we see in Figure 5, the information relating to each
possible target is fed into a distinct neural block. The 3D
positions ~ri, i ∈ {red, blue} of the targets are then mapped
onto the network by setting the external inputs (Equ. 3) such
that ϕi corresponds to the angular direction of ~ri relative to
the robot body.
Another neural block is responsible for encoding observed
movements. It works as follows: a significant displacement
of the experimenter’s hand towards an objects initiates the
recognition of a reaching gesture, which mapped to a self-
produced motor act, i.e. a self generated target at ϕi. The
second modality, speech, is used to enhance the motor repre-
sentation of the goal, to give it a greater importance. Thus,
upon hearing one of the two color names, the corresponding
modulatory input hi is increased. Through the projections
WPi,decision, the decisional system is influenced in favor of
the corresponding object.
3) Motor preparation and selection: As the main task of
the system is to perform a selection amongst different sensory
sources, the information is then fed into a subnetwork which
carries out the decisional process. Their common represen-
tation makes it easy to merge them, using the weights W P .
The go signal, triggering the initiation of the selection process,
switches from 0 to hdecision as soon as a gesture is observed
or a word is heard. This value is also considered as the arousal
level.
4) Robot Control: Finally, when the selection process has
decided upon a goal, the robot movement is triggered. The trig-
gering is carried out by the projection from motor preparation
to motor execution, which is gated by a threshold mechanism.
The robot initiates a movement only when the mean network
activity reaches a certain threshold δ, i.e. when:∮
f
(
udecision(θ, t)
)
dθ > δ. (6)
Then, since the network model uses a pseudo motor represen-
tation, coding for goals and movement direction, the action to
be performed must be transformed into pure motor command,
as given by the inverse kinematics function. The technique
employed to resolve this problem uses the solution of the
pseudo-inverse with optimization [4].
IV. RESULTS
The network was implemented on the robot1 following the
architecture depicted in Figure 5. Since our focus was not on
explaining how to build such a network, but on demonstrating
its use for dealing with multimodal inputs, the synaptic and
inputs weights of the network were set manually, so as to
reproduce human experimental data. Note that these weights
can be learned by any kind of supervised learning, as shown
in [8]. In order to illustrate the resulting robot behavior, two
trials are depicted in Figure 6. These trials correspond to those
presented earlier in an equivalent experiment between a human
experimenter and a human subject (Fig. 1). It can observed that
the robot behaves similarly to a human, in both congruent and
incongruent conditions. It even makes mistakes, in a similar
way to the human subject.
We now consider the activity patterns produced by the
network during such a task. In Figure 7, we see typical
raster plots of the subnetworks’ activity. We have displayed
an incongruent trial as it represents the most interesting case.
Initially, the two objects are on the table, which triggers an
activation of the two object representations. This then leads
to a small, but combined activation of the motor preparatory
subnetwork. At a) the trial begins. The word red is spoken, and
1Here is a short list of the parameters used in our experiments. The strengths
of the recurrent weights are given by α{blue,red} = 7.0, αmvt = 5.0,
αdecision = 9.0, and the projections W P by γ{red,blue}→decision = 7.0,
γmvt→decision = 6.0. The amplitude of the visual inputs β{blue,red,mvt}
= 1.0, the speech homogeneous inputs h{blue,red} = 2.0, the excitable go
signal hdecision = 1.0, and the execution threshold δ = 0.25. Finally, the
network variance σ = 0.3 and the ratio between the time constant of the
object recognition subnetworks and the remaining is τ{blue,red}/τ = 5.0.
the experimenter reaches towards the blue object. These events
then cause, respectively, an enhancement of the corresponding
object representation, and an activation of the movement
recognition subnetwork. Since the auditory input takes longer
to be integrated, the corresponding enhancement time is longer
than that of the movement recognition. Therefore, b) the
decisional network first balances its activity peak towards
the visually induced movement choice. If the activity reaches
the execution threshold, the visually induced movement is
initiated, and the robots appears to be mistaken. Then, once the
auditory integration activity surpasses that of the movement
representation, c) the decision network modifies it choice,
which now corresponds to the correct one.
Considering the arousal, or excitability level of the de-
cisional network, simulations reveal that several operating
modes can be attained through its variation. A typical example
is shown in Figure 8. There are, respectively, two or three
distinct operating modes in congruent and incongruent trials.
In both cases, no response is initiated up to a certain thresh-
old, the robot solely observes the scene. Then, as excitation
increases, the robot begins to respond, but only in congruent
trials, where the two sensory modalities positively cooperate.
The reaction times shorten as excitation level increases. Fur-
thermore, in the region marked as d) in Figure 8, only correct
responses are given in incongruent trials. However, for high
excitability levels, where the faster responses are found, the
network can be mistaken and produces first a wrong answer
and then corrects itself. In short, varying the arousal level
modulates the speed-accuracy trade-off.
While in a computational and neuroscientific approach to
human behavior, humanoid robots are a good method of
grounding theory in practical experiments, however the reverse
process should sometimes be considered with care. Consider
the example in Figure 9, which is scenario adapted from that
presented earlier, and also showing effects of the ideomotor
facilitation. A human and a robot are walking towards each
other, they both walk in a straight line, up until the point at
which their trajectories must be modified in order to avoid
a collision. In a similar way to what may happen between
two people, the initiation of an avoidance movement by one
person in one direction results in the facilitation by the other
of the initiation of the same movement in the same direction,
i.e. ideomotor facilitation. This may produce hesitation, and
as can be seen here, sometimes collisions.
V. DISCUSSION AND CONCLUSION
In this paper, we proposed a biologically inspired approach
to multimodal integration and decision making. This work
is part of a multidisciplinary research project, in which we
attempt to understand and model the cognitive mechanisms
responsible for the human ability to imitate [7], [8]. Using
a constructivist approach, we also attempt to ground our
models in real physical robots. However, we should again
stress that our goal here is not to find an efficient way
to learn and perform such a task, but rather to look for a
biologically plausible solution. Indeed, other technics such as
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Fig. 6. The experiment depicted in Figure 1 was reproduced with the robot.
Similar behavioral characteristics can be observed.
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Fig. 7. Illustration of the neural field activity patterns during a trial consisting
of an incongruent condition. a) The experimenter names the red word while
simultaneously reaching for the blue object. At b) the movement execution
threshold is attained. The robot is mistaken and initiates a reaching toward
the wrong target. c) It finally corrects its decision and moves toward the
right object. Please note that despite the activity patterns of the objects and
movement networks are similar in b) and c), the integration time within the
decisional network is crucial and is at the origin of the delay in the movement
switch.
bayesian networks or reinforcement learning would be more
appropriate.
Our system consists mainly of an ensemble of neural net-
works known as neural fields, which possess several dynamical
properties useful for sensorimotor integration [8], [13], [14],
[19]. These networks allow other modalities to be added to
our system, but at the cost of finding a relevant common
representation. This issue is currently overcome by looking
at the solution provided by human behavioral data and its
neurophysiology. Indeed, similarly to the study of another
model, also replicating experimental data [8], the architecture
was successful in reproducing, in a robot, an experiment
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Fig. 8. Effect of the excitation level applied to the decisional network on the
reaction times and on the correctness of the responses. In a congruent trial
and a) at a very low excitation level, no responses are given. b) the response
reaction time shortens as the excitation level increases. c) No responses range
for an incongruent trial. d) A correct response is given, and e) the network
produces first a wrong answer, then corrects itself. The ? indicates the optimal
arousal level for a no error with maximum speed policy.
Fig. 9. Similarly to what happens between two people when crossing, a
robot and a human may collide due to an ideomotor behavior.
originally designed to measure the ideomotor effect in humans.
An interesting characteristic of this type of model is the ability
to control the speed-accuracy trade-off by simply varying
a network value: the arousal level. Robotic and automatic
systems are generally developed under the constraint of being
robust, i.e. no faults are tolerated, and a more continuous
trade-off is rarely considered. However, such a capacity can
be relevant for real world applications, where, for instance,
computational processing speed and resources are limited, as
well as in context-dependant situations.
To conclude, we previously mentioned an ergonomic prob-
lem in the interactions between humans and humanoid robots.
It is supposed that artificial behaviors, which are coherent and
similar to those of humans, can increase the likeness of a
robot to a human, and facilitate social interactions [1], [3],
[6]. However there is a drawback. Our model has be shown
to imitate human behavior, which consists, in certain cases, of
a facilitation of movement produced when observing similar
movements. This, however, sometimes results in hesitation and
even errors. In the crossing example (see Fig. 9), a collision
between a robot, which has a much harder body with less
elasticity, and a human can have worse consequences than if
this occurred between two humans. Therefore, despite research
into related areas such as social interactions, skill transfer,
and theory of mind may provide us and robots with a deeper
understanding of human behavior, the question remains as to
whether we want to, or will accept robots making mistakes in
the same way that humans do.
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