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Abstract—Effectively modeling a collection of three-dimen-
sional (3-D) faces is an important task in various applications,
especially facial expression-driven ones, e.g., expression genera-
tion, retargeting, and synthesis. These 3-D faces naturally form
a set of second-order tensors—one modality for identity and the
other for expression. The number of these second-order tensors
is three times of that of the vertices for 3-D face modeling. As
for algorithms, Bayesian data modeling, which is a natural data
analysis tool, has been widely applied with great success; however,
it works only for vector data. Therefore, there is a gap between
tensor-based representation and vector-based data analysis
tools. Aiming at bridging this gap and generalizing conventional
statistical tools over tensors, this paper proposes a decoupled
probabilistic algorithm, which is named Bayesian tensor analysis
(BTA). Theoretically, BTA can automatically and suitably deter-
mine dimensionality for different modalities of tensor data. With
BTA, a collection of 3-D faces can be well modeled. Empirical
studies on expression retargeting also justify the advantages of
BTA.
Index Terms—Bayesian inference, Bayesian tensor analysis, face
expression synthesis, 3-D face.
I. INTRODUCTION
T HREE-DIMENSIONAL (3-D) facial expression-drivenapplications have become increasingly popular nowa-
days. This is mainly because of a wide range of requirements
in film production and many challenges in producing realistic
animated 3-D faces with different expressions. The objective
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of these types of applications is to generate expressive and
plausible animations of a 3-D face, e.g., in point cloud format,
based on a number of 3-D training faces and specific appli-
cation requirements. For example, in 3-D facial expression
retargeting, apart from a number of 3-D training faces, we
also require users to provide two source 3-D face data in two
different expressions, e.g., neutral and smiling, and a target
3-D face in a specific expression, e.g., neutral. The objective
of retargeting is mapping the second expression (smile here) of
the source 3-D face to the target 3-D face based on all provided
3-D faces.
Since the 1970s, plenty of works have been done in the 3-D
facial animation field, and a good summary can be found in
[19]. Beginning with Parke’s work [17], [18], researchers have
tried to obtain realistic 3-D facial deformation with parame-
terized model. Meanwhile, performance-driven-based methods
[20] achieved results with good quality. However, neither of
them are satisfying. The former tries to simulate the physical de-
formation in a face, but it fails to mimic details, e.g., the wrinkle.
The latter requires a huge number of human interactions. More-
over, both of them are specific but not generic. Therefore, a fa-
cial action coding system (FACS) [7] and facial animation pa-
rameters (FAPs) [9] were developed to define more generic fa-
cial animation parameters, which are applied to synthesize facial
expressions flexibly. However, they fail to give subtle expres-
sion details on the target face because the input vertices are re-
quired to be sparse. For high-resolution data, Noh and Neumann
[15] applied the source expression onto the target face by con-
sidering the transformation of each vertex. However, it cannot
work well when motions between neighboring vertices are not
consistent. Sumner et al. [21] transferred the deformation from
the source to the target based on 3-D triangle meshes, but it can
only work on triangle meshes. Fu and Zheng [8] developed an
appearance-based photorealistic model for face rendering and
Zeng et al. [38] proposed spontaneous emotional facial expres-
sion detection. Recently, Vlasic et al. [29] applied multilinear
algebra to model a collection of 3-D face data in point cloud
format with different identities and expressions. This method
performs the facial expression transfer flexibly.
In this paper, we start from Bayesian tensor analysis to model
a collection of 3-D faces in a different point of view in com-
paring with the multilinear model for face transfer [29], which
is not a full probabilistic tensor explanation. In detail, Vlasic
et al. [29] applied the probabilistic principal component anal-
ysis (PPCA) to form two projection matrices for two modalities
(one for identity and another one for expression) independently
over a collection of vectors, which are obtained by unfolding a
third-order tensor. The third-order tensor is constructed by a col-
lection of 3-D face data with different identities and different ex-
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Published in IEEE Transactions on Circuits and Systems for Video Technology, 2008 Oct, 18 (10), pp. 1397-1410. 
http://doi.org/10.1109/TCSVT.2008.2002825
1398 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 18, NO. 10, OCTOBER 2008
pressions. The form of data is tensor but the modeling method-
ology is the vector-based PPCA. Different from that work, we
study tensor form data directly and construct a new model for
unsupervised learning. Not only does the model work for 3-D
face modeling, but it can be applied for applications in computer
vision and machine learning to data mining as well. The only re-
quirement is that data are in tensor form, which always happens
naturally, e.g., gray-level face image in biometric, color image
in scene classification, color video shot in multimedia informa-
tion management, TCP flow records in computer networks, and
DBLP bibliography in data mining.
In recent years, a large number of learning models has been
developed for tensors from unsupervised learning to super-
vised learning, e.g., high-order singular value decomposition
[12], [1], [2], n-mode component analysis or tensor principal
component analysis (TPCA) [12], [28], [22], three-mode data
principal component analysis [11], tucker decomposition [27],
tensorface [28], generalized low-rank approximations of matrix
[37], 2-D linear discriminant analysis [36], dynamic tensor
analysis [22], general tensor discriminant analysis [23], concur-
rent subspaces analysis [30], rank-one tensor decompositions
[25], [31], tensor embedding methods [6], [25], tensor subspace
analysis [10], multilinear discriminant analysis [35], and graph
tensor embedding [34].
However, all of the above tensor-based learning models lack
systematic justifications at the probabilistic level. Therefore, it
is impossible to conduct conventional statistical tasks, e.g., di-
mensionality determination, over existing tensor-based learning
models. The difficulty of applying probability theory, Bayesian
inference, and probabilistic graphical modeling to tensor-based
learning models comes from the gap between the tensor-based
datum representation and the vector-based input requirement in
traditional probabilistic models. Is it possible to apply the prob-
ability theory and to develop probabilistic graphical models for
tensors? Is it possible to apply the Bayesian inference over spe-
cific tensor based learning models?
To answer these questions, we narrow down our focus on gen-
eralizing the Bayesian principal component analysis (BPCA)
[4], which is an important generative model [3] for subspace se-
lection or dimension reduction for vectors. This generalization
forms the Bayesian tensor analysis (BTA), which is a generative
model for tensors. The significances of BTA are given here.
1) Providing a full probabilistic analysis for tensors. Based on
BTA, a probabilistic graphical model can be constructed,
the dimension reduction procedure for tensors could be un-
derstood at the probabilistic level, and the parameter esti-
mation can be formulated by utilizing the expectation max-
imization (EM) algorithm under the maximum likelihood
framework [3].
2) Providing a method for automatic dimensionality determi-
nation based on the Bayesian framework [3]. It is impos-
sible for conventional tensor-based subspace analysis to
find a criterion for dimensionality determination, i.e., de-
termining the appropriate number of retained dimensions
to model the original tensors. In BTA, the number of re-
tained dimensions can be chosen automatically by setting
a series of hyper parameters.
Fig. 1. Third-order tensor      .
3) Providing a flexible framework for tensor data modeling.
BTA assumes entries in tensor measurements are drawn
from multivariate normal distributions. This assumption
could be changed for different applications, e.g., multi-
nomial/binomial distributions in sparse tensor modeling.
With different assumptions, different dimension reduction
algorithm could be developed for different applications.
Based on the developed BTA, we compress a collection
of 3-D face data in different identities and different expres-
sions, that is, we construct a training data set with tensors
in , where is the number of vertices to
model a 3-D face. Based on BTA, these tensors are com-
pressed into , where and
. Tensors in are
called core tensors, which are ready for reconstruction based
applications, e.g., 3-D face expression generation, retargeting,
and synthesis. The approach here is based on an alternating
projection optimization procedure.
The remainder of this paper is organized as follows.
Section II provides fundamental materials about tensor algebra.
Section III describes the novel BTA, and Section IV simplifies
BTA as probabilistic tensor analysis (PTA). Empirical studies
for BTA- and PTA-based dimensionality determination are
demonstrated in Section V based on Tensor Matlab Toolbox
[1], [2], and Section VI applies BTA for 3-D face modeling on
facial expression retargeting problem. Section VII concludes.
II. TENSOR ALGEBRA
Tensors [12] are arrays of numbers which transform in cer-
tain ways under different coordinate transformations. The order
of a tensor , represented by a multidimen-
sional array of real numbers, is . An element of is denoted
as , where and . The th
dimension (or modality) of is of size . A scalar is a ze-
roth-order tensor, a vector is a first-order tensor, and a matrix
is a second-order tensor. The structure of a third-order tensor
is shown in Fig. 1. In the tensor terminology, we have the fol-
lowing definitions.
Definition 1 (Tensor Product or Outer Product): The tensor
product of a tensor and another
tensor is defined by
(1)
over all index values.
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Fig. 2. Mode-1 matricizing of a third-order tensor .
Fig. 3. Mode-2 product between a third-order tensor      and a
matrix      results in a new tensor     .
For example, the tensor product of two vectors and
is a matrix , i.e., .
Definition 2 (Mode- Matricizing or Matrix Unfolding):
The mode- matricizing or matrix unfolding of an th-order
tensor is a set of vectors in ob-
tained by keeping the index fixed and varying the other
indices. Therefore, the mode- matricizing or matrix unfolding
of an th-order tensor is a matrix , where
. We denote the mode- matricizing of as
or briefly . An example of mode-1 matricizing
for a third-order tensor is given in Fig. 2.
Definition 3 (Mode- Product): The mode- product
of a tensor and a matrix is
an tensor
defined by
(2)
The mode- product is a type of contraction.
Fig. 3 shows a third-order tensor mode-2
products with a matrix . The result is a tensor in
.
To simplify the notations in this paper, we denote
(3)
(4)
Definition 4 (Frobenius Norm): The Frobenius norm of a
tensor is given by
(5)
The Frobenius norm of a tensor measures the “size” of the
tensor and its square is the “energy” of the tensor.
Definition 5 (Tensor Principal Component Analysis or
TPCA): TPCA [12], [28], [22] is a multidimensional extension
of the conventional principal component analysis (PCA). Given
a number of measurements ,
TPCA minimizes the function over as
(6)
where .
III. BTA: BAYESIAN TENSOR ANALYSIS
Here, we first construct the latent tensor model, which is
a multilinear mapping to relate the observed tensors with
unobserved latent tensors. Based on the proposed latent tensor
model, we propose BTA with dimension reduction and data
reconstruction.
A. Latent Tensor Analysis
Similar to the latent variable model [26], [4], the latent
tensor model multilinearly relates observed tensors for
in the high-dimensional space
to the corresponding latent tensors in the low-dimensional
space , i.e.,
(7)
where is the th projection matrix and
is the mean tensor of all obser-
vations , is the th residue tensor, and every entry of
follows . Moreover, the number of effective dimension
of latent tensors is upper bounded by for the th mode, i.e.,
for the th projection matrix . Here,
and is the number of observed tensors. Projection matrices
construct the multilinear mapping between
the observations and the latent tensors. In this model, we can
define prior distributions over both the latent variable and the
noise , so the model parameters can be estimated in
the maximum-likelihood scheme. This model is also a genera-
tive model, because tensor measurements can be generated
by sampling from distributions of and based on (7).
B. BTA: Probabilistic Model
Armed with the latent tensor model and the Bayesian prin-
cipal component analysis (BPCA) [4], a Bayesian treatment of
TPCA is constructed by introducing hyper-parameters with a
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prior distribution , where is
a set contains all observed tensors. According to the Bayesian
theorem, the corresponding posterior distribution is the multi-
plication of the prior, the likelihood function, and normalizing.
Therefore, the Bayesian modeling of TPCA or BTA is defined
by the predictive density, which is a marginalizing over param-
eters, i.e.,
(8)
where is
the predictive density with the given full probabilistic model,
and is the posterior probability. The model
parameters can be obtained by applying max-
imum a posterior (MAP). In BTA, to obtain ,
we have the following concerns.
1) The probabilistic distributions are defined over vectors but
not tensors. Although the vectorization operation is helpful
to utilize the conventional probability theory and infer-
ences, the computational cost will be very high and almost
intractable for practical applications. Moreover, for some
multimodalities data, e.g., a collection of 3-D faces with
different identities and different expressions, the vector-
ization operation makes the data modeling and generation
difficult. Therefore, it is important to develop a method to
obtain the probabilistic model in a computational tractable
way. In the next part, the decoupled probabilistic model is
developed to significantly reduce the computational com-
plexity.
2) We must figure out how to determine the number of re-
tained dimensions to model observed tensors. In proba-
bility theory and statistics, the Akaike information criterion
(AIC) [3] and the Bayesian information criterion (BIC) [3]
are popular for model selection, e.g., dimensionality de-
termination here. However, both methods require enumer-
ating all possible models for selection, i.e., we need to cal-
culate models times. Therefore, the com-
putational complexities are high for AIC- and BIC-based
model selections. In Bayesian treatment, the dimension-
ality determination procedure could be conducted out auto-
matically by introducing hyper-parameters or hierarchical
prior over the projection matrix . The th entry
controls the energy of the th row of or, in detail, the
higher the value is, the lower the importance of the row
is. The probabilistic graphical model is shown in Fig. 4.
To obtain projection matrices is computationally
intractable, because the model requires obtaining all projec-
tion matrices simultaneously. To construct a computationally
tractable algorithm to obtain , we can construct decou-
pled probabilistic model for (7), i.e., obtain each projection
matrix separately and form an alternating optimization pro-
cedure. The decoupled predictive density
is defined as the production of a series of probabilistic functions
and the th probabilistic function is defined as the probability
Fig. 4. Probabilistic graphical model of BTA.
of a projected observation over all projection matrices but
the th projection matrix with the given mean vector and the
corresponding noise variance, i.e.,
(9)
where is the mean vector for the th mode and is
the variance of the noise to model the residue of the th mode.
The decoupled posterior distribution with the given observed
tensors is defined as the production of a series of probabilistic
functions and the th probabilistic function is defined as the
probability of the th mean vector, the th projection matrix, and
the corresponding noise variance with the given observations
and the other projection matrices, i.e.,
(10)
Based on the Bayesian theorem, the posterior over
the th modality is proportional to the multiplication
of the its corresponding decoupled likelihood function
and the decoupled prior dis-
tribution , i.e.,
(11)
Therefore, based on (9)–(11), the decoupled predictive den-
sity is the marginalizing over all parameters for a series of pro-
duction of the decoupled predictive density, decoupled likeli-
hood function, and the decoupled prior distribution, i.e.,
(12)
The key point in BTA is to determine the dimension of the
each modality of the latent space automatically and and
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Fig. 5. Decoupled probabilistic graphical model for BTA.
will be determined automatically with the given , so the
prior probability distribution can be simplified as
, i.e., we can simplify (12) as
(13)
To automatically determine the dimension of the latent space
of each mode, i.e., the dimension of or the size of the th
projection matrix , we introduce hyper-parameters , i.e.,
(14)
where is the th value in and is the transpose of the
th row of . Similar to BPCA, the definition of (13) is also mo-
tivated by the framework of automatic relevance determination
(ARD) [14], [4] in dimensionality determination. With (13) and
(14), we can have the decoupled probabilistic graphical model
as shown in Fig. 5.
Here, controls the inverse variance of . To reduce
computational cost for practical applications [4], it can be ap-
proximated as
(15)
Consider the column space of the projected data set
, where the sample is the th column of
and , where .
Therefore, . Let
and is the th column of . Suppose,
and the marginal distribu-
tion of the latent tensors , then the marginal
distribution of the observed projected mode- vector is also
Gaussian, i.e., . The mean vector and the
corresponding covariance matrix are
and , respectively. Based on the property of
Gaussian properties, we have
(16)
where .
In this decoupled model, the objective is to find the th pro-
jection matrix based on MAP with given , i.e.,
calculate by maximizing
(17)
where is the natural logarithm of and is the sample
covariance matrix of . The (17) is benefited from the decou-
pled definition of the probabilistic model, defined by (13). Based
on (17), the total log of posterior distribution is
(18)
To implement MAP for the th projection matrix estima-
tion, the EM algorithm is applied here. This is because the la-
tent tensors are unknown and can be deemed as missing data,
so the alternating least square estimation cannot be applied to
obtain projection matrices. Because the joint distribution of ob-
servations and latent tensors is available, we can calculate the
expectation of the log likelihood of complete data with respect
to as
(19)
Because defined in (14),
and defined in (16), based on Bayes theorem,
with the given is given by
(20)
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It is impossible to maximize with respect to all pro-
jection matrices and the corresponding hyper parame-
ters because different projection matrices are inter-re-
lated [23] during optimization procedure, i.e., it is required to
know and to optimize and . Therefore, we
need to apply alternating optimization procedure [23], [24] for
optimization. To optimize the th projection matrix and the
corresponding hyper-parameters with , we need the de-
coupled expectation of the log likelihood function on the th
mode
(21)
Based on (16), we have
(22)
(23)
Equations (22) and (23) form the expectation step or E-step.
They are obtained with respect to the posterior distribution of
latent tensors with given observations.
The maximization step or M-step is obtained by maximizing
with respect to and . This step
always increases the likelihood of interest until the likelihood
functions achieves its local maximum. In detail, by setting
, we have
(24)
and, by setting , we have
(25)
According to (15), is approximated by .
In summary, Table I lists the algorithm to obtain the projection
matrices of BTA.
TABLE I
TRAINING STAGE OF BTA
C. Dimension Reduction and Data Reconstruction
After having projection matrices , the following oper-
ations are important for different applications.
Dimension reduction: given the projection matrices
and an observed tensor in the high dimensional
space , how do we find the corre-
sponding latent tensor in the low-dimensional space
? From tensor algebra, the dimen-
sion reduction is given by . However,
the method is absent the probabilistic perspective. Under
the proposed decoupled probabilistic model, is ob-
tained by maximizing . Because
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, the procedure for the
dimension reduction is given by
(26)
Data reconstruction: given the projection matrices
and a latent tensor in the low dimensional space
, how do we approximate the corre-
sponding observed tensor in the high-dimensional space
? Based on (26), the data reconstruction
procedure is given by
(27)
The reconstruction error rate is given by
.
IV. PTA: PROBABILISTIC TENSOR ANALYSIS
The proposed BTA can be simplified by removing the hyper-
parameters . This results in the probabilistic tensor anal-
ysis (PTA), and the corresponding predictive density is given by
(28)
The projection matrices are obtained by maximizing
the posterior distribution with the given observed tensors , i.e.,
(29)
Similar to BTA, EM is applied to obtain , and the
decoupled expectation of the log likelihood function over the
th modality is given by (30), shown at the bottom of the page.
The E-step in PTA is the same as the E-step in BTA.
Based on (30), we have the M-Step for PTA by maximizing
with respect to and . In detail,
by setting , we have
(31)
and, by setting , we have
(32)
By replacing the M-step in Table I with (31) and (32), we ob-
tain the optimization procedure for PTA. In BTA, the model is
selected automatically because hyper-parameters con-
trol the energy of rows of projections matrices . In PTA,
the conventional BIC could be applied to determine the size
of . The exhaustive search based on BIC is applied for
model selection. In detail, for BIC-based model selection, we
need to calculate the score of BIC as
(33)
for each modality times, because the number of
rows in each projection matrix changes from 1 to .
In determination stage, the optimal is
(34)
where .
Remember BPCA, which is an extension of the PPCA
[26], by adding hyper-parameters for automatic model selec-
tion, e.g., automatic dimensionality determination here. The
proposed PTA is a simplification of BTA by removing the
hyper-parameters. Based on these two points, we have the rela-
tionships of BPCA, PPCA, BTA, and PTA, as shown in Fig. 6.
In detail, PTA/BTA is a tensor generalization of PPCA/BPCA.
BTA/BPCA can be degenerated to PTA/PPCA by removing the
hyper-parameters for automatic model selection.
V. EMPIRICAL STUDIES FOR MODEL SELECTION
Here, we utilize a synthetic data model, as shown in Fig. 7, to
evaluate BTA and PTA in terms of accuracy for dimensionality
determination. The accuracy is measured by the dimensionality
determination error . Here, is the real model,
i.e., the real dimension of th modality of the unobserved latent
tensor, and is the selected model, i.e., the selected dimension
of the th modality of the unobserved latent tensor by using
BTA or BIC PTA. Fig. 7 shows the data generation model. A
multilinear transformation is applied to map the tensor from
(30)
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Fig. 6. Relationships of BPCA, PPCA, BTA, and PTA.
Fig. 7. Data generation model for empirical study.
the low-dimensional space to high-dimensional
space by ,
where and every entry of every unobserved
latent tensor is generated from a single Gaussian with mean
zero and variance 1, i.e., is the noise tensor and
every entry is drawn from is a scalar and we set it
as 0.01, the mean tensor is a random tensor
and every entry in is drawn from the uniform distribution
on the interval ; projection matrices are
random matrices and every entry in is drawn from the
uniform distribution on the interval ; and denotes the th
tensor measurement. In the following experiments, we set
as 0.005 because we can achieve reasonable performance for
model justification. Moreover, by setting with various small
values, BTA works similarly. For all experiments, .
In the first experiment, the data generator gives ten measure-
ments by setting , and . To
determine and based on BIC for PTA, we need to conduct
PTA times and obtain two BIC score matrices
for projection matrix of the first modality and the second
projection matrix , respectively, as shown in Fig. 8. In this
figure, every block corresponds to a BIC score and the darker
the block is the smaller the corresponding BIC score is. We use
a light rectangular to hint the darkest block in each BIC score
matrix and the block corresponds to the smallest value. In the
first BIC score matrix, as shown in the left subfigure of Fig. 8,
the smallest value locates at . Because this BIC score ma-
trix is calculated for the projection matrix of the first modality
based on (33), we can set according to (34). Similar
to the determination of , we determine according to
the second BIC score matrix, as shown in the right of Fig. 11,
because the smallest value locates at . For this example,
the dimensionality determination error is .
This means the dimensionality determination criterion defined
in (33) and (34) can select correct model in PTA-based tensor
modeling. Moreover, we need to run the PTA model
times, which is computationally expensive.
Fig. 8. BIC score matrices for the first and the second projection matrices. Each
block corresponds to a BIC score. The darker the block is, the smaller the BIC
score is. Based on this figure, we determine        and        based on BIC
obtained by PTA and the dimensionality determination error is 0.
(a) (b)
Fig. 9. Hinton diagram of (a) the first and (b) the second projection matrices
obtained by PTA.
Fig. 9 shows the Hinton diagram of the first and second pro-
jection matrices obtained by PTA in (a) and (b), respectively.
Projection matrices are obtained from PTA by setting
and . In this figure, each row corresponds to one
potential principal direction in measurement space for first or
second modality. Because no rows are vanishing, we can see that
PTA cannot suppress loadings, which correspond to noise. This
means that PTA cannot distinguish between signal and noise.
We then apply BTA for automatic dimensionality determina-
tion. The result of fitting BTA model for the first and second
modalities are shown as Hinton diagrams in Fig. 10(a) and (b),
respectively. Each row in both subfigures represents one poten-
tial principal direction in the measurement space for first and
second modalities. For the first and the second projection ma-
trices, BTA selects and , respectively. They
are equivalent to the true values, so the dimensionality deter-
mination error is 0. From the figure, we can see that a lot of
rows are vanishing and this means BTA has the ability to sup-
press loadings, which are corresponding to noise. That is BTA
can distinguish between signal and noise. These results indi-
cate that BTA can determine effective dimensions for different
modalities automatically for principal component subspaces of
different modalities. Therefore, it is a practical alternative to
exhaustive search for dimensionality determination, e.g., PTA
combined with BIC.
1The Hinton diagram1 displays values in a data matrix. Every value is rep-
resented by a square whose size measures the magnitude, and whose colour
indicates the sign. Here, blue is negative and red is positive. Here it is helpful
to visualize the projection matrices obtained from PTA and BTA. Each row in
Figs. 9 and 10 represents a loading in PTA and BTA.
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(a) (b)
Fig. 10. Hinton diagram of (a) the first and (b) the second projection matrices
obtained by BTA.
We repeat the experiments with the similar setting as the first
experiment in this Section 30 times, but , and are ran-
domly set with the following requirements:
, and . The total dimensionality de-
termination errors for BTA and BIC with PTA are both 0. We
also conduct 30 experiments for third-order tensor, with sim-
ilar setting as described above and , and are set-
ting with the following requirements:
, and . The total dimension-
ality determination errors are also both 0 for BTA and BIC with
PTA. The average reconstruction error rate is 4.78%.
VI. 3-D FACE DATA MODELING
For this BTA-based 3-D facial data modeling, a suitable
training set should be built in advance. In this dataset, num-
bers of vertices in different 3-D faces should be identical to
each other and each vertex in a 3-D face should be associated
with corresponding vertices to the other 3-D faces. Moreover,
numbers of expressions for different identities should be same
to each other and each expression of an identity should be as-
sociated with corresponding expression of the other identities.
Therefore, to build such a dataset, the following steps, as shown
in Fig. 11, are taken consequently.
1) Feature points localization over a 3-D face: the original col-
lected face data are different in their scale, location, orien-
tation, and the number of vertices. Localizing the feature
points is an important step to build the correspondence be-
tween different faces. Feature points are localized automat-
ically based on heuristic rules, e.g., the tip of the nose is
always the highest point along -coordinate, as shown in
the first column of Fig. 11. Slight adjustments are usually
carried out to give a better precision for localization.
2) 3-D faces alignment: With the aid of feature points in both
3-D training faces and the 3-D reference face, singular
value decomposition (SVD) based rigid alignment [5] is
carried out to make 3-D faces have the identical scale,
translation and orientation.
3) The cylindrical projection calculation and parameteriza-
tion: For a vertex , its cylindrical coordinate is
, which is indexed by feature points, as shown in the
second column of Fig. 11. Then, we can find correspon-
dences between vertices in different faces. For non-dense
data, as shown in the top row of third column of Fig. 11,
vertex interpolation is carried out in (4).
Fig. 11. Correspondence construction.
4) Mesh image construction: A GPU [13] based interpolation
is applied here. We treat as its pixel coordinates in
a texture image, and as the corresponding RGB
value for this pixel. This pseudo texture image is called
mesh image here, as shown in bottom of third column of
Fig. 11.
5) Finding correspondence for vertices in the 3-D reference
face to get the rebuilt 3-D training face with the iden-
tical number of vertices, as shown in the fourth column of
Fig. 11.
Steps 3)–5) build correspondence of vertices between faces
from different subjects. For a standard face with vertices, the
parameterization can be carried out to obtain the bari coordi-
nate of each vertex in a face, so we can find its corresponding
vertex in another face by interpolation, as described in Step 3. In
this paper, we implement a GPU-based interpolation process to
speed up the procedure. This process treats the cylindrical pro-
jected mesh as a texture image and renders it with a higher reso-
lution. The R, G, and B values in the texture image are actually
coordinates value in the corresponding 3-D mesh, so we
can resample on this rendered texture image and reconstruct the
3-D mesh with predefined number of vertices. All these steps
are performed on the neutral faces of different subjects. Finally,
we obtain the facial expression database as described above.
A. Tensor Face Construction
Vlasic et al. [29] form a third-order tensor to model a collec-
tion of 3-D facial data with different identities and expressions.
The first modality of the third-order tensor represents different
vertices of a 3-D face, the second modality represents different
expressions; and the third modality represents different identi-
ties. Unlike the modeling method used by Vlasic et al. [29], we
collect a number of 3-D facial data, as shown in Fig. 12, and
form a series of second-order tensors. The first modality of a
second tensor describes expression and the other modality de-
scribes identity.
The construction procedure of the series of second-order ten-
sors is as follows, as shown in Fig. 13: 1) collecting the -coor-
dinate value of the th vertex for all 3-D facial data
and forming data tensor (second-order tensor, i.e., matrix)
with the first modality as identity and the second modality as ex-
pression; 2) similar to step 1), constructing and ; and
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Fig. 12. Collection of 3-D facial data with different identities and different ex-
pressions.
Fig. 13. Tensor set construction.
3) putting tensors , and together for all vertices
and forming the data set with tensors .
Based on the constructed 3-D facial tensor set
, we can apply
the proposed BTA directly and obtain core tensors
for based on the latent tensor model
defined in (7), i.e.,
(35)
where is the
mean tensor over and projection matrices and are ob-
tained from BTA, as described in Table I. For facial expression
retargeting task here, we only need to preserve core tensors
( and ). Based on
these core tensors, the facial expression retargeting can be con-
ducted by the following alternating projection optimization pro-
cedure.
B. 3-D Facial Expression Retargeting
As described at the beginning of the Introduction, 3-D facial
expression retargeting relies on two source 3-D faces with dif-
ferent expressions, i.e., and , which are in , and a target
face , which expression is the same as . The objec-
tive of retargeting with given core tensors is to obtain a trans-
formed expression of to , which is the same expression as
. With core tensors , it is possible to generate a 3-D face
with an arbitrary identity and an arbitrary expression by two
specific projection vectors and ,
i.e., the th value of is given by . Based on
this point, we know that the retargeting task can be formulated
under the energy minimization framework, i.e., minimizing the
summation of reconstruction errors with given core tensors, the
first expression of the first identity and the second identity, and
the second expression of the first identity
(36)
where and represent the linear combination
coefficients to synthesize source and target 3-D faces based on
core tensors , respectively; and repre-
sent the linear combination coefficients to synthesize the first
and the second expressions based on core tensors , respec-
tively, and means the th entry of the vector and so do
for and . Based on (36), we can obtain and
simultaneously, and the th entry of retargeted expression for
the target 3-D facial data is given by .
Based on the above description and according to (36), the
key problem here is to find and by minimizing
:
(37)
To describe the alternating projection optimization procedure
conveniently, we have the following definitions:
The matrix encodes the first identity information; en-
codes the second identity information; encodes the first ex-
pression information; and encodes the second expression in-
formation. The 3-D face model defined in (35) decouples the
identity information and the expression information, i.e., the un-
derlying assumption here is that the expression information is
independent with the identity information. Therefore, it is rea-
sonable to define the minimization procedure (36) to obtain the
projection models , and .
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According to the alternating projection optimization proce-
dure used in [24] to obtain the solution of supervised tensor
learning, we need to have
(38)
By setting as 0, we can obtain as
(39)
Similar to (38) and (39), we also have
(40)
(41)
(42)
Based on (39)–(42), we find that the solution of depends
on both and ; the solution of depends on ; the so-
lution of depends on both and ; and the solution of
depends on . Therefore, there is no closed-form solution
for (36). According to [24], the alternating projection optimiza-
tion procedure can be applied to find the solution. The solution
is unique because is a convex function with
respect to and . The alternating projection opti-
mization procedure is listed in Table II.
In practical applications, we may have source ex-
pressions, so it will be time consuming to iteratively apply the
alternating projection optimization procedure liste in Table II to
generate all expressions for the target 3-D face, i.e., we need to
apply the algorithm times. Because there is a closed form
solution for with the given and , the
cost of computation in this case can be significantly reduced.
Therefore, we only need to apply the alternating projection op-
timization procedure for the first time and preserve and
for future use.
C. Empirical Justification
For empirical study, we select eight identities with ten expres-
sions for each identity to train core tensors based on the pro-
posed BTA as described in Section III. Therefore, there are in
total 80 3-D faces, and each face consists of 12 316 vertices. For
BTA, we set as 0.005 and as 0.001. By applying BTA, orig-
inal second-order tensors are transformed from to .
The size of core tensors is comparable to that of original tensors,
because the number of training faces is limited and it is very ex-
pensive to obtain a large number of 3-D facial data. Experiments
TABLE II
ALTERNATING PROJECTION OPTIMIZATION PROCEDURE FOR (36)
are conducted under Matlab 2007a in HP Pavilion dv6000. The
CPU is Intel Duo Core 2.0 and the memory is 1 GB.
At the retargeting stage, we select three identities, which are
not in the training set. One is source with 8 expressions in-
cluding a neutral face and the other two are targets with neutral
expression only. By applying the algorithm listed in Table II, we
can generate a series of transformed 3-D target faces to emulate
expressions of 3-D source faces. With a result vertices list, the
3-D Delaunay triangulation is carried out to reconstruct the cor-
responding 3-D surface. As shown in Fig. 14 (the first column
are 3-D neutral faces), results (bottom two rows) produced by
our method are natural and comparable with source faces (top).
In Fig. 14, as shown by circled areas, our method can reproduce
the subtle deformation as good as source faces. For example, as
the second column shown, the subtle wrinkle appearing on the
left mouth corner is generated, which is similar on the left mouth
corner in the fifth column; in the sixth column, the deformation
in the cheekbone looks very realistically; and detailed variations
in the eyebrow are generated vividly in the last column.
As stated at the end of Section VI-C, with the given and
to identify the identity of the 3-D source face and the 3-D
target face, we can have a closed-form solution of to identify
the transformed expression for the 3-D target face. Based on
this method, we obtain another group of experimental results, as
shown in Fig. 15, which shows a similar performance to Fig. 14.
To make a further evaluation, we compare our results with
that from expression cloning [15], which is an example based
method to produce expression retargeting result. In this method,
the affine transformation arisen by expression of each vertex is
imposed to the target face from the source face. Though local
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Fig. 14. 3-D face expression retargeting based on the algorithm in Table II. The
top row is 3-D source faces and the bottom two rows are 3-D target faces with
two identities. The first column represents neutral faces. To retarget one facial
expression, we need around 180 s.
Fig. 15. 3-D face expression retargeting experimental results. The top row is
3-D source faces and the bottom two rows are 3-D target faces with two iden-
tities. The first column represents neutral faces. In the bottom two rows, the
second column is generated based on the alternating projection optimization
procedure listed in Table II and the other columns are generated based on the
descriptions at the end of Section 6.3. To retarget one facial expression, we need
around 0.64 s.
transformations are performed to reduce the effects of improper
scales and directions on the target face, some unnatural effects
usually appear when the target face is significantly different
from the source face. In the proposed approach, both the iden-
tity (i.e., the shape of a face) and its expressions are modelled
together by the learnt core tensor, so it always gives natural re-
sults.
As shown in Fig. 16, some regions indicated by red circles
are not natural and look unrealistic. Especially for eye areas,
the expression cloning provides rough and tumble deformations.
However, there are no such effects in both Figs. 14 and 15. This
also demonstrates the strength of the proposed BTA for expres-
sion retargeting.
VII. CONCLUSION
A collection of 3-D faces with different identities and expres-
sions naturally forms either a third-order tensor with modalities
for vertices, identities, and expressions or a set of second-order
tensors with modalities for identities and expressions. The size
of the set is equivalent to three times of the number of ver-
tices for 3-D face representation. In this paper, we start from the
second understanding to obtain Bayesian inference over tensors
so that dimensionality determination procedure can be carried
out.
However, conventional probabilistic graphical models with
Bayesian inference only model data in vector format. Is it
Fig. 16. Expression cloning-based 3-D face expression retargeting experi-
mental results. The top row is 3-D source faces and the bottom two rows are
3-D target faces with two identities. The first column represents neutral faces.
In the bottom two rows, the second column is generated based on the expression
cloning algorithm. Regions indicated by red circles show the unusual and
unnatural effects in the retargeted faces.
possible to construct multimodal probabilistic graphical models
for tensor format data to conduct Bayesian inference, e.g.,
automatic dimensionality determination? This paper provides a
positive answer based on the proposed decoupled probabilistic
model by developing the BTA, which determines dimension-
ality automatically for tensor format data. Moreover, BTA is
ready for various applications in computer vision and data
mining. Empirical studies demonstrate that BTA usually deter-
mines correct number of dimensions for different modalities
over tensor data.
Based on the proposed BTA, second-order tensors for
3-D faces representation are compressed into small size
second-order core tensors, which consist of enough infor-
mation to reconstruct an identity with a specific expression.
Based on this point, an alternating projection optimization
procedure is developed for 3-D facial expression retargeting
task and empirical studies show the combination of BTA with
this optimization procedure can achieve reasonable results for
facial expression driven applications.
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