Abstract. We give a complete characterization of so called powerful arithmetic progressions, i.e. of progressions whose kth term is a kth power for all k. We also prove that the length of any primitive arithmetic progression of powers can be bounded both by any term of the progression different from 0 and ±1, and by its common difference. In particular, such a progression can have only finite length.
Introduction
In this paper we consider arithmetic progressions of mixed powers. We start with a question concerning a special but interesting case, then we turn to the general problem.
In 1998 Boklan [1] asked the following question: what is the length of the longest nonconstant arithmetic progression of integers with the property that the kth term (for all k ≥ 1) is a perfect kth power? Such progressions are called powerful arithmetic progressions.
The problem was solved by Robertson [15] , who proved that there are no such progressions of length six. He gave a particular example of a length five progression, too. Note that the same result was obtained by Manoharmayum, Reid, the GCHQ Problems Group, and Boklan and Elkies, as well (see [15] again).
In this paper we give a complete characterization of possible lengths of powerful arithmetic progressions. For this we need a simple notion. A (finite or infinite) arithmetic progression a 1 , a 2 , . . . , a n , . . . of integers is called primitive, if gcd(a 1 , a 2 ) = 1 is valid. Throughout the paper we shall write d for the common difference of such a progression. Note that the progression is primitive if and only if a 1 and d are coprime. We prove that the only primitive powerful arithmetic progression of length five is the trivial one, but there are infinitely many such progressions of length four. We also prove that in the nonprimitive case there are infinitely many pairwise nonproportional powerful arithmetic progressions of length five. In view of the above mentioned result of Robertson, our results (and their proofs) provide a complete characterization of the possible lengths of powerful arithmetic progressions. For some related results we refer to the papers [6] , [10] and the references there. For example, in [6] , all arithmetic progressions of squares and cubes are completely described. The main tool of our proofs is the elliptic Chabauty method (see e.g. [3] , [4] and the references given there).
We also prove some results about more general arithmetic progressions of powers. That is, we consider progressions of the form (1) x
2 , . . . , x kn n , . . . with x i ∈ Z, k i ≥ 2 (i = 1, 2, . . .). Obviously, such arithmetic progressions are closely related to generalized Fermat-type equations of the form
where A, B, C, p, q, r are integers with ABC = 0, p, q, r ≥ 2, and X, Y, Z are unknown integers. For general finiteness results about such equations (in the case when the exponents p, q, r are arbitrary, but fixed), see the excellent paper [8] and the references there. We are interested in bounding the length of (1). Under some conditions, there are certain related results in the literature. The author in [9] proved that if k i ≤ K holds in (1) for all i, then the length of the progression is bounded in terms of K only. Later, under the further assumption of primitivity, the number of such progressions has been bounded, as well (see [6] ). In [9] it is also proved that assuming the abc conjecture, the condition k i ≤ K can be replaced by primitivity, and the length of the progression is still bounded.
In the present paper we show that the length of a progression (1) can be bounded both by the help of any of its terms different from 0, ±1, and with its common difference. As an immediate consequence we obtain that the length of any nonconstant arithmetic progression of powers is finite. Though the latter theorem can also be obtained as a simple consequence of a classical result of Dirichlet, we were unable to find it in the literature.
Results
We start with characterizing powerful arithmetic progressions. Our main result in this direction is the following. Theorem 2.1. The only primitive powerful arithmetic progression of length five is the trivial one, given by 1, 1, 1, 1, 1.
For the complete characterization of lengths, we also need Theorem 2.2. There are infinitely many primitive powerful arithmetic progressions of length four.
Note that in the proof of Theorem 2.2 we give a complete description of length four primitive powerful arithmetic progressions.
The next result shows why it is necessary to impose the primitivity condition in the above two theorems. Note that having a particular primitive powerful arithmetic progression, after multiplying by appropriate factors one can obtain infinitely many nonprimitive progressions. Hence to get some meaningful statement we need to avoid this triviality.
Theorem 2.3. There are infinitely many pairwise nonproportional powerful arithmetic progressions of length five.
The result of Robertson and others mentioned in the introduction yields that there are no length six nonconstant powerful arithmetic progressions. So the above theorems provide a complete characterization of the lengths of powerful arithmetic progressions.
We also prove some results about general arithmetic progressions of powers. First we show that the length of such a progression can be bounded by its terms different from 0, ±1. Theorem 2.4. Let x and k be integers, with |x| ≥ 2 and k ≥ 2. Then there exists a constant C(x, k), depending only on x and k, such that the length of any arithmetic progression of powers containing x k is at most C(x, k).
The next result shows that the assumption x = 0 is necessary in the previous theorem. We mention that the cases x = ±1 remain open; see also the problem posed in Remark 2.3. Proposition 2.1. There exist arithmetic progressions of powers of arbitrary (finite) length containing 0 as a term. Now we prove that the length of an arithmetic progression of powers can also be bounded by its common difference. Remark 2.1. Note that in view of the proof, for small values of d, both bounds i) and ii) for the length of the progression can be improved. As the most interesting example, in case of d = 1 the first two terms of the progression give rise to the famous Catalan-equation
As is well-known, the only solution to this equation with XY = 0 is given by (X, Y, u, v) = (3, 2, 2, 3) (see [13] ). Hence in this case, taking into account the trivial progression −1, 0, 1, the length of (1) is at most three.
Remark 2.2. In [17] , Shorey and Tijdeman investigated the equation
where x, d, n, b, y, k are unknown positive integers with gcd(x, d) = 1, k ≥ 2 and P (b) ≤ n where P (b) denotes the greatest prime divisor of b (with the convention P (1) = 1). They proved for the solutions of (2) that n < C(ω(d)) must be valid for some effective constant C(ω(d)) depending only on ω(d). By a simple standard argument, one can show that equation (2) is equivalent to having an arithmetic progression of the form
. . , a n x k n with some positive integers a i with P (a i ) ≤ n. Thus interestingly (though with different settings) we have similar bounds for the lengths of arithmetic progressions of powers with "equal" and "different" exponents, in terms of the common difference d.
As a simple and immediate consequence of both Theorem 2.4 and Theorem 2.5, we obtain the following result.
Corollary 2.1. The length of any nonconstant arithmetic progression of powers is finite. Remark 2.3. One can easily construct progressions (1) of arbitrary finite length, see e.g. Proposition 2.1 and Remark 2 of [9] . Hence Corollary 2.1 is best possible in the qualitative sense. However, by the constructions in Proposition 2.1 and in [9] , only nonprimitive progressions can be obtained. We propose the following problem: prove that the length of any primitive nonconstant arithmetic progression of powers is bounded by an absolute constant.
Proofs
Proof of Theorem 2.1. Suppose that
is a primitive powerful arithmetic progression of integers. We observe from the primitivity condition that gcd(x 2 , x 3 ) = 1. Further we have
, and let O K denote the ring of integers of K. Factorizing the above equation in O K we get (5) (αx
. It is well known that ε = α + 2 is a fundamental unit of K of norm N K/Q (ε) = −1, the only roots of unity of K are ±1 and we have 2 = ε(α − 1)
2 . Further {1, α} is an integral basis of K. By the primitivity condition one can easily check that gcd(
Hence d is even which violates the primitivity condition. So we conclude that gcd(x 2 , x 4 ) = 1. Using this assertion, keeping in mind the well-known fact that O K is a Euclidean ring, we obtain from (5) that (6) αx
holds with some integers u, v, t 1 , t 2 with −2 ≤ t 1 ≤ 2 and 0 ≤ t 2 ≤ 4.
Here we used the fact that −1 is a full fifth power. By gcd(x 2 , x 4 ) = 1, we have gcd(u, v) = 1. We shall use this fact later on without any reference. Further, taking the field norms of both sides of (6), we immediately get that t 2 = 1. Finally, taking field conjugates over K and substituting −x 2 and −v in places of x 2 and v, respectively, we may assume without loss of generality that t 1 ∈ {0, 1, 2}. We investigate these cases in turn.
The case t 1 = 0. Using that t 2 = 1, by comparing the coefficients of α on both sides of (6), we get
. Let f 0 (v, u) denote the left hand side of (7), and define the polynomial g 0 by g 0 (x) = x 5 + 5x 4 + 30x 3 + 30x 2 + 45x + 9 (i.e. g 0 (x) = f 0 (x, 1)). A simple check, for e.g. by Magma [2] , assures that g 0 is irreducible over Q. Let β denote a root of g 0 , and put L = Q(β). Write O L for the ring of integers of L.
To proceed smoothly, we need some information about L. These data are available by the use of Magma again. The class number of L is one,
is an integral basis of L, and
Further, the only roots of unity in L are ±1, and we also have
As the γ i do not play any role later on, we suppress the concrete values. Note that ϑ 1 is also a prime in O L , and N L/Q (ϑ 1 ) = −9.
Factorizing the left hand side of (7) over O L (using Magma again) we get
Using that the only prime divisors of the discriminant of g 0 are 2, 3, 5, we obtain from (8) that both must hold, with some δ 1 , δ 2 ∈ O L and s i ∈ {0, 1} (i = 1, . . . , 9). (As the product of the right hand sides of (9) and (10) should be a full square, one can easily check that the exponents s i must indeed coincide in (9) and (10).) Taking field norms of both sides of (9), we immediately get that s 4 = s 5 = s 6 = s 8 = s 9 = 0 and s 1 + s 7 = 1. Hence we are left with eight possibilities. In case of s 2 = 1, all the four corresponding equations can be excluded locally. If u = 0, then v = ±1 and using (7) and (6), we get that the progression (3) is given by 1, 1, 1, 1, 1. Otherwise, after dividing both sides of equation (10) by u 4 and merging it into δ 2 2 , we consider the corresponding equations as hyperelliptic curves over L (using the HyperellipticCurve command of Magma). Then we determine those prime ideals of O L , where the equation might not be solvable locally (by the procedure BadPrimes). Finally, we test whether these equations are locally solvable at all these prime ideals or not (using the procedure IsLocallySolvable). In all four cases mentioned above, we could find a prime ideal where the curves has no points locally. Hence these cases can be excluded.
Suppose next that, together with s 2 = 0, we have s 1 = s 3 = s 7 = 1. Then writing δ 1 = z 0 ϑ 0 +z 1 ϑ 1 +z 2 ϑ 2 +z 3 ϑ 3 +z 4 ϑ 4 in (9) and expanding both sides of the equation, we obtain from matching the coefficients of ϑ 0 , ϑ 1 (7), this implies that x 4 is even which contradicts the primitivity of the arithmetic progression, in a similar manner as before.
Assume next that (beside s 2 = 0) we have s 1 = s 7 = 0, s 3 = 1. Then by the same method used in the previous paragraph, following the same notation (but now matching the coefficients of ϑ 0 , ϑ 1 , ϑ 3 , ϑ 4 ) we get that the integers are all even. Hence we easily obtain that both v and u are even, thus by (7), x 4 is even once again. So this case is also excluded by contradiction.
Consider now the case s 1 = s 3 = s 7 = 0 (and s 2 = 0). Then (10) defines a projective genus 1 curve C (0) 1 over L (considering v, u, δ 2 to be unknowns from L). By the help of the point P = (0 : 1 : 0) the curve C (0) 1 can be transformed into an elliptic curve. More precisely, by a method of Cassels (see [7] ) using P , one can find a homogeneous elliptic curve C in the usual form
with coefficients r 1 , r 2 , r 3 , r 4 , r 6 ∈ L such that C (0) 1 and C are birationally equivalent. After dehomogenizing C we get a plane elliptic curve over L. In our case the resulting dehomogenized elliptic curve has a minimal model
Note that all the curves, together with the transformations among them can be handled by Magma. For more explanation about the techniques we use we refer to [5] . Now, as v and u are known to be rational coordinates of C
1 , one can apply the elliptic Chabauty method to solve (10) completely. Here we only indicate the main steps of the solution, without explaining the background theory. For the theory of the method we refer to [3] and [4] and the references given there. To see how the method works in practice, in particular by the help of Magma, [5] is an excellent source. For applying elliptic Chabauty in similar context, beside the above references see also [6] , [10] , [11] , [12] , [19] . So, to have the method work, the rank of E (0) 1 (L) should be strictly less than the degree of L (which is five). In the present case it turns out that the rank of E (0) 1 (L) is three, so elliptic Chabauty is applicable. Further, the procedure PseudoMordellWeilGroup of Magma is able to find a subgroup G (0)
1 (L) of finite odd index. Then, using the procedure Chabauty with the prime 11, we get that all solutions to (10) with v, u coprime rational integers are
The first solution by (7) yields that x 4 = ±1. Further, (6) implies that x 2 = ±1, so the arithmetic progression (3) is given by 1, 1, 1, 1, 1. In the second case (7) gives an immediate contradiction.
Finally, assume that s 1 = s 7 = 1, s 3 = 0 (and also s 2 = 0). Then similarly as in the previous paragraph, (10) defines a projective genus 1 curve C can be transformed into an elliptic curve, which has a minimal model
The rank of E
2 (L) is one, so elliptic Chabauty can be applied for E (0) 2 . Note that here the procedure PseudoMordellWeilGroup with the default settings fails to find a subgroup
2 (L) of finite odd index. However, using the procedure SelmerGroup and the nontorsion point
, by a slightly more involved procedure (explained in detail in [5] , pp. 18 and 19), we can find such a subgroup G (0) 2 . Then again, using the procedure Chabauty now with the prime 7, we get all solutions to (10) with v, u rational. Note that now by the procedure IsPSaturated we also need to check that the index [E 2 ] is not divisible by 5. After all, we get that (v, u, δ 2 ) = (0, ±1, ±(4ϑ 0 + 5ϑ 1 + 2ϑ 2 − 20ϑ 3 − 8ϑ 4 )) are the only solutions to (10) with coprime integers v, u. Then (7) implies x 4 = ±3 and (6) yields that x 2 = ±27. Though this with x 5 = −3 extends to a solution of (4), however, as one can easily check, does not yield any (even nonprimitive) arithmetic progression of the form (3).
The case t 1 = 1. Noting that t 2 = 1, comparing again the coefficients of α on both sides of (6) in this case, we obtain
. Let f 1 (v, u) denote the left hand side of (11) and define the polynomial g 1 as g 1 (x) = 3x 5 + 25x 4 + 30x 3 + 30x 2 + 45x + 9 (that is g 1 (x) = f 1 (x, 1)). Using Magma we get that g 1 is irreducible over Q. Let L denote the same number field as in case of t 1 = 0 and keep all the related notation as well. (Note that g 0 and g 1 define the same number field L.) Factorizing the left hand side of (11), we get
where
As the only prime divisors of the discriminant of g 1 are 2, 3, 5, from (12), we get that both
hold, with some ξ 1 , ξ 2 ∈ O L and k i ∈ {0, 1}. (Similarly as in case of t 1 = 0, the k i must coincide in (13) and (14).) Taking field norms of both sides of (13) yields k 4 = k 5 = k 6 = k 8 = k 9 = 0 and k 1 + k 7 = 1. Hence we are left with eight possibilities again. In case of k 2 = 1, all the four corresponding equations (14) can be excluded locally. As it can be done in the same way as for t 1 = 0, we suppress the details.
If k 3 = 1 (together with k 2 = 0), then, in both possible cases, we can apply the same method as with t 1 = 0. Looking at the coefficients of the ϑ i in (13), modulo 2 we obtain that both v and u should be even which gives a contradiction in a similar manner as previously. We suppress the details once again.
Consider now the case k 1 = k 3 = k 7 = 0 (and k 2 = 0). Then similarly as with t 1 = 0, (14) 1 can be transformed into an elliptic curve which has a minimal model
Using elliptic Chabauty as previously, by the procedure Chabauty of Magma with the prime 7, we obtain that all solutions to (14) with coprime integers v, u are
This by (11) yields a contradiction. Finally let k 1 = k 7 = 1, k 3 = 0 (together with k 2 = 0). Then as before, (14) can be transformed into an elliptic curve having a minimal model
By the help of the procedure Chabauty with the prime 11, we obtain that
are the only solutions to (14) with coprime integers v, u. In case of the first possibility, (11) immediately implies a contradiction. In the second case, (11) and (7) give x 4 = ±3 · 6323 and x 2 = ±3 3 · 23094391, respectively. These values with x 5 = −3 · 241 yield a solution to (4). However, as one can readily check, they do not give rise to any (even nonprimitive) arithmetic progression (3).
The case t 1 = 2. In this case, from equation (6), we obtain
with f 2 (v, u) = 11v 4 + 84v 3 u + 246v 2 u 2 + 324vu 3 + 171u 4 . Put g 2 (x) = f 2 (x, 1). As the discriminant of (v +u)f 2 (v, u) is divisible by the primes 2, 3, 5 only, from (15), we get
with some integer w and m i ∈ {0, 1} (i = 1, 2, 3, 4). If m 2 = 1, then by (15) x 4 is even, which leads to a contradiction in a similar manner as many times before. Hence we may assume that m 2 = 0 in (16) . In the remaining eight cases, after dividing both sides by u 4 (which by (15) cannot be zero), (16) gives rise to hyperelliptic equations of the form (17) (−1)
where g 2 (x) = f 2 (x, 1). In the cases where m 3 = 1 and also in case of (16), one can easily check that 3 | v must be valid. Then, in view of (15), we obtain 3 | x 4 and by (6) also that 3 | x 2 which contradicts the primitivity of the progression (3). Finally, if m 1 = m 3 = 0, m 4 = 1 then checking (16) modulo 4, we easily obtain that w must be even. However, then x 4 is also even by (15) , which leads to a contradiction in the usual fashion.
Proof of Theorem 2.2. To prove the theorem, it is obviously sufficient to show that there are infinitely many primitive arithmetic progressions of integers of the form
4 . We give a full characterization of progressions of the form (18) . For this purpose, in fact we need to completely describe the solution set of the equation
. As is well-known, the solutions of equation (19) can be parametrized. More precisely, x 2 , x 3 , x 4 are coprime solutions to (19) if and only if
hold with some coprime integers u, v, u ≡ v (mod 2) (see e.g. [14] ). Trivially, we need to focus only on the last item of (20). Having it satisfied, the values of x 2 and x 3 are automatically chosen. Obviously, we can find integers t, z such that v = tz 2 uniquely if we assume t to be square-free. As z = 0 leads to the constant progression 1, 1, 1 in (18), we may also suppose that z = 0. Then the last item of (20) gives
We may consider (21) as a parametric family of elliptic curves E t , taking t to be a square-free integral parameter and X, Y to be unknown rationals. As is well-known, any rational point on this curve has the property that the square of the denominator of Y is the same as the cube of the denominator of X (see e.g. [18] ). That is, the transformation in (22) can be reversed. Hence, taking any square-free t and choosing any rational point (X, Y ) of E t , we can write
, then putting u = U 1 and v = tV 2 we get a parametrization by (20) leading to a primitive arithmetic progression of the form (18) . Already the choice t = 1 is sufficient to find infinitely many such solutions. Indeed, by Magma, we get that the rank of E 1 is one and the point P = (−1, 2) generates the free part of the Mordell-Weil group of E 1 . In particular, there are infinitely many rational points on E 1 leading to (different) arithmetic progressions of the shape (18) . As one can easily see, this is the case for all points nP where n is a power of 2. To see an example, consider the point Observe that by the above procedure all progressions (18) can be determined. is of the desired shape, and further the progressions obtained in this way are pairwise nonproportional. Hence the theorem follows.
To prove Theorem 2.4 we need the following lemma.
Lemma 3.1. Suppose that for a nonconstant arithmetic progression of powers of the form (1) we have k i ≤ K for all i. Then the length of the progression is bounded by a constant depending only on K.
Proof. The statement is a simple consequence of Theorem 2 of [9] .
Proof of Theorem 2.4. Suppose that x k is a member of an arithmetic progression of the form (1) where x and k are integers with |x| ≥ 2, k ≥ 2. Let p be a prime divisor of x and put α = ord p (x). Further, write d for the common difference of the progression, and set β = ord p (d). Let γ be an arbitrary integer with γ ≥ max(0, kα + 1 − β). Observe that, for any t ∈ Z, we have ord p (y t ) = kα where y t = x k + tp γ d. Hence if y t = x kt t holds for some t, then k t ≤ kα must be valid. As the numbers y t form an arithmetic progression (with common difference p γ d), by Lemma 3.1 we obtain that the length of this progression is bounded in terms of kα. Hence the length of the original progression must be bounded by a constant C(k, p, α) depending only on k, p, α. As p ≤ x and α ≤ log(x)/ log(2), the statement follows.
Proof of Proposition 2.1. Let p i denote the ith prime. Take an arbitrary positive integer n. Then all integers m with 1 ≤ m < p n+1 can be uniquely written in the form m = p α 1m 1
. . . p αnm n with nonnegative integers α im (i = 1, . . . , n). Put
Further, for each (h 1 , . . . , h n ) ∈ H pick up an odd prime q (h 1 ,...,hn) . Then for every i = 1, . . . , n choose a positive β i such that (24)
By the Chinese remainder theorem we know that such β i exists for all
βn n , and observe that for every t from the interval td is a q (h 1 ,. ..,hn) th power for the appropriate (h 1 , . . . , h n ) ∈ H. Hence these numbers td form an arithmetic progression of powers of length 2p n+1 − 1, and the statement follows.
We illustrate the construction with a simple example. Take n = 2. Proof of Theorem 2.5. Let p be any prime which does not divide d. Then among any 2p consecutive terms of the progression there are two, say y 0 and y p = y 0 + pd, which are divisible by p. Further, either ord p (y 0 ) = 1 or ord p (y p ) = 1 must be valid. However, as these terms are perfect powers, this is impossible. Hence n ≤ 2p − 1.
To derive the bound i), write ϑ * (p) for the logarithm of the product of all primes < p, with the convention ϑ * (2) = 0. Then the Corollary of Theorem 4 of [16] To get the estimate ii), write p i for the ith prime. The Corollary of Theorem 3 of [16] gives that for i ≥ 6 p i < i(log(i) + log log(i)) holds. Noting that p ≤ p ω(d)+1 , the above inequality immediately yields ii), and the theorem follows.
Proof of Corollary 2.1. Obviously, the statement is a trivial and immediate consequence both of Theorem 2.4 and of Theorem 2.5. However we show here that the result easily follows also from Dirichlet's famous theorem about primes in arithmetic progressions. Let (25) a 1 , a 2 , . . . , a n , . . . is also an arithmetic progression, and we have gcd(b 1 , b 2 ) = 1, as well. Thus if the length of this progression is infinite, by Dirichlet's theorem we obtain that it contains infinitely many primes. Let p be any prime in the progression with p > D. Then b i = p is valid for some i, hence we should have x k i i = Dp. However p divides the right hand side exactly on the first power which contradicts the assumption k i ≥ 2. Hence any progression of the shape (25) must have finite length and the statement follows.
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