Structural dynamics in liquid water slow down dramatically in the supercooled regime. To shed further light on the origin of this super-Arrhenius temperature dependence, we report high-precision 17 O and 2 H NMR relaxation data for H 2 O and D 2 O, respectively, down to 37 K below the equilibrium freezing point. With the aid of molecular dynamics (MD) simulations, we provide a detailed analysis of the rotational motions probed by the NMR experiments. The NMR-derived rotational correlation time τ R is the integral of a time correlation function (TCF) that, after a subpicosecond librational decay, can be described as a sum of two exponentials. Using a coarse-graining algorithm to map the MD trajectory on a continuous-time random walk (CTRW) in angular space, we show that the slowest TCF component can be attributed to large-angle molecular jumps. The mean jump angle is ∼48
I. INTRODUCTION
When ice melts, the rotation of water molecules speeds up by 7 orders of magnitude, whereas the density and heat of vaporization (a measure of the cohesive energy density of the material) change by merely +9% and −12%, respectively. The rotational dynamics are thus exquisitely sensitive to the details of the hydrogen bond network that pervades the liquid. 1, 2 This is particularly true for supercooled water, where the liquid's short-range structure gradually approaches the ideal tetrahedral coordination of hexagonal ice. [3] [4] [5] Despite several decades of investigations with numerous techniques, our understanding of how water molecules change their orientation remains incomplete, especially at low temperatures.
Perhaps the simplest model of single-molecule rotation in fluids is the angular random walk and its small-step rotational diffusion limit. It has long been appreciated that the diffusion limit is applicable to macromolecules, but not to small-molecule liquids. [6] [7] [8] [9] [10] [11] Deviations from the diffusion limit should be particularly evident in associating liquids such as water, where highly directional hydrogen bonds introduce an element of discreteness. Indeed, jump models were used a) Present address: Fachgebiet Technische Physik II, Institute of Physics, Technische Universität Ilmenau, P.O. Box 100 565, 98684 Ilmenau, Germany. b) Author to whom correspondence should be addressed. Electronic mail:
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to interpret nuclear spin relaxation 12 and quasielastic neutron scattering (QENS) (Ref. 13 ) data from liquid water half a century ago. Indications that rotation [14] [15] [16] and translation 17 in liquid water proceed by large-amplitude jumps have also come from molecular dynamics (MD) computer simulations, albeit in some cases with water models that are now known to be poor substitutes for real water. Despite its long history, the jump picture of structural dynamics in water has been controversial and it remains a topic of active investigation.
QENS is among the few experimental techniques that can distinguish large-amplitude jumps from small-step diffusion. 18 The traditional model for interpreting QENS data from liquid water inconsistently combines large translational jumps with continuous rotational diffusion, 19, 20 but MD simulations indicate that QENS data provide little or no information about water rotation. 21, 22 A consistent interpretation of QENS data for ambient and supercooled water in terms of translational jumps has only recently been presented. 23 Nuclear spin relaxation has long been used to study water rotation. 12, 24 Among the three stable magnetic water nuclides, the proton is less suitable because intermolecular magnetic dipole-dipole couplings render the underlying time correlation function (TCF) sensitive to collective motions. 25 In contrast, the nuclides 17 O (in isotope-enriched H 17 2 O) and 2 H (in D 2 O) relax via the interaction of the nuclear electric quadrupole with the intramolecular electric field gradient (EFG) and they therefore report on single-molecule rotational motion. 25 These quadrupolar nuclides have been used extensively to study rotational dynamics in water, also in the supercooled regime. [26] [27] [28] [29] [30] [31] In fact, no other experimental technique can provide information about water dynamics down to the practical limit of supercooling. On the other hand, because molecular rotation even in supercooled water (at ambient pressure) is fast compared to the highest accessible NMR frequencies, the nuclear spin relaxation rate only yields the time integral of the TCF, that is, the integral rotational correlation time. Spin relaxation data from liquid water can therefore not distinguish large-angle jumps from continuous rotational diffusion. The focus of spin relaxation studies of ambient and supercooled water has instead been on a possible anisotropy in the rotational motion 32, 33 and on the origin of the strong super-Arrhenius temperature dependence in the supercooled regime. [27] [28] [29] [30] Time-resolved vibrational spectroscopy can provide information about the time course of the rotational TCF, [34] [35] [36] [37] but even this does not allow large-angle jumps to be distinguished from continuous rotational diffusion since both models predict an exponential decay. (However, large-angle jumps have been identified by 2D vibrational spectroscopy for water molecules interacting with ionic solutes. 38 ) Moreover, because of the short lifetime of the excited O-H stretch, this technique cannot easily probe the slow rotational motions in deeply supercooled water. 39 Partly because of these experimental limitations, MD simulations have come to play a prominent role in studies of structural dynamics in ambient and supercooled water. These studies have focused on two issues. In the stable temperature range, a detailed characterization of the H-bond switching event that is central to molecular rotation has been provided. [40] [41] [42] [43] For supercooled water, the principal challenge is to understand the origin of the strong (super-Arrhenius) temperature dependence of the rotational correlation time and other transport properties. In particular, the apparent singularity 44 in transport properties 10-15 K below the practical limit of supercooling has been the source of considerable speculation and debate. To test models of water rotation, access to accurate experimental data is essential. We have thus re-determined the integral rotational correlation times associated with the 17 O and 2 H EFG tensors in H 2 O and D 2 O, respectively, from above ambient temperature down to 37 K below the freezing point and with a substantial improvement in accuracy 27, 28 or precision 29, 30 as compared to existing data. While the 2 H data report on the nearly uniaxial TCF of the O-D bond, the 17 O data report on a biaxial TCF that, in a sense, is a less biased probe of water rotation.
To extend the NMR data analysis, we have carried out MD simulations with the SPCE water model at 7 temperatures in the experimentally investigated range. After a 6 K temperature shift, the rotational correlation time obtained by integration of the simulated TCF reproduces the experimental one remarkably well over the entire temperature range. The bi-exponential decay of the TCF beyond the initial librational stage is attributed to local motions within orientational basins and sudden large-angle jumps among such basins. To substantiate this interpretation, we use a coarse-graining algorithm to map the Newtonian MD trajectory on a continuous-time random walk (CTRW) in angular space. An analogous mapping was previously used to identify translational jumps in supercooled water. 23 Using a generalized version of Ivanov's jump model, 8 we are able to rationalize the TCF quantitatively. We also consider the anisotropy of water rotation, the origin of the super-Arrhenius temperature dependence, the correlation of rotational and translation jumps, and the relation of the singlemolecule angular jumps described here to the angular jumps recently analyzed by Laage and co-workers. [41] [42] [43] 
II. METHODS

A. Spin relaxation experiments
To reduce the probability of heterogeneous ice nucleation during spin relaxation measurements at temperatures below the equilibrium freezing point, the water was dispersed in the form of emulsion droplets. 71 Samples were prepared from 17 . A water-in-oil emulsion, with aqueous droplet diameter in the range 1-15 μm, was formed by mixing ∼1 ml water with an equal volume of n-heptane (>99%, HPLC grade, Sigma) containing 3% (w/w) of the nonionic emulsifier sorbitan tristearate (Sigma) and then repeatedly (∼40 times) pressing the mixture through a 0.56 mm ID nozzle (Hamilton) with the aid of two 5 ml syringes. The emulsion was then transferred to a 5 mm NMR tube. Control experiments (Sec. S-I of Ref. 72) did not reveal any effect of the emulsion on the measured relaxation rate, which thus reports on bulk water dynamics.
The longitudinal spin relaxation rate R 1 of the water 17 
, ranged from 0.5% at the highest temperature to 1.5% ( 17 O) or 1.8% ( 2 H) at the lowest temperature. The temperature was regulated with a pre-cooled stream of dry air and determined before and after each series of R 1 measurements with a copper-constantan thermocouple in a NMR tube containing a water-ethanol mixture. Thermal equilibration of the sample is a critical issue, particularly at the lowest temperatures where R 1 depends strongly on temperature. After each change of temperature, thermal equilibration was monitored by repeatedly measuring R 1 until stable values were recorded. Equilibration times ranged from ∼10 min to ∼100 min at the lowest temperatures. Below 238 K (for H 2 O) or 242 K (for D 2 O) a significant loss of observable magnetization was detected, indicating that a fraction of the aqueous droplets, presumably the largest ones, had frozen. (The very broad ice signal is not observed in these experiments.) The effect of signal intensity loss on the R 1 measurement can be corrected for, but freezing also affects the temperature due to the liberated latent heat (which accounts for the long thermal equilibration times at the lowest temperatures). Attempts to correct for this heating effect with the aid of a heat conduction model were not deemed quantitatively reliable. Accordingly, we only report R 1 data at temperatures where such heating effects were small compared to the reproducibility-based precision of the R 1 measurement. The lowest temperature where we report R 1 is thus 236. 
B. Rotational correlation time
The spin relaxation rate R 1 of quadrupolar nuclides such as 17 O and 2 H reports on the rotational motion of individual water molecules via the associated fluctuations of the EFG tensor V(τ ) at the nuclear site. 25 Under the conditions of this study, water rotation is fast compared to the inverse resonance frequency (∼2 ns). R 1 is then independent of resonance frequency and proportional to the integral rotational correlation time τ R ,
with τ R defined as the time integral
of the normalized EFG TCF
3)
The nuclear quadrupole frequency is defined as 74 We assume that this is true also below 260 K (Sec. S-III of Ref. 72) .
As for other transport properties of water, the temperature dependence of τ R can be accurately represented by the singular power-law expression 44 τ
The 3 parameters in Eq. (2.4) were determined from fits to the experimental data using the Levenberg-Marquardt algorithm. 75 The quoted parameter errors, corresponding to a confidence interval of 90%, were obtained with the Monte Carlo method 75 using 10 000 synthetic data sets. We regard Eq. (2.4) as an empirical function that allows us to represent the data in a compact form suitable for subsequent mathematical operations. For example, we can compute an apparent activation energy as
with a temperature-independent activation energy E A , then E app = E A . In the general case, we can always express the temperature dependence as 6) where the second term can be interpreted as a contribution to E app (T) from thermally induced structural changes.
C. Molecular dynamics simulations
Classical MD simulations were performed in the microcanonical (NV E) ensemble with GROMACS 4.0.3 (Ref. 76) for a system of 2048 water molecules in a cubic box with periodic boundary conditions. The integration time step was 1 fs and the neighbor list was updated after every step. Forces were computed with the SPCE effective pair potential. 77 A cutoff of 16 Å was used for both Lennard-Jones and Coulomb interactions and the long-range part of the latter was computed with particle-mesh Ewald summation. Simulations were performed at 7 temperatures over a 60 K interval (Table I ) and the size of the cubic simulation box was adjusted to reproduce the experimental density. 78 Further simulation details can be found in a previous report. 23 The SPCE water model is known to yield slightly too fast dynamics. 16, 79 Indeed, the integral rotational correlation time τ R computed from the simulated 17 O TCF with the aid of Eq. (2.2) equals the experimental τ R at a temperature T rot , obtained by interpolation with Eq. (2.4), that is, 4.4-7.8 K higher than the temperature T kin determined from the mean kinetic energy. For a more consistent comparison of simulation and experiment, we compensate partly for this force-field deficiency by associating the simulation results with an effective temperature T eff = T kin + 6 K (Table I) . 
D. Time correlation function
Analysis using in-house MATLAB code was based, at each temperature, on 2048 fully equilibrated single-molecule trajectories of length 5 ns (at the 3 highest temperatures) or 10 ns (at the 4 lowest temperatures) and with coordinates saved every 5 fs up to 100 ps (200 ps for the lowest temperature) and every 100 fs thereafter.
To compute the time correlation function C(τ ), we evaluate the trace in Eq. (2.3) in terms of the Cartesian components of the EFG tensor V, whereby (Sec. S-II of Ref. 72 )
with η = 0.86 or 0.13 for 17 O and 2 H, respectively, 74 and
8) where, for example, e x (i) is the ith Cartesian lab-frame component of the unit vector along the x axis of the molecule-fixed principal EFG frame. The full 5 or 10 ns trajectory was utilized for the TCF calculation, with the time origin shifted by 2-50 ps depending on the temperature. The standard error in C(τ ) was estimated from the Zwanzig-Ailawadi formula. 80 The integral correlation time τ R in Eq. (2.2) was obtained by 4th-order numerical integration of the TCF up to τ = τ *, where τ * was chosen such that C(τ *) is a factor 2-10 larger than the standard error in the TCF. Typically, τ * ≈ 7τ R . To this result was added a small (<2%) tail contribution, computed analytically after fitting an exponential function to the TCF in the range 0.7 τ * ≤ τ ≤ τ *.
In the special case η = 0, Eqs. (2.3) and (2.7) both reduce to the familiar form C(τ ) = P 2 (cos β(τ )) , where β(τ ) is the angle through which the vector moves during τ . Most simulation studies of orientational TCFs only consider this uniaxial TCF. But since the 17 O EFG tensor is highly asymmetric, we must use the full biaxial TCF. We have evaluated this TCF in several ways, for example, using spherical tensor components (Sec. S-II of Ref. 72) . Among these methods, the one based on Eqs. (2.7) and (2.8) was found to be most efficient and accurate.
After the initial damped oscillatory decay, the TCF can be well represented by the bi-exponential function
the 4 parameters of which were determined from a LevenbergMarquardt fit. To minimize bias, the fit included, at each temperature, TCF data in the range 0.5 ps ≤τ ≤ τ max such that C(τ max ) = 0.02. Parameter errors were propagated from the standard error in C(τ ).
E. Dynamical coarse-graining algorithm
To expose the jump-like character of molecular rotation, we map each Newtonian single-molecule MD trajectory (sampled every 5 fs) on a random walk in angular space. We consider a given molecule-fixed unit vector U, for example, the O-H vector, and we compute the cumulative average unit vector U(n) from the vectors U(m), m = 1, 2, . . . , n, in n consecutive MD time frames. This is done iteratively as
The average is further updated only if U(n + 1) remains within a prescribed angle, β max , of the current average, that is, if
Otherwise, the n time frames are identified as a dynamical basin centered at U k = U(n), and the counter n is reset to 1 for the next basin. Provided that β max is chosen in a suitable range, this algorithm successfully identifies the dynamical basins in the Newtonian trajectory. If condition (2.11) is not satisfied, we apply two tests to decide if U(n + 1) should be assigned to a new basin. The first test prevents a large-angle jump from being identified as a transient basin. In other words, a vector U is assigned to a basin only if it remains for a certain minimum time in a region of the orientational space (Sec. S-IV of Ref. 72 ). This "settling time" reflects the relaxation of the neighboring water molecules in response to an angular jump of the reference molecule (Sec. S-IV of Ref. 72) . As a result of applying this test, 3%-4% (7% at the lowest temperature) of the time frames in the trajectory are discarded because they do not belong to any basin. The effect of the second test is that consecutive basins are merged if they overlap too much, that is, if the jump angle θ is smaller than a minimum value θ min .
For the calculations reported here, we used β max = 50
• and θ min = 20
• . These values can be varied within reasonable bounds without affecting the general picture. For example, at 236.8 K, changing β max from 50
• to 60
• has the effect of increasing the mean jump angle θ by 11% and the mean waiting time τ w by 24%, while the jump correlation time τ J increases by 10%. Changing θ min from 20
• to 10
• decreases θ by 20% (but does not affect the jump angle distribution for θ > θ min ) and τ w by 23%, but increases τ J by only 1%.
The dynamical coarse-graining algorithm described here produces time series of basin unit vectors U k and absolute jump times t k , from which we compute jump angles θ k = arccos U k+1 · U k and waiting times τ k = t k+1 − t k . The random walk among basins can be visualized as a series of dots on the surface of the unit sphere. To enhance the field of view, we used a Robinson projection of the unit sphere. 81 Distribution functions and their moments were calculated for θ and τ based on (26 − 166) × 10 3 basins (depending on temperature) generated from 2048 MD trajectories. We also compute the orientational correlation between adjacent jump vectors, involving 3 consecutive basins (Sec. S-IV of Ref. 72) . As a measure of basin size, we calculate the rank-2 orientational order parameter 17 O data and the dashed line is an Arrhenius-law extrapolation from the higher temperatures. The residuals panel shows the deviations of each set of data points from the fit to that data set. The top panel shows deviations of all data points from the displayed fit to our 17 O data. where the angular brackets signify averaging over all basins k.
III. RESULTS
A. Integral rotational correlation time
The integral rotational correlation time τ R , derived from the 17 O or 2 H spin relaxation rate R 1 with the aid of Eq. (2.1), is shown as a function of temperature in Fig. 1 27, 28 and by Lang and Lüdemann. 29, 30 The residuals panel indicates a substantial improvement in precision over the older data sets, attributable to the higher magnetic field and more advanced spectrometer 28 Over the range examined here, the temperature dependence of our τ R data can be accurately represented by the 3-parameter singular power-law function in Eq. (2.4), with the parameter values given in Table II . Lang and Lüdemann also fitted their (less precise) data to Eq. (2.4) and obtained 29, 30 values for the parameters T 0 and γ that within their (substantially larger) error bounds agree with the values quoted in Table II In supercooled water, the temperature dependence of τ R is much stronger than predicted by the Arrhenius law ( Figs. 1 and 2 ). Conversely, if the Arrhenius law is enforced, the apparent activation energy increases strongly on cooling. Using Eq. (2.5) and parameter values from Table II 85, 86 This may seem counterintuitive, but E app includes a contribution from thermally induced structural changes in the liquid, as described by Eq. (2.6). These structural changes, which may be subtle, are the likely origin of the pronounced super-Arrhenius temperature dependence of τ R in supercooled water.
B. Rotation versus translation
It may be difficult to elucidate the origin of the superArrhenius temperature dependence of τ R from experimental data alone and we shall therefore return to this question when analyzing our simulation data in Secs. III E and III F. However, some insight may be gleaned by comparing the temperature dependence of different transport properties, such as the rotational correlation time τ R , the translational diffusion coefficient D T , and the viscosity η. Classical hydrodynamics predicts that τ R , 1/D T , and η/T should have the same temperature dependence and, judging from the literature, this is the case for water above 273 K (Ref. 87) as well as in the supercooled regime. 28, 31 However, the data available 30 years ago were not sufficiently accurate to detect modest deviations from the hydrodynamic predictions.
Using the more accurate τ R data presented here, we find, for both H 2 O and D 2 O, that τ R scales like η/T within a few percent down to the lowest examined temperature. But using the most accurate translational diffusion coefficients available, due to Price et al., 88, 89 we find that 1/D T has a substantially weaker temperature dependence than η/T. This behavior is qualitatively similar to but much less pronounced (30% versus 1-2 orders of magnitude) than the decoupling of translational diffusion and viscosity, referred to as "Stokes-Einstein breakdown," that is commonly observed for glass-forming liquids near the glass transition temperature (at T < 1.2 T g ) and usually attributed to dynamical heterogeneity. 90 , 91 However, for H 2 O, T g ≈ 136 K, 92 so T > 1.7 T g for our data. Unlike τ R and D T , viscosity is a collective property and the Maxwell shear relaxation time τ M = η/G ∞ reflects the collective structural dynamics of the liquid. Furthermore, the value (and any temperature dependence) of the infinite-frequency shear modulus G ∞ of water is not precisely known. A further complication in comparing single-particle transport coefficients with η is that reliable viscosity data for H 2 O are available only down to 249 K. 93 These problems can be circumvented by instead comparing τ R with 1/D T directly. Because τ R is an integral relaxation time, we remove the effect of librations by defining the rotational diffusion coefficient as 
In a macroscopic hydrodynamic picture, this ratio would be a constant equal to σ 3 R /(3 σ T ), with σ R and σ T being the effective hydrodynamic diameters for rotation and translation. We compute D T /D R at the temperatures where τ R was measured, obtaining D T by fitting Eq. (2.4) to the experimental 1/D T data. 88, 89 The ratio D T /D R is nearly constant at higher temperatures, but it increases dramatically as we approach the practical limit of supercooling (Fig. 3) . In Sec. IV A, we return to the question of why rotation slows down much more than translation in deeply supercooled water. Whereas the water structure is only subtly influenced by H → D substitution, 94 the (mainly quantum-mechanical) isotope effect on water dynamics is larger. 95, 96 Theory predicts a larger dynamic isotope effect at lower temperatures 95 and this is amply confirmed by our data: τ R (D 2 O)/τ R (H 2 O) increases from 1.3 at 310 K to 2.7 at 240.9 K and to 4.5 at 236.2 K (based on a 4.7 K extrapolation of the D 2 O data).
C. Time correlation functions
The analysis of spin relaxation data in Secs. III A and III B raised several questions. To address these issues, we performed MD simulations with the SPCE water model (Sec. II C). From the MD trajectory, we computed the biaxial TCF with EFG asymmetry parameter 74 Simulations were performed at 7 temperatures in the range 236.8-296.3 K. These effective temperatures are 6 K above the kinetic temperature of the simulation (Sec. II C, Table I ) to compensate for the slightly too fast dynamics produced by the SPCE model. 16, 79 After this temperature shift, the integral correlation time τ R ( 17 O) computed from the simulated TCF with the aid of Eqs. (2.1) and (2.2) agrees to within 5% with the experimental τ R (
17 O) at all investigated temperatures, except for the lowest temperature where the difference is 20% (Fig. 1) . This is also true for the translational diffusion coefficient D T , although the effective temperature is then 8 K, rather than 6 K, above the kinetic temperature. 23 This agreement is remarkable considering that the parameters of the SPCE model were adjusted primarily to reproduce the density and internal energy at 306 K. 77 Whereas the SPCE model thus appears to capture the essential features of supercooled water dynamics, the ST2 water model deviates both quantitatively and qualitatively from the experimental temperature dependence in D T and τ R in the supercooled regime. 17 Both TCFs are shown at all 7 temperatures in Figs. S1 and S2. 72 Figures 4 and 5 show the two TCFs at 252.5 K in greater detail. All TCFs exhibit an initial damped oscillatory decay from sub-picosecond librations, followed by a much slower decay associated with structural relaxation of the Hbond network. We refer to these two types of motion as vibrational (V) and structural (S). Beyond ∼0.5 ps, the (structural) decay of the simulated TCFs can be represented as a linear combination of two exponentials (Figs. 4 and 5 ). Not surprisingly, the bi-exponential fits are somewhat better for the uniaxial O-H TCF than for the biaxial 17 O TCF (Tables  S-I and S-II of Ref. 72) . We note that several previous simulation studies have erroneously identified the 17 O TCF with the uniaxial TCF for the out-of-plane vector. In fact, we know of only one study that has computed the correct biaxial 17 O TCF. 97 In previous simulation studies of supercooled water, the structural part of uniaxial TCFs has been variously fitted to two exponentials 98 or to a stretched exponential function. 48 However, in the former case, the TCF was only fitted up to C(τ max ) ≈ 0.5. For consistency, we have fitted the TCF at all temperatures up to a time τ max where C(τ max ) = 0.02 (Tables S-I and S-II of Ref. 72 ). The empirical stretched exponential (Kohlrausch) function is often used to describe structural relaxation in strongly dynamically heterogeneous liquids close to the glass transition. 99, 100 For our O-H TCFs, a biexponential function provides a significantly better fit than a stretched exponential (as judged by χ 2 red ) at all temperatures. However, the choice of model should be based on physical arguments (Sec. III F).
D. Rotational anisotropy
By computing τ R as the integral of uniaxial TCFs associated with different molecule-fixed vectors, previous simulation studies at ambient temperature have concluded that SPCE water rotates anisotropically. 16, 33 However, to an accuracy of better than 1%, τ R can be written as a product of a static factor, the "libration amplitude" S 2 V , and a dynamical factor, the structural correlation time τ S (Sec. S-V of Ref. 72 ). Therefore, a difference in τ R between two different moleculefixed vectors does not necessarily imply that water rotation is anisotropic (meaning different rates of rotation about different molecule-fixed axes), but might instead be explained by different libration amplitudes. An early MD study with a different water model showed that water rotation is, in fact, anisotropic, with τ S being substantially shorter for the outof-plane vector than for the H-H vector. 15 We find qualitatively the same anisotropy for the SPCE model ( Returning to the comparison of the experimentally derived τ R ( 17 O) and τ R (O-H) in Fig. 1 , we note first that
. When this structural difference is corrected for, we find that the two correlation times agree (Fig. 1) 17 O TCF reflects motions of the fastest and slowest vectors, we expect it to be somewhat less accurately represented by a bi-exponential function than the uniaxial O-H TCF (Tables S-I 
E. VLJ model and order parameters
In our recent analysis of translational motion in supercooled water, 23 we found that the bi-exponential intermediate scattering function can be rationalized by a decomposition of the center-of-mass motion into local fluctuations within dynamical basins and slower jumps among such basins. In Sec. III F, we show that an analogous picture holds for rotation. Accordingly, we decompose the structural motions into local (L) motions, which only sample a restricted angular range described by an order parameter S L , and a global motion, that we shall later identify as large-angle jumps (J), that fully randomizes the molecular orientation. In this VLJ model (Sec. S-V of Ref. 72), the rotational TCF can be decomposed into a sum of three terms: Tables S-I, S-II, and S-III, 72 respectively.
For the bi-exponential VLJ model, the integral correlation time τ R is strongly dominated by the slowest (J) motion, the contribution from the last term in Eq. (3.2) ranging from 96% at the lowest to 90% at the highest temperature. The L motion is likely to be complex and we shall not attempt a detailed analysis here. The fit to the intermediate part of the TCF that corresponds to the L motion can be improved by including a third exponential in the model. At the lowest temperature, where τ J /τ L ≈ 4, the added exponential has little effect on S 2 V and τ J , which only change by 1% and 4%, respectively, as compared to a bi-exponential fit. At the highest temperature, where the L and J components are not so well timescale-separated (τ J /τ L ≈ 2), the corresponding changes are 7% and 25%.
The squared librational order parameters in the 17 O and O-H TCFs decrease linearly with temperature (Fig. 6) . Over the investigated temperature range, they can be represented as Returning to the question about the origin of the superArrhenius temperature dependence of τ R , we note that, since the L motion only contributes 4%-10% (see above), τ R is given to a reasonable approximation by
The temperature dependence of S . Consequently, the super-Arrhenius temperature dependence of τ R must come from the correlation time τ J for the slow (jump) process, which, indeed, does show such a temperature dependence (Fig. 7) . Also τ L has a super-Arrhenius temperature dependence (Fig. 7) , but this parameter is more model-dependent and, in any case, hardly contributes to τ R .
Whereas S 2 V differs significantly between the 17 O and O-H TCFs, the correlation time τ J is virtually the same in the two cases (2.5% root-mean-square deviation for the 7 temperatures) . The equality τ J ( 17 O) = τ J (O-H) inferred from the simulation is consistent with the near equality of τ S ( 17 O) and τ S (O-H) inferred from the experimental data in Fig. 1 and, presumably, is also partly fortuitous (see above).
F. Rotational jump model
The VLJ model used to analyze the TCF is essentially phenomenological. To gain insights about the mechanism of water rotation, we must link the L and J components to specific events in the dynamical trajectory. Such a link is immediately suggested by inspection of the (projected) MD trajectory (Fig. 8) , which exhibits a pronounced clustering of molecular orientations. We refer to these clusters as dynamical basins. The V and L motions correspond to orientational fluctuations within a basin, while the J motion can be identified with large-angle jumps among basins. In the following, we focus on the J motion, which dominates the experimentally accessible integral correlation time τ R .
In analogy with our recent analysis of translational motion in supercooled water, 23 we model the rotational jump motion as a random walk in angular space. We consider the uniaxial jump TCF for the O-H bond (Sec. S-VI of Ref. 72) ,
where β is the angle through which the O-H bond has rotated (by a sequence of jumps) in the time interval τ . In 1964, Ivanov evaluated this TCF for a model of isotropic random angular jumps of arbitrary magnitude. 8 The Ivanov model also assumes that the probability that a given number of jumps occurs in a certain time interval is given by a Poisson distribution. In Sec. S-VI of Ref. 72 we generalize the Ivanov model by removing this limitation. We thus describe the jump trajectory as a (Markovian) CTRW. 101 The integral jump correlation time can then be expressed as (Sec. S-VI of Ref. 72 ) time distribution ψ(τ ), 72 the first moment of which is the mean waiting time τ w (Sec. S-VI of Ref. 72 ). The result (3.6) is of the same form as the expression for the translational jump correlation time, defined as the time integral of the intermediate scattering function, the only difference being that the Ivanov parameter is then replaced by a wavevector-dependent parameter λ(Q), which is the spatial Fourier transform of the jump length distribution. 23 To determine if the CTRW model can adequately describe the slow (J) component of the rotational TCF, we devised a coarse-graining algorithm that maps a Newtonian single-molecule trajectory on a random walk in angular space (Sec. II E). We thus obtain a time series of basin orientations (the centers of the circles in Fig. 8 ) and absolute jump times, from which we compute f(θ ) and ψ(τ ). From these distributions, we calculate the parameters λ, τ w , and δ of the CTRW model as well as other quantities of interest (Table III and The mean jump angle, θ = 48
• , is virtually constant over the examined 60 K temperature range (Table III) . Also the jump angle distribution f(θ ) is nearly independent of temperature (Fig. 9 ) and the Ivanov parameter λ increases by less than 10% on going from the highest to the lowest temperature (Table III) . The parameter δ is small (see below) and hardly contributes to the integral correlation time τ J in Eq. (3.6). The magnitude and temperature dependence of τ J calculated from Eq. (3.6) agree quite well with the τ J values obtained from bi-exponential fits to the O-H TCF (Fig. 7) . This agreement strongly implicates large-angle jumps (Fig. 8) as the slowest (J) component of the TCF, that is, the motion that ultimately randomizes the molecular orientation. Further results related to the length and orientation of angular jumps are given in Sec. S-VII. 72 As a measure of basin size, we compute the rank-2 order parameter S basin = P 2 (cos ϑ) , where ϑ is the angle between a given O-H vector and the average of all O-H vectors in the basin (Sec. II E). The calculated S basin depends weakly on temperature, with slightly more compact basins (larger S basin ) at low temperatures (Table III) . A rough idea of basin size can be obtained by approximating the basin as a circular cone with uniform distribution of O-H vectors in the range 0 ≤ ϑ ≤ ϑ 0 , in which case S basin = cos ϑ 0 (1 + cos ϑ 0 )/2. 102 The cone half-angle ϑ 0 then varies from 23.5
• at the lowest temperature to 28.6 • at the highest temperature. The basin order parameter is the product of the two order parameters in the VLJ model: Tables III and S-II, 72 we see that this relation is satisfied to within 10% and that the temperature dependence is qualitatively the same. The order parameters from the VLJ model correspond to slightly wider basins with a somewhat stronger temperature dependence as compared to S basin . Nevertheless, the overall agreement supports our implementation of the coarse-graining algorithm (S basin increases with β max ; see Sec. II E) and our choice of minimum τ (0.5 ps) used in fitting the L and J components of the TCF (Sec. III E).
According to Eq. (3.4), which neglects the small contribution from intra-basin motions, and Eq. (3.6) with δ ≈ 0 (Table III) , the integral rotational correlation time τ R is to a good approximation given by
The factor within square brackets increases on cooling, but only by 15% over the examined 60 K range and by only 2% in the lower half of this interval. The observed super-Arrhenius temperature dependence of τ R (Fig. 1) can therefore be attributed to the mean waiting time τ w .
G. Dynamical heterogeneity
The dynamical heterogeneity parameter δ in Eq. (3.6) may be defined as δ ≡ τ p /τ w − 1. The mean waiting time τ w is the mean time interval between two jumps, whereas the mean persistence time τ p is the mean time interval from an arbitrarily chosen time to the next jump. These characteristic times are related to the first and second moments of the waiting time distribution (Sec. S-VI of Ref. 72 ). In the special case considered by Ivanov, this distribution is exponential so that τ p = τ w and δ = 0. The parameter δ is thus a measure of the deviation from exponential form of the waiting time distribution. Such a deviation, which we refer to as dynamical heterogeneity, might have different physical causes.
One possibility is that, because of the finite relaxation time of the environment, the jump rate (the jump probability per unit time) depends on the time elapsed since the previous jump. Another possibility is a structural heterogeneity, where water molecules in different environments have different jump rates. In either case, the relevant environmental degrees of freedom must relax on a time scale that is short compared to τ w , because the waiting time is "drawn" from the same distribution ψ(τ ) at each step of the random walk (Markov property).
The waiting time distributions at high and low temperatures are shown in Figs. 10 and 11 . In contrast to an ideal jump model with instantaneous jumps, we find that ψ(τ ) ≈ 0 at very short waiting times. This behavior is not due to the truncation of the jump angle distribution (Fig. 9 ), but instead reflects the finite "settling time" τ 0 required to establish a new basin (Sec. II E). In other words, τ 0 gives the time scale on which the surrounding water molecules relax immediately after an angular jump. In effect, we introduce a dynamical heterogeneity in the CTRW model by the requirement of a minimum dwell time density (Sec. S-IV of Ref. 72 ). This physically motivated requirement corresponds to a very low jump probability immediately after a jump. As a result of this phenomenon, the dynamical heterogeneity parameter δ is slightly negative at all temperatures (Table III) The inset in Fig. 10 shows that, at 296.3 K, ψ(τ ) beyond ∼0.5 ps does not deviate significantly from exponential form, indicating that, except for the finite settling time, water rotation is dynamically homogeneous at this temperature. This is also true at lower temperatures until, at 259.4 K, we observe a small deviation, which becomes more pronounced at the two lowest temperatures. The inset in Fig. 11 thus clearly reveals the bi-exponential character of ψ(τ ) at 252.5 K. The effect of this longer-time dynamical heterogeneity, possibly of structural origin, is masked by the settling time effect, making δ ≈ 0. If the waiting time distribution ψ(τ ) is bi-exponential, the jump TCF should no longer decay exponentially (Sec. S-VI of Ref. 72) , as assumed in the VLJ model. But for the modest dynamical heterogeneity indicated here, the deviation from an exponential C J (τ ) is likely to be too small to be identified via a TCF fit.
IV. DISCUSSION
A. Correlation between translational and rotational jumps
In a previous report, 23 we used quasielastic neutron scattering and MD simulations to demonstrate that molecular translation in water can be described by a CTRW model completely analogous to the one used here to analyze molecular rotation. In both cases, direct inspection of the Newtonian MD trajectory suggested that the motion consists of jumps among dynamical basins. Also in both cases, the typical jump "length" is about one basin "diameter." For rotation in the temperature range 237-296 K, the mean jump angle is 47
• -50
• , whereas the basin diameter, approximated as 2 ϑ 0 in the cone model, is 47
• -57
• (Sec. III F). For translation in the same temperature range, the root-mean-square jump length is 1.4-1.9 Å, whereas the basin diameter is 1.3-1.5 Å. 23 These observations led us to ask whether translational (T) and rotational (R) jumps are simply different manifestations of the same underlying structural rearrangements. Two distinct issues are involved here: (i) do T and R jumps occur with the same average frequency, and (ii) are T and R jumps synchronized?
To answer the first question, we compare the waiting times τ w (T) and τ w (R), that is, the average time interval between two successive T jumps or R jumps, respectively. Although τ w depends to some extent on the precise values of the cutoff parameters in the dynamical coarse-graining algorithm (Secs. II E and S-IV of Ref. 72) , 23 the two waiting times are remarkably similar (Fig. 12) . Because the average jump rate equals 1/τ w , this near agreement implies that almost equal numbers of T and R jumps occur in any sufficiently long time interval. The small differences evident in Fig. 12 indicate that T jumps are ∼25% more frequent than R jumps at the lowest temperature, whereas the reverse is true at the highest temperature. The temperature dependence of τ w (R)/τ w (T ) thus follows the same trend as the experimental D T /D R ratio in Fig. 3 .
To examine the temporal correlation between T and R jumps, we computed from the two CTRW trajectories the conditional jump rates k(T, τ | R) and k(R, τ | T). The quantity k(T, τ | R) is the T jump probability per unit time as a function of the time τ elapsed since the last R jump. The results in Fig. 13 show that, at 252.5 K, the probability of a T jump within ± 75 fs of an R jump (or vice versa) is ∼4.5 times higher than in a 150 fs interval more than ∼ 0.5 τ w after the R jump. The correlation has essentially decayed after 2-3 ps. The long-τ limit of k(T, τ | R), denoted by k(T), should equal 1/τ w (T). The integral
is the excess number of T jumps per R jump. The data in Fig. 13 yield n ex (T | R) = 0.271 (2) and n ex (R | T) = 0.204(2) at 252.5 K. This asymmetry is consistent with the higher average frequency of T jumps as compared to R jumps at this temperature (Fig. 12) . Since the average number of T jumps per R jump is τ w (R)/τ w (T), it follows that 
is the fraction of all T jumps that are correlated with R jumps. We find f ex (T | R) = 0.22 and f ex (R | T) = 0.25. Thus, at 252.5 K, only one in four jumps is temporally correlated with a jump of the other kind. This modest correlation can be reconciled with the close agreement of the translational and rotational mean waiting times (Fig. 12) if an R jump is temporally correlated with a T jump of a different (presumably adjacent) molecule, and vice versa. In fact, such a correlation is suggested by the rotational jump analysis of Laage et al. [41] [42] [43] As expected, the temporal correlation between T and R jumps is even weaker at the highest temperature (Fig. 13) . Extrapolating the trend in Fig. 13 , we would expect T and R jumps to be more strongly correlated at lower (and experimentally unaccessible) temperatures than those examined here. On the other hand, the data in Fig. 12 indicate that T jumps might be much more frequent than R jumps at very low temperatures. At such low temperatures, T and R jumps might even involve different mechanisms, as in hexagonal ice, where molecular translation proceeds by rapid migration of a small fraction of interstitial water molecules whereas molecular rotation is controlled by migration of Bjerrum defects. 85, 103 Returning to the question of why rotation slows down more than translation in supercooled water (Fig. 3) , we combine Eqs. (3.1), (3.2) and (3.6) with the relation D T = ρ 2 /[6 τ w (T)], where ρ 2 is the mean-square length of a T jump, 23 to obtain
On going from 296.3 to 236.8 K, the computed τ w (R)/τ w (T) ratio increases by 54% (Fig. 12) , which happens to coincide with the 55% variation of the experimentally derived D T /D R ratio over the same temperature range (Fig. 3) . However, inserting values from Tables II and III along with previously  reported  23 ρ 2 values, we find that the A factor has an opposite temperature dependence (mainly from ρ 2 ) and that the computed D T /D R ratio becomes nearly constant. If we instead insert directly into Eq. (3.1) the diffusion coefficient D T obtained from the mean-square displacement 23 and the correlation time τ R obtained by numerically integrating the TCF, the increase of D T /D R is still much smaller (8%) than that found experimentally (55%). The failure of Eqs. (4.2) and (4.3) to reproduce the experimental temperature dependence of D T /D R should therefore be attributed primarily to subtle deficiencies in the SPCE force field rather than to any major shortcomings of the CTRW model. Indeed, the difference T transl − T rot between the temperatures where the simulated D T and τ R , respectively, agree with the corresponding experimental quantities varies by 5.5 K in the investigated temperature range. By defining an effective temperature T eff that is shifted by a constant amount (6 K) from the kinetic simulation temperature (Table I) , we are thus comparing a D T that corresponds to a "true" temperature higher than T eff with a τ R value that corresponds to a "true" temperature lower than T eff . Each of these systematic errors increases D T /D R and, since the difference between the true temperatures increases by 5.5 K on going from low to high temperatures, the effect is to suppress the temperature dependence of D T /D R . In conclusion: while the SPCE model can reproduce the experimental temperature dependences in D T and τ R quite well over the examined 60 K interval, it is not sufficiently accurate (even after a constant shift to an effective temperature) to reproduce the "higher order" temperature dependence in the product D T τ R .
B. Comparison of jump models
Laage et al. used MD simulations of ambient and hot SPCE water to study H-bond switching events identified from a posteriori trajectory analysis with a certain H-bond definition. [41] [42] [43] The original Ivanov model (without dynamical heterogeneity) was used to relate the angular jump associated with H-bond switching to the computed uniaxial TCF for the O-H bond and to experimental rotational correlation times. The jump angle θ was defined as the angle between the oxygen atoms of the three water molecules involved in the H-bond switch. More precisely, θ was identified with the O···O···O angle in the transition state of the H-bond switch. Because the two accepting water molecules cannot approach each other closer than ∼2.5 Å in the transition state, where they are connected to the reference oxygen via a bifurcated H-bond, θ values smaller than ∼25
• hardly ever occur. The jump time τ J was computed with the aid of Eq. (3.6) after setting δ = 0 and with the λ parameter obtained from Eq. (41) • . Laage's jump angle differs in several ways from the one defined here. We define θ as the angle between successive basin vectors U k and U k+1 . These vectors represent the average orientation of the O-H bond in a dynamical basin. They are thus averaged over sub-picosecond librations (V motion) as well as over slower intra-basin relaxation (L motion). Our jump angle distribution f(θ ) (Fig. 9 ) differs in shape from Laage's distribution 42 and our average jump angle (∼50 • at 300 K) is smaller than Laage's jump angle (68 • ) . The reason for this difference may be that Laage's jump angle refers to a quasi-instantaneous jump, whereas our angle includes the effect of local relaxation (on time scales shorter than τ J ). Laage's larger jump angle is close to the zero-crossing of the Ivanov function (Fig. S4 of Ref. 72) . Consequently, the Ivanov parameter λ is much smaller (0.15 with and 0.06 without averaging over the f(θ ) distribution) than ours (∼0.44 at 300 K). According to Eq. (3.6), this difference in λ parameter corresponds to a factor of 1.7 difference in the jump time τ J .
In his extended jump model, Laage considers, in addition to angular jumps, a "frame tumbling" (F) motion that describes rotation of the O-H bond in the time interval between H-bond switches. 42 The model thus features two independent isotropic processes, which together account for the long-time decay of the TCF. In our notation, Laage replaces τ J by an effective correlation time τ JF = (1/τ J + 1/τ F ) −1 . At 300 K, Laage obtains τ JF = 2.1 ps and τ J = 3.3 ps, so "frame tumbling" has a considerable effect on the long-time TCF decay. In our analysis, the τ J value that describes the long-time TCF decay agrees closely with the τ J value computed from the CTRW model (Fig. 7) .
In summary, Laage's jump description differs from ours primarily in that his model considers larger instantaneous jumps and a slow isotropic "frame tumbling," while we consider smaller relaxed jumps and fast restricted intra-basin (L) dynamics. The L motion affects τ R primarily via the order parameter S 2 L , the direct contribution being <10%. The L motion is responsible for the decay of the TCF on an intermediate time scale (between V and J), which is not considered by Laage. To further elucidate the differences between the two models, it would be helpful to compare Laage's model with simulated TCFs and with experimental τ R data over the 60 K temperature range considered here.
C. Origin of super-Arrhenius temperature dependence
The super-Arrhenius temperature dependence of τ R and its apparent divergence below the homogeneous nucleation temperature have been rationalized in different ways. Hindman et al. described the temperature dependence of their τ R data for H 2 O and D 2 O by a sum of two Arrhenius terms with temperature-independent coefficients and interpreted these components in terms of a two-state (interstitial-framework) mixture model for liquid water structure. 26 Since this functional form is not unique, it seems precarious to attach physical significance to the fitted parameters. Our τ R data can also be described reasonably well by a double Arrhenius function, but Eq. (2.4) provides a significantly better fit (sevenfold smaller χ 2 red ) with fewer parameters (3 versus 4) . Mixture models of water structure have always had their proselytes, 1 although the currently available evidence seems to weigh heavily in favor of the continuum view. 104, 105 For example, an observed bi-exponential decay of the rotational anisotropy detected by pump-probe IR spectroscopy was interpreted as evidence that water is a mixture of strongly Hbonded (slowly rotating) and weakly H-bonded (rapidly rotating) molecules. 106 Could this be the explanation for the bi-exponential TCFs observed here? If the parameters of the VLJ model are reinterpreted in terms of a mixture model, then S 2 L would be the relative population of the strongly Hbonded (slowly rotating) species. This population would be expected to vary substantially over the investigated 60 K temperature range. Since we find no significant temperature dependence in this parameter (Table S-II of Ref. 72) , a mixture model can hardly account for the shape of the TCF. The same objection can be raised against Hindman's two-state interpretation.
Sciortino et al. 3, [47] [48] [49] [50] have argued that the parameters in Eq. (2.4) can be interpreted within the framework of idealized mode-coupling theory. 99 Specifically, the singular temperature T 0 was attributed to a "kinetic glass transition" where structural dynamics are arrested. Mode-coupling theory also predicts a stretched exponential decay of the TCF, 48 but we find that a bi-exponential function yields a better fit to the O-H TCF at all temperatures. Moreover, if the singular power-law is taken to herald an avoided dynamical singularity, we would not expect it to hold over an extended temperature range far from T 0 . But this is, in fact, the case. (Fig. 3) . This experimental observation cannot be explained by mode-coupling theory, which predicts universal behavior. 99 Our analysis indicates that the origin of the superArrhenius temperature dependence should be sought in the mean waiting time τ w , which has a stronger temperature dependence for R jumps than for T jumps. It seems likely that this behavior is linked to thermally induced changes in the tetrahedral H-bond network, such as the concentration of over-coordinated (and under-coordinated) "defects," which have been implicated in the rotation mechanism either as catalytic species 4, 45, 46 or as a transition state. [41] [42] [43] The simulation-based analysis presented here is entirely based on single-molecule trajectories, as are the experimental quantities (τ R and D T ) that we are concerned with. But a complete characterization of water's structural dynamics clearly requires analysis of the collective dynamics of the fluctuating H-bond network.
V. CONCLUSIONS
We have reported 17 O and 2 H spin relaxation rates for H 2 O and D 2 O, respectively, in a 60 K temperature interval extending down to 37.0 or 36.1 K, respectively, below the equilibrium freezing point and with substantially improved accuracy and precision as compared to previously published data sets. These rates yield the integral rotational correlation time τ R associated with the rotational TCF of the biaxial 17 O EFG tensor or the nearly uniaxial 2 H EFG tensor. We have also calculated these TCFs from NVT MD trajectories generated at 7 temperatures. After a 6 K temperature shift, the τ R values obtained by numerical integration of the simulated TCF agree to within 5% with the τ R values measured for H 2 O in the temperature range 252-296 K. The main conclusions from our analysis of the spin relaxation data and MD trajectories are as follows.
(1) In the temperature range 236-310 K, τ R (H 2 O) can be accurately represented by a singular power law with T 0 = 222.8 ± 0.4 K and γ = 1.90 ± 0.02. We caution against interpreting these parameters within the framework of mode-coupling theory, since Eq. (2.4) faithfully reproduces the temperature dependence of a variety of transport properties, including the translational diffusion coefficient and the shear viscosity, even 150 K above the apparent dynamical singularity. Furthermore, in contrast to the predictions of mode-coupling theory, the parameters T 0 and γ are not universal but differ substantially from one property to another. • at all investigated temperatures, while the mean "width" of the orientational basins increases with temperature from 47
• to 57
• . Excellent agreement is found at all temperatures between the jump time τ J deduced from bi-exponential TCF fits and from the generalized Ivanov model. Immediately after a large-angle jump, before the environment has relaxed, the jump rate is very low. In addition, below 260 K, the waiting time distribution beyond this initial phase is bi-exponential. (5) The super-Arrhenius temperature dependence of τ R reflects the similar temperature dependence of the mean waiting time τ w , which increases rapidly on cooling in the supercooled regime, presumably because the increasingly tetrahedral coordination interferes with the collective H-bond rearrangement that enables largeangle jumps. Our analysis does not support a mixturemodel interpretation of the super-Arrhenius temperature dependence of τ R or of the bi-exponential decay of the rotational TCF. (6) Translational jumps are ∼25% more frequent than rotational jumps at 237 K, whereas the reverse is true at 296 K. Only about one rotational jump in four is synchronized with a translational jump, suggesting that rotational jumps are correlated with translational jumps of adjacent molecules. 
S-I. SAMPLE CONSIDERATIONS
The measured spin relaxation rate R 1 is a spatial average and it is therefore affected by the modified (usually slower) rotational dynamics of water in any non-bulk environment within the sample. Here we demonstrate that this effect is negligibly small for our samples. In an emulsion droplet of 5 µm diameter, the fraction of water molecules in contact with the emulsifier-saturated interface is of order 10 −4 . At 273 K, the solubility of water in n-heptane is 1 mM, whereas the solubility of n-heptane in water is 44 µM. 1 The fraction of water molecules in contact with bulk or dissolved n-heptane is therefore of order 10 −5 . Since the relative slowing down of water in these non-bulk environments is a factor ∼ 2 or less, 2 the effect on R 1 is at least an order of magnitude smaller than the experimental error (0.5 -1.5 %). This prediction was confirmed by measuring R 1 before and after emulsification, without detecting a significant difference. Some of the samples were reference samples for protein studies and therefore contained 3.8 mM NaN 3 as a bactericide. Measurements with and without this solute did not reveal any effect on R 1 . The R 1 measurements described here thus report on bulk water dynamics. 
S-II. MD COMPUTATION OF A BIAXIAL TCF
The normalized time correlation function (TCF) associated with a fluctuating electric field gradient (EFG) tensor V(τ ) is denoted
The unnormalized TCF G(τ ) is usually expressed as
Here V L 0 is the m = 0 component in the lab-fixed frame L (with the z axis along the B 0 field) of the spherical irreducible EFG tensor and the angular brackets signify an ensemble average. More generally, we can consider the set of five TCFs
with q = 0, ±1 or ±2. In an isotropic system, such as a macroscopic sample of liquid water in the absence of external aligning fields, there is no privileged lab-fixed axis so the TCF G q (τ ) cannot depend on the projection index q. It is therefore possible to identify the TCF G(τ ) with the isotropic average
From a practical point of view, Eq. (4) provides higher numerical accuracy at greater computational cost as compared to Eq. (2).
By combining Eqs. (3) and (4), we see that the TCF can be expressed more concisely as
The scalar contraction (or the trace) can be evaluated in terms of spherical or Cartesian tensor components,
Moreover, the EFG components can be evaluated in any convenient coordinate frame.
If we choose, not the lab-fixed frame L, but the molecule-fixed frame M in which the EFG tensor is diagonal at time τ = 0, then Eqs. (5) and (6) yield
We then transform the fluctuating component V M q (τ ) to the frame M where the EFG tensor is diagonal at time τ ,
Combining the last two results, we obtain
The frames M and M have the same orientation with respect to the water
and, since this is the principal frame of the EFG tensor,
where we have introduced the EFG asymmetry parameter
Combining Eqs. (1) and (9) - (11), we find that the normalized TCF can be expressed as a linear combination of 3 partial TCFs,
where
For a uniaxial (η = 0) EFG tensor, Eq. (12) reduces to the familiar form
where e M z is a unit vector along the z axis of the M frame and β is the angle through which this vector has rotated in the time interval τ . If the water molecule rotates isotropically, that is, if the rate of rotation is the same about all molecule-fixed axes,
so that the general result (12) again reduces to the simple form (14) . Although formally identical, the TCFs for these physically distinct special cases differ in general.
For example, if molecular rotation is modeled as a stationary Markov process, then the TCF for isotropic rotation decays exponentially (even for finite angular jumps), whereas the uniaxial TCF generally decays as a linear combination of 5 exponentials. 6 For water, the EFG tensor is approximately uniaxial for 2 H, but not for 17 O.
Therefore, whereas the uniaxial TCF in Eq. (14) is an excellent approximation for 2 H, the biaxial TCF in Eq. (12) must be used for 17 O.
The partial TCFs in Eq. (13) can be evaluated in terms of the direction cosines
as 
with
and
Combining Eqs. (1), (5) and (18), we obtain for the normalized TCF
Because the matrix M is symmetric, it follows that
The rotation matrix A, which transforms from the M frame to the L frame, has 
where the time dependence of the first, vibrationally averaged, term is due to molecular rotation. Because of the time-scale separation between vibration and rotation, there is no cross-correlation between the two terms so the TCF is a sum of independent rotational and vibrational contributions,
Furthermore, because the vibrations are so fast, the second term in Eq. (26) makes a negligible contribution to the integral correlation time τ R . However, vibrations partially average the EFG that is modulated by the slower rotation. The timeindependent EFG components in Eq. (10) should thus be regarded as the principal components of the vibrationally averaged EFG according to
where F refers to the principal frame of the instantaneous EFG tensor.
When the integral correlation time τ R computed from an MD trajectory, obtained with a rigid water model, is compared with the experimental τ R obtained from Eq. 
S-IV. COARSE-GRAINING ALGORITHM
Here we provide further details about the algorithm used to map the Newtonian MD trajectory on a random walk in angular space. Occasionally, the vector U quickly drifts away from U by more than β max without settling down into a new orientational basin. In such cases, the algorithm would identify a large-angle jump as a basin. Physical considerations suggest that after a water molecule has made a large-angle jump, the positions and orientations of the surrounding water molecules must relax before a new basin is established. In order to assign the vector U to a new basin, we thus require that it remains a certain minimum time in a region of a certain solid angle. The solid angle of a cone with semi-angle θ is 2π(1 − cos θ).
We identify cos θ with the smallest value of U · U contained in the candidate basin, corresponding to the largest excursion from the 'center'. (For a straight trajectory, that is, one that follows a great circle on the unit sphere, the θ value obtained in this way is half of the arc length.) We then calculate a dwell time density as the time that the vector U has spent within this cone divided by the solid angle,
where n is the number of time frames of separation δ = 5 fs in the candidate basin.
In order to classify this collection of n U vectors as a basin, we require that
If this condition is not satisfied, the n vectors are simply discarded. sphere at the point U k and the planes spanned by U k−1 and U k and by U k and U k+1 , respectively. Explicitly,
For an uncorrelated random walk, all values of α between 0 and π are equally probable, so that cos α = 0.
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S-V. VLJ MODEL
Because the vibrational (V) motions are much faster than the structural (S) motions, the TCF can be decomposed into a sum of two independent terms
where C V (τ ) and C S (τ ) are normalized vibrational and structural TCFs and S V is a vibrational order parameter. The integral rotational correlation time can then be written as a sum of two terms,
where τ V and τ S are integrals of the corresponding TCFs. The first term in Eq. (32) contributes less than 1 % to τ R at all temperatures (τ V is in the range 100 -200 fs), so there is no need for further analysis of the vibrational TCF C V (τ ), which, in any case, may not be quantitatively reproduced by a classical MD simulation.
We decompose the structural motions into local (L) motions, which only sample a restricted angular range described by an order parameter S L , and a global motion, associated with large-angle jumps (J) that fully randomize the molecular orientation.
Assuming that the L and J motions are statistically independent, but not necessarily time-scale separated, we can factorize the structural TCF as
The full TCF in Eq. (31) then becomes a sum of three terms,
S-VI. CTRW MODEL
Here we generalize Ivanov's jump model 13 to a continuous-time random walk. 14 We consider a uniaxial TCF of rank L (not to be confused with the L subscript used in the main text to refer to the local motion),
where β is the angle through which the molecule-fixed vector has rotated (by a sequence of jumps) in the time interval τ . Using the spherical harmonic addition theorem, we can express this TCF as
The rotational propagator P (Ω, τ | Ω 0 ) is the conditional probability that the vector has an orientation to within dΩ of Ω at time τ , given that the orientation was Ω 0 initially.
For isotropic jumps of arbitrary magnitude, Ivanov obtained for the propagator
with 
Here, f (θ) is the jump angle distribution function, normalized as
For a fixed jump angle f (θ) = δ(θ − θ 0 ) and for random jump angles f (θ) = sin θ/2.
Inserting the propagator from Eq. (39) into Eq. (38) and integrating over the two sets of Euler angles while making use of the orthogonality of the Wigner functions, one obtains
where P k (τ ) is the probability that the vector undergoes k jumps in a time τ . Ivanov assumed a Poisson distribution,
where τ w is the mean waiting time, that is, the mean time between two consecutive jumps. Inserting this distribution into Eq. (43) and performing the sum, Ivanov
with the jump correlation time
19
We now generalize Ivanov's result to to a continuous-time random walk (CTRW), 14 where P k (τ ) may differ from a Poisson distribution. The CTRW is a Markov process, so there is no correlation between successive steps. At each step, the jump angle θ and the waiting time τ are drawn from the same distributions f (θ) and ψ(τ ), respectively. Moreover, the random variable θ and τ are uncorrelated. No restrictions are imposed on these distribution functions, except that they are non-negative and properly normalized. A Poissionian P k (τ ) corresponds to an exponential ψ(τ ). In the general case, P k (τ ) can be expressed as a k-fold convolution integral of ψ(τ ). In terms of the Laplace transform, 
Inserting this result into Eq. (42) and summing the resulting geometric series, we obtain for the Laplace-transformed TCF
For the CTRW model, the TCF thus decays non-exponentially in general.
Whereas the TCF has a complicated form, a simple result can be obtained for its time integral. We thus consider the integral correlation time
Before taking the s → 0 limit in Eq. (49), we expand the Laplace-transformed waiting time distribution to second order in s,
where we have made use of the definitions
The mean waiting time τ w is the mean time interval between two jumps, whereas the mean persistence time τ p is the mean time interval from an arbitrarily chosen time to the next jump. Combination of Eqs. (50) - (52) now yields the desired result
In the Poisson limit, the waiting time distribution is exponential,
andψ (s) = 1 1 + τ w s .
Substituting this result in Eq. (49) and taking the inverse Laplace transform, we recover Ivanov's result, Eqs. (45) and (46) . In the diffusion limit (θ → 0), Eq. (41) yields λ L = 1 − L(L + 1) θ 2 /6. Inserting this result into Eq. (46) and defining the rotational diffusion coefficient as
we obtain the classical Debye formula
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S-VII. ADDITIONAL CTRW RESULTS
The small-θ truncation of the f (θ) distribution (Fig. 9) to an excellent approximation, with only a very slight preference for jumps in the same direction ( cos α < 0) at the lowest temperatures (Table III) . Figure S1 τ ( 
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