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vResumen
En este trabajo se estudio´ la factibilidad de la deteccio´n de cambios
en las propiedades diele´ctricas del hueso calca´neo mediante la medicio´n
de amplitud de microondas en un arreglo tomogra´fico de antenas mo-
nopolo. Con este fin, se llevaron a cabo ana´lisis de sensibilidad local y
global desde el punto de vista del problema electromagne´tico directo. La
principal conclusio´n es que efectivamente es posible detectar, con equi-
pos disponibles en la actualidad, cambios en las propiedades diele´ctricas
del hueso mediante mediciones de amplitud de campo ele´ctrico en arre-
glos tomogra´ficos de microondas. En particular estos ana´lisis muestran
que el talo´n humano puede ser modelado a nivel de sus propiedades
diele´ctricas, como dos medios: calca´neo y tejido circundante.
Basados en estos resultados, y a fin de implementar el problema electro-
magne´tico inverso, se estudiaron distintos modelos de redes neuronales
artificiales como estimadores de para´metros diele´ctricos y geome´tricos
de dispersores cil´ındricos homoge´neos y heteroge´neos, tanto bidimen-
sionales como tridimensionales contenidos en un arreglo tomogra´fico si-
milar al usado para el problema directo. Encontramos factibilidad en el
uso del me´todo, incluso para situaciones de alto contraste diele´ctrico,
donde los algoritmos ma´s simples fallan. Esto sin mencionar que dichos
algoritmos, a diferencia de los basados en redes neuronales artificiales,
requieren en su mayor´ıa informacio´n de ambos, amplitud y fase, para el
proceso de inversio´n. Este resultado establece un me´todo novedoso de
calibracio´n y medicio´n de muestras a partir de informacio´n de amplitud
de microondas, basado en redes neuronales artificiales.
Aplicamos el me´todo al problema de la reconstruccio´n de las propieda-
des diele´ctricas y geome´tricas del calca´neo, concluyendo que con estas
te´cnicas de redes neuronales y a partir de informacio´n de so´lo la ampli-
tud del campo ele´ctrico, es posible estimar de manera precisa la posicio´n
y el taman˜o de este tejido y tambie´n, aunque con menor precisio´n, sus
propiedades diele´ctricas. En particular, el me´todo resulta u´til para es-
timar las propiedades diele´ctricas del tejido alrededor del calca´neo, lo
cual servir´ıa para acelerar de manera significativa algoritmos iterativos
determin´ısticos cla´sicos disen˜ados con ese fin.
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Cap´ıtulo 1
Introduccio´n
La evaluacio´n cl´ınica de la calidad o´sea continu´a siendo una necesidad y un
problema desafiante. La osteoporosis, definida como “Una enfermedad caracteri-
zada por poca densidad o´sea y deterioro de la micro-arquitectura del tejido o´seo
que predispone a una mayor fragilidad del hueso” por la Organizacio´n Mundial de
la Salud (OMS) en un reporte te´cnico de 2003 [1], es una afeccio´n que tiene una
incidencia relativa alta, especialmente en las poblaciones de riesgo que aumentan
con la edad en proporciones distintas por ge´nero y pa´ıs. Por ejemplo, en Argentina,
la OMS estima que una de cada cuatro mujeres mayores de cincuenta an˜os presenta
densitometr´ıa normal, dos tienen osteopenia y una osteoporosis [2]. En Espan˜a la
proporcio´n de incidencia es similar [3].
Si bien existen actualmente me´todos cl´ınicos para llevar a cabo estudios de
calidad o´sea, estos presentan algunos inconvenientes. El me´todo ma´s extendido
actualmente para la evaluacio´n de la calidad o´sea es el DXA (Densitometr´ıa Dual
de Rayos-X) [4]. Los me´todos que involucran la utilizacio´n de radiacio´n ionizante,
conllevan de forma impl´ıcita, riesgos sanitarios, incluso para dosis de radiacio´n
relativamente bajas como las empleadas en la mayor´ıa de las te´cnicas de diagno´stico
[5]. Adicional a los riesgos radiolo´gicos, la DXA se basa en la absorcio´n media de
radiacio´n por parte del tejido o´seo, por lo que no se miden directamente para´metros
de microestructura y en su lugar, se miden para´metros como la Densidad Mineral
O´sea (DMO), que es un para´metro correlacionado con el nivel de calcio, pero que no
provee directamente informacio´n biomeca´nica adicional relevante para la estimacio´n
de la resistencia o´sea y la predisposicio´n a fracturas [6].
Diversos autores han estudiado recientemente las correlaciones tanto entre las
propiedades diele´ctricas (permitividad relativa εr y conductividad σ) de los teji-
dos o´seos a frecuencias de microondas y el grado de mineralizacio´n [7,8], as´ı como
2tambie´n con diversos para´metros descriptores de las propiedades de microestruc-
tura, particularmente en el hueso trabecular: por ejemplo con la relacio´n Volu´men
O´seo / Volu´men de Tejido (BV/TV, por sus siglas en ingle´s) y con otros como la
porosidad, la direccio´n de las trabe´culas, etc. [9–12]. Estos estudios y su potencial
utilidad para el diagno´stico de la calidad o´sea constituyen la principal motivacio´n
del presente trabajo, do´nde el foco esta´ puesto en hacer aportes en el desarrollo de
me´todos que involucren arreglos tomogra´ficos de bajo costo que utilicen microondas
de baja potencia para la evaluacio´n de la salud o´sea, particularmtente utilizando
u´nicamente informacio´n de amplitud del campo ele´ctrico, ya que la medicio´n de
fase involucra un significativo incremento de complejidad y costo en los equipos
experimentales.
Uno de los me´todos ma´s prometedores utilizados para medir in vivo y de for-
ma no invasiva las propiedades diele´ctricas de tejidos (a frecuencias de microondas)
es la tomograf´ıa de microondas (TMO), cuyas primeras aplicaciones a problemas
biome´dicos de diagno´stico se remontan a la de´cada de los 70 [13]. Los usos cl´ıni-
cos basados en estos me´todos se han ido extendiendo de manera sostenida y los
actuales incluyen la deteccio´n de tumores mamarios [14,15], accidentes cerebrovas-
culares [16], entre otras importantes aplicaciones me´dicas que respecto a te´cnicas
de ima´genes ma´s establecidas a nivel cl´ınico como la Resonancia Magne´tica Nuclear
(RMN) y la Tomograf´ıa Axial Computarizada (CT), tiene un costo de implemen-
tacio´n mucho menor y en general, una mayor portabilidad de los equipos.
Recientemente Meaney et al. han empleado la TMO para la medicio´n in vivo
de tejido o´seo humano, particularmente en el calca´neo [17]. Tomando como punto
de partida los resultados de algunos de estos trabajos, se pondra´ particular e´nfasis
en configuraciones tomogra´ficas de antenas monopolo como sistemas f´ısicos que
potencialmente resultan de utilidad para los objetivos de diagno´stico mencionados
anteriormente.
Tambie´n, recientemente, te´cnicas de aprendizaje de ma´quinas basadas en Re-
des Neuronales Artificiales (RNA), particularmente las enmarcadas en el llamado
Aprendizaje Profundo (ma´s conocido como Deep Learning, por sus siglas en ingle´s),
han mostrado, debido a las mejoras en las capacidades de co´mputo contempora´neas,
un incremento sostenido en sus capacidades para resolver problemas de recono-
cimiento de patrones complejos como ima´genes, sen˜ales y lenguaje natural [18].
Aprovechando este potencial, a lo largo de esta tesis, se utilizara´n tambie´n estos
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me´todos en la resolucio´n del problema de reconstru´ır ima´genes a partir de sen˜ales
de amplitud de microondas, las cual esta´n conformadas por patrones complejos de
amplitud de campo ele´ctrico, a fin de probar la factibilidad de estos me´todos en la
aplicacio´n particular de la evaluacio´n de la calidad o´sea del hueso calca´neo.
En el Cap´ıtulo 2 sera´n descritos en mayor detalle los aspectos f´ısicos de la
tomograf´ıa de microondas, as´ı como su aplicacio´n al sensado de las propiedades
diele´ctricas del tejido o´seo. De igual forma sera´n descritos los distintos niveles es-
tructurales de dicho tejido y se hara´ una revisio´n ma´s detallada de los antecedentes
de utilizacio´n de microondas en la evaluacio´n de la calidad o´sea.
Los modelos anal´ıticos y nume´ricos que permiten calcular campos electro-
magne´ticos dispersos, conociendo la geometr´ıa y propiedades diele´ctricas del obje-
to dispersor sera´n estudiados en el Cap´ıtulo 3 ; esto se conoce como el Problema
Electromagne´tico Directo (PED). Particularmente, se estudiara´ la factibilidad de
deteccio´n de cambios en las propiedades diele´ctricas del calca´neo mediante ampli-
tud de microondas. Para ello se hara´ uso del me´todo de Diferencias Finitas en el
Dominio del Tiempo (FDTD), el cual discretiza el dominio del problema y permite
la resolucio´n de las Ecuaciones de Maxwell en geometr´ıas irregulares, como es el
caso de las que estaremos considerando en esta tesis.
En el Cap´ıtulo 4, se describira´n me´todos de reconstruccio´n de las propiedades
geome´tricas y diele´ctricas de objetos dispersores desconocidos (entre los que el hue-
so trabecular es uno de particular intere´s para este trabajo), a partir de mediciones
de magnitud del campo ele´ctrico. Esto u´ltimo se conoce como el Problema Elec-
tromagne´tico Inverso (PEI). Es aca´ donde se hara´ un uso intensivo de las RNA,
entrenadas tambie´n mediante un gra´n nu´mero de simulaciones nume´ricas resueltas
mediante el FDTD.
Finalmente, en el Cap´ıtulo 5 sera´ presentada una discusio´n general que con-
tiene las conclusiones ma´s relevantes de la totalidad de trabajos descritos a lo largo
de los distintos cap´ıtulos.
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Cap´ıtulo 2
Tomograf´ıa de microondas y su
aplicacio´n a la evaluacio´n del tejido o´seo
Previo a la descripcio´n de la aplicacio´n de la TMO a la evaluacio´n de la calidad
o´sea propiamente dicha, se precisa introducir el sistema f´ısico, constitu´ıdo por el
tejido o´seo y sus distintos niveles estructurales, as´ı como las caracter´ısticas de las
microondas y las distintas interacciones f´ısicas que estas presentan con dicho tejido
y con los materiales en general. Este cap´ıtulo pretende describir de manera general
las mencionadas interacciones, a fin de contextualizar la motivacio´n principal del
presente trabajo.
2.1. Tejido o´seo
El principal objeto de estudio a lo largo de esta tesis lo constituye el hue-
so calca´neo, prestando especial atencio´n al hueso trabecular contenido en este. A
continuacio´n se hara´ una descripcio´n de la estructura o´sea a distintos niveles de
escala y posteriormente se explicara´ lo referente a la relacio´n entre las propiedades
diele´ctricas y estructurales de este tejido, finalizando con la motivacio´n del uso de
la TMO como herramienta de sensado de su estado de salud.
2.1.1. Niveles estructurales jera´rquicos
A nivel macrosco´pico, la estructura del hueso se puede clasificar en dos tejidos
diferenciados:
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• El hueso cortical, el cual esta´ constitu´ıdo por tejido compacto con pequen˜os
canales. Este se encuentra en la corteza de los huesos, esta´ rodeado por el
perio´steo, que es tejido conectivo denso y provee el potencial osteoge´nico dado
por los osteoblastos. Posee espesores caracter´ısticos de entre 0.5 y 3.0 mm.
• El hueso trabecular, tambie´n llamado hueso esponjoso, el cual consiste en un
arreglo tridimensional complejo compuesto de trabe´culas. Este se encuentra
en la zona interna de la mayor´ıa de los huesos. Las trabe´culas (de un taman˜o
caracter´ıstico del orden de 200 µm) se entrecruzan en patrones que forman
un reticulado esponjoso, cuyos espacios internos se encuentran ocupados por
la me´dula o´sea.
Del lado izquierdo de la Fig. 2.1, puede observarse el detalle macrosco´pico donde
se diferencia el hueso cortical del trabecular.
A nivel microsco´pico, el tejido o´seo esta´ conformado por una matriz orga´nica mi-
neralizada con cristales de hidroxiapatita y fosfato de calcio [19]. Las fibras de
cola´geno que forman el hueso son el resultado de la unio´n mediante enlaces cru-
zados de una triple he´lice de cadenas de este biopol´ımero. Las propiedades bio-
meca´nicas dependen en buena medida de las caracter´ısticas ultraestructurales del
mismo, como la cantidad y orientacio´n de sus fibras o la estabilidad de sus enlaces.
El elemento ba´sico estructural del tejido o´seo trabecular es la trabecula individual.
El espesor de las trabe´culas var´ıa entre 10 y 400 µm. Los distintos niveles estructu-
rales del tejido o´seo se muestran en la Fig. 2.1, donde se describen algunos de ellos.
Cada uno de estos, posee influencia en las caracter´ısticas biomeca´nicas del hueso.
En una reciente revisio´n de Ferreti et al. [20], pueden verse los para´metros bio-
meca´nicos ma´s reelevantes para la evaluacio´n de la resistencia o´sea.
Mientras que las propiedades meca´nicas de un hueso largo son funcio´n de su forma
tubular y su densidad, las del hueso cortical aislado dependen de su densidad y de
la orientacio´n de las osteonas. A este tejido se le atribuye una importante influencia
en las propiedades meca´nicas del hueso [22,23].
2.1.2. Propiedades estructurales del hueso trabecular.
El hueso cortical tiene una porosidad del 5 al 10 %, en cambio, el hueso tra-
becular posee una entre 75 y 95 % [24]. Las propiedades meca´nicas de este u´ltimo
esta´n principalmente determinadas por las propiedades del material del tejido en
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Figura 2.1: Distintos niveles estructurales del hueso. Tomado de [21]
cada trabe´cula de forma individual, as´ı como de la densidad aparente y anisotrop´ıa
de la estructura trabecular [25, 26]. El mo´dulo de Young Y = s/e, (donde s es
la tensio´n transversal ejercida sobre la seccio´n transversal del elemento y e es la
deformacio´n unitaria entendida como la relacio´n entre el cambio de longitud con
respecto a la longitud inicial1) y la dureza dependen fuertemente de la densidad
aparente [27], por tanto de la fraccio´n volume´trica de hueso (ver definicio´n de la
relacio´n BV/TV en la Seccio´n 2.1.3). La dependencia entre el Mo´dulo de Young y
la densidad ha sido reportada como cu´bica [28] o cuadra´tica [29]. Estas diferencias
pueden deberse a que en los procedimientos de medicio´n usados en esos trabajos
ignoran la anisotrop´ıa. De igual manera, la fraccio´n volume´trica de hueso no ex-
plica completamente la variacio´n en las propiedades ela´sticas. Se ha demostrado
que tanto el mo´dulo de Young como la dureza del hueso trabecular dependen de la
orientacio´n, espaciado, nu´mero y taman˜o de las trabe´culas [27, 30], as´ı como de la
anisotrop´ıa de estas variables [26]. En conjunto, la fraccio´n volume´trica de hueso,
la orientacio´n trabecular y la anisotrop´ıa son capaces de explicar alrededor del 90 %
de la variacio´n de las propiedades meca´nicas del hueso trabecular [31].
A lo largo de esta tesis el hueso calca´neo del pie sera´ nuestro principal objeto de
estudio, por ser e´ste una estructura alargada (lo cual facilita la modelizacio´n bi-
dimensional) con contenido relativamente alto de hueso trabecular y de de fa´cil
acceso in vivo. En la Fig. 2.2, pueden verse distintos cortes del pie, donde se obser-
va el hueso calca´neo del talo´n humano. En este trabajo utilizaremos principalmente
cortes coronales (ver panel (C)).
1Usualmente se utiliza ε y σ para la deformacio´n unitaria y la seccio´n transversal, respectiva-
mente, pero se cambio´ la nomenclatura, ya que ε y σ se usan regularmente a lo largo de esta tesis
para referirnos a la permitividad y conductividad ele´ctrica, respectivamente.
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(A) (B) (C)
Figura 2.2: Ima´gen generada mediante CT. (A), (B) y (C) Corresponden, respectivamente
a cortes axial, sagital y coronal. En cada ima´gen se muestra una escala a modo de referencia
dimensional.
2.1.3. Para´metros descriptores de la microestructura tra-
becular
Las ima´genes de microtomograf´ıa (µCT) constituyen actualmente una herra-
mienta importante para la caracterizacio´n de la estructura trabecular. Si bien su
empleo cl´ınico es limitado, es una herramienta importante a efectos de investigacio´n
y estudio [32–36]. En la Fig. 2.3, se muestran ima´genes de µCT de hueso trabe-
cular bovino, con las que realizamos mediciones de propiedades te´rmicas [37] y se
relacionaron con algunos de los para´metros microestructurales que sera´n descritos
a continuacio´n.
(A) (B)
Figura 2.3: (A), (B) Ima´gen de µCT de tejido o´seo trabecular bovino y corte transversal de
esta, respectivamente.
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A partir de ima´genes de µCT, se pueden evaluar distintos para´metros descrip-
tores de la microestructura trabecular, como la Fraccio´n volume´trica o Relacio´n
Volu´men O´seo - Volu´men de Tejido (BV/TV), donde el Volu´men de Tejido (TV,
por sus siglas en ingle´s) es el volu´men de la muestra completa. Una vez digitalizada
la muestra, este se puede calcular sumando el volu´men de todos los voxels presentes
en la misma. El Volu´men de Hueso o Volu´men O´seo (BV, por sus siglas en ingle´s),
se calcula de manera similar, pero so´lo para aquellos voxels catalogados como hue-
so por algu´n algoritmo digital de segmentacio´n (por ejemplo, definir un umbral de
densidad en unidades de Hounsfield), luego el BV se normaliza al TV, obteniendo
la relacio´n BV/TV. Este para´metro es de particular intere´s en esta tesis, dada su
relacio´n con las propiedades diele´ctricas del tejido o´seo, como se vera´ en la Seccio´n
2.3. Valores t´ıpicos de la relacio´n BV/TV comprenden desde 0,05 hasta 0,5.
La BV/TV, sin embargo, no es el u´nico para´metro que se utiliza para describir la
microestructura trabecular o´sea. Tambie´n se usan la Relacio´n Superficie de Hueso
- Volu´men de Hueso (BS/BV), [38,39], el Grado de Anisotrop´ıa (DA) [40], la Lon-
gitud de Interseccio´n Media (MIL) [41], el Grosor Medio Trabecular (η) [33], el El
Nu´mero Trabecular (Tb.N.) [42], el I´ndice de Modelo de Estructura (SMI) [43] y la
Dimensio´n Fractal (DF) [44].
2.2. Microondas y su interaccio´n con la materia
Las microondas (MO) son, desde el punto de vista f´ısico, Ondas Electro-
magne´ticas (OEM) con un rango de frecuencias y longitudes de ondas (usando
como medio de referencia el vac´ıo) definidos y acotados (ver Fig. 2.4).
Frecuencia, f (Hz)
Longitud de onda, λ (m)10
-16       10-14         10-12        10-10        10-8           10-6          10-4          10-2         100           102          104          106           108 
1024        1022         1020         1018         1016          1014         1012         1010         108           106          104          102           100
    Rayos gamma                Rayos X         UV         Infrarrojos          Microondas           Ondas            Radioeléctricas largas
 radioeléctricas
 FM            AMvisible
Figura 2.4: Espectro electromagne´tico. En gris se indica el intervalo de dicho espectro corres-
pondiente a las microondas.
Si bien el rango de frecuencias en que se definen las MO suele variar entre
aplicaciones, en el a´mbito de la radioingenier´ıa, se define como las OEM compren-
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didas en el espectro entre 1 y 100 GHz [45]. En particular, en esta tesis se usaron
frecuencias comprendidas entre 1.1 y 1.3 GHz.
Al ser las MO, un tipo de OEM, el modelado de su comportamiento, desde
el punto de vista f´ısico, se realiza mediante las Ecuaciones de Maxwell [46], las
cuales, para campos electromagne´ticos armo´nicos de frecuencia conocida, pueden
escribirse como:
∇× E(r) = −jωB(r) (2.1)
∇×H(r) = −jωD(r) + J(r) (2.2)
∇ ·D(r) = ρ(r) (2.3)
∇ ·B(r) = 0 (2.4)
donde E, B, D y H son los campos vectoriales ele´ctricos y magne´ticos, en el
espacio libre y en un medio, respectivamente. ρ y J son sus fuentes. Las variables
ω y r representan, respectivamente, la frecuencia angular (ω = 2πf , siendo f la
frecuencia en Hz) y el vector posicio´n, y j ≡ √−1 denota la unidad compleja.
Para los campos vectoriales, son va´lidas las siguientes relaciones constitutivas
lineales en medios homoge´neos e iso´tropos (como sera´n considerados los medios
f´ısicos en esta tesis, a menos que se indique de forma expl´ıcita lo contrario):
D(r) = Ô(r)E(r) (2.5)
B(r) = µ(r)H(r) (2.6)
donde Ô(r) es la permitividad diele´ctrica del medio y µ(r) es la permeabilidad
magne´tica. En el vac´ıo, estas constantes son: Ô0 ≈ 8.85×10−12 F/m y µ0 = 4π×10−7
H/m.
Las constantes Ô0 y µ0 se encuentran relacionados con la constante fundamental
de la velocidad de la luz en el vac´ıo “c” mediante:
Ô0 =
1
µ0c2
(2.7)
Para materiales donde sea va´lida la Ley de Ohm, puede usarse:
Ji(r) = σ(r)E(r) (2.8)
donde σ es la conductividad ele´ctrica del medio, la cual sera´ de igual forma conside-
rada homoge´nea e isotro´pica en esta tesis, para un medio en particular, a menos que
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se indique expl´ıcitamente lo contrario. Se puede definir una cantidad denominada
permitividad diele´ctrica relativa compleja (ε(r) = Ô(r)/Ô0), dada por:
ε(r) = εr(r)− j σ(r)
ωÔ0
= εÍr(r)− jεÍÍr(r) (2.9)
La permitividad ε(r) es en general dependiente de la frecuencia y es usada para
describir un determinado medio mediante sus propiedades diele´ctricas. El primer
te´rmino de la ecuacio´n esta´ relacionado con la polarizacio´n del material y se conoce
como componente dispersiva, el segundo con la conductividad, y por ende, es la
componente disipativa. La relacio´n tan(δ) = εÍ/εÍÍ se conoce como factor de pe´rdida
y es la relacio´n de energ´ıa perdida por ciclo a energ´ıa almacenada por ciclo en
valores pico o rms.
2.2.1. Polarizacio´n, relajacio´n y dispersio´n diele´ctrica
La polarizacio´n se define como la perturbacio´n en la distribucio´n de carga
de un material inducida por un campo ele´ctrico. Esta es endo´gena si su or´ıgen
esta´ en el campo ele´ctrico producido por el mismo material o exo´gena cuando el
campo ele´ctrico es aplicado de forma externa a este. Localmente se caracteriza por
el momento dipolar p = qd, donde “q” es la magnitud de la carga y “d” un vector
que va desde la carga negativa a la positiva. Esta magnitud puede considerarse
tanto para una mole´cula, muchas mole´culas o una regio´n completa.
La polarizacio´n P propiamente dicha, es el momento dipolar por unidad de
volu´men. Es por tanto, un concepto macrosco´pico. Se relaciona con el campo ele´ctri-
co mediante:
P = D− Ô0E = (εr − 1)Ô0E = χÔ0E (2.10)
donde χ es la denominada susceptibilidad ele´ctrica del material.
Debido a los distintos niveles estructurales que presentan los materiales reales,
los tiempos t´ıpicos de orientacio´n de los dipolos ele´ctricos presentes en estos, es
variada, por lo que en general ε(r) depende de la frecuencia. Entre los tipos de po-
larizacio´n, clasificados por los tiempos caracter´ısticos de orientacio´n de los dipolos
ele´ctricos en el material, tenemos:
• Polarizacio´n electro´nica: Resultado de pequen˜os desplazamientos de la nube
electro´nica respecto al nu´cleo. Posee tiempos t´ıpicos de picosegundos.
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• Polarizacio´n orientacional: Se observa cuando las mole´culas del material for-
man dipolos permanentes. Estos dipolos presentara´n movimientos rotaciona-
les causados por el torque debido a campos ele´ctricos externos. Particular-
mente, en frecuencias de MO en tejido biolo´gico predominan los mecanismos
de polarizacio´n orientacional.
• Polarizacio´n io´nica: A diferencia de la polarizacio´n electro´nica, la cual se
refiere al desplazamiento de la nube electro´nica respecto al nu´cleo, esta se
refiere al desplazamiento de los iones relativo a otros iones.
A fin de discutir los conceptos de relajacio´n y dispersio´n, nos basaremos en el
sencillo modelo del capacitor de placas paralelas con un material diele´ctrico en su
interior (ver Fig. 2.5).
Pulso
Medidor
de corriente
Figura 2.5: Capacitor de placas paralelas con diele´ctrico entre ellas.
Si al diele´ctrico entre las placas del capacitor le es aplicado un campo ele´ctrico
constante (corriente DC en lugar de la AC de la figura) en t=0, asumiendo que
el material posee un u´nico proceso de relajacio´n con una constante de tiempo
τ caracter´ıstica y que la polarizacio´n P se incrementa de acuerdo a una curva
exponencial en el tiempo (P ∝ (1 − e−t/τ )), entonces la densidad de cargas libres
D(t) en las placas del capacitor se incrementa desde un valor D0 a otro valor D∞,
de acuerdo a la ecuacio´n (ver Fig. 2.7):
D(t) = D0 + (D∞ −D0)(1− e−tτ ) (2.11)
Si se le aplica la transformada de Laplace a esta ecuacio´n, se obtiene su respuesta
en el dominio de la frecuencia:
ε(ω) = Ô∞ +
∆Ô
(1 + jωτ) = Ô∞ +
Ôs − Ô∞
(1 + jωτ) (2.12)
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con ∆Ô = Ôs− Ô∞, siendo, respectivamente, Ôs y Ô∞ los valores para la permitividad
compleja con frecuencia tendiendo a cero y a infinito. Esta ecuacio´n se conoce como
la ecuacio´n de dispersio´n u´nica de Debye, la cual considera al medio diele´ctrico como
un medio homoge´neo con un u´nico tiempo de relajacio´n caracter´ıstico.
El mejor circuito equivalente para un comportamiento tipo Debye, corresponde
al de la Fig. 2.6. A frecuencias muy altas, C∞ domina la admitancia y capacitancia,
pero a frecuencias muy bajas, R es despreciable respecto a la impedancia ∆C, por
lo que a frecuencias muy altas o muy bajas el circuito es puramente capacitivo.
Operando sobre la admitancia de este circuito, se puede derivar la componente
dispersiva y disipativa del circuito, obteniendo, respectivamente:
εÍ(ω) = ∆ε
Í
(1 + ω2τ 2) (2.13)
εÍÍ(ω) = ∆ε
Íτω
(1 + ω2τ 2) (2.14)
C∞
ΔC
R
Figura 2.6: Circuito de modelo diele´ctrico equivalente para el modelo de dispersio´n u´nica de
Debye.
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Figura 2.7: Evolucio´n de la densidad de flujo ele´ctrico D en las placas del capacitor despue´s de
aplicar un voltaje escalo´n.
El modelo de Debye [47] constituye un modelo elemental que, adema´s de re-
sultar un buen modelo para materiales homoge´neos ideales con un u´nico tiempo de
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relajacio´n, suele ser u´til en materiales homoge´neos reales, en rangos de frecuencia
que presenten un tiempo de relajacio´n caracter´ıstico dominante.
A partir de lo anterior, se deriva naturalmente que la relajacio´n es un concepto
asociado a los tiempos caracter´ısticos de la orientacio´n de los momentos dipolares
p en presencia de un campo externo. La dispersio´n se relaciona con la dependencia
en frecuencia, acorde a las leyes f´ısicas que dominan el proceso de relajacio´n. En
la Fig. 2.8, se muestra la dispersio´n, a trave´s del comportamiento de ε(ω) y los
mecanismos dominantes de polarizacio´n que actu´an en el dominio de la frecuencia
en materiales homoge´neos. Como puede observarse, ni los materiales homoge´neos
presentan realmente un u´nico tiempo de relajacio´n caracter´ıstico. Esto se debe
a los distintos niveles estructurales en su composicio´n, con tiempos de relajacio´n
marcadamente distintos.
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Figura 2.8: Comportamiento t´ıpico de ε(ω) (dispersio´n) en materiales homoge´neos. Con flechas
se indican los mecanismos de relajacio´n que predominan en las frecuencias sen˜aladas.
Considerando los distintos tiempos de relajacio´n presentes incluso en un ma-
terial homoge´neo, es claro que el modelo de Debye necesita algunas mejoras para
describir -al menos- este tipo de materiales. El modelo diele´ctrico de Debye, no
toma en cuenta adema´s un conjunto de factores como, por ejemplo: los efectos con-
ductivos del medio, distintos niveles estructurales del material, entre otros. Han
sido propuestos diversos modelos que toman en cuenta, desde la conductividad y
los distintos tiempos de relajacio´n presentes en un material, hasta heterogeneidades
en el mismo, como por ejemplo, la presencia de interfaces, membranas, suspensio-
nes, entre otros [48–50].
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La respuesta diele´ctrica de los tejidos biolo´gicos, debido a la considerable inho-
mogeneidad en cuanto a composicio´n, niveles estructurales y presencia de l´ıquidos
de diversa composicio´n (con suspensiones en algunos casos), lleva a complejos pro-
cesos de relajacio´n diele´ctrica, descritos inicialmente de forma global por Schwan
et al. [51]. En la Fig. 2.9, se muestran los distintos mecanismos de dispersio´n halla-
dos por este autor, que son compartidos en mayor o menor medida por los tejidos
biolo´gicos: la dispersio´n α se asocia a efectos de contra-iones cerca de las superficies
de las membranas celulares, efectos de membranas activas, canales io´nicos en es-
tas, estructuras intracelulares, difusio´n io´nica y pe´rdidas diele´ctricas. La dispersio´n
β se relaciona a cambios de medio y efectos en la interfase entre ambos (efectos
Maxwell-Wagner), como la capacitancia pasiva de membranas, respuesta molecu-
lar de prote´ınas, entre otros. La dispersio´n γ es atribu´ıda a mecanismos en medios
polares, como agua, sales y prote´ınas [52].
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Figura 2.9: Distintos procesos de dispersio´n diele´ctrica en tejidos biolo´gicos descritos por [51].
Un modelo que resulta de particular intere´s para el estudio de las propieda-
des diele´ctricas de distintos tejidos biolo´gicos en un amplio rango de frecuencias
(incluyendo al tejido o´seo) es el modelo Cole-Cole:
ε(ω) = Ô∞ +
NnØ
n=1
∆Ôn
(1 + jωτn)(1−αn)
+ σ
jωÔ0
(2.15)
donde cada te´rmino n de la suma corresponde a una relajacio´n particular. El co-
eficiente α se emplea para suavizar la relajacio´n y el tercer te´rmino da cuenta de
la conductividad io´nica del medio. Notar que para α = 0, el modelo Cole-Cole se
reduce al de Debye.
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2.3. Propiedades diele´ctricas del tejido o´seo
Una referencia que permite tener idea de los o´rdenes de magnitud y el compor-
tamiento de las propiedades diele´ctricas (εÍ(ω) y σ(ω)) tanto del hueso cortical como
del trabecular, as´ı como de otros tejidos humanos y animales, es la compilacio´n de-
tallada realizada por Gabriel et al. [53]. En este trabajo se reportan mediciones de
las propiedades diele´ctricas de los tejidos en un amplio rango de frecuencias (10 Hz
- 10 GHz). En la Fig. 2.10 se muestra un ajuste reportado tambie´n por Gabriel et
al. [54] mediante un modelo Cole-Cole (Ec. 2.15 con Nn = 4) de las propiedades
diele´ctricas del hueso trabecular, generado a partir de los datos compilados por los
mismos autores a partir de mediciones de las propiedades diele´ctricas de tejido o´seo
trabecular (humano, bovino y ovino) a distintas frecuencias en el intervalo de 100
MHz a 2,0 GHz.
Tambie´n, Jeffrey et al. [55] informan mediciones en un amplio rango de frecuencias
(10 Hz - 100 MHz) en hueso tibial, analizando los diferentes mecanismos diele´ctricos
que actu´an o predominan en cada intervalo.
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Figura 2.10: Respuesta en frecuencia de las propiedades diele´ctricas del hueso trabecular (εÍ y
σ, respectivamente). Ajuste reportado por Gabriel et al. [53], acotado entre 100 MHz y 2.0 GHz.
En gris se resalta el intervalo utilizado a lo largo de esta tesis (1.1 a 1.3 GHz). El ajuste se realizo´
mediante la Ec. 2.15 con Nn = 4.
En cuanto a las diferencias en respuesta diele´ctrica del hueso cortical respecto
al trabecular, Saha et al. [56] compararon ambas respuestas en un rango de fre-
cuencias entre 120 Hz y 10 MHz, hallando una marcada diferenciacio´n en cuanto
a las magnitudes de permitividad y conductividad de ambos tejidos.
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En el caso del hueso trabecular, al estar su microestructura relacionada con sus
propiedades meca´nicas, como se menciono´ con anterioridad (Ver Seccio´n 2.1.1), es
de particular intere´s entender las relaciones entre dicha estructura y sus propiedades
diele´ctricas. En otro trabajo de Saha et al. [57] se hace un estudio de la respuesta
diele´ctrica trabecular entre 120 Hz y 10 MHz. En este trabajo tambie´n se encuentra
cierta invariabilidad en la direccio´n longitudinal respecto a la transversal de las
muestras.
Respecto al efecto de la microestructura o´sea sobre las propiedades diele´ctricas,
diversos trabajos muestran que la mineralizacio´n no explica totalmente la respuesta
diele´ctrica y que esta, en cambio, se encuentra fuertemente correlacionada con el
para´metro microestructural trabecular BV/TV [58–61]. En ref. [7,11] se corrobora
este hecho para frecuencias de MO. Una reciente revisio´n de Amin et al. [62] sobre
este tema, llega a la conclusio´n de que la relacio´n entre la mineralizacio´n y la
variacio´n de las propiedades diele´ctricas es inconsistente entre diversos autores, a
diferencia de la relacio´n de estas con la BV/TV, la cual se aprecia claramente en los
distintos estudios aqu´ı mencionados. No obstante esto, tanto las magnitudes de los
valores hallados, como el signo de la correlacio´n entre las propiedades diele´ctricas
difiere entre distintos autores. Esto puede deberse principalmente a la naturaleza de
las muestras y a diferencias en los distintos procedimientos de medicio´n empleados
en cada trabajo. Por ejemplo, Irastorza et al. [11] estudian la respuesta diele´ctrica
de muestras de hueso trabecular humano ex-vivo de cabeza femoral y su relacio´n con
la BV/TV, halla´ndose una correlacio´n negativa tanto para la permitividad como
para la conductividad con este para´metro. Meaney et al. estudian la respuesta
diele´ctrica del hueso trabecular tanto ex-vivo en muestras de femur porcino y su
relacio´n con la BV/TV [7], como in-vivo en hueso calca´neo humano [17], tanto en
pacientes sanos, como pacientes con lesiones, observando en este u´ltimo estudio,
la relacio´n entre la densidad hallada con rayos-X con las propiedades diele´ctricas
del tejido o´seo. Cabe destacar que la desmineralizacio´n del hueso porcino para el
estudio de la respuesta diele´ctrica con la BV/TV se realizo´ de forma artificial,
disminuyendo el espesor de la microestructura mediante la aplicacio´n de a´cidos.
En otro estudio, Amin et al. [63] midieron muestras humanas ex-vivo de hue-
so trabecular de pacientes osteoporo´ticos y osteoartr´ıticos, hallando correlaciones
distintas a las halladas por Irastorza et al. [11] y Meaney et al. [7]. Es preciso
mencionar que el procedimiento de medicio´n in-vitro fue distinto al realizado por
Irastorza et al. [11], ya que en este estudio la medicio´n mediante l´ınea coaxial
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abierta se realizo´ en solucio´n salina, mientras que en el de Amin et al. [63], la l´ınea
coaxial se apoyo´ directamente sobre las muestras, lo que suele generar errores por
imperfecciones de contacto. La inconsistencia entre estos resultados, indican la ne-
cesidad de continuar el estudio de las propiedades diele´ctricas del tejido trabecular
o´seo y la influencia de la microestructura sobre estas.
En la Fig. 2.11, se muestra un compendio del comportamiento de la permitividad
relativa con respecto a la BV/TV a partir de los datos de los trabajos mencionados
anteriormente.
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Figura 2.11: Recopilacio´n de datos de diversos trabajos que muestran el efecto de la BV/TV
sobre la permitividad relativa del hueso trabecular a frecuencias de MO. Los tria´ngulos, c´ırculos y
cuadrados corresponden a datos experimentales. Sobre estos se muestra un ajuste lineal. Tambie´n
se muestra en l´ıneas grises los valores mı´nimos y ma´ximos de permitividad hallados in-vivo por
Meaney et al. [17] en pacientes sanos y con lesiones en el hueso calca´neo (remarcamos que en este
caso los autores no midieron la relacio´n BV / TV).
De igual manera, en la Fig. 2.12, se muestra un compendio del comportamiento
de la conductividad con respecto a la BV/TV a partir de los datos de los trabajos
mencionados anteriormente. Un trabajo reciente de Makarov et al. [64], muestra
que pacientes osteoporo´ticos y osteope´nicos son separables mediante mediciones
del coeficiente de transmisio´n en la mun˜eca respecto a pacientes jo´venes sanos a
frecuencias entre 0,03 y 2,00 GHz.
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Figura 2.12: Recopilacio´n de datos de diversos trabajos que muestran el efecto de la BV/TV
sobre la conductividad del hueso trabecular a frecuencias de MO. Los tria´ngulos, c´ırculos y cua-
drados corresponden a datos experimentales. Sobre estos se muestra un ajuste lineal. Tambie´n
se muestra en l´ıneas grises los valores mı´nimos y ma´ximos de conductividad hallados in-vivo por
Meaney et al. [17] en pacientes sanos y con lesiones en el hueso calca´neo (remarcamos que en este
caso los autores no midieron la relacio´n BV / TV).
2.4. Propiedades diele´ctricas del tejido blando circundante
Como a lo largo de esta tesis estaremos trabajando con el hueso calca´neo del
talo´n humano, es preciso describir las propiedades diele´ctricas tanto del calca´neo en
s´ı, como del tejido blando que lo circunda, ya que en la evaluacio´n de este tejido in
vivo por medio de microondas, los procesos dispersivos electromagne´ticos incluyen
interacciones con todos estos tejidos.
En cuanto a la piel, esta constituye, de los aqu´ı considerados, el tejido ma´s ca-
racterizado in vivo. Incluso existen dispositivos cl´ınicos para evaluar su salud que
utilizan las propiedades diele´ctricas a frecuencias de MO. En la referencia [65],
los autores han encontrado que cambios en la grasa subcuta´nea afectan las pro-
piedades diele´ctricas con el contenido de agua (desde εr ≈ 29 a 38 a 300 MHz).
El mismo grupo ha medido la piel como un todo (epidermis, dermis y capas ma´s
internas) [66], mostrando valores (u´nicamente de permitividad) alrededor de 28.
Gabriel C. [53] mostro´ que la piel hu´meda medida en los brazos, toma valores de
46,8 y 1,08 Sm−1 para la permitividad y la conductividad, respectivamente. El
20 2.5. Tomograf´ıa de microondas
Tabla 2.1: Propiedades diele´ctricas del hueso y tejido blando circundante (a 1,3
GHz). Obtenidas de [69], excepto * que fue obtenida de [54], y ** de [17].
Tejido εr σ (Sm−1) Grosor (mm)
Piel (hu´meda)* 44,8 1,00 2,17
Mu´sculo y/o tendo´n 54,3 1,10 -
Hueso cortical 12,1 0,20 1,75
Hueso trabecular 20.1 0.44 -
Medio de acople** 23.3 1.30 -
valor ma´s aceptado es el presentado en [54]. Recientemente, Mirbeik-Sabzevari et
al. [67] reportaron propiedades diele´ctricas de tejido cuta´neo sano y maligno recie´n
extra´ıdo, encontra´ndose en los rangos antes mencionados a 1.3 GHz.
Respecto al mu´sculo y/o tendo´n, las propiedades diele´ctricas del tendo´n in vivo
son poco conocidas. Datos in vitro bovinos, presentados por [53] corresponden a
εr = 46, 4 y σ = 1, 08 Sm−1 (similar a los valores presentados en [54]). En cuanto al
tejido muscular, los valores reportados en [54] son obtenidos a partir de diferentes
modelos animales y son εr = 54, 3 y σ = 1, 10 Sm−1. Gilmore et al. [68] han medido
mu´sculo humano in vivo con valores de εr que van desde 29,0 hasta 70,0 y valores
de σ entre 1,00 y 1,55 Sm−1 a 1 GHz.
En la Tabla 2.1, se muestran las propiedades diele´ctricas del hueso y tejido blando
circundante para una frecuencia de 1.3 GHz.
2.5. Tomograf´ıa de microondas
La TMO constituye un me´todo relativamente econo´mico de diagno´stico no
invasivo, el cual se centra principalmente en reconstruir las propiedades diele´ctricas
de los distintos tejidos bajo estudio. Para efectos de diagno´stico, la importancia
radica en la deteccio´n de las diferencias diele´ctricas entre distintos tejidos o el mismo
tipo de tejido en distintos estados, como es el caso de la evaluacio´n de la calidad
o´sea. A nivel general; se tiene una distribucio´n espacial diele´ctrica ε(r) para una o
varias frecuencias definidas. Se busca reconstruir dicha distribucio´n, “iluminando”
el objeto (o tejido) dispersor con MO y detecta´ndolas con cierto nu´mero de antenas
que pueden ser de distintos tipos y estar dispuestas en variadas configuraciones
sobre un determinado Dominio de Medicio´n (MD). La distribucio´n espacial de las
propiedades diele´ctricas se reconstruye en cierto dominio, denominado Dominio de
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Investigacio´n (ID). Resolver el problema electromagne´tico de dispersio´n conociendo
ε(r), se denomina Problema Electromagne´tico Directo (PED), por el contrario,
determinar la distribucio´n de ε(r) a partir de las mediciones realizadas en MD, se
conoce como Problema Electromagne´tico Inverso (PEI). Estos sera´n tratados en
mayor profundidad, respectivamente, en los Cap´ıtulos 3 y 4.
2.5.1. Antecedentes de usos me´dicos de la TMO
En general, mu´ltiples aplicaciones me´dicas han sido desarrolladas basa´ndose
en el principio del aprovechamiento de las diferencias en las propiedades diele´ctri-
cas (ε) de tejidos a frecuencias de MO. En las revisiones [70,71], pueden verse gran
parte de estas.
Entre los principales ejemplos tenemos el diagno´stico de lesiones de mama mediante
la deteccio´n de estas diferencias diele´ctricas entre tejido sano y tejido tumoral [72].
De igual manera, las diferencias de propiedades diele´ctricas entre tejido trombo´tico
respecto al tejido cerebral sano son aprovechadas para el diagno´stico de esta afec-
cio´n [73]. Ambas te´cnicas han sido desarrolladas en e´pocas recientes. En la Fig.
2.13, se muestran ambos dispositivos de diagno´stico.
(A) (B)
Figura 2.13: (A): Ca´mara con arreglo de antenas para el diagno´stico de lesiones mamarias.
Imagen cortes´ıa del Laboratorio de Ima´genes Electromagne´ticas de la Universidad de Manitoba,
Canada´. (B): Arreglo Tomogra´fico para el diagno´stico de trombosis cerebral. Tomado de [73]
Similarmente, en las referencias [68,74] se utilizo´ la TMO para generar ima´ge-
nes de extremidades con distinto propo´sito: la factibilidad de evaluar cambios en
las propiedades diele´ctricas del tejido blando de extremidades y el estudio de las
te´cnicas de inversio´n, respectivamente.
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2.5.2. Antecedentes de evaluacio´n de la calidad o´sea me-
diante TMO
Con base en las consideraciones mencionadas en la Seccio´n 2.3 sobre las corre-
laciones entre los para´metros microestructurales del hueso trabecular y las propie-
dades meca´nicas y diele´ctricas a frecuencias de MO, resulta clara la potencialidad
de la TMO como herramienta de diagno´stico de la calidad o´sea. Esta podr´ıa ser
evaluada diferenciando las propiedades diele´ctricas del tejido o´seo trabecular de
acuerdo a cambios en la relacio´n BV/TV, dado que, como fue´ mencionado ante-
riormente, es un para´metro microestructural que se relaciona con las propiedades
diele´ctricas.
Recientemente, Meaney et al. [15], lograron las primeras ima´genes in vivo del
hueso calca´neo. En este estudio se encontraron diferencias significativas en ε entre
calca´neos con lesiones, respecto a calca´neos sin lesiones.
En cuanto a la eleccio´n de algoritmos inversos para la reconstruccio´n de las
propiedades diele´ctricas del hueso, las principales consideraciones tienen que ver con
que el contraste diele´ctrico del tejido o´seo con el tejido blando y con el medio de
acoplamiento es relativamente alto, lo que hace al problema inverso no lineal [75].
Entre los algoritmos determin´ısticos comunmente adoptados recientemente para
el abordaje de este problema en particular, destacan los descritos en [68] y [15].
Sin embargo, estos algoritmos requieren la medicio´n de amplitud y fase del campo
ele´ctrico en el MD.
Particularmente, los aportes descritos a lo largo de esta tesis se enmarcan en el
desarrollo de un prototipo de tomo´grafo de MO que utilice u´nicamente informacio´n
de amplitud del campo ele´ctrico para la evaluacio´n de la salud o´sea. Teniendo
presente que te´cnicas basadas en la medicio´n de so´lo amplitud de campo EM, han
sido abordadas por diversos autores, incluyendo casos de alto contraste diele´ctrico,
como por ejemplo, la evaluacio´n de las propiedades diele´ctricas del tejido o´seo
[76–80]. La importancia de utilizar informacio´n u´nicamente de amplitud, se traduce
en una simplificacio´n significativa de la complejidad del instrumental experimental
requerido, y la consecuente disminucio´n de costos, sin embargo, estos algoritmos
requieren la recuperacio´n de la informacio´n de fase mediante diversos me´todos
(ver [81] y los descritos en [76–78]) previo a su implementacio´n, por lo que en el
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Cap. 4, se explorara´n te´cnicas de inversio´n basadas en redes neuronales artificiales
que evitan estas complicaciones.
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Cap´ıtulo 3
Problema electromagne´tico directo
Desde un punto de vista matema´tico, la definicio´n de un problema “directo”
como contraparte de otro es completamente arbitraria. Una famosa cita de J.B.
Keller (1923–2016), refiere que “llamamos a dos problemas inversos, uno respecto
a otro, si la formulacio´n de cada uno involucra todas las partes de la solucio´n del
otro. Por razones histo´ricas, a menudo, uno de los dos problemas ha sido estudiado
de forma extensiva por algu´n tiempo, mientras el otro nunca ha sido estudiado o no
esta´ bien comprendido. En estos casos, el primero suele llamarse problema directo
y el u´ltimo, problema inverso.”
En el caso particular de la TMO, existen diversos me´todos de resolucio´n del
llamado PED. En este cap´ıtulo se describira´ la formulacio´n teo´rica del problema,
basada en la teor´ıa electromagne´tica, as´ı como diversos me´todos nume´ricos que
constituyen herramientas so´lidas para su solucio´n.
Los objetivos espec´ıficos a desarrollar en este cap´ıtulo incluyen:
• Una descripcio´n de los resultados anal´ıticos relacionados con el PED que se
considerara´n a lo largo de esta tesis. Estos resultados se basan en desarrollos
generados a partir de la formulacio´n teo´rica del electromagnet´ısmo.
• Ya que estaremos considerando modelos diele´ctricos realistas basados en geo-
metr´ıas generadas a partir de la anatomı´a humana, es preciso utilizar me´todos
nume´ricos para la resolucio´n del problema EM, por lo que se realizara´ una va-
lidacio´n de estos me´todos, contrastando los resultados de estos con resultados
teo´ricos conocidos.
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• Tambie´n estudiaremos desde el punto de vista del PED, la factibilidad de la
deteccio´n de cambios en ε en el hueso calca´neo a frecuencias de MO mediante
informacio´n u´nicamente de amplitud (mo´dulo de campo ele´ctrico).
3.1. Formulacio´n teo´rica
Consideremos un medio homoge´neo caracterizado por la permitividad comple-
ja Ô. Tomando el rotor de la Ec. 2.1, se obtiene:
∇×∇× E(r)− ω2µÔE(r) = −jωµJ0(r) (3.1)
Esta constituye la ecuacio´n de onda para el campo ele´ctrico (tridimensional, a nivel
general). No obstante, a lo largo de esta tesis, estaremos considerando principalmen-
te el caso bidimensional (excepto cuando se indique expl´ıcitamente lo contrario).
Ya que estaremos trabajando principalmente con este caso, nos referiremos a E
como Ez y a r como rt, siendo t la componente transversal del campo y z, el eje
perpendicular al plano donde se realice el ca´lculo. Este tipo de ecuaciones, requieren
condiciones de contorno adecuadas basadas en teoremas de unicidad. Las condi-
ciones ma´s relevantes que deben ser satisfechas son las Condiciones de Radiacio´n
de Silver-Mu¨ller. El campo electromagne´tico generado en una regio´n sin contorno
(radiacio´n de espacio libre) por la corriente J0, satisfaciendo la Ec. 3.1 con sus
respectivas condiciones de contorno, para el caso bidimensional, puede expresarse
en forma integral como sigue:
Ez(rt) = jωµ
Ú
S
J0(rÍt)G2D(rt/rÍt)drÍt (3.2)
donde G2D(r/rÍ) es la dia´dica del tensor de Green [82]:
G2D(rt/rÍt) =
j
4H
(2)
0 (kb |rt − rÍt|) (3.3)
donde kb es el nu´mero de onda en el medio de propagacio´n y H(2)0 es la funcio´n de
Hankel de segundo tipo de orden cero.
3.1.1. Campo ele´ctrico de una l´ınea de corriente infinita
La principal fuente de excitacio´n que estaremos usando en esta tesis, corres-
ponde al campo emitido por una antena transmisora tipo monopolo (cil´ındrico). A
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nivel experimental, este puede ser emulado por la extensio´n del conductor central
de un cable coaxial (ver Fig. 3.6), usualmente de 1/4 de λb (longitud de onda en el
medio de propagacio´n). El campo producido por una fuente de este tipo, se asemeja
en forma bidimensional al de una fuente de tipo l´ınea de corriente infinita, la cual
es una de las aproximaciones que estaremos considerando a lo largo de esta tesis.
Dicho campo fue´ descrito por [83] y puede expresarse:
E(r) = −I ωµ4 H
(2)
0 (kr)zˆ (3.4)
donde I es la amplitud de la corriente y r la componente radial.
3.1.2. Dispersio´n por un objeto diele´ctrico
Cuando existe un objeto presente en el medio de propagacio´n, el campo pro-
ducido por la fuente interacciona con este y la distribucio´n de campo se ve afectada
por la presencia del dispersor. La situacio´n es esquematizada en la Fig. 3.1. En este
caso, un objeto caracterizado por ε y µ (dependientes de r), inmerso en un medio
homoge´neo caracterizado por εb y µb.
r
Einc
y
z
x
εb, μb
ε, μ
Figura 3.1: Dispersio´n electromagne´tica por un objeto inhomoge´neo.
El campo perturbado (el u´nico que es posible medir en presencia del objeto
dispersor), se denota como E. Este es diferente del campo generado por la fuente
cuando el objeto no esta´ presente, este u´ltimo se denomina campo incidente y se
denota Einc, el cual se puede calcular directamente mediante la Ec. 3.2. El llamado
campo disperso, puede escribirse como:
Escat(r) = E(r)− Einc(r) (3.5)
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El campo perturbado E, es usualmente denominado campo total (denotado
tambie´n como Et). Si el objeto se encuentra totalmente caracterizado por sus pro-
piedades diele´ctricas y se desea calcular el campo disperso o el total, esto se conoce
como el PED. La Ec. 3.2, al aplicar el Principio de Equivalencia, se transforma en:
E(rt) = Ezinc(rt) + jωµb
Ú
So
τ(rÍt)Ez(rÍ) ·G2D(rt/rÍt)drÍt (3.6)
donde
τ(rÍt) = jω[Ô(rt)− Ôb] (3.7)
es la funcio´n objetivo o potencial de dispersio´n. En el PED, la Ec. 3.6 debe ser
resuelta para todo rt. Esta es la Ecuacio´n Integral de Fredholm de segundo tipo,
en la cual, la u´nica inco´gnita es el vector de campo ele´ctrico total E.
En aplicaciones pra´cticas, una solucio´n de esta ecuacio´n generalmente puede
obtenerse mediante me´todos nume´ricos como los que se describira´n en la seccio´n
3.2. Para un desarrollo ma´s detallado de la formulacio´n teo´rica del PED, ver [75].
En resumen, lo que llamamos el PED consiste en hallar E(r) conociendo τ(r)
y las caracter´ısticas f´ısicas de la(s) OEM con que “iluminamos” el dispersor.
3.1.3. Dispersio´n por un cilindro diele´ctrico infinito
Un caso particular u´til para la validacio´n del campo disperso con modelos
nume´ricos, la cual se utilizara´ ma´s adelante, es la solucio´n bidimensional para Escat
en coordenadas cil´ındricas. La solucio´n fue propuesta por Arslanagic et al. [84] y es
uno de los pocos resultados teo´ricos que existen, en cuanto a cilindros diele´ctricos
respecta. Corresponde al campo disperso dentro y fuera del radio de un cilindro
diele´ctrico infinito de seccio´n transversal circular de radio a, el cual viene dado para
r > a (fuera del cilindro) por:
Escat(r, φ) = −ωµ0I4
∞Ø
n=−∞
ΨnH(2)n (kbr) ejn(φ−φ
Í) (3.8)
donde el sub´ındice b se utiliza para el medio de acople y Ψn es un coeficiente de la
expansio´n, dado por:
Ψn = H(2)n (kbrÍ)
J Ín(kba)Jn(kca)− µ0kcµckbJn(kba)J Ín(kca)
µ0kc
µckb
J Ín(kca)H
(2)
n (kba)− Jn(kca)H Ín(2)(kba)
. (3.9)
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Aqu´ı Jn es la funcio´n de Bessel de o´rden n y el sub´ındice c se utiliza para el cilindro.
Los para´metros kb = ω
√
µbÔb y kc = ω
√
µcÔc son los nu´meros de onda del medio de
acople y del cilindro, respectivamente.
Para r < a (dentro del cilindro), la solucio´n del campo total Et, viene dada
por:
Et(r, φ) = −ωµ0I4
∞Ø
n=−∞
χnJn (kcr) ejn(φ−φ
Í) (3.10)
donde χn es un coeficiente de la expansio´n dado por:
χn = H(2)n (kbrÍ)
Jn(kba)H Ín(2)(kba)− J Ín(kba)H(2)n (kba)
Jn(kca)H Ín(2)(kba)− µ0kcµckbJ Ín(kca)H
(2)
n (kba)
. (3.11)
La implementacio´n nume´rica que realizamos de estas soluciones, se encuentra en el
mo´dulo Python funciones canonicos.py disponible en l´ınea en el repositorio: https:
//github.com/fajardofje/Redes_Neuronales_Para_MWT/.
3.2. Me´todos nume´ricos implementados en la solucio´n del
PED
Comu´nmente, las geometr´ıas involucradas en el PED en casos de utilidad
pra´ctica son irregulares y no pueden ser descritas de forma anal´ıtica, por lo que se
recurre a diversas herramientas nume´ricas. En alta frecuencia, el rango de intere´s
de esta tesis, existen tres me´todos nume´ricos que se utilizan: Me´todo de los Mo-
mentos (MoM), me´todo de Diferencias Finitas en Dominio de Tiempo (FDTD), y
Me´todo de Elementos Finitos (FEM). FDTD es utilizado ampliamente a lo largo
de esta tesis, dado que es el me´todo que se aplicara´ tanto en el problema directo
como en el inverso (sera´ descripto con cierta profundidad en el Ape´ndice A). El
FEM sera´ utilizado solamente en su versio´n 3D para validar la aproximacio´n de
2D utilizada en el me´todo inverso (comentado en Ape´ndice B). Adicionalmente, un
ejemplo del Me´todo de los Momentos es descripto en el Ape´ndice D. A continuacio´n
comentaremos brevemente los dos primeros dado que son los ma´s utilizados en esta
tesis.
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3.2.1. Me´todo de Diferencias Finitas en el Dominio del
Tiempo
El Me´todo de Diferencias Finitas en el Dominio del Tiempo (FDTD), consti-
tuye uno de los me´todos nume´ricos ma´s robustos para la solucio´n de las Ecuaciones
de Maxwell (Ecs.[2.1]-[2.4]). El punto de partida del algoritmo es la discretizacio´n
del espacio en una grilla de ancho fijo. En particular, el software utilizado (MIT
Electromagnetic Equation Propagation) MEEP [85], usa la discretizacio´n de cel-
da de Yee, la cual alterna los campos ele´ctrico y magne´tico en tiempo y espacio,
con cada componente de campo compensada por medio pixel, permitiendo a las
derivadas espacio-temporales ser formuladas como aproximaciones de diferencias
respecto al centro de la celda.
En la Fig. 3.2, se observa una ilustracio´n del elemento fundamental de la
celda Yee bidimensional para los casos de polarizacio´n Transversal Ele´ctrica (TE)
y Transversal Magne´tica (TM). Particularmente esta u´ltima fue utilizada a lo largo
de este trabajo y su desarrollo se muestra en el Ape´ndice A.
TE                     TM
x x
y y
Ey                           Hy
Hz      Ex                    Ez     Hx
Figura 3.2: Pixel de la celda de Yee en 2D para las polarizaciones TE y TM.
Una descripcio´n ma´s exhaustiva del me´todo de FDTD requiere un extenso
desarrollo y se encuentra ma´s alla´ de los objetivos de este trabajo, por lo que se
sugiere referirse a [86–88] para una revisio´n ma´s completa de su formulacio´n, as´ı
como a los detalles de implementacio´n desarrollados en [85]. Particularmente, para
el desarrollo del me´todo FDTD en 2D, se recomienda referirse al Cap´ıtulo 8 de [89].
Condiciones de contorno
Las condiciones de contorno utilizadas en la totalidad de las simulaciones median-
te FDTD a lo largo de esta tesis corresponden a Capas Perfectamente Acopladas
(PML, por sus siglas en ingle´s), las cuales simulan absorcio´n sin reflexio´n en los
bordes de la caja de simulacio´n mediante el artilugio de un material ficticio con es-
tas caracter´ısticas. La formulacio´n de este tipo de medio absorbente fue´ propuesta
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por primera vez en [90].
Fuente puntual
Como se mostrara´ ma´s adelante en la Sec. 3.4.2, el campo de una fuente de u´ni-
ca celda en FDTD se asemeja al de una l´ınea infinita de corriente (Ec. 3.4). No
obstante, consideraciones adicionales deben ser tomadas en cuenta al utilizar como
excitacio´n una sen˜al perio´dica de frecuencia u´nica. Particularmente, el software
MEEP utiliza un encendido de la fuente modulado por una funcio´n tangente hi-
perbo´lica para evitar excitar modos de alta frecuencia encendiendo la fuente de
forma directa. Adicionalmente, debe verificarse que la fuente esta´ encendida du-
rante un tiempo suficientemente largo como para que el estado estacionario alcance
tanto a la antena emisora como a la receptora.
Factor de Courant
Para consideraciones de estabilidad, es importante tomar en cuenta el factor de
Courant, el cual fue´ fijado en un valor de 0,5 a lo largo de este trabajo. Dicho factor
viene dado por la expresio´n S = u∆t/∆x, donde u corresponde a la velocidad de
la luz en el medio, ∆t al paso temporal y ∆x al taman˜o de celda. En general, para
garantizar convergencia se utiliza S ≤ 1 como criterio.
3.2.2. Me´todo de Elementos Finitos
Particularmente en esta tesis, se utilizo´ este me´todo para las simulaciones tridi-
mensionales, las cuales fueron realizadas en colaboracio´n con el Instituto Argentino
de Radioastronomı´a (IAR). Para una revisio´n detallada del me´todo y sus aplica-
ciones a problemas electromagne´ticos, como lo son los problemas que involucran
MO y su interaccio´n con la materia, se pueden ver [91–93].
El Me´todo de Elementos Finitos (Ape´ndice B), constituye un me´todo de dis-
cretizacio´n muy utilizado para resolver Ecuaciones Diferenciales en Derivadas Par-
ciales (PED’s). En comu´n con el MoM, la idea central es reemplazar una funcio´n
desconocida en un dominio por un conjunto de elementos, con forma conocida pero
amplitud desconocida.
El primer paso en una discretizacio´n de este tipo es dividir la estructura en una
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malla de elementos. A diferencia del FDTD, donde la aproximacio´n de los campos
E(r) y H(r) siempre se realiza en una cuadr´ıcula rectangular, el FEM permite
el uso de elementos geome´tricos muy generales y en consecuencia reproducir ma´s
fielmente los dominios a simular. En 3D los elementos que utilizaremos son tetrae-
dros. Como se adelanto´, con el FEM lo que buscamos es representar ma´s fielmente
el potencial setup experimental (incluyendo las antenas monopolo y un recipiente
que contenga el medio de acoplamiento) y, de esta manera, validar el modelo de 2D
utilizado. En la Fig.3.3 muestra un ejemplo de una malla en tres escalas donde se
pueden ver los detalles de cada parte del modelo en orden creciente. En el Cap´ıtulo
4 subseccio´n 4.4 se describen las simulaciones de este sistema.
(A) (B) (C)
Cilindro
Antena 
monopolo
Contenedor
Espacio
vacío
Figura 3.3: Discretizacio´n del modelo 3D con tetraedros. (A) Antena monopolo (no´tese que el
conductor interno junto con el diele´ctrico del coaxial se extendio´ una longitud de aproximadamente
λ/4). (B) Antena monopolo y cilindro dispersor. (C) Caja de simulacio´n: consta de un cubo
(permitividad del vac´ıo) con un cilindro (de permitividad del medio de acoplamiento) que contiene
el cilindro dispersor (ver Cap´ıtulo 4, subseccio´n 4.4) y dos antenas monopolo (transmisora y
receptora).
En alta frecuencia los elementos difieren considerablemente respecto de los ele-
mentos nodales utilizados histo´ricamente en la ingenier´ıa estructural. En el enfoque
nodal el campo es aproximado por sus valores en los nodos, esto funciona bien en
problemas en baja frecuencia. En efecto, en problemas esta´ticos para conectar los
elementos todos los valores en un nodo se establecen iguales en todos los elementos
que comparten el nodo, es decir, se fuerzan a todos los componentes del campo a
ser continuos, aunque esto f´ısicamente no sea as´ı. Se sabe que en una interfaz entre
dos tipos diferentes de material, solo los componentes tangenciales de E(r) o H(r)
deben ser continuos (los campos normales pueden ser discontinuos). Por lo tanto,
con elementos nodales aparecen modos espu´reos que disminuyen la precisio´n del
FEM [92]. Una solucio´n a este problema la constituyen los elementos vectoriales
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(conocidos tambie´n como “edge elements” o elementos de borde o Ne´dele´c). En la
Fig. 3.4 se muestra el tipo de elemento utilizado en esta tesis.
E o H
Figura 3.4: Elemento de Ne´dele´c (o elemento de borde) de primer tipo de grado uno (extra´ıdo
de http://femtable.org/).
Condiciones de contorno
FEM no incorpora automa´ticamente la condicio´n de radiacio´n de Sommerfeld (cam-
po lejano). En la pra´ctica, esto significa que se requiere alguna forma de esquema
de terminacio´n de malla. En particular, la terminacio´n utilizada en esta tesis se
denomina condicio´n de borde de radiacio´n. La idea en este tipo de condicio´n es que
la onda sea radiada a un espacio idealmente infinito.
Fuente
Al ser un modelo completo donde se simula hasta el coaxial que se conecta con la
antena monopolo entonces la excitacio´n o fuente se simula como el campo ele´ctrico
existente dentro del coaxial a la frecuencia determinada que se propaga al mono-
polo.
Resolucio´n
El FEM, para la aplicacio´n de esta tesis, se desarrollo´ en frecuencia. Es decir,
se emplean las ecuaciones diferenciales armo´nicas (para una frecuencia fija, ver
Ape´ndice B). Respecto de la resolucio´n espacial, es posible discretizar de manera
adaptativa la malla (ver Fig. 3.3) y la u´nica limitacio´n es el poder de ca´lculo. El
mallado ma´s fino se implemento´ en la antena (tetraedros de alrededor de 0,2 mm
de lado) y, para el modelo completo fueron utilizados aproximadamente 200.000
elementos.
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3.3. Para´metros S
Definidos por Kurokawa en 1964 [94], los para´metros de dispersio´n se deno-
minan para´metros S por el ingle´s scattering. Estos, adema´s de ser una manera
conveniente de expresar la respuesta de un sistema “visto” desde los puertos (pun-
tos donde las sen˜ales ele´ctricas entran o salen de la red), tambie´n son los para´metros
que a nivel experimental son medidos en los analizadores de redes.
En general una red puede tener cualquier nu´mero de puertos, pero describiremos a
continuacio´n la red de dos puertos, por ser este sistema el que usaremos a lo largo
de esta tesis, donde se utiliza un par de antenas para emisio´n - recepcio´n de sen˜al a
la vez. La definicio´n de los para´metros-S se basa en las llamadas ondas de potencia
ai y bi, las cuales, para puertos de impedancia similar, como los usados en esta
tesis, vienen dadas por:
ai =
1
2
Vi + Z0Iiñ
|Re(Z0)|
(3.12)
bi =
1
2
Vi − Z∗0Iiñ
|Re(Z0)|
(3.13)
donde Zi es la impedancia del puerto i y Z∗i , su complejo conjugado. Vi e Ii son,
respectivamente, las amplitudes complejas de voltaje y corriente en el puerto i. La
relacio´n entre los vectores a y b, cuyas componentes son las ondas de potencia ai
y bi, respectivamente, puede expresarse en forma matricial como:
b = S · a (3.14)
Lo cual, para una red de dos puertos, como la de la Fig. 3.5, se convierte en la
matriz:  b1
b2
 S11 S12
S21 S22
 a1
a2
 (3.15)
donde S11 es el coeficiente de reflexio´n de voltaje del puerto de entrada, S12 es
la ganancia de voltaje inversa, S21 es la ganancia de voltaje directa y S22 es el
coeficiente de reflexio´n del puerto de salida.
3.4. Ana´lisis del campo generado por las antenas
A fin de validar los me´todos nume´ricos utilizados (FDTD y FEM) y conocer
las caracter´ısticas del campo electromagne´tico generado por las antenas monopolo,
Cap´ıtulo 3: Problema electromagne´tico directo 35
a1
a2b1
b2
Figura 3.5: Red de dos puertos. Esquema.
realizamos comparaciones de ambos me´todos entre si. Las caracter´ısticas de cada
una de las simulaciones realizadas es indicada en la seccio´n correspondiente.
3.4.1. Medio de acoplamiento
El medio de acoplamiento utilizado a lo largo de esta tesis, a menos que se in-
dique expl´ıcitamente lo contrario, corresponde a una mezcla de glicerina y agua en
propocio´n 80:20. Las propiedades diele´ctricas de este medio son (εr=28.6 y σ=1.26
Sm−1) y (εr=23.3 y σ=1.30 Sm−1) para frecuencias de 1.1 y 1.3 GHz, respectiva-
mente.
Se elige un medio con estas caracter´ısticas diele´ctricas por diversas razones; una de
ellas, disminu´ır reflexiones debidas al dispersor, por tratarse la dispersio´n en tejido
o´seo de un problema de contraste diele´ctrico relativo alto. De igual manera, debido
a la relativamente alta conductividad del medio, se disminuyen los efectos de au-
toacoplamiento entre antenas. Si bien esto incrementa los requerimientos de rango
dina´mico de los equipos de medicio´n, no disminuye la calidad de la reconstruccio´n,
que de acuerdo a lo indicado en [95], so´lo empeora para valores extremos de σ. Por
el contrario, la eleccio´n de este medio, como se indica en [75], mejora el desempen˜o
de los algoritmos de inversio´n, por poseer propiedades diele´ctricas similares a las
del tejido humano, lo cual disminuye el contraste diele´ctrico y por consiguiente,
disminuyen las no-linealidades en el problema de reconstruccio´n. Adicionalmente,
el cambio en la longitud de onda (relativa a la longitud de onda en el vac´ıo), tam-
bie´n disminuye el espesor del corte 2D reconstru´ıdo. Este hecho fue´ mostrado con
esferas diele´ctricas en [96], lo cual es un hecho importante para esta tesis, en la que
estaremos trabajando con modelos realistas de tejido biolo´gico, caracterizado por
su irregularidad morfolo´gica.
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3.4.2. Campo incidente generado por las antenas
Antena monopolo
Los resultados de simulaciones nume´ricas fueron contrastadas con soluciones teo´ri-
cas para una frecuencia de 1.1 GHz. La caja de simulacio´n tiene 300 mm de lado
en el caso tridimensional y 250 mm de lado en la simulacio´n bidimensional. En la
Fig. 3.6 (A) se muestra un esquema de la extensio´n del conductor central del cable
coaxial que constituye la antena monopolo. En la Fig. 3.6 (B) se observa un corte en
el plano x-z tomado a partir de una simulacio´n tridimensional realizada con FEM,
donde se pueden ver un par de antenas (emisora-receptora). En esta u´ltima ima´gen
se muestran tres alturas (Z1, Z2 y Z3), que corresponden, respectivamente, a los
planos x-y superior, medio e inferior del elemento radiante donde sera´n tomadas
mediciones de validacio´n bidimensionales posteriormente.
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Figura 3.6: (A): Esquema de la extensio´n del conductor central del cable coaxial usado como
antena emisora. (B): Corte transversal del plano x-z mostrando la magnitud del campo ele´ctrico
(logaritmo decimal) calculado mediante FEM para la validacio´n del campo en 3D. Se muestran
las distintas alturas a las que fueron tomados cortes en 2D en la extensio´n del conductor central
del cable coaxial que funge de antena monopolo, a fin de contrastar la solucio´n tridimensional del
FEM con los distintos modelos bidimensionales teo´ricos y nume´ricos.
Campo incidente teo´rico y nume´rico
En la Fig. 3.7 se muestran soluciones teo´ricas y nume´ricas de las magnitudes de
Einc y la diferencia de fase ∆Φ entre el emisor y una determinada posicio´n (con
el medio de acoplamiento u´nicamente), donde se contrasta para propo´sitos de ve-
rificacio´n, las solucio´n teo´rica de la Ec. 3.4 con una simulacio´n implementada con
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el me´todo FDTD en 2D mediante el software MEEP. La diferencia en los bordes
de la simulacio´n se debe al artificio que hace el me´todo nume´rico para simular
condiciones de contorno de absorcio´n total (PML) (Ver [85]). Sin embargo, en las
regiones de intere´s, el campo generado con el me´todo nume´tico se corresponde con
los modelos teo´ricos.
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Figura 3.7: (A): Esquema del plano 2D utilizado para comparar el campo incidente teo´rico
(Ec. 3.4) con resultados de FDTD. Con un punto se indica la posicio´n de la antena emisora y en
l´ınea punteada se indica la posicio´n del corte bidimensional donde se realizo´ la comparacio´n. (B):
Magnitud logar´ıtmica del campo ele´ctrico (teo´rica y simulada con FDTD) a lo largo de x=0. (C):
Variacio´n de la fase respecto al emisor (teo´rica y simulada mediante FDTD) a lo largo de x=0.
A fin de comparar las simulaciones nume´ricas bidimensionales realizadas con
FDTD (fuente puntual) con las tridimensionales realizadas mediante FEM (fuente
tipo monopolo cil´ındrico), generamos mallas tridimensionales de elementos finitos
para un par de antenas (emisora y receptora) y el problema electromagne´tico fue
resuelto con este me´todo (FEM), mediante una geometr´ıa como la mostrada en
la Fig. 3.6. En la Fig. 3.8 se muestra la magnitud logar´ıtmica del campo ele´ctrico
incidente (u´nicamente con el medio de acople). Aqu´ı esta se encuentra normalizada
al valor de la magnitud del campo medido a 10 mm del eje de la antena receptora.
Los experimentos nume´ricos aca´ comparados, corresponden a una simulacio´n 2D
realizada con FDTD mediante una fuente puntual y la calculada con FEM en 3D
para las tres alturas mostradas en la Fig. 3.6. Se observa una importante diferen-
cia entre el decaimiento del campo 2D de FDTD y el de los campos en los cortes
generados con FEM a partir de la simulacio´n tridimensional. (Notar que la escala
de abscisas es logar´ıtmica), por lo que si se desea utilizar el campo ele´ctrico direc-
tamente en algu´n me´todo de inversio´n, se precisa utilizar un me´todo de correccio´n
experimental, como el descrito en [97].
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Figura 3.8: Logaritmo de la magnitud de campo ele´ctrico medida a lo largo de x=0, tomando
como referencia y=0 a 10 mm desde el eje de la antena receptora hasta 10 mm desde el eje de la
antena emisora. Einc corresponde al generado con FDTD.
3.4.3. Dispersio´n de campo ele´ctrico por
cilindros diele´ctricos
En la Fig. 3.9 se muestran soluciones teo´ricas y nume´ricas (utilizando FDTD)
de las magnitudes de Et y de la diferencia de fase ∆Φ entre el emisor y una de-
terminada posicio´n en y para x = 0. Aca´ se tiene como dispersor un cilindro
diele´ctrico infinito de seccio´n transversal circular de 15 mm de radio. Las propieda-
des diele´ctricas del cilindro corresponden a εr = 80, 0 y σ = 1, 9 Sm−1 en una caja
de simulacio´n de 250 mm de lado con el mismo medio acoplante utilizado para el
campo incidente. Para propo´sitos de verificacio´n, las soluciones teo´ricas de las Ec.
3.8 son aqu´ı comparadas con una simulacio´n implementada con el me´todo FDTD
en 2D mediante el software MEEP. Se observa la correspondencia entre los campos
teo´ricos y nume´ricos en las regiones de intere´s.
3.4.4. Comportamiento del para´metro S
En la Fig. 3.10, se muestran simulaciones para cil´ındros diele´ctricos de 3,5 cm
de radio y propiedades diele´ctricas εr = 53, 1 y σ = 1.43 Sm−1 a una frecuencia
de 1,1 GHz, tanto centrados como descentrados. Particularmente, se observa el
comportamiento de la relacio´n |Et|/|Einc| tanto para la simulacio´n 2D generada
mediante FDTD, como para la simulacio´n 3D generada mediante FEM en el plano
Z2 (ubicado al centro del elemento radiante). En la Fig. 3.11, se muestra la misma
relacio´n para el cilindro descentrado a lo largo de x=0, tanto para la simulacio´n
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Figura 3.9: (A): Esquema del plano 2D utilizado para comparar el campo disperso teo´rico (Ec.
3.8) con resultados de FDTD. Con un punto se indica la posicio´n de la antena emisora y en l´ınea
punteada se indica la posicio´n del corte bidimensional donde se realizo´ la comparacio´n. En l´ınea
a rayas se indica la posicio´n de la seccio´n transversal del cilindro. (B): Magnitud logar´ıtmica
del campo ele´ctrico (teo´rica y simulada con FDTD) a lo largo de y=0. (C): Variacio´n de la fase
respecto al emisor (teo´rica y simulada mediante FDTD) a lo largo de y para x = 0.
generada mediante FDTD en 2D como para los distintos cortes 2D generados me-
diante la simulacio´n FEM en 3D. Es preciso recordar que estamos considerando
como para´metro S al coeficiente de transmisio´n y despreciando el coeficiente de
reflexio´n, lo cual, como se menciono´ con anterioridad, constituye una buena apro-
ximacio´n, dadas las caracter´ısticas disipativas del medio de acople.
Si se desprecia el coeficiente de reflexio´n en las mediciones de los para´metros
S (esto es, tomar S12 o S21 en una red de dos puertos sin tomar en cuenta S11 o
S22), lo cual, para el medio conductivo que estamos considerando, es una buena
aproximacio´n, la relacio´n |Et|/|Einc| se vuelve similar a |St|/|Sinc|, siendo |St| el
mo´dulo del para´metro S medido con el dispersor presente (el cilindro en este caso)
y |Sinc| el mo´dulo del para´metro S medido en el medio de acople (sin el objeto
dispersor presente). Dada la similitud de esta relacio´n en el modelo tridimensional
(generado mediante el FEM) respecto al bidimensional (generado mediante FDTD,
el cual fue validado con modelos teo´ricos), la magnitud |St|/|Sinc| puede utilizarse
en me´todos de inversio´n que admitan directamente esta informacio´n, sin requerir
correccio´n emp´ırica.
3.5. Ana´lisis de sensibilidad. Aplicacio´n a la TMO en el
calca´neo
Existen una serie de factores que hacen que el problema de la generacio´n de
ima´genes in vivo del calcaneo mediante TMO sea particularmente desafiante. Por
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Figura 3.10: (A), (B): Relacio´n |Et|/|Einc| generada con FDTD y mediante FEM para Z=Z2,
respectivamente, con un cilindro diele´ctrico centrado. (C), (D): Relacio´n |Et|/|Einc| Generada con
FDTD y mediante FEM para Z=Z2, respectivamente, con un cilindro diele´ctrico descentrado.
ejemplo, una de las dificultades encontradas en los algoritmos de inversio´n es el al-
to contraste entre las propiedades diele´ctricas de tejidos con alto y bajo contenido
acuoso [98]. En particular, el tejido o´seo posee significativamente menos contenido
de agua, respecto al mu´sculo o la piel, y esto se refleja en sus propiedades diele´ctri-
cas en el rango de intere´s de esta tesis [54, 99]. Tambie´n se ha encontrado que el
grosor de los tejidos involucrados en las mediciones puede influir negativamente en
la estimacio´n de las propiedades diele´ctricas. En este sentido, Gilmore et al. [68]
encontraron problemas en la deteccio´n del hueso con microondas cuando el tejido
adiposo subcuta´neo es grueso (particularmente cuando es mayor a 7 mm). En [65],
los autores han evaluado edemas locales estimando el contenido de agua de la grasa
subcuta´nea usando permitividad diele´ctrica a frecuencias de MO. Esto indica que
cambios en el contenido de l´ıquido del tobillo (particularmente notorios en pobla-
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Figura 3.11: Valores de |Et|/|Einc| para las simulaciones FDTD (l´ınea cont´ınua) y FEM (en
las tres alturas mostradas en la Fig. 3.6) a lo largo de un corte en x=0, utilizando como dispersor
un cilindro diele´ctrico descentrado.
ciones mayores), afectan las propiedades diele´ctricas y grosores de la piel y la grasa
subcuta´nea, y consecuentemente, el PED.
El objetivo primario de este ana´lisis de sensibilidad, es evaluar cuantitativamente
co´mo cambios en las propiedades geome´tricas (grosores y a´rea del hueso) y diele´ctri-
cas (permitividad y conductividad) afectan el PED de TMO en el calca´neo. Para
este propo´sito se considero´ la configuracio´n de antenas usadas en la referencia [17]
(ver subseccio´n 3.5.3, Fig. 3.12 (f)). En este sentido, simulamos escenarios de cam-
bios fisiolo´gicos probables en grosores tanto del hueso cortical como de la piel,
prestando especial atencio´n a la sensibilidad del modelo respecto a variaciones de
las propiedades diele´ctricas del hueso trabecular.
La definicio´n de sensibilidad para sistemas de ima´genes de MO, se encuentra au´n
en discusio´n en la literatura [100]. Tal definicio´n puede ser usada como una he-
rramienta para estudiar la factibilidad de aplicar la TMO a una zona particular
del cuerpo. En este sentido, se proponen ambos, un ana´lisis de sensibilidad local y
uno global. La definicio´n del primero fue inspirado en [100] y el segundo se baso´
en el Me´todo de Morris [101] (ver Ape´ndice C). Estos me´todos se evaluaron en los
para´metros de dispersio´n (para´metros S) so´lo para el mo´dulo del campo ele´ctrico,
aunque tambie´n realizamos la evaluacio´n del comportamiento de la fase en [102].
3.5.1. Ana´lisis de sensibilidad local
En general, un ana´lisis de sensibilidad de un sistema se centra en estudiar
la mı´nima variacio´n de un para´metro de entrada (xi) que resulte en una salida
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detectable (y). En el caso de la aplicacio´n al calca´neo, la salida corresponder´ıa
a los para´metros S en respuesta a cambios de permitividad y conductividad de
cualquiera de los tejidos involucrados, o cambios en los grosores de la piel o el
hueso cortical. En particular, se propone una funcio´n y(x) que se calcula a partir
de magnitudes medibles (para´metros S), do´nde x es un vector conteniendo a todas
las entradas del modelo.
A fin de definir la salida del modelo para el ana´lisis de sensibilidad local, en las
simulaciones se toman los para´metros S como el coeficiente de transmisio´n entre
la antena j (transmisor Tx) y la antena k (receptor Rx). Esto es, Sjk = Ekz /Ejz ,
donde Ekz es el mo´dulo de campo ele´ctrico en Rx y Ejz en Tx, ambos en la direccio´n
z. El promedio del valor absoluto de los para´metros-S de los receptores do´nde las
variaciones resultaron mayores respecto al medio de acoplamiento, fue calculado
para todo el sistema. Particularmente, en la configuracio´n aqu´ı evaluada, las siete
antenas opuestas al transmisor poseen las mayores variaciones. Por ejemplo, para
la antena transmisora Tx = 0, el para´metro calculado para el campo esta´ dado por:
sj=0 =
1
7
11Ø
k=5
|S0k|. (3.16)
Por lo que, la salida se define como:
y = 1
N
N−1Ø
j=0
sj (3.17)
donde N es el nu´mero de antenas transmisoras consideradas. Por ejemplo, si se usa
u´nicamente el transmisor Tx = 0, entonces y = s0.
Para captar los cambios en la salida y del modelo, se calcula la pendiente de este
para´metro respecto a cambios en los para´metros de entrada xi. Estos pueden ser, el
grosor de algu´n tejido o las propiedades diele´ctricas de un tejido en particular. Por
ejemplo, si se evalu´an lo efectos de los cambios de la conductividad de la piel σP
sobre los cambios en el mo´dulo del campo medido, se estima ∂sj/∂σP ajustando una
relacio´n lineal. Esto da un estimado de la sensibilidad del modelo en ese particular
par entrada-salida del mismo.
3.5.2. Ana´lisis de sensibilidad global
Los me´todos de sensibilidad local poseen la desventaja de proveer informa-
cio´n u´nicamente en el punto base donde las derivadas son calculadas, sin tomar en
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cuenta el resto de los intervalos de variacio´n de los factores de entrada ni las inter-
acciones entre estos. Se han propuesto diversos me´todos de sensibilidad global con
el fin de que el ana´lisis sea ma´s robusto respecto del ana´lisis local [101, 103–106].
Con este objetivo se escogio´ el Me´todo de Morris [107] (ver Ape´ndice C) con las
modificaciones de Campolongo et al. [101] debido a su eficiencia computacional, ya
requiere un menor nu´mero de evaluaciones del modelo comparado con otros me´to-
dos. A pesar de que es considerado ma´s cualitativo que cuantitativo, no requiere un
elevado muestreo en cada variable de entrada. El me´todo se implemento´ en forma
nume´rica haciendo uso de la librer´ıa de Python Salib [108] disen˜ada espec´ıficamente
para llevar a cabo ana´lisis de sensibilidad mediante diversos me´todos, incluyendo
el de Morris.
3.5.3. Me´todos y Resultados
Planificacio´n de las simulaciones nume´ricas
En la Fig. 3.12 se muestran cortes coronales de Tomograf´ıa Computarizada
(CT) separados 4 mm entre si. Estos cortes fueron usados para construir cinco
geometr´ıas en 2D. Un ejemplo del modelo realista basado en la Fig. 3.12 (a), se
muestra en la Fig. 3.12 (f). Como all´ı se aprecia, la geometr´ıa del tobillo se dividio´
en cuatro regiones: piel (I), mu´sculo y/o tendo´n (II), hueso cortical (III) y hueso
trabecular (IV). Estas regiones poseen diferentes propiedades diele´ctricas, como se
describira´ ma´s adelante. El resto de la caja de simulacio´n esta´ llena con un medio
de acoplamiento de glicerina y agua en proporcio´n 80:20.
Hemos escogido como arreglo geome´trico para la TMO, la configuracio´n de antenas
de [17]: un arreglo circular de 16 antenas monopolo equiespaciadas angularmente,
dispuestas en un c´ırculo de 15,2 cm de dia´metro. Como se viera en la Seccio´n 3.4, las
antenas monopolo, son adecuadas para la simulacio´n, ya que pueden ser modeladas
como l´ıneas de corriente (una fuente puntual en 2D).
Las ecuaciones de Maxwell (Ecs. 2.1· · · 2.4) fueron resueltas de forma nume´rica
mediante el me´todo de FDTD, implementado en MEEP. El modelo es iluminado
con una onda Ez ∝ ejωt, do´nde ω = 2πf y f es la frecuencia de 1,3 GHz. La onda se
encuentra polarizada en el eje z (paralelo al eje de las antenas), es transmitida desde
la antena Tx y recibida por el resto de las antenas Rx. La resolucio´n espacial de la
grilla es de 0,5 mm, el factor de Courant fue de 0,5. Las condiciones de contorno
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Tx = 4
Tx = 0
(f)
II
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(g)
Figura 3.12: Geometr´ıa del modelo. (a-e): Los cinco cortes coronales espaciados 4 mm entre si.
(f): Regiones definidas para construir los modelos de simulacio´n. Los puntos blancos representan
las antenas en el arreglo circular (el dia´metro de las antenas se encuentra exagerado para efectos
de visualizacio´n). (g): Corte tomogra´fico bidimensional sobre la estructura o´sea (tridimensional)
del pie´ a modo de referencia.
fueron del tipo PML.
Las propiedades diele´ctricas asignadas a los distintos tejidos, si no se especifica de
otra manera, corresponde a la frecuencia de 1,3 GHz, una temperatura de 37 oC
para tejido humano in vivo. Como fue´ indicado en la Tabla 2.1, la mayor´ıa de las
propiedades diele´ctricas de los tejidos involucrados en el modelo, como es usual en
la literatura, fueron tomados del trabajo de Gabriel et al. [54] (y las referencias all´ı
citadas), ahora disponible en l´ınea y actualizado por [69]. Aunque los datos de [54]
son aceptados por la comunidad cient´ıfica, existen diversos trabajos posteriores
que han medido propiedades diele´ctricas de tejidos in vivo. A continuacio´n sera´n
descritas las propiedades diele´ctricas de los tejidos considerados desde la regio´n
ma´s externa a la ma´s interna (I a IV).
La primera regio´n es la piel, (ver Tabla 2.1). Segu´n lo discutido en la Seccio´n 2.4,
se le asigno´ un rango de propiedades diele´ctricas a la piel de εr ∈ [28, 0 − 46, 8] y
σ ∈ [1, 00− 1, 08] Sm−1.
La segunda regio´n es la que comprende el tejido muscular y tendones. Para esta
regio´n (mu´sculo y/o tendo´n), los distintos estudios discutidos en la Seccio´n 2.4,
cubren un rango de εr ∈ [29, 0− 70, 0] y σ ∈ [0, 90− 1, 55] Sm−1.
La tercera regio´n corresponde a la capa de hueso cortical que circunda al hueso
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Tabla 3.1: Rango simulado de las propiedades diele´ctricas (a 1,3 GHz) y los grosores
de los tejidos involucrados.
Regio´n εr σ (Sm−1) Grosor (mm)
I [28,0 - 46,8] [1,00 - 1,08] [1,46 - 2,88]
II [29,0 - 70,0] [0,90 - 1,55] -
III 12,1 0,20 [0,50 - 3,00]
IV [12,5 - 20,1] [0,44 - 0,92] -
Medio de acoplamiento 23.3 1.30 -
trabecular del calca´neo. Resulta dif´ıcil encontrar medidas in vivo de este tejido en
el rango de frecuencias de intere´s. Las u´nicas medicio´nes disponibles (de [53]) son
de cra´neo ovino y tibia humana in vitro (ver Tabla 2.1). Por tanto, se mantuvieron
estos valores para esta regio´n.
El hueso trabecular es la cuarta regio´n y la regio´n de mayor intere´s de esta tesis.
Como se comentara en la Seccio´n 2.3, este tejido ha sido medido in vitro por
Irastorza et al. [11] en poblacio´n de edad avanzada a 1,2 GHz. En este estudio se
obtuvieron valores mayores a los presentados por [53] en cra´neo ovino. Los datos
en [54] fueron medidos a 19 oC en muestras humanas in vitro, arrojando valores
de εr de 18,2 y de σ de 0,38 Sm−1. Hasta la fecha, las u´nicas mediciones in vivo
fueron llevadas a cabo por Meaney et al. [7]. Los valores aqu´ı presentados van
desde εr = 12, 5 hasta 16,7 y σ = 0, 53 hasta 0,92 Sm−1. Basa´ndonos en esto,
hemos asignado los rangos εr ∈ [12, 5− 20, 1] y σ ∈ [0, 44− 0, 92] Sm−1.
Los grosores de las regiones I y III tambie´n fueron variados. Para el grosor de la piel
(STh) fue considerado el rango de referencia de [109]. Para el grosor de la regio´n III
(capa cortical), los rangos simulados se basaron en las referencias [110,111], do´nde
se usa tomograf´ıa perife´rica de alta resolucio´n para evaluar la arquitectura del tejido
o´seo. En estas referencias, a pesar de que no se realizaron mediciones espec´ıficas
en el calca´neo, se efectuaron mediciones en diferentes muestras con hueso cortical
y trabecular (tibia distal y radio distal). Los grosores corticales (CTh) resultantes
fueron asignados en el rango de 0,5 mm a 3,0 mm. Los rangos simulados, tanto
de propiedades diele´ctricas como de grosores, son resumidos en la Tabla 3.1. Se
realizaron una serie de simulaciones intensivas para ser utilizadas en el me´todo de
sensibilidad local. El para´metro y (Ec. 3.17) se calculo´ para cada una de ellas. Para
las regiones I y III, se simularon tres valores equiespaciados para STh y CTh. De
igual forma para εr y σ en la regio´n I. Para las regiones II y IV, cinco valores
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de εr y σ fueron simulados. Esto fue calculado para los transmisores j = 0 · · · 15,
lo cual hace 330 simulaciones por cada corte coronal, resultando en 5×330=1650
simulaciones.
La relacio´n A´rea del Hueso / A´rea Total (BA/TA) de todos los cortes fue calculada,
a fin de compararlos entre si y evaluar la posicio´n ma´s adecuada para una eventual
aplicacio´n 2D. Los valores obtenidos desde el corte (a) al (e) (Fig. 3.12) fueron,
respectivamente: 0,162, 0,179, 0,189, 0,219 y 0,237. El a´rea del calca´neo permanece
aproximadamene constante en todos estos cortes, alrededor de 0,0036 m2.
Resultados del ana´lisis de sensibilidad local
Las Figs. 3.13 y 3.14 ilustran los resultados de las variaciones de las propieda-
des diele´ctricas del hueso trabecular (regio´n IV). Los patrones fueron obtenidos
calculando |Sjks |/|Sjkb |, donde los sub´ındices s y b se refieren, respectivamente al
para´metro S (coeficiente de transmisio´n) medido con el dispersor y al para´metro
S medido con el medio de acoplamiento u´nicamente. Los resultados aqu´ı mostra-
dos corresponden a dos cortes con geometr´ıas marcadamente diferentes, as´ı como
con relaciones BA/TA diferentes (cortes de la Fig. 3.12 (a) y (e)) para las antenas
transmisoras Tx = 0 y Tx = 4. La Fig. 3.13, corresponde al corte de la Fig. 3.12
(a) y la Fig. 3.14 corresponde al corte de la Fig. 3.12 (e). Las magnitudes de las
variaciones aqu´ı mostradas se encuentran entre dos y cuatro veces las obtenidas
para el medio de acoplamiento solo. Este hecho demostrar´ıa que hay variaciones en
los patrones atribu´ıbles a este u´nico para´metro, las cuales, al menos desde el punto
de vista del PED constituye evidencia de la factibilidad de detectar mediante TMO
cambios en las propiedades diele´ctricas del hueso trabecular del calca´neo. Tambie´n
debe notarse que, al ser los cortes marcadamente diferentes en su relacio´n BA/TA
y morfolo´gicamente en general, los patrones resultantes son consecuentemente, di-
ferentes entre si; por ejemplo, para el transmisor Tx = 0, mientras la columna 1
muestra tres ma´ximos, la columna 2 muestra dos. En el caso del transmisor en
Tx = 4, en ambos cortes se muestran dos ma´ximos, aunque en un caso son ma´s
sime´tricos que en el otro.
La Fig. 3.15 (A) muestra un ejemplo de y (usando la Ec. 3.17) para el corte de
la Fig. 3.12 (a) con N=16. El rango de variacio´n de los para´metros de entrada (ver
Tabla 3.1) fue escalado al intervalo [0,1]. En cuanto al efecto de cambiar (localmen-
te) las propiedades diele´ctricas del tejido, los resultados muestran cualitativamente
que el mu´sculo/tendo´n (regio´n II), en particular su conductividad tiene la mayor
influencia sobre el coeficiente de transmisio´n. Su permitividad relativa, de igual
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Figura 3.13: Patrones de coeficientes de transmisio´n normalizados |Sjks |/|Sjkb |. Las l´ıneas re-
presentan los coeficientes de transmisio´n normalizados en todo el c´ırculo donde las antenas esta´n
dispuestas, los s´ımbolos ma´s pequen˜os (puntos, tria´ngulos y cuadrados), el valor correspondiente
de una antena en particular. (a), (b) corresponden, respectivamente a patrones variando εr de
la regio´n IV: l´ınea negra continua, roja punteada, verde continua, amarilla punteada y azul con-
tinua, corresponden, respectivamente a εr =12,5, 14,4 , 16,3, 18,2 y 20,1. (c), (d) corresponden,
respectivamente a patrones variando σ de la regio´n IV: l´ınea negra continua, roja punteada, verde
continua, amarilla punteada y azul continua, corresponden, respectivamente a σ = 0,44, 0,56,
0,68, 0,80 y 0,92 Sm−1. La posicio´n del transmisor se encuentra sen˜alada con un c´ırculo azul. La
geometr´ıa de la simulacio´n corresponde al corte coronal de la Fig. 3.12 (a).
manera parece tener mayores efectos que las propiedades diele´ctricas del hueso tra-
becular (regio´n IV). El resto de los para´metros poseen considerablemente menor
efecto en la salida del modelo. Las l´ıneas representadas en la Fig. 3.15 (A) son el
ajuste lineal, cuyas pendientes son usadas para aproximar ∂y
∂xi
para cada corte. La
evaluacio´n de los efectos de la relacio´n BA/TA en el modelo se muestran en la Fig
3.15 (B). All´ı pueden verse los valores de
--- ∆y∆xi --- ≈ --- ∂y∂xi --- para los ocho para´metros de
entrada en cada corte. Se observa que a mayor BA/TA es menor la sensibilidad de
los ocho para´metros.
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Figura 3.14: Misma leyenda de la Fig. 3.13, pero la geometr´ıa de la simulacio´n corresponde al
corte coronal de la Fig. 3.12 (e).
Resultados del ana´lisis de sensibilidad global
Como se describio´ anteriormente, en el Me´todo de Morris, una medida grande de
la tendencia central (µ∗) indica una entrada con una importante influencia en la
salida y un valor alto de la desviacio´n sta´ndar (Std) indica una entrada con un
efecto no lineal en la salida o una entrada involucrada en interacciones con otra(s).
La Fig. 3.16 muestra el resultado de e´ste ana´lisis. Para todos los casos (posicio´n del
transmisor y corte) los valores ma´s altos de µ∗ fueron obtenidos para las propiedades
diele´ctricas de la regio´n II (mu´sculo y/o tendo´n). Esto significa que su efecto es
cuantitativamente mayor al de las propiedades diele´ctricas del hueso trabecular
(regio´n IV). Estos resultados esta´n -en buena medida- en concordancia con los
resultados del ana´lisis de sensibilidad local, aunque la discrepancia en el grado de
influencia de la permitividad de la regio´n II puede explicarse con el valor elevado
de Std, lo cual indicar´ıa efectos no lineales e interacciones con otras variables, no
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Figura 3.15: (A): Salida y (Ec. 3.17) con N=16 para el corte de la Fig. 3.12 (a) (el que posee
el menor valor del para´metro BA/TA). Las l´ıneas azules continuas, de rayas rojas, y las verdes
de puntos y rayas, corresponden, respectivamente a las variaciones de las propiedades diele´ctricas
(PD) de las regiones I, II y IV. C´ırculos son usados para la conductividad (σ) y cuadrados para
la permitividad relativa (εr). Los tria´ngulos amarillos y negros corresponden, respectivamente, a
variaciones de los grosores CTh y STh. Todas las l´ıneas representan el ajuste lineal de primer o´rden
usado para aproximar ∂y∂xi . (B): Estimacio´n de la sensibilidad local como funcio´n de la relacio´n
BA/TA. Las l´ıneas azules continuas, de rayas rojas, y las verdes de puntos y rayas, corresponden a
variaciones de las propiedades diele´ctricas de las regiones I, II y IV, respectivamente. Los c´ırculos
son usados para la conductividad (σ) y los cuadrados para la permitividad relativa (εr). Los
tria´ngulos amarillos y negros son usados, respectivamente, para las variaciones de los grosores
CTh y STh.
captadas por el ana´lisis de sensibilidad local.
3.5.4. Limitaciones del estudio
Este ana´lisis de sensibilidad tiene ciertamente limitaciones que sera´n comenta-
das a continuacio´n. En primer lugar, los objetivos han sido enfocados u´nicamente
en el PED, por lo que, efectos relacionados a los algoritmos de inversio´n, no fueron
cuantificados. En segundo lugar, aunque el talo´n humano es una geometr´ıa tridi-
mensional complicada, hemos presentado modelos bidimensionales. Desde un punto
de vista teo´rico, una condicio´n para asumir una geometr´ıa bidimensional es que el
objeto a ser inspeccionado tiene una forma elongada respecto al eje Z, sin embar-
go, considerar un modelo bidimensional para resolver el PED y llevar a cabo un
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PD de región II
PD de región IV
Figura 3.16: Resultados del ana´lisis de sensibilidad mediante el me´todo de Morris. Los resultados
para los cortes de la Fig. 3.12 (a) y (e) se presentan en rojo y azul, respectivamente. Los tria´ngulos
hacia arriba y hacia abajo representan los resultados utilizando Tx = 0 y Tx = 4, respectivamente.
Se representan con una circunferencia roja a trazos los valores con mayor sensibilidad (para las
propiedades diele´ctricas de la regio´n II). Los resultados para la variacio´n de las propiedades
diele´ctricas del hueso trabecular (regio´n IV) son identificados con una circunferencia amarilla
continua.
ana´lisis de sensibilidad tiene ciertas ventajas; con la perspectiva de una aplicacio´n
experimental, si bien esta´ claro que la propagacio´n del campo electromagne´tico
es en 3D, la mayor´ıa de los algoritmos de reconstruccio´n han sido desarrollados
en 2D, esto debido principalmente al incremento significativo en cuanto a costos
computacionales asociados a la implementacio´n de estos me´todos en 3D, lo cual
va en la misma direccio´n de este trabajo, en el cual se lleva a cabo un ana´lisis
de sensibilidad con un costo computacional relativamente bajo. Por otro lado, ya
que hemos basado este trabajo en el montaje experimental desarrollado por [17],
los resultados presentados por el mismo grupo en un trabajo previo [112], conclu-
yen que la aproximacio´n 2D puede proveer informacio´n importante sin recurrir a
aproximaciones 3D, las cuales resultan mucho ma´s costosas en cuanto a consumo
de tiempo y a nivel computacional. En tercer lugar, se considero´ unicamente un
modelo TM 2D con cuatro regiones. Para la regio´n II, el tendo´n tambie´n pudiese
ser considerado. Sin embargo, la falta de informacio´n en cuanto a las propiedades
diele´ctricas de este tejido, hubiese hecho menos confiable su simulacio´n, por lo que
se considero´ que el rango cubierto en las simulaciones es lo suficientemente amplio
como para abarcarlo. No obstante, la regio´n del tendo´n que conecta al calca´neo y
las regiones ocupadas por tendones pudiesen tener diferentes propiedades diele´ctri-
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cas (ver zonas ma´s claras en la regio´n II en la Fig 3.12 (a-e)). Sin embargo, el a´rea
cubierta por este tejido es ma´s pequen˜a que el a´rea cubierta por el calca´neo, por
lo que consideramos que los resultados no cambian significativamente. En cuarto
lugar, se considero´ unicamente la frecuencia de 1.3 GHz, esto pensando en una
posible aplicacio´n a esta frecuencia o frecuencias relativamente cercanas en las que
se espera que el comportamiento de las propiedades diele´ctricas sea similar y no
cambie sustancialmente los resultados de este estudio. Finalmente, en cuanto a una
eventual validacio´n experimental, deben considerarse otras variables tales como el
rango dina´mico y la relacio´n sen˜al-ruido (SNR) del equipo de adquisicio´n. De acuer-
do a los resultados nume´ricos aqu´ı reportados, el rango dina´mico necesario para
medir cambios en las propiedades diele´ctricas del hueso trabecular ser´ıa del o´rden
de 50 dB (calculados como 20 log(Sjmax/∆Sjmin)). Sin embargo, dado que las an-
tenas monopolo y el medio de acoplamiento conductivo pudiesen reducir au´n ma´s
la eficiencia de la implementacio´n, un mayor rango dina´mico podr´ıa ser necesario.
No obstante, el sistema de adquisicio´n propuesto recientemente por [113], posee un
rango dina´mico (cercano a los 110 dB), lo cual indicar´ıa la factibilidad de detectar
cambios en las propiedades diele´ctricas del hueso trabecular utilizando TMO.
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Cap´ıtulo 4
Problema electromagne´tico inverso
En contraparte al PED, como se describio´ en el cap´ıtulo 3, donde se resuelve el
campo E(r) conociendo la distribucio´n de τ(rÍ) (recordando que τ(rÍ) es el contraste
diele´ctrico o potencial de dispersio´n dado por la expresio´n 3.7), el PEI se centra en
la recuperacio´n de la distribucio´n espacial de las propiedades diele´ctricas del objeto
dispersor mediante una serie de n mediciones discretas de E realizadas en locaciones
espec´ıficas del espacio. Un gran nu´mero de me´todos han sido desarrollados los cuales
se basan en la formulacio´n teo´rica del problema electromagne´tico. La eleccio´n de
uno u otro depende en gran medida de la naturaleza del dispersor, el instrumental
disponible, el grado de precisio´n requerido en la reconstruccio´n y en general, de la
aplicacio´n en particular que se esta´ considerando.
4.1. Formulacio´n teo´rica
A partir de la Ec. 3.6, considerando la Fig. 4.1, se tienen dos casos: el primero
con r ∈ Vm (en el dominio de medicio´n) y el segundo con r ∈ Vo (en el dominio de
investigacio´n). Estos casos se conocen, respectivamente, como ecuacio´n de datos y
ecuacio´n de estado. De esta forma, el PEI puede verse como la bu´squeda del objeto
que produce una distribucio´n de E(r) que concuerda con la que se mide en Vm.
El problema principal del PEI radica en que, si bien se tiene un conjunto de me-
diciones, en casos reales, estas esta´n afectadas por el ruido y el error de medicio´n y
por tanto, puede no existir un objeto que produzca con exactitud esta distribucio´n.
Por esta razo´n se dice que el PEI es un problema mal condicionado: si el operador
A es tal que Af = g ( siendo g y f elementos de los espacios normados X e Y ,
respectivamente) entonces no existe, en general, el operador A−1 tal que A−1g = f .
El mal condicionamiento es una propiedad bastante comu´n de los PEI que dificulta
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Einc
εb, μb
ε, μ
Dominio de 
investigación
Dominio de 
medición
Objeto dispersor
Figura 4.1: Configuracio´n general del PEI, mostrando los dominios de medicio´n y de investiga-
cio´n.
su solucio´n. Normalmente este inconveniente puede resolverse utilizando procedi-
mientos de regularizacio´n. Esto es, reemplazar el problema original mal condicio-
nado por uno bien condicionado, en el cual se agrega alguna informacio´n adicional.
Sin embargo, incluir dicha informacio´n implica disponer de algu´n conocimiento del
comportamiento de la solucio´n del problema original. Esta informacio´n se conoce
como informacio´n a priori. En problemas de TMO, esta puede estar relacionada
con las propiedades f´ısicas del objeto a ser inspeccionado, tal como su extensio´n
espacial, el nivel de ruido de los datos medidos o el nivel de contraste entre las
propiedades diele´ctricas del objeto y las del medio de acoplamiento, entre otras.
A lo largo de este trabajo, puesto que se esta´ considerando en particular el PED
y el PEI en dos dimensiones, esto es, extensio´n infinita en el eje z y modo trans-
versal magne´tico TM, la ecuacio´n de datos y la ecuacio´n de estado, vienen dadas,
respectivamente por las Ecs. 4.1 y 4.2:
Ez(rt) = Eincz(rt) + jωµb
Ú
So
τ(rÍt)Ez(rÍt)G2D(rt/rÍt)drÍt, rt ∈ Sm (4.1)
Ez(rt) = Eincz(rt) + jωµb
Ú
So
τ(rÍt)Ez(rÍt)G2D(rt/rÍt)drÍt, rt ∈ So (4.2)
donde rt = xi˘ + yj˘ es la componente transversal de r, G2D la funcio´n de Green
bidimensional y Sm y So los dominios de medicio´n e investigacio´n, respectivamente
(en el plano x, y).
En particular se busca hallar la distribucio´n de propiedades diele´ctricas τ(rÍt) (Ec.
3.7). Para ello existen diversos me´todos, algunos de ellos sera´n descritos a conti-
nuacio´n.
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4.2. Me´todos determin´ısticos
Me´todo de Born
El Me´todo de Born constituye un ejemplo cla´sico e introductorio de algoritmos
determin´ısticos de inversio´n, el cual se basa en la discretizacio´n del dominio donde
se encuentran los dispersores diele´ctricos (dominio de investigacio´n). Se busca, a
partir de un conjunto de mediciones discretas de campo ele´ctrico, reconstruir las
propiedades diele´ctricas en el dominio de investigacio´n. En la aproximacio´n de
Born (va´lida para dispersores de bajo contraste diele´ctrico), la Ec. 3.6 se aproxima
reemplazando en la integral el campo total E(r) por el campo incidente Einc:
E(r) ≈ Einc(r) + jωµb
Ú
Vo
τ(rÍ)Einc(rÍ) ·G(r/rÍ)drÍ (4.3)
donde la funcio´n de contraste diele´ctrico τ(r) viene dada por la Ec. 3.7. En esta
aproximacio´n, el problema se linealiza, ya que la u´nica inco´gnita que queda es τ(r).
En aplicaciones pra´cticas los dominios pueden ser discretizados mediante diferentes
me´todos. En el ejemplo que describimos seguidamente usamos un procedimiento
que se basa en el Me´todo de los Momentos (MoM) (ver Ape´ndice D).
En el ejemplo en cuestio´n, usamos como elemento dispersor una elipse diele´ctrica
descentrada respecto al centro del dominio de investigacio´n. Particularmente, se
desea resolver la ecuacio´n matricial:
[B]τ = es (4.4)
donde es = [Es1, · · · , Esm · · · , EsM ]T (T = transpuesta) es el campo disperso en M
puntos de medicio´n, τ = [τ1, · · · , τm, · · · , τN ]T es el contraste diele´ctrico en los N
puntos en que fue discretizado el dominio de investigacio´n y
bmn = jωµb
Ú
Sn
Eincz(rÍt)G2D(rm/rÍt)drÍt (4.5)
son los elementos de la m-e´sima fila y la n-e´sima columna de la matriz [B].
Para resolver el PEI (hallar τ), debe invertirse la matriz [B]. Sin embargo, esta
matriz no es cuadrada, por lo que se debe implementar un me´todo de descomposi-
cio´n en valores singulares (SVD) como el descrito en [75]-p.87, a fin de hallar una
pseudoinversa.
En este ejemplo consideramos una matriz [B] es de 200 × 841, donde el nu´mero
de filas surge de 8 transmisores × 25 receptores y el nu´mero de columnas surge
de las 29 × 29 celdas en que se divide el dominio de investigacio´n. Algunas de las
posiciones utilizadas para las antenas se muestra en la Fig. 4.2 junto con la elipse
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x
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x
x
Figura 4.2: Posiciones utilizadas parra las antenas emisoras (marcadas con una x) y receptoras
(marcadas con puntos). Tambie´n se observa la posicio´n de la elipse diele´ctrica.
diele´ctrica como referencia. Se probo´ el desempen˜o del me´todo tanto ante distintos
valores de relacio´n sen˜al ruido (SNR) utilizando un ruido gausiano con media cero
y desviacio´n esta´ndar Std. (ver Fig. 4.3), como ante ditintos niveles de contraste
diele´ctrico entre la elipse y el medio de acople (ver Fig. 4.4). Se observa como el
me´todo pierde su eficacia ra´pidamente incluso para niveles de contraste relativa-
mente bajos (el medio de acople posee una permitividad relativa de 1.0).
(A) (B) (C)
Figura 4.3: Ejemplo de estimacio´n utilizando pseudoinversa calculada con descomposicio´n SVD
en el sistema de la Fig. 4.2 cambiando la SNR (A): 10, (B): 20 y (C): 30 dB en una elipse de
permitividad relativa 1.2. En l´ınea punteada negra puede verse el contorno de la elipse.
Si bien el Me´todo de Born resulta poco apropiado para el problema particular
de la evaluacio´n de la calidad o´sea (contraste diele´ctrico relativamente alto), contie-
ne los principios ba´sicos de otros me´todos determin´ısticos ma´s robustos. Ejemplos
de tales me´todos son: las aproximaciones de Born de orden superior y el Me´to-
do Iterativo distorsionado de Born (DBIM) [114, 115]. Particularmente, el me´todo
DBIM posee convergencia de segundo o´rden.
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(A) (B) (C)
Figura 4.4: Ejemplo de estimacio´n utilizando pseudoinversa calculada con descomposicio´n SVD
en el sistema de la Fig. 4.2 cambiando la permitividad de la elipse. (A): εr = 1, 2, (B): εr = 1, 4,
(C): εr = 1, 6. En l´ınea punteada negra puede verse el contorno de la elipse.
Debemos remarcar que los me´todos determin´ısticos comentados y el utilizado en
el ejemplo hacen uso tanto de la amplitud como de la fase del campo ele´ctrico. Sin
embargo, tambie´n existen en la literatura tratamientos en los cuales se utiliza so´lo
la amplitud [76,77].
4.3. Me´todos estoca´sticos
En la actualidad los me´todos estoca´sticos han captado una considerable aten-
cio´n, principalmente, por ser robustos y porque puede plantearse, en cierto modo,
de manera independiente del mecanismo del PEI. Entre los principales me´todos
estoca´sticos utilizados, se tienen: el algoritmo de recocido simulado (simulated an-
nealing) [116, 117], los algoritmos gene´ticos [118], el algoritmo de evolucio´n dife-
rencial [119], la optimizacio´n por enjambre de part´ıculas [120], algoritmos meme´ti-
cos [121], la optimizacio´n de colonia de hormigas [122] y ma´s recientemente las
redes neuronales, particularmente algoritmos de DNN, las cuales fueron el me´todo
estoca´stico escogido en este trabajo y sera´n tratadas en mayor detalle a continua-
cio´n.
4.3.1. Redes neuronales artificiales
4.3.1.1. Introduccio´n
La principal diferencia entre los paradigmas de programacio´n computacionales
cla´sicos basados en lo´gica booleana y controles de flujo y los sistemas de apren-
dizaje automa´tico, radica en lo complicado y poco pra´ctico que resulta describir
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patrones complejos, como por ejemplo, el lenguaje natural desde el paradigma de
programacio´n computacional cla´sico. Es all´ı donde nuestros cerebros superan a es-
tos sistemas y recientemente se ha visto que tambie´n, sistemas inspirados en estos,
son capaces de reconocer dichos patrones, lo cual ha dado paso a la utilizacio´n de
las Redes neuronales artificiales (ANN) en estas aplicaciones.
Los sistemas de ANN tienen su or´ıgen en la de´cada de 1940, cuando surgen los
primeros intentos de modelar el funcionamiento de neuronas de organismos biolo´gi-
cos [123]. Desde entonces, el campo del aprendizaje automa´tico, basado en modelos
inspirados en sistemas biolo´gicos ha evolucionado constantemente desde la llamada
ciberne´tica en la de´cada de los 60, pasando por el conexionismo de la de´cada de
los 80 hasta el surgimiento del llamado aprendizaje profundo (ma´s frecuentemente
referenciado como “deep learning”) a partir de la u´ltima de´cada del siglo XX y la
primera del siglo XXI.
Estructuras de procesamiento artificial ma´s complejas, toman ideas del campo de
las neurociencias, aunque de forma limitada, dadas las restricciones asociadas al
conocimiento del funcionamiento detallado de las funciones cerebrales: El Neo-
cognitro´n [124], inspirado en la estructura del sistema visual de los mamı´feros se
convirtio´ posteriormente en la base de las redes convolucionales modernas [125],
cuyas aplicaciones han permitido desde el surgimiento del reconocimiento facial y
visual en general, hasta los autos auto´nomos.
Mas alla´, el llamado aprendizaje profundo, esta´ presente en gran variedad de aspec-
tos de la sociedad moderna: desde bu´squedas en internet, filtrado de contenido en
redes sociales, recomendaciones en sitios de comercio electro´nico, ca´maras digitales,
tele´fonos mo´viles, traduccio´n, transcripcio´n de voz a texto y lenguaje natural en
general, entre muchas otras [126].
En el campo industrial y de investigacio´n cient´ıfica, las te´cnicas de ANN, desde
su inicio a principios del siglo XXI han ido, de igual manera, incrementando su
presencia, dada la existencia de datos complejos dif´ıcilmente descriptibles a trave´s
de reglas lo´gicas. Por ejemplo, el aprendizaje profundo ha sido empleado exitosa-
mente para predecir interacciones entre mole´culas para ayudar al disen˜o de nuevas
drogas [127], para buscar part´ıculas subato´micas [128], entre otras muchas aplica-
ciones.
En cuanto a las aplicaciones de las DNN en ima´genes me´dicas, son bastante diver-
sas, van desde la segmentacio´n, clasificacio´n hasta la eliminacio´n de artefactos y la
generacio´n misma de la ima´gen a partir de informacio´n cruda, as´ı como diagno´sti-
co de patolog´ıas y ana´lisis de riesgo de patolog´ıas a partir de ima´genes. Para una
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revisio´n detallada del estado del arte en este sentido, se sugiere referirse a [129].
4.3.1.2. Aplicacio´n de las DNN al PEI
El uso de Redes Neuronales Artificiales en el PEI ha ganado atencio´n debido
principalmente a su capacidad de tomar en cuenta efectos no-lineales, particular-
mente en relacio´n a la solucio´n de problemas de regresio´n multivariada de este
tipo minimizando alguna funcio´n de costo. Diferentes modelos han sido desarro-
llados en este sentido, incluyendo aquellos basados en mediciones de mo´dulo de
campo ele´ctrico. El primer trabajo de este tipo, en nuestro conocimiento se in-
formo´ en [130], donde los autores lograron reconstruir a partir de informacio´n del
mo´dulo de campo ele´ctrico, cilindros diele´ctricos en arreglos tomogra´ficos y cilin-
dros diele´ctricos enterrados utilizando ANN. Un trabajo similar con informacio´n
de mo´dulo y fase del campo ele´ctrico puede verse en [131]. En estos trabajos se
usaron ANN tipo Perceptro´n Multicapas (MLP) para reconstruir tanto la posicio´n
como las propiedades diele´ctricas de cilindros diele´ctricos.
Recientemente en el campo de las DNN, los avances logrados por las Redes Neu-
ronales Convolucionales (CNN) respecto a los MLP en el reconocimiento de patro-
nes complejos en ima´genes son notorios (ver [18] pp 330-370). Este hecho se debe
principalmente a la forma en que los datos son procesados a trave´s de las CNN en-
contrando patrones locales con distintos niveles de abstraccio´n. Ma´s recientemente,
aproximaciones del PEI basadas en CNN, mostrando el potencial del modelo, han
sido llevadas a cabo en diversos trabajos: en [132–134] los autores obtienen una
buena solucio´n del PEI usando CNN basadas en la arquitectura U-Net [135]. Vale
la pena remarcar que utilizan informacio´n de amplitud y fase. Tambie´n en [136] se
utiliza una CNN para reconstruir propiedades meca´nicas de un cilindro a partir de
informacio´n de ultrasonido en un arreglo tomogra´fico.
Es importante mencionar que, adicionalmente a los me´todos que utilizan ANN con
informacio´n del campo ele´ctrico medido directamente, tambie´n existen me´todos
h´ıbridos, como los implementados en [137,138], donde aplican ANN y me´todos ite-
rativos, logrando mejoras respecto de so´lo el iterativo.
A continuacio´n se describira´n las topolog´ıas de ANN tipo DNN propuestas para
evaluar el PEI de MO.
Perceptro´n multicapas
Una ANN tipo MLP (Ver Fig. 4.5) es una red interconectada de unidades ins-
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Capas Ocultas
}Capade entrada
} }Capade salida
Figura 4.5: Esquema de una ANN tipo MLP con tres capas ocultas donde se muestran e´stas,
as´ı como las capas de entrada y de salida.
piradas en el modelo de funcionamiento de las neuronas, las cuales se encuentran
dispuestas en capas, donde todas las unidades (nodos o neuronas) de cada capa se
encuentran conectadas con todas las unidades de la capa siguiente y la anterior,
pero no hay conexiones entre las unidades de la misma capa. En este tipo de ANN,
la salida de cada neurona var´ıa de acuerdo a una dada entrada xj = {x1j · · ·xNj}
aplicada a una red de Nm capas y Nn nodos en la capa n-e´sima como se muestra
en la Ec 4.6.
xk(l) = f
Nl−1Ø
i=1
xi(l − 1)w(k)i (l) + bk(l)
 . (4.6)
con l = 1 · · ·Nm, k = 1 · · ·Nl, siendo f la funcio´n de activacio´n, xk(l) el estado de
la k-e´sima neurona de la capa l, w(k)i (l) es el peso asociado a la coneccio´n entre la
i-e´sima neurona de la capa (l − 1) y la k-e´sima neurona de la capa l. bk(l) Es el
llamado bias asociado a la k-e´sima neurona de la capa l.
La operacio´n general para un MLP de N capas (en forma matricial) es una com-
posicio´n anidada de estas operaciones, dada por:
y˜ = fN(WNfN−1(· · · (W2f1(W1x + b1) + b2) · · ·+ bN−1) + bN). (4.7)
donde f es la funcio´n de activacio´n de la capa correspondiente, W es una matr´ız
de para´metros ajustables mediante optimizacio´n, y x y b son, respectivamente, el
vector de entrada de la capa y un vector conteniendo el te´rmino de bias de cada
neurona de esa capa.
Una vez que los vectores de entrada xj se propagan a trave´s de la red obtenie´ndose
un vector de salida y˜j, el resultado es comparado con el valor verdadero yj y se
calcula la pe´rdida. T´ıpicamente, una de las me´tricas de pe´rdida consideradas (y que
estaremos usando a lo largo de e´ste trabajo) es el Error Medio Absoluto Porcentual
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(MAPE):
MAPE = 1
n
nØ
i=1
|δ|
yi
, (4.8)
donde |δ|, viene dado por:
|δ| = |y˜i − yi| . (4.9)
En situaciones donde y pueda tomar valores nulos (o cercanos a cero), se considerara´
dire´ctamente el MAE a fin de evadir indeterminaciones:
MAE = 1
n
nØ
i=1
|δ| . (4.10)
Los valores y˜i e yi corresponden, respectivamente, a la salida del modelo y al va-
lor verdadero del i-e´simo para´metro. Aqu´ı, n es el nu´mero de para´metros para los
cuales se calcula la diferencia.
Posterior a la evaluacio´n de la pe´rdida, los gradientes son retropropagados a trave´s
de la red desde y hasta x y los pesos son actualizados en todas las neuronas que
conforman la red, en una direccio´n opuesta a la de los gradientes ∇θJ(θ), donde
J(θ) es la funcio´n objetivo o funcio´n de pe´rdida, parametrizada a los para´metros
θ del modelo. Existen diversas maneras de llevar a cabo la retropropagacio´n. Para
una visio´n general de este tema, puede verse [139].
Una vez es alcanzada una situacio´n en la que la pe´rdida es lo suficientemente baja
y la red es capaz de generalizar la prediccio´n para vectores de entrada no usados
durante el entrenamiento, las matrices con los pesos se guardan y se obtiene un
modelo con utilidad pra´ctica.
Redes neuronales convolucionales
Al igual que un MLP, una CNN puede verse como una composicio´n anidada de
funciones desde un espacio d-dimensional de entrada X ∈ Rd a uno Y ∈ Rn, el
cual es el espacio de salida de las variables inferidas. La diferencia respecto al MLP
radica en la forma en que las operaciones internas son hechas, lo cual permite a la
CNN extraer caracter´ısticas locales de diferentes niveles de complejidad. En la fase
de extraccio´n de caracter´ısticas, las neuronas sencillas de un MLP son reemplazadas
por procesadores en matriz que realizan una operacio´n sobre los datos de imagen
2D que pasan por ellas, en lugar de un u´nico valor nume´rico. La salida de cada
neurona convolucional se calcula como en la Ec.4.11.
Yj = g
A
bj +
Ø
i
Kij ∗ Yi
B
(4.11)
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donde la salida Yj de una neurona j es una matriz que se calcula por medio de
la combinacio´n lineal de las salidas Yi de las neuronas en la capa anterior, cada
una de ellas operadas con el as´ı llamado kernel Kij correspondiente a esa conexio´n.
Esta cantidad es sumada a una influencia bj y luego se pasa por una funcio´n de
activacio´n g(·) no-lineal. Para una ilustracio´n gra´fica de la operacio´n, puede verse
la Fig. 4.6. La operacio´n puede escribirse en forma matricial como:
Figura 4.6: Ejemplo de la operacio´n de convolucio´n entre una matr´ız de entrada Yi y el filtro o
kernel Kij , produciendo una salida convolucionada Yj .
y˜ = fs(X; W,b) = W ∗s X + b (4.12)
donde X es el mapa de caracter´ısticas de entrada; W y b denotan el kernel y el
bias, respectivamente; ∗s representa el operador de convolucio´n con desplazamiento
s. Como resultado, la resolucio´n del mapa de caracter´ısticas de salida fs(X; W,b) es
submuestreado por un factor de s. El mapa de caracter´ısticas de salida de la u´ltima
capa convolucional puede alimentar un MLP, a fin de descartar las coordenadas
espaciales de entrada y generar una estimacio´n global para la matr´ız de entrada [18].
El operador de convolucio´n tiene el efecto de filtrar la matr´ız de entrada con
un kernel previamente entrenado. Esto transforma los datos de tal manera que
ciertas caracter´ısticas (determinadas por la forma del kernel) se vuelven ma´s domi-
nantes en la salida al tener estas un valor nume´rico ma´s alto asignados a los pixeles
que las representan. Estos kernels tienen habilidades de procesamiento de matrices
espec´ıficas, como por ejemplo la deteccio´n de patrones que se puede realizar con
kernels que resaltan la gradiente en una direccio´n en particular. Sin embargo, los
kernels que son entrenados por una CNN generalmente son ma´s complejos para
extraer otras caracter´ısticas ma´s abstractas y no triviales.
Adema´s de la operacio´n de convolucio´n propiamente dicha, suele usarse en las
CNN la operacio´n denominada “pool”, la cual, adema´s de proveer una importante
reduccio´n de la dimensionalidad del problema, ha demostrado que extraer el ma´xi-
mo valor de una salida convolucional provee tanto invariancia rotacional, como la
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extraccio´n de las caracter´ısticas ma´s importantes de las salidas previamente obte-
nidas mediante convolucio´n [18]. Dicha operacio´n consta simplemente en obtener
el ma´ximo valor del mapa de caracter´ısticas desde el kernel para cada posicio´n en
la que se desplace en el mapa de caracter´ısticas.
Pool con kernel
2x2 y desplazamiento 
de 2 en 2
Figura 4.7: Ejemplo de la operacio´n pool entre una matr´ız de salida convolucional para un
taman˜o de filtro 2×2 y desplazamiento de 2 en 2.
Al la salida de la red convolucional (posterior a las operaciones “pool”) suelen
agregarse capas MLP para que actu´en sobre los mapas de caracter´ısticas y no
sobre los datos crudos, a diferencia de las redes MLP exclusivas.
Para mayores detalles sobre las CNN y sus principios de operacio´n, ver [18] pp
330-370.
4.4. Reconstruccio´n de cilindros diele´tricos mediante ANN
a partir de informacio´n de amplitud de campo.
Si bien existen trabajos en los que se considera el problema inverso a par-
tir de mediciones que ignoran la fase [76, 130, 140] en el campo del Aprendizaje
Profundo y hasta donde se pudo investigar, nadie ha implementado una topolog´ıa
tipo CNN para resolver el PEI utilizando u´nicamente informacio´n de amplitud. En
este trabajo se implemento´ esta topolog´ıa y la de un MLP y se compararon los
resultados derivados de ambas. Particularmente, se abordo´ el problema de estimar
computacionalmente de forma simulta´nea para´metros descriptores de las propieda-
des geome´tricas y diele´ctricas de un cilindro infinito. El cilindro diele´ctricamente
homoge´neo fue iluminado por un arreglo circular de antenas monopolo, similar al
de Meaney et al. [17] y el campo ele´ctrico fue calculado mediante FDTD en un mo-
delo bidimensional. Dichas simulaciones fueron utilizadas para entrenar las ANN.
Utilizando las ANN, particularmente la CNN, se evaluaron de igual manera cilin-
dros heteroge´neos y se analizaron los para´metros diele´ctricos efectivos predichos.
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En orden de mostrar la validez del me´todo, una simulacio´n tridimensional (utli-
zando el FEM) tambie´n fue considerada, en la cual el modelo se asemeja ma´s a la
realidad.
4.4.1. Simulaciones del PED
A fin de generar datos de entrenamiento para las ANN en esta aplicacio´n en
particular, el PED fue resuelto mediante FDTD implementado de forma similar a
la descrita en la Seccio´n 3.5.3; la antena monopolo transmisora se considero´ una
l´ınea de corriente (una fuente puntual en 2D) emitiendo OEM TM-polarizadas
Ez ∝ ejωt, siendo “z” el eje paralelo al de las antenas, ω = 2πf y f la frecuencia de
1.1 GHz. La antena receptora no fue modelada (a menos que se indique lo contrario
para alguna prueba en particular), el valor de la magnitud del campo en el punto
ma´s cercano de la grilla fue colectado en su lugar. La geometr´ıa de las antenas es
la misma utilizada en la Seccio´n 3.5.3; un arreglo circular de 16 antenas monopolo
equiespaciadas angularmente en un c´ırculo de 15,2 cm de dia´metro. El objeto bajo
estudio (cilindro homoge´neo) fue dispuesto dentro del dominio de investigacio´n, el
cual es un c´ırculo de 14,0 cm de dia´metro conce´ntrico al de las antenas. El medio
de acoplamiento corresponde a una mezcla de glicerina-agua en proporcio´n 80:20,
con propiedades diele´ctricas εr = 28, 6 y σ = 1, 26 Sm−1. El taman˜o de la caja de
simulacio´n fue de 25 × 25 cm (con el arreglo en el centro), la resolucio´n espacial
de la grilla fue de 1 mm, con un factor de Courant de 0,5.
Un total de 10000 simulaciones del PED fueron llevadas a cabo con diferen-
tes cilindros dispersores. La posicio´n, el radio y las propiedades diele´ctricas de los
cilindros fueron variadas aleatoriamente (distribuciones uniformes) dentro de los
intervalos descritos en la tabla 4.1. A partir de estas simulaciones, se obtuvieron
los valores de magnitud del campo total (|Et|). Una simulacio´n del campo inci-
dente (|Einc| sin el cilindro dispersor) tambie´n fue llevada a cabo con propo´sitos
de normalizacio´n. En la simulacio´n de cada cilindro se guardaron 16 (nu´mero de
transmisores) × 16 (nu´mero de receptores) = 256 valores.
Tabla 4.1: Rango simulado de las propiedades diele´ctricas (a 1.3 GHz) y radio del cilindro.
Radio (mm) εr σ (Sm−1)
[2.0, 30.0] [10.0, 80.0] [0.40, 1.60]
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4.4.2. Topolog´ıa y caracter´ısticas de las ANN consideradas
Perceptro´n Multicapas
La funcio´n de error utilizada fue el MAPE (Ec. 4.8). La topolog´ıa particular
implementada para el MLP se describe en la Tabla 4.2. Un total de 6000 simula-
ciones fueron usadas de entrenamiento, 2000 simulaciones para validacio´n y 2000
simulaciones se reservaron para propo´sitos de prueba. De las evaluaciones de estas
u´ltimas, sera´n obtenidos los datos sobre el desempen˜o del modelo.
La entrada de la red, corresponde a la relacio´n |Et|/|Einc| normalizada al interva-
lo [0, 1]. La salida del modelo son 5 para´metros: las coordenadas cartesianas del
centro del cilindro (Xcen, Ycen), las propiedades diele´ctricas del cilindro (εr, σ) y su
radio. Como funciones de activacio´n, se emplearon en todas las neuronas Unidades
Rectificadoras Lineales (funciones ReLU) excepto en la capa de salida, donde se
utilizo´ una funcio´n lineal gene´rica.
La funcio´n ReLU es una funcio´n f , cuyo valor es 0 si f ≤ 0 y una funcio´n lineal
con pendiente 1 si f > 0.
Durante la etapa de entrenamiento, se utilizo´ “Adam” [141] como optimizador, una
variante del Gradiente Descendiente (GD) esta´ndar con momento adaptativo, cu-
yo desempen˜o supero´ a otros me´todos de GD en este estudio en particular. Para
la implementacio´n de la red, se utilizo´ la aplicacio´n de interfaz de programacio´n
Keras [142] junto con el paquete Tensorflow [143]. Un total de 1000 e´pocas fueron
utilizadas para el entrenamiento de la red con un taman˜o de batch de 50.
Tabla 4.2: Topolog´ıa del MLP implementado.
Capa de Entrada Capas Ocultas Capa de Salida
256 unidades 3 × 100 unidades 5 unidades
Activacio´n: ReLU Activacio´n: ReLU Activacio´n: Lineal
Red Neuronal Convolucional
La arquitectura detallada de la CNN implementada se muestra en la Tabla 4.3.
Los taman˜os de los conjuntos de entrenamiento, validacio´n y prueba fueron los
mismos respecto al MLP. La dimensio´n de entrada es la misma del MLP, pero
redimensionada a una matriz 16 × 16, como la mostrada en la Fig. 4.8.
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Figura 4.8: Ejemplos de entradas: los p´ıxeles negros corresponden a valores bajos de la relacio´n
|Et|/|Einc|, p´ıxeles ma´s claros, corresponden a valores ma´s altos de la misma.
Tabla 4.3: Topolog´ıa de la CNN implementada.
Capa Activacio´n Kernel Filtros Entrada Salida
2D Conv. ReLU 3 × 3 32 (16, 16, 1) (14, 14, 32)
Paso: 1
2D Conv. ReLU 3 × 3 64 (14, 14, 32) (12, 12, 64)
Paso: 1
Pool ReLU 2 × 2 64 (12, 12, 64) (6, 6, 64)
Paso: 2
MLP ReLU - - 2304 100
MLP ReLU - - 100 100
MLP Lineal - - 100 5
4.4.3. Resultados
Comparacio´n de la CNN y el MLP
Una comparacio´n de la calidad de la estimacio´n es mostrada en la Fig. 4.9, usan-
do ambas ANN: el MLP y la CNN. Los histogramas muestran el error absoluto y
porcentual en la prediccio´n de los para´metros geome´tricos y diele´ctricos. Un buen
comportamiento se observa para ambas redes; la distribucio´n de los errores es cen-
trada en cero y con forma de campana sime´trica. La CNN muestra distribuciones de
error considerablemente ma´s angostas respecto al MLP, tanto para los para´metros
geome´tricos como para las propiedades diele´ctricas.
En la Fig. 4.10, se prueba la robustez de ambos modelos ante diferentes SNR
en la sen˜al recibida por las antenas. Esta evaluacio´n es llevada a cabo perturbando
la sen˜al del conjunto de prueba con ruido gaussiano. En general el MLP es ma´s
robusto que las CNN, ya que ante SNRs menores a 50 dB se obtuvieron menores
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Figura 4.9: Histogramas de los errores de estimacio´n de las propiedades geome´tricas (A) y
diele´ctricas (C), respectivamente, usando el modelo de MLP. Histogramas de los errores de esti-
macio´n de las propiedades geome´tricas (B) y diele´ctricas (D), respectivamente, usando el modelo
de CNN. (δ corresponde a la Ec. 4.9).
errores con el MLP. Particularmente, la estimacio´n de las propiedades geome´tricas
parece tener comportamiento similar (Fig. 4.10 (A) y (B)). El peor desempen˜o ante
el ruido, viene dado por la conductividad estimada por la CNN para SNRs menores
a 50 dB (Fig. 4.10 (D)). En este caso, se obtuvieron errores relativos mayores a
100 %. Sin embargo, para SNRs mayores a 60 dB, las CNN ofrecen una mejor
estimacio´n de todos los para´metros.
Predicciones de la CNN. Muestras homoge´neas y heteroge´neas
En esta seccio´n se estudiara´ el comportamiento de la CNN obtenida previamente
para la prediccio´n de una situacio´n experimental hipote´tica (con SNR mayor a 60
dB).
Cilindros homoge´neos
Algunos ejemplos de reconstruccio´n (con datos libres de ruido) para las propiedades
diele´ctricas, posicio´n y radio de un cilindro diele´ctricamente homoge´neo, utilizando
el modelo de CNN descrito en la Tabla 4.3 se muestra en la Fig. 4.11. Los errores en
estas predicciones de este tipo de cilindros, fueron mostrados en la seccio´n anterior.
Cilindros homoge´neos en contenedores
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Figura 4.10: (A): Comportamiento del error en la prediccio´n de Xcen, Ycen y radio (l´ınea roja,
azul y negra, respectivamente) en presencia de ruido para el modelo de MLP. (B): Comporta-
miento del error en la prediccio´n de εr y σ (l´ınea roja y negra, respectivamente) en presencia de
ruido para el modelo de MLP. (C): Comportamiento del error en la prediccio´n de Xcen, Ycen y
radio (l´ınea roja, azul y negra, respectivamente) en presencia de ruido para el modelo de CNN.
(D): Comportamiento del error en la prediccio´n de εr y σ (l´ınea roja y negra, respectivamente)
en presencia de ruido para el modelo de CNN. En todos los casos, las barras de error representan
la desviacio´n esta´ndar de la evaluacio´n de los 2000 modelos del conjunto de prueba
Se consideraron dos taman˜os de contenedores acr´ılicos de radios de 9 y 18 mm,
respectivamente. el grosor fue e =0,5 mm (ver esquema en la Fig. 4.12) y las
propiedades diele´ctricas fueron εr = 2.0 y σ = 0.0 Sm−1 para ambos. Cincuenta
simulaciones fueron llevadas a cabo para cada contenedor, variando las propiedades
diele´ctricas de la muestra (en los rangos presentados en la Tabla 4.1) y la posicio´n
(dentro del dominio de investigacio´n) de manera uniforme.
Los errores en la estimacio´n de las propiedades geome´tricas (MAE, Ec. 4.10)
se muestran en la Tabla 4.4. La Fig. 4.12 muestra los resultados para las predic-
ciones de las propiedades diele´ctricas efectivas. Para la permitividad relativa, las
estimaciones caen en la l´ınea continua, por tanto, el contenedor acr´ılico parece no
afectar su medicio´n (Fig. 4.12 (A)). La estimacio´n de la conductividad es en general
ma´s baja que los valores reales, como se espera, este efecto es ma´s notorio para el
contenedor ma´s pequen˜o. Sin embargo, es un error sistema´tico que puede corregirse
experimentalmente.
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Figura 4.11: Ejemplos de reconstruccio´n. Las posiciones de las antenas se muestra con puntos
negros. El c´ırculo gris representa la verdadera seccio´n transversal del cilindro y el c´ırculo rojo
representa la reconstruccio´n de la CNN. Los valores de εr y σ tambie´n se muestra, tanto para los
valores reales, como para los estimados.
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Figura 4.12: Permitividad relativa efectiva (A) y conductividad (B) obtenida a partir de CNNs.
Los c´ırculos y cruces indican los contenedores de 9 mm y 18 mm, respectivamente. En el esquema
se observa la muestra en el contenedor de grosor e = 0.5 mm.
Cilindros heteroge´neos en contenedores
El desempen˜o de la CNN tambie´n se probo´ en cilindros homoge´neos con inclusiones
cil´ındricas (de radio, permitividad y conductividad constantes, ri = 2 mm, εri =
20 y σi = 0,7 Sm−1, respectivamente) dentro de un contenedor acr´ılico (igual al
de la seccio´n anterior). El nu´mero de inclusiones fue variado, a fin de obtener
distintas fracciones de ocupacio´n y se permitio´ el solapamiento entre inclusiones.
Una muestra con fraccio´n de inclusio´n φi ≈ 0,3 se puede observar en el esquema
de la Fig. 4.13 (A). Se consideraron dos conjuntos de propiedades diele´ctricas del
background (de la muestra): caso (a) εrb = 70 y σb = 1,4 Sm−1; y caso (b) εrb = 30
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Tabla 4.4: Media (desviacio´n esta´ndar) del MAE para las propiedades geome´tricas estimadas
para cilindros homoge´neos y heteroge´neos en contendeores acr´ılicos (todos los valores esta´n ex-
presados en mm).
Cilindro Radio Xcen Ycen
Homoge´neo (radio 0,9 cm) 0,21 (1,01) 0,25 (0,96) 0,15 (0,90)
Homoge´neo (radio 1,8 cm) 0,36 (0,98) 0,15 (1,06) 0,64 (1,28)
Heteroge´neo (caso (a)) 1,49 (7,15) 0,21 (1,56) 0,58 (1,43)
Heteroge´neo (caso (b)) 3,39 (6,16) 0,42 (1,28) 0,39 (1,58)
Homoge´neo 3D (radio 1,7 cm)* 1,28 0,59 0,03
* So´lo una simulacio´n fue realizada.
y σb = 1,0 Sm−1. Es importante remarcar que el radio de la muestra y su posicio´n
tambie´n fueron variados (en los rangos presentados en la Tabla 4.1) y la posicio´n
(dentro del dominio de investigacio´n, respectivamente).
Existen diversos modelos efectivos de homogeinizacio´n diele´ctrica de muestras
que estudian muestras diele´ctricas con inclusiones [144]. Dos modelos ampliamente
usados en tales problemas, corresponden a los contornos de Wiener. Particularmen-
te, cuando el campo ele´ctrico es paralelo a la direccio´n de las fibras (inclusiones de
forma cil´ındrica), el modelo de Wiener toma la forma:
ε∗eff = ε∗i φi + ε∗b (1− φi) (4.13)
donde ε∗j = εrj − σj/ (jωÔ0) para cada componente (fondo y las inclusiones, j = b
y j = i, respectivamente). La permitividad relativa efectiva y la conductividad
efectiva usando este contorno, se muestran en la Fig. 4.13. Puede verse que ambas
propiedades diele´ctricas muestran tendencias lineales, pero difieren del contorno
de Wiener. El contorno de Wiener no representa el comportamiento exacto de
este tipo de muestras, pero puede verse que no esta´ tan alejado de e´ste. Para estas
muestras heteroge´neas, tambie´n existe un error sistema´tico que puede ser corregido
experimentalmente y la fraccio´n de ocupacio´n puede ser estimada (si se conocen
las propiedades diele´ctricas de las inclusiones y el fondo de la muestra). La Tabla
4.4 muestra el MAE para las propiedades geome´tricas estimadas.
Cilindro tridimensional
Se calcularon modelos en 3D, en orden de simular un potencial montaje experi-
mental y, consecuentemente, validar el algoritmo inverso usando CNN. Se reitera
que las ANN fueron entrenadas con cilindros homoge´neos bidimensionales.
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Figura 4.13: Cilindros Heteroge´neos con fraccio´n de inclusio´n variable (φi) en contenedores. (A)
Permitividad relativa. (B) Conductividad. Las cruces rojas y los c´ırculos azules corresponden al
caso (a) (εrb = 70 y σb = 1,4 Sm−1); y caso (b) (εrb = 30 y σb = 1,0 Sm−1), respectivamente.
Las l´ıneas representan los modelos de Wiener.
Con este fin se simularon cilindros homoge´neos tridimensionales (de 30 cm de altu-
ra) con posicio´n fija en (Xcen, Ycen) = (0, 0) m. Un transmisor y un receptor fueron
simulados a la vez. La posicio´n del receptor se vario´ desde la posicio´n 1 a la 8 (Ver
Fig. 4.14). Por ejemplo: una simulacio´n corresponde al transmisor en la posicio´n 0
(T0) y receptor en la posicio´n 4 (R4, ver Fig. 4.14 (A)). Un total de ocho simula-
ciones tridimensionales fueron computadas y las 256 lecturas de campo requeridas
por el algoritmo inverso fueron obtenidas usando la simetr´ıa del problema. La Fig.
4.14 muestra la relacio´n |Et|/|Einc| obtenida por el modelo bidimensional mediante
FDTD y el corte del modelo tridimensional (evaluado con FEM) correspondiente
al centro de la zona activa del monopolo (Z2 en la Fig. 3.6). Cualitativamente, se
observa un comportamiento similar entre ambos.
En una situacio´n experimental, los datos medidos son los coeficientes de dispersio´n
Sij. Particularmente, en el modelo 3D, un puerto concentrado se definio´ en el cable
coaxial y los valores de campo ele´ctrico fueron convertidos a corriente y voltaje en
orden de computar el para´metro S. El algoritmo de reconstruccio´n (usando la CNN)
se probo´ con un cilindro de 1,7 cm de radio con Xcen y Ycen en (0,0 ; 0,0) cm, 30 cm
de longitud, εr = 67, 0 y σ = 1, 55 Sm−1. U´nicamente el coeficiente de transmisio´n
fue calculado (S12) y posteriormente normalizado al modelo sin el cilindro (so´lo el
medio de acople) S12inc . Finalmente, datos de |S12|/|S12inc|, los cuales, ignorando
los coeficientes de reflexio´n son similares a la relacio´n |Et|/|Einc|, fueron tomados
como datos de entrada de la CNN y los para´metros predichos fueron: 1,587 cm,
0,05 cm, -0,003 cm, 67,6, and 1,58 Sm−1, para el radio, Xcen, Ycen, permitividad
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Figura 4.14: Entrada de la CNN (|Et|/|Einc|) obtenida mediante la simulacio´n de un cilindro
homoge´neo de 17 mm de radio, 300 mm de alto, centrado en (Xcen, Ycen) = (0, 0) m, εr = 67.0 y
σ = 1,55 Sm−1. (A) Modelo 2D FDTD y (B) Corte del modelo FEM 3D en el centro de la antena
monopolo. Los c´ırculos blancos y las l´ıneas punteadas muestran las posiciones de las antenas y el
contorno del cilindro dispersor, respectivamente.
relativa y conductividad, respectivamente.
4.5. Reconstruccio´n de las propiedades diele´ctricas del talo´n
humano mediante ANN.
Como una aplicacio´n de lo desarrollado en la Seccio´n 4.4 al problema de intere´s
en esta tesis realizamos una comparacio´n de reconstrucciones obtenidas utilizando
MLP y CNN para un modelo de tobillo. El mismo consta de dos medios unifor-
mes: el calca´neo ((II): hueso cortical y trabecular) y sus tejidos circundantes ((I):
mu´sculo, tendo´n y piel).
A fin de cuantificar la morfolog´ıa del conjunto calca´neo-tejido circundante, se realizo´
una caracterizacio´n morfolo´gica de las ima´genes usando te´cnicas de morfometr´ıa
geome´trica [145] (ver Ape´ndice E).
El procedimiento para la generacio´n de los mapas de propiedades diele´ctricas im-
plementado es similar al descrito en la Seccio´n 3.5; con la diferencia de un mayor
nu´mero de cortes de CT (18 en total) de 9 pacientes diferentes a diferentes incli-
naciones (ver Fig. Fig. 4.15 (C)). El procesamiento y la segmentacio´n fue llevada
a cabo utilizando el software 3DSlicer [146]. Asimismo, se grabaron coordenadas
cartesianas del contorno del calca´neo (ver Fig. 4.15 (C)).
Los rangos de las propiedades diele´ctricas consideradas para los modelos compu-
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tacionales, se indican en la Tabla 4.5. Para una justificacio´n en lo que respecta a
la eleccio´n de estos valores, referirse a la Seccio´n 3.5.
Tabla 4.5: Rango simulado de las propiedades diele´ctricas de los tejidos involucrados (a 1.3
GHz).
Regio´n εr σ (Sm−1)
I (Mu´sculo/Tendo´n) [29.0, 70.0] [0.90, 1.55]
II (Hueso Trabecular) [12.5, 20.1] [0.44, 0.92]
4.5.1. Simulaciones del PED
Las caracter´ısticas geome´tricas y del campo ele´ctrico son las mismas empleadas
en la Seccio´n 3.5, a excepcio´n de la informacio´n de entrada de las redes neuronales.
En este caso, se utilizo´ directamente el mo´dulo del campo total (|Ez|) en las an-
tenas receptoras (Rx). Esta magnitud fue medida en las siete antenas opuestas al
transmisor, ya que en [102] se muestra que estas antenas poseen considerablemente
mayor informacio´n que las dema´s. Una simulacio´n completa da un total de 7×16
= 112 puntos de medicio´n. En la Fig. 4.15 (B), se muestra el patro´n de radiacio´n
creado por Tx = 0 (transmisor nu´mero 0) sobre la caja de simulacio´n.
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Figura 4.15: (A): Reconstruccio´n 3D del pie humano a partir de CT, mostrando uno de los
planos usados para generar las ima´genes bidimensionales. (B): Simulacio´n mostrando la antena
Tx = 0 emitiendo al lado derecho de la imagen, as´ı como el resto de las antenas (puntos blancos).
La barra de colores corresponde a la magnitud del campo ele´ctrico (|Ez|) en escala logar´ıtmica
para una mejor visualizacio´n. Tx = 15 tambie´n se indica, a manera de referencia. (C): Coordenadas
muestreando el contorno del calca´neo (puntos azules), el centroide (punto blanco con coordenadas
Xcen, Ycen) y radio equivalente (rm) a la seccio´n transversal del hueso (c´ırculo azul). La escala de
grises representa los valores de permitividad relativa de este corte 2D en particular.
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Un total de 7200 simulaciones completas fueron llevadas a cabo a partir de
los 18 cortes 2D (para propo´sitos de entrenamiento y prueba), conteniendo diferen-
tes combinaciones de las propiedades diele´ctricas tomadas a partir de un muestreo
aleatorio uniforme de los intervalos mostrados en la Tabla 4.5. Doscientas combina-
ciones diferentes de las propiedades diele´ctricas fueron generadas a partir de cada
corte 2D. Adicionalmente, se duplico´ el nu´mero de modelos, espejando las ima´genes
originales, sacando provecho de la simetr´ıa.
A fin de entrenar la ANN de una forma ma´s robusta, y a fin de evaluar la precisio´n
de la prediccio´n en presencia de diferentes niveles de ruido, dos fuentes de error
fueron consideradas: ruido aditivo en los receptores e incerteza en su posicio´n real.
Por tanto, los datos en cada simulacio´n fueron alterados como sigue. El vector de
entrada j de la ANN es:
xnoisyj = |Ez(x, y)|j + N(0, std22) (4.14)
donde las variables aleatorias x e y, distribu´ıdas de forma normal (con media en
el valor verdadero de las coordenadas de las antenas y con desviacio´n esta´ndar
std1) emula la incerteza en la posicio´n de las antenas. N
1
0, std22
2
es una variable
distribu´ıda de forma normal con media cero y desviacio´n esta´ndar std2, correspon-
diente al ruido en la sen˜al medida. Diferentes niveles de ruido fueron agregados,
std1 hasta 1 mm y std2 hasta 5 % de la sen˜al recibida inalterada (esto corresponde
aproximadamente a una SNR de hasta 26 dB). Los resultados principales de este
trabajo fueron obtenidos utilizando estos niveles de ruido. En lo consiguiente, sera´
indicado de forma expl´ıcita si dichos niveles son cambiados para algu´n estudio en
particular.
4.5.2. Informacio´n morfome´trica
A fin de cuantificar diferencias de forma entre los modelos realistas de los 18
cortes (Fig. 4.15 (A)) ma´s sus sime´tricos (36 modelos bidimensionales), conside-
ramos la variabilidad morfolo´gica utilizando te´cnicas de morfometr´ıa geome´trica.
(ver Ape´ndice E).
Para el ana´lisis morfome´trico se tomaron 25 coordenadas cartesianas en 2D de cada
uno de los 36 modelos de los cortes originales correspondientes a dos landmarks y
23 semilandmarks. Un landmark y 14 semilandmarks se ubican en el borde de la
piel y el otro landmark y los nueve semilandmarks restantes en borde del hueso
(ver Fig. 4.16). La digitalizacio´n de los semilandmarks en el borde de la piel se
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Landmarks
Semilandmarks
Figura 4.16: Asignacio´n de landmarks y semilandmarks en un corte 2D del talo´n
inicia con un landmark anato´mico, definido como el punto posterior del tendo´n de
Aquiles y se procede en sentido horario para numerar los semilandmarks. En el
borde del hueso, un segundo landmark fue definido como la interseccio´n del borde
del hueso y una l´ınea vertical (con respecto al sistema de referencia de la imagen)
que contiene al primer landmark. Los semilandmarks en el borde del hueso son
entonces digitalizados en sentido horario a partir de este segundo landmark.
Las coordenadas de los landmarks y semilandmarks se alinean, entonces, utilizando
ajuste de procrustes por mı´nimos cuadrados [147] (ver Ape´ndice E). Este procedi-
miento traslada, rota y escala de forma o´ptima las coordenadas de los landmarks
y semilandmarks, en orden de remover la informacio´n de posicio´n, orientacio´n y
taman˜o [148].
Estamos entonces en condiciones de efectuar un ana´lisis de Componentes Princi-
pales (ACP) (ver Ape´ndice F) en la matriz de covarianza de los residuos de los
Procrustes. En nuestro caso tenemos N = 36 cortes, A = 25 entre landmarks y
semilandmarks de manera que J = A2 = 625. Aqu´ı utilizamos los primeros dos PC
(los cuales cubren aproximadamente 70 % de la varianza a pesar se ser 2 << 625)
para correlacionar diferencias de forma entre cortes con otras propiedades de e´stos.
La Fig. 4.17 muestra la posicio´n de cada corte en el espacio de los primeros dos
PC. Tambie´n se muestra, a manera de referencia, rejillas deformadas con los land-
marks y semilandmarks mencionados anteriormente correspondientes a los valores
extremos de los ejes de los primeros dos PC.
4.5.3. Topolog´ıa y caracter´ısticas de las ANN consideradas
La topolog´ıa de las redes consideradas se muestran en las tablas 4.6 y 4.7 para
el modelo MLP y CNN, respectivamente.
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PC1
PC
2
Figura 4.17: Distribucio´n geome´trica de los cortes 2D en el espacio de los PC 1 y 2, el nu´mero
de corte es indicado al lado de su punto correspondiente. Tambie´n, a manera de referencia, rejillas
deformadas en los extremos de PC1 y PC2 son mostradas con los landmarks sobre ellas, ilustrando
la deformacio´n respecto a la forma media en el eje correspondiente.
En cuanto al modelo de MLP, las 112 entradas corresponden a las mediciones
de la magnitud del campo total en las antenas |Ez|. Las tres capas “ocultas” poseen
las mismas caracter´ısticas que las mencionadas en la tabla 4.6. La capa de salida
corresponde a los para´metros a ser estimados: εr y σ tanto del calca´neo como del
tejido circundante, las coordenadas Xcen e Ycen del centroide del calca´neo y su radio
equivalente (rm).
Tabla 4.6: Topolog´ıa del MLP implementado.
Capa de Entrada Capas Ocultas Capa de Salida
112 unidades 3 × 100 unidades 7 unidades
Activacio´n: ReLU Activacio´n: ReLU Activacio´n: Lineal
Para la red tipo CNN, se utilizo´ la misma informacio´n de entrada del mo´dulo
del campo ele´ctrico total, pero redimensionada a una matriz de 7 × 16. Adicio-
nalmente, 2 matrices ma´s de 7 × 16 conteniendo las coordenadas cartesianas x e
y, respectivamente del contorno de la piel fueron utilizadas como entrada en este
modelo (Ver Fig. 4.18). Dicha informacio´n no se utilizo´ en la red tipo MLP, ya
que no proporciono´ una mejora significativa en las predicciones del modelo. En
ambos modelos (MLP y CNN), el entrenamiento y prueba de las redes fue lle-
vado a cabo utilizando validacio´n cruzada tipo “jackknife” [149]. Esto es, sacar
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Tabla 4.7: Topolog´ıa de la CNN implementada.
Capa Activacio´n Kernel Filtros Entrada Salida
2D Conv. ReLU 3 × 3 32 (7, 16, 3) (5, 14, 32)
Paso: 1
2D Conv. ReLU 3 × 3 64 (5, 14, 32) (3, 12, 64)
Paso: 1
Pool ReLU 2 × 2 64 (3, 12, 64) (1, 6, 64)
Paso: 2
MLP ReLU - - 384 100
MLP ReLU - - 100 100
MLP Lineal - - 100 7
(A)
(B)
(C)
Figura 4.18: Tensor de dimensio´n 7 × 16 × 3 utilizado como entrada en el modelo de CNN. (A):
Matriz conteniendo la informacio´n de campo ele´ctrico total. (B): Matriz conteniendo informacio´n
de coordenadas cartesianas x del contorno de la piel. (C): Matriz conteniendo informacio´n de
coordenadas cartesianas y del contorno de la piel.
los datos correspondientes a Xi (con i = 1, . . . , n) del conjunto de entrenamiento
X = {X1, . . . , Xi−1, Xi+1, . . . , Xn} (con Xi /∈ X) para probar el modelo, siendo
Xi una matriz con todas las xj entradas de la ANN, hecha de combinaciones de
las propiedades diele´ctricas mostradas en la tabla 4.5 generadas a partir del corte
i-e´simo bidimensional.
Este procedimiento se realiza en orden de usar la mayor cantidad de modelos
en el conjunto de entrenamiento y usar de igual manera todos los datos como datos
de prueba. Esto debido al relativamente escaso nu´mero de cortes de CT disponibles.
4.5.4. Resultados
Las predicciones de siete para´metros de salida fueron obtenidas tanto para el
modelo MLP como el CNN, cuatro relacionadas con las propiedades diele´ctricas
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del hueso y el tejido circundante y tres relacionadas con la seccio´n transversal del
calca´neo. En las Figs. 4.19 y 4.20 se muestran, respectivamente, las predicciones
del modelo de MLP y CNN para los 7200 modelos generados a partir de los 18×2
cortes de CT utilizando la metodolog´ıa descrita previamente. Se calculo´ una re-
gresio´n lineal para las propiedades diele´ctricas del calca´neo (Figs. 4.19 y 4.20 (A)
y (B)), mostrando siempre subestimacio´n de dichos para´metros en valores altos
y sobreestimacio´n en valores bajos. La prediccio´n del resto de los para´metros se
considera dentro de los rangos aceptables, salvo una pe´rdida de calidad en ambos
modelos para valores altos de la permitividad del tejido circundante, ma´s notoria
en el MLP (Ver Figs. 4.19 (C) y 4.20 (C)).
Los histogramas de los errores de cada para´metro se muestran en la Fig. 4.21.
Mientras que la estimacio´n de las propiedades geome´tricas (centroide y radio) y
diele´ctricas del tejido circundante al calca´neo parecen seguir una distribucio´n nor-
mal, no es el caso para la estimacio´n de las propiedades diele´ctricas del calca´neo en
si, aunque hay una significativa mejora en las distribuciones para el modelo CNN
respecto al de MLP.
En la Fig. 4.22, se muestra a modo de ejemplo la estimacio´n en la posicio´n y
radio equivalente del calca´neo en cuatro cortes diferentes, utilizando ambos mode-
los.
En la Fig. 4.23 se muestra el efecto de la SNR en el error de prediccio´n. 200
Modelos generados a partir de un u´nico corte (corte 21) fueron considerados. Este
corte fue seleccionado considerando su cercan´ıa a la forma media en el espacio de
los PC (ver Fig. 4.17). El entrenamiento para este estudio en particular, fue hecho
sin aplicar ruido a la sen˜al. Como se espera, los errores disminuyen a medida que
la SNR se hace mayor. La Fig. 4.23 tambie´n muestra que la conductividad del
calca´neo presenta el mayor error en la prediccio´n, incluso para valores altos de la
SNR.
A fin de estudiar el comportamiento del error en la prediccio´n de las propie-
dades diele´ctricas del calca´neo para diferentes posiciones del talo´n en el arreglo
tomogra´fico (hecho directamente relacionado con la posicio´n del corte en el espacio
de los PC), se calcularon los coeficientes de correlacio´n entre PC1 y PC2 con la
media y la desviacio´n esta´ndar del MAPE para εr y σ del calca´neo.
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Figura 4.19: Predicciones para los 7200 modelos a partir del modelo de MLP. (A), (B): Predic-
ciones y valores verdaderos de la conductividad y permitividad, respectivamente, para el calca´neo.
Una l´ınea roja es graficada con el mejor ajuste lineal. (C), (D): Predicciones y valores verdaderos
de la conductividad y permitividad, respectivamente para el tejido circundante. (E), (F), (G)
Predicciones y valores verdaderos de las coordenadas Xcen, Ycen y el radio equivalente rm del
calca´neo.
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Figura 4.20: Predicciones para los 7200 modelos a partir del modelo de CNN. (A), (B): Predic-
ciones y valores verdaderos de la conductividad y permitividad, respectivamente, para el calca´neo.
Una l´ınea roja es graficada con el mejor ajuste lineal. (C), (D): Predicciones y valores verdaderos
de la conductividad y permitividad, respectivamente para el tejido circundante. (E), (F), (G)
Predicciones y valores verdaderos de las coordenadas Xcen, Ycen y el radio equivalente rm del
calca´neo.
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Figura 4.21: (A): Histogramas de errores relativos en la prediccio´n de la conductividad del
calca´neo (gris) y su permitividad relativa (rojo claro). (B): Histogramas de errores relativos en la
prediccio´n de la conductividad del tejido circundante al calca´neo (gris) y su permitividad relativa
(rojo claro). (C) Histogramas del error de prediccio´n de Xcen (verde claro), Ycen (rojo claro), y
rm (azul claro). I´dem para (D), (E) y (F). La columna izquierda corresponde a errores en las
predicciones del modelo MLP y la derecha a las generadas con el modelo de CNN.
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Figura 4.22: Estimacio´n de las propiedades geome´tricas (para´metros: Xcen, Ycen y rm). Los
c´ırculos rojos graficados sobre los mapas de permitividad reales son obtenidos a partir de las
predicciones de las ANN.
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Figura 4.23: Valor medio (marcas) y desviacio´n esta´ndar (barras de error) en la prediccio´n de
200 combinaciones diferentes de los para´metros generados a partir del corte 21. (A): MAPE del εr
y σ, respectivamente, para el calca´neo (c´ırculos grises) y (cuadrados verdes) y tejido circundante
εr (tria´ngulos azules) y σ (tria´ngulos rojos) para diferentes SNR en la sen˜al. I´dem para (C).
(B): δ de las propiedades geome´tricas del calca´neo Xcen (c´ırculos grises), Ycen (cuadrados verdes)
y rm (tria´ngulos rojos) para diferentes SNR en la sen˜al. I´dem para (D). La columna izquierda
corresponde a errores en las predicciones del modelo MLP y la derecha a las generadas con el
modelo de CNN.
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La tabla 4.8 muestra los resultados (ver Fig. 4.17 como referencia). Para ambas
redes, se encuentran correlaciones lineales negativas significativas (en la mayor´ıa
de los errores de estimacio´n de las propiedades diele´ctricas del calca´neo). Esto es
de esperarse, ya que un valor mayor de PC2 indica una mayor a´rea transversal del
calca´neo respecto al a´rea total de la seccio´n transversal del talo´n. En cuanto al
comportamiento del error en la prediccio´n de εr del calca´neo respecto a PC1, para
el modelo de MLP, existe una correlacio´n positiva significativa, lo que se relaciona
con formas ma´s conce´ntricas entre el calca´neo y el tejido circundante. Esto a su
vez se relaciona con la inclinacio´n antero-posterior del talo´n.
Tabla 4.8: Coeficiente de correlacio´n lineal (r) entre PC1, PC2 y la media y la desviacio´n
esta´ndar del MAPE para las predicciones de las propiedades diele´ctricas del calca´neo, tanto para
el modelo de MLP como el de CNN. Las correlaciones con coeficiente de determinacio´n mayor a
25 % se resaltan en negrita.
Calca´neo (MLP) Calca´neo (CNN)
Mean MAPE εr (Std.) Mean MAPE σ (Std.) Mean MAPE εr (Std.) Mean MAPE σ (Std.)
PC1 0.52** (0.12) 0.03 (0.13) 0.04 (-0.33**) 0.00 (-0.19)
PC2 -0.11 (-0.71**) 0.06 (-0.25) -0.49** (-0.69**) -0.55** (-0.70**)
* p < 0.10.
** p < 0.05.
La Fig. 4.24 muestra las regresiones lineales entre PC2 y la media y desviacio´n
esta´ndar del MAPE de εr en el calca´neo tanto para el modelo de MLP, como el
de CNN. Cada punto representa la media o la desviacio´n esta´ndar de 200 modelos
generados con diferentes propiedades diele´ctricas y posicio´n a partir de un corte en
particular.
0.15 0.10 0.05 0.00 0.05 0.10 0.15
0.2
0.1
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.15 0.10 0.05 0.00 0.05 0.10 0.15
PC 2
0.4
0.2
0.0
0.2
0.4
0.6
0.8
PC 2
M
AP
E 
(%
)
M
AP
E 
(%
)
(A) (B)
Figura 4.24: Relacio´n entre la media (cuadrados rojos) y la desviacio´n esta´ndar (c´ırculos azules)
del MAPE de εr en el calca´neo y PC2. (A) Corresponde a las predicciones del MLP y (B) del
modelo de CNN.
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Cap´ıtulo 5
Discusio´n general y conclusiones
En el Cap´ıtulo 3, se considero´ el PED en la aplicacio´n del TMO a modelos
realistas de talo´n humano. Se hallo´ que la magnitud del coeficiente de transmisio´n
simulado en un modelo TM 2D es altamente sensible a cambios en las propiedades
diele´ctricas de los tejidos que rodean al calca´neo, as´ı como a las del calca´neo en
s´ı. Por tanto, se determino´ que si se intenta medir directamente las propiedades
diele´ctricas del calca´neo, debe lograrse una buena estimacio´n de las propiedades
diele´ctricas de los tejidos subcuta´neos, de otra manera, el error en dicha estimacio´n
puede llegar a enmascarar las verdaderas propiedades diele´ctricas del hueso.
El me´todo de Morris [107] y un me´todo de ana´lisis de sensibilidad local muestran
evidencia de la factibilidad de deteccio´n de variaciones en las propiedades diele´ctri-
cas del hueso con los equipos experimentales disponibles en la actualidad.
Tambie´n se hallo´ que mientras menor sea la relacio´n a´rea del hueso - a´rea total del
tobillo, mayor es la magnitud de la sensibilidad de deteccio´n de las propiedades
diele´ctricas.
Por u´ltimo es preciso mencionar que el me´todo de Morris es una eficiente opcio´n
para evaluar este tipo de problemas, ya que requiere un menor nu´mero de evalua-
ciones del modelo.
En cuanto al enfoque del problema desde el punto de vista del PEI, lo que im-
plica la reconstruccio´n de los dispersores presentes en el arreglo tomogra´fico, en el
Cap´ıtulo 4 se presento´ un modelo de calibracio´n y medicio´n utilizando ANN y cilin-
dros diele´ctricos (Seccio´n 4.4). Se hallo´ que reconstruir este modelo de medicio´n y
calibracio´n sencillo es posible, tanto con ANN tipo MLP como CNN. Sin embargo,
la calidad de la reconstruccio´n bajo mediciones con alta SNR es significativamente
mejor con CNN. No obstante, en situaciones con mediciones de baja SNR (bajo
∼90dB), la estimacio´n de los para´metros geome´tricos (Xcen, Ycen y radio) se torna
similar, e incluso peor en algunos casos a la del MLP. Lo mismo ocurre con las
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propiedades diele´ctricas del cilindro (εr y σ). En ambos modelos (MLP y CNN),
las estimaciones ma´s confiables corresponden a la posicio´n del centro del cilindro y
la ma´s robusta ante mediciones con baja SNR es la del radio.
La estimacio´n de las propiedades diele´ctricas, aunque es considerablemente mejor
con las CNN para alta SNR, es menos robusta que el MLP ante escenarios de baja
SNR. Tambie´n se mostro´ que no so´lo es posible reconstru´ır cilindros diele´ctricos
homoge´neos bidimensionales, sino que el modelo se probo´ de forma exitosa con
muestras homoge´neas y heteroge´neas en contenedores y muestras heteroge´neas tri-
dimensionales.
Respecto a la reconstruccio´n del calca´neo utilizando modelos de ANN, la magnitud
de los errores obtenidos en la prediccio´n de la localizacio´n, as´ı como el taman˜o de
una aproximacio´n circular de la seccio´n transversal del calca´neo, sugieren la factibi-
lidad de usar estos modelos para la estimacio´n de esas propiedades. Sin embargo, la
magnitud de los errores obtenidos para la medicio´n de sus propiedades diele´ctricas
muestran que el me´todo es menos confiable para la estimacio´n directa de tales pro-
piedades. No obstante, bajo ciertas condiciones de posicionamiento estos errores
disminuyen de manera significativa. Adicionalmente, el me´todo podr´ıa utilizarse
para acelerar la convergencia de me´todos determin´ısticos iterativos como el DBIM,
el cual, a pesar de haber mostrado ser apropiado para este tipo de estudios tiene
la desventaja de tiempos de convergencia ma´s largos [150], los cuales se ver´ıan sig-
nificativamente reducidos con el auxilio de los me´todos de ANN aqu´ı presentados.
En cuanto a la estimacio´n de las propiedades diele´ctricas de los tejidos circundan-
tes al calca´neo, e´stas son considerablemente mejores. Sin embargo, los errores de
prediccio´n de la conductividad de dicho tejido son sensiblemente menores al de la
permitividad en ambos modelos de ANN. La prediccio´n de este u´ltimo para´metro
mejora en la CNN respecto al MLP.
Los modelos de ANN son lo suficientemente robustos para niveles de ruido similares
a los utilizados durante su entrenamiento (hasta 26 dB en la sen˜al y hasta 1 mm en
la incerteza de la posicio´n de las antenas). Niveles de ruido correspondientes a una
SNR menor, conllevan un considerable incremento en los errores de prediccio´n.
Se presto´ especial atencio´n en entender el comportamiento de las ANN con la geo-
metr´ıa del objeto dispersor (el talo´n en este caso en particular). Se estudiaron los
resultados a partir de los dos PC dominantes en el espacio descrito por estos. Puede
asumirse a partir de la Fig. 4.17 que el PC1 y el PC2 esta´n asociados, respectiva-
mente, a la inclinacio´n del talo´n y al a´rea ocupada por la seccio´n transversal del
calca´neo respecto al corte bidimensional completo. El PC1 y el error en la predic-
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cio´n de la permitividad relativa del calca´neo esta´n correlacionadas positivamente
en el caso del modelo MLP, no as´ı para el modelo CNN. En cuanto a la correlacio´n
entre la estimacio´n de este mismo para´metro y el PC2, los coeficientes de correla-
cio´n son negativos para ambas redes, siendo ma´s notoria la correlacio´n para CNN.
A grandes rasgos, esto indica que a menores valores de PC2, mejor estimacio´n se
tiene para εr en el calca´neo para ambas ANN.
En resumen, mejores estimaciones de la permitividad relativa pueden lograrse evi-
tando inclinaciones abruptas hacia el tendo´n de Aquiles (en el caso del calca´neo)
y teniendo una menor proporcio´n del a´rea del hueso (en el caso del tejido circun-
dante).
Es preciso mencionar que el me´todo propuesto basado en ANN no pretende instau-
rarse como un algoritmo de inversio´n de propo´sito general, sino uno especializado
en el problema en particular de evaluar la calidad o´sea del calca´neo.
Los estudios nume´ricos mostrados, esta´n proyectados para ser implementados en
un prototipo de tomo´grafo de microondas (actualmente au´n en desarrollo), cuyo
esquema general se muestra en la Fig. 5.1. Este esta´ siendo desarrollado en colabo-
racio´n entre nuestro grupo de trabajo del Instituto de F´ısica de L´ıquidos y Sistemas
Biolo´gicos (IFLySiB) y el Instituto Argentino de Radioastronomı´a (IAR). El pro-
totipo consta de un par de antenas monopolo (emisora y receptora), que son la
extensio´n del conductor central (extensio´n de 1/4 de λ) de un cable coaxial (ver
Fig. 3.6 (A)), las cuales rotan alrededor del mismo eje dentro de un tanque acr´ılico,
en el cual se encontrara´ el medio de acople y sera´ tambie´n do´nde se colocara´ la
muestra u objeto de estudio. Las antenas son rotadas de manera independiente por
un par de motores y se encuentran conectadas a un analizador de redes escalar
(SNA). Todo el sistema se encuentra fijo en una base de madera. Tanto los motores
como la adquisicio´n de la sen˜al en el SNA esta´n controlados por una placa basada
en microcontroladores, la cual es gobernada, a su vez, por una computadora desde
donde se emiten las instrucciones de funcionamiento del sistema y se post-procesa
la sen˜al adquirida. Un esquema general de este proceso puede verse en la Fig. 5.2.
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Figura 5.1: Prototipo de tomo´grafo de microondas con detalle de los componentes. (1): Base
de madera, (2): Tanque acr´ılico conteniendo la base de rotacio´n de las antenas. (3): Motores de
rotacio´n de las antenas y base de estos. (4-6): Arandelas de fijacio´n.
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Figura 5.2: Esquema simplificado del sistema de adquisicio´n de la sen˜al de microondas.
Ape´ndice A
Formulacio´n FDTD. Caso TMz
Asumiendo que no existe variacio´n a lo largo del eje z (paralelo al eje de las
antenas), la Ley de Faraday-Maxwell viene dada por:
− µ∂H
∂t
= ∇× E =
---------
aˆx aˆy aˆz
∂
∂x
∂
∂y
0
0 0 Ez
--------- = aˆx
∂Ez
∂y
− aˆy ∂Ez
∂x
(A.1)
Similarmente, la Ley de Ampere-Maxwell resulta:
σE + Ô∂E
∂t
= ∇×H =
---------
aˆx aˆy aˆz
∂
∂x
∂
∂y
0
Hx Hy 0
--------- = aˆz
A
∂Hy
∂x
− ∂Hx
∂y
B
(A.2)
Las ecuaciones escalares obtenidas a partir de las Ecs. A.1 y A.2, resultan:
− µ∂Hx
∂t
= ∂Ez
∂y
(A.3)
µ
∂Hy
∂t
= ∂Ez
∂x
(A.4)
σEz + Ô
∂Ez
∂t
= ∂Hy
∂x
− ∂Hx
∂y
(A.5)
El espacio-tiempo es ahora discretizado en celdas como la mostrada en la Fig.
3.2 (derecha), de forma que las ecuaciones A.3· · ·A.5 puedan expresarse en te´rminos
de diferencias finitas, y as´ı los campos futuros pueden expresarse en te´rminos de
los campos pasados. Se utilizara´ la siguiente notacio´n para los campos discretos:
Hx(x, y, t) = Hx(m∆x, n∆y, q∆t) = Hqx[m,n] (A.6)
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Hy(x, y, t) = Hy(m∆x, n∆y, q∆t) = Hqy [m,n] (A.7)
Ez(x, y, t) = Ez(m∆x, n∆y, q∆t) = Eqz [m,n] (A.8)
donde el ı´ndice m corresponde al paso espacial en la direccio´n x, el ı´ndice n co-
rresponde al paso espacial en la direccio´n y, mientras que el ı´ndice q corresponde
al paso temporal. Los pasos espaciales en las direcciones x e y, respectivamente
corresponden a ∆x y ∆y, los cuales en nuestro caso, son de igual dimensio´n.
En el proceso de discretizacio´n, se asume que los puntos donde se encuentra el cam-
po ele´ctrico caen en pasos espacialmente discretos y los correspondientes a los cam-
pos magne´ticos esta´n desplazados medio paso temporal de los campos ele´ctricos.
Con esto en mente, la discretizacio´n en diferencias finitas de la Ec. A.3, expandida
alrededor del punto espacio-temporal (m∆x, (n + 1/2)∆y, q∆t), resulta:
− µH
q+ 12
x [m,n + 12 ]−H
q− 12
x [m,n + 12 ]
∆t
= E
q
z [m,n + 1]− Eqz [m,n]
∆y
(A.9)
De aca´ puede despejarse el valor futuro Hq+
1
2
x [m,n + 12 ] en te´rmino de los valores
pasados. La ecuacio´n resultante de actualizacio´n es:
H
q+ 12
x
5
m,n + 12
6
= Hq−
1
2
x
5
m,n + 12
6
− ∆t
µ∆y
(Eqz [m,n + 1]− Eqz [m,n]) (A.10)
La actualizacio´n de la componente y del campo magne´tico se obtiene mediante
la aproximacio´n en diferencias finitas de la Ec. A.4 expandida alrededor del punto
espacio-temporal ((m + 1/2)∆x, n∆y, q∆t), resultando en:
H
q+ 12
y
5
m + 12 , n
6
= Hq−
1
2
y
5
m + 12 , n
6
− ∆t
µ∆x
(Eqz [m + 1, n]− Eqz [m,n]) (A.11)
En ambos casos (Ecs. A.10 y A.11), µ y σ son las correspondientes a un punto
de evaluacio´n dado.
Finalmente, la ecuacio´n para la actualizacio´n del campo ele´ctrico, obtenida apro-
ximando por diferencias finitas la Ec. A.5 expandida alrededor de (m∆x, n∆y, (q+
1/2)∆t), resulta:
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Ape´ndice B
Me´todo de Elementos Finitos
Aqu´ı comentaremos la generalidad del me´todo, recomendamos la lectura de la
referencia [92] para un tratamiento con mayor profundidad.
Como se menciono´ en la subseccio´n 3.2.2, para computar campos en alta frecuen-
cia mediante FEM se debe trabajar con elementos de borde o de Ne´dele´c. Para
ejemplificar el funcionamiento de este tipo de elementos, es ma´s intuitivo mostrar
elementos rectangulares aunque e´stos no sean los que se utilizaron para las simu-
laciones de esta tesis. En la Fig. B.1 se muestra un elemento rectancular para un
campo en 2D. Para aproximar el campo ele´ctrico Ee en el centro del elemento
ubicado en (xec, yec) se utiliza:
borde 1
borde 2
borde 4borde 3
Figura B.1: .
Ee ≈
4Ø
i=1
N ei E
e
i (B.1)
donde N ei son las bases vectoriales y Eei es un escalar (se lo denomina grado de
libertad), es en efecto, el campo tangencial en el borde i. Las bases vienen dadas
por:
N e1 =
1
üey
A
yec − y +
üey
2
B
xˆ (B.2)
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N e2 =
1
üey
A
y − yec +
üey
2
B
xˆ (B.3)
N e3 =
1
üex
A
xec − x +
üex
2
B
yˆ (B.4)
N e4 =
1
üex
A
xec − x +
üex
2
B
yˆ (B.5)
üex y üey son las longitudes de los bordes. En estas ecuaciones se debe notar que:
1. N e1 es cero en el borde 2 (dado que y = yec +
üey
2 ).
2. En el borde 1 vale uno y es tangencial al borde (solo componente en la
direccio´n de xˆ).
3. En los bordes 3 y 4 su valor se incrementa linealmente desde arriba hacia
abajo y es normal a estos bordes.
4. Para N e2 se tienen las mismas propiedades aunque con bordes 1 y 2 intercam-
biados. Y de manera ana´loga para N e3 y N e4 (con x e y intercambiados).
En resumen, estas bases proveen en los bordes una aproximacio´n tangencialmente
constante y lineal en la direccio´n normal. Remarcamos adema´s que Ee1 es el cam-
po tangencial en el borde 1, y analogamente Ee2, Ee3, y Ee4, en los bordes 2, 3, y
4, respectivamente. Entonces, con estos elementos vectoriales se logra lo deseado:
campo tangencial constante independiente del campo normal.
Una vez discretizada la geometr´ıa de intere´s (en esta tesis con tetraedros tal
como se muestra en la Fig. 3.4) se debe resolver la ecuacio´n vectorial de Helmholtz.
Similar al FDTD, pero a diferencia del MoM, el FEM se basa en una descripcio´n
local de los campos, derivada de las ecuaciones de Maxwell en su forma diferencial
para campos armo´nicos. En particular, en esta tesis se resuelve la siguiente ecuacio´n:
∇×
A
1
µr
∇× E(r)
B
− k20εrE(r) = 0 (B.6)
donde consideramos µr = 1 y k20 = ω
2
c2 . Note que a diferencia de lo que se mostro´
en el Ape´ndice A, ahora los campos son vectores complejos. Es decir, son campos
armo´nicos con frecuencia fija ω = 2πf , donde f es la frecuencia de excitacio´n. Por
esta razo´n deben ser resueltos por separado: parte real e imaginaria. Para resolver
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la Ec. B.6, se aproxima por su formulacio´n de´bil, es decir, se multiplica por una
funcio´n de prueba N y se integra en todo el volumen:Ú
vol
è
N · ∇ × (∇× E)−N · k20εrE
é
dx = 0. (B.7)
Conviene previamente operar para bajar el orden de la derivada en la inco´gnita
(E) utilizando la regla del producto vectorial en la parte izquierda del integrando,
y seguidamente, aplicar el teorema de la divergencia. Como resultado se obtiene:Ú
vol
è
(∇×N) · (∇× E)−N · k20εrE
é
dx +
Ú
sup
N · [nˆ× (∇× E)] ds = 0. (B.8)
Note que la segunda integral es de superficie (aqu´ı es donde se pueden aplicar las
condicione de borde, fuentes, etc.). Luego aproximando E con una ecuacio´n similar
a la Ec. B.1 (en nuestro caso para tetraedros) y evaluando las funciones de prueba
Ni de cada elemento, la Ec. B.8 se discretiza y toma la forma:
Ax = b. (B.9)
En esta ecuacio´n todos sera´n complejos. Tanto A como b son conocidos, y se los
denomina matr´ız de rigidez y de cargas, respectivamente (porque histo´ricamente
es un me´todo que proviene de la ingenier´ıa estructural). El vector inco´gnita x
contendra´ los pesos (Ei) de la Ec. B.1, por lo tanto conociendo las bases se puede
obtener el campo en cada elemento.
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Ape´ndice C
Me´todo de Morris
En el Me´todo de Morris [107], el espacio Ω de variables de entrada xi constituye
un hipercubo. La longitud de cada lado del hipercubo es 1, ya que el rango de
variacio´n de cada xi se escala al intervalo [0,1]. Las variables son discretizadas de
forma tal que cada punto en la grilla en la direccio´n i es mu´ltiplo de 1/(p − 1),
siendo p el nu´mero de niveles en que se divide dicha variable.
El algoritmo opera basa´ndose en el concepto de efecto elemental (di), el cual es
computado de a un factor a la vez. Esto es: seleccionado un conjunto de para´metros
de entrada x = (x1, x2, · · · , xk) en Ω y calculada su salida y(x), entonces la i-e´sima
variable se incrementa en ±∆ y la salida se calcula nuevamente. Esta salida debe
ser tal que el punto transformado (x + ei∆) (donde ei es un vector de ceros, salvo
en su componente i) esta´ au´n en Ω para cada ı´ndice i = 1, · · · , k. Este paso resulta
en un nuevo conjunto de para´metros xÍ con su respectiva salida y(xÍ). A partir de
esto, podemos calcular el as´ı llamado, efecto elemental:
di =
|y(x1, · · · , xi ±∆, · · ·xk)− y(x)|
∆ . (C.1)
La distribucio´n finita de efectos elementales Fi asociada con el factor i-e´simo se
obtiene muestreando de manera aleatoria diferentes x desde Ω. Un total de p + 1
evaluaciones son realizadas en cada direccio´n a trave´s del hipercubo. Se generaron
caminos aleatorios en la grilla de Ω a fin de calcular los principales efectos locales e
interacciones de o´rden superior entre las variables de entrada. Para esto, se genera
una matriz B de dimensiones (k + 1)× k, con elementos que son ceros o unos, que
tienen la propiedad de que por cada columna i = 1, 2, 3, · · · , k, hay dos filas de B
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que difieren so´lo en sus entradas i-e´simas, por ejemplo:
B =

0 0 0 · · · 0
1 0 0 · · · 0
1 1 0 · · · 0
1 1 1 · · · 0
... ... ... ... ...
1 1 1 · · · 1

(C.2)
La matriz ∆.B (con ∆ = p/2(p − 1)), puede ser usada como una matriz de
disen˜o (por ejemplo, cada fila un valor de x), para la cual, un experimento dado
proveera´ k efectos elementales, basados en k + 1 corridas. Estas no podr´ıan ser
selecciones aleatorias a partir de las distribuciones F1, F2, · · · , Fk. Para obtener
una distribucio´n aleatoria, una versio´n modificada de la matriz de muestreo se
emplea como sigue:
• Sea D∗ una matriz k-dimensional diagonal, en la cual cada elemento de la
diagonal es 1 o -1 con igual probabilidad. Si se define Jm,k una matriz (k+1)×
k de unos, notar que (1/2)[(2B− Jm,k)] es una matriz (k + 1)× k, en la cual
cada columna o es igual a la correspondiente columna en B o se determina
reemplazando unos o ceros por unos en la correspondiente columna de B.
• Sea x∗ un valor base de x escogido de forma aleatoria, para el cual, a cada
elemento le es asignado aleatoriamente un valor entre {0, 1/(p − 1), 2/(p −
1), · · · , 1−∆} con igual probabilidad cada uno.
• Sea P∗ una matriz de permutacio´n aleatoria k × k en la cual cada columna
contiene un elemento igual a 1 y el resto igual a 0 y no existen dos columnas
que tengan unos en la misma posicio´n.
La atencio´n se restringe al caso en el cual cada decisio´n en el proceso aleatorio
(seleccio´n de valores por cada elemento de D∗ y x∗ y seleccio´n de P∗) se hace
independientemente. Entonces B∗ = (Jm,lx∗+ (∆/2)[(2B−Jm,kD∗+ Jm,k)])P∗, es
llamada una orientacio´n aleatoria de B. Como ∆.B, B∗ tambie´n provee un efecto
elemental por entrada, pero uno que es seleccionado de forma aleatoria.
Este procedimiento se emplea por razones de optimizacio´n descritas en detalle
en [107]. Finalmente, si se requiere una muestra de r efectos a partir de cada Fi,
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pueden concatenarse r orientaciones independientes de B para formar la matriz de
disen˜o para el experimento completo:
X =

B∗1
B∗2
B∗3
· · ·
B∗r

(C.3)
Sobre el disen˜o completo X, r efectos elementales son producidos para cada
entrada y dos valores son calculados:
µ =
rØ
i=1
di
r
(C.4)
Std =
öõõô rØ
i=1
(di − µ)2
r
(C.5)
donde µ es una medida de la tendencia central de di y std, su desviacio´n
esta´ndar. Este u´ltimo para´metro da cuenta de efectos no-lineales en la salida o de
interacciones entre diversos para´metros de entrada [151]. Particularmente, se utiliza
µ∗, (el valor absoluto de µ), por las consideraciones comentadas en [101], relacio-
nadas con que resuelve el problema de los efectos elementales de signo contrario
que ocurren cuando el modelo es no-monoto´nico.
En la Fig. C.1, se muestra a modo de ejemplo un hipercubo con tres variables
de entrada xi y diversos caminos con puntos de partida aleatorios. En este caso
particular, tres efectos elementales di esta´n siendo calculados en cada trayectoria.
Figura C.1: Hipercubo en tres dimensiones (tres variables de entrada xi) donde se observan
trayectorias con tres efectos elementales di cada una. Tomado de [152].

Ape´ndice D: Discretizacio´n y solucio´n del Me´todo de Born 101
Ape´ndice D
Discretizacio´n y solucio´n del Me´todo de
Born
En el siguiente procedimiento se realiza una discretizacio´n del espacio 2D uti-
lizando el Me´todo de los Momentos [153]. Consideramos la Ec. 4.3 en 2D con el
campo E(r) = Ez(rt) (campo TM-polarizado), rt la componente transversal de r
y G(r/rÍ) = G2D, en nuestro caso, dada por la funcio´n de Hankel para l´ıneas de
corriente infinitas (Ec. 3.3). En el Me´todo de los Momentos (MoM) [92], las inco´gni-
tas del problema se representan como una combinacio´n lineal de N funciones base
fn(rt), tal que:
τ(rt) =
NØ
n=1
τnfn(rt) (D.1)
Ez(rt) =
NØ
n=1
Enfn(rt). (D.2)
Para discretizar de manera ma´s simple el dominio de investigacio´n Si, se escoge
fn(rt) tal que fn(rt) = 1 si rt ∈ Sn y fn(rt) = 0 de otra manera. En este caso,
Sn es el n-e´simo subdominio del dominio de investigacio´n particionado, tal que
∪nSn = Si.
Los valores de las mediciones se encuentran en M puntos de medicio´n. Esto sugiere
el uso de las siguientes funciones de prueba:
wm(rt) = δ(rt − rm) (D.3)
donde rm es el m-e´simo punto de medicio´n (m = 1, · · · ,M).
Sustituyendo las Ecs. D.1 y D.2 en la versio´n 2D de (4.3) y multiplicando la ecuacio´n
resultante por cada funcio´n de prueba, se obtiene la Ec. D.4:
NØ
n=1
hmnτnEn = Esm m = 1, · · · ,M (D.4)
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donde hmn = jωµb
s
Sn
G2D(rm/rÍt)drÍt, Esm = Em − Eim ≡ Ez(rm) − Eincz(rm) y
Esm, Em y Eim, son, respectivamente, las componentes z del campo disperso, total
e incidente en el punto de medicio´n m-e´simo.
El resultado del conjunto de las M ecuaciones algebraicas no-lineales dadas por la
Ec. D.4, se halla resolviendo la Ec. matricial D.5.
[H][T]e = es (D.5)
donde e = [E1, · · · , EN ]T , es = [Es1, · · · , EsM ]T , [H] es una matriz M × N con
elementos hmn (m = 1, · · · ,M , n = 1, · · · , N) y [T] es una matriz N×N diagonal,
cuyos elementos (en la diagonal), corresponden a τn con n = 1, · · · , N .
Ape´ndice E
Morfometr´ıa geome´trica
Este ape´ndice es un resumen de la referencia [154].
Uno de los conceptos fundamentales en morfometr´ıa geome´trica es el de forma, que
es una propiedad geome´trica de un objeto y que no toma en cuenta escala, rotacio´n
y traslacio´n (Fig. E.1). Al analizar la forma de un objeto, el primer paso a realizar
(A)
(B)
(C)
Figura E.1: La forma de un objeto no se ve afectada por la traslacio´n (A), tampoco influye la
rotacio´n (B) ni la escala o taman˜o del mismo (C).
es determinar, a partir de una imagen en dos o tres dimensiones, las coordenadas
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cartesianas de su contorno o de ciertos puntos caracter´ıstcos conocidos como land-
marks y semilandmarks.
Existen tres tipos de landmarks: tipo I son puntos donde se producen yuxtapo-
siciones discretas de texturas, tipo II son zonas de ma´xima o mı´nima curvatura
y tipo III son puntos extremos. En ocasiones, los objetos bajo estudio son super-
ficies planas o lisas en las que es dif´ıcil establecer landmarks o e´stos no cubren
totalmente la forma a analizar. Para solucionar este inconveniente, se utilizan los
semilandmarks, es decir, puntos distribu´ıdos uniformemente a lo largo de la su-
perficie o su contorno (Fig. E.2). En esta tesis el ana´lisis de la forma se efectu´a
Figura E.2: A partir de un objeto cuya forma es capturada en dos dimensiones (A), se puede
proceder al ana´lisis de la forma mediante su contorno (B), o mediante el uso landmarks (C). En
una misma estructura pueden localizarse los tres tipos de landmarks (representados por cuadros):
tipo I (cuadros nu´mero 1), tipo II (cuadros nu´mero 2) y tipo III (cuadros nu´mero 3); a su vez,
pueden emplearse semilandmarks (representados como c´ırculos).
utilizando landmarks y semilandmarks exclusivamente. Los landmarks y semiland-
marks, contienen informacio´n de la forma, taman˜o, orientacio´n y posicio´n de los
objetos, por lo cual no son adecuados para los ana´lisis estad´ısticos de la forma.
Para remover toda la informacio´n adicional, se utiliza un Ana´lisis Generalizado de
Procrustes (GPA abreviado en ingle´s). Supongamos que tenemos un conjunto de N
objetos y deseamos comparar su forma. El me´todo GPA o tambie´n conocido como
superposicio´n de Procrustes consiste, de manera general, en tres pasos:
1. las configuraciones de los landmarks y semilandmarks de cada uno de los
N objetos son escaladas a un mismo taman˜o para remover el efecto de este
factor,
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2. se elimina el efecto de la posicio´n
3. las configuraciones resultantes de los landmarks y semilandmarks de los N
objetos se rotan para minimizar las desviaciones entre e´stos (Fig. E.3).
(A) (B) (C) (D)
Figura E.3: Representacio´n generalizada de los pasos que incluye la superposicio´n de Procrus-
tes. (A) De las ima´genes originales se digitalizan los landmarks y semilandmarks correspondientes
(cuadros). (B) La configuracio´n de landmarks y semilandmarks se escala al mismo taman˜o del
centroide. (C) Se remueven las diferencias por posicio´n al trasladar las configuraciones de los land-
marks y semilandmarks a un mismo origen del sistema de coordenadas (D) Finalmente se rotan
las configuraciones para que las diferencias en las posiciones de los landmarks y semilandmarks
correspondientes, sean minimizadas.
El GPA involucra un ajuste por mı´nimos cuadrados que es iterativo: se alinean
todas las configuraciones del conjunto de datos a una configuracio´n particular, por
ejemplo la primera configuracio´n de landmarks y semilandmarks, utilizando para
ello el ajuste de Procrustes por mı´nimos cuadrados, de tal manera que la suma
de las distancias al cuadrado entre landmarks y semilandmarks correspondientes
entre cada configuracio´n y la configuracio´n de referencia (distancia Procrustes)
sea mı´nima. En la siguiente iteracio´n, esta nueva forma se utiliza como la nueva
configuracio´n de referencia y cada configuracio´n se ajusta nuevamente. Una nueva
forma promedio se calcula entonces, y el procedimiento se repite hasta que la for-
ma promedio ya no cambie, lo cual generalmente ocurre despue´s de usar una pocas
iteraciones.
Una vez que se ha realizado la superposicio´n de Procrustes, se obtienen las coor-
denadas Procrustes, que son variables que u´nicamente contienen informacio´n de la
forma de los objetos y que pueden ser utilizadas en diferentes ana´lisis multivaria-
dos. Uno de los ana´lisis multivariados rutinarios en morfometr´ıa geome´trica es el
Ana´lisis de Componentes Principales (ACP), que es un me´todo de ordenacio´n que
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puede ser utilizado para examinar la variacio´n de los datos. El ACP se utiliza prin-
cipalmente para reducir la dimensionalidad de los datos; una vez que se obtienen
los componentes principales (PC), algunos de estos pueden ser utilizados, a su vez,
como variables de la forma en consecuentes ana´lisis estad´ısticos. En el ape´ndice F
se presenta una breve introduccio´n al ACP que utilizamos en nuestro trabajo.
Ape´ndice F
Ana´lisis de componentes principales
El concepto de componentes principales (PC) puede pensarse en cierto mo-
do como ana´logo a las curvas de regresio´n. En general, la regresio´n trata con el
problema de ajustar un conjunto de datos mediante una curva parametrizada que
contenga el menor nu´mero de para´metros posibles. Por su parte, el problema de
componentes principales se plantea en la siguiente forma: co´mo ajustar varios con-
juntos de datos con un nu´mero mı´nimo de curvas. Espec´ıficamente nos preguntamos
si cada uno de los conjuntos de datos puede ser representado por una curva que se
exprese como suma pesada del “mejor” conjunto de curvas posible.
Supongamos que tenemos N objetos en 2D (por ejemplo ima´genes por CT de
cortes del talo´n) rotulados n = 1, 2, . . . , N y en cada uno de ellos consideramos
J caracter´ısticas o propiedades (por ejemplo la variabilidad entre los miembros de
cada par formado con las coordenadas procruste correspondientes a los landmarks
y semilandmarks elegidos en la imagen de cada corte de talo´n segu´n lo sen˜ala-
do en el Ape´ndice E). Podemos plantear el problema en los siguientes te´rminos:
dada la muestra Dj(n) con j = 1, 2, . . . , J y con n = 1, 2, . . . , N construir un
conjunto mucho menor de curvas ortogonales PCk(n) con k = 1, 2, . . . , K donde
K << J y n = 1, 2, . . . , N . En el ejemplo del texto, como Dj(n) usamos los ele-
mentos de la matriz de varianza MV P (a, b) de los residuos procrustes RPa(n) con
a = 1, 2, . . . , A correspondiente al landmark o semilandmark a del corte n. Los
elementos de MV P (a, b) se ordenan en un arreglo unidimensional rotulado con el
ı´ndice j tal que j = a + (b− 1)A de manera que j toma los valores 1, 2, . . . , J con
J = A2: Da+(b−1)A(n) = MV P (a, b).
Como sea que lo definamos suponemos conocido el conjunto de curvas muestra-
les {Dj(n)} Podemos entonces calcular la media y la matriz de covarianza de la
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muestra:
Dj =
1
N
NØ
n=1
Dj(n) para j = 1, 2, . . . , J (E1)
y
C (i.j) = 1
N
NØ
n=1
Di(n)Dj(n)−DiDj para i, j = 1, 2, . . . , J (E2)
A continuacio´n definimos las componentes principales {PCk(n)} como combinacio-
nes lineales de las curvas datos {Dj(n)}:
PCk(n) =
JØ
j=1
uk (j)Dj(n) (E3)
cuya media es PCk =
qJ
j=1 uk (j)Dj.
Los coeficientes {uk (j)} quedan determinados por el requerimiento que las curvas
{PCk(x)} sean ortogonales en el sentido de un promedio muestral:
PCkPCl ≡ PCk PCl para k Ó= l (E4)
donde
PCkPCl =
1
N
NØ
n=1
PCk(n)PCl(n)
y
PCk =
1
N
NØ
n=1
PCk(n)
Se demuestra sin demasiada dificultad que esta condicio´n implica que uk debe
verificar la ecuacio´n de autovalores:
è
C
é
uk = σ2kuk (E5)
donde uTk ul = δkl (T denota transposicio´n) y
è
C
é
es la matriz de covarianza cuyos
elementos esta´n definidos en Ec. E2. Esta matriz es sime´trica y bien comportada
y por lo tanto los autovalores son reales positivos. Se acostumbra numerar estos
autovalores en el orden de taman˜o decreciente: σ21 ≥ σ22 · · · ≥ σ2J .
Vemos entonces que conocidos los autovectores {uk} (k = 1, 2, . . . , J), la Ec. E3
nos permite calcular las componentes principales {PCk(n)}. El punto interesante,
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que le da a las componentes principales su verdadero valor, es que, debido al or-
den descendiente de las desviaciones sta´ndard, se demuestra que existe un nu´mero
positivo K << J tal que, una vez que se alcanza el orden k = K, las PCk(n) con
k ≥ K permanecen aproximadamente constantes. El nu´mero requerido, K, iguala
el nu´mero de orden del primer autovalor σ2k cuyo valor es despreciable. De esta
manera pasamos de un conjunto de datos {Dj(n)} a otro {PCk(n)} con un nu´mero
significativamente menor de elementos que alcanzan para describir pra´cticamente
todo el sistema. Esto significa que podemos reducir drama´ticamente la dimensio-
nalidad de los datos.
En esta tesis consideramos K = 2, es decir, nos restringimos a solamente dos com-
ponentes principales: PC1(n) y PC2(n) pero que comprobamos cubren un buen
porcentaje de la informacio´n contenida en los datos muestrales.
Aunque el resultado no lo usamos en esta tesis, por completitud merece sen˜alarse
que se demuestra que las curvas muestrales {Dj(xn)} se pueden estimar con las
curvas
î
D˜j(xn)
ï
definidas:
D˜j(xn) = Dj +
KØ
k=1
ak (j)
è
PCk(xn)− PCk
é
(E6)
donde los coeficientes ak (j) son determinados mediante ajuste de cuadrados mı´ni-
mos en la forma:
ak (j) =
1
σ2k
è
PCkDj − PCk Dj
é
. (E7)
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