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Re´sume´ –
Nous pre´sentons un nouvel estimateur d’images d’intensite´ Poissonnienne dans le domaine des ondelettes. Cette me´thode est base´e sur la
normalite´ asymptotique d’une fonction non-line´aire des coefficients de de´tail et d’e´chelle de la transforme´e de Haar, appele´e la transforme´e
de Fisz. Nous exposons quelques re´sultats asymptotiques, tels que la normalite´ et la de´corre´lation des pixels de l’image transforme´e. Fort de
ces re´sultats, l’image originale bruite´e par un processus de Poisson, peut eˆtre conside´re´e apre`s transformation de Fisz comme e´tant contamine´e
par un bruit Gaussien additif blanc. Ainsi, les de´bruiteurs classiques s’appliquent directement. Plus exactement, nous appliquons dans le cadre
de ce papier un estimateur Bayesien que nous avons re´cemment de´veloppe´, utilisant comme a priori une nouvelle classe de distributions, les
formes K de Bessel (FKB). Les simulations mene´es montrent que la transformation de Fisz offre des performances au moins aussi bonnes que les
transformations stabilisatrices pour des images d’intensite´ re´gulie`re ou constante par morceaux. Elle de´passe clairement ces approches lorsque
le taux de comptage faible. Combiner la transfortmation de Fisz avec le de´bruiteur Bayesien FKB offre les meilleurs re´sultats.
Abstract –
A novel wavelet-based Poisson-intensity estimator of images is presented. This method is based on the asymptotic normality of a certain
function of the Haar wavelet and scaling coefficients called the Fisz transformation. Some asymptotic results such as normality and decorrelation
of the transformed image samples are extended to the 2D case. This Fisz-transformed image is then treated as if it corrupted with an additive
Gaussian white noise. Classical denoisers can be applied. More specifically, we apply a novel Bayesian denoiser that we have recently developed.
In the latter, a prior model is imposed on the wavelet coefficients designed to capture the sparseness of the wavelet expansion. Seeking probability
models for the marginal densities of the wavelet coefficients, the new family of Bessel K forms (BKF) densities are used. From simulation
studies, the Fisz transformation compares very favorably to variance stabilizing transformation methods in both smooth and piece-wise constant
intensities. It clearly outperforms the other ”Gaussianising” methods in the low-count setting. Combining the Fisz transformation and the BKF
prior, the Bayesian denoiser yields the best results.
1 Introduction
La re´gression non-parame´trique dans le domaine des onde-
lettes est un outil fondamental en analyse des signaux et des
images. Le but est d’estimer une fonction ( D)  a` partir de ses
mesures bruite´es. Seules quelques hypothe`ses sont impose´es
sur  , e.g. appartenance a` un espace de fonctions donne´ (Sobo-
lev, Besov, etc). Plusieurs de´bruiteurs base´s sur la the´orie statis-
tique ont ainsi vu le jour aussi bien dans un contexte classique
que Bayesien, voir [1] pour un e´tat de l’art de´taille´.
Si la plupart des de´bruiteurs dans le domaine des ondelettes
existants s’attaquent a` l’estimation d’une composante de´terministe
noye´e dans un bruit additif (souvent Gaussien), le de´bruitage en
pre´sence d’un bruit Poissonnien pose lui des proble`mes spe´cifiques.
Ce dernier cas a de´ja` fait l’objet de quelques travaux dans la
litte´rature [2]. L’approche usuelle consiste a` utiliser une trans-
formation stabilisatrice de la variance, telle que la transforma-
tion d’Anscombe. L’estimation est ensuite effectue´e conside´rant
le bruit ainsi transforme´ comme additif blanc Gaussien. Cepen-
dant, cette transformation atteint clairement ses limites a` faible
comptage, ou` l’on s’e´loigne des conditions du the´ore`me central
limite. L’approche de Kolaczyk [3] consiste a` ajuster les seuils
directement lors du de´bruitage mais seule la base de Haar peut
eˆtre utilise´e. Ainsi, cette me´thode n’est pas adapte´e pour des
images d’intensite´ Poissonnienne re´gulie`re.
En nous inspirant des travaux de [4] en 1D, nous pre´sentons
un estimateur d’images d’intensite´ Poissonnienne dans le do-
maine des ondelettes base´ sur la normalite´ asymptotique d’une
fonction non-line´aire des coefficients de de´tail et d’e´chelle de
la transforme´e de Haar, appele´e la transforme´e de Fisz. Nous
montrons quelques proprie´te´s statistiques de cette transforme´e
notamment la de´correlation et la normalite´ du bruit dans l’image
transforme´e. Exploitant ces proprie´te´s, les estimateurs classiques
destine´s a` un bruit additif Gaussien peuvent directement s’ap-
pliquer. Plus spe´cifiquement, nous mettons a` profit un de´bruiteur
Bayesien que nous avons introduit re´cemment, et qui utilise une
nouvelle famille de distributions a priori appele´es les formes K
de Bessel (FKB) [6].
2 Le mode`le a priori FKB
Dans l’approche Bayesienne, un mode`le a priori est impose´
sur les coefficients de de´tail de la transforme´e d’ondelettes or-
thonormale discre`te (TOD) de l’image  . Compte tenu du ca-
racte`re creux de la TOD, les densite´s de probabilite´ de ces coef-
ficients sont connues pour eˆtre ge´ne´ralement syme´trique, lepto-
kurtique et a` queues releve´es. Le simple mode`le a priori Gaus-
sien se re´ve`le ainsi inefficace. Plusieurs choix ont e´te´ propose´s
dans la litte´rature dont le mode`le des Gaussiennes ge´ne´ralise´es
(GGD) et le mode`le  -stable. Chacun pre´sente ses avantages et
inconve´nients mais aucun des deux ne posse`de une forme ana-
lytique simple pour le de´bruiteur, ne´cessitant ainsi une inte´gration
nume´rique. Nous avons mis en oeuvre une nouvelle famille de
distributions a priori a` deux parame`tres. Ce mode`le a e´te´ pro-
pose´ re´cemment dans [5] et se re´ve`le tre`s efficace pour mode´liser
la distribution d’une large classe d’images filtre´es par une varie´te´
de filtres passe-bandes. Il est e´vident que la TOD fait partie de
cette classe de filtres. Le mode`le FKB est alors adapte´ pourvu
que la distribution des coefficients de de´tail soit unimodale,
syme´trique et leptokurtique.
La densite´ de probabilite´ des FKB est donne´e par:






































sont respectivement les parame`tres de forme et d’e´chelle.
En utilisant cet a priori dans [6], nous avons montre´ son effica-
cite´ pour mode´liser la distribution des coefficients d’ondelettes
sur une large base d’images. Nous avons par ailleurs mis au
point un estimateur des hyperparame`tres ( ,  et variance du
bruit) par une me´thode de cumulants. Une expression analy-
tique de l’espe´rance conditionnelle a posteriori (ECP) a aussi
e´te´ montre´e facilitant l’imple´mentation du de´bruiteur.
3 La transformation de Fisz 2D
3.1 Algorithme
´Etant donne´e une image de comptages  !" , qui est une re´alisation




, la transformation de
Fisz se de´crit de la manie`re suivante:
1. Appliquer une e´chelle de de´composition de la transforme´e














sont utilise´s. Nous no-
tons +,
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Ces nouveaux coefficients de de´tail sont ainsi les re´alisations
d’une variable ale´atoire : ,
!"
dont la distribution asymp-
totique est Gaussienne:
Lemme 3.1 Si les #!" sont des variables inde´pendantes















































































La preuve de ce lemme de´coule directement du the´ore`me
de Fisz [7] pour des processus de Poisson 1D. Ce re´sultat
signifie que les coefficients de de´tail modifie´s 1 ,
!"
tendent
en distribution vers une Gaussienne (centre´s et de va-
riance 
() lorsque les comptages moyens sont suffisam-
ment grands et proches dans tout voisinage. Des de´viations
de ces hypothe`ses induiront un e´cart de la normalite´.
3. Re´pe´ter les e´tapes 1-2 a` chaque e´chelle (jusqu’a` H 	
IJK
@
L ) en gardant les coefficients d’approximation in-
tacts. Il en de´coule que les coefficients de de´tail a` toutes
les e´chelles et orientations, ainsi modifie´s, sont une ver-
sion Gaussienne des coefficients originaux.
4. Reconstruire la nouvelle image M en utilisant la trans-
forme´e d’ondelette de Haar inverse, avec les filtres non
normalise´s. Ainsi, on peut e´crire:
M
	 N O (4)
ou`
N
est l’ope´rateur de la transformation de Fisz.
3.2 Proprie´te´s
Nous pouvons e´tablir une expression ge´ne´rale de l’ope´rateur
N
. L’ope´rateur de reconstruction inverse peut aussi eˆtre de´duit
simplement de
N
. On peut montrer que cet ope´rateur conserve






 !" . Par ailleurs,
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. Plus inte´ressant encore, nous avons
montre´ deux proprie´te´s qui sont des extensions 2D des re´sultats
de [4] pour le cas 1D. Conside´rons #!" des variables Pois-
sonniennes iid de moyenne
&
, alors les coefficients de l’image
transforme´e M sont asymptotiquement de´corre´le´s et gaussiens
avec une moyenne
&
et une variance unitaire. Ces proprie´te´s
sont ve´rifie´es a` condition que
L
et l’intensite´ minimale de l’image
R ST
&
!" soient suffisamment grands, et que la moyenne de
l’image des intensite´s originales U soit suffisamment petite. En
pratique, ces hypothe`ses sont ve´rifie´es et la transformation de
Fisz donne de bons re´sultats meˆme pour des images d’intensite´
assez he´te´roge`ne.
Conside´rons comme image d’intensite´ U une image VW X
VW 8 bits du fantoˆme de Hoffman. Ce fantoˆme est couram-
ment utilise´ en tomographie a` e´mission de positons ou` le bruit
est Poissonnien. La Fig.3 montre les quantiles de
N O ) N
U en
fonction de ceux d’une variable normale ainsi que leur fonction
d’auto-corre´lation (FAC). Les meˆmes graphes pour la transfor-
mation d’Anscombe (ope´rateur Y ) sont aussi porte´s sur cette
figure a` titre de comparaison. La transformation de Fisz aboutit
a` une meilleure ”normalisation” que la transformation d’Ans-
combe. Les FACs sont cependant assez proches montrant que la
transformation de Fisz n’introduit pas de corre´lation supple´mentaire.
Cette normalite´ et blancheur du bruit dans l’image transforme´e
nous rame`nent naturellement a` appliquer les algorithmes de
de´bruitage non-line´aire, notamment en contexte Bayesien en
utilisant la nouvelle famille d’a priori des FKB.
3.3 Le de´bruiteur
De fac¸on ge´ne´rale, pour estimer une image d’intensite´ U a`
partir de sa version bruite´e












FIG. 1: Comparaison entre les transformations de Fisz et
d’Anscombe sur le fantoˆme de Hoffman. Les graphes des quan-
tiles et les FACS sont sur la 2e`me et la 3e`me ligne.
de de´bruitage se de´crit comme suit:
1. Calculer la transforme´e de Fisz M
	 N O
qui est mainte-
nant conside´re´e comme Gaussienne.
2. Estimer les parame`tres du mode`le FKB et appliquer le
de´bruiteur Bayesien non line´aire dans le domaine des on-
delettes sur M .
3. Appliquer la transformation de Fisz inverse sur l’image
de´bruite´e  M pour obtenir une estime´e  U .
4 Re´sultats
Nous comparons tout d’abord, par le biais de simulations,
les performances de notre de´bruiteur en pre´sence de bruit Pois-
sonnien en utilisant les transformations de Fisz et d’Anscombe.
L’image des intensite´s est celle du fantoˆme de Hoffman. Nous
utilisons l’ondelette de Daubechies de re´gularite´ 4 et l’e´chelle







 issue de re´sultats
asymptotiques [1].
Les simulations montrent la supe´riorite´ de la transformation
de Fisz sur celle d’Anscombe (Fig.3). Ces graphes repre´sentent
le rapport signal-sur-risque (RSR) en dB moyenne´ sur 100 si-
mulations en fonction du facteur d’e´chelle des intensite´s. C’est
le facteur par lequel est multiplie´e l’image des intensite´s afin de
simuler les faibles et les forts taux de comptage. La diffe´rence
entre les deux transformations est flagrante a` faible comptage
mais s’amenuise a` mesure que les comptages sont grands. En
combinant la transformation de Fisz et le de´bruiteur Bayesien,
FIG. 2: Exemple d’application des transforme´es de Fisz d’Ans-
combe avec les de´bruiteurs Bayesien FKB et universel avec
seuillage dur (Hard). L’image de Hoffman est contamine´e par
un bruit de Poisson avec un facteur d’e´chelle de 0.01 (faible
comptage).
nous obtenons les meilleurs re´sultats bien supe´rieurs aux autres
algorithmes de de´bruitage, re´sultat confirme´ par la Fig.2.
La me´thode propose´e a finalement e´te´ applique´e a` des images
d’angiographie X. Ces images pre´sentent typiquement un bruit
dominant de grenaille photonique suivant une loi de Poisson.
Afin d’appre´cier la qualite´ de l’estimation, nous avons analyse´
les images de diffe´rence M
)
 M avant transformation inverse
(Fisz ou Anscombe). Ide´alement, les re´sidus de ces images
devraient suivre une loi normale conforme´ment a` la the´orie
asymptotique (section 3.2). Nous portons sur la Fig.4 les re´sidus
en fonction des quantiles Gaussiens. Il est clair que le de´bruiteur
Bayesien FKB avec Fisz et Anscombe ve´rifie cette proprie´te´
alors que les erreurs d’estimation des autres me´thodes de de´bruitage
utilise´es engendrent un de´part de la normalite´. Ceci est duˆ d’une
part a` la normalite´ asymptotique pre´vue par les re´sultats e´nonce´s
auparavant, et d’autre part au compromis entre biais et variance
d’estimation qui semble mieux atteint par le de´bruiteur Baye-
sien FKB avec la transformation de Fisz que par les autres
de´bruiteurs.
FIG. 3: Rapport signal-sur-risque (RSR) en dB moyenne´ sur
100 simulations en fonction du rapport d’e´chelle. Ces graphes
comparent les transformations de Fisz (trait continu) et d’Ans-
combe (trait discontinu) pour chaque de´bruiteur.
FIG. 4: Re´sidus vs quantiles (QQ-plot) Gaussiens avant inver-
sion de la transformation (Fisz ou Anscombe). La premie`re
image montre le QQ-plot sur l’image bruite´e. La colonne 1
(images a,c,e) correspondent aux re´sidus avec la transforma-
tion de Fisz et la colonne 2 (b,d,f) ceux avec la transformation
d’Anscombe. (a)-(b) FKB. (c)-(d)  -stable. (e)-(f) seuillage
universal dur (hard).
5 Conclusion
Nous avons introduit la transformation de Fisz comme nou-
velle transformation ”Normalisante” pour l’estimation d’images
d’intensite´ Poissonnienne dans le domaine des ondelettes. Ses
proprie´te´s statistiques ainsi que ses performances pratiques ont
e´te´ e´tablies. Combiner cette transformation avec le de´bruiteur
Bayesien FKB fournit un algorithme puissant d’estimation d’images
avec un bruit de Poisson.
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