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1. Introduction
From a mathematical point of view, investigating exchangeable random vectors in large dimensions often leads to
interesting analytical problems; see, e.g., [20,27,33–35]. From a probabilistic point of view, exchangeable random vectors
that can be extended to arbitrary dimensions (called extendible henceforth) allow for a conditionally i.i.d. representation
in the sense of de Finetti’s Theorem; see [10,21]. From a practical point of view, the demand for multivariate stochastic
models is driven by various applications, e.g., from the financial industry. Often, practical applications rely on extendible
dependence structures, mainly due to their appealing viability. The recent credit crisis, which is often attributed to the
mispricing of credit portfolio derivatives, and the increasing number of cataclysmic natural events/insurance claims, are
two examples that emphasize the need for realistic, yet tractable, stochastic models for high-dimensional random vectors.
When faced with the task of choosing a suitable copula model for data of increasing dimension d, analysts often have
to deal with the curse of dimensionality. For example, the number of parameters in the Gaussian copula grows with O(d2)
while it is of the order ofO(2d) for the classicalMarshall–Olkinmodel. This exploding number of parametersmakes themodel
soon intractable and one is required to identify reasonable subfamilies. On the contrary, other families like exchangeable
Archimedean copulas suffer from the opposite problem; having the same number of parameters irrespectively of the
dimension. In this case, one rather tries to generalize the model to obtain more flexible dependence structures. For several
applications, an intuitive compromise is to consider models that have a hierarchical dependence structure, meaning that
one can identify certain groups with some specific inner copula. These groups, however, are coupled to each other bymeans
of some outer dependence structure.
Hierarchical models overcome exchangeability in a (partially) structure preserving way. Within each group, one has a
convenient exchangeable model. The groups, however, do not necessarily have the same dependence structure and are not
independent of each other. The result is a quite intuitive and flexible dependence structure.
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Below, the notion of h-extendibility is introduced, combining the ideas of hierarchical and extendible random vectors.
When specified as in Definition 2.3, an h-extendible copula is stable under removing or adding components and even under
removing or adding groups. This property is desirable from a practical point of view. Consider, e.g., amortgage portfoliowith
some thousand mortgages. For such portfolios, it is daily business that mortgages leave the portfolio (defaulting or being
repaid) and new mortgages are added to the portfolio. The effort to reorganize/re-estimate the dependence structure after
each such event might be unreasonably high.
The classical result of de Finetti, see [10], relates extendible copulas to latent-factor models. If the respective stochastic
model is identified, a straightforward simulation scheme is available. Based on a latent-factor representation, the effort for
sampling the copula usually increases only moderately in d. Later it is shown how commonly used families of h-extendible
copulas can be constructed as factor models. In this case, one has a global factor affecting all components alike and local
factors that additionally affect the respective groups. A convenient byproduct again is an efficient sampling scheme.
In the following we unify some of the scattered literature on hierarchical copulas by introducing the notion of
h-extendibility. Besides a recursive definition, we provide an iterative reformulation (Section 2) and a generic construction
principle (Section 5). We show how several popular families of copulas can be constructed as h-extendible models. Specific
focus is put on h-extendible Archimedean copulas (Section 3), Marshall–Olkin copulas (Section 4), and a combination of both
(Section 5.2). Finally, we conclude and state open problems (Section 6).
2. H-extendibility: definition, construction, and examples
A d-dimensional copula is called exchangeable if it is invariant with respect to permutations of its arguments, i.e.,
C(u1, . . . , ud) = C(uπ(1), . . . , uπ(d)) for all permutations π on {1, . . . , d}. Equivalently, the associated random vector
satisfies
(U1, . . . ,Ud)
d= (Uπ(1), . . . ,Uπ(d)),
where d= denotes equality in law. Clearly, subvectors of exchangeable random vectors are exchangeable too, implying that
the property of being exchangeable is stable under taking k-marginals. An infinite sequence of random variables {Uk}k∈N
is called exchangeable if every d-dimensional subvector is. A d-dimensional copula C , resp. its associated random vector,
is called extendible if there exists an infinite exchangeable sequence such that C is the distribution function of every
d-dimensional subvector. Intuitively speaking, this means that one has an exchangeable dependence structure which is
stable under adding components. Examples for exchangeable but not extendible distributions are provided in, e.g., [27,33].
A deep structural result of de Finetti relates infinite exchangeable random vectors to conditional i.i.d. structures.
Theorem 2.1 (De Finetti’s Theorem). An infinite sequence of random variables {Xk}k∈N on (Ω,F , Pr) is exchangeable if and only
if it is conditionally i.i.d., meaning that there exists a σ -algebra G ⊂ F such that for each d ≥ 2
Pr(X1 ≤ x1, . . . , Xd ≤ xd | G) =
d
i=1
Pr(Xk ≤ xi | G)
for all x1, . . . , xd ∈ R and arbitrary k ∈ {1, . . . , d}.
The seminal reference of the above result is [10]; an elegant proof based on the reversed martingale convergence theorem
is provided in [2, Theorem 3.1]. Extendible random vectors, having a latent one-factor representation, are sometimes seen as
a first-order approximation of a more complex dependence structure. To relax the notion of extendibility in order to allow
for multiple latent factors, the notion of h-extendible random vectors (and copulas) with n levels of hierarchy is introduced.
These might be interpreted as an nth order approximation of the dependence structure. To motivate Definition 2.3, we first
illustrate h-extendibility with two levels of hierarchy.
Example 2.2 (H-Extendibility with Two Levels of Hierarchy). Consider a four-dimensional random vector (X1, X2, X3, X4),
where the first (resp. last) two components are affected in the same way by some stochastic object M(1) (resp. M(2)).
Moreover, all components are affected by a third stochastic object M(0). More precisely, Xi = f1(M(0),M(1), ϵi), i = 1, 2,
and Xi = f2(M(0),M(2), ϵi), i = 3, 4. In this construction, ϵ1, . . . , ϵ4 are i.i.d. and all ϵi and M(j) are independent. This
factor-model approach implies that conditional on G1 = σ(M(0)) the groups (X1, X2) and (X3, X4) are independent, and
within each group the components are conditionally i.i.d. given G2 = σ(M(0),M(1),M(2)). The result of this construction is
a hierarchical structure with the appealing property that one can add (or remove) further components to (from) each group
without changing the distribution of the original (remaining) components. One can even introduce new groups via a new
factorM(3) and a new functional f3.
Definition 2.3 (H-Extendible Random Vectors and Copulas).
(1) A d-dimensional random vector (X1, . . . , Xd) on (Ω,F , Pr) is called h-extendiblewith n ∈ N levels of hierarchy, where
1 ≤ n ≤ d, if for n ≥ 2 there exists a σ -algebra G ⊂ F and a partition d1 + · · · + dJ = d such that conditioned
on G: (a) the random vector (X1, . . . , Xd) splits into J ∈ N independent subvectors according to this partition, (b) each
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Fig. 1. An h-extendible copulawith two levels of hierarchy and two subgroups in each stage is visualized, i.e., a d-dimensional randomvectorwith partition
d = d1 + d2 = (d1,1 + d1,2) + (d2,1 + d2,2) is considered. Within each row the subvectors are conditionally independent given the respective σ -algebra
Gk, k = 1, 2. Within the final row, the components within each subvector are conditionally independent and identically distributed. The respective copula
for each group might be added into the graph (if known) to fully illustrate the dependence structure.
subvector is h-extendible with at most n− 1 levels, and (c) at least one subvector has n− 1 levels. For n = 1, i.e., at the
end of the recursion, h-extendibility with one level of hierarchy corresponds to the usual definition of extendibility.
(2) A copula is called h-extendiblewith n levels of hierarchy if it is the distribution function of an h-extendible randomvector
(U1, . . . ,Ud)with univariate uniform marginal laws, i.e., Uk ∼ U[0, 1] for k = 1, . . . , d.
(3) An h-extendible copula is called h-extendible with respect to some parametric family (Cθ ) of copulas if the dependence
structure within all exchangeable subgroups is of the same parametric family.
Remark 2.4 (H-Extendible Copulas). The recursive definition can alternatively be formulated iteratively, which might be
more intuitive in some situations. On a probability space (Ω,F , Pr), (U1, . . . ,Ud) is distributed according to an h-extendible
copula with n levels of hierarchy if the marginal laws are uniform, i.e., Uk ∼ U[0, 1], k = 1, . . . , d, and there exists an
increasing sequence of σ -algebras G1  · · ·  Gn ⊂ F s.t.
(1) Conditioned on G1: The vector (U1, . . . ,Ud) splits into J independent groups of sizes d1 + · · · + dJ = d. Assume
without loss of generality that the subvector U⃗j = (Ud1+···+dj−1+1, . . . ,Ud1+···+dj) contains the elements of group
j ∈ {1, . . . , J}, d0 = 0. Then
Pr(U1 ≤ u1, . . . ,Ud ≤ ud | G1) =
J
j=1
Pr

Ui ≤ ui,∀Ui ∈ group j | G1

.
(2) Conditioned on G2: The groups of level (1) split into independent subgroups, i.e., each dj is partitioned into dj =
dj,1 + · · · + dj,Jj and
Pr(U1 ≤ u1, . . . ,Ud ≤ ud | G2) =
J
j=1
dj,Jj
ℓ=1
Pr

Ui ≤ ui, ∀Ui ∈ subgroup ℓ of group j | G2

.
(k) This construction is iterated using Gk, where 2 < k < n.
(n) Conditioned on Gn: (a) All components are independent
Pr(U1 ≤ u1, . . . ,Ud ≤ ud | Gn) =
d
i=1
Pr

Ui ≤ ui | Gn

,
and (b) within each final level-n-subgroup identically distributed, i.e.,
Pr(Ui ≤ ui,∀Ui ∈ final subgroup ℓ | Gn) =

i:Ui ∈ subgroup ℓ
Pr

Uk ≤ ui | Gn

,
where the index k is arbitrarily chosen from the final subgroup ℓ and ℓ runs through all final level-n-subgroups.
In its full generality, this iterative reformulation of Definition 2.3(2) looks somewhat technical. However, for most
applications two or three levels of hierarchy are sufficient and the notation simplifies considerably, especially for concrete
parametric families. Also note that one can extend the random vector in each level by adding additional components or even
groups. The sole requirement is that these are conditionally independent (of the remaining groups or components) given
the respective σ -algebra. Moreover, h-extendible copulas can be visualized in a quite intuitive way using tree diagrams,
see Fig. 1.
Definition 2.3, respectively Remark 2.4, is illustrated below using the example of an h-extendible Gaussian copula with
two levels of hierarchy.
Example 2.5 (H-Extendible Gaussian Copula).Consider theGaussian copulaCΣ (u1, . . . , ud) = Nd,Σ {Φ−1(u1), . . . ,Φ−1(ud)},
whereΣ is a correlationmatrix,Nd,Σ denotes the distribution function of the d-dimensional normal distributionwithmean
vector zero and covariance matrix Σ , and Φ is the distribution function of the univariate standard normal distribution.
Recalling that the density of Nd,Σ has level curves of the form (x1, . . . , xd)Σ−1(x1, . . . , xd)′ = a constant, one immedi-
ately observes that the exchangeable Gaussian copula in dimension d ≥ 2 corresponds to an identical pairwise correlation
ρ ∈ [−1/(d−1), 1] among all pairs; the condition ρ ≥ −1/(d−1) is required forΣ being positive semi-definite. Note that
this condition depends on the dimension d. The extendible Gaussian copula corresponds toΣ exhibiting equicorrelation ρ,
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but with ρ ∈ [0, 1]. In the present case it is not difficult to find a conditional i.i.d. construction (latent one-factor model) for
the extendible Gaussian copula, simply define
Uk = Φ
√
ρM(0) +1− ρ ϵk, k = 1, . . . , d,
whereM(0), ϵ1, . . . , ϵd
i.i.d.∼ N (0, 1). It is straightforward to verify that Zk = √ρM(0)+√1− ρ ϵk isN (0, 1) distributed, the
vector of Zk’s is multivariate normal, and the correlation of Zk with Zℓ is ρ. Applying Φ transforms the univariate marginal
laws to U[0, 1]. Clearly, all components are i.i.d. given G1 = σ(M(0)). One step further, an h-extendible Gaussian copula
with two levels of hierarchy is constructed below. The correlationmatrixΣ is a blockmatrix; between different groupswith
ρ0 ∈ [0, 1], inside group jwith ρj ∈ [ρ0, 1]. A factor model with global and local factors generating this copula is given by
Zk = √ρ0 M(0) +

ρj − ρ0 M(j) +

1− ρj ϵk, (1)
Uk = Φ(Zk), k ∈

1+
j−1
ℓ=1
dℓ, . . . ,
j
ℓ=1
dℓ

,
where M(0), . . . ,M(J), ϵ1, . . . , ϵd
i.i.d.∼ N (0, 1) and d0 = 0. Extensions beyond two levels of hierarchy are possible
by introducing additional factors. The σ -algebras involved in Definition 2.3 are generated by the respective factors, i.e.,
G1 = σ(M(0)) and G2 = σ(M(0), . . . ,M(J)).
3. H-extendible Archimedean copulas
A copula is called Archimedean if it can be written as
Cψ (u1, . . . , ud) = ψ{ψ−1(u1)+ · · · + ψ−1(ud)} (2)
for a function ψ : [0,∞) → [0, 1], called Archimedean generator. It is immediate from (2) that Archimedean copulas are
exchangeable. For fixed d ≥ 2, the results in [29,33] show that (2) defines a copula if and only if theArchimedean generatorψ
is d-monotone; a definition of d-monotonicity and Archimedean generators can be found in the aforementioned references.
Denoting the class of all d-monotone generators by Φd, one has Φ2 ! Φ3 ! Φ4 ! · · · ! Φ∞, where Φ∞ denotes the set of
all completely monotone generators, which agrees with the set of Laplace transforms of positive random variables; see [7].
An Archimedean copula Cψ is extendible if and only ifψ ∈ Φ∞. Only in this case is it possible to construct a random vector
with conditionally i.i.d. components and distribution function Cψ . This latent one-factor representation is based on [31],
from where it follows that
(U1, . . . ,Ud) =

ψ

ϵ1
M(0)

, . . . , ψ

ϵd
M(0)

∼ Cψ ,
where the random variables ϵ1, . . . , ϵd,M(0) are independent, ϵ1, . . . , ϵd are unit exponentials andM(0) is a positive random
variable with Laplace transform ψ(x) = E{exp(−xM(0))}. Conditioned on the σ -algebra G1 = σ(M(0)), the components
U1, . . . ,Ud form a random sample.
To overcome exchangeability, the notion of hierarchical (or nested) Archimedean copulas was introduced in [16,17].
Below it is shownhow h-extendible copulaswith respect to the parametric family (Cψ )ψ∈Φ∞ can be constructed. Introducing
the notation u⃗j = (ud1+···+dj−1+1, . . . , ud1+···+dj), a probabilistic construction of the h-extendible copula
C(u1, . . . , ud) = Cψ0{Cψ1(u⃗1), . . . , CψJ (u⃗J)}, (3)
whereψ0, . . . , ψJ ∈ Φ∞ is provided in [32]. A sufficient condition on the involved generators for this construction to define
a copula is that the first derivative ofψ−10 ◦ψj is inΦ∞ for all j = 1, . . . , J . Several examples of generators satisfying this so-
called nesting condition are presented in [15]. Functions with first derivative inΦ∞ form the classBF of so-called Bernstein
functions. Having fixed an outer generator ψ0, this allows to reformulate the nesting condition: The inner generators ψj
have to be of the form ψj = ψ0 ◦ Ψj for a Bernstein function Ψj ∈ BF satisfying limx→∞ Ψj(x) = ∞, j = 1, . . . , J . Since
Bernstein functions are well-studied, see, e.g., [37], this allows to find numerous examples of generators that can be nested.
In particular, there is a useful link from Bernstein functions to so-called Lévy subordinators. The latter are non-decreasing
Lévy processes {Λt}t≥0 whose Laplace transforms are given by E{exp(−xΛt)} = exp{−t Ψ (x)} for Ψ ∈ BF , x, t ≥ 0. This
yields a one-to-one relation between Bernstein functions and Lévy subordinators, see [3, Proposition 1.3.24, p. 53] or [37,
Theorem5.2, p. 35]. Putting the pieces together, [14]manage towrite down a handy stochastic representation of hierarchical
Archimedean copulas. It can be shown that the random vector (U1, . . . ,Ud), defined as
ψ1

ϵ1
Λ
(1)
M(0)

, . . . , ψ1

ϵd1
Λ
(1)
M(0)

, . . . , ψJ

ϵd1+···+dJ−1+1
Λ
(J)
M(0)

, . . . , ψJ

ϵd
Λ
(J)
M(0)

, (4)
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has distribution function (3) with ψj = ψ0 ◦ Ψj, where {Λ(j)t }t≥0 are independent Lévy subordinators (the sole technical
requirement is Pr(Λ(j)t > 0) = 1 for all t > 0 and all j) with associated Bernstein functions Ψj, j = 1, . . . , J,M(0) is an
independent positive random variable with Laplace transform ψ0, and ϵ1, . . . , ϵd is an i.i.d. list of unit exponentials. This
construction via Lévy subordinators can be iterated to introduce deeper levels of hierarchy. This relies on the observation
that Lévy subordinators are stable under (independent) subordination, see [36, Theorem 30.4, p. 201]. For instance, consider
a further partition d1,1 + · · · + d1,J1 = d1 of the first group and let {Λ(1,j)t }t≥0 be an additional set of independent Lévy
subordinators with associated Ψ1,j ∈ BF , j = 1, . . . , J1. Redefining the first d1 random variables U1, . . . ,Ud1 in (4) via
(U1, . . . ,Ud1) =

ψ0 ◦ Ψ1 ◦ Ψ1,1

ϵ1
Λ
(1,1)
Λ
(1)
M(0)

, . . . , ψ0 ◦ Ψ1 ◦ Ψ1,1

ϵd1,1
Λ
(1,1)
Λ
(1)
M(0)

, . . . ,
ψ0 ◦ Ψ1 ◦ Ψ1,J1

ϵd1,1+···+d1,J−1+1
Λ
(1,J1)
Λ
(1)
M(0)

, . . . , ψ0 ◦ Ψ1 ◦ Ψ1,J1

ϵd1
Λ
(1,J1)
Λ
(1)
M(0)

implies that (U1, . . . ,Ud) has the h-extendible copula
Cψ0

Cψ1

Cψ1,1(u1, . . . , ud1,1), . . . , Cψ1,J1 (ud1,1+···+d1,J1−1+1, . . . , ud1)

, Cψ2(u⃗2), . . . , CψJ (u⃗d)

,
where ψ1,j = ψ0 ◦ Ψ1 ◦ Ψ1,j ∈ Φ∞, j = 1, . . . , J1. Further nestings are accomplished analogously for the remaining groups
2, . . . , J , aswell as for even deeper levels of hierarchy. If the involved Lévy subordinators are chosen fromparametric families
with known sampling strategies, the simulation of such h-extendible copulas is straightforward. Here is an example.
Example 3.1 (H-Extendible Gumbel Family). This example shows how to construct h-extendible copulas with respect to
the Gumbel family. Denote by S(α) the α-stable law with Laplace transform x → exp(−xα), α ∈ (0, 1). Suppose that
M(0) ∼ S(α0), α0 ∈ (0, 1). Let {Λ(1)t }t≥0, {Λ(1,1)t }t≥0 be two independent Lévy subordinators with associated Bernstein
functions Ψ1(x) = xα1 and Ψ1,1(x) = xα1,1 , respectively, where α1, α1,1 ∈ (0, 1). This implies for each t > 0 that
t−1/α1 Λ(1)t ∼ S(α1). Analogously, t−1/α1,1 Λ(1,1)t ∼ S(α1,1). Having at hand a simulation algorithm for S(α), the required
random variableΛ(1,1)
Λ
(1)
M(0)
can be simulated using the following steps:
(1) Simulate X0 ∼ S(α), X1 ∼ S(α1), X1,1 ∼ S(α1,1) independently of each other.
(2) Return as a sample fromΛ(1,1)
Λ
(1)
M(0)
the realization (X1/α10 X1)
1/α1,1 X1,1.
In particular, the inner most generator ψ1,1 is given by
ψ1,1(x) = ψ0 ◦ Ψ1 ◦ Ψ1,1(x) = exp
−(xα1,1)α1α0 = exp(−xα0 α1 α1,1),
which is a Gumbel generator. Since the dependence implied by a Gumbel copula with the above parameterization is
decreasing in the parameter, it is easy to observe that in this example the intra-group dependence is stronger than the
inter-group dependence.
4. H-extendible Marshall–Olkin copulas
Let ϵ1, . . . , ϵd be a list of i.i.d. unit exponentials and {Λt}t≥0 an independent Lévy subordinator with associated Bernstein
function Ψ ∈ BF , satisfying the technical condition Ψ (1) = 1. The distribution function of the extendible random vector
(U1, . . . ,Ud), defined by
Uk = exp
− inf{t ≥ 0 : Λt ≥ ϵk}, k = 1, . . . , d, (5)
is the Lévy-frailty copula
CΨ (u1, . . . , ud) =
d
k=1
uΨ (k)−Ψ (k−1)[k] , u1, . . . , ud ∈ [0, 1],
where u[1] ≤ · · · ≤ u[d] denotes the ordered list of the copula’s arguments; see [27]. For instance, the (deterministic)
Lévy subordinator Λt = t, t ≥ 0, with associated Bernstein function ΨΠ (x) = x, x ≥ 0, implies that CΨΠ = Π is
the independence copula. The parametric family (CΨ )Ψ∈BF of Lévy-frailty copulas forms precisely the extendible subclass
of Marshall–Olkin copulas, which are the survival copulas of the so-called Marshall–Olkin distributions, named after the
seminal Ref. [30]. This model is popular in reliability theory and appears for instance in [4,5,12,23]. The family of multi-
variate distributions obtained by plugging identical exponential margins into Lévy-frailty copulas is the class of extendible
Marshall–Olkin distributions. More general (non-extendible)Marshall–Olkin distributions – and hence copulas – are canon-
ically constructed by an environmental shock representation rather than using Lévy subordinators. For instance, [13,25]
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propose hierarchical subfamilies based on this canonical construction for an application in the context of portfolio credit
riskmodeling. However, for the construction of h-extendibleMarshall–Olkin copulas,we strongly recommend the stochastic
representation (5) via Lévy subordinators as a mathematically convenient starting point.
It is possible to construct h-extendible copulas with respect to the family (CΨ )Ψ∈BF of Lévy-frailty copulas. For an
h-extendible structure with two levels, corresponding to a partition d = d1 + · · · + dJ , consider as ingredients J + 1 inde-
pendent Lévy subordinators Λ(0), . . . ,Λ(J) with associated Bernstein functions Ψ0, . . . ,ΨJ ∈ BF , each having fixpoint 1,
and a loading factor α ∈ (0, 1). With independent i.i.d. unit exponential trigger variables ϵ1, . . . , ϵd, it is shown in [28] that
the random vector (U1, . . . ,Ud) has an h-extendible copula with respect to (CΨ )Ψ∈BF , where for each j ∈ {1, . . . , J} and
k ∈ {1+j−1ℓ=1 dℓ, . . . ,jℓ=1 dℓ} one defines
Uk = exp
− inft ≥ 0 : Λ(0)α t +Λ(j)(1−α) t ≥ ϵk. (6)
The precise form of the copula is given in (8). This construction has an obvious factor structure and is easily verified to be
h-extendible with two levels of hierarchy. However, sampling from the stochastic representation (6) is a challenging task,
see the algorithm described in [28].
Deeper levels of hierarchy can be introduced via additional independent subordinators. For instance, let us consider
a further partition d1,1 + · · · + d1,J1 = d1 of the first group. Let {Λ(1,j)t }t≥0 be an additional set of independent Lévy
subordinators with associated Ψ1,j ∈ BF , j = 1, . . . , J1, all having fixpoint 1. Moreover, we need an additional factor
βj ∈ [α, 1] for each subgroup j = 1, . . . , J1. Redefining the first d1 random variables in (6) via the subgroup specific factors
Λ
(0)
α t +Λ(1)(βj−α) t +Λ
(1,j)
(1−α−βj) t yields the desired structure.
4.1. Efficient simulation via min-stability
In contrast to construction (6), we might as well construct the same distribution via the min-stability property of the
Marshall–Olkin distribution. If two independent random vectors (η1, . . . , ηd), (ξ1, . . . , ξd) both have a Marshall–Olkin
distribution, then the random vector of componentwise minima (min{η1, ξ1}, . . . ,min{ηd, ξd}) has a Marshall–Olkin
distribution as well; see, e.g., [12, pp. 113–114]. Now let (U (0)1 , . . . ,U
(0)
d ) ∼ CΨ0 . Given a partition d1 + · · · + dJ = d,
consider mutually independent random vectors
(U (1)1 , . . . ,U
(1)
d1
) ∼ CΨ1 , . . . , (U (J)1 , . . . ,U (J)dJ ) ∼ CΨJ ,
all independent of (U (0)1 , . . . ,U
(0)
d ). Each of these J + 1 independent Lévy-frailty vectors might be constructed as in (5).
After the margin transformation X (j)k = −α ln(U (j)k )/(1 − α), j = 1, . . . , J, k = 1, . . . , dj, with some α ∈ (0, 1), the
random vectors (X (j)1 , . . . , X
(j)
dj
) all have extendible Marshall–Olkin distributions, j = 1, . . . , J . The same holds true for
X (0)k = − ln(Uk), k = 1, . . . , d. Using the min-stability property, it follows that the random vector
(X1, . . . , Xd) =

min

X (0)1 , X
(1)
1

, . . . ,min

X (0)d , X
(J)
dJ

has a Marshall–Olkin distribution. Since each component is exponentially distributed with parameter 1/α, the distribution
function of the random vector
(U1, . . . ,Ud) =

exp

−X1
α

, . . . , exp

−Xd1
α

, . . . , exp

−Xd1+···+dJ−1+1
α

, . . . , exp

−Xd
α

(7)
is a Marshall–Olkin copula.
Lemma 4.1 (H-ExtendibleMarshall–Olkin Copulas). The distribution function of (U1, . . . ,Ud) in (7) is h-extendible with respect
to (CΨ )Ψ∈BF : If Ui1 , . . . ,Uik are picked from k distinct groups, then (Ui1 , . . . ,Uik) ∼ Cα Ψ0+(1−α)ΨΠ . The random subvector U⃗j
of the jth group satisfies
U⃗j ∼ Cα Ψ0+(1−α)Ψj , j = 1, . . . , J.
Proof. We compute the survival function of (X1, . . . , Xd):
Pr(X1 > x1, . . . , Xd > xd) = Pr(X (0)k > xk, k = 1, . . . , d)
J
j=1
Pr(X (j)k > xd1+···+dj−1+k, k = 1, . . . , dj)
= CΨ0(e−x1 , . . . , e−xd)
J
j=1
CΨj

e−
1−α
α xd1+···+dj−1+1 , . . . , e−
1−α
α xd1+···+dj

.
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Since Xk ∼ E(1/α) for all k, the survival copula of (X1, . . . , Xd), which equals the distribution function of (U1, . . . ,Ud), is
given by
Pr

X1 > − ln(u1) α, . . . , Xd > − ln(ud) α
 = CΨ0(uα1 , . . . , uαd ) J
j=1
CΨj(u
1−α
d1+···+dj−1+1, . . . , u
1−α
d1+···+dj)
= {CΨ0(u1, . . . , ud)}α

J
j=1
CΨj(u⃗j)
1−α
. (8)
The last equality holds, since Lévy-frailty copulas are extreme-value copulas and therefore satisfy CΨ (ut1, . . . , u
t
d) =
CΨ (u1, . . . , ud)t for t ≥ 0. From this copula representation, the claimed h-extendible structure is obvious. 
Comparing the copula (8) with the one derived in [28, Theorem 3.4], the constructed model agrees in distribution with
model (6). In contrast to construction (6), however, the above alternative construction of h-extendible Marshall–Olkin
copulas implies a very convenient simulation algorithm, since it only requires to simulate independent Lévy-frailty copulas.
Simulation of the latter is described in [26, Chapter 5]. Notice furthermore that the convex combination of two Bernstein
functions with fixpoint 1 is again of such kind. The parameter α interpolates between independent and fully dependent
groups. The limiting case α = 0 implies that the J groups are independent, the opposite case α = 1 implies that the group-
specific dependencies vanish, i.e., the overall copula is the extendible copula CΨ0 .
5. How to construct h-extendible copulas?
The basic idea underlying the construction of h-extendible copulas is to start with a given parametric family of copulas, to
identify its extendible subfamily and associated one-factormodel, and to introducemultiple factors in a hierarchicalmanner.
Making this idea and Remark 2.4 more precise, the dependence structure of an extendible copula model (U1, . . . ,Ud) ∼ Cθ
is induced by a global stochastic object M(0) affecting i.i.d. components alike, see Theorem 2.1. Note that M(0) can be a
random variable, a random vector, a stochastic process, etc. In mathematical terms, the components are represented as
Uk = f (ϵk,M(0)), k = 1, . . . , d, where ϵ1, . . . , ϵd is an i.i.d. sequence of random variables independent of the random
objectM(0) and f is a real-valued measurable functional. With a factor model in mind, assume it is appropriate to divide the
components into J groups of sizes d1, . . . , dJ , respectively, where d1 + · · · + dJ = d. Without loss of generality, assume that
U1, . . . ,Ud1 belong to the first group, Ud1+1, . . . ,Ud1+d2 to the second, and so on. In generalization of the extendible model,
we would like to introduce additional independent stochastic objectsM(1), . . . ,M(J) such that (with d0 = 0)
Uk = fj

ϵk,M(0),M(j)

, k = 1+
j−1
i=1
di, . . . ,
j
i=1
di, j = 1, . . . , J.
In principle, this construction works with arbitrary measurable functionals f1, . . . , fJ and independent stochastic objects
M(0), . . . ,M(J). The result is a random vector (U1, . . . ,Ud) satisfying our hierarchical axiom, i.e., with the notations
G1 = σ

M(0)

 G2 = σ

M(0), . . . ,M(J)

and with U⃗j ≤ u⃗j understood componentwise
Pr(U1 ≤ u1, . . . ,Ud ≤ ud | G1) =
J
j=1
Pr

U⃗j ≤ u⃗j | G1

,
Pr(U⃗j ≤ u⃗j | G2) =
d1+···+dj
k=d1+···+dj−1+1
Pr

Us ≤ uk | G2

, j = 1, . . . , J,
where s is an arbitrary index from {d1 + · · · + dj−1 + 1, . . . , d1 + · · · + dj}. This construction, however, does not guarantee
the components U1, . . . ,Ud to follow a uniform distribution. Ensuring that U1, . . . ,Ud ∼ U[0, 1], and therefore obtaining
an h-extendible copula according to Definition 2.3, the functionals f1, . . . , fJ and the stochastic objectsM(1), . . . ,M(J) must
be chosen in a careful way.
Additionally assuming a preference for a particular class (Cθ ) of extendible copulas, it might be desirable to ensure
that the groups satisfy U⃗1 ∼ Cθ1 , . . . , U⃗J ∼ CθJ . Moreover, dependence between two components from different groups
is introduced byM(0) only. Therefore it is quite intuitive to demand (Ui1 , . . . ,Uik) ∼ Cθ0 for all indices i1, . . . , ik stemming
from k distinct groups. If this is the case, the respective copula is h-extendible with respect to the family (Cθ ).
Once such an extension of the extendible family (Cθ ) is accomplished, it is typically not difficult to carry out the same
extension within each group. For example, subdivide d1 = d1,1 + · · · + d1,J1 and redefine U1, . . . ,Ud1 via
Uk = f1,j

ϵk,M(0),M(1),M(1,j)

, k = 1+
j−1
i=1
d1,i, . . . ,
j
i=1
d1,i, j = 1, . . . , J1.
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Several h-extendible copulas of this formhave been constructed in the literature. Some examples are provided below; others
have already been presented in earlier sections.
Example 5.1 (H-Extendible Grouped t-Copulas with Two Levels of Hierarchy). This example illustrates the above construction
principle. The notion of a grouped t-copula, originally introduced in [9], is slightlymodified to obtain an h-extendible variant.
One defines Z⃗ = (Z1, . . . , Zd) ∼ Nd(0,Σ) using the one-factor model Zk = √ρM(0) + √1− ρ ϵk from Example 2.5, i.e.,
the Zk’s are standard normal with pairwise correlation ρ ∈ [0, 1]. Moreover, independent of all previously defined random
objects let R(1), . . . , R(J) be a list of independent random variables with distribution R(j) d=

νj/χ2νj . Then define
F1(R(1)Z1), . . . , F2(R(2)Zd1+1), . . . , FJ(R
(J)Zd1+···,dJ−1+1), . . .

,
where Fj denotes the distribution function of the components R(j)Zl in group j (i.e., a tνj-distribution), which transforms
R(j)Zl to U[0, 1] distributed marginals. The resulting dependence structure is h-extendible with two levels of hierarchy.
Conditioned on G1 = σ(M(0)), the groups are independent. Conditioned on G2 = σ(M(0), R(1), . . . , R(J)), all components
are independent. The dependence structure within group j is a t-copula with equicorrelation and νj degrees of freedom.
Between the groups, the dependence structure is of Gaussian type with correlation matrix Σ . An interesting aspect of this
construction is the presence of tail-dependence between pairs within the groups and the absence of tail dependence for any
two components of distinct groups. Recalling Example 2.5, deeper levels of hierarchy can bemodeled by defining the vector
Z⃗ as in Eq. (1).
5.1. Exploiting the h-extendible structure
The defining properties of h-extendible copulas are obviously the hierarchical nature and the possibility to extend the
model without violating its structure. This provides an appealing mathematical structure, which is useful in the following
situations/applications.
• The factor structure can often be exploited by conditioning on the factor(s) and subsequently working with independent
components. To arrive at the unconditional quantity of interest, one integrates out the factor distribution. Since themodel
is extendible, it is natural to let d →∞ and to combine this idea with the usual stochastic limit theorems, e.g., to derive
the distribution of a (scaled) sum of dependent random variables. This ansatz is, e.g., heavily used in portfolio credit risk
to derive the loss distribution of a large homogeneous credit portfolio, see, e.g., [1,11,22].
• The h-extendible structure has the advantage that within each final subgroup one is back in the setting of a classical
extendible copula. The same holds between the groups with a different copula, which is often of the same kind. Such a
dependence structure is easy to understand and interpret, since typically the involved families of copulas arewell studied
in the literature. In this regard, one simply has to consider the relevant literature to find the dependence properties one
is interested in.
• Model selection for real world phenomena is difficult when data is sparse. At the same time, however, one might
have a clear picture of the stylized properties of the required stochastic model. This might include assumptions on
the dependence structure of subgroups of the random vector. Other properties one might want to include are, e.g.,
a reasonable probability for tail events or a singular component. Suitably chosen hierarchical copulas fulfill these
requirements.
• Combining the factor models underlying two (or more) families of copulas allows to design new families with flexible
dependence structures. As an example, the family of h-extendible scale-mixtures of Marshall–Olkin copulas is treated in
Section 5.2; see [18,24] for related considerations.
5.2. H-extendible scale-mixtures of Marshall–Olkin copulas
The construction principles of extendible Archimedean copulas (scale mixture of independent exponentials) and
extendible Marshall–Olkin copulas (Lévy-frailty construction) can be unified. The synthesis can be interpreted as a scale
mixture of Marshall–Olkin (SMMO) distributions, considered for instance in [18,24]. Clearly, the unified model inherits the
stylized properties of both original models (flexible tail-dependence from the Archimedean class, a singular component
from the Marshall–Olkin class, etc.). A hierarchical version is proposed in [6] as a model for the dependence structure of a
credit portfolio with firms from several business lines.
The extendible SMMO model is defined on a probability space (Ω,F , Pr) supporting the following random objects. As
global factors one positive random variable M(0) with Laplace transform ψ and, independent thereof, a Lévy subordinator
Λ(0) with Bernstein function Ψ0 ∈ BF satisfying Ψ0(1) = 1. To represent idiosyncratic risk, d i.i.d. unit exponentials
ϵ1, . . . , ϵd are required. The random vector
(U1, . . . ,Ud) =

ψ

inf

t ≥ 0 : Λ(0)
M(0)t
≥ ϵ1

, . . . , ψ

inf

t ≥ 0 : Λ(0)
M(0)t
≥ ϵd

J.-F. Mai, M. Scherer / Journal of Multivariate Analysis 110 (2012) 151–160 159
is distributed according to the copula
Cψ,Ψ0(u1, . . . , ud) = ψ

d
i=1
ψ−1(u[i])

Ψ0(i)− Ψ0(i− 1)

, (9)
unifying extendible Archimedean and Marshall–Olkin copulas and representing the class of extendible SMMO copulas. The
copula in (9) is found by first conditioning on G1 = σ

M(0), {Λ(0)t }t≥0

and then performing the same steps as in the
Archimedean/Lévy-frailty case. Again, u[1] ≤ · · · ≤ u[d] denotes the ordered list of u1, . . . , ud. For d = 2, this is also a
subclass of the family of Archimax copulas (as introduced for d = 2 in [8]).
An h-extendible SMMO copula with two levels of hierarchy can be constructed by the following stochastic model.
Besides the aforementioned objects, define J independent subordinatorsΛ(j) with Bernstein functions Ψj ∈ BF satisfying
Ψj(1) = 1, j = 1, . . . , J , and associate these to the partition d1 + · · · + dJ = d. Moreover, let α ∈ [0, 1] be a loading factor.
Define
Uk = ψ

inf{t ≥ 0 : Λ(0)
M(0)α t
+Λ(j)
M(0)(1−α) t ≥ ϵk}

,
for j ∈ {1, . . . , J} and k ∈ {1 +j−1ℓ=1 dℓ, . . . ,jℓ=1 dℓ}. It is shown in [6] that the distribution function of this vector is
precisely the copula
C(u1, . . . , ud) = ψ

αψ−1{Cψ,Ψ0(u⃗)} + (1− α)
J
j=1
ψ−1{Cψ,Ψj(u⃗j)}

.
Concerning an interpretation, the copula within group j is given by Cψ,αΨ0+(1−α)Ψj , between the groups by Cψ,αΨ0+(1−α)ΨΠ .
In terms of Remark 2.4, we have G2 = σ(M(0), {Λ(0)t }t≥0, . . . , {Λ(J)t }t≥0). The limiting case α = 0 corresponds to a nested
analytical structure with outer copula Cψ being of Archimedean kind, given by
C(u1, . . . , ud) = Cψ {Cψ,Ψ1(u⃗1), . . . , Cψ,ΨJ (u⃗J)}.
6. Conclusion and open questions
We introduced the notion of h-extendibility and provided several examples of hierarchical dependence structures that
can be understood as h-extendible copulas. This unifies some of the scattered literature on hierarchical copulas, for which
no formal definition was given so far. We discussed h-extendible dependence structures with respect to construction
and the link to factor models. We found that the resulting dependence structure is both intuitive and flexible, extending
many popular families of exchangeable copulas to hierarchical ones. Moreover, the possibility to exploit the implicit factor
structure makes the model well-suited for various fields of application. We are hopeful that based on a firm mathematical
foundation it might be easier to further advance into the field. Known facts for one family might be transferred to other
families or might even be shown for h-extendible copulas in general. We also realized that many interesting questions are
still to be discussed, a list is provided below.
• In all presented examples, the dependence between two components of the same group is stronger than the dependence
between two components taken from different groups (in terms of bivariate concordance measures). This is intuitive
from the underlying factor structure, but is it possible to prove this in general?
• Given a copula C which is h-extendible with respect to an extendible family (Cθ ), is it possible to express it in a nested
way (as for h-extendible Archimedean copulas)? That is, do we necessarily have
C(u1, . . . , ud) = Cθ0{Cθ1(u⃗1), . . . , CθJ (u⃗J)}.
• For some particular families of copulas one can find precise analytical characterizations of extendibility, see for
instance [19,20,27,38] for meta-elliptical, Archimedean, and Marshall–Olkin copulas. Often, such characterizations
involve interesting and appealing mathematical statements. Finding such extendibility criteria in general is a difficult
task though, as already mentioned by [2, Problems (1.11),(1.12), pp. 9–10]. However, for specific parametric families one
might again be able to find precise analytical characterizations of h-extendibility.
• Is it possible to construct h-extendible copulaswith respect to the parametric family of t-copulas (or some other elliptical
copula)? Recall that Example 5.1 constructs an h-extendible copula in such a way that each group has a t-copula as
dependence structure. However, the dependence structure between components from distinct groups is normal. Hence,
the copula is not h-extendible with respect to the family of t-copulas.
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