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The Fyodorov-Bouchaud formula and Liouville conformal field theory
Guillaume Remy∗
Abstract
In a remarkable paper in 2008, Fyodorov and Bouchaud conjectured an exact formula for
the density of the total mass of (sub-critical) Gaussian multiplicative chaos (GMC) associated
to the Gaussian free field (GFF) on the unit circle [17]. In this paper we will give a proof of this
formula. In the mathematical literature this is the first occurrence of an explicit probability
density for the total mass of a GMC measure. The key observation of our proof is that the
negative moments of the total mass of GMC determine its law and are equal to one-point
correlation functions of Liouville conformal field theory in the disk defined by Huang, Rhodes
and Vargas [19]. The rest of the proof then consists in implementing rigorously the framework of
conformal field theory (BPZ equations for degenerate field insertions) in a probabilistic setting
to compute the negative moments. Finally we will discuss applications to random matrix theory,
asymptotics of the maximum of the GFF and tail expansions of GMC.
Key words: Gaussian free field, Gaussian multiplicative chaos, Boundary Liouville field theory,
Conformal field theory, BPZ equations.
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1 Introduction and main result
Starting from a Gaussian free field (GFF) one can by standard regularization techniques define the
associated Gaussian multiplicative chaos (GMC) measure whose density is formally given by the
exponential of the GFF. The theory of GMC goes back to Kahane’s 1985 paper [20] and has grown
into an important field within probability theory and mathematical physics with applications to 3d
turbulence, mathematical finance, extreme values of log-correlated processes, disordered systems,
random geometry and 2d quantum gravity. See for instance [30] for a review.
In this paper we will be concerned with the last application and more precisely with the link
between GMC and the correlation functions of Liouville conformal field theory (LCFT). It is this
connection uncovered in 2014 in [11] that enables us to understand the integrability of GMC
measures and perform exact computations. The very recent proof of the DOZZ formula [21, 22]
can be seen as the first integrability result on fractional moments of GMC measures while our
Theorem 1.1 is the first result that gives an explicit probability density for the total mass of a
GMC measure.
We will now introduce the framework of our paper. Let X be a GFF on the unit disk D with
covariance given for x, y ∈ D by:1
E[X(x)X(y)] = ln
1
|x− y||1− xy| . (1.1)
In the case of two points eiθ and eiθ
′
on the unit circle ∂D, this simply reduces to:2
E[X(eiθ)X(eiθ
′
)] = 2 ln
1
|eiθ − eiθ′ | . (1.2)
In this setting and for all γ ≥ 0, the GMC measure on the unit circle is constructed as the following
limit in probability in the sense of weak convergence of measures,
e
γ
2
X(eiθ)dθ := lim
ǫ→0
e
γ
2
Xǫ(eiθ)−
γ2
8
E[Xǫ(eiθ)2]dθ, (1.3)
where dθ is the Lebesgue measure on [0, 2π] and Xǫ is a reasonable cut-off approximation of X
which converges to X as ǫ goes to 0. More precisely for any continuous test function f : ∂D 7→ R,
the following holds in probability:∫ 2π
0
e
γ
2
X(eiθ)f(eiθ)dθ = lim
ǫ→0
∫ 2π
0
e
γ
2
Xǫ(eiθ)−
γ2
8
E[Xǫ(eiθ)2]f(eiθ)dθ. (1.4)
See for instance Berestycki [6] for an elegant proof of this convergence. It goes back to Kahane
[20] that the measure e
γ
2
X(eiθ)dθ defined by (1.3) is different from 0 if and only if γ ∈ [0, 2). In
the sequel, we will always work with γ ∈ (0, 2) (with the exception of section 1.1.1 where we will
discuss the limit γ → 2). We now introduce the main quantity of interest of our paper, the partition
function of the theory, for γ ∈ (0, 2):
Yγ =
1
2π
∫ 2π
0
e
γ
2
X(eiθ)dθ. (1.5)
1This is the GFF with Neumann boundary conditions also called the free boundary conditions, see [19].
2This normalization is different from the ln 1
|eiθ−eiθ
′
|
usually found in the literature.
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Recall the following classical fact on the existence of moments for GMC (see the reviews by Rhodes-
Vargas [30, 32] for instance), for p ∈ R:
E[Y pγ ] < +∞ ⇐⇒ p <
4
γ2
. (1.6)
In 2008 Fyodorov and Bouchaud [17] conjectured an exact formula for the density of Yγ (see also
[18, 24] for more conjectures for GMC on the unit interval [0, 1]3). Their conjecture is based on
the computation of the integer moments of Yγ and a clever observation. If Xǫ is a reasonable
cut-off approximation of X then for all p nonnegative integer such that p < 4γ2 one gets by Fubini
(interchanging
∫ 2π
0 and E[.]):
E[(
1
2π
∫ 2π
0
e
γ
2
Xǫ(eiθ)−
γ2
8
E[Xǫ(eiθ)2]dθ)p] =
1
(2π)p
∫
[0,2π]p
E[
p∏
i=1
e
γ
2
Xǫ(eiθi )−
γ2
8
E[Xǫ(eiθi )2]]dθ1 . . . dθp
=
1
(2π)p
∫
[0,2π]p
e
γ2
4
∑
i<j E[Xǫ(e
iθi )Xǫ(e
iθj )]dθ1 . . . dθp
By taking the limit in the above computation as ǫ goes to 0 one gets:
E[Y pγ ] =
1
(2π)p
∫
[0,2π]p
e
γ2
4
∑
i<j E[X(e
iθi )X(eiθj )]dθ1 . . . dθp
=
1
(2π)p
∫
[0,2π]p
∏
i<j
1
|eiθi − eiθj | γ
2
2
dθ1 . . . dθp.
The main observation of Fyodorov and Bouchaud [17] is that the last integral above is a circular
variant of the famous Selberg integral, the so-called Morris integral, and its value is explicitly known
as
Γ(1−p γ
2
4
)
Γ(1− γ
2
4
)p
. Hence, one gets for p nonnegative integer such that p < 4
γ2
:
E[Y pγ ] =
Γ(1− pγ24 )
Γ(1− γ24 )p
. (1.7)
Fyodorov and Bouchaud then conjectured that the identity (1.7) remains valid if p is any real
number such that p < 4γ2 . Though the conjecture is reasonable, one should notice that it is
far from obvious. Indeed both sides of (1.7) are analytic functions of p equal on the finite set
{0, 1, · · · , ⌊ 4γ2 ⌋} (where ⌊.⌋ denotes integer part) and this does not guarantee that they are equal
on their domain of definition. The main result of this paper is precisely to prove this point:
Theorem 1.1. (Fyodorov-Bouchaud formula) Let γ ∈ (0, 2). For all real p such that p < 4
γ2
the
following identity holds:
E[Y pγ ] =
Γ(1− pγ24 )
Γ(1− γ24 )p
. (1.8)
3This case corresponds to X log-correlated on [0, 1] meaning that (1.2) would become E[X(x)X(y)] = 2 ln 1
|x−y|
.
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As a consequence, the variable Yγ has an explicit density given by
4
fYγ (y) =
4β
γ2
(βy)
− 4
γ2
−1
e−(βy)
− 4
γ2
1[0,∞[(y) (1.9)
where we have set β = Γ(1− γ24 ).
Let us make a few comments on the above density. The probability for Yγ to be large is governed
by the term (βy)
− 4
γ2
−1
. The power − 4
γ2
− 1 is of course compatible with the existence of moments
(1.6) and is a very universal feature of GMC measures. For instance it holds for more general
covariances (see section 1.1.3 for more on the tail behaviour of GMC) and it holds for GMC on
the unit interval [0, 1]. On the other hand the probability for Yγ to be small is given by the term
exp(−(βy)−
4
γ2 ) which is extremely small and implies that the negative moments of Yγ determine
its law, a key ingredient of our proof. This behaviour is quite mysterious and model specific as
it differs from the case of a GMC on [0, 1] and differs from the case of a log-normal law, where
instead we would have exp(− ln(y)2).
Before explaining the main ideas behind the proof and the connection with Liouville conformal
field theory, we will first enumerate the numerous applications of this result.
Acknowledgements: I would first like to thank Re´mi Rhodes and Vincent Vargas for making
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thank Tunan Zhu for many fruitful discussions and for his help on some complicated calculations.
Lastly I am grateful to Juhan Aru, Nicolas Curien, Yan Fyodorov, Jon Keating, Gaultier Lambert,
Ellen Powell, Avelio Sepu´lveda, and Mo Dick Wong for all their comments that helped me improve
this paper.
1.1 Applications
1.1.1 Critical GMC and the maximum of the GFF on the circle
A problem that has attracted a lot of attention is the behaviour of the maximum of the Gaussian
free field on the unit circle. See for instance [3] for a review on extreme value statistics of log-
correlated processes. The link with GMC theory goes as follows, it is possible to make sense of
GMC in the critical case γ = 2 by the so-called derivative martingale construction. In this case,
the measure denoted by −12X(eiθ)eX(e
iθ)dθ is obtained as the following limit,
− 1
2
X(eiθ)eX(e
iθ)dθ := −lim
ǫ→0
(
1
2
Xǫ(e
iθ)− 1
2
E[Xǫ(e
iθ)2])eXǫ(e
iθ)− 1
2
E[Xǫ(eiθ)2]dθ, (1.10)
where Xǫ is a reasonable cut-off approximation of X which converges to X as ǫ goes to 0. The
construction (1.10) converges to a non trivial random positive measure. This was proved in [14, 15]
for specific cut-offs Xǫ and generalized to general cut-offs in [28]. We now introduce:
Y ′ := −1
2
∫ 2π
0
X(eiθ)eX(e
iθ)dθ. (1.11)
4Following a remark by Nicolas Curien, a third way of stating our theorem would be to say that Yγ
law
= 1
β
Z−
γ2
4
where Z is an exponential law of parameter 1. It is not clear whether this exponential law has a probabilistic
interpretation.
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It is natural to expect that Y ′ can be obtained from the sub-critical measures Yγ as γ goes to 2
by taking a suitable limit. Indeed it is shown in [2] that the following holds in probability:5
2Y ′ = lim
γ→2
1
2− γ Yγ . (1.12)
From this convergence and Theorem 1.1, one can deduce that 2Y ′ has a density f2Y ′ given by
f2Y ′(y) = y
−2e−y
−1
1[0,∞[(y). (1.13)
We observe that ln 2Y ′ is distributed like a standard Gumbel law. Recall that an impressive se-
ries of works (see [7, 9] for the latest results) have proven that for suitable sequences of cut-off
approximations Xǫ the following convergence in law holds
6
max
θ∈[0,2π]
Xǫ(e
iθ)− 2 ln 1
ǫ
+
3
2
ln ln
1
ǫ
→
ǫ→0
G + lnY ′ + C (1.14)
where G is a Gumbel law independent from Y ′ and C is a non universal constant that depends
on the cut-off procedure. From this convergence and previous considerations, one can deduce the
following convergence in law
max
θ∈[0,2π]
Xǫ(e
iθ)− 2 ln 1
ǫ
+
3
2
ln ln
1
ǫ
→
ǫ→0
G1 + G2 + C (1.15)
where G1 and G2 are two independent Gumbel laws and where we have absorbed the factor ln 2 in
the constant C. This convergence was conjectured in Fyodorov-Bouchaud [17]. As a matter of fact,
Fyodorov-Bouchaud state (1.15) as their main result.7 Mathematically, it is the first occurrence of
an explicit formula for the limit density of the properly recentered maximum of a GFF.
1.1.2 Unitary random matrix theory
A similar story can be told for unitary random matrices. Let UN denote theN×N random matrices
distributed according to the Haar probability measure on the unitary group U(N). Denoting by
(eiθ1 , . . . , eiθn) the eigenvalues of UN , we consider its characteristic polynomial pN (θ) evaluated on
the unit circle at a point eiθ:
pN (θ) = det(1− e−iθUN ) =
N∏
k=1
(1− ei(θk−θ)). (1.16)
Recently, the following convergence in law has been obtained in [35] for a real α ∈ (−12 ,
√
2):
|pN (θ)|α
E[|pN (θ)|α]dθ →N→∞ e
|α|
2
X(eiθ)dθ. (1.17)
5In [2] the convergence is actually written for the two-dimensional measure but the authors are confident that
their method still works in dimension 1.
6In fact, the works [7, 9] establish the convergence result (1.14) with a variable Y ′ which has not yet been rigorously
proved to be the same as our definition (1.11) of Y ′. Nonetheless, private communications with the authors of [7, 9]
confirm that their methods can be extended to prove that both definitions of Y ′ coincide.
7More accurately they expressed the limit density in terms of a modified Bessel function which was noticed by
Subag and Zeitouni in [33] to be the sum of two independent Gumbel laws.
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This convergence seems to indicate that 2 ln |pN (θ)| should be seen as a cut-off of X just like our
Xǫ with N corresponding to
1
ǫ . We thus expect to have for a real p <
4
α2 :
8
E[(
1
2π
∫ 2π
0
|pN (θ)|α
E[|pN (θ)|α]dθ)
p] →
N→∞
E[(
1
2π
∫ 2π
0
e
|α|
2
X(eiθ)dθ)p] =
Γ(1− pα24 )
Γ(1− α24 )p
(1.18)
Notice that E[|pN (θ)|α] is independent of θ. Now the following asymptotic is known for α > −1,
E[|pN (θ)|α] ∼
N→∞
G(1 + α/2)2
G(1 + α)
N
α2
4 , (1.19)
where G is the so-called Barnes’ function. Combining (1.18) with (1.19) establishes the asymptotic
conjectured in [16] and further studied in [23], for a real p < 4α2 :
E[(
1
2π
∫ 2π
0
|pN (θ)|αdθ)p] ∼
N→∞
G(1 + α/2)2p
G(1 + α)p
Γ(1− pα24 )
Γ(1− α24 )p
N
pα2
4 . (1.20)
Now again based on the analogy suggested by (1.17), it is reasonable that the properly shifted
maximum of 2 ln |pN (θ)| should converge to the same limit as the (properly shifted) maximum of
the GFF on the circle. Indeed it has been recently conjectured by Fyodorov, Hiary and Keating
[16] that the following convergence in law should hold
max
θ∈[0,2π]
ln |pN (θ)| − lnN + 3
4
ln lnN →
N→∞
G1 + G2 + C (1.21)
where G1 and G2 are again two independent Gumbel laws and C a real constant. On the mathe-
matical side, there has been a series of works [4, 26, 8] aiming at this result. The most recent result
[8] establishes that
max
θ∈[0,2π]
ln |pN (θ)| − lnN + 3
4
ln lnN (1.22)
is tight. Just like for the GFF it is natural to expect that the following convergence is easier to
establish directly
max
θ∈[0,2π]
ln |pN (θ)| − lnN + 3
4
ln lnN →
N→∞
G1 + lnY ′ + C. (1.23)
Our result could then prove instrumental in precisely identifying the limit in the conjectured
convergence (1.21).
1.1.3 The tail of GMC in dimension 1
Finally, Rhodes and Vargas in [31] introduced a simple method to compute tail expansions for
general GMC measures. The authors claim the method works for GMC measures in dimension 1
and 2 associated to any log-correlated field (the method probably works in all dimensions). More
8This convergence of moments has never rigorously been written down but in the L2 phase, i.e. for |α| < √2, it
is more or less a consequence of [35]. Going beyond the L2 phase seems to require much more technical work similar
to the techniques of [6] to define GMC outside the L2 phase.
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precisely, in the 1d case, consider a log-correlated field X˜ on an open set O ⊂ ∂D with the following
covariance,
E[X˜(eiθ)X˜(eiθ
′
)] = 2 ln
1
|eiθ − eiθ′ | + f(e
iθ, eiθ
′
), (1.24)
for a smooth function f . The authors of [31] argued that the following should hold for some δ > 0,
P(
∫
O
e
γ
2
X˜(eiθ)dθ > t) =
t→∞
(
∫
O
e
( 4
γ2
−1)f(eiθ ,eiθ)
dθ)(1− γ
2
4
)
R1(γ)
t
4
γ2
+ o(t
− 4
γ2
−δ
), (1.25)
where O is an open subset of ∂D and R1(γ) is a non explicit universal constant defined in terms
of the expectation of a random variable. Since Theorem 1.1 gives an explicit tail expansion for Yγ
and the variable Yγ has a tail expansion which satisfies (1.25), one can deduce an explicit value
for R1(γ). This leads to
R1(γ) =
(2π)
4
γ2
−1
(1− γ24 )Γ(1− γ
2
4 )
4
γ2
. (1.26)
1.2 Strategy of the proof
To explain the ideas behind our proof of Theorem 1.1, we must make a detour in the world of
conformal field theory (CFT). In 2014, David, Kupiainen, Rhodes and Vargas [11] applied the
theory of GMC to define rigorously Liouville conformal field theory (LCFT) on the Riemann
sphere. This theory was first introduced by A. Polyakov in his 1981 seminal paper [27] where he
proposed a path integral theory of random two dimensional surfaces. In [11] the authors discovered
that the correlation functions of LCFT could be expressed as fractional moments of GMC measures
with log singularities therefore rendering possible the mathematical study of LCFT. The theory
was defined on the Riemann sphere in [11] then on the unit disk in [19] and on other surfaces in [10],
[29]. Let us also mention another interesting approach by Duplantier-Miller-Sheffield [13] which
develops a theory of quantum surfaces with two marked points linked to the two-point correlation
function of LCFT (see [34] for a precise statement of this connection).
Since Liouville theory is a CFT, one expects that it is possible to use the framework developed
by Belavin, Polyakov and Zamolodchikov (BPZ) in [5] to compute explicitly its correlation func-
tions. As a matter of fact, the original motivation of BPZ for introducing CFT was to compute the
correlations of LCFT although it has now grown into a huge field of theoretical physics. Recently,
Kupiainen, Rhodes and Vargas were indeed able to rigorously implement the BPZ framework for
LCFT in a probabilistic setting. As an output of their constructions, they gave a proof of the cel-
ebrated DOZZ formula [21, 22] for the three-point function of LCFT whose value was conjectured
independently by Dorn and Otto in [12] and by Zamolodchikov and Zamolodchikov in [36].
Concerning the strategy of our proof, the key observation is to realize that the inverse moments
of GMC integrated on the unit circle can be expressed as one-point correlation functions of LCFT
on the unit disk. This link was to the best of our knowledge unknown even to physicists. Thanks
to this observation, we can develop the framework of CFT to compute the inverse moment using
a strategy similar to the proof of the DOZZ formula [21, 22]. However, working on a domain with
boundary requires to introduce a novel BPZ differential equation - see Theorem 2.2 below - which
differs from the equation of [21] on the Riemann sphere.
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Let us now introduce some notations which will be used in the sequel. Let p be a real number
such that p < 4γ2 . We denote:
U(γ, p) = E[(
∫ 2π
0
e
γ
2
X(eiθ)dθ)p]. (1.27)
The proof is based on studying the following function or “observable” defined for t ∈ [0, 1]:
G(γ, p, t) = E[(
∫ 2π
0
|t− eiθ| γ
2
2 e
γ
2
X(eiθ)dθ)p]. (1.28)
At first glance, it can seem mysterious why the introduction of G(γ, p, t) can be of any help
in computing U(γ, p). In order to understand why G(γ, p, t) is the “right” auxiliary function to
look at, one must cast the problem in the language of LCFT with boundary. It turns out that
the moment U(γ, p) is the one-point correlation function and that the function G(γ, p, t) is the
two-point correlation function with a so-called degenerate field insertion, see section 2 for the
definitions. Therefore the function G(γ, p, t) is expected to obey a differential equation known as
the BPZ equation. Indeed, we will prove using probabilistic techniques that:
Proposition 1.2. (BPZ) For γ ∈ (0, 2) and p < 0 the function t 7→ G(γ, p, t) satisfies the following
differential equation:
(t(1− t2) ∂
2
∂t2
+ (t2 − 1) ∂
∂t
+ 2(C − (A+B + 1)t2) ∂
∂t
− 4ABt)G(γ, p, t) = 0
with the following values for A, B, and C:
A = −γ
2p
4
, B = −γ
2
4
, C =
γ2
4
(1− p) + 1.
Here the hypothesis on p is purely technical and could be relaxed with little effort. A simple
change of variable x = t2 and G(γ, p, t) = H(x) turns the BPZ equation for G(γ, p, t) into a
hypergeometric equation for H(x)
(x(1− x) ∂
2
∂x2
+ (C − (A+B + 1)x) ∂
∂x
−AB)H(x) = 0.
The solution space of this equation is two dimensional. In fact, we can give two sets of solutions,
one corresponding to an expansion in powers of x and the other to an expansion in powers of 1−x
(all the details are written in the appendix). From this we obtain:
Proposition 1.3. For γ ∈ (0, 2) and p < 0, we have
G(γ, p, t) = C1F (−γ
2p
4
,−γ
2
4
,
γ2
4
(1− p) + 1, t2) + C2t
γ2
2
(p−1)F (−γ
2
4
,
γ2
4
(p− 2), γ
2
4
(p − 1) + 1, t2)
and
G(γ, p, t) = B1F (−γ
2p
4
,−γ
2
4
,−γ
2
2
, 1− t2)+B2(1− t2)1+
γ2
2 F (1+
γ2
4
,
γ2
4
(2− p)+ 1, 2+ γ
2
2
, 1− t2)
where F is the standard hypergeometric series. The coefficients C1, C2, B1 and B2 are real constants
that depend on γ and p. Since the solution space of the hypergeometric equation is two dimensional,
the coefficients are linked by the explicit change of basis formula (4.9) written in the appendix.
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The end of the proof is based on exploiting the fact that the above coefficients C1, C2, B1
and B2 can be identified in terms of U(γ, p) by performing asymptotic expansions directly on the
expression (1.28) of G(γ, p, t). Notice for instance that C1 = G(γ, p, 0) = U(γ, p). We also express
B2 in terms of U(γ, p − 1) and find C2 = 0. Using the change of basis formula (4.9) this leads to
the following shift equation for U(γ, p):
Proposition 1.4. For all γ ∈ (0, 2) and for p ≤ 0, we have the relation:
U(γ, p) =
2πΓ(1− pγ24 )
Γ(1− γ24 )Γ(1− (p− 1)γ
2
4 )
U(γ, p − 1).
From this shift equation we deduce recursively all the positive moments of the variable 1Yγ , i.e.
we get
E[Y −nγ ] = Γ(1 +
nγ2
4
)Γ(1− γ
2
4
)n, ∀n ∈ N. (1.29)
The series
λ 7→
∞∑
n=0
λn
n!
Γ(1 +
nγ2
4
)Γ(1− γ
2
4
)n
has an infinite radius of convergence, meaning that the moments of 1Yγ entirely determine its law
and one can even give an explicit probability density for 1Yγ ,
f 1
Yγ
(y) =
4
βγ2
(
y
β
)
4
γ2
−1
e−(
y
β
)
4
γ2
1[0,∞[(y), (1.30)
where β = Γ(1− γ24 ). It can easily be turned into a probability density for Yγ ,
fYγ(y) =
4β
γ2
(βy)
− 4
γ2
−1
e−(βy)
− 4
γ2
1[0,∞[(y), (1.31)
which proves Theorem 1.1. Also notice that our proof does not use the value of the Morris integral
(1.7) and in fact we give a new proof of its value by taking integer moments in our GMC measure.
Lastly, we point out that we have actually done more than just compute U(γ, p), we have also
completely determined the function G(γ, p, t). By choosing t = 1 we obtain the following corollary:
Corollary 1.5. Let γ ∈ (0, 2). For all real p such that p < 4
γ2
the following identity holds:
E[(
1
2π
∫ 2π
0
|1− eiθ| γ
2
2 e
γ
2
X(eiθ)dθ)p] =
Γ(1− pγ24 )Γ(1 + γ
2
2 )Γ(1 + (1− p)γ
2
4 )
Γ(1− γ24 )pΓ(1 + γ
2
4 )Γ(1 + (2− p)γ
2
4 )
. (1.32)
Equivalently we also have
1
2π
∫ 2π
0
|1− eiθ| γ
2
2 e
γ
2
X(eiθ)dθ
law
= YγX
− γ
2
4
1 (1.33)
with Yγ , X1 independent and X1 ∼ B(1 + γ
2
4 ,
γ2
4 ), where B(α, β) denotes the standard beta law.
A similar formula is also expected to hold for the so-called dual degenerate insertion:
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Conjecture 1. Let γ ∈ (0, 2). For all real p such that p < 4
γ2
we expect to have
E[(
1
2π
∫ 2π
0
|1− eiθ|2eγ2X(eiθ)dθ)p] =
Γ(1− pγ24 )Γ(1 + 8γ2 )Γ(1 + 4γ2 − p)
Γ(1− γ24 )pΓ(1 + 4γ2 )Γ(1 + 8γ2 − p)
(1.34)
and we can write again
1
2π
∫ 2π
0
|1− eiθ|2eγ2X(eiθ)dθ law= YγX−12 (1.35)
with Yγ , X2 independent and X2 ∼ B(1 + 4γ2 , 4γ2 ).
In fact we expect that using similar techniques it will be possible to obtain many more exact
formulas on GMC measures. One could study more general cases on the unit circle (such as
Conjecture 1 or the conjectures of [25]) or GMC on different geometries such as the unit interval
[0, 1]9 or the two-dimensional measure on the unit disk D. Therefore our methods combined with the
proof of the DOZZ formula [21, 22] open up brand new perspectives for studying the integrability
of GMC measures.
2 Boundary Liouville Conformal Field Theory
2.1 The Liouville correlation functions on H
In order to prove Proposition 1.2 we introduce the framework of LCFT on a domain with boundary,
following the setting of [19]. Here we will work on the upper half plane H (with boundary ∂H = R)
but we can transpose everything easily to the unit disk D by the KPZ relation (2.12). The starting
point is the well known Liouville action where in our case we must add a boundary term,
SL(X, gˆ) =
1
4π
∫
H
(|∂gˆX|2 +QRgˆX)gˆ(z)dz2 + 1
2π
∫
R
(QKgˆX + 2πµ∂e
γ
2
X)gˆ(s)1/2ds, 10 (2.1)
where ∂gˆ, Rgˆ, and Kgˆ respectively stand for the gradient, Ricci scalar curvature and geodesic
curvature of the boundary in the metric gˆ (which can be chosen arbitrarily). We also have γ ∈ (0, 2),
Q = γ2 +
2
γ , and µ∂ > 0. In the following we choose the background metric gˆ(z) =
4
|z+i|4
on H. This
is a natural choice as if we map H to D (using z 7→ z−iz+i) this choice corresponds to the Euclidean (or
flat) metric on D. With our choice of gˆ we get Rgˆ = 0 and Kgˆ = 1 which simplifies the expression
of (2.1).
With this action we can formally define the correlation functions of LCFT. They are the
quantities of interest of the theory that we hope to be able to compute with the techniques of
CFT. We will consider two types of insertion points in our correlations: bulk insertions (zi, αi)
(with zi ∈ H and αi ∈ R) and boundary insertions (sj , βj) (with sj ∈ R and βj ∈ R). We introduce
the following notations for the so-called vertex operators:
Vαi(zi) = e
αi(X(zi)+
Q
2
ln gˆ(zi))
Vβj(sj) = e
βj
2
(X(sj)+
Q
2
ln gˆ(sj)).
9Work in progress with Tunan Zhu.
10The action usually also contains a bulk interaction term µeγX but for our purposes we set µ = 0. Hence we are
working with a degenerate form of boundary LCFT.
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We formally define the correlations by,
〈
N∏
i=1
Vαi(zi)
M∏
j=1
Vβj (sj)〉H =
∫
Σ
DgˆX
N∏
i=1
eαi(X(zi)+
Q
2
ln gˆ(zi))
M∏
j=1
e
βj
2
(X(sj)+
Q
2
ln gˆ(sj))e−SL(X,gˆ), (2.2)
for N,M in N. The philosophy of this heuristic definition is the following. Starting from a formal
uniform measureDgˆX on the space of maps Σ = {X : D 7→ R}, we add a density given by e−SL(X,gˆ).
This is simply the Boltzmann weight framework of statistical physics where the probability of a
given state (here a map X) is proportional to exponential minus its energy (here the Liouville
action). Following [11, 19] it turns out that it is possible to give a rigorous probabilistic definition to
(2.2) in terms of GMC measures. To do this we will interpret the quantity e−
1
4π
∫
H
|∂gˆX|2gˆ(z)dz2DgˆX
as the formal density of a GFF in the following sense. We introduce the centered Gaussian field X
on H with covariance given for x, y ∈ H by,11
E[X(x)X(y)] = ln
1
|x− y||x− y| + ln |x+ i|
2 + ln |y + i|2 − 2 ln 2, (2.3)
and such that (using Kgˆ = 1):∫
R
X(s)gˆ(s)1/2ds =
∫
R
Kgˆ(s)X(s)gˆ(s)
1/2ds = 0. (2.4)
Since X lives in the space of distributions we will need again to introduce a cut-off or regularization
procedure. For δ > 0 let:
Hδ = {z ∈ H|ℑ(z) > δ}.
Then let ρ : [0,+∞) 7→ [0,+∞) be a C∞ function with compact support in [0, 1] and such that
π
∫∞
0 ρ(t)dt = 1. For x ∈ H we write ρǫ(x) = 1ǫ2ρ(xxǫ2 ). Then for z ∈ Hδ and ǫ < δ, we define Xǫ by
Xǫ(z) = (ρǫ ∗X)(z) =
∫
H
d2xX(x)ρǫ(z − x), (2.5)
and for s ∈ R by
Xǫ(s) = 2(ρǫ ∗X)(s) = 2
∫
H
d2xX(x)ρǫ(s− x). (2.6)
The idea of our regularization is that for a point z ∈ Hδ at a distance at least δ from the boundary
and for ǫ < δ we can smooth our field X(z) with ρ on a ball of radius ǫ around z. For a point s ∈ R
we will always write our convolution on the half ball contained in H of size ǫ. We now define the
correlation functions by the following limit,
〈
N∏
i=1
Vαi(zi)
M∏
j=1
Vβj(sj)〉H = limǫ→0 〈
N∏
i=1
Vαi(zi)
M∏
j=1
Vβj(sj)〉H,ǫ, (2.7)
where
〈
N∏
i=1
Vαi(zi)
M∏
j=1
Vβj(sj)〉H,ǫ =
∫
R
dce−QcE[
N∏
i=1
ǫ
α2i
2 eαi(Xǫ(zi)+
Q
2
ln gˆ(zi)+c)
M∏
j=1
ǫ
β2j
4 e
βj
2
(Xǫ(sj)+
Q
2
ln gˆ(sj)+c)
× exp(−µ∂
∫
R
ǫ
γ2
4 e
γ
2
(Xǫ+c+
Q
2
ln gˆ)ds]. (2.8)
11The covariance of the GFF X on H differs from the covariance (1.1) of X on D. The GFF on D is the image of
the GFF on H by the conformal map z 7→ z−i
z+i
linking H and D.
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The above definition may appear to be convoluted but it is simply the consequence of removing
e−
1
4π
∫
H
|∂gˆX|2gˆ(z)dz2DgˆX from (2.2) and saying that X now becomes X + c, where X is our GFF of
covariance (2.3) and c is a constant integrated with respect to the Lebesgue measure on R. This
c is called the zero mode in physics, it corresponds to the fact that |∂gˆX|2 only determines the
field up to a constant (see [11] for more details). To obtain (2.8) we have also used (2.4) and the
explicit values of Rgˆ and Kgˆ. The limit (2.8) exists and is non zero if and only if the insertions
obey the Seiberg bounds which are:
N∑
i=1
αi +
1
2
M∑
j=1
βj > Q and ∀j, βj < Q. (2.9)
When the bounds (2.9) are satisfied we will write the correlations in the following way:
〈
N∏
i=1
Vαi(zi)
M∏
j=1
Vβj(sj)〉H =
∫
R
dce(
∑
i αi+
∑
j
βj
2
−Q)c
E[
N∏
i=1
Vαi(zi)
M∏
j=1
Vβj(sj) exp(−µ∂
∫
R
e
γ
2
(X(s)+Q
2
ln gˆ(s)+c)ds)].
We now derive all the formulas that we will need to prove Theorem 2.2. In order for the following
to work correctly, we need to replace all the E[X(x)X(y)] by the exact log kernel ln 1|x−y||x−y| or
in other words we need to eliminate the dependence on the background metric gˆ. This will be a
consequence of the following identity:
Lemma 2.1. For insertions (zi, αi) and (sj , βj) satisfying the Seiberg bounds (2.9) we have
µ∂γ
2
∫
R
ds〈Vγ(s)
N∏
i=1
Vαi(zi)
M∏
j=1
Vβj(sj)〉H = (
N∑
i=1
αi +
M∑
j=1
βj
2
−Q)〈
N∏
i=1
Vαi(zi)
M∏
j=1
Vβj(sj)〉H.
Proof. We perform the change of variable 2γ lnµ∂ + c = c
′ in the following expression:
〈
N∏
i=1
Vαi(zi)
M∏
j=1
Vβj (sj)〉H =
∫
R
dce(
∑
i αi+
∑
j
βj
2
−Q)c
E[
N∏
i=1
Vαi(zi)
M∏
j=1
Vβj (sj) exp(−µ∂
∫
R
e
γ
2
(X(s)+Q
2
ln gˆ(s)+c)ds)]
= µ
−
2
∑
i αi+
∑
j βj−2Q
γ
∂
∫
R
dc′e(
∑
i αi+
∑
j
βj
2
−Q)c′
E[
N∏
i=1
Vαi(zi)
M∏
j=1
Vβj (sj) exp(−
∫
R
e
γ
2
(X(s)+Q
2
ln gˆ(s)+c′)ds)].
We then obtain the desired result by differentiating with respect to µ∂ .
So far we have introduced correlation functions of Liouville theory with an arbitrary number of
insertions points. For the purposes of Theorem 2.2 we will only need to consider correlations with
two bulk insertions z, z1 ∈ H of weights −γ2 and α and eventually boundary insertions s, t ∈ R
of weight γ. The value −γ2 is called the degenerate weight in the language of CFT. It is for this
specific value (and also for the dual weight − 2γ ) that a correlation function containing V− γ2 (z) will
obey a BPZ differential equation. In the forthcoming computations we will extensively use the
shorthand notations:
〈z, z1〉 := 〈Vα(z1)V− γ
2
(z)〉H, 〈s, z, z1〉 := 〈Vγ(s)Vα(z1)V− γ
2
(z)〉H,
〈z, z1〉ǫ := 〈Vα(z1)V− γ
2
(z)〉H,ǫ, 〈s, z, z1〉ǫ := 〈Vγ(s)Vα(z1)V− γ
2
(z)〉H,ǫ.
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Our goal is now to compute the derivatives of 〈Vα(z1)V− γ
2
(z)〉H in order to prove Theorem 2.2. We
will illustrate how this computation works with ∂z〈Vα(z1)V− γ
2
(z)〉H. We must use our regularization
procedure so we fix δ > 0 and choose z, z1 ∈ Hδ and ǫ < δ. We show that z 7→ 〈Vα(z1)V− γ
2
(z)〉H
is C1 on Hδ \ {z1} ∀δ > 0, which means it is C1 on H \ {z1}. We compute the derivative of the
regularized partition function (2.8) with respect to z:
∂z〈z, z1〉ǫ = −γ
2
∫
R
dce−QcE[∂z(Xǫ(z) +
Q
2
ln gˆ(z))ǫ
α2
2 eα(Xǫ(z1)+
Q
2
ln gˆ(z1)+c)ǫ
γ2
8 e−
γ
2
(Xǫ(z)+
Q
2
ln gˆ(z)+c)
× exp(−µ∂
∫
R
ǫ
γ2
4 e
γ
2
(Xǫ+c+
Q
2
ln gˆ)ds]
= −γ
2
〈(∂zXǫ(z))Vα(z1)V− γ
2
(z)〉H,ǫ − γQ
4
(∂z ln gˆ(z))〈z, z1〉H,ǫ
The idea of [21] to compute the first term in the above expression is to realize that we can
perform an integration by parts on the underlying Gaussian measure of X.12 We introduce X(f) =∫
H
X(x)f(x)dx2 for some smooth f with compact support and we get:
〈X(f)Vα(z1)V− γ
2
(z)〉H,ǫ = αE[X(f)Xǫ(z1)]〈z, z1〉ǫ − γ
2
E[X(f)Xǫ(z)]〈z, z1〉ǫ − µ∂ γ
2
∫
R
E[X(f)Xǫ(s)]〈s, z, z1〉ǫds
Since ∂zXǫ(z) =
∫
H
d2xX(x)∂zρǫ(z − x), we will apply the above formula to f(x) = ∂zρǫ(z − x).
Using (2.3), (2.5), (2.6), we compute:
E[∂zXǫ(z)Xǫ(z1)] =
∫
H
∫
H
d2xd2yE[X(x)X(y)] ∂zρǫ(z − x)ρǫ(z1 − y)
=
∫
H
∫
H
d2xd2y ∂xE[X(x)X(y)]ρǫ(z − x)ρǫ(z1 − y)
= −1
2
∫
H
∫
H
d2xd2y(
1
x− y +
1
x− y )ρǫ(z − x)ρǫ(z1 − y)−
1
2
∫
H
d2x ∂x ln gˆ(x)ρǫ(z − x)
E[∂zXǫ(z)Xǫ(z)] =
∫
H
∫
H
d2xd2yE[X(x)X(y)] ∂zρǫ(z − x)ρǫ(z − y)
= ∂z
1
2
∫
H
∫
H
d2xd2y ln
1
|x− y|ρǫ(z − x)ρǫ(z − y)
+
∫
H
∫
H
d2xd2y ∂x(ln
1
|x− y| −
1
2
ln gˆ(x))ρǫ(z − x)ρǫ(z − y)
= −1
2
∫
H
∫
H
d2xd2y
1
x− yρǫ(z − x)ρǫ(z − y)−
1
2
∫
H
d2x ∂x ln gˆ(x)ρǫ(z − x)
E[∂zXǫ(z)Xǫ(s)] = 2
∫
H
∫
H
d2xd2yE[X(x)X(y)] ∂zρǫ(z − x)ρǫ(s − y)
= −
∫
H
∫
H
d2xd2y(
1
x− y +
1
x− y )ρǫ(z − x)ρǫ(s− y)−
1
2
∫
H
d2x ∂x ln gˆ(x)ρǫ(z − x)
12Recall that for a centered Gaussian vector (X,Y1, . . . , YN) and a smooth function f on R
N , the Gaussian
integration by parts yields E[Xf(Y1, . . . , YN )] =
∑N
k=1 E[XYk]E[∂Ykf(Y1, . . . , YN )]. We use the same fact in infinite
dimensions on our GFF X.
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Putting everything together and taking ǫ→ 0 we arrive at:
∂z〈z1, z〉H = (−γ
2
8
1
z − z +
γ
4
α(
1
z − z1 +
1
z − z1 ))〈z, z1〉 −
µ∂γ
2
4
∫
R
1
z − s〈s, z, z1〉ds
+
(
γ
4
(α− γ
2
−Q)〈z, z1〉 − µ∂γ
2
8
∫
R
〈s, z, z1〉ds
)
∂z ln gˆ(z)
= (−γ
2
8
1
z − z +
γ
4
α(
1
z − z1 +
1
z − z1 ))〈z, z1〉 −
µ∂γ
2
4
∫
R
1
z − s〈s, z, z1〉ds
To cancel the metric dependent terms in the last line we have used Lemma 2.1. The derivatives
∂z1 , ∂z, ∂z1 , and ∂zz are computed along the same lines, their expressions are given in the proof of
the theorem below.
2.2 The BPZ differential equation
Our goal here is to prove the following result:
Theorem 2.2. Let γ ∈ (0, 2) and α > Q + γ2 . Then (z1, z) 7→ 〈V− γ2 (z)Vα(z1)〉H is C
2 on the set
{z1, z ∈ H|z1 6= z} and is solution of the following PDE
(
4
γ2
∂zz+
∆− γ
2
(z − z)2 +
∆α
(z − z1)2 +
∆α
(z − z1)2 +
1
z − z ∂z+
1
z − z1∂z1 +
1
z − z1 ∂z1)〈V−
γ
2
(z)Vα(z1)〉H = 0
where Q = γ2 +
2
γ , ∆α =
α
2 (Q− α2 ) and ∆− γ2 = −
γ
4 (Q+
γ
4 ).
Proof. First let us note that the condition α > Q + γ2 corresponds exactly to the Seiberg bounds
(2.9) and that the ∆α,∆− γ
2
are the so-called conformal weights of CFT. Following the method
given above we compute all the derivatives that we need:
∂z1〈z, z1〉 = (
αγ
4
(
1
z1 − z +
1
z1 − z )−
α2
2
1
z1 − z1 )〈z, z1〉+
αµ∂γ
2
∫
R
1
z1 − s〈s, z, z1〉ds
∂z1〈z, z1〉 = (
αγ
4
(
1
z1 − z +
1
z1 − z )−
α2
2
1
z1 − z1 )〈z, z1〉+
αµ∂γ
2
∫
R
1
z1 − s〈s, z, z1〉ds
∂z〈z, z1〉 = (−γ
2
8
1
z − z +
γ
4
α(
1
z − z1 +
1
z − z1 ))〈z, z1〉 −
µ∂γ
2
4
∫
R
1
z − s〈s, z, z1〉ds
∂z〈z, z1〉 = (−γ
2
8
1
z − z +
γ
4
α(
1
z − z1 +
1
z − z1 ))〈z, z1〉 −
µ∂γ
2
4
∫
R
1
z − s〈s, z, z1〉ds
∂zz〈z, z1〉 = (γ
2
8
1
(z − z)2 −
γ
4
α(
1
(z − z1)2 +
1
(z − z1)2 ))〈z, z1〉
+ (
γ2
8
1
z − z −
γα
4
(
1
z − z1 +
1
z − z1 ))
2〈z, z1〉+ µ∂γ
2
4
∫
R
1
(z − s)2 〈s, z, z1〉ds
− µ∂γ
3
8
(−γ
2
1
z − z + α(
1
z − z1 +
1
z − z1 ))
∫
R
1
z − s〈s, z, z1〉ds
+
γ4µ2∂
16
∫
R
∫
R
1
z − s
1
z − t〈s, t, z, z1〉dsdt−
µ∂γ
4
16
∫
R
1
(z − s)2 〈s, z, z1〉ds. (2.10)
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Again the shorthand notation 〈s, t, z, z1〉 stands for 〈Vγ(s)Vγ(t)Vα(z1)V− γ
2
(z)〉H with z, z1 ∈ H and
s, t ∈ R. We start by checking that all the terms without µ∂ cancel correctly, we gather them based
on their α-dependence. Terms with α2:
α2
(
− 1
4(z − z1)2 −
1
4(z − z1)2 +
1
4
(
1
z − z1 +
1
z − z1 )
2 − 1
2(z − z1)(z1 − z1) +
1
2(z − z1)(z1 − z1)
)
〈z, z1〉 = 0.
Terms with α:
α
(
(
Q
2
− γ
4
− 1
γ
)(
1
(z − z1)2 +
1
(z − z1)2 )−
γ
4
1
z − z (
1
z − z1 +
1
z − z1 )
)
〈z, z1〉
+α
(
γ
4
(
1
z − z1
1
z1 − z +
1
z − z1
1
z1 − z )−
γ
4
1
z − z (
1
z1 − z +
1
z1 − z )
)
〈z, z1〉 = 0.
Terms with no α:
(
1
2
+
γ2
8
+
γ2
16
+ ∆− γ
2
)
1
(z − z)2 〈z, z1〉 = 0.
We must now make sure that all the terms with µ∂ cancel correctly, for this we need to perform
an integration by parts. However there is a slight subtlety coming from the fact that the derivative
∂s applied to 〈s, z, z1〉 gives a term in 1s−t〈s, t, z, z1〉 and 1s−t is not integrable. But this difficulty
can be easily overcome with our regularization procedure. We get,
µ∂γ
2
4
∫
R
1
(z − s)2 〈s, z, z1〉ǫds =
µ∂γ
2
4
∫
R
∂s
1
(z − s)〈s, z, z1〉ǫds = −
µ∂γ
2
4
∫
R
1
(z − s)∂s〈s, z, z1〉ǫds
−→
ǫ→0
− µ∂γ
2
4
∫
R
1
(z − s)(
γ2
4
(
1
(s− z) +
1
(s− z))−
γ
2
α(
1
(s − z1) +
1
(s− z1)))〈s, z, z1〉ds
− µ
2
∂γ
4
8
lim
ǫ→0
∫
R
∫
R
1
(z − s)
1
(s− t)ǫ,ǫ 〈s, t, z, z1〉ǫdtds,
where we have introduced
1
(s− t)ǫ,ǫ = 4
∫
H
∫
H
d2x1d
2x2
1
s+ x1 − t− x2ρǫ(x1)ρǫ(x2).
We symmetrize the last term:
− µ
2
∂γ
4
8
∫
R
∫
R
1
(z − s)
1
(s− t)ǫ,ǫ 〈s, t, z, z1〉ǫdtds
= −µ
2
∂γ
4
16
∫
R
∫
R
1
(s − t)ǫ,ǫ (
1
(z − s) −
1
(z − t))〈s, t, z, z1〉ǫdtds
= −µ
2
∂γ
4
16
∫
R
∫
R
1
(z − s)(z − t)
s− t
(s− t)ǫ,ǫ 〈s, t, z, z1〉ǫdtds
−→
ǫ→0
−γ
4µ2∂
16
∫
R
∫
R
1
z − s
1
z − t〈s, t, z, z1〉dtds. (2.11)
From the above we see that the double terms in
∫
R
∫
R
coming from (2.10) and (2.11) cancel
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correctly. Finally we look at the cross terms:
µ∂
γ2
4
∫
R
(
1
z − s
1
z − s +
1
z − z
1
z − s −
1
z − s
1
z − z )〈s, z, z1〉ds = 0
µ∂
αγ
2
∫
R
(
1
z − s
1
s− z1 −
1
z − z1
1
z − s +
1
z − z1
1
z1 − s)〈s, z, z1〉ds = 0
µ∂
αγ
2
∫
R
(
1
z − s
1
s− z1 −
1
z − z1
1
z − s +
1
z − z1
1
z1 − s)〈s, z, z1〉ds = 0,
and therefore we have proved Theorem 2.2.
2.3 Correlation functions as moments of GMC on the unit circle
We are now going to express our correlation function 〈V− γ
2
(z)Vα(z1)〉H as a moment of Gaussian
multiplicative chaos (GMC) on the unit circle and turn the BPZ equation of Theorem 2.2 into a
differential equation on G(γ, p, t). As explained in the appendix, the KPZ relation of [19] tells us
that we have the realtion
〈Vα(z1)V− γ
2
(z)〉H = 1
|z1 − z1|2∆α−2∆− γ2
1
|z − z1|4∆− γ2
〈Vα(0)V− γ
2
(t)〉D (2.12)
where ∆α and ∆− γ
2
are defined as in Theorem 2.2 and where 〈V− γ
2
(t)Vα(0)〉D is the correlation
of LCFT defined on the unit disk. From the results of [19] we can express it in terms of inverse
moments of the GMC measure on the unit circle,
〈V− γ
2
(t)Vα(0)〉D = 2
γ
µ
− 2α−γ−2Q
γ
∂ Γ(
2α− γ − 2Q
γ
)t
αγ
2 (1− t2)− γ
2
8 E
[
(
∫
∂D
e
γ
2
(X(eiθ)−2α ln |eiθ|+γ ln |eiθ−t|)dθ)−
2α−γ−2Q
γ
]
=
2
γ
µ
− 2α−γ−2Q
γ
∂ Γ(
2α− γ − 2Q
γ
)t
αγ
2 (1− t2)− γ
2
8 G(γ, p, t), (2.13)
where we have the following relation between our parameters p and α:
− p = 2α− γ − 2Q
γ
. (2.14)
The condition α > Q+ γ2 of Theorem 2.2 is then precisely the condition p < 0 of Proposition 1.2. It
is then a long but straightforward computation to turn the BPZ equation on 〈Vα(z1)V− γ
2
(z)〉H into
the differential equation on G(γ, p, t), more details on this can be found in the appendix. Therefore
we have proved Proposition 1.2.
Let us make a few comments on our method. One might attempt to prove Proposition 1.2
without introducing at all the framework of Liouville theory on H and by just computing partial
derivatives directly on the function G(γ, p, t). In this computation all terms cancel easily except
a few terms coming from the second derivative in t for which it is very difficult to see that they
equal zero. It appears that seeing that all terms cancel correctly by performing the computation
directly on the circle is just as complicated as proving Theorem 1.1. This is due to the fact that
fractional moments of GMC are very hard to manipulate. Liouville theory seems to be the correct
framework where the computations are tractable and thus the KPZ relation below (2.12) - a highly
non trivial change of variable - is a key ingredient of our proof. On the other hand there is great
hope to adapt our method to obtain more exact formulas on GMC measures in other cases, for
instance on the unit interval [0, 1] or on the two-dimensional GMC measure on the unit disk D.
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3 The shift equation for U(γ, p)
The goal of this section is to identify the coefficients C1, C2, B1 and B2 of Proposition 1.3 to find
a link between U(γ, p) and U(γ, p − 1). The result we expect to find is:
U(γ, p) =
2πΓ(1− pγ24 )
Γ(1− γ24 )Γ(1− (p− 1)γ
2
4 )
U(γ, p − 1). (3.1)
We will perform asymptotic expansions of G(γ, p, t) in t → 0 and t → 1 to obtain the desired
result.
3.1 Asymptotic expansion in t→ 0
Since t 7→ G(γ, p, t) is a continuous function on [0, 1], we have
G(γ, p, 0) = U(γ, p)
and since p < 0, we cannot have a term in t
γ2
2
(p−1) in the expression G(γ, p, t) and therefore we
get:
C2 = 0. (3.2)
Then taking t = 0 in the expression of G(γ, p, t), we find:
C1 = U(γ, p). (3.3)
3.2 Asymptotic expansion in t→ 1
Taking t = 1 in the expression of G(γ, p, t), we get:
B1 = E[(
∫ 2π
0
|1− eiθ| γ
2
2 e
γ
2
X(eiθ)dθ)p]. (3.4)
At this stage there is nothing we can do with this coefficient but as an output of our proof we
will also obtain a value for this quantity, see Corollary 1.5. We must now go to the next order
to find B2. We introduce the notation hu(t) = |t − eiu|
γ2
2 . In the following computations we will
extensively use the Girsanov theorem (also called the Cameron-Martin formula) in the following
way:
E[
∫ 2π
0
e
γ
2
X(eiu)du(
∫ 2π
0
e
γ
2
X(eiθ)dθ)p−1] =
∫ 2π
0
E[(
∫ 2π
0
e
γ
2
X(eiθ)
|eiu − eiθ| γ
2
2
dθ)p−1]du. (3.5)
We then write:
E[(
∫ 2π
0
|t− eiθ| γ
2
2 e
γ
2
X(eiθ)dθ)p]− E[(
∫ 2π
0
|1− eiθ| γ
2
2 e
γ
2
X(eiθ)dθ)p] (3.6)
= pE[
∫ 2π
0
du(|t− eiu| γ
2
2 − |1− eiu| γ
2
2 )e
γ
2
X(eiu)(
∫ 2π
0
|1− eiθ| γ
2
2 e
γ
2
X(eiθ)dθ)p−1] +R(t)
= p
∫ 2π
0
du(hu(t)− hu(1))E[(
∫ 2π
0
|1− eiθ| γ
2
2
|eiu − eiθ| γ
2
2
e
γ
2
X(eiθ)dθ)p−1] +R(t).
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R(t) are higher order terms that are given by the Taylor formula applied to x 7→ xp :
R(t) = p(p− 1)
∫ 2π
0
∫ 2π
0
dθ1dθ2(hθ1(t)− hθ1(1))(hθ2(t)− hθ2(1))
× E

∫ 1
s=0
ds(1− s)
(∫ 2π
0
dθ
hθ(1) + s(hθ(t)− hθ(1))
|eiθ1 − eiθ| γ22 |eiθ2 − eiθ| γ22
e
γ
2
X(eiθ)
)p−2 .
One may wonder if the GMC measures with fractional powers that appear in the above computa-
tions are well-defined. The answer is that for β ∈ R, ∫ 2π0 1
|1−eiθ|
βγ
2
eX(e
iθ)dθ < +∞ a.s.⇔ β < γ2+ 2γ .
Therefore in the expression of R(t) the only problem is when θ1 = θ2. But in our case we are deal-
ing with negative moments so at θ1 = θ2 we simply get 0. Now the following integral coming from
(3.6) can also be expressed in terms of hypergeometric functions F :
1
2π
∫ 2π
0
(hu(t)− hu(1))du = F (−γ
2
4
,−γ
2
4
, 1, t2)− F (−γ
2
4
,−γ
2
4
, 1, 1) (3.7)
=
Γ(γ
2
2 + 1)
Γ(γ
2
4 + 1)
2
F (−γ
2
4
,−γ
2
4
,−γ
2
2
, 1− t2)− F (−γ
2
4
,−γ
2
4
, 1, 1)
+
Γ(−γ22 − 1)
Γ(−γ24 )2
(1− t2)1+ γ
2
2 F (1 +
γ2
4
, 1 +
γ2
4
, 2 +
γ2
2
, 1− t2).
In the last line we have used the formula (4.10) given in the appendix valid here for γ 6= √2. We
first look at the case where 0 < γ <
√
2. We notice that in this case 1 < 1 + γ
2
2 < 2 and that
u 7→ h′u(1) is integrable in u = 0 but not u 7→ h′′u(1). (3.7) tells us that:
lim
t→1
1
(1− t2)1+ γ
2
2
1
2π
∫ 2π
0
(hu(t)− hu(1)− (t− 1)h′u(1))du =
Γ(−γ22 − 1)
Γ(−γ24 )2
. (3.8)
The key observation is that the same result holds if we add some continuous function c defined on
the unit circle:
Lemma 3.1. For ǫ > 0 and u ∈ [0, 2π] let hu(1 − ǫ) = |1 − ǫ − eiu|
γ2
2 and let c : ∂D 7→ R be a
continuous function defined on the unit circle. Then we have:
lim
ǫ→0
1
ǫ1+
γ2
2
1
21+
γ2
2
1
2π
∫ 2π
0
(hu(1− ǫ)− hu(1) + ǫh′u(1))c(eiu)du =
Γ(−γ22 − 1)
Γ(−γ24 )2
c(1). (3.9)
Proof. We start by showing that
1
ǫ1+
γ2
2
∫ 2π
0
|hu(1− ǫ)− hu(1) + ǫh′u(1)|du
remains bounded as ǫ goes to 0. We split the integral into two parts,
∫ ǫ
−ǫ and
∫ 2π−ǫ
ǫ . To analyse
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the first part we can perform an asymptotic expansion on u 7→ eiu, we get:
1
ǫ1+
γ2
2
∫ ǫ
−ǫ
|hu(1− ǫ)− hu(1) + ǫh′u(1)|du
≤ M1
ǫ1+
γ2
2
∫ ǫ
−ǫ
||ǫ+ iu| γ
2
2 − |u| γ
2
2 + ǫ
γ2
4
|u| γ
2
2 |du
=
M1
ǫ1+
γ2
2
∫ 1
−1
||ǫ+ iǫv| γ
2
2 − |ǫv| γ
2
2 + ǫ
γ2
4
|ǫv| γ
2
2 |ǫdv ≤M2
for some M1,M2 > 0. The other part of the integral can be bounded by the Taylor formula:
1
ǫ1+
γ2
2
∫ 2π−ǫ
ǫ
|hu(1− ǫ)− hu(1) + ǫh′u(1)|du ≤
1
ǫ1+
γ2
2
∫ 2π−ǫ
ǫ
ǫ2
2
sup
x∈[1−ǫ,1]
|h′′u(x)|du
≤M3ǫ1−
γ2
2
∫ 1
ǫ
|u| γ
2
2
−2du ≤M4
for some constants M3,M4 > 0. By continuity of c, for ǫ
′ > 0 there exists an η > 0 such that
∀u ∈ (−η, η), |c(eiu)− c(1)| ≤ ǫ′. We can then write:
1
ǫ1+
γ2
2
∫ 2π
0
|hu(1− ǫ)− hu(1) + ǫh′u(1)||c(eiu)− c(1)|du
=
1
ǫ1+
γ2
2
∫ η
−η
|hu(1− ǫ)− hu(1) + ǫh′u(1)||c(eiu)− c(1)|du
+
1
ǫ1+
γ2
2
∫ 2π−η
η
|hu(1 − ǫ)− hu(1) + ǫh′u(1)||c(eiu)− c(1)|du
≤ M˜1ǫ′ + 1
ǫ1+
γ2
2
ǫ2M˜2
for some M˜1, M˜2 > 0. Since the above is true for all ǫ
′ we easily arrive at:
lim
ǫ→0
1
ǫ1+
γ2
2
∫ 2π
0
|hu(1− ǫ)− hu(1) + ǫh′u(1)||c(eiu)− c(1)|du = 0.
From this and using the exact computation (3.8) we obtain (3.9).
We then apply the Lemma 3.1 to our problem by choosing:
c(eiu) = E[(
∫ 2π
0
|1− eiθ| γ
2
2
|eiu − eiθ| γ
2
2
e
γ
2
X(eiθ)dθ)p−1].
Finally we bounded the higher order terms R(t) by:
|R(t)| ≤M
∫ 2π
0
∫ 2π
0
dθ1dθ2(hθ1(t)− hθ1(1))(hθ2(t)− hθ2(1))
≤ M˜ (1− t)2
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for some M,M˜ > 0. Combining all the above arguments we find the following expansion in powers
of (1− t) for G(γ, p, t):
G(γ, p, t) = B1+p(t−1)
∫ 2π
0
duh
′
u(1)E[(
∫ 2π
0
dθ
|1− eiθ| γ
2
2 e
γ
2
X(eiθ)
|eiu − eiθ| γ
2
2
)p−1]+2pip
Γ(− γ2
2
− 1)
Γ(− γ2
4
)2
U(γ, p−1)(1−t2)1+ γ
2
2 +o((1−t)1+ γ
2
2 ).
This gives the value of the coefficient B2:
B2 = 2πp
Γ(−γ22 − 1)
Γ(−γ24 )2
U(γ, p − 1). (3.10)
In the case
√
2 < γ < 2 we need to go one order further in the computations. We now have that
u→ h′′u(1) is integrable in u = 0. If we go one order further in (3.8) we still get:
lim
t→1
1
(1− t2)1+ γ
2
2
1
2π
∫ 2π
0
(hu(t)− hu(1)− (t− 1)h′u(1)−
1
2
(t− 1)2h′′u(1))du =
Γ(−γ22 − 1)
Γ(−γ24 )2
. (3.11)
Lemma 3.1 still holds if we go one order further and the analysis of R(t) gives this time:
R(t) = m(1− t)2 +O((1 − t)3) (3.12)
for some m ∈ R. Indeed since we can write
hθ1(t)− hθ1(1) = (t− 1)h′θ1(1) +
(t− 1)2
2
h′′θ1(1) + o((t− 1)2),
and we have
R(t) = p(p−1)(t−1)2
∫ 2π
0
∫ 2π
0
h
′
θ1
(1)h′θ2(1)E
[∫ 1
s=0
ds(1− s)
(∫ 2π
0
dθ
hθ(1) + s(hθ(t)− hθ(1))
|eiθ1 − eiθ| γ
2
2 |eiθ2 − eiθ| γ
2
2
e
γ
2
X(eiθ)
)p−2]
+O((t−1)3),
applying one last Taylor expansion on the above expectation E[.] we get
E
[∫ 1
s=0
ds(1− s)
(∫ 2π
0
dθ
hθ(1) + s(hθ(t)− hθ(1))
|eiθ1 − eiθ| γ
2
2 |eiθ2 − eiθ| γ
2
2
e
γ
2
X(eiθ)
)p−2]
=
1
2
E
[(∫ 2π
0
dθ
hθ(1)e
γ
2
X(eiθ)
|eiθ1 − eiθ| γ
2
2 |eiθ2 − eiθ| γ
2
2
)p−2]
+O(t− 1)
and so we finally arrive at (3.12). From the above we see that we can write an expansion of
G(γ, p, t) of the form:
G(γ, p, t) = B1 + b1(1− t) + b2(1− t)2 + 2πp
Γ(−γ22 − 1)
Γ(−γ24 )2
U(γ, p − 1)(1 − t2)1+ γ
2
2 + o((1 − t)1+ γ
2
2 ).
for some b1, b2 ∈ R. From this we deduce (3.10) in the case
√
2 < γ < 2.13
To conclude we have identified explicitly C1, C2, and B2. Using the change of basis formula
(4.9) and considering that C2 = 0, the relationship between the other two coefficients is:
B2 =
Γ(−1− γ22 )Γ(γ
2
4 (1− p) + 1)
Γ(−γ24 )Γ(−γ
2p
4 )
C1. (3.13)
13The case γ =
√
2 is left out here as Γ(− γ2
2
− 1) in (3.10) is ill-defined but we can solve this problem by using
the continuity of γ 7→ U(γ, p), a simple exercise, and by taking the limit γ → √2 in (3.14).
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Finally we arrive at the relation for p < 0:
U(γ, p)
U(γ, p− 1) =
2πpΓ(−γ2p4 )
Γ(−γ24 )Γ(1− (p− 1)γ
2
4 )
=
2πΓ(1 − pγ24 )
Γ(1− γ24 )Γ(1− (p− 1)γ
2
4 )
. (3.14)
By continuity of p 7→ U(γ, p) we can take the limit p → 0 in the above relation to get the shift
equation for all p ≤ 0. Therefore we have proved Proposition 1.4.
4 Appendix
4.1 Mapping of BPZ to the unit disk
In this section we turn the BPZ equation we found on H using Liouville theory into an equation on
the function G(γ, p, t). We recall that the conformal map ψ1 : x 7→ x−ix+i maps the upper half plane
H equipped with metric gˆ(x) = 4
|x+i|4
to the unit disk D equipped with the Euclidean metric. The
KPZ formula of [19] for a change of domain then tells us that:
〈Vα(z1)V− γ
2
(z)〉H = |ψ′1(z1)|2∆α |ψ′1(z)|
2∆− γ2 〈Vα(ψ1(z1))V− γ
2
(ψ1(z))〉D. (4.1)
We apply again the KPZ formula of [19] to the conformal map ψ2 of D onto D that maps ψ1(z1) to
0 and ψ1(z) to t ∈ (0, 1). More explicitly ψ2(x) = eiθ x−ψ1(z1)
1−xψ1(z1)
with θ chosen such that ψ2(ψ1(z)) ∈
(0, 1). This gives:
〈Vα(ψ1(z1))V− γ
2
(ψ1(z))〉D = |ψ′2(ψ1(z1))|2∆α |ψ′2(ψ1(z))|
2∆− γ2 〈Vα(0)V− γ
2
(t)〉D. (4.2)
Combining both of the above relations we arrive at:
〈Vα(z1)V− γ
2
(z)〉H = 1
|z1 − z1|2∆α−2∆− γ2
1
|z − z1|4∆− γ2
〈Vα(0)V− γ
2
(t)〉D. (4.3)
Now starting from our BPZ equation,
(
4
γ2
∂zz+
∆− γ
2
(z − z)2 +
∆α
(z − z1)2 +
∆α
(z − z1)2 +
1
z − z ∂z+
1
z − z1 ∂z1 +
1
z − z1 ∂z1)〈Vα(z1)V−
γ
2
(z)〉H = 0,
we obtain the following equation for 〈Vα(0)V− γ
2
(t)〉D:
(
t2
γ2
d2
dt2
+ (− t
γ2
+
2t3 − t
2(1− t2) )
d
dt
+ (∆α +∆− γ
2
2t2 − t4
(t2 − 1)2 )
)
〈Vα(0)V− γ
2
(t)〉D = 0. (4.4)
Then using (2.13) and (2.14), we get the announced differential equation of Proposition 1.2 for
G(γ, p, t),
(t(1− t2) ∂
2
∂t2
+ (t2 − 1) ∂
∂t
+ 2(C − (A+B + 1)t2) ∂
∂t
− 4ABt)G(γ, p, t) = 0, (4.5)
with A = −γ2p4 , B = −γ
2
4 , and C =
γ2
4 (1− p) + 1.
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4.2 Hypergeometric functions
We recall here briefly all the fact on hypergeometric functions that we have used throughout our
paper. For A, B, C, and x real numbers we introduce the following power series,
F (A,B,C, x) =
∞∑
n=0
AnBn
n!Cn
xn, (4.6)
where we have set for n ∈ N, An = Γ(A+n)Γ(A) , Γ being the standard gamma function. The function
F is the hypergeometric series and it can be used to solve the following hypergeometric equation:
(x(1− x) ∂
2
∂x2
+ (C − (A+B + 1)x) ∂
∂x
−AB)H(x) = 0. (4.7)
The solutions of this equation can be given in two different bases, one corresponding to an expansion
in powers of x and the other in powers of 1− x. We write:
H(x) = C1F (A,B,C, x) +C2x
1−CF (1 +A−C, 1 +B −C, 2 − C, x), (4.8)
H(x) = B1F (A,B, 1 +A+B − C, 1− x) +B2(1− x)C−A−BF (C −A,C −B, 1 + C −A−B, 1− x).
In our case where A = −γ2p4 , B = −γ
2
4 , and C =
γ2
4 (1− p)+ 1, the four real constants C1, C2, B1,
B2 are linked by the following relation:
(
B1
B2
)
=


Γ(1+ γ
2
2
)Γ(γ
2
4
(1−p)+1)
Γ(1+ γ
2
4
)Γ(γ
2
4
(2−p)+1)
Γ(1+ γ
2
2
)Γ(γ
2
4
(p−1)+1)
Γ(1+ γ
2
4
)Γ(γ
2
4
p+1)
Γ(−1− γ
2
2
)Γ(γ
2
4
(1−p)+1)
Γ(− γ
2
4
)Γ(− γ
2p
4
)
Γ(−1− γ
2
2
)Γ(γ
2
4
(p−1)+1)
Γ(− γ
2
4
)Γ(γ
2
4
(p−2))


(
C1
C2
)
. (4.9)
This relation can easily be deduced from the following properties of the hypergeometric function:
F (A,B,C, x) =
Γ(C)Γ(C −A−B)
Γ(C −A)Γ(C −B)F (A,B,A +B − C + 1, 1− x) (4.10)
+ (1− x)C−A−B Γ(C)Γ(A+B − C)
Γ(A)Γ(B)
F (C −A,C −B,C −A−B + 1, 1 − x)
and
F (A,B,C, 1) =
Γ(C)Γ(C −A−B)
Γ(C −A)Γ(C −B) . (4.11)
More details on hypergeometric functions can be found in [1].
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