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Abstract
Using energy eigenfunctions obtained by semi-empirical analysis of the Lu-Fano plot of 
energy level positions and employing the Coulomb approximation of Bates and Damgaard, 
we calculate absolute line strengths for transitions between the neon two-channel Rydberg 
series 2p5(2P3/2,1/2)ns J = 1 and 2p
5(2P3/2,1/2)n′ p J = 0 for n, n’ = 3,4. Each Rydberg series 
is analyzed separately to obtain a set of five parameters which completely define the 
energy eigenfunctions for all values of n and n’. Interactions between the ns J = 1 and the 
nd J = 1 Rydberg series have been ignored. The one-channel neon p and s series are also 
discussed and line strengths for transition between them presented. Our line strengths for 
3s → 3p and 4s → 4p transitions are in excellent agreement with the experimental and 
theoretical work of others. Our results for 3s → 4p and 4s → 3p transitions are not in 
agreement with previous work and differ substantially with intermediate coupling theory. 
For our application to low-lying energy levels in neon we have had to correct the formulas 
of Lu and Fano by inclusion of the energy-dependent factors of Seaton and by assuming 
a linear dependence on energy of intrinsic scattering phase shifts. We present all formulas 
necessary for computing absolute line strengths for transitions between multi-channel 
Rydberg series.
1. Introduction
The Coulomb approximation of Bates and Damgaard (1949) has been used successfully 
for the calculation of absolute atomic line strengths for many transitions in which either, 
as in the alkalis, the ionic core consists of closed shells, or, more generally, the energy 
differences of the ionic core levels may be ignored (Layzer and Garstang 1968, Weiss 
1970). In such a calculation one uses single-channel energy eigenfunctions that are deter-
mined analytically for radial distances r > r0 , where r0  is a cut-off radius beyond which 
it is assumed that there are no non-coulombic fields. The theory for such single- channel 
eigenfunctions has been developed by Ham (1955) and Seaton (1958) and is known as the 
Quantum Defect theory. 
In most cases, however, neither the interactions between channels nor the energy dif-
ferences of the ionic core levels can be ignored. As shown by Seaton (1966), the energy 
eigenfunctions in such multichannel problems may be represented in the region r > r0 
as a linear superposition of analytically known Coulomb functions. The coefficients of 
this superposition are related by Seaton (1966) to elements of the electron-ion scattering 
matrix. Recently Lu and Fano (Lu and Fano 1970, Fano 1970, Lu 1971) have shown that
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these coefficients, which form an eigenvector, may also be determined by semi-empirical 
analysis of a plot of Rydberg level energies. They have found that these eigenvectors may 
vary greatly along a series and from level to level of the same configuration (Fano 1970, 
Lu 1971). Using these eigenvectors and the Coulomb approximation one can calculate 
absolute line strengths for transitions between excited configurations. The Rydberg 
series to which the initial level belongs and that to which the final level belongs have to be 
analysed separately. The results of this analysis allow one to calculate line intensities 
for all transition arrays that differ by the principal quantum number of the initial level 
and/or the final level. 
Using the method of Lu and Fano, we have analysed the two-channel neon series 
2p5(2P3,2,1,,)np J = 0 and 2p5(2P3,2,1,2)ns J = 1 and have obtained for each series a 
set of five parameters that characterize the energy eigenvectors for all values of n. By 
using in addition the Coulomb approximation, we are thus able to calculate absolute 
intensities for any of the two-dimensional transition arrays np J = 0 -+ n's J = 1 and 
have done so for n,nf = 3,4. We note that for the particular array 3p + 3s our results 
are in good agreement with the recent accurate measurements of Bridges and Wiese 
(1970). This particular transition array has defied theoretical analysis for many years 
(eg Shortley 1935) until the recent calculations by Mehlhorn (1969) and Koenig (1971), 
who proceed by improving upon the intermediate coupling method. Both of these types 
of calculations, however, appear limited to transitions between low-lying levels (see eg 
Aymar et a1 1970). We also compare our other calculated intensities with the compilation 
of Wiese et a1 (1966) and with the work of Murphy (1968). 
Before presenting our analysis of neon, however, in the next section we first correct 
the formulas of Lu and Fano by inclusion of the energy dependent factors of Seaton 
(1966). These factors, which were left out by Lu and Fano, are necessary for our analysis 
of low-lying Rydberg levels. In order to give a self-contained treatment, we present all 
theoretical formulas necessary for calculating absolute intensities of transitions between 
multichannel Rydberg series. A step by step prescription for such calculations is also 
given. As in the work of Lu and Fano we restrict our consideration to systems in which 
only two ionic core levels need be considered. 
2. Theory 
The aim of the theory presented here is to extend the validity of Lu's formulas over an 
energy range encompassing low-lying Rydberg levels. The treatment of Lu assumed 
limiting values of the following functions defined by Seaton (1966) : 
(2. la) 
In equation (2.1), v and 1 characterize an excited, but bound, electron in a Coulomb field ; 
v is the effective quantum number, which is related to the electron's energy (in atomic 
units) by the formula, E = - 1/2v2; 1 is the electron's orbital angular momentum. 
The limiting values on the right in equation (2.1) obtain when the electron's energy is 
near threshold. 
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2.1. Coulomb basis functions 
Because we are considering the energy variation of the functions B(v, I) and G(v, I), 
we must distinguish two alternative pairs of Coulomb functions, each of which forms a 
basis for describing an arbitrary state of an electron in a Coulomb Field. These two 
pairs of Coulomb functions coincide in the energy region near threshold and hence were 
not distinguished by Lu. Following Fano (1970, Appendix B), we denote one of these 
pairs by ( f ;  g) and the other by (f, g). These functions are related by the following linear 
transformation : 
g(v, 1 ; r) = B- 'l2(v, l)(g(v, 1 ; r) + G(v, I) f (v, 1 ; I)). 
Near threshold the limiting values in equation (2.1) obtain and we see that the pairs of 
functions ( f ;  g) and (f, g) coincide. The functions f and g are normalized to be energy 
independent for small radial distances r (Seaton 1966). Their series expansions are given 
by Dehmer and Fano (1970). The pair (f, g) reduce for large radial distances to the ex- 
pressions in equation (10) of Fano. They are a more convenient basis for representing 
energy eigenfunctions in the asymptotic region, since they are normalized per unit 
energy. They may be normalized per unit volume by 3 multiplicative factor (Fano 1970). 
2.2. Multichannel energy eigenfunctions 
The channels i of a singly-excited atom, for particular values of total angular momentum 
J and projection M J ,  are identified by the state of the ionic core, the orbital angular 
momentum of the excited electron, and the coupling scheme of the combined ion electron 
system. We represent the ion wavefunction and its coupling with the angular and spin 
variables of the excited electron by the symbol Qi. In the region r > r ,  we represent 
an arbitrary state of the combined electron-ion system quite generally by either of the 
alternative forms : 
We concern ourselves in the rest of this section with obtaining coefficients (ci, bi) or 
equivalently, (ci, di), appropriate to discrete excited states. 
Interactions between channels i occur in the core region, r < r, and may be described 
equivalently by either a scattering matrix S or a reaction matrix R. Seaton (1966) has 
shown that these matrices may be written in terms of the known functions B(v, I) and 
G(v, I) and a product of unknown matrices I J-'. By formally diagonalizing these mat- 
rices, Fano (Appendix B) and Lu have shown that one may represent the eigenstates 
of the S and R matrices by 
which is a special case of equation (2.3a). Similarly the eigenstates of the I J-' matrix 
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may be represented by 
In equation (2.4) the angle npP(n(,) represents an eigenphase shift, and the matrix 
UtP(Uia) represents an orthogonal transformation that connects the eigenstates P(a) 
wtth the scattering channels i. In other words, 
and 
The form of the coefficients (ci, b,) and (c,, d,) used in equation (2.3) may also be deduced 
by a phase-amplitude treatment (Dehmer and Fano 1970). 
We now represent an arbitrary state of the electron-ion system as a linear super- 
position of one or the other of our newly defined sets of scattering eigenfunctions: 
By substituting equation (2.2) in equation (2.6a) and equating the coefficients off and g 
with those in equation (2.6b) one obtains the following relations between our alternative 
sets of coefficients : 
Recalling equation (2.5), note that equation (2.7b) is directly related to equations (4.13) 
and (4.14) of Seaton (1966). Note also that near threshold when B(v, I) and G(v, I )  assume 
their limiting values, equation (2.7) shows that the eigenstates a and /-I become identical, 
that is pP -+ ta, UiP + Ui,, and dP + A,. 
We have thus rewritten the wavefunction for an arbitrary state of the electron-ion 
system, given by equation (2.3), as a linear superposition of scattering eigenfunctions, 
given by equation (2.6). The alternative representations (2.6a) and (2.6b) serve the follow- 
ing purposes. Because the pair of Coulomb functions (f, g) are more appropriately 
normalized to describe the ion+lectron system in the asymptotic region, equation (2.6a) 
will be used to represent Y when we impose asymptotic boundary conditions. On the 
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other hand, because the pair (Lg) are nearly energy independent in the core region 
r = r,, we expect the parameters U, and 5,  (which determine the scattering eigenstates 
Y,) to be more slowly varying with energy than Nip and pp. Indeed, the dependence of 
Uip and pB on energy is described largely by the functions B(v, 1) and G(v, I ) ,  as exhibited 
by equation (2.7b). We shall therefore fit .the parameters U, and <,, rather than Uip 
and pp, by an analysis of experimental data. 
In order that equation (2.6a) may represent a discrete energy eigenstate, the right 
hand side must vanish at r = m. Using the asymptotic forms off and g given by equation 
(10) of Fano (1970) we require the coefficients of certain rising exponentials to vanish, 
obtaining 
Uip sin(x(vi + pp))dB = 0 for all i 
B 
which is the generalization of equation (2.18) of Lu (1971). 
2.3. Energy dependent Lu-Fano plots 
When only two ionic core levels are important for the analysis of a particular spectrum, 
equation (2.8) may be reduced further by separating the channels i into two sets, P and Q, 
which are distinguished by the state of the ionic core. Since the effective quantum num- 
bers vi depend only on the ionic core state, the set of vi contains only two distinct mem- 
bers, denoted v, and vQ. Following Lu, we introduce a specific form for J$B which auto- 
matically satisfies equation (2.8) for each i E P, 
d - 
1 C Uj+.i 
- sin n(v, + pB) jeQ 
where the b j ( j  E Q) are a new set of coefficients. We are left with the equations for i E Q : 
sin x(vQ + pp) - 
which have non-trivial solutions provided 
For known Uip and pB, equation (2.1 1) defines an implicit functional relation between 
p = - vp(mod 1) and vQ(mod 1). We call the graph of p = - v,(mod 1) against vQ(mod 1) 
obtained from equation (2.11) the energy dependent Lu-Fano plot. It reduces to the 
ordinary Lu-Fano plot in the limit that Uia -+ U, and pa -) ta.  
Since the ordinary Lu-Fano plot is described in detail elsewhere (Lu and Fano 
1970), we shall only point out here how the energy dependent Lu-Fano plot differs 
from it. The energy dependent Lu-Fano plot is determined from equation (2.1 I), in 
which the parameters pB and Uu are assumed to vary with energy according to equation 
(2.7b). For this reason the energy dependent plot depends on the absolute values of v, 
and vQ rather than just on their values modulo 1 as in the ordinary plot. In practice the 
two plots are virtually identical except for small absolute values of v, and vQ. As a 
result one finds that the ordinary Lu-Fano plot passes through the positions of all 
experimental energy levels (defined by experimental values of v, and vQ) except the lowest 
= 0 i, j E Q. det sin x(vQ + pB) - 
' 
C U, UjB 
B sin x(v, + PB) 
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energy ones. The energy dependent Lu-Fano plot, however, passes through even the 
lowest experimental energy levels. 
An important result of the theory of Fano (1970) and Lu (1971) for our purposes is 
that the Lu-Fano plot intersects the diagonal line defined by p(vQ)+vQ = 1 at the 
values p(vQ) = ,up We thus expect any energy variation of the pD to cause the Lu-Fano 
plot to shift in a direction parallel to the diagonal. Using equation (2.7b) to describe the 
energy variation of the pD we may examine the energy dependence of the Lu-Fano plot 
in some detail. For Ei > 0 the major influence on the energy dependence of the pp is 
that of the B- 'I2(vi, Ei) diagonal matrix, whose elements increase as vi decreases. Thus, 
in the approximation that we only consider the diagonal elements in equation (2.7b), 
pB increases or decreases as vi decreases depending on whether <, is greater or less than 
0-5. For li = 0, B(vi, li) = 1 for all vi and G(vi, li) has only a very minor influence. For 
these s states the major energy variation is due to the t,, which we have assumed in this 
paper to vary linearly with energy. In the cases treated thus far, low-lying s electron 
levels are shifted up along the diagonal (ie to lower energies). 
2.4. Procedure for obtaining 5, and Uia by fitting to experimental data 
We obtain the parameters 5, and Uia by fitting equations (2.1 1) and (2.7b) to experimental 
energy level data. In the studies carried out so far we have found that the la vary slowly 
with energy. We represent this variation by the linear approximation <, = <:+<,'r, 
where <: and 5,' are constants and where E is the excited electron's energy with respect 
to the first ionization threshold. We represent the orthogonal matrix Uia in terms of its 
independent parameters. A one-to-one correspondence between any orthogonal 
matrix and its expression in terms of generalized Euler angles has been given by Hoffman 
et a1 (1972). In our studies so far we have found these angles to be independent of energy. 
The procedure for obtaining all these parameters is : 
(i) For each experimental term level n compute v h n d  v;. Construct the plot of Lu 
and Fano (1970), and ignoring the lowest energy levels, connect the experimental points. 
The values of p at which the resulting curves cross the diagonal p +  vQ = 1 give initial 
estimates of <:. 
(ii) Assume initially that the 5; are zero. 
(iii) Assume initially that the matrix Ui, is the jj-LS angular momentum transforma- 
tion matrix for the system in question (Lu 1971). Such matrices have been tabulated by 
Kennedy and Cliff (1955). The formulas of Hoffman et a1 (1972) then allow one to obtain 
initial values for the generalized Euler angles. 
(iv) Using initial estimates for the parameters given in (i) to (iii) we fit equations 
(2.11) and (2.7b) to experimental data by the following two-step procedure: First, for 
each experimental level n we construct the matrix on the right in equation (2.7b). 
Diagonalization of this matrix determines pD and Ui4: the eigenvalues are cot(npp) 
and the eigenvectors are the columns of %!Iip. Second, using the ,up and UiD calculated at 
each level n one constructs Z,D;, where D, is the determinant in equation (2.11). A 
linearized regression procedure is then used to minimize X,D: thereby obtaining succes- 
sive improved estimates of the t:, the t,', and the generalized Euler angles of U,,. 
(v) The linearized regression procedure outlined in (iv) is complicated by the number 
of transformations required between the sets of pB, Uip and <,, Via. One may avoid these 
transformations by rewriting equation (2.8) in terms of t a ,  Uia and the functions B(vi, li) 
and G(vi, Ei), as is done in the Appendix. The resulting expression, however, is quite 
complicated. When li is the same in all channels i one may simplify this expression by 
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introducing a renormalized effective quantum number, v:, defined by the relation 
sin n$ = sin nvi[(sin + {cos nviB(vi, li) + sin nviG(vi, li)I2] - '/'. (2.12) 
As shown in the Appendix, we may then write equation (2.8) as 
x Uia sin n($ + <,)Aa = 0 for all i. 
a 
Just as (2.1 1) was derived from (2.8), we derive from (2.13) the relation 
Equation (2.14) is used to obtain la and U, by fitting to experimental energy level data 
by a linearized regression procedure. No transformations between ps, UiP and t,, Uia 
are necessary. Note that the vf all lie on the energy independent Lu-Fano plot, even for 
low-lying levels (except for the slight shifts due to the energy dependence of the la). 
Note that equations (2.11) and (2.7b) are not in general sufficient to determine the 
orthogonal matrix Uia completely. This is because the indices i and j in equation (2.11) 
are restricted to (i, j) E Q and hence in general not all the generalized Euler angles on 
which Nip depends appear in equation (2.11). In such cases we must include an additional 
equation with (i, j) E P in the linearized regression procedure of step (iv). This equation is 
obtained by noting that instead of writing dP as in equation (2.9) we might alternatively 
have written it as 
det 
where these Bj( j  E P) are different from those of (2.9). Just as equation (2.1 1) was derived 
fro111 (2.9) we obtain from (2.9') the following equation : 
sin n(v; + t,) - 1 Uia Uja 
a sin n(v:! + ta) 
Thus all these angles may be obtained by fitting equations (2.11), (2.117, and (2.7b) to 
experimental energy level data. For the calculations presented in this paper, however, 
equations (2.1 1) and (2.7b) suffice to determine all needed parameters. 
= 0 i, j E Q. 
det 
2.5. Formulas for normalized bound-state eigenfunctions and dipole matrix elements 
Having determined the parameters (:, 5,' and Uia by the methods outlined above, we 
calculate the set of eigenvector coefficients d?nd A," (up to a normalization factor) 
for each level n from equations (2.101, (2.9), and (2.7). (In the special case when all li are 
equal we calculate A; directly from (2.13).) Using the form for the wavefunction given in 
equation (2.6a), we obtain the normalization constant by the method described in section 
VI B of Fano : 
sin n(vp + pp) - 
Uip UjP sin n(vQ + pp) 
I 1Y.I' dr = (v:)~ UiP cos +,up)&;) (; UiPr cos n(v1 + p g , ) d i , b ,  P 
= 0 i, j~ P. 
where 
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Note that in the paper by Lu Cis is assumed to be equal to unity. In this paper lip. was 
calculated numerically by using equation (2.7b) to generate values of pB at s ~ ~ ~ e s s i ~ e l y  
closer values of vi . 
Having completely defined the bound energy eigenstates in equation (2.6) we now 
transform them to a form that is more convenient for the numerical applications of this 
paper. We started with the form given in equation (2.6) because we wished to make 
connection with the theory of Lu, which was developed for application to a wider 
range of phenomena. Using equation (32) of Seaton (1958) we rewrite the function 
g(vi, 1, ; r) as : 
r(Ei + 1 - vi) B(vi, li) cot nv, + G(vi, 
n ( ~ , ) ~ i  O(vi 7 li ; 
where O(vi, li; r) is just the Whittaker function W, ,,+ ,,,(2r/v), which decreases exponen- 
tially as r becomes large. Substituting the expressions for f and g given by equation (2.2) 
in equation (2.6a) and replacing the function g by equation (2.17) we obtain: 
In deriving equation (2.18) we have made use of both the boundary condition on bound 
states, given by equation (2.8), and the transformation between our different sets of 
coefficients, given by equation (2.7). Equation (2.18b) shows that the parameters 5, 
and U, determine the bound state energy eigenfunctions for every member n of the multi- 
channel Rydberg series. 
In the next section we analyse a pair of two-channel Rydberg series in neon, which we 
designate here simply by a and b. For each series we obtain parameters 5, and U,. 
The 9th component of the dipole matrix element for a transition between level n of 
Rydberg series a and level m of Rydberg series b is calculated as follows, using wave- 
functions of the form given by equation (2.18b) : 
where 
(where R are the angular variables of the excited electron), 
The matrix element of C:"(R) has been left in abstract form since it is easier to evaluate it 
in each individual case by standard methods (see eg Briggs 1971). The line strengths 
presented in the next section were obtained by squaring equation (2.19) and summing 
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over q and all initial and final magnetic quantum numbers. Note that in calculating the 
radial matrix elements in equation (2.20a) we have employed the Coulomb approxi- 
mation. 
3. Application to line strengths in neon 
For each of the neon two-channel Rydberg series 2p5(2P3,2,,,2)ns J = 1 and 
2p5(2P,l,,,l,)n'p J = 0 we have determined a set of five parameters which characterize 
the energy eigenvectors for each n, n'. In analysing the ns J = 1 series we have ignored 
their interaction with the nd J = 1 series since a Lu-Fano plot of the ns J = 1 and 
nd J = 1 energy levels shows no indication of any interaction. This is unlike the the 
situation in xenon treated by Lu (1971). In this section we present line strengths for 
transitions between the ns J = 1 and n'p J = 0 series for values n, n' = 3,4. The para- 
meters listed below may be used by other workers to obtain additional line strengths. 
Experimental term levels for neon were obtained from Moore (1949) and experimental 
ionization limits from Moore (1970). 
3.1. Tests for the applicability of the Coulomb approximation 
Our eigenfunctions are, of course, determined only in the region r > r , .  Hence it is 
necessary to our calculations that we may ignore the contribution of the region 
0 < r < r ,  to the radial integrals in equation (2.20a). To test this contribution we have 
computed radial dipole matrix elements for the transitions of interest in this paper using 
the central field wavefunctions of Herman and Skillman (1963). We have computed 
each integral over the two ranges 0 < r < r ,  and 0 < r < co and compared the results, 
which are listed in table 1. The value of r ,  is that given by Herman and Skillman; 
Table 1. Test of Coulomb approximation for neon using Herman-Skillman wavefunctions 
and r ,  = 1.67 Bohr. 
A, dipole transition. 
B, C, radial dipole matrix element integrated over the ranges 0 < r  < a, and 0 < r  < r ,  
respectively (atomic units). 
D, absolute value of the ratio C to B in per cent. 
we shall use this value for r,  in all the other calculations presented in this paper. From 
the results presented in table 1 we see that, except for the transition 3s 4p, the use of 
the Coulomb approximation should have negligible effect on the accuracy of the com- 
puted line strengths. Even in the case of 3s -+ 4p line strengths, the Coulomb Approxi- 
mation should introduce inaccuracies of no more than a few per cent. 
Alternatively, one may test the Coulomb approximation by computing line intensi- 
ties for transitions between one-channel Rydberg series, which occur when the coupling 
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of one of the core levels with the excited electron for specified total J is incompatible 
with angular momentum selection rules. The formulas of 4 2 simplify for one-channel 
problems as follows : equation (2.7b), which relates pp and t,, becomes, 
cot np, = B- '(v, l)(cot n<, + G(v, I)) 
equation (2.8), which is the necessary condition for bound states, becomes, 
sin n(v + p,) = 0 (3.2) 
and, finally, equation (2.18a) for the normalized bound state energy eigenfunction be- 
comes : 
1 T(l+ 1 - vn) B- 'I2(v, I )  sin np, 
Y n  = -@O(v, 1; r) 
r n(vn)' (vn)3/2c;/z . 
In the above equation ct denotes the LS-coupling term identifying the one-channel 
series. By using experimental values for vn and computing p, from equation (3.2) for 
each value of vn, the eigenfunction in equation (3.3) is completely determined. Thus the 
accuracy of line strengths computed using one-channel eigenfunctions depends largely 
on the validity of the Coulomb approximation. 
For this reasbn we have computed line strengths for transitions between the neon 
one-channel series 2p5(2P,,,)ns(3P2) and 2p5(2P312)n'p(3~,) for n, n' = 3,4. The results 
are presented in table 2. Bridges and Wiese (1970) have determined experimentally the 
Table 2. Line strengths for transitions between the one-channel neon series 2p5(2P,12)ns(3P2) 
Transition 
Line strengths (atomic units) 
Present Bridgesand Koenig Mehlhorn Murphy Wiese et a1 
work Wiese(1970) (1971) (1969) (1968) (1966) 
line strength for the 3s J = 2 + 3p J = 3 transition (denoted Is, + 2p, in Paschen 
notation) to within +7%. Our calculated line strength agrees very well with their 
experimental value thus further confirming the validity of the Coulomb approximation 
for 3s -+ 3p transitions. Our result also agrees with the calculations of Koenig (1971) 
and Mehlhorn (1969), who use a single value of the radial dipole matrix element for the 
whole transition array 3s + 3p. 
A value of the line strength for the transition 3s J = 2 + 4p J = 3 determined from 
the lifetime data of Klose (1966) for the 4p level is included in the compilation by Wiese 
et a1 (1966). This line strength is not expected to very accurate (Wiese et a1 1966). Our 
calculated result differs from it by a factor of five and in view of the small expected in- 
accuracies arising from the Coulomb Approximation (see table 1) we suspect the accuracy 
of the experimental line strength. 
Despite the lack of experimental results for comparison, we have also calculated line 
strengths for the transitions 4s J = 2 + np J = 3 for n = 3,4. Our results agree well 
85
with the intermediate coupling calculations of Murphy (1968) and Ufford (1937), the 
latter being included in Wiese et al. This agreement is expected since intermediate 
coupling calculations are put on an absolute basis by using the Coulomb approximation. 
3.2. Analysis of two-channel Rydberg series 
We now discuss briefly our analysis of the neon two-channel series 2p5(2P3,2,112)n~ J = 1 
and 2p5(2P,,2,1,2)np J = 0. For each of these two series the matrix U, is a 2 x 2 ortho- 
gonal matrix which depends on a single angle 4 : 
cos 4 sin 4 
" = ( 
-sin cp cos cp 
Whereas the scattering channels i are defined to be jj-coupled, the exact character of the 
eigenstates a depends on the value of cp obtained from fitting to experimental data. 
However, since the eigenstates a are determined by interactions in the region r < r,, 
in which electrostatic interactions are usually stronger than spin-orbit interactions, 
we expect the eigenstates a in general to tend towards LS-coupling. Furthermore, we 
know that the spin-orbit interaction in neon is weak so that we expect the eigenstates a 
to be closer to LS-coupling than is usual. Our initial estimate for cp is cpjkL,, which is 
the angle defining the jj-LS angular transformation matrix. In what follows we shall 
identify the states a by their predominant LS coupling character, for example a = 10 
implies that L = 1 and S = 0. 
We note two further points of our fitting procedure. First, we allowed the angle cp 
to vary linearly with energy, ie cp = cpO + cplc, where cpO and cpl are constants. However, 
for the series analysed below we found cpl to be less than 0.0001 au and hence we ignored 
it. Second, we found it helpful to use the approximate J independence of the eigenstates a 
and of the parameters 5: and (see Lu 1971, Appendix). Specifically, the eigenstate a 
characterized by the LS-coupling term 3P (ie, a = 11) occurs in three of the neon 2p5ns 
Rydberg series : it occurs not only in the two-channel ns J = 1 series of interest below, 
but also in the one-channel series ns J = 0 and ns J = 2. The values of tyl and til 
obtained from analysis of each of the one-channel series are given in table 3. These 
values were used as initial estimates in our fitting of the two-channel ns J = 1 series 
and turned out to be quite close to the parameters tY1 and ti1 obtained for the two- 
channel series (see table 4). Since one-channel Rydberg series are easier to analyse than 
Table 3. Scattering parameters for the neon one-channel Rydberg series 2p5(2P3,2)ns(3P2) 
and 2ps(zPll,)ns(3Po) 
Series r? 1 r :  
2ps(zP31,)ns(3Pz) 0.3142 -0.1369 
2p5('Pl l,)ns(3Po) 0.3 149 -0.1359 
Table 4. Scattering parameters for the two-channel neon series 2p5(2P312~ll,)ns J = 1. 
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Figure 1. Energy dependent Lu-Fano plot for the neon series 2 ~ ~ ( ~ P , , , ) n s  J = 1 (solid 
circles) and 2p5(2Pl12)ns' J = 1 (crosses). - . - . and - - - first two cycles of the curve; 
energy independent Lu-Fano plot (applicable near threshold). 
Curve A , U ( V , ~ ~ ) +  vIl2  = 1 .  
Table 5. Scattering parameters for the two-channel neon series 2p5(2P,,2~l,2)np J = 0. 
multichannel ones, it is advantageous to exploit the approximate J independence of 
the a eigenstates whenever possible. 
The parameters obtained for the neon two-channel series 2p5(2P,12,,12)ns J = 1 
and 2p5(2P,12,112)np J = 0 are listed in tables 4 and 5. We see that, as expected, the angle 
cp is quite close to qjj-,, in each case. Using these parameters we have plotted in figure 1 
and figure 2 the first two cycles of the energy dependent Lu-Fano plot. (In these two 
figures we have written vQ as v,,,, where the subscript 112 refers to the upper ionic core 
level, 'PII,.) We note that these lowest two cycles pass through the positions of the 
lowest energy levels of each series. The solid line in each figure is the ordinary Lu-Fano 
plot, to which the energy dependent plot tends after many cycles. (Note that we have 
not explicitly drawn all these cycles). We see that the higher experimental energy levels 
all lie on this line. 
These neon two-channel series have also been analysed by Saraph and Seaton 
(1971), who use calculated electron-ion scattering matrices to predict energy level posi- 
tions. Our energy dependent Lu-Fano plots predict position coordinates (pn, v;/,) 
for each level n which are no more than a distance of f 0.005 units from the experimental 
positions (except for 8p in figure 2). This accuracy compares favourably with that of 
Saraph and Seaton for these series. 
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= 0 (solid 
' the curve ; 
3.3. Line strengths for transitions between the series 2p5(2P3i,,,,2)ns J = 1 and 
2p5(2 P3/5, ,,)nlp J = 0 for n, n' = 3 ,4  
Using the parameters in tables 4 and 5 and the formulas of 4 2.5 we computed line 
strengths for transitions between the series analysed above. The results are given in 
table 6, where, except for the results quoted by Wiese et a1 (1966), we have converted other 
authors' transition probabilities to line strengths. 
Before discussing each transition in detail, we wish to point out the differences 
between our results and those obtained from an intermediate coupling (IC) calculation. 
IC theory assumes that n and 1 are good quantum numbers and that the radial integrals 
(ie Dyy in equation (2.20a)) depend only on initial and final values of n and 1. Quantum 
defect theory, however, does not make these assumptions. Thus the agreement between 
our results and those of IC calculations depends on how well the assumptions of IC 
theory are met. Our results show that they are well met in some cases, but not in others. 
To be specific, the assumptions of IC theory lead to the following results, which are not 
true generally: (i) orthogonality of the coefficient vectors Cbm (with components defined 
by equation (2.204) belonging to levels m of the same configuration; (ii) the J-file sum 
rule of Shortley (1935). Result (i) leads to the IC prediction that line strengths for s, -r p, 
and s, + p, transitions (Paschen notation) should be equal and that line strengths for 
s, + p, and s, -+ p, transitions should be equal. Our line strengths in table 6 show that 
these rc predictions are not always valid. The J-file sum rule predicts that the entries 
along each row in table 7 should be equal. We have employed our line strengths in 
table 7 and we see once more that the IC predictions are not always valid. 
We now discuss each of our computed transitions in detail. 
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Table 6. Line strengths for transitions between the two-channel neon series 2p5(zP312,,,2)ns 
J = 1 and 2p5(2~312,,12)np J = 0 
Transition Line strengths (atomic units) 
Present Bridges and Keonig Mehlhorn Murphy Wiese et a1 
work Wiese (1970) (1971) (1969) (1968) (1966) 
3s -+ 3p(ls4 + 2p,) 6.72 6.45 +0.45 6.61 6.53 
3s + 3p1(ls4 + 2p,) 0.077 0.070 +0.011 0.068 0.036 
3s' -t 3p( l~ ,  + 2p3) 0.027 0.049 kO.007 0.044 0.036 
3s' + 3p'(ls, + 2p1) 6.92 6.98 f 0.49 7.16 6.53 
3s -+ 4p(ls4 -+ 3p3) 0.087 
3~ + 4p8(ls4 -+ 3 ~ ~ )  0.2 x lo-, 
3s' + 4p(lsz + 3p,) 0.023 
3s' + 4p'(ls2 -+ 3p1) 0.182 
4s -, 3p(2s4 -+ 2p3) 5.48 4.20 
4s + 3p1(2s4 + 2p1) 3.66 1.86 
4s' -+ 3p(2sZ + 2p3) 1.69 1.86 
4s' + 3p'(2s2 + 2p,) 7.65 4.20 
4s + 4p(2s4 -+ 3p,) 32.6 35.4 34k 17 
4s -+ 4pf(2s4 + 3p,) 2.08 1.99 2.6 + 1.3 
4s' + 4p(2sZ -+ 3p3) 2.75 1.99 2.6 + 1.3 
4s' + 4p'(2s2 + 3p1) 31.9 354 34+17 
Table 7. Test for validity of the J-file sum rule (Shortley 1935). 
Array A B C 
3s + 3p 6.75 7.0 6.75 
3s + 4p 0.11 0.18 0.04 
4s -+ 3p 7.17 11.31 6.06 
4s + 4p 35.4 34.0 37.4 
A, sum of the line strengths from table 6 for the transition s, +p3 and s, -+ p, . 
B, sum of the line strengths from table 6 for the transitions s4 + p, and s, + p, . 
C, 4th of the line strength from table 2 for the transitions, - p,. 
3.3.1. 3s -+ 3p line strengths. These transitions provide the most rigorous test of our 
theoretical procedure since there are both the accurate experimental measurements of 
Bridges and Wiese (1970) and the accurate theoretical calculations of Koenig (1971) and 
Mehlhorn (1969) with which to compare our results. Except for the weakest transition 
(3s' -r 3p), our results are within the estimated error of the experimental measurements. 
Our overall agreement with experiment is comparable to that of Koenig (1971) who fits 
experimental energy levels using the effective operators of Trees (1952) and who also 
includes the effects of second-order perturbations. Our results are in somewhat better 
agreement with experiment than those of Mehlhorn (1969), who has done an intermediate 
coupling calculation by fitting g-factors as well as energy levels. Both of these calcula- 
tions seem limited to low-lying excited levels (Aymar et a1 1970) and must be performed 
for each configuration. (By contrast, the parameters we have obtained in tables 4 and 5 
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by analysing entire Rydberg series allow us to calculate line strengths for any transition 
between the two Rydberg series involved.) We see from table 7 that the J-file sum rule 
holds fairly well for these transitions according to our calculations. This is also in agree- 
ment with the data of Bridges and Wiese (1970). 
3.3.2. 3s -+ 4p line strengths. We compare our results for the 3s + 4p and 3s' + 4p' 
transitions with the line strengths in Wiese et a1 (1966), which are based on the lifetime 
data of Klose (1966) for the 4p level. As with the Is, + 3p, transition in table 2, these 
experimental line strengths are not expected to be very accurate (Wiese et a1 1966). 
Our line strengths for the 3s -r 4p transition is a factor of two smaller than experiment. 
Our line strength for the 3s' + 4p' transition, however, is in agreement with experiment. 
We also present in table 6 line strengths for the two weak transitions 3s + 4p' and 
3s' + 4p. There are no other data to compare with these. From table 7 we see that the 
J-file sum rule does not hold for these transitions according to our calculations. 
3.3.3. 4s + 3p line strengths. We compare our line strengths for these transitions with 
those obtained by Murphy (1968) by means of an intermediate coupling calculation. 
We see from table 6 that whereas the intermediate coupling calculation predicts equality 
of the two strong transitions and of the two weak transitions, our calculations do not. 
The total strength for the four transitions is predicted by our calculations to be much 
larger than that predicted by Murphy (1968). From table 7 we see that the J-file sum 
rule does not hold according to our calculations. 
3.3.4. 4s -r 4p line strengths. We compare our line strengths for these transitions with 
the intermediate coupling calculations of Murphy (1968) and Ufford (1937), the latter 
being included in Wiese et a1 (1966). Our results are in good agreement with both of these 
calculations. We see also from table 7 that the J-file sum rule does hold to a good 
approximation according to our calculations. 
4. Conclusioos 
We have calculated absolute line strengths for transitions in neon between levels belong- 
ing to two-channel Rydberg series using energy eigenfunctions determined by analysis 
of Lu-Fano plots. The theory of Lu and Fano has been extended in order to treat low- 
energy levels. The parameters listed in tables 4 and 5 may be used to calculate line 
strengths other than those we have presented in table 6 by using the formulas of 92. 
Except for the weak transition Is, + 2p,, we have obtained excellent agreement 
with the accurate experimental line strengths of Bridges and Wiese (1970) for the 3s + 3p 
transitions. Our calculations, which treat the variation of the radial matrix elements 
from one level to another of the same (initial and/or final) configuration, are in disagree- 
ment with the predictions of intermediate coupling calculations for the 3s + 4p and 
4s -+ 3p transitions, but are in good agreement with such calculations for 4s + 4p 
transitions. We have also calculated line strengths for transitions between one channel 
Rydberg series and for the 3s + 4p transition obtaining a result that is one fifth the 
experimental line strength listed in Wiese et a1 (1969). Since the errors in these latter 
calculations of ours are almost entirely due to the Coulomb approximation, and since this 
error is estimated to be no more than a few per cent for the 3s + 4p transition, we suspect 
the accuracy of the experimental line strengths for these transitions. 
90
Acknowledgments 
I wish to thank Dr K T Lu and Professor U Fano for clarifying numerous points in their 
work for me. I have also benefitted from conversations with Mr C M Lee. Lastly, I am 
most grateful to Professor Fano for his critical readings of the manuscript. 
I was supported while at the University of Chicago by a National Science Foundation 
Graduate Fellowship and by the U.S. Atomic Energy Commission, Contract No 
COO-1 674-47. 
Appendix: Renormalized effective quantum numbers 
As discussed in 4 2.4, the procedure for obtaining the parameters 5, and Uia is complicated 
by the number of transformations needed between the set of p,, Ui, and t,, Via. To 
avoid this complication we derive here a simple equation, involving <,, Uia, 'and re- 
normalized effective quantum numbers, that may be fitted directly to experimental energy 
level data. 
We start by expanding the sine in equation (2.8) and making the following substitu- 
tions : (i) we replace dp by 
which is the inverse of equation (2.7a); (ii) we replace the left side of equation (2.7b) by 
the right side. The result is 
cos nviB(vi, li) + sin 
We now multiply equation (A2) by an arbitrary function F(vi, li) and define renormalized 
effective quantum numbers $ by the relations : 
F(vi , ti) sin nvi 3 sin n$ 
F(vi, Ii) (cos nviB(vi, li) + sin nviG(vi, li)) = cos my. ('43'3) 
Note that unless all li are the same, the newly defined quantities v r  will depend on li, 
which is not desirable since the ordinary vi do not depend on E i .  We determine the func- 
tion F(vi, li) by requiring that cos2(nvr)+sin2(n$) = 1, that is 
F(vi, ti) = ( sin2(nvi) + (COS aviB(vi , li) + sin w viG(vi, 1i))2) - ' I 2 .  
With this definition of F(vi, li), the result of multiplying equation A2 by F(vi, li) may be 
written as 
1 Uia sin n(v! + ta)Aa = 0 for all i. 
a 
Equation (A5) is formally the same as equation (2.8) with the major difference that 
it is written in terms of the parameters t,, Via. Proceeding as before, we may obtain 
equations analogous to equations (2.9-2.1 1). In particular, the equation corresponding 
to equation (2.11) is given by equation (2.14). This latter equation is the one we have 
fitted to experimental data in the numerical calculations presented in ij 3. 
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