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Abstract
Consider a nonlinear partial spline model Y = f (β0, X)+g0(T )+. This article studies the estimation
problem of β0 when g0 is approximated by some graduating function. Some asymptotic results for β0
are derived. In particular, it is shown that β0 can be estimated with the usual parametric convergence rate
without undersmoothing g0.
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1. Introduction
In this paper, we consider a semiparametric regression model
Yi = f (β0,Xi )+ g0(Ti )+ i , 1 ≤ i ≤ n, (1)
where f is a known real-valued function with an unknown parameter β0 in R
d and g0 is an
unknown real-valued continuous function defined on an interval of R (which we may assume
to be [0, 1]). Here {(Xti , Ti )}1≤i≤n are independent replicates of (Xt , T ), X = (X1, . . . , Xq)t
is a q-dimensional random vector, the distribution of T has a compact support on [0, 1], and
{i }1≤i≤n are i.i.d. errors with zero mean and finite variance σ 2 . It is assumed that {i }1≤i≤n and
{(Xti , Ti )}1≤i≤n are independent.
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When f (β0,X) = β t0X in (1), it is the partial spline model in [23,24]. The model can be
viewed as an extension of the analysis of covariance ANCOVA [7] as discussed in [22]. From
the ANCOVA point of view, T is the newly added auxiliary covariate. For the case where T is
independent of the covariate vector X, a detailed discussion on the estimation of both parametric
and nonparametric components can be found in [16]. For the case where T is not independent
of the covariate vector X, Rice [19] pointed out that the partial spline estimator proposed by
Wahba [23] could achieve the usual parametric rate of convergence only at the expense of
undersmoothing the nonparametric component g0. Thus Rice [19] concluded that the use of the
generalized cross-validation (GCV) of Craven and Wahba [8] was questionable in choosing the
smoothing parameter encountered in nonparametric estimation.
The issue on the choice of smoothing parameter in achieving efficient estimation of β0 and
optimal rates of g0 at the same time has been addressed in [5,21]. It is shown in [5] that the
difficulty encountered in [19] disappears if the smoothing spline smoother in the partial spline
estimator is replaced by the regression spline smoother. For a shrinkage type of smoother such
as kernel smoother, in [21], the problem in [19] is resolved using a new estimator constructed
based on the idea of twicing. Refer to [21,6] for further discussions and references on this issue.
Other early studies on the partial spline model include the work by Engle, Granger, Rice and
Weiss [9] and that by Green, Jennison and Seheult [14], as mentioned in [5]. Details and more
references can be found therein. In later studies on the partial spline model, it is often assumed
that X and T are non-random, and the assumptions on the i ’s vary. For instance, in [12], the i ’s
are assumed to be i.i.d., while in [11], the i ’s are allowed to be dependent. More references and
details can be found in [12] and the references therein.
When the function f (β0,X) is not linear in X, the model in (1) is called the nonlinear partial
spline model in [25]. For some applications, it is natural to start with a nonlinear parametric
relation as discussed in [3]. Often many nonlinear regression models are suggested through
systems of first-order differential equations. As an example, consider the compartment model
often used in chemical/pharmaco-kinetics on studying the variation in concentration (amount) of
a drug over time. Population data arise when the data are measured on a group of individuals,
along with subject-specific characteristics (covariates) such as age, sex, or the level of a biological
marker. Wakefield and Rahman [26] proposed a Bayesian framework to include the subject-
specific characteristics into data analysis. Model (1) can be used as an alternative to accommodate
the between-individual sources of variability in terms of known covariates in terms of the mean
function. Moreover, model (1) can also be used to reduce the magnitude of variance of the error
by incorporating auxiliary covariates as in [16].
In this paper, we consider the nonlinear partial spline model. A projection type of smoother
by using proper basis functions to approximate the smooth function g0(·) is considered. The
primary objective of this article is to demonstrate that it is possible to construct an estimator of
β0 with the usual parametric convergence rate while allowing N , the number of basis function,
to be of the order n1/(1+2s), if g0(·) and µ f,k(·) are s-times continuously differentiable on the
interval [0, 1]. Here µ f,k(T ) = E( ∂ f∂βk (β0,X)|T ) for k = 1, . . . , d. Such a choice of N makes
it feasible for the estimator of g0(·) to achieve the optimal convergence rate as well. In addition,
we quantify the efficiency loss of estimating β0 without incorporating the covariate T into the
model when X and T are independent.
Denote the proposed estimator of β0 by βˆn which is defined in Section 2. It will be shown
that
√
n(βˆn − β0) d→ N (0, σ 2 Σ−1)
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under regularity conditions, where Σ is the d × d matrix with jkth entry
ECov
(
∂ f
∂β j
(β0,X),
∂ f
∂βk
(β0,X)
∣∣∣∣ T) , j = 1, . . . , d, k = 1, . . . , d.
We now give a heuristic argument to illustrate why the above result is expected. When
consistency is achieved, we can take Taylor’s series expansion of f (β,Xi ) at a neighborhood
of β0 = (β01, . . . , β0d), and get
Yi − f (β0,Xi ) ≈
d∑
j=1
(β j − β0 j ) ∂ f
∂β j
(β0,Xi )+ g0(Ti )+ i . (2)
Model (2) can be viewed as a partial spline model considered in [5] with Yi − f (β0,Xi )
as response variable, ∂ f (β0,X)/∂β1, . . . , ∂ f (β0,X)/∂βd as regressors in the linear regression
component and g0 as the nonparametric component. It follows from [5] that β0 can be estimated
with parametric convergence rate under regularity conditions, i.e.
√
n(βˆn − β0) d→ N (0, σ 2 Σ−1).
Suppose that X and T are independent and that f (β0,X) does not include a constant term.
Without knowing (1) and that T is an important covariate, we could model {(Xi , Yi )}1≤i≤n as
following:
Yi = f (β0,Xi )+ c0 + ηi , (3)
where c0 = Eg0(T ) and ηi = i + g0(T ) − c0. Note that part of the unobserved noise ηi is
associated with the observed extraneous factor T . According to Jennrich [17], the least squares
estimator of (c0,β0), (c˜n, β˜n), based on {(Xi , Yi )}1≤i≤n and (3), is strongly consistent and
√
n
(
c˜n − c0
β˜n − β0
)
d→ N

0...
0
 ,Var(η)

1 0 · · · 0
0 σ11 · · · σ1d
...
...
...
...
0 σd1 · · · σdd

−1
under fairly general conditions. Here σ jk = ECov
(
∂ f
∂β j
(β0,X),
∂ f
∂βk
(β0,X)
)
for 1 ≤ i, j ≤ d.
Hence
√
n(β˜n − β0) d→ N

0...
0
 ,Var(η)(σ jk)−1d×d
 .
When X and T are independent, σ jk = Σ jk where Σ jk is the jkth entry of Σ . Note that
Var(η) = Var() + Var(g0(T )) and Var(η) ≥ Var() where the equality holds only when
Var(g0(T )) = 0. Thus the asymptotic relative efficiency (ARE) of {βˆn} with respect to {β˜n}
is
1+ Var(g0(T ))
σ 2
.
The efficiency gain of incorporating T into the model will depend on the ratio of Var(g0(T )) and
σ 2 .
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The estimator of β0 can be obtained by the backfitting iterative algorithm discussed in [4].
Again, the statistical properties of the resulting estimator are not clear. As a remark, the proposed
estimator βˆn can be viewed as an estimator obtained by the backfitting iterative algorithm with a
particular type of nonparametric smoother.
We would also like to mention some previous works that are related to but different from ours.
In [25], the nonlinear partial spline model in (1) is considered with f (β,X) = f (β, T ), which
makes it difficult to identify g0(T ) and f (β0,X), and additional assumptions are needed to make
β0 estimatible. Also, several authors have studied the estimation problem of β0 assuming that
X and T are non-random. For example, Gao and Liang [13] proposed to estimate β0 with g0
approximated by a finite series, and Zhu and Wei [28] proposed an estimator of β0 based on the
idea of generalized profile likelihood. For the case where X and T are random and independent,
Liang [18] discussed the second-order efficiency of βˆn , where g0 was approximated by a
piecewise polynomial. As a contrast to the result in this paper, his result requires undersmoothing
the nonparametric component. But we have no intention to consider the efficiency issue in [18].
The remaining of the article is organized as follows. Section 2 describes the proposed
estimator and brings up a connection with the general estimation scheme proposed in [20].
Section 3 gives regularity conditions and main results. The proofs of our main results are given
in Section 5 and some technical lemmas are presented in Section 4. Simulation results are in
Section 6.
2. Proposed estimator and profile approach
Since g0 is only known to be continuous, it is not difficult to figure out that a direct application
of classical methods such as the method of least squares will not even lead to a consistent estima-
tor of β0. According to the remedy suggested in [15], we can modify the method of least squares
by restricting g0 within a subset of the parameter space, and then allow this subset to “grow” with
the sample size. There are many effective methods of implementing this remedy including ker-
nel, regression spline and smoothing spline approaches. In this article, we employ Grenander’s
remedy by approximating g0(t) with some graduating function. The graduating function, good
for the purpose of illustrating the method, is a polynomial or a regression spline. In other words,
we deliberately impose a finite-dimensional structure on (1). After this approximation, it yields
a nonlinear regression model within which we can estimate β0 by the method of least squares.
When the graduating functions are chosen such that their span includes good approximations to
g0, it seems reasonable that the resulting estimator, βˆn , will be close to β0.
To facilitate the discussions, some notations are introduced first. Let {Nn}, n ≥ 1, denote an
increasing sequence of positive integers which tends to infinity, but the speed tending to infinity
will be specified later. For convenience, we may abbreviate Nn as N hereafter. For u ∈ Rk , let
‖u‖ be the usual Euclidean norm given by (utu)1/2. Without loss of generality, we assume that
T ∈ [0, 1]. Suppose that there is a prescribed set of basis functions {φN , j }1≤ j≤N ,N≥1 such that,
for any function h with Eh2(T ) <∞,
lim
N→∞ minµ∈SN
E[h(T )− µ(T )]2 = 0, (4)
where SN = {∑Nj=1 a jφN , j : a j ∈ R, j = 1, . . . , N }. Then the approximation error incurred by
approximating g0(t) with some element in SN will tend to zero as N tends to infinity.
Using this approximation, the estimators of a j and β0 can then be obtained by the method of
least squares. That is, let
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L0(β, a1, . . . , aN )
≡ 1
n
n∑
i=1
[
Yi − f (β, X i )−
N∑
j=1
a jφN , j (Ti )
]2 ,
and the estimators aˆ j and βˆn are the values of a j and β which minimize L0(β, a1, . . . , aN ) and
gˆn(t) = ∑ j aˆ jφN , j (t). To help achieve consistency, we restrict the range of β to {‖β‖ ≤ Mn}
for the minimization, where Mn →∞ as n →∞ at the rate to be determined later.
The usual iterative methods can be employed for finding aˆ j and βˆn . However, it is well known
that the computing time for the iterative methods can be huge if the number of unknown pa-
rameters is large. Note that the regression model after approximation has two sets of parame-
ters: the first set of parameter β0 enters model nonlinearly while the second set of parameters
a j : 1 ≤ j ≤ N appear linearly in the regressors. In the literature of nonlinear least squares,
this sort of model is called a partially linear regression. (As a remark, the partial spline model
in the literature of semiparametric regression is also referred as a partially linear regression
model.) When some of the parameters appear linearly in a nonlinear regression, the conditional
least square estimators for these linear parameters can be easily calculated using linear least
squares when values for other parameters are chosen. This is the so-called profile approach dis-
cussed in [3]. According to this approach, we first choose the value of β and then use linear least
squares to get the conditional estimators of a j , which will depend on the chosen value of β.
Denote Y = (Y1, . . . , Yn)t , f(β) = ( f (β,X1), . . . , f (β,Xn))t , and Φ as an n × N matrix
with i j th entry φN , j (Ti ). By the property of least squares method, βˆn can be found as a minimizer
of
Ln(β) = n−1[Y− f(β)]t [I− Φ(ΦtΦ)−Φt ][Y− f(β)]
= n−1‖Y− f(β)‖2 − n−1[Y− f(β)]t PΦ[Y− f(β)]
over the range {‖β‖ ≤ Mn}, where I is an n × n identity matrix, (ΦtΦ)− is the Moore–Penrose
inverse [2], and PΦ = Φ(ΦtΦ)−Φt .
Note that (1) is the so-called conditionally parametric model in [20]. They proposed a
two-stage procedure to find an asymptotic efficient estimator of parametric component in a
semiparametric model. At the first stage, identify and estimate a least favorable curve, which
will be a function of the parameter, β, in the parametric component. At the second stage, replace
the nonparametric component of the model by the estimated least favorable curve and the only
remaining unknown parameter is β. Then use the method of maximum likelihood to get an
estimator of β. Note that the likelihood function to be maximized is called the “generalized
profile likelihood” in [20].
In (1) with normal errors, the least favorable curve can be obtained by minimizing E[Y −
f (β,X)−g(T )]2 with respect to a square integrable function g for any given β. It follows easily
that the minimizer of g is
gβ(T ) = E[Y − f (β,X)|T ] = E[ f (β0,X)− f (β,X)|T ] + g0(T ) (5)
and it is the so-called least favorable curve. Note that gβ(·) is the minimizer of
min
g
E[Y − f (β,X)− g(T )]2.
A naive estimator of gβ(·) might be obtained by means of minimization of an empirical
version of E[Y − f (β,X)− g(T )]2 given by
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1
n
n∑
i=1
[Yi − f (β,Xi )− g(Ti )]2. (6)
However, in the absence of constraints on g, this approach will fail. Assume for the moment
that Ti ’s are distinct: whatever the value of β, g can therefore be made sufficiently flexible to
interpolate g(Ti ) = Yi − f (β,Xi ); therefore g is unidentifiable. We circumvent this problem by
imposing suitable functional form for g. Specifically, we restrict g(t) to be a function of the form∑N
j=1 a jφN , j (t).
From the above discussion, the procedure of getting estimated least favorable curve is
equivalent to getting the conditional estimators of the a j s in our estimation scheme. Moreover,
the so-called “generalized profile likelihood” is Ln(β), Hence, the proposed estimator of βˆn can
be viewed as an estimator obtained by the estimation method proposed in [20]. Based on their
theory, a lower bound to the asymptotic variance of estimator of β0 is σ
2
 Σ
−1 when  is normally
distributed. Therefore, the estimator proposed in this article is asymptotically efficient when  is
normally distributed.
3. Large sample properties of the estimator
In this section we give conditions for the consistency and the asymptotic normality of βˆn . As
discussed in [27], nonlinearity brings difficulties in checking the consistency of the least squares
estimator. Here we try to simplify the task of establishing consistency by decomposing it into
two steps. In the first step, we give conditions to ensure that d f (βˆn,β0) → 0 as n →∞, where
the function d f is defined as
d f (β1,β2) = E
[
Var( f (β1,X)− f (β2,X)|T )
]
for β1,β2 ∈ Rd . (7)
This step is done in Theorem 1. In the second step, we add an identification condition so that
consistency with respect to the d f function implies consistency with respect to the Euclidean
norm. This is stated in Theorem 2. Finally, asymptotic normality is established in Theorem 3.
Proofs are given in Section 5.
Our first theorem handles consistency with respect to the d f function. To establish such
consistency, we first require good approximation of g0. Recall that N is the number of basis
functions used to approximate g0. The following two conditions ensure that the approximation
error of g0 by the elements in SN decreases to zero as the sample size n increases.
(A1) 1 ∈ SN for all N , and (4) holds.
(A2) N →∞ as n →∞ and N/n → 0 as n →∞.
Another condition we need for d f -consistency is that Mn grows at a proper rate so that some
key components appearing in a lower bound for Ln(β) can be well approximated uniformly over
the set {‖β‖ ≤ Mn}. For such approximations to be possible, we require the function f and its
partial derivatives to be bounded in the sense of (R1) and (R2). The rate restrictions for Mn are
stated in (M).
(R1) There exists a function h0 on Rq+1 such that for each M > 0,
sup
‖β‖≤M
| f (β,X)| ≤ h0(M,X),
E[h40(M,X)] <∞ and sup0≤t≤1 E[h20(M,X)|T = t] <∞.
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(R2) There exists a function h1 on Rq+1 such that for each M > 0,{
sup
‖β‖≤M
d∑
k=1
(
∂ f
∂βk
(β,X)
)2}1/2
≤ h1(M,X)
and Eh21(M,X) <∞.
(M) Let m∗n = 1+ (E[h21(Mn,X)])1/2 + (2+ 4(1+ E[h20(Mn,X)]))(E[h20(Mn,X)]E[h21(Mn,
X)])1/2.
(i) E(h20(Mn,X)) is both o(n/N ) and o
({minµ∈SN E[g0(T )− µ(T )]2}−1).
(ii)
(
m∗n(Mn + 1)
)d (E[h40(Mn,X)] + E[h20(Mn,X)]) = o(n).
(iii)
(
m∗n(Mn + 1)
)d
(1+ E[h20(Mn,X)]) sup0≤t≤1 E[h20(Mn,X)|T = t] = o(n/N ).
Theorem 1 states that d f -consistency holds under the above conditions.
Theorem 1. Suppose that (A1), (A2), (R1) and (R2) hold, and Mn are chosen so
that (M) holds. Then d f (βˆn,β0) converges to zero in probability as n tends to infinity.
To obtain Euclidean consistency from d f -consistency, some identifiability condition is
needed:
(I) limd f (β,β0)→0 ‖β − β0‖ = 0.
It is clear that Euclidean consistency follows from d f -consistency under (I), which we state in
the following theorem:
Theorem 2. Suppose that (I) and the conditions in Theorem 1 hold. Then ‖βˆn − β0‖ converges
to zero in probability as n tends to infinity.
The next theorem asserts that βˆn is asymptotically normal. Some regularity conditions on the
first three derivatives of f are needed.
(R3) (i) For 1 ≤ k, `, m ≤ d , E( ∂2 f
∂βk∂β`
(β0,X))
2 <∞, and{
sup
‖β−β0‖≤δ
d∑
k=1
d∑
`=1
d∑
m=1
(
∂3 f
∂βk∂β`∂βm
(β,X)
)2}1/2
≤ h3(X)
for some δ > 0, and E[h23(X)] <∞.
(ii) sup0≤t≤1 Var[ ∂ f∂βk (β0,X)|T = t] <∞ for k = 1, . . . , d.
(iii) sup0≤t≤1 Var[ ∂
2 f
∂βk∂β`
(β0,X)|T = t] <∞ for 1 ≤ k, ` ≤ d.
For 1 ≤ k ≤ d , let ∆2kN = mins∈SN E[E( ∂ f∂βk (β0,X)|T ) − s(T )]2. Let ∆20N = mins∈SN
E[g0(T )− s(T )]2. Then we have the following theorem statement.
Theorem 3. Under the conditions in Theorem 2 and (R3),
√
n(βˆn − β0) d→ N (0, σ 2 Σ−1)
when nα∆2kN → 0 for 1 ≤ k ≤ d and n1−α∆20N → 0 for some constant α ∈ (0, 1).
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Remark 1. The computation of E[h20(Mn,X)] and E[h40(Mn,X)] is straightforward when
f (β,X) = β tX or when f (β,X) is bounded. For other cases, if it is reasonable to restrict X
to a bounded range, E[h20(Mn,X)] and E[h40(Mn,X)] can be obtained even if we do not know
the distribution of X. Below is an example where f and X can be both unbounded.
Example 1. Suppose that β = (β1, β2, β3, β4)t , X = (X1, X2)t and f (β,X) = β1eβ2X1 +
β3eβ4X2 . Suppose that sup0≤t≤1 E(e2X
2
i |T = t) < ∞ for i = 1 and 2, g0 has a bounded
continuous derivative on the interval (0, 1) and the distribution of T has a bounded pdf with
respect to the Lebesgue measure on [0, 1]. Then
(a) (R1) and (R2) hold with h0(M,X) = h1(M,X) = 2e2M max(|X1|,|X2|), and
(b) (M) holds with N and Mn such that limn→∞ n−1/3N = 1 and e61M2n = nk, where k is a
constant.
We will now verify the claims in (a) and (b). Let U = max(|X1|, |X2|), then
sup
‖β‖≤M
| f (β,X)| ≤ 2MeMU ≤ 2e2MU
and
sup
‖β‖≤M
4∑
k=1
(
∂
∂βk
f (β,X)
)2
≤ 2e2MU + 2M2U 2e2MU ≤ 4e4MU .
Take h0(M,X) = h1(M,X) = 2e2MU = 2e2M max(|X1|,|X2|), then
E(h20(M,X)|T ) = E(4e4MU |T ) ≤ E(4e4M
2+U2 |T ) = 4e4M2E(eU2 |T )
and
E(h40(M,X)) = E(16e8MU ) ≤ 16e16M
2
E(eU
2
).
Under the assumption that sup0≤t≤1 E(e2X
2
i |T = t) < ∞ for i = 1 and 2, sup0≤t≤1 E(eU2 |T =
t) <∞. Therefore, (R1) and (R2) hold with h0(M,X) = h1(M,X) = 2e2MU , as stated in (a).
To check the claim in (b), note that previous calculation gives that E(h2i (Mn,X)) = O(e4M
2
n )
for i = 0, 1, sup0≤t≤1 E(h20(Mn,X)|T = t) = O(e4M
2
n ) and E(h40(Mn,X)) = O(e16M
2
n ). Thus
m∗n = O(e8M2n ). Since {minµ∈SN E[g0(T ) − µ(T )]2} = O(N−2) and limn→∞ n−1/3N = 1,
Condition (i) in (M) is implied by e4M
2
n = o(n2/3), and Conditions (ii) and (iii) in (M) are
implied by
(e8M
2
n )4(Mn + 1)4e16M2n = o(n) and (e8M2n )4(Mn + 1)4e8M2n = o(n2/3).
Choose Mn so that e61M
2
n = nk, where k is a constant. Then Conditions (i)–(iii) in (M) hold.
In Example 1, the variables X1 and X2 can be unbounded. For instance, if for i = 1, 2, the
conditional distribution of X i given T = t is normal with mean mi (t) and variance vi (t), where
mi (·) and vi (·) are continuous and bounded on (0, 1), then sup0≤t≤1 E(e2X2i |T = t) <∞.
Remark 2. The method used in this article needs to create a set of basis functions at first, and
then to perform least squares. A popular choice of basis functions, SN , is the regression splines,
which are piecewise polynomials jointed at pre-chosen knots. Other plausible choices includes
the combination of trigonometric series and lower-order polynomials as discussed in [10].
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Suppose that regression splines are used as basis functions. Let µ f,k(T ) = E( ∂ f∂βk (β0,X)|T )
for k = 1, . . . , d . If g0(·) and µ f,k(·) are s-times continuously differentiable on the interval
[0, 1], it is known that (4) holds, and for some constant α ∈ (0, 1), nα∆2kN = O(nαN−2s)
and n1−α∆20N = O(n1−αN−2s). Therefore, it is easy to choose N so that (A2) holds and both
nα∆2kN and n
1−α∆20N tend to 0 as n tends to ∞. In particular, one can choose α = 1/2 and
N = O(n1/(1+2s)), as claimed in the introduction section. Refer to [1] for specifics on the
approximation properties of regression splines.
4. Preliminary lemmas
In this section we will state and prove some of the basic lemmas needed in the proofs of
Theorems 1–3. Lemma 1 summarizes the properties of least squares estimators which will be
used throughout the rest of this paper. To study the asymptotic properties of βˆn , we use the so-
called bias and variance decomposition which is used frequently in the literature of curve fitting.
Lemma 2 will be used in evaluating the variance while Lemmas 3 and 4 will be used in giving
an upper bound of the bias introduced by the approximation of g0.
Lemma 1. Let u = (u1, . . . , un)t , vt = (v1, . . . , vn), and (aˆ1, . . . , aˆN )t = (ΦtΦ)−Φtu where
Φ is the n × N matrix with i j th entry φN , j (Ti ). Then the following hold.
(i) | ut PΦv |≤ (ut PΦu)1/2(vt PΦv)1/2 and
| utv− ut PΦv |≤
(
‖u‖2 − ut PΦu
)1/2 (‖v‖2 − vPΦvt)1/2 .
(ii) In (i), if 1 ∈ SN =
{∑N
j=1 a jφN , j
}
, then
∑n
i=1 ui =
∑n
i=1
∑N
j=1 aˆ jφN , j (ti ).
(iii) If φN , j (ti ) ≥ 0 for all i , j and ui > 0 for all i , then aˆ j > 0 for all j .
Lemma 2. Suppose that (U1, T1), . . . , (Un, Tn) are i.i.d. random vectors. Let Vi = Ui − E(Ui |
Ti ), V = (V1, . . . , Vn)t and Vmax = sup0≤t≤1 Var(U1|T1 = t), then EVt PΦV ≤ NVmax. If
Vmax <∞ and N/n → 0 as n →∞, then n−1Vt PΦV converges to zero in probability.
Proof. Since PΦ is a projection matrix, Vt PΦV is nonnegative. Thus we only need to show that
E(Vt PΦV) ≤ NVmax. Conditioning on T = (T1, . . . , Tn), we have
E(Vt PΦV|T) = E(tr(PΦVVt )|T) = tr E(PΦVVt |T) = tr PΦE(VVt |T).
Note that tr(PΦ) = rank(ΦtΦ) ≤ N , so
E(Vt PΦV) = E tr
PΦ

Var(U1|T1) · · · 0
...
. . .
...
0 · · · Var(Un|Tn)


≤ tr(PΦ) sup
0≤t≤1
Var(U1|T1 = t) ≤ NVmax. 
Lemma 3. Let h = (h(T1), . . . , h(Tn))t . Then
E |n−1(‖h‖2 − ht PΦh)| ≤ min
µ∈SN
E(h(T )− µ(T ))2.
If (4) holds and N →∞ as n →∞, then E |n−1(‖h‖2−ht PΦh)| converges to zero as n →∞.
Proof. Given N , let τN (t) = h(t) −∑ni=1 a jφN , j (t) such that Eτ 2N (T ) = minµ∈SN E(h(T ) −
µ(T ))2. Since ‖h‖2−ht PΦh is the residual sum of squares after the projection of h in the linear
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space spanned by {φN ,1, . . . , φN ,N }, we have
0 ≤ ‖h‖2 − ht PΦh ≤
n∑
i=1
τ 2N (Ti ).
Taking expectation and we have
E |n−1(‖h‖2 − ht PΦh)| ≤ Eτ 2N (T ) = min
µ∈SN
E(h(T )− µ(T ))2.
If (4) holds and N →∞ as n →∞, Eτ 2N (T )→ 0 and E |n−1(‖h‖2 − ht PΦh)| → 0. 
Lemma 4. Suppose that {(Ui , Vi , Ti )}ni=1 are i.i.d. random vectors with
sup
0≤t≤1
Var(U1|T1 = t) <∞ and sup
0≤t≤1
Var(V1|T1 = t) <∞.
Assume that (4) and condition (A2) hold. Then
n−1Ut PΦV
P−→ E(E(U1|T1)E(V1|T1)),
where U = (U1, . . . ,Un)t and V = (V1, . . . , Vn)t .
Proof. Let µ1i = E(Ui |Ti ), µ2i = E(Vi |Ti ), e1i = Ui − µ1i , e2i = Vi − µ2i , µ j =
(µ j1, . . . , µ jn)
t , and e j = (e j1, . . . , e jn)t for j = 1, 2. Then
Ut PΦV = µt1PΦµ2 + µt1PΦe2 + et1PΦµ2 + et1PΦe2.
It follows from Lemma 1(i) and (µti PΦµi )
1/2 ≤ ‖µi‖ that∣∣µt1PΦe2 + et1PΦµ2 + et1PΦe2∣∣ ≤ ‖µ1‖(et2PΦe2)1/2
+‖µ2‖(et1PΦe1)1/2 + (et1PΦe1)1/2(et2PΦe2)1/2.
By Lemma 2, n−1(etj PΦe j )→P 0 for j = 1, 2. Since both n−1‖µ1‖2 and n−1‖µ2‖2 converges
to constants in probability, we have n−1
∣∣µt1PΦe2 + et1PΦµ2 + et1PΦe2∣∣ P−→ 0. By Lemma 1(i)
and Lemma 3, n−1
∑n
i=1 µ1iµ2i − n−1µt1PΦµ2
P−→ 0. Hence n−1µt1PΦµ2
P−→ E(E(U1|T ) ·
E(V1|T )). 
5. Proofs of main theorems
Proof of Theorem 1. We will prove this Theorem by finding a lower bound for Ln(β)− Ln(β0)
for β ∈ S(δ,Mn) = {β : d f (β,β0) ≥ δ, ‖β‖ ≤ Mn}, where δ > 0 and d f is as defined in
(7). Set  = (1, . . . , n)t , g0 = (g0(T1), . . . , g0(Tn))t , µi = E[( f (β, X i )− f (β0, X i ))|Ti ] for
i = 1, . . . , n and µ = (µ1, . . . , µn)t . Then it follows from Lemma 1 and some algebra that
Ln(β)− Ln(β0) ≥ n−1‖f(β)− f(β0)‖2 − n−1‖µ‖2 − 2n−1[f(β)− f(β0)]t︸ ︷︷ ︸
In(β)
− n−1[f(β)− f(β0)− µ]t PΦ[f(β)− f(β0)− µ]︸ ︷︷ ︸
Jn(β)
− 4
√√√√1
n
n∑
i=1
h20(Mn, X i )
√
Jn(β)−∆1,n, (8)
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where ∆1,n = 4
√
1
n
∑n
i=1 h20(Mn, X i )
(√
n−1t PΦ +
√
n−1
(‖g0‖2 − gt0PΦg0)), which is
oP (1) by (M).
Note that E[In(β)] = d f (β,β0) and E[Jn(β)] = O(N/n) as calculated in Lemma 2. Since
we consider β such that d f (β,β0) ≥ δ, we expect the lower bound in (8) to be positive with large
probability. To carefully evaluate the magnitude of In(β) and Jn(β) over S(δ,Mn), we employ
the so-called “continuity argument” used in [17]. For a positive integer m, let S(m, δ,Mn)
be a finite subset of S(δ,Mn) such that each point in S(δ,Mn) is in the
√
d/m Euclidean
neighborhood of some point in S(m, δ,Mn), and the cardinality of S(m, δ,Mn) is no greater
than (2mMn + 1)d .
Approximate In(β) and Jn(β) with In(β∗) and Jn(β∗), where β∗ ∈ S(m, δ,Mn) and
‖β − β∗‖ ≤ √d/m, and then apply Chebyshev’s Inequality and Markov’s Inequality to find
bounds for In(β∗) and Jn(β∗), we have
inf
β∈S(δ,Mn)
[Ln(β)− Ln(β0)] ≥ δ − δ1,n −
2
√
d∆2,n
m
− δ2,n
− 4
√
d∆3,n
m
− 4H0,n
√
δ2,n + 4
√
d∆3,n
m
+∆1,n
except on a set of probability no greater than 2d(6+3σ 2 )δ−21,nmd∆4,n+4(2d)mdδ−12,n∆5,n , where
H j,n =
(
n−1
∑n
i=1 h2j (Mn, X i )
)1/2
and H j,n|T =
(
n−1
∑n
i=1 E[h2j (Mn, X i )|Ti ]
)1/2
for j = 0,
1,∆2,n = H0,nH1,n + H0,n|T H1,n|T + n−1/2H1,n‖‖,∆3,n =
(
H1,n + H1,n|T
) (
H0,n + H0,n|T
)
,
∆4,n = (Mn+1)
d (E[h40(Mn ,X)]+E[h20(Mn ,X)])
n and ∆5,n =
(Mn+1)dN sup0≤t≤1 E[h20(Mn ,X)|T=t]
n .
Choose m, δ1,n and δ2,n as follows: let m = m∗nmn , where m∗n is as in (M) and mn →∞ but
at a rate such that mdnm1,n → 0, where m1,n = (m∗n)d max
(
∆5,n,∆4,n(1+ E[h20(Mn, X)])
)
,
which is o(1) by (M). Choose δ2,n → 0 at a rate so thatmdnm1,n/δ2,n = o(1) and let δ1,n =
√
δ2,n .
With such choices for m, δ1,n and δ2,n , the lower bound for infβ∈S(δ,Mn)[Ln(β) − Ln(β0)] is
δ − oP (1) and the inequality holds except on a set with probability tending to zero. Therefore,
we have d f (βˆn,β0)→ 0 in probability. 
Now we derive the asymptotic distribution of βˆn .
Proof of Theorem 3. Theorem 2 establishes that βˆn is in a region of β0 with diameter oP (1).
Using a Taylor series expansion of ∂Ln(β)/∂β about β0, we get
0 = ∂Ln
∂β
(βˆn) =
∂Ln
∂β
(β0)+ Bn(βˆ − β0),
where Bn is a d × d matrix with k`th entry ∂2Ln(β∗n,k)/∂βk∂β`. Here for 1 ≤ k ≤ d,
β∗n,k = β0 + λn,k(βˆn − β0) for some λn,k ∈ [0, 1]. Then we have
Bn
√
n(βˆn − β0) = −
√
n
∂Ln
∂β
(β0).
To prove this theorem, it is sufficient to show that
1
2
Bn
P−→ Σ (9)
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and
−
√
n
2
∂Ln
∂β
(β0)
d−→ N (0, σ 2 Σ ). (10)
We will verify (9) first. Let B0 be d×d matrix with k`th entry ∂2Ln(β0)/∂βk∂β`. Then by the
Mean-Value Theorem, (R3) and Theorem 2, each element in Bn−B0 tends to zero in probability.
Thus (9) holds if
1
2
B0
P−→ Σ . (11)
To establish (11), note that
1
2
∂2Ln
∂βk∂β`
(β0) = −n−1
[
(g0 + )t (I− PΦ)fk`(β0)
]+ n−1 [ftk(β0)(I− PΦ)f`(β0)] ,
where fk(β) =
(
∂ f
∂βk
(β,X1), . . . ,
∂ f
∂βk
(β,Xn)
)t
, fk`(β) =
(
∂2 f
∂βk∂β`
(β,X1), . . . ,
∂2 f
∂βk∂β`
(β,Xn)
)t
and fk`m(β) =
(
∂3 f
∂βk∂β`∂βm
(β,X1), . . . ,
∂3 f
∂βk∂β`∂βm
(β,Xn)
)t
. Applying the law of large numbers
and Lemma 4, it follows that
n−1
[
ftk(β0)(I− PΦ)f`(β0)
]
→P E
(
∂ f
∂βk
(β0,X)
∂ f
∂β`
(β0,X)
)
− E
(
E
[
∂ f
∂βk
(β0,X)
∣∣∣∣ T] E [ ∂ f∂β` (β0,X)
∣∣∣∣ T])
= ECov
(
∂ f
∂βk
(β0,X),
∂ f
∂β`
(β0,X)
∣∣∣∣ T) ,
n−1
[
(g0 + )t (I− PΦ)fk`(β0)
]
→P E
[
g0(T )
∂2 f (β0,X)
∂βk∂β`
]
− E
[
g0(T )E
(
∂2 f (β0,X)
∂βk∂β`
∣∣∣∣ T)] = 0
and
n−1t PΦfk`(β0)
P−→ E
[
E(|T ) · E
(
∂2 f (β0,X)
∂βk∂β`
∣∣∣∣ T)] = 0.
Therefore, (11) holds and we have (9).
Proof of (10). Let µk = (µk(T1), . . . , µk(Tn))t . Observe that
−
√
n
2
∂Ln
∂βk
(β0) = n−1/2
[
ftk(β0)(I− PΦ)g0 + ftk(β0)(I− PΦ)
]
for 1 ≤ k ≤ d . (10) can be established by showing that
n−1/2
(
ft1(β0) − µt1PΦ, . . . , ftd(β0) − µtd PΦ
) d−→ N (0, σ 2 Σ ), (12)
n−1/2
[
fk(β0)− µk
]t PΦ P−→ 0 (13)
and
n−1/2fk(β0)(I− PΦ)g0 P−→ 0. (14)
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We first show that (13) and (14) hold. (13) holds because
E
{
n−1/2[fk(β0)− µk]t PΦ
}2 = n−1σ 2 E[fk(β0)− µk]t PΦ[fk(β0)− µk],
where
n−1E[fk(β0)− µk]t PΦ[fk(β0)− µk] → 0
by Lemma 2 and (R3).
To prove (14), note that
n−1/2
[
ftk(β0)(I− PΦ)g0
] = n−1/2 {[fk(β0)− µk]t (I− PΦ)g0}
+ n−1/2 [µtk(I− PΦ)g0] = (I )+ (I I ),
where
E(I )2 = n−1Egt0(I − PΦ)E[(fk(β0)− µk)(fk(β0)− µk)t |T1, . . . , Tn](I − PΦ)g0
≤ n−1 sup
0≤t≤1
Var
(
∂ f
∂βk
(β0,X)|T = t
)
E(‖g0‖2 − gt0PΦg0),
and n−1E
(‖g0‖2 − gt0PΦg0)→ 0 by Lemma 3. Hence (I ) converges to zero in probability.
To give a bound for (I I )2, we apply Lemma 1(i), which gives
(I I )2 ≤ n−1+α
(
‖µk‖2 − µtk PΦµk
)
n−α(‖g0‖2 − gt0PΦg0)
for some α ∈ (0, 1). Then, by Lemma 3, we have
Enα−1
(
‖µk‖2 − µtk PΦµk
)
≤ nα∆2kN
and
En−α
(
‖g0‖2 − gt0PΦg0
)
≤ n1−α∆20N .
Hence (II) also converges to zero in probability. We conclude the proof of (14).
It remains to prove (12), which holds if for any real numbers t1, . . .,td , the linear combination
Un = n−1/2∑dk=1 tk(ftk(β0) − µtk PΦ) converges in distribution to a normal distribution with
mean zero and variance σ 2u =
∑d
k=1
∑d
`=1 tk t`σ 2 Σk,`, where Σk,` is the k`th element in Σ . To
establish this convergence, note that
Un = n−1/2
d∑
k=1
tk(fk(β0)− µk)t + n−1/2
d∑
k=1
tkµ
t
k(I − PΦ),
where the second term converges to zero in probability since for each k,
E
(
n−1/2|µtk(I − PΦ)|
)2 = n−1Eµtk(I − PΦ)µk,
which converges to zero by Lemma 3. Therefore, the asymptotic distribution ofUn is determined
by the first term n−1/2
∑d
k=1 tk(fk(β0) − µk)t, which converges in distribution to a normal
distribution with mean 0 and variance
Var
(
d∑
k=1
tk
(
∂ f
∂βk
(β0,X1)− µk(T1)
)
1
)
=
d∑
k=1
d∑
`=1
tk t`σ
2
 Σk,`,
so (12) holds. The proof of Theorem 3 is complete. 
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6. Simulation results
In this section, we present some estimation results based on simulated IID data
{(Xi , Yi , Ti )}ni=1. Here each (Xi , Yi , Ti ) is distributed as (X, Y, T ), where the distribution of T
is uniform on [0, 1], X = (X1, X2)t , the conditional distribution of (X1, X2)t given T = t
is bivariate normal with E(X1|T = t) = 0, E(X2|T = t) = t , Var(X1|T = t) = 1,
Var(X2|T = t) = 1, and Cov(X1, X2|T = t) = ρ and
Y = β1eβ2X1 + β3eβ4X2 + T + ,
where  is a standard normal variable that is independent of (X, T ). We consider
(β1, β2, β3, β4) = (1, 1, 2, 3), (1, 1,−1, 1) or (1, 1, 2, 0.3), ρ = 0.3 or 0.7, and n = 100 or
2000. For each combination of (β1, β2, β3, β4), ρ and n, we do 500 runs of simulation, where in
each run, one data set of {(Xi , Yi , Ti )}ni=1 is simulated as described above, and an estimate for
(β1, β2, β3, β4) is obtained.
Simulation results are summarized in Tables 1–3, corresponding to the three vector values
for (β1, β2, β3, β4). We report some summary statistics for the estimates for β1, β2, β3 and β4.
The details are described below. For each i ∈ {1, 2, 3, 4}, mi , s1,i and s2,i denote the sample
mean, sample standard deviation and half of the IQR (IQR = the third quartile − the first
quartile) for the estimates for βi . Also, according to our Theorem 3, the estimator for βi , say
βˆi , is asymptotically normal. That is,
√
n(βˆi − βi )
σi
converges to N (0, 1) in distribution for some σi .
We also report the root asymptotic variance σi/
√
n, as a comparison to s1,i and s2,i .
The simulation results show that the estimates for the βi ’s are close to the true values.
Table 1
(β1, β2, β3, β4) = (1, 1, 2, 3)
ρ = 0.3 ρ = 0.7
n = 100 n = 2000 n = 100 n = 2000
m1 1.02349 1.00128 1.01721 0.99397
s1,1 0.25159 0.03874 0.306 0.05234
s2,1 0.1503 0.0254 0.1853 0.02675
σ1/
√
n 0.15404 0.03444 0.15422 0.03449
m2 1.00356 0.99983 1.01012 1.00154
s1,2 0.11438 0.015 0.16373 0.01932
s2,2 0.0636 0.0096 0.0768 0.0099
σ2/
√
n 0.0569 0.01272 0.05713 0.01277
m3 2.00033 1.99999 2.00056 2.00004
s1,3 0.00328 0.00011 0.00374 0.00025
s2,3 0.0015 0 0.0015 0
σ3/
√
n 0.00001 2.30E−06 0.00001 2.32E−06
m4 2.99993 3 2.9999 3
s1,4 0.00067 0.00001 0.00074 0.00003
s2,4 0 0 0 0
σ4/
√
n 7.45E−07 1.67E−07 7.51E−07 1.68E−07
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Table 2
(β1, β2, β3, β4) = (1, 1,−1, 1)
ρ = 0.3 ρ = 0.7
n = 100 n = 2000 n = 100 n = 2000
m1 1.02077 0.99995 1.0293 0.9982
s1,1 0.24724 0.03908 0.30682 0.06473
s2,1 0.15495 0.0237 0.1815 0.03215
σ1/
√
n 0.15754 0.03523 0.18551 0.04148
m2 1.00576 1.00007 1.00868 1.00166
s1,2 0.11704 0.01503 0.13755 0.02773
s2,2 0.06725 0.00925 0.07855 0.0113
σ2/
√
n 0.05756 0.01287 0.0638 0.01427
m3 −1.01436 −1.01012 −1.00265 −0.99699
s1,3 0.19799 0.25009 0.2248 0.04768
s2,3 0.10775 0.0175 0.13155 0.02285
σ3/
√
n 0.10375 0.0232 0.12214 0.02731
m4 1.00189 0.99912 1.00857 1.00104
s1,4 0.07191 0.02955 0.07939 0.0151
s2,4 0.0376 0.00515 0.0469 0.0069
σ4/
√
n 0.03069 0.00686 0.03432 0.00767
Table 3
(β1, β2, β3, β4) = (1, 1, 2, 0.3)
ρ = 0.3 ρ = 0.7
n = 100 n = 2000 n = 100 n = 2000
m1 1.02192 1.00395 1.06564 1.01652
s1,1 0.28082 0.04296 0.40685 0.12639
s2,1 0.15775 0.0264 0.2231 0.03185
σ1/
√
n 0.15821 0.03538 0.18843 0.04214
m2 1.00549 0.99898 0.99517 0.99668
s1,2 0.13079 0.01606 0.15045 0.03023
s2,2 0.0691 0.0095 0.0877 0.0115
σ2/
√
n 0.05774 0.01291 0.06451 0.01442
m3 2.04149 2.02625 2.63498 1.99858
s1,3 7.56525 0.37797 8.22869 0.50623
s2,3 0.9821 0.208 1.37955 0.247
σ3/
√
n 1.52515 0.34103 1.60962 0.35992
m4 0.55299 0.31049 0.35433 0.35733
s1,4 4.69634 0.1927 0.46352 0.42014
s2,4 0.1433 0.02485 0.15675 0.029
σ4/
√
n 0.17259 0.03859 0.18048 0.04036
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