With the advent of large networks and the demand to have uninterrupted service, computer systems need to be more robust and fault tolerant. There are numerous ways to implement fault tolerance and recovery. A central concept in all these methods is the requirement for replicated data for high data availability. We believe that a protocol must not only provide replication, but do so at low operation overhead. Further, the protocol must provide configurable mechanisms for varying the level of replication, so that the system may be operated at the desired overhead cost.
Introduction
Large size Distributed Shared Memory (DSM) systems have a large number of potentially malfunctioning components. These systems require coherence protocols that provide highly available services that can be configured in accordance with the expected failure rates in the environment. Although several coherence protocols have been developed for DSM systems [1] , few address aspects of configurability and fault-tolerance. In order to address these aspects, the DSM coherence protocol must exhibit the following properties: increased redundancy, decreased reliance on centralized data and control, support for servicing requests locally, and control over the degree of data availability on a per-data unit basis. 1 The Boundary-Restricted (BR) class of coherence protocols [2] satisfies these properties and offers highly available access to shared data at low operation costs.
In the past, we focused our work on a refinement of BR -called Dynamic BR (DBR) [3] -and investigated BR's as well as DBR's properties using analytical techniques concerning a single DSM page. In this paper we use a shared memory simulator and a DSM application suite to further study the BR class of protocols. Our goal is to investigate the trade-offs between the degree of fault-tolerance, operational costs, and configurability for various DSM coherence protocols such as Write-Invalidate (WI), Write-Invalidate with Downgrading (WID), Write-Broadcast (WB), and various instances of the BR class. We have chosen to execute real-world applications in a simulation environment. These programs, generally, use more than a single DSM page and not all of these pages are equally distributed among the participating sites as the execution proceeds. Thus, the analytical behavior that can be observed concerning a single DSM page, when using a certain coherence protocol, may differ from the results reported here. We believe that the results obtained in this paper allow a more realistic judgment of the pros and cons of a particular coherence protocol.
The following sections summarize the BR coherence protocol along with other related DSM coherency protocols, give a comparison example of using BR vs. related coherency protocols, describe the simulator and the DSM applications, and our simulation experiments and results.
Impact of the Coherence Protocol
Data replication can improve performance in distributed systems by reducing the latency to access data and allowing more requests to access the data concurrently. Consequently, a greater number of malfunctioning components can be tolerated since several copies of the data exist. Hence, a direct consequence of replication is greater data availability, that is, the probability that at an arbitrary point in time the data of a DSM page can accessed. While potentially improving fault tolerance, replication also leads to a fundamental problem -the difficulty in ensuring that all replicas at the various sites are mutually consistent and that the sites are not accessing out-ofdate (or stale) data. As a result, each time a shared page is modified, consistency mechanisms must ensure that all existing copies are mutually consistent. In page-based DSM systems, this is usually done by either transmitting the modified page or an invalidation message to the various sites, or by transmitting only the modified section of the page. The cost for maintaining mutual consistency in replicated systems can be very high.
Restricting the number of replicas lowers the operation costs because fewer expensive updates or invalidations must be made to ensure mutual consistency. However, fewer replicas also decreases concurrency and the level of data availability. In developing robust systems, we attempt to maximize data replication and minimize the costs of consistency-related message transmission.
It should be clear, that there is a strong relation between the DSM coherence protocol, the operation costs, and data availability. Some systems have addressed fault-tolerance for DSM [4] , but most do not use data replication to provide high availability as we consider in this work. On the other hand, in this work we do not consider operational availability which consists of the operations required to recover the system and its applications so that replica fail-over occurs and operational fault tolerance is provided. This latter topic is beyond the scope of this research.
In the following sections we describe the protocols commonly used in DSM systems. Many systems are page-based DSM systems, but object-based systems could use the same protocols despite the fact that we refer to the data unit as a "page" and not as an "object" throughout the paper.
Write-Invalidate Protocol
The Write-Invalidate (WI) protocol permits multiple-readers or a single-writer to access a DSM page, but not both simultaneously. Typically, a page that is accessed in read mode can be accessed concurrently by any number of readers. When a process attempts to write to the page, an invalidation is multi-cast to all other sites that store the page. When a site that stores the page receives the invalidation, the site discards the DSM page and acknowledges the multi-cast. In addition, one site transfers the latest copy of the data to the site where the write request originated. In a careful implementation of the protocol, when all sites respond to the sender, the write is permitted to complete. Consequently, processes are prevented from reading stale data because they do not store a replica when a writer is present. The effect is to process all updates to the item in a sequential manner, while reads can proceed in parallel.
Write-Invalidate with Downgrading Protocol
The WI Protocol with Downgrading (WID) is a modification of the WI protocol used in DSM systems such as Mirage [5] and Mirage+ [6] . The primary difference between WI and WID occurs after a write. During the next shared read access from another site, the write copy is not invalidated as in WI. Instead the page remains stored and readable at the former writer's site. The data from the former writer is then transferred to the new reader. Therefore, in WID, typically there will be a minimum of two readers using the page in read mode. Subsequently, a write to one of the pages that is in read mode, may involve a mere upgrade to write mode along with an invalidation to the other site.
The WID protocol works well when there is a reader and writer attempting to access the same page from different sites. While a cost must be paid to transfer the data from a former writer to a new reader, the reverse is not true since in WID a mere upgrade and invalidation can be performed when one of the two readers writes to the page. For these situations, WID can be much less expensive to use.
Common Properties of WI and WID
Both WI and WID are multiple readers/single writer protocols. During writes in both WI and WID, data availability is poor since there is only one copy of the data present in the network. Furthermore, the read/write ratio of the application will govern the degree of availability -which means that if the read/write ratio of the application is low (i.e., many writes occur compared with the number of reads), availability will be low. When control is transferred from the writing process to other reading processes the availability of the data is greatly improved. However, the read/write ratio of an application is a tenuous property to base availability upon.
From a cost perspective, WI and WID are suited for applications where the number of successive writes between two reads is high, as well as applications that exhibit a high degree of per-site locality of reference [2] . Additionally, there is no stable system state 2 since replicas are continually being invalidated whenever a write request is executed.
Write-Broadcast Protocol
The Write Broadcast (WB) coherency protocol is an update-based protocol. When a site obtains write access to a page, the process updates the page locally and multi-casts the changes to all other sites possessing replicas. Sites that store replicas incorporate the updates that are received and send acknowledgments. The replicas that are stored are never deleted in WB. Once a site obtains a copy of the page, as a result of a read or write request, the item continues to remain at the site for the remaining duration of the program. Since every write operation requires the multi-cast of update (or control) messages for consistency, write operations are expensive [5] , particularly when components are not failure-free and write operations have to be aborted when a site cannot be contacted due to site/communication failures. However, read operations are extremely inexpensive after the initial cost of transferring the page to the site is paid because reads are local and do not require any remote communication or cooperation with other sites. In addition to allowing multiple readers, several processes may write the same page at the same time in WB; this is known as multiple-readers/multiple-writers sharing. Once all sites cache a copy of the data item, the system is said to have reached a stable system state [2] .
The BR Coherence Protocol Class
This section explains the design goals and functioning of BR. BR is a hybrid protocol that combines the advantages of WI and WB by using a multiple-readers/multiple-writers to enhance concurrency and parallelism. BR is able to reduce the number of replicated copies during write operations but unlike WI allows more than one replica to exist during writes. Therefore BR provides greater fault tolerance in terms of data availability than WI. Unlike WB, a maximum number of replicas can be specified to control update costs which could grow in proportion to the number of sites accessing the page otherwise.
Design Goals and Functional Mechanism
We believe that a coherence protocol for a large, error-prone DSM system must exhibit the following properties [2] : (P1) Limited Workload Dependability -the number of copies of a page should have limited dependence on the workload, i.e., the sequence of read and write operations.
(P2) Lower Bound in the Number of Cached Copies -the number of cached copies of a DSM page preferably should never be reduced to one. Single copies make the DSM system very vulnerable to component failures, since only one copy of the data exists. Nonetheless, while increasing the lower bound on the number of cached copies results in higher data availability it also increases the management cost.
(P3) Upper Bound in the Number of Cached Copies -the number of cached copies should never result in greater management cost than overall benefit. The protocol should avoid situations where all clients cache replicas that must be updated during writes. Consequently, an arbitrary linear increase in the number of sites caching a page must also be avoided, since the probability that a write operation can successfully complete decreases significantly in this case.
The BR protocol, which has been designed along these design properties operates as follows. On receiving the requested page, a client maps the data into its memory and uses it according to the granted mode. The item at a client site is considered cached in a particular mode with respect to a particular request. A mode is a two-dimensional tuple consisting of a read attribute in the first dimension and a write attribute in the second dimension. The mode determines how subsequent read and write operations function. write) mode attribute, then this results in a local read operation (local write operation) carried out locally at the client site. If a particular page or item is cached in a mode including a global read (global write) attribute, then a read (write) request needs to be submitted to the DSM server, triggering a global read operation (global write operation) performed by the server. Sequential consistency [5] is the basis for our protocol's memory coherence policy, but weaker forms of consistency can be supported as well.
The BR protocol can be in one of two phases at a time: A so-called read phase starts with the execution of the first global read operation received by the DSM server after a global write operation and lasts until the next global write operation. A second phase is called write phase and starts with the execution of the first global write operation received by the DSM server after a global read operation and ends with the next global read operation. So, in a read phase no global write operations are executed, while in a write phase no global read operations occur. Local operations do not change the phase state of the BR protocol. A detailed description of BR and its behavioral characteristics appeared in [2] .
Protocol Invariants
The BR coherence protocols exhibit boundary-settings as shown in Table 2 are enforced by the DSM server while serving global read and global write requests that are sent to it. During a global read operation, BR guarantees the number of read copies of a page, AE Ö :
where Ê Ñ Ò and Ê Ñ Ü represent the minimum and maximum number of cached copies in a read phase. Further, BR also guarantees that during a write phase, the number of copies of a page, AE Û is
where Ï Ñ Ò and Ï Ñ Ü represent the minimum and maximum number of cached copies during a write phase. An instance of the BR coherence protocol class is addressed as BR(Ê Ñ Ò , Ê Ñ Ü , Ï Ñ Ò , Ï Ñ Ü ). Practical settings for these parameters were more generally discussed in [2] . In the scope of this article, we focus our attention on a particularly interesting sub-class of BR, denoted as BR(Û Ò). This sub-class is obtained from the general BR coherence protocol class by setting In particular, at the beginning of a read phase only a single additional copy must be installed, thereby minimizing the costs for this operation. The creation of at least one additional copy at the beginning of a read phase ensures higher availability without causing excessive costs. Thus, the BR(Û Ò) sub-class takes into consideration that maintaining a certain level of data availability during a read phase costs less than maintaining the same level of availability during a write phase.
Note that if the parameter Û is set to Û ½ and Ò AE (with AE being the number of sites in the network) then the resulting BR(½ AE ) protocol is equivalent to the WID protocol.
From Table 2 it is clear that both the WI, WID and WB protocols violate property (P2) given in Section 3.1 by permitting a single copy to exist during read or write phase. WB violates property (P3) when all clients cache replicas during write phase. On the other hand, BR protocols restricts the number of cached copies to lie between defined limits. Ideally, the boundary-setting can be different for every page, leading to a different degree of availability per item and different operation costs.
The behavior of WI, WID, WB, and BR is best understood by examining each protocol during read and write operations. Consider the first operation performed on some DSM page Ô. Assume it is a read operation. WI, WID, and WB will satisfy the request by sending page Ô to the requesting site; at this point there is only one copy of the Ô existing in the network. BR on the other hand, immediately stores a replica at Ê Ñ Ò different sites. Any failures that occur at the requesting site can be tolerated using BR because of the other existing replicas. This is not the case in WI, WID or WB.
Examining the protocols during write operations, WI, WID and WB occupy extremes of a spectrum. At the lower end is the lack of replication offered by WI or WID. At the higher end is the level of replication exhibited by WB -maximal. BR occupies the entire area and can be configured to lie between extremes -never minimal and never maximal. It is this region between extremes that presents a suitable compromise between the desired level of replication and operation costs. (or at least those sites caching a copy of a certain page) are available with a probability of, e.g.,
Ô
¼ and if only a single copy of a page is present in the system then the data availability of this page is -of course -
If the number of copies always available is increased to ¾ then the associated data availability is increased by approximately 18%. Thus, when using WI, WID or WB, then minimal data availability would be 75% in the present example whereas by using BR(¾ Ò) with Ò AE , minimal data availability would be approximately 93% and by using BR(¿ Ò) approximately 98%. Various other examples can be derived by the given graphs. All those examples demonstrates the superiority of BR coherence protocols over the before-mentioned ones in terms of data availability if Ï Ñ Ò and Ï Ñ Ü are appropriately set. exist during write phase and that Ö (Û · ½ Ö Ò AE ) replicas exist during read phase. In BR, there are two types of messages transmitted across the network; control and data messages. Control messages contain page invalidations, page downgrades, page upgrades, or page updates. Data messages contain actual page data being transferred to a requesting client.
A Comparison Example
The example begins with the first operation, a read operation issued by Ê ¾ , which requires Ê ¾ to receive a single data message containing the new page. BR (2, 5) guarantees that at least three read copies be present during read phase and hence, two more page replicas be stored. Three replicas are shown in Figure 2 . A total of three data messages is used to install the three replicas. This is shown in Table 3 . As a postcondition of this operation, a page copy at site Ê ¾ is compulsory but two other copies must exist at two other sites. 3 In our example, these are the sites Ê ½ and Ê . The total number of copies of a page (as existing after the execution of the corresponding operation) is also given in Table 3 on a per-operation basis.
The next read request at site Ê requires a page be transmitted to site Ê . The local read operation at site Ê ¾ requires no messages. The next write request at site Ê takes place in two phases. BR(2,5) must maintain only two page copies during a write phase. As a result, first, two control messages are transmitted to invalidate page copies at sites Ê ¾ and Ê (again, picked randomly in this example). Only then does the write operation proceed at Ê . And second, a single control message must be transmitted to site Ê ½ to update the replica. The next operation, a write request at site Ê ¿ requires a page be sent to site Ê ¿ and an invalidation control message be sent to randomly chosen site Ê . Finally, a single control message is sent to update the replica at Ê ½ due to the write operation at site Ê ¿ . The last operation in the example, a local read at site Ê ½ is performed without incurring any message costs. We see that only two copies of the page exist in the final phase of the example. This is because the page mode is a (local read, global write) -the request is satisfied locally, and the server is never contacted. Invariant (I1) is not enforced because the system is still in a write phase (local reads do not cause the system to enforce the read phase invariant while being in write phase). Table 3 additionally compares the behavior of WB, WI, WID, BR(2,5) and BR (3, 5) for the same sequence of read and write operations as shown in Figure 2 . The number of messages transmitted and replicated copies available are shown. Table 3 : Comparing the number of messages transmitted and number of replicated copies available for different coherence protocols on a network with AE sites. Control messages are used to send update, invalidation or upgrading and downgrading messages. Data messages are used to send the entire page data to another site. In BR (3, 5) , Ê is randomly picked to cache an additional copy of the page.
with a larger network of 10 sites. The sample sequence of read and write operations is extended to present a more complete analysis. Our observations are outlined below and show that the class of BR protocols proved to be most effective in providing the following design properties. Competitive operation costs -From Table 3 we see that (in terms of the total number of messages sent) BR costs as much as WI and WB. In fact, from Table 4 , having scaled the network to a larger size, we observe that BR transmits less messages than WB, and only a few more control messages than WI.
Number of Messages
Better fault tolerance in terms of high data availability -From Table 3 we see that WB, WI and WID permit single DSM pages to exist at times. In WB, the lack of replicas exists usually during startup of an application. With WI and WID, the problem persists throughout the execution of the application. On the other hand, BR never permits the number of page copies to be less than Ï Ñ Ò .
Scales better than WB -Observe the behavior of WB for the Write Ê and Write Ê operations in Table 4 . Since the system is approaching a stable system state, we observe that numerous replicated copies of the same page are being stored, which in turn, requires numerous control messages to keep the replicas consistent. Clearly in large networks, as the system reaches a stable state, WB incurs very high operation costs for write operations, making it scale poorly. BR, on the other hand, may be set to maintain Ï Ñ Ò Û Ï Ñ Ü copies, thus limiting the number of messages transmitted. Consequently, BR is configurable to maintain fixed levels of operational costs even with a large increase in the number of participating sites. Table 4 we see that WB maintains too many replicas that must be kept mutually consistent. WI and WID, on the other hand, provide too few replicas, and hence, are not suited for providing high data availability. But the class of BR protocols allows us control over the level of replication by varying Ï Ñ Ò and Ï Ñ Ü as required by the fault tolerance requirements of the system. The analytical results in Table 4 confirm this conjecture.
Configurability -From

The Simulator and Simulator Applications
While the comparison example in Section 4 confirmed that BR is cost effective and provides fault tolerant data access, a goal of this work is to examine BR using real shared memory programs. We created a program driven simulator that executes commonly studied DSM programs [9, 10] . The simulator allows us to compare and analyze WI, WID, WB, and BR in actual practice.
The simulations uses AINT (Alpha INTerpreter) [7] , a software tool for analysis of shared memory systems. AINT simulates parallel programs on uniprocessor workstations and provides a program driven simulation environment. In AINT, a simulation application, discussed below, is executed until it generates a memory reference. AINT then transfers control to the back-end, which simulates the desired coherence protocol in response to that memory reference event. The back-end, coded in C, enforces the coherence protocols we are studying such as WI, WID, WB, and BR. Also, AINT maintains an array of structures that store the state of the DSM system and related results, for example, the number of messages and transmission costs. The simulator works on DEC Alpha workstations running DEC/OSF1 and is upward compatible from V2.0.
AINT and the back-end, together, simulate a loosely coupled DSM system. Messages transmitted across the network are either control or data messages. Control messages typically contain the DSM state information, page invalidation, page upgrade, page downgrade, or page update information. Data messages contain actual page data being transferred to a requesting client. Data messages are considerably larger (1 KB -4 KB) than control messages (96 bytes) and often larger than the network transfer unit of 1 KB. Coherence is maintained in the simulator by transmitting control messages or data messages to sites that maintain or require copies of the page, respectively. Table 5 lists the protocols we modeled in our simulation study (right) and the parameters used by the simulator (left). As new technology emerges, the simulation parameters can be ad- justed to reflect the characteristics of leading-edge hardware and network environments. This in turn, permits to project the effects of new technology on protocol behavior. As described, the simulation uses applications to generate memory reference events. An application for a DSM system is characterized by its memory access patterns. For DSM applications, memory access patterns vary widely, as shown by measurements we made in Table 6 . The same DSM applications, written by different programmers, could potentially result in varied levels of parallelization of the problem [9] and exhibit different communication, memory, and synchronization behaviors. This is why our DSM application suite consists of the following programs, each representing varied problems, with a broad spectrum of memory access patterns, locality, problem size, and synchronization behavior [8] : Parallel Matrix Multiply represents computationally intensive problems; Quicksort represents a class of problems that require a high level of coordination, synchronization and management between processes, at the same time performs a large number of local operations; Water-NSquared is indicative of programs with more activity located at the participating clients. After the clients have solved their assigned sub-problems, these solutions are finally combined to solve the entire problem [10] . Table 6 summarizes each program's characteristics. The data presents rounded mean values of 20 application executions in an environment comprised of four processors. The table provides for the total number of operations (reads and writes to memory), read and write operations to shared memory, their sums and percentages, as well as the read/write ratio of operations to shared memory. It can in particular be observed that Quicksort exhibits an extremely low read/write ratio whereas for the other two applications the read/write ratio is very high, i.e., reads from shared memory are much more frequent than writes to it.
Modeled Protocols
Experiments and Results
The simulations involved running the programs from our application suite while varying the underlying memory coherence protocol. In each simulation experiment, we ran WI, WID, WB, and the permissible instances of BR(Û Ò) protocols varying the DSM page size from 512 bytes to 4 KB. The message-model used in the simulation is more sophisticated than the one used to explain the comparison example. In particular, every message is acknowledged by a message of size 96 bytes. These acknowledgments were counted as control messages. The size of a message transmitted over the network was fixed at 1 KB. Therefore, depending on the size of the DSM page, up to four 1 KB messages may be sent. All results presented are averaged over three simulation runs with identical settings and parameters. Parallel Matrix Multiply exhibits reproducible execution patterns on different runs. However, the Quicksort and Water-NSquared applications have less deterministic behavior. In the following sections we discuss results from our simulation studies addressing issues of performance, fault tolerance in terms of data availability, configurability, and scalability.
Performance and Fault Tolerance
Our first set of experiments examines the performance of the different DSM coherence protocols with respect to a varied degree of fault tolerance in terms of data availability.
First, we state the total number of messages transmitted (sum of data and control messages) including the number of control messages; acknowledgments are counted as control messages. Generally, counting acknowledgments (as control messages) doubles the amount of messages sent by a coherence protocol regardless of the protocol's nature. Therefore, no particular coherence protocol is favored but doing so provides for a correct observation. These observations permit to qualify the total amount of traffic generated by a distributed application using DSM. The values help estimate overhead in terms of aggregate operations to maintain memory coherence. They are given in Figures 3, 5, and 7 .
Second, the number of data messages per DSM application are stated. These numbers are given in Figures 4, 6 , and 8. Since the number of data messages varies significantly between the coherence protocols, a logarithmic scale is used. Messages used for initialization of coherence protocols were not counted, since they are not considered being data messages but control messages. Furthermore, their number is negligible.
All of the before-mentioned values are given for the different coherence protocols and page sizes of 512 bytes, 1 KB, 2 KB, and 4 KB. all coherence protocols there is a slight decrease in the total number of messages if the DSM page size is increased. This slight decrease can also be observed with respect to the number of data messages being transmitted: the number of data messages decreases while the DSM page size increases. This is because, in case of larger page sizes, a single data request results in the sending of a larger portion of the DSM segment to the issuing process. If the process writes in a sequential fashion to DSM, as Parallel Matrix Multiply does when creating the result matrix, then this leads to a decrease of data issuing operations, thereby reducing the number of data messages. Note that with a larger page size, up to four network messages have to be transmitted to install a single DSM page. Figure 4 shows that for WI and WID the message traffic is more significantly influenced by page installations. In WB and BR(Û Ò) -on the contrary -page installations are fewer than in WI or WID since in the former protocols control messages are used to send updates. The vast majority of messages sent by BR(Û Ò) and WB therefore consists of short 96 bytes control messages.
The reason why BR(Û Ò) coherence protocols produce higher traffic than WI, WID, and WB coherence protocols (see Figure 3) is that Parallel Matrix Multiply's read/write ratio, as stated in Table 6 , is very high. In this particular case it is 44. Thus, read operations are frequent, leading to a decrease in the number of available copies in WI and WID, thereby reducing fault tolerance and the number of coherency-related messages. WB has superior performance compared to BR(Û Ò) because the processors all work separately. Only few additional copies are requested and installed over a long period of execution time and only at the end of the application execution does the number of copies increase and does the application require updates with write operations. In BR(Û Ò), all Û installed copies have to be updated throughout the entire execution, consequently accounting for its higher costs: BR(2,4) and BR(3,4) coherence protocols are required to store at least two and three copies, respectively, of any DSM page at any time of the program execution. This leads to increased message traffic in case of a high read/write ratio, but also to a highly increased data availability since a certain minimal number of copies is available at all times independent of the application's current read/write pattern.
The Quicksort application exhibits a very low read/write ratio (see Table 6 ). With a read/write ratio of 1.3, write operations to DSM are almost as frequent as read operations. Additionally, Quicksort requires a high degree of synchronization and cooperation among the participating processes 4 . Figures 5 and 6 show the results. Since write operations are very likely and dis- persed, all sites cache copies of many if not all DSM pages even in an early state of the program execution. Thus, many copies need to be updated at many sites resulting in a large number of control messages if the DSM coherence protocol exhibits a "WB"-like behavior as it is the case for BR (3, 4) and -of cause -WB itself. In these cases, the number of data messages is quite low. DSM coherence protocols which behave rather "WI"-like, as WI, WID, and BR(2,4), require fewer control messages but more data messages since certain copies must be installed at the sites at multiple times. Quicksort is a good example showing that BR coherence protocols can naturally bridge the gap between WI and WID coherence protocols on one side and WB on the other side in terms of message costs. Since many copies are requested and installed at the beginning of the execution of the application, WB does not perform as well as all the other coherence protocols, because the large, increasing number of replicas must be updated frequently due to the small read/write ratio of that application. Note that, although the BR(Û Ò) coherence protocols produce less message costs than WB in the scenario, the former guarantee a minimal degree of fault tolerance at all times whereas the latter does not. Figures 7 and 8 give the results of the Water-NSquared application. In Water NSquared, once the processors receive a requested DSM page, it usually remains in possession of the requesting processor. Computations are performed individually by the processors and information is accumulated, once, at the end. The read/write ratio of Water NSquared is 51, i.e., very high (see Table  6 ). We see no substantial difference in this application in terms of total number of messages when the page size is varied, primarily because sharing is very limited. The total number of messages transmitted reaches its maximum when using BR(3,4) whereas BR(2,4) and WB are comparable. WI and WID produces substantially fewer message costs. The reason for the high message costs of BR (3, 4) stems from the fact that even when using WB not as many DSM copies are cached Figure 6 : Number of data messages sent by WI, WID, WB, and BR(Û Ò) coherence protocols for Quicksort. BR coherence protocols behave either like WI coherence protocols (e.g., BR(2,4)) with respect to DSM page re-installations or more like the WB coherence protocols (e.g., BR(3,4)) depending on their configuration.
at the participating sites as for BR (3, 4) . For BR (3, 4) , due to the fault tolerance requirements, at least three copies of any DSM page are cached at any time.
With respect to DSM page installations and re-installations, Water-NSquared exhibits a comparable behavior to Parallel Matrix Multiply: the larger the DSM page size the fewer data messages are issued. In terms of number of data messages, BR(Û Ò) basically lies between WI and WID on one side and WB on the other side. Although BR (2, 4) and WB produce nearly the same total message costs, Figure 8 shows that BR(2,4) re-installs more DSM pages than WB since the former issues approximately 9 to 15 times the number of data messages than the latter.
As a general heuristic, one can say that according to these measurements, BR(Û Ò) transmits more messages than WI or WID. Depending on the read/write ratio and the application's behavior, fewer or more messages are transmitted with respect to WB. WI and WID transmit the least total number of messages. This is because of their conservative behavior -reducing the cached copies to one during a write operation. As a result, these protocols do not incur the high costs of keeping multiple copies of data up-to-date, but suffer from being highly vulnerable to failure. On the other hand, the performance in terms of message costs of the higher end of BR(Û Ò) coherence protocols drops (approaches the performance of WB) when the read/write ratio becomes smaller, implying that the writes are occurring more frequently. Consider a BR (7, 8) coherence protocol for example, and WB. While WB will continue to increase the number of cached copies as new sites request pages, it may never -depending on the particular workload -cache copies at a majority of the sites. BR (7, 8) on the other hand will force at least seven copies of each page to exist in the system throughout the application's execution.
It is important to emphasize that neither WI, WID, nor WB, guarantee that replicated copies exist at all times. WB may potentially allow 1) each site to cache the same page which is excessive or 2) just a single page copy to exist in the network which is minimal. Clearly, any overhead incurred by BR(Û Ò) is offset by the provision of better fault tolerance in terms of high data availability. Consequently, BR(Û Ò) incurs competitive operation costs.
Configurability and Scalability
With faster networking technology and larger systems on the horizon, any mechanism or protocol that scales poorly with an increasing number of sites will result in unacceptable performance. A direct consequence of having a larger number of clients is increased communication. As a result, an important parameter to observe when investigating scalability is the total number of messages transmitted.
In the previous section, we saw that WI, WID and WB provide no mechanism for controlling the level of data availability provided. This contrasts with the class of BR coherence protocols that allows control over the degree of fault tolerance (or synonymously: level of replication). Consequently, an instance of BR that provides the desired degree of fault tolerance at an acceptable cost can often be found. Observe that, in general, operation costs increase as the level of replication increases. The configurability offered by BR is invaluable when this class of protocols is used to provide, say for example, a higher (but not excessive) level of replication -BR (4, 8) for pages integral to the system's functioning; and a lower level of replication -BR(2,8) for pages of lesser importance. Such configurability helps maximize the degree of fault tolerance and to minimize the associated operation costs.
Configurability is provided in BR because an upper bound on the number of replicas can be established to limit the affects of scale and to control the maximum level of replication for each page. In the second set of experiments, we varied the number of participating sites and DSM page sizes in Parallel Matrix Multiply and Quicksort and examined the behavior of WI, WID, WB, and BR(Û Ò). We configured the experiments to limit the upper bound on the number of copies that 1) we would expect to see in real environments where replication would be used and 2) to address the fact that a level of replication exceeding eight copies only increases operation costs but has a negligible impact on data availability. Our previous work has shown that the realistic number of replicas for a page is likely to be eight or less (see Figure 1 and [3] ). Thus, using this smallscale, but likely configuration, our results provide some general conclusions concerning scaling the number of replicas for BR systems. Figure 9 and Figure 10 present our findings. In each graph, the Ü-axis indicates the coherence protocol being examined and the variation in the number of participating sites 5 (four or eight sites). For each coherence protocol, the left bar presents a network with four participating sites whereas the right bar indicates a network of eight participating sites. The Ý-axis indicates the number of messages transmitted for each coherence protocol and network. The values associated with each data set of an eight-site network represent the percentage increase in the number of transmitted messages when increasing the network size from four to eight while preserving the employed DSM coherence protocol.
In examining BR, we see that the number of cached copies during a write operation can be fixed in a certain interval (by controlling Û Ñ Ò and Û Ñ Ü ). As a consequence, increasing the number of sites without modifying BR's parameters Û and Ò results in Ü ¾ Û Ò copies of a particular DSM page to be allocated at a subset of sites Á Ü ½ AE with Á Ü having a cardinality of Ü. Depending on the application and its access pattern, Ü as well as Á Ü may change during the execution. If -due to the application's access pattern -many subsequent instances of Á Ü differ substantially then the cost increase is very high since the coherence protocol must invalidate and install or re-install a large number of DSM page copies.
If, on the other hand, Û remains fixed while Ò is increased in correspondence with AE then the range of possible values for Ü is increased from Û Ò to Û AE . Thus, the potential of subsequent instances of Á Ü to be substantially different is higher. This results in a further cost The numbers associated with each data set of network size eight indicate the percentage increase in the total number of transmitted messages when the number of participating sites is increased from four to eight.
messages of BR(Û Ò) coherence protocols is higher than for WI, WID, and WB due to reasons discussed in the previous section, we can observe that the percentage increase in the total number of messages transmitted when increasing the network size from four to eight and correspondingly increasing the Ò parameter for BR(Û Ò) is substantially lower than for the before-mentioned coherence protocols: for BR(Û Ò), the increase is either 3% or 8% whereas the percentage increase for WI and WID is 20% and for WB the percentage increase is 26%. The BR(Û Ò) coherence protocols seem to naturally support the application's access pattern: various copies are distributed among the participating sites in read phases while during write phases only few copies are maintained. Since the application can basically be characterized as a single long "read phase" (when the lines and columns of the two input matrices are read) followed by a single short "write phase" (in which the result matrix is written), local, i.e. inexpensive, read operations are realized during the "read phase" while update costs are reduced by the invalidation of excessive copies at the beginning of the "write phase." This behavior results only in a slight overall cost increase, i.e., in a good scaling behavior.
For Quicksort, the results are summarized in Figure 10 . We can observe that in case of Quicksort, the percentage increase is 50% to 58% compared to 92%, 94%, and 105% for WI, WID, and WB respectively. This behavior is because through its mechanism, BR(Û AE ) has in most cases already installed copies of a DSM page when it is needed by the Quicksort application. Thus, DSM page invalidations and installations are few. As a result, read operations that occur after a write operation are very likely to be local, i.e., inexpensive. This leads to a reduced overall cost increase when the network (and therefore the DSM application) is scaled.
As an interesting result, we would like to state that for DSM applications with important access pattern such as Parallel Matrix Multiply and Quicksort, BR(Û Ò) coherence protocols scale significantly better than WI, WID, and especially WB for a realistic number of cooperating processes and a number of page copies likely to be used in DSM systems. In addition, it turned out that BR(Û Ò) coherence protocols are the most configurable of the protocols.
Conclusion
Memory coherence protocols greatly impact the behavior of DSM systems and govern the operations costs and number of messages transmitted. Fault tolerance and recovery methods generally depend on replicated copies of the shared data, available due to the coherence protocols. We performed a program driven simulation-based investigation of the WI, WID, WB and BR(Û Ò) coherence protocols. Our experiments were focused on examining issues of fault tolerance in terms of data availability and configurability as well as scalability exhibited by these protocols.
Overall, our investigation has revealed that BR provides a mechanism to control the level of replication and hence degree of fault tolerance that can be provided. The related overhead in terms of the total number of messages transmitted is highly dependent on the behavior of the application. As a rule-of-thumb, one may say that BR(Û Ò)'s overhead is more than WI and less than WB if the DSM application exhibits a low read/write ratio -a spectrum which represents a compromise between the desired degree of fault tolerance and cost. If the read/write ratio is high then BR(Û Ò)'s overhead may by even higher than the overhead of WB in particular if the various DSM pages are not homogeneously referenced by the DSM application during the execution. In any case and irrespective of the application's access pattern, BR(Ò Û) is the only DSM coherence protocol which guarantees a given degree of fault tolerance in terms of data availability throughout the entire application execution.
With reference to scalability, we found that WB scaled poorly and WI and WID scaled rea-sonably well. With reference to scalability and configurability, we found that BR(Û Ò) scaled better than WI, WID, or WB in the samples we examined while also being more configurable. Thus, we can conjecture that whenever one is willing to pay for a certain degree of fault tolerance by using an instance of a BR(Ò Û) coherence protocol then decreasing the DSM application's execution time by scaling the application to a higher number of processors is rewarded by a gentle increase in terms of transmitted messages. Since this article was conceived, considerable research has progressed in this area. We are implementing and measuring BR in a DSM system built under HP-UX. We also are examining policies for better selection of how and when to make copy adjustments in both, the DBR coherence protocol and its extension DBRpc [11] .
