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RESUMEN 
El procedimiento de significación de la hipótesis nula ha sido la estrategia de análisis dominante en el área de las 
ciencias sociales y de la salud. Sin embargo, también han sido muchas las críticas que han atacado el 
pensamiento dicotómico que implica dicho procedimiento. El movimiento de la reforma estadística plantea un 
cambio de perspectiva desde la significación estadística a la estimación de efectos. Desde esta nueva perspectiva 
destaca el desarrollo del pensamiento meta-analítico como una estrategia de análisis centrada en la estimación de 
efectos junto con sus intervalos de confianza y en la acumulación de evidencias con el objetivo de mejorar la 
precisión de las estimaciones. La mejora en las prácticas estadísticas requiere una educación estadística y un 
cambio en la conducta del investigador. Nuestro trabajo se centra en el estudio del impacto de la reforma 
estadística y las nuevas necesidades de formación entre los investigadores españoles de Psicología y Educación. 
Mediante una metodología de encuesta vía Internet se ha medido el cambio en la conducta vinculado a los 
elementos que la actual reforma estadística destaca: tamaño del efecto y sus intervalos de confianza y meta-
análisis. (Investigación subvencionada por el Ministerio de Economía y Competitividad, MINECO, España. 
Proyecto EDU2011-22862). 
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1. INTRODUCCIÓN 
Las técnicas de inferencia estadística constituyen la herramienta fundamental del 
diseño estadístico en Psicología y Educación (Carver, 1993; Shaver, 1993; Steiger & Fouladi, 
1997). Sin embargo, desde sus inicios han sido muchas las críticas que han recibido, sobre 
todo por su ejecución ritual o por la aplicación del mágico valor de 0.05. En 1989 Rosnow y 
Rosenthal destacaban cuatro cuestiones críticas dentro del área de la metodología y la 
conducta del investigador: la dependencia excesiva de la decisión estadística dicotómica 
(mantener la hipótesis nula/rechazar la hipótesis nula) sin valorar la utilidad práctica de los 
hallazgos, la tendencia a hacer estudios con baja potencia estadística, el hábito de definir los 
resultados de la investigación solamente en términos de niveles de significación y el énfasis 
sobre los estudios originales y únicos. Estas cuatro cuestiones han sido debatidas durante 
décadas y continúan siendo un tema destacado dentro de la denominada reforma estadística y 
la práctica basada en la evidencia (Cohen, 1994; Cortina & Dunlap, 1997; Frick, 1996; Frías-
Navarro, 2011; Hagen, 1997; Kaufman, 1998; Nickerson, 2000; Schmidt, 1996). 
Algunos de los errores más comunes de interpretación de las pruebas de significación 
estadística están relacionados con la misma decisión estadística, la importancia sustantiva que 
se le otorga a los resultados estadísticamente significativos o el alcance de la interpretación de 
los resultados estadísticamente no significativos. La decisión estadística dicotómica (mantener 
la hipótesis nula / rechazar la hipótesis nula) otorga importancia directa a los resultados cuyo 
valor de probabilidad, p, es menor o igual a 0.05 mientras que anula de forma directa la 
consideración de los resultados con p>0.05. Sin embargo, se olvida en muchas ocasiones la 
estimación de la potencia estadística a priori y la relación directa que hay entre el valor p de 
probabilidad y el tamaño de la muestra. Un valor p de probabilidad señala la probabilidad del 
resultado de la prueba o estadístico muestral, dado un tamaño de muestra y asumiendo que la 
hipótesis nula es cierta. Y no dice nada de la probabilidad de la hipótesis nula o de la hipótesis 
alternativa (ver Tabla 1). 
Tabla 1. Errores de interpretación más comunes vinculados al proceso de contraste 
estadístico 
1. Un resultado estadísticamente significativo demuestra que el efecto encontrado es importante y cuanto 
menor sea el valor p de probabilidad (o más asteriscos tenga en el informe) más importante es el 
hallazgo. 
2. Un resultado estadísticamente no significativo demuestra que la hipótesis nula es cierta y por lo tanto 
no hay ningún efecto o relación entre las variables. 
3. Un valor p >  señala que la hipótesis nula es cierta. Por lo tanto, el valor p es la probabilidad de que 
los resultados se deban al azar. 
4. Un valor p >  señala que la hipótesis alternativa es falsa. 
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5. Un valor p <  señala que la hipótesis nula es falsa. Por lo tanto, el valor p es la probabilidad de que 
los resultados no se deban al azar. 
6. Un valor p <  señala que la hipótesis alternativa es cierta. 
7. El valor p es la probabilidad que tiene la hipótesis nula de ser verdadera. 
8. El valor p indica la probabilidad de que la hipótesis científica sea verdadera. 
9. El valor p indica la probabilidad de encontrar los mismo hallazgos si se replica la investigación. 
 
Usted lector piensa que ¿un resultado estadísticamente significativo con un valor p de 
0.002 es bastante mayor que el resultado obtenido con un valor de p = .045? ¿Usted considera 
que la significación estadística otorga importancia al efecto detectado? Los valores p de 
probabilidad no son un índice del tamaño del efecto, ni tampoco indican la probabilidad de 
que la hipótesis nula sea verdadera o falsa. Del mismo modo, una falta de significación 
estadística no significa que la hipótesis nula sea verdadera ni que los efectos de los dos grupos 
sean equivalentes. Ausencia de evidencia no es evidencia de ausencia de efectos (Altman y 
Bland, 1995). 
El valor p de probabilidad es un valor que limita el rechazo o no rechazo de la 
hipótesis nula dentro del procedimiento de significación de la hipótesis nula. De forma 
arbitraria Sir Ronald A. Fisher (1925) fijó el nivel de alfa en .05 (5%). El criterio de p < .05 se 
basa en la idea que tuvo de Fisher acerca de la razonable confianza que representaba para 
señalar que un efecto existe. No implica ningún valor mágico, ni detecta importancia del 
hallazgo. Por ello es totalmente incorrecto concluir que un resultado con p = .04 es importante 
y otro con p = .06 no es importante. Seguramente si los tamaños de la muestra fuesen iguales 
esos efectos serían muy similares. De ahí la importancia de informar de la probabilidad exacta 
del resultado (por ejemplo p = .03 en lugar de p < .05). 
Un resultado estadísticamente significativo indica que la probabilidad del resultado 
observado (o más extremno) es menor a .05 (p ≤ .05), si la hipótesis nula fuese cierta. Como 
consecuencia se rechaza la hipótesis nula y se concluye que probablemente existe un efecto. 
Pero este valor de probabilidad que implica el rechazo de la hipótesis nula si el alfa fijado a 
priori es de .05 no dice nada ni del tamaño del efecto ni de la significación clínica del efecto 
observado. Por ello, puede ocurrir que un tamaño del efecto pequeño detectado en un estudio 
con un tamaño muestral grande tenga el mismo valor de p que un tamaño del efecto grande de 
otro estudio cuyo tamaño muestral en cambio es pequeño. 
Por lo tanto, una vez realizado el proceso de decisión estadística falta que el 
investigador interprete los hallazgos y aquí sus creencias y atribuciones sobre el significado 
de los resultados no siempre son correctas. El factor humano se convierte en tema de debate 
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sobre los usos y abusos por parte de los investigadores de las pruebas de significación 
estadística. Las interpretaciones incorrectas de las pruebas de contraste de hipótesis 
estadísticas han quedado reflejas en diferentes estudios con muestras de estudiantes y también 
con muestras de expertos e investigadores (Gordon, 2001; Mittag & Thompson, 2000; 
Monterde-i-Bort, Frías-Navarro & Pascual-Llobell, 2010; Monterde-i-Bort, Pascual-Llobell, 
& Frías-Navarro, 2006; Nelson, Rosenthal, & Rosnow, 1986; Oakes, 1986; Rosenthal & 
Gaito, 1963; Tryon, 1998; Zuckerman, Hodgins, Zuckerman, & Rosenthal, 1993; 
Wagenmakers, 2007). Y ese factor humano junto con la escasa información que el 
procedimiento facilita sobre el tamaño del efecto son dos argumentos utilizados por algunos 
investigadores para reemplazar el procedimiento tradicional de significación de la hipótesis 
nula por otras alternativas de análisis (Schmidt, 1996; Schmidt y Hunter, 1997). 
La reforma estadística que se está llevando a cabo desde hace años y que es el origen 
de los cambios en las políticas editoriales de las revistas, enfatiza la estimación del tamaño del 
efecto y su intervalo de confianza junto a los valores p de probabilidad para evitar los sesgo 
de interpretación que durante años ha minado los trabajos de investigación confundiendo por 
ejemplo ‘significación estadística’ con ‘importancia de los efectos hallados’ (American 
Psychological Association, 2001, 2010; Cohen 1990, 1994; Cumming & Finch, 2001; Fidler, 
Thomason, Cumming, Finch, & Leeman, 2004, 2005; Frías-Navarro, 2011). El planteamiento 
de la reforma estadística destaca que junto a la clásica ‘significación estadística’ hay que 
considerar otros tipos de significación como el tamaño del efecto y la significación clínica o 
sustantiva. Por ejemplo, ¿qué es más interesante o más útil para el profesional, conocer que la 
intervención A es significativamente mejor que el placebo con una p < 0.0000000001 y que la 
Terapia B lo es con una p < 0.0000001? o ¿conocer que la intervención A reduce la 
sintomatología depresiva en un 32% mientras que la intervención B lo hace en un 20% 
respecto al grupo placebo? Desde luego, en la investigación aplicada es más importante 
conocer el cambio clínico o sustantivo que la significación estadística (Ogles, Lunnen y 
Bonesteel, 2001). 
Nuestro trabajo de investigación tiene como objetivo conocer las opiniones de 
profesores de las universidades españolas de Psicología y Educación sobre los usos que hacen 
de la herramienta de la estadística. De este modo, se podrá analizar el alcance que la reforma 
estadística está teniendo entre dichos profesores así como analizar los posibles errores de 
interpretación que se puedan tener sobre la decisión estadística y el valor p de probabilidad. 
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2. METODOLOGÍA 
2.1. Participantes 
La muestra está constituida por 150 profesores de las universidades españolas de 
Psicología y Educación. El 46.67% son hombres y el 53.33% son mujeres, con una 
antigüedad media como profesores universitarios de 12.38 años. El 89.33% desarrollan su 
actividad en una universidad pública y el 10.67 lo hacen en una universidad privada. 
2.2 Instrumentos 
La encuesta fue enviada mediante un servicio a través de Internet con el programa 
SurveyMonkey. La encuesta incluye una serie de preguntas como por ejemplo “En su 
opinión, ¿qué cuestiones estadísticas o de diseño de investigación están sometidas a debate 
actualmente?”, “¿Ha leído o utilizado algún trabajo de meta-análisis?”, “En su opinión lo que 
el investigador o investigadora desea conocer principalmente cuando realiza una investigación 
empírica es…?, “En su opinión, ¿obtener un resultado estadísticamente significativo implica 
de forma indirecta que el efecto detectado es importante?”, “¿Cuando ejecuta una prueba 
estadística ¿considera prioritario informar siempre de la significación estadística obtenida?” o 
“¿Podría señalar el nombre de algunos estadísticos del tamaño del efecto? 
 
3. RESULTADOS 
Los resultados señalan que un alto porcentaje de profesores universitarios desconocen 
que exista algún tipo de debate abierto dentro de sus disciplinas (60.67%). Un 1.33% opina 
que no hay ningún tipo de debate abierto y un 38% consideran que sí hay debates (ver Gráfica 
1). 
La mitad de los encuestados opina que lo que el investigador o investigadora desea 
conocer principalmente cuando realiza una investigación empírica es conocer si se ha 
producido algún efecto o diferencia entre los grupos que sea estadísticamente significativa 
(50.67%). El 22.67% de los participantes opina que lo que se busca es la importancia 
sustantiva o clínica del efecto y el 14% considera que lo relevante es conocer la magnitud del 
tamaño del efecto. 
Cuando se trata de valorar si un resultado estadísticamente significativo implica de 
forma indirecta que el efecto detectado es importante el 50.67 da una respuesta negativa y el 
26% opina que sí se puede equiparar significación estadística con importancia. Un 23.33% 
matiza su respuesta. 
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Una gran parte de los encuestados opinan que cuando ejecutan una prueba estadística 
consideran prioritario informar siempre de la significación estadística obtenida pero difieren 
en la forma de expresar el valor p de probabilidad. El 47.33 utiliza expresiones como p< 0.05 
o p>0.05 y el 43.33 señala el valor exacto de probabilidad. Solamente el 9.33 no considera 
prioritario informar de la significación estadística. 
Respecto al conocimiento que tienen del tamaño del efecto se han planteado tres 
cuestiones. En primer lugar se ha analizado si conocen lo que es un trabajo de meta-análisis. 
Con esta pregunta se ha evaluado de manera indirecta el conocimiento del tamaño del efecto 
dado que es el estadístico que se utiliza en dichos estudios. El 9.33% de los participantes 
desconoce lo que es un trabajo de meta-análisis y el 12.97 lo conoce pero nunca lo ha leído o 
utilizado. Entre los dos tipos de respuesta aproximadamente el 22% no ha tenido entre sus 
manos la lectura de un trabajo de meta-análisis. El 31.33% opina que sí ha leído o utilizado un 
estudio de meta-análisis y el 46.67% han trabajado con más de dos trabajos de meta-análisis. 
Cuando se trata de nombrar a algunos estadísticos del tamaño del efecto, el 38.67% 
desconoce el nombre de algún estadístico de tamaño del efecto y el 61.33% nombra al menos 
un estadístico, destacando la presencia de los estadísticos de la familia de la diferencia 
estandarizada de medias tipo d de Cohen o g de Hedges. 
Gráfica 1. Porcentajes de respuestas 
“En su opinión, ¿qué cuestiones estadísticas o de 
diseño de investigación están sometidas a debate 
actualmente?” 
 
“¿Ha leído o utilizado algún trabajo de meta-
análisis?” 
 
“En su opinión lo que el investigador o 
investigadora desea conocer principalmente 
cuando realiza una investigación empírica es…? 
“En su opinión, ¿obtener un resultado 
estadísticamente significativo implica de forma 
indirecta que el efecto detectado es importante?” 
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“¿Cuando ejecuta una prueba estadística 
¿considera prioritario informar siempre de la 
significación estadística obtenida?” 
 
“¿Podría señalar el nombre de algunos 
estadísticos del tamaño del efecto?” 
 
 
4. CONCLUSIONES 
Un primer resultado que llama la atención es el desconocimiento que los profesores 
universitarios tienen sobre los posibles debates abiertos en sus áreas de especialización. Tanto 
en Psicología como en Educación se abren y reabren debates de forma continua, impulsando 
el avance de la Ciencia. En concreto, en el área de la metodología el uso y abuso de las 
pruebas de significación estadística es un debate presente desde prácticamente principios del 
siglo XIX, activándose continuamente. Fruto de este debate el Manual de la American 
Psychological Association (2001, 2010) ha adoptado nuevas políticas editoriales que son 
seguidas por miles de revistas científicas y, por lo tanto, seguidas por los autores de los 
artículos. Otra consecuencia del mencionado debate metodológico ha repercutido en el ya 
clásico debate sobre significación clínica o social y significación estadística donde el cómputo 
del estadístico del tamaño del efecto trata de acapar la atención sobre la cuestión de magnitud 
del efecto, tratando de eliminar la asociación tantas veces errónea entre estadísticamente 
significativo e importancia del efecto detectado. 
En segundo lugar, se observa que la mitad de los encuestados considera que la 
búsqueda de la significación estadística de los efectos (p<alfa) es el objetivo de los estudios, 
solamente un 14% considera que lo relevante es conocer la magnitud de dichos efectos y 
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aproximadamente el 23% destacan la búsqueda de la significación sustantiva. Este tipo de 
actuaciones impiden el desarrollo del denominado pensamiento meta-analítico y el 
pensamiento de estimación que favorecen la interpretación de la magnitud del efecto 
detectado en el propio estudio individual, contextualizándolo con el conjunto de efectos que 
se han estimado en un área concreta de investigación, favoreciendo con ello la acumulación 
de evidencia científica y de este modo incrementando la precisión de las estimaciones. Ya no 
se trata de buscar ‘algún’ efecto que sea estadísticamente diferente de cero (procedimiento 
tradicional de significación de la hipótesis nula) sino buscar un tamaño del efecto concreto 
que pueda tener relevancia sustancia, social o clínica dentro del área concreta de investigación 
en la que se encuadra el estudio.  Un resultado estadísticamente significativo solamente indica 
que es probable que haya alguna relación entre las variables. Es decir, el valor p de 
probabilidad del resultado estadístico señala la probabilidad de que ese resultado (o un 
resultado más extremo) pueda ocurrir si la hipótesis nula es cierta. Pero, no proporciona 
ningún tipo de información sobre la fuerza o magnitud de la relación (tamaño del efecto) y 
tampoco informa de si la relación detectada es útil o práctica (significación sustantiva social o 
clínica). Y, llegados a este punto conviene reflexionar de nuevo si la búsqueda de algún efecto 
satisface realmente las necesidades de la investigación científica. 
Conectados con el punto anterior, se observa que a pesar de las recomedaciones del 
Manual de la American Psychological Association, aproximadamente el 48% de los 
investigadores y profesores españoles siguen utilizando expresiones como p<0.05 y p>0.05. 
De este modo, se otorga validez e importancia al mágico valor de 0.05 olvidando que dado un 
tamaño del efecto concreto, obtener un valor de probabilidad de 0.49 o de 0.06 puede suponer 
incluir cuatro o cinco sujetos más en la investigación. El conocimiento de los valores 
concretos de probabilidad vinculados a un resultado estadístico es imprescindible para 
facilitar la lectura crítica de los hallazgos y potenciar la Práctica Basada en la Evidencia entre 
los profesionales y expertos de Psicología y Educación. 
Los resultados de nuestro estudio corroborán de nuevo el escaso impacto de la reforma 
estadística entre los investigadores y profesores universitarios españoles ya que casi el 40% 
de los encuestados no conoce ningún estadístico del tamaño del efecto. Por supuesto, 
partiendo de este dato resulta totalmente inviable pensar que los participantes conocen y 
actúan en sus estudios siguiendo las recomendaciones de la reforma estadística. Conviene 
anotar que dichas recomendaciones se encuentran en el Manual de la American Psychological 
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Association y, por lo tanto, son de obligado cumplimiento de los autores de los artículos. 
Entonces, ¿hasta qué punto las instrucciones a los autores de las normas editoriales de las 
revistas científicas españolas son tenidas en cuenta por los revisores o por los editores? Esta 
es una cuestión que ahora estamos analizando vaciando las publicaciones más relevantes de la 
Psicología y Educación. 
En definitiva, urge la educación estadística centrada en el desarrollo del pensamiento 
de estimación y el pensamiento meta-analítico, enfatizando el uso del tamaño del efecto, los 
intervalos de confianza y los trabajos de meta-análisis. Educación que se puede lograr con la 
docencia, la actualización de los programas estadísticos como SPSS, las políticas editoriales 
de las revistas y la propia conducta del investigador. Muy probablemente estos cambios 
permitirán el desarrollo de teorías más elaboradas, mejorando el progreso de la investigación 
científica. 
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