Emergence of non-equilibrium charge dynamics in a charge-cluster glass by Sato, T. et al.
ar
X
iv
:1
40
3.
33
92
v1
  [
co
nd
-m
at.
str
-el
]  
13
 M
ar 
20
14
Emergence of non-equilibrium charge dynamics in a charge-cluster glass
T. Sato,1 F. Kagawa,1,2, ∗ K. Kobayashi,3 K. Miyagawa,1 K. Kanoda,1 R. Kumai,3 Y. Murakami,3 and Y. Tokura1, 2
1Department of Applied Physics, University of Tokyo, Tokyo 113-8656, Japan
2RIKEN Center for Emergent Matter Science (CEMS), Wako 351-0198, Japan
3Condensed Matter Research Center (CMRC) and Photon Factory, Institute of Materials Structure Science,
High Energy Accelerator Research Organization (KEK), Tsukuba 305-0801, Japan
(Dated: September 10, 2018)
Non-equilibrium charge dynamics, such as cooling-rate-dependent charge vitrification and physical
aging, have been demonstrated for a charge-cluster glass in θ-(BEDT-TTF)2CsZn(SCN)4 using
electron transport measurements. The temperature evolution of the relaxation time obeys the
Arrhenius law, indicating that the glass-forming charge liquid can be classified as a “strong” liquid
in the scheme of canonical structural-glass formers. X-ray diffuse scattering further reveals that the
spatial growth of charge clusters in the charge liquid is frozen below the glass transition temperature,
indicating an intrinsic relationship between dynamics and structure in the charge-cluster glass.
Glassy states can be found in various many-body sys-
tems when long-range ordering (or “crystallization”) is
avoided, for example, by randomness, rapid cooling, or
competing interactions [1–4]. Prototypical examples in-
clude structural glasses formed by certain supercooled
liquids [1, 2, 5] and spin glasses in disordered mag-
nets [6–8]. However, quite recently, vitrification phe-
nomena have been demonstrated in an organic charge-
ordering system with a triangular lattice, θ-(BEDT-
TTF)2RbZn(SCN)4 (denoted by θ-RbZn) [Fig. 1(a)]
[9], although organic conductors are widely believed
to be clean [BEDT-TTF (abbreviated as ET) denotes
bis(ethylenedithio)tetrathiafulvalene]. When θ-RbZn is
rapidly cooled to avoid long-range charge ordering (LR-
CO) [Fig. 1(b)], frozen short-range charge ordering (SR-
CO) appears [9]. Clearly, this spatially inhomogeneous
state is neither a long-range ordering nor a “para” state,
and we have therefore termed this state a charge-cluster
glass to emphasize that the charge configuration is not
completely random but is comprised of spatially hetero-
geneous regions [9]. This is (most likely) a new class of
glass-forming systems and clearly distinct from a glassy
state in a structural degree of freedom; for example, in
κ-ET salts, a glass transition in the ethylene-group con-
formation occurs irrespective of electronic ground states
[10, 11].
One of the hallmarks of glassy states is that they fall
out of thermodynamic equilibrium of a liquid-like “para”
state. Thus, close to the glass transition temperature
Tg, intriguing non-equilibrium phenomena appear, such
as cooling-rate-dependent vitrification and physical ag-
ing [12–14]. However, the charge-cluster glass mate-
rial θ-RbZn exhibits a strong tendency towards a first-
order structural transition that simultaneously stabi-
lizes LR-CO (or “charge crystallization”) [Fig. 1(b)] [15].
This instability leads to difficulties in investigating non-
equilibrium phenomena in θ-RbZn while maintaining the
charge-cluster glass; even below Tg, a relaxation towards
long-range charge crystallization inevitably overwhelms
possible physical aging within the glass state. A clear
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FIG. 1: (Color online) (a) Molecular arrangement in the
ET conducting layer in θ-(ET)2X [X = RbZn(SCN)4 and
CsZn(SCN)4] at room temperature: the rectangle represents
the unit cell, and the two inequivalent inter-site Coulomb in-
teractions Vp and Vc are shown by arrows. (b) Resistivity
temperature profiles obtained upon cooling for slowly cooled
θ-CsZn and θ-RbZn and rapidly cooled θ-RbZn, shown using
a double logarithmic scale. In this scale, the cooling-rate de-
pendence of θ-CsZn is negligibly small in the range of 0.1-10
K/min.
demonstration of the thermodynamic non-equilibrium is
of importance not only to provide an unequivocal evi-
dence of the glassy state but also to explore the diversity
and universality in the glass physics.
In this Letter, we investigate a θ-RbZn analog, θ-
(ET)2CsZn(SCN)4 (denoted by θ-CsZn), which does not
exhibit LR-CO, at least at the laboratory time scale [16–
19]. Cooling-rate-dependent charge vitrification and non-
equilibrium aging behavior are successfully demonstrated
using electron transport measurements, which have not
been previously obtained for θ-RbZn. Diffuse X-ray scat-
tering measurements are further performed to investigate
the temperature evolution of the charge clusters, reveal-
ing that the glassy charge dynamics are closely related
to the spatial growth of the charge clusters.
The crystal structure of θ-(ET)2X consists of alternat-
ing layers of conducting ET molecules and insulating an-
ions [20]. The conduction band comprised of the highest
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FIG. 2: (Color online) (a) Temperature dependence of re-
sistivity at various temperature-sweeping rates. (b) Glass
transition temperature versus temperature-sweeping rate. (c)
Normalized resistivity profiles upon cooling at 0.1 K/min and
10 K/min.
occupied molecular orbital (HOMO) of the ET is hole-
1/4-filled; thus, the charge liquid (i.e., the “para” state
where the charges are delocalized) is subject to a charge-
ordering instability due to inter-site Coulombic repulsion
V [21]. However, the frustration of V associated with the
triangular lattice [Fig. 1(a)] can potentially undermine
the tendency towards LR-CO [22]. In fact, charge order-
ing is avoided in θ-RbZn by rapid cooling (> 5 K/min)
[Fig. 1(b)] [9, 23]. In contrast, θ-CsZn does not exhibit
LR-CO even upon slow cooling [16–19]. For instance,
there is no signature of first-order charge ordering in the
resistivity-temperature (ρ-T ) profile [Fig. 1(b)]. More-
over, the existence of slow charge dynamics (∼kHz) [19]
and SR-CO [16] has been confirmed at high tempera-
tures. These experimental observations are reminiscent
of the charge liquid state in θ-RbZn [24, 25], suggesting
that θ-CsZn is a promising charge-cluster glass former.
However, the evolution of charge vitrification has not yet
been systematically studied for θ-CsZn: the existence of
Tg itself remains unclear and must first be resolved.
In general, the glass transition is of kinetic origin and
occurs when the time scale of the fluctuations exceeds
the time available for molecular relaxation allowed by the
cooling rate; hence, faster cooling leads to a higher exper-
imental T ∗g [26]. To uncover this signature, we revisited
the ρ-T profile of θ-CsZn. We note that appreciable hys-
teresis is present at approximately 90-100 K [Fig. 2(a)],
which is consistent with a previous report [18]. It has
been argued in the literature that this hysteresis is a
signature of an inhomogeneously broadened first-order
phase transition accompanied by a new charge configu-
ration. In contrast, here we consider this hysteresis to
Temperature (K)
(a)
(b)
165 K
150 K
140 K
135 K
120 140 160 180
(c) (d)
S
R
/R
  
(+]
)
2
-1
Frequency (Hz)
10
-11
160 K
f
S
R
/R
  2
˞
Frequency (Hz)
R
e
la
x
a
ti
o
n
 f
re
q
u
e
n
c
y
 (
+]
)
10
1
10
2
10
3
10
4
sample 1
sample 2
10
1
10
2
10
3
10
4
10
1
10
2
10
3
10
4
VsourceRload
sample
+ -
FFT
analyzer
(a
rb
. 
u
n
it
s
)
10
-10
10
-9
10
-8
10
-7
10
-6
FIG. 3: (Color online) (a) Circuit for four-probe resistance
fluctuation spectroscopy. (b) Typical power spectrum density
of resistance fluctuations, SR/R
2: the straight line is a fit to
1/fα. (c) Power spectrum density multiplied by frequency at
various temperatures: broken curves are fits to continuously
distributed Lorentzians plus 1/fα [9]. (d) Temperature de-
pendence of the characteristic frequency extracted from the
fits in (c).
be a manifestation of the formation of a charge-cluster
glass.
To confirm our hypothesis, the thermal hysteresis was
investigated under temperature-sweeping rates Q of 0.1,
1, 5, and 10 K/min. The results are summarized in
Fig. 2(a) and exhibit two noteworthy features. First,
the hysteresis region depends on Q. For clarity, we (ten-
tatively) define T ∗g , which is determined from the ρ-T
profile, as the temperature at which the difference in the
resistivity between the heating and cooling processes ex-
hibits a maximum. Figure 2(b) clearly shows a system-
atic shift in T ∗g and a positive correlation between T
∗
g and
Q; therefore, the temperature hysteresis that accompa-
nies T ∗g must be kinetic rather than thermodynamic in
origin. Moreover, these experimental observations are in
good agreement with general glass behavior [26]. Sec-
ond, the resistivity below T ∗g is appreciably dependent
on Q. Figure 2(c) shows that the data obtained at the
10-K/min cooling rate branch off from the data obtained
at 0.1 K/min below ∼105 K. This deviation provides fur-
ther evidence of the glass transition upon cooling at 10
K/min, and this temperature is reasonably close to T ∗g
in Fig. 2(b) (≈101 K for 10 K/min).
The existence of the charge-glass transition is fur-
ther corroborated by observations of its precursor, i.e.,
3slow charge dynamics, for thermodynamic equilibrium
states above T ∗g . Resistance fluctuation spectroscopy
(i.e., noise measurements) is a powerful tool for measur-
ing slow charge dynamics [9, 27]. This method was ap-
plied to θ-CsZn in this study. During the measurements,
a steady current was applied along the c-axis such that
the linear response was satisfied, and the voltage between
the voltage-probing electrodes was fed into a FFT (Fast
Fourier Transform) analyzer (Agilent 35670A) [Fig. 3(a)].
The typical noise power spectral density (PSD) of the
resistance fluctuations [27], SR/R
2, is shown in Fig. 3(b).
The global PSD is well-fitted by the so-called 1/f noise
(the straight line), i.e., 1/fα with α ∼0.9-1.1 (corre-
sponding to a weak temperature dependence) and f de-
notes the frequency. The resistance fluctuations with a
characteristic relaxation frequency, f0, can be observed
as a marginal deviation from the 1/fα fit [Fig. 3(b)].
For clarity, fα × SR/R
2 versus f is plotted in Fig. 3(c);
within this representation, resistance fluctuations with a
frequency of f0 appear as a broad peak rising out of a
constant background. To extract f0, we used a hypothet-
ical superposition of continuously distributed Lorentzians
with high-frequency fc1 and low-frequency fc2 cutoffs
plus 1/fα [9]. We found that the fitting curves (the
broken curves) reproduced the spectra well [Fig. 3(c)],
which enabled us to extract the temperature dependence
of f0 [≡ (fc1fc2)
1/2], as shown in Fig. 3(d). Here, a
dramatic decrease in f0 of several orders of magnitude
was observed upon cooling for two different specimens
[Fig. 3(d)], showing that the charge dynamics at equi-
librium slow down as the glass transition is approached
(≈100 K). Moreover, as shown below, we confirmed that
the relaxation time reaches 100-1000 s at ≈100 K, which
is consistent with the conventional definition of T ∗g [see
Fig. 4(b)].
Having established the existence of T ∗g , it is reasonable
to expect a non-equilibrium electronic state below T ∗g .
In fact, this signature is already apparent in Fig. 2(c):
the low-temperature resistivity (< T ∗g≈100 K) is obvi-
ously Q-dependent. Even more compelling evidence of
non-equilibrium electronic states can be obtained by ob-
serving physical aging. For this purpose, the sample was
first cooled down (∼5 K/min) from high temperatures to
a target temperature, and then, the time evolution of the
resistance was recorded while the temperature was held
fixed. Figure 4(a) shows the time (t) evolution of the
resistivity at various temperatures. As expected, aging
behavior clearly occurs for the resistivity below T ∗g , in-
dicating that the charge configurations are falling out of
thermodynamic equilibrium with a very long relaxation
time (e.g., up to several hours at 87.5 K).
The aging behavior can be further analyzed by using
the well-known Kohlrausch-Williams-Watts (KWW) law,
which is widely used to describe relaxation processes in
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FIG. 4: (Color online) (a) Aging behavior of resistance as a
function of time at various temperatures. The broken curves
are fits to the phenomenological relaxation behavior, Eq. (1).
(b) Temperature dependence of the relaxation time, τaging,
derived from the fits in (a) (closed symbols). The results
shown in Fig. 2(d) are also replotted in units of seconds (open
symbols). The broken line is a fit to the Arrhenius behavior, ∝
exp(−∆/kBT ) with ∆/kB ≈ 2600 K. The dotted lines bound
the temperature region where the relaxation time becomes
100-1000 s, which is a widely used definition of T ∗g .
supercooled liquids [28, 29]:
ρ(t) = ρ0 + (ρ∞ − ρ0)[1− exp{−(t/τaging)
β}], (1)
where ρ0 and ρ∞ denote the initial and final resistivity
values during the aging process, respectively, and τaging
and β denote the relaxation time and the stretching pa-
rameter, respectively. Figure 4(b) displays the tempera-
ture dependence of τaging in the Arrhenius representation
together with the relaxation times, τnoise (≡ 1/f0), that
were extracted using resistance fluctuation spectroscopy
above T ∗g [Fig. 3(d)]. Remarkably, the temperature pro-
files of τaging and τnoise appear to obey the same equa-
tion, τ ∝ exp(−∆/kBT ) with ∆/kB ≈ 2600 K, suggest-
ing common charge dynamics for the equilibrium states
above T ∗g and the non-equilibrium states below T
∗
g [14].
It is plausible to assume that the relevant charge dy-
namics consist of a rearrangement of the charge config-
urations, which may be accompanied by a distortion of
the local lattice/molecules. Above T ∗g , thermodynamic
equilibrium is established instantaneously because τ is
short, and consequently, the charge fluctuations are cen-
tered around the equilibrium states. In contrast, below
T ∗g , laboratory timescales (or greater) are required to
4reach thermodynamic equilibrium, and therefore, the re-
laxation process from an initial to a (quasi-)equilibrium
final state is observed immediately after the temperature
is changed: this process is precisely equivalent to aging.
The observed Arrhenius behavior has implications for
the nature of the slow charge dynamics. Generally, the
temperature dependence of the relaxation time in var-
ious glass systems can be of either an Arrhenius or
Vogel-Fulcher-Tammann (VFT) type [1]; for instance,
“strong” liquids, such as SiO2, exhibit Arrhenius behav-
ior, whereas “fragile” liquids, such as o-terphenyl, follow
the VFT equation, ∝ exp{A/(T − T0)}, where A and
T0 are temperature-independent constants. Such super-
Arrhenius behavior is often interpreted as the conse-
quence of an increasing number of dynamically correlated
molecules [30]. Within this scheme, the glass-forming
charge liquid in θ-CsZn can obviously be classified as a
strong liquid. The general implications of Arrhenius be-
havior are that the glassy dynamics are dominated by an
elementary process rather than a cooperative process: for
instance, local breaking and reforming of Si-O bonds are
considered to play a major role in the glassy dynamics of
SiO2. The strong-liquid nature of θ-CsZn thus suggests
that the rearrangement of charge configurations occurs
locally. This implication appears to be compatible with
the strong geometrical frustration in θ-CsZn [31] because
this frustration is expected to produce locally different
configurations of similar energies, resulting in less coop-
erative dynamics.
Finally, to obtain insights into how the development
of slow dynamics correlates with the pre-existing SR-CO
(or charge cluster), we conducted X-ray diffuse scatter-
ing measurements at a synchrotron facility [32]. As pre-
viously reported [16, 33], both “3×3”-period and “1×2”-
period charge clusters were observed that could be char-
acterized by the wave vectors q1 ∼(2/3, k, 1/3) and q2
∼(0, k, 1/2), respectively [Fig. 5(a)] (k denotes negligi-
ble coherence between the ET layers).
In this study, it was found that the linewidth of the
q1 and q2 charge clusters narrows (and hence the clus-
ter size increases) at low temperatures [Fig. 5(b)]. To
quantify this effect, the size of the charge clusters, ξ,
was estimated as the inverse of the full-width at half-
maximum of the line profiles. The ξ-T profile for each of
the clusters is shown in Fig. 5(c), where the size of the
“3×3”-period charge clusters (q1) grows as the temper-
ature decreases but levels off below ∼100 K; that is, the
“3×3”-period charge clusters appear to be frozen. Re-
markably, this temperature roughly coincides with the T ∗g
value that was determined from charge dynamics consid-
erations [Figs. 2(b) and 4(b)], indicating that the spatial
growth of the “3×3”-period charge clusters is strongly
coupled with the underlying, glassy charge dynamics.
This result is also consistent with the charge vitrification
reported in θ-RbZn, in which only “3×4”-period charge
clusters are observed that then freeze upon rapid cooling
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FIG. 5: (Color online) (a) Oscillation photograph of the a∗-c∗
plane at 33 K. Diffuse scattering patterns characterized by q1
∼(2/3, k, 1/3) and q2 ∼(0, k, 1/2) can be observed and are in-
dicated by an ellipsoid and a circle in the image, respectively.
(b) Line profile of the q1 diffuse scattering patterns along the
a∗ axis at various temperatures. (c) Temperature dependence
of the sizes of q1 (circles) and q2 (squares) charge clusters.
[9].
Interestingly, the “1×2”-period charge clusters (q2)
continue to grow with decreasing temperatures even be-
low T ∗g (≈100 K), suggesting that the charge dynam-
ics associated with the “1×2”-period charge clusters are
still active. Conversely, there appears to be “free space”
for the “1×2”-period charge clusters to grow. Based on
these observations, we conjecture that at approximately
T ∗g , sparsely frozen, “3×3”-period charge clusters exist
in the sea of the “para” state, thereby allowing subse-
quent growth of another type of charge clusters at lower
temperatures.
In conclusion, we have demonstrated the emergence of
non-equilibrium charge dynamics from a charge-cluster
glass in θ-CsZn by observing cooling-rate-dependent
charge vitrification and physical aging of the resistance.
The temperature dependence of the relaxation time fol-
lows the Arrhenius law, suggesting that the glassy charge
dynamics are caused by the local rearrangement of charge
configurations. Moreover, X-ray diffuse scattering mea-
surements revealed that the spatial growth of the “3×3”-
period charge clusters is closely related to the glassy
charge dynamics. All of these experimental observations
show that the strongly correlated electron systems in the
θ-(ET)2X family are unequivocally charge-glass formers.
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