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Nature shows us many organised structures that form through interactions be-
tween their components with little external guidance. These self-assembling sys-
tems range from simple crystals to considerably more complex biological structures
and organisms. Inspired by these systems, the development of programmable self-
assembling systems could lead to mass-manufacturing processes that produce in-
dividually unique items. Current artificial self-assembling systems involve small
numbers of centimetre-scale components, and have not resulted in structures any-
where near the complexity seen in natural systems. This thesis argues that to
advance artificial self-assembling systems towards this complexity, the statistics of
the interactions within self-assembling systems need to be empirically examined
and understood. However, the pursuit of this involves the resolution of a variety
of technical challenges. These are approached in this work through the develop-
ment of a self-assembly toolkit that allows the collection of these statistics from
a physical system with larger numbers of components than in previous works.
A novel capacitive communication interface is developed for the components of
this toolkit, which allows messaging between neighbouring components that are
constrained to the surface of a plane. As self-assembling components reduce in
size towards the microscale, the penalty for incorrect activation of a component’s
binding mechanism is likely to increase. With this in mind, this capacitive commu-
nication interface is optimised to provide spatial alignment sensing, with the aim
of allowing informed binding mechanism activation. The toolkit developed in this
work uses components that are constrained to two degrees of freedom of motion.
In pursuit of the development of programmable self-assembling components for 3D
structures, a new design of alignment sensor for use in 3D is created. Simulation of
this sensor, which is developed using an evolutionary algorithm, indicates that it
is suited for detecting the alignment of components with three degrees of freedom.
Approaches using computer vision are developed for the spatial tracking of the
components of the toolkit, allowing the collection of empirical data regarding the
interaction of components. The technical advances described within this work will
allow the progression of data-driven self-assembly process design.Contents
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Introduction
Any customer can have a car
painted any colour that he wants
so long as it is black.
Henry Ford - 1909
The early years of the industrial revolution, which began at least two centuries
ago, saw the development of fabric weaving machines that could weave faster and
more repeatably than anything that had come before. It was around this time
that manufacturing processes began to increasingly involve machines. This change
drastically affected many industries, allowing identical items to be repeatedly and
consistently manufactured. A significant portion of items manufactured today
are identical to thousands, perhaps hundreds-of-thousands, of others. There are
many benefits offered by this world of machine-fabricated things, however the
repetitiveness of the items within it leads one to seek methods of obtaining the
uniqueness that manufactured items once possessed.
As is the case in many other engineering problems, nature has a wildly different,
and more advanced approach to manufacture. Salt crystals and snowflakes form
through processes that build them up piece-by-piece in significantly parallel and
decentralised manners. String-like protein molecules fold into complex shapes, and
can subsequently fulfil complex functional roles within living systems. Many of
these folded proteins then go on to act as the building-blocks for higher levels of
assembly.
Living systems present even more advanced forms of assembly. Plants, animals
and bacteria are numerous in quantity, and yet every one possesses its own unique
12 Chapter 1 Introduction
characteristics. These organisms contain something resembling a program describ-
ing how to construct them. Changing just a few bits of an organism’s internally
encoded genetic information allows its integrated machinery to manufacture some-
thing completely new and unique. This is a stunningly different investment of
effort to that required to persuade today’s existing manufacturing lines to output
a different product. Setting up a mass-manufacturing line is a costly business, and
the resulting line will usually only be able to create one type or design of item.
This is a significant contrast to the considerably adaptable manufacturing systems
that we observe in living systems.
Most of these natural processes are “bottom-up” processes; component parts are
pieced together to create the whole. Crystal growth, for example, is a bottom-up
process. Molecules attach to a crystal, causing it to grow, and build it up from
an initially invisible dot into an object of significant size. Furthermore, most of
these natural processes occur without any external guidance. There is no person,
nor any other external entity assembling the parts together. The operation of
the assembly process is intrinsic to its components. These bottom-up processes
with no external direction are generally referred to as self-assembling systems.
Self-assembling structures achieve their form through interactions between their
component parts without direction or guidance from external systems. We will
return to the definition of self-assembly shortly.
Modern mass-manufacturing techniques are generally “top-down”, and begin with
blocks of bulk material that are subsequently whittled down to a desired shape and
size. The complexities of the natural self-assembled structures that we observe in-
dicate that using self-assembly processes in manufacture could be extremely fruit-
ful. Furthermore, the more programmable forms of assembly that we see in nature
point towards the possibility of a radically different kind of mass-manufacture to
that which we see today. Could a mass-manufacturing line be set-up to employ
programmable self-assembling components and perform the “mass-manufacture”
of individually unique items? If so, the bland lack of variety found in today’s
mass-manufactured items may be a thing of the past.
Such a desirable manufacturing process could proceed as illustrated in figure 1.1.
A number of components would be manufactured using conventional mass-man-
ufacturing approaches. These components would then be programmed and sub-
sequently thrown into a container. This container would then be suitably shaken
so that the components randomly interact within it. The components would se-
lectively bind to the other components they interact with, before the containerChapter 1 Introduction 3
Figure 1.1: The three main stages of a manufacturing process employing
self-assembly. Programmed components are placed in a container (left), and
then mixed (centre). During this mixing process, the components bind together
into the form they were programmed to take (right).
was opened to reveal the components bound together in the arrangement that was
determined by their programming. Without adjusting any of the mechanics of the
manufacturing equipment, a second batch of components – physically identical to
the first batch, yet programmed differently – could then be loaded into this con-
tainer. After the same shaking procedure had taken place, the lid of the container
would be opened – this time to reveal that a completely different structure had
been assembled.
The potential generativity of such an engineered programmable manufacturing
system makes fully comprehending the variety of items that could be constructed
with it almost impossible. One just has to observe the wide range of items that are
being created by communities of people today using plastic-extruding 3D printers
to see how such generativity leads to seemingly unbounded results. If the com-
ponents of self-assembling manufacturing systems could be significantly reduced
from the macroscopic scales of the systems found in laboratories today, then their
expressiveness could rival that of a wide range of existing manufacturing tech-
nologies. For example, one can imagine a process for self-assembling individually
unique wrist-watches that are perceived as being identical in quality to hand-made
ones. However, as will be seen shortly, there are a plethora of technical hurdles that
will need to be overcome before such manufacturing processes can be achieved.
Before examining those hurdles, let us first turn to the definition of self-assembly.
The term “self-assembly” has been used by a significant number of authors through-
out a wide variety of literature. It is used in chemistry journals to refer to processes
involving the assembly of molecules into larger structures. It is used in robotics
journals to describe the behaviour of robot swarms. It is frequently used with-
out definition, and in other places it is used with a more constrained meaning4 Chapter 1 Introduction
that would exclude meanings used elsewhere. A variety of definitions have been
attempted, and several of these are summarised by Pelesko (2007, pp. 4-5) who
merges a number of them to form the following definition:
Self-assembly refers to the spontaneous formation of organised struc-
tures through a stochastic process that involves pre-existing compo-
nents, is reversible, and can be controlled by proper design of the com-
ponents, the environment, and the driving force.
However, there are aspects of this definition that do not fit particularly well with a
number of the systems reviewed in chapter 2. The first of these is the requirement
for a reversible process. The term “reversible” in Pelesko’s definition appears to
originate from the definition of self-assembly given by Whitesides and Grzybowski
(2002). Whitesides and Grzybowski do not present a definition of reversibility, but
remark that irreversible bonding in self-assembling structures leads to glass-like
structures rather than crystals or “regular structures”.
Before addressing whether reversibility is a requirement for self-assembly, it is
first necessary to understand what it is. Here, it is taken to refer to the ability
for a bond between two components to be undone once it has been established.
Since many self-assembling processes involve the random agitation of components
by their environment, in a manner akin to the heat-bath, it seems likely that
components will be delivered kinetic energies with an energy distribution similar to
the Maxwell-Boltzmann distribution. This distribution is non-zero for all energies,
and so it is technically possible for a particle to have enough energy to reverse
any bond. However, the probability of a component receiving a given energy
drops exponentially as that energy increases. As with all engineered systems, it
is not practically useful to consider situations that are below a certain probability
threshold. Therefore, it is only useful to consider bonds reversible if it is likely
they will be reversed within the time scales of the process in question.
There are assembly processes where it is clear that reversibility is a requirement.
Winfree’s simulations of the assembly of DNA tiles (discussed in section 2.5), de-
scribe a system in which the probability of bond reversal can be controlled by
adjusting the energies present in the system (Winfree 1998). In this system and
others similar to it – those involving the growth of crystalline lattices formed
by molecules, nanoparticles, floating polydimethylsiloxane (PDMS) tiles, etc. –
reversibility is essential, as the probability of erroneous bindings forming is signif-
icant. However, a process in which the probability of erroneous binding is below aChapter 1 Introduction 5
useful threshold does not require reversibility. It does not seem that reversibility
should be required by the systems that we are interested in pursuing.
The arrangement of the components of any structure can be described by a string
of bits, and so all self-assembling structures encode some information. It seems
that this information may be contributed by three sources:
Components The components may contribute information to a structure. For
example, the sequence of amino acids within a protein encode information
about its post-folding conformation. The pattern of exposed sticky-ends at
the edges of DNA tile boundaries contribute information about how tiles will
be arranged in the final structure. (More information on these systems can
be found in sections 2.2 and 2.3.)
Environment The environment in which components are placed affects their
final arrangement. As snowflakes fall and grow, their structure is in part
determined by the atmospheric conditions they experience throughout their
journey (Libbrecht 2001). Both the environment (the atmosphere) and the
components (the water molecules) contribute information to the form of the
final structure (the snowflake).
Templates Some objects, when present during an assembly process, can have
significant effects on the resulting structure yet do not end up as part of
the final assembly. These templates may perform some kind of physical
alignment of components, and are almost tool-like from the perspective of the
components. Catalysts are examples of templates – speeding up a reaction
that would otherwise not progress. Chaperone molecules that assist proteins
in folding are another example. The division between what is considered as
the environment, and what is considered as a template is somewhat fuzzy.
Where exactly this boundary sits depends on the perspective of the observer.
It is also possible that templates form during the assembly process – with
both templates and the target structure self-assembling from the same stock.
Neither the environment nor any templates involved in an assembly process are
part of the final structure, and so it is reasonably clear that these are not part
of the ‘self’ in ‘self-assembly’. When a structure is assembled by a process in
which templates and the environment strongly influence its form by contributing
significant information to it, the resulting structure would not be regarded as self-
assembled. Information contribution is a three-axis space. It seems somewhat6 Chapter 1 Introduction
Environment
Templates Components
Figure 1.2: The position of self-assembly within the information contribution
space. There are three sources that can contribute information to a structure:
the environment, templates, and components. The region within the space with
these contributions as axes is shown above. Structures that reside in the the
shaded region are self-assembling.
nonsensical to occupy the extremes of this space, but it is useful as a qualitative
method of evaluating an assembly process. Figure 1.2 shows a conceptual diagram
of the three axes of this space.
Pelesko’s definition of self-assembly does not completely fit with the types of sys-
tem that we aim to engineer. It seems likely that one day systems will be engi-
neered that fit all aspects of Pelesko’s definition, yet feature irreversible bindings.
Is there a better way of defining self-assembly that does not exclude relevant sys-
tems? It seems that the common property amongst the systems of interest here is
that the components themselves contribute the most information to the structures
that are formed. Therefore, it would be more appropriate to define self-assembly
in terms of information contribution as follows:
The arrangement and binding of pre-existing physical components into
a structure, where the majority of information describing the form of
the structure is contributed by the components.
The information contributed by the environment and templates is a somewhat
qualitative measure. As shown in figure 1.2, the boundary between self-assembling
systems and others is a somewhat fuzzy boundary. However, it is clear that some
systems exist well within the boundaries encompassed by the above definition of
self-assembly, and that there are others that do not.
Now that we have a definition of self-assembly, we will look into how these systems
operate and the challenges presented in engineering them. From this point onwards
in this introduction, a focus is made on engineered (artificial), stochastically mixed
components for a programmable self-assembly process.
In general, the hardware of programmable self-assembling components consists of
four significant parts: a set of binding mechanisms, a communications system,Chapter 1 Introduction 7
Figure 1.3: A binding may need to be rejected even if the individual com-
ponents themselves are suitably aligned. In the case shown on the left, the
two assemblies are in unacceptable orientations for the target structure. In the
right-hand case, the two assemblies are in the correct orientation and so the
target structure is correctly formed.
some information processing system, and a source of energy. A binding mecha-
nism is the apparatus employed by a component to physically attach to another
component. A variety of approaches can be used in this mechanism, and a review
of these can be found in section 2.4.
When presented with a binding opportunity, a component needs to determine
whether it should be accepted or rejected. As illustrated in figure 1.3, communi-
cating components may already both be bound to larger structures, and so the
components will need to exchange information regarding their current situations.
The communications system enables this information exchange. The processing
unit of the component ties information together from the communications system,
and perhaps other sensors, and is able to instruct the binding mechanism to engage
or disengage.
A component’s energy source fuels the operation of the rest of its systems. If the
programmable logic is electronic, it must be delivered electrical power. Therefore
each component will either need a local battery, or power will need to be delivered
from some external source.
Many researchers have investigated the possibilities of building objects using en-
gineered artificial self-assembling processes, and a variety of experimental systems
have been constructed that successfully form structures. However, the complexity
and scale of these simple structures remain far from comparable to the intricate and
vast self-assembled forms found in nature. So far, the largest number of randomly
mixed, programmable components successfully bound into a planar structure is 26
(Griffith 2004). This assembly, pictured in figure 1.4(a), was a regular lattice of
components. The next-largest structure achieved consists of 6 components (Bishop
et al. 2005), and is shown in figure 1.4(b). These numbers are many orders of mag-8 Chapter 1 Introduction
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Figure 1.4: Photographs of the largest structures self-assembled using exter-
nally propelled, randomly-interacting components. The top two images show
the components in more detail, whilst the lower images show the largest as-
semblies that they achieved. Griffith’s system, pictured in column (a), achieved
a lattice of 26 components. Bishop and co-worker’s system, in column (b),
achieved a hexagon of 6 components. Images from Griffith (2004) and Bishop
et al. (2005) respectively.
nitude smaller than those observable in nature. The engineering of programmable
self-assembling systems is evidently in its infancy.
The algorithms used within the processing unit of a component play the vital role
of deciding when the binding mechanism should be activated or deactivated. Many
self-assembling systems have been constructed that accept every possible binding
that is encountered, leading to the formation of somewhat random structures.
Borrowing labelling schemes from Wang tiles (Wang 1963), in which only binding
sites with the same “label” will be accepted, a target structure may be designed.
However, without proper sequencing of the assembly process, these label-based
assembly processes have problems with errors and low yield. Researchers have
developed a few techniques for the sequencing of assembly processes, and these
are reviewed in section 2.6. In brief, these approaches involve the introduction of
state to components, which is adjusted as the assembly process progresses. By
changing the labels associated with binding sites in response to changes in state,
erroneous assembly can be avoided.
For small systems, it is feasible to hand-code the state-transition rules for the
state-machines that these components contain. One way of encoding these rulesChapter 1 Introduction 9
using graph grammars is described in Klavins (2004). For larger assemblies with
little symmetry or periodicity (which have yet to arrive), the number of rules
will be too great to be hand-coded. Compilers, or synthesis tools, will be needed
to automatically translate a structural design into a set of rules for components.
There has been some work in this direction already, as Klavins and co-workers have
devised a scheme for the automatic synthesis of graph grammar rulesets given a
target structure (Klavins et al. 2006).
Today’s components are generally of the order of centimetres in size. There are
also many challenges in the hardware space that need to be faced before microscale
components can be realised. Whilst there are few technical barriers presented by
the reduction in size of the electronic processing elements of self-assembling com-
ponents, there are significant issues with scaling the other aspects of the hardware
down. Binding mechanism designs used at macroscales will not easily scale down,
as the relative strengths of physical forces with respect to component weight vary
significantly with scale. For example, a magnetic binding mechanism may work
well at the macroscale, but its performance will be poor at the microscale. Fur-
thermore, batteries do not scale down well either, as their capacity is proportional
to their volume. So, at microscales, it is likely that current battery technology will
be unable to provide enough energy, and it is likely that schemes for the transfer
of power between components will be required.
A binding mechanism that is always “sticky” is not greatly useful for creating
intricate structures. Therefore binding mechanisms may require activation by the
component’s logic. This logic will therefore need to have some sensory input indi-
cating when it is a good time to activate a binding. Since a binding may only be
able to withstand a few activations, be irreversible, or require significant energy to
activate, components may need accurate alignment sensors alongside every binding
mechanism. As reviewed in section 2.7, most of today’s self-assembling compo-
nents use successful communication with another component as an indication of
correct alignment. These systems are rarely optimised for alignment detection.
At the microscale, component energy budgets will be small, and bindings may be
irreversible. Therefore, alignment sensing approaches need to be developed that
are suitable for use at the microscale.
Today’s self-assembling systems involve few components, and the larger of those
systems have already encountered a need for well-designed assembly sequencing
rules. Basic synthesis tools exist, and these focus on avoiding the burying of
errors into structures. It seems very likely that there are additional aspects of10 Chapter 1 Introduction
Figure 1.5: An example of an assembly trap. The tube structure has formed
before the shaded component bound on its inside. The shaded component now
has to traverse a long tube before it will reach its destination. Since the whole
mix is being randomly agitated, this random walk may take some time. The
assembly process may have been faster if tube assembly was prohibited until
the shaded component was bound.
assembly that these tools will need to accommodate. If not designed well, an
assembly sequence may lead to situations that take a long time for the system
to escape from. For example, if a long tube with only one open end is formed
before a component has bound inside the closed end, then it may take a long time
for that component to reach its destination. Figure 1.5 illustrates this scenario.
Furthermore, certain sub-assemblies within the mix could tangle with other sub-
assemblies, again taking a long time to untangle. These traps may be avoidable
through careful design of the assembly sequence – for example, by not constructing
the long tube until the inner component is bound, or avoiding having large numbers
of tangling components in the mix at once. However, we are somewhat in the dark
about these phenomena at the moment. It seems likely that they exist, and a
glance at theories regarding how naturally occurring proteins fold is sufficient to
see that these systems have evolved to avoid these traps. It is clear that data
needs to be collected about how components in artificial systems interact. The
analysis of this data will open the doors to an understanding of self-assembling
system dynamics, and allow the design of sequences that avoid traps. This in turn
will allow synthesis algorithms to design for larger systems.
This work aims to develop methods and tools for the collection and analysis of
statistics of self-assembling systems with large numbers of components. In order to
achieve this goal, it must also be practical to construct self-assembling components
in suitable numbers. Those components must also occupy a practical amount of
space, and so a second objective of this work is the miniaturisation of components.
In the pursuit of these goals, this work describes the development of the “Quilt”
self-assembly toolkit in chapter 3. This toolkit allows the practical collection andChapter 1 Introduction 11
exploration of the interactions between large numbers of components within a real
physical environment. The toolkit consists of two main parts: Quilt “tiles”, which
act as the components of a self-assembling system, and a “mixer”, which provides
the environment within which the Quilt tiles are mixed. The Quilt tiles, which
measure approximately 20  40  11:6 mm, feature a novel capacitive communi-
cation system (explored in chapter 4) for passing messages between neighbouring
tiles. The design of this communication system is optimised for use as an alignment
sensor, as described in chapter 5. The design of this combined communication and
alignment system is suitable for application in smaller scales.
The Quilt tiles are designed to assemble into 2D structures, and are constrained
to 2D motion within the mixer. Systems that assemble in 3D are desirable, and
in the second half of chapter 5 the design of this alignment system is extended
into three dimensions. This results in a new approach to 3D alignment detection
requiring minimal hardware. In order to collect large datasets regarding the in-
teraction between the Quilt tiles, the mixer within which the tiles are mixed is
automated, and computer vision algorithms are developed for tracking the posi-
tion of individual components. Chapter 6 describes this work, along with some
analysis of the resulting data from this system. Interestingly, some unexpected
asymmetries in the interactions between the tiles are observed – which is precisely
the type of data that will be invaluable to future synthesis tools.
In conclusion (chapter 7), this work advances the tools and approaches for under-
standing the statistics of the dynamics of self-assembling systems. Furthermore,
the alignment detectors developed for use in 2D and 3D provide new approaches
to self-assembling component design that are suited for scaling towards the mi-
croscale. Withstanding thousands of rotations within the mixer, the Quilt tiles
proved to be robust enough for the extraction of significant numbers of interac-
tions suitable for statistical analysis. With the techniques developed in this thesis,
data-driven self-assembly process design may now progress.
1.1 Contributions
This work makes the following original contributions:
 The design of a novel toolkit for the automated collection of information
regarding the stochastic interactions of two-dimensional self-assembling sys-
tems.12 Chapter 1 Introduction
 A capacitive sensor for detecting the alignment of adjacent, coplanar bind-
ing sites. This sensor can be fabricated using standard PCB manufacture
processes. Furthermore, the sensor employs coupling from board-edge to
board-edge, rather than the board-face to board-face coupling found in tra-
ditional capacitive sensors.
 A new class of capacitive alignment sensor for use in three-dimensional self-
assembling systems, and a process for their design using an evolutionary
algorithm.Chapter 2
Background Information
Self-assembling processes are widespread throughout nature, occurring at a variety
of scales and in a wide range of environments. These processes have undoubtedly
served as inspiration for the plethora of artificial self-assembling systems that
have been constructed by researchers and engineers. This chapter provides a
review of a variety of self-assembling systems, categorising them as either naturally
occurring or man-made. As illustrated in figure 2.1, there are a wide variety
of scales of assemblies produced through self-assembly processes; however, this
journey through existing self-assembling systems will be generally arranged by the
scale of the interacting components. This property more directly influences the
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Figure 2.1: Comparison of approximate size ranges of self-assemblies. Each
line illustrates how one class of systems is related to another on this non-linear,
but monotonic size scale.
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2.1 High-Level Properties of Self-Assembling Sys-
tems
Before venturing into a review of the variety of existing self-assembling systems,
it will be useful to first explore some of the high-level properties of self-assembling
systems. Although there are many different self-assembling systems, there is com-
monality between them. The following section provides a classification of the
properties of self-assembling systems.
2.1.1 Binding Mechanism
The binding mechanism is an essential part of a self-assembling component. The
capabilities of the binding mechanism affect the structural arrangements that can
form, as well as the performance of the assembly process. A variety of physical
methods can be used in these mechanisms, and these are reviewed in section 2.4.
Reversibility, discussed in the previous section, is an attribute that combines the
performance of not only the binding mechanism, but the energies experienced by
the components within the assembly environment. It is useful to have terminology
to describe the probability of reversibility. A weak bond is one that has a high
probability of being reversed within the environment it is exposed to, whereas a
strong bond is one that has a low probability of such an occurrence. Furthermore,
some binding mechanisms may allow internal state changes within the component
to release a bound component.
Reversibility addresses the probability of the reversal of a bond. The probability
of the formation of a bond is similarly dependent on the environment. Some
components feature self-alignment mechanisms, which enhance the probability of
bond formation by pushing or pulling the two components into alignment.
2.1.2 Mobility
Components need to reach their correct location within a structure as it develops.
The nature of the way that this happens varies between systems, and can be
categorised into three groups:Chapter 2 Background Information 15
 Directed self-propulsion: Components can move themselves around, and
control their own direction of travel. For example, the motorised wheeled-
base of the swarm-bots (Mondada et al. 2004) allows them to drive along a
surface in a controlled direction.
 Stochastic self-propulsion: Components control whether they are moving
or not, but their direction of travel is random.
 Stochastic external propulsion: Components have no control of their
position, and physical interaction between components occurs at random
intervals. At the macromolecular scales, this random motion comes from
interactions with the sea of surrounding particles. At macroscopic scales,
this may come from a rotating container. Self-assembling systems can be
dependent on some property of the agitation changing over time – for exam-
ple, the lattices of DNA tiles discussed earlier require the temperature to be
gradually reduced throughout the assembly process.
2.1.3 State
Components may have an internal state that affects the behaviour of the compo-
nent. This state may affect which other components the component will bind to,
and it could affect which of the binding sites of component’s binding sites will ac-
cept bindings. There are countless other possibilities for how internal state could
affect a component’s behaviour.
Naturally growing salt crystals lack internal state, as do the DNA tiles described by
Winfree et al. (1998). The components of these systems do not have a mechanism
for enabling and disabling the acceptance of new components at their binding
sites. This is a significant limiting factor for the speed and achievable error rates
of these systems. A system for introducing internal state into Winfree’s DNA tile
system has been proposed by Fujibayashi and Murata (2005). Their proposed
system introduces an additional set of “protective tiles” that initially sit on-top
of a set of DNA tiles that are similar to Winfree’s. When this tile is present,
two of the binding sites of the underlying tile are protected, preventing other tiles
from binding to them. Once both of the unprotected binding sites have bound
to another tile, the protective tile is released from the tile’s surface. This scheme
lowers the probability of erroneously bound tiles being integrated into the lattice,
allowing lattices to be grown with fewer errors, or at a faster rate. In this system,
the protective tile represents the internal state of a component.16 Chapter 2 Background Information
State can extend beyond a single component. A set of components bound into
a sub-assembly may share some state information between them. For example,
a hollow sphere intended to contain a separate assembly should not complete its
growth before the inner assembly is present and complete. Shared state between
the components that make up the sphere could be used to prevent the sphere
from growing beyond a certain point whilst the inner assembly is not present.
Shared state is not necessarily limited to physically bound components – it may
be that all components within the environment share some state. For example,
this global state could be used to construct a set of hollow spheres from smaller
components. Once all components had bound to a partly-assembled hemisphere,
the global state could change, triggering these hemispheres to assemble themselves
into hollow spheres.
2.1.4 Alignment Sensing
An alignment sensor allows the internal state of a component to change depend-
ing on its physical position with respect to other components. Approaches to
alignment sensing in artificial systems are reviewed in section 2.7.
In general, alignment sensors can provide two classes of information:
1. Whether another component is nearby.
2. Whether a nearby component is aligned. This may be a binary measure-
ment, or a higher resolution measurement of the relative alignments of the
components. In the binary case, the sensor would simply report whether the
components were aligned within suitable tolerances for binding.
These two pieces of information may be inseparable; for example, it may be that
an alignment sensor implicitly reports that another component is present only
when it senses that they are aligned within tolerances.
2.1.5 Scale
The scale of the components of a self-assembling system have significant influence
on the physical processes that can be employed. For example, it is generally
infeasible to use surface tension to hold metre-scale components together becauseChapter 2 Background Information 17
the gravitational forces exceed those exerted by the fluids involved, whereas it is
feasible to use this capillary force to hold millimetre-scale objects together.
2.2 Naturally-Occurring Self-Assembling Systems
This section presents a review of naturally-occurring self-assembling systems. The
review is presented in order of the scale of the components of the systems.
2.2.1 Atoms and Molecules
Chemical reactions involve the interaction of atoms and/or molecules to form a
second set of atoms and molecules. For example, the combustion of hydrogen in
oxygen:
2H2 + O2 ! 2H2O
This reaction occurs in the forward direction at significant speed when the available
free energy is increased, by heating the mixture of hydrogen and oxygen molecules.
This heat, provided by the environment, allows the components to covalently bond
together to form water molecules.
Other than heat, the assembly of the water molecules requires little else from
the environment for it to proceed. This is the case for a large number of other
chemical reactions. However, some reactions have additional requirements in order
to proceed. Catalysts are not “used up” during chemical reactions, and do not
become part of the product(s) of the reaction. Therefore, it would seem that there
is a set of chemical reactions that perhaps would not be classified as self-assembling
processes.
2.2.2 Crystals
Crystals are regular arrays of atoms or molecules. The arrangement of the atoms
within a crystal depends upon the properties of the components and the conditions
that the crystal grew in. The shape of snow flakes, for example, is significantly
affected by the conditions in which they grow (Libbrecht 2001).
A well known crystal to electronic engineers is the silicon crystal. This can
form naturally, but a significant quantity of silicon crystals are formed through18 Chapter 2 Background Information
artificially-controlled processes, such as the Czochralski process. The semiconduc-
tor industry revolves around the availability of high quality silicon crystals and
so there is a significant amount of literature regarding the conditions required for
developing these.
2.2.3 Amphiphiles
When molecules that have a polar and a nonpolar group are placed in a liquid, they
tend to group together and form micelles. These molecules are called amphiphiles.
If the host liquid is polar, then the nonpolar groups of the molecules will be
protected from the liquid by the polar groups. Amphiphiles can form a variety of
different types of structure, depending on the conditions that they are subject to
(Lasic 1998).
2.2.4 Macromolecules: DNA, RNA, and Proteins
Three types of long-chain polymers are extremely prevalent within biological sys-
tems. These are DNA, RNA and proteins. All three of these consist of chains of
subunits. RNA and DNA are composed of nucleotide subunits, whilst proteins are
chains of amino acids.
There are four types of nucleotide found in DNA; Adenine (A), Thymine (T), Gua-
nine (G), and Cytosine (C). When in a DNA molecule, each of these nucleotides
will preferentially bind to another specific nucleotide: A with T, and C with
G. These nucleotide pairs are referred to as complementary. Two single-strands
of DNA with complementary sequences will bind together to form a double-helix.
The hydrogen bonds formed between the nucleotides hold the two strands together
(Winfree 1995).
Beyond causing strands to hybridise into double helices, the shape of DNA molecules
is barely influenced by the sequence encoded within them. This is not true for
RNAs and proteins, as their structure is significantly influenced by the ordering of
the monomers that they are made of. Their monomer sequence affects how they
will fold. Many proteins found in biological systems are chemically active, and
their function is determined by the sequence of amino acids they are composed of.
Enzymes are catalytic proteins. For example, the enzyme Catalase catalyses the








Figure 2.2: Illustration of a protein folding funnel. The number of conforma-
tions of a protein of reasonable length is vast. The protein folding funnel pro-
vides a route from all of these conformations to a single, energetically-favourable
conformation. In the graph the single “configuration” axis represents the mul-
tidimensional conformation space.
Every amino acid present in a protein adds several degrees of freedom to the pro-
tein’s conformation state-space. Therefore, as the length of a protein is increased,
the number of possible spatial configurations it could occupy increases exponen-
tially. Proteins frequently feature hundreds of amino acids, leading to staggeringly
large numbers of possible conformations. Despite these huge numbers of confor-
mations, many proteins repeatedly fold into the same structure in time periods
ranging from 1ms to 100s and over (Bryngelson and Wolynes 1987). With a ran-
dom search, combined with optimistic evaluation rates, the search for the final
conformation could take millions of years. The drastic difference between this
number and observed folding times strongly indicates that a different approach to
folding is taken. Instead, it seems that proteins fold by diffusing down energeti-
cally favourable slopes of their energy-conformation landscape. Since the protein
does not always occupy a specific initial conformation within this landscape, it
must be that a pathway is presented from a potentially large set of initial states.
This is the idea of the folding funnel, as illustrated in figure 2.2; starting from
any point on the landscape, the protein will eventually be drawn towards a stable
conformation through agitation from the heat bath (Dill and Chan 1997).
The computation of how a protein will fold through molecular dynamics simula-
tion is a computationally intense problem. Simulation performance continues to
improve, but mapping significant portions of the configuration space remains out
of reach (Freddolino et al. 2010). The folding of a protein is further complicated by
the influence of the environment surrounding it. “Chaperone molecules” influence20 Chapter 2 Background Information
Figure 2.3: Nanocompartment self-assembled from multiple protein molecules.
Sixty instances of the protein Thermotoga maritima assemble into this shell.
Image from Sutter et al. (2008).
the folding process, but do not remain part of the structure after folding. Both
RNAs and proteins are influenced by chaperones (Herschlag 1995).
It is not only single instances of these macromolecules that are relevant to self-
assembly. Some structures form from multiple molecules of proteins or RNAs.
For example, some bacteria contain 240 ˚ A diameter nanocompartments formed
from 60 molecules of the same protein, as shown in figure 2.3 (Sutter et al. 2008).
Furthermore, other structures consist of combinations of both RNAs and proteins,
such as the ribosome (Ban et al. 2000).
2.2.5 Cells
Many multicellular organisms show structure beyond simple amorphous arrange-
ments of cells. Almost all of the macroscopic organisms that we interact with on
a daily basis have a complex form. Fascinatingly, the processes that lead to these
structures often begin with a single cell that reproduces. The resulting cells will
often continue to reproduce, and diversify to form tissues and organs. The mor-
phogenesis of some simple multicellular organisms has been studied intensely. For
example the morphogenesis of the C. elegans worm, is reasonably well understood
(Chin-Sang and Chisholm 2000).
When exposed to hostile environments, colonies of bacteria will self-organise them-
selves into patterns. Patterns like those shown in figure 2.4 are seen when bacteria
are grown on hard surfaces with low nutrient concentrations. Different bacteria
and conditions produce different patterns, and an extensive review of them is
available in Ben-Jacob et al. (2000).Chapter 2 Background Information 21
Figure 2.4: Dendritic pattern formed by Paenibacillus dendritiformis dendron
in nutrient-starved conditions. Image from Ben-Jacob et al. (2000).
2.2.6 Multicellular Organisms
Ants, bees and wasps form temporary structures from their own bodies. Some
types of ant live in “bivouacs”, or temporary structures, made from the bodies of
the ants themselves. Bivouacs form without centralised direction, and yet have
internal passageways. Anderson and co-workers provide a review of self-assembling
structures found in insect societies and “find that at least 18 different types of
structure exist: bivouacs, bridges, curtains, droplets, escape droplets, festoons,
fills, flanges, ladders, ovens, plugs, pulling chains, queen clusters, rafts, swarms,
thermoregulatory clusters, tunnels, and walls.” (Anderson et al. 2002).
2.3 Artificial Self-Assembling Systems
2.3.1 DNA
DNA has played a significant information carrying role in living systems for mil-
lions of years. In recent years there has been much research into re-purposing it
for alternative applications (Bath and Turberfield 2007). This is perhaps because
interaction between DNA strands is one of the simpler macromolecular polymer
interactions, and that it is now relatively cheap to have short nucleotide sequences
synthesised. The selectivity of the DNA hybridisation process allows for accurate
abstractions to be used (Seeman 2003), significantly reducing the computational
complexity of understanding DNA interaction.22 Chapter 2 Background Information
Figure 2.5: Holliday crossover junction. The four strands of DNA, each shown
in a different colour, feature base sequences conducive to this arrangement.
The commonly-referenced linear forms of DNA may lead one to believe that only
linear structures can be formed from it. As illustrated in figure 2.5, the Holliday
crossover junction is an intersection of four single-strands of DNA. If the sequences
encoded in the strands of DNA are suitably complementary, the junction is mobile
along the strands. The junction can be made immobile by selecting a sequence
such that only a short section is complementary. The integration of two of these
junctions into a single molecule results in a DNA double-crossover molecule (Fu
and Seeman 1993). A “sticky end” of a DNA strand is one in which a short section
of one of the strands of a double-helix is left exposed, and thus available for binding
to other strands. Designing cross-over molecules such that each of four “arms” of
the molecule are sticky creates a tile that can be used to create regular, crystal-
like lattices of DNA. Adjustment of the nucleotide sequence exposed on each arm
allows tiles to bind selectively to the arms of other tiles (Winfree et al. 1998),
as shown in figure 2.6. Lattices of DNA can also be formed using an alternative
strategy. Single-stranded segments of DNA with appropriate sequences can be
mixed together to form lattices with from two- to six-fold rotational symmetry
(He et al. 2005b,a, 2006; Tumpane et al. 2007).
Long single-strands of DNA can be “folded” into shape by a set of much shorter
oligonucleotides. For example, a 1669 nucleotide single-strand can be assembled
into an octahedron-shape when combined with five 40-mer strands (Shih et al.
2004). Constructing larger DNA structures presents a challenge for two reasons.
Firstly, the synthesis of long DNA chains of desired sequences is currently tech-
nically challenging and expensive. Secondly, the temperature profile required to
achieve error-free structures can take a considerable amount of time – some needing
a week to complete (Douglas et al. 2009). A technique known as “DNA origami”
involves the folding of a naturally occurring long strand of DNA into a desiredChapter 2 Background Information 23
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Figure 2.6: 2D lattices of DNA double-crossover tiles. The images on the
left show the forms of tile used to create the lattices shown on the right. Each
colour of tile edge region represents a different sticky-end sequence to an arm of
the double-crossover tile. The upper-right AFM image shows two large lattices,
which are at least 300nm1.5m, formed from two sets of tiles (labelled A and
B above). The lower-right image shows a closer image, approximately 500nm
wide, of a section of the four-element striped lattice formed from four sets of
tiles, as illustrated on the left. Images from Winfree et al. (1998).
shape using a set of considerably shorter synthetic strands. 7-kilobase strands of
viral DNA have been folded in this manner into a variety of forms, such as the
raster-scanned smiley-face structures shown in figure 2.7 (Rothemund 2005, 2006).
DNA origami techniques have been refined to a degree that software tools to aid
their design have been created (Andersen et al. 2008).
Self-assembled DNA structures have potential applications beyond the mere for-
mation of aesthetic shapes. The origami and lattice structures can be used as an
addressable scaffold for positioning other molecules or structures. For example,
protein molecules can be arranged on-top of a DNA lattice, as shown in figure 2.8.
Since lattices can be formed that encode sequential binary numbers (Barish et al.
2009), the address-space provided by this substrate is not going to be the limiting
factor of its application.
Various 3D polyhedra have been constructed from DNA, including octahedra
(Zhang and Seeman 1994; Shih et al. 2004), tetrahedra, dodecahedra and bucky-
balls (He et al. 2008). The concepts of DNA origami have also been extended to
three-dimensional topologies, to allow viral-DNA strands to be folded into solid
sculptures (Douglas et al. 2009). A 42  36  36 nm hollow box, with a lid that
can be unlocked through the addition of chemical “keys”, has been created from
DNA origami (Andersen et al. 2009).24 Chapter 2 Background Information
Figure 2.7: AFM images of DNA origami structures. The top two images show
smiley-face structures formed by the folding of a single 7-kilobase strand of viral
DNA through interaction with a number of shorter “scaffold” oligonucleotides.
The top-right image is 165  165 nm. The lower image shows a similar DNA
folded into a rectangular shape. Some of the scaffolds in this design feature
“hairpins” of DNA, which are large enough to be detected through AFM, and
their sequences have been specified such that they are arranged to produce the
observed pattern. Scale bar is 100 nm. Images from Rothemund (2006).
Figure 2.8: DNA lattice decorated with proteins. The letters “D”, “N”, and
“A” made from protein upon a DNA substrate lattice. Image from (Park et al.
2006).Chapter 2 Background Information 25
Figure 2.9: A crystal of Au and Ag nanoparticles. The nanoparticles are
of average diameter 5.1nm and 4.8nm respectively. Image from Kalsin et al.
(2006).
2.3.2 Nanoparticles
Many crystals, such as table salt, are regular arrangements of molecular or atomic
subunits. Crystalline structures can be formed with larger subunits than this.
Mixtures of gold and silver nanoparticles, of 4.8 and 5.1 nm diameter respectively,
can be crystallised into aggregates almost 1 m across (Kalsin et al. 2006). These
crystals, shown in figure 2.9, form through the electrostatic interactions of oppo-
sitely charged coatings applied to the surface of the particles. The process to form
these crystals is identical to the process for creating salt crystals; slow evaporation
of the water the subunits are suspended in. Magnetic, rather than electrostatic,
interaction between nanoparticles can also be used to ensure the formation of
crystalline arrays. Chen and co-workers created ordered arrays by evaporating the
solvent from a suspension of 6.9nm FePt nanocubes (Chen et al. 2006).
2.3.3 Amphiphiles
In section 2.2.3, it was stated that interactions between amphiphilic molecules and
the fluid they are suspended in results in their assembly into structures such as mi-
celles. Significantly larger amphiphilic structures can be constructed that exhibit
similar behaviours. For example, Park and co-workers constructed amphiphiles,
as shown in figure 2.10 from a large number of polymer rods, each of which with
a gold-coated end. Varying the length of the gold-coated segment resulted in dif-
ferent aggregate forms when suspended in water. The curvature of the surfaces
formed by the rods is due to the higher diameter of the gold end of the rod. Flat
sheets can be constructed using rods with two gold coated ends separated by an
unplated segment (Park et al. 2004).26 Chapter 2 Background Information
Figure 2.10: Shell-like structures self-assembled in water from amphiphilic
polymer rods. Three-fifths of the length of each rod in this SEM image is gold
coated. Image from Park et al. (2004).
Attract Repel
Figure 2.11: Two general applications of capillary forces for self-assembly.
The left-hand diagram shows a cross-section through tiles floating on the sur-
face of a fluid. The surfaces of the tiles are treated to be either hydrophilic or
hydrophobic, leading to them being wetted or not-wetted by the fluid respec-
tively. Similar menisci attract each other, whilst dissimilar repel each other.
The right-hand diagram shows the surfaces of components that are free to move
in three dimensions. Each surface is wet with a liquid; when this liquid droplet
merges with another surface’s droplet, the two surfaces are pulled into alignment
by the liquid.
2.3.4 Capillary Force Driven
At human scales, surface tension seems weak in comparison to gravity – the force
exerted by the surface of a swimming pool pales in comparison to the weight of
the human body. However, there are easily-observed situations in which capillary
forces have significance: watching pond skaters sitting on-top of water’s surface,
or creating a compass by balancing a magnetised pin on a glass of water. For
systems with sufficiently low mass, which generally come about at scales below a
couple of centimetres, the forces due to surface tension dominate over those due
to gravity.
The nature of fluids, and the boundaries between them, drive them towards min-
imising their surface area. The force that drives them is referred to as the capillary
force, which has been applied in two general forms – illustrated in figure 2.11. Ta-Chapter 2 Background Information 27
ble 2.1 provides an overview of previous works that have involved self-assembly
using capillary forces, and groups them into these forms. In the first form, the
components are confined to movement in two dimensions by floating them at
the interface of a fluid. Treatment of the component surfaces makes them either
hydrophilic or hydrophobic, resulting in either an upward or downward menis-
cus. The capillary force drives the surface energy towards a minimum, resulting
in attraction between similarly treated surfaces and oppositely treated repelling.
Figure 2.12 shows an example of the tile lattices that can be formed using this 2D
constrained approach.
The second form of capillary-force driven self-assembly involves components that
are free to move in three dimensions. Each component surface is wet with a droplet
of liquid. When two surfaces are suitably near to each other, their droplets merge.
The capillary force acts to keep these two surfaces together, as well as pulling them
into alignment. Using solder as the binding liquid, this method has been used
to assemble simple three-dimensional electronic circuits, as shown in figure 2.13
(Gracias et al. 2000; Boncheva et al. 2002). There is a variant of this second form
of capillary-force driven self-assembly, in which components are free to move into
three dimensions, but assembly onto mating surfaces on a substrate.
Altering the strengths of the bonds between tiles allows more complex arrange-
ments of tiles to be constructed. Varying the frequency of agitation of the fluid
allows an annealing process to be achieved (Rothemund 2000). The strength of
bonds between components can be adjusted using two degrees of design freedom;
the shape of the mating surface, and the patterning of the hydrophobic (or hy-































Table 2.1: Overview of self-assembling capillary-force based systems. Three general varieties of system are described here, delineated
by the degrees-of-freedom (D.O.F.) afforded to the components. Specified component scales are approximately the largest component
dimensions of each system. Two parameters are employed in these systems to control inter-component bond strengths; the shape of the
mating interfaces, and the patterning of this interface with hydrophobic and hydrophilic areas. See main text for description of system
types.
Bond Strength Parameters





2D 4–12   Bowden et al. (1997)
5–12   Rothemund (2000)
5  Wu et al. (1999)
5.4   Bowden et al. (1999)
3D 0.01  Clark et al. (2001)
3  Tien et al. (1998)
5   Gracias et al. (2000)
25   Oliver et al. (2001)
3D, fixed
substrate
0.15–0.5  B¨ ohringer and Srinivasan (2001)
1  Xiong et al. (2001)Chapter 2 Background Information 29
Figure 2.12: Three self-assemblies of floating PDMS tiles. The shape of the
tiles combined with the hydrophilic/hydrophobic patterning of the tile surfaces,
shown in the line-drawings in the top-right of each image, results in these lattices
forming. Images and diagrams from Bowden et al. (1997).
2.3.5 Electronic Components
Today, components are placed on circuit boards using pick-and-place machines,
which pick-up and move each component individually to its location on a PCB.
These machines can place up to 26000 components per hour, but component sizes
are decreasing and pick-and-place assembly rates are dropping with size. Self-
assembly techniques have potential in this area, and have already been employed
in at least one industrial electronics manufacturing process (Morris et al. 2005).
As mentioned previously, electronic devices have been self-assembled using cap-
illary forces. Another promising approach employs a magnetic paste deposited
within an etched silicon substrate. 1 mm square components with embedded mag-
nets are then agitated such that they randomly interact with the substrate. Arrays
of sixteen components were assembled using this approach (Shetye et al. 2008).
2.3.6 Macroscopic Robots
Here, the term robot is used to refer to devices that are both electronic and pro-
grammable. These systems range in size, and current state-of-the-art components
can be as small as 10 mm (Gilpin et al. 2010). Groß and Dorigo (2008) provide
a comprehensive review of both robotic and non-robotic artificial self-assembling
systems featuring macroscopic components. A field of relevance here is modular
robotics, which explores systems constructed from interconnected robot modules.
The part of this field that has the greatest overlap with self-assembling systems is
that which is concerned with modular robotic systems that are able to alter their30 Chapter 2 Background Information
Figure 2.13: Self-assembled electrical network, constructed by Gracias and
co-workers. The group constructed the polyhedron components by gluing a
flexible printed circuit board (PCB) to their surface, then soldering LEDs onto
the pads. The exposed copper on the components was then coated in solder,
and self-assembly occurred in a hot aqueous KBr solution. The KBr performed
in a similar way to the flux in normal solder, and dissolved oxides from the
solder. Image from Gracias et al. (2000)
own morphology, referred to as self-reconfiguration. A review of self-reconfigurable
modular robot systems can be found in Yim et al. (2007a).
The robotic self-assembling macroscopic systems can be split into two categories
– those that are motile, and those that propelled externally by the environment.
The most prominent self-propelled system is the swarm-bot platform, which is a
wheeled robot that is 116 mm wide. Each swarm-bot features a clamping mecha-
nism that allows it to mechanically attach to an adjacent robot. The swarm-bots
locate each other using a combination of an omnidirectional camera and infrared
proximity sensors mounted on each robot (Mondada et al. 2004). This allows the
swarm-bots to collectively move an object too heavy for one robot to move on its
own (Tuci et al. 2006), as well as tackle terrain that would prove impossible for a
single robot to overcome (Mondada et al. 2005).
Self-reconfiguring modular robots are generally capable of motion relative to each
other – a single module cannot move, but a collective can reconfigure, and may be
able to move through an environment using this reconfiguration. As with much
of the modular robotics research, most platforms of this type use electric motors
and gearboxes to provide motion. The 10 cm cubes described by Zykov et al.
(2005) employ such a mechanical drive mechanism to allow self-reconfiguration. It
appears that both the mechanical construction complexity, and lower efficiencies
at smaller scales of electric motors limits these systems to sizes of this order of
magnitude. It is clear that to reduce module size further, a different approachChapter 2 Background Information 31
Figure 2.14: Photo of two catoms. These 44 mm diameter devices each feature
24 electromagnets around their periphery. Sequenced activation of the electro-
magnets permits relative robot motion. The robots feature conducting feet that
conduct power from the electrified floor. Image from Campbell et al. (2005).
to motility is required. Figure 2.14 shows two 44 mm diameter “catom” modules
that can move relative to each other in a 2D plane using magnetic attraction and
repulsion provided by the arrangement of electromagnets around their periphery
(Campbell et al. 2005; Kirby et al. 2007). The 60mm sided EM-Cubes are able
to perform 2D motion using a similar electromagnetic technique (An 2008). This
elimination of internal moving parts from each module allows much smaller devices
to be constructed. The cubes described by Knaian (2008) are 34mm on a side,
and use electromagnets to move relative to one another.
All of the systems described above in this section are motile. Macroscopic robotic
components can also be engineered to form structures from stochastic interaction.
White and co-workers devised a system based on the stochastic interaction of
60mm components on an air-hockey table to grow aggregates of 3 units of con-
trolled arrangement (White et al. 2004). In their work, White and co-workers
construct two systems that each use a different binding system design. One em-
ploys electromagnets to bind, whilst the other uses permanent magnets that are
rotated by electric motors to expose one of their poles. Griffith and co-workers’
tiles use mechanical latches to allow components to attach and detach from each
other in a stochastic environment. Griffith’s tiles employ mechanical latches to
connect devices together (Griffith et al. 2005; Griffith 2004).
A somewhat different approach to assembly, that avoids the statistics of stochas-
tic interactions of self-assembling devices is self-disassembly. In self-disassembly,
components are first assembled (by an external process) into a regular lattice. The
components that are not required from the final structure then disconnect from32 Chapter 2 Background Information
it. The 46 mm-sided “Miche” cubes employ a magnetic binding that can be elec-
trically disabled to permit 3D structures to form through self-disassembly (Gilpin
et al. 2008). More recently, some considerably smaller 12 mm-sided cubes capable
of self-disassembly in 2D have been developed (Gilpin et al. 2010).
2.3.7 Computing Using Self-Assembly
Wang tiles are square tiles with coloured edges. When these tiles are tiled, adjacent
edges must be of the same colour. Turing machines can be mapped into sets of
Wang tiles, and so Wang tiles are Turing complete (Berger 1966). Self-assembling
systems follow a set of rules regarding which components may bind to each other,
and where they may be bound. Therefore, a physical implementation of Wang tiles
can be achieved using square self-assembling components enforcing a same-colour
binding rule. It follows that self-assembling systems meeting these constraints can
be used to perform computation. Such realisations of Wang tiles can be achieved
using the double-crossover DNA tiles previously discussed in section 2.3.1 (Winfree
1998). Such systems have been constructed, using DNA origami to provide the
initial state of the computation (Fujibayashi et al. 2007).
The conceptual doors to computation using DNA were originally opened by Adle-
man (Adleman 1994). However, these were not tile-based like the later-to-arrive
systems implemented by Winfree. Adleman computed Hamiltonian pathways
through graphs using strands, rather than tiles, of DNA. A Hamiltonian path
visits every node in a graph exactly once. The method employed two sets of
oligonucleotides; a set of 20-mer strands for each node of the graph, and a set of
20-mer strands for each edge. Mixing these sets together creating strands that rep-
resent random paths through the graph, which could then be filtered to find those
that visit each node only once. This strategy of computation allows NP-complete
problems to be computed using a small number of steps in the laboratory. How-
ever, as one increases the size of the problem faced by Adleman’s DNA computer,
an increasing number of varieties of strands are required by the system. This will
reduce the probability of interaction of strands of DNA, resulting in significant
slowdown of computation.
Computation using self-assembly has been performed at larger scales than DNA
molecules. Floating tiles and the capillary-bond interactions between them can
be used to perform simply binary functions, such as exclusive-or, and cellular
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These methods of computation suffer from two general problems; error-rate and
speed. As with simple crystallisation, there is a link between these two properties –
large sugar crystals are achieved through slow growth – low error rates are achieved
through slow growth. This connection will be discussed further in section 2.5.
2.4 Artificial Binding Mechanisms
In order to form a structure, the components of a self-assembling system must bind
together. Each component uses a binding mechanism to bind itself physically to
another. Most components have multiple binding sites. To develop an understand-
ing of how binding mechanisms influence the design of engineered self-assembling
systems, this section reviews the types of artificial binding mechanisms.
Mechanical Fastening There are numerous approaches to mechanical fasten-
ing used in general assembly, yet only a few of them have been realised so
far in self-assembling systems. Perhaps the first binding mechanism to be
proposed was a system of hinged hooks to be made out of wood (Penrose
1959). The hooks of one component interlock with the hooks of another, as
shown in figure 2.15. This binding mechanism requires no power to operate,
and ratchets the random physical agitation of the environment. A similar
agitation-ratcheting, hook-based mechanism was implemented by Griffith
with components interacting randomly on the surface of a hockey-table in
Griffith (2004); Griffith et al. (2005).
Other mechanical binding mechanisms are driven by powered actuators. For
example, ants use their jaws to clamp onto other ants to form the temporary
structures reviewed in Anderson et al. (2002). The much larger (116mm)
swarm-bot robotic platform uses a motorised clamp to grip onto other robots
and suitably shaped objects, as shown in figure 2.16. Some modular robot
systems also use mechanical binding mechanisms, such as the M-TRAN III
modular robot system (Kurokawa 2008).
Electric Fields Oppositely charged surfaces experience a force that pulls them
together. Electrostatic forces can be significant at sub-centimetre scales,
but gravity dominates when the surface-area-to-volume ratio is lower. How-
ever, by reducing the weight of components, metre-scale components can
be constructed. Karagozler and co-workers constructed some metre-scale
balloon-like structures containing helium to reduce weight, and explored the34 Chapter 2 Background Information
Figure 2.15: Penrose’s self-reproducing machine design with hinged-hook
based binding mechanism. Two identical assemblies are shown, one of which
reproduced using the other and a source of free components. There are four
components in the above image. Vertical lines delineate the components. These
components are placed in-line with the assembly to be reproduced, and the
platform is agitated. Image from Penrose (1959).
(a) (b) (c)
Figure 2.16: The swarm-bot binding mechanism. (a) and (b) show the CAD
drawings of the mechanism clamping onto another robot, whilst (c) is a photo
of a physical realisation of the mechanism. Images from Groß (2007).
forces achievable with two adjacent balloons held together by high volt-
ages (Karagozler et al. 2006). After discovering that it was relatively easy
to peel these balloons apart with small forces, they developed a second
binding mechanism that employed the friction between electrostatically-
attracted flexible surfaces (Karagozler et al. 2007). They achieved a re-
spectable 0.6 Ncm 2 between 28 cm wide devices using this approach.
Adhesion with forces due to electric fields becomes more practical at smaller
scales. Knaian reports on the construction of an electric field based locomo-
tion system capable of operating at the centimetre scale (Knaian 2008). This
electronically-controlled actuation system propels two isolated tiles past oneChapter 2 Background Information 35
Figure 2.17: Plastic spheres self-assembled into a regular lattice through elec-
trostatic interaction. During their agitation, opposite charges of equal mag-
nitude develop on the 1.59mm Teflon (white) and Poly(methyl methacrylate)
(clear) spheres. The arrangement results after approximately 5 minutes of agi-
tation. Image from Grzybowski et al. (2003). Scale bar is 10mm.
another. Statistics on the performance of the devices has not been published,
but in correspondence with the author, Knaian estimates that the actuators
could exert a force between 0.1 and 1N. In order to operate at this scale,
Knaian’s system must be submersed in a dielectric fluid so that electric fields
higher than the breakdown voltage of air can be used. The need for a di-
electric fluid would likely be removed if the surface-area-to-volume ratio was
increased by reducing the component size.
Electrostatic attraction can be used in systems that lack internal power
sources as well. Figure 2.17 shows plastic spheres that develop surface charge
as they are jostled over a gold-plated surface. Using two types of plastic,
which each develop opposite charges in this set-up, the arrangement shown
in the figure self-assemble.
Magnetic Fields The magnetic field is generally practical for scales above a few
millimetres. Zykov and co-workers constructed a modular robotic system
that uses electromagnets to bind components together (Zykov et al. 2005).
Some of White and co-workers’ tiles use electromagnets to bind together
(White et al. 2004), and Kirby and co-workers demonstrated that electro-
magnets may be used to both bind and manoeuvre objects on a 2D surface
(Kirby et al. 2007). These electromagnetic approaches require a continuous
supply of power to maintain a binding.
Permanent magnets can be employed to avoid power consumption during36 Chapter 2 Background Information
static binding arrangements. Breivik demonstrated that permanent mag-
nets could be used for binding in a self-assembling system in Breivik (2001).
Griffith and co-workers later implemented a system that used the orienta-
tion of permanent magnets within tiles on a 2D surface to determine the
alignment of neighbouring tiles (Griffith et al. 2004).
One approach to undoing a binding that uses permanent magnets is to heat
the magnets beyond their Curie point. The magnets lose their magnetic
properties above this temperature, and so the bond is significantly weak-
ened. In Breivik (2001), Breivik used this approach to reduce binding force
between permanent magnet pieces. This system is reviewed in more detail
in section 2.6.
Permanent magnets may also be physically moved to weaken or completely
undo a binding. The Miche system, designed and constructed by Gilpin and
co-workers, employs magnetic bindings similar to those used in magnetically-
attachable stands commonly used on lathes and mills (Gilpin et al. 2008).
These devices rotate one permanent magnet relative to another. In one
orientation, the assembly binds to magnetic surfaces, whilst in another, it
does not. Gilpin’s Miche system rotates these magnets through a gearbox
connected to a small motor. White and co-workers used a slightly different
approach in their 2D platform, in which each magnet can be rotated to
expose either its north or south face (White et al. 2004).
Electromagnets and permanent magnets may also be combined to create
binding systems that use no power in static situations. An used this approach
in the EM-Cube platform (An 2008). The EM-Cubes bind statically using
permanent magnets, whilst electromagnets allow relative motion between
cubes.
Shetye and co-workers used patterned permanent magnets to arrange 1mm
components into a regular array (Shetye et al. 2008). The group observed
some alignment issues, and also had further issues with the components
stacking on top of each other. However, the assembly times of less than 10
seconds that the group reported were significantly less than those found in
the capillary-force driven schemes discussed earlier.
Capillary Forces As described in section 2.3.4, there are a number of artificial
systems that use capillary forces to facilitate self-assembly. The main forms
of capillary force binding mechanisms were described in the aforementioned
section. Capillary force systems are relatively simple to construct, and canChapter 2 Background Information 37
pull components into alignment. Some systems that use this binding mech-
anism allow the fluid holding components together to be solidified – for ex-
ample by cooling liquid solder (Oliver et al. 2001), or exposing a light-curing
adhesive (B¨ ohringer and Srinivasan 2001).
2.5 Environmental Influences
The environment that self-assembly occurs in has a significant effect on the result-
ing structures. There are at least two categories of sources of influence from the
environment; kinetics, and the container. These can both influence the types of
structure that can be formed, error rate, and speed of assembly. Here, the kinetics
of an environment are those aspects that involve changes in the kinetic energy of
the parts within it, such as temperature, pressure and container agitation.
The effect of the kinetics of the environment can be seen at a wide variety of scales.
There are several different forms of amorphous ice, with different densities, that
can be formed through various temperature and pressure regimes. For example,
ice with hexagonal crystals and a density of 0.917g cm 3 can be transformed
by cooling it to 77 K and subjecting it to a pressure of 10kbar. The resulting
amorphous ice has a density of 1.17 g cm 3 when at zero pressure. Furthermore,
heating this form to 117 K at zero pressure results in a transition to an amorphous
ice with a density of 0.94 g cm 3 (Mishima et al. 1985). These transitions are
clearly the result of interplay between the components (the water molecules) and
the kinetics (temperature and pressure) of the environment.
Motivated by a desire to understand the limits of computation using DNA, Win-
free developed a kinetic model of the assembly of 2D lattices from DNA double-
crossover molecules. Using a tile-set designed to create Sierpinski triangles under
perfect assembly conditions, this simulation provided the results shown in fig-
ure 2.18. In this simulation, Gmc=Gse is effectively the temperature of the system,
T. The two lines shown in the diagram represent the boundaries of behavioural
changes of the system. Above the melting transition, T = 2, no aggregates are
formed – as if the system was in a liquid or gas phase. Below the precipitation
boundary, T = 1, random aggregates are formed. As the system is swept from
the precipitation boundary towards the melting transition, the probability of er-
ror within aggregates reduces significantly. However, the rate of assembly also
reduces. For an error rate of 1/1000, the environmental conditions must be such38 Chapter 2 Background Information













Figure 2.18: Simulation of assembly of Sierpinski triangles from 2D DNA tiles,
and associated phase diagram. The image on the right shows the Sierpinski
triangle pattern created by the simulation run by Winfree. The graph on the
left resulted from many runs of this simulation with differing values of Gmc and
Gse; which are the entropic cost of fixing the location of a tile, and the free
energy cost of breaking a bond respectively. The size of the circle indicates the
size of the aggregate, whilst its colour indicates the proportion of erroneous tiles
within it. Lighter shades indicate more errors. Graph and image from Winfree
(1998).
that 1 (net) tile is added per second, whilst to achieve error-free 200  200 ag-
gregates this rate must be significantly reduced to 1 (net) tile every half an hour
(Winfree 1998).
The two systems detailed above demonstrate that there is a connection between
the kinetics of the environment and the strength of the bonds that hold aggregates
together within it. The parameters of this relationship affect the yield and speed
of the assembly process.
The container that components are mixed in affects the assembly process. This
can be simply demonstrated by agitating a mixtures of glass beads within tubes
of different shapes. Figure 2.19 shows the effect of different container shapes on
mixtures of two sizes of glass beads (Zik et al. 1994). This self-organisation illus-
trates, for systems with stochastic component motion, that interactions between
components are influenced by the shape of the container within which they inter-




Figure 2.19: Images showing influence of container shape on self-organisation
of glass beads. Equal measures of dark and white glass beads, with diameters
88 m and 125 m respectively, mixed for 10 minutes in a rotating 0.7 cm
diameter tubes with different radial modulations. In (a) the cylindrical tube no
pattern emerges, (b) the helical tube the particles separate to opposite ends, (c)
the tube with “periodic radial modulation” the particles develop into a striped
pattern. Images from Zik et al. (1994).
2.6 Assembly Process Sequencing
If one were to design an assembly process in which anything could adhere to
anything, all that would result is an amorphous mess. In order to achieve structure,
there must be rules about which components may stick to which, and in what
orientation.
In Wang (1963), Wang described a mathematical tiling scheme that was later to
be given his name. Wang tiles are 2D tiles that sit in a plane. Each tile edge is
labelled with a colour. A tile may only be placed next to another if the adjacent
pair of edges are both labelled identically. Using suitably design tilesets, Wang
tiles have been shown to be Turing complete (Berger 1966).
Given enough tiles and types of label to adhere to them, any 2D structure can be
described. The label-matching rules from Wang tiles therefore find useful applica-
tion in self-assembling systems. For example, the sheets self-assembled from DNA
tiles, as reviewed in section 2.2.4, are a perfect example of the application of these
rules in a physical system.
However, in a physical space, rather than the ideal, theoretical space that Wang
tiles occupy, problems arise without the introduction of additional rules. In the
self-assembly literature, there are essentially two classes of problem that have been40 Chapter 2 Background Information
explored that arise if just a simple “stick identical labels together” rule is used:
erroneous assembly, and low-yields. We shall explore these problems further here.
In brief, both of these problems arise from the fact that components must adhere
to each other sequentially – a structure must grow.
Erroneous assembly occurs when components bind to each other, in what would
be otherwise correct locations, in such ways that prohibit the physical access of
components to positions in which they should be bound.
In Winfree (1998), Winfree describes the simulation of the effects of varying tem-
perature on the growth of DNA lattices (this work was covered in more detail in
section 2.5). In this work, Winfree essentially observed a somewhat well-known
rule-of-thumb about crystal growth: the slower you grow them, the bigger, and
more perfect they are. This is an example of the erroneous assembly about which
we are discussing. Once an imperfection (be it an empty space, or a lattice sub-
unit in the wrong orientation) is buried behind further sub-units, it is permanently
part of the structure.
The second failing of simple Wang-tile rules is that of poor yield. In Hosokawa
et al. (1995), Hosokawa and co-workers demonstrated this issue using a set of
triangular components designed to form hexagons. In this system, two sides of
each triangle had a magnet embedded such that either its north or south pole
face outwards. When a number of these components are mixed (Hosokawa used
20 or 100), faces with attractive magnet alignments bind together under the pull
of the magnets, whilst others do not. Hosokawa observed that this system was
successful at constructing some hexagons, but many of the components would be
wasted because they were all used up in the assembly of incomplete hexagons.
The solution that Hosokawa and co-workers employed to increase the yield of
complete hexagons was as follows. All the tiles were augmented such that they
could not accommodate a binding on one face before a binding had been achieved
on the other. Additionally, a number of ‘seed’ triangles were adjusted to be free of
this binding constraint. This resulted in many more complete hexagons forming,
as they were both constrained to assemble in a particular sequence and only the
seed components, of which there were the exactly appropriate number, could grow.
Hosokawa and co-worker’s experiment demonstrated that by altering the availabil-
ity of binding sites with respect to the tile’s current state, assembly yield could
be increased. It should be noted that the self-reproducing machine created by
Penrose, which came well before Hosokawa’s hexagons, employed the adjustmentChapter 2 Background Information 41
of bindings according to the state of the component too.
Since Hosokawa’s work, there have been several systems that have altered binding
site acceptance with component state. Groß and Dorigo’s review of macroscopic
self-assembling systems provides a good overview of them in Groß and Dorigo
(2008). Here, for brevity and due to relevance to this work, a focus is made on
systems featuring components that are both stochastically and externally pro-
pelled.
Hosokawa and co-workers’ system enabled binding sites in response to events that
were occurring local to the components. It is also possible for some global event
to enable or disable bindings; in Breivik (2001), Breivik demonstrated a polymer-
replicating system for magnetically-binding macroscopic monomers floating on a
fluid. In this system, the components had two classes of binding site: those that
were enabled in response to a global temperature change, and those that were
always enabled. This approach allowed the initial random construction of poly-
mers, which were then replicated once the temperature of the system had been
lowered. In Griffith et al. (2005), Griffith and co-workers implement a scheme that
is somewhat similar to Breivik’s that replicates a polymer-chain of components.
Griffith’s approach uses just internal state to modulate the binding selectivities of
components randomly interacting on an air-hockey table.
Using the same system, Griffith attempted to construct a 2D lattice of these
components (Griffith 2004). The resulting lattices were imperfect, and suffered
from the erroneous assembly problem described above. By building a ruleset into
the components that prevented bindings from being accepted that would cause
holes to be buried into a lattice, an error-free assembly of 26 tiles in one structure
was achieved. This structure was shown in figure 1.4 in the introduction to this
thesis.
In White et al. (2004), White and co-workers develop a system similar to that
of Griffith, but with only three tiles. The authors extrapolate the statistics of
the interaction from these three tiles, and in simulation show a similar error-free
lattice construction approach.
In all of these systems, the introduction of state has been used to combat prob-
lems with low yield or incorrect assembly ordering. It should be noted that there
approaches are not limited to the macroscale. Solutions to the imperfect assem-
bly of DNA lattices have been proposed in Winfree and Bekbolatov (2004) and
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Given that state is a vital part of error-free, high yield assembly, methods of
encoding the rules for state change will be useful. Klavins devised the application
of graph grammars (also known as graph rewriting systems) to encode these rules.
A brief, less formal, overview of this approach is provided here, but for the full
detail, refer to Klavins (2004).
In Klavins’s system, a graph describes how the binding sites of the components
that make up a structure are bound. The binding sites, which are the vertices
of the graph, are also each assigned a label. An edge between two binding sites
indicates that they are bound. A rule in this system consists of two graphs.
Components are programmed with a list of these rules. When a set of components
find that their local structure matches the first graph of a rule, they adjust their
bindings and labels to those described in the second graph.
Using this rule system, Bishop and co-workers were able to successfully construct
a hexagon from six triangular components (Bishop et al. 2005). Klavins and co-
workers describe an approach to synthesising a set of rules from a graph describing
a desired structure (Klavins 2004; Klavins et al. 2006). No physical demonstration
of this synthesis approach has yet been reported.
The protein folding funnel, which was described in section 2.2.4, could also be
viewed as a set of state-change rules. However, discussion of this will be left until
chapter 6.
2.7 Alignment Sensors
Macroscopic engineered self-assembling components have distinct sub-modules
that can physically bind their host component to another component. Naturally,
these binding mechanisms require that the two components are within a certain
distance of each other for their binding to be successful. Furthermore, the two
components will need to meet other additional spatial constraints imposed by the
binding mechanism – such as rotation, and skew. In this thesis, two components
that are spatially arranged such that they could bind are said to be aligned. Some
components feature physical mechanisms that act to push or pull a pair of binding
sites into alignment. Since these mechanisms are an integral part of the compo-
nent, they will be referred to as self-alignment mechanisms. Components that
lack self-aligning capabilities are of particular interest within this thesis. The act
of binding to another component may be an expensive process. It may be par-Chapter 2 Background Information 43
ticularly energy intensive, or it may be that the binding mechanism can only be
used a limited number of times. This expense motivates the use of an alignment
sensor – a term that will be used throughout this thesis to refer to a sensor that
can detect whether the binding site it is associated with is aligned with that of
another component.
Electric contact A simple approach to alignment sensing is to place suitable
electrical contacts on each component. When the components are aligned,
an electrical connection is formed between the components, which can easily
be detected using simple electronics. This approach is suited to applications
where enough force can be applied to the contacts to break the surface oxide
of the contacts. The air-hockey table dwelling, stochastically interacting,
self-assembling components constructed by White and co-workers use elec-
tric contacts to communicate. These components pull each other together
using electromagnets and, as noted by White and co-workers, the stiffness
of the metal contacts must be traded-off with the quality of the electrical
contact (White et al. 2004). Another system that uses electrical contact is
the reconfigurable modular robotic system constructed by Zykov and Lipson.
These modules form an electrical connection once they are aligned (Zykov
and Lipson 2007). In a similar manner to White and co-worker’s modules,
Zykov and Lipson’s achieve this electrical connection with a hydraulic system
that actively pushes the contacts together.
Optical LEDs and photodiodes can be combined with suitably shaped and posi-
tioned apertures to create an alignment sensor. The MICHE platform uses
infrared LEDs and photodiodes to communicate between neighbouring com-
ponents, and this serves as an alignment sensor (Gilpin et al. 2008).
Vision Cameras combined with computer vision algorithms can provide spatial
alignment information. The swarm-bot robotic platform uses such algo-
rithms to process the data from a 360 camera. This provides information
about the relative positions of other robots. At the physical scale of the
swarm-bots, which are approximately 116 mm in diameter, a vision system
can provide rich and flexible sensory information. At smaller scales, vision
becomes generally more impractical. Yim and co-workers use CKbot mod-
ules equipped with cameras to facilitate the alignment modular robots in a
somewhat similar visual-servoing application (Yim et al. 2007b).
Magnetic The “Robot Pebbles” constructed by Gilpin and co-workers use a com-
bination of permanent magnets and electromagnets to bind and communi-44 Chapter 2 Background Information
cate Gilpin et al. (2010). Successful communication between two modules
through this system indicates that the devices are aligned.
2.8 Capacitive Displacement Sensors
A displacement sensor measures the distance that an object is physically displaced
from some zero-point. Within this thesis, these sensors are recognised as function-
ally different to alignment sensors (which were reviewed in a previous section).
The fundamental difference between these two types of sensor is that displace-
ment sensors are used for measuring distances between two physically constrained
objects, whereas an alignment sensor measures the alignment between two physi-
cally detached, unconstrained objects. This terminology is unconventional, but is
used here to emphasise difference in suitable applications. Here, it is displacement
sensors that use a capacitive method for measurement that are of interest.
Much research has focused on the development of capacitive displacement sensors
and they, along with many other capacitive sensors, are used in a variety of indus-
trial applications (Baxter 1997). A basic capacitive displacement sensors consists
of two parallel conducting plates set some distance apart. As this distance is var-
ied, the capacitance between the plates varies. Measurement of the capacitance
between the plates therefore allows the displacement to be measured.
However, for precision position measurement, the effects of the non-uniform field
at the boundary of the conducting plates must be taken into account. A com-
mon method of reducing these fringe effects is to use a guard ring, as shown in
figure 2.20. This conducting ring serves to ensure that there is a uniform electric
field between the capacitive plates (Heerens 1986). This ensures that the capaci-
tance changes linearly with displacement, and avoids the need to solve Laplace’s
equation in three-dimensions.
To get a feeling of the resolutions and ranges achievable with capacitive displace-
ment sensors, we look to previously constructed devices. Toth and Meijer describe
the construction and testing of a capacitive displacement sensor (Toth and Mei-
jer 1992). Their work mainly focuses on the elimination of parasitic capacitances
from their measurements. Their setup uses a circuit board with 12 mm square
plates surrounded by guard electrodes. They achieve a 50 aF capacitance mea-
surement accuracy, corresponding to a 1 m displacement accuracy. Their work




Figure 2.20: Cross-section of a capacitive displacement sensor with a guard
ring. The upper plate overhangs the lower part of the guard ring to ensure the
fringe effects of the upper plate’s edge are out of range of the lower plate. A
variety of different capacitance measurement circuits can be attached across the
measurement terminals to ascertain the displacement x. Diagram adapted from
Heerens (1986).
and mechanical apparatus.
A different architecture of capacitive alignment sensor can be constructed capable
of measuring displacement in two dimensions. Bonse and co-workers describe
a system in which a head plate is fixed to a mobile gantry and constrained to
2D translation motion parallel to a grid of electrodes. Measurement between
electrodes in the grid, and the head plate allow its 2D position to be calculated.
In their system, Bonse and co-workers achieved an accuracy of 50 nm over a
85  65 mm bed (Bonse et al. 1994).Chapter 3
Quilt: A Self-Assembly
Experimentation Toolkit
Nature shows us self-assembled systems that feature orders of magnitude more
components than those that have been engineered. The largest engineered self-
assembled structure with stateful, stochastically externally-propelled components
consisted of 26 components Griffith (2004). Currently, there is a general lack of
understanding regarding the approaches that need to be taken to establish larger
systems. Larger systems have been simulated, but it is unclear whether these
simulations reflect reality. For example, White et al. (2004) based a simulation
of hundreds of components upon empirical measurements from the interactions of
only three components. By collecting interaction statistics from physical systems
with many more components, it will become possible to verify the results of these
simulations.
This chapter introduces the Quilt self-assembly toolkit, which is designed to make
the collection of large datasets a practical reality. The toolkit consists of “tiles” and
a “mixer”, which are described throughout this chapter. The tiles represent the
components of a self-assembling system, and are programmable, electronic devices
that can communicate with other suitably aligned tiles using a novel capacitively-
coupled communications system. The general philosophy of the tile design is
the use of minimal and simple hardware. This is to allow their straightforward
manufacture, and tile size minimisation.
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Figure 3.1: Photographs of a Quilt tile. Views of the top and side of the tile
are shown on the right.
Figure 3.2: The four main mechanical components of the Quilt tile laminate.
From left to right: (1) the top 4 mm thick acrylic piece that forms the physical
binding sites, (2) the PCB hosting the tile electronics, (3) the 6 mm thick “skirt”
of the tile that provides a cavity for (4) the battery to fit in.
3.1 System Overview
The Quilt tile, shown in figure 3.1, measures 20  40  11:6mm. 50 tiles were
constructed for this work. Each tile consists of four main parts, shown in figure 3.2,
that form a three-layer laminate. The upper and lower layers of the tile are made
from 4mm and 6mm laser-cut acrylic sheet. Sandwiched between these two layers
is a printed-circuit board (PCB) that is soldered to a Lithium-Ion Polymer (LiPo)
battery. The battery sits in the lower layer of the tile, and is a weak push-fit into
the slot in the acrylic. The three layers of the tile are attached together using
double-sided adhesive tape.
The components of a self-assembling system need to bind to each other. TheChapter 3 Quilt: A Self-Assembly Experimentation Toolkit 49
Figure 3.3: Three bound Quilt tiles.
binding mechanism of the Quilt tiles differs from that of most self-assembling
systems. It requires manual intervention from the experimenter to establish a
binding. It is somewhat debatable whether the tiles are a self-assembling system
because of their need for manual intervention for binding. The Quilt tiles were
designed with this system so that this work could focus on the technical challenges
involved in both the miniaturisation of components and the collection of empirical
data for component interaction statistics. All other aspects of the Quilt system
are autonomous. Each tile features six binding sites, which are the trapezoid slots
visible in the top of the tile in figure 3.1. When the software of a tile requires a
binding to be made, it requests this from the experimenter by flashing its on-board
LEDs.
The review of assembly process sequencing in section 2.6 revealed that components
need to be able to selectively accept binding opportunities using internal state ma-
chines and labelled bindings. The tiles meet the first of these requirements with
an MSP430 microcontroller (Texas Instruments, Texas, USA), as state machines
can be encoded within the microcontroller software. The requirement for labelled
bindings is met by the communication system, which allows the transfer of data
between adjacent tiles. Each of the binding sites of the acrylic top layer is accom-
panied by a communication interface situated on the PCB below, and two tiles
with interfaces that are suitably close together may communicate through these.
The design and development of this communication system is described in chap-
ter 4. Before a tile requests a binding, it must determine whether its binding site
is suitably spatially aligned with that of another tile. The same hardware used
for communication is used with different software to measure this alignment. The
development of this approach is described in chapter 5.50 Chapter 3 Quilt: A Self-Assembly Experimentation Toolkit
Figure 3.4: Photograph of the Quilt mixer. A set of Quilt tiles (dark green)
can be seen on the surface of the rotary platform of the mixer.
Figure 3.3 shows three tiles bound together using three binding pegs. The binding
peg and upper layer of the tiles are designed such that they are reasonably loose
when bound together. The manufacture of the pegs is an iterative process, as
there are a number of variables involved in laser-cutting (especially with cheap
laser-cutters). If the joint is too tight, then two bound tiles will not site flat
on the surface on which they are placed. If too loose, the structure would be
undesirably flexible, and the communication interfaces of each site could become
too far apart for successful communication.
The Quilt tiles are non-motile, and rely on external agitation to move them around.
The Quilt mixer, shown in figure 3.4, is used to randomly mix the tiles. The mixer
features a computer-controlled motorised rotary platform on which the tiles are
mixed. The rotary platform is inclined, and its support is hinged to permit adjust-
ment of its angle of inclination. When on this platform, the tiles are constrained
to motion parallel to the platform surface by a transparent acrylic lid, and within
a 550  550mm area of the surface by aluminium barriers. The assembly process
of the tiles within the mixer proceeds as follows:
1. The tiles are placed in the mixer.
2. The mixer’s rotary platform rotates to mix the tiles.
3. The mixer’s rotation is stopped.
4. Tiles are notified over infrared that the mixer has stopped. The tiles feature









Figure 3.5: High-level system diagram of a Quilt tile.
5. Tiles enter a discovery phase in which each tile attempts to communicate
with any adjacent tiles, and gauge their relative alignments.
6. Algorithms specific to the experiment are executed within each tile. During
this process, data may be exchanged between neighbouring tiles. Should two
neighbouring tiles wish to bind, they indicate this by flashing their LEDs.
7. The experimenter places binding pegs in the binding sites of the tiles that
are requesting binding.
8. A second message is sent to the tiles over infra-red to indicate that the
binding phase is complete. The mixer then starts to rotate, and the process
continues from stage 2.
3.2 Tile Design
The Quilt tile is primarily an electronic device. A high-level overview of the tile
electronics is shown in figure 3.5. The electronics has been designed to minimise
the size of the hardware employed, as well as its expense. This reduction has
generally been achieved by using as many of the features internal to the MSP430
microcontroller as possible, and sacrificing features in exchange for more compli-
cated software. The schematic for the tile can be found in appendix A. A diagram
of the physical features of the tile can be seen in figure 3.6.
The Quilt tile features three systems for data-transfer: the capacitive communi-
cation system for interface-to-interface communications, an infrared (IR) receiver,
and a programming connector. The minimal IR receiver allows the transmission
of messages to all tiles within the mixer. Usually, IR receivers feature a tran-

















Figure 3.6: Diagram of a Quilt tile. A-F are the capacitive plates used for
communications (discussed in the next chapter), and I0-I5 are the names of the
binding interfaces.
of miniaturisation, an approach was used with no amplifier, and just passive high-
pass filtering. As a result of this sacrifice, the range of the IR system is of the
order of 15cm.
The programming connector allows the microcontroller to be loaded with firmware
as well as debugged. This connector is also used for battery charging, and hosts
two connections to the GPIO (general-purpose input/output) pins of the micro-
controller, which are useful for debugging. Programming and charging rigs were
constructed that interface with this connector. Each charging rig can charge five
tiles simultaneously, and so with ten boards the whole tile set can be charged at
once.
The tiles feature three LEDs: one red, one amber, and one green. These LEDs
are connected to GPIO pins of the microcontroller, and so their purpose can be
adjusted through software. The tiles also feature a power switch, allowing the tiles
to be switched off and prevent battery discharge.
3.3 Mixer Design
The tile assembly process occurs within the Quilt mixer. As described in the
system process overview, the tiles reside on the surface of the mixer’s rotary plat-
form. This platform is made from medium-density fibreboard (MDF), and its angle
about the horizontal axis is adjustable. Centred on the rotary axis, a 550550mm
square of the platform is bounded by aluminium L-section walls, confining the tiles


















Figure 3.8: System diagram of the Quilt mixer motion control software.
in figure 3.7. This shows the transparent acrylic lid suspended above the surface
of the platform. This lid was required to prevent the tiles from occasionally flying
out of the mixer whilst it was rotating. The height of this lid is adjustable, and
was set to approximately 1.5mm above the upper surface of the tiles.
The mixer platform is motorised and its motion is computer controlled. A 10bit
AS5030 magnetic rotary sensor (ams AG, Unterpremst¨ atten, Austria) fitted to
the underside of the platform provides the angular position data for the control
loop. The control algorithms of the feedback loop are executed on a BeagleBone
(an embedded Linux platform made by Texas Instruments, Texas, USA), with the
Fedora Linux distribution installed upon it. A custom kernel driver was written for
interfacing with the rotary magnetic sensor, and the rest of the control software
was written in Python. A system-level diagram of the motor control feedback
loop is shown in figure 3.8. A PID controller takes the target angular position of54 Chapter 3 Quilt: A Self-Assembly Experimentation Toolkit
the platform as input. This is generated by integrating a parametrised angular
velocity curve. The parameters for this curve are as follows:
Direction Changes The number of times the platform should change direction
during one mix.
Rotations per Direction How many times the platform should rotate between
direction changes.
Initial Direction Whether the platform should initially rotate clockwise or counter-
clockwise.
Acceleration The rate at which to accelerate the angular velocity of the platform.
Maximum velocity The maximum velocity to rotate the platform at.
Initial Offset The offset of the initial starting angle of the platform from the
final target angle. This allowed the final resting point of the platform to
be specified. For all of the mixes described in this thesis, the platform was
brought to a halt with one corner of the tile enclosure pointing downwards.
The initial position of the platform may not be an exact multiple of the num-
ber of requested rotations away from the target position, and this parameter
allows this to be compensated for.
3.4 Discussion
Fifty Quilt tiles were constructed for this work on a low budget. This number
of components is relatively large in comparison to those found in previous works.
This new ability to inexpensively construct large numbers of components allows
many questions and theories about self-assembly to be asked and tested. It seems
quite feasible to scale the Quilt platform up to systems comprised of hundreds of
components. However, it is likely that beyond this point new approaches will be
needed for the manual aspects of their operation (battery charging, binding peg
insertion and programming, for example).
The environment of the mixer is somewhat violent, and this is particularly obvious
to those who have heard it in operation. Tiles often crash into the sides of the
mixing enclosure, and into each other. However, the tiles were found to be suitably
resistant to this treatment. In the thousands of mixer rotations that the set of fiftyChapter 3 Quilt: A Self-Assembly Experimentation Toolkit 55
tiles were subjected to during this work, there were only three breakages. Those
breakages were very easy to repair, as they were all cases of the upper acrylic layer
of a tile delaminating from its PCB. This was most likely due to a contaminant,
such as grease from hands, between the tape and the acrylic or PCB.Chapter 4
Quilt Tile Communications
The components of a self-assembling system need to exchange information so that
binding decisions can be made. This communication can be performed across a
variety of media, and previous works have mostly used electrical contact (White
et al. 2004; Zykov and Lipson 2007), inductive coupling (Griffith et al. 2005; Gilpin
et al. 2010), or optical methods (Gilpin et al. 2008). An aim of this thesis is to
pursue approaches that allow engineered self-assembling systems to scale towards
the microscale. Electrical contacts and inductive coupling are both particularly
unsuited to this scaling. Oxide layers on electric contacts require considerable force
to be broken, and inductors become inefficient as the wires they are composed of
get smaller. Optical communications systems are suited for use at the microscale,
and many microscale photonic devices can be found in the literature. However,
their application at scales between micro- and macro- is somewhat unexplored.
There is an alternative medium that has not yet been explored as a medium
for communication between self-assembling systems: electric fields. Components
could be designed such that, when adjacent to each other, a capacitive coupling
is formed between them. This coupling could then be used for the transfer of
information.
Many existing electronic systems already perform communication through capaci-
tively-coupled links. In fact, most modern modulation systems are designed to be
passed through such links. For example, Manchester encoding is employed at the
physical layer of Ethernet to achieve zero DC offset (a term commonly used to
describe encodings that can be capacitively coupled, since capacitors do not pass
DC signals), allowing it to be passed through DC-isolating links. Capacitively-
coupled links are also being explored for misalignment-tolerant communications
between vertically stacked integrated circuit dies. A review of these approaches
















Figure 4.1: Capacitive communication topologies with (a) common, and (b)
no common ground. The square waves on the left are transmitted through the
capacitive link between tiles. The resistors provide a suitable DC offset to the
received signal.
can be found in Cardu et al. (2009).
Capacitive links are not only suited to communications. They can also be used for
binding objects together (Karagozler et al. 2007, 2006; Knaian 2008), as well as
for transferring power between electrically-isolated systems (as simulated in Kline
2010). The suitability of capacitively-coupled links for communication, binding,
and power-transfer makes them particularly appropriate for self-assembling sys-
tems.
This chapter describes the development of the capacitive communication system
employed in the Quilt tiles. This system allows the communication of arbitrary
data between the edges of adjacent PCBs, which is somewhat different to previous
works that have used the capacitance between the faces of PCBs. A statistical
model of the system is developed, providing insight into the performance and
trade-offs of its design. The approach taken here demonstrates that capacitive
communication is suitable for use in platforms that have not yet reached the
microscale. This chapter concludes with a discussion of the issues encountered
with this system, and approaches that may be taken to combat them.
4.1 Hardware Design
4.1.1 Capacitively Coupled PCBs
It is the nature of capacitive couplings to block the transmission of DC voltages






Figure 4.2: Prototype comparator-based circuit designs of receiver. The two
thick vertical bars on the left of the diagrams represent the receiving plates of
the circuit. A comparator internal to a MSP430 microcontroller was used. After
(a) was found to be unsuitable, a feedback resistor was added to add hysteresis,
as shown in (b).
coupled, there is no shared DC reference voltage for one tile to measure a potential
produced by another against. If there was a common reference voltage, then the
circuit topology shown in figure 4.1(a) could be used. However, since there is
none, a differential approach is needed. This approach is shown in figure 4.1(b).
This is similar to the approach described by Karagozler et al. (2006) for binding
components using electrostatic attraction.
As the Quilt tiles integrate electronic components and are macroscopic, it is only
sensible for their design to incorporate a PCB. As with the rest of the platform,
hardware minimalism and simplicity of the communication system were design
goals. Therefore, a capacitively-coupled link between two PCBs constructed using
common assembly techniques was sought. In multi-layer PCB design, it is common
to use planes of copper on separate (and thus insulated) layers to form a distributed
capacitance, and this is usually employed for power-rail decoupling. Since it is
possible to form useful capacitance between two layers of a PCB, it seems quite
feasible to produce useful capacitance between separate PCBs. This has been
done with parallel PCBs stacked on top of each other – a system using such a
configuration is described in Knaian (2008).
It was speculated that it may be possible to sufficiently capacitively couple two
PCBs that were edge-to-edge rather than face-to-face. No previous work is known
in which this has been achieved, and so two prototype systems were constructed
to test this hypothesis. As well as exploring this hypothesis, the first prototype
was designed to discover whether the signal received by one pair of plates would
be significant enough to directly drive the inputs of a comparator, as shown in
figure 4.2(a). (In this case, the comparator was inside an MSP430 microcon-60 Chapter 4 Quilt Tile Communications
Figure 4.3: The initial prototype boards constructed for testing the capacitive
coupling of side-by-side PCBs. The boards are identical in design, and are
approximately 45 by 45mm. The board on the left acts as the receiver, and so
is populated with biasing resistors, whilst the other board transmits a square
wave. Both boards feature two 20mm tracks that form the capacitive plates,
and these can be seen along the board edges that are closest to each other.
These tracks were cut to 10mm in later tests. The boards are shown separated
by a considerable distance. For useful coupling, the boards need to be butted
against each other.
troller.) When fed with a square wave of approximately 15kHz, the link, shown in
figure 4.3, was found to perform intermittently. The high-impedance comparator
inputs would pick up mains and other electrical noise, rendering the received signal
useless. Hysteresis was added using a feedback resistor, as shown in figure 4.2(b),
but the signal-to-noise ratio was still insufficient.
From the first prototype, it was clear that additional signal conditioning would be
needed for noise attenuation. The output impedance of the receiving capacitive
plates is significant in comparison to the input impedance of any RC filters that
could be used. Therefore, buffers were placed in between the plates and their
filter networks. Furthermore, since both plates would encounter approximately
the same electrical noise, a differential amplifier with integrated filters was used to
attenuate this common-mode noise. The schematic of a second prototype receiver
is shown in figure 4.4. The filters of the prototype receiver, shown in figure 4.5, were
designed such that the incoming 15kHz signal would be situated in the pass-band,
whilst higher and lower frequencies would be attenuated. This active filtering
approach was found to be particularly adept at removing the noise; when a 3.3V
differential-signal was transmitted, a 0.2V peak-to-peak signal was received whenChapter 4 Quilt Tile Communications 61
























Figure 4.4: Prototype receiver circuit with differential amplification and active
filtering. The filters along the chain form a band-pass filter designed to allow
frequencies of approximately 15kHz to pass through. The differential amplifier
has a gain of 4.5 at this break frequency.
Figure 4.5: Prototype receiver employing active filtering and differential
amplification. This receiver board was tested with the prototype transmitter













Figure 4.6: Layout of the PCB tracks on the Quilt tile used for capacitive
communication. Two tiles are shown above. The binding sites of the tiles are
centred in the gaps between the plates. The left-hand tile uses plates E and F
to communicate with the right-hand tile, which uses plates C and B. Each tile
is 20  40mm.
the capacitive plates were aligned. If the boards were slid from an aligned position
past each other in a direction parallel to the plates, then the received signal would
significantly reduce in amplitude. The circuit was therefore assessed as suitable
for use in measuring alignment. The next chapter describes the optimisation of
the capacitive interface for this purpose.
4.1.2 Extension to Six Interfaces
The Quilt tile features six binding sites, and so requires six communication inter-
faces. Again, hardware minimalism was practised whilst adapting the prototype
capacitive receiver design to support six interfaces. Rather than two capacitive
plates per interface, plates are shared between adjacent interfaces, resulting in the
six-track layout shown in figure 4.6.
A common design rule used by PCB manufacturers is that the tracks of the PCB
must not be within a certain distance of the perimeter of the board. The tolerance
of the milling processes that separate PCBs from their original laminate is poor,
and so this design rule ensures that tracks are not broken during this milling
process. However, the Quilt tile’s capacitive plates should be as close as possible
to the edge of the board to maximise the capacitance between neighbouring tiles.
Therefore, this design rule was purposely violated, and the plates were made large
enough to ensure that the milling tolerances would not sever them.
In order to avoid placing six separate differential amplifiers (and associated filter-
ing networks), one differential amplifier is used, and the plates are multiplexed
into its input. As can be seen in the Quilt tile schematic in appendix A, these
multiplexers are arranged such that only useful pairs of input plates can be fed
into the differential amplifier – i.e. A and B, B and C, etc. As in the prototype,Chapter 4 Quilt Tile Communications 63
each plate is immediately connected to a buffer before being passed through the
multiplexer arrangement. Since a 0.2V peak-to-peak signal is small compared to
the 3.3V rails of the tile, an additional amplification stage was included after the
differential amplifier.
This active filtering signal path is for reception. The tiles also need to transmit
data to each other. The design of the tile’s transmitter hardware is very simple.
Each plate is connected to a GPIO pin of the microcontroller. The microcontroller
is programmed to emit out-of-phase square waves from the relevant pins whilst
transmitting. When receiving, the microcontroller sets those pins to be high-
impedance (i.e. inputs) so that the weak signals received across the capacitive
link are not dwarfed by the microcontroller’s output.
Since the same pair of plates are used for both transmission and reception, each in-
terface can only transmit or receive at one time (it is half-duplex). When switching
from transmit to receive, the plate capacitance will take some time to (dis)charge
to the reference voltage that the receiver circuitry DC-biases it to. During some
of this time, the input signal that reaches the output of the differential amplifier
is dwarfed by the amplified common-mode voltage. Therefore, after this switch
has occurred, nothing will be received for a short period of time. This time was
measured using a digital oscilloscope as approximately 140s, which is roughly
2.25 periods of the 15kHz square waves being passed through this system.
4.1.3 Modulation and Demodulation
The hardware design leaves the role of modulation and demodulation to the soft-
ware within the microcontroller. The pins used for transmission are digital out-
puts, and so the modulation algorithms are limited to frequency and phase adjust-
ments of the transmitted square wave. As illustrated in figure 4.1, the receiving
tile receives a filtered version of this square wave, and in demodulation this is
treated as a series of pulses. As is usual in communications systems, the data is
split into symbols for transmission. The tiles use up to 11 symbols, each of which is
represented by a distinct frequency. Symbol 0 has a period of 50s, and all other
symbol periods are spaced by 17s above this. Rather than switching symbol on
a timed basis, transitions between symbols are used to transmit data. A rotat-
ing symbol-value approach is used to ensure that one symbol can be transmitted
multiple times in this multiple frequency-shift keying (MFSK) modulation system.
At first, the internal comparator of the MSP430 was used to convert the re-64 Chapter 4 Quilt Tile Communications






















Figure 4.7: Example ADC readings from a Quilt tile. These readings were
taken from the ADC of a Quilt tile whilst another aligned tile was transmit-
ting the highest frequency symbol. The ADC samples are 4.25s apart. The
demodulating software uses hysteretic thresholding, with a lower threshold of
0.89V and an upper threshold of 1.50V.
ceived pulse-train into a digital signal, which was subsequently fed into one of
the MSP430’s timer modules to measure the periods of the received signal. It was
found that some tiles would receive smaller amplitude signals than others. This
variation is most likely due to the manufacturing tolerances in the alignment of the
tile layers, the PCB milling, and the electronic component tolerances. These vari-
ations were too great to compensate for using the relatively small number of refer-
ence voltages that the MSP430 comparator can be configured to compare against.
Therefore, the MSP430 was reconfigured (requiring no hardware changes) to feed
the received signal directly into the MSP430’s internal 10-bit analogue-to-digital
converter (ADC). This allowed a comparison threshold voltage to be specified with
much greater precision (1.47mV), thus accommodating greater variation between
tiles.
The ADC measures input voltages with respect to a reference voltage. The only
suitable reference voltage on this platform that could be used is 1.5V. Since the
waveforms entering the MSP430 are centred at 1.65V, the positive-going spikes of
the incoming pulse-train register as the maximum reading of the ADC. Figure 4.7
shows an example of a set of ADC readings taken from a receiving tile.
4.2 Scheduling Problem
There are several constraints that the communications algorithms used in the
Quilt tile must be designed around. Each interface of the Quilt tile is half-duplex.
The multiplexer arrangement permits only one interface to be used for reception
at one time, and the performance limitations of the microcontroller make it onlyChapter 4 Quilt Tile Communications 65
reasonable to transmit on one interface at a time. The communications software
needs to decide which interface is best to operate on at a particular time, as well as
whether that interface should be used for transmission or reception. Furthermore,
a tile that is being transmitted at must be receiving on the correct interface at the
right time for successful communication.
Since the physical arrangement of the tiles is unknown by the tile (for they are
randomly mixed), finding a schedule for communications that satisfies all con-
straints across the whole network of connected tiles is a challenging problem. This
problem can be reduced to a graph-colouring problem, and is very similar to those
encountered in wireless sensor networks (WSNs) that use time-division multiple-
access (TDMA) multiplexing schemes. There is previous work in this area, and
Gandham et al. (2005) describe the simulation of a distributed algorithm for the
creation of a communication schedule in any given network.
Any scheduling algorithm, including that described by Gandham et al., will require
that the nodes of the communication network have knowledge of their immediate
neighbourhood. The Quilt tiles, like WSN nodes, do not have this knowledge
initially, and must discover their neighbours. During this discovery phase, there
is no agreed-upon communications schedule between neighbouring nodes. There-
fore, with half-duplex communications links, and no common timing reference,
the only workable option is for tiles to schedule their communications randomly.
Two approaches to randomly-scheduled communication were investigated for the
Quilt tiles. The first approach, described here, was unsuitably slow. The second
approach, described and modelled in the next sections of this chapter, is consid-
erably faster.
The Quilt tiles transmit data in frames. Each frame is prefixed with its length,
terminated with a 16-bit CRC, and may be up to a total of 24 bytes long. The
first approach is shown in pseudocode as algorithm 1. As this algorithm cycled
around each interface in turn, it transmitted any frame queued for that interface,
followed by a random period of listening for any incoming frames. During this
period of listening, only whole, valid frames received would be accepted. Using
the testing arrangement shown in figure 4.8 in combination with a simple ping-
response code, this approach was found to perform exceptionally slowly. It would
often take minutes for a frame to successfully pass from one tile to the other.66 Chapter 4 Quilt Tile Communications
Algorithm 1 Na¨ ıve approach to random scheduling.
loop
for each interface do
if a frame is queued on this interface then
transmit frame
end if
attempt to receive a frame for a random period
end for
end loop
Figure 4.8: Two Quilt tiles in a communications test-setup. Each tile is
connected to a programming jig, taped down to ensure no motion occurs during
testing, and is bound using a plastic peg to interface 0 of the other tile. The
black-and-white markers on top of each tile will be described in chapter 6.
4.3 Handshaking
The poor performance of this first algorithm motivated the design of a faster
alternative. The main issue with the first algorithm was that a frame took a
relatively long time to transmit (between 4.6ms and 49.4ms), and if the receiver
missed just a small part of the frame, which was likely, then that transmission
would fail. It was clear that lengths of the messages being transmitted would
need to be significantly reduced so that attempts at transmission could occur at
a higher rate. This was done through the introduction of a handshaking protocol.
The handshaking protocol establishes synchronisation between two tiles using very
short messages composed of single symbols, allowing much larger data frames to
subsequently be transferred. Furthermore, this protocol manages the scenario in
which both tiles have frames to transmit to each other.
The handshaking protocol is shown in algorithm 2. The highest frequency symbols
are given the names RING, ACCEPT, and FRAMING. RING is used by a tile to indicate
that it has a frame to transmit. ACCEPT is transmitted by a tile that has received
a RING to indicate that it is ready to receive the frame. FRAMING is transmittedChapter 4 Quilt Tile Communications 67
as a prefix to the frame. Upon receipt of FRAMING, the receiver stops transmitting
ACCEPT and starts receiving a frame. Frame data are transmitted using higher
symbol numbers than FRAMING. In the Quilt tiles, the execution time of the while-
loop of the handshaking algorithm was limited with a timeout (not shown in the
algorithm pseudocode for brevity), so that hangs were avoided in the event that
the transmitting tile has moved away since its RING was received (whilst this is
unlikely in the Quilt mixer, it is probable when moving tiles around by hand).
Algorithm 2 Fast handshaking algorithm.
loop
for each interface do
if a frame is queued on this interface then
transmit RING




if ACCEPT was received then
transmit frame with long FRAMING preamble
else if RING was received then








Crucially, only three periods of a symbol need to be received by the receiver for it to
be identified. Three periods of the RING symbol last 150s, which is considerably
less than both the best and worst-case frame transmission times of 4.6ms and
49.4ms. This handshaking approach was found to perform with acceptable, sub-
second latencies. Since this approach involved more state than the previous one,
and debugging such situations with microcontrollers can be tricky, a suite of unit-
tests were constructed to test every aspect of the communications library. In
using this suite, it became apparent that selecting optimal parameter values for
the handshaking algorithm is a somewhat tricky process. This motivated the
statistical analysis of the system described in the next section.68 Chapter 4 Quilt Tile Communications
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Figure 4.9: Tile and timing arrangements assumed by handshaking model.
(a) Tile A is positioned such that its interface 0 is aligned with tile B’s. (b)
Communication cycle of tiles A and B. The tiles transmit and then receive on
the current interface before moving on to the next. The receive time is random.
4.3.1 Statistical Model
The communications system has numerous parameters. Finding optimal values
for them through trial-and-error is time-consuming, and so a statistical model of
the system was developed as follows. In this model, tiles A and B are assumed
to be arranged such that interface 0 of each tile is within communications range
of interface 0 of the other, as shown in figure 4.9(a). A worst-case scenario is
considered in this model, in which both tiles A and B have frames queued for
transmission out of every one of their interfaces. Both tiles are therefore cycling
through every interface. After switching to an interface, each tile transmits a
RING through it to indicate that it has a frame to send. It then listens on that
interface for a random period of time (randomly selected between some boundaries)
for a RING or ACCEPT from a neighbouring tile. Figure 4.9(b) shows this cycle
graphically. In this model it is assumed that the timing of tile A’s activities are
uncorrelated with those of tile B. This assumption is reasonable because the receive
times are random. The tiles have the same pseudo-random number generators,
but the tiles are switched on at separate times, so these will be out-of-sync.
If a RING transmission could be transmitted in zero time (i.e. instantly), then





Where trx is the period of time that tile B listens on interface 0 for, and tloop is
the time tile B takes to cycle around all of its interfaces. Here, trx is considered
to be constant; the extremes of the possible trx values will be considered shortly.
Now, RING transmissions take non-zero time, so the above equation can be ex-
tended to accommodate this. If the tiles transmit for ttx seconds on each in-





As tile B is cycling through all of its interfaces, tloop can be expanded to be in




The transmitted RING must overlap with the reception period sufficiently so that
it is identified by the receiver. Representing this minimum overlap time as toverlap,
the probability becomes:
Prx =
trx + ttx   2toverlap
6(trx + ttx)
Since a transmission consists of an integer number of periods of a symbol:
ttx = Ntxtsym
Where Ntx is the number of symbol cycles transmitted out of one interface in
one cycle, and tsym is the time period of this symbol. Additionally, the receiver
is programmed so that it must receive 3 periods of a symbol before it recognises




trx + tsym(Ntx   6)
6(trx + Ntxtsym)
As described in 4.1.2, the receiver takes time to settle after switching from transmit
mode. This can be modelled as a reduction in the time during which the RING
must be received by tsettle:
Prx =
trx   tsettle + tsym(Ntx   6)
6(trx + Ntxtsym)
Rearranging for Ntx, we arrive at an equation that relates the number of transmit-
ted symbol periods to the probability that the receiver receives the transmitted
symbol within one cycle around all of its interfaces:
Ntx =
trx(1   6Prx)   tsettle   6tsym
tsym(6Prx   1)
(4.1)
By treating each of the receiver’s cycles around all interfaces as an independent70 Chapter 4 Quilt Tile Communications
trial, the probability of successful reception within M trials can be modelled using a
geometric probability distribution. For a geometric probability distribution where
each trial has probability of success Prx, the probability of success within M trials
is:
P(Ntrials  M) = 1   (1   Prx)
M





Equations 4.1 and 4.2 combined indicate how many trials are needed to achieve a
given probability of successful transmission. Since the duration of a trial is known
(tloop), the time required to achieve successful transmission can be calculated.
Figure 4.10 illustrates how this time varies with Ntx. After choosing a reasonable
value of Psuccess of 0.999, the minimum of the curve for this Psuccess value in the
graph could be used to choose Ntx. However, as figure 4.11 illustrates, the position
of this minimum is somewhat sensitive to the value of tsettle. There is likely to be
a large variation in the value of tsettle between tiles; the capacitance of the plates
will vary, and the tolerance of the passive components in the receiver will affect
this parameter too. The gradient of the Psuccess curve is significantly steeper for
Ntx values lower than the curve’s minimum point than it is for Ntx values above
this point. Therefore, selecting an Ntx value that is too low brings considerably
harsher penalties than selecting one that is higher than this minimum. For this
reason, a value of Ntx was chosen of 20 – safely to the right of the minimum point
of the curve.
The effects of the upper bound of the receive time (trx) were also explored, and
this is shown in figure 4.12. This parameter has little effect in comparison to tsettle,
and so a reasonable value of 560s was chosen.
4.4 Discussion
4.4.1 Communication Through Misaligned Interfaces
This chapter has considered situations in which two communicating tiles are cor-
rectly aligned. Communication fails rapidly as the distance between the plates of
two tiles is increased beyond approximately 1mm, and has a similar drop-off as
the tiles are moved in the transverse direction. However, it was found that tilesChapter 4 Quilt Tile Communications 71
























Psuccess = 1 − 10−6
Psuccess = 1 − 10−5
Psuccess = 1 − 10−4
Psuccess = 1 − 10−3
Psuccess = 1 − 10−2
Psuccess = 1 − 10−1
Figure 4.10: The effect of the number of symbols transmitted (Ntx) on the
time for a Psuccess chance of successful reception. Each line is the mean of four
scenarios, which involve all combinations of the following values for tsym and trx.
tsym is either RING (50s) or ACCEPT (67s), and trx is either 360s or 560s.
These trx values correspond to the lower and upper bounds that this variable
may take. tsettle is set to 140s, measured using two tiles and an oscilloscope.
































Figure 4.11: The effect of the receiver settling time on time required for
successful reception of a symbol, with Psuccess = 0:999. Each line shown is the
mean of the same four scenarios described in the caption of figure 4.10.72 Chapter 4 Quilt Tile Communications

























trx max = 360
trx max = 460
trx max = 560
trx max = 660
trx max = 760
trx max = 860
trx max = 960
Figure 4.12: The effect of the upper bound of trx on the time required for
successful reception of a symbol, with Psuccess = 0:999. Each line shown is the
mean of the same four scenarios described in the caption of figure 4.10, except
the upper bound for trx is adjusted as shown in the figure legend, and tsettle is





Figure 4.13: Circumstances in which misaligned tiles can communicate. De-
spite only having one plate aligned (plates are shown in blue), tile A will often
receive frames from tile C when tile A is listening to interface I0. Similarly, tile
D will receive frames from tile E even though the two tiles are not correctly
aligned.
could often communicate when only one plate of each tile was aligned with the
other, as illustrated in the situations in figure 4.13. This means that successful
communication with another tile cannot be used as indication that the two tiles
are aligned. The next chapter will return to this subject, and develop techniques
that allow one tile to test its alignment with another.
Another implication of this misaligned communication is that even if there is an-
other tile aligned with an interface, it does not mean that frames received through
that interface are from the aligned tile. For example, in the left-hand illustration





Figure 4.14: An arrangement of tiles resulting in communications congestion.
Tiles A and B cannot communicate because their communications channel is
swamped by messages from tiles C, D, E and F. Other tile arrangements will
also lead to congestion. For example, the link would still be congested if tiles
D, E and F were not present.
data with tile B through the aligned interface. However, tile A will also receive
data from tile C through the same interface. For this reason, each tile was given a
unique 16-bit identity number at the time it was loaded with its firmware – sim-
ilar to the way that every Ethernet device is given a unique MAC address at the
time of manufacture. Once tiles have discovered the identities of their neighbours,
they are then able to use these identities to address specific tiles. To continue
the example, all of the frames that tile B intended for receipt by tile A would be
prefixed with a header containing tile A’s identity number.
4.4.2 Congestion
For the same reasons that tile identities were introduced (messages from multiple
tiles may be received through one interface), the communications channel used
to communicate with another tile can become congested. Figure 4.14 shows an
arrangement of tiles in which such congestion has been observed. Although tile A
and B are aligned, their communication is trampled upon by the random messages
from tiles C, D, E and F.
Since a link-scheduling algorithm could be employed once neighbouring tiles have
been discovered (previously described in more detail in section 4.2), congestion
will only present issues during the discovery phase. It may be possible to reduce
the effects of congestion algorithmically – perhaps through the introduction of a
random back-off when no neighbouring tiles have been discovered within a given












Figure 4.15: A two-layer capacitive plate layout. This scheme would allow
full-duplex communications, improve congestion resilience, and reduce the num-
ber of situations in which misaligned tiles could communicate. The left-hand
diagram shows the arrangement of the tracks forming the capacitive plates on
the top layer of the PCB, and the right-hand diagram shows the tracks for the
bottom layer. When a tile using this scheme was aligned with another, the tiles
would have (at least) two pairs of aligned plates. Out of these aligned plates, all
of the transmitting plates (red) would be aligned with a receiving plate (blue).
Plates that are identically coloured and labelled are electrically connected with
tracks not shown. For example, the upper plate on the left face of the top layer
is connected to the left plate on the upper face of the bottom later.
the frequency of transmissions, and spending more time listening – reducing the
probability of two transmissions colliding.
4.4.3 Alternative Plate Arrangement
The modification to the layout of the Quilt tile plates shown in figure 4.15, as
well as their connection to the microcontroller, would allow full-duplex communi-
cation. This arrangement would also reduce the number of tile arrangements that
lead to congestion, as well as those in which misaligned tiles can communicate.
This modification divides the existing plates into two sets of plates, spread across
the top and bottom layers of the PCB. One set is used for transmission, and the
other is used for reception. If two interfaces of neighbouring tiles using this scheme
were aligned, both tiles’ receiving plate-pairs would be correctly aligned with the
transmitting pair of the other. The transmitting and receiving plates of one in-
terface would be separated by the thickness of the PCB. There would therefore
be a parasitic capacitive coupling between a tile’s own transmitting and receiving
plates. If this coupling were too great, then a 4-layer PCB could be used with
ground planes on the inner two layers to reduce this coupling.Chapter 4 Quilt Tile Communications 75






















Figure 4.16: ADC readings from a tile receiving symbol number 9 (which
has a 203s period) from another, aligned tile. The red horizontal lines are the
hysteresis thresholds used in the Quilt system. The validity of the ADC readings
was verified by observing the input signal to the ADC using an oscilloscope.
4.4.4 Threshold Selection
The hysteretic thresholding algorithm applied to the receiver’s ADC readings re-
quires two parameters: the upper and lower thresholds. These thresholds, drawn
as horizontal lines in figure 4.16, were set through trial-and-error, and were found
to result in reasonably acceptable performance. Variation in the magnitudes of
received peaks was observed between different tiles, and so some pairs of tiles with
certain interface pairings fail to communicate successfully despite being correctly
aligned. For these situations, raising the value of the lower threshold is the in-
tuitive solution. However, as figure 4.16 shows, the waveforms received for the
lower frequency symbols feature some additional peaks. These secondary peaks
are usually lower in magnitude than the main peak, and generally have lower
rates-of-change. Increasing the lower threshold value is therefore a trade-off be-
tween accepting greater variation between tiles and avoiding using the secondary
peaks for symbol-identification purposes.
Interestingly, the DC offset of the received signals shows some variation. The signal
shown in figure 4.16 has a DC offset of approximately 1.3V, which is somewhat
lower than the 1.5V reference voltage used by the ADC. This means that a portion
of the upper-half of the waveform at the input to the ADC is visible in the graph.
The exact cause of this variation was not investigated, but it is another aspect
that the receiving software could be adjusted to accommodate.
This problem of selecting a threshold that works for all tiles could be avoided by us-
ing a peak detector rather than simple hysteretic thresholding. Such an algorithm
could dynamically adjust for the situation it was executed within. This would76 Chapter 4 Quilt Tile Communications
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Figure 4.17: Example of a scenario in which communications routing is re-
quired. The final target structure of an assembly process is shown in (a). Bound
interfaces are marked with crosses. In the situation shown in (b), either A or
E could be bound to B or D respectively to reach the target structure. If both
bind, an incorrect structure will be formed. Therefore, B and D must commu-
nicate via C to coordinate which binding will be accepted.
have the side-effect that tiles that were spaced further apart could communicate,
however this issue is more of a concern for the alignment detection algorithms than
the communications system.
4.4.5 Routing
The communications system described so far supports message passing between
neighbouring tiles. This is only sufficient for the efficient construction of very
simple structures. More complex structures will require the routing of messages
through multiple tiles. Figure 4.17 shows an example of a very simple structure
that would require such routing for maximum efficiency. In this example, two tiles
that are not immediate neighbours (B and D) must communicate to avoid the
construction of an incorrect structure. Therefore, tiles that are not involved in the
binding operation must relay messages between them. In this case, tile C must
relay messages between B and D. In this example structure the addressing and
routing required is very simple. However, more complex structures will require
more complex addressing and routing. There is some previous work in this area,
and the position-based addressing approach used in the Miche system (Gilpin et al.
2008) may be adaptable for this purpose.
It should be noted that the structure in figure 4.17 can be constructed without
message routing by rejecting some bindings opportunities that would lead to a
complete structure. For example, the assembly sequencing rules could prohibit
binding to any tile that was bound in position B, but allow binding to tile D. This
would be suboptimal, as it would not be making good use of the symmetry of the
structure.
The passing of a message from one component to another requires energy. There-Chapter 4 Quilt Tile Communications 77
fore, the need for message routing will have implications on the energy that com-
ponents will need to achieve particular structures. Once a component is buried
within a structure, its job is not necessarily complete. This is a new dimension of
self-assembly that has yet to be explored.Chapter 5
Capacitive Alignment Sensing
Some self-assembling systems feature binding mechanisms that must be triggered
to form a binding. For example, the motors of the mechanical clamps in the s-bot
platform must be activated in order to form a binding (Mondada et al. 2005).
There are at least four varieties of penalty that may be incurred if a binding is
activated at the wrong time:
Energy The process of activation will require energy. In general, the significance
of this is small for macroscopic systems. However, as components scale to-
wards the microscopic, energy storage becomes significantly more inefficient.
The energy that can be stored in a battery is proportional to its volume,
and so the available energy will reduce significantly faster than the feature
sizes of components.
Mechanical Fatigue The mechanism may only be able to withstand a limited
number of operations. Microscale structures not only involve more delicate
mechanisms than their macroscale counterparts, but are also more signifi-
cantly affected by dust and dirt.
Irreversibility No previous work in artificial self-assembling systems involves
the use of irreversible bindings.1. However, this is a possibility; for example,
it would be hard to separate two components that had glued themselves
together. Furthermore, a binding mechanism that is limited to one activation
due to energy constraints is in effect irreversible.
1With the possible exception of the Miche platform (Gilpin et al. 2008). The components of
the Miche platform elect whether to disconnect themselves from a structure. So the decisions
in this system are about unbinding rather than binding. Since an unbound component cannot
rebind without external intervention, the Miche binding mechanism is essentially irreversible.
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Yield If a component is bound at the wrong location at the wrong time, then the
yield of correct structures from the process will be reduced.
Therefore, for some systems the penalties of incorrect bindings may be high. This
warrants the inclusion of alignment sensors to reduce the probability of activating
a binding at the wrong time.
The cost of activating a binding in the Quilt platform is relatively high. The
experimenter has to remove the lid from the mixing platform and place a binding
peg in the tile. The platform can also be used to emulate systems that have
bindings with no or limited reversibility. The Quilt tile communications system
could be used for measuring alignment as it was described in the previous chapter.
However, since multiple tiles can communicate through one interface, its use would
result in many incorrect binding decisions. Much of the control of the Quilt tile
communication hardware is performed in software. The first section of this chapter
describes the development of alignment sensing algorithms that repurpose this
hardware for use in alignment sensing. Using these algorithms, the described
limitations of the communication system as an alignment sensor are overcome.
Section 2.7 reviewed the approaches that have been used in self-assembling sys-
tems. In this review none were found that used a capacitive sensing approach.
However, capacitive displacement sensors have been used extensively in other
fields. Section 2.8 gave a brief overview of these systems. The main difference
between these systems and self-assembling systems is that the latter involve two
bodies that are physically unconstrained. The displacement sensors generally fea-
ture mechanically constraining gantry systems, as well as arrays of guard rings. It
appears that the main approaches that are transferable to the field of self-assembly
are the approaches for the precise measurement of capacitances.
After exploring the Quilt tile alignment algorithms for use in a 2D space, this
chapter goes on to develop novel approaches for 3D capacitive alignment sensing.
The resulting sensor designs are intended for use in self-assembling systems with
components that are free to move in three dimensions.
5.1 Quilt Tile Alignment Sensing
The Quilt tile communications system described in the previous chapter allows





Figure 5.1: Tile arrangements in which successful communication is not an
indication of alignment. Tile A can communicate with tile B through the plates
shown above, even though tile B is actually located around the corner. Tiles C
and D can communicate as well, despite being at an angle to each other.
communicate with another, this is an indication that the two tiles share the same
locality. However, it does not mean that the tiles are necessarily in a position
suitable for a binding to occur. Figure 5.1 shows two examples of arrangements
in which tiles can communicate with each other but are not in positions suitable
for binding. Both of these arrangements are of the same general form; at least one
plate of each tile is capacitively coupled with the plate of another. This section
describes the development and operation of an alignment detection algorithm for
the Quilt tiles. This algorithm allows two tiles that can communicate with one
another to determine if they are also aligned. The first algorithm to be developed
for this purpose, which is described in section 5.1.1, augments the alignment-
sensing capabilities of the tile but still has some limitations. These were addressed
by expanding the algorithm as described in section 5.1.2.
5.1.1 Alignment Algorithm
Each plate of the Quilt tile has two connections; one to the receiving amplifier
chain, and one to a microcontroller GPIO pin. Only one of these connections is
used at a time when communicating. When transmitting, the GPIO pin is used
as an output and the signal through the receiving path is ignored (any incoming
signal would be swamped by the much stronger outgoing signal). When receiving,
the GPIO pin is put in a high-impedance state and received signals pass through
the differential amplifier and are subsequently sampled by the microcontroller’s
ADC.
Since the GPIO pin of the microcontroller can be set as an output during the
receive process, it can be used to hold a plate at a fixed voltage (ground or the
power rail). This prevents another tile’s transmissions from altering the voltage
at that plate. The signal that would pass through to the differential amplifier82 Chapter 5 Capacitive Alignment Sensing
from this plate is therefore muted. (The DC component of the plate’s voltage is
removed by a filtering capacitor before it reaches the amplifier.) Therefore, the
only signal that reaches the differential amplifier is that of the unmuted plate. By
sampling the received signal while one plate is muted, the Quilt tile can acquire
information regarding the level of capacitive coupling the unmuted plate has with
the transmitter’s plates. This coupling is related to the relative position of the
plates, and therefore information regarding the relative position of the tiles is also
acquired.
Figure 5.2 shows some of the ADC readings taken from tiles whilst testing plate-
muting. Without any plates muted, there is a very small measurable difference
between the aligned and misaligned tile arrangements shown in figure 5.2(a) and
(b) respectively. This difference is too insignificant to base an assessment of align-
ment upon. Muting the right-hand plate of tile B had a significant impact on
the magnitude of the received signal, as illustrated by the readings displayed in
figure 5.2(c). When the left-hand plate was grounded instead of the right, similar
readings were observed to those in (a) and (b). This is because it is the right-
hand plate that is coupled with the transmitter, and not the left. Furthermore,
grounding either plate in the tile arrangement shown in (a) had little effect on
the received signal. These measurements show that it is possible for a tile to
distinguish arrangement (a) from that of arrangement (b).
As well as catering for the arrangement in 5.2(b), the alignment algorithm must
detect whether the tiles are parallel to each other, rather than in the skew ar-
rangement shown on the right-hand side of figure 5.1. This assessment requires
the comparison of the magnitudes of the signals received through each of the plates.
If these differ too much, then the tiles are not aligned.
What follows is a description of the first algorithm implemented for assessing the
alignment of two Quilt tiles. In this process one tile acts as a master that assesses
its alignment with a slave tile.
1. The slave tile continuously transmits FRAMING from the interface of relevance.
2. The master tile mutes one plate, and samples the received signal for 17ms.
(17ms is the time for 4000 ADC readings.) Using a peak detection algorithm,
the master derives two values from these readings: the number of peaks
detected during this time (na), and the average magnitude of those peaks












































































Figure 5.2: The effect of grounding a receiving plate on the received signal.
The ADC readings shown in these graphs were extracted from tile B in the
arrangement shown to the left of the graph. Plates marked with red zigzags
were transmitting symbol 0. (a) shows the readings from a fully aligned pair
of tiles, which are very similar to those received when B is placed around the
corner from the transmitting interface, as seen in (b). Grounding the right-hand
receiving plate in (c) results in the attenuation of the received signal.
3. The master tile unmutes the first plate and mutes the other. It again receives
for 17ms and derives two values from the readings: nb and b.
4. The master assesses that it is aligned with the slave if all of the following
conditions are found to be true:
(a) na  N
(b) nb  N
(c) RMIN < a
b < RMAX
Where N is a threshold value for the minimum number of peaks that must





Figure 5.3: The two categories of misalignment not detected by the first
alignment algorithm. In both of these scenarios, the magnitudes of the received
signals received through each plate are identical. Tile B is positioned such
that both tiles are equidistant from the upper-right plate of tile A. Tile D is
positioned so that the displacement x is one third of a plate length.
maximum tolerable ratios of the received signal magnitudes. In the Quilt
tiles, N, RMIN, and RMAX are set to 90, 0:85 and 1:15 respectively.
This approach was found to significantly improve tile alignment detection over
using just communications. Both of the scenarios illustrated in figure 5.1 were
detected as misaligned by this algorithm. However, it was found that two classes
of misalignment were not detected by this approach. These are illustrated in
figure 5.3. In the first class of misalignments, shown in the left of the figure,
the two plates of the master tile are coupled equally to one of the slave’s plates,
and not at all to the other slave plate. Since the received signals are practically
identical for each of the master’s plates, the conditions applied in the last step of
the algorithm are all true.
In the second class of misalignment, shown on the right of figure 5.3, the master
tile’s plates have different couplings to each of the slave’s plates. In this arrange-
ment, one of the master’s plates (the lower plate of tile D in the figure) is coupled
with a slave plate by one-third of the maximum coupling. The master’s second
plate is coupled with both of the slave’s plates; two-thirds with one and one-third
with the other. Since the slave’s plates are driven in antiphase, their signals cancel
in the master’s second plate. The result is that both plates receive signals of equal
magnitude, and so the master incorrectly identifies the tiles as aligned.
5.1.2 Extended Algorithm
The alignment algorithm described in the previous section was extended such
that it could detect the two misalignment classes shown in figure 5.3. In both of
these scenarios, the master’s plates receive signals of equal strength from the slaveChapter 5 Capacitive Alignment Sensing 85
tile. However, each of the slave tile’s plates contributes to the received signal by a
different amount. By extending the alignment algorithm to consider measurements






































1. Master Slave Master transmits request to slave
2. Master Slave Slave immediately responds with acknowl-
edgement and starts alignment process
3.
Master Slave Master Slave Slave transmits on both plates. Master mea-
sures signals through each plate.
4.
Master Slave Master Slave Slave transmits on one plate. Master measures
signals through each plate.
5.
Master Slave Master Slave Slave transmits on other plate. Master mea-
sures signals through each plate.
Figure 5.4: Stages of the Quilt alignment assessment algorithm. The process proceeds from stage 1 through 5. Plates marked with
zigzags are transmitting. In stages 3, 4 and 5, the slave is transmitting FRAMING. Note that the plates are grounded to each tile’s own
internal ground, not to a global reference.Chapter 5 Capacitive Alignment Sensing 87
The resulting algorithm is comprised of three repetitions of the algorithm described
in the previous section. The main stages of this process are shown in figure 5.4,
and are as follows:
1. The master tile transmits an alignment request frame to the slave.
2. Upon receiving the alignment request, the slave immediately responds with
an acknowledgement frame, and starts transmitting FRAMING on both of its
plates for 50ms.
3. The master receives the acknowledgement and stores the current time. The
master knows that the slave is now transmitting on both plates, as well as
the time that it will stop doing so. The master then performs all of the steps
of the alignment assessment described in the previous section. This results
in a pass/fail result, which we shall refer to as Tboth.
4. After 50ms have passed, the slave starts transmitting FRAMING on only one
of its plates.
5. The master performs the same alignment assessment again, resulting in a
pass/fail result of TA.
6. After another 50ms has passed, the slave switches to transmitting on only
the other plate of the interface for 50ms.
7. Once more, the master performs the alignment assessment, resulting in a
result of TB.
8. The master assesses that the plates are in alignment if all of these conditions
are true:
(a) Tboth = Pass
(b) TA = Fail
(c) TB = Fail
This extended algorithm used in the Quilt tiles was found to successfully cater for
the failures of the original approach.88 Chapter 5 Capacitive Alignment Sensing
(a) (b) (c)
(d) (e)
Figure 5.5: Forms of misalignment and alignment. (a), (b) and (d) show the
various forms of misalignment that the sensor needs to be immune to. (a,b,c)
and (d,e) show correctly aligned sensors in plan- and side- view respectively. The
sensor must identify that it is not aligned when it is (a) rotated, (b) translated,
or (d) not parallel with respect to the opposite face (skew).
5.2 3D Alignment Sensing
The Quilt toolkit operates in a two-dimensional space. A programmable self-
assembling system able to create three dimensional structures is highly desirable.
There are a number of problems that need to be solved before such a system can
be achieved at the microscale. This section describes the pursuit of a capacitive
alignment sensor for use in 3D systems.
Figure 5.5 illustrates the various degrees of freedom that a 3D alignment sensor
must cope with: (a) rotation, (b) translation, and (d) skew. The aligned state,
shown in 5.5(c) and (e), is the only state in which the alignment sensor sought
here must report alignment. When the alignment differs from this state by an
amount significant to the application, the sensor must report that the device is
not aligned.
5.2.1 High-Level Sensor Design
Figure 5.6 shows a cartoon of the sensor designed here. It is envisaged that
each binding site of a 3D self-assembling component would feature one of these
alignment sensors. This sensor is composed of a PCB. When this PCB is in the
proximity of another sensor, the patterned plates of the PCB capacitively couple
with the plates of the other sensor. When two components need to evaluateChapter 5 Capacitive Alignment Sensing 89
Figure 5.6: Illustration of two PCBs forming the opposing faces of a capacitive
alignment sensor.
whether they are aligned, one of the components would electrically connect all of
the plates on its sensor together. The other component would then proceed to
measure the capacitances between its own plates. These capacitances would then
be evaluated to determine if the PCBs were aligned.
This sensor’s design must differ in several ways from those of the capacitive dis-
placement sensors reviewed in section 2.8. This sensor requires a two-state output,
and cannot feature the physically constraining gantries and mechanisms of the
displacement sensors. The displacement sensors were designed to achieve a linear
relationship between capacitance and physical displacement – employing guards
to ensure this. In contrast, the sensor described here is explicitly designed to make
use of non-linearity – to ensure that the capacitances measured in the aligned con-
figuration differ significantly for those measured for other physical arrangements.
5.2.2 The Plate Design Space
Figure 5.7(a) and (c) show two na¨ ıve designs of capacitive alignment sensor; rep-
resenting the smallest and largest manufacturable plates for a given sensor area
respectively. Figure 5.8(a) and (c) show how the capacitance between pairs of
those designs might vary with their spatial offset. Design (a) features a signif-
icantly lower dynamic range of capacitances than design (c). A larger dynamic
range is desirable, as it reduces the need for a low measurement noise floor – al-
lowing simpler, and cheaper electronics. Sensor (c) has a higher dynamic range,
but this comes at a cost; its spatial specificity is lower. Sensor (c) has to be moved
much further than (a) to drop from maximum to minimum capacitance. The gen-
eral hypothesis investigated here is that by exploring the space of possible plate
patterns, a design can be found that combines a high spatial specificity with a
high dynamic range.
















Figure 5.7: Relationship between the design of a capacitive alignment sensor,
its specificity and capacitance. The spatial specificity and capacitance of a
capacitive alignment sensor are affected by the shape of its capacitive plates.
The example designs shown illustrate the following: (a) A simple design with
two small dots. The plates occupy little of the available space, resulting in a
relatively low capacitance, and therefore signal-to-noise ratio. (b) A symbolic
design that sits in-between the extremes of (a) and (c). (c) Two large rectangular
plates use all of the available space. The ideal design would inhabit the top-right






































Figure 5.8: Relationships between alignment offset and capacitance for var-
ious capacitive alignment sensor concept designs. These graphs illustrate how
the capacitance readings from the designs shown in figure 5.7 may vary with
alignment offset.Chapter 5 Capacitive Alignment Sensing 91
sation problem. It is not straightforward to simply draw a pattern that fits these
requirements, so a pattern was optimised using evolutionary algorithms. The aim
of this optimisation process is to achieve a sensor with the characteristics illus-
trated by figures 5.7(b) and 5.8(b).
Any number of plates could be used on the surface of the sensor. Using many
plates adds additional axes to the space of measurable capacitances, allowing more
constrained alignment criteria to be set. However, this comes at the cost of more
complex electronics, as well as reduced dynamic range (more plates have to be
packed into the same space). As a first approach to the problem, a sensor with
three plates, to be referred to as A, B and C, was pursued.
The proposed process for establishing whether two sensors are aligned is as follows.
One of the participating sensor surfaces would be “active”, whilst the other would
be “passive”. The passive face has all of its plates electrically connected together
throughout the measurement process. The active sensor measures the capacitance
between plates A and B, denoted as CAB, and between B and C, denoted as CBC.
Two assessments of these values would then be performed. Firstly, both values
must be above a corresponding threshold capacitance value, CTAB and CTBC:
CAB > CTAB (5.1)
CBC > CTBC (5.2)
Secondly, the ratio of the capacitances must be within a chosen tolerance, RT, of






 < RT (5.3)
Measurements fulfilling the conditions specified by equations 5.1 to 5.3 would lead
to the conclusion that the plates were aligned.
5.2.3 Optimisation Process
The alignment sensor design was optimised using an evolutionary algorithm. A
comprehensive introduction to evolutionary algorithms can be found in Luke (2009).
The high-level details of the approach used are as follows:
1. Randomly initialise the population to create the first generation. Each in-
dividual of this population corresponds to one sensor design. Section 5.2.492 Chapter 5 Capacitive Alignment Sensing
describes the representation used for the genotype of the individuals of this
population.
2. Calculate the fitness of each individual within the current generation. This
fitness test is described in section 5.2.5.
3. Select a new generation from the current generation using a roulette-wheel
selection algorithm. In roulette-wheel selection, the probability of an indi-
vidual being selected for is proportional to the fitness of that individual.
Apply mutations to a random subset of the new generation. The best per-
forming three individuals (the elites) of the current generation are copied
into the new generation without mutation.
5.2.4 Sensor Genotype Representation
A method of encoding a sensor’s PCB design was required so that it could be ma-
nipulated by the optimisation process. This sensor genotype representation needed
to be flexible enough to represent any PCB design. As with all manufacturing pro-
cesses, PCB manufacturing process have constraints that limit the properties of
that which can be made. The most relevant constraint of PCB manufacture to
this scenario is the “track-and-gap” limit. This is the maximum resolution of the
PCB design – setting both the minimum width of a track, as well as the minimum
distance between two unconnected tracks. The track-and-gap limit is generally
of the order of 0.1 mm today. If this constraint is violated, then a direct map-
ping between the designed and manufactured connections between tracks is not
guaranteed.
When PCBs are designed manually, it is common practise to perform a design-
rule-check (DRC) of a PCB design before manufacturing it. The DRC is generally
implemented in software, and is a feature of most of today’s PCB design software.
If a representation were chosen that could produce designs unsuitable for manu-
facture, a DRC would need to be performed as part of the fitness test. Designs
that failed this check would immediately be assigned a fitness of zero. This would
be inefficient, as a mutation is likely to produce a DRC failure. Instead, the repre-
sentation that was used allows all possible genotypes to represent manufacturable
PCBs. This representation consists of the coordinates of four sets of 2D points;
one for each plate, and an additional set not associated with any plate. There
can be any number of points within each set, and the most complex arrangements
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points are redundant and are ignored. These points were translated into a sensor
design, as illustrated in figure 5.9, with the following method:
1. All of the points described by the genotype are placed on a 2D plane repre-
senting alignment sensor surface. Each point is transformed into a polygon
by finding a Voronoi tessellation for all the points, as shown in figure 5.9(a).
A Voronoi tessellation is a set of polygons that fill a plane. Each of these
polygons encompasses a single point from the input set. Edges shared by
adjacent polygons are equidistant from the points that the two polygons
encompass.
2. Adjacent polygons associated with the same point set are merged. There may
be multiple, disconnected polygons at the end of this stage. See figure 5.9(b).
3. The polygons are shrunk inwards by the track-and-gap limit by contracting
the polygon along its straight skeleton. Straight skeletons are described in
Aichholzer et al. (1995). See figure 5.9(c).
4. All polygons are deleted except for the first of each set. See figure 5.9(d).
5. Each polygon is grown by half the track-and-gap limit. This is done by
extending the polygon along its straight skeleton. See figure 5.9(e).
6. The polygon associated with the fourth set is discarded.
The above algorithm describes the rendering of the genotype into the phenotyp-
ical capacitive plate arrangement that make up a sensor. This was implemented
using the open source library Cgal (version 3.8, 2011). Cgal provides several ge-
ometry kernels that determine how the underlying primitive geometric operations
are performed. An exact kernel was used, which used arbitrary precision numeric
representations. This is slower than the inexact kernels, but requires less code to
cater for the inconsistencies that arise due to inexact calculations.
5.2.5 Fitness Evaluation
The fitness evaluation of an individual proceeded as follows:




Figure 5.9: The various stages of the transformation of the set of points
describing a sensor into a sensor design. See the main text for a description of
each: (a) The points with corresponding Voronoi diagram, (b) merged polygons,
(c) shrunk polygons, (d) removal of isolated polygons, (e) growth to achieve the
final polygons. There are additional points outside the coloured regions shown;
the polygons on the outside of the design are discarded before constructing the
Voronoi diagram.Chapter 5 Capacitive Alignment Sensing 95
2. Consider a set of physical arrangements of the sensor panels, and estimate
the capacitances formed by of each of these. Three dimensions of physi-
cal offset were explored: translation in the two dimensions parallel to the
plate surfaces, and the rotation of the plates about their normal axis. The
positions considered were distributed uniformly throughout this space, with
configurable granularities.
Simple pixel-counting combined with basic image translation and rotation
operations were used to perform this task. This computationally simple
approximation of capacitance makes the assumption that there would be a
uniform electric field between the plates of the capacitor, and has been used
in other previous works. In a study by Bonse et al. (1995), the authors
concluded that this “simple field approximation” provides a reasonable ap-
proximation of the capacitance that a more complex finite-element analysis
could provide.
Only translation and rotation in the same plane as the faces of the sensors
was considered, as illustrated earlier in figure 5.5(a) and (b). Arrangements
with non-parallel faces were not considered. Whilst the consideration of
this additional degree-of-freedom would undoubtedly lead to a more robust
sensor, the algorithms to evaluate the capacitance in this arrangement would
require considerably more processor time, so this is left for future exploration.
The set of positions considered make up a regularly spaced grid of transla-
tional and angular offsets. The granularity of this grid has significant effect
upon execution time.
3. From the resulting set of capacitances associated with all physical arrange-
ments, find the pair of capacitances with the greatest sum. Figure 5.10
shows this in graphical form. One can see on this graph that this pair is the
“top-right” point. This is how this point will be referred to throughout the
rest of this document.
4. Find the point that is closest in capacitance space (as opposed to physical
space) to the top-right point. Measure the distance, again in capacitance
space, between these two points. If the top right point is (CTx;CTy) and the




(CTx   CNx)2 + (CTy   CNy)2 (5.4)
This fitness test was designed to achieve two objectives. The first of these was to




















Figure 5.10: A scatter plot of all of the capacitance combinations calculated
by simulating all physical arrangements of two parallel sensor plates. Each point
represents one or more physical arrangements that resulted in the capacitance
ratio described by its position within the graph. The top-right point is the
point with the greatest sum of capacitances. The fitness of an individual is the
distance between this point and its nearest neighbour.
isolation of the top-right point from all other points. This first objective essentially
comes for free as a consequence of the combination of the second objective with
the finite plate area available.
The scan through different physical positions was coarse-grained. This meant
that the nearest point to the top-right point could be used for measuring the
fitness, rather than filtering the points near to spatial alignment out first. More
significantly, using this coarse-grained approach resulted in considerably shorter
fitness evaluation times.
5.2.6 Mutation Operators
A set of basic mutation operators were used. In the following description of the
mutation operators, the points, plates, and positions are all randomly chosen.
Points and plates were randomly chosen with equal probability:
1. Move a point to a new position on the same plate. The distance the point
was moved was biased using a Gaussian distribution so that shorter distances
were more likely. The standard deviation of this distribution was set to be
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2. Add a new point to a plate. Using the a Gaussian distribution with a
standard deviation of one tenth of the panel width, the position of the new
point was biased to be close to existing points from the same set.
3. Remove a point.
4. Move a point to a different set, without changing its position.
5.2.7 Optimisation Results
An instance of the optimisation program was run for several weeks on a relatively
modern desktop computer (Intel Core 2 Quad-Core CPU running at 2.4GHz with
8MB L2 cache). The run was initially started with a generation size of 50, which
was increased to 200 after 3148 generations had been processed. Execution was
stopped after 9967 generations, after a significantly long plateau in fitness had been
reached. Figure 5.12 shows the fitness of the fittest individual as time progressed.
The raster image used to evaluate the fitness of sensor designs in this session had
a resolution of 200200pixels, with a track-and-gap limit of 5pixels. If this was
implemented at the resolution limit of a 0.2mm track-and-gap PCB manufacturing
process, then this would map to a square design with an 8mm side length.
Figure 5.11 shows the development from the initial randomly generated sensor
design to the final design of generation 9967. There are a few immediate obser-
vations to be made. The extremely thin feature protruding from the right-hand
side of the final design is below the minimum feature size. This is due to a bug
in the polygon generation code that was not tracked down. There are also some
structures with acute angles that may not be achievable in a PCB manufacturing
process.
Figure 5.13 shows the results of a higher resolution (1pixel and 1 steps) analysis
of the final result. In the lower resolution scan of the design, which the fitness
tests used throughout its development, the top-right point was significantly more
isolated than in the higher resolution scan. This difference is to be expected; the
coarse grain scan prevented this high resolution data being used in the optimisation
process. Despite this blinkering, there is a reasonable set of spatial positions that
lead to capacitance pairs that are isolated from significantly misaligned positions.
For comparison, several designs were drawn by hand and put through the same
positional analysis. The capacitance graphs and their associated plate designs are98 Chapter 5 Capacitive Alignment Sensing
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Figure 5.11: The fittest individuals from a number of generations from the





















Figure 5.12: Graph of the fitness of the fittest individual of each generation.
shown in figures 5.14, 5.15 and 5.16. These designs occupy the top left and bottom
right areas of the space described by figure 5.7.
5.3 Summary
This chapter has described the development of two varieties of capacitive align-
ment sensor: one for use in 2D-constrained systems, and one for 3D systems. As
discussed in the introduction to this chapter, the need for the development of
alignment sensors is driven by the likelihood of increased penalties for incorrect
bindings at smaller scales. Both of the designed sensor systems are particularly
suited to these small scales as they use electric fields for sensing alignment between
components, which (as argued in the introduction to the previous chapter) scale
well.
The 3D sensor designed in this chapter uses complex plate patterns to minimise
the required electronics systems. The application of a similar philosophy to the 2D
sensor used in the Quilt tile may provide similar gains. The alternative plate layout
described in section 4.4.3 already provides some additional plate complexity, and
would likely improve the alignment sensing performance of the Quilt tile. However,
there is certainly more scope for increasing the complexity of the communications
plates used by the Quilt tiles.
The design of the 3D sensor was optimised using an evolutionary algorithm, and100 Chapter 5 Capacitive Alignment Sensing
Figure 5.13: Graph of the calculated capacitance ratios for the final generation
of the evolutionary algorithm run. The red points represent positions within
5pixels or 5 of the aligned sensor position. Grey points are those that lie
outside of this spatial arrangement. Where both a red and grey point exist in
the same place, the red point is ignored. The area between the two diagonal
lines contains no grey points.
(a) (b) (c)
Figure 5.14: Manually drawn designs for comparison with the design that
emerged from the optimisation process.Chapter 5 Capacitive Alignment Sensing 101
Figure 5.15: Capacitance graphs for the manually drawn designs (a) and (b)
shown in figure 5.14. These are rendered using the same approach and scale as
figure 5.13.102 Chapter 5 Capacitive Alignment Sensing
Figure 5.16: Capacitance graph for manually drawn design (c) shown in fig-
ure 5.14 rendered in the same way as figure 5.13.
was only simulated not physically constructed. Although the sensor functions well
in this simulated environment, it seems probable that there will be some physical
arrangements in which this sensor will detect misalignment. Unlike the Quilt tile
alignment system, where it is straightforward to physically test a range of relative
component alignments, testing of the 3D system will require significantly more
effort.
Both types of sensor designed in this chapter use the comparison of two measured
capacitances as a method of determining alignment. This allows the sensors to
be agnostic about to the medium (e.g. air, plastic, etc.) between the components.
However, it appears that this does not remove the need for the sensors to be
calibrated – as demonstrated by the variation observed between the different Quilt
tiles.Chapter 6
Mixing Statistics
Today, there is a lack of understanding about how to engineer the self-assembly
of structures from a large number of components. The main focus of work in this
thesis so far has been the miniaturisation of components to make large numbers of
components a practical reality. However, this is not the only problem that we face
in engineering self-assembling systems. Those components need programming with
rules, and those rules need optimising for the structure and process in question.
Section 2.6 presented a review of approaches used to sequence artificial self-assembly
processes. During this review, it became apparent that there is a large difference
between the sizes of the systems that have been physically constructed and those
that have been simulated. Of course, it is not completely clear what the reasons
for this are, but the physical construction of a large number of components is not
the only issue. Tools have existed for several years for the synthesis of assembly
sequencing rules (Klavins 2004), but we have not yet seen their application to
large numbers of components. Something is still missing.
We see large self-assembled structures in nature. Can we take inspiration from
these to find what is missing? As described in section 2.2.4, many naturally
occurring proteins can fold into their target conformation from a wide variety of
initial states. These proteins appear to traverse an energetic landscape called the
“folding funnel” (Dill and Chan 1997). This landscape is defined by a combination
of the laws of physics with the amino-acid sequence of the protein. It appears that
this funnel has been evolved to be optimised for the fast folding of the protein,
avoiding a variety of kinetic traps and energy barriers. The form a folding funnel
has evolved to take is influenced by the statistics of the various interactions that
it encounters throughout its folding. It seems likely that we will need to do the
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Figure 6.1: Mixer camera set-up and fiducial marker fitted to a tile. (left)
The camera mounted on the ceiling above the mixer. (right) A Quilt tile with
fitted libkoki fiducial marker.
same with engineered self-assembling systems.
However, there is a lack of empirical data about the statistics of how large num-
bers of components interact in artificial self-assembled systems. The work in this
chapter aims to solve this problem. It describes the development of an automated
computer-vision based system for tracking the position of Quilt tiles within their
mixer. This allows the collection of large datasets of tile positions. The quality of
the mixing performed by the mixer is then assessed using this data, then an au-
tomated approach to detecting binding opportunities from this data is developed
and tested. Finally, the probabilities of all interface-pairings occurring amongst
these binding opportunities is examined.
6.1 Image Processing Overview
An 18Megapixel Canon EOS 550D (Canon Inc., ¯ Ota, Tokyo, Japan) camera fitted
with a Canon EF 24mm f/2.8 lens was mounted on the ceiling above the mixer,
as shown in figure 6.1. The open-source fiducial marker tracking software library
libkoki (Kirkham et al.) was used to locate the Quilt tiles within the mixer.Chapter 6 Mixing Statistics 105
When presented with an image, libkoki searches through it for its markers, which
are comprised of a pattern of black and white squares. Some slight modifications
had to be made to extend libkoki to support the resolutions of the camera, as well
as for the relatively small size of the markers compared with libkoki’s intended
application.
Each tile was fitted with a 1010mm libkoki marker as shown in figure 6.1. These
tile markers were adhered to the tiles using double-sided tape and a laser-cut 2mm
rectangle of acrylic. Four larger markers were also placed around the outside of the
mixing platform so that its position relative to the camera could be detected. Each
of the markers within the system is unique, and so can be separately identified
within the photos taken from the camera.
It was found that the increase in tile height due to the marker allowed too much
vertical space for the binding pegs to move around in, and the pegs would fre-
quently fall out during mixer rotation. This was solved by increasing the height
of the pegs to be the same as that of the marker. A 2:52:5mm laser-cut square
of 2mm thick acrylic was adhered to the surface of each peg using double-sided
tape to increase this height.
The camera was remotely controlled over USB from the BeagleBone. As described
in chapter 3, the BeagleBone was also in control of the motion of the mixer. The
set-up could therefore be left to autonomously acquire photographs between mixes.
These photographs were stored in their “raw” (Bayer sensor data) form on disk to
avoid adding noise to estimated marker positions from image encoding noise. The
BeagleBone performed no processing of the images during their acquisition – this
was done using a more powerful desktop machine after a whole set of images had
been acquired.
The next few sections describe the image and data processing performed to derive
the 3D spatial coordinates of the Quilt tiles from these photographs. The main
stages of the image-processing pipeline were as follows:
1. The 14-bit Bayer data was interpolated into an 8-bit per channel RGB image
using the UFRaw utility. UFRaw was configured to automatically adjust the
exposure of the image.
2. The image was adjusted to compensate for the chromatic aberration of the
lens. The tca utility was used for finding compensation coefficients, and they
were applied with the fulla tool (tca and fulla are from the PanoTools106 Chapter 6 Mixing Statistics
project). Ideally this would be applied directly to the Bayer sensor data,
but no tools were found for doing this. The results from its application to
the interpolated RGB image were found to be acceptable, so this possibility
was pursued no further.
3. The pixel coordinates of the corners of the markers were located with libkoki.
libkoki uses principal component analysis (PCA) of the pixels along each
edge of the marker to find a line of best-fit along them. The location of
the marker corners are located using the intersection point of these lines,
providing tolerance to image noise as well as allowing corners to be resolved
with fractional pixel resolution.
4. Images with marker detection problems were identified. Three types of prob-
lem were found in the datasets collected in this work:
Dust Dust from the MDF base of the mixer platform would occasionally
get onto the surface of the markers. When this dust obstructed the
view of the black border of the marker, libkoki was unable to identify
the marker. This dust was manually edited out using an image editor.
No images had to be edited due to dust being on the central pattern
of the markers: the error-correction codes used in the data encoded in
this area proved tolerant to this.
Noise Identified as Markers A marker would occasionally be incorrectly
detected where there was no marker. As with the dust issues, these
were manually edited out from the image before rescanning the image
for markers.
Motion Blurring If a marker was in motion then it would not be correctly
recognised. Images with motion blur were excluded from the dataset.
Two varieties of motion blur were observed. In some situations, the
mixer platform would move whilst the photograph was being taken,
resulting in the blurring of all markers. Less frequently, a few tiles
would fall from a precarious position during the photograph, preventing
them from being recognised.
Out of the 2839 images taken during this work, only 23 of them (0.81%) had
to be discarded due to blurring. 98 of the remaining 2816 images (3.5% of
the original set) required manual editing due to dust or noise. After editing,
all markers could be detected in those 98 images.Chapter 6 Mixing Statistics 107
5. The position of the markers within 3D space was calculated using the ap-
proach that will be described shortly in section 6.2.
6. The position of the tiles was derived from the position of their correspond-
ing markers. Significant variations in the offsets of markers were observed
between tiles, and so this was compensated for using the approach described
in section 6.5.
6.2 Position Estimation with Homographies
Once the corners of the markers had been found within an image, their spatial
coordinates needed to be calculated. This is not just a case of applying a scal-
ing factor because the wide-angle lens of the camera results in significant barrel
distortion of the image. Furthermore, the sensor of the camera is not parallel to
the platform surface, so the projective transform applied by the camera must be
taken into consideration.
The first approach taken to solving this problem involved two stages. First, the
barrel distortion of the image was corrected using the fulla tool (from the Pan-
oTools project), and then the pixel coordinates were transformed into a 2D co-
ordinate system coplanar with the mixer platform surface using a homography.
A homography is a type of transform that can be used to describe perspective
transformations. In computer vision, homographies are usually expressed as 33
matrices, and often find application in mapping images of perspective-transformed
surfaces into birds-eye-view images of those surfaces. An introduction to homo-
graphies can be found in Bradski and Kaehler (2008).
To find the homography to apply to the images from the mixer, a chessboard pat-
tern was photographed on the platform’s surface using the ceiling-mounted cam-
era. The OpenCV computer vision library (Bradski 2000) was used for calculating
the homography, and the use of the chessboard pattern for finding homographies
is a common approach to this problem. Assessing whether the coordinates that
came from applying the resulting homography were accurate was challenging. The
outline of the tile boundary was calculated in the birds-eye-view coordinates (i.e.
the coordinate space the homography-transformed marker corners occupy), and
then mapped back to and superimposed on the original image using the inverse-
homography. However, the birds-eye-view plane coordinates represented offsets in
the plane of the surface of the markers of the tiles. The outer boundary of the108 Chapter 6 Mixing Statistics
top-acrylic layer of the tile is 2mm below this plane. Therefore, the superimposed
outline should have appeared to “hover” 2mm above this boundary. However,
the combination of the camera’s perspective transform with the marker offsets
(described in the next section) meant that it was practically impossible to gauge
whether the results were correct. Therefore a better solution to this problem was
sought that would allow the tile outline to be perspective-transformed onto the
correct place on the image.
6.3 Position Estimation using Camera Intrinsics
The final approach to calculating the position of the tiles from the mixer pho-
tographs aimed to find the coordinates of the tiles in 3D space. Once these coor-
dinates had been found, the mixer photographs could be annotated with markings
that had been correctly projected from 3D space into the 2D pixel coordinates of
the image.
OpenCV contains routines for performing 3D pose estimation of objects based on
their appearance in images. These pose estimation routines, like most of OpenCV,
use a camera model comprised of two main components (Bradski and Kaehler 2008,
chap. 11):
1. The pinhole camera model, which describes how points in 3D space are
mapped into the 2D coordinate space of the camera’s image sensor. This
model takes a single 3  3 matrix as a parameter. This matrix encodes the
focal length of the camera, the offset between the centre of the lens and the
sensor, and the ratio of the width of the sensor’s pixels to their height.
2. A lens distortion model. OpenCV’s lens distortion model can accommodate
radial and tangential distortions, and is parametrised by 5 values. In the
Quilt set-up, the main source of distortion is the barrel distortion of the
lens, which is a type of radial distortion.
The parameters for both components of the model were found using the approach
that is standard for OpenCV (Bradski and Kaehler 2008, p. 381); a chessboard
pattern was photographed in many poses and the resulting images were passed to
OpenCV’s calibration routines.
Initially, the 3D position of the tiles was estimated using OpenCV’s solvePNP
routine, which performs a least-squares optimisation of the equations describingChapter 6 Mixing Statistics 109
Figure 6.2: 3D marker positions estimated using OpenCV for photos of 500
mixes. The two plots show perpendicular views of the same data. The plot on
the left shows the perspective from the ZY plane, and the plot on the right
shows it from the XY plane. Coordinates are in millimetres. The plane of
points is not entirely perpendicular to the ZY plane, so the visible spread of
the points on the left is partially due to this. However, this is not the only
contributing factor to this spread.
the projection of the 3D points onto the image plane using the pinhole camera
model. The resulting pointset was disappointingly non-planar. Since in the mixer
all of the tiles are sitting on a flat plane, all of the tile markers are therefore
all coplanar, and the 3D coordinates should all appear to be in the same plane.
Figure 6.2 shows plots of all the estimated marker positions from 500 mixer photos.
There is noise in the estimation of the tile positions, and this is most likely to be
from inaccuracies in locating the corners of markers. For if one corner of a marker
is detected a pixel away from its true position, the marker’s estimated pose will
be rotated.
These levels of position estimation error are unacceptably large for the collec-
tion of useful component interaction statistics. Therefore, the knowledge that the
tile markers are coplanar was used to improve their position estimation. First,
however, the location of that plane within 3D space with respect to the camera
needed to be calculated. The OpenCV pose estimation approach described above
was applied to all images in which the camera had not been moved relative to the
mixer. PCA was then applied to the resulting point-set to find the eigenvectors
with which this plane could be described.
Once this plane had been found, the marker corners from the image were then
projected onto this plane using the OpenCV camera model. In the pinhole camera
model, a point in 3D space, ~ P, is mapped to a point on the image ~ p (specified in110 Chapter 6 Mixing Statistics
Figure 6.3: 3D marker positions after projection onto eigenvector-derived
plane. These plots are derived from the same set of 500 images as figure 6.2,
and the same perspectives of the data are shown from the ZY (left) and XY
(right) planes. Note the considerably reduced spread of the tiles in the left-hand
plot.
homogeneous coordinates) by the camera intrinsics matrix M:





















x and y are the distortion-corrected pixel coordinates of the point within the
image. w is an unknown multiplicative factor intrinsic to homogeneous coordinate
systems, and X, Y and Z are the coordinates of the point in 3D space. We also
know that ~ P lies on the plane found through PCA:
~ P = ~ r0 + s^ v + t^ u (6.2)
Where ^ u and ^ v are the two most significant (i.e. highest eigenvalues) eigenvectors
found from applying PCA to the point-set, and ~ r0 is the mean value of the point-
set. s and t are unknown constants describing the position of the point within the
plane.
Equations 6.1 and 6.2 were solved for the points of every marker using a linear
algebra library, resulting in a value of ~ P for every point. Figure 6.3 shows the
resulting point-set, and it can be seen that the points have a considerably narrower
spread in the Z-axis.Chapter 6 Mixing Statistics 111

















Figure 6.4: Histogram of marker side lengths measured using the vision
system for a set of 500 images. This histogram has a bin size of 3m.
6.4 Focal Length Optimisation
The lens used on the camera had an adjustable focus. Focus adjustments are
small changes in the focal length of a camera. Since the focal length is part of
the camera intrinsics matrix (M), adjusting the focus of the camera changes the
camera intrinsics. A straightforward solution to this problem would have been to
calibrate and use the camera with its focus adjustment set to one of its end-stops.
Unfortunately neither of these settings were appropriate for the mixer set-up.
Since the focus adjustment of the camera is continuous, the exact focal-length
adjustment could not simply be read from the camera. Instead, the adjustment to
the focal length was found algorithmically through an optimisation process. An
incorrect focal length would result in increased error in the estimated spatial posi-
tion of markers, leading to a wider spread of marker sizes once flattened onto the
eigenvector-defined plane. The Nelder-Mead simplex algorithm for minimisation
(described in Nelder and Mead 1965) was used to find the focal length adjustment
that resulted in the smallest standard-deviation of marker sizes measured within
the data. Each evaluation performed by this minimisation process required the
pose estimation of every marker, followed by PCA, and subsequent flattening onto
the eigenvector-defined plane. This meant that the minimisation process took
a significant time; when applied to 500 images, the process took approximately
4hours to complete.
The results of finding the focal length were reasonable. The distribution of the
measured side-lengths of the tile markers for a set of 500 images is shown in112 Chapter 6 Mixing Statistics
figure 6.4. The measurement error appears normally distributed. This set has a
mean of 10.009mm (5 S.F.) and a standard deviation of 54.908m (5 S.F.).
6.5 Marker Offset Compensation
Since the markers were stuck onto the Quilt tiles by hand without any alignment
jig, there was moderate variation in their alignment with their tile. This was
compensated for by adjusting the calculated marker position by calibration values
specific to each tile. Using a custom GUI, three calibration values were adjusted
by eye for each of the tiles. The first two of these parameters, x and y, provided
linear translation in directions parallel to the marker’s sides. The third parameter,
, allowed the rotation of the marker about the axis normal to its surface. Dur-
ing the calibration process, at least 10 photos of each tile were viewed to try to
achieve optimal parameter values. An example of the impact of the marker offset
compensation can be seen in figure 6.5.
6.6 Mixing Quality Experiments
The first experiment performed using the Quilt mixer assessed how well the tiles
are mixed within the mixer, and how the number and direction of rotations of the
mixer affects this mixing. In order to later investigate the probabilities of tiles
interacting, this assessment was necessary to determine how the mixing profile
needed to be structured to ensure that each mix was independent of the next.
The mixer’s motion controller takes a number of parameters that determine the
profile of the rotation; these were introduced in section 3.3. The maximum angular
velocity and acceleration parameters were set to 60 s 1 and 7 s 2 respectively.
These values were chosen because they fitted well with the capabilities of the
drive motor and control system, and resulted in what appeared to be reasonable
mixing of the tiles within the mixer. The remaining motion profile parameters that
needed to be manually set were to do with the number of rotations to perform,
which direction they should be performed in, and whether the mixer should change
direction during a mix.
The mixer was loaded with 47 unbound tiles, and the mixer’s frame was adjusted
so its rotary platform had a gradient of 30 to the horizontal (measured using aChapter 6 Mixing Statistics 113
Figure 6.5: Tile outlines before and after application of marker offsets. Both
photographs show the same scene with the computed position of the tile bound-
ary drawn in red. The upper and lower photos show the tile boundaries without
and with marker offset compensation respectively.114 Chapter 6 Mixing Statistics
spirit level). The mixer was then configured to perform 100 mixes (a mix starts
with the platform rotating, and ends with the platform being stationary and pho-
tographed) of each of twelve different mixing profiles, which shall be referred to
as profiles A through L. Each of these profiles took the mixer through a number
of rotations clockwise followed by a number of rotations anticlockwise, as detailed
in the following table:
Profile Designation A B C D E F G H I J K L
Rotations Clockwise 0.5 1 1.5 2 2.5 3 1 2 3 0 0 0
Rotations Anticlockwise 0.5 1 1.5 2 2.5 3 0 0 0 1 2 3
Note that mixes A-F involve rotations in both the clockwise and anticlockwise
directions, whilst G-I and J-L involve rotations in only one direction.
The quality of these mixing profiles was assessed by counting how the neighbour-
hood of a tile changed between each mix. The neighbourhood of a tile was defined
to be the set of six tiles closest to it (the number six was chosen as this is the
number of interfaces that the tile has). If the mixing profile did not mix the tiles
well, then the neighbourhoods of tiles would change little. However, if a profile
did mix the tiles well, then each tile within the mixer should have an equal chance
of being in a tile’s neighbourhood.
This well-mixed scenario can be modelled using a hypergeometric probability dis-
tribution. For a population of size N containing K “successes”, this type of
distribution models the probability of drawing k of those successes within n draws
from it without replacing the drawn items (p. 42 Rice 2007). By regarding the
selection of a tile that was in the previous neighbourhood for inclusion in the next
as a success, the probability of the next neighbourhood containing a given number
of tiles from the last can be found. In this scenario, N is the number of tiles
available for selection for inclusion in the next neighbourhood (46). n and K are
the numbers of tiles in the next and current neighbourhoods respectively (both
6), and k is the number of tiles shared between the next and current neighbour-
hoods. Therefore, the probability of the next neighbourhood sharing k tiles with
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A: 0.5CW + 0.5CCW
B: 1CW + 1CCW
C: 1.5CW + 1.5CCW
D: 2CW + 2CCW
E: 2.5CW + 2.5CCW
F: 3CW + 3CCW
Figure 6.6: Measured probabilities of tile neighbourhood changes for mix
profiles A-F. Probabilities for each mix profile calculated from 100 mixes of 47
tiles. The expected probability is drawn as a line for clarity, but obviously is
only valid for integer values of the x-axis.
Figures 6.6 and 6.7 show the probabilities calculated from the tile positions mea-
sured in mixing profiles A-F and G-L respectively. These figures also show the
probabilities expected from an ideal random system calculated using equation 6.3.
There is clearly little difference between the measured data and the statistical
ideal. The variation that is present is small, and there does not appear to be a
clear relationship between it and the form of mixing profile used. As all of the
mixing profiles tested results in acceptable mixing, the mixing profiles used during
the rest of this work involved at least one single rotation of the mixer.
6.7 Binding Detection
As described in chapter 3, the Quilt tiles feature six binding interfaces. These
are numbered 0 to 5, as shown in figure 6.8. A binding between two tiles can
be described using these interface numbers separated by a dash – for example, a
binding between interface 2 and 4 would be described as a 2-4 binding.116 Chapter 6 Mixing Statistics
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Figure 6.7: Measured probabilities of tile neighbourhood changes for mix







Figure 6.8: Numbering of the Quilt tile interfaces
A simple distance threshold was used to detect binding opportunities with the
vision system. Two binding sites would be considered as eligible for binding if they
were within 1.5mm of each other. This threshold was chosen through inspection
of the histogram of the distances between bindings in mixes of bound tiles. A
photograph annotated with detected binding opportunities is shown in figure 6.9.Chapter 6 Mixing Statistics 117
Figure 6.9: Photograph of tiles in mixer annotated with detected binding
opportunities. A pink circle is drawn over the binding sites that are detected
as close enough for binding. These tiles are bound using binding pegs into L-
shapes. For example, there is a peg in the binding between tiles 40 and 21, but
none in the binding between 21 and 24.
6.8 Binding Probabilities
The probability of a binding site of one tile meeting the binding site of another
is of crucial importance to self-assembling systems. Using the described computer
vision arrangement, these probabilities were measured for unbound tiles within
the mixer. The tile position data from the mixes described in section 6.6 (A-L)
were filtered to find scenarios in which tiles were suitably aligned for binding. In
this dataset, the average number of binding opportunities detected for each mix
of the 47 tiles was 12:7, which amounts to a 27% chance per tile.
Table 6.1 shows a breakdown of the probabilities measured for all of the possible
binding pairings. Within this table, the bindings are grouped into pairings that
lead to the same shape being formed. Strangely, when an “I” shape is encountered
(top row of the table), it is 1.24 times more likely to be made from a 1-1 binding
than a 4-4 binding. The physical process leading to this bias is not understood.
1123 and 905 1-1 and 4-4 bindings were observed. Pearson’s 2 test was used with
these observations to test the hypothesis that the bindings were equally probable.
This test reported a less than 0.01% chance that the bindings are equally likely118 Chapter 6 Mixing Statistics
Table 6.1: Measured probabilities of binding pairings. The values shown are
normalised such that they are the probability of a tile experiencing the specified




























based on the observed data. Therefore, we can be confident that the bindings are
not equally likely.
It was speculated that this 1-1/4-4 asymmetry may be due to measurement error
in the vision system. An experiment was run to test this hypothesis. The mixer
was loaded with 48 tiles with binding pegs installed such that the mix contained 12
structures with 1-1 bindings, and 12 structures with 4-4 bindings. A comparison
between the number of these bindings detected by the vision system and the
actual number of these bindings would reveal whether the vision system was biased
in favour of the 1-1 bindings. In the 100 mixes that were performed, 1181 1-
1 bindings and 1192 4-4 bindings were detected out of the possible 1200. This
shows, with at least an 80% probability (determined with Pearson’s 2 test), that
the vision system is just as likely to detect one of these binding types as the other.Chapter 6 Mixing Statistics 119
Furthermore, even if the vision system did have a slight bias for detecting 4-4
bindings over 1-1 bindings, this bias works in the opposite direction to the bias
seen in the binding site interaction probabilities (which showed 1-1 as more likely
than 4-4). This confirms that the vision system was not the cause of the bias seen
in the binding site interaction probabilities. Therefore, this bias must be due to
some physical phenomena of the interaction of the tiles.
6.9 Summary
This chapter has described the creation of an automated system for the acquisition
of the statistics of the interactions of the Quilt tiles. Several technical challenges
were overcome in achieving this goal – most of them relating to the reduction in
the estimation of the spatial position of the tiles. This system was then used to
confirm that the Quilt mixer is capable of mixing the tiles well, and it performed
well in comparison to the statistical ideal.
An analysis of the probabilities of interaction of the binding sites of the Quilt
tiles was performed. This showed that each tile within a mix of unbound tiles has
a very reasonable 27% probability of encountering a binding opportunity. This
analysis also showed that 1-1 binding opportunities are 1.24 times as likely as 4-4
bindings between tiles, despite both describing the same shape. An experiment
was performed that confirmed this bias was not from the computer vision system.
This bias is exactly the type of statistical information that should prove useful to
self-assembling system process design.
There is significant scope for many more experiments using the apparatus and
techniques developed in this chapter. For example, the square boundary of the
mixer appears to promote the alignment of tiles. It may be that the probability of
bindings may be influenced through modifications to the shape of this boundary.
The effects of the shapes of structure that components are bound into is also a
direction of research interest.Chapter 7
Conclusions
This work set out with the aim of developing approaches for the collection and
analysis of statistics of self-assembling systems with large numbers of components.
This was in pursuit of the wider aim of realising programmable self-assembling
processes suitable for the mass-manufacture of individually unique components.
This work has addressed several technical challenges relating to its aim. A par-
ticular focus was made on the development of methods for the miniaturisation of
the components within self-assembling systems, as this would make it practical to
possess a large number of components.
The Quilt toolkit for self-assembly was developed as part of this work. This plat-
form, as described in chapter 3, allows the collection of large datasets regarding
the interactions of programmable self-assembling components within real physical
systems. The Quilt tiles, which represent the components of a self-assembling
system, were developed to be as small as practically possible using inexpensive
manufacturing techniques. Fifty of these tiles were constructed, and throughout
this work were subjected to over 3200 mixes (at least 44 hours) within the auto-
mated mixing environment built for the tiles. This demonstrated the robustness
of the tiles as well as their suitability for the acquisition of usefully large sets of
data regarding their interactions.
The exchange of data between the components of self-assembling systems is crucial
to their successful assembly into complex useful structures. With this in mind, a
novel approach to capacitive communications between neighbouring components
was developed, as detailed in chapter 4. The author is aware of no previous works
in which communication has been achieved between the components of a self-
assembling system using capacitive links. Additionally and more generally, this
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system is the first known to make use of capacitive coupling between side-by-side
PCBs. The Quilt tiles make use of this approach to communications. The decen-
tralised nature of the tiles, combined with the limitations imposed by their minimal
communications hardware led to the development of some optimised handshaking
algorithms for their communications. A statistical model of this handshaking ap-
proach was also developed. This was used to inform decisions regarding the com-
munications system parameters, as well as to provide information on the expected
communication latencies between tiles.
In chapter 5, it was argued that as components head towards the microscale, the
penalties of activating binding mechanisms at incorrect times become larger. The
main penalties leading to this are likely to be the reduced efficiency of energy stor-
age solutions at small scales, as well as reduced mechanical robustness of binding
mechanisms. This need to reduce the frequency of incorrect binding activation
motivated the development and optimisation of algorithms for the Quilt tiles that
repurposed their communications hardware for the measurement of the spatial
alignments of communicating tiles. The resulting approach was able to correctly
identify when the tiles were aligned, and reject a number of arrangements in which
two tiles could communicate but were not correctly aligned for binding.
This capacitively coupled alignment sensing system was suitable for use with com-
ponents with two degrees of freedom of motion. The success of this approach
motivated the development of an alignment sensing system capable of operating
in three dimensions. A novel approach to designing this sensor was developed;
an evolutionary algorithm was used in combination with a sensor design repre-
sentation that ensured any random design was manufacturable. This resulted in
a sensor design that performs well in simulation. The physical realisation and
testing of this sensor was left for future investigation.
In chapter 6, a computer vision system was developed for use in combination with
the Quilt toolkit. A variety of technical challenges were tackled to accurately find
the spatial coordinates of each tile on the surface of the mixer. Over 3200 images
were collected with this system, providing great opportunity for data analysis
of the behaviour of the components within the mixer. The quality of the mixing
performed by the Quilt mixer was analysed using this system and compared against
a statistical model of well-mixed tiles. This assessment lead to the conclusion that
the tiles were suitably well mixed by the mixer. Some further analyses of the
interactions of the tiles were performed, and some asymmetries in the probabilities
of binding site interactions were investigated.Chapter 7 Conclusions 123
There are many directions in which this work can be continued. The exploration
of the interactions of the Quilt tiles within the mixer has only just begun, and
it remains to be seen how different assembly strategies perform within it. The
development of automated binding mechanisms for the Quilt tiles could also con-
siderably improve the utility of this platform.
In conclusion, this work has approached and advanced several technical problems
that are faced by the practical realisation of programmable self-assembling sys-
tems. There are still many technical hurdles to be overcome before programmable
self-assembly could become an alternative approach to mass-manufacture. How-
ever, the ability to collect large component-interaction datasets should fuel the
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