Abstract. Despite active research and significant progress in the last 30 years, gaze estimation remains challenging due to the light conditions, eye detection and calibration. This paper reviews current progress and state of the art in video-based eye detection and gaze estimation in order to identify promising techniques as well as issues to be further addressed. We present a detailed review of recent techniques for eye detection and gaze estimation. We also survey methods for gaze estimation and summarize the advantages and disadvantages of these systems. This review shows that, despite their apparent simplicity, the development of a general eye detection technique involves addressing many challenges, requires further theoretical developments.
Introduction
Gaze tracking is the technology to get gaze direction or gaze point on the computer screen through mechanical, electronic, optical and other methods, which can be classified into two different types called the intrusive and the non-intrusive, and is widely used in various applications [1] [2] such as "human computer interaction for disabled people", "virtual reality", "vehicle driver assistance", "human behavior study", etc. Recently, gaze tracking with analysis of digital video (Video Oculographic , VOG) is becoming a popular research topic.
General Principles and Classification of Gaze Tracking
A gaze tracker is a system for analyzing eye movement and estimating gaze direction. As the eye scans the environment or fixates on some objects in the scene, namely the direction of gaze changes, some eye features remain unchanged such as the corner of the eye. Some other features, however, will change correspondingly such as pupil center. So parameters of line of sight are extracted between the changed features and unchanged features. These parameters are used to calculate the direction of gaze or gaze points on the screen of computer through the mapping models or geometric models. Therefore gaze tracking generally includes two parts, eye detection and parameter extraction of line of sight, the direction of gaze and the user's fixation point on the screen, as is shown in Fig.1 .
There are many classifications for VOG gaze tracking system based different system configure. For example, according to light conditions of the system, the system can be divided into natural lighting system and infrared lighting system, in nature lighting system human face images are extracted from computer vision, the detected eyes in the images are used to estimate and track where a person is looking in 3D, or alternatively, determining the 3-D line of sight. The infrared lighting system can be divided into active lighting system [4] [5] [6] and passive lighting system [7] . The double ring active infrared light source is widely applied. Infrared lighting plays a vitally important role in gaze tracking system. Infrared light is the prerequisite to get high-performance gaze tracking. According to the number of light of the system, the system can be divided into single light source system [8] and multiple light sources system [9] [10] . According to the number of camera of the system, the system can be divided into single camera system [11] [12] and multiple cameras system [13] [14] . In general, most of the nonintrusive vision-based gaze tracking techniques can be classified into two groups: 2-D mapping-based gaze estimation method and direct 3-D gaze estimation method. The configuration of 2-D gaze tracking system is consisted of a single camera and a single light source or one camera and four lights source. Single camera system extracts images and parameters of sight from one camera. A mapping from the pupil-glint difference vector to the screen is often conducted. For the 2-D mapping-based gaze estimation method, the eye gaze is estimated from a calibrated gaze mapping function by inputting a set of 2-D eye movement features extracted from eye images, without knowing the 3-D direction of the gaze. Usually, the extracted 2-D eye movement features vary with the eye gaze so that the relationship between them can be encoded by a gaze mapping function. The configuration of 3-D gaze tracking system is consisted of one camera and one light source system or multiple cameras and multiple light sources system. To get gaze direction, the words of [6] demonstrates that gaze tracking system must be one camera and multiple light source system or multiple cameras system. the configuration of gaze tracking system is consisted of at least two cameras or one camera and two light sources. The performance of 3-D gaze tracking system is better than that of the 2-D gaze tracking system. From 2-D gaze tracking and 3-D gaze tracking two aspects, this paper describes one camera and one light source system, one camera and multiple light sources system, multiple cameras and multiple light sources system.
Overview of Gaze Tracking

Methods of Eye Feature Detection
Researches in eye detection and tracking focuses on two areas: eye localization in the image and gaze estimation. Most modern approaches to remote gaze estimation (e.g., face detection, biometric identification, video surveillance, affective computing) are based on the analysis of eye features. Eye detection usually focuses on eye localization and eye features detection in the condition of natural lighting system and infrared lighting system. Eye detection of natural lighting is applied in face localization and recognition, affective computing. It's also applied in the system without light source. There are two kinds of light environment. One of them is passive light source, as figure 2 (a) shows, in the reflection of infrared lighting of different wavelength, pupil appears black. The irissclera boundary and pupil-iris boundary are also clear. So it is easy to segment the pupil.
Meanwhile two Purkinje glints are complete and clear. The system [15] is consisted of an inner ring infrared light source and an outer ring infrared light source.
The other one is active light source. In pupil detection, the two light sources alternately produce the bright and dark pupil images every field, and then the successive bright and dark pupil images are differentiated. As figure 2 (b) (c) shows, in the obtained difference image, the pupil image can be easily detected because the background image except for pupils is basically canceled out. Eye detection is widely applied in many different systems and many different backgrounds. Being either rigid or deformable, the taxonomy of eye detection techniques consists of shape-based, appearance-based, or hybrid methods [16] [17] [18] [19] [20] , in the infrared light gaze tracking system, the infrared light is the base of gaze tracking system. The purpose of infrared light is to highlight the intensity of pupil. Especially in the difference image, the pupil is prominent, so the method widely used is threshold method. Manually defined thresholds are straightforward and fairly effective when differential lighting schemes are employed [21] , but should be made adaptive to the variations in pupil response. Ji and Yang [22] use the Kullback-Leibler information distance for setting the threshold to get more stable segmentation results.
Despite active research, eye detection and tracking remains a very challenging task due to several unique issues, including occlusion of the eye by the eyelids, degree of openness of the eye, variability in either size, reflectivity or head pose, etc. In order to eliminate these impacts, [23] describes pupil detection and tracking in the condition of changing light illumination and changing head pose. After the pupil binaries, it is essential to localize accurate pupil center. [24] [25] use Hough Transform to fit pupil and localize pupil center. [26] uses least square method to fit pupil ellipse edge and get pupil center. For the small target pupil, centroid method [27] is also used to calculate pupil center. As experiments show, centroid method is a stable way [26] to localize pupil center. Kalman filter and Particle filter are two methods to track pupil [28] [29] .
Methods of Gaze Estimation
The purpose of eye detection is to obtain visual cues extracted from images. These parameters are used to determine gaze direction or gaze points on the screen of computer through the mapping models or geometric models. So gaze estimation is the core of gaze tracking. In this part this paper will have a detailed overview about 2-D gaze tracking system and 3-D gaze tracking system according to recent articles. Generally, one camera and one light source system uses 2-D regression method to estimate regard points. one camera and multiple light sources system, multiple cameras and multiple light sources system can estimate the 3-D gaze direction .we can simplify the procedure of user calibration when detect 3-D gaze direction. So the final target of gaze tracking system is 3-D gaze estimation.
2-D Gaze Estimation Method. I. One Camera and One Light Source Gaze Estimating System. There are many classifications for single camera system for example: double ring active infrared lighting source system, one camera and one light source system. There are many researches about double ring active infrared lighting source system. The purpose of on-axis light is to detect pupil. the camera captures a dark pupil with off-axis light from a IR light source that is remotely located.
The parameter of gaze direction is the vector from the pupil center to the corneal reflection. So double ring active infrared lighting source system is one camera and one light source system.
For one camera and one light source system, when a head keeps stationary, the rotation of eyeball Changes the gaze direction. The position of Purkinje glint in the cornea can be assumed unchanged. Using one camera and one light source, the point-of-gaze (POG) can be estimated only if the head is completely stationary. When gaze direction changes, the vector from the glint center to the pupil center also changes. This vector is the parameter of line of sight. These parameters are used to determine gaze direction or gaze points on the screen of computer through the mapping models. In recent articles, one of the mapping models is nonlinear polynomial model [4, 5, 8] This mapping model needs a complex calibration procedure to calculate the parameters of each user. When user's head localizes in the calibration position, One Camera and One Light Source gaze estimating system will obtain accurate results. But when the user's head deviates from the calibration position, the system can't obtain accurate results [3] . There is a detailed research of the impact of gaze points [30] , when user's head deviates from the calibration position. It concludes that when the user moves his head in the direction of up-down or left-right, the accuracy of the gaze point almost does not change. When the head moves in the direction of front-back of the camera, the accuracy of the gaze point changes a lot. In order to eliminate the impact of head motion, there are many different methods to improve the accuracy of the polynomial mapping models [31] [32] [33] . There is a new model to compensate for head motion [31] [32] . It modifies the parameters of line of sight to the corresponding ones in the calibration position to obtain accurate gaze points. The author [33] proposes an improved scheme of nonlinear polynomial. It increases the long axis length of iris ellipse to compensate for the gaze point error caused by the head motion in the direction of frontback of the nonlinear polynomial model. It's a good method, but it needs to calibrate 18 parameters, it increases the complexity of calibration.
II. One Camera and Four Light Sources System (invariant cross-ratios method). The invariant cross-ratios method for Point-of-Gaze Estimation is different from other gaze tracking method. The analysis of the cross-ratios method within this framework shows that the subject-dependent estimation bias is caused mainly by:1)the angular deviation of the visual axis from the optic axis and 2) the fact that the virtual image of the pupil center is not coplanar with the virtual images of the light sources that illuminate the eye (corneal reflections). Four modules of IR LEDs placed in display's corners produce unique corneal reflections (glints). The algorithm analyses each video frame taken by camera watching the user's face and locate glints. Known coordinates of characteristic points (the pupil center and four glints) are sufficient to determine the fixation point. The cross-ratios method [34] can estimate accurate gaze points in the state of head motion. Its hardware system is complex and volume is large. The position of the light source needs to be calibrated accurately.
Methods of 3-D Gaze Estimation. I One Camera and Multiple Light Sources System. Although the 3-D line of sight is estimated in the case of many approximate parameters, the accuracy is not high. If the system increases the number of light source, the position of light sources need to be calibrated accurately, then obtain parameters of 3-D line of sight through the position of light source and reflection point of the light source on the cornea. This is one of the methods to obtain the 3-D line of sight at the expense of increasing the complexity of the system. Corneal reflections are produced by light sources that illuminate the eye and the centers of the pupil and corneal reflections are estimated in video images from one or more cameras. In one camera and two light sources system, the solution model of individual eye parameters is presented, such as center of corneal curvature, pupil center, radius of corneal curvature. These parameters are obtained by user calibration through staring at nine points on the screen. These parameters are the basis of the final three dimensional line of sight estimation models. In summary, in the available literature, most single camera systems, such as one camera and one light source system, one camera and multiple light sources system, inevitably use the average known human eye parameters to reconstruct eyeball optical axis, calculate the gaze direction, and the mean parameters of the human eye have ignored the individual difference of each user.
II. Multiple Cameras and Multiple Light Sources System. Because the center of the corneal curvature and the pupil center all pass through the optical axis, the optical axis can be reconstructed according to the coordinates of these two points, then calibrate the kappa angle between optical axis and visual axis. Optical axis can be transformed to visual axis. The center of the cornea curvature is on the visual axis .we can get 3-D gaze points through the coordinate of corneal curvature center. Multiple cameras and multiple light sources system can simplify the procedure of calibration. It can achieve one-point calibration or calibration-free system. [6, 14] Multiple cameras and multiple light sources system, calibration only needs to stare at one point.
III 3-D Gaze Estimating Method of One Camera and One Light Source system. In principle, the single camera system can not get the 3-D line of sight. In order to get 3-D gaze estimation results [14] , the gaze tracking system needs two cameras at least. For example, The geometric model is used to model the line of sight. But the model uses many approximate and prior parameters of eyes, such as population averages, the distance between the cornea center and pupil center, refraction indexes, and so on.
Related work. I The Advantages and Disadvantages of 2-D Gaze Estimation. (1) The advantages of one camera and one light source gaze estimating system: first, simple system, low hardware requirement. Parameters of sight refer to the detection of pupil center and glint center. So parameter extraction of the sight is fast. Second, the 3-D information is not referred, don't need to calibrate the light source position and the monitor position.
(2) The disadvantages of one camera and one light source gaze estimating system: first, the user has to perform certain experiments in calibrating the relationship between the gaze points and the user-dependent parameters before using the gaze tracking system; second, the user has to keep his head unnaturally still, with no significant head movement allowed. The advantages of one camera and four light sources gaze estimating system: first, free from head motion. Second, simple user calibration process, only need to calibrate the scale factor α of virtual projection. The disadvantages of one camera and four light sources gaze estimating system: First, low accuracy. This method doesn't consider the impact of corneal reflection and the kappa angle between visual axis and optical axis. Second, the number of light source is large and the range of light distribution is large. It needs a high-performance image processing method.
II The Advantages and Disadvantages of 3-D Gaze Estimation.
(1) The advantages of one camera and multiple light sources gaze estimation system: Multiple light sources reflect on the cornea. Center of curvature of the cornea and the radius of the eyeball are calculated through reflection points. 3-D gaze tracking effect similar to a multiple cameras system is obtained. The disadvantages of one camera and multiple light sources gaze estimation system: first, complex system, we need to form a certain shape of the structure of the bright spot on the cornea, this influences the application of the system. Second, complex calibration procedure, the system needs to calibrate the position of the light source, as well as the relationship between the camera and the screen, the high accuracy of the system calibration is difficult to achieve.
(2) The advantages of multiple cameras and multiple light sources system: First, because of using stereo vision, you can detect the user's 3-D eye features, and then get the 3-D gaze direction, calculate the gaze point on any object. Second, only need to calibrate the kappa angle between the visual axis and the optical axis of the eyeball, the number of calibration point is small, and the user's calibration is relatively simple. Multiple cameras and multiple light sources system has the following disadvantages. First, at least two cameras with two or more light sources can detect the needed parameters of the optical model. Second, need to calibrate the camera and system, the calibration of the position of the light source, the camera and the screen.
Conclusion
From above analysis of various systems, the structure of single camera single source system is simple. But it is impossible to achieve 3-D gaze estimation that requires the user to keep his head stationary in the calibration position and the procedure of user calibration is relatively complex. The 3-D line of sight estimation system is achieved by increasing the complexity of hardware system. The system increases the number of cameras or the number of the light sources to constitute a multi cameras stereo vision system or single camera and multi light sources system, then obtain the 3-D gaze direction, the gaze estimation free from head motion and simplify the user's calibration procedures (two cameras system can be simplified as single point calibration).
Therefore, we try to achieve single camera single light source system of 3-D gaze estimation, to simplify the hardware of the system, to develop minimum hardware of 3-D gaze tracking system, to solve the head motion of 3-D gaze estimation model, to simplify the procedure of user calibration. They are effective methods to promote the application and development of gaze tracking, meanwhile this is the target of this paper.
