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Abstract-A multilayer computational model for simulating three-dimensional tidal flows in 
coastal waters is presented in this paper. A truly meshless numerical scheme based on radial ba- 
sis functions (RBFs) is employed to obtain an accurate approximation to the solution of the model. 
For computational efficiency in solving large-scale problems, a noniterative domain decomposition 
method is combined with the use of the RBFs scheme. To smooth the numerical simulation of the 
advection across each subdomain, the commonly used upstream technique is also incorporated. Fi- 
nally, for numerical verification, the proposed multilayer model is successfully used to obtain a stable 
and convergent simulation of the water flows in the Pearl River Estuary of the South China Sea. The 
numerical approximations exhibit good agreement with the observed tidal and current data. @ 2002 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The evaluation of potential pollution in the coastal waters is affected by a number of factors. 
These factors include the change of the hydrodynamics and transport processes; the interaction 
between the physical, chemical, and biological changes in the eutrophication processes; and the 
erosion and deposition of sediments. Mathematical models have been widely used to predict such 
impacts. Modelling real life problems usually involves solving a set of governing differential equa- 
tions. To reflect the real physical characteristics, a three-dimensional model is usually needed to 
obtain an accurate approximation. However, this results in an extremely expensive computation 
in dealing with large-scale problems. A compromise is to use a multilayer system, which converts 
a threedimensional problem into a number of related two-dimensional problems by splitting the 
domain into different horizontal layers. Each layer consists of its own distinct properties and 
variables representing the pollutant concentration and the flow rate across adjacent layers. 
Finite element and finite different methods have been commonly used in solving these kinds of 
environmental models. Their accuracies, however, are affected by the quality of the meshes, which 
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hinders their applications to solving real problems with irregular coastal boundaries. Recently, 
some significant developments in meshless methods for solving linear and nonlinear engineering 
problems have been achieved. For instance, the meshless local Petrov-Galerkin and local bound- 
ary integral equations methods were recently given by Atluri et al. [1,2], respectively. These 
two methods basically transformed the original problem into a local weak formulation over each 
subdomain, and the shape functions were constructed from using the moving least-squares ap- 
proximation to interpolate the solution variables. 
This paper devises a truly meshless numerical scheme for the proposed multilayer hydrody- 
namics model based on the recently developed radial basis functions (RBFs) for solving partial 
differential equations (PDEs). The RBFs, particularly the multiquadric function (MQ), approx- 
imation was first devised for scattered geographical data interpolation by Hardy in the early 
1970s [3]. A review on the RBFs method for scattered data interpolation was presented by 
Franke [4] in 1982, who showed that the MQ gave the best performance in terms of accuracy and 
efficiency among 29 existing methods. Micchelli [5] later gave a proof on the solvability of the 
RBFs interpolation. Madych and Nelson [6] and Wu and Schaback [7] had proven that the RBFs 
interpolant consists of superconvergent property. Hardy provided a comprehensive review of the 
successful applications of radial basis functions in [8]. An intensive study on the theory of the 
RBFs approximation had been presented by Powell [9]. 
Kansa [lO,ll] in 1990 modified the Hardy’s MQ approximation method for solving elliptic, 
parabolic, and hyperbolic PDEs problems over irregular regions. Recently, the RBFs method 
has been extended successfully to solve more complex initial-boundary time-dependent PDEs 
problems related to real-life applications (refer to [12-151). M ore theoretical results on the theory 
of using RBFs for solving PDEs are recently given in [16,17]. 
One disadvantage of the RBFs is the resultant full coefficient matrix which hinders its appli- 
cation to solving large-scale problems. To solve this problem arising in the proposed multilayer 
model, a noniterative domain decomposition technique is incorporated with the RBFs method. 
The main idea is to subdivide the whole region into a number of smaller subdomains represent- 
ing different horizontal layers. This results in a significant decrease in the size of the coefficient 
matrix. Numerical results indicate that the proposed decomposition algorithm makes the RBFs 
method feasible to deal with large-scale time-dependent problems and considerably improves the 
computational efficiency. 
For numerical verification, the proposed multilayer model is applied to a real-life simulation 
of tidal currents and water velocities in the Pearl River Estuary of the South China Sea. The 
method, however, does not guarantee stable sensitivity in the advective terms. This leads to an 
apparent oscillation in those regions of high gradients. In this paper, we adapt a commonly used 
unsteady upstream technique to eliminate the wiggle phenomena of the current advection across 
each subdomain layer. 
The paper is organized as follows. Section 2 introduces the mathematical description of the 
multilayer model. Section 3 discusses the basic theory of the radial basis functions and its 
application for solving partial differential equations. The RBFs domain decomposition scheme is 
outlined in Section 4. Section 5 shows the overall computational RBFs-decomposition algorithm 
for the multilayer model. A numerical example is given in Section 6. The final section contains 
the conclusion. 
2. FORMULATION OF THE MULTILAYER EQUATIONS 
The governing equations of the multilayer model are derived from the Navier-Stokes equations 
for incompressible fluid. The set of equations for the flow velocity in the region R C_ R3 consists 
of three conservation momentum equations. These three equations can be written concisely in 
the matrix form as shown in equation (2.1). The continuity equation from the corresponding law 
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of conservation of mass is given in equation (2.2). 
dQ quq + d(v\k) + d(wQ) 
dt+dz - bY ,-+A1+-+~ (V2Q) =o, 
au au aw o 
payfat=, 
where 8, Ai, and As are given as 
U 
Q= v [I W A2 = 
ap 
dz 
dP 
dy 
dP 
z 
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(2.1) 
(2.2) 
The variables U, v, and w are the advective velocities in the 2, y, and z directions, respectively; 
ps is the water density; g is the gravitational acceleration; /.L is the viscosity; fc = 2w sin 0 is the 
Coriolis parameter where w is the angular velocity of the earth and 8 is the latitude; $$ $!& 
and E are the partial derivatives of the hydrostatic pressure. 
The variation of the vertical velocity w is assumed to be small compared to the advective 
acceleration in the x and y directions. Hence, the magnitude of the vertical component in (2.1) 
is insignificant and can be reduced to its simplest form of 
g+‘dP=o. 
PG 8.2 
The hydrostatic pressure P at the point (z, y, Z) is defined by 
P(? Y, 2) = PO + Pi&E + 20 - z), (2.3) 
where PO is the atmospheric pressure and E is the sea surface elevation. Differentiating equa- 
tion (2.3) with respect to 2 and y gives the partial derivatives g and $& 
dP at 
K = PGSds 
Assume that the water column is divided into M horizontal layers as shown in Figure 1. The 
total number of layers depends on the water depth. In addition, the total number of nodal points 
on each layer is usually different and is denoted by Ni on the ith layer. 
Similar study for the multilayer method using the finite element method has been reported 
in [18]. In this paper, we adapt a slightly different approach in considering the conservation of 
momentum principle to derive the governing equations. This approach can simplify the nonlinear 
behaviours of the hydrodynamics phenomenon. The partial derivatives of the governing equations 
are calculated directly by using (u), (v), (uv), (u2), and (v2) as variables because these single 
variables u and VJ will not be generally conserved. 
Consider the equation for the 5 direction in (2.1). Integrating this equation vertically along 
the interval zi 5 !I& 5 zi_.i in the i th layer by Leibnitz rule yields the following equation: 
(2.4) 
(ii) 
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where the variables u and v are approximated by the depth-averaged velocities Vi and V, at 
Figure 1. The multilayer modelling structure. 
the i th layer given by 
1 
u”‘TI; R, s 
udz; 
s 
vdz. 
Rzi 
The depth-averaged integration of the other resulting variables (u2), (uv), and (w2) can be ap- 
proximated similarly as follows: 
1 
u,? = G 
s 
u2 dz; 
1 
uiK = h, s 
uu dz; 
s 
u2 dz. 
The integrated term labeled ( i in equation (2.4) is expressed as ) 
(UtU)j~:-’ = {UW(Zi-1) - UW(Zi)} 
which corresponds to the friction parameters, and the term labeled (ii) is expressed as 
dU ( >I 
zi-1 
- 
: 8.2 =; 
= F {4(zz-1) -u:(G)} I 
, 
(2.5) 
(2.6) 
which corresponds to the viscous diffusion parameters. The terms in (2.5) and (2.6) have to 
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satisfy the following conditions in different layers i, for i = 1,2,. . . , M: 
for i = 0, 
UW(Zi) e um+1+ U,+1hih, 
(hi + hi+l) 
for i = l,. . .) (M _ 1) 
1 
0, for i = M, 
(2.7) 
2iwi - Ui+d 
pu?i (hi + hi+11 ’ 
9UMdqq$ 
c;; ’ 
fori=l,...,M-1, 
(2.8) 
for i = M, 
where hi is the height of the i th layer; a,, a, are the wind velocity in x, y directions, respectively; 
pai is the density of air; C,, is the coefficient of surface friction, and Cbi is the coefficient of Chezy 
bed roughness. 
With these approximations, the convection equation (2.4) of the i th layer can be written as 
a(Uihi) + a(Ufhi) + a(Uib$hi) - _ 
at dX 8Y 
- fci (Khi) + ghi 2 
(2.9) 
- {UW(Zi__1) - UW(Zi)} . 
A similar approach is applied to formulate the convection equation in the v-component, which 
yields the following equation: 
aWhi) + WJiKhi) + a (K’hi) + f 
at ax ay 
(U,h,) + gh, ato 
c, 22 %dy 
(2.10) 
- {VW(Zi_1) - VW(Zi)}. 
The parameters v:(z~), vl(zi_1), vw(zi), and vw(zi-1) are defined similarly as shown in (2.7) 
and (2.8) by interchanging the variables Vi and L$. 
Integrating the continuity equation (2.2) vertically over the interval za 5 %i < zi_1 gives 
WV4 + a(r/ihi) 
ax - + Wi-1 - Wi = 0, a9 
where wi is the vertical velocity at the bottom of layer i of the water column. The bottom of 
layer M is the seabed of the system. The corresponding vertical velocity WM should, therefore, 
be zero. This gives the following equation: 
M 
wi = - c( W,hj) + WGhj) j=i+l ax by’ 1 
The sea surface elevation <c is calculated at the top of layer 0 as 
ace CC M a(Ujhj) + a(v,hj) at=W03-j~l ax --q-’ > (2.11) 
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These equations are subjected to the following boundary conditions: 
<o(zo, Yo,t) = Eo’(zo7 YOl t), (2.12) 
where e; (x0, ya, t) is the specified sea surface elevation level on the water boundary. For each 
layer i, the land boundary condition is defined by 
Qi . Ni = 0, (2.13) 
where 9i represents the velocity vector [Vi, Vi,OIT and Ni is the horizontal direction of the 
outward normal vector on the land boundary at the i th layer. At the nth time step, the current 
velocities (Uzn, Vin) on the land boundary are derived from the following conditions: 
W&Y) - @(T Y> sin’(e) - Vin(X, y) sin(O) cos(O), 
V(z, Y) N C%,Y) cos2(0) - G..(x, y) sin(e) cos(O), 
where 5:(x, y) and vin (2, y) are the values computed at coordinates (z, y) on the land boundary 
at the i th layer from the interpolant, 8 is the outward normal angle at the land boundary points 
which is computed by taking the average of the vectors joining the neighbouring points. The 
initial conditions are 
3. SOLVING PDES BY RADIAL BASIS FUNCTIONS 
The RBFs approximations were derived from the idea of the interpolation using a func- 
tion C$ : IR + ilk Let {f(x) : x E !l@} be a real-valued function that is to be approximated 
by {s(x) : x E I@}. The general form of the RBFs approximation can be written as 
s(x) = 5 ajd(rj), x E Ee, (3.14) 
j=l 
where {oj} are the unknown coefficients; rj = [(x - xj(I is the Euclidean distance between x 
and xj, j = 1,2,. . . , N, which are N distinct points over R. The unknown coefficients {aj} are 
to be determined by setting the following condition: 
s(xi) = fCxi)7 i=1,2,...,N. (3.15) 
This yields the system of linear equations as shown in matrix form 
d&i = 3. (3.16) 
The interpolation matrix .A+ is nonsingular if 4 is positive definite on Wd (PDd). If this is 
the case, then the system in (3.16) has a unique solution. The unknown coefficients 5 can be 
determined by the following equation: 
Although this condition guarantees the uniqueness of some particular RBFs interpolants 
if C$ E PDd, the RBFs generally can satisfy the condition of nonsingularity. Powell [9] showed 
that the nonsingularity of the RBFs approximations can be achieved by adding a finite number of 
polynomials into system (3.14). Letting Q”,(x) E II, be a set of d-variate polynomials of degree 
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less than m, the RBFs interpolant to a function f(x) in X = {xj E fl 1 j = 1,2,. . . , N} C lRd is 
written as 
s(x) = &~4,,x - xj,,) + Q%4r x E Rd, O<m<N, (3.17) 
j=l 
where 
Q&(x) = 2 ba&4, 
L= (m+d-l)! 
k=l 
(m- l)!d! . 
Theterms{pk(x) ,k=1,2,...,L} are the basis of Q&(x). The approximation function in (3.17) 
has a unique solution if the system satisfies conditions (3.15) and the following constraints: 
k=1,2 ,..., L. 
The resulting system can now be written concisely as 
(3.18) 
where a’ = [or cy2 ... cr~]~ and s = [ S(XI) s(xz) . . . s(xN)IT are N x 1 matrices, 
Q = [pk(xi)] is an N x L matrix, b = [bk] is an L x 1 matrix, and d& is an N x N matrix given 
by 
~(IlXl - x2,,) . . ’ 
In general a nonzero polynomial Q&(x) could occur occasionally that vanishes at all interpolation 
points X = {xj E R 1 j = 1,2,... , N}. This implies that any constant multiple of Q&(x) will 
not alter the interpolation conditions (3.15), which contradicts the required uniqueness condition 
of the solution. Therefore, a necessary condition must be imposed on the polynomial term to 
ensure the uniqueness. This condition is given as below 
Q~(x~)EII, and {Q&(xj)=O,j=1,2,...,N}*Q~zO. 
The numerical results in this study indicated that adding the polynomial term did not affect the 
overall accuracy. 
There are many radial basis functions; the following are the popular ones: 
multiquadric, c > 0; 
inverse multiquadric, c > 0; 
thin plate splines in R2; 
Gaussian, E > 0; 
(a) 
(b) 
(c) 
(d) 
(3.19) 
compact support with 6 > 0; (e) 
where {T = ,,x- xj,, 1 j = 1,2,...,N} is the Euclidean distance between x and xj E Rd 
and c2 E R is the shape parameter of the multiquadric functions (3.19a),(3.19b). This shape 
parameter is used to control the fitting of a smooth surface to the data. The basic concept of 
the compactly supported radial basis functions (CS-RBFs) in (3.19e) was derived from the idea 
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of piecewise polynomial interpolation using a function of Euclidean distance. The CS-RBFs are 
generally nonzero on [0, 1) and vanish on [l, co) subject to the following conditions: 
The formulation of the explicit formulae for the polynomial p(r/6) can be found in [19-211. The 
CS-RBFs consist of a relatively simple algorithm, but the degree of accuracy is entirely dependent 
on the size of the scaling factor 6. 
Generally, RBFs are globally defined, such as those appearing in (3.19s)-(3.19d). The global 
RBFs require the solving of a resultant full coefficient matrix. This hinders the applicability 
of the method in dealing with large-scale problems. In addition, the computations are generally 
unstable due to the ill-conditioning of the coefficient matrices. To overcome this problem, one can 
either use compactly supported functions or domain decomposition to provide an approximation 
with effectiveness supports. The former results in a sparse matrix, while the latter gives a set of 
smaller full matrices. For better handling of the different geographical conditions on the region 
given in this paper, a noninteractive domain decomposition technique for the multilayer model 
is used. The basic technique of the decomposition is introduced in the next section. 
4. DOMAIN DECOMPOSITION WITH RBFS 
In the last section, the three-dimensional problem was divided into a set of two-dimensional 
layer problems. However, these two-dimensional problems may also be very large. In order to 
further simplify the computation, we propose a multizone domain decomposition radial basis func- 
tions scheme (MD-RBF). This scheme can be applied separately on each of these two-dimensional 
problems. The result of the domain decomposition scheme is a collection of smaller domains so 
that each small domain corresponds to a smaller coefficient matrix. 
The MD-RBF scheme was first introduced by Wong et al. in [15] to solve a system of time- 
dependent shallow water equations. The numerical results had shown that the proposed de- 
composition scheme can improve the ill-conditioning and reduce the computational cost without 
degrading the accuracy of the results. The MD-RBF method consists of a simple algorithm and 
does not require the use of iteration to smooth the internal boundary as shown in Figure 2. 
Figure 2. Decomposition of an arbitrary region into three nonoverlapping subdo- 
mains. 
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Figure 2 shows the subdivision of an arbitrary region into three subdomains R1, R2, and 03. In 
the original formulation of the RBFs method, we have to use the values at all the nodal points to 
calculate the spatial derivatives of the function. This results in a large full coefficient matrix. If 
we only use values at points in R1 to calculate the spatial derivatives for the interpolation points 
in the subdomain R1, and similarly for O2 and a’, the sizes of the coefficient matrices are now 
much smaller. However, this would result in the derivatives being discontinuous at the borders 
of the subdomains. 
To maintain the continuity of the interpolation function across the internal boundaries, we 
include the values of the points in the neighbourhood of a1 when the partial derivatives for the 
interpolation points in the subdomain a1 are calculated. The points in the neighbourhood of a1 
are denoted by B1 which are shown in squares (0) in Figure 3. In order to further enhance 
the smoothness of the derivatives across the borders of the subdomains, we also consider a set 
of sparse points evenly distributed across the whole region. We denote this set of points as S’ 
which are shown in triangles (A) in Figure 3. 
Distribution of collocating points for computational zone 1 
. Po~u~s~u~' q PoinbinB’ A Pointsin S’ 
Figure 3. Distribution of data points in RI, B’ c R2, and S’ c R3 for the compu- 
tational zone-l. 
The RBF computation is applied to the nodal points in R’, B1, and S1 in a similar manner 
as the global RBF computation in each time step. The result of the interpolation is then used to 
calculate the spatial derivatives at nodal points in R’. The spatial derivatives of the neighbouring 
nodal points in subsets B1 and S1 are computed at those subdomains which contain the nodal 
points. Similarly, when calculating the derivatives in R’, the values at points in R’, B’, and ST 
are used, where BT is the neighbourhood of V and S’ is a set of points sparsely distributed 
across the whole region. The full algorithm and the numerical analysis can be found in [15]. 
5. APPLICATIONS OF RBFS TO MULTILAYER MODEL 
In this section, we applied the proposed radial basis functions to solve a real-life time-dependent 
multilayer hydrodynamics model. The numerical discretization for the time derivative of the 
governing equations is obtained by using a finite difference method, and the corresponding spatial 
derivatives are approximated by applying the RBFs in each time step. As indicated in [13-151, 
the MQ function performs well in dealing with hydrodynamics equations. Following the same 
augmented RBFs approximation proposed by Golberg et al. [22], the MQ interpolant can be 
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written as 
N 
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s(2, ?I) = c CLj [(x - zJ2 + (y - yJ2 + rt2y + (bl + b2z + b3g) 
j=l 
subject to the following conditions: 
N N N 
CcYj = pjxj = Cajyj = 0, 
j=l j=l j=l 
where K. # 0 is a shape parameter of the multiquadric function, r+, bl, b2, and b3 are the unknown 
coefficients. To solve the time-dependent differential equations derived from the multilayer model, 
the governing equations (2.9)-(2.11) are first integrated in time using two-level explicit finite 
difference scheme at the j th collocation point on the i th layer 
(ui,j)n+l 
+ a(UVh)yj n 
dYCj 1Lp 
(5.20) 
+ E(ui,j)” - fc; (Vh)i,j > 
(hj) d1 = (to,j)” _ At 5 (‘z)p;j n + ‘g)i?j “,) , 
i=l %3 a>3 
@g+l = - d(Uh)i,j n + d(Vh)i,j n 
aXi,j > dYi,j ’ 
(5.22) 
(5.23) 
where 
E(ui,j) = {UW(Zi-l,j) - UW(Zi,j)} - llLi,j {UL(Zi-1,j) - Uk(Zi,j)}, 
P&,j 
E(wI,j) = {wW(Zi-l,j) - WW(Zi,j)} - &L {v:(G-l,j) - Vk(&,j)}, 
PC, 
where the subscripts i and j denote the j th nodal points on the i th layer and At is the interval of a 
time step. The values (Ui,j)n+l, (Vi,j)“+‘, (Wi,j)nfl, ([o,j)(nfl) are the solutions at the (n+ l)th 
time steps. The surface elevation is only calculated at the top layer and is denoted by {<o,j}. The 
corresponding spatial derivatives of (U2h), (Uh), (V2h), (Vh), and (UVh) are approximated by 
MQ basis function. It is noted here that the vertical velocity wi,j in (5.23) depends only on the 
spatial derivatives of (Uh) and (Vh). 
Those terms in equations (5.20) and (5.21) with the subscript up denote that the values should 
be taken from the upstream nodes. For instance, the term “~~~~‘~~ It, in equation (5.20) takes 
the values from the upstream nodal point. If the value Ui,j > 0 at jth nodal point, then this 
term is the value of a(‘~~)i~i at the node which is at the immediate left of the j th nodal point. 
If the value Ui,j < 0 at j th nodal point, the node at the immediate right of the j th nodal point 
should be considered. 
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Figure 4 shows the neighbourhood of a nodal point A in an arbitrary region. The method 
to determine the immediately left, right, up, and down nodes of the nodal point A is described 
below. For a node, say B as shown in the figure, we need to calculate the differences of the z 
and y coordinates between these two nodal points A and B. If the neighbourhood of the nodal 
point A is divided into four regions as shown in the figure, we can determine the region where 
the node B lies by checking the relationship between x and y. For example, if x > y and x > -y, 
then B should lie in region 1 as shown in the figure, and therefore it may be a potential right 
node of A. The potential right node of A will be the closest node in region 1. Similarly, the up 
node should be the closest node in region 2, the left node should be the closest node in region 3, 
and the down node should be the closest node in region 4. 
Figure 4. Showing RBF upstream technique on an arbitrary region. 
The MQ approximation function (fi) for the value of (Uh) is now considered. Let {(x~,~, Y~,~) (
j = 1,2,... Ni} be a set of nodal points at the i th layer, and the values (Uh)rj are approximated 
by the following MQ interpolant: 
(5.24) 
where 
The unknown coefficients oyk, , bi,l, b;,2, and bi,s are determined by letting the collocation condi- 
tions 
(Uh);jz(Uh):j, i=1,2 ,..., M, Ic=1,2 ,..., N+ 
The resulting system forms a set of (Ni + 3) x (Ni + 3) linear equations as shown in the following 
matrix form: 
‘(n) where di is an Ni x Ni matrix, Qi is an Ni x 3 matrix, Pi and Z(“’ are Ni x 1 matrices, and 1;:“’ z 
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is a 3 x 1 matrix. They are expressed as 
1 tqll 
p’!“’ 
[ 1 ;= .,*T ( > is :N. 
-(n) ai 
[ 1 $4 = 2 
0 
0 
0 
[ Qi,{l,l} . . . Qi,tLNi) l 
I . . 
[ Q;()= Ai Qi 1 cfi,{Ni,,l} 1 * 1 . . Qi,{Ni,Ni) 1 0 1 
xi,1 . . xi,N; 0 
_ Yi,l *.. Yi,Ni 0 
n - 
%,l 
Xi,1 Yi,l 
. . 
x&N; Y&N; 
0 0’ 
0 0 
0 o_ 
(5.25) 
Coefficients c$ and by can be defined uniquely if matrix (5.25) is nonsingular. Thus, the unknown 
coefficients vector a!“’ 2 and l?“’ can be calculated by 2 
[$]=[“4; y-‘[$‘I, (5.26) 
After calculating the values of 5:“’ and 6:“‘) the next step is to compute the unknown spatial 
derivatives ‘(2):‘;~ , ‘(z)::, , a2 yzt)::‘, and w at different nodal points on the ith layer. 
These can be done by the following approximations: 
where 
and 
(5.27) 
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with derivatives 
%i {j k} 
1 = (Xi,k - Xi,j)qtytj,k)r 
dX 
This procedure is repeated for each layer which consists of its own values of &,{j,k), w, 
WI etc. If the same conventional form as equations (5.24) is used to name the other variables, 
the MQ approximations functions for (Vh)zj, (U2h)yj, (V2h)Tj, and (UVh)cj are given below 
(5.28) 
(Fh)ni (xi,j, yi,j, t) = 2^/:3qi,{j,k) + da,1 + di,zxi,j + 43Yi,jy 
k=l 
(5.29) 
(=)yj (xi,j, Y&j, t, = ~‘$j%,(j,kJ + fi,l f fi,Zxi,j + _fi,sYi,j. 
k=l 
(5.30) 
(5.31) 
Applying the similar procedure as described above, the numerical values of the spatial derivatives 
Of (Vh)yj, (U2h)tj, (v2h)Ej> and (UVh)& can be determined by 
(5.32) 
598 
(5.32)(cont.) 
It is noted that the same set of $$@, %, $$#, and $$@ are used for calculating all the 
corresponding partial derivatives of the variables. 
The tidal level &,j is calculated only at the surface of the top layer. The partial derivatives % 
and % can be determined by letting the approximation function &Jj of {& 1 j = 1,2, . . . , No} 
a3 
NO 
‘$,j(~O,j, !b,j, t> = c /$,kqO,{j,k} d- gO,l f gO,ZxO,j f gO,3gO,j* 
k=l 
(5.33) 
The corresponding partial derivatives can be determined by 
(5.34) 
The unknown coefficients pcj, T$, 77~j, X~j, ~~,j, ci, di, ei, fi, and 90 can be calculated using the 
same approach as (5.26). If all the corresponding spatial derivatives with respect to xi,j and yi,j in 
equations (5.20)-(5.23) are obtained, the approximated values of the variables Un+’ (zi,j , yi,j, t), 
Vnfl(ri,j,Yi,j,t), Jnfl(ro,jr Yo,jJ), and Wn+‘(ri,j,yi,j,t) of th e next time step t = (n+ 1)At can 
be computed by substituting the values of the spatial derivatives into equations (5.20)-(5.23). 
The numerical solutions on both the water and land boundaries are required to be updated 
at each time step by the given conditions as indicated in equations (2.12) and (2.13). The 
sensitivity of the numerical results to the shape parameter K: has been studied in [13). Their 
analysis showed that a near-optimal approximation of the model can be achieved by using the 
value ai = 0.815 dmin,, where dmini is the minimum distance between any two interpolation points 
in R,. 
The overall algorithm of the application is described as follows. 
Set the initial conditions for each nodal point; 
For each time step k do 
For each nodal point do 
For each layer i at the nodal point do 
Calculate Vi, Vi at the nodal point using equations (5.201, (5.21) 
respectively; 
End for; 
If the node is at the land boundary then 
Set the land boundary condition; 
End if; 
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End for; 
For each layer i do 
End 
For 
Calculate parameters for interpolating (G)j”), (%)I"', (fi)bk', 
(m)Y (E)?' using equations (5.241, (5.281, (5.291, 
(5.36, 'and (51311; 
For each nodal point do 
Calculate spatial derivatives of (Uh)i, (V/L)~, (U2h)i, (UVIL)~, (V2h) 
using equations (5.27) and (5.32); 
Calculate variables wa using equation (5.23); 
End for; 
for; 
each nodal point at the layer 0 do 
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If the node point is at water boundary then 
Set to to the prescribed values; 
Else 
Calculate parameters for interpolating(&)(k) using equat 
(5.22); 
for; 
ion 
Calculate (&)using equation (5.33); 
For each nodal point do 
Calculate the spatial derivatives of .& using equation (5.34); 
End for; 
End for. 
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6. NUMERICAL EXAMPLE 
We applied the proposed model to simulate the variation of tidal currents and water flows in 
the Pearl River Estuary. The estuary lies between the South China Sea and Hong Kong which 
begins from the north at Hengmen Dao to Macau at the southwestern side as shown in Figure 5. 
The location of the estuary is approximately at 22O.00’ to 22O.30’ latitude and 112O.45’ to 113O.50’ 
longitude. The seabed level of the estuary declines from the western side to the eastern side. The 
complicated geographical condition forms an irregular hydrodynamic pattern within the inner 
zone of the estuary. 
The computational region consists of several open boundaries and a number of islands. The 
two major water boundaries are in the southern and northern ends of the region. The southern 
end of the outer estuary extends into the South China Sea whereas the New Territories of Hong 
Kong is located at the mouth. The northern end is a river delta consisting of several river outlets 
along the estuary of the upper China zone. 
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Figure 11. Distribution of the simulated ebb and flood of velocities at layer 4. 
The water region involved in this study occupies an area of 1500km2 and is about 50 km 
long. The widths of the northern and southern water boundaries are about 32.7 km and 35.5 km, 
respectively. The rapid industrial and residential development along the coastal region has a 
serious impact on the water environment of the Pearl River Estuary. The water pollution and 
the hydrodynamics information of the estuary are the major concerns in recent years due to the 
blooming economy. This results in large scale construction development and reclamation along 
the estuary region in the last decade. The tidal level in the Pearl River Estuary is a regular 
semidiurnal type with a tidal period of about 24.5 hours. The range of the tidal level varies 
from 0.8 m at the upper water zone to 3 m at the inner and lower parts of the region. The water 
flow velocity pattern is not consistent throughout the estuarine area. It varies from 1 m/s in the 
shallow part of the estuary to 3m/s within the narrow and deep channel near the west of the 
Lantau Island. 
In this computation, the region is divided evenly into four layers along the depth. The first 
layer contains 765 nodal points, whilst the second-, third-, and fourth-layers have 394, 58, and 36 
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nodal points, respectively. The distribution of the interpolation points in the surface layers is 
shown in Figure 6. The simulation is carried out for 165 hours. The computational time step At 
is 30 seconds. The simulated tidal levels are compared to the real data which are measured at 
two tide gauges (Tai 0 and Lop On Pai) between 2 July 1993 and 7 July 1993 in Figure 7. The 
ebb and flood of the velocities patterns after 109 hours and 117 hours simulation in different 
layers are shown in Figures 8-11. 
7. CONCLUSIONS 
A multilayer model for the coastal system was constructed and applied to simulate the hydro- 
dynamic phenomena in the Pearl River Estuary of the South China Sea. The meshless radial basis 
function was employed to approximate the spatial derivatives of the partial differential equations 
derived from the model. To increase the feasibility of the RBFs method for solving large-scale 
time-dependent problems, a noniterative domain decomposition scheme was used to subdivide 
each two-dimensional layer individually into a number of subdomains. 
The computational domain was divided into four layers and each layer contains a different 
number of nodal points. The top layer with 765 nodal points and the third layer with 394 nodal 
points were partitioned into 10 and 6 subdomains, respectively. Furthermore, the inconsistency 
of the geographical condition of the estuary leads the computation to the apparent growing 
oscillations. To eliminate the wiggle phenomena of the advection, an upstream technique was 
also incorporated with the radial basis functions method. The effect of the upstream scheme 
made the computation more stable and hence smoothed the advection across the subdomains. 
The numerical results were compared with the measured data from two tide gauges in the 
region. Reasonable agreement between the simulated and measured data was observed. It has 
been shown that the use of the domain decomposition scheme reduces the computational cost 
significantly and decreases the ill-conditioning of the coefficient matrices. Without using domain 
decomposition, it would be impossible to apply the global RBFs scheme to solve such a large-scale 
problem. The combination of the multilayer, domain decomposition, and radial basis functions 
enables us to tackle this three-dimensional hydrodynamical problem. The model also provides a 
better approximation when compared with a two-dimensional model. 
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