In this paper we introduce two of the most important shock model copulas, the Marshall's copulas and the maxmin copulas, in the imprecise setting. We follow the definition of the imprecise copula as introduced in Montes et al. (2015). However, we need to nontrivially extend the notion of order induced by the p-boxes for endogenous shocks on the generators of the two families of copulas, φ, ψ in the Marshall's case, and φ, χ in the maxmin case. The order on copulas so obtained is surprisingly rich especially in the maxmin case.
Introduction
We analyse copulas arising from shock models in the presence of probabilistic uncertainty, which means that probability distributions are not necessarily precisely known. Copulas have been introduced in the precise setting by A. Sklar [8] . He introduced copulas, which (in bivariate case) are functions of two variables C(u, v) satisfying certain conditions; they can be defined equivalently as joint distribution functions of random vectors with uniform margins. He proved a two-way theorem: Firstly, given random variables X and Y with respective marginal distributions F and G and a copula C, the function C(F (x), G(y)) is a possible joint distribution of a random vector (X, Y ) having distributions F and G as its margins. Secondly, given a random vector (X, Y ) with joint distribution H(x, y) there exists a copula C(u, v) such that H(x, y) = C(F (x), G(x)), where F and G are the distribution functions of the respective random variables X and Y .
There are various reasons for imprecision, such as scarcity of available information, costs connected to acquiring precise inputs or even inherent uncertainty related to phenomena under consideration. Ignoring imprecision may lead to deceptive conclusions and consequentially to harmful decisions, especially if the conclusions are backed by seemingly precise outputs. The theories of imprecise probabilities that have been developed in recent decades aim at providing methods whose results would faithfully reflect the imprecision of input information. The probabilistic imprecision is most often described with sets of possible probability distributions, consistent with the available information, instead of a single precise distribution. The sets are represented by various types of constraints, ranging from the most general lower and upper previsions to more specific lower and upper probabilities, p-boxes, belief and possibility functions, and other models.
In recent years, methods of imprecise probabilities [1] have been applied to various areas of probabilistic modelling, such as stochastic processes ( [2, 9] ), game theory, reliability theory, decision theory, financial risk theory and others; although, only recently imprecise models involving copulas have been proposed. A pioneer work has been done by Montes et al. [5] , where the very concept of an imprecise copula is introduced and connected to the theory of imprecise p-boxes [7] . A version of Sklar's theorem, actually the first part of it (in the order explained in the first paragraph of this introduction) is stated there. It seems from their results that the Sklar's theorem is not fully valid in the imprecise case and in this paper we give some more evidence of this fact. Based on their work we propose an imprecise version of two important families of copulas based on shock models. So, the reader is assumed familiar with their work [5] and general theory of imprecise probabilities.
In this paper we restrict ourselves to two families of copulas, Marshal's copulas and maxmin copulas, both only in the bivariate case. These copulas are induced by shock models, i.e. they arise naturally as models of joint distributions for random variables representing lifetimes of components affected by shocks. Two types of shocks are considered in these models, the first type only affects each one of the two components (the idiosyncratic shocks), while the second one simultaneously affects both components (the exogenous shock). In the original Marshall's case (cf. [3] based on an earlier work of Marshall & Olkin [4] ) both types of shocks are fatal. Recently a new family of copulas has been proposed by Omladič & Ružić [6] where the exogenous (i.e. systemic) shock has a detrimental effect on one of the components and beneficial effect on the oher one. So, in the precise probability setting one assumes two components whose lifetimes are random variables denoted by U and V respectively. They may be affected by three shocks whose occurrence times are denoted by X, Y , and Z. The first two shocks are idiosyncratic, affecting only the first and the second component respectively, while the third shock is exogenous, simultaneously affecting both components. In the first case, resulting in Marshall copulas, each of the three shocks is fatal for the corresponding component. Thus, the lifetimes of both components are equal to U = min{X, Z} and V = min{Y, Z}.
The maxmin copulas arise from a similar underlying model of shocks, only that the exogenous shock effects the first component in a beneficial way and the second one in a detrimental way, so that U = max{X, Z} and V = min{Y, Z}.
If the respective distribution functions of X and Y are denoted by F and G, then by the Sklar's theorem the joint distribution function of random vector (X, Y ) is equal to C(F, G), where C is the bivariate Marshall copula in the first case and the bivariate naxmin copula in the second case.
The main contribution of this paper is a proposal of the imprecise versions of the two shock model based copulas just described. In order to do so we need to introduce an order on the sets of two functions generating these copulas, φ, ψ in the Marshall's case, and φ, χ in the maxmin case. This tool is developed in Section 4 as an order nontrivially induced by the order on p-boxes of the endogenous shocks. The fact that the second "linkage" of the maxmin copulas (i.e. the "min") reverses the order in the p-box of the corresponding shock, has surprising consequences on the obtained imprecise copula (viz. Remark 4 at the end oc Section 5). The so obtained bivariate p-box cannot be well represented solely by the infimum and supremum of its elements as one might expect.
The paper is organized as follows. Section 2 brings the preliminaries on the imprecise setting and on copulas. Section 3 presents an overview of Marshall's copulas and maxmin copulas. Section 4 develops the main tools needed in the paper and Section 5 stages the main results.
Imprecise distribution functions 2.1 Coherent lower previsions, p-boxes
We first introduce briefly the basic concepts and ideas of imprecise probability models. For a detailed treatment, the reader is referred to [1] . Let Ω be a possibility space. A gamble will denote a bounded random variable on Ω. The set of all gambles on Ω is denoted by L. A coherent lower prevision on L is a functional P : L → R satisfying the following conditions for every pair of gambles f and g and every λ 0:
(C2) P (λf ) = λP (f ) (non-negative homogeneity);
(C3) P (f + g) P (f ) + P (g) (superadditivity); A functional P satisfying (C1) and (C2), and additionally P (f + g) = P (f ) + P (g) for every pair of gambles if called linear prevision. Every linear prevision is an expectation functional with respect to a finitely additive probability measure on Ω. Moreover, to every coherent lower prevision, a set of linear previsions C can be assigned so that
for every gamble f . The set C is called the credal set, and can be interpreted as the set of precise probability models compatible with the available information given in terms of P . In general a coherent lower prevision does not need to be defined on the whole set L, but only on a subset K, which may even only be finite. In such a case it is still possible to define its credal set, and even extend it to all gambles by the means of the natural extension. The natural extension of a coherent lower prevision P on a set of gambles K is the minimal coherent extension E to L that coincides with P on K.
A special class of coherent lower previsions are coherent lower probabilities, which are defined on the set of gambles {1 A : A ∈ A}, where A is a collection of events. The values P (1 A ) are interpreted as lower probabilities of events A. The conjugate P , defined by P (1 A ) = 1 − P (1 A c ), is then called the upper probability.
Instead of the full structure of probability spaces, we are often concerned only with the distribution functions of specific random variables. The set of relevant events where the probabilities have to be given then shrinks considerably. In the precise case, a single distribution function F describes the distribution of a random variable X, which gives the probabilities of the events of the form (X x). Thus F (x) = P (X x). Sometimes we will also consider the corresponding survival function, which we will denote bŷ F (x) = 1 − F (x) = P (X > x), and is decreasing and positive.
In the imprecise case, the probabilities of the above form are replaced by the corresponding lower (and upper) probabilities, resulting in sets of distribution functions called p-boxes. A p-box (F , F ) with F F , is the set of all probability distributions with the distribution functions F such that F F F , where F and F are probability distributions. Clearly, a pbox is a convex set of distribution functions. Conversely, since supremum and infimum of any set of distribution functions are themselves distribution functions, every set of distribution functions generates a p-box.
Bivariate p-boxes
Here we are interested in joint probability distributions that are modelled by bivariate distribution functions in the imprecise setting. Such modelling is described in [5, 7] .
F (x 2 , y) and F (x, y 1 ) F (x, y 2 ) whenever x 1 x 2 and y 1 y 2 ;
(ii) F (−∞, y) = F (x, −∞) = 0 for every x, y ∈ R;
If in addition,
then it is called a bivariate distribution function.
A pair (F , F ) of standardized functions, where F F , is called a bivariate p-box.
Notice that the bounds of a bivariate p-box do not need to be bivariate distribution functions themselves, as a supremum or infimum of bivariate distribution functions does not need to have this property. Further, a bivariate p-box is said to be coherent if its bounds F and F are the lower and upper envelopes respectively of the set of bivariate distribution functions
For every coherent bivariate p-box the following conditions hold for every x 1 x 2 and y 1 y 2 :
Clearly, a pair of bivariate distribution functions F F forms a coherent bivariate p-box.
Independent random variables
In the case where probability distributions are known imprecisely, several distinct concepts of independence exist, such as epistemic irrelevance, epistemic independence and strong independence (see e.g. Montes et al. [5] ). However, as long as p-boxes are concerned, all these notions result in the factorization property.
It does not really matter which independence concept is used if only bivariate p-boxes are studied, so that we will simply say in such cases that the random variables under consideration are independent.
Copulas
Copulas present a very convenient tool for modelling dependence of random variables without reference to their marginal distributions.
is called a copula if it satisfies the following conditions:
Theorem 1 (Sklar's theorem). Let F : R × R → [0, 1] be a bivariate distribution function with margins F X and F Y respectively. Then there exists a copula C such that
and conversely, given any copula and a pair of distribution functions, (1) is a bivariate distribution function.
A partial generalization of Sklar's theorem has been proposed by Montes et al. [5] . They first define an imprecise copula as follows.
(iii) for every 0 u 1 u 2 1 and 0 v 1 v 2 1:
It follows from Definition 3 that an imprecise copula is a bivariate p-box with the margins that are both uniform distributions on the unit interval.
Imprecise copulas seem to be in a close relationship with sets of (precise) copulas. Thus, given a set of copulas C, its upper and lower bounds
form an imprecise copula. Conversely, to any imprecise copula (C, C) a set of copulas
can be assigned. However, it is not known whether the upper and lower bound of this set yield respectively C and C back. As a matter of fact, it is not even known whether given an imprecise copula (C, C) the set defined by (2) is non-empty. This question is proposed in [5] .
An imprecise version of the Sklar's theorem
The situation described by Sklar's theorem includes a pair of marginal distributions F X and F Y and a copula C, together generating a bivariate distribution function F = C(F X , F Y ). In the imprecise case, the margins would be replaced by p-boxes (F X , F X ) and (F Y , F Y ) to which an imprecise copula (C, C) is applied.
be two p-boxes and C a set of copulas, with the pointwise lower and upper bounds (C, C) forming an imprecise copula. Then the functions
determine a coherent bivariate p-box.
The converse of the above theorem does not hold in general. That is, let a bivariate p-box (F , F ) with the margins (F X , F X ) and (F Y , F Y ) be given. There may be no imprecise copula (C, C) so that (3) holds. Some evidence of this fact was given in [5] and some some more will be presented in the following sections.
Marshall's copulas and maxmin copulas revisited
Copulas of the form
where (P1) φ and ψ are two non-decreasing real valued maps on [0, 1];
are called Marshall copulas. The following proposition gives the stochastic interpretation for the Marshall's copulas. The proofs can be found in the original Marshall's paper [3] . Proposition 1. Let X, Y, Z be independent random variables with corresponding distribution functions F X , F Y and F Z . Define U = max{X, Z} and V = max{Y, Z} and let F and G denote their respective distribution function. Furthermore, let H be the bivariate joint distribution function of the pair (U, V ). Then:
, where the expressions are defined.
Notice that Proposition 1(iii) implies a special interconnection between the marginal distributions F and G in order to have the shock model interpretation. Nevertheless, it is still possible to apply a Marshall copula to any pair of margins, although, the results may not reflect a particular model, such as the one above. This fact in particular leads our way towards generalizing Marshall copulas for the imprecise case. In doing so, we need to keep the stochastic interpretation in terms of shock models in power, we only need to allow them to be imprecise. Example 1. Let X, Y and Z be independent with the following distribution functions:
for y 0 and 0 for y < 0;
where λ, η and µ are some positive constants. Further, let U = max{X, Z} and V = max{Y, Z}. Their distribution functions are then equal to
Marshall copula C M φ,ψ modelling the dependence between U and V is then generated by the functions
and
Note that the above functions are only unique in imF ∪ {0} and imG ∪ {0} respectively.
Another family of copulas related to Marshall copulas are the so called maxmin copulas introduced by Omladič & Ružić [6] . A maxmin copula depends on two maps φ and χ : [0, 1] → [0, 1], satisfying the properties:
are non-increasing.
A maxmin copula is a map C MM :
The maxmin copulas have the following stochastic representation. The proofs can be found in Omladič & Ružić [6] .
Proposition 2. Let independent random variables X, Y and Z be given with respective distribution functions F X , F Y and F Z . Define U = max{X, Z} and W = min{Y, Z} and let F, K denote the distribution functions of U and W respectively. Let H be the joint distribution function of (U, W ). Then:
(v) In terms of survival functions instead of distribution functions, the second equation in (i) assumes the following equivalent formK(y) = F Y (y)F Z (y).
When comparing the Marshall's and maxmin models, we observe that the function φ is defined in an analogous way corresponding to the underlying variables X, Y , and Z while ψ and χ are defined differently in an "opposite" way in some sense. The pair of functions φ, ψ are sometimes called the generators or generating functions of the Marshall's copula. Similarly, the pair of functions φ, χ are called the generators or generating functions of the maxmin copula Example 2. Let X, Y and Z be as in Example 1 and take W = min{Y, Z}. The distribution function of W is then
The maxmin copula C MM φ,χ modelling the dependence between U and W is then generated by φ as in (5) and
which is again unique only on imK ∪ {0}.
Order relations generated by shock models
In this section we examine how the ordering for the underlying distributions of shocks affects the ordering of the corresponding copulas. The obtained results will allow us to analyse the imprecise version of the shock models. Given some distribution functions F X , F Y and F Z , we first give an explicit expression for the corresponding functions φ, ψ and χ. We will make use of the following quasi inverse of a distribution function F , defined in Omladič & Ružić [6] as
Note that all distribution functions are assumed to be right continuous.
Proposition 3. Let F be a distribution function and F −1 its quasi inverse. Then for all x ∈ R and u ∈ [0, 1] we have that
Proof. Properties (i)-(iv) were shown in [6] . By (ii) we have that F −1 (F (x)) x and for every u such that F −1 (u) x, it follows that u F (F −1 (u)) F (x) by (i). From these (v) now follows immediately.
(vi) is also an immediate consequence of the definitions.
(vii) Let u ∈ im F and u ′ > u. By monotonicity of F −1 we have that F −1 (u ′ ) F −1 (u). We only need to show that the inequality is in fact strict. Suppose to the contrary that F −1 (u ′ ) = F −1 (u). It follows by (i) that then F (F −1 (u)) = F (F −1 (u ′ )) u ′ > u, which is by (vi) in contradiction with u ∈ im F . To see the reverse implication, suppose that there is no u ′ > u so that F −1 (u ′ ) = F −1 (u). Then clearly, u = sup{u ′ : F −1 (u ′ ) F −1 (u)}, which by (v) implies that F (F −1 (u)) = u, and thus by (vi), u ∈ im F . Let us recall briefly some details on the functions φ, ψ, and χ (cf. [6] ). The first two are defined as functions satisfying (P1)-(P3), so that
It has been shown in [6] that these relations uniquely determine φ, ψ and χ on im F, im G and im K respectively. In the same paper, the functions are extended to the entire interval [0, 1], by the use of linear interpolation:
where f (x−) denotes the left limit and u = F (F −1 (u)), u = F (F −1 (u)−). It is possible to extend ψ and χ to the entire interval [0, 1] in the same way. On the images of F, G and K we can rewrite the expressions for φ, ψ and χ respectively in the form that will prove useful later.
Proof. The expressions (9) and (10) are easy consequences of Proposition 1(iii) and Proposition 3(iii). In [6] the transformation
is introduced, and it is shown that χ * (w) = 1
, whence (11) follows by rearrangement.
The following lemma is immediate. Proposition 4 now implies the following corollary.
Then under the notation introduced above:
The above result suggests that the order on the set of distribution functions for X and Y induces the same order on the set of corresponding functions φ, ψ and χ; however, currently this can only be said for restrictions of these functions to certain subsets of the interval [0, 1]. And indeed, it does not hold for all extensions to [0, 1]. Yet, as we prove in what follows, extensions of these functions to the entire interval that satisfy the required order exist as well.
Let F, G or K and F Z be as in Proposition 4, and let φ, ψ, and χ : [0, 1] → [0, 1] satisfy the Conditions (9), (10) or (11). If they in addition satisfy the corresponding Conditions (P1)-(P3) and (F1)-(F3), then we will say that they are associated to the corresponding F, G, and K given F Z , and sometimes also that they are associated to the triple (F X , F Y , F Z ). Note that in general there may be multiple functions associated to some distribution function. Namely, Proposition 4 only determines its value on the image of the corresponding distribution function.
Let also F, G, K and their associated functions be denoted as above. The following implications then hold. (iii) If either im K ⊆ im K ′ or im K ⊇ im K ′ , then there exist corresponding associated functions so that χ χ ′ .
Proof. We first consider the case where im F ⊆ im F ′ . Letφ and φ ′ be functions associated to F and F ′ respectively. We extend them in some way, using linear interpolation, say, as in (8); but this way we do not necessarily yet have the desired order relation. So, we take φ = min{φ ′ ,φ} φ ′ . We need to show that φ is indeed an associated function to F which will be shown in a two steps:
for every u ∈ im F , and therefore every u ∈ im F ′ . By definition we have that
.
Now by Lemma 1, F ′−1 F −1 , and therefore by the monotonicity of F Z it follows that F Z (F −1 (u)) F Z (F ′−1 (u)) whence the required relation follows.
(2) As a minimum of two non-decreasing maps on [0, 1], φ is non-decreasing too, and thus satisfies (P2); while (P1) is satisfied by construction. Similarly, (P3) follows by the fact that φ * = min{φ * , φ ′ * }. The pair of functions φ and φ ′ thus has the desired properties.
In the proof of the case im F ⊇ im F ′ we observe that the main difference with the previous case is that we start by choosing functionsφ ′ and φ associated to F ′ and F respectively and define φ ′ = max{φ ′ , φ}. The rest of the proof goes similarly.
For the pair of functions ψ and ψ ′ the proof of existence of a pair with desired properties is almost identical. To prove the existence of the pair of functions χ and χ ′ with desried properties, we again first assume that im K ⊆ im K ′ , choose arbitrary associated functionsχ and χ ′ , and define χ = min{χ ′ ,χ} χ ′ . Similarly as above, we deduce that F Z (K −1 (w)) F Z (K ′−1 (w)), and since expression (11) is decreasing in F Z (K −1 (w)), it follows that χ = min{χ, χ ′ } coincides withχ on im K. As a minimum of two increasing maps χ is increasing as well, confirming (F2). (F1) follows by construction and (F3) by the fact that the transformation χ → χ * is increasing in χ. With a similar modification as above, the proof is adapted to work for the case where im K ⊇ im K ′ . Remark 1. It can be observed in the above proof that when, for instance, im F ⊆ im F ′ , given any associated function φ ′ to F ′ , it is possible to find an associated function φ to F so that φ φ ′ . In particular, ifφ is any function associated to F given F Z , then φ = min{φ ′ ,φ} fits the requirements. In the case where im F ⊇ im F ′ , we first fix φ and set φ ′ = max{φ,φ ′ } for anyφ ′ associated with F ′ . An analogous fact holds for the distribution functions of V and W .
Proof. Let F −1 and F ′−1 be the quasi inverses of F and F ′ . We have that
Now defineF as in Proposition 3(v). It follows that F F F ′ . It only remains to show that im F ∪ im F ′ ⊆ imF . With this aim on our mind choose some u ∈ im F (similarly we deal with the case where u ∈ im F ′ ). For every u ′ > u we have by Proposition 3 that F −1 (u ′ ) > F −1 (u) and by monotonicity of F ′−1 that F ′−1 (u ′ ) F ′−1 (u). It follows by the definition of F thatF −1 (u ′ ) >F −1 (u), whence by (vii) of the same proposition it follows that u ∈ imF .
Consequently, there exist functions ψ, ψ ′ associated to G, G ′ respectively, so that ψ ψ ′ .
Consequently, there exist χ, χ ′ associated to K, K ′ respectively, so that χ χ ′ .
Proof. The proofs of claims (i) and (ii) are clearly identical, and the proof of (iii) is also very similar. The first implication of (i) and (ii) is straightforward and for (iii) it follows by the fact that 1 − F Z 0. By Lemma 3, there exists a distribution functionF so that F F F ′ whose image contains the images of both distribution functions. By Lemma 2 and Remark 1, there exists a functionφ associated toF and functions φ and φ ′ associated to F and F ′ respectively, so that φ φ φ ′ .
Proposition 5. Let Φ and X be non-empty sets of functions, all associated to given F and K respectively. Then φ min = inf φ∈Φ φ and φ max = sup φ∈Φ φ are functions associated to F , and χ min = inf χ∈X χ and χ max = sup χ∈X χ are associated to K.
Proof. As an infimum or supremum of any family of increasing functions is increasing, φ min and φ max are increasing, and so are φ *
It is also straightforward to see that φ min (F ) = φ max (F ) = φ(F ) = F X , for every φ ∈ Φ and similarly for χ min and χ max .
Imprecise Marshall's copulas and maxmin copulas
We are now in position to extend the notion of Marshall's copulas and maxmin copulas to the imprecise probability setting. There is no unique way how to do it. One might want to consider imprecise copulas of some kind and insert imprecise margins into them. However, this approach may not lead to the desired solution, since the main point of these families of copulas is that they are induced by shock models. We want to extend these two notions so that this main property would remain true in the imprecise setting as well. More precisely, if a bivariate distribution C φ,ψ (F, G) describes a shock model of Marshall type, then we want to have something along the line of Proposition 1, especially Condition (iii), to hold; and similarly for the case of maxmin copulas. Applying an imprecise copula representing a set of precise copulas to margins given in terms of p-boxes, would then correspond to applying a set of copulas to a set of margins, whereas only some of the obtained models would have interpretation in terms of shock models. These are the reasons why we decided for a different approach. Instead of constructing a general abstract imprecise copula, which would correspond to cases of interest only in some selected cases, we allow imprecision in the underlying shock models, and then analyse how the obtained model relates to the theory of imprecise copulas. The shocks that we denote by X, Y and Z will now be allowed to have imprecise distribution functions given in terms of p-boxes. In fact, for technical reasons, we will only allow X and Y to have imprecise distributions, while Z will still have a precise distribution function. So, we let (F X , F X ) and (F Y , F Y ) be p-boxes describing the knowledge about the distribution of variables X and Y . The precise distribution function of Z is denoted by F Z .
Denote
By Proposition 5, φ is the minimal function associated to F and φ the maximal function associated to F . Similarly we define ψ, ψ, χ and χ.
Proposition 6. Let (F X , F X ) and (F Y , F Y ) be p-boxes representing the available information on the distribution functions of random variables X and Y , and F Z the distribution function for Z. Further let F X and F Y be distribution functions such that
(i) F F F , G G G and K K K;
(ii) There exist φ, ψ and χ : [0, 1] → [0, 1] associated to F, G and K respectively, such that φ φ φ, ψ ψ ψ and χ χ χ.
Proof. Claim (i) follows from Theorem 3. Now, choose F so that F F F . It follows from Lemma 3 that there exist someF 1 andF 2 with F F F F 2 F and such that im F ∪ im F ⊆ imF 1 and im F ∪ im F ⊆ imF 2 . By Theorem 3 there exist functionsφ 1 andφ 2 associated toF 1 andF 2 respectively, so thatφ 1 φ 2 . It follows easily by the same theorem and by the definitions that φ φ 1 φ 2 φ. Next, choose a function φ 0 associated with F . As shown in the proof of Lemma 2, function φ 1 = min{φ 0 ,φ 2 } is associated to F as well, and so is function
The proofs for the other two types of functions are similar.
This proposition suggests that the dependence of random variables U = max{X, Z} and V = max{Y, Z} can be modelled by a family of copulas whose order corresponds to the order of the distribution functions of X and Y . Thus, if the distributions are modelled by p-boxes(F X , F X ) and (F Y , F Y ), the corresponding functions φ and ψ belong to intervals of the form (φ, φ) and (ψ, ψ). This justifies the following definition.
Definition 5. The family of copulas
where φ φ and ψ ψ, and all φ and ψ, including the bounds, satisfy conditions (P1)-(P3), is called an imprecise Marshall copula.
Proposition 7. Let C be an imprecise Marshall copula of the form (14). Then it contains the minimal and the maximal element with respect to pointwise ordering:
Proof. We only need to prove that the order on the generating functions translates to the order on the copulas. So, take some φ φ ′ and ψ ψ ′ and calculate:
(15) Taking the minimal and maximal functions respectively, thus clearly gives the minimal and the maximal Marshall copula of C.
Remark 2. Observe that in this case the set of copulas of Equation (14) actually contains the lower and the upper bound so that the two bounds are necessarily copulas unlike in the general case of Equation (2) where we may encounter a problem mentioned immediately following that equation. Note however, that not every copula lying between C M φ,ψ and C M φ,ψ is necessarily a Marshall copula.
Similarly we define an imprecise maxmin copula. Definition 6. The family of copulas
where φ φ and χ χ, and all φ and χ, including the bounds, satisfy conditions (F1) -(F3), is called an imprecise maxmin copula. Proposition 8. Let C MM be an imprecise maxmin copula of the form (16). Then it contains the minimal and the maximal elements with respect to pointwise ordering:
)}, and that φ(u) − u 0 for every u and v − χ(v) 0 for every v. It follows immediately that the minimum is attained in the pair (φ, χ) and conversely, the maximum in the pair (φ, χ). Now we relate the imprecise copulas with the shock models with imprecise underlying distributions, modelled by p-boxes. Proposition 9. Let X and Y be random variables, whose distributions are given imprecisely in terms of p-boxes (F X , F X ) and (F Y , F Y ) respectively, and their joint distribution is described in terms of the corresponding factorizing p-box (F , F ). Then (i) the distribution function of the random variable max{X, Y } can be given in terms of the p-box (F X F Y , F X F Y );
(ii) the distribution function of the random variable min{X, Y } can be given in terms of the p-box
Proof. From the assumptions we obtain:
and similarly for the upper bounds
Together, the above equalities prove (i).
Note that P (−X < −x) = 1 − F X (x) =F (x) and therefore P (−X < −x) = 1 − F X =:F X . Denote U = min{X, Y } = − max{−X, −Y }. Then we have,
This finishes the proof of (ii).
We now describe the shock model for the Marshall's case in the imprecise setting. Let X and Y be random variables, whose distributions are given in terms of p-boxes (F X , F X ) and (F Y , F Y ); and Z a random variable with a precise distribution function F Z . To every triple (F X , F Y , F Z ) where F X ∈ (F X , F X ) and F Y ∈ (F Y , F Y ), there exist distribution functions F, G and a Marshall's copula C φ,ψ , so that F and G are the distributions of random variables U = max{X, Z} and V = max{Y, Z}, and C φ,ψ (F, G) is their joint distribution function. In particular, we will denote the minimal generating functions associated to the triple (F X , F Y , F Z ) by φ and ψ, as defined by (12); and the corresponding maximal generating functions associated to the triple (F X , F Y , F Z ) by φ and ψ. Moreover, we will denote by F and G the distribution functions of U and V respectively corresponding to the triple (F X , F Y , F Z ); and by F and G the distribution functions of U and V respectively corresponding to the triple (F X , F Y , F Z ).
Theorem 4 (Properties of imprecise Marshall copulas). In the situation described above we have:
(i) φ φ and ψ ψ.
(v)
(vi) F F and G G.
(vii) The distributions of the random variables U = max{X, Z} and V = max{Y, Z} are described with the p-boxes (F , F ) and (G, G) respectively. G) ; (ix) The joint distribution of (U, V ) is described with a bivariate p-box 
Example 3. Consider again Examples 1 and 2, and suppose this time that we cannot assume precisely given parameters, but instead we consider the p-boxes (F X , F X ) and (F Y , F Y ), where F (x) is an exponential distribution with parameter λ and F (x) with some parameter λ ′ > λ. It is immediate that F < F holds. Similarly, let F Y and F Y be exponential with parameters η < η ′ respectively. It is also easy to check that φ(u) φ ′ (u) where φ and φ ′ are given with (5) and similarly, ψ ψ ′ . A similar model we developed in the Marshall's case, we present now for the maxmin case. As before, let (F X , F Y , F Z ) be a triple of distribution functions corresponding to independent random variables X, Y and Z. We allow the distributions of X and Y to be given imprecisely in terms of p-boxes (F X , F X ) and (F Y , F Y ). We introduce the random variables U = max{X, Z} and W = min{Y, Z} and let F and K be their corresponding distribution functions. Furthermore, let C MM φ,χ (F, K) denote the joint distribution function of the random vector (U, W ). In particular, let φ and χ be the minimal functions associated to the triple (F X , F Y , F Z ); and let φ and χ be the maximal functions associated to the triple (F X , F Y , F Z ). The distribution functions of random variables U and W corresponding to triples (F X , F Y , F Z ) and (F X , F Y , F Z ) will be denoted by F , K and F , K respectively.
Theorem 5 (Properties of imprecise maxmin copulas). In the above situation we have:
(i) φ φ and χ χ;
(ii) φ * • F = χ * • K and φ * • F = χ * • K;
F Y (y) = χ(K(y)), if K(y) < 1; F Y (y) = χ(K(x)), if K(y) < 1.
(vi) F F and K K;
(vii) The distributions of the random variables U = max{X, Z} and W = min{Y, Z} are described with the p-boxes (F , F ) and (K, K) respectively.
(viii) C MM φ,χ (F , K) C MM φ,χ (F , K); (ix) The joint distribution of (U, V ) is described by a bivariate p-box (H, H) = (C MM φ,χ (F , K), C MM φ,χ (F , K)).
Proof. (i) follows from Theorem 3; (ii) is a direct consequence of Proposition 1; (iii) Follows from Proposition 8 and (i); (iv) and (v) follow from definitions and Proposition 6; (vi) follows from Proposition 6 and together with Proposition 2 implies (vii). Clearly, (ix) implies (viii). Therefore we prove (ix) directly. It has been shown in [6] that the joint distribution function H for (U, V ) has the form H(x, y) = F X (x)F Z (x) x y F X (x)[F Z (y) + F Y (y)(F Z (x) − F Z (y))] x y The first part is clearly minimized by taking F X = F X and in the second part, x y implies that F Z (x) − F Z (y) 0, and therefore this part is minimized by taking F X and F Y in place of F X and F Y respectively. Thus implying that H(x, y) = C MM φ,χ (F , K). The proof for the upper bound is identical.
Example 4. Suppose again that the distributions for X and Y are given in terms of p-boxes (F X , F X ) and (F Y , F Y ), where F (x) is an exponential distribution with parameter λ and F (x) with some parameter λ ′ > λ, and similarly F Y and F Y exponential distributions with parameters η < η ′ respectively. Additionally we we now have that χ χ ′ . The joint distribution of the vector (U, W ) with components U = max{X, Z} and W = min{Y, Z} is again given with p-box (19).
Remark 4. Note that inequality (viii) of the last proposition does not imply that C MM φ,χ C MM φ,χ . We have evidence of this fact provided by some examples, perhaps too computationally elaborate to be given here. So, althuogh the pair (C MM φ,χ , C MM φ,χ ) is clearly not an imprecise copula in the sense of Montes et al. [5] , it satisfies the same Equation (19) as the imprecise copula existence of which is given by the imprecise version of the Sklar's theorem.
