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RESUMEN 
  
 
Este proyecto se basa en el desarrollo de una herramienta destinada a la ayuda asistencial 
para personas con problemas derivados de la baja visión. En concreto, está enfocado para 
aportar una solución a personas con carencia de la percepción de distancias o profundidades. 
Actualmente, las ayudas técnicas existentes no ofrecen soluciones para este tipo de 
discapacidad visual. Así, con este proyecto se intenta desarrollar e implementar un sistema que 
proporcione información visual referente a las distancias de los objetos que se encuentran en el 
entorno de las personas que requieren de esta ayuda.  
La solución desarrollada está basada en el concepto de realidad aumentada y el tratamiento 
de imágenes. De esta manera, la información mostrada al usuario está compuesta de dos 
imágenes, una referente al entorno real y otra con información de  las distancias. Esta última, es 
el resultado del cálculo de los contornos de los objetos presentes, pero representados con 
diferentes grosores y colores en función de la distancia. 
 
Palabras clave: baja visión, correlación, disparidad, HMD, mapa de profundidad, 
realidad virtual, visión binocular, visión estereoscópica. 
 
viii 
 
ABSTRACT 
 
 
This project is based on developing a tool to help care for people with problems of low 
vision. In particular, it is focused on providing a solution to people who suffer a lack of vision 
over distance or with depth. 
Currently, there are no technical aids to offer solutions for this type of visual impairment. As 
such, this project aims to develop and implement a system that provides visual information 
concerning the distances of objects found in the environment of people who require this 
assistance. 
The solution developed is based on the concept of augmented reality and image processing. 
In this concept, the information displayed to the user consists of two images, one concerning 
the actual environment, and other information on the distances. The latter is the result of the 
calculation of the contours of the objects, but is represented with different thicknesses and 
colors depending on the distance. 
Keywords: low vision, correlation, disparity, HMD, depth map, virtual reality, 
binocular vision, stereoscopic vision. 
 
Índice de contenido. 
INDICE DE CONTENIDO 
CAPÍTULO 1. INTRODUCCIÓN Y OBJETIVOS .................................................................. 1 
1.1.  Introducción .................................................................................................................. 1 
1.2.  Baja visión ..................................................................................................................... 2 
1.3.  Principales enfermedades de la visión ............................................................................ 2 
1.4.  Ayudas técnicas ............................................................................................................. 4 
1.5.  Visión binocular ............................................................................................................. 7 
1.6.  Objetivos ....................................................................................................................... 8 
1.7.  Organización de la memoria ........................................................................................... 9 
CAPÍTULO 2. PRESENTACIÓN DE SISTEMA ................................................................. 11 
2.1.  Descripción del sistema final ......................................................................................... 11 
2.2.  Descripción de los bloques ............................................................................................ 12 
CAPÍTULO 3. SISTEMA DE SALIDA ................................................................................. 13 
3.1.  Introducción ................................................................................................................. 13 
3.2.  Realidad virtual y realidad aumentada .......................................................................... 13 
3.2.1.  Definición ......................................................................................................................... 13 
3.2.2.  Aplicaciones ..................................................................................................................... 14 
3.3.  Gafas y cascos de realidad aumentada (HMD) ............................................................... 14 
3.3.1.  Definición y características .............................................................................................. 14 
3.3.2.  Sistemas ópticos frente a visuales .................................................................................. 16 
3.3.3.  Enfoque y contraste ......................................................................................................... 17 
3.3.4.  Comparación con realidad virtual ................................................................................... 17 
3.3.5.  Problema de registro ....................................................................................................... 18 
3.4.  Pantallas ....................................................................................................................... 18 
3.5.  Equipo utilizado ............................................................................................................ 19 
CAPÍTULO 4. SISTEMA DE ADQUISICIÓN DE IMÁGENES ......................................... 21 
4.1.  Introducción ................................................................................................................. 21 
4.2.  Cámaras ....................................................................................................................... 21 
4.2.1.  Etapa de pruebas ............................................................................................................. 22 
4.2.1.1.  Cámara Creative ........................................................................................................ 22 
4.2.1.2.  Cámara Minoru 3D .................................................................................................... 24 
4.2.1.3.  Otras opciones ........................................................................................................... 25 
4.2.2.  Equipo utilizado ............................................................................................................... 26 
Índice de contenido. 
CAPÍTULO 5. SISTEMA DE PROCESAMIENTO ............................................................. 27 
5.1.  Introducción ................................................................................................................. 27 
5.2.  Equipos susceptibles de ser utilizados como sistema de procesamiento ........................ 28 
5.3.  Equipo utilizado ............................................................................................................ 29 
5.4.  Montaje final del sistema .............................................................................................. 30 
CAPÍTULO 6. ALGORITMOS .............................................................................................. 31 
6.1.  Lenguaje de programación ............................................................................................ 31 
6.2.  Diseño de los algoritmos ............................................................................................... 32 
6.2.1.  Interfaz gráfica ................................................................................................................. 32 
6.2.2.  Calibración mediante FFT ................................................................................................ 33 
6.2.3.  Adquisición de imágenes ................................................................................................. 35 
6.2.4.  Preprocesamiento ........................................................................................................... 36 
6.2.5.  Cálculo de la distancia ..................................................................................................... 37 
6.2.5.1.  Métodos de correlación ............................................................................................ 39 
6.2.5.2.  Cálculo de la correlación ........................................................................................... 40 
6.2.5.3.  Tiempo de cómputo .................................................................................................. 41 
6.2.6.  Cálculo de contornos ....................................................................................................... 44 
6.2.6.1.  Cálculo contornos usando mapa de disparidad ....................................................... 46 
6.2.6.2.  Cálculo de contornos usando imagen original ......................................................... 48 
CAPÍTULO 7. CONCLUSIONES ........................................................................................... 49 
7.1.  Resultados y conclusiones ............................................................................................. 49 
7.2.         Trabajos futuros ............................................................................................................ 56 
CAPÍTULO 8. PRESUPUESTO ............................................................................................ 57 
REFERENCIAS ........................................................................................................................ 59 
AXEXO 1. ALGORITMOS DESARROLLADOS ................................................................. 61 
ANEXO 2. HOJAS DE CARÁCTERÍSTICAS ....................................................................... 73 
GLOSARIO ............................................................................................................................ 113 
 
 INDICE DE FIGURAS 
CAPÍTULO 1 
Figura  1.1. Visión con miopía. ...................................................................................................... 3 
Figura  1.2. Visión con astigmatismo. ............................................................................................ 3 
Figura  1.3. Visión con glaucoma. .................................................................................................. 4 
Figura  1.4. Lupa manual. .............................................................................................................. 5 
Figura  1.5. Telescopios montados en gafas. ................................................................................ 6 
Figura  1.6. Diagrama de visión binocular. .................................................................................... 7 
 
CAPÍTULO 2: 
Figura 2.1. Diagrama de bloques del sistema final. .................................................................... 11 
 
CAPÍTULO 3: 
Figura 3.1. Head Mounted Display .............................................................................................. 14 
Figura 3.2. HMD Trivisio ARVision‐3D. ........................................................................................ 19 
 
CAPÍTULO 4: 
Figura 4.1. Cámara web Creative Live! Cam VF0470. ................................................................. 22 
Figura 4.2. Sistema empleado para calibrar las cámaras Creative. ............................................. 23 
Figura 4.3. Imagen tomada por cámara Creative. ....................................................................... 23 
Figura 4.4.  Cámara Minoru 3D. .................................................................................................. 24 
Figura 4.5. Cámaras Zivora 3D (izquierda) y Thanko Webcam 3D (derecha) .............................. 25 
Figura 4.6. Fujifilm Finepix Real 3D W3 (izquierda) y Inlife Easy 3D (derecha). .......................... 25 
Figura 4.7. HMD Trivisio ARVision 3D. ........................................................................................ 26 
 
CAPÍTULO 5: 
Figura 5.1. Gráfica comparativa tiempos de cómputo entre Intel i7 y ATOM N270. ................. 28 
Figura 5.2. Conectores del HMD ARVision 3D. ............................................................................ 29 
Figura 5.3. Adaptador HDMI a DVI. ............................................................................................. 29 
Figura 5.4. Ordenador HP Envy 14‐1180es. ................................................................................ 29 
 
CAPÍTULO 6: 
Figura 6.1. Diagrama general de los algoritmos desarrollados. .................................................. 32 
Figura 6.2. Interfaz gráfica desarrollada. .................................................................................... 32 
Figura 6.3. Ejemplo de búsqueda de un patrón usando FFT. ...................................................... 33 
Figura 6.4. Ejemplo búsqueda de un patrón usando FFT. ........................................................... 34
  
Figura 6.5. Diagrama de flujo de la calibración. .......................................................................... 34 
Figura 6.6. Proceso de calibración con cámara Minoru 3D. ....................................................... 35 
Figura 6.7. Mapa de disparidad tras aplicación de diferentes filtros. ......................................... 36 
Figura 6.8. Resultado final tras aplicación de diferentes filtros. ................................................. 37 
Figura 6.9. Diagrama de flujo del algoritmo para el cálculo de la distancia. .............................. 37 
Figura 6.10. Mapa de profundidad a color. ................................................................................. 38 
Figura 6.11. Mapa de profundidad en escala de grises. ............................................................. 38 
Figura 6.12. Para de imágenes estéreo Tsukuba[26]. ................................................................. 38 
Figura 6.13. Representación del área total en el que se calcula correlación. ............................. 40 
Figura 6.14. Fase de búsqueda de un pixel homólogo. ............................................................... 41 
Figura 6.15. Tiempos de cómputo de la correlación en imagen 64x64. ..................................... 42 
Figura 6.16. Tiempos de cómputo de la correlación en imagen 128x128. ................................. 42 
Figura 6.17. Tiempos de cómputo de la correlación en imagen 256x256. ................................. 42 
Figura 6.18. Tiempos de cómputo de la correlación en imagen 80x105. ................................... 42 
Figura 6.19. Tiempos de cómputo de la correlación en imagen 120x160. ................................. 43 
Figura 6.20. Tiempos de cómputo de la correlación en imagen 144x192. ................................. 43 
Figura 6.21. Tiempos de cómputo de la correlación en imagen 240x360. ................................. 43 
Figura 6.22. Representación de contornos a color, distancia 1. ................................................. 45 
Figura 6.23. Representación de contornos a color, distancia 2. ................................................. 45 
Figura 6.24. Representación contornos a color con diferentes grosores. .................................. 45 
Figura 6.25. Máscara empleada en dilatación del contorno más próximo. ................................ 45 
Figura 6.26. Máscara para dilatación del segundo contorno. ..................................................... 46 
Figura 6.27. Máscara para dilatación del tercer contorno. ......................................................... 46 
Figura 6.28. Máscara para dilatación cuarto y quinto contorno. ................................................ 46 
Figura 6.29. Diagrama de flujo del cálculo de contornos usando mapa de disparidad. ............. 46 
Figura 6.30. Mapa de profundidad de una imagen tomada con Minoru 3D. ............................. 46 
Figura 6.31. Descomposición del mapa de profundidad en  función del  color y  cálculo de  los 
contornos. ................................................................................................................................... 47 
Figura 6.32. Diagrama de flujo del cálculo de contornos usando imagen original. .................... 48 
Figura 6.33. Ejemplos del cálculo de contornos usando imagen original. .................................. 48 
 
CAPÍTULO 7: 
Figura 7.1. Resultado para barrido 10 y vecindad 3x3. ............................................................... 49 
Figura 7.2. Resultado para barrido 10 y vecindad 5x5. ............................................................... 49 
Figura 7.3. Resultado para barrido 10 y vecindad 7x7. ............................................................... 50 
Figura 7.4. Resultado para barrido 13 y vecindad 3x3. ............................................................... 50 
Figura 7.5. Resultado para barrido 13 y vecindad 5x5. ............................................................... 50 
Figura 7.6. Resultado para barrido 13 y vecindad 7x7. ............................................................... 50 
Figura 7.7. Resultado para barrido 15 y vecindad 3x3. ............................................................... 51 
Figura 7.8. Resultado para barrido 15 y vecindad 5x5. ............................................................... 51 
Figura 7.9. Resultado para barrido 15 y vecindad 7x7. ............................................................... 51 
Figura 7.10. Resultado para barrido 20 y vecindad 3x3. ............................................................. 51 
Figura 7.11. Resultado para barrido 20 y vecindad 5x5. ............................................................. 52
  
Figura 7.12. Resultado para barrido 20 y vecindad 7x7. ............................................................. 52 
Figura 7.13. Resultado para barrido 25 y vecindad 3x3. ............................................................. 52 
Figura 7.14. Resultado para barrido 25 y vecindad 5x5. ............................................................. 52 
Figura 7.15. Resultado para barrido 25  y vecindad 7x7. ............................................................ 53 
Figura 7.16. Resultado para barrido 30 y vecindad 3x3. ............................................................. 53 
Figura 7.17. Resultado para barrido 30 y vecindad 5x5. ............................................................. 53 
Figura 7.18. Resultado para barrido 30 y vecindad 7x7. ............................................................. 53 
Figura 7.19. Tiempo cómputo para imágenes de 80x105. .......................................................... 54 
Figura 7.20. Tiempo de cómputo para imágenes de 120x160. ................................................... 54 
Figura 7.21. Tiempo de cómputo para imágenes de 144x192. ................................................... 55 
Figura 7.22. Tiempos de cómputo para imágenes de 240x320. ................................................. 55 
 
CAPÍTULO 8: 
Figura 8.1. Diagrama de Gantt del proyecto. .............................................................................. 57 
 
 
 
Capítulo 1. Introducción y objetivos. 
1 
 
CAPÍTULO 1. INTRODUCCIÓN Y OBJETIVOS 
 
1.1. Introducción 
Este proyecto está destinado al desarrollo de una herramienta de ayuda para personas que 
carecen  de  percepción  de  la  profundidad  debido  a  problemas  de  baja  visión.  Antes  de 
comenzar  con  el  desarrollo  de  este  proyecto,  es  necesario  comentar  la  existencia  de  dos 
Proyectos Fin de Carrera realizados por el Grupo de Displays y Aplicaciones Fotónicas (GDAF) 
de  la Universidad  Carlos  III  de Madrid  en  colaboración  con  el  Instituto  de Oftalmobiología 
Aplicada (IOBA) de la Universidad de Valladolid cuyos objetivos siguen líneas comunes con este 
trabajo. 
El primer trabajo se realizó en 2008 por Francisco Collado [1]  y buscaba la adicción de los 
contornos de  los objetos que conformaban  la escena. Sin embargo, esta solución a pesar de 
diferenciar bien cada objeto no ofrece datos sobre la distancia a la que se encuentran.  
Así, en el proyecto desarrollado en 2010 por Rafael Girón [2], se abordó el problema de los 
sistemas  de  ayuda  existentes  que  empleaban  una  única  cámara,  por  lo  que  los  pacientes 
sufrían  la pérdida de  la percepción de  la profundidad y distancia de  los objetos. En el trabajo 
mencionado se realiza un estudio sobre diferentes métodos para el cálculo de las distancias de 
objetos haciendo uso de  la  visión  estereoscópica.  En  este  trabajo  se muestra  al usuario un 
mapa  de  profundidad  de  la  escena,  lo  cual  dificulta  asimilar  la  información  por  parte  del 
paciente, al no mostrarse la escena real. 
Tras  valorar  los  pros  y  los  contras  de  los  proyectos  anteriores,  con  este  proyecto,  se 
decidió abordar una solución basada en los aspectos positivos de cada uno de estos trabajos.  
Para una mejor comprensión del trabajo, a continuación se da una breve descripción del 
concepto de baja  visión, principales patologías que  la provocan,  ayudas  técnicas existentes, 
visión  binocular  o  estereoscópica  y  finalmente  se  describe  el  objetivo  final  buscado  con  el 
desarrollo de este proyecto. 
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1.2. Baja visión 
La baja visión es una visión insuficiente que aun con gafas, lentes correctivas, tratamiento 
médico o quirúrgico, no puede ser corregida para poder realizar una tarea deseada. Desde el 
punto  de  vista  funcional,  pueden  considerarse  como  personas  con  baja  visión aquellas  que 
poseen un resto visual suficiente para ver la luz, orientarse por ella y emplearla con propósitos 
funcionales. 
La Organización Mundial de la Salud (OMS) definió en 1992 una persona con baja visión a 
aquella con una incapacidad en la función visual aun después de tratamiento, con una agudeza 
visual en el mejor ojo menor de 0.3 a percepción de luz o un campo visual inferior a 10o desde 
el  punto  central  de  fijación,  pero  suficiente  visión  para  ser  utilizada  en  la  planificación  o 
ejecución de una tarea.  
En  el mundo  hay  314 millones  de  personas  con  discapacidad  visual,  45 millones  de  las 
cuales  padecen  ceguera.  La  mayoría  de  las  personas  con  discapacidad  visual  tienen  edad 
avanzada,  y  el  riesgo  es  mayor  para  las  mujeres  a  todas  las  edades  y  en  todo  el  mundo. 
Aproximadamente el 87% de las personas con discapacidad visual en el mundo viven en países 
en desarrollo y el 82%  son mayores de 50 años, pese a que  solo  representan un 19% de  la 
población mundial.  
Aproximadamente un 85% de los casos mundiales de discapacidad visual son evitables y la 
corrección de los errores de refacción podría devolver una visión normal a más de 12 millones 
de niños de 5 a 15 años. [3]  
Las tendencias mundiales muestran desde principios de los años noventa una disminución 
de las tasas mundiales de discapacidad visual y variaciones en la distribución de sus causas. La 
discapacidad visual y  la ceguera debidas a enfermedades  infecciosas han disminuido mucho, 
pero  hay  un  aumento  notorio  del  número  de  personas  con  discapacidad  visual  o  ceguera 
debido a trastornos relacionados con el aumento de la esperanza de vida. [4] [5] [6]  
1.3. Principales enfermedades de la visión 
La baja visión puede estar causada por determinadas patologías asociadas muchas veces a 
la edad, traumatismos o enfermedades congénitas. Los problemas más frecuentes son los que 
tienen  que  ver  con  la  refracción,  pero  también  puede  tratarse  de  problemas  crónicos  o 
funcionales que no permiten ver adecuadamente.[7] 
Los principales problemas de refracción son  la miopía, hipermetropía y astigmatismo,  los 
cuales se describen a continuación.  
‐ Miopía.  
Se presenta  cuando  los  rayos de  luz  se enfocan delante de  la  retina  y no directamente 
sobre  ella  haciendo  que  una  persona  con  miopía  tenga  dificultades  para  enfocar  bien  los 
objetos  lejanos. Este problema se debe a una deformación del globo ocular, que se presenta 
alargado,  o  porque  el  cristalino  tiene  una  distancia  focal menor  a  la  normal.  La miopía  se 
corrige con lentes divergentes o en algunos casos puede recurrirse a la cirugía. 
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Figura  1.1. Visión con miopía. 
‐ Hipermetropía.   
Al contrario que en  la miopía  los  rayos de  luz procedentes del  infinito se enfocan en un 
punto situado detrás de la retina, la consecuencia es que la imagen es borrosa y puede existir 
por lo tanto una falta de agudeza visual. Es un defecto que se trata mediante el uso de lentes 
correctoras. 
‐ Astigmatismo.  
Estado ocular que generalmente proviene de un problema en la curvatura de la córnea, lo 
que  impide  el  enfoque  claro  de  los  objetos  tanto  lejos  como  cerca.  La  córnea,  que  es  una 
superficie  esférica,  sufre un  achatamiento  en  sus polos,  lo  cual produce distintos  radios de 
curvatura en el eje del ojo, por ende cuando la luz llega al ojo, específicamente en la córnea, la 
imagen que se obtiene es poco nítida y distorsionada. Se corrige con el uso de lentes tóricas o 
mediante soluciones quirúrgicas, como la cirugía refractiva. 
 
Figura  1.2. Visión con astigmatismo. 
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Los principales problemas de visión crónicos o funcionales son: 
‐ DMAE (Degeneración Macular Asociada a la Edad).   
Es una enfermedad del ojo ocasionada por degeneración, daños o deterioro de la mácula. 
La mácula es  una  capa  amarillenta  de  tejido  sensible  a  la  luz  que  se  encuentra  en  la  parte 
posterior del ojo, en el centro de la retina, esta área proporciona la agudeza visual que permite 
al ojo percibir detalles  finos  y pequeños. Cuando  la mácula no  funciona  correctamente,  las 
áreas del centro del campo visual empiezan a perder nitidez, se produce pérdida de  la visión 
central, distorsión de líneas rectas, problemas para detallar y áreas oscuras. 
‐ Glaucoma.   
Enfermedad en la que se ve afectado el nervio óptico, principalmente inducida por presión 
intraocular  alta.  Una  consecuencia  habitual  es  la  pérdida  del  campo  de  visión  y  puede 
degenerar en la ceguera total del ojo afectado. 
 
Figura  1.3. Visión con glaucoma. 
‐ Cataratas.  
Es  la  opacificación  parcial  o  total  del  cristalino  que  produce  pérdida  de  visión.  El 
tratamiento de las cataratas es principalmente quirúrgico. Siendo la principal causa de ceguera 
en todo el mundo, excepto en los países más desarrollados.  [4] [5] [6][10] [11][12]  
 
1.4. Ayudas técnicas 
Las ayudas técnicas de baja visión son aparatos técnicos específicos que mejoran la visión, 
aprovechando el resto de visión útil. Existen diferentes ayudas técnicas para la visión, pero no 
existe  ninguna  que mejore  la  visión  en  cualquier  circunstancia,  siendo  necesario  diferentes 
ayudas en función del propósito.  
Las ayudas técnicas pueden clasificarse en ayudas ópticas, no ópticas y electrónicas. Una 
ayuda  óptica  es  un  sistema  óptico  formado  por  lentes  de  elevada  potencia  que  ayudan  a 
personas  con  baja  visión  a  aprovechar  al  máximo  su  resto  visual.   Estas  ayudas  no  deben 
confundirse con las gafas convencionales. De entre estas ayudas se pueden destacar: 
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‐ Lupa. 
La  lupa es  la ayuda de baja visión más conocida y de mayor  facilidad de manejo. Forma 
parte del  grupo de  ayudas ópticas  recomendadas para  tareas de  cerca. Permite una mayor 
distancia de trabajo que un microscopio pero un campo visual menor.  Se fabrican a partir de 
lentes positivas  (que producen aumento de  la  imagen) y pueden usarse de  forma manual o 
llevar  un  soporte  para  apoyar  en  el  papel.  Las  lupas  pueden  ser  con  soporte,  de  mano, 
iluminadas y no iluminadas.  
 
Figura  1.4. Lupa manual. 
El  enfoque,  es necesario para un  rendimiento óptimo de  las  lupas,  en  el  caso de  lupas 
manuales deberá realizarse alejando y acercando la lupa al texto. 
‐ Gafas de alto poder dióptrico. 
Lentes también positivas que se incorporan en una montura y que se pueden utilizar para 
lecturas prolongadas, tareas de punto, costura, escritura, etc. 
También son  denominadas  microscopios.  Estas  gafas  consiguen  el  aumento  por  
disminución de la distancia, que se produce cuando reducimos la distancia del objeto al ojo. En 
realidad, no aumentan nada por sí mismos, pero  facilitan  la acomodación, que es  la  función 
visual que permite acercarse al objeto para verlo con nitidez. 
Para  algunas  tareas,  son más  cómodos que  las  lupas porque permiten  tener  las manos 
libres. 
Existen gafas monoculares y binoculares y pueden utilizarse de forma monofocal  (con un 
solo foco), bifocal (con dos focos), trifocal (tres focos) o multifocal (varios focos). 
La  distancia de trabajo  con  estas  lentes  es  corta,  por  lo  que  se  requiere  una  correcta 
posición a la hora de leer para conseguir y mantener una imagen nítida. 
‐ Telescopios. 
Permiten  aumentar  el  tamaño  de  los  objetos  que  se  encuentran  a  distancias  lejanas. 
Pueden  ser manuales  o  ir montados  en  gafas  y  a  su  vez  pueden  utilizarse  con  un  solo  ojo 
(monoculares)  o  con  los  dos  (binoculares).  Su  poder  de enfoque  les  hace  útiles  para  todas 
aquellas  tareas  puntuales   de visión  lejana,  como  son  la  lectura  de  rótulos,  teatros,  TV, 
escaparates, etc. Este tipo de ayuda no permite su utilización en movimiento. 
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Figura  1.5. Telescopios montados en gafas. 
  Algunas ayudas ópticas electrónicas existentes son: 
‐ Lupas televisión o circuitos cerrados de televisión (CCTV) 
Ayudas  que  aumentan  el  tamaño  de las  imágenes  y  que  constan  de un  monitor,  una 
cámara y un sistema óptico. Cada usuario puede establecer  la modalidad más acorde con sus 
condiciones visuales, en cuanto al  tamaño, contraste y color necesario. Pueden utilizarse en 
sistemas blanco y negro y color, siendo muy variados los modelos existentes, algunos de ellos 
ofrecen la posibilidad de compatibilizar el monitor con un ordenador, permitiendo mediante la 
división de la pantalla, presentar las imágenes procedentes de la cámara y las del ordenador al 
mismo tiempo. Es un sistema de lectura muy apropiado para aquellos casos en los que la visión 
es  muy  reducida  o  el  uso de  las  ayudas  antes  mencionadas  resulte  poco  adecuado  para 
conseguir sus objetivos. 
Estas  ayudas deben  recomendarse desde un  servicio  especializado,  que  garantice  los 
entrenamientos  adecuados  y  los  adapte  a  las necesidades  individuales de cada persona  con 
discapacidad visual. 
Las  ayudas  no  ópticas  son  aquellas  que  favorecen  la  utilización  del  resto  visual  o  que 
potencian  el  rendimiento  con  las  ayudas  electrónicas  y  ópticas.  Dentro  de  este  grupo  se 
incluyen ayudas: 
‐ Para  controlar  los  problemas de deslumbramiento:  filtros  con  diferentes 
niveles de absorción. 
‐ Para lectoescritura: guías para firmar, rotuladores, papeles pautados, atriles… 
‐ Materiales para costura: enhebradores, cintas métricas con marcas, agujas de cabeza 
hendida. 
‐ Relojes, despertadores y avisadores de tiempo adaptados en Braille, sonoros. 
‐ Ayudas  al desplazamiento,  fundamentalmente  bastones de movilidad,  tarjeta  “taxi”, 
etc. [4] [6] [7] [8] [9][10] [11]   
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1.5. Visión binocular 
El concepto de visión binocular es el aspecto de mayor  importancia en el que se basa el 
desarrollo de este proyecto. 
La visión binocular o visión estereoscópica es la capacidad que tienen ciertos seres vivos de 
integrar las dos imágenes capturadas por cada ojo en una sola por medio del cerebro (sistema 
nervioso  central).  Éste  último,  es  el  encargado  de  percibir  las  sensaciones  que  tanto 
un ojo como el otro están viendo y de enviar una respuesta única y en tres dimensiones. 
Para  tener  una  visión  binocular  es  preciso  que  las  órbitas oculares estén  frontalizadas, 
puesto que de este modo el área de  incidencia de  la visión de ambos ojos es prácticamente 
idéntica, permitiendo una visión tridimensional de casi  la totalidad del espacio visual. Es pues 
un tipo de visión que pierde amplitud de campo por ganar profundidad de campo.  
La visión binocular ofrece a los seres humanos dos ventajas fundamentales: 
‐ Aumento del campo visual 
‐ Obtener una imagen virtual mejorada utilizando las dos imágenes que vienen de cada 
ojo. Esto es lo que se denomina visión binocular propiamente dicha. 
Cada ojo por separado tiene un campo visual de unos 150o, pero  los ojos no trabajan de 
forma independiente, sino que por el contrario, los dos ojos están enfocando al mismo punto. 
Eso significa que una buena parte del campo visual de un ojo se solapa con el otro. Es decir, un 
objeto que vemos  con un ojo,  si no está muy periférico,  también  lo vemos  con el otro. Por 
tanto,  el  cerebro  recibe  información  redundante  y  una  parte  grande  del  campo  visual  es 
percibida por los dos ojos. [4]  
 
Figura  1.6. Diagrama de visión binocular. 
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Por  lo  tanto,  si  tenemos  dos  imágenes  tomadas  desde  posiciones  ligeramente 
diferentes  y  las mostramos  por  separado  a  cada  ojo,  el  cerebro  es  capaz  de  reconstruir  la 
distancia (y por  lo tanto  la profundidad) analizando  la disparidad o el paralelismo entre estas 
imágenes, este proceso se llama estereopsis. 
En el ser humano, la binocularidad es la situación normal, y exige de varias condiciones 
que se tienen que dar. En el caso de falla de alguna de ellas, el ser humano se ve privado de la  
visión binocular. Estas condiciones necesarias son que: 
‐ Debe existir coordinación milimétrica entre un ojo y otro.  
‐ El cerebro tiene que estar coordinado y disponer de la capacidad de análisis necesaria 
para  procesar  la  información  que  recibe.  Esta  habilidad  se  desarrolla  desde  el 
momento del nacimiento. 
‐ Es  necesario  una  visión  aceptable  por  los  dos  ojos.  Una  lesión  o  reducción  en  la 
capacidad de ambos o de uno de solo de los ojos puede reducir la calidad de la visión 
binocular. 
Para tener una correcta visión binocular y llevar a cabo la estereopsis, es necesario que se 
realicen dos procesos: 
‐ Fusión motora:  Es  la  capacidad  de  enfocar  exactamente  al mismo  sitio  con  los  dos 
ojos. 
‐ Función sensorial: El cerebro fusiona las dos imágenes captadas en una sola [12] [13]. 
 
1.6. Objetivos 
El objetivo principal de este proyecto es mejorar  la calidad de vida de personas con baja 
visión, permitiéndoles recuperar la visión binocular de las que se han visto privadas ya sea por 
una  patología  o  disfunción  visual  y  que  por  tanto  no  pueden  distinguir  con  claridad  las 
profundidades y distancias a las que se encuentran los objetos.  
El  objetivo  de  este  proyecto  es  que  un  paciente  con  baja  visión  pueda  diferenciar  qué 
objetos del entorno en el cual se encuentra están cerca, a media distancia o lejos. Para ello se 
pretende desarrollar un  sistema de ayuda óptica electrónica, que haciendo uso de gafas de 
realidad  virtual  y  los  algoritmos  desarrollados  en  este  trabajo,  permita  ver  el  entorno  real, 
pero con  la peculiaridad de que  los objetos contengan  información sobre su distancia, al ser 
mostrados al paciente bordeados de un color u otro en función de ésta. 
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1.7. Organización de la memoria 
El primer  capítulo  está orientado  a dar una  introducción,  con  la  cual  informar  al  lector 
sobre el problema que supone  la baja visión para  las personas que  la padecen,  las patologías 
que pueden provocarla y  las diferentes ayudas  técnicas existentes. Además se ha  informado 
sobre las motivaciones y objetivos del proyecto para lo cual se ha explicado la importancia de 
la visión binocular en la percepción de distancias y profundidades. 
En el segundo capítulo se muestra esquemáticamente el sistema final a implementar y se 
describe brevemente la función que realiza cada bloque del sistema. 
El  tercer  capítulo  está  destinado  para  presentar  y  describir  el  sistema  encargado  de 
mostrar  los  resultados  al  usuario.  Se  explican  los  conceptos  de  realidad  virtual  y  realidad 
aumentada,  así  como  los  sistemas  de  salida  necesarios  para  llevar  acabo  aplicaciones  de 
tecnología asistencial. Finalmente, se presenta el dispositivo utilizado.  
El cuarto capítulo se centra en el sistema de adquisición de imágenes, donde se presentan 
los sistemas empleados en las fases iniciales del desarrollo de este proyecto y el seleccionado 
para la implementación del sistema final. Además se incluyen una lista de cámaras comerciales 
que podrían ser empleadas como alternativa de sistema de adquisición de imágenes. 
El  quinto  capítulo  está  dedicado  al  sistema  de  procesamiento.  En  el  cual  se  explica  la 
función y requisitos mínimos que ha de tener este sistema. Finalmente se presenta el sistema 
de procesamiento elegido y se da una visión general del montaje final de todos los dispositivos 
que conforman el conjunto del sistema final. 
En  el  sexto  capítulo  inicialmente  se  da  una  breve  introducción  sobre  la  herramienta 
software  que  se  ha  empleado  para  el  desarrollo  de  los  algoritmos.  Posteriormente  se 
describen  los algoritmos desarrollados y necesarios para alcanzar el objetivo de este trabajo, 
resumiéndose en tablas y gráficas los tiempos de cómputo en función del método y resolución 
de cálculo. 
En  el  séptimo  capítulo  se  valoran  los  resultados  obtenidos  y  se  proponen  una  serie  de 
ideas para mejorar la herramienta desarrollada. 
En el octavo capítulo inicialmente se muestra un diagrama de Gantt que muestra las fases 
que ha seguido el proyecto y  finalmente se muestra el presupuesto del proyecto realizado. 
Una vez descrito el trabajo realizado, se indican las referencias de interés que han sido de 
utilidad para el desarrollo de éste.  
El anexo 1 está dedicado a dar a conocer al lector los algoritmos que se han desarrollado e 
implementado. 
El anexo 2 muestra  las hojas de características de  los equipos empleados en el desarrollo 
de este trabajo. 
Finalmente se muestra un glosario con los términos usados en esta memoria. 
   
Capítulo 1. Introducción y objetivos. 
10 
 
 
   
Capítulo 2. Presentación del sistema. 
11 
 
CAPÍTULO 2. PRESENTACIÓN DE SISTEMA 
 
2.1. Descripción del sistema final 
Tras haber descrito brevemente el problema que  se pretende abordar,  se procederá en 
este capítulo a presentar de  forma  resumida el  sistema  final a  implementar y con el que  se 
pretende alcanzar los objetivos marcados. 
El  sistema  final  del  proyecto  consta  de  cinco  bloques  (Figura  2.1)  claramente 
diferenciados, los cuales cumplen una función concreta. 
 
Figura 2.1. Diagrama de bloques del sistema final. 
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2.2. Descripción de los bloques 
Los bloques mostrados en la figura anterior, se describen a continuación:  
‐ Sistema de adquisición de imágenes. 
Este  sistema  es  el  encargado  de  capturar  la  información  necesaria  del  entorno  para 
posteriormente  procesarla  y  mostrársela  al  usuario.  El  sistema  encargado  de  obtener  esta 
información está compuesto de dos cámaras con similares características y que deben cumplir 
unos requisitos en cuanto a su ubicación y calidad. 
La ubicación de este sistema es de vital importancia, para ofrecer lo más fielmente posible 
la visión del entorno al usuario. Para ello, es  importante que  las cámaras estén situadas a  la 
altura de los ojos y separadas una distancia similar a la existente entre los ojos humanos. 
‐ Sistema de salida. 
Es el encargado de mostrar los resultados obtenidos tras el procesamiento de las imágenes 
capturadas por el  sistema anterior. Este  sistema  constará de dos pantallas, en  las  cuales  se 
mostrarán dichos resultados. El sistema de salida debe ser ergonómico para facilitar al usuario 
su utilización. 
‐ Sistema de procesamiento. 
Este dispositivo supone un nexo de unión entre  los dos sistemas anteriores, ya que es el 
encargado  de  procesar  las  imágenes  captadas  por  el  sistema  de  adquisición  y  enviar  los 
resultados obtenidos tras el procesamiento al sistema de salida para ser mostrados al usuario.  
El  sistema  de  procesamiento  tendrá  unas  restricciones  en  cuanto  a  portabilidad, 
autonomía, velocidad de procesamiento y conexiones. No sería útil un sistema cuya velocidad 
de procesamiento no mostrase  los resultados en tiempo real, ni un sistema que debido a su 
peso o tipo de alimentación no permitiese  la movilidad del usuario. Además, este sistema es 
necesario que disponga de las conexiones necesarias para comunicarse con los otros sistemas. 
‐ Algoritmos. 
Las  imágenes  son  procesadas  haciendo  uso  de  los  algoritmos  desarrollados  e 
implementados.  Siendo  éste  el  bloque  del  proyecto  que  más  esfuerzo  ha  requerido.  La 
realización de los algoritmos ha requerido un estudio previo sobre cálculo de profundidades y 
visión estereoscópica. Los algoritmos deben cumplir con una serie de restricciones en cuanto a 
tiempos  de  cómputo,  con  objeto  de  mantener  la  sensación  de  continuidad  buscada  en  la 
presentación de resultados al usuario. 
‐ Alimentación. 
Como  se mencionó,  este  proyecto  busca  ofrecer  una  ayuda  electrónica  a  personas  con 
baja visión, por lo que el sistema estará compuesto por una serie de dispositivos electrónicos. 
Cada uno de estos dispositivos requiere de un sistema alimentación para su funcionamiento, el 
cual debe ser portable, por  lo que  la autonomía del sistema dependerá de este sistema y del 
consumo de los dispositivos electrónicos empleados. 
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CAPÍTULO 3. SISTEMA DE SALIDA 
 
3.1. Introducción 
El sistema de salida es el encargado de mostrar  las  imágenes que fueron capturas por el 
sistema de adquisición una vez procesadas, haciendo uso del sistema de procesamiento y de 
los algoritmos desarrollados, los cuales son explicados en los siguientes capítulos.  
Para  ello,  se  ha  decido  emplear  como  sistema  de  salida  unas  gafas  de  realidad  virtual, 
debido a su ergonomía, diseño y portabilidad.  
 
3.2. Realidad virtual y realidad aumentada 
3.2.1. Definición 
La realidad virtual es un sistema tecnológico, basado en el empleo de ordenadores y otros 
dispositivos,  cuyo  fin es producir una  apariencia de realidad que permita al usuario  tener  la 
sensación de estar presente en ella. Se consigue mediante la generación por ordenador de un 
conjunto  de  imágenes,  las  cuales  son  contempladas  por  el  usuario  a  través  de  un  casco 
provisto de un visor especial. Su aplicación,  inicialmente estaba centrada en el terreno de  los 
videojuegos, pero se ha extendido a otros muchos campos, como la medicina o simuladores de 
vuelo. 
El término de realidad aumentada se usa para definir una visión directa o indirecta de un 
entorno físico del mundo real, cuyos elementos se combinan con elementos virtuales para  la 
creación  de  una  realidad mixta  a  tiempo  real.  Consiste  en  un  conjunto  de  dispositivos que 
añaden  información  virtual  a  la  información  física  ya  existente,  es  decir,  añadir  una  parte 
sintética virtual a  lo real. Esta es  la principal diferencia con  la realidad virtual, puesto que no 
sustituye la realidad física, sino que sobreimprime los datos informáticos al mundo real. 
Los sistemas de realidad aumentada son definidos en  la manera de que requieren cascos 
de realidad virtual o Head‐Mounted Displays (HMDs), sobre los cuales se hace un estudio más 
detallado en el apartado 3.3. 
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3.2.2. Aplicaciones 
La realidad aumentada ofrece infinidad de nuevas posibilidades de interacción, que hacen 
que esté presente en muchos  y  varios  ámbitos,  como  son  la  arquitectura, entretenimiento, 
educación, arte, medicina o comunidades virtuales. [4] [14] 
La mayoría de aplicaciones de realidad aumentada para proyectos educativos se usan en 
museos,  exhibiciones,  parques  de  atracciones  temáticos,  etc.,  ya  que  su  coste  no  es  lo 
suficientemente bajo como para ser usado en el ámbito doméstico. Un ejemplo en el ámbito 
educativo,  es  la  editorial  RaRaRa  Editores  cuyo  objetivo  es  aumentar  el  interés  por  el 
aprendizaje mediante el uso de libros educativos con realidad aumentada. 
En el ámbito de la medicina, la realidad aumentada es usada principalmente en el campo 
de  la  cirugía.  Así,  se  permite  al  cirujano  superponer  datos  visuales  como  por  ejemplo 
termografías  o  la  delimitación  de  los  bordes  limpios  de  un  tumor,  invisibles  a  simple  vista, 
minimizando el impacto de la cirugía. 
La  realidad  aumentada  puede  aumentar  la  efectividad  de  sistemas  de  navegación.  Por 
ejemplo, mediante  uso  de  displays  en  los  cristales  de  los  automóviles,  puede  aportarse  al 
conductor información sobre la navegación e incidencias del tráfico. 
Aparte de las aplicaciones mencionadas anteriormente, la realidad aumentada es de gran 
utilidad  en muchas más  aplicaciones,  como  puede  ser  la  reconstrucción  virtual  de  edificios 
históricos destruidos.  
3.3. Gafas y cascos de realidad aumentada (HMD) 
3.3.1. Definición y características 
Los cascos de  realidad aumentada o más conocidos como Head‐Mounted Display  (HMD) 
son dispositivos de visualización similar a un casco, que permiten reproducir imágenes creadas 
por ordenador sobre un display muy cercano a  los ojos o directamente sobre  la retina de  los 
ojos. En este segundo caso el HMD recibe el nombre de monitor virtual de retina. 
Los HMDs proveen al usuario de un conjunto de capacidades que un display convencional 
no puede conseguir. 
 
Figura 3.1. Head Mounted Display 
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Los HMD pueden ser de dos tipos: 
‐ Monocular:  las  imágenes  creadas  por  ordenador  sólo  se  reproducen  sobre  un  ojo, 
mientras que el otro ojo continúa mirando al entorno real del usuario. Estos equipos 
ofrecen una mayor ergonomía y comodidad.  
‐ Binocular:  las  imágenes  creadas  por  ordenador  se  reproducen  sobre  los  dos  ojos, 
obteniendo  así  una  imagen  estereoscópica.  Cada  pantalla  puede  tener  ópticas 
separadas, pero la imagen es esencialmente idéntica para ambos ojos. 
Debido a su proximidad con los ojos, el Head‐mounted Display consigue que las imágenes 
visualizadas  resulten mucho mayores que  las percibidas por pantallas normales,  y permiten 
incluso englobar  todo el campo de visión del usuario. Gracias a que el display  se encuentra 
sujeto al casco, este puede seguir  los movimientos del usuario, consiguiendo así que éste se 
sienta integrado en los ambientes creados por ordenador. 
Algunos HMD  reducen el campo de visión del usuario, de modo que el usuario no  tiene 
influencias visibles del entorno que lo rodea, permitiendo así la completa inmersión de éste en 
una realidad  virtual,  ya  que  sólo  percibirá  las  imágenes  creadas  por  ordenador  y  que  son 
reproducidas sobre el display. [4] [14][16][17][18]  
Se pueden  identificar cuatro áreas fundamentales que se deben satisfacer en el diseño o 
proceso de selección de HMDs: 
‐ Requerimientos  visuales:  existen  ciertos  requerimientos  en  cuanto  a  contraste, 
luminancia,  enfoque  y  alineamiento,  color  y  resolución.  Estos  requerimientos  son 
derivados de  la comprensión de cómo  la visión humana  funciona y del conocimiento 
de las condiciones visuales del ambiente. 
‐ Requerimientos  físicos:  temas críticos de  la antropometría, centro de gravedad de  la 
cabeza y el cuello, y la comodidad deben satisfacerse. 
‐ Requerimientos  del  ambiente:  las  funciones  de  los  seres  humanos  deben  realizarse 
dentro de un estrecho rango de condiciones ambientales. 
‐ Requerimientos  del  interfaz:  cualquier  control  del HMD  debe  ser  accesible,  fácil  de 
entender y fácil de usar. 
Las gafas de realidad virtual o HMDs tienen una serie de características que los hacen más 
o  menos  óptimos  para  la  realización  de  una  función  concreta.  Estas  características  son 
enumeradas a continuación. 
‐ Campo de visión: es la porción del espacio (medida en grados) que es capaz de captar. 
‐ Eye relief: es la distancia desde la superficie de la horma de un ocular en la que el ojo 
puede obtener el ángulo de visión completo. 
‐ Calidad de la imagen: define cómo de bien el usuario del HMD podrá interpretar con el 
display. 
‐ Abertura del diafragma. 
‐ Luminancia: se define como la densidad superficial del flujo luminoso. 
‐ Enfoque:  en  los  siguientes  apartados  se  describe  los  problemas  de  enfoque  que  se 
producen al usar tecnologías ópticas y visuales.   [17] 
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3.3.2. Sistemas ópticos frente a visuales 
 Un punto importante en el diseño de un sistema de realidad aumentada es como alcanzar 
la combinación entre lo real y lo virtual, existiendo dos tipos de configuraciones para alcanzar 
tal fin. Estas son las basadas en tecnologías ópticas y tecnologías de video.  A continuación se 
realiza una comparación entre estos sistemas y se dan a conocer  los puntos débiles y fuertes 
de cada uno. 
Un sistema óptico o see‐through HMD, es un dispositivo empleado para la combinación del 
mundo real y el virtual, que permite ver al usuario el mundo real pero con objetos virtuales 
superpuestos  ya que poseen pantallas que permiten  ver a  través de ellas. En  contraste,  los 
sistemas close‐view HMD no permiten la vista directa del mundo real. 
Los  sistemas  see‐through  trabajan  colocando  combinadores  ópticos  delante  del  ojo  del 
usuario. Estos son parcialmente transparentes, así el usuario puede ver directamente a través 
de ellos el mundo real. 
Los combinadores ópticos normalmente reducen  la cantidad de  luz que el usuario ve del 
mundo  real.  Estos  combinadores  actúan  como  espejos  semitransparentes,  permitiendo  la 
entrada de solo parte de la luz del mundo real. Así ellos pueden reflejar parte de la luz de los 
monitores sobre los ojos del usuario.  
En contraste con los sistemas ópticos, los sistemas de video see‐through HMDs funcionan 
combinando  un  closed‐view HMD  con  una  o  dos  video  cámaras  colocadas  en  el  casco.  Las 
videocámaras proveen al usuario de vistas del mundo  real. Los videos de estas cámaras son 
combinados con las imágenes creadas. 
En el caso de poseer de dos cámaras, se puede obtener información sobre la profundidad 
de cada pixel de las imágenes del mundo real. Esto permitiría a  los objetos reales cubrir a los 
virtuales o viceversa. 
Los  sistemas  ópticos  o  see‐through  tienen  las  siguientes  ventajas  sobre  los  de  vídeo  o 
close‐view: 
‐ Simplicidad: los sistemas de mezcla óptica son más simples y baratos que los de video. 
Esto  es  debido  a  que  los  sistemas  ópticos  solo  tienen  un  flujo  de  video  de  que 
preocuparse, ya que la visión del mundo real se realiza de manera directa. 
‐ Resolución:  los  sistemas de mezclado de  video  limitan que  ve el usuario  ,  tanto del 
mundo real como del virtual, a la resolución de la pantalla. 
‐ Seguridad: en los sistemas de de video closed‐view HMDs si la alimentación es cortada 
por  cualquier  motivo,  la  persona  queda  completamente  ciega,  al  no  percibir  ni  el 
mundo real ni el virtual. 
‐ No offset: los sistemas ópticos no tienen el problema de que la cámara este situada en 
un punto no correspondiente con la posición exacta de los ojos. 
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En  cuanto  a  las  ventajas  que  los  sistemas  de  video  ofrecen  sobre  los  sistemas  ópticos, 
podemos destacar: 
‐ Flexibilidad en composición de estrategias. 
‐ Amplio campo de visión. 
‐ Retraso entre vista virtual y real pueden ser eliminados. 
‐ Más  facilidad  para  igualar  los  niveles  de  brillo  de  la  imagen  real  y  la  virtual,  al  ser 
ambas imágenes generadas. 
 
3.3.3. Enfoque y contraste 
El enfoque puede ser un problema tanto para sistemas ópticos como para los de video. En 
los sistemas basados en video, tanto la imagen real como la virtual son proyectadas a la misma 
distancia. Sin embargo, dependiendo de la configuración del enfoque y campo  de profundidad 
de la cámara, partes del mundo real pueden no estar enfocadas. 
En el caso óptico,  la  imagen virtual es proyectada a una distancia desde el usuario. Esta 
distancia puede  ser ajustable, aunque a veces es  fija. Por consiguiente, mientras  los objetos 
reales están a diferentes distancias del usuario, los objetos virtuales son todos proyectados a la 
misma distancia. 
El contraste es otro problema, ya que la mayoría de los dispositivos no pueden alcanzar los 
mismos  niveles  de  contraste  que  el  ojo  humano.  Este  problema  no  es  tan  severo  en  los 
sistemas  de  video,  ya  que  tanto  las  vistas  reales  como  las  virtuales  son  generadas  por  los 
monitores. [15] 
3.3.4. Comparación con realidad virtual 
Los  requerimientos  generales  de  los  sistemas  de  realidad  aumentada  pueden  ser 
resumidos mediante la comparación con los requerimientos de los sistemas de realidad virtual, 
por tres subsistemas básicos que ambos requieren. 
‐ Generador  de  la  escena:  los  sistemas  de  realidad  virtual  requieren  de  mayores 
prestaciones ya que ellos  reemplazan completamente el mundo  real por un entorno 
virtual. 
‐ Display:  los  displays  usados  en  AR  pueden  tener  requerimientos  menores  que  los 
usados en VR, de nuevo debido a que en AR el mundo real no es reemplazado. 
‐ Seguimiento y detección: en este caso  los requerimientos para AR son más estrictos. 
La  razón  principal  es  el  problema  de  registro,  el  cual  se  describe  en  el  siguiente 
apartado. [15][17] 
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3.3.5. Problema de registro 
Uno  de  los  mayores  problemas  que  actualmente  limitan  las  aplicaciones  de  realidad 
aumentada  es  el  problema  de  registro.  Los  objetos  en  el mundo  real  y  virtual  deben  estar 
adecuadamente alineados uno respecto al otro. 
Por ejemplo, un usuario que lleva un closed‐view HMD puede ver en lugar de su mano real, 
una mano virtual que debería estar situada donde exactamente su mano real está, pero si  la 
mano se encuentra ligeramente desplazada puede que el error sea inapreciable por el usuario. 
Sin  embargo  en  un  sistema  see‐through  HMD,  este  error  es  más  evidente,  existiendo  un 
conflicto visual‐visual.  
Además el problema conocido como captura visual hace incluso más difícil detectar estos 
errores.  Este concepto se define como la tendencia del cerebro a creer lo que ve, en lugar de 
lo que percibe por otros sentidos, es decir,  la  información visual se  impone sobre el resto de 
sentidos. 
Así,  se concluye que  la  realidad aumentada  requiere de mayor precisión que  la  realidad 
virtual. [15] 
3.4. Pantallas 
En  función de  las pantallas empleadas en  los HMD, se puede distinguir entre cascos con 
pantallas  ópticas  transparentes  y  los  de  pantallas  no  transparentes  (estos  sistemas  fueron 
comparados en apartados anteriores). 
En el sistema de la pantalla óptica, la instalación se compone de una serie de proyectores 
digitales,  los  cuales,  simultáneamente  muestran  imágenes  individuales  sobre  la  pantalla 
transparente  HOE.  Estas  son  proyectadas  desde  diferentes  ángulos.  Cada  una  de  estas 
imágenes es visible dentro de un pequeño ángulo de visión, y esto permite que cada ojo tenga 
una  perspectiva  diferente  de  dicha  imagen  proyectada.  El  HOE,  es  adecuado  para  las 
aplicaciones  de  realidad  aumentada  ya  que  proporciona  unas  cualidades  perfectas  de 
transparencia, además de poseer mucho brillo y por no obstruir  la visión del mundo real que 
se ve a través de ella. 
Los pantallas de  los HMD pueden  ser del  tipo  LED, OLED  (Organic  Light Emiting Diode), 
CRTs,  LCoS  (cristal  líquido  sobre  silicio) o  LCD  (Liquid Cristal Display).  Siendo  las  tecnologías 
más comunes a día de hoy, el desarrollo en dispositivos LCD y OLED.[14][15][18]  
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3.5. Equipo utilizado 
El equipo  final escogido para  la presentación de  los  resultados en este proyecto ha sido 
impuesto por motivos de disponibilidad. El Grupo de Displays y Aplicaciones Fotónicas, GDAF, 
del  Departamento  de  Tecnología  Electrónica  de  la  Universidad  Carlos  III  de  Madrid  ha 
adquirido recientemente un equipo para la realización de diferentes proyectos entre los cuales 
se  incluye  éste.  Se  trata  de  un  HMD  de  la marca  Trivisio,  en  concreto  se  ha  empleado  el 
modelo  ARvision‐3D.  En  el  anexo  2  se  muestra  el  manual  de  instrucciones  y  hojas  de 
características de este modelo.[18]  
 
Figura 3.2. HMD Trivisio ARVision‐3D. 
Este HMD es de  tipo binocular y  su  configuración es visual o  close  view.  Las principales 
características de este dispositivo se muestran a continuación:  
‐ Dimensiones (W/H/D): 150mm/42mm/84mm. 
‐ Peso: 290g. 
‐ Distancia entre ojos: 55‐72mm ajustables. 
‐ Displays: 2xSVGA AMLCD 800x600 color (equivalente a 1.440.000 pixels). 
‐ Consumo de potencia: Display 2.5W  (5V, tomado desde puerto USB). 
‐ Interfaz de video: DVI‐D. 
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CAPÍTULO  4.  SISTEMA  DE  ADQUISICIÓN  DE 
IMÁGENES 
 
4.1. Introducción 
Existen varios sistemas capaces de abordar el cálculo de distancias para simular un sistema 
de visión estereoscópica.  
Un ejemplo de esto, son  los sistemas  láseres capaces de realizar el cálculo de distancias, 
pero  estos  sistemas  pueden  dar  resultados  erróneos  en  función  del  material  sobre  el  que 
incida  el  haz.  Otros  sistemas  existentes  para  el  cálculo  de  distancias  son  los  basados  en 
radiación  infrarroja  (IR),  un  ejemplo  comercial  es  Kinect  o  el  modelo  WaviXtion  que  está 
desarrollando Asus con  la colaboración de   Primesense, pero estos sistemas pueden no tener 
un buen  funcionamiento  al  emplearse  en  exteriores durante días  soleados,  al  ser parte del 
espectro electromagnético de la luz solar radiación infrarroja [4] [19] . 
Así,  el  sistema  de  adquisición  de  imágenes  escogido  consta  de  dos  cámaras  alineadas 
milimétricamente y separadas una distancia fija, mediante las cuales se obtiene la información 
necesaria para posteriormente realizar el cálculo de contornos y profundidad. 
4.2. Cámaras 
El  sistema de adquisición debe estar compuesto por un  sistema de dos cámaras y estas 
deben cumplir una serie de restricciones: 
‐ La separación entre cámaras debe ser similar a la existente entre los ojos de los seres 
humanos (entre 62 y 65mm) para obtener así resultados más acordes con la realidad. 
‐ Ambas cámaras deben poseer las mismas características o muy similares. 
‐ La alineación entre cámaras, como se mencionó anteriormente, debe ser milimétrica. 
Las  dos  últimas  restricciones  son  impuestas  como  motivo  del  posterior  cálculo  de  la 
profundidad  de  las  imágenes,  ya  que  se  realiza  mediante  algoritmos  de  correlación  (ver 
capítulo 6). Estos algoritmos calculan  la profundidad de cada pixel de  la  imagen  (izquierda o 
derecha) en función de la variación que exista con el pixel correspondiente en la otra imagen. 
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Las cámaras que se han utilizado se pueden distinguir entre  las usadas en  la etapa  inicial 
de pruebas y las escogidas para dar una solución definitiva. 
4.2.1. Etapa de pruebas 
Durante  la  etapa  de  pruebas  se  han  empleado  dos modelos  de  cámaras  de  diferentes 
características,  para  valorar  que  tipo  de  cámara  era  más  adecuada  para  el  desarrollo  del 
proyecto. 
En esta etapa  las  cámaras que  se emplearon para el desarrollo del proyecto  fueron  las  
cámaras web Creative Live! Cam [20] y la cámara Minoru 3D [21] . A continuación se describen 
estas cámaras y se comentan los resultados obtenidos. 
 
4.2.1.1. Cámara Creative  
La  primera  implementación  del  sistema  se  realizó  con  dos  cámaras  web  de  la  marca 
Creative, modelo Live! Cam VF0470. 
 
Figura 4.1. Cámara web Creative Live! Cam VF0470. 
  Especificaciones técnicas: 
‐ Sensor de imagen VGA CMOS con ajuste automático. 
‐ Resolución de foto hasta 1,3 megapíxeles con interpolación. 
‐ Resolución de video hasta 800x600 pixel con interpolación. 
‐ Campo de visión de hasta 42 grados. 
‐ Conexión mediante USB. 
Los  resultados  obtenidos  con  este  modelo  de  cámara  no  fueron  muy  alentadores  por 
varios motivos. 
Para  cumplir  con  el  requisito  de  alineación  milimétrica  entre  cámaras,  se  diseñó  un 
sistema que permitiese el ajuste en altura  independiente de cada cámara (ver figura 4.2). Sin 
embargo, este sistema no ofrece una solución  lo suficientemente óptima, por  lo que se hizo 
necesario  una  post‐calibración  vía  software,  para  intentar  minimizar  o  incluso  eliminar  las 
diferencias de altura entre ambas cámaras. El proceso de calibración software se describe en el 
apartado 6.2.2.  
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4.2.1.2. Cámara Minoru 3D 
Para  evitar  el problema de  calibración,  se decidió hacer uso de un  sistema que  tuviese 
integradas  ambas  cámaras  en  una  misma  estructura.  Para  solventar  el  problema  de  los 
diferentes valores obtenidos con  las dos cámaras, se buscó un sistema cuyas prestaciones en 
cuanto a la calidad de la imagen fuesen mayores.  
De esta manera se encontró la cámara Minoru 3D, la cual tiene integrada ambas cámaras 
en un mismo sistema. 
 
Figura 4.4.  Cámara Minoru 3D. 
Las especificaciones técnicas de la cámara Minoru 3D son: 
‐ Conexión mediante USB 2.0 de alta velocidad.  
‐ 2 x VGA 640x480 CMOS sensor. 
‐ Separación entre cámaras: 62mm. 
‐ 2 x lentes de ángulo ancho de alta calidad. 
‐ Imagen de 800x600, 640x480, 352x288 y 320x240 pixeles. 
‐ Velocidad de hasta  30 fps. 
‐ Consumo de energía menor a 1,5 W en modo de funcionamiento. 
‐ Pedestal Multi‐posición. 
‐ Imagen – Anáglifo 3D optimizado (rojo/cian),  Imagen en Imagen (PiP) y 2D estándar. 
‐ Micrófono USB incorporado.  
‐ Compatible con Microsoft Windows XP y Microsoft Windows Vista. 
Tras  la realización de pruebas de calibración (ver apartado 6.2.2), para  la cámara Minoru 
3D, se concluyó que  los ejes de ambos sensores se encontraban alineados milimétricamente, 
por lo que no es necesario realizar el proceso de calibración.   
Para  realizar  la  comprobación de  las mismas  características de  las  cámaras  se  realizó el 
mismo  proceso  que  con  las  cámaras  Creative,  obteniéndose  que  con  ambas  cámaras  se 
consiguen resultados muy similares.  
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4.2.1.3. Otras opciones 
Además de  las  cámaras utilizadas existen  gran  variedad de  cámaras en el mercado que 
podían  haber  sido  empleadas  para  el  desarrollo  de  este  trabajo,  de  entre  las  cuales  se 
destacan las siguientes cámaras por tener integradas en el mismo sistema ambas lentes. 
‐ Zivora  3D  Webcam:  cámara  web  compuesta  de  dos  sensores  CMOS,  2xVGA  con 
resolución de 640x480 y velocidad máxima de 60fps [22]  
‐ Thanko Webcam 3D1: esta cámara web  tiene una  resolución de video de 320x240 a 
velocidad 15fps. 
‐ Fujifilm FinePix Real 3D W3 Technology: cámara digital  con dos  sensores CCD de 10 
megapíxeles [23]  
‐ Inlife Easy 3D Stereo Digital Camera: cámara digital con sensores de 5 megapíxeles [24] 
. 
 
Figura 4.5. Cámaras Zivora 3D (izquierda) y Thanko Webcam 3D (derecha) 
 
Figura 4.6. Fujifilm Finepix Real 3D W3 (izquierda) y Inlife Easy 3D (derecha). 
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4.2.2. Equipo utilizado 
El  equipo HMD utilizado para  el  sistema de  salida  consta  también de dos  cámaras que 
cumplen con las especificaciones marcadas por el sistema de adquisición de imágenes. De esta 
manera, el equipo final empleado para la adquisición de imágenes es también el HMD modelo 
ARVision‐3D de  la marca Trivisio, cuyas hojas de características se pueden ver en el anexo 2 
[18] .  
 
Figura 4.7. HMD Trivisio ARVision 3D. 
  Algunas de las características más importantes de las cámaras que componen el HMD 
Trivio ARVsion3D  son: 
‐ Cámaras: 2x 752x480 (max 61fps), USB 2.0 (opcional IEEE1394). 
‐ Sensor de las cámaras: 1/3" CMOS, barrido progresivo, obturador global. 
‐ Potencia consumida: <1W cada cámara (5V, tomados de un puerto USB). 
‐ Lentes: 6mm (0.9x vision), cambiables por el usuario, montura M12. 
‐ Campo de visión: 40.6° diagonal (4:3, 32.7° (horiz), 24.5° (vert)). 
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CAPÍTULO 5. SISTEMA DE PROCESAMIENTO 
 
5.1. Introducción 
El  sistema de procesamiento  es  el  encargado de  recibir  las  imágenes  capturadas por  el 
sistema  de  adquisición,  procesarlas  a  través  de  algoritmos  desarrollados  (ver  capítulo  6)  y 
enviarlas al sistema de salida para mostrar al usuario el resultado obtenido. 
Los  dos  principales  factores  a  tener  en  cuenta  a  la  hora  de  buscar  un  sistema  de 
procesamiento adecuado para  la aplicación que nos ocupa, son  la portabilidad, autonomía y 
velocidad de procesamiento.  
La portabilidad es una  característica  fundamental  a  la hora de permitir  la movilidad del 
usuario. Hay dispositivos que cumplen con esta propiedad, tales como PDAs, teléfonos móviles 
o  tabletPcs, pero suelen estar asociados a una velocidad de procesamiento  insuficiente para 
realizar  esta  aplicación  dentro  de  unos  rangos  de  tiempos  que  puedan  ser  considerados 
aceptables como funcionamiento en tiempo real.  
La velocidad de funcionamiento es un factor clave para el correcto funcionamiento de  la 
aplicación desarrollada. Siendo el objetivo de esta aplicación, la búsqueda de una solución que 
permita  al  usuario  recibir  la  información  procesada  con  una  sensación  de  continuidad 
suficiente para ser considerada tiempo real.  
En  la actualidad existen dispositivos  con  capacidad  suficiente para albergar  la aplicación 
desarrollada  y  dispositivos  portables  que  cumplen  óptimamente  con  la  restricción  de 
portabilidad. El problema es encontrar uno cuyo compromiso entre velocidad y portabilidad 
sea  adecuado.    Teniendo  en  cuenta  estas  restricciones parece  obvio que  el dispositivo que 
mejor encaja con estos requisitos es un ordenador portátil.  
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5.2. Equipos susceptibles de ser utilizados como sistema de procesamiento 
La mayor restricción del sistema de procesamiento viene  impuesta principalmente por  la 
velocidad de procesamiento,  como  se  expuso  anteriormente.  Por  ello  se  realizó un  estudio 
sobre las diferencias existentes en el tiempo de cómputo necesario para realizar los algoritmos 
desarrollados con ordenadores de diferentes características. En concreto se realizaron pruebas 
con un netbook SAMSUNG NC10 con procesador Intel ATOM N270 y 1GB de memoria RAM y 
un ordenador de sobremesa genérico con procesador  Intel Core i7 y 4GB de memoria RAM. 
En la siguiente figura se ilustran las diferencias existentes entre usar un dispositivo u otro. 
 
Figura 5.1. Gráfica comparativa tiempos de cómputo entre Intel i7 y ATOM N270. 
Las  diferencias  entre  el  empleo  de  un  procesador  u  otro  son  notables,  llegando  a 
procesarse  hasta  cinco  imágenes  por  segundo  con  el  Intel  i7  y  tan  solo  una  por  cada  dos 
segundos con el ATOM para un tamaño de imagen de 120x160 píxeles. Una vez seleccionado el 
tipo de procesador es  conveniente prestar  atención  a otros  factores  fundamentales para  la 
elección del  sistema de procesamiento,  como  son  el peso,  autonomía  y  tipos  y número de 
entradas con el exterior. 
El  peso  del  ordenador  es  conveniente  que  sea  lo  más  reducido  posible  para  hacer  el 
conjunto del sistema lo más portable posible.  
La alimentación de todos los dispositivos electrónicos que componen el sistema, se realiza 
a través del sistema de procesamiento. Por ello, es necesario que la capacidad de las baterías 
sea lo mayor posible para dotar así al sistema final de mayor autonomía. 
Como  se mencionó  en  apartados  anteriores  el  sistema  de  adquisición  de  datos  y  el  de 
salida están  integrados ambos en un casco de  realidad virtual, el cual es necesario conectar 
con el sistema de procesamiento. Para ello, el sistema de procesamiento debe constar de  las 
conexiones necesarias para la conexión con el casco de realidad virtual (HMD). 
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5.4. Montaje final del sistema 
El montaje final del sistema, supone  la  integración de todos  los sistemas descritos en  los 
capítulos anteriores. Esta  integración se realiza a través del ordenador portátil que recibe  las 
imágenes captadas por las cámaras del HMD Trivisio ARVision3D y las procesa para finalmente 
enviar los resultados a las micropantallas que posee este casco de realidad virtual. 
El  sistema  de  procesamiento  será  transportado  o  bien  en  una  mochila  o  bien  en  un 
cinturón y el sistema de adquisición de imágenes y el sistema de salida están ambos integrados 
en el HMD.  
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CAPÍTULO 6. ALGORITMOS 
 
6.1. Lenguaje de programación 
Para  la  realización de este proyecto se ha empleado  la herramienta  informática MatLab. 
Esta elección se ha debido, en parte, a que algunos  trabajos y estudios previos se realizaron 
bajo este entorno.  
MatLab  (abreviatura de “Matrix Laboratory”), es un software matemático que ofrece un 
entorno de desarrollo  integrado con un  lenguaje propio (lenguaje M). MatLab es un  lenguaje 
de alto nivel para cálculos técnicos y numéricos, que permite resolver problemas de técnicos 
de manera más rápida que con los lenguajes de programación tradicionales. 
MatLab  dispone  de  un  código  básico  y  de  varias  cajas  de  herramientas  especializadas, 
denominadas  toolboxes,  que  amplían  sus  capacidades.  Entre  estas  cabe  destacar  Image 
Processing Toolbox  la cual ha sido de gran utilidad en el desarrollo de  los algoritmos ya que 
proporciona un amplio conjunto de algoritmos estándar de referencia y herramientas gráficas 
para el procesamiento de imagen, análisis, visualización y desarrollo de algoritmos. Muchas de 
estas  aplicaciones  son  multiproceso  para  aprovechar  las  ventajas  de  los  procesadores 
multinúcleo o multiprocesador.  
Además es interesante mencionar que MatLab dispone de una herramienta llamada GUIDE 
(Graphical User  Interface Development Enviroment),  la cual permite  la creación de  interfaces 
gráficas de usuario [25].  
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6.2.2. Calibración mediante FFT 
Como  se mencionó  en  el  apartado  1.5.  Visión  Binocular,  en  un  sistema  estereoscópico 
debe  existir  coordinación  estrictamente  milimétrica  entre  ambas  cámaras.  De  aquí  la 
necesidad de hacer una calibración previa del sistema. 
El método de calibración de las cámaras está basado en la transformada rápida de Fourier 
(FFT).  La  transformada  rápida  de  Fourier  es  un  eficiente  algoritmo  que  permite  calcular  la 
transformada de Fourier discreta y su inversa. Siendo ésta de mucha importancia en una gran 
variedad de aplicaciones. 
Mediante la transformada rápida de Fourier se puede realizar el proceso de búsqueda de 
un patrón conocido en otra imagen de manera rápida y efectiva. Aunque existe el problema de 
que puede encontrar el patrón que se busca en cualquier figura que lo contenga. 
Para  comprender  esto mejor  conviene  ver  el  siguiente  ejemplo,  donde  se  busca  en  un 
texto  (parte  superior  izquierda de  la  imagen) un patrón  consistente en una  letra  “A”  (parte 
superior derecha de la imagen). 
 
 
Figura 6.3. Ejemplo de búsqueda de un patrón usando FFT. 
Tras aplicar el algoritmo de la búsqueda de un patrón mediante la FFT, el resultado que se 
obtiene es el mostrado en  la parte  inferior de  la  figura 6.3.,   donde  la parte de  la  izquierda 
muestra el espectro de  la búsqueda del patrón de  la figura anterior y en  la parte derecha se 
muestra umbralizado el espectro para resaltar tan solo  los puntos de máxima correlación,  los 
cuales coinciden con las aes buscadas. 
Sin embargo, cuando la búsqueda de la letra “A” se realiza en una imagen que además de 
contener  texto  contiene  un  recuadro  negro,  el  cual  puede  contener  el  patrón  buscado,  los 
resultados  ya  no  son  tan  buenos,  debido  a  que  la  FFT  encuentra  como  punto  de  máxima 
correlación el recuadro negro (figura 6.4). 
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Figura 6.4. Ejemplo búsqueda de un patrón usando FFT. 
Teniendo  en  cuenta  tanto  los  convenientes  e  inconvenientes,  el  método  que  se  ha 
escogido para la calibración de las cámaras está basado en la búsqueda de un mismo patrón en 
las  imágenes  captadas  por  ambas  cámaras mediante  la  transformada  rápida  de  Fourier.  El 
patrón  buscado  es  un  cuadro  negro  sobre  un  fondo  blanco,  por  lo  que  en  el  proceso  de 
calibración es necesario enfocar con las cámaras una pared blanca con un cuadro negro.   
El proceso de funcionamiento del algoritmo de calibración sigue el siguiente diagrama de 
flujo. Para ver el algoritmo de calibración, ver el anexo 1 de esta memoria. 
   
Figura 6.5. Diagrama de flujo de la calibración. 
En el diagrama de flujo anterior, se deduce que los pasos del proceso de calibración son: 
1‐ Búsqueda  del  patrón  (cuadro  negro)  en  ambas  imágenes  del  par  estereoscópico 
mediante la transformada rápida de Fourier (FFT). 
2‐ Obtención de la fila en la que se ha localizada el patrón en cada imagen. 
3‐ Ajuste  mediante software de las imágenes para minimizar o eliminar la diferencia de 
altura entre éstas. 
4‐ Se repiten  los pasos anteriores hasta obtener que el patrón buscado se encuentra en 
la misma fila para ambas imágenes. 
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Figura 6.6. Proceso de calibración con cámara Minoru 3D. 
Tras las pruebas realizadas con la cámara Minoru 3D, se comprobó que no era necesario el 
calibrado vía software de las cámaras al estar perfectamente alineadas de fábrica. 
6.2.3. Adquisición de imágenes 
El  primer  paso  una  vez  realizada  la  calibración  del  sistema,  es  la  captura  del  par 
estereoscópico para realizar posteriormente el  tratamiento de estas  imágenes. Las  imágenes 
del par estéreo deben de presentar un  ligero desplazamiento debido a  la  separación de  las 
cámaras, la cual conviene que sea similar a la existente en los ojos de los seres humanos. 
La adquisición del par estereoscópico se realiza con el uso de las cámaras mencionadas en 
el  capítulo  cuarto.  Además,  como  se mencionó  en  el  capítulo  introductorio,  para  la  visión 
binocular es necesario  tener dos  imágenes pertenecientes a  la misma escena, por  lo que  la 
adquisición  del  par  estéreo  debe  de  ser  simultánea,  para  así  evitar  cambios  debidos  a  los 
movimientos de los objetos o del propio sistema de captura. 
La  herramienta  de  procesamiento  de  imágenes  de  MatLab  consta  de  una  serie  de 
funciones que permiten realizar la captura de fotogramas desde un objeto de video.  
En el anexo 1  se puede examinar  los  algoritmos  completos usados en  la  captura de  las 
imágenes. 
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6.2.4. Preprocesamiento 
Un factor de complicación para el procesado estéreo de imágenes es que la intensidad de 
los correspondientes píxeles de  la  imagen estéreo puede ser diferente. Esta variación puede 
ser causada por diferentes factores: 
‐ Características  diferentes  de  los  sensores  de  la  cámara  izquierda  y  derecha,  como 
puede ser el brillo o el contraste. 
‐ Debido a condiciones de iluminación de la posición de la cámara. 
Si se hace uso de imágenes en bruto, es necesario usar una medida de similitud invariante 
a la iluminación. Debido a que las mediciones invariantes son computacionalmente más caras, 
el preprocesado de las imágenes de entrada es a menudo aplicado para reducir las diferencias 
de iluminación de antemano. 
La propuesta más popular es la convolución de las imágenes de entrada con el núcleo de la 
Laplaciana de una Gaussiana  [28][29]. En  las siguientes  figuras se pueden ver  las diferencias 
existentes de aplicar diferentes filtros. En la figura 6.7. se representan los mapas de disparidad 
(ver apartado 6.2.5.) y en la figura 6.8. el resultado final una vez calculados los contornos, para 
la imagen de la referencia [26]. 
 
Figura 6.7. Mapa de disparidad tras aplicación de diferentes filtros. 
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Figura 6.8. Resultado final tras aplicación de diferentes filtros. 
  Los  tiempos de cómputo empleados en el preprocesamiento de  las  imágenes oscilan 
entre 1 y 3 milisegundos para cada  imagen de  tamaño 120x160,  lo cual puede considerarse 
despreciable frente a los tiempos empleados en el resto de algoritmos. 
6.2.5. Cálculo de la distancia 
 
Figura 6.9. Diagrama de flujo del algoritmo para el cálculo de la distancia. 
Una  vez  capturado  y  preprocesado  el  par  de  imágenes  estéreo,  el  siguiente  paso  es  el 
cálculo de  las distancias de  los objetos presentes en  las  imágenes. El cálculo de  las distancias 
está basado en el cálculo de la disparidad de los píxeles de la imagen. 
Los  algoritmos  estéreo  de  cálculo  de  la  disparidad  tienen  por  objetivo  obtener  la 
profundidad  de  todos  los  píxeles  de  las  imágenes  del  par  estéreo. Hallando  las  parejas  de 
puntos  correspondientes  que  son  proyección  del mismo  punto  del  espacio,  para  todos  los 
puntos  en  cada  una  de  las  imágenes.  De  esta  forma  se  obtiene  un  mapa  denso  de 
disparidades.  
Los  algoritmos  de  cálculo  de  disparidad  asumen,  por  simplicidad,  que  los  planos  de  las 
imágenes en cada cámara son paralelos entre sí, y paralelos a  la dirección en  la cual existe el 
desplazamiento entre las imágenes. De esta forma el correspondiente de un pixel en la fila yL 
de la imagen izquierda se encuentra en la fila yR = yL de la imagen derecha. 
Capítulo 6. Algoritmos. 
38 
 
Para  hallar  el  pixel  correspondiente  en  la  otra  imagen,  se  imponen  una  serie  de 
restricciones o hipótesis.  
‐ Restricción epipolar: el correspondiente de un punto debe estar en  la  línea epipolar 
del punto en la otra imagen. 
‐ Restricción de orden:  los homólogos de un objeto aparecen en el mismo orden sobre 
las epipolares correspondientes. 
‐ Restricción  de  unicidad:  un  punto  de  la  imagen  tiene  como  máximo  una  única 
correspondencia en la otra imagen del par. 
‐ Restricción de semejanza: las características de los puntos en las imágenes (intensidad, 
color, saturación) no deben de cambiar mucho. 
El  fin  del  cálculo  de  la  disparidad  es  la  creación  de  lo  que  se  conoce  como  mapa  de 
profundidad,  siendo  éste  una  nueva  imagen  del  mismo  tamaño  que  las  imágenes  del  par 
estéreo  cuyo  valor  de  los  pixeles  varía  en  función  de  la  distancia  a  la  que  se  encuentran 
(disparidad), asignando diferentes niveles de grises o colores según un criterio preestablecido. 
En la figura 6.10. y figura 6.11. se observan los mapas de profundidad de una misma escena, a 
color y en niveles de gris respectivamente. 
 
Figura 6.10. Mapa de profundidad a color. 
 
 
Figura 6.11. Mapa de profundidad en escala de 
grises. 
Los mapas de disparidad anteriores se han obtenido del par de  imágenes estéreo   “head 
and lamp” de la Universidad de Tsukuba de Japón [26], las cuales se muestran a continuación 
en la Figura 6.12. 
 
Figura 6.12. Para de imágenes estéreo Tsukuba[26]. 
En el siguiente apartado se describen diferentes métodos matemáticos para el cálculo de 
la disparidad basados en la correlación. 
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6.2.5.1. Métodos de correlación 
La correlación es una variable estadística adimensional con la que se mide la dependencia 
lineal de dos variables. Este es el método matemático que se ha utilizado para establecer  la 
correspondencia entre los pixeles homólogos. El cálculo de la correlación constituye una de las 
etapas  más  importantes  de  un  algoritmo  de  visión  estéreo,  además  de  ser  la  que  mayor 
esfuerzo de cálculo requiere. 
La  comparación  mediante  técnicas  de  correlación  utiliza  la  correlación  cruzada  para 
determinar  la  similitud de  imágenes  [27].  El  cálculo de  la  correlación  cruzada de  la  imagen 
izquierda del par estéreo (usada como patrón o template) y la imagen derecha del par estéreo, 
puede llevarse a cabo aplicando uno de los diferentes métodos matemáticos existentes para la 
consecución de esta tarea. Entre estos métodos se destacan: 
‐ Suma de diferencias absolutas (SDA). 
  ܵܣܦ ൌ ∑ |ܫ்ሺݔ ൅ ݅, ݕ ൅ ݆ሻ െ ܫ஽ሺݔ ൅ ݅ െ ݀, ݕ ൅ ݆ሻ|௜,௝  
‐ Suma de diferencias cuadradas (SSD). 
  ܵܵܦ ൌ ∑ ሺܫ்ሺݔ ൅ ݅, ݕ ൅ ݆ሻ െ ܫ஽ሺݔ ൅ ݅ െ ݀, ݕ ൅ ݆ሻሻଶ௜,௝  
‐ Suma normalizada de diferencias cuadradas (NSSD). 
  ܰܵܵܦ ൌ
∑ ሺூ೅ሺ௫ା௜,௬ା௝ሻିூವሺ௫ା௜ିௗ,௬ା௝ሻሻమ೔,ೕ
ට∑ ሺூ೅ሺ௫ା௜,௬ା௝ሻሻమ ∑ ሺூ಺,಻ ವሺ௫ା௜ିௗ,௬ା௝ሻሻ
మ೔,ೕ
 
‐ Correlación normalizada (NCC). 
  ܰܥܥ ൌ
∑ ሺூ೅ሺ௫ା௜,௬ା௝ሻ·ூವሺ௫ା௜ିௗ,௬ା௝ሻሻమ೔,ೕ
ට∑ ሺூ೅ሺ௫ା௜,௬ା௝ሻሻమ ∑ ሺூ಺,಻ ವሺ௫ା௜ିௗ,௬ା௝ሻ೔,ೕ ሻ
మ
 
Sin embargo estos métodos se ven muy influenciados por la diferencia de ganancia de las 
cámaras, por lo que sería necesario aplicar los preprocesamientos comentados en el apartado 
6.2.4  para  resolver  esta  problemática.  En  caso  de  no  usar  estos  preprocesamientos  es 
necesario emplear  la  resta de  la media de  la ventana, para ello se emplearían  los siguientes 
métodos. 
‐  Suma de diferencias absolutas con media cero (ZSAD). 
  ܼܵܣܦ ൌ ∑ |ሺܫ்ሺݔ ൅ ݅, ݕ ൅ ݆ሻ െ ܫഥ் ሻ െ ሺܫ஽ሺݔ ൅ ݅ െ ݀, ݕ ൅ ݆ሻ െ ܫ஽ഥ ሻ|௜,௝  
‐ Suma de diferencias cuadradas con media cero (ZSSD). 
  ܼܵܵܦ ൌ ∑ ሺሺܫ்ሺݔ ൅ ݅, ݕ ൅ ݆ሻ െ ܫഥ் ሻ െ ሺܫ஽ሺݔ ൅ ݅ െ ݀, ݕ ൅ ݆ሻെܫ஽ഥ ሻሻଶ௜,௝  
‐ Suma normalizada de diferencias cuadradas con media cero (ZNSSD). 
  ܼܰܵܵܦ ൌ
∑ ሺሺூ೅ሺ௫ା௜,௬ା௝ሻିூ೅തതതሻିሺூವሺ௫ା௜ିௗ,௬ା௝ሻିூವതതതሻሻమ೔,ೕ
ට∑ ሺூ೅ሺ௫ା௜,௬ା௝ሻିூ೅തതതሻమ ∑ ሺூ಺,಻ ವሺ௫ା௜ିௗ,௬ା௝ሻିூವതതതሻ
మ೔,ೕ
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‐ Correlación normalizada con media cero (ZNCC). 
  ܼܰܥܥ ൌ
∑ ሺሺூ೅ሺ௫ା௜,௬ା௝ሻିூ೅തതതሻ·ሺூವሺ௫ା௜ିௗ,௬ା௝ሻିூವതതതሻሻమ೔,ೕ
ට∑ ሺூ೅ሺ௫ା௜,௬ା௝ሻିூ೅തതതሻሻమ ∑ ሺூ಺,಻ ವሺ௫ା௜ିௗ,௬ା௝ሻ೔,ೕ ିூವതതതሻሻ
మ
 
En el  trabajo  realizado por el GDAF en 2010  [2]  se hace un estudio  comparativo de  los 
tiempos de cómputo de  los métodos anteriores, de donde se concluye que  los métodos que 
realizan la normalización del pixel requieren un esfuerzo computacional bastante mayor.  
El método empleado para  la obtención del mapa de disparidad ha sido el de  la suma de 
diferencias  absolutas  (SDA),  por  ser  el método  que  requiere  realizar  un menor  número  de 
operaciones y por tanto tiene menor coste computacional.  
6.2.5.2. Cálculo de la correlación 
El  principio  general  de  funcionamiento  de  la  correlación  consiste  en  comparar  una 
determinada  vecindad  (ventana)  de  un  pixel  de  la  imagen  patrón  o  de  referencia  con  una 
vecindad de  las mismas características de cada uno de  los pixeles de  la  imagen a comparar. 
Como se explicó en el capítulo  introductorio,  las  imágenes captadas por un sistema de visión 
binocular,  tienen  en  común  gran  parte  de  la  escena,  pero  no  toda  ya  que  los  extremos 
laterales son exclusivos de  cada imagen. Además, como se mencionó en apartados anteriores 
se asume que  la disparidad es únicamente horizontal, por  lo que parece  lógico pensar que  la 
búsqueda del homólogo de un pixel de la imagen de referencia se restringe sólo a un número 
limitado y predefinido de píxeles situados en la misma fila de la otra imagen. A este término lo 
llamaremos barrido. 
Conviene advertir que esta operación no  se  realiza para  todos  los pixeles de  la  imagen, 
sino que existen unas limitaciones introducidas por las variables de la correlación (tamaño de 
ventana y barrido). En cuanto a  la dimensión vertical de  la matriz, tanto en  la parte superior 
como en la inferior, la única restricción existente es el tamaño de la ventana de vecindad. Sin 
embargo, en  la dimensión horizontal, además de existir esta  limitación en ambos extremos, 
hay que añadir una limitación en la parte izquierda equivalente al tamaño del barrido.   
M 
N+Barrido  ÁREA TOTAL EN LA QUE SE REALIZA LA 
COMPARACIÓN DE PÍXELES  N 
M 
Figura 6.13. Representación del área total en el que se calcula correlación. 
La compresión de la figura anterior en la que se muestra el área total en la que se realiza la 
comparación de los píxeles se hace más sencilla con la siguiente figura en la que se representa 
el proceso de búsqueda del homólogo de un pixel.   
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Imagen Izquierda (patrón)            Imagen Derecha 
                      Xi‐N  Xi+N              Xi‐N‐barrido    Xi+N‐barrido                   Xi‐N      Xi+N
                                                                             
                                                                             
                                      Yi‐M                                      
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                              Xi                   Xi‐barrido       Xi       
Figura 6.14. Fase de búsqueda de un pixel homólogo. 
Se  deduce  que  en  la  fase  de  búsqueda  del  homólogo  de  cada  pixel,  el  número  de 
correlaciones  calculadas  es  igual  al  del  tamaño  de  barrido  seleccionado.  Este  conjunto  de 
valores  alcanza  un  valor  extremo  (mínimo  o  máximo  según  criterio)  cuando  la  vecindad 
comparada es  la más parecida. El desplazamiento al cual es encontrado el valor extremo de 
disparidad, es el que se guarda como válido para ese pixel y está relacionado directamente con 
la profundidad del pixel. 
La  efectividad  de  la  búsqueda  de  los  homólogos  de  un  pixel  se  ve  influenciada  por  la 
riqueza de  los detalles de  la  imagen, como son  texturas o   presencia de discontinuidades,  lo 
cual puede dar como resultado fallos de emparejamiento. La buena elección de los parámetros 
barrido y tamaño de la ventana de vecindad tiene un papel fundamental en la minimización de 
este  efecto.  Un  tamaño  de  ventana  demasiado  pequeña  puede  capturar  demasiada  poca 
información de  la  imagen, mientras que por el  contrario un  tamaño de  ventana demasiado 
grande puede producir una pérdida de definición de los objetos de la escena. 
6.2.5.3. Tiempo de cómputo 
El  mayor  problema  de  estos  algoritmos  es  el  alto  coste  computacional  que  tienen, 
haciendo difícil la ejecución del código en tiempo real.  
Los  tiempos de cómputo de  la correlación varían en  función de múltiples  factores como 
son el tamaño de  la  imagen, el tamaño de ventana y barrido empleados para el cálculo de  la 
correlación o el tipo ordenador empleado. 
En  las  siguientes gráficas  se muestra  la variación de  los  tiempos de cómputo necesarios 
para el cálculo de  la correlación para diferentes valores de barrido,  tamaño de  la ventana y 
tamaño de la imagen haciendo uso de un ordenador con procesador Intel i7. 
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Figura 6.15. Tiempos de cómputo de la correlación en imagen 64x64. 
 
Figura 6.16. Tiempos de cómputo de la correlación en imagen 128x128. 
 
Figura 6.17. Tiempos de cómputo de la correlación en imagen 256x256. 
 
Figura 6.18. Tiempos de cómputo de la correlación en imagen 80x105. 
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Figura 6.19. Tiempos de cómputo de la correlación en imagen 120x160. 
 
Figura 6.20. Tiempos de cómputo de la correlación en imagen 144x192. 
 
Figura 6.21. Tiempos de cómputo de la correlación en imagen 240x320. 
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6.2.6. Cálculo de contornos 
La obtención de los contornos y la asignación de un color o grosor a estos en función de la 
distancia es el objetivo  final de este proyecto.   El coste computacional del algoritmo para el 
cálculo  de  contornos  es  variable  en  función  del  entorno  y  por  supuesto  del  tamaño  de  la 
imagen  adquirida,  siendo  el  coste mayor  en  entornos  en  los  que  es  necesario  representar 
mayor cantidad de contornos. 
La  toolbox  Image  Processing  de  MatLab  dispone  de  una  función  para  el  cálculo  de  
contornos que es de gran  importancia en el desarrollo de este apartado. Esta es  la  función 
edge,  la  cual  soporta  seis métodos diferentes de detección de  contornos  (Prewitt, Roberts, 
Sobel, Canny, Laplaciano‐Gaussiano y zero‐cross) y ofrece  la posibilidad de fijar un umbral de 
sensibilidad en la detección de estos [25]. 
 
Los resultados que se obtienen al aplicar estos métodos, son bastante similares. Por lo que 
no existen diferencias suficientemente apreciables como para escoger un método en lugar de 
otro. Finalmente se optó por utilizar el método de Canny con un umbral que permita evitar el 
cálculo de contornos de objetos que no sean de relevancia.  
Debido a la gran variedad de problemas de visión y los efectos de estos se ha optado por  
dos métodos diferentes para representar la información relativa a la distancia de los objetos: 
‐ Asignación de diferentes colores en función de la distancia. 
En este método los colores del contorno son asignados en función de la distancia a la que 
se encuentran los diferentes objetos. 
En los ejemplos mostrados en este documento los colores de los contornos varían de más 
próximo a más lejano de la siguiente manera.  
o Rojo. 
o Amarillo. 
o Turquesa. 
o Magenta. 
o Azul. 
Esta asignación de colores no está basada en ningún estudio sobre que colores son más 
fáciles  de  distinguir  por  los  pacientes,  ya  que  en  función  del  tipo  y  grado  de  enfermedad 
sufrida, puede ser más óptimo el uso de unos colores u otros. Un claro ejemplo es la confusión 
de colores debida al daltonismo.  
En  las  siguientes  figuras,  se  muestra  un  ejemplo  de  cómo  varían  los  colores  de  los 
contornos en función de la distancia de los objetos. 
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Figura 6.22. Representación de contornos a color, distancia 1. 
 
Figura 6.23. Representación de contornos a color, distancia 2. 
‐ Variación del grosor del contorno en función de la distancia.  
Este método se diferencia con el anterior en que  los contornos a parte de variar su color 
en función de la distancia varían también su grosor. Esta solución puede ser interesante tanto 
para  pacientes  que  no  distinguen  bien  los  colores  como  para  pacientes  que  aunque  si 
distinguen colores, esta información extra les ayuda a procesar más rápida y eficientemente la 
información.  
 
Figura 6.24. Representación contornos a color con diferentes grosores. 
Los  contornos  son  dilatados  mediante  la  función  imdilate  de  la  toolbox  de  Image 
Processing.  La  máscara  que  se  ha  empleado  para  ampliar  los  contornos  de  las  imágenes 
mostradas  en  este documento  se muestran  a  continuación,  aunque  existe  la posibilidad de 
variar el grosor de cada contorno desde la interfaz gráfica desarrollada. 
1  1  1  1 
1  1  1  1 
1  1  1  1 
1  1  1  1 
Figura 6.25. Máscara empleada en dilatación del contorno más próximo.  
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1  1  1 
1  1  1 
1  1  1 
Figura 6.26. Máscara para dilatación del segundo contorno. 
1  1 
1  1 
Figura 6.27. Máscara para dilatación del tercer contorno. 
0  0  0 
0  1  0 
0  0  0 
Figura 6.28. Máscara para dilatación cuarto y quinto contorno. 
El cálculo de los contornos se ha implementado de dos maneras diferentes. En la primera 
de ellas,  se calcula el contorno haciendo uso del mapa de profundidad de  la  imagen y  se  le 
asigna  un  color  en  función  del  valor  de  la  disparidad.  La  otra  opción  es  el  cálculo  de  los 
contornos de  la  imagen original  y  la  asignación del  color  correspondiente  a  ese pixel  en  el 
mapa de profundidad.  
En  el  siguiente  apartado,  se  detallan más  estos métodos  y  se muestran  los  resultados 
obtenidos  con  cada  uno.  Para  hacer  más  sencilla  la  compresión  de  estos  métodos,  la 
explicación del método  se  realiza  apoyándose  en un  ejemplo del  cálculo del  contorno para 
unos pares estéreos tomados con la cámara Minoru 3D. 
6.2.6.1. Cálculo contornos usando mapa de disparidad 
Figura 6.29. Diagrama de flujo del cálculo de contornos usando mapa de disparidad. 
El  problema  del  cálculo  de  los  contornos  radica  fundamentalmente  en  diferenciar  que 
valor se  le asocia a cada pixel del contorno. Esto se ha  logrado descomponiendo el mapa de 
disparidad de la imagen en diferentes imágenes para cada rango de distancia. 
 
Figura 6.30. Mapa de profundidad de una imagen tomada con Minoru 3D. 
Al umbralizar el mapa de disparidad de  la figura 6.30 para cada rango de profundidad, se 
obtiene como resultado las imágenes de la figura 6.31.  
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Figura 6.31. Descomposición del mapa de profundidad en función del color y cálculo de los contornos. 
Una vez obtenido los valores de contorno anteriores para cada color tan solo queda añadir 
en la imagen final estos contornos asignándoles un tono y un grosor diferente en función de la 
distancia, quedando como resultado la imagen de la Figura 6.23 que se muestra en el apartado 
anterior.     
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6.2.6.2. Cálculo de contornos usando imagen original 
Figura 6.32. Diagrama de flujo del cálculo de contornos usando imagen original. 
A diferencia del método anterior, en este caso el cálculo de los contornos se realiza de la 
imagen  original  del  par  estéreo.  Esto  supone  una  mayor  dificultad  a  la  hora  de  asignarles  
color. Lo cual se debe a que  los contornos calculados para un mismo objeto  tendrán pixeles 
que  corresponderán  con  un  valor  del mapa  de  profundidad  de  un  objeto  y  con  valores  de 
objetos vecinos. Esto sucede porque los contornos calculados con la función edge representan 
la frontera entre los objetos existentes en la imagen. 
 
Figura 6.33. Ejemplos del cálculo de contornos usando imagen original. 
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CAPÍTULO 7. CONCLUSIONES  
 
7.1.  Resultados y conclusiones 
En este apartado se presentan los resultados obtenidos tras la aplicación de los algoritmos 
descritos en el apartado anterior. Los  resultados mostrados a continuación  se han obtenido 
tras la aplicación de los algoritmos descritos anteriormente sobre un par estéreo captado con 
la cámara web Minoru 3D, con resolución de 120x160 píxeles. En  los siguientes resultados se 
muestran el efecto de usar diferentes valores de  las variables empleadas en el cálculo de  la 
correlación (barrido y tamaño de vecindad) y diferentes tamaños de imagen. 
En los resultados se representan tanto los correspondientes mapas de profundidad a color 
de  la escena  captada,  como el  resultado  final de aplicar  todos  los algoritmos desarrollados. 
Además se indica el valor de barrido y tamaño de la ventana vecindad empleados. 
 
Figura 7.1. Resultado para barrido 10 y vecindad 3x3. 
 
Figura 7.2. Resultado para barrido 10 y vecindad 5x5. 
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Figura 7.3. Resultado para barrido 10 y vecindad 7x7. 
 
Figura 7.4. Resultado para barrido 13 y vecindad 3x3. 
 
Figura 7.5. Resultado para barrido 13 y vecindad 5x5. 
 
Figura 7.6. Resultado para barrido 13 y vecindad 7x7. 
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Figura 7.7. Resultado para barrido 15 y vecindad 3x3. 
 
Figura 7.8. Resultado para barrido 15 y vecindad 5x5. 
 
Figura 7.9. Resultado para barrido 15 y vecindad 7x7. 
 
Figura 7.10. Resultado para barrido 20 y vecindad 3x3. 
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Figura 7.11. Resultado para barrido 20 y vecindad 5x5. 
 
Figura 7.12. Resultado para barrido 20 y vecindad 7x7. 
 
Figura 7.13. Resultado para barrido 25 y vecindad 3x3. 
 
Figura 7.14. Resultado para barrido 25 y vecindad 5x5. 
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Figura 7.15. Resultado para barrido 25  y vecindad 7x7. 
 
Figura 7.16. Resultado para barrido 30 y vecindad 3x3. 
 
Figura 7.17. Resultado para barrido 30 y vecindad 5x5. 
 
Figura 7.18. Resultado para barrido 30 y vecindad 7x7. 
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 De los resultados mostrados anteriormente se aprecian diferencias sustanciales al usar 
diferentes valores de las variables barrido y tamaño de la ventana vecindad.  
El  aumento  de  la  variable  barrido  tiene  como  consecuencia,  en  el  resultado  final,  el 
aumento del rango de la distancia a la que se encuentra el objeto y la obtención de un mapa 
de profundidad con menor error.  
En  cuanto  al  aumento  de  la  variable  que  indica  el  tamaño  de  la  ventana  vecindad  se 
observa que implica la obtención de un mapa de profundidad donde los objetos se definen con 
mayor claridad. Por consiguiente, se obtiene un resultado final en el que  los contornos están 
más ajustados al contorno real de la imagen original.  
Así,  las  variables  barrido  y  tamaño  de  vecindad  deben  de  llegar  a  un  compromiso  en 
función de  la cantidad de  información presente en el entorno, distancia en  la que se quieren 
aplicar los algoritmos o tamaño de la imagen original entre otros factores.  
Los  tiempos de  cómputo  se  ven  influenciados notablemente  al  variar  estas  variables. A 
continuación  se  muestra  la  variación  de  los  tiempos  en  función  de  la  variación  de  los 
parámetros barrido, ventana vecindad y tamaño de la imagen. 
 
Figura 7.19. Tiempo cómputo para imágenes de 80x105. 
 
Figura 7.20. Tiempo de cómputo para imágenes de 120x160. 
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Figura 7.21. Tiempo de cómputo para imágenes de 144x192. 
 
Figura 7.22. Tiempos de cómputo para imágenes de 240x320. 
 
Prestando atención a los resultados anteriores y a los tiempos de cómputo necesarios para 
la obtención de  estos  resultados,  se  aprecia que  el objetivo marcado  inicialmente  con  este 
proyecto,  el  cual  buscaba  la  adicción  de  información  de  la  distancia  de  los  objetos  en  su 
contorno, se ha alcanzado satisfactoriamente.   Sin embargo, es necesaria  la realización de un 
estudio clínico con posibles usuarios de este sistema para conocer así  la efectividad  real del 
sistema cuando es usado por una persona con problemas visuales.  
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7.2. Trabajos futuros 
El  principal  problema  que  presenta  la  aplicación  desarrollada,  está  relacionada  con  los 
tiempos de cómputo necesarios para la ejecución del algoritmo de correlación para el cálculo 
de distancias, por  lo que  sería  interesante conseguir  reducir el  coste computacional de este 
algoritmo lo máximo posible. 
El método actual de cálculo de la profundidad aplica el algoritmo de correlación sobre casi 
todos  los pixeles de  la  imagen, obteniéndose por  tanto  la distancia de  todos  los píxeles que 
conforman la imagen. Sin embargo, de todos estos valores de profundidad calculados, tan solo 
son  utilizados  posteriormente  una  pequeña  parte,  en  concreto  los  correspondientes  a  los 
píxeles de los contornos de los objetos. De esta manera, si tan solo se calculasen los valores de 
profundidad  correspondientes  a  los  contornos  de  los  objetos,  el  coste  computacional  del 
algoritmo se vería reducido notablemente. 
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CAPÍTULO 8. PRESUPUESTO 
 
El proyecto se puede dividir en tres fases de trabajo fundamentales. La primera consiste en 
el  proceso  de  análisis  de  trabajos  previos  que  seguían  líneas  comunes  con  este  proyecto, 
estado del arte y tratamiento de imágenes por ordenador. 
En  la fase número 2 se realiza el desarrollo de un sistema capaz de alcanzar  los objetivos 
buscados. Este bloque  incluye el desarrollo de algoritmos y búsqueda de  sistemas hardware 
válidos  para  implementarlos,  además  de  realizarse  las  correspondientes  pruebas  de 
funcionamiento.  La  realimentación  de  resultados  es  importante  para  la  obtención  de  un 
sistema lo más óptimo posible, por lo que la realización de pruebas y desarrollo del sistema se 
realizó paralelamente en el tiempo. 
 El último paso  consiste  en  la  realización de pruebas del  sistema  final desarrollado  y  el 
desarrollo de la memoria explicativa del trabajo realizado. 
ID Tarea Inicio Fin Duración
nov 2010 dic 2010 ene 2011 feb 2011 mar 2011
7/11 14/11 21/11 28/11 5/12 12/12 19/12 26/12 2/1 9/1 16/1 23/1 30/1 6/2 13/2 20/2 27/2 6/3 13/3 20/3
1 4,8w02/12/201001/11/2010Fase de Análisis
3 1,5w26/11/201017/11/2010Análisis del estado del arte
4 1w02/12/201026/11/2010Estudio tratamiento digital de imagen
5 11,2w18/02/201103/12/2010Fase de desarrollo y pruebas
6 10,2w11/02/201103/12/2010Desarrollo de funciones [MATLAB]
7 8,7w16/02/201117/12/2010Pruebas [MATLAB]
10 1w18/02/201114/02/2011Desarrollo de interfaz gráfica
11 4,5w23/03/201121/02/2011
Pruebas finales y desarrollo memoria
12 2,2w07/03/201121/02/2011Pruebas finales
13 3,5w23/03/201128/02/2011Desarrollo de la memoria
2 3w19/11/201001/11/2010Estudio documentación previa
8 1,6w07/02/201127/01/2011Pruebas cámara Creative
9 1,6w16/02/201107/02/2011Pruebas cámara Minoru 3D
 
Figura 8.1. Diagrama de Gantt del proyecto. 
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El presupuesto total de este proyecto asciende a la cantidad de 16.240€. 
 
    Leganés a 14 de Abril de 2011 
 
      El ingeniero proyectista 
 
 
 
      Fdo. Carlos A. Barranco García   
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AXEXO 1. ALGORITMOS DESARROLLADOS 
 
El  objetivo  de  este  anexo  es  el  de  dar  a  conocer  al  lector  los  algoritmos  que  se  han 
desarrollado para alcanzar el objetivo que se había marcado con la realización de este trabajo. 
A  continuación  se  muestran  los  algoritmos  implementados  para  la  adquisición  de 
imágenes, calibración de los sistemas de adquisición, preprocesamiento de imagen, cálculo de 
profundidades y asignación de contornos de diferentes colores a los objetos en función de su 
distancia. 
El  cálculo  de  los  contornos  o  de  los  mapas  de  disparidad  se  ha  realizado  con  la 
implementación de diferentes algoritmos, ya que en función del tipo de discapacidad o del tipo 
de uso que el paciente vaya a hacer de la herramienta desarrollada, puede ser más interesante 
una opción u otra. 
Los  mapas  de  profundidad  de  los  pares  estereoscópicos  se  han  calculado  siempre 
siguiendo  en método  de  la  correlación  de  la  suma  de  diferencias  absolutas,  SAD,  como  se 
explicó en el  capítulo  sexto. Sin embargo,  también  se  implementaron  los algoritmos para el 
cálculo  de  la  correlación  usando  los métodos  ZSAD,  ZNSSD  y NSSD,  por  lo  que  también  se 
muestran a continuación.  
 En cuanto al cálculo de contornos, como se describió en el capítulo sexto, se ha realizado 
o bien utilizando la imagen original o el mapa de profundidad. Además, conviene recordar que 
la asignación de la información relativa a la distancia se había hecho cambiando los colores de 
los contornos, cambiando su espesor o haciendo cambiando color y espesor. 
Los  algoritmos  que  se  muestran  hacen  llamadas  a  las  funciones  calibrado_fourier.m  y 
correlación_sad.m los cuales se muestran al final de este anexo. 
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‐ Mapa de profundidades a color (usando imágenes tomadas previamente). 
% Función principal para el cálculo de mapas de profundidades usando 
el método de la suma de diferencias absolutas, sin aplicar previamente 
un preprocesado. 
% Cálculo para un par estéreo tomado previamente (no modo stream).  
% Representación de mapa de profundidad a color. 
% Contornos varían de color y de grosor. 
 
% Lectura de las imágenes. 
imagen_right = imread('right.png');  
imagen_left = imread('left.png');  
% Redimensionamiento de las imágenes. 
imagen_right=imresize(imagen_right,[144,192]); 
imagen_left=imresize(imagen_left,[144,192]); 
% Paso de RGB a escala de grises. 
imagen_lg=rgb2gray(imagen_left); imagen_rg=rgb2gray(imagen_right); 
% Cambio de datos a tipo double. 
imagen_l=im2double(imagen_lg); imagen_r=im2double(imagen_rg); 
% Matrices con los valores R,G,B (usada posteriormente para añadir 
bordes a color). 
imR=double(imagen_rg)./255;imG=double(imagen_rg)./255; 
imB=double(imagen_rg)./255; 
% Lectura e inicialización de valores para cálculo de la correlación. 
n=input('Introducir valor de barrido: ','s'); 
nP=str2num(n); 
ventana=input('Introducir valor de ventana(1,2,3,..): ','s'); 
M=str2num(ventana); 
[nrLeft ncLeft]=size(imagen_l); [nrRight ncRight]=size(imagen_r); 
dispMap=zeros(nrLeft,ncLeft); 
% Cálculo de la correlación. 
tic; 
for i=1+M:nrRight-M 
   for j=1+M+nP:ncRight-M 
        Crs=correlacion_sad(M,i,j,imagen_r,imagen_l,nP); 
        [k,dispMap(i,j)]=min(Crs); 
   end 
end     
tiempo_correlacion=toc; 
% Cálculo del mapa de profundidades a color. 
tic; 
dispMap=dispMap/nP;  
dispMapR=zeros(nrLeft,ncLeft);dispMapG=zeros(nrLeft,ncLeft); 
dispMapB=zeros(nrLeft,ncLeft);   
for i=1:nrLeft 
for j=1:ncLeft 
if dispMap(i,j)>=0.8 
dispMapR(i,j)=1; dispMapG(i,j)=0; dispMapB(i,j)=0; 
elseif dispMap(i,j)>=0.6  
dispMapR(i,j)=1; dispMapG(i,j)=1; dispMapB(i,j)=0; 
elseif dispMap(i,j)>=0.4 
dispMapR(i,j)=0; dispMapG(i,j)=1; dispMapB(i,j)=1; 
elseif dispMap(i,j)>=0.2 
dispMapR(i,j)=1; dispMapG(i,j)=0; dispMapB(i,j)=1; 
else 
dispMapR(i,j)=0; dispMapG(i,j)=0; dispMapB(i,j)=1; 
end 
end 
end 
imdispTotal=cat(3,dispMapR,dispMapG,dispMapB); 
tiempo_color=toc 
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% Cálculo de contornosmapa de profundidades en color y con difentes  
% grosores. La matriz dilate indica el grosor del contorno. 
tic; 
rango1=im2double(dispMap>=0.8); 
contorno1=edge(rango1,'canny',0.9); 
dilate=ones(3,3); 
contorno1=imdilate(contorno1,dilate); 
rango2=im2double(dispMap>=0.6&dispMap<0.8); 
contorno2=edge(rango2,'canny',0.99); 
dilate=[0 1 0; 1 1 1; 0 1 0]; 
contorno2=imdilate(contorno2,dilate); 
rango3=im2double(dispMap>=0.4&dispMap<0.6); 
contorno3=edge(rango3,'canny',0.99); 
dilate=[0 0 0; 0 1 1; 0 1 1]; 
contorno3=imdilate(contorno3,dilate); 
rango4=im2double(dispMap>=0.2&dispMap<0.4); 
contorno4=edge(rango4,'canny',0.99); 
dilate=[0 0 0; 1 1 1; 0 0 0]; 
contorno4=imdilate(contorno4,dilate); 
rango5=im2double(dispMap<0.6&dispMap>0.1); 
contorno5=edge(rango5,'canny',0.99); 
 
for i=1:nrLeft 
for j=1:ncLeft 
       if ((contorno1(i,j)==1)) 
                imR(i,j)=1;imG(i,j)=0;imB(i,j)=0; 
            elseif (contorno2(i,j)==1) 
                imR(i,j)=1;imG(i,j)=1;imB(i,j)=0; 
            elseif (contorno3(i,j)==1) 
                imR(i,j)=0;imG(i,j)=1;imG(i,j)=1; 
            elseif (contorno4(i,j)==1) 
                imR(i,j)=1;imG(i,j)=0;imB(i,j)=1; 
            elseif (contorno5(i,j)==1) 
                imR(i,j)=0;imG(i,j)=0;imB(i,j)=1; 
            end 
end 
end 
  
imTotal=cat(3,imR,imG,imB); 
tiempo_bordes=toc;  
tiempo=tiempo_color+tiempo_correlacion+tiempo_bordes; 
% Representación del mapa de profundidad de la imagen  
subplot(1,2,1),imshow(imdispTotal) 
title({['Mapa de profundidades'],['Tiempo: ', num2str(tiempo), ' s']}) 
% Representación de las imágenes con contornos. 
subplot(1,2,2),imshow(imTotal) 
title({['Barrido: ',int2str(nP)],['Ventanas de: ', int2str(2*M+1), 
'x',int2str(2*M+1)]}) 
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‐ Cálculo de bordes haciendo uso del mapa de profundidad. 
% Función que cálcula los bordes de las imágenes tomadas por las 
cámaras, haciendo uso del mapa de profundidad (a color). 
% Se realiza una calibración previa de las cámaras que componen el 
sistema de adquisición. 
% Ver capítulo 6.2.6.1. 
  
% Borrar variables, limpiar pantalla y cerrar objetos de video. 
imaqreset;close all; clear all; 
% Creación e inicialización del objeto de video 1. 
    vid_l=videoinput('winvideo',1,'RGB24_160x120');  
    preview(vid_l); 
    start(vid_l); 
% Creación e inicialización del objeto de vídeo 2.  
    vid_r=videoinput('winvideo',2,'RGB24_160x120');  
    preview(vid_r); 
    start(vid_r); 
% Enfoque de las camaras a la plantilla de calibración. 
    a=input('Enfoca las camaras sobre la plantilla de calibracion y 
pulsa enter','s'); 
% Captura de la primera imagen (usada para calibración). 
    imagen_right=getsnapshot(vid_r); 
    gray_right=rgb2gray(imagen_right); 
    imagen_left=getsnapshot(vid_l); 
    gray_left=rgb2gray(imagen_left); 
% Inicializaciones 
    [n m]=size(gray_right); 
    pos_r=0;pos_l=0;  
    
% Cálculo de la calibración. 
while (pos_r~=pos_l)||(pos_l==0) 
  % Captura de imágenes y paso de RGB a niveles de gris. 
            imagen_right=getsnapshot(vid_r); 
gray_right=rgb2gray(imagen_right); 
            imagen_left=getsnapshot(vid_l); 
            gray_left=rgb2gray(imagen_left); 
            dif=pos_r-pos_l; 
            if (pos_r>pos_l) 
                % Nueva dimensión de la matriz right y left. 
                gray_right_calib=zeros(n-(dif),m); 
                gray_left_calib=zeros(n-(dif),m); 
                % Nuevos valores para right y left. 
                gray_right_calib(1:n-(dif),:)=gray_right(1+(dif):n,:); 
                gray_left_calib(:,:)=gray_left(1:n-(dif),:);   
            elseif (pos_l>pos_r) 
                gray_right_calib=zeros(n+dif,m); 
                gray_left_calib=zeros(n+dif,m); 
                gray_left_calib(1:n+dif,:)=gray_left(1-dif:n,:); 
                gray_right_calib(:,:)=gray_right(1:n+dif,:);   
            end 
            if (pos_l==0) 
                [pos_r pos_l]=calibrado_fourier(gray_right, gray_left) 
            else 
                [pos_r pos_l]=calibrado_fourier(gray_right_calib, 
gray_left_calib) 
            end 
    end 
  
% Inicializaciones 
[nrLeft ncLeft]=size(gray_left_calib);  
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[nrRight ncRight]=size(gray_right_calib); 
dispMap=zeros(nrLeft,ncLeft); 
% Lectura de valores necesarios para el calculo de la correlación. 
     barrido=input('Introducir valor de barrido: ','s'); 
     nP=str2num(barrido); 
     ventana=input('Introducir valor de la ventana(1,2,3,..): ','s'); 
M=str2num(ventana);  
% Bucle para cálculo de correlación y presentación de resultados. 
while(1) 
imagen_left=getsnapshot(vid_l); 
      imagen_right=getsnapshot(vid_r); 
      gray_right=rgb2gray(imagen_right); 
      gray_left=rgb2gray(imagen_left); 
if dif>0   
gray_right_calib(:,:)=gray_right((1+dif):n,:); 
            gray_left_calib(:,:)=gray_left(1:(n-dif),:);   
      else 
gray_left_calib(:,:)=gray_left((1-dif):n,:); 
           gray_right_calib(:,:)=gray_right(1:(n+dif),:);   
      end 
imR=double(gray_left_calib)./255; 
imG=double(gray_left_calib)./255; 
imB=double(gray_left_calib)./255; 
      % Cálculo de la correlacion SAD. 
      tic; 
      imagen_r=im2double(gray_right_calib); 
      imagen_l=im2double(gray_left_calib); 
      for i=1+M:nrRight-M 
       for j=1+M+nP:ncRight-M 
             Crs=correlacion_sad(M,i,j,imagen_l,imagen_r,nP); 
                  [k,dispMap(i,j)]=min(Crs); 
           end 
      end   
      tiempo=toc; 
% Mapas de profundidades en color.     
dispMapR=zeros(nrLeft,ncLeft);dispMapG=zeros(nrLeft,ncLeft); 
dispMapB=zeros(nrLeft,ncLeft); 
      for i=1:nrLeft 
       for j=1:ncLeft 
             if dispMap(i,j)>=0.8 
                  dispMapR(i,j)=1; dispMapG(i,j)=0; dispMapB(i,j)=0; 
                  elseif dispMap(i,j)>=0.6  
                  dispMapR(i,j)=1; dispMapG(i,j)=1; dispMapB(i,j)=0; 
                  elseif dispMap(i,j)>=0.4 
                  dispMapR(i,j)=0; dispMapG(i,j)=1; dispMapB(i,j)=1; 
                  elseif dispMap(i,j)>=0.2 
                  dispMapR(i,j)=1; dispMapG(i,j)=0; dispMapB(i,j)=1; 
                  else 
                  dispMapR(i,j)=0; dispMapG(i,j)=0; dispMapB(i,j)=1; 
                  end 
            end 
      end 
      imdispTotal=cat(3,dispMapR,dispMapG,dispMapB); 
      subplot(1,2,1),imshow(imdispTotal) 
      title({['Mapa de profundidades'],['Tiempo: ', num2str(tiempo), ' 
s']}) 
      tiempo_color=toc; 
      tic; 
      dilate=ones(3,3); 
      rango1=im2double(dispMap>=0.8); 
      contorno1=edge(rango1,'canny',0.9); 
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      contorno1=imdilate(contorno1,dilate); 
      rango2=im2double(dispMap>=0.6&dispMap<0.8); 
      contorno2=edge(rango2,'canny',0.99); 
      contorno2=imdilate(contorno2,dilate); 
      rango3=im2double(dispMap>=0.4&dispMap<0.6); 
      contorno3=edge(rango3,'canny',0.99); 
      rango4=im2double(dispMap>=0.2&dispMap<0.4); 
      contorno4=edge(rango4,'canny',0.99); 
      rango5=im2double(dispMap<0.6&dispMap>0.1); 
      contorno5=edge(rango5,'canny',0.99); 
      for i=1:nrLeft 
        for j=1:ncLeft 
             if (contorno1(i,j)==1) 
                   imR(i,j)=1;imG(i,j)=0;imB(i,j)=0; 
                 elseif (contorno2(i,j)==1) 
                   imR(i,j)=1;imG(i,j)=1;imB(i,j)=0; 
                 elseif (contorno3(i,j)==1) 
                    imR(i,j)=0;imG(i,j)=1;imG(i,j)=1; 
                 elseif (contorno4(i,j)==1) 
                     imR(i,j)=1;imG(i,j)=0;imB(i,j)=1; 
                 elseif (contorno5(i,j)==1) 
                     imR(i,j)=0;imG(i,j)=0;imB(i,j)=1; 
                 end 
           end 
     end 
  
     imTotal=cat(3,imR,imG,imB); 
     tiempo_bordes=toc; 
    % Representación las imágenes más los contornos. 
  subplot(1,2,2),imshow(imTotal) 
      title({['Barrido: ',int2str(nP)],['Ventanas de: ', 
int2str(2*M+1),'x',int2str(2*M+1)]}) 
end 
      
 
 
‐ Cálculo de bordes haciendo uso de la imagen original. 
% Función que cálcula los contornos de las imágenes tomadas por las 
cámaras, haciendo uso de la imagen original. 
% Se realiza una calibración previa de las cámaras que componen el 
sistema de adquisición. 
% Se recomienda ver capítulo 6.2.6.2. 
 
imaqreset;close all; clear all; 
% Inicialización objeto de video. 
     vid_l=videoinput('winvideo',1,'RGB24_160x120');  
     preview(vid_l);start(vid_l); 
% Creación e inicialización del objeto de vídeo 2 . 
     vid_r=videoinput('winvideo',2,'RGB24_160x120');  
     preview(vid_r);start(vid_r); 
% Captura de la primera imagen. 
     imagen_right=getsnapshot(vid_r); 
     gray_right=rgb2gray(imagen_right); 
     imagen_left=getsnapshot(vid_l); 
     gray_left=rgb2gray(imagen_left); 
% Inicializaciones. 
     [n m]=size(gray_right); pos_r=0;pos_l=0;  
a=input('Enfoca las camaras sobre la plantilla de calibracion y 
pulsa enter','s'); 
% Calibración. 
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while (pos_r~=pos_l)||(pos_l==0) 
      imagen_right=getsnapshot(vid_r); 
      gray_right=rgb2gray(imagen_right); 
      imagen_left=getsnapshot(vid_l); 
      gray_left=rgb2gray(imagen_left); 
      dif=pos_r-pos_l; 
      if (pos_r>pos_l) 
       gray_right_calib=zeros(n-(dif),m); 
            gray_left_calib=zeros(n-(dif),m); 
            gray_right_calib(1:n-(dif),:)=gray_right(1+(dif):n,:); 
            gray_left_calib(:,:)=gray_left(1:n-(dif),:);   
      elseif (pos_l>pos_r) 
       gray_right_calib=zeros(n+dif,m); 
            gray_left_calib=zeros(n+dif,m); 
            gray_left_calib(1:n+dif,:)=gray_left(1-dif:n,:); 
            gray_right_calib(:,:)=gray_right(1:n+dif,:);   
     end 
      if (pos_l==0) 
       [pos_r pos_l]=calibrado_fourier(gray_right, gray_left) 
      else 
       [pos_r pos_l]=calibrado_fourier(gray_right_calib, 
gray_left_calib) 
      end 
end 
  
[nrLeft ncLeft]=size(gray_left_calib);  
[nrRight ncRight]=size(gray_right_calib); 
dispMap=zeros(nrLeft,ncLeft); 
% Introduccion de valores 
barrido=input('Introducir valor de barrido: ','s'); 
nP=str2num(barrido); 
ventana=input('Introducir valor de ventana (1,2,3,..): ','s'); 
M=str2num(ventana); N=M; 
valor_g=input('Introducir número de grises: ','s'); 
ngrises=str2num(valor_g); 
while(1) 
      imagen_left=getsnapshot(vid_l); 
      imagen_right=getsnapshot(vid_r); 
      gray_right=rgb2gray(imagen_right); 
      gray_left=rgb2gray(imagen_left); 
      if dif>0 
         gray_right_calib(:,:)=gray_right((1+dif):n,:); 
            gray_left_calib(:,:)=gray_left(1:(n-dif),:);   
      else 
         gray_left_calib(:,:)=gray_left((1-dif):n,:); 
            gray_right_calib(:,:)=gray_right(1:(n+dif),:);   
      end 
imR=double(gray_right_calib)./255; 
imG=double(gray_right_calib)./255; 
imB=double(gray_right_calib)./255; 
      % Cálculo de la correlación. 
      tic; 
      imagen_r=im2double(gray_right_calib); 
      imagen_l=im2double(gray_left_calib); 
      for i=1+M:nrRight-M 
       for j=1+M+nP:ncRight-M 
             Crs=correlacion_sad(M,i,j,imagen_l,imagen_r,nP); 
                  [k,dispMap(i,j)]=min(Crs); 
            end 
      end   
      tiempo=toc; 
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      % Mapa de profundidades de la imagen.  
dispMap=dispMap/nP;           
dispMapR=zeros(nrLeft,ncLeft);dispMapG=zeros(nrLeft,ncLeft); 
dispMapB=zeros(nrLeft,ncLeft); 
      for i=1:nrLeft 
       for j=1:ncLeft 
             if dispMap(i,j)>=0.8 
                   dispMapR(i,j)=1; dispMapG(i,j)=0; dispMapB(i,j)=0; 
                  elseif dispMap(i,j)>=0.6  
                   dispMapR(i,j)=1; dispMapG(i,j)=1; dispMapB(i,j)=0; 
                  elseif dispMap(i,j)>=0.4 
                   dispMapR(i,j)=0; dispMapG(i,j)=1; dispMapB(i,j)=1; 
                  elseif dispMap(i,j)>=0.2 
                   dispMapR(i,j)=1; dispMapG(i,j)=0; dispMapB(i,j)=1; 
                  else 
                   dispMapR(i,j)=0; dispMapG(i,j)=0; dispMapB(i,j)=1; 
                  end 
          end 
     end 
      imdispTotal=cat(3,dispMapR,dispMapG,dispMapB); 
      subplot(1,2,1),imshow(imdispTotal) 
      title({['Mapa de profundidades'],['Tiempo: ', num2str(tiempo), ' 
s']}) 
      tiempo_color=toc; 
      tic; 
      dilate=ones(3,3); 
      contorno=edge(gray_right_calib,'canny',0.3); 
      rango1=im2double(dispMap>=0.8); 
      rango1=imdilate(rango1,dilate); 
      rango2=im2double(dispMap>=0.6&dispMap<0.8); 
      rango2=imdilate(rango2,dilate); 
      rango3=im2double(dispMap>=0.4&dispMap<0.6); 
      rango3=imdilate(rango3,dilate); 
      for i=1:nrLeft 
       for j=1:ncLeft 
             if (contorno(i,j)==1) 
                   if (rango1(i,j)==1) 
                         imR(i,j)=1;imG(i,j)=0;imB(i,j)=0; 
                     elseif (rango2(i,j)==1) 
                         imR(i,j)=1;imG(i,j)=1;imB(i,j)=0; 
                     elseif (rango3(i,j)==1) 
                         imR(i,j)=0;imG(i,j)=1;imB(i,j)=0; 
                     end 
                 end 
            end 
       end 
       imTotal=cat(3,imR,imG,imB); 
       tiempo_bordes=toc; 
       subplot(1,2,2),imshow(imTotal) 
       title({['Barrido: ',int2str(nP)],['Ventanas de: ', 
int2str(2*M+1),'x',int2str(2*M+1)],['y Nºgris: ',int2str(ngrises)]}) 
 
end 
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‐ Calibrado mediante FFT, calibrado_fourier.m. 
 
function [pos_r pos_l]=calibrado_fourier(right, left) 
% Calibración de las cámaras en el eje vertical, mediante la 
transformada rápida de Fourier (FFT) para el según el método visto en  
  
% Lectura de la imagen patrón a buscar en las imágenes captadas por la 
cámara(right y left) 
cuadrado_RGB=imread(‘cuadrado.png’); 
cuadrado=rgb2gray(cuadrado_RGB); 
[n m]=size(right); 
  
%Busqueda del cuadrado en las imágenes medeiante la FFT. 
        
Fourier_right=real(ifft2(fft2(right).*fft2(rot90(cuadrado,2),n,m))); 
fourier_left=real(ifft2(fft2(left).*fft2(rot90(cuadrado,2),n,m))); 
         
% Umbralización del espectro de fouier para la imagen derecha. 
Thresh_right=1.*max(fourier_right(☺); 
final_right=fourier_right/thresh_right; 
subplot(2,2,3),imshow(final_right,[]) 
for i=1:n 
    for j=1:m 
        if (final_right(i,j)>=0.999985) 
            final_right_umb(i,j)=255; 
        else 
            final_right_umb(i,j)=0; 
        end 
    end 
end 
[val pos_r]=max(final_right_umb,[],2); 
[val pos_r]=max(val,[],1); 
% Umbralización del espectro de fouier para la imagen izquierda. 
Thresh_left=1.*max(fourier_left(☺); 
final_left=fourier_left/thresh_left; 
subplot(2,2,1),imshow(final_left,[]) 
for i=1:n 
    for j=1:m 
        if (final_left(i,j)>=0.999985) 
            final_left_umb(i,j)=255; 
        else 
            final_left_umb(i,j)=0; 
        end 
  
    end 
end 
[val pos_l]=max(final_left_umb,[],2); 
[val pos_l]=max(val,[],1); 
% Representación de los resultados. 
Figure(3) 
subplot(2,2,1),imshow(final_left,[]) 
subplot(2,2,2),imshow(final_left_umb) 
subplot(2,2,3),imshow(final_right,[]) 
subplot(2,2,4),imshow(final_right_umb) 
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‐ Preprocesamiento. 
 
El preprocesamiento de la imagen se realiza añadiendo tan solo tres líneas de código a los 
algoritmos anteriores después de transformar la matriz de la imagen en niveles de gris a tipo 
double. A continuación se muestran el código para realizar diferentes preprocesamientos. 
 
% Preprocesado usando la laplaciana. 
W=fspecial(‘laplacian’,0); 
imagen_r=imfilter(imagen_r,w,’replicate’); 
imagen_l=imfilter(imagen_l,w,’replicate’); 
 
% Preprocesado usando la Gausiana. 
W=fspecial(‘gaussian’,5,0.7); 
imagen_r=imfilter(imagen_r,w,’replicate’); 
imagen_l=imfilter(imagen_l,w,’replicate’); 
 
% Preprocesado usando la Laplaciana de la gaussiana. 
W=fspecial(‘log’,5,0.7); 
imagen_r=imfilter(imagen_r,w,’replicate’); 
imagen_l=imfilter(imagen_l,w,’replicate’); 
 
 
‐ Cálculo de la correlación por el método  SAD, correlacion_sad.m. 
 
function [Cr_vect]=correlacion_sad(ancho,px,py,muestra,imagen,barrido) 
% Cálculo de la correlación haciendo uso del método matemático de la 
suma de diferencias absolutas (SAD). 
% Ver cápitulo 6.2.5. 
Cr_vect=zeros(1,barrido,'double'); 
for h=1:barrido 
    for f=px-ancho:1:px+ancho 
        for g=py-ancho:1:py+ancho 
            Cr_vect(h)=Cr_vect(h)+abs(muestra(f,g)-imagen(f,g-h)); 
        end 
    end 
end 
end 
 
‐ Cálculo de la correlación por el método  ZSAD. 
 
function [Cr_vect]=correlacion_zsad(ancho,px,py,muestra,image,barrido) 
% Cálculo de la correlación haciendo uso del método matemático de la 
suma de diferencias absolutas con media cero (ZSAD). 
% No usado como solución final para el cálculo de la correlación. 
% Ver cápitulo 6.2.5. 
 
Cr_vect=zeros(1,barrido,'double');num=zeros(1,barrido,'double'); 
den2=zeros(1,barrido,'double');den=zeros(1,barrido,'double'); 
den1=0; 
% Calculo numerador 
for h=1:barrido 
    for f=px-ancho:1:px+ancho 
        for g=py-ancho:1:py+ancho 
            num(h)=num(h)+abs(muestra(f,g)-image(f,g-h)); 
        end 
    end 
end 
% Calculo denominador 
Anexo 1. Algoritmos desarrollados. 
71 
 
for h=1:barrido 
    for f=px-ancho:1:px+ancho 
        for g=py-ancho:1:py+ancho 
            den2(h)=den2(h)+(image(f,g-h))^2; 
        end 
    end 
end 
for f=px-ancho:1:px+ancho 
    for g=py-ancho:1:py+ancho 
        den1=den1+(muestra(f,g))^2; 
    end 
end 
% Calculo ZSAD 
den=den1*den2; 
for h=1:barrido 
    Cr_vect(h)=num(h)/den(h); 
end 
end 
 
 
‐ Cálculo de la correlación por el método NSSD. 
 
function [Cr_vect]=nssd(ancho,px,py,imagen_left,imagen_right,barrido) 
% Cálculo de la correlación mediante el método de la suma normalizada 
de diferencias cuadradas NSSD. 
% No usado como solución final para el cálculo de la correlación. 
 
cr1=0;Cr_vect=zeros(1,barrido,'double');den1=0; alto=ancho; 
    for f=px-ancho:1:px+ancho 
        for g=py-alto:1:py+alto 
            den1=den1+(imagen_left(f,g))^2; 
        end 
    end 
    den1=sqrt(den1);    
for h=1:barrido 
    SSD=0; 
    den2=0; 
    for f=px-ancho:1:px+ancho 
        for g=py-alto:1:py+alto 
            SSD=SSD+(imagen_left(f,g)-imagen_right(f,g-h))^2; 
            den2=den2+(imagen_right(f,g-h))^2; 
        end 
    end 
    den2=sqrt(den2); 
    cr1=SSD/(den1*den2); 
    Cr_vect(h)=cr1; 
end 
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‐ Cálculo de la correlación por el método ZNSSD. 
 
function [Cr_vect]=znssd(ancho,px,py,imagen_left,imagen_right,barrido) 
% Cálculo de la correlación mediante el método de la suma normalizada 
de diferencias cuadradas con media cero, ZNSSD 
% No usado como solución final para el cálculo de la correlación. 
 
cr1=0; Cr_vect=zeros(1,barrido,'double'); 
media_l=0; den1=0; alto=ancho; 
  
%Cálculo de la intensidad media de la imagen izquierda sobre la 
ventana de vecindad. 
for f=px-ancho:1:px+ancho 
    for g=py-alto:1:py+alto 
        media_l=media_l+imagen_left(f,g); 
    end 
end 
media_l=media_l/((2*ancho+1)*(2*alto+1)); 
for f=px-ancho:1:px+ancho 
    for g=py-alto:1:py+alto 
        den1=den1+(imagen_left(f,g)^2-media_l)^2; 
    end 
end 
den1=sqrt(den1); 
  
for h=1:barrido 
    den2=0;SSD=0;media_r=0; 
    %Cálculo de la intensidad media de la imagen derecha sobre la 
ventana de vecindad 
    for f=px-ancho:1:px+ancho 
        for g=py-alto:1:py+alto 
            media_r=media_r+imagen_right(f,g-h); 
        end 
    end 
    media_r=media_r/((2*ancho+1)*(2*alto+1)); 
     
    for f=px-ancho:1:px+ancho 
        for g=py-alto:1:py+alto 
            SSD=SSD+((imagen_left(f,g)-media_l)-(imagen_right(f,g-h)-
media_r))^2; 
            den2=den2+(imagen_right(f,g-h)^2-media_r)^2; 
        end 
    end 
    den2=sqrt(den2); 
    cr1=SSD/(den1*den2); 
    Cr_vect(h)=cr1; 
end 
    
end 
 
Anexo 2. Hojas de características. 
73 
 
ANEXO 2. HOJAS DE CARÁCTERÍSTICAS 
 
A continuación se muestran las hojas de características de los dispositivos empleados en el 
sistema de adquisición de imágenes. 
Anexo 2. Hojas de características. 
74 
 
 
   
Anexo 2. Hojas de características. 
75 
 
 
 
   
Anexo 2. Hojas de características. 
76 
 
 
   
Anexo 2. Hojas de características. 
77 
 
 
   
Anexo 2. Hojas de características. 
78 
 
 
   
Anexo 2. Hojas de características. 
79 
 
 
   
Anexo 2. Hojas de características. 
80 
 
 
   
Anexo 2. Hojas de características. 
81 
 
 
   
Anexo 2. Hojas de características. 
82 
 
 
   
Anexo 2. Hojas de características. 
83 
 
 
   
Anexo 2. Hojas de características. 
84 
 
 
   
Anexo 2. Hojas de características. 
85 
 
 
   
Anexo 2. Hojas de características. 
86 
 
 
   
Anexo 2. Hojas de características. 
87 
 
 
   
Anexo 2. Hojas de características. 
88 
 
 
   
Anexo 2. Hojas de características. 
89 
 
 
   
Anexo 2. Hojas de características. 
90 
 
 
   
Anexo 2. Hojas de características. 
91 
 
 
   
Anexo 2. Hojas de características. 
92 
 
 
   
Anexo 2. Hojas de características. 
93 
 
 
   
Anexo 2. Hojas de características. 
94 
 
 
   
Anexo 2. Hojas de características. 
95 
 
 
   
Anexo 2. Hojas de características. 
96 
 
 
   
Anexo 2. Hojas de características. 
97 
 
 
   
Anexo 2. Hojas de características. 
98 
 
 
   
Anexo 2. Hojas de características. 
99 
 
 
 
 
   
Anexo 2. Hojas de características. 
100 
 
 
   
Anexo 2. Hojas de características. 
101 
 
 
 
Anexo 2. Hojas de características. 
102 
 
Anexo 2. Hojas de características. 
103 
 
 
Anexo 2. Hojas de características. 
104 
 
 
Anexo 2. Hojas de características. 
105 
 
 
Anexo 2. Hojas de características. 
106 
 
 
 
Anexo 2. Hojas de características. 
107 
 
Anexo 2. Hojas de características. 
108 
 
Anexo 2. Hojas de características. 
109 
 
 
 
 
Anexo 2. Hojas de características. 
110 
 
 
Anexo 2. Hojas de características. 
111 
 
 
   
Anexo 2. Hojas de características. 
112 
 
   
Glosario 
113 
 
GLOSARIO 
 
AR  Augmented reality (Realidad Aumentada). 
CRT  Cathode Raid Tube. 
DVI  Digital Visual Interface. 
FFT  Fast Fourier Transformation. 
GUIDE  Graphical User Interface Development Enviroment. 
HDMI  High Definition Multimedia Interface. 
HOE  Holographic Optical Element. 
HMD  Head‐Mounted Display. 
IR  Radiación infrarroja (Infrared). 
LCD  Liquid Crystal Display. 
LCoS  Liquid Crystal on Silicon. 
LED  Light‐Emitting Diode. 
NCC  Normalized Cross‐Correlation. 
NSSD   Normalized Sum of Squared Differences. 
OLED  Organic Light‐Emitting Diode. 
SAD  Sum of Absolute Differences. 
SSD   Sum of Squared Differences. 
VR  Virtual Reality (Realidad Virtual). 
ZNCC  Zero‐mean Normalized Cross‐Correlation. 
Glosario 
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ZSAD   Zero‐mean Sum of Absolute Differences. 
ZSSD  Zero‐mean Sum of Squared Differences. 
ZNSSD  Zero‐mean Normalized Sum of Squared Differences. 
 
