Many psychologists collect multitrait-multimethod (MTMM) data to assess the convergent and discriminant validity of psychological measures. In order to choose the most appropriate model, the types of methods applied have to be considered. It is shown how the combination of interchangeable and structurally different raters can be analyzed with an extension of the correlated trait-correlated method minus one [CTC(M-1)] model. This extension allows for disentangling individual rater biases (unique method effects) from shared rater biases (common method effects). The basic ideas of this model are presented and illustrated by an empirical example. 
The distinction between interchangeable and structurally different raters resembles the distinction between random and fixed factors in the analysis of variance (e.g., Hays, 1994) . In the case of random factors, the different factorial groups are considered as randomly chosen from a population, and the researcher aims to estimate the mean and the variance of the factor. In contrast, the fixed effect model aims at analyzing the specific effects of different groups that are not randomly chosen and to contrast them.
A typical example of interchangeable methods is the analysis of teaching quality by students. Students' ratings of a teacher's performance can be conceived of as interchangeable since all students attend the same classes and share the same information about the teacher's performance. Therefore, a random sampling of some of the students adequately represents the whole population of students attending the same class. The main interest in this situation is in measuring a trait (e.g., a dimension of teaching ability) and estimating the precision with which this trait is measured (convergent validity).
If the teacher additionally rates her or his own performance, the teacher rating will differ structurally from the students' ratings since teachers naturally have another point of view with respect to the educational processes in classes. Moreover, the teacher would provide a self-report whereas students' ratings are other reports. The specific effects of the students' ratings compared to the teacher ratings are important in this design. It is of interest to measure a trait (e.g., a dimension of teaching quality) and to estimate the convergence of student and teacher ratings of this trait (convergent validity) as well as to estimate the specific effects of the students' ratings (method effects). Eid et al. (2008) have shown how an MTMM model for interchangeable and structurally different raters can be defined using multilevel factor analysis. However, the same type of data can also be analyzed using traditional CFA. Curran (2003) has shown that for some types of data models of traditional CFA and multilevel models can be applied yielding identical results. The aim of the present contribution is to extend the Correlated Trait-Correlated Method minus One (CTC(M-1) Model to a model that allows for the analysis of method effects when the methods are a combination of structurally different and interchangeable methods relying on the traditional CFA approach. Applying specific equality restrictions on model parameters the model is equivalent to the multilevel model proposed by Eid et al. (2008) . Moreover, without these equality restrictions the CFA-CTC(M-1) model is an even more general model than the multilevel model. We will provide the psychometric definition of the model and simultaneously use an example to conceptually describe the model. Finally, we will illustrate the model and the meaning of the model parameters using an empirical application.
Development of the CTC(M-1) model for structurally different and interchangeable methods
We will first review the standard CT-C(M-1) Model and then show its extension to the combination of structurally different and interchangeable methods.
The standard multiple indicator CTC (M-1) Model
Figure 1 depicts the CTC(M-1) model for structurally different raters (Eid et al., 2003) with indicator-specific trait variables. In many applications multiple indicators are not perfectly homogeneous representations of one single construct. In order to account for this specificity (heterogeneity), there is one trait variable for each indicator. Since there are two indicators for each trait-method combination (trait-method unit; TMU) in Figure 1 there are two latent trait variables for each construct. We will shortly review the major properties of the multiple indicator CTC(M-1) model based on the empirical application presented below. In this application, three traits (Extraversion j = 1, Neuroticism j = 2, and Conscientiousness j = 3) are assessed by one self-report (k = 1) and two peer reports (k = 2, 3). We consider the two peer reports interchangeable (i.e., we assume that there is no structural difference between the two raters) the self-report differs structurally from them. Each TMU consists of two indicators (i = 1, 2). Eid et al. (2003) formulated the CTC(M-1) model based on principles of truescore theory (see Lord & Novick, 1968) . In a first step, an observed variable ( ) score comprises all systematic influences. These can be influences of the trait, the method, the measurement situation and the item contents for example (for an overview about possible systematic influences on measurement scores, see Burns & Haynes, 2006) .
Since the CTC(M-1) model relies on the idea of contrasting methods, one method has to be taken as the reference method (the "gold standard"). No method factor is specified for the reference method, thus, all systematic variance of all indicators belonging to the reference method is captured by the indicator-specific trait variables. Therefore, the truescores of the reference-method indicators are the trait-scores in the CTC(M-1) model with indicator-specific trait-variables. All other indicators (of non-reference methods) are contrasted against these trait-variables.
In the present empirical example, the self-report stands out because it structurally differs from the peer reports. Choosing the self-report as reference method implies that
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The self-reported trait variables are used in a latent regression to predict the truescores of the peer reports (the non-reference methods). The latent (true) residual of this regression corresponds to the peer specific method effect. It is the part of the true peer rating that cannot be explained by the self report -it is, thus, the peer-specific effect.
This prediction will generally be far from perfect yielding a substantial residual variable.
This residual -the over-or underestimation of a given peer from the expected scoreis conceived as the peer-specific effect inherent in this particular indicator. The indicators of the peer reports (as non-reference method), thus, depend on three sources of variance:
i) the trait variable representing the "true" (error-free) self-report ( ) ij T , and two residual components ii) a (peer-specific) method effect ( ) jk M , and iii) measurement error ( )
The method effects belonging to the same TMU are generally assumed to depend on one trait-specific method factor to identify the model (i.e., all method-specific residuals ( ) ijk M are assumed to be unidimensional for a given trait-method unit jk):
which yields the final CTC(M-1) model equation for non-reference methods:
In the standard CTC(M-1) model all trait variables are allowed to covary.
Correlations between trait variables of the same construct (e.g., the two facets of extraversion) reflect convergent validity; correlations across constructs (e.g. Besides the clear meaning of the latent variables and, thus, the very clear interpretation of the latent correlations, another strength of the CTC(M-1) model is that it allows quantifying different variance components (see Eid et al., 2003 Eid et al., , 2006 Eid et al., , 2008 . The consistency coefficient (CO) identifies the part of the variance that can be predicted by the trait variable (the self-reported trait):
Necessarily, this coefficient equals 1 for the self-reports since the self-reported true scores are the trait-scores. In the same way, the (true) variance components due to the method factors can be determined as:
The method specificity coefficient (MS) provides an estimate of the variance due to an individual rater. The consistency and method-specificity coefficients can also be defined for the observed variables (see Eid et al., 2003) .
In some cases, researchers are interested in method effects that are common to peers and not unique to specific peers. Therefore they aggregate across peer ratings to have scores free of specificities to one rater (cf. Spain, Eaton, & Funder, 2000; Watson & the latent correlation between method factors. Yet, there is no variable in the CTC(M-1) model representing this common method effec. It is thus not easily feasible to estimate the common method variance components which are shared between peer raters (variance due to a common method effect).
The CTC(M-1) Model with common method effects
The CTC(M-1) model can easily be extended to a CTC(M-1) model with common method effects (CM). The common method effects reflect the parts of method effects, which are shared by peers (the common deviation of peers from the prediction based on the trait variable only). Figure 2 presents this model for three traits and three methods.
The model equation for the self-reports does not change:
The model equation for the peer reports is extended by splitting the method-specific effect into two parts:
which yields
The method specific effect ( ) ijk M in the traditional CTC(M-1) model is now additively decomposed into one part which is common to the two peers (CM j ) and a second part four sources of variance. These influences can be quantified calculating the variance components:
as consistency coefficient and the method-specificity coefficient:
as the combination of common and unique method effects. The common methodspecificity coefficient:
represents the part of variance due to the common method factor. The unique method specificity coefficient:
represents the variation of a true-score which is only due to the unique method effect.
Replacing the true-variance
 in the denominators of Equations 9 to 12 yields the manifest variance components (see Eid et al., 2003) .
The definition of the model via latent regressions implies the interpretation of the different model components. The trait variable ( )
T is the true-score of the self-report for a particular indicator. It comprises trait effects as well as method effects specific to the self-report (i.e., the trait factor is confounded with the self-report / reference method).
This variable is used as a predictor in a latent regression to predict the scores of the peer- deviation of the true-score for a given peer from the predicted score when trait and common method-specific influences are already considered. The unique method factor is
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Integrating the common method factor into the model also has consequences with respect to the correlations in the model (for an overview on admissible and nonadmissible variances and covariances see Appendix A):
• The common method factor as well as the unique method factor are residuals with respect to the trait variable of the same trait method unit. Therefore, these variables are not correlated with the trait variables sharing the same index jtheir predictors in the latent regressions.
• Since all common parts of the non-reference methods are captured by the trait and the common method factor, the unique method factors of different methods must not correlate across methods. Unique method factors are only allowed to covary within one method indicating the degree of generalizability of the unique methodspecific effects. These correlations show if peers produce a stable method effect irrespective of the trait under consideration or trait-specific method effects.
• Correlations between common method factors are allowed reflecting general method effects of non-reference methods across traits.
• Traits are allowed to covary with common method factors as well as with unique method factors of different trait-method-units. These correlations show if trait scores can predict the over-or underestimation of aggregated peer ratings and / or of particular methods with respect to another trait. 
In the current data situation, for example, these coefficients have to be identical for the two peer groups because the two peer raters are randomly selected out of the same set of possible peer raters given the self-rater. Note that these are constraints concerning the distributions of the latent and manifest variables as well as the links between these variables. The restrictions do not imply that a pair of peers must have the same scores on latent or manifest variables. Table 2 shows the decomposition of the true variances for all indicators. In general, around 40% to 50% of the variation of the peer indicators is due to the unique method factor, 15% to 34% of the variance is shared between the peers and between 17%
and 44% of the variance is due to the trait variable (shared with the self-report). Thus, the true variance depends substantially on all three variance components. Moreover, the consistency coefficient can be interpreted as an indicator of convergent validity between structurally different raters. The square-root of this coefficient corresponds to the latent correlation between trait and indicator. Thus, the latent correlations between self-reported latent traits and peer-rated indicators range from .41 to .66.
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The analysis reveals some interesting results concerning the trait variables. The consistency coefficients are higher for extraversion than for neuroticism and conscientiousness. This might be due to the fact that extraversion is a more visible attribute than the other two traits. On the other hand, the common method specificity is relatively high for neuroticism and conscientiousness. A relatively strong part of a peer´s view of these two attributes is shared with the other peer, but not with the self. This part is at least as large as the common part shared with the selves. The CTC(M-1) model enables researchers to identify these variance components, yet, additional research must be conducted to examine why self-reports and peer reports differ (see e.g., John & Robins, 1993) . This may be due to several possible reasons:
1) Self-raters may have a tendency to show socially desirable behavior in situations with social interactions. Peers must generally rely on these situations to build up their view of another person. Self-raters may not have this tendency when filling in a questionnaire. Since for some traits there are stronger norms than for others, the tendency to show socially desirable behavior will produce different amounts of over-or underestimations for different traits in peer ratings.
2) Social desirability may inflict the self-rating. Self-raters may answer the questionnaire trying to meet the wishes of the investigator or to show themselves in a favorable light. Peer raters may not show the same tendency.
3) Some pairs of peer-raters may also have a tendency to show their friends (selfraters) in a favorable light.
4)
The self-rater may feel that her or his behavior is not neurotic at all whereas both peers think that she or he shows clear neurotic tendencies. If the two peers are correct, this would correspond to the bias of self-deception.
This list of possible biases is by far not exclusive. Depending on the research domain different biases may occur. Therefore, the large parts of variances that are due to the unique method factors indicate that the peers-although they are interchangeablehave a unique view of the target person. High values on the unique method specificity coefficient thus indicate that the self-ratings cannot be used to predict the peer ratings very well, however, the values of the latent consistency coefficients are in line with prior research results (see e.g., Colvin, 1993; Funder, 1995) . 
.75 r ≥ indicating high albeit not perfect convergent validity (these parameters are underlined in Table 3 peer-specific view (because these scores rather represent a unique peer-specific view). To obtain a general peer rating (an aggregated peer view) the scores of several peers have to be considered. In contrast, if the common method specificity is very high, the scores of one peer may be sufficient to represent the general (common) peer-view (see also .
The meaning of latent variables in the context of SEM and MTMM models is an issue that requires careful consideration (see e.g., .
Defining the CTC(M-1) model and its variants relying on principles of true-score theory determines the meaning of the latent variables in a psychometrically very clear way. The trait score, for example, is the true-score of the reference method.
In the CTC(M-1) model with common method effects as in the model for structurally different and interchangeable methods, two systematic method-specific effects can be separated from the true-score of the reference method: The common and the unique deviation of non-reference methods from the reference method. The common method factors (CM) represent the variance that is shared by the peers, but that is not shared with the self. The unique method factors represent the variance that is unique to a peer rater and that is not shared with another rater neither with the other peer nor with the self.
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