Stratégies de commande robuste à base d'intelligence artificielle de la machine synchrone à aimants permanents à partir de la plaque signalétique by Teiar, Hakim
UNIVERSITÉ DU QUÉBEC 
THÈSE PRÉSENTÉE À 
L'UNIVERSITÉ DU QUÉBEC À TROIS-RIVIÈRES 
COMME EXIGENCE PARTIELLE 
DU DOCTORAT EN GÉNIE ÉLECTRIQUE 
PAR 
HAKIMTEIAR 
STRA TÉGIES DE COMMANDE ROBUSTE À BASE D' INTELLIGENCE 
ARTIFICIELLE DE LA MACHINE SYNCHRONE À AIMANTS PERMANENTS À 
PARTIR DE LA PLAQUE SIGNALÉTIQUE 
MARS 2018 
  
 
 
 
Université du Québec à Trois-Rivières 
Service de la bibliothèque 
 
 
Avertissement 
 
 
L’auteur de ce mémoire ou de cette thèse a autorisé l’Université du Québec 
à Trois-Rivières à diffuser, à des fins non lucratives, une copie de son 
mémoire ou de sa thèse. 
Cette diffusion n’entraîne pas une renonciation de la part de l’auteur à ses 
droits de propriété intellectuelle, incluant le droit d’auteur, sur ce mémoire 
ou cette thèse. Notamment, la reproduction ou la publication de la totalité 
ou d’une partie importante de ce mémoire ou de cette thèse requiert son 
autorisation.  
UNIVERSITÉ DU QUÉBEC À TROIS-RIVIÈRES 
DOCTORAT EN GÉNIE ÉLECTRIQUE (PH.D.) 
Programme offert par l'Université du Québec à Trois-Rivières 
STRATÉGIES DE COMMANDE ROBUSTE À BASE D'INTELLIGENCE 
ARTIFICIELLE DE LA MACHINE SYNCHRONE À AIMANTS PERMANENTS À 
PARTIR DE LA PLAQUE SIGNALÉTIQUE 
PAR 
HAKIMTEIAR 
11 
Pierre Sicard, directeur de recherche Université du Québec à Trois-Rivières 
Hicham Chaoui, codirecteur de recherche Carleton University 
Mamadou Lamine Doumbia, président du jury Université du Québec à Trois-Rivières 
Ahmed Cheriti, évaluateur Université du Québec à Trois-Rivières 
Mohand Ouhrouche, évaluateur externe Université du Québec à Chicoutimi 
Thèse soutenue le 28 Il 2017 
111 
Résumé 
L' importance de la machine synchrone à aimants permanents (MSAP) dans l' industrie 
grandit de jour en jour, grâce à plusieurs atouts comme un couple massif élevé et une 
grande efficacité (pertes rotoriques réduites), sa haute densité de puissance et son utilisation 
possible à haute vitesse, permettant d'éliminer les éléments de transmission mécanique 
pour ainsi augmenter le rendement de l' ensemble. 
Ce projet de recherche vise le développement d' algorithmes de commande basés 
sur l' intelligence artificielle, nécessitant un minimum d' information possible, VOIre 
seulement les données de la plaque signalétique, tout en garantissant la stabilité de la 
MSAP et d'en faire l' implémentation et la démonstration expérimentale. L' intérêt de ces 
algorithmes de commande est qu' ils ne requièrent pas de grands travaux d' identification 
des paramètres de la MSAP pour la mise en œuvre du système de contrôle de la machine, 
afin de répondre à la demande des industriels pour une commande « universelle ». 
Une méthodologie est établie pour intégrer l' information de la plaque signalétique 
dans le processus de conception et d'adaptation. La validation expérimentale des lois de 
commande est réalisée sur un système de prototypage rapide et sur un système dédié. Cela 
requiert une étude détaillée des algorithmes de commande pour une implémentation 
efficace afin de conserver leurs avantages. Il y a un grand intérêt industriel pour ce type de 
résultats de recherche, démontrés expérimentalement, avec des applications potentielles en 
production d'énergie électrique par éoliennes et pour les véhicules électriques et hybrides. 
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Chapitre 1 - Introduction 
Dans l' industrie, environ 75% de l ' énergie électrique est consommée par des moteurs 
électriques, le déploiement des systèmes éoliens, des véhicules électriques et des systèmes 
hybrides accroît l'utilisation des machines électriques. Les machines synchrones à aimants 
permanents (MSAP) constituent une solution technologique clairement associée à 
l ' amélioration de l'efficacité énergétique des systèmes d ' entraînement pour toute une 
gamme d' applications dont la traction des véhicules électriques, hybrides et la conversion 
d ' énergie éolienne. 
De nos jours, l'utilisation de la MSAP a augmenté d'une façon spectaculaire dans 
l'industrie et ceci grâce à ses avantages par rapport à d ' autres machines électriques. Les 
avantages sont un couple massif très élevé par rapport à l'inertie, une taille compacte et des 
pertes rotoriques réduites par l' absence de l ' alimentation dans le rotor. En plus de sa haute 
densité de puissance, elle nous donne la possibilité de l'utiliser en hautes vitesses, 
permettant d'éliminer les éléments de transmission mécanique et donc d'augmenter le 
rendement de l'ensemble [1 ,2]. 
Grâce à tous ces avantages, plusieurs algorithmes de commande ont été proposés pour 
commander la MSAP. En général , ces algorithmes sont basés sur la bonne connaissance de 
la machine et de ses paramètres (identification des paramètres) [3] . 
De nouvelles structures de commande à base des réseaux de neurones et de la logique 
floue ont été proposées [4,5], avec une garantie de stabilité du système. Ces stratégies de 
commande se basent essentiellement sur le théorème de Lyapunov pour cette dernière. 
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L'utilisation de ces lois de commande a pour objectif de minimiser ou d'éliminer le 
besoin de connaître les paramètres de la machine pour faciliter la mise en marche du 
système. 
1.1 Problématique de recherche 
Malgré les avantages la MSAP, elle fait face à la même difficulté que les autres 
machines à courant alternatif, c'est-à-dire l'absence de découplage entre Flux et le couple. 
Le contrôle de la MSAP est confronté à de nombreux défis qui compliquent les conditions 
d'utilisation à savoir les incertitudes dynamiques structurées et non structurées ainsi que les 
perturbations externes. 
Au cours des dernières années, plusieurs méthodes ont été proposées pour contrôler la 
machine synchrone à aimants permanents (MSAP), telles que les lois de contrôle 
classiques, robustes et adaptatives, y compris la commande vectorielle et en mode glissant, 
mais elles considèrent généralement les incertitudes paramétriques (structurées) 
uniquement. 
La commande vectorielle à flux orienté [3] est une technique qui émule le 
comportement d'un moteur à courant continu à excitation séparée et son principe consiste à 
contrôler l'angle et l'amplitude du champ statorique. Cette stratégie de contrôle classique se 
base essentiellement sur le fait que le couple de la machine synchrone à aimants 
permanents est proportionnel au courant de l'axe quadratique Iq. Par conséquent, le contrôle 
vectoriel est réalisé en découplant les axes d-q. Cette transformation permet aux courants 
des axes d-q d'être contrôlés indépendamment, habituellement les contrôleurs utilisés avec 
cette technique sont les contrôleurs intégraux proportionnels. 
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Mais pour avoir une réponse dynamique de couple plus rapide que dans la commande 
vectorielle, une autre commande est utilisée, c'est la commande directe du couple (Direct 
Torque Control DTC) [6] pour l' entraînement des machines synchrones à aimants 
permanents, mais ceci se fait au détriment du courant et du couple, car cette technique va 
causer une distorsion dans le courant et des ondulations dans le couple. Ces effets négatifs 
ont été abordés dans [7,8]. La solution pour ces problèmes, c' est un compromis entre 
ondulation et fréquence de commutation [9]. Le procédé se base sur la prédiction du 
courant ou du flux , par conséquent, le vecteur de tension de l'onduleur qui produit le 
transitoire le plus rapide possible. 
La commande à structure variable qui par sa nature est non-linéaire, possède cette 
robustesse. Le réglage par mode glissement est fondamentalement une méthode qui force la 
réponse à glisser le long d 'une trajectoire prédéfinie. Cependant, cette technique de 
commande a un inconvénient de commutations à hautes fréquences (effet de chattering). 
[10] . 
Une des autres méthodes de contrôle développées pour la machine synchrone à aimants 
permanents est la commande prédictive [11]. Dans cette commande les régulateurs de 
vitesse et de courant sont combinés ensemble. Cette technique offre une alternative à la 
structure de contrôle en cascade conventionnelle. 
Bien que ces lois de commande fonctionnent assez bien en théorie, leur performance se 
dégrade en présence de conditions de fonctionnement variables, tel que les incertitudes 
dynamiques structurées et non structurées, et de perturbations externes, ces méthodes de 
contrôle supposent que les systèmes ont des modèles mathématiques précis. 
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Dans les applications réelles, la réalisation d'un tel modèle, pour des processus 
industriels complexes, pourrait être une tâche difficile à entreprendre. En outre, d'autres 
facteurs pourraient être imprévisibles, tels que la dynamique des charges, le bruit, la 
température et les variations de paramètres. Par conséquent, la dynamique du système ne 
peut pas être basée efficacement sur des modèles mathématiques fixes et précis. 
Les méthodes non-linéaires qui ont été mises en œuvre pour commander la MSAP [12] 
[13 ,14] donnent de bonnes performances. Cependant, le problème principal de ces 
commandes est que les paramètres des machines sont très présents dans les lois de 
commande et dans certains cas, tous les paramètres sont requis par la loi de commande; par 
exemple, la commande conventionnelle à base des PID, DTC, vectorielle, mode glissant, 
etc. 
Il est bien connu que les valeurs des paramètres internes de la machine changent à 
cause de plusieurs effets comme la température (résistance statorique Rs), le courant 
(inductances L), inertie (1), le vieillissement (Flux de la machine). Ces changements de 
paramètres vont causer des problèmes dans la commande, à moins que cette loi de 
commande n ' ait été conçue pour être plus robuste. De plus, les travaux d'identification 
coûtent très cher dans le domaine industriel et on ne peut pas imaginer refaire 
l'identification à chaque fois qu'il y a un changement dans la machine ou pour chaque 
nouvelle application. 
Ajouté à cela, ces contrôleurs ont été proposés sans solution analytique pour la stabilité, 
car elle n'a pas fait l'objet d'une attention particulière dans la littérature. En outre, la 
stabilité basée sur la linéarisation autour d'un point de fonctionnement des états ne peut pas 
s'appliquer pour l'ensemble du système. Une analyse de stabilité a été fournie dans [15] 
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pour un contrôleur adaptatif qui fait face aux incertitudes paramétriques pour la régulation 
des courants de la MSAP. Cependant, cette analyse est limitée juste à la boucle interne du 
courant. 
La difficulté des systèmes non-linéaires est l' étude de la stabilité, parce que les 
méthodes classiques d ' étude de stabilité ne peuvent pas être appliquées. La méthode prônée 
dans ce travail est l' approche de Lyapunov, afin de prouver théoriquement la stabilité des 
systèmes. La difficulté de cette approche réside dans l'absence de règles pour construire la 
fonction de Lyapunov. 
Compte tenu de la dynamique du système inconnu, des contrôleurs à base de réseaux de 
neurones artificiels et de logique floue de type 2 sont développés dans [16] pour rapprocher 
la dynamique non-linéaire de la MSAP. Contrairement à d'autres contrôleurs, les 
algorithmes adaptatifs sont dérivés en utilisant le théorème de stabilité de Lyapunov. 
Plusieurs modèles de réseaux neurones artificiels et de logiques floues ont été proposés 
pour l'estimation de la vitesse, de la position et pour le contrôle des machines synchrones à 
aimants permanents [17] , fournissant une alternative aux techniques de contrôle classiques. 
L'autre problème des commandes non-linéaires est la complexité de leur 
implémentation. Les outils d'intelligence artificielle ont cependant l' avantage de permettre 
l ' implémentation dans des structures parallèles qui peuvent être exploitées 
avantageusement dans une carte FPGA. 
La plupart des stratégies de commandes à base de RNA et logique floue, présentées 
dans la littérature [12,13], donnent de bons résultats et certaines ont une preuve de stabilité 
complète. Par contre, elles sont très complexes et leur réalisation pratique n 'est pas facile . 
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Donc, pour utiliser au mieux les avantages des outils d'intelligence artificielle (RNA, 
LF), il faut développer des lois de commande simples et efficaces pour faciliter leur 
intégration dans l' industrie. 
Le démarrage des machines synchrones à aimants permanents avec une loi de 
commande est une tâche compliquée, car les algorithmes de contrôle ont besoin d'une 
connaissance précise du modèle analytique de la machine (identification des paramètres). 
Malgré que les lois de commande adaptatives soient conçues pour faire face aux 
incertitudes paramétriques, leurs paramètres d'adaptation ont besoin d' être identifiés et en 
général, ces paramètres sont liés à la dynamique du moteur, et ainsi aux paramètres internes 
de la machine. Des tests d' identification peuvent alors être requis. De plus, les paramètres 
d' adaptation sont fréquemment ajustés de façon empirique, au coût de pertes de 
performance et de robustesse. Après un certain temps, ces paramètres peuvent devenir 
inutilisables à cause de plusieurs facteurs (température, vieillissement . . . ); aussi un système 
de contrôle conçu pour une MSAP, différente de celle pour lequel il était destiné, est 
susceptible d'avoir de mauvaises performances. Alors pour avoir un contrôle efficace dans 
tous les cas, il faut refaire les tests d' identification. 
Pour résoudre ce problème, des techniques d' estimation des paramètres ont été 
réalisées [18,19], mais ces techniques sont compliquées et elles ont besoin des tests 
d' identification pour les paramètres pour le démarrage. 
Alors dans notre cas, on va essayer de présenter une technique pour trouver les 
paramètres d' adaptations d' un contrôle pour pouvoir démarrer et commander n ' importe 
quelle machine synchrone à aimants permanents, sans passer à chaque fois par des tests 
d' identification. 
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1.2 Objectifs visés 
Ce projet de recherche vise 1) le développement d' algorithmes de commande basés sur 
l' intelligence artificielle, nécessitant un minimum d' information possible, voire seulement 
les données de la plaque signalétique, tout en garantissant la stabilité de la MSAP et 2) d'en 
faire l' implémentation et la démonstration expérimentale. L' intérêt de ces commandes est 
qu'elles ne requièrent pas de grands travaux d' identification des paramètres de la MSAP 
pour la mise en œuvre du système de contrôle de la machine, afin de répondre à la demande 
des industriels pour une commande « universelle ». 
Au-delà, des algorithmes de commande, nous visons à établir une méthodologie qui 
permettra de syntoniser certains paramètres d' adaptation de la logique floue adaptative, afin 
de pouvoir démarrer à froid les algorithmes de commande, sans la connaissance des 
paramètres de la MSAP. 
1.3 Méthodologie de recherche 
Plusieurs types de lois de commande ont été proposés pour la MSAP, fortement inspirés 
des lois de commande des machines à induction. La commande vectorielle à flux orienté est 
une des méthodes fondamentales [3] qui, par une représentation du modèle dans un 
référentiel donné, permet d' émuler une machine à courant continu à excitation séparée. 
Notamment, le couple de la MSAP est proportionnel au courant de l' axe-q dans le 
référentiel synchrone. La commande inverse du modèle de la machine, fortement 
dépendante de la connaissance du modèle et de ses paramètres, permet tout de même une 
conception simple des boucles de commande, qui emploient usuellement des contrôleurs de 
type proportionnel intégral. 
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Les perfonnances dynamiques du couple plus rapides sont obtenues avec la commande 
instantanée et directe du couple (lTC/DTC), au prix de distorsions du courant et 
d 'ondulations dans le couple [14]. Pour réduire la dépendance à la connaissance des 
paramètres de la machine, des lois de commande adaptative et robuste ont été proposées 
[21 ,22]. Les perfonnances de ces contrôleurs se dégradent en présence de variation des 
conditions d 'opération, d' incertitudes structurées ou non structurées sur les modèles 
dynamiques (associées à la charge par exemple) et de perturbations externes. 
La commande qui exploite les outils d ' intelligence artificielle, comme les réseaux de 
neurones artificiels et les systèmes à logique floue, a le potentiel de répondre à ces 
contraintes. Ces outils ont en effet la capacité de générer une bonne approximation des 
systèmes, qui sont mal définis mathématiquement, avec des incertitudes structurées et non 
structurées [23]. Cependant, les perfonnances élevées obtenues grâce à ces outils sont au 
prix d'un lourd calcul et sans preuve de stabilité dans plusieurs applications. Il est donc 
essentiel, si nous voulons profiter des avantages apportés par ces outils et en même temps 
de les faire accepter aux industriels, d 'offrir des solutions pour l'implémentation matérielle 
des algorithmes et de garantir la stabilité des lois de commande. 
Le degré d ' utilisation d ' infonnations sur le modèle de la machine varie d ' une stratégie 
à l' autre, ainsi que les capteurs requis. Il est nécessaire de limiter le plus possible les 
infonnations reqUIses, idéalement, de n ' employer que les infonnations de la plaque 
signalétique. Plusieurs travaux de syntonisation des correcteurs ont été réalisés sur le 
moteur à induction, mais sans preuve de stabilité globale du système [24]. Ces travaux 
seront exploités dans notre étude pour incorporer les infonnations de la plaque signalétique 
des MSAP, afin de pennettre une mise en route avec un minimum d' essais. 
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Les réseaux de neurones et de logique floue seront l'outil algorithmique de base ; la 
stabilité de ces algorithmes sera démontrée par le théorème de Lyapunov. 
La méthodologie de recherche peut être divisée en trois parties, la première est 
consacrée au développement des lois de commande, la deuxième porte sur l' étude de la 
stabilité du système, alors que la dernière inclut les détails sur le montage du banc d'essai et 
la mise en œuvre des essais expérimentaux. 
1.3.1 Développement des lois de commande sans ou avec un minimum de paramètres 
Cette étape est principalement consacrée au développement des lois de commande 
basées sur l' intelligence artificielle et le mode glissant, car ces outils donnent la possibilité 
de représenter un système sans avoir des informations bien précises sur ce dernier. Dans 
notre cas, il s' agit de concevoir des lois de commande pour la MSAP avec un minimum de 
paramètres de la machine ou seulement utiliser les informations présentes sur la plaque 
signalétique. 
Pour atteindre cet objectif, les avantages d'approximation et d'adaptation de la logique 
floue sont utilisés, soit seuls ou combinés avec d'autres techniques de commande pour 
commander la MSAP. De cette manière, la dépendance aux paramètres de la machine dans 
les lois de commande sera minimisée ou éliminée. 
Le choix des gains d'adaptation et la synthèse des correcteurs nécessite une approche 
structurée afin d'obtenir des réponses rencontrant des objectifs précis. L'utilisation d'une 
fonction objective et d'un algorithme d'optimisation numérique permettront de combler ce 
besoin. Afin d'éviter de devoir solutionner ce problème d'optimisation pour chacune des 
machines électriques, nous identifierons des paramètres caractéristiques des machines 
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électriques, à partir de la plaque signalétique, et nous vérifierons qu'une régularité des 
paramètres optimaux des correcteurs est obtenue en fonction de ces paramètres. Ceci 
permettra de déterminer les paramètres de nouvelles machines par un processus 
d'interpolation. 
Enfin, pour éliminer le capteur de vitesse dans les lois de commande, on tire avantage 
des capacités d'approximation des RNA pour concevoir une commande sans capteur. 
1.3.2 Étude de stabilité du système 
La stabilité d'un système est une propriété essentielle pour préserver le matériel qui 
est lié directement ou indirectement au système, et éventuellement pour s'assurer que 
l'installation est sécuritaire et ainsi protéger les gens qui travaillent à proximité de la 
machine. 
L'étude de stabilité du système est très complexe, car en réalité les systèmes sont non-
linéaires. Dans des cas pareils, il faut avoir recours à d'autres théories que celles qui sont 
utilisées pour prouver la stabilité des systèmes linéaires. Plusieurs méthodes ont vu le jour 
pour cette raison; une des méthodes les plus utilisées est basée sur l'étude de la stabilité de 
Lyapunov. 
Donc, on va tirer avantage de la logique floue et des réseaux de neurones, exploiter la 
théorie de Lyapunov pour déduire la stabilité, ce qui doit essentiellement passer par un bon 
choix de la fonction candidate de Lyapunov. 
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1.3.3 Expérimentation des lois de commande 
Afin de démontrer les performances des lois de commande développées, il est essentiel 
de les expérimenter. Dans notre cas, on utilise une plate-forme d' OPAL-RT Technologies 
Inc. pour des implémentations en temps réel selon les étapes suivantes: 
1- Implémentation des commandes sur RT-LAB. 
2- Installation du matériel utilisé à la sortie de RT-LAB et à l' entrée de la machine 
(carte entrée/sortie, onduleurs, etc.). 
3- Faire les tests d' identification sur les machines pour avoir les paramètres réels afin 
de pouvoir les utiliser dans les simulations. 
4- Faire fonctionner les machines de test avec les lois de commande réalisées. 
5- Analyser les résultats des tests à vide et en charge et tirer les conclusions. 
1.4 Structure de la thèse 
Pour mener à bien ce travail de recherche, l ' étude a été divisée en cinq chapitres: 
Le chapitre 2 présente les notions théoriques pour mener à bien notre travail de 
recherche (logique floue, stabilité de Lyapunov, mode glissant). 
Le chapitre 3 présente les stratégies permettant de répondre graduellement à 
l'objectif principal de la thèse, soit obtenir une loi de commande ne nécessitant que 
la connaissance des données affichées sur la plaque signalétique: 
• Commande LF-LF : pour éliminer le besoin de connaître les paramètres de la 
machine dans la stratégie de commande; 
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• Méthode d'optimisation: pour initialiser les paramètres d' adaptation de la 
logique floue et avoir la possibilité de commander la machine uniquement à 
partir d' informations de la plaque signalétique; 
• Commande LF-MG : permet de minimiser l'utilisation des paramètres de la 
machine dans la commande; 
• Commande LF -simplifiée : pour que la commande soit moins complexe et sans 
paramètres de la machine dans la loi de commande; 
• Commande LF-LF-RNA : pour réaliser une commande sans capteurs et sans 
paramètres de la machine dans le contrôle. 
Le chapitre 4 représente la validation expérimentale des lois de commande réalisées 
dans le chapitre précédent. 
Enfin, la conclusion de ce travail se trouve dans le chapitre 5. 
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Chapitre 2 - Notions théorique 
L'étude de tout système physique et théorique (les algorithmes de commande) nécessite 
une modélisation mathématique. Celle-ci nous permet de simuler le comportement du 
système face à différentes sollicitations et d ' appréhender ainsi les mécanismes régissant son 
fonctionnement et pour cela, ce chapitre est consacré aux notions théoriques et aux modèles 
mathématiques utilisés dans notre travail. 
2.1 Dynamique de la machine synchrone à aimants permanents 
2.1 .1 Machine synchrone à aimants permanents 
La MSAP possède la même structure que toutes les machines électriques à savoir, un 
stator et un rotor. Le stator de la MSAP est identique à celui de la machine synchrone, mais 
la différence entre les deux machines réside dans le rotor, car on trouvera dans la MSAP un 
rotor à base d ' aimants permanents. 
• Stator 
Les machines synchrones triphasées, qu'elles soient à pôles saillants ou à pôles lisses, 
ont un stator composé de trois enroulements identiques décalés de 120 degrés électriques 
dans l' espace. Lorsqu'on alimente les enroulements statoriques par un système triphasé 
équilibré de tensions, il y a la création d 'un champ tournant le long de l' entrefer. La vitesse 
de rotation du champ tournant est proportionnelle au nombre de pôles de la machine et à la 
pulsation des courants statoriques [15,16]. 
Avec 
il=~ 
p 
w: La pulsation des courants statoriques [radis]. 
p : Le nombre de paires de pôles de la machine. 
il : vitesse de rotation de la machine [radis ]. 
• Rotor 
14 
(1) 
L' ajout des aimants permanents dans le rotor permet d ' éliminer les pertes rotoriques et 
d ' avoir un rendement plus élevé dans une taille compacte. 
Le développement des matériaux magnétiques permet aux MSAP d' être de plus en plus 
utilisées dans différents domaines d ' industrie, et cela grâce à plusieurs avantages comme 
une densité de puissance massique élevée, un rendement élevé, l' augmentation de la 
constante thermique, l' augmentation de la fiabilité ainsi que l' élimination des problèmes 
dus aux contacts glissants (bagues-balais). Par conséquent, ceux-ci leur permettent de 
concurrencer fortement les machines asynchrones et à courant continu. 
Le rotor possède différentes configurations ; voici les trois cas typiques pour un rotor à 
quatre pôles: 
1- une configuration du rotor à pôles saillants possédant des pièces polaires servant à 
la concentration du flux. Les aimants permanents sont magnétisés dans le sens 
radial. 
2- une autre possibilité consiste à disposer les aimants permanents radialement 
(aimants noyés dans le rotor) 
3- les aimants sont magnétisés tangentiellement 
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4- enfin, le cas où les aimants permanents sont distribués uniformément sur la 
surface cylindrique du rotor ; l' aimantation des aimants est radiale. 
À cause de l' isotropie existante dans ce dernier cas de la machine, l' inductance Ld sur 
l' axe direct est égale à l' inductance Lq sur l' axe en quadrature. Par contre, elles sont 
différentes dans les autres cas [25]. 
2. 1.2 Hypothèses simplificatrices 
La modélisation mathématique de la MSAP est basée sur un certain nombre 
d'hypothèses qui rendent le modèle plus simple. On suppose [25,26] : 
• La saturation est négligée; il en résulte que les inductances propres et mutuelles 
sont indépendantes des courants qui circulent dans les différents enroulements; 
• Les f.m.m. sont réparties sinusoïdalement dans l' entrefer de la machine; il y a une 
symétrie par rapport à l' axe magnétique des enroulements ; 
• L' effet d' encochage est négligé ; 
• On ne tient pas compte de l 'hystérésis et des courants de Foucault dans les parties 
magnétiques. 
Équations générales de la machine synchrone à aimants permanents 
La Figure 2.1 donne la représentation des enroulements pour une machine synchrone 
triphasée à aimants permanents. 
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a 
o 
c:: 
Stator Rotor 
Figure 2.1 Représentation de la machine synchrone à aimants permanents 
À partir de la Figure 2.1 nous écrivons les équations de la machine synchrone dans le 
repère fixe au rotor, en notation matricielle: 
(2) 
(3) 
Avec 
[Ls] = [Lss ] + [Lm] : Matrice inductance du stator 
[vs]=[Va 
T 
Vb Vc ] : Vecteur des tensions statoriques 
~sl= [ia ib icJT Vecteur des courants statoriques 
~s]=[~a ~b ~c ] T Vecteur des flux statoriques 
IR
s 0 
1.1 fRs]= ~ Rs 0 
Matrice des résistances du stator 
Et 
[ 
cos(28) 
2n [Lm] = Lm cos2(8 -"3) 
4n 
cos 2(8 --) 
3 
Transformation de Park 
2n 
cos2(8 --) 
3 
4n 
COS 2(8 --) 
3 
cos(28) 
4n [ cos 2(8 -"3) 
cos(28) 
2n 
cos2(8 --) 
3 
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(4) 
(5) 
Le passage d' un repère triphasé (a,b,c) au repère biphasé (d,q) est nécessaire pour 
utiliser les informations des grandeurs électriques dans la commande, et cela avec la 
transformée de Park. 
(6) 
où X peut-être un courant, une tension ou un flux et (} représente la position du rotor. 
Les termes Xdl Xq représentent les composantes longitudinales et transversales des 
variables statoriques (tensions, courants, flux et inductances). 
cos(8) 2n 4"] cos(8 --) cos(8 --) 3 
-Sine; -:") 2 -sin(8) -sin(8 _ 2n) [Te] =- (7) 3 3 
1 1 
- -
2 2 
Après l' application de la transformation de Park pour passer du repère triphasé au 
repère biphasé, on peut écrire le circuit équivalent de la MSAP qui est montré dans la 
Figure 2.2. 
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id R Ld iq R Lq 
+ + 
+ 
w).q wU 
+ 
Figure 2.2 Circuit équivalent de la MSAP 
Les équations qui régissent le fonctionnement de la MSAP dans un repère lié au rotor 
sont: 
Vd = Rid + Ld :t id - Lqpwiq (8) 
Vq = Riq + Lq :t iq + LdPwid + pi!.w (9) 
T = ~P[(Ld - Lq)idiq + i!.iq] (10) 
:t w = 7 ( T - Tf - T d (11) 
Où 
Vd,Vq Tensions dans le repère d-q 
id,iq Courants dans le repère d-q 
Ld,Lq Inductances dans le repère d-q 
R Résistance statorique 
p Nombre de paires de pôles 
À Flux de l' aimant permanent 
Àd,Àq Flux dans le repère d-q 
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'I Couple électromagnétique 
w Vitesse mécanique du rotor 
J Inertie 
'Ir Couple de frottement 
'IL Couple de charges 
2.2 Logique floue 
2.2.1 Introduction 
La logique floue a été développée par Lofti Zadeh dans les années 1960 [27]. Elle vise 
à représenter les connaissances incertaines et imprécises tout en fournissant un moyen 
approximatif. En d' autres termes, elle utilise des instructions graduelles plutôt que la 
logique strictement binaire (vraie ou fausse) . 
La logique floue tente d'intégrer la connaissance et le raisonnement humains pour la 
prise de décision. Ainsi, elle fournit une manière approximative, mais efficace pour décrire 
le comportement des systèmes complexes qui ne sont pas faciles à décrire avec précision. 
Cela se traduit par des contrôleurs qui sont capables de prendre des décisions de contrôle 
intelligent [28]. 
2.2.2 Système de logique floue 
Dans sa forme la plus simple, un système de logique floue de n entrées m sorties peut 
être considéré comme une application de : 
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OÙ Ui C ~, lj C ~ pour i = 1,2, ... , net j = 1,2, ... , m. Définissons la sortie y = 
(Yv ... ,Ym) T . Avec la méthode centre-moyenne pour la défuzzification, la méthode somme-
produit pour le mécanisme d' inférence, la sortie singleton fuzzifier est donnée par [1] 
j = l, ... ,m (12) 
où x = (xv ... , xnf E U est un vecteur d'entrée d' un système de logique floue, uAiCP) 
sont les fonctions d'appartenance des ensembles flous A;P), TI et L désignent 
respectivement les opérateurs t-nonne et t-co-norme flous utilisés, p est l'indice des règles 
sur un total de R règles, et yjP) est un point de lj pour lequel uBjCP) atteint sa valeur 
maximale, qui est supposée être 1. 
Le système de logique floue est capable d 'approximer unifonnément une fonction non 
linéaire bien définie sur un ensemble compact U à un degré de précision [1]. 
Théorème de l'approximation universelle Pour toute fonction continue réelle donnée 
9 (x) sur l'ensemble compact U c ~n et pour E > 0 arbitraire, il existe une fonction [(x) 
sous la fonne de (12) de telle sorte que [1] 
sUPxEulIg(x) - [(x) Il < E 
Le théorème d'approximation universelle ci-dessus montre la puissance des systèmes de 
logique floue dans l'approximation des fonctions non-linéaires continues, la logique floue 
fournit une alternative naturelle pour aborder les problèmes de modélisation et de contrôle 
des systèmes complexes avec des dynamiques mal définies. 
La Figure 2.3 représente un diagramme de la logique floue [1] 
EntriesX 
Fuuijication 
2.2.2.1 Fuzzification 
Base de règles 
floues 
Mtcanume 
d'inférence 
DéflluijicatiolJ 
Figure 2.3 Diagramme de la logique floue 
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Sorties Y 
La première étape de la logique floue est de convertir les valeurs numériques de l'erreur 
et de la variation de l'erreur en un ensemble de valeurs d'appartenance dans l'intervalle [0,1] 
Il existe plusieurs types de fonctions d'appartenance comment les fonctions 
triangulaires et trapézoïdales ... etc [1]. 
La Figure 2.4 présente quelque forme des fonctions d'appartenances. 
1 1 
..... _~~-+--~c---.. x 
a. Forme triangulaire b. Forme trapézoïdale 
• x 
c. Forme singleton 
Figure 2.4 Différentes formes des fonctions d' appartenances 
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Dans notre travail, on a utilisé des fonctions d'appartenance triangulaires à cause de leur 
simplicité et de leurs bonnes performances. 
Les ensembles flous peuvent être représentés comme des fonctions d'appartenance UA 
qui sont associées à chaque élément x de l'univers du discours X; UA ex) est le degré 
d'appartenance dans l'intervalle [0,1]. 
Pour une fuzzification de type singleton, l' ensemble flou A avec le soutien Xi a pour 
fonction d' appartenance UA(Xa = 1 pour X = x i et UA(Xi ) = ° pour x *- Xi' Pour une 
fuzzification non Singleton, UA (xa = 1 pour X = xi et diminue de 1 à ° quand il 
s' éloigne de x = Xi ' 
2. 2.2.2 Base de règles floues 
Une base de règles floues est une collection de multiples règles SI-ALORS, de la forme 
suivante: 
RP : SI Xl est Ft et X2 est FI et. ... et Xn est F,f 
Alors Yl est Ci et Y2 est cf et . .. et Yn est C~ 
où Xl E Xv ... , Xn E Xn et Yl E Yv ... , Yn E Yn sont les variables linguistiques des 
entrées et des sorties; Fi et ci , i = 1,2, ... , n / j = 1,2, ... , m sont les signatures floues 
des entrées et des sorties; RP est la relation entre l' ensemble flou d'entrées X et l' ensemble 
flou de sorties Y. 
Le Tableau suivant donne un exemple de règles utilisées dans la logique floue pour un 
correcteur proportionnel dérivatif. 
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Tableau 2-1 Règles floues d'un correcteur proportionnel dérivatif. 
e 
NL NM NS Z PS PM PL 
PL Z PL PL PL PL PL PL 
PM NS Z PS PS PL PL PL 
PS NL NS Z PS PS PL PL 
·cu Z NL NL NS Z PS PL PL 
NS NL NL NS NS Z PS PL 
NM NL NL NL NS NS Z PS 
NL NL NL NL NL NL NL Z 
2.2. 2.3 Mécanisme d'inférence 
Le mécanisme d'inférence est l'élément-clé dans l'algorithme de logique floue, il agrège 
les règles si-alors stockées dans la base de connaissance avec les ensembles flous générés 
par la fuzzification pour ainsi former un ensemble flou qui prévoit une procédure de sortie 
globale raisonnable. 
L'intersection des antécédents de règles multiples est calculée à l'aide d'un opérateur n 
tandis que l'union de règles multiples est calculée par unU . 
Chaque règle l dans la base de connaissances est interprétée comme une implication 
floue ; les entrées fuzzifiées infèrent avec l' ensemble flou B tel que 
fia' (y) = ll xex luA
T 
(x)IIfiR, (x, y) J (13) 
Dans la littérature les méthodes les plus utilisées sont : 
• La méthode de Marndani: elle utilise les opérateurs de base: mmlmum et 
maximum [12,13]. Cette méthode teste les grandeurs de chaque règle et choisit 
la plus haute [29]. 
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• La méthode de Takagi-Sugeno: ce mécanisme d'inférence utilise la même 
fonne que celle de Mamdani, où l'antécédent est une variable linguistique mais 
par contre le conséquent utilise des variables numériques. 
2.2.2.4 Défuzzification 
La défuzzification est la dernière étape d'un régulateur flou. Elle effectue la conversion 
des valeurs floues dans une sortie réelle. Elle est l'inverse de l'opération de fuzzification. 
Dans la littérature, il existe plusieurs méthodes de défuzzification, comme le centre de 
gravité, de sommes, de hauteur [29]. 
La sortie à l ' instant k par la méthode centroïde largement utilisée est exprimée par : 
y . (k) = L;=I y,PBI (y) } "r L...J'=I y, BI (y) (14) 
Avec, 1=1, .. . ,r et r est le nombre de règles de la logique floue. 
2.2.3 Contrôle flou adaptatif 
Contrairement à d'autres techniques d'intelligence artificielle, la logique floue n'inclut 
pas explicitement un apprentissage ou un algorithme d'adaptation. La configuration d'un 
contrôleur flou se résume à trois étapes: la nonnalisation des entrées et des sorties, le 
partitionnement de l'univers du discours sur les fonctions d'appartenance ainsi que la plus 
importante, soit l' étape d'apprendre à contrôler le système en définissant correctement les 
règles. 
Cependant, le réglage de ces paramètres peut ne pas être optimal pour une grande plage 
de fonctionnement. Se basant sur la capacité d'adaptation des réseaux de neurones, les 
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chercheurs ont proposés des contrôleurs flous adaptatifs. Cette technique permet aux 
contrôleurs flous adaptatifs d' atteindre un fonctionnement optimal sur une très large 
gamme [29]. 
Un contrôleur flou est dit adaptatif si l 'un ou plusieurs de ses paramètres, que l 'on peut 
ajuster (Gains, fonctions d ' appartenances, règles), changent en cours du fonctionnement. 
Dans le cas contraire, le régulateur est dit : non adaptatif ou conventionnel. 
La logique floue se rapproche des systèmes complexes en utilisant le raisonnement 
humain. Ainsi, notre connaissance peut être utilisée pour modéliser efficacement 
l'incertitude et la non-linéarité dans les systèmes complexes. Par ailleurs, la logique floue 
est facile à mettre en œuvre et elle est efficace pour un large éventail d'applications. 
Cependant, il devient plus difficile de déterminer le bon jeu des règles et les fonctions 
d' appartenance à mesure que la complexité du système augmente. 
Le réglage des fonctions d'appartenance et l'ajustement des règles peuvent être des 
processus qui prennent du temps. Pour obtenir de meilleurs résultats, la logique floue est 
combinée avec des algorithmes d 'optimisation comme les algorithmes génétiques. 
Les lois d' adaptations utilisées dans notre travail sont présentées dans le chapitre 3. 
2.3 Algorithmes génétiques (GA) 
Les algorithmes génétiques (GA), inventés par John Holland dans les années 1960, sont 
une technique de recherche heuristique inspirée de la biologie évolutionniste [30]. 
Contrairement aux stratégies d'évolution, la théorie Holland a pour fonction d'étudier le 
phénomène de sélection de la nature comme un mécanisme d'adaptation qui doit être 
implanté dans les systèmes informatiques. Ce mécanisme consiste à l'utilisation de 
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solutions candidates, appelées éléments de la population, représentées sous une forme 
binaire, appelée chromosomes. L'adaptation se fait avec le déplacement d'une population de 
chromosomes à une nouvelle population en utilisant la sélection naturelle de l'opérateur qui 
est inspiré génétiquement de la croissance, de la mutation et de l'inversion. Dans chaque 
génération, le conditionnement physique de chaque individu dans la population est évalué 
et l'opérateur de sélection choisit les chromosomes dans la population (en fonction de leur 
condition physique) qui sont autorisés à reproduire l'évolution vers de meilleures solutions. 
La nouvelle population est ensuite utilisée dans la prochaine génération et le processus 
se termine habituellement quand un niveau de condition physique satisfaisante a été atteint 
pour la population. 
- Opérateurs GA 
La forme la plus simple de l'algorithme génétique implique trois types d'opérateurs: la 
sélection, le croisement et la mutation. 
- Sélection: La sélection permet d' identifier statistiquement les meilleurs individus d'une 
population et d'éliminer les mauvais. 
Croisement : Le croisement a pour but d'enrichir la diversité de la population en 
manipulant la structure des chromosomes. Classiquement, les croisements sont envisagés 
avec deux parents qui génèrent deux enfants. Initialement, le croisement est associé au 
découpage de chromosomes (slicing crossover). Pour effectuer ce type de croisement sur 
des chromosomes constitués de M gènes, on tire aléatoirement les gènes dans chacun des 
parents. On échange ensuite les deux sous-chaînes terminales de chacun des deux 
chromosomes, ce qui produit deux enfants. 
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- Mutation: La mutation apporte aux algorithmes génétiques la capacité d'atteindre tous 
les points de l' espace d'état, sans pour autant tous les parcourir dans le processus de 
résolution. Ainsi, en toute rigueur, l' algorithme génétique peut converger sans croisement 
et la mutation se divise en deux modes: discret et continu. 
Mutation discrète : L' opération de mutation consiste généralement à tirer 
aléatoirement un gène dans le chromosome et le remplacer par une valeur aléatoire; si la 
notion de distance existe, cette valeur peut être choisie dans le voisinage de la valeur 
initiale. 
Mutation continue: Ce cas consiste à tirer aléatoirement un gène dans le chromosome, 
auquel on ajoute un bruit généralement gaussien. 
L'organigramme qui montre le fonctionnement des algorithmes génétiques et présenté dans 
la Figure 2.5. 
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Figure 2.5 Organigramme de l'algorithme génétique 
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2.4 Théorie de stabilité de Lyapunov : 
Dans la conception de contrôle, nous avons besoin d'enquêter sur la stabilité du 
système, puisque les systèmes instables sont indésirables. L'étude du comportement d'une 
fonction candidate Lyapunov d'un système non-linéaire, en boucle fermée, est une façon 
générale et efficace pour analyser la stabilité. Les fonctions de Lyapunov peuvent être 
utilisées pour concevoir la stabilisation de la rétroaction et des lois de commande adaptative 
[31,32]. 
La stabilité de Lyapunov a été introduite en 1892, par le mathématicien Lyapunov. 
Cependant, ce concept de contrôle a été porté à l'attention de la communauté d'ingénierie 
uniquement au début de l'année 1960. 
2.4.1 Système non-linéaire 
Un système non-linéaire est représenté comme suit: 
X = [(x,u,t) (15) 
avec, u E ~n est le vecteur d'entrée de contrôle, [ E ~n est une fonction vectorielle non-
linéaire, x E ~n est un vecteur d'état, et n est le nombre d'états, aussi appelé l'ordre du 
système. 
Définition 1 [1,31] Le système non-linéaire (15) est autonome si [ ne dépend pas 
explicitement de l'index temporel t , c'est-à-dire que le système peut être écrit comme: 
x = [(x,u) (16) 
Sinon le système est appelé non-autonome. 
30 
Définition 2 [1,31] Un état, x· est un état d'équilibre (ou point d'équilibre) du système 
si une fois x(t) est égal à x ·, il reste égal à x· , pour tous les temps futurs. 
Un système non-linéaire (16) peut avoir plusieurs points d'équilibre qui peuvent être 
trouvés en résolvant: 
[(x · , u) = 0 
Un point d'équilibre spécifique peut également être défini comme: 
y = x-x· = 0 
Donc, x = x· est un point d'équilibre. 
Il existe deux méthodes pour analyser la stabilité, la méthode directe et indirecte. 
La méthode indirecte de Lyapunov, également appelée méthode de linéarisation, est 
utilisée pour analyser la stabilité des systèmes linéaires invariants dans le temps et aussi la 
stabilité locale des systèmes non-linéaires autour d'un point de fonctionnement. 
La méthode directe de Lyapunov n'est pas limitée à la stabilité locale. Elle est aussi 
utilisée pour analyser les propriétés de stabilité des systèmes non-linéaires avec une 
fonction variable dans le temps. 
2.4.2 Systèmes autonomes: 
Dans cette section, nous présentons un aperçu de la théorie de la stabilité de Lyapunov 
appliquée aux systèmes autonomes. 
Principes fondamentaux de la théorie de Lyapunov : 
Définition 3 [1 ,31] Une fonction continue scalaire V(x) est localement définie positive 
si V(O) = 0 et, dans une boule B. 
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v (x) > 0 'V X * 0 , Il X Il < B 
Si V(O) = 0 et la propriété ci-dessus détient sur l'ensemble de l'espace de l'état, 
alors V(x) est globalement définie positive. 
Exemple: (définie positive) 
Considérons la fonction continue scalaire suivante: 
P est une matrice définie positive et V(x) est définie positive. 
Définition 4 Une matrice carrée M est définie positive si pour chaque X * 0, xT Mx > 0 
Donc: 
Cela implique que V(xv xz) est globalement définie positive. 
Exemple: (semi-définie positive) 
La fonction continue scalaire suivante: 
est semi-définie positive. 
Le concept de stabilité: 
La stabilité peut être considérée comme: si un système commence près de l'origine, sa 
trajectoire restera proche de celle-ci. Sinon, le système est instable. Cependant, puisque les 
systèmes non-linéaires sont gouvernés par des dynamiques complexes, alors il faut définir 
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des concepts de stabilité plus raffinés, tels que la stabilité asymptotique, exponentielle et 
globale. 
Dans ce qui suit, ces concepts sont introduits pour les systèmes autonomes. 
Définition 5 (Stabilité dans le sens de Lyapunov [1 ,31]) l'état d'équilibre x = 0 
(l'origine) est stable si, pour R > 0 il existe r > 0 tel que si IIx(O) Il < r , alors IIx(t) Il < R 
pour chaque t 2:: 0 Sinon, l'origine est instable. 
Exemple: (stabilité) 
Considérons le système de pendule: 
. g. 
X2 = - T smxl 
Considérons la fonction énergétique suivante comme une fonction candidate de 
Lyapunov: 
9 1 
V(x) = T (1 - COSX1) + Zxi 
Il est à noter que V(O) = 0 et V(x) est définie positive sur le domaine -1f < Xl < 1f 
La dérivée temporelle de V(x) est donnée par: 
V·() g . . . 0 X = T sznxlXl + X2 X2 = 
V(x) est définie positive et V(x) = 0 implique que l'origine est stable. 
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La fonction de Lyapunov satisfait les conditions de stabilité. Cependant, cela n'implique 
pas que la trajectoire du système converge vers l'origine. La stabilité asymptotique indique 
que si un système commence près de l'origine, sa trajectoire convergera vers celui-ci. 
Définition 6 L'origine est asymptotiquement stable s' il est stable, et si en plus il existe 
un r > 0 tel que IIx(O) Il < r implique que x(t) ~ 0 quand t ~ 00. 
D'autre part, la stabilité exponentielle montre la rapidité de la convergence vers 
l'origine. 
Définition 7 L'origine est exponentiellement stable s'il existe deux nombres strictement 
positifs a et 8 tel que: 
'if t > 0, IIx(t) Il ~ allx(0)lIe-8t 
Dans une boule B autour de l'origine. 
Quand une fonction de Lyapunov ne satisfait pas les conditions de stabilité 
asymptotique ou exponentielle, cela n'implique pas que l'équilibre ne soit pas 
asymptotiquement ou exponentiellement stable. Cela signifie seulement que de telles 
propriétés ne peuvent pas être établies par cette fonction candidate de Lyapunov. Dans de 
nombreuses applications, il n'est pas facile de trouver une fonction Lyapunov pour un 
système donné. Son existence est définie comme suit: 
Définition 8 [1 ,31] Si, dans une boule B, la fonction V (x) est définie positive et a des 
dérivées partielles continues, et si sa dérivée temporelle le long d'une trajectoire d'état du 
système (16) est semi-définie négative, c'est-à-dire: 
V(x) ~ 0 
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Alors V(x) est une fonction de Lyapunov du système (16). 
Les définitions ci-dessus sont énoncées pour décrire le comportement local du système, 
dans une boule B. Par conséquent, le théorème de stabilité locale peut être formulé comme 
suit: 
Théorème 1 : (stabilité locale) [1 ,31] 
Si, dans une boule B, il existe une fonction scalaire V(x) avec des dérivées partielles 
continues telles que: 
V(x) est définie positive (localement en B). 
V (x) est semi-définie négative (localement en B). 
Alors l'origine est stable, et si la dérivée V(x) est localement définie négative dans B, 
alors l'origine est asymptotiquement stable. 
La stabilité globale est un autre aspect important, car le comportement du système 
lorsque les états initiaux sont très éloignés de l'origine n'est pas couvert par le concept de 
stabilité locale. 
Définition 9 [1 ,31] Si l'origine est asymptotiquement ou exponentiellement stable pour 
tout état initial, alors l'état d'équilibre est globalement asymptotiquement ou 
exponentiellement stable. 
Par conséquent, le théorème de stabilité globale peut être formulé comme suit: 
Théorème 2 (stabilité globale) [1 ,31] 
S'il existe une fonction scalaire V(x) avec des dérivées continues de premier ordre tel 
que: 
V(x) est définie positive. 
V(x) est définie négative. 
V(x) --+ 00 tel que IIxll --+ 00. 
Alors l'origine est globalement asymptotiquement stable. 
Exemple: (stabilité globale) 
Considérons le système scalaire: 
xE~ 
Considérez la fonction candidat de Lyapunov : 
1 
V(x) = -x 2 2 
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Il est à noter que V(x) --+ 00 tel que IIxll --+ 00 La dérivée temporelle de V(x) est donnée 
par: 
V(x) = -x4 ::; 0 
V(x) est définie négative pour tout x E ~, par conséquent, l'origine est globalement 
asymptotiquement stable. 
2.4.3 Systèmes non-autonomes 
Dans cette section, nous présentons un aperçu de la théorie de stabilité de Lyapunov 
appliquée aux systèmes non-autonomes. 
Définition 10 [1,31] L'origine est stable si, pour R > 0 il existe un scalaire positif 
r(R, ta) tel que: 
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'if t ~ to, IIx(to)Il < r ~ IIx(t)1I < R 
Sinon, l'origine est instable. 
Comme dans les systèmes autonomes, l'état est maintenu dans une boule de petit rayon 
R quand la trajectoire d'état commence dans une boule de rayon suffisamment petit r . 
Cependant, le rayon r de boule initiale peut dépendre du temps initial to dans des systèmes 
non-autonomes. Puisque le concept de stabilité ne garantit pas la convergence de la 
trajectoire du système vers l'origine, la stabilité asymptotique des systèmes non-autonomes 
est définie comme suit. 
Définition Il [1 ,31] l'origine est asymptotiquement stable si 
Il est stable. 
Il existe r(R, to) > 0 tel que IIx(to)1I < r(R, to) implique que x(t) ~ 0 quand t ~ 
00 
Définition 12 
L'origine est globalement asymptotiquement stable si : 
'if x(to), x(t) ~ 0 quand t ~ 00 
La Figure 2.6 montre les concepts de stabilité. 
l -Asymptotlquement stable 
2-Stable 
3-Instable 
Figure 2.6 Concepts de stabilité 
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Bien que le système soit stable, la principale préoccupation dans certaines applications 
reste la vitesse de convergence de la trajectoire du système, c'est-à-dire à quelle vitesse, il 
approche de l'origine. Cette exigence est présente dans le concept de stabilité exponentielle. 
Définition 13 [1 ,31] L'origine est exponentiellement stable s'il existe deux nombres 
strictement positifs a et 8 tel que pour suffisamment petit x(to) : 
Jusqu'à présent, les concepts de stabilité sont définis à un instant to la stabilité uniforme 
est un concept qui garantit que la stabilité du point d'équilibre est indépendante de to elle 
est définie comme suit: 
Définition 14 [1 ,31] L'origine est uniformément localement stable si le scalaire r dans 
la définition 10 peut être choisi indépendamment de to c'est-à-dire r = r(R) . 
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Pour les systèmes invariants dans le temps, une stabilité uniforme est une stabilité 
asymptotique, qui est définie comme suit: 
Définition 15 [1 ,31] L'origine est localement uniformément asymptotiquement stable si 
elle est uniformément stable. 
il existe un boule d'attraction B dont le rayon est indépendant de ta de sorte que 
toutes les trajectoires du système avec des états initiaux dans B converger vers ° 
uniformément dans ta. 
Avant d'introduire le concept de stabilité globale uniforme asymptotique, définissons 
les fonctions définies positives et décroissantes. 
Définition 16 [1 ,31] Une fonction scalaire variant dans le temps V(x, t) est localement 
définie positive si V(O, t) = ° et il existe une fonction définie positive invariante dans le 
temps Va(x) tel que: 
'V t ~ ta, V(x, t) ~ Va(x) 
Des fonctions globalement définies positives peuvent être définies de manière similaire 
[1,31] . 
Définition 17 [1 ,31] Une fonction scalaire variant dans le temps V(x, t) est dite 
décroissante si V(O, t) = ° et il existe une fonction définie positive invariante dans le temps 
V1 (x) tel que: 
Par conséquent, le concept de stabilité globale uniforme asymptotique est défini comme 
suit: 
39 
Théorème 3 [1,31] Si, dans une boule B autour de l'origine, il existe une fonction 
scalaire V(x, t) avec des dérivées partielles continues tels que: 
V(x, t) est définie positive. 
V(x) est semi-définie négative V(x, t) ~ O. 
Alors l'origine est stable dans le sens de Lyapunov. Si, de plus 
V(x, t) est décroissante. 
Alors l'origine est uniformément stable si V(x) est définie négative V(x, t) < 0 alors 
l'origine est uniformément asymptotiquement stable. 
En outre, si la boule B est remplacée par l'espace d'état du système entier et 
V(x, t) est radialement illimitée. 
Alors l'origine est globalement uniformément asymptotiquement stable. 
Pour les systèmes non-autonomes, il est difficile de trouver une fonction de Lyapunov 
V(x, t) avec une dérivée définie négative V(x, t) < 0 pour conclure la stabilité 
asymptotique. Dans le cas de systèmes autonomes même si V(x) est semi-définie négative, 
la stabilité asymptotique peut encore être déterminée en utilisant des théorèmes d'ensembles 
invariants. Puisque ces théorèmes ne s'appliquent pas aux systèmes variant dans le temps, le 
lemme de Barbalat est alors appliqué. 
Lemme 1 (Barbalat) 
Si la fonction différentiable f (t) a une limite finie quand t --+ 00 et si j (t) est 
uniformément continue, alors jet) --+ 0 quand t --+ 00 . 
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Lemme 2 (Lyapunov-comme Lemme) [1,31] 
Si la fonction scalaire V(x, t) satisfait les conditions suivantes: 
V(x, t) est bornée inférieurement. 
V(x, t) est semi-définie négative. 
V(x, t) est uniformément continue dans le temps. 
Alors V(x, t) -7 0 quand t -7 00. 
Exemple: 
Considérons le système non-linéaire suivant: 
Avec u est un signal d'entrée borné 
1 1 
V = -lIxllz = -(xi + xi) 2 2 
La dérivée temporelle de V 
Remplaçons Xl et Xz dans V 
Ainsi 
V = -2xi ~ 0 
Par conséquent, le système est stable dans le sens de Lyapunov. 
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La fonction positive V qui est décroissante (V :5 0) doit converger vers une limite finie. 
Cela implique que Xl et X2 sont bornés. Donc la dérivée temporelle de V : 
Ainsi V est uniformément continue tant que ii existe et aussi bornée. Par conséquent, 
Lemme de Barbalat montre que V ~ 0 et donc Xl ~ 0 quand t ~ 00. 
Avantages et inconvénients de la deuxième méthode de Lyapunov: 
Avantages: 
• peut être appliquée même si le modèle de système ne peut être linéarisé; 
• permet d'estimer la région de stabilité; 
• dans certains cas, il y a des candidats naturels de fonction Lyapunov, comme des 
fonctions d'énergie dans les systèmes électriques ou mécaniques; 
• la stabilité peut être déterminée sans avoir à résoudre l'équation différentielle. 
Inconvénients: 
• il n'y a pas de méthode systématique pour trouver les fonctions de Lyapunov - parfois 
une question d'essais et d'erreurs; 
• une fonction de Lyapunov pour tout système particulier n' est pas unique. 
2.5 Mode glissant 
En général, les systèmes dynamiques sont soumIS à des perturbations externes et 
internes (variation des paramètres du système), donc les lois de commande classiques sont 
insuffisantes surtout lorsqu'on exige la robustesse et la précision et d'autres caractéristiques 
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dynamiques strictes. Pour résoudre ce problème, on peut utiliser une classe spéciale de 
systèmes de commande, soit les systèmes à structure variable. Ce type de commande est 
insensible aux perturbations et aux variations des paramètres [33 ,10]. 
Depuis longtemps, l' intérêt pour cette commande ne cesse de croître et elle a fait l' objet 
de beaucoup de travaux par H. Harachima au Japon, aux États Unis par J.J. Slotine ainsi 
qu ' en ex-Union soviétique par V. Utkin et ceci à partir des travaux théoriques du 
mathématicien soviétique A.F. Filipov. 
La commande à structure variable (csv) est une commande non-linéaire. La 
caractéristique principale des systèmes à structure variable est que leur loi de commande se 
modifie d 'une manière discontinue [34]. 
2.5.1 Principe de la commande par mode glissant 
La commande en mode glissant est une classe de la commande à structure variable. Elle 
est robuste et efficace pour les systèmes linéaires et non-linéaires. Elle est basée sur la 
commutation de fonctions de variables d ' état, utilisées pour créer une droite (ou surface) de 
glissement. Le but est de ramener la trajectoire d' état vers la surface de glissement et de la 
faire évoluer dessus (régime glissant) avec une certaine dynamique jusqu' au point 
d'équilibre. Sa dynamique est alors insensible aux perturbations extérieures et aux 
variations des paramètres tant que les conditions du régime glissant sont assurées [33 ,10]. 
Ainsi, la conception d ' un contrôleur à mode glissant passe par deux étapes: 
Synthétiser une surface S(x)=O de telle façon que toutes les trajectoires obéissent à 
un comportement bien choisit; 
43 
Déterminer une loi de commande qui attire toutes les trajectoires d ' état vers la 
surface de glissement et aussi les maintenir sur cette surface. 
2.5.2 Base mathématique de la commande par mode glissant 
Considérons un système non-linéaire représenté par [34,35] 
x(t) = [(x, t) + B(x, t) . u(t) (17) 
où: 
x: Vecteur d ' état E 9in 
f: Un champ de vecteur ou fonction vectorielle E 9in 
B: Matrice de commande E mn*m 
u: Vecteur de commande E mm 
Dans sa forme de base, le comportement du système est décrit par deux équations 
différentielles distinctes en fonction du signal de commande [33,35] : 
{
Ui(x) = ut si S(x) > 0 pour i = 1 ... m 
Ui(X) = ui si S(x) < 0 pour i = 1 ... m (18) 
où S (x) est la surface du glissement. 
La commande Ui est construite de façon à ce que les trajectoires du système convergent 
vers la surface de glissement et soient ensuite maintenues sur celle-ci vers le point 
d 'équilibre. 
En pratique, l' organe de commutation est réalisé à partir de relais ou avec une 
implémentation numérique, mais ils présentent des imperfections comme les retards de 
commutations. Dans ce cas, la trajectoire de phase du régime glissant reste au voisinage de 
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la surface de commutation, donnant naissance à des oscillations indésirables qui limitent la 
précision du système; néanmoins il est toujours stable. 
2.5.3 Modes de trajectoires dans le plan de phase 
Dans la commande à structure variable, la réponse d'un système passe en général par 
trois phases (modes). Les étapes sont: 
1- Mode de convergence MC (Reaching Mode) : la variable se déplace à partir de 
n'importe quel point du plan de phase vers la surface de commutation S(x)=O et 
atteint cette surface dans un temps fini; 
2- Mode de glissant MG (Sliding Mode) : la variable d'état est sur la surface de 
glissement et tend vers l'origine du plan de phase; 
3- Le mode en régime permanent MRP (Steady-state Mode) : la variable d'état 
demeure près du point d'équilibre. 
Les modes sont présentés dans la Figure 2.7 . 
SCX") :> 0 
SCx-) <: 0 
SCX") - 0 
Figure 2.7 Les modes de trajectoires dans le plan de phase 
2.5.4 Phénomène de commutation 
Quand le mode glissant existe, il y a une commutation continue entre U max et Umin0 
Pour un système de deuxième ordre avec les grandeurs d'états X1et Xz, le phénomène de 
commutation est représenté dans la Figure 2.8 . 
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Figure 2.8 Phénomène de commutation 
On admet d' abord une hystérèse sur la loi de commande S(x) = 0 ; par conséquent, les 
commutations ont lieu sur les droites parallèles qui sont décalées de ±~Sn. 
À partir de la précédente, on remarque que la trajectoire avec U = Umax touche le seuil 
de basculement inférieur après la trajectoire et orienté vers l' intérieur de l'hystérèse, elle 
touche le seuil de basculement supérieur U = U min et ainsi de suite. Pour un cas idéal, on 
suppose que 1 'hystérèse est très petite; la loi de commutation fait donc des mouvements très 
petits. Par conséquent, la fréquence de commutation est très élevée. 
2.5.5 Choix de la surface de glissement 
La surface S(x) représente le comportement dynamique que l' on désire du système. 1.1 
Slotine [60] a proposé une équation générale pour la détermination de la surface de 
glissement qui assure la convergence de la variable vers le point d' équilibre. 
( a )r-l S(x) = at + ..lx . e(x) (19) 
avec: 
e(x) = Xret - x (20) 
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e(x): L' écart de la variable à régler 
Àx : Constante positive qui interprète la bande passante du contrôle désiré 
r : Degré relatif, égal au nombre de fois qu ' il faut dériver la sortie pour faire 
apparaitre la commande. 
Il faut choisir Àx pour assurer sa très grande attractivité ainsi que le maintien du 
système sur la surface de glissement. 
Par exemple, la surface de glissement est définie: 
{ 
S(x) = e(x) r= 1 
S(x) = Àxe(x) + ë(x) r = 2 
S(x) = À; e(x) + 2Àxé(x) + ë(x) r = 3 
(21) 
S(x) =0 est une équation différentielle linéaire et son unique solution est e(x)=O. 
La chose la plus difficile dans cette commande est de garder S(x) =0 et pour cela, il faut 
satisfaire la condition de convergence. 
2.5.6 Conditions de convergence 
Les conditions d ' existence et de convergence sont les critères qUI permettent aux 
différentes dynamiques du système de converger vers la surface de glissement et d' y rester 
indépendamment de la perturbation. On présente deux types de conditions qui sont 
La fonction de commutation 
La fonction de Lyapunov. 
• Approche directe (Fonction de commutation) 
Cette approche est la plus ancienne, elle est donnée sous la forme 
S(x) . S'(x) < 0 (22) 
47 
• Approche de Lyapunov 
Il s' agit de choisir une fonction de Lyapunov V(x) > 0 (fonction scalaire positive) 
pour les variables d' état du système et de choisir une loi de commande qui fera décroître 
cette fonction. 
V(x) < 0 
Cette approche est utilisée pour améliorer les performances de la commande, l' étude de 
la robustesse et de la stabilité des systèmes non-linéaires. 
La fonction de Lyapunov est définie comme suit. 
V(x) = ~S2(X) (23) 
Pour que la fonction de Lyapunov décroisse, il suffit de s ' assurer que sa dérivée soit 
négative. Ceci est vérifié par la relation suivante: 
V(x) < 0 ~ S(x) . S'(x) < 0 (24) 
Cela peut être exprimé par 
(25) 
Si l' équation (24) est vérifiée, les dynamiques du système sur S(x) ainsi que sa stabilité 
sont indépendantes du système (17) elles dépendent uniquement des paramètres de la 
surface choisie. Ceci explique l'invariance de ces lois de commande par rapport aux 
perturbations agissant sur la partie commande. 
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2.5.7 Détermination de la loi de commande. 
Après le choix de la surface de glissement et les conditions de convergence, il nous 
reste maintenant à déterminer la loi de commande. 
Dans la commande à structure variable, il y a différentes manières de choisir les 
paramètres pour définir la loi de commande. Il y a trois types de structures très répandues : 
la commande par contre-réaction linéaire à gains commutés, la commande par relais et la 
commande équivalente. Les deux dernières approches sont les préférées dans la commande 
des machines électriques. La commande équivalente est schématisée dans la Figure 2.9. 
Perturbation 
Système Sortie 
-1 
S(x) 
Loi de commutation 
Figure 2.9 Schéma fonctionnel de la commande équivalente 
Un vecteur de commande équivalente u eq se définit comme celui qui produit le régime 
glissant idéal. 
Le vecteur u est composé de deux grandeurs ueqet Un soit 
(26) 
U : La grandeur de commande 
U eq : La commande équivalente 
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Un : La composante non-linéaire (grandeur de commande discontinue) 
On calcule la commande équivalente et par la suite, on fait le calcul de la commande 
attractive du système déflni dans l' espace d'état par l'équation (17). 
Lorsque la surface de commutation est atteinte, c'est-à-dire 
• la trajectoire d'état reste sur la surface de commutation Sex) = 0 
• La dérivée de la surface S'ex) = 0, 
Alors on peut écrire U = ueq avec un = O. 
La commande peut être interprétée comme la valeur moyenne que prend la commande 
u lors des commutations entre (umax) et (Umin) . 
Le vecteur U nous permet de régler les dynamiques des modes de fonctionnement: 
U eq : elle a une influence sur le mode glissant; on la détermine grâce aux conditions 
d'invariance; 
Un : elle a une influence sur le mode d'approche; elle garantit l' attractivité de la 
variable vers la surface de glissement. 
Maintenant, on va s'intéresser au calcul de la commande équivalente et de la 
commande attractive du système. On a l' équation (18) qui est donnée comme suit: 
x(t) = {(x, t) + B(x, t) . u(t) 
et aussi 
u(t) = ueq(t) + un 
On peut écrire 
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. dS as ax as [ ] as S(x, t) = - = -a . -a = -a [(x, t) + B(x, t) . ueq + -a [B(x, t) . Un] dt x t x x (27) 
Dans le mode glissant en régime permanent ,S'(x) = 0 et S(x) = 0 . 
On trouve à un = 0 et 
[as ]-1 [as ] ueq = - ax B(x, t) axf(x, t) (28) 
On remplace l'équation (27) dans (28), alors on aura 
. as 
S(x) = ax [Bex, t) . Un] (29) 
La commande un est définie durant le mode de convergence et doit satisfaire la 
condition ,S' < 0 . Afin de satisfaire cette condition, le signe de Un doit être opposé à celui 
de 
ôS S(x, t) . ôx B(x, t) 
. [as ] S(x)S(x) = S(x) ax B(x, t)Un < 0 (30) 
La commande Un est donnée par la forme de base qui est celle d'un relais représenté 
par une fonction signe: 
U = k . sign(S(x)) 
n 
(31) 
avec k > 0 . La fonction est représentée dans la Figure 2.10 . 
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Il ,, 
_____ ..., _k 
Figure 2.10 Commande Un 
En remplaçant l'équation (31) dans (30), on obtient 
. as S(x)S(x) = IS(x)laxk'B(x,t) < 0 (32) 
Le facteur as Bex, t) est toujours négatif pour la classe de systèmes que nous étudions. 
ax 
Le gain k doit être positif afin de vérifier les conditions de l'attractivité et de stabilité. 
Le choix du gain k à une très grande influence sur le temps de réponse du régulateur; si : 
k : est très petit, on aura un temps de réponse très grand. 
k : est très grand, on aura un temps de réponse très petit. 
Cependant, l'utilisation de la commande de type relais peut provoquer des dynamiques 
indésirables et de fortes oscillations au niveau de l'organe de la commande. Le phénomène 
des oscillations de très hautes fréquences est appelé « Chattering » et peut exciter les 
dynamiques, même détériorer l'organe de commande ou endommager les actionneurs. 
2.5.8 Phénomène de chattering 
Un régime glissant idéal suppose une fréquence d'oscillation infinie et aussi des 
éléments idéaux de commutation (relais sans seuil , ni hystérésis, ni retard de commutation), 
ce qui n'est pas le cas en pratique. Donc, durant le régime glissant, les discontinuités 
appliquées à la commande peuvent donner un phénomène de broutement appelé aussi « 
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chattering ». Ce phénomène est caractérisé par des fortes oscillations des trajectoires du 
système autour de la surface de glissement. 
L'origine de ce phénomène est le caractère discontinu de la composante de la 
commande de la forme «k' sign(S(x))» qui permet au point de fonctionnement d'osciller 
autour de la surface de glissement, lorsque le régime permanent est atteint. 
Pour l'élimination du phénomène de chattering, on peut remplacer la fonction «signe» 
par une fonction de saturation adéquate qui filtre les hautes fréquences [36]. 
• Commande adoucie 
{
1 
-K S(x) 
u - E 
n - Ksign(S(x)) 
Il ,, 
si IS(x)1 < E 
si IS(x)1 > E 
Figure 2.11 Commande adoucie «sat» 
• Commande intégrale 
(33) 
Pour rendre une commande discontinue en une commande continue, la fonction signe 
est remplacée par une fonction intégrale. 
S(x) 
un = k IS(x)I+8 + 1] (34) 
Avec 
et 
8 - { 80 
- 80 + Y f S(x)dt 
II" 
si IS(x)1 ~ E 
si IS(x)1 < E 
si IS(x) 1 ~ E 
si IS(x)1 < E 
------------~~------------ S~T) 
Figure 2.12 Commande intégrale 
2.6 Conclusion 
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(35) 
(36) 
La logique floue se rapproche des systèmes complexes en utilisant le raisonnement 
humain. Ainsi, notre connaissance peut être utilisée pour modéliser efficacement 
l'incertitude et la non-linéarité dans les systèmes complexes. Par ailleurs, la logique floue 
est facile à mettre en œuvre et elle est efficace pour un large éventail d'applications. 
Cependant, il devient plus difficile de déterminer entre le bon jeu des règles et les fonctions 
d'appartenance à mesure que la complexité du système augmente. 
Pour obtenir de meilleurs résultats, la logique floue est combinée à des algorithmes 
d'optimisation comme les algorithmes génétiques. 
Divers concepts de stabilité ont été définis pour les systèmes autonomes et non-
autonomes. La méthode indirecte de Lyapunov, également appelée méthode de 
linéarisation, concerne l'analyse de la stabilité des petits mouvements autour de points 
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d'équilibre des systèmes non-linéaires. D'autre part, la méthode directe de Lyapunov est un 
outil puissant utilisé pour l'analyse de la stabilité globale des systèmes non-linéaires. 
La technique de commande en mode de glissement est une méthode d'application 
directe de l' analyse de stabilité de Lyapunov. Elle est simple et robuste face aux 
incertitudes. 
Ce chapitre sert de base théorique pour notre recherche. En tant que telle, la théorie de 
la commande adaptative est combinée à la théorie de la stabilité Lyapunov. Dans les 
chapitres suivants, nous pouvons concevoir des techniques de contrôle adaptatif basées sur 
la théorie de Lyapunov, pour les systèmes dynamiques complexes. 
Chapitre 3 - Nouvelles stratégies de commande de la 
MSAP 
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L'objectif de ce chapitre est de développer des stratégies de contrôles robustes qui 
peuvent faire face aux incertitudes structurées et non structurées aussi réduire la complexité 
des lois de commandes par rapport aux structures classiques de contrôle présentées dans la 
littérature, et cela avec une preuve de stabilité si c 'est possible. 
Avant d' arriver aux résultats finaux, plusieurs commandes ont été réalisées. Le point 
commun entre les structures de commande réalisées est le régulateur adaptatif flou, utilisé 
dans chaque structure et cela, pour tirer plusieurs avantages de la logique floue: 
• La possibilité de concevoir des régulateurs simples et précis. 
• La mise en évidence de l' expertise humaine sous la forme des règles qui régissent le 
fonctionnement des régulateurs. 
• La régression linéaire de la logique floue nous donne la possibilité de prouver la 
stabilité du système avec le théorème de Lyapunov. 
• L'obtention des paramètres standards des régulateurs flous adaptés pour une large 
gamme de machines. 
Pour atteindre le but escompté, on a réalisé plusieurs lois de commande jusqu'à 
l'obtention de la stratégie de commande désirée. On a commencé par minimiser le nombre 
de paramètres de la machine utilisée dans la loi de commande (LF-MG) pour arriver, à la 
fin, à des commandes sans paramètres (LF-simplifiée et LF-LF). On a ensuite utilisé la 
commande LF-LF pour le démarrage sans tests d' identification et pour réaliser la 
commande sans capteur. 
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Les paramètres des régulateurs présentés dans ce travail ont été optimisés avec les 
algorithmes génétiques. 
3.1 Régulateur flou 
Dans notre travail, on a utilisé des fonctions d'appartenance triangulaires. Afin de 
mettre en œuvre une structure parallèle, les univers de discours des deux variables e et ë 
(erreur et sa dérivée) sont distribués de la même façon et ont les mêmes fonctions 
d'appartenance. 
Les variables du contrôleur flou d' entrée et de sortie sont divisées en sept niveaux 
représentés par un ensemble de variables linguistiques: Négatif Grand ( NL ) , Négatif 
Moyen ( NM ) , Négatif Petit ( NS ) , Zéro ( Z ) , Positif Petit ( PS ) , Positif Moyen ( PM ) 
et Positif Grand ( PL) (Figure 3.1 ). 
Le niveau de sortie est réglé sur la base d'un ensemble de règles (Tableau 2-1) à l'aide 
des directives suivantes: ( i ) l'erreur d'accélération est la variable du choix du contrôle en 
vue d'obtenir une réponse douce étant donné qu' elle répond directement à une commande 
de couple ; ( ii) si les signaux d'entrée sont loin du zéro, alors la sortie du régulateur va 
prendre une valeur importante, (iii) si les entrées sont proches de zéro, alors la sortie est 
ajustée à une valeur plus petite pour une approche plus douce, (iv) lorsque les entrées sont à 
zéro, alors la sortie est gardée à zéro. 
Les fonctions d'appartenance triangulaires sont utilisées en raison de leur grande 
efficacité dans le calcul. La méthode centroïde est utilisée pour la défuzzification et le 
signal de commande est obtenu par la logique floue. 
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Pour simplifier la mise en œuvre, tous les contrôleurs flous dans cette étude utilisent la 
même table de règles et les mêmes fonctions d'appartenance. La logique floue est utilisée 
pour un régulateur de vitesse et du courant; la suivante montre leurs fonctions 
d'appartenance. 
N NM NS z PS PM PL NL NM NS Z PS PM PL 
0.5 0.5 
o o 
-0.6 -0.4 -0.2 o 0.2 0.4 0.6 -6 -4 -2 0 2 4 6 
Figure 3.1 Fonctions d'appartenance 
De la structure de logique floue qui est représentée sur la Figure 3.2, les première et 
"-
seconde couches donnent la partie antécédente des règles floues fjJ, alors que les troisième 
et quatrième couches donnent la partie résultante par l'intermédiaire d'une matrice de 
pondération l'adaptation utilisée dans ce travail est basée sur la méthode de lyapunov, de 
sorte que la sortie du régulateur à logique floue peut être écrite comme [1,12]: 
(37) 
où 
& = ~ T W - fjJ T W : Erreur de sortie de la logique floue 
~ ERr: est le vecteur d'une partie logique antécédente floue de fonctions connues 
(régresseur) défini comme suit: 
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(38) 
avec 
W E R r xm : La matrice de poids de la partie conséquente de la logique floue. 
m: Le nombre de sorties. 
Donc TV E R rx l = [YI' Y 2 , ... ,y r ] , avec Y I la partie conséquente de la 1 ième règle de 
la logique floue etl = l, .. r .l=l, ... r 
z 
,--couchel Couche 2 .J \...couche 3 Couche 4 ./ 
y ---v 
Antécédentes Conséquences 
Figure 3.2 Structure de contrôle de logique floue adaptative 
Les sorties de la logique floue pour chaque régulateur peuvent être écrites comme: 
(39) 
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OÙ <Î>ai> <Î>;d sont des vecteurs de fonctions connues (régresseur) de la couche cachée, avec 
WQ]' W;d étant les matrices de poids qui représentent l'estimation des paramètres du système 
représenté par (39). & x est l'erreur de sortie de la logique floue qui peut être décrite par 
Pour les régulateurs flous utilisés dans notre travail (en simulation et en pratique) une 
mise à l ' échelle été effectuée (1 /20 à l ' entrée des régulateurs, 20 dans les sorties des 
régulateurs) pour revenir aux valeurs de départ. 
3.2 Structure de contrôle à base de logique floue adaptative de la MSAP 
La stratégie de contrôle est illustrée dans la Figure 3.3 où ew = w * - W, eid = id * -
. * . id , èw = 6J * - 6J et èid = id - id sont respectivement l'erreur de la vitesse, l' erreur du 
courant, la dérivée de l ' erreur de la vitesse et la dérivée de l'erreur du courant. Ces signaux 
sont les signaux d'entrée des régulateurs flous adaptatifs. Un modèle d'erreur de vitesse 
(modèle de référence) Sw = ew + tPèw génère le signal d'erreur pour l'adaptation du 
régulateur de vitesse [37] . V d est imposée par un autre contrôleur flou tel que le courant id 
est maintenu proche de zéro, avec le modèle d' erreur Sid = eid + tPidèid' 
Les tensions obtenues sont envoyées à la (MUV) pour la commande de l'onduleur. 
L' adaptation des gains d'entrée et de sortie est réalisée dans les contrôleurs flous. 
Cette loi de commande floue est une commande originale pour la MSAP. Elle est la 
combinaison de deux régulateurs flous dans un schéma d'adaptation de modèle de 
référence, l'un pour la vitesse et l'autre pour le courant id. La structure de contrôle proposée 
améliore le contrôleur présenté dans [1 ,12] en étendant la plage de fonctionnement de la 
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vitesse, tout en préservant sa simplicité sans utiliser les paramètres de la machine dans la loi 
de commande. En outre, la stabilité est garantie par la théorie de Lyapunov [1], à la 
différence de nombreuses autres lois de commande. Le développement mathématique de la 
preuve de stabilité [31] et les résultats de simulation sont présentés dans les prochaines 
sous-sections. 
p 
+ 
w MUV ~--""I Onduleur 
(J 
iabcl idq 
Figure 3.3 Structure de contrôle de la commande LF-LF 
3.2.1 Étude de stabilité 
La stabilité du système est prouvée par la théorie de Lyapunov [1,31]. À partir des 
équations, les dynamiques désirées du système peuvent être représentées par la régression 
linéaire suivante. L'équation (9) peut être écrite comme suit: 
(40) 
Remplaçant (10) dans (11) 
W = 7 Gp[(Ld - Lq)idiq + Itiq] - Tt - TL) (41) 
Les deux côtés sont multipliés par 2R~ 
3pll 
2RJ. R (L L)" R . 2R ( ) 
3pÀ W = î d - q Ld Lq + Lq - 3pÀ Tf + h 
On replace Riq de (40) dans (42) 
2RJ. R (L L) " " L d. L . 1 2R ( ) 
-W = - d - Ld L + v, - -L - dPWLd - p/lW - - Tf + TL 3pÀ À q q q q dt q 3pÀ 
Donc 
À partir de (8) 
Les dynamiques désirées du système peuvent être représentées avec une régression 
linéaire de la fonne suivante: 
R· t L d. L . - T Ld + d dt Ld - qPWLq - <l> idW id 
Vd = Rid + Ld :t id - LqpWiq 
La loi de contrôle est défmie comme suit 
où K m' K jd sont des gains positifs. 
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(42) 
(43) 
(45) 
(47) 
(48) 
Considérons un système non-linéaire de (8) et (9) avec la loi de commande (47). La 
stabilité du système en boucle fermée est atteinte avec la loi d'adaptation suivante: 
~ ~ 
W = -PI>S 
où r = diag(yl, y2, ... , yr) et yi est une constante positive i = 1, ... , r. 
Suivant la procédure présentée dans [1] , on définit les signaux de référence sOJ ' Sid 
{ Sw = ew + t/léw = w - wt Sid = eid + t/lidéid = id - id t 
La fonction candidate de Lyapunov est choisie comme suit: 
avec 
2R] 
f1 = 3pÀ . 
Dérivant V : 
Prenant l'équation de la loi de commande à partir de (48), on la remplace dans (52) 
L' erreur de sortie est: 
On replace l ' erreur dans (52) 
D'autre part, l'erreur de sortie peut être écrite comme suit: 
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(49) 
(50) 
(51) 
(52) 
(53) 
(54) 
(55) 
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(56) 
Donc 
(57) 
Utilisant (49) 
(58) 
Donc 
(59) 
Après simplification 
(60) 
Selon l' inégalité de Young 
Va,b E 9iV a > 0 (61) 
Alors 
a 
et si K = K d = - + fJ 
(J) 1 2 
donc 
avec 
. 1 2 2 V ~ -\}' - f3(S{J) + Sid) 
2a 
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(63) 
(64) 
On peut choisir a > 0 et f3 > 0 de telle sorte que il :::; 0, dans une région très 
proche de S = 0; alors le système est stable au sens de Lyapunov. La région est définie 
par l' erreur d' approximation <i> de la logique floue et elle devient plus petite quand <i> ~ 
o. 
3.2.2 Résultats de simulation 
Pour démontrer les bonnes performances de la loi de commande proposée, Plusieurs 
simulations sont effectuées: à vide, en charge, variations paramétriques, comparaison avec 
une commande vectorielle classique PI. 
Pour chaque ensemble de simulations, la réponse du système est étudiée en tenant 
compte de la vitesse commandée, de l'erreur de la vitesse et du courant, les courants et les 
tensions sur les axes d-q et dans les axes ABC et finalement le couple électromagnétique. 
Les simulations ont été réalisées sur une machine de 26 kW -600 tr/min et 5 paires de pôles. 
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Tableau 3-1. Paramètres de la machine 26 kW 
Paramètres Valeurs 
Pn (kW) 26 
Ln (N 'm) 416 
wn (tr/min) 600 
Ld (mH) 15.9 
Lq (mH) 24.8824 
Rs (mil) 361.45 
Â (Wb) 1.65041 
Fr (N 'm 's) 2 
] (kg ·ml ) 5 
P 5 
3.2.2.1 Performances du contrôleur dans le cas des paramètres nominaux 
Les résultats de la Figure 3.4 en fonctionnement normal montrent le bon comportement 
du système dans les modes d'accélération et de décélération. Avec cette loi de commande, 
la machine atteint sa vitesse nominale et la vitesse commandée suit de près la vitesse de 
référence. L'erreur de la vitesse et du courant diminue graduellement avant de se stabiliser 
à des amplitudes négligeables. Nous notons qu'il n'y a pas de paramètres de la machine 
utilisés dans le processus de mise au point des deux contrôleurs; seule une estimation 
approximative est nécessaire afin de définir les fonctions d'appartenance de logique floue 
initiales. 
Les paramètres d' adaptation de la logique floue sont calculés par la méthode présentée 
à la section 3.3. 
!KW = 196.5 tV = 1.02 rw = 19.7 !Kid = 19.7 tVid = 1.02 rid = 0.55 (65) 
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Figure 3.4 (suite) 
3.2.2.2 Effet de changement de la charge 
Pour tester la capacité de la loi de contrôle pour faire face aux perturbations extérieures, 
un couple de charge TL = 416N.m est introduit à l'instant t = 2.5s (Figure 3.5). Lorsque le 
système est soumis à un couple de charge, il compense ce changement inattendu en ajustant 
ses paramètres. Par conséquent, la structure de contrôle a réussi à faire face à la variation du 
couple de charge. 
Le contrôle se fait facilement et le contrôleur de vitesse compense rapidement la 
perturbation et il n'y a pas de déformation du signal de vitesse. En outre, la réponse du 
courant direct est presque entièrement découplée du courant en quadrature. 
Les erreurs de vitesse et de courant sont faibles ; cela démontre la puissance des 
régulateurs flous à faire face aux perturbations externes. 
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3.2.2.3 Effet des variations des paramètres 
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Beaucoup de phénomènes comme un changement de température, du champ 
magnétique, de la liaison de flux et le changement de l'inertie nuisent aux performances de 
la MSAP, car ils affectent ses paramètres internes : 
Lq, Ld, 2: changent avec le changement de champ magnétique surtout avec le 
vieillissement de la machine (courants); 
R : change avec l'échauffement des bobinages statoriques; 
J : change avec la variation de la charge. 
Donc, pour étudier la capacité du système de contrôle pour faire face aux variations de 
paramètres et aux incertitudes paramétriques, les paramètres (Lq, Ld, R, 2, J) sont fixés à 
50% de leur valeur nominale (cas 1) et à 150% de leur valeur nominale (cas 2). 
Dans le casl les contrôleurs ont bien réagi quand on a diminué les paramètres. On peut 
aussi remarquer une légère diminution des erreurs par rapport au cas nominal. 
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Dans le cas2 les paramètres de la machine sont amplifiés à 150% par rapport à leurs 
valeurs nominales, on dire la même chose que dans le cas 1 la commande a bien 
fonctionné. 
Après ce test, on peut dire que la loi de commande a réussi à faire face aux incertitudes 
paramétriques tout en maintenant l'erreur de la vitesse et du courant dans des petites plages. 
La Figure 3.6 montre que le système répond bien à de fortes variations de paramètres 
et que les formes des erreurs restent comparables avec le cas nominal. 
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3.2.2.4 Comparaison entre la commande LF-LF et la commande classique (PI) 
Pour démontrer la capacité de contrôle flou adaptatif, le système de contrôle est comparé 
dans des conditions similaires au contrôle vectoriel classique à base de régulateurs PI. 
Les deux contrôleurs sont syntonisés pour atteindre une réponse transitoire similaire et 
une performance globale dans un cas nominal pour une comparaison équitable. Ensuite, 
différentes situations correspondant à des conditions de fonctionnement variables sont 
présentées aux deux contrôleurs pour mettre en évidence leurs performances respectives. 
Les résultats obtenus montrent la supériorité de la LF par rapport aux techniques de 
contrôle classiques (Figure 3.7). 
Cas nominal : les erreurs de la commande LF sont plus petites donc la précision de la 
commande LF est plus élevée que la commande vectorielle. 
Cas 50% et Cas 150% : la commande LF réussit à faire face aux changements et ses 
performances sont similaires au cas nominal. Par contre, on remarque de fortes oscillations 
dans le cas de la commande vectorielle. 
Le contrôle proposé a une meilleure stabilité lorsque les paramètres varient. 
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3.3 Synthèse optimale et interpolation des paramètres de la logique floue 
Précédemment, on a réalisé une commande floue adaptative qui n'utilise pas les 
paramètres de la machine dans sa loi de commande (3.3). Par contre, il faut déterminer les 
bons paramètres d'adaptation pour pouvoir démarrer et contrôler la machine, donc pour 
atteindre l'objectif de la thèse de démarrer et contrôler n'importe quelle MSAP à partir de 
la plaque signalétique et sans tests d'identification il faut faire une étude sur les paramètres 
d' adaptation de la logique floue adaptative. 
Dans cette partie de travail, les algorithmes génétiques [30] sont appliqués pour trouver les 
paramètres d' adaptation de la logique floue d'une manière plus structurée et plus rapide que 
la méthode essai-erreur pour la structure de commande de la Figure 3.3. La synthèse sera 
74 
ainsi effectuée en définissant d'abord un objectif de commande (fonction objective) et 
ensuite en déterminant numériquement les paramètres optimaux de la loi de commande 
pour minimiser cette fonction objective. Un algorithme génétique sera employé à cet effet. 
Pour pouvoir démarrer la machine sans essais d' identification, nous réalisons une 
optimisation pour toute une gamme de MSAP, pour ensuite utiliser une interpolation pour 
déterminer les paramètres d' adaptation en fonction de paramètres caractéristiques des 
MSAP. Cette interpolation sera possible en déterminant un paramètre caractéristique des 
machines. Les optimisations ont été réalisées avec les conditions nominales de chaque 
machine et sous un couple de charge nominal et une inertie 5 fois celle de la machine. 
Notons que les paramètres de la logique floue pour chaque régulateur sont initialisés à zéro 
La Figure 2.5 représente l' organigramme de l' algorithme génétique utilisé [30]. Pour 
pouvoir classer les meilleures solutions, il nous faut un critère de sélection pour calculer la 
fonction objective (fitness). 
(66) 
où t est le temps de simulation, to est un temps de retard et k est un gain positif très 
élevé. Le second terme a été ajouté pour pénaliser les oscillations dans le taux d'erreur de la 
vitesse, car elles sont plus visibles dans sa dérivée. 
L'algorithme génétique a été employé pour optimiser (66) pour plusieurs MSAP sur 
une large gamme de puissances, Tableau 3-2 ([12,91,111]). 
Nous avons déterminé qu' il y a une forte corrélation et régularité entre les paramètres 
de la loi de commande et le rapport de tension vitesse et du nombre de paires de pôles. Les 
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paramètres caractéristiques ont été déterminés comme suit. À partir de l' équation du flux de 
l'aimant pem1anent, on peut voir que ce dernier est caractérisé par ke et p : 
(67) 
avec ke le rapport tension vitesse et p le nombre de paires de pôles. Nous définissons 
alors 
ke À 
y = p = 7.797 (68) 
Le coefficient y est également inscrit au Tableau 3-2 ([12,91 ,111]). 
Tableau 3-2. Machines utilisées dans l ' étude 
P(kW) W n (tr/min) y 
26 600 0,2116 
10 150 0,1859 
1 1600 0,0683 
2.2 1750 0,0619 
0.18 1000 0,0502 
0.746 1800 0,0402 
1.1 3000 0,0391 
3.8 3000 0,0322 
2 1000 0,0256 
3.5 2500 0,0224 
2.5 1800 0,0224 
1.78 3000 0,0224 
0.785 1500 0,0215 
0.12 5800 0,0171 
0.3 1280 0,01534 
3.15 3000 0,0128 
0.66 4200 0,0089 
1.1 3000 0,0082 
0.500 2400 0,0066 
0.200 3000 0,0058 
0.15 2500 0,0015 
76 
Les résultats obtenus par l'algorithme génétique et avec l' application de l' interpolation 
sur l'ensemble des machines de différentes gammes du Tableau 3-2 ([12,91 ,111]) sont 
illustrés sur la Figure 3.8. 
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Figure 3.8 Paramètres optimaux et leur interpolation 
Nous observons une grande régularité des coefficients des contrôleurs en fonction du 
paramètre y. À partir des résultats d'optimisation et d' interpolation, on peut représenter 
paramètres des contrôleurs et les paramètres d' adaptation de la logique floue par les 
équations suivantes 
{
Kw = 63547y 3 - 22305y 2 + 2560.2y + 104.85 
1/J = 352.28y 3 - 107.75y 2 + 14.874y + 0.34 
rw = 19228y 3 - 6117.3y2 + 527y + 7.4 
{ 
Kid = 19228y 3 - 6117.3y2 + 527y + 7.4 
1/Jid = 352.28y 3 - 107.75y 2 + 14.874y + 0.34 
rid = -1272y 3 + 437.97y2 - 42.338y + 1.505 
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(69) 
(70) 
Ces équations permettent de déduire les paramètres de commande de la logique floue 
pour une MSAP arbitraire en fonction de son facteur y. En d'autres termes, on n'a pas 
besoin de faire des tests d'identification pour pouvoir démarrer une machine. 
3.3.1 Résultats de simulation 
Le Tableau 3-3 présente les paramètres des machines de différentes gammes utilisées 
dans la simulation. 
Tableau 3-3 Paramètres des MSAP (10- 3.8- 0.15) kW 
Paramètres Ml M2 M3 
Pn (kW) 10 3.8 0.15 
Ln (N.m) 610 12.2 2ge-3 
wn(tr/rnin) 150 3000 2500 
Ld (mH) 6 7 0.23 
Lq (rnH) 19 8.3 0.23 
Rs(fl) 2.5 0.94 2.6225 
À (Wb) 1.45 0.2515 12.45e-3 
Fr (N.m.s) 1.5 0.03833 1.32e-5 
] (kg.ml ) 3.7 0.00205 ge-5 
p 12 6 2 
L'application des équations (69) et (70) nous donne le Tableau 3-4 pour les machines 
du Tableau 3-3. 
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Tableau 3-4 Paramètres des régulateurs flous 
Kt,} t/I r tol Kiel t/liel riel y 
Ml 245.6 1.809 27.44 27.44 1.809 0.203 0.1859 
M2 166.6 0.79 18.86 18.86 0.79 0.72 0.0322 
M3 109 0.425 10.41 10.41 0.425 1.365 0.0015 
Les résultats obtenus à vide et en charge sont les suivants. 
3.3.1.1 Machine de 10kW à 150 tr /min 
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Figure 3.9. Résultats de simulation pour une machine de 10 kW 
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3.3.1.2 Machine de 3.8 kW à 3000 tr/min 
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Figure 3.10 Résultats de simulation pour une machine de 3.8 kW 
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3.3.1.3 Machine de 150W à 2500 tr/min 
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Figure 3.11 Résultats de simulation pour une machine de 150 W 
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Figure 3.11 (suite) 
Les résultats de simulation montrent clairement qu'on peut faire fonctionner des 
machines seulement avec la connaissance du rapport ke et le nombre de paires de pôles p; 
cela donne un très grand avantage à cette loi de commande, car elle ne nécessite pas de 
faire l'identification des paramètres pour trouver les paramètres d'adaptation de la logique 
floue, donc pour avoir la possibilité de démarrer les MSAP à partir des données de la 
plaque signalétique. Plus de résultats de simulation sont présentés à l'annexe A. 
3.3.1.4. Les paramètres d'optimisation d'une machine dans une autre 
Pour justifier le but de l'optimisation avec les algorithmes génétiques et de constater 
que les paramètres d'une machine ne peuvent pas faire fonctionner une autre machine. On 
fait fonctionner la machine (M3) avec les paramètres de la machine (Ml). Les résultats 
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obtenus dans la Figure 3.12 révèlent que les paramètres optimisés de (M3), ne peuvent pas 
faire marcher la (Ml), donc on peut dire que les paramètres de chaque machine sont 
propres à elle. 
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Figure 3.12 Paramètres optimisés de Ml dans M3 
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3.4 Commande de la MSAP à base de logique floue et de mode glissant 
La stratégie de contrôle LF-MG est une stratégie qui utilise un régulateur flou pour la 
vitesse et un autre en mode glissant pour le courant. Cette commande est illustrée dans la 
Figure 3.13, où 
respectivement l'erreur de la vitesse, erreur du courant, la dérivée d'erreur de la vitesse et la 
dérivée d'erreur du courant. 
Ces signaux sont envoyés comme entrées aux régulateurs flous adaptatifs. Un modèle 
d'erreur de vitesse (modèle de référence) Sw = ew + l/Jêw génère le signal d'erreur pour 
l'adaptation du régulateur de vitesse. 
Dans [1,12], la tension directe Vd a été forcée à zéro, résultant en une structure de contrôle 
simple et indépendante des paramètres de la machine, mais aussi la réduction de la plage de 
fonctionnement du MSAP. Afin de récupérer la totalité de la plage de fonctionnement, Vd 
est imposée par un autre contrôleur flou tel que le courant Id est maintenu proche de zéro, 
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Les tensions obtenues sont envoyées à la (MUV) pour la commande de l'onduleur. 
L'adaptation des gains d'entrée et de sortie est réalisée dans les contrôleurs flous. Le 
système de commande proposé pour MSAP nécessite seulement la connaIssance 
approximative de l'inductance quadratique Lq de la machine. Le système se compose d'un 
régulateur adaptatif flou de vitesse et d'un dispositif de commande de courant direct Lt en 
mode glissant. Les conditions de stabilité de Lyapunov sont utilisées pour concevoir les 
contrôleurs qui résultent en une faible sensibilité aux perturbations au niveau du couple et 
des variations des paramètres [38]. 
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Figure 3.13 Structure de contrôle de la commande LF-MG 
Les détails du régulateur flou utilisé dans cette stratégie de commande ont été présentés 
au début de ce chapitre et la méthode pour concevoir un régulateur en mode glissant est 
présentée dans la section 2.5. 
Considérons une fonction scalaire positive V ex) > O. La loi de commande doit forcer 
la diminution de cette fonction pour que la surface de glissement soit attractive et 
invariante. 
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On choisit 
(71) 
À partir de la dérivée temporelle de V (x) résulte la condition suivante: 
(72) 
Ceci peut être exprimé par les conditions suivantes: 
(73) 
3.4.1 Loi de commande 
La condition (71) est utilisée pour déterminer une loi de commande appropriée U(t) 
qui ramène la variable contrôlée à la surface de glissement et la garde sur cette surface, 
jusqu'à ce que le point d'équilibre soit atteint: 
(74) 
où Ueq est la composante de commande du modèle de base et UN la composante non-
linéaire. UN est déterminée pour assurer l'attraction de la variable à la surface de glissement 
et satisfaire aux conditions de convergence: 
où [(S,) = { 
avec ê > 0, 8 > O. 
De (8), 
si 155 1 :5 ê 
si 155 1 > ê 
(75) 
(76) 
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(77) 
Considérant id comment une sortie, la surface de glissement pour le régulateur du 
courant id est 
S· (') .' R. LqP W • V d ld = ld f + -ld - --l --
s re Ld Ld q Ld 
Définir la sortie comme 
De (79) 
Avec 
S· (') .' R . LqP W • V dn V do s ld = ldref +-ld ---l ----
Ld Ld q Ld Ld 
où Id et Iq sont les inductances estimées. Alors 
Où 
Désormais 
(78) 
(79) 
(80) 
(81) 
(82) 
(83) 
(84) 
(85) 
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Équation (79) donne 
(86) 
où kd est un gain positif de régulateur du courant. 
Considérant que idret = 0 , alors id;et = 0, tels que la connaissance de Ld n'est pas 
nécessaire. 
On peut écrire (85) comme 
(87) 
Pour garantir que 
(88) 
Sauf éventuellement tout près de la surface de glissement (convergence au voisinage de 
la surface de glissement), il suffit de choisir 
(89) 
Ainsi, la loi de commande (81) devient 
(90) 
3.4.2 Résultats de simulation et discussion 
Pour démontrer les bonnes performances de la loi de commande proposée, plusieurs 
simulations ont été réalisées sur une machine de 26 kW -600 tr/min et 5 paires de pôles: 
- conditions nominales 
- en charge 
- variation des paramètres 
- comparaison avec une commande vectorielle classique PI. 
3.4.2.1 Performances du contrôleur dans le cas des paramètres nominaux 
Le test est réalisé à vide et dans les conditions nominales. 
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Figure 3.14 Réponses du système LF-MG pour les paramètres nominaux 
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Figure 3.14 (suite) 
Les résultats de la Figure 3.14 a en fonctionnement normal montrent le bon 
comportement du système dans les modes d'accélération et de décélération. La machine 
atteint sa vitesse nominale et la vitesse commandée suit de près la vitesse de référence, ce 
qui n'est pas le cas avec seulement le contrôleur flou adaptatif [5] . 
Figure 3.14 b et Figure 3.14 d montrent que les erreurs sont très petites; cela démontre 
la précision du régulateur. 
Nous notons que seule inductance Lq a été utilisée dans le processus de réglage des 
deux contrôleurs. 
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3.4.2.2 Effet de changement de la charge 
Pour évaluer la capacité du contrôleur pour faire face à des perturbations externes, un 
couple de charge de TL = 416N. m est introduit à l'instant t = 2.5 s (Figure 3.15). Le 
contrôleur de vitesse compense rapidement la perturbation dans la Figure 3.15, on peut voir 
qu'il n'y a pas de déformation dans la vitesse et la machine atteint sa vitesse nominale et la 
vitesse commandée suit de près la vitesse de référence. Et la réponse en courant direct est 
presque entièrement découplée du courant en quadrature. 
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Figure 3.15 Réponses du système LF-MG avec un couple de charge TL = 416N. m 
à t=2.5s 
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Figure 3.15 (suite) 
3.4.2.3 Effet des variations des paramètres 
Pour étudier les performances des contrôleurs contre les incertitudes paramétriques, les 
paramètres (Lq, Ld, R, À, 1) sont fixés à 50% de leur valeur nominale (cas 1) et à 150% de 
leur valeur nominale (cas 2). Les résultats sur la Figure 3.16 montrent que le système 
répond bien aux grandes variations des paramètres et que l'erreur de vitesse reste 
comparable avec le cas nominal. 
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Après ce test, on peut dire que la loi de commande a réussi à faire face aux incertitudes 
paramétriques tout en maintenant l'erreur de la vitesse et du courant dans des petites plages. 
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Figure 3.16 Réponses du système LF-MG avec les variations paramétriques 
3.4.2.4 Comparaison entre la commande LF-MG et la commande classique (PI) 
Les résultats suivants montrent la comparaison entre la commande LF-MG et la commande 
vectorielle classique à base de régulateur PI dans trois conditions (Figure 3.17) : 
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Cas nominal: les erreurs de la commande LF-MG sont plus petites donc la précision de 
la commande LF-MG est plus élevée que la commande vectorielle 
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Cas 50% et Cas 150% : la commande LF-MG réussit à faire face aux changements et 
ses performances sont similaires au cas nominal. Par contre, on remarque des fortes 
oscillations dans le cas de la commande vectorielle. 
En plus d'obtenir des erreurs de vitesse plus petites, le système de contrôle proposé réagit 
mieux face aux incertitudes paramétriques. 
Le contrôleur LF-MG permet d'améliorer les performances de la loi de commande 
présentée dans [1 ,12] avec une petite augmentation de la complexité et avec seulement 
l'exigence de la connaissance de l'inductance en quadrature. Les résultats de cette loi de 
commande donnent raison à notre choix parce qu ' en plus de sa simplicité, elle nous donne 
les résultats escomptés. 
3.5 Structure de contrôle simplifiée à base de logique floue adaptative de la 
MSAP 
Dans cette partie du travail, on présente une structure de contrôle simplifiée à base de 
logique floue adaptative de la MSAP. Contrairement aux nombreuses techniques de 
contrôle de la MSAP, la stratégie proposée permet d'atteindre le suivi de la vitesse sans 
boucle de courant. Par conséquent, la complexité du contrôle est réduite. Une méthode 
simple et efficace est utilisée pour ajuster la tension de l'axe d de la machine afin de 
préserver l'efficacité de la machine. La stabilité du schéma de commande est prouvée par la 
théorie de stabilité de Lyapunov [1] et ses performances sont validées par une série de 
simulations sur un modèle de la MSAP [39]. 
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Figure 3.18 Structure de contrôle de la commande LF - simplifiée 
On définit ew = (ù - (ù * et êw = w - w*, respectivement, comme l'erreur de vitesse et 
de sa dérivée. La tension directe Vd est gardée sous contrôle grâce à une méthode très 
simple, la tension de commande dans l'axe d est directement proportionnelle à la vitesse de 
référence inverse : 
(91) 
où 
(92) 
(93) 
Ts : est la période d 'échantillonnage 
3.5.1 Étude de stabilité 
À partir des équations, la dynamique désirée du système peut être représentée par la 
régression linéaire suivante: Les équations (10) et (11) donnent 
96 
(94) 
Remplaçant (94) dans (9) résulte en 
TT ZR]. R CL L)" ZR ZR L d. Vq=---:;-W-~ d- q LdLq+---:;-Tf+---:;-TL+ q-Lq 3pA A 3pA 3pA dt 
Les dynamiques désirées du système peuvent être représentées avec la régression 
linéaire <1> T et la loi de contrôle peut être définie comme : 
(96) 
Considérons un système non-linéaire (8) et (9) avec la loi de commande (96). La 
stabilité du système en boucle fermée est atteinte avec la loi d'adaptation suivante: 
(97) 
où r = diag (yi, y2, ... , yr) et yl est une constante positive avec l l, ... ,r. 
La fonction candidate de Lyapunov peut être choisie comme: 
(98) 
Suivant la procédure présentée dans [1] , on définit le signal de référence sm 
S = e + ll'é = w - wt w w 't' w (99) 
Dérivant V 
(100) 
S· .. / m =OJ-OJ (101) 
On replace l ' erreur dans (93) 
On obtient 
Aussi on a 
Donc 
Utilisant 
Avec l' application de l' inégalité de Young 
Alors 
a 
et K = - + [J 
(j) 2 
\:Ja,b E 9î\:J a> 0 
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(102) 
(103) 
(l04) 
(l05) 
(l06) 
(107) 
(l08) 
(l09) 
(110) 
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où a, f3 sont des constantes positives 
Donc 
(111) 
Alors, 'V Sw =1= 0, 3 a > 0 et f3 > 0 tel que li ~ 0 , le système et stable au sens de 
Lyapunov (stabilité locale). 
3.5.2 Résultats de simulation 
Pour démontrer les bonnes performances de la loi de commande proposée, plusieurs 
simulations ont été réalisées sur une machine de 26 kW -600 tr/min et 5 paires de pôles: 
- conditions nominales 
- en charge 
- variation des paramètres 
- comparaison avec une commande vectorielle classique PI. 
3.5.2.1 Performances du contrôleur dans le cas des paramètres nominaux 
Les résultats de la Figure 3.19 en fonctionnement normal montrent le bon 
fonctionnement du système dans les modes d'accélération et de décélération. Les résultats 
montrent un bon comportement de la loi sur le contrôle des paramètres nominaux avec une 
loi de contrôle très simple pour V d et sans utilisation directe des paramètres de la machine. 
La vitesse commandée suit très bien la vitesse de référence comme le montre la Figure 3.19 
b; l'erreur de vitesse est très faible et les courants dans la machine ne dépassent pas le 
courant nominal. 
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Figure 3.19 Réponses du système LF --Simplifiée pour les paramètres nominaux 
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3.5.2.2 Effet de changement de la charge 
Pour évaluer la capacité du contrôleur pour faire face à des perturbations externes, un 
couple de charge TL = 10N. m est introduit à l'instant t = 2.5 s Figure 3.20. Le régulateur 
de vitesse compense rapidement la perturbation et les résultats obtenus confirment le bon 
fonctionnement de cette commande. 
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Figure 3.20 Réponses du système LF-simplifiée avec un couple de charge 
TL = 10N. m à t=2,5s 
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Figure 3.20 (suite) 
3.5.2.3 Effet des variations des paramètres 
Pour étudier les performances du contrôleur contre les incertitudes paramétriques, les 
paramètres (Lq, Ld, R, 2, J) sont fixés à 50% de leur valeur nominale (cas 1) et à 150% de 
leur valeur nominale (cas 2). Les résultats sont présentés sur la Figure 3.21 et illustrent le 
fait que le système répond bien à des variations importantes des paramètres et que l'erreur 
de vitesse reste comparable au cas de consigne (Figure 3.21 a). 
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Figure 3.21 Réponses du système LF-simplifiée avec les variations paramétriques 
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3.5.2.4 Comparaison entre la commande LF-simplifiée et la commande classique (PI) 
Le système de contrôle est comparé au contrôle vectoriel classique (contrôleurs PI). 
Les résultats des trois cas de paramètres du moteur sont présentés dans la Figure 3.22. 
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Figure 3.22 Comparaison de l'erreur de la vitesse 
En plus d'obtenir des erreurs de vitesse plus petites, le contrôleur proposé donne une 
bien meilleure stabilité lorsque les paramètres varient. 
La loi de commande proposée atteint ses objectifs. Les résultats de simulation montrent 
la bonne performance du contrôleur, en absence de charge et avec charge, et avec 
l'incertitude paramétrique. Performance et robustesse sont supérieures de la commande PI 
classique. 
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3.6 Commande sans capteur de la MSAP 
Le but de ce travail est de proposer une stratégie hybride sans capteur de contrôle pour 
la MSAP pour réaliser un suivi précis de la vitesse avec des paramètres inconnus. La 
stratégie de contrôle est une combinaison de deux régulateurs flous dans un schéma 
d'adaptation de modèle de référence, l'une pour la vitesse et l'autre pour le courant, et un 
réseau neuronal artificiel pour estimer la vitesse de la machine. Le réseau de neurones 
utilisé pour l'estimation de la vitesse se constitue d'une couche d'entrée deux couches 
cachées et une couche de sortie; la théorie sur les réseaux de neurones est présentée dans 
l'annexe B. 
La structure de commande proposée améliore le contrôleur présenté dans [1 ,12] par 
addition d'un estimateur de vitesse qui utilise seulement la connaissance de la constante de 
flux (information disponible sur la plaque signalétique de la machine) pour estimer une 
vitesse. Nous pouvons donc commander la machine avec une loi de contrôle sans nécessiter 
une vaste identification des paramètres de la machine [40]. 
La stratégie de contrôle est illustrée dans la Figure 3.23. 
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Figure 3.23 Commande sans capteur de la MSAP 
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Sont respectivement l'erreur de vitesse de la machine, l ' erreur du courant et leurs 
dérivées par rapport au temps. Ces signaux sont employés comme entrées aux régulateurs 
flous adaptatifs. Aussi, eq = J (Vq - Vq* )dt désigne l'erreur d'observation, avec Vq* étant 
la tension en quadrature souhaitée en fonction du temps et Vq étant son estimation définie 
par: 
(112) 
Les sorties des contrôleurs flous et du RNA peuvent être écrites comme suit: 
~ T ~ T ~d = <Did ~d = <D id Wid + &id 
~ T ~ T 
Yv = <Dv W v = <D v W v + & v 
~ ~ 
<t> (i)' <t>jd sont des vecteurs de couches cachées de fonctions connues (régresseurs), avec 
~ ~ ~ 
W(i}' W;d' ~ les matrices de poids qui représentent l'estimation des paramètres du système. 
E x est l'erreur de sortie des contrôleurs flous et du RNA, décrite par e x = ci>/ w.x - <l> / Wx 
avec x est 0) ou id. 
Les modèles de référence sont écrits sous la fonne 
Sw = ew + 1/Jéw 
Sid = eid + 1/Jid éid 
où 1/J, l/Jid sont des constantes positives. 
La loi de commande peut être définie comme: 
(113) 
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(114) 
avec 
(115) 
et KWI KOI Kidl Kv sont des gains positifs. 
3.6.1 Résultats de simulation 
Pour démontrer les performances de cette loi de commande, des simulations à vide et 
en charge sont réalisées sur une machine de 3.5kW et 2500 tr/min. 
Tableau 3-5 Paramètres de la machine 3.5 kW 
Paramètres Valeurs 
Pn (kW) 3.5 
ln (N.m) 12 
wn(tr/min) 2500 
Ld (mH) 7.7 
Lq (mH) 7.7 
Rs(.n) 3.3. 
À (Wb) 0.175 
Fr (N.m.s) 0.0002 
J (kg.m2) 0.0008 
p 4 
3.6.1.1 Performances du contrôleur dans le cas des paramètres nominaux 
La Figure 3.24 montre le bon comportement du système dans les modes d'accélération 
et de décélération dans les conditions nominales. Même sans capteur, on voit que la 
machine atteint sa vitesse nominale et la vitesse commandée suit de près la vitesse de 
référence. Les erreurs actuelles sont également très petites. Nous notons que les seuls 
107 
paramètres de la machine qui sont utilisés dans le processus de mise au point des deux 
contrôleurs et de l'estimateur de vitesse sont la constante de flux et le nombre de paires 
de pôles, soit des données disponibles sur la plaque signalétique de la machine. 
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Figure 3.24 Réponses du système sans capteur pour les paramètres nominaux 
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Figure 3.24 (suite) 
3.6.1.2 Effet de changement de la charge 
8 
Pour évaluer la capacité de la loi de commande sans capteur pour faire face à des 
perturbations externes, un couple de charge TL = 12N. m est introduit à l'instant t = 2.5s 
Figure 3.25.L'estimateur de la vitesse réagit très bien et la vitesse est compensée 
rapidement suite à la perturbation, même sans capteur la commande a réussi à atteindre 
les résultats escomptés; la Figure 3.25 à montre que même en présence des 
perturbations externes la vitesse estimée par le réseau de neurones suit la vitesse de 
référence. 
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Figure 3.25 Réponses du système sans capteur avec un couple de charge TL = 12N. m à t=2.5s 
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Figure 3.25 (suite) 
Ce travail présente des lois de commande pour la machine synchrone à aimants 
permanents. 
- La commande LF -LF est un système de contrôle à base de logique floue adaptative pour 
MSAP, pour faire face aux incertitudes structurées et non structurées. Nous avons pu 
démontrer la robustesse du contrôleur face aux variations des paramètres. Ces 
performances ont été obtenues sans une connaissance précise des paramètres de la 
machine, en outre, la stabilité du système est prouvée par la théorie de Lyapunov. 
-La commande LF-MG qui permet d'améliorer les performances de la loi de commande 
présentée dans [1 ,2] avec une petite augmentation de la complexité et avec seulement 
l'exigence de la connaissance de l'inductance en quadrature. Les résultats de cette loi de 
commande donnent raison à notre choix parce qu'en plus de sa simplicité elle nous donne 
les résultats escomptés. 
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-Le but de la commande LF-simplifiée est d'améliorer l'efficacité énergétique de la 
commande de la machine synchrone à aimants permanents dans [12], La loi de commande 
proposée a atteint ses trois objectifs. Les résultats de simulation montrent la bonne 
performance du contrôleur, en l' absence de charge et avec charge, et avec l'incertitude 
paramétrique. La performance et la robustesse sont supérieures à la commande PI 
classique. 
-La commande sans capteur ne nécessite pas de connaissances des paramètres de MSAP. 
Seulement, le flux de l' aimant permanent et le nombre de paires de pôles, qui peuvent être 
tirés de la plaque signalétique de la machine sont requis par les contrôleurs. La structure de 
commande avec logique floue et RNA, fait face aux incertitudes structurées et non 
structurées avec efficacité. 
Le Tableau 3-6 nous donne les avantages et inconvénients de chaque loi de commande. 
Tableau 3-6 Avantages et inconvénients des lois de commande 
Commande Nombre de paramètres utilisés Stabilité Puissance atteinte 
LF-LF 0 prouvée Toute la puissance 
LF-MG 1 Non démontrée Toute la puissance 
LF -simplifiée 0 prouvée La moitié de la vitesse 
nominale pour une grande 
puissance 
Sans capteur 0 Non démontrée Toute la puissance 
11 2 
Chapitre 4 - Validations expérimentales 
4.1 Introduction 
Dans ce chapitre, on va passer à l' étape pratique, c'est-à-<lire présenter la validation 
expérimentale des différentes stratégies de commande réalisées dans le chapitre précédent, 
dont le but était de minimaliser les paramètres de la machine dans la loi de commande et 
aussi essayer de démarrer la MSAP sans passer par l' étape d' identification. 
Dans une première partie, nous présenterons la plate-fonne de commande qui a servi 
pour la validation expérimentale (le banc d'essai) . 
La seconde partie de ce chapitre sera consacrée à la validation expérimentale des lois de 
commande avec le système RT-LAB et nous proposerons un ensemble de résultats 
expérimentaux. 
4.2 Banc expérimental 
Le banc d'essai est constitué par les éléments suivants: 
1. Une platefonne de simulation en temps réel RT-LAB avec système d'exploitation QNX 
Neutrino v6.5. 
2. Un PC -Windows avec RT-LAB v8.03 et MATLAB v7.01 , temps d'échantillonnage 
Ts= 5e-5 s. 
3. Deux onduleurs de tension triphasée alimentés par un bus cc commun Vcc=290V. 
4. Une source triphasée variable (avec rhéostat) et disjoncteur. 
5. Un transfonnateur triphasé de 3kV A. 
6. Une machine asynchrone de 1 HP utilisée comme charge. 
113 
7. Deux machines synchrones à aimant permanent de IHP et 3kW. 
8. Capteurs de tension. 
9. Capteurs de courant. 
10. Capteur de vitesse incrémentale. 
La Figure 4.1 représente les principaux éléments du banc d'essai. 
Système RT-LAD Ondoleur Triphasé Machines 
Figure 4.1 Banc d'essai 
4.3 Tests expérimentaux de la Structure de contrôle à base de logique floue 
adaptative de MSAP 
La stratégie de commande est une combinaison de deux régulateurs flous dans un 
schéma d'adaptation de modèle de référence, l'un pour la vitesse et l'autre pour le courant id. 
Aussi, dans cette partie du travail, nous utilisons les résultats obtenus dans la section 3.2 
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pour déduire les paramètres des régulateurs flous; avec cela démarrer la MSAP sans 
paramètres. Pour ce test, on va utiliser deux machines: une de 1 HP et l'autre de 3kW. 
Dans les tests pratiques, on a choisi une consigne de la vitesse lente (près de 10 s pour 
atteindre le régime permanent) à cause de la limitation du banc d'essai (protection). 
4.3.1 Résultats expérimentaux Machine 1 HP 
Pour tester les performances de la commande sur une machine de 1 HP, deux tests 
pratiques sont réalisés: un à vide et l ' autre en charge. 
Tableau 4-1. Paramètres de la MSAP 1 HP 
Paramètres Valeurs 
Pn (kW) 0.75 
ln (N·m) 2 
wn(tr/min) 3600 
Lt-tCmH) 7.8 
Rt-tCD.) 2.4 
KeCVs) 0.42 
KtCN. m/Amp) 0.73 
p 3 
Les paramètres des régulateurs sont obtenus avec la méthode qui est représentée dans la 
section 3.3 et les paramètres sont les suivants: 
IKw = 150.9 \jJ = 0.689 rw = 15.10 1 Kid = 15.1 \jJid = 0.689 rid = 0.8167 (116) 
4.3.1.1 À vide 
Les résultats obtenus sont les suivants : 
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Figure 4.2 Réponses du système LF-LF à vide 
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Les résultats du test expérimental à vide (Figure 4.2) montrent que cette loi de 
commande fonctionne très bien pour une machine de 1 HP et cela malgré que dans la 
construction de cette loi de commande, il n' y a pas de paramètres mesurés. 
Les résultats obtenus confirment le bon comportement du système dans les modes 
d'accélération et de décélération. Et on peut dire qu 'avec cette loi de commande, la 
machine atteint la vitesse de référence et la vitesse commandée suit de près la vitesse de 
référence. Les erreurs actuelles sont également très petites. Sachons que les seules 
informations utilisées pour démarrer la machine sont tirées de la plaque signalétique et 
que les résultats expérimentaux sont comparables dans la forme aux résultats des 
simulations dans les sections 3.2 et 3.3. 
4.3.1.2 En charge 
Pour tester la capacité de la machine à faire face aux perturbations, un couple de charge 
LL = 1.5N. m été introduit à l' instant t= 54s (Figure 4.3). 
À partir des résultats, on peut dire que le contrôle se fait facilement et que le contrôleur 
a réagi rapidement et efficacement à l ' introduction du couple de charge et il compense 
la perturbation de la même manière que dans les simulations dans les sections 3.2 et 3.3. 
Les résultats obtenus sont les suivants: 
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Figure 4.3 Réponses du système LF·LF en charge 
4.3.2 Résultats expérimentaux Machine 3kW 
Pour confirmer les résultats de la commande sur une machine de 1 hp et aussi démontrer 
que les paramètres d'adaptation de la logique floue obtenus dans la section 3.3 fonctionnent 
sur plusieurs gammes de machines, des tests sont réalisés sur une machine de 3kW. 
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Tableau 4-2. Paramètres de la MSAP 3kW 
Paramètres Valeurs 
Pn (kW) 3 
Ln (N'm) 15.9 
wn(tr/min) 1800 
Lt-tCmH) 1.7 
Rt-tCD.) 0.757 
KeCVs) 0.83 
KtCN. ml Amp) 1.44 
p 4 
Les paramètres des régulateurs sont obtenus avec la méthode qui est présentée dans la 
section 3.3 et les paramètres sont les suivants : 
1 
Kw = 173.4 
tV = 0.839 
rw = 17.36 
4.3.2.1 À vide 
lKid = 17.36 tVid = 0.839 rid = 0.588 (117) 
Comme précédemment, les résultats du test expérimental à vide (Figure 4.4) montrent 
que cette loi de commande appliquée sur une machine de 3kW fonctionne très bien malgré 
l'absence des paramètres de la machine de la loi de commande. Aussi, la machine a pu être 
démarrée seulement avec les paramètres d' adaptation qui sont calculés auparavant. Sachons 
que les seules informations utilisées pour démarrer la machine sont tirées de la plaque 
signalétique et que les résultats expérimentaux sont comparables aux résultats des 
simulations dans les sections 3.2 et 3.3. 
Les résultats obtenus sont les suivants: 
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Figure 4.4 Réponses du système LF-LF à vide 
4.3.2.2 En charge 
Les résultats obtenus sont les suivants: 
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Figure 4.5 Réponses du système LF-LF en charge 
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Pour confinner une fois pour toutes que la loi de commande fonctionne très bien avec 
les paramètres d'adaptation de la section 3.3 un test avec un couple de charge a été effectué. 
Pour tester la capacité de la machine à faire face aux perturbations, un couple de charge 
Tr=4 N.m a été introduit à l' instant t= 59s (Figure 4.5). 
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À partir des résultats, on peut dire que la machine a réagi rapidement et efficacement à 
l' introduction du couple de charge. 
4.4 Tests expérimentaux de la commande de la MSAP à base de logique floue et 
de mode glissant 
La commande hybride pour MSAP se compose d'un régulateur adaptatif flou de 
vitesse [29] et un dispositif de commande de courant direct Id en mode glissant 
(section 3.4), le système nécessite seulement la connaissance approximative de 
l'inductance quadratique de la machine 
Les paramètres des régulateurs sont obtenus avec la méthode essai-erreur. 
4.4.1 Résultats expérimentaux pour machine de 1 HP 
4.4.1.1 À vide 
Les résultats pratiques obtenus à la Figure 4.6 avec cette loi de commande montrent que 
la loi de commande fonctionne bien à vide; et la vitesse commandée suit de près la vitesse 
de référence ces résultats sont comparables aux résultats des simulations dans la section 3.4 
Le seul paramètre de la machine qui rentre dans la constitution de la loi de commande 
est l ' inductance Lq. 
Les résultats du test à vide sont représentés dans les figures suivantes. 
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Figure 4.6 Réponses du système LF-MG à vide 
4.4.1.2 En charge 
Les résultats obtenus en charges sont les suivants. 
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Pour tester la capacité de la machine à faire face aux perturbations, un couple de charge 
TL = 1.SN. m a été introduit à l' instant t= 52s (Figure 4.7). 
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À partir des résultats, on peut dire que la machine a réagi rapidement et efficacement à 
l' introduction du couple de charge donc on peut dire que cette commande fonctionne très 
bien dans la pratique et en théorie. 
4.5 Tests expérimentaux de la Structure de contrôle simplifiée à base de logique 
floue adaptative de MSAP 
La structure de contrôle simplifiée à base de logique floue adaptative de la MSAP (section 
3.5) permet d'atteindre le suivi sans boucle de courant. Par conséquent, la complexité du 
contrôle est réduite. 
Les paramètres des régulateurs sont obtenus avec la méthode essai-erreur. 
4.5.1 Résultats expérimentaux de la machine de 1HP 
4.5.1.1 À vide 
Les résultats pratiques obtenus à la Figure 4.8 avec cette loi de commande montrent que 
la loi de commande fonctionne bien à vide; et la vitesse commandée suit de près la 
vitesse de référence ces résultats sont comparables aux résultats des simulations dans la 
section 3.5, et cela malgré que la tension Vd n'est pas commandée; elle est laissée 
flottante. 
Les résultats à vide de la commande LF-simplifiée sont les suivants: 
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Figure 4.8 Réponses du système LF-Simplifiée 
4.5.1 .2 En charge 
Les résultats en charge de la commande LF -simplifiée sont les suivants : 
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Figure 4.9 Réponses du système LF -Simplifiée en charge 
Pour tester la capacité de la machine à faire face aux perturbations, un couple de charge 
TL = 1.5N. m a été introduit à l'instant t=52 s (Figure 4.9). 
À partir des résultats, on peut dire que la machine a réagi rapidement et efficacement à 
la perturbation externe et la vitesse commandée suit de près la vitesse de référence. 
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4.6 Conclusion 
Dans ce chapitre, on a vu l' application des lois de commande réalisées dans le chapitre 
précédent dans la pratique. 
On a commencé par confirmer la commande LF-LF avec les paramètres d'adaptation 
calculés dans la section 3.3 donc on a fait des tests sur deux machines synchrone à aimant 
permanent une de IHP et l' autre de 3kW et les résultats obtenus dans la pratique ont 
confirmé les résultats théoriques. 
Après on a réalisé des tests pratiques à vide et en charge pour les commandes LF-MG 
et LF-Simplifiée. Les résultats obtenus ont confirmé les résultats des simulations obtenus 
précédemment (3.4), (3.5); on peut donc dire que les lois de commande fonctionnent sans 
aucun problème dans la pratique. 
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Chapitre 5 - Conclusion générale 
La MSAP est très utilisée dans l ' industrie (véhicules électriques, éoliennes .. . ), mais 
comme toutes les machines électriques, elle souffre du problème de commande lié surtout 
aux paramètres internes de la machine. Comme les paramètres de la machine entrent dans 
la conception des lois de commande, cela veut dire qu'avec le temps, le changement de ces 
paramètres va affaiblir la robustesse des contrôleurs et ainsi nuire au bon fonctionnement 
de la machine, en plus de demander beaucoup de travaux d' identification, qui ne sont pas 
toujours faciles à réaliser, car les paramètres sont variables avec plusieurs facteurs comme 
la température, l' usure, etc. 
Dans cette thèse, plusieurs stratégies de contrôle ont été proposées pour l' entraînement 
de la machine synchrone à aimants permanents. 
Les régulateurs adaptatifs (logique floue, réseaux de neurones) peuvent faire face à 
plusieurs incertitudes paramétriques et aussi permettent d' implémenter des structures de 
contrôle sans ou avec un minimum de paramètres. Ces stratégies ont été simplifiées et leur 
stabilité a été prouvée par la théorie de la stabilité de Lyapunov. 
Dans le chapitre 3, plusieurs lois de commandes ont été développées pour le contrôle de 
la MSAP et pour atteindre les objectifs fixés à savoir une loi de commande simple, sans 
paramètres et une preuve de stabilité complète. 
La première commande qu' on a développée est la commande LF-MG [36]. Dans cette 
stratégie, on a fait la combinaison de deux méthodes : la logique floue pour contrôler la 
vitesse et le mode glissant pour contrôler le courant direct h Avec cette loi de commande, 
on a réussi à minimiser le nombre de paramètres de la machine qui sont présents dans la loi 
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de commande, car dans cette commande seulement l' inductance Lq rentre dans le calcul des 
régulateurs. 
Cette loi de commande est simple, mais aussi elle peut faire face aux incertitudes 
paramétriques et aux perturbations externes. Les performances de cette stratégie de 
commande ont été démontrées dans la simulation (section 3.4) et dans la pratique (section 
4.2). Le problème de cette commande est l' absence d'une preuve de stabilité complète pour 
cela, on a développé la commande suivante. 
La commande LF-simplifiée [39] a été développée pour résoudre les problèmes de la 
commande précédente, c 'est-à-dire l'absence de preuve stabilité complète et la présence de 
l'inductance Lq dans le régulateur par mode glissant. 
Avec cette stratégie de commande, on peut dire qu'on a atteint nos objectifs, car cette 
commande est très simple. En plus, elle a une preuve de stabilité et une absence totale des 
paramètres de la machine dans les régulateurs. Les performances de cette stratégie de 
commande ont été démontrées dans la simulation (section 3.5) et dans la pratique (section 
4.2). Le problème de cette loi de commande est qu'elle n'atteint que 50% de la puissance 
pour les très grandes machines à cause de leur force électromotrice très élevée. 
Pour trouver une solution aux deux commandes précédentes, on a développé une autre 
commande, c'est la commande LF-LF [37]. La commande LF-LF utilise deux régulateurs 
flous adaptatifs : un pour contrôler la vitesse et l' autre pour contrôler le courant h Cette 
combinaison nous a permis d'atteindre nos objectifs, c'est-à-dire contrôler la machine 
synchrone à aimants permanents sans que les paramètres internes de la machine ne soient 
présents dans les régulateurs aussi de donner une preuve complète de stabilité avec le 
théorème de Lyapunov. Les performances de cette stratégie de commande ont été 
démontrées dans la simulation (section 3.2) et dans la pratique (section 4.2). 
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Les résultats de simulation et expérimentaux des stratégies de contrôle réalisées 
précédemment (LF-MG et LF-simplifiée, LF-LF) [37,38,39] ont démontré le bon suivi de 
la vitesse de consigne et avec précision, ainsi que l' insensibilité face à des incertitudes 
structurées et non structurées. Tout cela a été obtenu avec des lois de commande aussi 
simples que possible. Cependant, pour démarrer ces lois de commande, il faut faire des 
travaux d' identification où chercher les bonnes valeurs des gains de la commande, cela 
n'est pas facile, surtout ce n'est pas sans coût et une solution de ce problème est présentée 
dans la section 3.3 
Pour atteindre notre objectif, on a combiné deux techniques: à savoir les algorithmes 
génétiques et l' interpolation polynomiale: les algorithmes génétiques pour trouver les 
meilleures valeurs des paramètres d' adaptation des régulateurs flous dans la commande LF-
LF et, par la détermination d'un paramètre caractéristique, soit la constante de flux des 
machines, la détermination de fonctions pour déterminer les coefficients des lois de 
commande. L'optimisation des régulateurs de contrôle, nous assure de bonnes 
performances, et une grande stabilité des gains d'adaptation. C'est-à-dire, avoir la chance 
de démarrer la machine sans tests d'identification: il suffit d'entrer la valeur du nombre de 
paires de pôles et du flux permanent de la machine (informations sur la plaque signalétique 
de la machine) dans la loi de commande pour pouvoir commander n'importe quelle 
machine synchrone à aimants permanents. Les résultats obtenus dans la simulation (section 
3.3) nous montrent clairement la puissance de cette technique pour confirmer les résultats 
de simulation. On a fait des tests pratiques (section 4.2) sur deux machines synchrones à 
aimants permanents, une machine de IHP et l' autre de 3kW, et les résultats obtenus 
confirment ceux qui sont obtenus dans la simulation. 
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La dernière stratégie de commande dans ce travail est une commande sans capteur et 
sans paramètres [38] pour réussir à faire ce travail, on a utilisé les réseaux de neurones 
artificiels pour estimer la vitesse de la machine et la commande LF -LF à cause des 
avantages obtenus par cette commande. Les résultats de simulation (section 3.6) obtenus 
nous montrent qu'on peut contrôler la machine sans capteur de vitesse. 
Cette thèse contribue à la conception de stratégies de contrôle adaptatif de la machine 
synchrone à aimants permanents. Les lois de commande proposées sont simples et 
efficaces, aussi avec une preuve de stabilité complète sans oublier sans paramètres internes 
dans les régulateurs. 
Les résultats obtenus dans cette thèse démontrent également que l' on peut faire la 
synthèse d'une loi de commande performante et robuste pour une machine synchrone à 
aimants permanents à partir des informations de la plaque signalétique (LF-LF), mais aussi 
sans capteur de vitesse. 
La technique d'optimisation et d'interpolation peut être appliquée sur n' importe loi de 
commande et pour toutes les machines. Pour cela, il suffit de trouver avec quelles 
caractéristiques de la machine les gains des régulateurs varient. 
Comme perspectives pour travaux futures, nous proposons de généraliser les résultats 
d' interpolation pour prendre en compte les variations de l' inertie de charge des machines. 
Les paramètres optimaux de la loi de commande définiraient alors une surface au lieu d'une 
simple courbe. 
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Annexe A - Résultats de simulations avec 
interpolation polynomiale des coefficients de la loi 
commande LF-LF 
On trouve ici les résultats de simulation de la commande avec deux régulateurs flous 
(Figure 3.3) avec les paramètres d'adaptation de la logique floue par rapport à ke et au 
nombre de paires de pôles obtenus précédemment avec l'interpolation polynomiale (section 
3.3). 
Le Tableau A-l donne les paramètres de quelques machines utilisées dans le test. 
[12,98,104,99,108,110]. 
Tableau A-l Paramètres des MSAP 
Paramètres M4 MS M6 M7 MS 
Pn(kW) 3.5 2.2 1 0.500 0.120 
ln (N·m) 8.5 12 6 2 0.2 
wn(tr/rnin) 2500 1750 2100 2400 5800 
Ld(rnH) 7.7 41.59 44.8 3.3 8.7 
Lq(rnH) 7.7 57.06 102.7 3.3 8.7 
Rs(mfl) 3.3 3.3 5.8 1.59 2.68 
À(Wb) 0.175 0.4832 0.533 0.052 0.1333 
Fr(N ·m·s) 0.2e-3 20.44e-4 0.0006 0.47e-3 le-5 
J(kg·m2) 1.5e-3 10.07e-3 0.00529 35.73e-4 0.5e-4 
p 4 3 2 6 2 
Comme il Y a beaucoup de machines utilisées dans notre étude, nous avons pris 
quelques machines pour les tests qui représentent les différentes gammes des machines 
d'étude afin de démontrer la capacité de généralisation de la méthode. 
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Pour démontrer les bonnes performances de la loi de commande proposée, deux 
simulations sont effectuées, à vide et en charge. Les paramètres des régulateurs flous sont 
dans le Tableau A-2. 
Tableau A-2 Paramètres des régulateurs flous de M4 à M8 
Kw t/l fw Kid t/lid !id y 
M4 152 0.7 14.71 14.71 0.7 0.803 0.0224 
MS 193.1 0.99 18.85 18.85 0.99 0.507 0.0619 
M6 196 1.02 19.16 19.16 1.02 0.53 0.0683 
M7 121.2 0.5 Il .62 11.62 0.5 1.195 0.0066 
MS 142.7 0.64 13.77 13.77 0.64 0.915 0.0171 
A.1. Résultats de simulation 
A.l.l. Machine de 3.5kW à 2500 tr/min 
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Figure A.1 Résultats de simulation pour une machine de 3.5 kW 
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A.l.3. Machine de 1 kW à 2100 tr/min 
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A.l.4. Machine de 500W à 2400 tr/min 
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Figure A.4 Résultats de simulation pour une machine de 500W 
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A. J.5. Machine de 120W à 5800 tr/min 
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Figure A.5 Résultats de simulation pour une machine de 120W 
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Annexe B - Réseaux de neurones artificiels 
B.l. Introduction 
Les réseaux de neurones artificiels (RNA) sont une technique non linéaire, qui est basée 
sur le modèle des neurones biologiques. Ces réseaux ont pour but de modéliser les 
capacités d' apprentissage d'un cerveau humain. Ils sont constitués d'un ensemble d'entités 
simples qu'on appelle neurones [40]. 
Les premiers travaux sur les réseaux de neurones ont été réalisés par Mc Culloch et Pitt, 
en 1943; ils se sont basés sur des fondements biologiques. Le principe de leur modèle 
binaire comprend un modèle où chaque neurone a une fonction de seuil. Après eux, c' est 
Hebb qui a proposé un mécanisme d' apprentissage sous la forme de règles de modifications 
des connexions synaptiques [41 ,42] . 
Les réseaux de neurones sont l'un des outils qui aident à résoudre plusieurs problèmes 
où les outils classiques ont montré leurs limites. L'optimisation des systèmes non-linéaires 
a été parmi les applications pour lesquelles ils ont été utilisés [43]. 
L 'utilisation des réseaux de neurones artificiels dans la commande des systèmes non-
linéaires est très large, à cause de leurs propriétés d' approximation universelle qui donnent 
la capacité d' approximer une fonction non-linéaire avec un degré de précision fixe. 
Les réseaux de perceptrons multicouches (Multi Layer Perceptrons) et les fonctions 
radiales de base RBF sont les plus utilisés. 
Au début, les premières applications des réseaux de neurones dans la commande des 
systèmes n'ont pas été basées sur l' étude de stabilité du système; c' était le point faible de 
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cette application. L' introduction du théorème de Lyapunov, pour calculer et aussi garantir 
la stabilité du système en boucle fermée, permet de résoudre ce problème [44]. 
B.2. Élément de base des réseaux de neurones 
B.2.l . La structure de base 
Le modèle mathématique le plus simple des réseaux de neurones vient de la structure 
biologique que l'on appelle neurone formel (Figure B.1). 
Wn +1 
Xl 
W1 
Elltrées 
Yn WZ X2 cp(S) 
Wn Sortie Xn 
Les poids Unité de Fonction 
synaptique Sommation d'acti"~ltion 
Figure B.l Neurone formel 
Un neurone formel est une fonction algébrique non-linéaire et bornée, dont la valeur 
dépend des paramètres des poids des connexions, et qui possède n entrées, mais juste une 
seule sortie. 
L'équation qui décrit un neurone formel est la suivante 
(118) 
Yn = cp(s) (119) 
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Xi ,Wi ,({J, Yn sont respectivement, les entrées, les poids synaptiques, la fonction 
d'activation et la sortie du neurone 
B.2.2. Structure d 'un réseau de neurones monocouche 
Le réseau de neurones est un ensemble de neurones connectés entre eux sous la forme 
de mailles. En général, les neurones sont regroupés en couches et la forme la plus simple 
d' un réseau de neurones est le réseau à une couche. Donc pour faire un réseau de neurones, 
il suffit de faire une connexion entre les entrées (couche d ' entrée) et les sorties (couche de 
sortie) du réseau par l' intermédiaire des poids qui jouent le même rôle que les synapses 
dans les neurones biologiques. Les informations sont portées par les valeurs des poids alors 
que la structure du réseau sert juste à traiter les informations et les envoyer vers la sortie du 
réseau [42,43]. 
La forme mathématique d' un réseau de neurones monocouche est la suivante: 
Avec 
y(j) 
W(i,j) 
xCi) 
y(j) = If=l W(i,j). xCi) + bj 
Vecteur des sorties 
Matrice des poids du réseau de neurones 
Vecteur des entrées 
Biais 
La Figure B.2 représente un réseau de neurones monocouche. 
(120) 
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y(t) 
y (2) 
y(j) 
Figure B.2 Réseau de neurones mono couche 
B.2.3. Structure des réseaux de neurones multicouches 
Pour un réseau de neurones multicouche, à la différence d'un réseau mono couche, ce 
réseau est constitué de plusieurs couches et chaque couche est constituée d'une matrice de 
poids Wij et d'un vecteur de seuil bj . Cette architecture est la plus utilisée et aussi la plus 
puissante parmi les structures des réseaux de neurones. 
J-Ji(l , J) 
--~ s(2) 
Figure B.3 Réseau de neurones multicouche 
La formulation mathématique d'un réseau de neurones multicouche est la 
suivante (pour la sortie s(z): 
s(z) = Fz(ys(z)) 
Ys(z) = L{=o Wz(i,z).F1 (y(i)) + bzU) 
y(s) = Ll=o W1 (i,s).x(i) + b1 (i) 
Avec 
s(z x 1) : 
ys(l): 
x(n xl) : 
Wl(n,j): 
et 
Le vecteur de sortie 
La sortie de la l ière couche de dimension U xl), 
Le vecteur d' entrée 
Matrice des poids pour la 1 ière couche 
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(121) 
(122) 
(123) 
Fi et F2 : sont respectivement les fonctions d'activation appliquées à la 2ème couche et 
à la couche de sortie. 
La fonction d' activation dans les couches cachées a un rôle très important et grâce à 
cela, le réseau de neurones est très utilisé dans l' identification et le contrôle. 
Ce réseau est très complexe; aussi, son calcul est très difficile, car les neurones de sortie 
dépendent de la fonction non-linéaire des neurones cachés. 
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B.2.4. Fonction d'activation 
Les fonctions d'activations représentent généralement certaines formes de non-linéarité. 
L'une des formes de non-linéarité la plus simple, et qui est appropriée aux réseaux discrets, 
est la fonction signe. Cependant, pour la majorité des algorithmes d'apprentissage, il est 
nécessaire d'utiliser des fonctions différentiables [42,43]. 
Les fonctions d'activation les plus utilisées sont illustrées dans la Figure B.4. 
Sortie 
1 a 
E"trée 
o .. -a 
Entrée 
8. Fonction de Heaviside b. Fonction signe 
Sortie 
a 
E"trée 
-a 
c. Fonction Siglllorde 
Figure B.4 Exemple de quelques fonctions d'activation 
B.3.Exemples de réseaux de neurones 
B.3.1.Réseau de neurones linéaire 
Un réseau de neurones linéaire est différent du perceptron; la spécification de ce réseau, 
c'est qu'il possède une fonction d'activation linéaire et une règle d'apprentissage qui 
permet de faire le calcul entre une descente de gradient et l'erreur sur une mesure d'erreur 
quadratique. 
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On retrouve beaucoup ce type de réseau dans les commandes et le traitement du signal 
à cause de sa convergence rapide. 
L' ajout d' une couche ne va rien changer dans le réseau, car ce réseau est limité, et les 
bons résultats obtenus sont grâce à la relation linéaire entre l'entrée et la sortie [42,43]. 
B.3.2.Réseau RBF 
Les réseaux de neurones de type RBF (Radial Basis Function) sont des réseaux avec 
une seule couche cachée et une fonction d' activation appelée fonction noyau ou gaussienne. 
La fonction d' activation pour la couche de sortie est une fonction linéaire. La 
particularité de cette méthode est qu ' elle est utilisée juste pour un domaine de valeurs 
restreintes. 
La réponse de la fonction-noyau est maximale à son noyau; elle décroît généralement 
de façon monotone avec la distance qu'il y a entre le vecteur d'entrée et le centre de la 
fonction noyau. 
Pour approximer un comportement donné, les fonctions noyau sont regroupées pour 
couvrir l'ensemble des données d'entrée. Après, on fait une pondération pour ses fonctions 
et leur somme est calculée pour obtenir la sortie. 
Les réseaux de neurones de type RBF sont des réseaux très puissants; leur 
apprentissage est simple et rapide, maIS ils demandent beaucoup de neurones 
comparativement à un réseau de neurones multicouche. Grâce à leurs avantages, ils sont 
très utilisés pour le traitement d' images, la reconnaissance des formes et dans la 
classification [44]. 
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B.3.3. Principaux types d 'apprentissage 
L' apprentissage est un procédé cognitif où l' individu doit réaliser une tâche de manière 
autonome; par exemple, on peut voir la manière dont on peut apprendre à lire à un enfant. 
On peut lui présenter des exemples de lettres et de chiffres ainsi qu'écrire avec des écritures 
et des fontes différentes. À la fin de l'apprentissage, on s'attend à ce que l' enfant soit 
capable de lire non seulement tous les chiffres et les lettres de son livre de lecture, mais 
également tous les chiffres et les lettres qu' il est susceptible de voir. 
On fera la même chose pour l'apprentissage des réseaux de neurones, à l' aide d' une 
procédure numérique programmée sur un ordinateur. 
L'apprentissage d'un réseau de neurones signifie que celui-ci change son comportement 
de façon à lui permettre de se rapprocher d'un objectif bien défini. Ce but est normalement 
l'approximation d'un ensemble d'exemples où l'optimisation de l'état du réseau est fonction 
de ses poids pour atteindre l'optimum d'une fonction de coût fixée [42,45]. 
Les types d'apprentissage principaux d' un réseau de neurones sont: 
• L' apprentissage supervisé 
• L' apprentissage non-supervisé. 
B. 3. 3.I .Apprentissage supervisé 
Dans un apprentissage supervisé, le réseau est alimenté avec des données d' entrée. Les 
coefficients (les poids) du réseau sont adaptés pour approximer les sorties du réseau aussi 
bien que possible pour qu'elles correspondent à des sorties désirées. 
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B.3.3.2. Apprentissage non-supervisé 
Dans le cas d' un apprentissage non-supervisé, le réseau décidera de lui-même quelles 
sont les sorties, c'est-à-dire que l'adaptation des coefficients synaptiques ne dépend que des 
critères internes du réseau. L' adaptation est réalisée avec les entrées et non avec l' erreur ou 
les sorties désirées. 
B.3.4. Les méthodes d 'apprentissage 
Dans les réseaux de neurones, les connaissances des experts sont exprimées sous forme 
de règles; elles sont codées dans des poids des réseaux et dans des fonctions d' activation. 
Ces connaissances sont utilisées pour l' apprentissage du réseau. 
B.3.4.1Apprentissage selon une descente de gradient 
On utilise cette méthode à cause de sa simplicité; elle est utilisée dans de nombreuses 
applications. Cette méthode réalise une minimisation selon une descente de gradient avec 
un pas fixe. 
La formulation de cette méthode est la suivante : 
W(k + 1) = W(k) + ~W(k) (124) 
avec 
~W(k) = -11 g(k) (125) 
W(k + 1): Le nouveau vecteur des poids du réseau de neurones 
W (k) : L' ancien vecteur des poids du réseau de neurones 
9 (k) : Le gradient de l' erreur 
11 : Le taux d'apprentissage est compris entre 0 et 1. 
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B.3.4.2.Rétropropagation du gradient de ['erreur 
La rétro-propagation du gradient de l' erreur est l'algorithme le plus utilisé dans les 
réseaux de neurones de type feedforward. Ce type correspond à des réseaux qui ont une 
couche d'entrée, une couche de sortie et au moins une couche cachée; il n'y a pas de 
connexion entre les neurones de la même couche et il n'y a pas de récursivité dans les 
connexions. 
Le principe de la rétro-propagation consiste à calculer l'erreur (sortie-sortie désirée) 
ainsi que de propager cette erreur sur tout le réseau qui permet de faire le réajustement 
automatique de ses poids. Il y a une répétition de l'opération jusqu' à atteindre le critère 
d' arrêt. 
• Algorithme 
Les étapes à suivre pour implémenter l'algorithme de rétro-propagation du gradient de 
l'erreur sont les suivantes: 
1- Il faut d'abord initialiser les poids W[q] et leur donner des petites valeurs aléatoires. 
2- Présentation d'une entrée Xk et de la sortie désirée dk . 
3- Calcul de la sortie actuelle par propagation à travers les couches: 
(126) 
avec F est la fonction de transfert des neurones et [q] la qièmecouche du réseau 
4- Accumulation de l'erreur en sortie. 
(127) 
avec: 
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dk La sortie désirée associée au vecteur d ' entrée Xk> 
y~S] La sortie de la dernière couche à l' instant t, 
ê L'erreur cumulée pour k présentations de couples (d k , Xk) 
5- Rétro-propagation du gradient de l ' erreur (~) depuis la dernière couche vers la 
première couche: 
Pour chaque cellule de sortie 
0i[s] = -(di - y/s]). F (Pi[S]) (128) 
Pour chaque cellule de la couche cachée 
Oi[q] = - Lk oIq+l] w. F (Pi[S]) (129) 
6- Mise à jour des poids selon la formule suivante 
~W[.q] = a (o~q]x~q]) 
L] L L (130) 
Avec le coût d' apprentissage compris entre 0 et 1 
7- Retour à l'étape 2 si le critère n' est pas satisfaisant. 
B.3.4.3. Algorithme d 'apprentissage à base de gradient 
Dans un apprentissage supervisé pour les réseaux de neurones, on fait l'adaptation des 
poids de telle manière que l ' erreur (la sortie du réseau - la sortie désirée) soit très petite. En 
général, les algorithmes d ' apprentissage des réseaux de neurones sont basés sur la méthode 
du gradient. Le critère est de la forme suivante: 
(131) 
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Yrq : La sortie du réseau 
yqd : La sortie désirée 
Xp : Le vecteur d'entrée 
Ceci se fait d' une manière itérative, en modifiant les poids en fonction du gradient ainsi 
que de la fonction de coût selon la loi d'adaptation suivante : 
lttj~(k + 1) = lttj~(k) -11 a~!. 
JI 
(132) 
avec 
lttj~: Le poids de connexion entre /me neurone de la couche l et ièmede la couche l - 1 
i = 1, ... , n + 1: La ième composante du vecteur d'entrée 
j = 1, ... , m + 1 : La jème composante du vecteur de sortie 
l = 1, ... , L : L' ordre d'une couche dans le réseau de neurones 
11 Appelé taux d' apprentissage positif; sa valeur est entre 0 et 1. 
B.4. Conclusion 
Les réseaux de neurones artificiels ont reçu un grand intérêt de la part des chercheurs, 
car ils sont capables d'apprendre le comportement d'un système à partir de ses données 
d'entrée-sortie. Les capacités d'apprentissage et de généralisation permettent aux RNA de 
résoudre plus efficacement les problèmes complexes non-linéaires variant dans le temps. 
Jusqu'à présent, les réseaux multicouches et l'algorithme de rétro-propagation sont les 
plus populaires et les plus utilisés dans les applications de contrôle, pour leur simplicité. 
Cependant, cet algorithme est basé sur le gradient et, par conséquent, ceci cause de sérieux 
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inconvénients, car il n'est pas approprié pour tous les types de surfaces. Par conséquent, la 
convergence et la stabilité de cette approche ne peuvent être garanties. Pour corriger ce 
problème, de nouvelles techniques d'adaptation à base de Lyapunov sont proposées comme 
des solutions de remplacement des méthodes classiques à base de gradient. 
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