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ELO˝SZO´
Ez a jegyzet a szerzo˝nek az Informatika Minor Szakon tartott
”
Anal´ızis
tana´roknak” c´ımu˝ tanta´rgy elo˝zo˝ tane´vben tartott o´ra´i alapja´n ke´szu¨lt.
Ce´lja, hogy a kurzus (nappali e´s levelezo˝ tagozatos) hallgato´i a foglal-
koza´sokon hallottak mellett ı´ra´sos tananyagra is ta´maszkodhassanak ta-
nulma´nyaik sora´n. Terme´szetesen a jegyzet olvasa´sa csupa´n megero˝s´ıti e´s
kiege´sz´ıti az o´ra´n elhangzottakat, e´s nem helyettes´ıti azt.
A jegyzet elso˝ ko¨tete az elso˝ fe´le´v anyaga´t o¨leli fel. Te´ma´i: fu¨ggve´nytani
alapismeretek, hata´re´rte´k e´s folytonossa´g, differencia´lsza´mı´ta´s, integra´lsza´-
mı´ta´s.
A szakaszok sza´moza´sa minden fejezet eleje´n elo¨lro˝l kezdo˝dik. Ugyancsak
elo¨lro˝l kezdo˝dik minden fejezetben a te´telek, defin´ıcio´k, megjegyze´sek stb.
egyu¨ttes sza´moza´sa. Az egyes fejezetek ve´ge´n gyakorlo´ feladatok tala´lhato´k,
ezek sza´moza´sa is fejezetenke´nt elo¨lro˝l kezdo˝dik.
A jegyzetben a szoka´sos matematikai jelo¨le´seket haszna´ljuk. Ne´ha´ny
jelo¨le´st ku¨lo¨n is felsorolunk:
• minden: ∀ ;
• le´tezik: ∃ ;
• az A e´s a B halmazok direkt szorzata (Descartes-szorzata): A×B;
• a valo´s sza´mok halmaza: R;
• a pozit´ıv valo´s sza´mok halmaza: R+;
• a nem negat´ıv valo´s sza´mok halmaza: R+0 ;
• idea´lis elemek: +∞, −∞ (∀x ∈ R : −∞ < x < +∞);
• a terme´szetes sza´mok halmaza: N := {1, 2, 3, . . .} ;
• a nem negat´ıv ege´sz sza´mok halmaza: N0 := {0, 1, 2, 3, . . .} ;
• az ege´sz sza´mok halmaza: Z := N ∪ {−x ∈ R : x ∈ N} ∪ {0};
• a raciona´lis sza´mok halmaza: Q :=
{
p
q
∈ R | p, q ∈ Z, q 6= 0
}
;
• a s´ık pontjai, sza´mpa´rok: R2 := {(x, y) | x, y ∈ R} ;
• a te´r pontjai, sza´mha´rmasok: R3 := {(x, y, z) | x, y, z ∈ R} .
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• Az intervallumok ny´ıltsa´ga´t go¨mbo¨lyu˝ za´ro´jellel, e´s nem kifele´ ford´ı-
tott szo¨gletes za´ro´jellel jelo¨lju¨k.
• Re´szhalmaz jelo¨le´se´re a ⊂ e´s nem a ⊆ jelet haszna´ljuk.
A jegyzetben az anal´ızis egyes te´mako¨reibe nyeru¨nk bepillanta´st. Mivel a
ta´rgy o´rasza´ma viszonylag kicsi, nincs leheto˝se´g a me´ly ta´rgyala´sra. Nem de-
finia´lunk mindent prec´ızen, pl. a fu¨ggve´nynek is csupa´n a ko¨ze´piskolai szintu˝
e´rtelmeze´se´t haszna´ljuk. Szu¨kse´gszeru˝en kimaradnak egyes te´mako¨ro¨k, to-
va´bba´ alig van bizony´ıta´s. Az e´rdeklo˝do˝k sza´ma´ra aja´nljuk e hia´nyok po´t-
la´sa´ra az ala´bbi irodalmat:
[ 1 ] Leindler-Schipp: Anal´ızis I. (egyetemi jegyzet)
[ 2 ] Pa´l-Schipp-Simon: Anal´ızis II. (egyetemi jegyzet)
[ 3 ] Simon Pe´ter: Fejezetek az anal´ızisbo˝l (egyetemi jegyzet)
[ 4 ] Szili La´szlo´: Anal´ızis feladatokban (egyetemi jegyzet)
[ 5 ] Cso¨rgo˝ Istva´n: Fejezetek a linea´ris algebra´bo´l (egyetemi jegyzet)
Ezu´ton is ko¨szo¨no¨m Dr. Fridli Sa´ndor docensnek a ke´zirat lelkiismeretes
lektora´la´sa´t e´s e´rte´kes tana´csait.
Budapest, 2008. november 14.
Cso¨rgo˝ Istva´n
1. Fu¨ggve´nytani alapismeretek
1.1. Ne´ha´ny fogalom
Jegyzetu¨nkben a fu¨ggve´ny ko¨ze´piskola´s szintu˝ e´rtelmeze´se´t fogjuk haszna´l-
ni, teha´t le´nyege´ben alapfogalomnak tekintju¨k.
Legyenek A e´s B nem u¨res halmazok (terme´szetesen A = B is le-
hetse´ges). A fu¨ggve´ny egy hozza´rendele´s, amely az A halmaz bizonyos ele-
meihez (aka´r mindegyikhez) B-beli elemeket rendel oly mo´don, hogy egy
A-beli elemhez csak egyetlen B-beli elemet rendel. Azt mondjuk ilyenkor,
hogy a fu¨ggve´ny A-bo´l B-be ke´pez, ma´s elneveze´ssel: a fu¨ggve´ny
”
A ny´ıl B
t´ıpusu´”. Az
”
A ny´ıl B t´ıpusu´” fu¨ggve´nyek halmaza´t A → B fogja jelo¨lni.
Az A halmaz azon elemeinek o¨sszesse´ge´t, amelyekhez a fu¨ggve´ny hoz-
za´rendel B-beli elemet, a fu¨ggve´ny e´rtelmeze´si tartoma´nya´nak (angolul:
domain) nevezzu¨k. A B halmaz azon elemeinek o¨sszesse´ge´t, amelyek vala-
mely A-beli elemhez vannak rendelve, a fu¨ggve´ny e´rte´kke´szlete´nek (angolul:
range) nevezzu¨k.
A fu¨ggve´nyt ba´rmilyen betu˝vel jelo¨lhetju¨k, leggyakoribb az f , g, h, stb.
Ha teha´t f egy
”
A ny´ıl B t´ıpusu´” fu¨ggve´ny, akkor ezt ı´gy jelo¨lju¨k:
f ∈ A → B.
Legyen f ∈ A → B. Az f e´rtelmeze´si tartoma´nya´t Df -fel, az e´rte´kke´szlete´t
pedig Rf -fel fogjuk jelo¨lni (az angol elneveze´sek kezdo˝betu˝it haszna´ljuk).
Nyilva´nvalo´ teha´t, hogy
Df ⊂ A, Rf ⊂ B.
Vegyu¨nk egy x ∈ Df elemet. Az x-hez rendelt B-beli elemet az f fu¨ggve´ny
x helyen felvett (helyettes´ıte´si) e´rte´ke´nek (ro¨viden: fu¨ggve´nye´rte´knek) ne-
vezzu¨k, e´s f(x)-szel jelo¨lju¨k. Nyilva´nvalo´ teha´t, hogy f(x) ∈ B, so˝t az is,
hogy f(x) ∈ Rf .
Az elmondottak alapja´n kijelenthetju¨k, hogy az f fu¨ggve´ny e´rte´kke´szlete
az ala´bbi halmaz:
Rf = {y ∈ B | ∃ x ∈ Df : f(x) = y} = {f(x) ∈ B | x ∈ Df}.
A Df elemeinek jelo¨le´se´re szolga´lo´ szimbo´lumot a fu¨ggve´ny va´ltozo´ja´nak
szoka´s nevezni (pl. x).
Mega´llapodunk abban is, hogy ha f ∈ A → B e´s Df = A, akkor azt ı´gy
jelo¨lju¨k:
f : A → B.
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1.1. Defin´ıcio´. Legyen f ∈ A → B. A
graf f := {(x, f(x)) ∈ A×B | x ∈ Df} ⊂ A×B
halmazt az f fu¨ggve´ny grafikonja´nak nevezzu¨k.
1.2. Megjegyze´s. Ko¨nnyu˝ meggondolni, hogy ha f ∈ R → R, akkor
graf f ⊂ R2, vagyis f grafikonja egy s´ıkbeli ponthalmaz (szemle´letu¨nk
szerint gyakran egy s´ıkgo¨rbe). Ezt a ponthalmazt – a ko¨ze´piskola´ban ta-
nult mo´don – a s´ıkbeli dere´kszo¨gu˝ koordina´tarendszerben a´bra´zoljuk, s
azt mondjuk, hogy f grafikonja´nak egyenlete y = f(x). A fu¨ggve´ny fo-
galma´bo´l az is ko¨vetkezik, hogy az ilyen fu¨ggve´nyek grafikonja´nak ba´rmely,
az y-tengellyel pa´rhuzamos egyenessel legfeljebb egy ko¨zo¨s pontja van. To-
va´bba´ az is, hogy Df a grafikon mero˝leges vetu¨lete az x-tengelyre, Rf pedig
a grafikon mero˝leges vetu¨lete az y-tengelyre.
Fu¨ggve´nyek megada´sa´hoz meg kell adni:
• a fu¨ggve´ny t´ıpusa´t, azaz az A e´s a B halmazokat;
• a fu¨ggve´ny e´rtelmeze´si tartoma´nya´t;
• a hozza´rendele´si
”
utas´ıta´st”, vagyis azt, hogy az e´rtelmeze´si tarto-
ma´ny egy tetszo˝leges eleme´hez a fu¨ggve´ny milyen fu¨ggve´nye´rte´ket ren-
del. Ez leggyakrabban egy ke´plet megada´sa´t jelenti.
Pe´lda´ul egy R → R t´ıpusu´ fu¨ggve´ny az ala´bbi:
f ∈ R → R, Df := R+, f(x) := x2.
A fu¨ggve´ny ily mo´don valo´ megada´sakor sokszor nem adja´k meg az e´rtelme-
ze´si tartoma´nyt. Ilyenkor az a mega´llapoda´s le´p e´letbe, hogy az e´rtelmeze´si
tartoma´ny az A halmaznak az a legbo˝vebb re´szhalmaza, amelynek elemeire
a hozza´rendele´st megado´ ke´plet e´rtelmes.
Pe´lda´ul ha egy fu¨ggve´nyt ı´gy adunk meg:
f ∈ R → R, f(x) := 1
x
,
akkor a mega´llapoda´s e´rtelme´ben Df = R \ {0}.
I´gy kell teha´t e´rteni az olyan feladatokat, hogy:
”
Hata´rozzuk meg az
ala´bbi fu¨ggve´ny e´rtelmeze´si tartoma´nya´t: ...”
1.3. Defin´ıcio´. Legyen f ∈ A → B, e´s H ⊂ Df . A
g : H → B, g(x) := f(x) (x ∈ H)
fu¨ggve´nyt az f H-ra valo´ leszu˝k´ıte´se´nek nevezzu¨k. A leszu˝k´ıtett fu¨ggve´nyre
haszna´lni szoktuk az f|H jelo¨le´st is.
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A leszu˝k´ıtett fu¨ggve´ny teha´t ugyanu´gy
”
mu˝ko¨dik”, mint az eredeti, csak
”
kevesebb” helyen van e´rtelmezve. Eze´rt grafikonja az eredeti fu¨ggve´ny gra-
fikonja´nak re´sze. Pe´lda´ul az
f ∈ R → R, f(x) := x2
fu¨gve´ny egy leszu˝k´ıte´se a
g : [0, +∞) → R, g(x) := x2
fu¨ggve´ny, melynek grafikonja (a
”
fe´l-parabola”) az eredeti fu¨ggve´ny grafi-
konja´nak egy
”
darabja”.
Jegyzetu¨nk elso˝ re´sze´ben fo˝leg R → R t´ıpusu´ fu¨ggve´nyekkel fogunk
foglalkozni. Ezeket egyva´ltozo´s fu¨ggve´nynek nevezzu¨k. A jegyzet ma´sodik
re´sze´ben szo´ lesz az u´n. to¨bbva´ltozo´s fu¨ggve´nyekro˝l is.
A ko¨ze´piskola´bo´l ismeretes a fu¨ggve´ny monotonita´sa´nak fogalma. Ezt
ro¨viden a´tisme´telju¨k:
1.4. Defin´ıcio´. Legyen f ∈ R → R. Azt mondjuk, hogy
1. f monoton no¨vekvo˝, ha
∀x1, x2 ∈ Df , x1 < x2 : f(x1) ≤ f(x2);
2. f szigoru´an monoton no¨vekvo˝, ha
∀x1, x2 ∈ Df , x1 < x2 : f(x1) < f(x2);
3. f monoton cso¨kkeno˝ (fogyo´), ha
∀x1, x2 ∈ Df , x1 < x2 : f(x1) ≥ f(x2);
4. f szigoru´an monoton cso¨kkeno˝ (fogyo´), ha
∀x1, x2 ∈ Df , x1 < x2 : f(x1) > f(x2).
A fu¨ggve´nyt monotonnak nevezzu¨k, ha monoton no¨vekvo˝ vagy monoton
cso¨kkeno˝. Hasonlo´ke´ppen, szigoru´an monotonnak nevezzu¨k, ha szigoru´an
monoton no¨vekvo˝ vagy szigoru´an monoton cso¨kkeno˝.
1.5. Megjegyze´s. A fenti fogalmakat vonatkoztathatjuk az e´rtelmeze´si
tartoma´ny egy nem u¨res H re´szhalmaza´ra is. Pe´lda´ul azt mondjuk, hogy
f szigoru´an monoton no¨vekvo˝ a H halmazon, ha az f|H fu¨ggve´ny szigoru´an
monoton no¨vekvo˝, azaz, ha
∀ x1, x2 ∈ H, x1 < x2 : f(x1) < f(x2),
stb.
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A tova´bbiakban ismertnek te´telezzu¨k fel a ko¨ze´piskola´ban tanult fu¨ggve´-
nyeket (konstans, elso˝foku´ polinom, ma´sodfoku´ polinom, gyo¨k, exponencia´-
lis, logaritmus, trigonometrikus, abszolu´t e´rte´k, ege´szre´sz, to¨rtre´sz, elo˝jel).
Haszna´lni fogjuk tova´bba´ az Euler-fe´le a´llando´t, melyet az
”
e” betu˝vel
jelo¨lu¨nk (pontos e´rtelmeze´se´t a II. ko¨tet 1.5. szakasza´ban fogjuk megtenni).
Az
”
e” sza´m irraciona´lis, ko¨zel´ıto˝ e´rte´ke: 2,718. Az e alapu´ logaritmust
terme´szetes logaritmusnak nevezzu¨k, e´s loge helyett az ln szimbo´lummal
jelo¨lju¨k (logaritmus naturalis).
1.2. Inverz fu¨ggve´ny
Ha adott egy f ∈ A → B fu¨ggve´ny, akkor terme´szetes mo´don veto˝dik
fel az a ke´rde´s, hogy le´tezik-e olyan fu¨ggve´ny, amelyik a fu¨ggve´nye´rte´khez
hozza´rendeli azt az A-beli (so˝t Df -beli) elemet, amelyik ezt a fu¨ggve´ny-
e´rte´ket szolga´ltatja. Ha ilyen fu¨ggve´ny le´tezik, akkor azt az f fu¨ggve´ny
inverze´nek (megford´ıta´sa´nak) nevezzu¨k, e´s az f−1 szimbo´lummal jelo¨lju¨k.
A fu¨ggve´ny fogalma alapja´n nyilva´nvalo´, hogy az f−1 inverz fu¨ggve´ny
pontosan akkor le´tezik, ha az f fu¨ggve´ny minden fu¨ggve´nye´rte´ket csak
egyetlen x ∈ Df helyen vesz fel. Az ilyen fu¨ggve´nyeket ko¨lcso¨no¨sen egye´r-
telmu˝, idegen szo´val injekt´ıv fu¨ggve´nyeknek nevezzu¨k.
1.6. Defin´ıcio´. Legyen f ∈ A → B. Azt mondjuk, hogy az f ko¨lcso¨no¨sen
egye´rtelmu˝ (injekt´ıv), ha
∀x1, x2 ∈ Df , x1 6= x2 : f(x1) 6= f(x2).
1.7. Pe´lda´k.
1. Az f ∈ R → R, f(x) := x2 fu¨ggve´ny nem injekt´ıv, ugyanis pl.−2 6= 2,
de f(−2) = f(2) = 4.
2. Viszont az f ∈ R → R, f(x) := x3 fu¨ggve´ny injekt´ıv, mivel ku¨lo¨nbo¨zo˝
sza´mok ko¨be is ku¨lo¨nbo¨zo˝.
Megjegyezzu¨k, hogy ha egy R → R t´ıpusu´ fu¨ggve´ny szigoru´an monoton,
akkor nyilva´nvalo´an injekt´ıv. Azonban ma´s esetben is lehet injekt´ıv egy
fu¨ggve´ny, pl.
f ∈ R → R, f(x) := 1
x
.
Ko¨nnyu˝ meggondolni, hogy egy R → R t´ıpusu´ fu¨ggve´ny akkor e´s csak akkor
injekt´ıv, ha grafikonja´nak minden, az x-tengellyel pa´rhuzamos egyenessel
legfeljebb egy ko¨zo¨s pontja van.
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1.8. Defin´ıcio´. Legyen f ∈ A → B egy injekt´ıv fu¨ggve´ny. Az ala´bbi
elo˝´ıra´ssal e´rtelmezett f−1 fu¨ggve´nyt az f inverz fu¨ggve´nye´nek, ro¨viden in-
verze´nek nevezzu¨k:
f−1 ∈ B → A, Df−1 := Rf ,
f−1(y) :=
”
az az egyetlen x ∈ Df , amelyre f(x) = y.”
Pe´lda´ul levezetheto˝, hogy az x 7→ x2 (x ∈ R+0 ) fu¨ggve´ny inverze x 7→
√
x,
tova´bba´, hogy a > 0, a 6= 1 esete´n az x 7→ ax exponencia´lis fu¨ggve´ny inverze
az x 7→ loga x logaritmusfu¨ggve´ny.
A ne´gy trigonometrikus alapfu¨ggve´ny (sin, cos, tg , ctg ) nem injekt´ıv,
inverzu¨k alatt nevezetes leszu˝k´ıte´su¨k inverze´t e´rtju¨k. Ezeket soroljuk fel az
ala´bbi defin´ıcio´ban:
1.9. Defin´ıcio´. 1. Az
x 7→ sin x (−pi
2
≤ x ≤ pi
2
)
fu¨ggve´ny inverze´t arcus sinus fu¨ggve´nynek nevezzu¨k, jele: arcsin.
Teha´t:
arcsin : [−1, 1] →
[
−pi
2
,
pi
2
]
.
2. Az
x 7→ cos x (0 ≤ x ≤ pi)
fu¨ggve´ny inverze´t arcus cosinus fu¨ggve´nynek nevezzu¨k, jele: arccos.Teha´t:
arccos : [−1, 1] → [0, pi] .
3. Az
x 7→ tg x (−pi
2
< x <
pi
2
)
fu¨ggve´ny inverze´t arcus tangens fu¨ggve´nynek nevezzu¨k, jele: arc tg .Teha´t:
arc tg : R →
(
−pi
2
,
pi
2
)
.
4. Az
x 7→ ctg x (0 < x < pi)
fu¨ggve´ny inverze´t arcus cotangens fu¨ggve´nynek nevezzu¨k, jele:
arc ctg .Teha´t:
arc ctg : R → (0, pi) .
10 1. Fu¨ggve´nytani alapismeretek
1.3. Mu˝veletek fu¨ggve´nyekkel
1.10. Defin´ıcio´. Legyen g ∈ A → B e´s f ∈ C → D. Tegyu¨k fel, hogy a
Df◦g := {x ∈ Dg | g(x) ∈ Df} ⊂ Dg ⊂ A
halmaz nem u¨res.
Ekkor az
f ◦ g : Df◦g → D, (f ◦ g)(x) := f(g(x))
fu¨ggve´nyt az f e´s a g fu¨ggve´nyekbo˝l ke´pzett o¨sszetett fu¨ggve´nynek vagy
kompoz´ıcio´nak nevezzu¨k. A g fu¨ggve´ny neve: belso˝ fu¨ggve´ny, az f fu¨ggve´ny
neve pedig: ku¨lso˝ fu¨ggve´ny.
Pe´lda´k o¨sszetett fu¨ggve´nyre: x 7→ sin(2x + pi), x 7→ cos2 x, stb.
Sza´me´rte´ku˝ fu¨ggve´nyekkel algebrai mu˝veleteket is ve´gezhetu¨nk:
1.11. Defin´ıcio´. Legyen f ∈ A → R, g ∈ A → R. Ekkor
(f + g)(x) := f(x) + g(x) (x ∈ Df ∩Dg);
(f · g)(x) := f(x) · g(x) (x ∈ Df ∩Dg);
(
f
g
)(x) :=
f(x)
g(x)
(x ∈ Df ∩Dg, g(x) 6= 0),
felte´ve, hogy az egyes sorokban megadott e´rtelmeze´si tartoma´ny nem u¨res.
1.4. Polinomok
Az R → R t´ıpusu´ fu¨ggve´nyek ko¨re´ben specia´lis oszta´lyt alkotnak a polino-
mok. Gyakran haszna´lja´k o˝ket bonyolultabb fu¨ggve´nyek ko¨zel´ıte´se´re.
1.12. Defin´ıcio´. Az f : R → R fu¨ggve´nyt polinomnak nevezzu¨k, ha vagy
f = 0, vagy pedig
∃n ∈ N0 e´s ∃ a0, . . . , an ∈ R, an 6= 0 :
f(x) = a0 + a1x + a2x
2 + . . . + anx
n = f(x) =
n∑
k=0
akx
k (x ∈ R).
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1.13. Megjegyze´sek.
1. Bebizony´ıthato´, hogy ha f polinom e´s f 6= 0, akkor a fenti defin´ıcio´ban
szereplo˝
n, a0, . . . , an
sza´mok egye´rtelmu˝ek. Az n sza´mot az f polinom foka´nak nevezzu¨k e´s
deg f -fel jelo¨lju¨k. Maga´t a polinomot ekkor n-edfoku´nak nevezzu¨k.
Az a0, . . . , an sza´mokat a polinom egyu¨tthato´inak nevezzu¨k, az an
egyu¨tthato´ neve: fo˝egyu¨tthato´.
2. A 0 polinom foka´t nem e´rtelmezzu¨k, egyu¨tthato´iro´l pedig azt mond-
juk, hogy: minden egyu¨tthato´ja 0.
3. A ko¨ze´piskola´ban sokszor szerepeltek a nulladfoku´ polinomok (ezek a
nem 0 konstans fu¨ggve´nyek), az elso˝foku´ polinomok (ezek a linea´ris
fu¨ggve´nyek), valamint a ma´sodfoku´ polinomok (ezek a ma´sodfoku´
fu¨ggve´nyek).
4. A polinom egyu¨tthato´it ma´s sza´mko¨rbo˝l is vehetne´nk. Jegyzetu¨nkben
csak valo´s egyu¨tthato´s polinomokkal foglalkozunk.
1.14. Te´tel. Legyen f : R → R egy polinom, e´s α ∈ R. Ekkor le´tezik olyan
g polinom, hogy
f(x) = (x− α) · g(x) + f(α) (x ∈ R).
A te´tel azt fejezi ki, hogy az f polinomnak az x − α elso˝foku´ polinommal
vett oszta´si marade´ka f(α).
Bizony´ıta´s. Ha a0, a1 ∈ R e´s f(x) = a0 + a1x egy legfeljebb elso˝foku´
polinom (belee´rtve a 0 polinomot is), akkor az a´ll´ıta´s g(x) = a1 va´laszta´ssal
trivia´lis, mivel a1α ”
becsempe´sze´se´vel”
f(x) = a0 + a1x = a1(x− α) + a0 + a1α = (x− α) · a1 + f(α) (x ∈ R).
Ha f legala´bb ma´sodfoku´ polinom, akkor vegyu¨k a szoka´sos elo˝a´ll´ıta´sa´t, e´s
alak´ıtsuk a´t u´gy, hogy most is
”
becsempe´sszu¨k” az α hatva´nyait:
f(x) =
n∑
k=0
akx
k = a0 + a1x +
n∑
k=2
akx
k =
= a0 + a1(x− α + α) +
n∑
k=2
ak(x
k − αk + αk) =
= a0 + a1(x− α) + a1α +
n∑
k=2
ak(x
k − αk) +
n∑
k=2
akα
k =
= a1(x− α) +
n∑
k=2
ak(x
k − αk) + f(α).
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Mivel – a ko¨ze´piskola´bo´l jo´l ismert azonossa´g szerint – (xk − αk) oszthato´
(x− α)-val, eze´rt minden k ≥ 2 esete´n van olyan gk polinom, hogy
xk − αk = (x− α) · gk(x),
tova´bba´ legyen g1(x) := 1.
Ezzel a jelo¨le´ssel az elo˝zo˝ a´talak´ıta´s ı´gy folytathato´:
f(x) = a1 · (x− α) · g1(x) +
n∑
k=2
ak · (x− α) · gk(x) + f(α) =
= (x− α) ·
n∑
k=1
ak · gk(x) + f(α),
ı´gy a te´tel a´ll´ıta´sa g(x) =
n∑
k=1
ak · gk(x) va´laszta´ssal teljesu¨l. ¤
Megjegyezzu¨k, hogy a bizony´ıta´s egyben mo´dszert is adott a g polinom
meghata´roza´sa´ra. Nem ez a leghate´konyabb elja´ra´s, viszont elemi ismere-
teken alapul. Hate´konyabb mo´dszerek is vannak (polinom-oszta´s, Horner-
elrendeze´s).
1.15. Defin´ıcio´. Legyen f : R → R egy polinom, e´s α ∈ R. Az α sza´mot
az f polinom gyo¨ke´nek (ze´rushelye´nek) nevezzu¨k, ha f(α) = 0.
1.16. Megjegyze´s. A polinom gyo¨keinek meghata´roza´sa a´ltala´ban nem
egyszeru˝ feladat. A ko¨ze´piskola´ban megismertu¨k az elso˝ e´s a ma´sodfoku´
polinomok gyo¨kei meghata´roza´sa´nak mo´dszereit.
Legyen f egy nem azonosan 0 polinom. Az 1.14. te´tel azonnali
ko¨vetkezme´nye, hogy α akkor e´s csak akkor gyo¨ke az f polinomnak, ha
le´tezik olyan g polinom, hogy
f(x) = (x− α) · g(x),
azaz, ha x− α kiemelheto˝ f -bo˝l.
Elo˝fordul, hogy a polinom fenti szorzatalakja´ban az α sza´m a g polinom-
nak is gyo¨ke. Ekkor x− α kiemelheto˝ g-bo˝l, ami azt jelenti, hogy (x− α)2
kiemelheto˝ f -bo˝l. Ezt az elja´ra´st folytatva ve´gu¨l eljutunk egy olyan m ∈ N
sza´mhoz, hogy
f(x) = (x− α)m · h(x),
ahol α ma´r nem gyo¨ke h-nak, azaz h(α) 6= 0. Az itt keletkezett m sza´mot az
α gyo¨k multiplicita´sa´nak nevezzu¨k, e´s azt mondjuk, hogy α az f polinom
m-szeres gyo¨ke. Az x− α polinom neve: gyo¨kte´nyezo˝.
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1.5. Feladatok
1. A´bra´zoljuk e´s jellemezzu¨k a ko¨vetkezo˝ R → R t´ıpusu´ fu¨ggve´nyeket.
a) f(x) = (x− 2)2 + 3 b) f(x) = x2 + 6x + 10
c) f(x) = −2x2 + 8x− 3 d) f(x) = √x− 3
e) f(x) = 2 · √x− 3 f) f(x) = √2x− 3
g) f(x) = sin(x +
pi
3
) h) f(x) = 2 · sin(x + pi
3
)
i) f(x) = sin(2x +
pi
3
) j) f(x) = log2(x + 1)
k) f(x) = 3 + log2(x + 1) l) f(x) = log2(
x
2
+ 1)
2. Do¨ntsu¨k el, hogy az ala´bbi fu¨ggve´nyeknek van-e inverze, e´s ahol van,
ott hata´rozzuk meg az inverz fu¨ggve´nyt (e´rtelmeze´si tartoma´ny, ke´p-
let).
a) f(x) = x2 + 4x + 3
b) f(x) = x2 + 4x + 3 Df = [0, +∞]
c) f(x) = −2x2 + 8x− 3 Df = [0, 2]
d) f(x) =
√
x2 − 1 Df = [1, +∞]
e) f(x) =
x2
1 + x2
Df = R
+
f) f(x) =
x + 1
x− 1 Df = R \ {1}
g) f(x) =
√
3− x
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3. Ke´pezzu¨k az f ◦g o¨sszetett fu¨ggve´nyt, amennyiben le´tezik (e´rtelmeze´si
tartoma´ny, ke´plet).
a) f(x) :=
√
3− x, g(x) := √x2 − 16
b) f(x) = ln x, g(x) =
1
x
c) f(x) = x3 − 1, g(x) = 3√x
d) f(x) = x3 − 1 Df = [−1, 1], g(x) = 3
√
x
e) f(x) =
√
x, g(x) = sin x Dg = (0, 2pi)
f) f(x) = ln x, g(x) = x2
g) f(x) = ln x, g(x) = cos x Dg = [0, 2pi]
4. Igazoljuk, hogy az α sza´m az f polinom gyo¨ke, majd emelju¨k ki a
hozza´ tartozo´ gyo¨kte´nyezo˝t f -bo˝l. Ha´nyszoros gyo¨ke az α az f -nek?
a) f(x) = 3x2 − 7x + 2, α = 2
b) f(x) = 2x3 − 4x2 − 18, α = 3
c) f(x) = 2x4 − 5x3 − 6x2 + 3x + 2, α = −1
d) f(x) = 5x3 − 2x2 + 7x− 10, α = 1
e) f(x) = 3x3 + 10x2 + 8x, α = −2
2. Fu¨ggve´ny hata´re´rte´ke,
folytonossa´ga
2.1. A hata´re´rte´k fogalma
Legyen f ∈ R → R e´s a ∈ R ∪ {−∞, +∞}. A hata´re´rte´k intuit´ıv mo´don a
ko¨vetkezo˝ke´ppen e´rtelmezheto˝:
Ko¨zel´ıtsu¨k az x va´ltozo´t az a fele´ u´gy, hogy ko¨zben teljesu¨ljo¨n, hogy
x ∈ Df e´s hogy x 6= a (ez ma´ris mutatja, hogy a nem lehet ba´rmi). Ke´rde´s,
hogy ko¨zelednek-e valahova´ az f(x) fu¨ggve´nye´rte´kek, s ha igen, akkor hova´.
Ha van ilyen A ∈ R ∪ {−∞, +∞} elem, akkor azt az f fu¨ggve´ny a-beli
hata´re´rte´ke´nek fogjuk majd nevezni, e´s – to¨bbek ko¨zt – a
lim
x→a
f(x) = A
mo´don fogjuk jelo¨lni.
Pe´lda´ul szemle´letu¨nk alapja´n hiheto˝, hogy
lim
x→3
x2 = 9.
Mivel u´gy ko¨zel´ıtu¨nk x-szel a 3-hoz, hogy ko¨zben x 6= 3, eze´rt a hata´re´rte´k
nem va´ltozik, ha fu¨ggve´nyu¨nk defin´ıcio´ja´t u´gy mo´dos´ıtjuk, hogy a 3-hoz
nem 9-et, hanem aka´rmilyen ma´sik sza´mot, pl. 13-at rendelu¨nk. Vagyis a
g(x) :=


x2 ha x 6= 3,
13 ha x = 13
fu¨ggve´ny esete´n lim
x→3
g(x) = 9.
So˝t, akkor is va´ltozatlan marad a hata´re´rte´k, ha a fu¨ggve´ny e´rtelmeze´si
tartoma´nya´bo´l kivesszu¨k a 3-at.
Ezek uta´n te´rju¨nk ra´ a prec´ızebb ta´rgyala´sra. Elo˝szo¨r azt vizsga´ljuk meg,
hogy mi lehet az a. Ehhez szu¨kse´g lesz a ko¨rnyezet fogalma´ra:
2.1. Defin´ıcio´. Legyen a ∈ R e´s r > 0. Ekkor
1. Az a pont r sugaru´ ko¨rnyezete:
Kr(a) := {x ∈ R | |x− a| < r} = ( a− r, a + r );
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2. A +∞ r sugaru´ ko¨rnyezete:
Kr(+∞) := {x ∈ R | x > 1
r
} = ( 1
r
, +∞ );
3. A −∞ r sugaru´ ko¨rnyezete:
Kr(−∞) := {x ∈ R | x < −1
r
} = (−∞, −1
r
).
Ahhoz, hogy az x va´ltozo´val a ma´r jelzett mo´don meg lehessen ko¨zel´ıteni
a-t, az kell, hogy az a
”
ko¨zel legyen” az f e´rtelmeze´si tartoma´nya´hoz, vagyis,
hogy az a ba´rmely ko¨rnyezete´ben legyen Df -beli elem. So˝t, mivel kiko¨to¨ttu¨k
azt is, hogy x ne legyen egyenlo˝ a-val, azt is fel kell tennu¨nk, hogy az a
ba´rmely ko¨rnyezete´ben legyen a-to´l ku¨lo¨nbo¨zo˝ Df -beli elem. Az ilyen tulaj-
donsa´gu´ elemet torlo´da´si pontnak nevezzu¨k.
2.2. Defin´ıcio´. Legyen H ⊂ R e´s a ∈ R∪{−∞, +∞}. Azt mondjuk, hogy
a a H torlo´da´si pontja, ha
∀ r > 0 : (Kr(a) \ {a}) ∩H 6= ∅.
A H halmaz torlo´da´si pontjainak halmaza´t H ′-vel jelo¨lju¨k.
A H \H ′ halmaz elemeinek neve: H izola´lt pontjai.
A hata´re´rte´k e´rtelmeze´se´hez teha´t terme´szetes mo´don fel kell tennu¨nk, hogy
a ∈ D′f .
Pl. e´rtelmetlen dolog felvetni azt a ke´rde´st, hogy mi a hata´re´rte´ke ne´gy-
zetgyo¨kfu¨ggve´nynek, ha x ko¨zel´ıti a −1-et.
A hata´re´rte´kro˝l mondott intuit´ıv bevezeto˝ alapja´n kisse´ prec´ızebben
u´gy fogalmazhatunk, hogy az f hata´re´rte´ke a a helyen A, ha ba´rmely
ko¨rnyezete´t is tekintve az A-nak, az f(x) fu¨ggve´nye´rte´kek benne vannak
ebben a ko¨rnyezetben minden olyan x esete´n, amely
”
ele´g ko¨zel van” a-hoz.
A pontos defin´ıcio´:
2.3. Defin´ıcio´. Legyen f ∈ R → R, a ∈ D′f , A ∈ R ∪ {−∞, +∞}. Azt
mondjuk, hogy f hata´re´rte´ke az a pontban A (jelben: lim
a
f = A), ha
∀ ε > 0 ∃ δ > 0 ∀ x ∈ (Kδ(a) \ {a}) ∩Df : f(x) ∈ Kε(A).
Bebizony´ıthato´, hogy ro¨gz´ıtett f e´s a esete´n a lim
a
f = A egyenlo˝se´g leg-
feljebb egy A ∈ R ∪ {−∞, +∞} esete´n a´ll fenn, ma´s szo´val, a hata´re´rte´k
egye´rtelmu˝.
Tova´bbi jelo¨le´sek:
A = lim
x→a
f(x), f(x) → A (x → a).
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Megjegyezzu¨k, hogy mivel a lehet −∞, ve´ges vagy +∞, illetve A
szintu´gy lehet −∞, ve´ges vagy +∞, a hata´re´rte´k defin´ıcio´ja – a ko¨rnyezet
e´rtelmeze´se´t felhaszna´lva – 9-fe´leke´ppen fogalmazhato´ meg egyenlo˝tlense´-
gekkel. Pe´lda´ul az a ∈ R, A ∈ R esetben a
lim
a
f = A
egyenlo˝se´g egyene´rte´ku˝ az ala´bbi kijelente´ssel:
∀ ε > 0 ∃ δ > 0 ∀x ∈ Df , 0 < |x− a| < δ : |f(x)− A| < ε.
(ve´gesben vett ve´ges hata´re´rte´k esete).
2.2. Egyoldali hata´re´rte´k
Ha az a hely ve´ges (azaz a ∈ R), akkor szemle´letu¨nk szerint az a-hoz
lehet jobbro´l is e´s balro´l is tartani. A
”
jobbro´l tartani” azt jelenti, hogy
u´gy ko¨zel´ıtju¨k a-t, hogy ko¨zben x > a is fenna´ll. A
”
balro´l tartani” pedig
azt jelenti, hogy x u´gy ko¨zel´ıti a-t, hogy ko¨zben x < a. Az ı´gy keletkezo˝
hata´re´rte´ket jobb- illetve baloldali hata´re´re´te´knek nevezzu¨k.
A pontos defin´ıcio´:
2.4. Defin´ıcio´. Legyen f ∈ R → R, a ∈ R.
a) Tegyu¨k fel, hogy a ∈ ((a, +∞) ∩ Df )′ (ezt ro¨viden u´gy mondjuk,
hogy a jobboldali torlo´da´si pontja Df -nek). Az f a-beli jobboldali
hata´re´rte´ke´n e´rtju¨k az f fu¨ggve´nynek az (a, +∞)∩Df halmazra valo´
leszu˝k´ıte´se´nek hata´re´rte´ke´t. Jelo¨le´se:
lim
x→a+0
f(x).
b) Tegyu¨k fel, hogy a ∈ ((−∞, a) ∩ Df )′ (az a u´n. baloldali torlo´da´si
pontja Df -nek). Az f a-beli baloldali hata´re´rte´ke´n e´rtju¨k az f fu¨gg-
ve´nynek a (−∞, a) ∩ Df halmazra valo´ leszu˝k´ıte´se´nek hata´re´rte´ke´t.
Jelo¨le´se:
lim
x→a−0
f(x).
Terme´szetesen a jobb- e´s a baloldali hata´re´rte´k defin´ıcio´ja is megfogalmaz-
hato´ egyenlo˝tlense´gekkel.
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2.5. Megjegyze´s. Az egyoldali hata´re´rte´k defin´ıcio´ja enyhe´bb ko¨vetel-
me´nyt jelent, mint a hata´re´rte´ke´, teha´t elke´pzelheto˝, hogy egy fu¨gve´nynek
egy pontban nincs hata´re´rte´ke, de van pl. jobboldali hata´re´rte´ke. Pl. te-
kintsu¨k az f ∈ R → R, f(x) := 1
x
fu¨ggve´nyt. Ennek nincs hata´re´rte´ke az
a = 0 pontban, de le´teznek az egyoldali hata´re´rte´kei:
lim
x→0−0
1
x
= −∞; lim
x→0+0
1
x
= +∞.
2.3. Alapveto˝ hata´re´rte´kek
Ebben a szakaszban – bizony´ıta´s ne´lku¨l, e´s a szemle´let alapja´n – megadunk
ne´ha´ny fontos hata´re´rte´ket. A prec´ız bizony´ıta´sra itt terjedelmi okokbo´l
nincs leheto˝se´g, tova´bba´ a bizony´ıta´s felvetne´ az egyes fu¨ggve´nyek pontos
e´rtelmeze´se´nek ke´rde´se´t is. Teha´t a ko¨ze´piskola´bo´l hozott szemle´letu¨nkre
alapozunk, s ennek seg´ıtse´ge´vel tudunk fel´ırni olyan tova´bbi egyszeru˝ ha-
ta´re´rte´keket is, melyek az ala´bbi felsorola´sbo´l kimaradnak.
Ne´ha´ny fontosabb, ve´ges helyen vett hata´re´rte´k:
• Ha f az ala´bbi fu¨ggve´nyek valamelyike, akkor tetszo˝leges a ∈ Df
helyen vett hata´re´rte´ke az f(a) helyettes´ıte´si e´rte´kkel egyenlo˝:
Polinomok, raciona´lis to¨rtfu¨ggve´nyek (=ke´t polinom ha´nyadosa),
gyo¨kfu¨ggve´nyek , abszolu´te´rte´k-fu¨ggve´ny, exponencia´lis fu¨ggve´nyek,
logaritmusfu¨ggve´nyek, a ne´gy trigonometrikus alapfu¨ggve´ny: sin, cos,
tg , ctg , valamint ezek inverze: arcsin, arccos, arc tg , arc ctg .
• Ha k pa´ros pozit´ıv ege´sz sza´m e´s a ∈ R, akkor
lim
x→a
1
(x− a)k = +∞.
• Ha k pa´ratlan pozit´ıv ege´sz sza´m e´s a ∈ R, akkor
lim
x→a−0
1
(x− a)k = −∞, e´s limx→a+0
1
(x− a)k = +∞.
• Ha a > 1, akkor lim
x→0
loga x = −∞.
• Ha 0 < a < 1, akkor lim
x→0
loga x = +∞.
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• Ha xk := pi
2
+ kpi (k ∈ Z), akkor
lim
x→xk−0
tg x = +∞ e´s lim
x→xk+0
tg x = −∞.
• Ha xk := kpi (k ∈ Z), akkor
lim
x→xk−0
ctg x = −∞ e´s lim
x→xk+0
ctg x = +∞.
• Igazolhato´, hogy lim
x→0
sin x
x
= 1.
• lim
x→0
sin x
x
= 1 felhaszna´la´sa´val igazolhato´, hogy lim
x→0
1− cos x
x2
=
1
2
.
Ne´ha´ny fontosabb, a +∞-ben vett hata´re´rte´k:
• Minden c ∈ R esete´n az x 7→ c x ∈ R konstansfu¨ggve´ny hata´re´rte´ke:
lim
x→+∞
c = c.
• Ha k ∈ N, akkor lim
x→+∞
xk = +∞.
• Ha k ∈ N, akkor lim
x→+∞
1
xk
= 0.
• Ha a > 1, akkor lim
x→+∞
ax = +∞.
• Ha 0 < a < 1, akkor lim
x→+∞
ax = 0.
• Ha a > 1, akkor lim
x→+∞
loga x = +∞.
• Ha 0 < a < 1, akkor lim
x→+∞
loga x = −∞.
• lim
x→+∞
arc tg x =
pi
2
.
• lim
x→+∞
arc ctg x = 0.
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2.4. Mu˝veletek hata´re´rte´kkel
A hata´re´rte´k e´s az algebrai mu˝veletek kapcsolata ro¨viden u´gy foglalhato´
o¨ssze, hogy a hata´re´re´te´k ke´pze´se az algebrai mu˝veletekkel felcsere´lheto˝,
felte´ve, hogy a szereplo˝ mu˝veletek e´rtelmezettek. Kisse´ pontosabban:
2.6. Te´tel. Legyen f ∈ R → R, g ∈ R → R, a ∈ R ∪ {−∞, +∞}, e´s
tegyu¨k fel, hogy le´teznek a
lim
x→a
f(x) e´s lim
x→a
g(x)
hata´re´rte´kek. Ekkor
• lim
x→a
(f(x) + g(x)) = lim
x→a
f(x) + lim
x→a
g(x);
• lim
x→a
(f(x) · g(x)) = lim
x→a
f(x) · lim
x→a
g(x);
• lim
x→a
f(x)
g(x)
=
lim
x→a
f(x)
lim
x→a
g(x)
;
felte´ve, hogy a jobb oldalon kijelo¨lt mu˝veletek e´rtelmezettek.
A te´telt nem bizony´ıtjuk. A te´tel terme´szetesen egyoldali hata´re´rte´kekre
is e´rve´nyes.
2.7. Megjegyze´s. A +∞, −∞ idea´lis elemekkel valo´ mu˝veletve´gze´st a
tano´ra´kon ismertetju¨k.
Nem e´rtelmezett mu˝veletek (u´n. tiltott mu˝veletek):
(+∞) + (−∞), (+∞)− (+∞) (−∞)− (−∞),
0 · (±∞)
0
0
,
±∞
±∞
Azokat a kifejeze´seket, melyek hata´re´rte´ksza´mı´ta´sa ilyen eredme´nyre vezet-
het, hata´rozatlan kifejeze´seknek nevezzu¨k.
E mu˝veletek tiltottsa´ga´nak oka az, hogy ba´rhogy is e´rtelmezne´nk a
mu˝velet eredme´nye´t, az elo˝zo˝ te´tel a´ll´ıta´sa nem maradna e´rve´nyben.
Pe´lda´ul legyen f(x) = x + 1, g(x) = −x e´s a = +∞. Ekkor az f + g
fu¨ggve´ny konstans 1, aminek hata´re´rte´ke a +∞-ben 1. Eze´rt, ha azt akarjuk,
hogy a fenti te´tel e´rve´nyben maradjon, akkor a +∞ e´s a −∞ o¨sszege´t 1-nek
kellene e´rtelmeznu¨nk. Viszont ha f(x) = x+2, e´s minden ma´s marad, akkor
– hasonlo´ okoskoda´ssal – +∞ e´s a −∞ o¨sszege 2 kellene, hogy legyen.
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2.5. Folytonossa´g
A folytonossa´g szemle´letes tartalma az, hogy a fu¨ggve´ny grafikonja
”
foly-
tonos vonal”, ma´s szo´val, ha az x va´ltozo´ ko¨zeledik egy a ponthoz, ak-
kor a grafikon rajzola´sakor
”
nem kell felemelni a ceruza´t”, vagyis az f(x)
fu¨ggve´nye´rte´kek az f(a) fu¨ggve´nye´rte´khez ko¨zelednek.
Ezt a tulajdonsa´got pontos´ıtja az ala´bbi defin´ıcio´:
2.8. Defin´ıcio´. Legyen f ∈ R → R, a ∈ Df ∩ D′f . Azt mondjuk, hogy f
folytonos a-ban, ha
lim
x→a
f(x) = f(a).
Az a pontban folytonos fu¨ggve´nyek halmaza´t jelo¨lje C(a).
2.9. Megjegyze´sek.
1. A hata´re´rte´k defin´ıcio´ja´t felhaszna´lva, a pontbeli folytonossa´got ı´gy is
e´rtelmezhetne´nk:
∀ ε > 0 ∃ δ > 0 ∀x ∈ Kδ(a) ∩Df : f(x) ∈ Kε(f(a)).
Egyenlo˝tlense´gekkel (a ko¨rnyezet fogalma´t felhaszna´lva):
∀ ε > 0 ∃ δ > 0, ∀x ∈ Df , |x− a| < δ : |f(x)− f(a)| < ε.
Ezek a defin´ıcio´k a ∈ Df \D′f esete´n is e´rve´nyesek, e´s azt az eredme´nyt
adja´k, hogy a fu¨ggve´ny az e´rtelmeze´si tartoma´nya´nak izola´lt pontjai-
ban folytonos.
2. A folytonossa´g defin´ıcio´ja valamint a hata´re´rte´k e´s az algebrai mu˝ve-
letek kapcsolata´ro´l szo´lo´ 2.6. te´tel alapja´n igazolhato´, hogy ha
f, g ∈ R → R, f, g ∈ C(a) e´s c ∈ R,
akkor
f + g, f − g, f · g, f/g, c · f ∈ C(a).
Igazolhato´ tova´bba´ az is, hogy ha
g ∈ R → R, g ∈ C(a) e´s f ∈ R → R, f ∈ C(g(a)),
akkor f ◦ g ∈ C(a).
3. Az alapveto˝ hata´re´rte´kekre adott pe´lda´kbo´l ko¨vetkezik, hogy az ala´bbi
fu¨gge´nyek az e´rtelmeze´si tartoma´nyuk minden pontja´ban folytonosak:
Polinomok, raciona´lis to¨rtfu¨ggve´nyek, gyo¨kfu¨ggve´nyek , abszolu´te´r-
te´k-fu¨ggve´ny, exponencia´lis fu¨ggve´nyek, logaritmusfu¨ggve´nyek, a ne´gy
trigonometrikus alapfu¨ggve´ny: sin, cos, tg , ctg , valamint ezek inverze:
arcsin, arccos, arc tg , arc ctg .
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2.10. Defin´ıcio´. Legyen f ∈ R → R a ∈ Df . Azt mondjuk, hogy f -nek
a-ban szakada´sa van, ha f /∈ C(a).
Megjegyezzu¨k, hogy a folytonossa´got is e´s a szakada´st is csak az e´rtelmeze´si
tartoma´ny pontjaiban definia´ltuk, e´rtelmeze´si tartoma´nyon k´ıvu¨li pontok-
ban nem.
A szakada´sokat a ko¨vetkezo˝ mo´don oszta´lyozhatjuk:
2.11. Defin´ıcio´. Legyen f ∈ R → R, a ∈ Df ∩D′f , f /∈ C(a).
Azt mondjuk, hogy f -nek a-ban
• megszu¨ntetheto˝ szakada´sa van, ha
∃ lim
a
f ∈ R, de lim
a
f 6= f(a).
✲
✻
✧
✧
✧
❝✧
✧
a
s
lim
a
f
f(a)
• ugra´sa van, ha
∃ lim
a−0
f ∈ R e´s ∃ lim
a+0
f ∈ R, de lim
a−0
f 6= lim
a+0
f.
✲
✻
✧
✧
✧
❝✧
✧
❝
a
s
Az egye´b esetekben azt mondjuk, hogy f -nek a-ban ma´sodfaju´ szakada´sa
van.
2.12. Megjegyze´s. A megszu¨ntetheto˝ szakada´st e´s az ugra´st ko¨zo¨s ne´ven
elso˝faju´ szakada´snak is szoka´s nevezni.
A ko¨vetkezo˝kben a halmazon valo´ folytonossa´gro´l lesz szo´.
2.13. Defin´ıcio´. Legyen f ∈ R → R. Azt mondjuk, hogy az f fu¨ggve´ny
folytonos, ha e´rtelmeze´si tartoma´nya´nak minden pontja´ban folytonos, azaz
ha
∀ a ∈ Df : f ∈ C(a).
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2.14. Pe´lda´k.
1. Az alapveto˝ hata´re´rte´kekne´l felsorolt pe´lda´kbo´l ado´dik, hogy az ala´bbi
fu¨ggve´nyek folytonosak:
Polinomok, raciona´lis to¨rtfu¨ggve´nyek, gyo¨kfu¨ggve´nyek , abszolu´te´rte´k-
fu¨ggve´ny, exponencia´lis fu¨ggve´nyek, logaritmusfu¨ggve´nyek, a ne´gy tri-
gonometrikus alapfu¨ggve´ny: sin, cos, tg , ctg , valamint ezek inverze:
arcsin, arccos, arc tg , arc ctg .
2. Az ala´bbi a´bra´n la´thato´ fu¨ggve´ny, az u´n. elo˝jelfu¨ggve´ny (szignum-
fu¨ggve´ny) nem folytonos, mivel van olyan pontja az e´rtelmeze´si tar-
toma´nya´nak, amelyben nem folytonos (nevezetesen a 0).
✲
✻
❝-1
❝1
s
2.15. Defin´ıcio´. Legyen f ∈ R → R, ∅ 6= H ⊂ Df . Azt mondjuk, hogy f
folytonos a H halmazon, ha az f H-ra valo´ leszu˝k´ıte´se (az f|H) folytonos
fu¨ggve´ny.
2.16. Megjegyze´s. A H halmazon valo´ folytonossa´g nem azonos azzal,
hogy az eredeti fu¨ggve´ny a H halmaz minden pontja´ban folytonos. Pe´lda´ul
az ala´bbi a´bra´n la´thato´ f : R → R fu¨ggve´ny folytonos a H := [0 + ∞]
halmazon, jo´llehet f /∈ C(0).
✲
✻
❝
s1
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2.6. Feladatok
1. Sza´mı´tsuk ki az ala´bbi hata´re´rte´keket. Ahol a hata´re´rte´k nem le´tezik
sza´mı´tsuk ki az egyoldali hata´re´rte´keket.
a) lim
x→1
x3 − x2 − x + 1
x3 + x− 2 b) limx→0
(
1
x− 1 −
4
x3 − 1
)
c) lim
x→1
5x√
1 + x−√1− x d) limx→0
√
x2 + 1− 1√
x2 + 16− 4
e) lim
x→5
√
x− 1− 2
x− 5 f) limx→−1
√
x + 2−√−x
3
√
x + 2− 3√−x
g) lim
x→1
3
√
x− 1
5
√
x− 1 h) limx→0
5x√
1 + x−√1− x
i) lim
x→0
tg x− sin x
x3
j) lim
x→0
1 + sin x− cos x
1− sin x− cos x
k) lim
x→0
sin 5x
sin 7x
l) lim
x→0
x− sin 2x
x + sin 3x
m) lim
x→0
2 sin x− sin 2x
x3
n) lim
x→0
1−√1 + 3x
sin x
2. Sza´mı´tsuk ki az ala´bbi hata´re´rte´keket.
a) lim
x→+∞
5x2 + 3x− 7
3x2 − x + 5 b) limx→+∞
2x√
3x2 + 2
c) lim
x→+∞
√
1 + 9x2
x− 2 d) limx→+∞(
√
x2 + 5x− x)
e) lim
x→+∞
x3 − 5x + 1
1 + 3x2 − 2x3 f) limx→+∞
2x5 − x4 − 3x + 4
x2 − 7x3 − 3x + 1
g) lim
x→+∞
(
√
x2 + 3x− 1−√x2 + 3)
h) lim
x→+∞
(
√
(x + 2) · (x + 7)− x)
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3. Ve´gezzu¨nk folytonossa´g vizsga´latot az ala´bbi fu¨ggve´nyeken:
a) f(x) :=


3
x− 1 ha x 6= 1
0 ha x = 1
b) f(x) :=


x− 1
x2 − x ha x ∈ R\{0; 1}
1 ha x ∈ {0; 1}
c) f(x) :=


(x− 2)2
x2 − 5x + 6 ha x ∈ R\{2; 3}
0 ha x ∈ {2; 3}
d) f(x) :=


−1
2
x2 ha x ≤ 2
x ha x > 2
e) f(x) :=


1− x2 ha x ≤ 0
(1− x)2 ha 0 < x ≤ 2
4− x ha x > 2
3. Fu¨ggve´nyek differencia´la´sa
3.1. A deriva´lt fogalma, alap-deriva´ltak
A deriva´lt e´rtelmeze´se´ne´l alapveto˝ szerepet ja´tszik a belso˝ pont fogalma.
3.1. Defin´ıcio´. Legyen H ⊂ R e´s a ∈ H. Azt mondjuk, hogy a a H belso˝
pontja, ha
∃ r > 0 : Kr(a) ⊂ H.
A H halmaz belso˝ pontjainak halmaza´t a halmaz belseje´nek nevezzu¨k, e´s
int H-val jelo¨lju¨k. Halmaz belseje´nek jelo¨le´se´re haszna´latos me´g a
◦
H jelo¨le´s
is.
A H halmazt ny´ılt halmaznak nevezzu¨k, ha minden pontja belso˝ pont,
azaz, ha int H = H.
Ezek uta´n – a szemle´letbo˝l kiindulva – ra´te´ru¨nk a deriva´lt e´rtelmeze´se´re.
Legyen f ∈ R → R, a ∈ int Df . Szeretne´nk az f fu¨ggve´nyt az a
pont
”
ko¨ru¨l” az ala´bbi e´rtelemben megko¨zel´ıteni l(x) = mx + b linea´ris
fu¨ggve´nnyel:
Az elso˝ felte´tel, hogy a ke´t fu¨ggve´ny az x = a pontban egyezzen meg:
f(a) = l(a) = ma + b,
amibo˝l b kifejezheto˝: b = −ma + f(a). Ezzel a keresett linea´ris fu¨ggve´ny:
l(x) = m(x− a) + f(a).
Az elso˝ felte´tel teha´t az m parame´ter (meredekse´g) valamennyi e´rte´ke mel-
lett teljesu¨l. So˝t, ha f folytonos, akkor minden m esete´n a ko¨zel´ıte´s hiba´ja
x → a esete´n 0-hoz tart, hiszen
lim
x→a
(f(x)− l(x)) = lim
x→a
f(x)− lim
x→a
l(x) = f(a)− l(a) = f(a)− f(a) = 0.
A ma´sodik felte´tel az, hogy a hiba olyan gyorsan tartson 0-hoz, hogy me´g
x − a-val osztva is 0-hoz tartson. (Ilyenkor mondjuk, hogy f(x) − f(a)
gyorsabban tart 0-hoz, mint x− a.)
Teha´t olyan m ∈ R sza´mot keresu¨nk, amelyre
lim
x→a
f(x)− l(x)
x− a = limx→a
f(x)− f(a)−m(x− a)
x− a = 0.
Ezzel kapcsolatos az ala´bbi defin´ıcio´:
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3.2. Defin´ıcio´. Legyen f ∈ R → R, a ∈ int Df . Azt mondjuk, hogy f
differencia´lhato´ (deriva´lhato´) a-ban, ha
∃m ∈ R : lim
x→a
f(x)− f(a)−m(x− a)
x− a = 0.
Az a-ban differencia´lhato´ fu¨ggve´nyek halmaza´t jelo¨lje D(a). Mega´llapodunk
abban, hogy az f ∈ D(a) kijelente´sbe belee´rtendo˝ az is, hogy a ∈ int Df .
3.3. Megjegyze´s. Mivel
f(x)− f(a)−m(x− a)
x− a =
f(x)− f(a)
x− a −m,
Eze´rt az ala´bbi ha´rom a´ll´ıta´s ekvivalens
∃m ∈ R : lim
x→a
f(x)− f(a)−m(x− a)
x− a = 0
∃m ∈ R : lim
x→a
(
f(x)− f(a)
x− a −m
)
= 0
∃m ∈ R : lim
x→a
f(x)− f(a)
x− a = m.
Ebbo˝l egyre´szt az ko¨vetkezik, hogy a 3.2. defin´ıcio´ban szereplo˝ m sza´m egy-
e´rtelmu˝, ma´sre´szt, hogy a differencia´lhato´sa´got ı´gy is e´rtelmezhettu¨k volna
(konstrukt´ıv e´rtelmeze´s): Le´tezzen a lim
x→a
f(x)− f(a)
x− a ve´ges hata´re´rte´k. A
Df \ {a} → R, x 7→ f(x)− f(a)
x− a
fu¨ggve´nyt ku¨lo¨nbse´gi ha´nyadosnak nevezzu¨k.
3.4. Defin´ıcio´. A 3.2. defin´ıcio´ban szereplo˝ m ∈ R sza´mot az f fu¨ggve´ny
a-beli differencia´lha´nyadosa´nak (deriva´ltja´nak) nevezzu¨k. Jele: f ′(a) vagy
df
dx
∣∣∣
x=a
.
A ku¨lo¨nbse´gi ha´nyadossal valo´ e´rtelmeze´s szerint teha´t
f ′(a) = lim
x→a
f(x)− f(a)
x− a .
3.5. Megjegyze´s. h = x − a helyettes´ıte´ssel a differencia´lhato´sa´g ill. a
deriva´lt e´rtelmeze´se az ala´bbi mo´don fogalmazhato´ a´t:
f ∈ D(a) akkor e´s csak akkor teljesu¨l, ha
∃m ∈ R : lim
h→0
f(a + h)− f(a)−m · h
h
= 0.
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Ez esetben f ′(a) = m.
Hasonlo´ke´ppen, a ku¨lo¨nbse´gi ha´nyadossal valo´ defin´ıcio´ (a konstrukt´ıv
defin´ıcio´) a´tfogalmaza´sa:
f ∈ D(a) akkor e´s csak akkor teljesu¨l, ha
∃ lim
h→0
f(a + h)− f(a)
h
∈ R.
Ez esetben f ′(a) = lim
h→0
f(a + h)− f(a)
h
.
Ezzel a differencia´lhato´sa´gnak ne´gy ekvivalens e´rtelmeze´se´t is megadtuk.
A deriva´lt geometriai jelente´se a ko¨vetkezo˝. Az (a, f(a)) e´s az (x, f(x))
pontokon a´tmeno˝ egyenes (az u´n. szelo˝) meredekse´ge
tg α =
f(x)− f(a)
x− a .
Szemle´letu¨nk alapja´n x → a esete´n a szelo˝k hata´rhelyzete az e´rinto˝, teha´t
a deriva´lt az (a, f(a))-beli e´rinto˝ meredekse´ge.
Az eddigiekben meggondoltakat is figyelembe ve´ve teha´t az e´rinto˝ az
egyetlen olyan egyenes, ami a´tmegy az (a, f(a)) ponton e´s a fu¨ggve´ny gra-
fikonja´to´l valo´ elte´re´se (a hiba) gyorsabban tart 0-hoz, mint ahogy x az
a-hoz.
3.6. Te´tel. f ∈ D(a) ⇒ f ∈ C(a).
Bizony´ıta´s.
f(a + h)− f(a) = f(a + h)− f(a)
h︸ ︷︷ ︸
→f ′(a)
· h︸︷︷︸
→0
→ f ′(a) · 0 = 0 (h → 0),
Teha´t lim
h→0
f(a + h) = f(a), azaz f ∈ C(a). ¤
A ko¨vetkezo˝kben a halmazon valo´ deriva´lhato´sa´gro´l lesz szo´.
3.7. Defin´ıcio´. Legyen f ∈ R → R, e´s legyen H a Df egy ny´ılt re´szhalma-
za. Azt mondjuk, hogy f deriva´lhato´ a H halmazon (jelben: f ∈ D(H)), ha
f deriva´lhato´ a H halmaz minden pontja´ban. Ez nyilva´nvalo´an egyene´rte´ku˝
azzal, hogy az f H-ra valo´ leszu˝k´ıte´se (az f|H) fu¨ggve´ny az e´rtelmeze´si
tartoma´nya´nak minden pontja´ban differencia´lhato´.
3.8. Defin´ıcio´. Az f ∈ R → R fu¨ggve´nyt differencia´lhato´nak nevezzu¨k, ha
e´rtelmeze´si tartoma´nya´nak minden belso˝ pontja´ban differencia´lhato´. (Ma´s
szo´val: f differencia´lhato´ az e´rtelmeze´si tartoma´nya´ban fekvo˝ maxima´lis
ny´ılt halmazon, az intDf -en.)
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Ha egy ponthoz hozza´rendelju¨k az e pontbeli deriva´ltat, egy u´j fu¨gg-
ve´nyhez, a deriva´ltfu¨ggve´nyhez jutunk.
3.9. Defin´ıcio´. Legyen f ∈ R → R, e´s tegyu¨k fel, hogy
Df ′ := {x ∈ Df | f ∈ D(x)} 6= ∅.
Az
f ′ : Df ′ → R, x 7→ f ′(x)
fu¨ggve´nyt az f deriva´ltfu¨ggve´nye´nek (ro¨viden: deriva´ltja´nak) nevezzu¨k.
A deriva´ltfu¨ggve´ny deriva´la´sa´val jutunk el az u´n. magasabbrendu˝ de-
riva´ltakhoz.
3.10. Defin´ıcio´. Legyen f ∈ R → R, a ∈ int Df . Azt mondjuk, hogy f
2-szer differencia´lhato´ az a pontban (jele: f ∈ D2(a)), ha
1. ∃ r > 0 ∀x ∈ Kr(a) : f ∈ D(x);
2. f ′ ∈ D(a).
Ez esetben az f (2)(a) := f
′′
(a) := (f ′)′(a) sza´mot az f fu¨ggve´ny a pontbeli
ma´sodik deriva´ltja´nak nevezzu¨k.
3.11. Megjegyze´s. Hasonlo´an, rekurzio´val e´rtelmezheto˝ek a 3., 4., . . . de-
riva´ltak (s ezzel a 3-szor, 4-szer stb. differencia´lhato´sa´g). Jelo¨le´su¨k:
f
′′′
(a), f
′′′′
(a), . . . illetve f (3)(a), f (4)(a), . . .
A ko¨vetkezo˝kben ne´ha´ny alapderiva´ltat sza´mı´tunk ki:
3.12. Pe´lda´k.
1. f(x) = x2, a = 3. Ekkor
f ′(3) = lim
x→3
x2 − 9
x− 3 = limx→3
(x− 3)(x + 3)
x− 3 = limx→3 (x + 3) = 3 + 3 = 6,
vagy
f ′(3) = lim
h→0
(3 + h)2 − 9
h
= lim
h→0
6h + h2
h
= lim
h→0
(6 + h) = 6.
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2. f(x) = x2, a ∈ R ro¨gz´ıtett. Ekkor
f ′(a) = lim
h→0
(a + h)2 − a2
h
=
= lim
h→0
2ah + h2
h
= lim
h→0
(2a + h) = 2a + 0 = 2a,
teha´t f ′(a) = 2a, betu˝csere´vel: f ′(x) = 2x.
3. f(x) = x3, x ∈ R ro¨gz´ıtett. Ekkor
f ′(x) = lim
h→0
(x + h)3 − x3
h
= lim
h→0
x3 + 3x2h + 3xh2 + h3 − x3
h
=
= lim
h→0
(3x2 + 3xh + h2) = 3x2,
teha´t f ′(x) = 3x2.
4. f(x) = xn, n ∈ N, x ∈ R ro¨gz´ıtett. Ekkor a binomia´lis te´tel alapja´n
f ′(x) = lim
h→0
(x + h)n − xn
h
=
= lim
h→0
(
n
0
)
· xn +
(
n
1
)
· xn−1 · h +
n∑
k=2
(
n
k
)
· xn−k · hk − xn
h
=
= lim
h→0
(
n · xn−1 +
n∑
k=2
(
n
k
)
· xn−k · hk−1
)
= n · xn−1,
teha´t f ′(x) = n · xn−1.
5. f(x) = x . Ekkor
f ′(x) = lim
h→0
x + h− x
h
= lim
h→0
1 = 1.
6. f(x) = c konstans fu¨ggve´ny. Ekkor
f ′(x) = lim
h→0
c− c
h
= lim
h→0
0 = 0.
7. f(x) =
√
x. Ekkor
f ′(x) = lim
h→0
√
x + h−√x
h
= lim
h→0
x + h− x
h · (√x + h +√x) =
= lim
h→0
1√
x + h +
√
x
=
1
2 · √x.
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8. f(x) = sin x . Ekkor
f ′(x) = lim
h→0
sin(x + h)− sin x
h
=
= lim
h→0
sin x · cos h + cos x · sin h− sin x
h
=
= lim
h→0
(
cos x · sin h
h
+ sin x · cos h− 1
h
)
=
= (cos x) · lim
h→0
sin h
h
+ (sin x) · lim
h→0
1− cos h
h2
· lim
h→0
(−h) =
= (cos x) · 1 + (sin x) · 1
2
· 0 = cos x.
Tova´bbi fontos alap-deriva´ltakat ismertetu¨nk a tano´ra´kon.
3.2. Deriva´la´si szaba´lyok
A deriva´la´si szaba´lyok arra vonatkoznak, hogy ha egyszeru˝bb fu¨ggve´nyekbo˝l
bonyolultabbakat e´p´ıtu¨nk fel, akkor hogyan sza´mı´tjuk ki a kapott fu¨ggve´ny
deriva´ltja´t az eredeti fu¨ggve´nyek seg´ıtse´ge´vel.
A deriva´la´si szaba´lyokat bizony´ıta´s ne´lku¨l ko¨zo¨lju¨k.
3.13. Te´tel. Legyen f, g ∈ R → R, f, g ∈ D(a) e´s legyen c ∈ R. Ekkor
1. (o¨sszeg deriva´la´si szaba´lya) f + g ∈ D(a) e´s
(f + g)′(a) = f ′(a) + g′(a).
2. (konstansszoros deriva´la´si szaba´lya) c · f ∈ D(a) e´s
(c · f)′(a) = c · f ′(a).
3. (szorzat deriva´la´si szaba´lya) f · g ∈ D(a) e´s
(f · g)′(a) = f ′(a) · g(a) + f(a) · g′(a).
(Megjegyezzu¨k, hogy ha g(x) = c konstans, akkor visszakapjuk a kons-
tansszoros deriva´la´si szaba´lya´t.)
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4. (reciprok deriva´la´si szaba´lya) ha g(a) 6= 0, akkor 1
g
∈ D(a) e´s
(
1
g
)′
(a) = − g
′(a)
g2(a)
.
5. (ha´nyados deriva´la´si szaba´lya) ha g(a) 6= 0, akkor f
g
∈ D(a) e´s
(
f
g
)′
(a) =
f ′(a) · g(a)− f(a) · g′(a)
g2(a)
.
3.14. Te´tel. (kompoz´ıcio´ deriva´la´si szaba´lya =
”
la´ncszaba´ly”)
Legyen g ∈ R → R, g ∈ D(a), f ∈ R → R, f ∈ D(g(a)). Ekkor
f ◦ g ∈ D(a) e´s
(f ◦ g)′(a) = f ′(g(a)) · g′(a).
3.15. Te´tel. (inverz fu¨ggve´ny deriva´la´sa)
Legyen I ⊂ R ny´ılt intervallum, f : I → R, f ∈ D(I), f szigoru´an
monoton, tova´bba´ tegyu¨k fel, hogy f ′(x) 6= 0 (x ∈ I). Ekkor J = Rf ny´ılt
intervallum, tova´bba´ f−1 ∈ D(J), e´s
(f−1)′(y) =
1
f ′(f−1(y))
(y ∈ J).
3.16. Pe´lda´k.
1. f(x) = exp x = ex (x ∈ R). Ekkor f−1 = ln : R+ → R. Teljesu¨lnek
te´telu¨nk felte´telei, eze´rt
ln′(y) = (f−1)′(y) =
1
exp′ (ln (y))
=
1
exp (ln (y))
=
1
y
(y ∈ J = R+).
Ha ma´r megvan a deriva´lt, az y betu˝t x-re csere´lhetju¨k:
ln′ x =
1
x
(x ∈ R+).
2. f(x) = sin x (x ∈ I :=
(
−pi
2
,
pi
2
)
. Ekkor
f−1(y) = arcsin y (y ∈ (−1, 1)).
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Most is teljesu¨lnek a te´tel felte´telei, eze´rt
arcsin′ y = (f−1)(y) =
1
sin′(arcsin y)
=
1
cos(arcsin y︸ ︷︷ ︸
x
)
.
Felhaszna´lva, hogy x ∈
(
−pi
2
,
pi
2
)
miatt cos x ≥ 0, ı´gy folytathatjuk
az a´talak´ıta´st:
1√
1− (sin(arcsin x))2 =
1√
1− y2 .
Teha´t arcsin′ y =
1√
1− y2 (y ∈ (−1, 1)). Betu˝csere uta´n:
arcsin′ x =
1√
1− x2 (x ∈ (−1, 1)).
3. Legyen tg x =
sin x
cos x
. Ekkor
tg ′x =
sin′ x · cos x− sin x · cos′ x
cos2 x
=
cos2 x + sin2 x
cos2 x
=
=
1
cos2 x
= 1 + tg 2x.
3.3. Alkalmaza´s I.: e´rinto˝
Az elso˝ szakaszban a deriva´ltat a linea´ris ko¨zel´ıte´s alapja´n vezettu¨k be:
f(x) ≈ m · (x− a) + f(a)︸ ︷︷ ︸
l(x)
,
ahol a legjobb ko¨zel´ıte´st az m := f ′(a) va´laszta´s adja (felte´ve, hogy f
differencia´lhato´ a-ban). Ennek alapja´n ce´lszeru˝, ha f grafikonja (amely egy
s´ıkgo¨rbe) a pont beli e´rinto˝je´nek az
E := {(x, f ′(a) · (x− a) + f(a)) ∈ R2 | x ∈ R}
halmazt tekinteni. Ez egy R2-beli egyenes. Az e´rinto˝ egyenlete teha´t:
y = f ′(a) · (x− a) + f(a).
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3.4. Alkalmaza´s II.: Monotonita´s, sze´lso˝e´rte´k
A fu¨ggve´nyek monotonita´sa´nak vizsga´lata a ko¨vetkezo˝ te´telen alapul, melyet
bizony´ıta´s ne´lku¨l ko¨zlu¨nk:
3.17. Te´tel. [Lagrange-ko¨ze´pe´rte´kte´tel] Legyen f : [a, b] → R, f ∈ C[a, b],
f ∈ D(a, b). Ekkor
∃ ξ ∈ (a, b) : f(b)− f(a)
b− a = f
′(ξ).
3.18. Megjegyze´s. A te´tel szemle´letesen azt jelenti, hogy van a fu¨ggve´ny
grafikonja´n olyan pont, amelyben hu´zott e´rinto˝ pa´rhuzamos a grafikon ve´g-
pontjait, az (a, f(a)) e´s a (b, f(b)) pontokat o¨sszeko¨to˝ egyenessel. Egy ilyen
pont abszcissza´ja´t jelo¨li ξ.
A Lagrange-ko¨ze´pe´rte´kte´tel seg´ıtse´ge´vel igazolhatjuk a fu¨ggve´nyek no¨-
vekede´se´vel e´s cso¨kkene´se´vel kapcsolatos alapte´telu¨nket:
3.19. Te´tel. Legyen I ⊂ R intervallum, e´s jelo¨lje ◦I az intervallum belseje´t.
Legyen tova´bba´ f ∈ R → R, f ∈ C(I), f ∈ D( ◦I). Ekkor:
1. Ha ∀x ∈ ◦I: f ′(x) > 0, akkor f szigoru´an monoton no¨vekvo˝ I-n.
2. Ha ∀x ∈ ◦I: f ′(x) < 0, akkor f szigoru´an monoton cso¨kkeno˝ I-n.
3. Ha ∀x ∈ ◦I: f ′(x) = 0, akkor f kontsans I-n.
Bizony´ıta´s. Legyen x1, x2 ∈ I, x1 < x2. Alkalmazzuk a Lagrange-ko¨ze´p-
e´rte´kte´telt az [x1, x2] intervallumon:
∃ ξ ∈ (x1, x2) : f(x2)− f(x1)
x2 − x1 = f
′(ξ).
A´trendezve: f(x2)− f(x1) = f ′(ξ) · (x2 − x1).
1. ξ ∈ ◦I miatt f ′(ξ) > 0, s mivel x2 − x1 > 0, eze´rt f(x2) − f(x1) > 0,
azaz f(x1) < f(x2).
2. ξ ∈ ◦I miatt f ′(ξ) < 0, s mivel x2 − x1 > 0, eze´rt f(x2) − f(x1) < 0,
azaz f(x1) > f(x2).
3. ξ ∈ ◦I miatt f ′(ξ) = 0, eze´rt f(x2)− f(x1) = 0, azaz f(x1) = f(x2).
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A te´telt leggyakrabban abban az esetben alkalmazzuk, amikor az f
fu¨ggve´ny e´rtelmeze´si tartoma´nya ve´ges sza´mu´ intervallum egyes´ıte´se, f foly-
tonos e´s az e´rtelmeze´si tartoma´ny belso˝ pontjaiban differencia´lhato´, tova´bba´
az f ′(x) = 0 egyenletnek ve´ges sza´mu´ gyo¨ke van.
Ekkor ez a ve´ges sza´mu´ gyo¨k az e´rtelmeze´si tartoma´nyt ve´ges sza´mu´
re´szintervallumra bontja. Igazolhato´, hogy egy-egy ilyen re´szintervallum bel-
seje´ben f ′-nek ma´r nincs to¨bb ze´rushelye, vagyis ezeken f ′ elo˝jele a´llando´.
Eze´rt f egy-egy ilyen re´szintervallumon – te´telu¨nket erre a re´szintervallumra
alkalmazva – vagy szigoru´an monoton no˝, vagy szigoru´an monoton cso¨kken.
Mindezt az u´n. monotonita´si ta´bla´zatban tudjuk a´ttekintheto˝en o¨ssze-
foglalni (ld. a tano´ra´kon).
Te´rju¨nk ra´ a sze´lso˝e´rte´kekre.
3.20. Defin´ıcio´. Legyen f ∈ R → R, a ∈ Df , e´s jelo¨lje K(a) az a vala-
mely ko¨rnyezete´t. Azt mondjuk, hogy f -nek a-ban loka´lis
1. minimuma van, ha
∃ r > 0 ∀x ∈ Kr(a) ∩Df : f(x) ≥ f(a)
2. szigoru´ minimuma van, ha
∃ r > 0 ∀ x ∈ Kr(a) ∩Df \ {a} : f(x) > f(a)
3. maximuma van, ha
∃ r > 0 ∀x ∈ Kr(a) ∩Df : f(x) ≤ f(a)
4. szigoru´ maximuma van, ha
∃ r > 0 ∀ x ∈ Kr(a) ∩Df \ {a} : f(x) < f(a)
Itt a a loka´lis sze´lso˝e´rte´k helye, f(a) a loka´lis sze´lso˝e´rte´k.
Ha ma´r tudjuk, hogy a fu¨ggve´ny mely intervallumokon no˝ e´s melyeken
cso¨kken, akkor ko¨nnyen meg tudjuk hata´rozni a loka´lis sze´lso˝e´rte´khelyeit.
Mega´llap´ıthatjuk ugyanis, hogy azokban a pontokban, ahol f szigoru´
no¨vekede´sbo˝l szigoru´ cso¨kkene´sbe megy a´t, szigoru´ loka´lis maximum van.
Hasonlo´ke´ppen, ahol f szigoru´ cso¨kkene´sbo˝l szigoru´ no¨vekede´sbe megy a´t,
szigoru´ loka´lis minimum van. Ezt pontos´ıtja a ko¨vetkezo˝, ko¨nnyen bebi-
zony´ıthato´ te´tel:
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3.21. Te´tel. Legyen f ∈ R → R. Ekkor
• ha f szigoru´an monoton no¨vekvo˝ az (a, c] intervallumon, tova´bba´ szi-
goru´an monoton cso¨kkeno˝ a [c, b) intervallumon, akkor f -nek c-ben
szigoru´ loka´lis maximuma van;
• ha f szigoru´an monoton cso¨kkeno˝ az (a, c] intervallumon, tova´bba´
szigoru´an monoton no¨vekvo˝ a [c, b) intervallumon, akkor f -nek c-ben
szigoru´ loka´lis minimuma van.
3.22. Megjegyze´sek.
1. Mivel a no¨vekede´st-cso¨kkene´st legto¨bbszo¨r a deriva´lt elo˝jele´vel vizs-
ga´ljuk, a fenti te´tel a´tfogalmazhato´ a deriva´ltfu¨ggve´ny elo˝jelva´lta´sai
seg´ıtse´ge´vel is.
2. Az eddigiekbo˝l ko¨vetkezik, hogy ha egy fu¨ggve´ny megfelel a fenti
te´tel felte´teleinek, akkor a sze´lso˝e´rte´k helye´n a deriva´lt e´rte´ke 0.
Ez a´ltala´ban is igazolhato´: ha f ∈ D(a), e´s f -nek a-ban loka´lis
sze´lso˝e´rte´ke van, akkor f ′(a) = 0. Ma´s szo´val: a deriva´lt eltu˝ne´se a
loka´lis sze´lso˝e´rte´k szu¨kse´ges felte´tele.
Hogy ez a felte´tel nem ele´gse´ges, mutatja az x → x3 fu¨ggve´ny az a = 0
helyen.
3.5. Alkalmaza´s III.: L’Hospital-szaba´ly
A L’Hospital szaba´ly bizonyos
0
0
ill.
∞
∞ t´ıpusu´ hata´re´rte´kek kisza´mı´ta´sa´t
visszavezeti a deriva´ltak ha´nyadosa´nak hata´re´rte´ke´re.
3.23. Te´tel. [L’Hospital szaba´ly] Legyen
−∞ ≤ a < b ≤ +∞, f, g : (a, b) → R, f, g ∈ D(a, b).
Tegyu¨k fel, hogy
g′(x) 6= 0 (x ∈ (a, b)),
tova´bba´, hogy
lim
a+0
f = lim
a+0
g = 0, vagy lim
a+0
f = lim
a+0
g = +∞,
valamint, hogy
∃ lim
a+0
f ′
g′
.
Ekkor
lim
a+0
f
g
= lim
a+0
f ′
g′
.
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A te´telt nem bizony´ıtjuk
3.24. Megjegyze´sek.
1. Hasonlo´ te´tel e´rve´nyes a bal oldali hata´re´rte´kre is.
2. Hasonlo´ te´tel e´rve´nyes a hata´re´rte´kre is.
3. A L’Hospital szaba´ly hata´rozatlan to¨rtekre vonatkozik. A to¨bbi hata´-
rozatlan kifejeze´st (ld. 2.7. megjegyze´s) vissza kell vezetni a hata´ro-
zatlan ha´nyadosra.
3.6. Feladatok
1. Deriva´ljuk az ala´bbi fu¨ggve´nyeket:
a) f(x) =
2
4x− 3 b) f(x) =
3
√−x2 − 1
c) f(x) =
4x + 3√
x2 + 5
d) f(x) = arcsin
√
x
e) f(x) = tg
x
2
+ arc tg 2x f) f(x) = ln tg
x
2
g) f(x) = 5 cos2(3x + 4) h) f(x) = ln tg sin cos x
i) f(x) = cos x · tg x j) f(x) = arccos ( 5x + 2√−x2 + 8)
k) f(x) = ln2 tg x + x ln tg 4x l) f(x) = xe + ex + xe · ex
m) f(x) = (x2 + 2) sin
√
x + 3 n) f(x) = ctg 2x−
√
x− 1√
x + 1
o) f(x) = ln(x +
√
x2 + 1)
p) f(x) = lg(x3ex
2
) + lg
√
x2 + 1
x2 + 5
q) f(x) =
tg x
1 + tg 2x
r) f(x) =
1
2
ln
√
1 + x2
1− x2
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2. I´rjuk fel az e´rinto˝egyenes egyenlete´t az ala´bbi fu¨ggve´nyekhez a mega-
dott x0 abszcissza´ju´ pontban:
a) y = 3x2 − 5x + 2, x0 = 3
b) y =
x + 1
x− 1 , x0 = 3
c) y =
√
1 + x2, x0 =
1
2
d) y = ln(sin x2), x0 =
4
5
3. Melyek azok a pontok, ahol az adott go¨rbe e´rinto˝je pa´rhuzamos az
adott egyenessel?
a) y = 2 + x− x2, x tengely
b) y = 2 + x− x2, az elso˝ s´ıknegyed szo¨gfelezo˝je
c) y = arc tg
1
x− 2 , y = −
1
2
x + 5
d) y =
1
3
√
(x2 − 1)2
x3
, y =
√
3
16
x + 1
4. Vizsga´ljuk meg az ala´bbi fu¨ggve´nyeket monotonita´s e´s loka´lis sze´lso˝-
e´rte´k szempontja´bo´l:
a) f(x) = x4 − 6x2 + 9 b) f(x) = 1
x
− x2
c) f(x) =
x2
ex
d) f(x) =
x3
ex
e) f(x) =
6x
x + 1
f) f(x) =
x2
(x− 1)2
g) f(x) = ln(x2 − 1) h) f(x) = ln x
2
(1 + x)3
i) f(x) = sin x +
1
2
sin 2x j) f(x) =
2
x
− 3
1 + x
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5. Sza´moljuk ki az ala´bbi hata´re´rte´keket a L’Hospital szaba´ly seg´ıtse´ge´-
vel:
a) lim
x→0+0
(
1
x
− 1
ex − 1
)
b) lim
x→0
sin x− x
arcsin x− x
c) lim
x→0+0
ln x
ln sin x
d) lim
x→0+0
(
1
sin x
− 1
ex − 1
)
e) lim
x→0
3 + cos 2x− 4 cos x
x2 − x sin x f) limx→0
ex − e−x − 2x
x3
g) lim
x→1
(ln x) · ln(1− x) h) x− sin x
x3
6. Az R sugaru´ ko¨rlemezbo˝l mekkora ko¨rcikket kell kiva´gni, hogy belo˝le
a maxima´lis te´rfogatu´ ku´p alaku´ to¨lcse´rt lehessen kialak´ıtani?
7. Adjuk meg annak az egyenesnek az egyenlete´t, amely a´tmegy a (2; 4)
ponton, e´s a nemnegat´ıv koordina´ta-fe´ltengelyekkel egyu¨tt a minima´lis
teru¨letu˝ ha´romszo¨get hata´rolja.
4. Fu¨ggve´nyek integra´la´sa
4.1. A primit´ıv fu¨ggve´ny fogalma, ne´ha´ny a-
lapintegra´l
Sok esetben szu¨kse´g van arra, hogy olyan fu¨ggve´nyt keressu¨nk, amelynek
a deriva´ltja egy elo˝re adott fu¨ggve´ny. Az ilyen fu¨ggve´nyt az az elo˝re adott
fu¨ggve´ny primit´ıv fu¨ggve´nye´nek nevezzu¨k. Persze ez a meghata´roza´s me´g
pontos´ıta´sra szorul, nem mindegy pl. a szereplo˝ fu¨ggve´nyek e´rtelmeze´si tar-
toma´nya.
4.1. Defin´ıcio´. Legyen H ⊂ R ny´ılt halmaz, tova´bba´
f : H → R, F : H → R.
Az F fu¨ggve´nyt az f fu¨ggve´ny primit´ıv fu¨ggve´nye´nek nevezzu¨k, ha F diffe-
rencia´lhato´, e´s
∀x ∈ H : F ′(x) = f(x).
4.2. Pe´lda. Legyen f(x) := x2 (x ∈ R). Ekkor az
F (x) :=
x3
3
(x ∈ R) e´s a G(x) := x
3
3
+ 5 (x ∈ R)
fu¨ggve´nyek a f -nek primit´ıv fu¨ggve´nyei, hiszen – mint az ko¨nnyen elleno˝-
rizheto˝:
F ′(x) = G′(x) = f(x) (x ∈ R).
Felveto˝dik a ke´rde´s, ha´ny primit´ıv fu¨ggve´nye van egy f fu¨ggve´nynek, e´s
ezek hogyan adhato´k meg. Az biztos, hogy ve´gtelen sok primit´ıv fu¨ggve´ny
van, mivel ha F primit´ıv fu¨ggve´ny, akkor ba´rmely c ∈ R esete´n az F + c
fu¨ggve´ny is primit´ıv fu¨ggve´ny, hiszen
(F + c)′ = F ′ + c′ = f + 0 = f.
Ke´rde´s, hogy ı´gy az f o¨sszes primit´ıv fu¨ggve´nye´hez eljutunk-e. Az ala´bbi
pe´da mutatja, hogy a´ltala´ban nem.
4.3. Pe´lda. Legyen f(x) :=
1
x
(x ∈ R \ {0}). Ekkor f egy primit´ıv
fu¨ggve´nye az
F (x) :=


ln (x), ha x > 0
ln (−x), ha x < 0

 = ln |x| (x ∈ R \ {0})
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fu¨ggve´ny, amint az deriva´la´ssal ko¨nnyen elleno˝rizheto˝. Ugyancsak primit´ıv
fu¨ggve´nye az f -nek az ala´bbi G fu¨ggve´ny is:
G(x) :=


ln (x) + 3, ha x > 0
ln (−x) + 10, ha x < 0
(x ∈ R \ {0}).
Ez azonban ma´r nem ı´rhato´ fel ln |x| + c alakban, hiszen jo´l la´thato´an
G− F nem konstans.
Ha azonban Df = I ny´ılt intervallum, akkor az f o¨sszes primit´ıv fu¨gg-
ve´nye´t megkaphatjuk alkalmas konstans hozza´ada´sa´val.
4.4. Te´tel. Ha I ⊂ R ny´ılt intervallum, f : I → R e´s F az f egy primit´ıv
fu¨ggve´nye, akkor az f o¨sszes primit´ıv fu¨ggve´nye: F + c (c ∈ R).
Bizony´ıta´s. Azt ma´r la´ttuk, hogy F + c primit´ıv fu¨ggve´nye f -nek.
Legyen G : I → R az f egy tetszo˝leges primit´ıv fu¨ggve´nye, ekkor
(G− F )′(x) = G′(x)− F ′(x) = f(x)− f(x) = 0 (x ∈ I),
teha´t a 3.19. te´tel alapja´n van olyan c ∈ R, hogy
(G− F )(x) = c (x ∈ I).
Azt kaptuk, hogy G(x) = F (x) + c (x ∈ I). ¤
4.5. Defin´ıcio´. Az f fu¨ggve´ny primit´ıv fu¨ggve´nyeinek halmaza´t az f ha-
ta´rozatlan integra´lja´nak nevezzu¨k, jele:
∫
f vagy
∫
f(x) dx.
Megjegyezzu¨k, hogy a gyakorlatban az egyes primit´ıv fu¨ggve´nyeket is
szokta´k hata´rozatlan integra´lnak nevezni, pl. elterjedt az ilyen fel´ıra´s:∫
cos x dx = sin x.
Az is igen elterjedt, hogy a hata´rozatlan integra´lt nem halmaz-jelo¨le´ssel
ı´rjuk fel, hanem pl. ı´gy: ∫
cos x dx = sin x + c.
Itt hallgato´lagosan felte´telezzu¨k, hogy f e´s F ko¨zo¨s e´rtelmeze´si tartoma´nya
ny´ılt intervallum.
E´rdekes ke´rde´s annak tiszta´za´sa, hogy mely fu¨ggve´nyeknek van pri-
mit´ıv fu¨ggve´nye. Ezzel kapcsolatban bizony´ıta´s ne´lku¨l ko¨zlu¨nk egy ele´gse´ges
felte´telt:
4.6. Te´tel. Ha I ⊂ R ny´ılt intervallum, tova´bba´ f : I → R folytonos
fu¨ggve´ny, akkor f -nek le´tezik primit´ıv fu¨ggve´nye.
A legfontosabb alapfu¨ggve´nyek primit´ıv fu¨ggve´nyeit (az u´n. alapin-
tegra´lokat) a tano´ra´kon ismertetju¨k.
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4.2. Egyszeru˝ integra´la´si szaba´lyok
A primit´ıv fu¨ggve´ny meghata´roza´sa sok esetben u´gy to¨rte´nik, hogy bizo-
nyos szaba´lyok seg´ıtse´ge´vel a bonyolult fu¨ggve´nyek primit´ıv fu¨ggve´nyeinek
kerese´se´t egyszeru˝bb primit´ıv fu¨ggve´ny kerese´si feladatokra (u´n. alapin-
tegra´lokra) vezetju¨k vissza. Ebben a szakaszban ilyen szaba´lyokro´l lesz szo´.
A ta´rgyala´s sora´n – az egyszeru˝se´g kedve´e´rt – feltesszu¨k, hogy a szereplo˝
fu¨ggve´nyek ny´ılt intervallumon e´rtelmezett folytonos fu¨ggve´nyek.
4.7. Te´tel. [additivita´s]
Legyen I ⊂ R ny´ılt intervallum, f, g : I → R folytonos fu¨ggve´nyek.
Ekkor ∫
(f + g) =
∫
f +
∫
g.
Bizony´ıta´s.
(
∫
f +
∫
g)′ = (
∫
f)′ + (
∫
g)′ = f + g.
¤
4.8. Te´tel. [homogenita´s]
Legyen I ⊂ R ny´ılt intervallum, f : I → R folytonos fu¨ggve´ny, λ ∈ R.
Ekkor ∫
(λ · f) = λ ·
∫
f.
Bizony´ıta´s.
(λ ·
∫
f)′ = λ · (
∫
f)′ = λ · f.
¤
4.9. Te´tel. [linea´ris helyettes´ıte´s]
Legyen I ⊂ R ny´ılt intervallum, f : I → R folytonos fu¨ggve´ny,
F : I → R az f egy primit´ıv fu¨ggve´nye. Legyen tova´bba´
a, b ∈ R, a 6= 0 e´s J := {x ∈ R | ax + b ∈ I}.
Ekkor J ny´ılt intervallum, e´s∫
f(ax + b) dx =
F (ax + b)
a
(x ∈ J).
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Bizony´ıta´s. Nyilva´nvalo´, hogy J ny´ılt intervallum. Az egyenlo˝se´g pedig a
szoka´sos mo´don, deriva´la´ssal igazolhato´:
d
dx
F (ax + b)
a
=
1
a
· F ′(ax + b) · a = f(ax + b) (x ∈ J).
¤
4.10. Pe´lda.
∫
e4x−2 dx =
e4x−2
4
. Itt I = J = R, a = 4, b = −2.
4.11. Te´tel. [fα · f ′ t´ıpus]
Legyen I ⊂ R ny´ılt intervallum, f : I → R differencia´lhato´ fu¨ggve´ny,
α ∈ R. Tegyu¨k fel, hogy minden x ∈ I esete´n e´rtelmezett az (f(x))α hatva´ny.
Ekkor
a) α 6= −1 esete´n:∫
(f(x))α · f ′(x) dx = (f(x))
α+1
α + 1
(x ∈ I);
b) α = −1 esete´n pedig:∫
(f(x))−1 · f ′(x) dx =
∫
f ′(x)
f(x)
dx = ln |f(x)| (x ∈ I).
Megjegyezzu¨k, hogy a b) esetben az abszolu´te´rte´k jele elhagyhato´ (az f(x)
megfelelo˝ elo˝jeleze´se uta´n), ugyanis f elo˝jele a´llando´ I-n.
Bizony´ıta´s. Vila´gos, hogy a´ll´ıta´saink mindke´t oldala e´rtelmezett. Az e-
gyenlo˝se´gek igazola´sa deriva´la´ssal:
a) α 6= −1 esete´n:(
fα+1
α + 1
)′
=
1
α + 1
· (α + 1) · fα · f ′ = fα · f ′;
b) α = −1 esete´n pedig:
(ln |f |)′ = 1
f
· f ′ = f
′
f
.
¤
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4.12. Pe´lda´k.
1.
∫
sin3 x · cos x dx = sin
4 x
4
. Itt I = R, f(x) = sin x, α = 3.
2.
∫ √
sin x · cos x dx = sin
3/2(x)
3/2
=
2
3
√
sin3 x. Itt I-nek va´laszthato´
ba´rmely olyan ny´ılt intervallum, amelybo˝l vett x-ekre sin x pozit´ıv.
Pl. legyen I := (0, pi). A tova´bbi szereposzta´s: f(x) = sin x, α = 1/2.
3. ∫
tg x dx =
∫
sin x
cos x
dx = −
∫ − sin x
cos x
dx = − ln | cos x|.
Itt I ⊂ R \ {pi
2
+ kpi | k ∈ Z} ny´ılt intervallum, pl. I := (−pi
2
,
pi
2
),
f(x) = cos x, α = −1.
4.13. Te´tel. [parcia´lis integra´la´s]
Legyen I ⊂ R ny´ılt intervallum, valamint f, g : I → R folytonosan
differencia´lhato´ fu¨ggve´nyek. Ekkor∫
(f ′ · g) = f · g −
∫
(f · g′).
Bizony´ıta´s. A szorzatfu¨ggve´ny deriva´la´si szaba´lya´t alkalmazzuk:
(f · g −
∫
(f · g′))′ = (f · g)′ − (
∫
(f · g′))′ = f ′ · g + f · g′ − f · g′ = f ′ · g.
¤
4.3. Helyettes´ıte´s
4.14. Defin´ıcio´. Legyen I ⊂ R ny´ılt intervallum. Az f : I → R fu¨ggve´nyt
folytonosan differencia´lhato´nak nevezzu¨k, ha differencia´lhato´, e´s deriva´lt-
fu¨ggve´nye folytonos.
4.15. Te´tel. [helyettes´ıte´ses integra´la´s I. alak]
Legyenek I, J ⊂ R ny´ılt intervallumok, f : J → R folytonos, g : I → J
folytonosan differencia´lhato´ fu¨ggve´ny. Ekkor∫
(f ◦ g) · g′ = (
∫
f) ◦ g.
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Bizony´ıta´s. Az o¨sszetett fu¨ggve´ny deriva´la´si szaba´lya alapja´n
((
∫
f) ◦ g)′ = ((
∫
f)′ ◦ g) · g′ = (f ◦ g) · g′.
¤
4.16. Megjegyze´s. Ha g va´ltozo´ja´t x-szel jelo¨lju¨k, akkor a helyettes´ıte´s I.
alakja ı´gy ı´rhato´ fel:∫
f(g(x)) · g′(x) dx = F (g(x)) (x ∈ I),
ahol F jelo¨li az f egy primit´ıv fu¨ggve´nye´t, azaz - f va´ltozo´ja´t u-val jelo¨lve:
F (u) =
∫
f(u) du (u ∈ J).
Ebbo˝l ado´dik a helyettes´ıte´s gyakorlati, u´n
”
forma´lis” kiviteleze´se:
Az
∫
f(g(x)) · g′(x) dx integra´lban g(x)-et u-val, g′(x) dx-et pedig a
du
dx
= g′(x) ke´pletbo˝l
”
a´tszorza´ssal” ado´do´ du-val helyettes´ıtju¨k. Az ı´gy
kapott integra´lt kisza´mı´tjuk, majd u helye´be g(x)-et ı´rva, visszete´ru¨nk az
eredeti va´ltozo´ra.
Amennyiben a g fu¨ggve´ny bijekcio´ (igazolhato´, hogy ekkor – a folyto-
nossa´ga miatt – szigoru´an monoton is), a helyettes´ıte´s szaba´lya ma´s alakban
is haszna´lhato´:
4.17. Te´tel. [helyettes´ıte´ses integra´la´s II. alak]
Legyenek I, J ⊂ R ny´ılt intervallumok, f : I → R folytonos fu¨ggve´ny,
g : J → I pedig egy folytonosan differencia´lhato´ injekt´ıv fu¨ggve´ny, melynek
e´rte´kke´szlete az I intervallum. Ekkor∫
f =
(∫
(f ◦ g) · g′
)
◦ g−1.
Bizony´ıta´s. A helyettes´ıte´ses integra´l I. alakja´ban csere´lju¨k fel I e´s J
szerepe´t, majd ı´rjuk fel a formula´t (melynek mindke´t oldala most egy J-n
e´rtelmezett fu¨ggve´ny): ∫
(f ◦ g) · g′ = (
∫
f) ◦ g.
Ezuta´n vegyu¨k mindke´t oldal kompoz´ıcio´ja´t a g−1 : I → J fu¨ggve´nnyel:(∫
(f ◦ g) · g′
)
◦ g−1 = (
∫
f) ◦ g ◦ g−1 =
∫
f,
ami teha´t I-n e´rtelmezett fu¨ggve´nyek egyenlo˝se´ge´t jelenti. A ke´t oldal fel-
csere´le´se´vel kapjuk a bizony´ıtando´ a´ll´ıta´st. ¤
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4.18. Megjegyze´sek.
1. Ha f va´ltozo´ja´t x-szel, g va´ltozo´ja´t pedig t-vel jelo¨lju¨k, akkor a he-
lyettes´ıte´s II. alakja ı´gy ı´rhato´ fel:∫
f(x) dx =
∫
f(g(t)) · g′(t) dt |t=g−1(x) (x ∈ I).
Ebbo˝l ado´dik a II. alaku´ helyettes´ıte´s gyakorlati, u´n
”
forma´lis” kivite-
leze´se: az
∫
f(x) dx integra´lban x-et g(t)-vel, dx-et pedig a
dx
dt
= g′(t)
ke´pletbo˝l
”
a´tszorza´ssal” ado´do´ g′(t) dt-vel helyettes´ıtju¨k. Az ı´gy ka-
pott u´j integra´lt kisza´mı´tjuk, majd t helye´be g−1(x)-et ı´rva, visszate´-
ru¨nk az eredeti va´ltozo´ra.
2. A helyettes´ıte´s II. alakja´ban a g fu¨ggve´ny (s persze vele egyu¨tt a J
intervallum) a megadott felte´telek mellett tetszo˝legesen va´laszthato´.
Ez nagy szabadsa´got ad az integra´l a´talak´ıta´sa´ra, ami egyre´szt jo´,
ma´sre´szt vesze´lyes, mert nem mindig kapunk egyszeru˝en kisza´mı´thato´
integra´lt. Eze´rt vannak az egyes feladatt´ıpusokhoz u´n.
”
javasolt” he-
lyettes´ıte´sek.
3. Ha a II. alakro´l szo´lo´ te´tel felte´telei teljesu¨lnek, akkor a helyettes´ıte´s
mindke´t alakja haszna´lhato´. A´ltala´ban azt az alakot szoktuk haszna´l-
ni, amelyiket ko¨nnyebben felismerju¨k az adott feladatban.
4.4. A Riemann-integra´l fogalma
Emle´keztetu¨nk a korla´tos za´rt intervallum fogalma´ra:
4.19. Defin´ıcio´. Legyen a, b ∈ R, a < b. Az
[a, b] := {x ∈ R | a ≤ x ≤ b} ⊂ R
halmazt korla´tos za´rt intervallumnak (ro¨viden: za´rt intervallumnak) ne-
vezzu¨k.
4.20. Defin´ıcio´. Legyen I := [a, b] ⊂ R egy korla´tos za´rt intervallum e´s
n ∈ N. Osszuk fel az I intervallumot n darab re´szintervallumra, azaz adjuk
meg az xi oszto´pontokat u´gy, hogy
a = x0 < x1 < . . . < xn = b
teljesu¨ljo¨n.
Az I intervallum ezen oszto´pontok a´ltal meghata´rozott feloszta´sa´n e´rtju¨k
a
τ := {x0, . . . , xn} = {xi | i = 1, . . . , n}
oszto´pont-halmazt. Az I feloszta´sainak halmaza´t jelo¨lje F(I).
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4.21. Defin´ıcio´. Legyen τ = {x0, . . . , xn} ∈ F(I). A
||τ || := max{xi − xi−1 | i = 1, . . . , n}
sza´mot τ feloszta´s finomsa´ga´nak nevezzu¨k.
4.22. Megjegyze´s. Nyilva´nvalo´, hogy minden δ > 0 sza´mhoz le´tezik olyan
τ ∈ F(I) feloszta´s, amely
”
δ-na´l finomabb”, azaz amelyre ||τ || < δ.
4.23. Defin´ıcio´. Legyen f ∈ R → R, I ⊂ Df e´s τ = {x0, . . . , xn} ∈ F(I).
Vegyu¨nk mindegyik [xi−1, xi] re´szintervallumbo´l egy-egy ξi elemet, azaz
legyen
ξi ∈ [xi−1, xi] i = 1, . . . , n.
Az
R(f, τ, {ξi}) :=
n∑
i=1
f(ξi) · (xi − xi−1)
o¨sszeget (a megadott τ feloszta´shoz e´s ξi pontokhoz tartozo´) Riemann-
o¨sszegnek nevezzu¨k.
A Riemann-o¨sszeg geometriai jelente´se: az f grafikonja alatti teru¨let
ko¨zel´ıte´se te´glalapok teru¨lete´nek o¨sszege´vel.
4.24. Defin´ıcio´. (Az integra´l Riemann-fe´le e´rtelmeze´se) Azt mond-
juk, hogy f integra´lhato´ az I = [a, b] intervallumin, ha van olyan A ∈ R
sza´m, hogy
∀ ε > 0 ∃ δ > 0 ∀ τ ∈ F(I), ||τ || < δ ∀ ξi ∈ [xi−1, xi] : |R(f, τ, {ξi})−A| < ε.
Igazolhato´, hogy az A sza´m egye´rtelmu˝. Ezt az A sza´mot az f Riemann-
integra´lja´nak, vagy ro¨viden integra´lja´nak nevezzu¨k. Haszna´ljuk me´g a
”
hata´rozott integra´l” elneveze´st is.
A Riemann-fe´le e´rtelmeze´sben szereplo˝ ko¨vetelme´nyt ro¨viden ı´gy szoka´s
fel´ırni:
∃A ∈ R : lim
||τ ||→0
R(f, τ, {ξK}) = A.
A tova´bbiakban az I = [a, b]-n integra´lhato´ fu¨ggve´nyek halmaza´t
R[a, b]-vel ill. R(I)-vel jelo¨lju¨k. Egy f ∈ R[a, b] fu¨ggve´ny integra´lja´nak
jelo¨le´se´re pedig az ala´bbi jelo¨le´seket haszna´ljuk:
b∫
a
f,
b∫
a
f(x) dx.
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4.25. Pe´lda. Legyen f(x) := c (x ∈ [a, b]), ahol c ∈ R ro¨gz´ıtett konstans.
Ekkor tetszo˝leges τ feloszta´s e´s {ξi} pontrendszer esete´n
R(f, τ, {ξi}) =
n∑
i=1
f(ξi) · (xi − xi−1) =
n∑
i=1
c · (xi − xi−1) =
= c ·
n∑
i=1
(xi − xi−1) = c · (b− a),
amibo˝l azonnal ado´dik, hogy
f ∈ R([a, b]), e´s
b∫
a
c dx = c · (b− a).
Igazolhato´, hogy ha f(x) ≥ 0, akkor az integra´l megadja az f fu¨ggve´ny
grafikonja e´s az x-tengely ko¨zti s´ıkbeli tartoma´ny, azaz a
T := {(x, y) ∈ R2 | a ≤ x ≤ b, 0 ≤ y ≤ f(x)} ⊂ R2
halmaz teru¨lete´t.
Bebizony´ıthato´ az ala´bbi te´tel:
4.26. Te´tel.
1. Ha f integra´lhato´ [a, b]-n, akkor korla´tos [a, b]-n.
2. Ha egy integra´lhato´ fu¨ggve´nyt ve´ges sza´mu´ helyen megva´ltoztatunk,
akkor az ı´gy kapott fu¨ggve´ny is integra´lhato´ [a, b]-n, s integra´lja meg-
egyezik az eredeti fu¨ggve´nye´vel.
3. Ha f folytonos [a, b]-n, akkor integra´lhato´ [a, b]-n.
4.5. Newton-Leibniz-formula
A Riemann-integra´l kisza´mı´ta´sa´ra gyakran haszna´ljuk a Newton-Leibniz
formula´t:
4.27. Te´tel. [Newton-Leibniz formula]
Legyen f ∈ R[a, b], e´s tegyu¨k fel, hogy le´tezik olyan F : [a, b] → R
folytonos fu¨ggve´ny, melyre
F ′(x) = f(x) (x ∈ (a, b)).
Ekkor
b∫
a
f = F (b)− F (a).
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Bizony´ıta´s. Legyen τ = {a = x0 < x1 < . . . < xn = b} ∈ F([a, b]). Ekkor
a Lagrange ko¨ze´pe´rte´kte´tel alkalmaza´sa´val azt kapjuk, hogy le´teznek olyan
ξi ∈ (xi−1, xi) ko¨zbu¨lso˝ pontok, melyre
F (xi)− F (xi−1) = F ′(ξi) · (xi − xi−1) (i = 1, . . . , n).
Ezt felhaszna´lva:
F (b)− F (a) =
n∑
i=1
(F (xi)− F (xi−1)) =
n∑
i=1
F ′(ξi) · (xi − xi−1) =
=
n∑
i=1
f(ξi) · (xi − xi−1) = R(f, τ, {ξi}).
Jelo¨lje A az f integra´lja´t, e´s legyen ε > 0 tetszo˝legesen ro¨gz´ıtve. Eh-
hez le´tezik az integra´l defin´ıcio´ja´ban szereplo˝ δ > 0. Vegyu¨nk egy δ-na´l
finomabb τ feloszta´st, e´s vegyu¨k az ehhez tartozo´, az ime´nti levezete´sben
meghata´rozott {ξi} pontokat. Ekkor az integra´l defin´ıcio´ja alapja´n:
|R(f, τ, {ξi})− A| < ε.
Ez viszont – mivel esetu¨nkben R(f, τ, {ξi}) = F (b)−F (a) – azt jelenti, hogy
|F (b)− F (a)− A| < ε.
Mivel ez minden ε > 0 esete´n elmondhato´, eze´rt az egyenlo˝tlense´g bal oldala
csak 0 lehet, ami azt jelenti, hogy
F (b)− F (a) = A.
¤
4.28. Megjegyze´s. A te´telt leggyakrabban abban az esetben alkalmazzuk,
amikor [a, b] ⊂ I, ahol I ny´ılt intervallum, e´s f : I → R folytonos fu¨ggve´ny.
Nyilva´nvalo´, hogy ebben az esetben teljesu¨lnek a Newton-Leibniz formula
felte´telei. A folytonos fu¨ggve´nyek integra´lja´nak kisza´mı´thato´sa´ga teha´t azon
mu´lik, hogy meg tudjuk-e hata´rozni egy primit´ıv fu¨ggve´nyu¨ket.
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4.6. A Riemann-integra´l tulajdonsa´gai
Ebben a szakaszban o¨sszefoglaljuk a Riemann-integra´l ne´ha´ny fontos tulaj-
donsa´ga´t.
4.29. Te´tel.
1. (additivita´s) Ha f, g ∈ R[a, b], akkor f + g ∈ R[a, b], e´s
b∫
a
(f + g) =
b∫
a
f +
b∫
a
g.
2. (homogenita´s) Ha f ∈ R[a, b] e´s c ∈ R, akkor c · f ∈ R[a, b], e´s
b∫
a
c · f = c ·
b∫
a
f.
3. (intervallum szerinti additivita´s) Legyen f : [a, b] → R egy fu¨ggve´ny,
e´s τ = {a = x0 < x1 < . . . < xn = b} az [a, b] intervallum egy
feloszta´sa. Ekkor
f ∈ R[a, b] ⇔ ∀ i ∈ {1, . . . , n} : f ∈ R[xi−1, xi],
e´s ez esetben
b∫
a
f =
n∑
i=1
xi∫
xi−1
f.
4. (monotonita´s) Legyen f, g ∈ R[a, b], f(x) ≤ g(x) (x ∈ [a, b]). Ekkor
b∫
a
f ≤
b∫
a
g
A ko¨vetkezo˝ ke´t te´telben a fu¨ggve´nyek ill. deriva´ltjuk folytonossa´ga´t is
feltesszu¨k, ı´gy az integra´lhato´sa´got nem kell igazolni. A bizony´ıta´s pedig
egyszeru˝en ado´dik a primit´ıv fu¨ggve´nyre kimondott hasonlo´ te´telbo˝l e´s a
Newton-Leibniz formula´bo´l.
4.30. Te´tel. [parcia´lis integra´la´s]
Legyen I ⊂ R ny´ılt intervallum, f : I → R, g : I → R folytonosan diffe-
rencia´lhato´ fu¨ggve´nyek. Ekkor tetszo˝leges [a, b] ⊂ I korla´tos za´rt intervallum
esete´n
b∫
a
(f · g′) = [f · g]ba −
b∫
a
f ′ · g.
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4.31. Te´tel. [helyettes´ıte´s I. alak]
Legyenek I, J ⊂ R ny´ılt intervallumok, g : J → I folytonosan diffe-
rencia´lhato´, f : I → R pedig folytonos fu¨ggve´ny. Ekkor tetszo˝leges [α, β] ⊂ J
korla´tos za´rt intervallum esete´n
β∫
α
(f ◦ g) · g′ =
g(β)∫
g(α)
f.
Itt egyenlo˝se´g jobb oldala u´gy e´rtendo˝, hogy
g(α) = g(β) esete´n
g(β)∫
g(α)
f := 0,
g(α) > g(β) esete´n pedig
g(β)∫
g(α)
f := −
g(α)∫
g(β)
f.
4.32. Te´tel. [helyettes´ıte´s II. alak]
Az elo˝zo˝ te´tel felte´telein k´ıvu¨l tegyu¨k me´g fel, hogy g szigoru´an monoton
is. Ekkor ba´rmely [a, b] ⊂ Rg ⊂ I esete´n
b∫
a
f =
g−1(β)∫
g−1(α)
(f ◦ g) · g′.
Itt egyenlo˝se´g jobb oldala – az elo˝zo˝ te´telhez hasonlo´an – u´gy e´rtendo˝, hogy
g−1(α) > g−1(β) esete´n
g−1(β)∫
g−1(α)
(f ◦ g) · g′ := −
g−1(α)∫
g−1(β)
(f ◦ g) · g′.
4.7. Feladatok
1. Sza´mı´tsuk ki az ala´bbi integra´lokat:
a)
∫
(5x− 4)5 dx b)
∫
4
√
7x− 16 dx c)
∫
1
−3x + 4 dx
d)
∫
sin(6x + 4) dx e)
∫
5
cos2(−6x + 4) dx f)
∫
52−3x dx
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2. Sza´mı´tsuk ki az ala´bbi integra´lokat:
a)
∫
ln5 x
x
dx b)
∫
2x− 5
3
√
(x2 − 5x + 13)7 dx c)
∫
1
x ln x
dx
d)
∫
1
(1 + x2)arc tg x
dx e)
∫
7x2√
5− 4x3 dx f)
∫
e3x
e3x + 5
dx
3. Sza´mı´tsuk ki az ala´bbi integra´lokat:
a)
∫
ln x√
x
dx b)
∫
(x2 − 3x + 5) · ex dx c)
∫
arcsin x dx
d)
∫
e2x · cos 5x dx e)
∫
sin4 x dx f)
∫
sin5 x dx
4. Sza´mı´tsuk ki az ala´bbi integra´lokat:
a)
∫
etg x
cos2 x
dx b)
∫
ex√
1− e2x dx c)
∫
1
x + x ln2 x
dx
d)
∫
e3x
ex − 1 dx e)
∫
1
x
√
36− x2 dx f)
∫ √
9− 4x2
x
dx
5. Sza´mı´tsuk ki az ala´bbi integra´lokat:
a)
e∫
1
x2 · ln x dx b)
5∫
−2
(x2 + 1) · e2x dx c)
pi/4∫
0
x · cos x dx
d)
3∫
1
ln2 x dx e)
pi/2∫
0
e2x · cos 3x dx f)
pi∫
0
x2 · sin x dx
6. Sza´mı´tsuk ki az ala´bbi integra´lokat:
a)
4∫
1
ln(5x− 2) dx b)
3∫
1
x2 · 3
√
1 + x3 dx c)
4∫
0
√
x
1 + 2
√
x
dx
d)
0,8∫
0,6
1
x · √1− x2 dx e)
2∫
0
ex − 1
ex + 1
dx f)
pi/4∫
0
sin3 x dx
4.7. Feladatok 53
7. Adjuk meg halmazke´nt e´s rajzoljuk meg va´zlatosan az ala´bbi fu¨gg-
ve´nygo¨rbe´k alatti tartoma´nyokat a megadott intervallumokon. Sza´-
mı´tsuk ki e tartoma´nyok teru¨lete´t.
a) y =
√
x, [0, 1] b) y = x3 − 3, [3, 4]
c) y = cos
x
2
, [0, pi] d)
1
2x + 4
, [0, 3]
e) y =
1√
1− 2x, [0,
1
3
] f) y =
1
1 + x2
, [0, 1]
8. Ke´sz´ıtsu¨nk va´zlatot, e´s adjuk meg halmazke´nt az ala´bbi go¨rbe´k a´ltal
hata´rolt s´ıktartoma´nyokat, majd sza´mı´tsuk ki e tartoma´nyok teru¨le-
te´t.
a) y = 4− x2 e´s y = 0 b) y = 1
x
e´s y = 2, 5− x
c) y = sin x e´s y =
2
pi
· x d) x1/2 + y1/2 = 1 e´s x + y = 1
e) y = x2 + 2x e´s y = 4− x2 f) y = x4 e´s y = 3x2 − 2
9. Hata´rozzuk meg annak a tartoma´nynak a teru¨lete´t, amelyet az y
tengely, az y =
√
x go¨rbe, valamint ennek az x0 = 4 abszcissza´ju´
pontja´hoz hu´zott e´rinto˝je hata´rol.
10. Hata´rozzuk meg az y = x(1 − x) parabola, tova´bba´ az x1 = 0 e´s az
x2 = 2 abszcissza´ju´ pontjaiban hu´zott e´rinto˝i a´ltal hata´rolt tartoma´ny
teru¨lete´t.
