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La reconstruction de l 'histoire duplicative d 'une séquence génomique est un problème 
où on tente d 'expliquer l 'évolution d 'un segment avec des mutations ponctuelles et des 
duplications. Une heuristique intéressante est la réduction récursive de la duplication la 
plus récente : à chaque étape, on identifie la duplication la plus récente, on la réduit et 
on recommence sur la séquence résultante. 
L 'identification des segments issus de la duplication la plus récente peut se fair 
avec une mesure de coûts sur cette paire de segments, comme la distance de Hamming 
par exemple. 
Lorsque des séquences partagent leur histoire duplicativc, il est possible d 'élaborer 
des mesures de distance qui traitent l 'ensemble des segments issus de la duplication la 
plus récente de ces séquences en para llèle. 
On voit , dans ce mémoire, des algorithmes basés sur les t ravaux de Fitch (1971) , 
Sankoff (1975), I3enson ct Dong (1999) et I3clcaid ct al. (2011 ). Ces algorit hmes mesurent 
le coût moyen des mutation pré-spéciation des segments issus de la duplication la plus 
récente. Nous développons ces algorithmes pour permettre le traitement de plusieurs 
séquences en parallèle et présentons diverses optimisations. 
MOTS CLÉS : Bioinformatique, répét itions en tandem approximatives, duplica-




L'ADN est une molécule vitale au bon fonct ionnement de tout organisme cellulaire 
vivant. Elle contient, entre autres, l 'information nécessaire à la synthèse des protéines. 
Cette molécule évolue de façon dynamique par le biais des mutations. Certaines muta-
t ions vont survivre au processus de sélection naturelle, se répandant à travers les âges, 
et vont donner lieu aux molécules d'ADN qu 'on observe aujourd'hui. 
Il existe plusieurs sortes de mutations et quelques unes d 'entre elles engendrent le 
phénomène qui est au coeur de ce travail : les répétitions en tandem approximatives. 
La présence de telles répétitions sur des segments d'ADN a donné lieu au problème de 
reconstruction parcimonieuse de l 'histoire duplicative d 'une séquence. Dans ce problème, 
on cherche à déterminer la suite des mutations et des états ancestraux qui ont produit 
l'état actuel. 
Plusieurs travaux (Benson et Dong, 1999; Jaitly et al. , 2002; Tang, Waterman et Yoo-
seph , 2002; Elemento, Gascuel et Lefranc, 2002; Belcaid, Bergeron et Poisson, 2011) 
étudient des solutions à ce problème. 
Nous étendons, dans ce mémoire, les algorithmes développés p ar Belcaid et al. (2011) 
pour traiter plusieurs séquences en parallèles. Leurs travaux utilisent d'abord une heu-
ristique de Benson et Dong (1999) et la testent sur des séquences de phages. Leurs 
résultats montrent qu'on peut intégrer le contexte biologique des séquences analysées, 
particulièrement le fait qu 'elles partagent leur histoire duplicative, pour calculer des 
résultats plus significatifs. 
Leurs algorithmes se basent sur les travaux de Fitch (1971) et traitent 2 séquences en 
parallèle. Nous généralisons ces algorithmes pour permettre le traitement d'un nombre 
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quelconque de séquences en p arallèle en nous basant sur les travaux de Sankoff (1975). 
L 'algorithme résultant qui calcule le coût moyen de mutations pré-spéciation a une 
complexité temporelle qui grandit de façon cubique en fonction de la longueur des 
séquences. Nous définissons des optimisations pour accélérer les temps de calcul. Au 
final , nous obtenons des performances, pour nos implémentations , qui sont de 10 à 275 
fois plus rapides que l'algorithme de base. 
Une version préliminaire de ces travaux a ét é présentée sous forme d 'affiche à la conférence 
RECOMB 2012 à Barcelone (Belcaid et al . 2012) . 
Nous présentons dans le premier chapitre une introduction aux aspect s biologiques 
nécessaires à la compréhension du problème t raité. P art iculièrement , nous présentons 
l 'ADN, les protéines , la synthèse des protéines, les phages et la protéine TMP. 
Au deuxième chapitre, nous présentons les répétitions en tandem approximatives, la 
problématique, l 'heuristique de Benson et Dong et les résultats qu 'on obtenus Belcaid 
et al . avec cett e heuristique sur des séquences codantes de TMP. On t ermine le cha-
pit re en discutant de ces résultats, notamment de la différence ent re les attentes et les 
observations. 
Au troisième chapitre, nous montrons comment on peut représenter les phénomènes 
évolutifs avec des arbres binaires . Ces arbres vont servir à isoler les mutat ions pré-
spéciation des segments issus de la duplication la plus récente. On présente les algo-
rithmes de Fitch et la méthodologie de Belcaid et al. basée sur ces algorithmes. On 
présente leurs résultats obtenus avec cette méthode. On termine finalement en étendant 
leur solution pour supporter plusieurs séquences en parallèle en se basant sur les travaux 
de Sankoff (1975). 
Le dernier chapitre présente les détails des implémentations et les opt imisations u t ilisées 
pour accélérer les calculs. Nous verrons qu 'on réduit la complexité temporelle de façon 
appréciable avec ces optimisations . Les performances de chacune des implémentations 
sont comparées en fonction de plusieurs valeurs de longueur et de nombre de séquences . 
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F inalement, on termine avec une expérience sur un ensemble de séquences de phages 
partageant leur histoire duplicative identifié dans le travail de Nicolas Massoulier (2013). 
Nous comparons les résultats obtenus par l 'heuristique de Benson et Dong sur chacune 





Ce chapit re a pour but de couvrir les notions d 'ordre biologique nécessaires à la compré-
hen sion du problème traité dans ce mémoire. Dans un premier temps, nous introduisons 
les séquences d 'ADN et leur représenta tion en informatique . 
Dans un deuxième temps, nous présentons ce que sont les protéines et le rôle de l 'ADN 
dans leur construction . Nous discu t ons ensuite des processus qui permettent l 'évolution 
de l 'ADN . 
Les séquences t raitées dans ce mémoire appar t iennent à des virus appelés phages. Nous 
terminons ce chapitre en présentant ce que sont les phages et les part icularités des 
segments analysées. 
1. 1 Séquences d'ADN 
La majorité des notions biologiques introduites dans ce travail sont des définitions 
élémentaires qui se trouvent dans la plupart des manuels de biologie moléculaire. Le 
lecteur intéressé peut consulter l'oeuvre de Alberts (2007) , par exemple. 
L'ADN est une molécule formée de deux brins unis entre eux par des liens chimiques. La 
Figure 1.1 montre un schéma d'une molécule d 'ADN. Chacun des brins de l 'ADN est en 
fait une suite de nucléotides. Les nucléotides de l'ADN sont les 4 molécules suivantes : 
l'adénine (A), la guanine (G), la cytosine (C) et la thymine (T). 
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Figure 1.1: Une molécule d 'ADN. Cett e figure est tirée et modifiée de 
http :/ / en.wikipedia.org/wiki/DNA. 
Il existe des m éthodes (Sanger et Coulson, 1975; Staden , 1979) pour reconstruire la 
suite des nucléotides d 'un segment d 'ADN. Une fois cette suite déterminée , on dit du 
segm ent qu 'il a ét é séquencé. Un segm ent d 'ADN séquen cé est souvent stocké dans une 
base de données publiques t elles que celles disponibles snr le site du National Center of 
Biotechnology Inform ation (NCBI). Ce segment se voit assigner un identifiant unique 
appelé un numéro d 'accession. 
Ces séquen ces sont stockées sous forme de chaînes de caractères . Ch acun des caractères 
correspond à l 'abréviation d 'un nucléotide. Voici quelques exemples : 
AAACCGAGATTTAGTGAGATGCACA est une séquence de nucléotides valide . 
GATTACA est une séquen ce de nucléot ides valide . 
AAACCCCBNITTAGAGTGAGCACCCA n 'est pas une séquence valide , car B, N et I n e corres-
pondent pas à des nucléotides . 
Il n 'est p as r are qu 'on veuille faire ressortir les différences ou les similarités entre deux 
séquen ces. On utilise alors un alignem ent. 
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1.1.1 Les alignements 
Un alignement est un traitement qui s'effectue sur des chaînes de caractères et qui ne 
se limite pas qu'aux séquences d 'ADN. Les séquences sont alignées parallèlement , une 
par-dessus l'autre et, lorsqu'il y a débordement par la droite, l 'alignement continue sur 
une nouvelle ligne. 
Il en existe plusieurs types. Un alignem ent pair à pair implique deux séquences. Lors-
qu 'on aligne plus de deux séquences, on utilise le t erme d'alignem ent multiple. Il est 
aussi possible qu 'on aligne une séquence sur elle-même, le terme utilisé est alors un 
alignem ent sur soi. 
Les séquences n 'ont pas à être de longueurs égales pour être alignées. On réserve un 
caractère spécial pour les écar-ts, soit '-'. Pour toutes les colonnes de l'alignement, il y a 
un caractère associé à chaque séquence. 
Définition 1. Soient sl =su 0 0 ° Sln et s2 = 821 ° 0 ° S2m , deux séquences de longueurs n 
et m respectivement, k :::; m+n et '- ' un symbole qui représente un écart . Un alignement 
pair à pair est un ensemble de paires {(x1, Yl) ... (xk , Yk)} , présentées verticalement , tel 
que: 
1. Xi= Slj pour 1 :::; j :::; n, ou Xi = '- '; 
2. Yi = S2j pour 1 :::; j :::; m, ou Yi = '-'; 
3. Pour une colonne i donnée , il y a au moins un caractère différent de '- ' ; 
4. La séquence Xl 0 0 0 Xk où les '- ' sont retirés est sl; 
5. La séquence Yl ... Yk où les '- ' sont retirés est S2; 
Par exemple, si on aligne les séquences CTTACAT et CTTAACGT de longueur 7 et 8 respec-




Dans un alignement multiple de n séquences, on présente des tuples de n caractères 
verticalement au lieu de paires . Par exemple, si on aligne 4 séquences, on a 4 caractères 
par colonne. Un alignement sur soi est comme un alignement multiple à la différence 
que ch acune des séquences est en fait un segment de la même séquence. 
On appelle un alignement sans écart un alignement où aucun écart n'a été inséré. 
On donne souvent un coût à un alignement . Il y a plusieurs façons de mesurer le coût 
d 'un alignement . Un exemple de coût pour un alignement pair à pair est la distance de 
Hamming (Hamming, 1950) 
Définition 2. Soient S1 et S2, deux chaînes de caractères de longueurs égales k. La 
distance de Hamming se définit comme étant le nombre de caractères qui diffèrent sur 
les deux chaînes, c'est-à-dire le nombre de posit ions i tel que Sli =/=- S 2i pour 1 :::; i :::; k. 




P ar contre, l 'alignement suivant a un coût de 2, avec les deux mêmes chaînes : 
CTT=ACAT 
CTTAACGT 
La Figure 1.2 mont re un exemple d 'alignement multiple sans écart des séquences iden-
tifi~es 1, 2 et ~. Cette~ figure montre un alignement sur deux lignes de 60 caractères. Il 
n 'est pas rare que les out ils d'alignements annotent les colonnes pour qualifier la conser-
vation ou l'altération d 'un car actère et , dans l 'exemple présenté, les colonnes contenant 
un nucléotide identique dam; les 3 séquences sont étoilées. 
1. 2 Les protéines 
Une protéine est un type de molécule qui peut jouer plusieurs rôles dans un orga-
nisme; une protéine peut être une enzyme, un anticorps, du matériel structurel , et c. 
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Figure 1.2: Un alignement multiple obtenu à l'aide de l 'outil Clustal W. 
Ces molécules sont construites par un processus appelé la synthèse des protéines. Elles 
sont assemblées à partir d 'une séquence d'acides aminés. Cette séquence est unique à 
chaque protéine et elle détermine la structure et la fonction de la protéine. 
Vingt-deux acides aminés sont utilisés lors de la synthèse des protéines. Ils ont une 
représentation abréviée à une lettr e ct le Tableau 1.1 donne la liste de celles-ci. 
Acide Aminé Abbréviatiou 
Alauinc A 
Cystéiuc c 
Acide aspartique D 








As paragine N 
Pyrrolysiuc 0 
Pro li ne p 
Glu taruine Q 
Arginine R 
Sérinc s 
T ltréurr ir tc T 
Sélé:nocystéine u 
Va line v 
Tryptophane w 
Tyrosine y 
Tableau 1.1: Les acides aminés associés à la synthèse des protéines . 
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À l 'inst ar des séquen ces d 'ADN, on représente une protéine comme une ch aîne de ca-
ractères, où ch aque caractère correspond à l 'abréviation d 'un des acides aminés du 
Ta bleau 1.1. Voici quelques exemples : 
NRRTPPRSLGP est une séquen ce d 'acides aminés valide. 
ECOLE et UNIVERSITE sont deux séquences d 'acides aminés valides. 
ZE BRE n 'est pas une séquen ce valide , car Z et B ne sont pas des acides aminés 
associés à la synt hèse des protéines. 
Tout comme les segm ents d 'ADN, les séquences prot éines sont souvent stockées dans 
les b ases de données publiques, et on leur assigne un numéro d 'accession unique. 
1.3 Le rôle d e l 'ADN d ans la synthèse d es protéines 
Une protéine est construite d ans un organisme à par t ir d 'un segment codant de l 'ADN. 
Ce segment encode la séquence d 'acides aminés de la protéine. L 'information codante 
est une suite de codons. Un codon est un groupement de t rois nucléot ides consécutifs . 
P ar exemple, TCA est un codon. À ch aque codon correspond un acide aminé, m ais à 
ch aque acide aminé correspond au moins un codon. Le codon TCA correspond à l 'acide 
aminé S , m ais cet acide aminé peut aussi être en codé par les codons TCT, TCC, TCG, AGT 
et AGC. 
Seulement vingt-deux acides aminés entren t dans la synthèse des protéines alors qu 'il 
exist e 43 = 64 codons différents . Plusieurs codons peuvent en coder le mêm e acide aminé . 
Le Tableau 1.2 montre la table du code génétique. 
Les codons d 'une séquence d 'ADN dépendent du cadre de lecture. La lecture d 'un seg-
ment codant é ute sur une position onnée et cette position détermine e cadre de 
lecture . Lorsqu'on li t une séquence de bout en bout, il existe trois cadres de lecture 
différents. Considérons la séquence AAACCCGGGTTT : 
Si la lecture débute sur le premier nucléotide, alors les codons sont AAA, CCC, GGG, TTT 
et la séquence d 'acides aminés encodés est KPGF. 
Si la lecture débute sur le deuxièm e nucléotide , alors les codons sont AAC, CCG, GGT 
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Deuxièn1e ba.se 
Prcmièrf' baRe Troisième basC' 
T c A G 
TIT Phenyla lanine (F ) TCT Sérine (S ) TAT Tyrosine (Y ) TGT Cystéi ne (C ) T 
TTC Phenylalauine (F) TCC Sérine (S ) TAC T'Yrosinc (Y ) TGC Cystéillc (C ) c 
T 
TTA Leucine (L) TCA Sérine {S ) TAA Stop {Ochre) TGA Stop (Opal ) A 
TTG Leucine (L ) TCG Sérine (S) TAG Slop {A mber) TGG Tryplophmtc (W ) G 
CTT Leucine (L) CCT Proliue (P ) CAT 1-lislidine (H ) CGT Argininc (R ) T 
cre Leucine (L) ccc Proline {P ) CAC Histidine {H ) ccc Arginiuc (R ) c 
c 
CTA Leucine (L) CCA Proline (P ) CAA Glulamute (Q) CGA Argiuiuc (R ) A 
CTG LeuciJJC {L) CCG Praline (P ) CAG Glu laminc (Q) CGG Argiuiuc (R ) G 
ATT lsoleucine (1) ACT Thréonine (T' ) AAT Asparagine (N ) AGT Sériuc (S) T 
ATC lsoleucine (1) ACC Tlm~oniJ J e (T) AAC Asparagine (N) AGC Sérine (S) c 
A 
ATA lsoleucine (I) ACA Thréoniuc (T) AAA LysiJ1e (K ) AGA Argiuine {R ) A 
ATG .Méthionine (M) ACG Thréouiuc (T) AAG Lysine (K ) AGG ArgiJ1iJte {R ) G 
GTT Valine (V ) GCT Alanine (A ) GAT Acide aspartique (D ) GGT Glyciue (G ) T 
GTC Valine (V ) GCC Alanine (A) GAG Acide aspartique (D ) GGC Glycine (G) c 
G 
GTA Valine (V ) GCA Alanine{A ) GAA Acide glutam ique (E) GGA Glycine (G ) A 
GTG Valine (V ) GCG Alanine {A ) GAG Acide glutmniquc {E ) GGG Glycine (G ) G 
Tableau 1.2: Codons de l 'ADN. 
et la séquence d'acides aminés encodés est NPG. 
Si la lecture débute sur le troisième nucléotide, alors les codons sont ACC , CGG, GTT et 
la séquence d'acides aminés encodés est TRV. 
L'impact d'un changement du cadre de lecture sur les acides aminés encodés par un 
segment d'ADN codant est donc important. 
1.4 Les mutations 
L'ADN change dynamiquement par le biais de processus biologiques appelés mutations. 
Ces événements ont lieu de façon spontanée et p ermettent l 'évolution de l 'ADN. Une 
mutation est une altération de la séquence de nucléotides. 
Une mutation ponctuelle est un changement qui n'affecte qu'un seul nucléotide. Il en 
existe trois sortes : 
La substitution est une mutation où un nucléotide est changé pour un autre. Exemple : 
AAA_TTT devient AAÇTTT. 
L'insertion est une mutation où un nucléotide est inséré dans la séquence . Exemple 
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AAATTT devient AAAÇTTT. 
La délétion est une mutation où un nucléotide est retiré de la séquence. Exemple 
AAATTT devient AATTT. 
Une ampl~fication en tandem (Rivais, 2004) est une mutation dans laquelle un groupe de 
nucléotides, appelé motif, est copié et où les copies et le segment original se retrouvent 
adjacents. P ar exemple, voici une amplification qui génère 3 nouvelles copies du motif 
ACGT: 
ACGT -t ACGTACGTACGTACGT 
Les fr-onti ères du motif sont l 'endroit où débute et termine ce dernier. Dans l 'exemple 
ci-dessus, les front ières du motif sont les bases A et T. 
L' arité d 'une amplification est le nombre de copies générées plus 1. L 'arité de l 'ampli-
fication dans l 'exemple précédent est 4. D ans ce t ravail , nous nous concentrons sur 
les amplifications d'arité 2, appelées les duplications en tandem. 
Une amplification d 'arité supérieure à 2 peut être représentée par une suite de duplica-
t ions. L 'exemple précédent peut s'expliquer avec le scénario suivant : 
ACGT -+ ACGTACGT 
ACGTACGT -+ ACGTACGTACGT 
ACGTACGTACGT -t ACGTACGTACGTACGT 
Ou encore: 
ACGT -t ACGTACGT 
ACGTACGT -+ ACGTACGTACGTACGT 
1.5 Les mutations sur les segments codants 
Une substitution n 'affecte qu 'un seul nucléotide. Pour un cadre de lecture donné, il se 
peut même que le codon résultant de la mutation soit associé au même acide aminé, ce 
qui rend la mutation silen cieuse. 
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Par contre, une insertion ou une délétion d éplace les nucléotides suivants. Imaginons, 
par exemple, le segment AAACCCGGGTTT codant pour la séquence d 'acides aminés KPG F . 
Si on insère un C juste avant le premier G, alors l 'impact se répercute sur tous les codons 
qui suivent : AAACCCCGGGTTT donne maintenant la protéine KPRV. L 'impact d 'une 
délétion est similaire. 
Les chances que la nouvelle protéine puisse jouer le rôle de l'ancienne sont très minces, 
et ce genre de mutations ne survit généralement pas au processus de sélection naturelle . 
Les séquences dont nous t raitons dans ce travail sont des segments codants. Ainsi , il est 
raisonnable, dans un premier temps, d 'ignorer les insertions/délétions : 
Hypothèse 1. Les séquences traitées par nos algorithmes n 'ont pas subi d'insertions 
ni de délétions. 
Une duplication peut , ou non , avoir un impact similaire aux insertions/délétions. Si la 
longueur du motif est un multiple de 3, a lors, pour n'importe quel cadre de lecture, les 
codons suivant ne sont pas affectés. Sinon, l 'impact est analogue à une inser t ion. Par 
exemple: 
ACGACGACG code pour TTT 
ACGACGACG ---+ ACGAACGACG code pour T ND 
ACGACGACG ---+ ACGACACGACG code pour TTR 
ACGACGACG ---+ ACGACGACGACG code pour TTTT 
ACGACGACG ---+ ACGACGAACGACG code pour TTND 
De la même façon, pour nos séquences il est logique de ne considérer que les longueurs 
de segments dupliqués qui sont des multiples de 3 : 
Hypothèse 2. Les séquences traitées par nos algorithmes n 'ont subi que des duplica-
tions dont la longueur du motif est un multiple de 3. 
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1.6 Les phages et la TMP 
Les séquences qui nous intéressent dans ce travail appartiennent à des bactériophages. Un 
bactériophage, ou phage, est un virus qui infecte les bactéries. Les phages représentent la 
forme de vie la plus abondante sur terre (Brüssow et Hendrix, 2002) . Ce fait est reflété 
par l'important nombre de séquences d 'ADN de phages disponibles dans les bases de 
données publiques. 
On peut diviser la structure du phage en trois composants: la tête, la queue et l'embase. 




Figure 1.3: Structure typique d 'un bactériophage. Cette figure est tirée et rnodifiée de 
http ://en. wikipedia.org/wiki/Bacteriophage. 
La part ie cent rale du phage, soit la queue, est formée d'une protéine nommée ruban à 
m esurer, ou tape measure protein (TMP) en anglais . Dans les travaux de Katsura et 
Hendrix (1984) , on démontre que la longueur de cette dernière détermine la longueur 
de la queue du phage, d 'où son nom. 
Lorsque le segment d'ADN codant pour la TMP est raccourci ou allongé, la TMP est 
elle-même proportionnellement raccourcie ou allongée respectivement : la longueur du 
segment d 'ADN codant détermine la longueur de la TMP qui détermine la longueur de 
la queue du phage. 
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Des analyses crystallograhiques (Siponen et al., 2009) ont permis de mieux comprendre 
le rôle de la TMP dans la construction du phage. Elle offre des points d 'ancrage à des 
protéines adjuvantes qui vont venir dérouler et étirer la TMP, formant ainsi la structure 
de la queue. 
L 'espacement régulier , ou la période, de ces points d 'ancrage est un point critique à la 
construction du phage. Il est raisonnable de se quest ionner sur l 'existence d 'une unité 
de mesure de la TMP, similaire à un centimètre sur une règle, par exemple. 
La Figure 1.4 est tirée du travail de Siponen et al. (2009) . Elle montre une protéine 
TMP, au centre , qui accueille une protéine adjuvante, en haut. Les deux protéines se 
lient entre elles par le biais des liens biomoléculaires entre les acides aminés en mauve 
et en rose. La protéine résultante est en bas sur la figure. 
Figure 1.4: Liaison du ruban à m esurer et de la protéine adjuvante. Figure tirée de 
Siponen et al. (2009). 
La Figure 1.5 montre la séquence d'acides aminés de la TMP présentée dans la Fi-
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gure 1.4. La section surlignée en jaune correspond au segment présenté. Des segments 
d'acides aminés sont alignés pour mettre en évidence la périodicité des points d 'ancrage, 
soit les tryptophanes (W) et les phénylalanines (F) . 
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Figure 1.5: Séquence d 'acides aminés de la TMP. Figure tirée de Siponen et al. (2009). 
La périodicité de ces acides aminés de la TMP laisse croire que son segment codant 
a subi plusieurs duplications en tandem au cours de son évolution, ce qui en 
fait un candidat idéal pour nos algorithmes , dont le premier est présenté au chapitre 
suivant. 
CHAPITRE II 
LES RÉPÉTITIONS EN TANDEM 
Le but de ce chapitre est de présenter la problématique ct une première solut ion . On 
montre ensuite les performances de cett e solution sur des séquences codantes de TMP. 
Dans un premier temps, nous montrons cc que sont les répétitions en tandem ct les 
particularités de leur évolution. Ensuite, nous présentons le problème de reconstruction 
de l 'histoire duplica tive et discutons d 'approches existantes. 
Nous montrons l'algorithme d 'une première solu tion pour l 'identification de la duplica-
tion la plus r écente. L 'expérience d e Belcaid et a l. (2011) utilise cet algorithme sur des 
séquences codantes de TMP. Nous terminons ce chapitre en discutant leurs résultats et 
les raisons des différences entre les attentes et les observations . 
2.1 Les répétitions en tandem 
Le produit d'une duplication en tandem s'appelle une répétition en tandem. En fait, une 
duplication engendre une répétition exacte, c'est-à-dire des copies identiques du motif. 
Par exemple, si on duplique le motif AAT , on obtient la répétition exacte AATAAT. 
Au fil du temps, des mutations ponctuelles vont s'accumuler sur les copies et vont 
changer les répétitions exactes en répétitions approximatives. 
En reprenant l 'exemple précédent, si on substitue le premier A par un C on obtient la 
répétition approximative : CATAAT. 
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Plus une duplication est ancienne, plus elle accumule de mutations ponctuelles. L'inverse 
est aussi vrai. Plus elle est récente, plus ses copies sont similaires . On utilise le nombre de 
mutations qui différencient deux copies d 'une duplication comme mesure pour quantifier 
l'âge de celle-ci. 
Notons que n 'importe quelle séquence peut être considérée comme une répétition ap-
proximative d 'un motif quelconque. P ar exemple , la séquence ACAATTTT p eut être considérée 
comme une répétition approximative du motif ecce. Il est pertinent de se demander 
d 'abord si une séquence est issue d 'une duplication avant d 'ident ifier son motif. 
Lorsqu 'on pense qu 'une séquence est issue d'une duplication on dit de cette séquence 
qu'elle est une répétition significative. L'ident ification des répétitions significatives est 
un domaine de recherche à part entière (Benson , 1999; Delgrange, Dauchet et Rivais, 
1999; Kolpakov et Kucherov, 1999; Kolpakov et Kucherov, 2001; Rivais et al. , 1997; 
Rivais et al. , 1996; Stoye ct Gusficld , 2002; Sagot et Myers, 1998). 
Plusieurs duplications et plusieurs mutations ponctuelles entrelacées p euvent survenir 
au cours de l 'évolut ion d 'un segment . Voici un exemple de scénario évolutif : 
ACGT --+ ACGTACGT 1 duplication 
ACGTACGT --+ ACGQACGT 1 substitution 
ACGGACGT --+ ACGGACGTACGGACGT 1 duplication 
ACQGACGTACGGAQGT --+ ACTGACGTCCGGAAGT 3 substitutions 
- - -
ACTGACGTCCGGAAGT --+ ACTGACGTCCGGACGGAAGT 1 duplication 
Les longueurs des répétit ions approxim at ives sont plus difficiles à dét erminer que celles 
des répétitions exactes, particulièrement pour l'oeil humain. P ar exemple, il est difficile 
de cerner les segments répétés d 'une séquence telle que : 
ACTGTAAACGTCGTACGAGTAACGTCGTACTAGGAACCGTCGTCCTAGTAAACGTCGGACTAGTAACCGGCG 
P ar contre, il devient trivial de les identifier lorsqu 'on ut ilise un alignement . L 'exemple 
ci-dessous présente un alignement sur soi de la séquence précédente, où chaque ligne 






2.2 Modèle à front ières fixes et modèle à front ières variables 
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Il existe des cas où on peut supposer raisonnablement que les frontières du mot if dupliqué 
restent toujours les mêmes. C'est ce qui s'appelle le modèle à fronti ères fixes. Dans 
l 'exemple ci-dessous, les frontières du motif sont fixées à A et T. 
ACGTACGT -+ ACGTACGTACGT 
ACGTACGTACGT -+ ACGTACGTACGTACGT 
Les cas où les frontières du motifs varient suivent le modèle à fronti ères variables. Dans 
l 'exemple suivant, les frontières du motif de la première duplication sont G et C et celles 
de la deuxième duplication sont C et A. 
ACGTACGT -+ ACGTACGTACGT 
ACGTACGTACGT -+ ACGTACGTACGTACGT 
Le résultat final est identique à celui où on a fixé les frontières à A et T. P ar contre, en 
incorporant les mutations ponctuelles, toutes les frontières d'un motif ne produisent plus 
nécessairement le même résultat. L'exemple suivant montre une duplication sur le seg-
ment ACGTTCGTACGT ayant subi une substitution par rapport au segment ACGTACGTACGT 
avec deux ensembles de frontières différents. 
ACGTTCGTACGT -+ ACGTTCGTTCGTACGT 
ACGTTCGTACGT -+ ACGTTCGTACGTACGT 
Les 2 segments produits sont divergents. Les mutations ponctuelles viennent donc ajou-
ter de l'information quant aux frontières du motif dupliqué. 
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Les répétitions contenues dans les séquences de TMP sont intégrées à l 'intérieur de 
la protéine et ne constituent pas son entièreté. Idéalement , à chaque duplication cor-
respondrait un point d 'ancrage, mais il arrive que la longueur des répétitions varient 
sporadiquement. Ces deux particularités laissent croire que les duplications sur le seg-
ment codant d 'une TMP suivent le modèle à frontières variables (Belcaid , Bergeron et 
Poisson, 2011) : 
Hypothèse 3. Les duplications des séquences analysées suivent le modèle à frontières 
variables. 
2.3 À la rech er ch e des segments an cestraux 
Dans la majorité des cas, on ne dispose que de séquences actuelles observées. On ne 
dispose pas des segments ancestraux de leur évolution, contrairement à nos exemples. 
Un des problèmes en bioinformatique est de retrouver les segments ancestraux corres-
pondant à l 'évolution d'un segment. 
Par exemple, voici une reconstruction évolutive du segment ACGTACCTACGTACCT où on 
retrouve 4 états ancest raux et où chacun d 'entre eux subit une mutation. 
ACGT -+ ACGTACGT 
ACGTACGT -+ ACGTACGTACGTACGT 
ACGTACGTACGTACGT -+ ACGTACQTACGTACGT 
ACGTACCTACGTACQT -+ ACGTACCTACGTACQT 
Voici une autre reconstruction du même segment où on retrouve 3 mutations. 
ACGT -+ ACGTACGT 
ACGTACQT -+ ACGTACQT 
ACGTACCT -+ ACGTACCTACGTACCT 
En général, on favorise certaines reconstructions aux dépens des autres en suivant le 
principe de parcimon·ie. 
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Définition 3. Le principe de parcimonie (Fitch, 1971) est une application du rasoir 
d'Ockham (Thorburn, 1915) par lequel on favorise les explications qui minimisent le 
nombre d'hypothèses. Il consiste à favoriser les scénarios où on retrouve un minimum 
de mutations. 
La reconstruction parcimonieuse de l 'histoire duplicative d 'une séquence est le problème 
dans lequel on tente d'expliquer , avec un minimum de mutations ponctuelles et de 
duplications, l 'histoire évolutive d'une séquence. 
Dans les travaux qui tentent de solutionner ce problème, on suppose généralement que 
la longueur du premier motif dupliqué est connue (Benson et Dong, 1999; J aitly et al. , 
2002; Fitch, 1977; Tang, Waterman et Yooseph, 2002; E lemento, Gascuel et Lefranc, 
2002). 
Problème 1 (Histoire duplicative). Étant donné une longueur k et une séquence S, 
déterminer une reconstruction parcimonieuse qui transforme un segment de longueur k 
en la séquence S. 
Certains travaux (Benson et Dong, 1999; J a it ly et al. , 2002) tiennent compte des inser-
t ions et des délétions qui surviennent après les duplications, changeant ainsi la longueur 
de ses copies. Leurs algorithmes s'attendent généralement à recevoir des alignements 
avec écarts. D'autres travaux, dont ceux de Tang et al. (2002), font abstraction des 
insertions et des délétions, et c'est notre cas ici, comme nous avons vu au chapitre 
précédent. Étant donné cette hypothèse, les segments issus d'une duplication gardent 
leur longueur. Pour un motif de longueur k, la longueur de la paire de segments résultante 
est 2k. 
Pour retracer l 'histoire duplicative d 'une séquence, on utilise une opération nommée la 
réduction (Rivais, 2004). On prend une paire de segments adjacents de longueurs égales, 
les segments réduits, et on les fusionne en un, le segment fusionné. 
Dans l'exemple suivant, on réduit la paire de segments adjacents ACGTACGT vers le 
segment ACGT : 
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ACGTACGT -+ ACGT 
Reconstruire l 'histoire duplicative d 'une séquence est un problème qui peut se résoudre 
avec une suite de réductions qui se t ermine sur un segment de longueur k. 
Par exemple, ét ant donné une longueur k = 4 et une séquence S = ACGTACGTACGTACGT, 





On y est arrivé avec 2 réductions . Le scénario évolutif correspondant est son inverse, 
soit : 
ACGT -+ ACGTACGT 
ACGTACGT -+ ACGTACGTACGTACGT 
Les réductions se compliquent lorsqu 'on traite les répétit ions approximatives. 
ACCTACGTACGTACCT -+ AC?TAC?T 
AC?TAC?T -+ AC?T 
Il exist e des méthodes, dont celle de Benson et Dong (1999), pour produire des segments 
fusionnés qui t iennent compte des mutations p onctuelles . 
2.4 La rech erche de la duplication la p lus récente 
Le problème de reconstruction de l'histoire duplicative énoncé précédemment est NP-
diffile (Ri vals, 2004). Une heuristique qui nous intéresse particulièrement est celle de 
Benson et Dong (1999) . 
L 'algorithme prend en entrée une séquence S. À chaque ét ape, on teste l 'ensemble des 
paires de segments adjacents. Pour une position p et une longueur k données, une paire 
de segments adj acents est représentée par : 
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Segment 1 Segment 2 
S[p,p+k-1] S[p+k,p+2k- 1] 
Pour chacune des valeurs de pet k possibles, on calcul le coût suivant : 
D(S[p,p + k - 1], S[p + k ,p + 2k - 1])/k 
Où D(S1, S2) est la distance de Hamming. Ce coût représente la moyenne des mutations 
qui séparent les 2 segments. La première paire de segment qui minim ise ce coût est 
sélectionnée pour être réduite. Cette paire correspond aux segments issus de la dupli-
cation la plus récente de l'étape courante. On effectue la réduction sur cette paire et on 
recommence la procédure sur la séquence résultante de façon récursive jusqu'à ce qu'on 
termine avec un segment dont la longueur est fournie par l'utilisateur. 
2.5 Première solution 
Nous présentons ci-dessous l 'adaptation de l 'heuristique gloutonne de Benson ct Dong 
pour identifier la duplication la plus récente. 
Trois boucles imbriquées forment l 'algorithme. La boucle externe génère toutes les lon-
gueurs k de segment dupliqué possibles . La longueur maximale qu 'un segment dupliqué 
peut avoir sur une séquence de longueur l est la moitié de celle-ci, soit de Ll/2J. 
Nous avons vu précédemment avec l 'Hypothèse 2 que seules les longueurs k qui sont des 
multiples de 3 nous intéressent. Ainsi , la valeur minimale de k est 3, le pas de la boucle 
est 3 et la valeur maximale de k est LZ/2J - (LZ/2J mod 3). 
Pour chacune des longueurs de segment k générées par la première boucle, la boucle 
intermédiaire va itérer sur toutes les positions p où une paire de segments adjacents 
de longueur k peut se trouver. La position maximale est l - (2k), en supposant que la 
première position est O. 
Par exemple, pour la séquence ACGTACGTAAAA de longueur l = 12 et pour k = 2, la 
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boucle intermédiaire va itérer sur les positions allant de 0 à l - (2k) = 12 - (2 - 2) = 8, 
générant en séquence les 9 paires de segments candidats à la réduction : 
(AC, GT), (CG, TA), (GT, AC), ... , (AA, AA) 
Finalement, la boucle interne normalise sur k la distance de Hamming de la paire de seg-
ments. Pour notre algorithme, nous nous contentons d'appeler une fonction qui calcule 
la distance de Hamming avant de normaliser cette valeur. 
La distance normalisée est comparée à la valeur minimale observée jusqu 'à maintenant 
et, si elle lui est inférieure, on garde les valeurs de p et k en mémoire. L 'algorithme se 
termine en retournant les premières valeurs de p et k qui ont minimisé ce coût, ainsi 
que ce coût minimal, parce que c'est intéressant de le connaître. 
L'Algorithme 1 détaille la procédure. 
Proposition 1. La complexité t emporelle de l 'Algorithme 1 est O(l3 ) , où l est la 
longueur de la séquence. 
Preuve. Le calcul de la distance de Hamming d'une paire de segments de longueur k 
implique k comparaisons . Nous allons calculer le nombre total de comparaisons effectuées 
par l 'algorithme. La boucle externe génère des valeurs de k allant de 3 à maxK = 
Ll/2J- (Ll / 2J mod 3) avec un pas de 3. 
Pour chacune de ces valeurs, on teste les paires de segments allant de la position 0 à la 
position l- 2k. On a donc l'expression suivante qui calcule le nombre de comparaisons : 
l-2k l-2k l-2k l -2k 
3 - (L.: k) + 6. (L.: k) + 9. c~= k) + ... + maxK- (L k) 
p=O p=O p=O p=O 
maxK/ 3l - 2k 
=3 - L Lk 
k=l p=O 
En supposant que l est pair et multiple de 3, donc un multiple de 6, la valeur exacte de 
Algorithme 1 duplicationRecente(S) 
1: l +- longueur de la séquence 
2: minK = 3 
3: max K = Ll / 2J - (Ll / 2J mod 3) 
4: coutM in +- oo 
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5: resultat +- ( oo, oo, oo) 1> Meilleur résultat connu . 
6: pour k +- m inK à maxK faire 
7: pour p +- 0 à l- (2k) faire 
8: d +- Hamming(S[p,p + k - 1], S[p + k ,p + 2k - 1]) 
9: dn +- d/ k 
10: si dn < coutMin alors 
11: coutM in +- distan ceN ormalisee 
12: resultat +- (p, k, coutMin ) 
13: fin si 
14 : fin pour 
15: fin pour 
retourner resultat 
cette expression est : 
l /6 l - 2k l/6 
3. 2::2:: k = 3 . I:cz- 2k + 1) . k 
k= l p=O k= l 
l / 6 
= 3 · 2)Zk - 2k2 + k) 
k= l 
~3 CÊk-2 Êk'+Êk) 
= 3 . ((l + 1) · (( l/ 6 · (Z/6 + 1))/2)- 2. (( l/6) 3 /3 + (Z/6) 2 / 2 + (l / 6) / 6)) 
= 3. ((l + 1) . (Z 2 / 72 + Z/12)- (Z 3 /324 + z2 / 2 + Z/ 18)) 
= 3 . (z 3 / 72 + z2 / 12 + Z2 / 72 + Z/ 12 - l3 / 324 - l 2 / 108 - l/ 18) 
= 3 . (z 3 . (1 / 72 - 1/ 324) + z2 . (1 / 12 + 1/ 72 - 1/ 108) + z . (1 / 12 - 1/ 18)) 
= 3. (7Z3 /648 + 19l2 /216 + l/ 36) 
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Les calculs lorsque l n'est pas un multiple de 6 sont similaires. On a donc une complexité 
0 
2.6 L'expérience d e Belcaid et al. 
Dans les t ravaux de Belcaid et al. (2011) , on utilise l 'Algorithme 1 sur des séquences 
codantes de TMP pour ident ifier la duplication la plus récente. Les TMP de deux 
souches de phages infectant la bactérie Clostridium botulinum sont analysées . Leurs 
numéros d 'accession sont YP_QQ2803860 (A2_Kyoto) et YP_002862700 (Ba4_657) . Les 
auteurs montrent, avec un bon niveau de confiance, que ces séquences partagent leur 
histoir-e duplicative. Cela signifie que l 'ensemble des duplications ont eu lieu dans leur 
ancêtre commun, et pas de façon indépend ante sur chacune des séquences. 
Cette caract éristique fait en sorte qu'on s 'attend à ce que l 'algorithme ident ifie la même 
paire de segments comme étant issus de la duplication la plus récente pour les deux 
séquences, c'est-à-dire les mêmes valeurs de p et de k. 
La Figure 2.1 montre le;; deux séquences d 'acides aminés encodées alignées sur elle-
même une à côté de l'autre. Les segments dupliqués sont de t aille 11 acides aminés, soit 
33 nucléot ides sur le segment codant . Les acides aminés hautement conservés et vitaux 
à la fonction de la TMP sont mis en évidence en rouge et en bleu. 
2.6.1 Résultats et discussion 
D ans l 'expérience de Belcaid et al. , les duplications les plus récentes identifiées par 
l'algorithme pour les deux séquences ont toutes deux une longueur de segment dupliqué 
de k = 33 nucléotides . Cependant, leurs positions p sont divergentes, contrairement 
à ce qui é tait att endu. 
La Figure 2.2 mont re les courbes de distances normalisées pour toutes les paires de 
segments de longueur 33 nucléotides . La courbe en bleu représente les résultats pour la 
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Figure 2.1: Alignements des deux TMP de A2..Kyoto et Ba4_657 
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courbes ne se mettent pas d'accord sur la duplication la plus récente. Particulièrement, 
les courbes ont plusieurs minimums et maximums locaux, mais pas aux mêmes endroits. 
En présumant que les répétitions partagent bel et bien leur histoire duplicative, les 
différences entre les courbes s'expliqueraient par les mutations ponctuelles qui se 
produisent de façon indépendante à l 'intérieur des séquences. 
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Figure 2.2: Courbes des distances normalisées obtenues dans l 'expérience de Belcaid et 
al. (2011). 
mutations ponctuelles partagées par les espèces et celles spécifiques aux espèces. 
CHAPITRE III 
MUTATIONS PRÉ-SPÉCIATION 
Dans ce chapitre, nous raffinons la mesure de dist ance vue au Chapitre 2 pour isoler les 
mutat ions pré-spéciation. 
Nous commençons d 'abord par introduire les représenta tions arborescentes des spécia tions, 
des duplications et du partage d 'histoire duplicative. 
E nsuite, nous voyons comment , à partir de ces représentations , on p eut quantifier les 
mutations pré-spéciation des segm ents issus de la duplica tion la plus récente d 'un en-
semble de séquences partageant l 'histoire duplicative. 
Pour ce faire, nous devons être en mesure de générer des étiquetages parcimonieux. 
Nous présentons les algorithmes de Fitch pour solutionner ce problème. Belcaid et al. 
(2011) s'en servent pour calculer le nombre moyen de mutations pré-spéciation et nous 
présentons leur méthodologie. 
F inalement , on étend leur solut ion pour supporter plus de deux séquences en parallèle 
en utilisant les algorithmes de Sankoff (1 975) présentés à la dernière sect ion. 
3.1 Arbres de spéciation s/duplication s 
Le processus biologique par lequel de nouvelles espèces apparaissent se nomme la spéciation. 
La spéciation est la division d 'une espèce en deux nouvelles espèces. Les spéciations 
peuvent se représenter sous forme d'arbre binaire. L'arbre suivant mont re une spéciation 
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de l 'espèce ancestrale X vers les espèces Y et Z. 
x 
y z 
On représente aussi les segments hérités par spéciation sous forme d'arbre binaire. Au 
lieu d'annoter les noeuds et les feuilles avec des espèces, on les annote avec des segments. 
L'exemple suivant montre le segment ACGT de l'ancêtre X hérité par Y et Z. 
l'.cCG'I -
Chacun des nucléotides hérités peut aussi être représenté par un arbre de spéciation. 
Avec le segment de l 'exemple précédent , on a les 4 arbres suivants . 
A x Cx Gx Tx 
A A A A 
A , Az c, Cz Gy Gz T ' Tz 
-
On appelle la phylogénie d'un ensemble d 'espèces les relations de parenté, exprimées 
par des arbres de spéciations, qui les relient entre eux. 
Imaginons deux espèces ancestrales , V et W , et trois espèces modernes X , Y et Z issues 
de la spéciation des espèces an estrales. Supposons que V est l'ancêtre de W. Les arbre:, 
de la Figure 3.1 représentent les phylogénies possibles. 
Il existe plusieurs phylogénies possibles pour un ensemble d 'espèces. Pour en connaître 
plus sur la phylogénie, le lecteur intéressé peut consulter l'oeuvre de Felsenstcin (2004) . 
Hypothèse 4 . La phylogénie des espèces auxquelles appartiennent les séquences ana-
----------------------- -----------------------------------, 
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v v v 
x y z y x z z x y 
Figure 3.1: Phylogénies des espèces ancestrales V et W et des espèces observées X , Y 
et Z. 
lysées nous est fournie. 
Une duplication peut aussi se représenter sous forme d'arbre binaire. Pour différencier 
les duplications des spéciations, on ut ilise une arête à angle droit entre le noeud racine 
et ses enfants. Dans l 'exemple suivant , le motif ACGT est dupliqué et chacun des noeuds 
enfants correspond à une copie. 
ACGT 
Chacun des nucléotides dupliqué peut aussi être représenté sous forme d 'arbre binaire. 
Avec la duplication de l 'exemple précédent , on a les 4 arbres ci-dessous. 
A c G T 
Les arêtes qui relient deux segments différents peuvent contenir une ou plusieurs mu-
tations ponctuelles et les arêtes qui relient deux nucléotides différents contiennent une 
seule mutation ponctuelle. On met un trait sur l'arête pour faciliter son identification. 
On présente deux arbres avec des mutations à la Figure 3.2. Dans l'exemple de spéciation, 
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à gauche, le nucléotide T de l 'espèce X est hérité t el quel par les deux espèces. Au fil du 
temps, il devient G dans l'espèce Y. Dans l 'exemple de duplication, le nucléotide T est 
dupliqué. La deuxième copie devient éventuellement C. 
Tx T 
Gy Tz 
Figure 3.2: Exemples d'arbres avec des mutations. 
Les deux formes d 'arbres peuvent être utilisées conjointement pour expliquer l'his-
toire évolutive d 'un segment ou d 'un nucléotide. On appelle un t el arbre un arbre de 
spéciations/ duplications : 
Définition 4. Un arbre de spéciationsjduplications est un arbre binaire t el que chaque 
noeud est annoté avec un segment et : 
Chaque noeud a obligatoirement 2 enfants, sauf si ce noeud est une feuille. 
Les spéciations sont représentées avec des arêtes directes entre un noeud et ses enfants. 
Chacun des enfants hérite du segment ancestral. 
Les duplications sont représentées avec des arêtes à angle droit entre un noeud et ses 
enfant s. Chacun des enfants représente une copie du segment dupliqué. 
L'ét at d 'un noeud représente l 'ét at juste avant l 'événement s 'il a des enfants , l 'état 
observé s 'il s'agit d 'une feuille. 
Dans la F igure 3.3, nous suivons l 'histoire évolutive du nucléotide A appartenant à 
l'espèce ancestrale S. Cette espèce subit une spéciation et evient les espèces et V. 
Chacune d 'ent re elles hérite le nucléotide T . Ce nucléot ide dans l 'espèce U subit une 
substit ut ion et devient le nucléotide T. L'espèce U subit une spéciation et devient les 
espèces W et X et le nucléotide T reste le même jusqu'au moment de l'observation. 
L'espèce V subit une duplication d'un motif dans lequel on trouve le nucléotide A hérité 
lors de la spéciation de l 'espèce S. Au fil du t emps, le nucléotide de la première copie issue 
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de la duplication devient C. L'espèce V subit une spéciation et devient les espèces Y et 
Z. Les deux copies de la duplication sont héritées par les deux espèces. Éventuellement , 
le nucléot ide A de la deuxième copie de l'espèce Z devient le nucléotide G. 
As 
c .. Cz A· Gz_ 
Figure 3.3: Arbre de spéciations/ duplications. 
Notons que les enfants de gauche des copies issues de la duplication dans l'espèce V 
correspondent aux nucléotides hérités par l 'espèce Y. Les enfants droi ts correspondent 
aux nucléotides hérités par l 'espèce Z. 
Lorsque l'ancêtre commun le plus récent d 'une pmre de noeuds est un événement 
de duplication, alors on dit des segments contenus dans ces noeuds qu'ils sont pam-
logues. Lorsque l 'ancêtre commun le plus récent d 'une paire de noeuds est un événement 
de spéciation , alors on dit des segments contenus dans ces noeuds qu 'ils sont ortho-
logues (Fitch , 1970). 
Sur l'arbre de la Figure 3.3, les nucléotides Cv1 et Av2 sont paralogues car leur ancêtre 
commun le plus récent, Av, s'est dupliqué. Les nucléotides Cy1 et Gz2 sont aussi para-
legues, car leur ancêtre commun le plus récent est aussi Av. 
Par contre, les nucléotides Cy1 et Cz1 ne sont pas paralogues, car leur ancêtre commun 
le plus récent, Cv1 s'est spécié. Ils sont donc orthologues. Les nucléotides Tw et Av2 sont 
aussi orthologues, car leur ancêtre commun le plus récent, As, s'est spécié. 
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Nous n 'avons pas donné ici la liste exhaustive des relations de paralogie/orthologie de 
l'arbre de la Figure 3.3 . Chacun des noeuds est paralogue ou orthologue avec un autre , 
puisqu'ils ont un ancêtre commun. 
3.2 Partage de l'histoire duplicative 
Nous avons vu au chapitre précédent que les séquences de TMP utilisées dans l 'expérience 
de Belcaid et al. partagent leur histoire duplicative. Nous voyons dans cette section la 
représentation d 'un tel partage à l 'aide d 'arbres de spéciat ions/ duplications. 
Hypothèse 5 . Les séquences traitées par nos algorithmes partagent leur histoire du-
plicative. 
Supposons la phylogénie d 'espèces de la Figure 3.4 : 
x y z 
Figure 3.4: Phylogénie de t rois espèces. 
Supposons que ces espèces partagent leur his toire duplicative. Alors , on peut exprimer 
l 'évolution des segments issus de la duplication la plus récente avec un arbre tel que 
celui de la Figure 3.5. 
Nous appelons ce type d'arbre un arbre de partage d'histoire duplicative : 
Définition 5. Un arbre de partage d'histoire duplicative pour un ensemble d 'espèces 
S est un arbre de spéciations/duplications tel que : 
- Le segment à la racine subit une duplication. 




Copie 1 Copie 2 
x y z x y z 
Figure 3.5: Arbre de l'évolution des segments issus de la duplication la plus récente des 
espèces de la Figure 3.4. 
- Chacun des noeuds enfants de la racine est un sous arbre dont la topologie est iden-
tique à la phylogénie des espèces S. 
Les mutations ponctuelles qui ont lieu avant la première spéciation sont appelées des 
mutations pré-spéciation. Ces mutations ont lieu entre la racine et ses enfants. Les mu-
tations ponctuelles qui ont lieu après la première spéciation sont appelées des mutations 
post-spéciation. Toutes les mutations qui ont lieu sous les enfants de la racine sont des 
mu tati ons post-spéciation. 
L 'arbre de la Figure 3.6 retrace l'évolution du nucléotide T appartenant au motif de 
la duplication la plus récente des trois espèces de la Figure 3.4. Le nucléotide T est 
d'abord dupliqué dans l 'ancêtre commun des trois espèces X, Y et Z. Avant la première 
spéciation, la première copie du nucléotide change et devient G. L'espèce ancestrale se 
divise ensuite en deux espèces, soit X et l'ancêtre commun de Y et Z. Chacune de ces 
espèces hérite des deux copies. La première copie change dans l 'ancêtre commun de Y 
et Z pour devenir C. Cette espèce subit ensuite une spéciation et devient les espèces 







A y Cz Tz 
Figure 3.6: Exemple d'arbre de partage d'histoire duplicative. 
Dans cet exemple, on compte un total de 4 mutations ponctuelles. La mutation de T vers 
G après la duplication est une mutation pré-spéciation. Toutes les mutations suivantes , 
soit de G vers C, de C vers A et de T vers A, sont post-spéciation. 
3.3 Étiquet ages parcimonieux 
En réalit é, nous ne disposons que de l 'état observé, soit des segments dans les feuilles de 
l 'arbre de partage d 'histoire duplicative, et pas des segments ancestraux, soit ceux dans 
les noeuds intermédiaires. Or, nous avons vu qu 'avec ces segments ancestraux, il est 
facile de calculer le nombre de mutations pré-spéciations , part iculièrement lorsque ces 
segments sont des nucléotides. En effet , à une arête reliant deux nucléotides différents 
entre la racine et un de ses enfants correspond exactement une mutation pré-spéciation . 
Supposons trois séquences, X, Y et Z dont la phylogénie est celle de la Figure 3.4. 
L'arbre de partage d'histoire duplicative pour ces séquences a donc la top ologie de la 
F igure 3.5. 
Supposons que les segments observés issus de la duplication la plus récente dans les 
espèces X , Y et Z sont ceux ci-dessous : 








Si on annote les feuilles de l'arbre d e la Figure 3.5 avec ces segments, on obtient l'arbre 
de partage d 'histoire duplicative suivant : 
Segment dupliqué 
Copie 1 Copie 2 
CAAz TATx TP....F_ . P..-A.Cz 
Ces segments ont une longueur de 3. Chaque nucléotide est paralogue avec le nucléotide 
situé 3 positions plus loin. Chaque nucléotide est orthologue avec les nucléotides situés 
à la même position sur les autres séquences. 
Avec les segments précédents , on a les trois arbres suivants qui modélisent l 'évolut ion 
de chacun des trois nucléotides du segment dupliqué : 
Nucleotide 1 Nucléotide 2 Nudéotide3 
Copie 1 Copie 2 Copie 1 Copie 2 Copie 1 Copie 2 
1\ 1\ 1\ 1\ 1\ 1\ 
G ]t c T T A A A A ]>_ A A A C A T 
-"' c 
Nous nous servirons de l'arbre représentant l 'évolution du premier nucléotide tout au 
long du chapitre, soit celui de la Figure 3. 7. 
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uclèotide 1 
Copie 1 Copie 2 
t'A t'A 
G A c T T A 
Figure 3.7: Un arbre de partage d 'histoire duplicative où les feuilles sont annotées avec 
des nucléotides. 
Nous appelons un étiqu etage de l'arbre une instance où chacun des noeuds est étiqueté 
avec un nucléotide. 
On présente trois étiquetages possibles de l 'arbre de la Figure 3.7 à la Figure 3.8. 
T T G 
~~  ~---1--! 
G T T T G T 
ÎAÎAÎAÎAÎAÎA 
G c T J.. G A c T T c T 
Figure 3.8: Ét iquetages possibles de l'arbre de la F igure 3. 7. 
Les deux étiquetages de gauche comptent 4 mutat ions alors que celui de droite en compte 
5. Puisque nous suivons le principe de parcimonie, l'étiquetage de droite est moins 
intéressant. Aussi, rien n 'indique que les deux étiquetages de gauche sont parcimonieux, 
nous savons seulement qu'ils comptent moins de mutations que celui de droit e. 
En général , il y a plusieurs étiquet ages qui comportent le même nombre de mutations 
ponctuelles . De surcroît , les étiquetages équivalents ne comptent pas nécessairement le 
même nombre de mutations pré--spéciation , comme on le voit dans les deux arbres de 
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gauche de la Figure 3.8. 
Une étape cruciale à la quant ification du nombre de mutations pré-spéciation est donc 
la résolution du problème suivant : 
Problème 2 (Génération d'étiquetages parcimonieux) . Étant donné un arbre où les 
feuilles sont annotées avec des nucléotides, générer tous les étiquetages parcimonieux. 
3.4 Algorithmes de Fitch 
Dans les t ravaux de Fitch (1971), on retrouve une solut ion pour générer des étiquet ages 
parcimonieux étant donné un arbre où les feuilles sont annotées avec des nucléotides. 
Algorithme 2 (Remplissage de l'arbre-F, Fitch) . Soit un arbre A dont les feuilles sont 
annotées avec des ensembles contenant un nucléotide. On remplit récursivement les 
noeuds de l'arbre avec des ensembles formés de l 'intersection des ensembles des noeuds 
enfants ou de leur union si l 'intersection est vide. On appelle de tels ensembles des 
ensembles de Fitch. L'arbre résultant de cette procédure se nomme un arbr-e-F. 
Exemple. On reprend l 'arbre de la F igure 3.7 de la section précédente où les feuilles 
sont annotées par la liste de nucléotides GACTAT et on construit l'arbre-F correspondant. 
Le résultat est à la Figure 3.9. Les unions sont mises en rouge alors que les intersections 
sont mises en bleu. On compte 4 unions pour la construction de cet arbre. 
Proposition 2. Le nombre d 'unions effectuées par l 'Algorithme 2 pour remplir l 'arbre-
F est le nombre de mutations ponctuelles d 'un étiquetage parcimonieux. 
La procédure de Fitch pour générer un étiquetage parcimonieux à partir d'un arbre-F 
est la suivante : 
Algorithme 3 (Génération d'étiquetages parcimonieux, Fitch). On choisit un nucléotide 
dans l 'ensemble de la racine. Pour chacun de ses enfants, si ce nucléotide se retrouve 
dans l 'ensemble de Fitch de cet enfant, alors cet enfant est étiqueté avec ce nucléotide. 
Sinon, on étiquette l 'enfant avec n 'importe lequel des nucléotides dans son ensemble de 





G A c T 
Figure 3.9: Arbre-F de l'arbre de la Figure 3.7. 
Exemple. L'étiquetage suivant est produit avec l 'Algorihtme 3 sur l'arbre-F de la Fi-
gure 3.9 . L'ensemble de Fitch de la racine contient tous les nucléotides. On peut choisir 
n'importe lequel d 'entre eux pour étiqueter la racine. On choisit T comme racine. Puis-
qu'il n'est pas dans l'ensemble de Fitch de son enfant gauche, on peut choisir n'importe 
quel nucléotide dans son ensemble {A, C, G} pour l'étiqueter. On choisit A. Par contre, T 
est dans l 'ensemble de Fitch {T} de son enfant droit. Ainsi , on étiquette cet enfant avec 
T. Par la même règle, on étiquette l 'enfant droit de l'enfant gauche de la racine avec A 
et l'enfant droit de l'enfant droit de la racine avec T. 
'I 
A 'I 
G A c T 'I' 
Le nombre de mutations ponctuelles de l 'étiquetage est 4, soit le nombre d 'unions de 
l'arbre-F de la Figure 3.9. 
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Proposition 3. L'Algorithme 3 génère des étiquetages parcimonieux. 
Malheureusement, la contraposée d e la Proposit ion 3 n'est pas vraie : la procédure de 
Fitch ne génère pas tous les étiquetages parcimonieux. L'étiquetage de la Figure 3.10 




G A c T T A 
Figure 3. 10: Étiquetage manqué par la procédure de Fitch. 
En effet, puisque l 'ensemble de Fitch de l 'enfant gauche de la racine de l 'arbre-F de la 
F igure 3.9 ne contient pas le nucléotide T, alors ce nucléotide ne sera jamais sélectionné 
pour étiqueter ce noeud. Néanmoins, on peut se servir de l 'Algorit hme 3 pour calculer 
le nombre de mutations ponctuelles que contient un étiquetage parcimonieux, comme 
on voit dans la prochaine section. 
Remarque (Felsenstein, 2004) : nous n 'avons p as donné les preuves des Proposit ions 2 
et 3 car elles n 'existent pas dans l 'article original. Les tentatives subséquentes des 
mathématiciens pour justifier les résultats de Fitch sont restées vaines : il semble que 
le problème soit difficile dans le cadre proposé par Felsenstein (2004) . Néanmoins, la 
validité des algorithmes a été obtenue par David Sankoff (1975) comme conséquence 
d'un résultat beaucoup plus général, discuté dans la Section 3.6. 
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3.5 Solution pour 4 feuilles 
Dans les travaux de Belcaid et al. (2011), on se sert des arbres-F pour calculer le 
nombre de mutations ponctuelles d 'un étiquetage parcimonieux d'un arbre de partage 
d 'histoire duplicative où on compte 4 feuilles et où les feuilles sont annotées avec des 
nucléotides. Les auteurs génèrent ensuite la totalité des étiquetages parcimonieux par 
énumération exhaustive et calculent la moyenne des mutations pré-spéciation sur cet 
ensemble d 'étiquetages. Nous détaillons dans cette section les étapes de leur méthode. 
Rappelons que, dans cette expérience, on analyse deux séquences codantes de TMP iden-
tifiées dans les espèces de phage A2..Kyoto et Ba4_657. Puisqu'il n 'y que deux séquences, 
la phylogénie est nécessairement la suivante : 
/ 
A2_Kyoto Ba4 65 7 




A2_Kyoto Ba4 657 
Copie 2 
//"'-. ~ 
A2_Kyoto Ba4 65 
Les segments issus de la duplication la plus récente sont à la même position p sur chacune 
des séquences. L'exemple de la Figure 3.11 en est où la longueur des segments k est 3. 
Les deux segments adjacents sur A2..Kyoto sont ATG et CTG et ATC et TGG sur Ba4_657. 
On annote les feuilles de l'arbre de partage d'histoire duplicative avec les listes de 






F igure 3.11 : Exemple de segments issus de la duplicat ion la plus récente sur 2 séquences 
orthologues du segment 1 et les feuilles à droite sont leurs paralogues, soit k posit ions 
plus loin . Les listes de nucléotides pour l 'exemple de la F igure 3.11 sont AACT, TTTG et 
GCGG. 
Une fois les feuilles annotées , on construit l 'arbre-F correspondant. Cette procédure 
établit combien de mutat ions compte un étiquet age parcimonieux. P ar exemple, avec la 





A A c T 
F igure 3.12: Arbre-F correspondant à la première liste de nucléotides des segments de 
la Figure 3.11. 
Par contre, comme on a vu dans la section précédente, la procédure de F itch ne génère 
pas tous les étiquetages parcimonieux. Heureusement, puisqu'on ne travaille que sur 
deux séquences, on peut calculer tous les étiquetages parcimonieux par inspection en 
s 'assurant qu 'ils comptent bel et bien le nombre d'unions calculé lors de la construction 
de l'arbre-P. Les étiquetages parcimonieux de la F igure 3.13 correspondent à la liste de 
nucléotides AACT. 
On ne peut pas générer l 'étiquetage en haut à droite avec la procédure de F itch. En 
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A 
A c A 
A A A 
p._ A c T A A 
c 
A c 









A A c T 
T 
c T 
Figure 3.13: Les 5 étiquetages p arcimonieux de la liste de nucléotides AACT. 
effet, le nucléotide A ne se trouve pas dans l'ensemble de Fitch {C,T} de l'enfant droit de 
la racine de l 'arbre-F de la Figure 3.12. Ces étiquetages ont été obtenus par énumération 
exhaustive. 
Puisqu'il existe généralement plusieurs étiquetages parcimonieux pour une liste de feuilles 
et que chacun de ces étiquetages ne compte pas nécessaire le même nombre de muta-
t ions pré-spéciation, comme on peu t le constater sur la Figure 3.13, il devient logique 
de calculer la moyenne du nombre de mutations pré-spéciation. 
Définition 6. La moyenne du nombre de mutations pré-spéciation d 'une liste de nucléotides 
issus de la duplication la plus récente est la somme des mutations pré-spéciation sur tous 
les étiquetages parcimonieux divisée par le nombre d'étiquetages parcimonieux de l'arbre 
de partage d 'histoire duplicative où le feuilles sont annotées par les nucléotides de cette 
liste . 
D ans les étiquetages de la F igure 3.13, on a au total 4 mutations pré-spéciation et 5 
étiquetages parcimonieux. La moyenne est donc 4/5. Notons que ce qui nous intéresse 
particulièrement est la moyenne des mutations pré-spéciation des segments issus de la 
------------------------------------------------------------------------------------------------------
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duplication la plus récente. 
Définit ion 7 . La moyenne du nombre de mutations pré-spéciation des segments issus 
de la duplicat ion la plus r-écente est la somme des moyennes du nombre de mutat ions pré-
spéciation pour chacune des listes de nucléotides issus de cette duplication normalisée 
sur la longueur des segments. 
Avec les segments de la F igure 3.11 , nous avons les 3 listes de feuilles AACT, TTTG et 
GCGG. Nous avons calculé la moyenne la première liste de feuilles. Les deux dernières 
listes ont chacune un seul ét iquet age parcimonieux . Il compte une mutation ponctuelle 
et elle se situe après la spéciation. Les étiquetages pour les listes de feuilles TTTG et GCGG 
sont présentés ci-dessous. 
T G 
T T G G 
T T T G G c G G 
On a donc une somme de 4/ 5 + 0 + 0 = 4/5 pour les segments de la Figure 3.11. Puisque 
k = 3, la moyenne du nombre de mutations pré-spéciation pour ces segments est 4/15. 
Il existe 44 = 256 listes de nucléotides possibles lorsqu 'on traite deux séquences en pa-
rallèle. Dans les travaux de Belcaid et al. , les auteurs regroupent les listes de nucléotides 
en 7 classes où chaque classe correspond à un ensemble de listes où les étiquetages par-
cimonieux sont similaires. Cette technique permet de calculer rapidement la moyenne 
des mutations d'une liste de nucléotides en déterminant à quelle classe elle appartient. 
Dans les travaux de Belcaid et aL, on utilise la méthode présentée dans cette section 
pour ident ifier la duplication la plus récente. 
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3.5.1 Résultats des calculs de la moyenne des mutations pré-spéciat ion de 
Belcaid et al. (2011) 
Dans l 'expérience de Belcaid et al.(2011) , on calcule la moyenne des mutations pré-
spéciation pour toutes les positions p possibles où la longueur des segments k est 33 
nucléotides. La courbe en vert du tableau de la figure 3.14 montre ces résultats. Elle 
unifie les données des deux autres courbes. Les valeurs minimales se regroupent toutes 
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Figure 3.14: Courbes des distances de Hamming et des moyennes du nombre de muta-
t ions pré-spéciation normalisées obtenues par Belcaid et al. (2011). 
Dans la prochaine section, on voit comment étendre le calcul de la moyenne du nombre 
de mutations pré-spéciation à plusieurs séquences en parallèle. 
3.6 Algorithmes de Sankoff 
Les algorithmes de Sankof (1975) nous permettent d 'automatiser la génération de tous 
les étiquetages parcimonieux pour un arbre où les feuilles sont annotées avec une liste 
de nucléotides pour un nombre quelconque de feuilles. 
Avertissement : Les pages suivantes sont plutôt techniques, tout en constituant l 'es-
sent iel de notre contribution sur le plan algorithmique. En première lecture, le lecteur qui 
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a confiance en notre capacité de calculer le nombre moyen de mutations pré-spéciation 
peut passer directement au Chapitre 4. 
Ces algorithmes sont des généralisations de ceux de Fitch où on calcule des coûts de 
mutations sur des états plutôt que des nombres de mutations. L 'ensemble des états est 
noté E. Dans notre contexte, cet ensemble correspond à l 'ensemble des nucléotides, soit 
E = {A, C, G, T} . Le coût d'une mutation d 'un état vers un autre est noté m(e1, e2). Dans 
ce mémoire, nous allons utiliser la fonction de coût suivante : 
Ce qui revient à compter le nombre de mutations. 
Supposons la topologie illustrée à la F igure 3.15. 
n_ 
G A c T A T 
F igure 3.15: Exemple de topologie où les feuilles sont annotées . 
On appelle un étiquetage sous un noeud n un étiquetage du sous-arbre dont la racine 
est le noeud n. Un étiquetage sous le noeud n1 correspond à un étiquetage de l 'arbre 
entier. Un étiquetage sous le noeud n2 correspond à un étiquetage du sous-arbre où nz 
est la racine, soit un étiquetage où les noeuds nz et n4 sont étiquetés. La F igure 3.16 
présente un étiquetage sous le noeud n1 de la Figure 3.15 à gauche et un étiquetage 
sous le noeud nz à droite. 
Le coût d'un étiquetage est la somme des coûts de mutations pour chaque arête reliant 
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'I n 
T c T 
/ 
G A c T A T G A c 
Figure 3.16: Exemple d'étiquetages sous le noeud n1 de la Figure 3.15 à gauche et sous 
le noeud n2 à droite. 
deux états différents dans l 'étiquetage. Le coût de l 'étiquetage à gauche de la Figure 3.16 
est 7 et celui de l 'étiquet age à droite est 4. 
On s'intéresse part iculièrement à calculer des coûts d 'étiquetages parcimonieux sous 
un noeud n où on force l 'étiquetage du noeud avec un nucléotide e. On pose donc 2 
contraintes sur l'étiquetage sous le noeud n : 
1. L'étiquetage est parcimonieux. 
2. Le noeud n est étiqueté avec le nucléotide e. 
L'exemple de la Figure 3.17 est un étiquetage parcimonieux sous le noeud n 2 de l'arbre 
de la Figure 3.15 où on force l 'étiquetage de n2 avec le nucléotide T. Le coût de cet 
étiquetage parcimonieux est 3. 
L'Algorithme 4 suivant calcule sur un arbre dont les feuilles sont annotées par une liste de 
nue éoti es les coûts 'étiquetages parcimonieux sous chacun es noeuds intermédiaires 
n où on force l 'étiquetage de n avec chaque nucléotide e à tour de rôle. Par exemple, pour 
le noeud intermédiaire n2 de la Figure 3.1 5, on veut connaître les coûts des étiquetages 
parcimonieux sous le noeud n2 où le noeud n2 est étiqueté par le nucléotide A, ensuite par 
C, ensuite par G et finalement parT. La Figure 3.18 montre ces étiquetages parcimonieux. 




G A c 
Figure 3.17: É tiquetage parcimonieux sous le noeud n2 de l'arbre de la F igure 3. 15 
étiqueté par le nucléotide T. 
nucléot ides A, C et G et un coût de 3 lorsque le noeud n 2 est étiquet é par le nucléotide 
T. 
n 
A c G T 
G A c G A c G A c G p._ c 
Figure 3.18: Étiquetages parcimonieux sous le noeud n2 de l'arbre de la Figure 3.15 
pour chaque nucléotide. 
Algorithme 4 (Calcul des coûts d'étiquetages parcimonieux, Sankoff). Soit un en-
semble d'états E , une fonction de coût des mutations d'états m(e1, e2) et un arbre A 
dont les feuilles sont annotées par une liste de nucléotides. On assigne à chaque noeud 
n de l'arbre une valeur de coût pour chaque état e appartenant à l'ensemble E , noté 
c(n, e) . Cette valeur représente le coût d 'un étiquetage parcimonieux sous le noeud n 
où on force l 'étiquetage den par le nucléotide e. 
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Le coût c(n, e) pour les feuilles est 0 si e annote la feuille, oo sinon, car il n'existe tout 
simplement aucun d'étiquetage parcimonieux sous le noeud n s' il est étiqueté par un 
nucléotide différent de celui qui l'annote déjà. 
La valeur de c( n, e) pour un noeud intermédiaire est donnée par : 
c(n, e) = Cmin(e, n') 
n' enfant de n 
Où Cmin(e, n') représente le minimum du coût de mutation du nucléotide e vers chacun 
des nucléotides e' addit ionné du coût d 'un étiquetage parcimonieux sous le noeud enfant 
n' où le le noeud n' est étiqueté par e' : 
Cmin(e , n' ) = min{m(e, e') + c(n' , e')} 
e' EE 
On appelle un arbre où chaque noeud contient les coûts c(n , e) pour chaque nucléotide 
un aTbTe de Sankoff. 
Exemple. Nous allons reprendre la topologie de la Figure 3.15 pour mettre en pratique 
l'Algorithme 4. On commence par calculer les coûts pour chacune des feuilles. Si e est 
le nucléotide qui annote la feuille, alors son coût est 0 , oo sinon. On obtient le résultat 
à la Figure 3.19. 
On monte ensuite d'un niveau pour calculer les coûts c(n, e) pour les noeuds dont les 
deux enfants sont des feuilles, soit les noeuds n 4 et n 5. On veut calculer les coûts c(n4, e) 
et c( n5, e) pour chaque nucléotide e. Or, cette valeur est donnée par la somme des coûts 
Cmin(e, n' ) pour chaque enfant n' . Puisqu'on a deux enfants, on peut immédiatement 
noter que les coûts c(n , e) sont les sommes, pour chaque nucléot ide e , Cmin ( e, n9) + 
Cmin(e, nd) où n 9 est l 'enfant de gauche et nd est l'enfant de droite. 
Commençons par calculer c( n4, A). On calcule les valeurs suivantes pour son enfant 
gauche, soit la feuille n 9 annotée par A : 
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A c G T 
? ? ? ? 
nl n3 
A c G Tl !'>. c G T 
? ? ? ? 1 ? ? ? ? 
~ n4 ~ ns 
I A I C I G I T I A c G T 
1 ? 1 ? 1 ? 1 ? 1 ? ? ? ? 
/~ m~ P.  c G T p_ CGT m A c G T G T 
~ ~ 0 ~ 0 00 00 CO 00 0 CIO 00 ~ ~ ~ 0 ~ ~ ~ 0 
Figure 3.19: Première étape de l'exemple de l 'Algorit hme 4. 
e' m(A,e') c(n9 , e') m(A, e') + c(n9 , e') Cmin(A, n9 ) 
A 0 0 0 
c 1 00 00 
0 
G 1 00 00 
T 1 00 00 
Notons que, puisque les nucléotides C, G et T ont des valeurs de coûts c(n9 , e' ) infinies, la 
somme m(e, e') + c(n9 , e' ) sera aussi infinie ct cc, pour n'importe quel nucléotide e. Le 
coût Cmin(e, n9 ) est donc toujours la valeur de la somme du coût d 'une mutation vers le 
nucléotide A et de son coût dans la table de la feuille , soit O. Cette somme est calculée 
avec l'expression suivante : 
Cmin(e, n9 ) = m(e, A)+ c(n9 , A) = m(e, A) + 0 = m(e, A) 
On peut donc rapidement calculer les coûts suivants pour les nucléotides e autres que 
A: 
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Cmin(C, n 9 ) = m(C, A) = 1 
Cmin(G, n 9 ) = m(G, A) = 1 
Cmin(T , n 9 ) = m(T, A) = 1 
Le calcul pour l'enfant droit du noeud n, soit la feuille nd annotée par C est similaire, 
à la différence que Cmin(e, nd) équivaut au coût de la mutation du nucléotide e vers le 
nucléotide C m(e, C) au lieu du coût de la mutation vers le nucléotide A. On obtient les 
coûts suivants : 
Cmin(A, nd) = m(A, C) =1 
Cmin(C, nd) = m(C, C) = 0 
Cmin(G, nd) = m(G, C) = 1 
Cmin(T , nd) = m(T, c) = 1 
On peut maintenant calculer les coûts c(n4, e) pour chaque nucléotide e en faisant la 
somme Cmin(e, n9) + Cmin(e, nd)· Les résultats sont ci-dessous : 
c(n4, A) = Cmin(A, ng) + Cmin (A , nd) = 0 + 1 = 1 
c(n4, c) = Cmin(C, ng) + Crnin(C, nd) = 1 + 0 = 1 
c(n4, G) = Cmin(G, n9) + Cmin (G, nd) = 1 + 1 =2 
c(n4 , T) = Cmin(T , n9) + Cmin (T , nd) = 1 + 1 = 2 
Le calcul pour le noeud ns parent des deux feuilles A et T est analogue . L 'arbre résultant 
est à la Figure 3.20. 
Nous pouvons maintenant passer au niveau supérieur, soit celui des noeuds n2 et n3. 
Chacun de ces noeuds est parent d'une feuille et d'un noeud intermédiaire. Les calculs 
pour leurs enfants feuilles se font rapidement, comme précédemment . 
Prenons le noeud n2 et son enfant de gauche, soit la feuille n 9 annotée par le nucléotide 
G. On calcule les valeurs suivantes : 
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A. c G T 




1 p._ c i G T A c G T 
1 ? ? 1 ? ? ? ? ? ? 
·~ 
n4 ~ n5 
l A c G T p._ c G T 
Il 1 2 2 1 2 2 1 
::m /~ p._ c G T p._ c A c G T p._ c G T A c G T 
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Figure 3.20: Deuxième étape de l'exemple de l 'Algorithme 4. 
Cmin(A , n9) = m(A, G) = 1 
Cmin(C, n9) = m(C, G) = 1 
Cmin(G, n9) = m(G,G) = 0 
Cmin(T , n9) = m(T, G) = 1 
Les calculs se compliquent légèrement pour l'enfant de droite nd. Nous devons tester, 
pour chaque nucléotide e, la valeur de la somme m(e, e') + c(nd, e') et ce, pour chaque 
nucléotide e' pour déterminer le minimum. Posons e est le nucléotide A. Alors , on calcule 
les coûts suivants : 
e' m(A, e' ) c(nd, e') m(A, e') + c(nd , e') Cmin( A, nd) 
A 0 1 1 
c 1 1 2 
1 
G 1 2 3 
T 1 2 3 
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Si e est le nucléotide C, on calcule les coûts suivants : 
e' m(C, e') c(nd, e') m(C, e') + c(nd, e') Cmin(C, nd) 
A 1 1 2 
c 0 1 1 
1 
G 1 2 3 
T 1 2 3 
Pour le nucléotide G on a : 
e' m(G, e') c(nd, e') m(G, e') + c(nd, e') Cmin(G, nd) 
A 1 1 2 
c 1 1 2 
2 
G 0 2 2 
T 1 2 3 
Finalement, pour le nucléotide T on a : 
e' m(T, e') c(nd, e') m(T, e') + c(nd, e') Cmin(T , nd) 
A 1 1 2 
c 1 1 2 
2 
G 1 2 3 
T 0 2 2 
On est maintenant en mesure de calculer tous les coûts c(n2, e). Ils sont montrés Cl-
dessous : 
c(n4, A) = Cmin(A, ng) + Cmin(A, nd) = 1 + 1 =2 
c(n4, C) = Cmin(C, n9) + Cmin(C, nd) = 1 + 1 = 2 
c(n4, G) = Cmin(G, ng) + C.,nin(G, nd) =0+2 = 2 
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Figure 3.21: Troisième étape de l 'exemple de l 'Algorithme 4. 
Le calcul pour le noeud n3 est analogue. L 'arbre résultant est présenté à la Figure 3.21. 
Nous n 'allons pas donner les calculs pour la racine ici à des fins de concision. Les coûts 
pour chacun de ces enfants sont calculés comme on a fait pour l 'enfant droit de n2. Le 
résultat final est présenté à la Figure 3.22. 
Proposition 4. Les coûts c(n, e) calculés par l 'Algorithme 4 pour n'importe quel noeud 
n sont les coûts des étiquetages parcimonieux sous ce noeud étiqueté par chacun des 
nucléotides e. 
Pr-euve. La proposition est vraie pour les feuilles. Pour tous nucléotides e , si e est le 
nucléotide qui annote la feuille, un seul étiquetage parcimonieux sous cette feuille est 
possible et il ne compte pas de mutation. Par contre, si e n'annote pas la feuille, alors 
il n 'y a pas d 'étiquetages possible, parcimonieux ou non. 
Posons l 'hypothèse inductive que la proposition est vraie pour chacun des noeuds enfants 
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F igure 3. 22 : Arbre de Sankoff correspondant à l 'arbre de la Figure 3.15 où tous les coûts 
ont été calculés . 
n' d'un noeud n. En conséquence de l 'hypothèse inductive, le coût d 'un étiquetage 
parcimonieux sous un enfant étiqueté par un nucléotide e' est c( n' , e' ) . Puisque les 
nucléot ides avec lesquels ont peut ét iqueter les enfants du noeud n peuvent varier de 
façon indép endante entre eux dans les étiquet ages, on peut t raiter chaque noeud enfant 
n' séparément . 
Sin est étiqueté pare et n' est étiqueté par e' , alors le coût d 'un étiquetage parcimonieux 
sous le noeud n dans ces contraintes est la somme du coût de mutation m ( e, e') et du 
coût de l'étiquetage parcimonieux c(n' , e' ) . On cherche les nucléotides e' qui minimisent 
cette somme. Or, on note cette valeur Cmin ( e, n') = mine' EE { m( e, e') + c( n' , e')}. 
Puisqu 'on teste tous les nucléotides e' , il n 'existe p as d 'étiquetage qui puisse avoir un 
coût inférieur. 
Les enfants peuvent être étiquetés de façon indépendante l 'un de l 'autre dans un ét iquet age 
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parcimonieux sous le noeud n . Alors, le coût de cet étiquetage parcimonieux est la somme 
des coûts Cmin(e, n') pour chacun de ses enfants, soit : 
c(n, e) = Cmin (e, n') 
n' enfant de n 
0 
Les valeurs de coûts c(n , e) pour la racine correspondent aux coûts des étiquetages 
parcimonieux de l 'arbre entier lorsqu 'on force l 'étiquetage de la racine par le nucléotide 
e. Le coût des étiquetages parcimonieux de l'arbre, c'est-à-dire lorsqu 'on est libre de 
choisir le nucléotide avec lequel on étiquette la racine, est la valeur de coüt c( n, e) 
minimale parmi toutes les valeurs de la racine. 
Avec l 'exemple à la Figure 3.22, cc minimum est 4 . Tous les nucléotides sont éligibles 
pour étiqueter la racine dans un étiquetage parcimonieux de l'arbre, car ils ont tous un 
coût c(n, e) de 4. Cependant, t el n'est pas toujours le cas. Par exemple, la Figure 3.23 
présente deux arbres de Sankoff correspondant à deux arbres dont les feuilles sont an-
notées par les listes de nucléotides AACT et ACCT. Seuls les nucléotides A, C et T peuvent 
étiqueter la r acine de l'arbre à gauche dans un étiquetage parcimonieux , car le minimum 
des valeurs de coüts de la racine est 2. Seul le nucléotide C peut étiqueter la racine de 
l'arbre à droite dans un étiquetage parcimonieux, car il est le seul à posséder le coüt 
minimal 2. 
On note Er l 'ensemble des nucléot ides candidats pour étiqueter la racine T dans un 
étiquetage p arcimonieux de l'arbre tel que : 
Er = { er: c(r-, er) = min{c(r-,e)}} 
eEE 
On peut générer des étiquetages parcimonieux en suivant la procédure suivante : 
Algorithme 5 (Génération d'étiquetages parcimonieux, Sankoff) . Annoter la racine 
avec un nucléotide e tel que e E Er. Pour chaque noeud intermédiaire n' enfant d'un 
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Figure 3.23: Exemple où les racines ne peuvent pas être étiquetées par n 'importe quel 
nucléotide dans un étiquetage parcimonieux. 
noeud n déjà étiqueté, étiqueter n' avec un nucléotide e' tel que m(e, e') + c(n', e') 
Cmin(e, n') . 
Exemple. On reprend l 'arbre de Sankoff de la F igure 3.22 pour générer un étiquetage 
parcimonieux. Le minimum des coûts de la racine est 4, soit la même valeur que le 
nombre d 'unions qu 'on a calculé sur l 'arbre-F de la Figure 3.9. N 'importe quel nucléotide 
est éligible pour annoter la racine. On choisit le nucléotide T. Pour son enfant gauche n 2 , 
on choisit un nucléotide e' t el que m(T, e') + c(n2, e' ) = Cmin(T , n2). Ce coût Cmin(T, n2) 
est 3. N'importe quel nucléotide satisfait ce coût. On choisit T. Pour l 'enfant droit n3 
de la racine, un seul nucléotide satisfait le coût Cm in (T, n3) , qui est égal à 1, soit le 
nucléotide T. 
On a 3 choix pour le noeud n4, soit on garde T, soit on opte pour une mutation vers les 
nucléotides A ou C. On choisit C. Un seul nucléotide peut étiqueter le noeud ns, soit T. 
L 'étiquetage correspondant est illustré à la Figure 3.24. 
Cet étiquetage est celui qui a Né manqué par la procédure de F itch présenté à la 
Figure 3.10. 
Proposition 5. L'Algorithme 5 génère tous les étiquetages parcimonieux. 
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Figure 3.24: Exemple d 'étiquetage parcimonieux généré avec l 'Algorithme 5. 
parcimonieux est le minimum parmi les coûts de la racine. N 'importe quel nucléotide 
qui a ce coût et est donc candidat pour annoter la racine. 
On a vu que chacun des enfants doit être étiqueté avec un nucléotide e' qui minimise 
le coût de mutation m(e, e' ) du nucléotide e du noeud parent additionné du coût d'un 
étiquetage parcimonieux sous l'enfant étiqueté par e' , soit c( n', e') . 
Ce coût est Cmin(e, n' ) et il a été calculé en testant tous les nucléotides possibles . N'im-
porte quel nucléotide e' qui satisfait l'expression m( e, e' ) + c(n' , e') = Cmin ( e, n') est donc 
éligible pour annoter le noeud enfant n ' dans un étiquetage parcimonieux. D 
Le calcul du coüt moyen de mutations pré-spéciation pour une liste de nucléotides se 
fait comme auparavant : on annote les feuilles de l'arbre de partage d'histoire duplica-
tive correspondant avec les nucléotides de cette liste, on calcule l'arbre de Sankoff, on 
génère les étiquetages parcimonieux avec l'Algorithme 5, on fait la somme des coûts de 
mutations pré-spéciation sur chacun des étiquetages parcimonieux et on divise par le 
nombre d'étiquetages parcimonieux. 
Proposition 6. Le complexité temporelle du calcul du coût moyen de mutations pré-
spéciation avec les algorithmes de Sankoff est O(F) où Fest le nombre de feuilles. 
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Preuve. Nous allons compter le nombre total d'opérations effectuées par l 'algorithme. 
Pour ce faire, nous allons diviser le travail en deux : compter le nombre d 'opérations 
pour calculer les coûts des nucléotides dans les noeuds et compter les opérations pour 
générer l 'ensemble des étiquetages parcimonieux. 
L'initialisation du coût des feuilles est donnée par le nombre de feuilles multiplié par 4, 
soit le nombre de nucléotides. Pour F feuilles, l'initialisation se fait en 4F opérations. 
Les comparaisons pour calculer les coûts des nucléotides se font sur les noeuds in-
termédiaires. Puisqu'on a 2 enfants par noeud , on a F - 1 noeuds intermédiaires. À 
ch aque noeud, on fait un calcul pour les 4 nucléotides. Pour chacun des nucléotides, on 
traite chacun des deux enfants. Pour chaque enfant n', on compare les 4 valeurs de la 
somme m( e, e') + c( n' , e') , soit pour chaque nucléotide, pour déterminer la valeur mini-
male Cmin(e, n'). En supposant que cette comparaison compte pour 4 opérations, on a 
cette expression qui représente la somme du travail pour les noeuds intermédiaires : 
( F - 1) · 4 · 2 · 4 = 32F - 32 
Au total, le calcul de tous les coûts c(n , e), incluant les feuilles, compte 36F - 32 
opérations. 
Pour évaluer le nombre d 'opérations pour générer l 'ensemble des étiquetages parcimo-
nieux, imaginons le cas où chacun des 4 nucléotides est éligible pour annoter ch aque 
noeud dans les étiquetages parcimonieux. Ce scénario est possible si le coût des muta-
tions m(e, e') = 0 pour n'importe quel nucléotide e ete'. On suppose que Cmin(e, n') est 
déjà connu pour chaque noeud n . Pour chaque nucléotide candidat à étiqueter un noeud 
n et pour chacun des deux enfant s on fait 4 comparaisons pour déterminer quels sont 
les candidats pour étiqueter ces noeuds enfants. Dans notre scénario. les 4 nucléotides 
sont candidats pour chaque noeud. On fait ce calcul pour chacun des F - 1 noeuds 
intermédiaires. On a donc ce nombre d'opérations : 
(F- 1) · 4 · 2 · 4 = 32F- 32 
Au total, en additionnant le nombre d'opérations pour calculer les coûts c(n, e) et le 
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nombre d'opérations pour la génération des étiquetages, on a 36F - 32 + 32F - 32 = 
68F - 64 opérations. Le calcul du coût moyen de mutations pré-spéciation a donc une 
complexité temporelle de O(F). D 
Dans notre contexte, le nombre de feuilles F de l'arbre sera toujours 2 fois le nombre 
N de séquences, soit 2N. On peut alors dire que la complexité temporelle du calcul du 
coût moyen des mutations pré-spéciation est 0 (N). 

CHAPITRE IV 
IMPLÉMENTATIONS ET RÉSULTATS 
Ce chapitre discu te de l'implémentation de l'algorithme du calcul du coût moyen de 
mutations pré-spéciation, des optimisations utilisées pour accélérer ces calculs, de leurs 
performances et des résultats obtenus avec de vraies séquences biologiques. 
Trois optimisations sont présentées , en plus de l 'algorithme st andard . Nous discutons 
du fonctionnement et de la complexité t emporelle de chacun de ces algorithmes . 
Suit un comparatif des performances de nos implémentations des 4 algorithmes avec plu-
sieurs ensembles de séquen ces aléatoires. Nous t erminons ce chapitre avec une expérience 
impliquant 5 séquences biologiques partageant leur histoire duplicative ident ifiées dans 
le travail de Nicolas Massoulier (2013) . On calcule des courbes de distances de Hamming 
normalisées pour chacune des séquences et on les compare à celle obtenue en calculant 
les coûts moyens de mutations pré-spéciation pour les 5 séquences en parallèle. 
4. 1 Algorit hme standard 
On présente ici l'heuristique de Benson et Dong (1999) adaptée avec la nouvelle fonction 
de coût moyen de mutations pré-spéciation. 
La première étape est de construire la topologie de l'arbre de partage d 'histoire dupli-
cative des séquences S à partir de la phylogénie phylo fournie à l'algorithme. 
Comme dans l 'Algorithme 1, la boucle externe génère tou tes les longueurs k possibles, 
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en allant de la b orne minimale à la borne maximale avec un pas de 3. 
Dans la boucle intermédiaire, on itère sur t outes les positions p possibles où des paires de 
segments adjacents de longueur k peuvent débuter sur chacune des séquences. Comme 
dans l'Algorithme 1, la position maximale est l - 2k en posant que la première position 
est O. 
Pour chaque position Pn à l 'intérieur du premier segment, soit pour chaque valeur de 
Pn allant de p à p + k- 1, on extrait la liste de nucléotides formée des ceux localisés 
sur cette position sur chacune des séquences et des nucléotides k positions plus loin. On 
annote ensuite les feuilles de l'arbre de partage de l'histoire duplicative avec cette liste. 
On calcule la moyenne de mutations pré-spéciation pour chacune des listes de nucléotides 
des segments. On fait la somme de ces valeurs et on normalise finalement sur k. L'Al-
gorithme 6 détaille la procédure. 
Nous avons vu que le problème est d 'identifier les segments issus de la duplication la 
plus récente . En réalité, il est intéressant d'obtenir un certain nombre R des meilleurs 
résultats pour pouvoir les interpréter. Un résultat se définit comme un tuple avec une 
position p, une longueur de segments k et le coût moyen dn de mutations pré-spéciation 
calculé pour ces deux valeurs. 
Ces résultats sont ordonnés avec une structure dont la taille est bornée à R et qui permet 
d 'accéder rapidement , à tout moment , au pire des résultats emmagasinés. Lorsqu 'on 
calcule un nouveau résultat , on ne le garde en mémoire que s 'il est meilleur que le pire 
des résultats connus. 
La fonction d 'ordonnancement compare d 'abord les coûts dn des deux résultats : la 
plus petite valeur l 'emporte. S'il advient que ces deux distances sont identiques, alors 
le résultat qui a la longueur k la plus grande l 'emporte. Dans le cas où il y égalité de 
ces deux valeurs , alors un classement arbitraire est effectué avec la position p : la plus 
proche de 0 l 'emporte. 
Algorithme 6 algoStandard(S,phylo, minK, maxK, R, m) 
1: l +- longueur des séquences S 
2: N +- nombre de séquences S 
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3: resultats +- Resultats(R) 1> Structure gardant les R meilleurs résultats . 
4: ar-brePaTtage +- l'arbre de partage d 'histoire duplicative correspondant à phylo 
5: pour k +- minK à maxK avec un pas de 3 faire 
6: pour p +- 0 à l- (2k) faire 
7: d +- 0 
8: pour Pn +- p à p + k - 1 faire 
9: liste +- la liste des nucléotides aux positions Pn et Pn + k 
10: annoter les feuilles de arbr-ePartage avec liste 
11: dp +- coût moyen de mutations pré-spéciation de arbr·ePar-tage avec m 
12: d +- d + dp 
13: fin pour 
14: dn +- djk 
15: resultat +- (p, k, dn) 
16: ajouter r esultat dans r-es'ultats 
17: fin pour 
18: fin pour 
retourner resultats 
Il peut être intéressant de borner les longueurs minimales et maximales de k . En effet, si 
on soupçonne la longueur des segments dupliqués d'être de 30 nucléotides, par exemple, 
calculer les distances pour toutes les valeurs de k peut être un gaspillage de ressources. 
Ainsi , les bornes minK et maxK sont fournies à nos algorithmes. 
Rappelons qu 'avec l'Hypothèse 2, seules les longueurs k multiples de 3 nous intéressent. 
On suppose que les bornes fournies aux programmes sont des multiples de 3 et qu'elles 
sont valides, c'est-à-dire que minK::::; maxK et maxK::::; ll/2J 
La fonction du coût des mutations m pour calculer les coûts moyens de mutations 
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pré-spéciation est aussi fournie à nos algorithmes. 
Proposition 7. La complexité temporelle de l 'Algorithme 6 est 0 (l 3 · N), où l est la 
longueur des séquences et N est le nombre de séquences. 
PTeuve. La complexité temporelle de cet algorit hme est exactement la même que celle 
de l 'Algorithme 1, à l 'exception que les k comparaisons effectuées par la distance de 
Hamming sont remplacées park fois le calcul du coût moyen de mutations pré-spéciation, 
qui est de complexité temporelle 0 (N) , comme vu au ch apitre précédent. On a donc 
un algorithme dont la complexité temporelle est 0 (l3 · N). 
0 
4.2 Algorithme avec fenêtre coulissante 
Nous montrons dans cette section une optimisation qui réutilise, pour une longueur k , 
les coûts moyens de mutations pré-spéciation calculés par l 'it ération précédente de la 
position de départ des segments p. 
Pour une longueur k donnée et une position p > 0, la paire de segments adjacents cor-
respondante à ces valeurs chevauche celle de l 'itération précédente sur toute sa longueur 
sauf une position, soit 2k- 1 positions. L'exemple suivant montre ce chevauchement 
pour une séquence et une longueur k = 4 : 
p k = 4 
0 AACACATATGTGATAACCCCGTATATATGTA 
CCCCGT T T TGTA 
2 AACACATATGTGATAACCCCGTATATATGTA 
3 AACACATATGTGATAACCCCGTATATATGTA 
l - 2k- 1 AACACATATGTGATAACCCCGTATATATGTA 
l- 2k AACACATATGTGATAACCCCGTATATATGTA 
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Le coût d'une seule liste de nucléotides qui n'appartient pas aux segments courants a 
été calculé par l 'itération précédente, soit la première liste de cette itération. Cette liste 
correspond aux nucléotides aux positions p - 1 et p- 1 + k , où p est la valeur courante, 
où les nucléotides aux posit ions Pprec et Pprec + k où Pprec est la posit ion de départ 
de l 'itération précédente. Le coût de la dernière liste de nucléotides appartenant aux 
segments courants n'a pas été calculé par l 'itération précédente. Cette liste correspond 
aux nucléotides aux positions p + k - 1 et p + 2k - 1. 
Calculer le coût moyen de mutations pré-spéciation dn des segments débutant à la 
position p = 0 est comme dans l 'Algorithme 6. Calculer ce coût dn pour une position 
p > 0 se fait en prenant la somme des moyennes de mutations pré-spéciation calculées 
pour chacune des listes de nucléotides de l 'itération précédente, en y soustrayant le coût 
de la première liste de nucléotides de l 'itération précédente et en y ajoutant le coût de la 
dernière liste de nucléotides de l 'itération courante. On normalise ensuite cette nouvelle 
somme sur k. L'Algorithme 7 détaille l 'optimisation de la fenêtre coulissante. 
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Algorithme 7 algoFen etreCoulissante(S,phylo, minK, maxK, R , m) 
1: l +- longueur des séquences S 
2: N +- nombre de séquences S 
3: r esultats +- R esultats(R) 
4: arbrePartage +- l 'arbre de partage d 'histoire duplicative correspondant à phylo 
5: pour k +- minK à maxK avec un pas de 3 faire 
6: li st e +- la liste des nucléotides aux positions 0 et k 
7: annoter les feuilles de arbrePartage avec liste 
8: dprem ier +- coû t moyen de mut ations pré-spéciation de arbrePartage avec m 
9: d +- dpremier 
10: pour Pn +- 1 à k - 1 faire 
11 : liste +- la liste des nucléot ides aux positions Pn et Pn + k 
12: annoter les feuilles de arbrePartage avec liste 
13: dp +- coût moyen de mutations pré-spéciation de arbrePartage avec m 
14: d +- d + dp 
15: fin pour 
16: dn +- dj k 
17: resultat +- (p, k, dn) 
18: ajouter resultat dans resultat s 
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Algorithme 7 algoFenetr-eCoulissante(S,phylo, rninK, rnaxK, R , rn) (suite) 
19: pour p +-- 1 à l - (2k) faire 
20: d +-- d - dpremier 1> Ajustement de la somme. 
21: liste +-- la liste des nucléotides aux positions p et p + k 
22: annoter les feuilles de ar-br-ePar-tage avec liste 
23: dpremier +-- coût moyen de mutations pré-spéciation de arbr-ePar-tage avec m 
24: liste +-- la liste des nucléotides aux positions p + k- 1 et p + 2k - 1 
25: annoter les feuilles de ar-br-ePar-tage avec liste 
26: ddernier +-- coût moyen de mutations pré-spéciation de arbrePartage avec m 
27: d +-- d + ddernier 
28: dn +-- djk 
29: r-esultat +-- (p , k , dn) 
30: ajouter r-esultat dans r-esultats 
31: fin pour 
32: fin pour 
retourner resultats 
Proposition 8. La complexité temporelle de l 'Algorithme 7 est en 0 (l 2 · N) , où l est 
la longueur des séquences et N est le nombre de séquences. 
Preuve. Pour chaque valeur de k générée, on calcule la somme d pour la position p = 0 
de la même façon que dans l 'Algorithme 6, soit en faisant k calculs du coût moyen de 
mutations pré-spéciation. Ce calcul se fait en CN opérations, où C est une constante. 
Pour chacune des positions p = 1 jusqu'à l- 2k, on calcule le coût moyen de mutations 
pré-spéciation de la première et de la dernière liste de nucléotides. On fait donc 2C N 
opérations pour ces valeurs de positions p > O. L'expression suivante représente la 
somme du travail effectué par l 'Algorithme 7 si l est un multiple de 6 : 
l/6 l/6 l-2k 
3. LkCN +3· L L 2CN 
k=l k=l p=l 
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On a: 
l /6 l /6 l - 2k 
3. LkCN +3. L L 2CN 
k= l k=l p=l 
l /6 
=3CN · (l 2 /72 + l / 12) + 6CN · :L:z - 2k 
k= l 
= 3CN · (l2 / 72 + l / 12) + 6CN · (l2 / 6 -l2 / 36- l / 6) 
La complexité temporelle de l 'Algorithme 7 est donc O(l2 · N). 
4.3 Algorithme avec antémémoire pour classes de nucléotides 
D 
Nous montrons dans cette section une optimisation qui réutilise les coûts moyens de 
mutations pré-spéciation pour des listes de nucléotides appartenant à une m êm e classe. 
On a vu au Chapitre 3 que les auteurs Belcaid e t al. (2011) regroupent les listes de 
nucléotides par classes pour accélérer les calculs. On présente ici une optimisation si-
milaire. Il est à noter que cette optimisation n 'est valide que si la fonction de coût des 
mutations est : 
sinon 
Les listes appartenant à la même classe ont le même coût moyen de mutations pré-
spéciation . Chaque classe est identifiée par un représentant. On construit un représentant 
à partir d 'une liste de nucléotides de la façon suivante : 
1. On remplace chacune des instances du premier nucléotide par des 1. 
2. On remplace chacune des instances du deuxième nucléotide , soit le premier nucléotide 
qui est différent de celui traité à l 'étap e précédente, par des 2. 
---------------------------------------------------- - ------
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3. On remplace chacune des instances du troisième nucléotide par des 3. 
4. On remplace chacune des instances du quatrième nucléotide par des 4. 
Par exemple, la liste AAACGGTTTTCCGAT donne le représentant 111233444422314. On a 
remplacé les A par des 1, les C par des 2, les G par des 3 et les T par des 4. Les séquences 
suivantes produisent aussi le représentant 111233444422314 ct appartiennent donc à la 
même classe : 
1 CCCATTGGGGAATCG 
2 TTTCGGAAAACCGTA 
Dans le premier exemple, on remplace les C par des 1, les A par des 2, les T par des 3 et 
les G par des 4. Dans le deuxième exemple, on remplace les T par des 1, les C par des 2, 
les G par des 3 et les A par des 4. 
On suppose que c'est plus rapide de calculer le représentant d'une liste de nucléotides et 
d 'accéder au coût moyen pré-calculé correspondant que de calculer ce coût. Néanmoins , 
l 'accélération véritable est dépendante de l 'implémentation , puisque la complexité tem-
porelle de l'algorithme ne change pas par rapport à l 'algorithme standard , soit l 'Algo-
rithme 6. Nous allons voir dans la Section 4.5 qu 'on obtient une accélération appréciable. 
P uisque le nombre de classes possibles grandit rapidement en fonction d u nombre de 
nucléotides d 'une liste, on utilise une approche qui construit l 'antémémoire sur demande, 
au lieu de la construire de façon hâtive. De plus, on a tendance à retrouver souvent les 
mêmes représentants sur des séquences d 'ADN apparentées, ce qui justifie davantage le 
choix de cette approche. L'Algorithme 8 détaille cette opt imisation. 
4.4 Combinaison des deux optimisations 
Les deux optimisations vues aux sections précédentes sont complémentaires . Dans l'al-
gorithme avec fenêtre coulissante, on peut utiliser l 'antémémoire là où on doit calculer 
obligatoirement les coûts moyens, c'est-à-dire, k fois lorsque p = 0 et 2 fois pour chaque 
position p supérieure à 0 et ce, pour chaque longueur k. 
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Algorithme 8 algoAntememoire(S,phylo, minK, maxK, R, m) 
1: l +- longueur des séquences S 
2: N +- nombre de séquences S 
3: resultats +- Resultats(R) 
4: arifrePartage +- l 'arbre de partage d'histoire duplicative correspondant à la phylo 
5: coutsRepresentants 1> Coûts pré-calculés pour les classes. 
6: pour k +- minK à maxK avec un pas de 3 faire 
7: pour p +- 0 à l- (2k) faire 
8: d +- 0 
9: pour Pn +- p à p + k - 1 faire 
10: liste +- la liste des nucléotides aux posit ions p et p + k 
11: r epresentant +- représentant correspondant à liste 
12: si representant est dans coutsRepresentants alors 
13: dp +- coût pré-calculé pour representant 
14: sinon 
15: annoter les feuilles de arbrePar·tage avec list e 
16: dp +- coût moyen de mutations pré-spéciation 
17: associer dp à representant dans coutsRepresentants 
18: fin si 
19: d +- d + dp 
20: fin pour 
21: dn +- d/k 
22: resultat +- (p, k, dn) 
23: ajouter resultat dans resultats 
24: fin pour 
25: fin pour 
retourner resultats 
On ne détaille pas ici l 'algorithme des deux optimisations car il est trivial de le déterminer 
à partir de l 'Algorithme 7 et l 'Algorithme 8. La complexité temporelle de l'algorithme 
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résultant est la même que celle de l 'algorithme avec fenêtre coulissante, soit l 'Algo-
rithme 7. L 'accélération produite par l 'antémémoire par rapport à l 'Algorithme 7 est 
dépendante de l 'implémentation. Nous voyons dans la prochaine section que l 'accélération 
est surtout remarquable pour un p etit nombre de séquences. 
4.5 Comparaison des performances 
Dans cette section, nous montrons les performances des implémentat ions des algorithmes 
présentés précédemment. Nous les avons testées avec divers ensembles de séquences 
aléatoires. Nous faisons :varier le nombre de séquences N de 3 à 12 par sauts de 3 et la 
longueur des séquences l de 300 à 1200 par sauts de 300 nucléotides. 
Au total , chaque implémentation a été testée avec 16 ensembles de séquences différents. 
Nous présentons pour chacune d 'entre elles des graphiques permettant de voir les temps 
d 'exécution en fonction deN et l. 
Les graphiques de la Figures 4.1 montrent les temps d'exécution pour l 'implémentation 
de l'algorithme standard. Le meilleur temps enregistré est 7 secondes pour les valeurs 
minimales de N et l, soit 3 et 300 respectivement. Le pire temps enregistré est 1500 







Implémentation sans optimisation 
12 
Nombre de ~que nees 
loncueurde s 
~que nees 










Implémentation sans optimisation 
- 3Se quence s 
- 9 Se que nc es 
- 12Seque nces 
300 600 900 1200 
lona;ue urdes siquences (nucléotides) 
F igure 4.1: Temps d 'exécution pour l 'algorithme standard. Graphique en surface et 
courbes pour chaque nombre de séquences en fonction de leur taille. 
Les graphiques de la Figure 4.2 montrent les temps d 'exécution pour l 'algorithme qui 
utilise l'optimisation de la fenêtre coulissante. Il est intéressant de noter l'impact du 
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changement de la complexité en fonction de la longueur des séquences l de cet algorithme 
sur les temps d 'exécution. Le meilleur temps enregistré est 1, 29 secondes et le pire t emps 
est 12,67 secondes . Les temps d 'exécution de cette implémentation sont de plusieurs 
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Figure 4.2: Temps d 'exécution pour l 'algorithme avec fenêtre coulissante. Graphique en 
surface et courbes pour chaque nombre de séquences en fonction de leur taille. 
Les graphiques de la Figure 4.3 montrent les temps d'exécution pour l'algorithme qui 
utilise l 'antémémoire. On remarque que la complexité de l 'algorithme ne change pas, 
mais que les calculs sont toutefois accélérés de façon non négligeable. Le meilleur temps 
enregistré est 2, 29 secondes et le pire temps enregistré est 263, 20 secondes, soit un peu 
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F igure 4.3: Temps d 'exécut ion pour l 'algorit hme avec antémémoire. Graphique en sur-
face et courbes pour chaque nombre de séquences en fonction de leur taille. 
Les graphiques de la Figure 4.4 montrent les temps d'exécution pour l 'implémentation 
qui combine les optimisations . On remarque que les temps d'exécution pour N = 3 sont 
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presque constants. Les temps d 'exécu t ion pour 6, 9 et 12 séquences sont comparables à 
l 'algorithme sans l'antémémoire. Le meilleur t emps enregistré est 1, 147 secondes et le 
pire temps enregistré est 14, 60 secondes, soit un peu plus lent que ce que fai t l 'algori thme 
à fenêtre coulissante sans l 'antémémoirc. 
Nous avons refait l 'expérience pour 4 et 5 séquences pour déterminer à part ir de quel 
nombre de séquences l 'optimisation avec antémémoire cesse d 'être u t ile avec notre 
implémentation. Les t emps d 'exécution pour 3 et 4 séquences sont presque identiques . 
Les temps d 'exécut ion pour 5 séquences commencent légèrement à être supérieur . On 
voit que l 'optimisation avec antémémoire cesse d'être u t ile lorsqu 'on t raite 6 séquences 
ou plus en parallèle. R appelons que ces séquences sont aléatoires. L'op t imisation avec 
antémémoire p erforme mieux lorsqu 'on retrouve souvent des listes de nucléotides ap-
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Figure 4.4: Temps d'exécution pour l'algorithme avec les deux optimisations. Graphique 
en surface ct courbes pour chaque nombre de séquences en fonction de leur taille. 
Finalement, on montre à la Figure 4.5 les accélérations des algorithmes par rapport à 
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l 'im plémentation sans optimisation. L 'accélération est le ratio du temps d 'exécution de 
l 'implémentation standard sur le temps d 'exécution de l 'optimisation. 
Plus la longueur des segments l est grande, plus l 'implémentation avec la fenêtre coulis-
sante accélère par rapport à l 'implémentation standard. Elle gagne aussi en accélération 
au fur et à mesure que N est grand, mais de façon moins importante. On voit clairement 
le ch angement de complexité temporelle. Cette implémentation obt ient une accélération 
de 118 dans le meilleur cas, où N = 12 et l = 1200. 
La meilleure accélération est obtenue par l 'implémentation qui combine les deux op-
timisations pour N = 4 et l = 1200 , soit 275 fois plus rapide que l 'implémentat ion 
s tandard. 
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Figure 4.5 : Accélérations des optimisations par rapport à l 'implémentation standard. 
4.6 Résultats avec des séquences codantes de TMP 
On présente dans cette section une expérience où on u t ilise un ensemble de 5 séquences 
partageant leur histoire duplicative identifié dans le travail de Nicolas Massoulier (2013) . 
Ces séquences appartiennent à des phages qui infectent la bactérie Lactococcus lactis. 
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On les p résente ci-dessous : 
Nom du phage Numéro d 'accession : bornes 
P2 GQ979703 .1 :10303-11382 
CB20 FJ848885.1 :12530-13609 
CB14 FJ848883. 1 :12977-14056 
SL4 FJ848881.1 :11003-12082 
712 NC_008370.1 :11033-12112 
L'Algorithme 1, qui calcule les distances de Hamming normalisées, ident ifie la duplica-
t ion la plus récente de chaque séquence comme ayant une longueur de segments k = 120. 
Leurs positions diffèrent, par contre. Le graphique de la Figure 4.6 montre les valeurs de 
dist ances normalisées pour toutes les p ositions et sur chacune des séquences où k = 120. 
À des fins de comparaison , nous présentons au si les valeurs de distances normalisées 
pour k = 60 à la Figure 4.7. 
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Figure 4.6: Courbes de distances de Hamming normalisées pour une longueur de seg-












Diistances de Ham ming normaHsées 
pourk=60 
QM N M <q li'\\Dr--.000'\ 0M NM <q U'I\Dr---00 
U1 0 lt\ O U1 0 U1 0 LJ"' M \D M UJ M I,D M \.D ~ 
r-iMNNMM o:;t'~ lf)lf)\.DI..O,......r- OO OOcn 
Position 





Figure 4 .7: Courbes de distances de Hamming normalisées pour une longueur de seg-
ments de 60 nucléotides. 
En u t ilisant les algorithmes de Sankoff pour calculer le coût moyen de mutations pré-
spéciation des segments issus de la duplication la plus récente avec la fonction de coût 
présentée au Chapitre 3, on obt ient aussi des valeurs de coûts minimums pour k = 120. 
Le graphique à la Figure 4.8 montre la courbe pour tous les coûts moyens où k = 120. 
La courbe obtenue montre des minimums locaux pour trois positions. 




P uisque la dist ance qui sépare les deux dernières posit ions 773 - 737 = 36 est inférieure 
à la longueur de 120 nucléot ides d 'un segment, les deux dernières posit ions identifient 
des segments dupliqués qui se chevauchent . On va donc dire qu 'elles identifient la même 
duplication. Intégrer davantage de séquences partageant leur histoire duplicative avec 
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F igm e 4.8: Courbes des coûts moyens de mutations pré-spéciation pour une longueur 
de segments de 120 nucléotides. 
respondante à cette duplication. 
Puisque la distance entre la première posit ion et la deuxième position 737 - 542 = 195 
est supérieure à 120, alors les segm ents dupliqués ne se chevauchent p as . P ar contre , si 
on suppose que la duplication à la première position a eu lieu avant celle de la deuxième 
position , alors la deuxième duplication s'est produite sur une des copies résultantes de la 
première duplication. À l 'inverse, si la duplication qui a eu lieu sur la deuxième position 
est survenue avant, alors la duplication suivante s'est produite sur une position un peu 
avant celle de la première duplication, la repoussant ainsi vers la droite. 
Ces deux duplications sont vraisemblablement arrivées à des moments très proches l'un 
de l'autre dans l 'histoire duplicative de ces séquences. 

CONCLUSION 
On a développé dans ce mémoire des algorithmes calculant le coût moyen de mutations 
pré-spéciat ion basés principalement sur les travaux de Benson et Dong (1999) , Sankoff 
(1975) et Belcaid et al. (2011). Nos a lgorithmes ont l 'avantage de permettre le traitement 
de plusieurs séquences en parallèle. 
Il serait intéressant de produire des segments fusionnés à partir des calculs , comme font 
Benson et Dong (1999). On pourrait réduire les segments issus de la duplication la plus 
récente de façon récursive jusqu'à ce qu 'on termine sur un segment de longueur donné. 
Il n 'est pas trivial d 'élaborer une fonction de réduction car on traite plusieurs séquences 
en parallèle. 
Il serait aussi intéressant d'utiliser une fonction de coût des mutations différente. Par 
exemple, on pourrait déterminer que, dans le contexte des séquences codantes de TMP 
pour un certain type de phage, les A ont plus de chance d'être substit ués pour des C que 
pour n 'importe quel autre nucléotide. Dans ce cas, la fonction de coût des mutations 
devrait refléter cette observation. 
Aussi, nous avons fait abstraction des insertions et délétions dans nos algorithmes. 
Des travaux futurs pourraient étendre nos algorithmes pour supporter ces mutations. 
Une approche possible est de recevoir des alignements multiples avec écarts en entrées 
plutôt que des séquences. Il faudra bien sûr étendre l'ensemble des états à {A, C, G, T, -} 
et s'assurer que la fonction de coût des mutations produit un résultat pour chaque 
mutation possible. 
Le domaine d'application de ces algorithmes ne se limite peut-être pas qu 'aux séquences 
d 'ADN. En effet , l'ensemble des états peut être n 'importe quel alphabet et la topologie 
n'est pas forcément un arbre de partage d'histoire duplicative. Il serait intéressant de 
82 
voir s'il existe d 'autres problèmes où nos algorithmes sont applicables. 
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