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Catalytic Distillation (CD) is a form of process intensification were a heterogeneously
catalyzed reaction is performed in a distillation unit. This fusion of functions has been
shown to have the potential to reduce capital costs, operating costs and environmental
impacts.
It is hypothesized that a fundamental mathematical model of both the mass/heat
transfer and reaction kinetics is required to accurately predict the behaviour of even
perceived “simple” kinetic equation reactions performed in a CD column, and that such
a validated model can yield a deeper understanding of the dynamics in such systems.
The hypothesis was proven successfully. To achieve this, 1-hexene hydrogenation
Langmuir-Hinshelwood kinetics were derived and fitted to experimental semi-batch data.
The reaction kinetics were then included in a non-equilibrium distillation model which
was compared to experimental CD hydrogenation data. The reaction kinetics and mass
transfer correlation coefficients were then fitted to the CD data.
The pre-exponential Arrhenius factors and activation energies of the reaction rate
constants were fitted with an acceptable level of statistical variance. A sensitivity anal-
ysis showed that, within the region of interest, the dissociative hydrogen adsorption and
1-hexene adsorption are rate controlling rather than, as was expected from literature, the
first hydrogen transferral, though the latter becomes more significant as the temperature
is increased.
The resulting CD model was found to be extremely non-linear and sensitive to the
mass transfer effects to and from the catalyst and between the vapour and liquid phases.
Incorporation of the reaction kinetics and a subsequent understanding of the catalyst
surface species concentrations is required to adequately simulate the experimentally
observed values. The conversions and selectivities were found to be most sensitive to
changes in pressure and hydrogen feed flow rate, both of which significantly affect the
column temperature and hence the reaction kinetics and mass transfer. The model
thus not only yielded a deeper understanding of the dynamics in the system, but also
showed that rigorous reaction kinetics can add value to our understanding of the system
dynamics.
The models were developed based on a sound combination of experimental, theo-













phase 1-hexene hydrogenation kinetics on a Ni/Al2O3 catalyst, which, after an exhaus-
tive search, could not be found in literature. Maxwell-Stefan mass transfer was approx-
imated by using the linearized approach to reduce computational time and complexity.
The resulting CD model solves for the surface species concentrations described by fun-
damental, fitted Langmuir-Hinshelwood kinetics, thus tracking the effects on the surface
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Variables in bold are matrices or vectors. SI units or SI derived units will be used in all
equations throughout the thesis, except for kmol instead of mol. Specifications (such as




a Interfacial surface area per stage m2/stage
a Species dependent constant (Section B.2 only) kg.m5/kmol2.s2
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2/m3
ap Specific packing surface area m
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A Species dependent constant (Section B.2 only) -
A Constant in eq. 5.43 -
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Acontact Contact area m
2
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2
b Species dependent constant (Section B.2 only) m3/kmol
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B Species dependent constant (Section B.2 only) -
c Number of components -
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cp Specific heat capacity J/kmol.K
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D Diffusion coefficient m2/s
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Ea Reaction activation energy J/kmol
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eqQi Error term for vapour-liquid equilibrium of component i -
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2.K
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Keq,i Vapour-liquid equilibrium constant of component i -
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ṁ Mass flow rate kg/s
ni Number of moles kmol
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par Vector of parameters Varies
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pendix B)
-
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Qk Relative van-der-Waal’s surface area of subgroup k (Ap-
pendix B)
-
ri Rate of formation of i kmol/s.kgcat
ri Relative van-der-Waal’s volume of component i (Appendix B) -
raj Fraction of phase a leaving stage j that is drawn off in a
sidestream
-
R Recycle ratio (ratio of recycle and distillate liquid molar flow
rates)
-
R0 Ideal gas constant (8314 J/kmol.K) J/kmol.K
R2 R2 statistical value -
Rk Relative van-der-Waal’s volume of subgroup k (Appendix B) -
Rai Rate of consumption of i in reaction of type a kmol/s.kgcat




s Standard error Varies
s2 Sum of squares Varies
Si,k Selectivity of component i based on component k consumed kmoli/kmolk
S Channel side (structured packing) m








SE Standard error Varies
















tL Exposure time s
T a Temperature of phase a K
u Superficial velocity m/s
v Linear velocity m/s
V Vapour molar flow rate kmol/s
V a Volume of a m3
Vaux Auxiliary property for component i (Appendix B) -
Vemp Empirically modified Vaux for component i (Appendix B) -
VFuller,i Fuller volume of component i cm
3/mol
V̇ Volumetric flow rate m3/s
W Weight kg
xi Molar fraction of i in a liquid mixture -
xexp Experimentally set independent variable Varies
X Conversion kmol/kmol
Xm Group mole fraction of group m in the liquid phase (Ap-
pendix B)
-
yi Molar fraction of i in a vapour mixture -
yexp Experimentally determined dependent variable Varies
ymodel Theoretically determined dependent variable Varies
z Distance in the z direction m
zi Total molar fraction of i in the liquid and vapour phases kmol/kmol





CH Half-hydrogenated state on catalyst surface -
cat Catalyst -
F Feed to column -
H Dissociatively adsorbed hydrogen on catalyst surface -
H2 Diatomic hydrogen -
i Indicates component i in the mixture -
I Interface -
j Indicates stage j in the distillation system -
k Indicates component k in the mixture -













LF Liquid feed -
nC n-Alkane -
p Catalyst particle -
r Reduced -
T Total -
vap Refers to vapourization -
V Vapour phase or vacant sites -
VF Vapour feed -
Superscripts
a Arithmetical average of matrix a -
ads Adsorption of alkene in the Horiuti-Polanyi mechanism -
ave Average -
bed Catalyst bed -
cat Catalyst -
des Desorption of alkane in the Horiuti-Polanyi mechanism -
F Feed to column -
id Ideal -
iso1 First hydrogen transferral in the Horiuti-Polanyi mechanism -
iso2 First hydrogen transferral in the Horiuti-Polanyi mechanism
onto the alternative carbon involved in the double bond
-
inf Infinity -
I Vapour-liquid interface -
L Liquid phase -
LI Liquid phase interface -
mix Mixture -
rxn Reaction -
sat Indicates saturation -
vap Refers to vapourization -
V Vapour phase -
VI Vapour phase interface -
Greek letters
δ Indicates a small change Varies
∆ Indicates a large change Varies
ε Void fraction -
φ̂i Fugacity coefficient of species i in solution -













Γ Liquid molar flow rate per unit of perimeter (structured pack-
ing)
kmol/s.m
Γk Group activity coefficient of group k in the mixture (Ap-
pendix B)
-




λ Heat conductivity W/m.K
µ Chemical potential J/kmol
π 3.14159265358979... -
θ Catalyst surface concentration kmol/kgcat
θ Channel flow angle from horizontal (structured packing) ◦
θm Surface fraction of group m in the liquid phase (Appendix B) -
ρ Density kmol/m3
σi Surface Tension of component i N/m
σ2ii Variance of parameter i Varies
σ2ik Covariance of parameters i and k Varies
υi Stoichiometric coefficient of component i -
υ Molar volume (Appendix B) m3/kmol
ω Acentric factor -
ψn,m UNIFAC group interaction parameter between main groups n
and m (Appendix B)
-
Other
∇ Mathematical operator for “gradient” -




CD Catalytic Distillation -
CFD Computational Fluid Dynamics -
CMO Constant Molar Overflow -
CR&L Chemical Research and Licensing -
CSTR Continuous Stirred Tank Reactor -
DAE Differential Algebraic Equation -
EOS Equation of State -
EQ Equilibrium -
GUI Graphical User Interface -













HPLC High Pressure Liquid Chromatography -
JaKaD Computer algorithm developed in this thesis to model the CD
1-hexene system
-
KD Katalitiese Distillasie -
KPI Key Performance Indicator -
MERSHH Material balance, Equilibria, Rate, Summation, Energy (H)
balance and Hydraulic equations
-
MESH Material balance, Equilibria, Summation and Energy (H)
balance equations
-
MOC Materials of construction -
MSS Multiple Steady States -




NTP Normal Temperature and Pressure (273.15 K; 101325 Pa) -
PBR Packed Bed Reactor -
PFR Plug Flow Reactor -
PID Proportional-Integral-Derivative (in control systems) -
P&ID Pipe and Instrumentation Diagram -
PR Peng-Robinson EOS -
PSRK Predictive Soave-Redlich-Kwong -
RD Reactive Distillation -
RK Redlich-Kwong EOS -
SCD Suspension Catalytic Distillation -
SRK Soave-Redlich-Kwong EOS -
STP Standard Temperature and Pressure (298.15 K; 101325 Pa) -
TAME Tertiary-amyl methyl ether (IUPAC name: 2-methoxy-2-
methylbutane)
-
TEM Transmission Electron Microscopy -
TPR Temperature Programmed Reduction -
UCT University of Cape Town -
UNIFAC Universal Functional Activity Coefficient -
UPS Uninterrupted Power Supply -
VI Virtual Instrument (main program in LabVIEW) -
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1.1 History and background
Catalytic Distillation (CD) is a form of process intensification were a heterogeneously
catalyzed reaction is performed in a distillation unit. Reactive distillation (RD) is similar
and should strictly refer to the use of a homogeneously rather than heterogeneously
catalyzed reaction (e.g. as in Podrebarac et al. [1997]). However, in this thesis (as is
more often the case in literature, e.g. Lei et al. [2004]) the term RD will be used to refer
to the general case of a simultaneous reaction and distillative separation and CD will be
used to refer to the specific case of where the reaction is catalyzed heterogeneously - i.e.
by a solid catalyst.
In a certain sense, RD is as old as distillation itself, though a reaction was usually
seen as something to be avoided rather than encouraged [Doherty & Buzad, 1992]. Only
in the late 1910’s did the possible benefits of RD capture the imagination of scientists
and engineers and in the early 1920’s four patents were awarded to Backhaus [1921, 1922,
1923a,b]. This was followed by several decades of little or no development in this field
where the intrinsic benefits of RD were often recognized without apparent knowledge of
the 1920 patents (cf. Saito et al. [1971])
In 1980, approximately 6 decades after the first RD patents appeared, the first
commercial-scale CD column was put into operation by Charter Oil’s Houston, Texas
refinery for the production of methyl tertiary butyl ether (MTBE) - an octane enhancer
in fuels [Rock et al., 1997]. The process was developed by Chemical Research & Li-
censing (CR&L), which was founded in 1977 [Siegel et al., 2005]. It was found to be
so successful that by 1997 CD-based MTBE processes outnumbered rival installations
[Podrebarac et al., 1997].
The success of CD is due to its well established advantages. One of the best sum-
maries thereof by Podrebarac et al. [1997] is adapted here:












4 CHAPTER 1. REACTIVE DISTILLATION
column to generate more vapour thus enhancing separation via distillation and
increasing energy efficiency - the synergistic effect.
Reduced danger of hot spots Since the CD column contains boiling liquid the dan-
ger of hot spots is reduced, as the temperature of the liquid cannot exceed its
boiling point. Additionally, as long as the catalyst is properly wetted it will have
a similar temperature to the liquid.
Precise isothermal reaction control This is essentially an extension of the previous
point and is achieved by keeping the catalyst particle temperature close to the
liquid boiling point. Radial and axial temperature gradients are also minimized.
Reduced capital and operating costs Instead of having a reactor and subsequent
separation units, one can achieve both product formation and separation in the
same column, thus cutting back on costs.
Reduced corrosion It is unnecessary to use corrosion resistant material to construct
the column walls or internals when using corrosive or hazardous catalysts, as there
is no contact between them in CD.
Increased conversion CD can effectively “cheat” equilibrium and circumvent thermo-
dynamic restrictions by immediately removing the products from the system upon
formation. According to Le Chatelier’s principlea this favours the forward reaction
thus increasing the product formation rate in an equilibrium limited reaction and
subsequently the conversion.
Improved selectivity Consecutive reactions are minimized by the relatively fast re-
moval of products from the CD column’s reactive zone.
Increased catalyst life Reduced catalyst poisoning is possible by correct placement
of the reactive zone relative to the feed point.
Azeotropes can disappear Non-reactive azeotropes may disappear when a reaction
takes place [Krishna & Wesselingh, 1997].
Despite the considerable commercial success of the CD MTBE process, it required a
keynote paper by Doherty & Buzad in 1992 to spark a renewed interest in the subject.
In fact, in an update to this review by Taylor & Krishna [2000], it is pointed out that
over 150 of the 300 papers related to RD and CD cited in the year 2000 were written
after 1992. On the commercial front CR&L and Lummus Technology partnered 50/50
aFrom e.g. Atkins [1998], Le Chatelier’s principle states that “a system at equilibrium, when sub-
jected to a disturbance, responds in a way that tends to minimize the effect of the disturbance”. The
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in 1988 to form CDTECH [CDTech, 2009] and has since become one of the (if not the)
main contributors to commercial CD products (see Section 2.4 for examples).
A rough search on www.freepatentsonline.com for RD and CD finds 708 patents
of which CR&L and Lummus contribute 89 (12%). Of the 708 patents 7.8% are related
to hydrogenation, though hydrogenation of olefins totals only 1.0%. Hiwale et al. [2004]
supplies an interesting list of systems considered for CD applications while Harmsen
[2007] supplies an updated review of CD with a list of commercial products available
from CDTECH. Several hybrid versions of CD have also been considered - see Section 1.2.
Despite the possible benefits, CD is inherently limited by physical and commercial
constraints (list adapted from Podrebarac et al. [1997]):
1. Distillation must be a viable method of separation.
2. The reaction must take place in the liquid phase.
3. Conditions within the column must preferably ensure both acceptable reaction
and distillation performances. The boiling temperature within the column can be
changed by changing the pressure, but at least one component must always be
below its critical point.
4. The reaction must preferably be exothermic otherwise the advantage of heat in-
tegration is lost. If not, the extent of the additionally required energy input will
have to be balanced against the projected benefits.
5. Catalyst replacement is usually expensive and labour intensive and the catalyst
lifespan can thus weigh heavily against the other economic incentives of CD. Usu-
ally, a catalyst lifetime of 1 to 2 years is preferred.
6. From Turton et al. [1998], the increased capital and operating costs involved in
operating a distillation column outside 1-10·105 Pa(a) and 313.15-523.15 K (40-
250◦C) must be weighed carefully against the economic incentives. This limits the
economic viability of CD as many reactions of interest occur optimally outside of
this operational space.
7. CD is not trivial to model and scale up as it requires a thorough understanding of
both the reaction and distillation dynamics. Additionally, work by Sneesby et al.
[1999] suggested that conventional rules of thumb (in this case specifically with
regards to the number of trays in a column) for distillation do not always apply to
CD. Although Al-Arfaj & Luyben [2000] challenged this, it cannot be denied that
the (possibly extreme) non-linearity that can be introduced by a reaction(s) can











6 CHAPTER 1. REACTIVE DISTILLATION
8. Compared to the number of variables, CD has less degrees of freedom than con-
ventional distillation-reactor systems and can thus be more difficult to control
[Kaymak & Luyben, 2008].
Despite these limitations, developments in CD will probably continue as more strin-
gent environmental awareness and legislation drive companies toward process intensifi-
cation. It is this “green” aspect of CD coupled with potential savings in capital and
operating costs that sustain commercial interests and demand a more fundamental un-
derstanding of reaction kinetics and mass transfer.
1.2 The physical system
In its simplest form, a CD system comprises a distillation column with one or more
reactive zones interspersed between the non-reactive internals along the height of the
column.
In terms of column internals, standard trays, random packing, or structured packing
can be used in the non-reactive sections of the column. Random (or dumped) packing
consist of a multitude of metal, ceramic, plastic (or other) elements with a specific
geometry that is randomly dumped (or “poured”) into a distillation column to optimize
the phase contact area. Distillation textbooks, such as Seader & Henley [1998], supply
more information regarding the available materials of construction, geometries and sizes
available. Structured packing consists of vertical metal, plastic, carbon, etc. layers with
a predefined geometry held together in an ordered manner to supply the necessary phase
contact area. Again, Seader & Henley [1998] can supply more information regarding the
different materials of construction, types and specifications available.
Several similar options are available for the reactive section internals as depicted in
Figure 1.1. In general, the packing must allow good reactant-catalyst contact for the
reaction and must cause a pressure drop sufficiently low for distillation purposes. Options
include tea bag configurations, catalyst bales, horizontally disposed configurations, and
catalyst containers vertically inserted into structured packing such as Sulzer Katapak-
SP [Chemtech, 2003]. Mass transfer in bale type packings are considered by Manduca
et al. [2003], on granules by Yuxiang & Xien [1992], and on Sulzer Katapak-SP by
Kolodziej et al. [2004, 2005], van Baten et al. [2001] and van Baten & Krishna [2002].
Some have also looked at covering a structured packing surface with a thin catalyst layer
[Oudshoorn et al., 1999].
Different column configurations have also been considered. Wang et al. [2002] inves-
tigated placing the catalyst within the liquid downcomers in trayed columns, effectively
creating reactive downcomers. The authors claim that this approach facilitates easier
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(a) Tea bag: spherical basket. (b) Tea bag: Cylindrical
container.








(g) Catalyst bales. (h) Binderless film of zeolite
H-ZSM-5 grown on 35 µm
diameter stainless steel wire
mesh [Oudshoorn et al., 1999]
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tion 1.1. Hybrid RD systems have also been investigated. Mueller & Kenig [2007],
Hernandez et al. [2009], Harmsen [2006] and Sander et al. [2007] considered RD in a
dividing wall column, Buchaly et al. [2007] presents a combination between RD and
membrane separation, Wentink et al. [2007] looks at reactive extractive distillation,
Steyer et al. [2008] at RD with a reactive entrainer, and Radulescu et al. [2009] at RD
with potential liquid phase splitting. Wen et al. [2000] introduced a suspension catalytic
distillation (SCD) column where a fine catalyst is blended into the liquid feed, thus
enhancing liquid-solid mass transfer, and avoiding the need for catalyst replacement
shutdowns and structured catalyst packing. Lei et al. [2007] considers fixed-bed CD,
SCD and ionic-liquid distillation columns on a mathematical basis. As an interesting
alternative to CD, Baur & Krishna [2003, 2004] presented the concept of “reactive pump
arounds” where a sidestream of a distillation column is withdrawn, circulated through
an external reactor, and returned to the column. Apart from practical considerations
regarding catalyst replacement, this has the advantage above conventional CD that the
reaction operating conditions can differ from that in the distillation column. However,
it loses many of the advantages of CD, especially those related to system integration.
Strictly speaking, such systems are not CD systems, though they fall under process
intensification and present interesting flowsheeting challenges.
Research into RD has clearly been prolific during the last 2 decades.
There is also work performed on operation and control of CD systems. Adams et al.
[2009] document a semi-continuous system that alternates between RD and reactive
extraction. Grüner et al. [2003], Chandra & Venkateswarlu [2007], Kaymak & Luyben
[2008], Luyben [2007], Kumar & Kaistha [2007, 2008b,a,c,d, 2009b,a] and Lai et al.
[2008] investigate CD control issues. Kumar & Kaistha [2008d] and Rosales-Quintero
& Vargas-Villamil [2009] consider control issues with regards to multiple steady states
(see Section 1.3), Alejski & Duprat [1996], Peng et al. [2003], Segovia-Hernndez et al.
[2005], Scenna et al. [1998] focus on dynamic and start-up issues, while Sumana &
Venkateswarlu [2007] wrote an interesting article regarding inference of a metathesis CD
column’s stream compositions to affect control.
1.3 Modelling and design
There is a vast amount of publications in the open literature regarding simulation of
non-reactive distillation systems. An undergraduate chemical engineering textbook such
as Seader & Henley [1998] supplies a general overview of separation processes with
significant emphasis on both practical and theoretical concepts in distillation.
Several commercial software packages such as Aspen Plus, Pro II and Chemsep are
available to solve non-reactive distillation problems in terms of either the EQ or NEQ
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that is possible for the reaction. Often, the reaction is incorporated in the form of a
power rate law. Also, these packages do not allow access to their source codes and one is
thus limited in terms of flexibility when interested in the fundamentals of mass transfer
and reaction.
1.3.1 General
Many tools are available to simulate distillation columns, progressing from the sim-
ple graphical approaches for binary systems to complex non-equilibrium (NEQ) models
requiring significant computer resources. Similarly, simple reactor models such as contin-
uous stirred tank reactors (CSTR’s), plug flow reactors (PFR’s) and the related packed
bed reactors (PBR), and batch reactors can be combined in several configurations to
model more complex reactor dynamics.
RD modelling is usually approached from a distillation perspective with superim-
posed reaction kinetics. Thus, Saito et al. [1971] intuitively models a “new distillation
process” using constant molar overflow, vapour-liquid equilibrium (VLE) on a stage, and
instantaneous chemical equilibriumb.
Though reminiscent of the McCabe-Thiele graphical approach, Saito et al. [1971]
could not employ this method as the system contained 6 components (too much for
a graphical technique unless they can be lumped) and a chemical reaction. Barbosa
& Doherty [1987, 1988] suggested the use of transformed variables and residue curve
maps to serve as initial screening tools for RD systems. Their graphical approach is
limited to quaternary systems and the assumption that chemical equilibrium is reached
instantaneously. Hauan et al. [2000], Lee et al. [2000] and Hoffmaster & Hauan [2004,
2005] introduced RD difference points. This was built upon by Mulopo et al. [2008] who
presented a reactive column profile map, which, combined with the concepts introduced
by the latter papers, could identify feasible column operating regions and hence assist
in its design. Their case study was limited to a single equimolar reaction. Graphical
methods are useful largely in initial screening of feasible RD operating regions and may
more easily elucidate unexpected behaviour due to their visual nature. However, the
technique is intrinsically limited to simpler systems that lend themselves to graphical
methodologies.
As in non-reactive distillation, multicomponent RD can be simulated more rigorously
using either the equilibrium (EQ) or non-equilibrium (NEQ, rates-based) models or vari-
ations of these. Higler [1999] supplies a good overview of initial approaches in simulating
CD by using the EQ model. Essentially, such a model assumes that the vapour and liq-
uid streams leaving a stage in the column had sufficient contact to be in equilibrium and
bThe calculation was performed on a NEAC-2200 digital computer and took 20 minutes and 100
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reaction terms are then included in the mass balance equations to compensate for the
reaction. In contrast, the NEQ model assumes the vapour-liquid interface on the stage
to be in equilibrium, thus requiring knowledge of the mass and energy transfer between
phases on a stage which are functions of the geometry of the phase contact areas. The
complexity of each model can vary depending on the thermodynamic, hydrodynamic,
and mass/heat transfer approaches used. For distillation textbooks, Seader & Henley
[1998] and Taylor & Krishna [1993] may be consulted, while thermodynamics is covered
by Smith et al. [1996] and Sandler [1999].
In terms of RD, several authors have compared the EQ and NEQ models. Work by
Baur et al. [2000a] showed that in cases where multiple steady states (MSS’s) exist, the
more robust NEQ model can minimize the number of infeasible steady state operating
conditions when compared to that predicted by the EQ model. MSS are known from
non-reactive distillation, but the existence of 5-9 steady states in ethylene glycol RD
is quite striking [Taylor & Krishna, 2000]. In the study by Baur et al. [2000a], it was
found that several steady states identified by the EQ model were physically unrealizable
when investigated by the NEQ model. MSS is of great concern when operating an RD
system (cf. Section 1.2). Baur et al. [2000a] concludes his comparison by saying: “It
is concluded that for design of RD columns we must routinely resort to nonequilibrium
stage modelling.”.
1.3.2 Mass transfer, heat transfer and hydrodynamics
Although the NEQ model is fundamentally more correct, industry often favours the
simpler EQ model and corrects for incomplete VLE by introducing empirical Murphree
efficiencies. This is especially true for complex systems containing a large number of com-
ponents where the added complexity and subsequent estimations and approximations
required by the NEQ model may offset the benefit of fundamentality by compounded
inaccuracies [Nieuwoudt, 2008].
To elaborate: mass and heat transfer are integral to the NEQ distillation model
(see Section 5.4.1). However, mass and heat transfer coefficients are dependent on a
significant number of variables which can broadly be divided into fluid properties and
the geometry of the phase interface (cf. Appendices B and C), which are dependent
on the distillation internals’ geometry. Whereas the EQ model essentially only requires
the prediction of the vapour-liquid equilibrium coefficients and enthalpies, the NEQ
model additionally requires estimation of pure component liquid and vapour densities,
viscosities, heat conductivities, surface tensions, molar volumes, molecular weights, crit-
ical properties and diffusivities and additionally requires mixing rules for the equivalent
mixture properties. Most of these values are based on predictive or fitted equations
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For a more detailed understanding of the mass and heat transfer involved during
distillation, the books of Bird et al. [2002] and Taylor & Krishna [1993] are good starting
points, while Krishna & Wesselingh [1997] provide a quick overview of the Maxwell-
Stefan approach to mass transfer, which is fundamentally more sound than the Fickian
approach as it is based on chemical potential rather than concentration driving forces
(see Section 5.4.2).
Further refinement of the reactive and non-reactive NEQ models are possible and
research is ongoing. For example, though it is fundamentally more accurate to include
mass transfer on a stage, the normal hydrodynamic assumption of proper phase distri-
bution is not necessarily valid. Baur et al. [2000b, 2001] introduced the use of multiple
homogeneously mixed cells to incorporate radial gradients within tray columns: the NEQ
cell model. Though it is undoubtedly fundamentally more sound to consider rigorous
computational fluid dynamic (CFD) calculations and although Taylor & Krishna [2000]
notes a lack of CFD research in the field of RD systems to better predict hydrodynamic
effects, the required computational resources and time are often unavailable and in most
cases the added complexity might outweigh the potential benefits introduced by a more
rigorous approach.
1.3.3 The reaction
Incorporation of the heterogeneous reaction into the EQ and NEQ models can take sev-
eral forms, the simplest of which is assuming a certain conversion within the reactive
zone(s). More accurately, the catalyst can be approached either as an additional phase
in a three-phase NEQ approach (thus requiring knowledge of the mass and heat transfer
to and from the catalyst), or as part of a pseudo-homogeneous liquid phase where the
catalyst and liquid phases are lumped - a standard reactor engineering technique [Fogler,
1999]. A comparison by Xu et al. [2005] cautions the use of the pseudo-homogeneous
approach except in cases where the reaction is known to be kinetically controlled, i.e.
where the mass transfer limitations between the bulk liquid and catalyst are not sig-
nificant. Higler et al. [2000] presents a three-phase NEQ model that also incorporates
internal mass transfer effects within the catalyst particle itself by using the dusty fluid
model, where the porous catalyst structure is seen as an additional pseudo-phase in
the mass transfer equations [Krishna & Wesselingh, 1997]. Though both the pseudo-
homogeneous and dusty fluid model approaches adequately predicted Higler et al.’s
tertiary-amyl methyl ether (TAME) case study, the more mass transfer sensitive MTBE
process required the dusty fluid model to eliminate infeasible conditions that were pre-
dicted by the MSS solution of the pseudo-homogeneous approach.
As mentioned at the beginning of this section, it is tempting to approach RD as a
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sion specification). In this doctoral thesis, it was desired to put more emphasis on the
mathematical description of the reaction than is generally the case in open literature. In
fact, Schmitt et al. [2008] concludes that determination of a suitable level of complexity
for a specific problem reduces to a thorough understanding both of the reaction kinetics
and thermodynamics of the RD system. Schmitt et al. [2008] states that mastering the
reaction is key to successfully designing a CD column.
It is believed that the (often) non-linear surface reactions may yield macroscopi-
cally observed effects that can only be explained by thoroughly understanding, not only
the mass transfer, but also the reaction kinetics, the latter of which encompasses the
potential non-linearity introduced by heterogeneous catalyst surface reactions.
However, a survey clearly indicates that the emphasis in literature usually falls on
the mass transfer effects. Although the reaction kinetics are sometimes derived from
first-principle Langmuir-Hinshelwood kinetics, there are usually accompanying simplifi-
cations. A review of open literature appears to indicate that no-one has yet attempted
to solve the NEQ model with reaction kinetics expressed as functions of the fundamental













Hydrogenation is arguably the oldest known heterogeneous catalytic system, dating back
to 1838 and the work of Kulmann [Sabatier, 1912]. Progress was intermittent until 1897
when Sabatier and Senderens hydrogenated unsaturated hydrocarbons over usually Ni
catalysts [Sabatier, 1912; Morachevskii, 2004], followed by detailed mechanistic studies
in the 1930’s (such as Farkas et al. [1934], Horiuti & Polanyi [1934] and Twigg & Rideal
[1939]) when classification between ortho- and para-alkenes, and isotopes of hydrogen
became available [Pines, 1981].
Olefin hydrogenation over Ni thus follows a well-known mechanism making it ideal
for first approach studies into reactive distillation. Although usually not of industrial
interest to convert olefins into lower value alkanes, olefin hydrogenation is economical
in several cases such as where they may deactivate downstream catalysts or where the
alkane may increase the fuel octane (as in the case with iso-octene [Lylykangas, 2004]).
2.1 Mechanism
The hydrogenation mechanism of pure alkenes on metal catalysts is well understood due
to research conducted especially in the 1930’s and 1960’s [Farkas et al., 1934; Twigg &
Rideal, 1939; Bond & Wells, 1964] though there is still scope in understanding compet-
itive systems containing additional compounds [Jackson & Monaghan, 2007].
Hydrogenation on a metal catalyst is generally understood to occur via the Horiuti-
Polanyi mechanism depicted in Figure 2.1 [Horiuti & Polanyi, 1934]. To illustrate,
consider the left alkene isomer in Figure 2.1. Here, dissociatively adsorbed hydrogen
transfers reversibly to one carbon participating in the adsorbed alkene’s double bond
(say, the α-carbon) to produce a “half-hydrogenated” state, followed by irreversible
transferal of another hydrogen to the remaining carbon originally participating in the
double bound (the β-carbon) and formation and simultaneous desorption of the alkane.












14 CHAPTER 2. 1-HEXENE HYDROGENATION
responding to adsorption of the carbons participating in the double bond via sp3 hy-
bridization (see Figure 2.2) onto two metal atoms, or π-adsorption, which corresponds
to adsorption onto only one metal atom as depicted in Figure 2.1 [Bond & Wells, 1964].
Both allow for isomerization, though the latter is thought to encourage it through rever-
sal of the half-hydrogenated state to an adsorbed alkene via an allylic carbon-hydrogen
bond onto a carbon initially adjacent to the double bound (the γ-carbon in the exam-
ple). This at least partially accounts for the relatively high isomerization observed on
π-allyl promoting Pd and Ni when compared to Rh, Ru, Os, Ir and Pt metal catalysts
[Augustine, 1996].
Isomerization is more dominant during low surface hydrogen availability, which gen-
erally corresponds to low pressure, insufficient component mixing or excess catalyst. This
inhibits fast transferal of hydrogen to the adsorbed alkene or half-hydrogenated state.
However, an increase in hydrogen pressure increases the hydrogenation rate faster than
that of isomerization. E.g., for iso-octenes isomerization is negligible at at least 10·105 Pa
[Lylykangas et al., 2003]. Increasing temperature favours hydrogenation, though the re-
action occurs readily at 298.15 K (25◦C). The ease of hydrogenation decreases in the
order Pd ≥ Rh > Pt ≥ Ni >> Ru [Augustine, 1996]. While Pd is commonly used, Ni
is more favourable from a cost perspectivea.
Campelo et al. [1982] investigated the effect of different supports on 1-hexene hydro-
genation with 20wt% Ni catalyst loadings and found the extent of support-Ni interactions
to increase in the order Ni/SiO2 < Ni/AlPO4-SiO2 < Ni/AlPO4-Al2O3 < Ni/Al2O3, with
Ni/SiO2 being the most active. However, they found the reaction structure-insensitive
(cf. Singh & Vannice [2001]). It must be noted that isomerization can occur on acidic
supports, such as Al2O3.
2.2 Reaction kinetics
Despite the fact that hydrogenation is a commonly used reaction, exhaustive searches
failed to find reaction kinetics for liquid phase 1-hexene hydrogenation on the 18wt%
Ni/Al2O3 catalyst used in this study - at least not in open literature nor after queries
to the catalyst supplier, Kata-Leuna.
Campelo et al. [1982] reported Arrhenius constants for 1-hexene hydrogenation over
a 20wt% Ni/Al2O3 catalyst in a batch (Parr low pressure) hydrogenator for an initial
hydrogen partial pressure of 4.1·105 Pa and methanol diluted 1-hexene solution of 1 M.
However, the reported reaction kinetics and data analyses were conducted only at almost
complete hydrogen coverage of the catalyst surface and very low 1-hexene liquid concen-
trations - the opposite to what is expected in the reactive zone of a CD column. At these







































Bonding onto  -
carbon and further 
hydrogenation/
isomerization
Bonding onto  -












































Figure 2.1: Horiuti-Polanyi mechanism with π-allyl intermediate for alkene
hydrogenation over a metal (M) catalyst with arbitrary residual carbon chains R1 and
R2 on either side of the double bond (adapted from Augustine [1996]). See Figure 2.2





















































Figure 2.2: Horiuti-Polanyi mechanism with sp3 hybridization intermediate. See
Figure 2.1 for the rest of the mechanism.
conditions, the reaction rate was independent of both the hydrogen partial pressure and
olefin concentration. Thus, the results are based on a simple reaction kinetic system
which fails to deconvolute the complex intermediary reactions that take place. For this
zero-order reaction (in the reactants and products), non-mass transfer limited system,
Campelo et al. [1982] found the apparent activation energy of the overall system to be
7.1·107 J/kmol, which at least supplies an idea of the order of magnitude to be expected.
More recently, Lylykangas and co-workers [Lylykangas et al., 2003; Lylykangas, 2004]
investigated the hydrogenation of varying iso-octene (in particular 2,4,4-trimethyl-1-
pentene and 2,4,4-trimethyl-2-pentene) feed concentrations over a 16.6wt% Ni/Al2O3
catalyst in a CSTR at 308.15-368.15 K (35-95◦C) and 10-40·105 Pa. The treatment by
Lylykangas et al. [2003] is represented in Table 2.2. A π-absorption mechanism was
assumed for the alkene (cf. previous section). It was further assumed that there is
only one type of active site, that the reactant adsorption is at equilibrium, that the
first hydrogen insertion is rate limiting (cf. Jonker et al. [1997]) and that desorption
of the alkane is rapid and irreversible so that the surface concentration of the adsorbed
alkane is zero (θalkane = 0). The active intermediate (the half-hydrogenated state Y ) is
assumed to be highly reactive, justifying a pseudo-steady-state hypothesis. Combining
these assumptions with a molar balance of the surface species led to equations that
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1/3(m3)3/2/gNi.h 3.1 ± 0.1 x 10−3
k65◦C,β−olefin mol
1/3(m3)3/2/gNi.h 1.3 ± 0.2 x 10−3
Ea,α−olefin (apparent) J/kmol 3.4 ± 0.2 x 10+7
Ea,β−olefin (apparent) J/kmol 4.9 ± 0.6 x 10+7
KH m
3/kmol 1.6 ± 0.3 x 10−2
Table 2.2: Kinetic model for 1-hexene hydrogenation if the approach of Lylykangas
et al. [2003] for iso-octenes is applied to the 1-hexene system (symbols are that used by
Lylykangas et al. [2003]).
Reaction equation Rate equation
H2 + 2∗ ↔ 2H∗ kHCH2θ2v − k−Hθ2H
C1−Hexene + ∗ ↔ C1−Hexene∗ k1C1−Hexeneθv − k−1θ1−Hexene
C1−Hexene ∗+H∗ ↔ Y ∗+∗ k2θ1−HexeneθH − k−2θY θv
Y ∗+H∗ ↔ Cn−Hexane ∗+∗ k3θY θH − k−3θn−Hexaneθv
Cn−Hexane∗ → Cn−Hexane + ∗ k4θn−Hexane
C2−Hexene + ∗ ↔ C2−Hexene∗ k5C2−Hexeneθv − k−5θ2−Hexene
C2−Hexene ∗+H∗ ↔ Y ∗+∗ k6θ2−HexeneθH − k−6θY θv
β positions (further isomerization was not considered).
Experimentally generated data indicated that the vapour-liquid mass transfer was not
rate limiting and (importantly) that isomerization could be neglected at the conditions
investigated. Lylykangas et al. [2003] were consequently able to derive simple reaction
kinetics equations for the iso-octene system, which, combined with a suitable reactor
model, fit the experimental data.
However, these results cannot be used directly in the current studies as the catalyst
had a different metal loading (16.6 vs. 18wt%), as the feed alkene was longer and
branched (with possible different stereo effects), and as the experiments were performed
above 10·105 Pa rather than at 1-6·105 Pa(a) where Lylykangas et al. [2003] report
that isomerization becomes more significant, thus requiring isomerization to be included
in the kinetic equations. Furthermore, the assumption that the adsorption steps are
at equilibrium may not be valid in the CD system where mass transfer limitations
between the bulk liquid and catalyst surface may be more significant. Lylykangas and
co-workers do, however, supply a good base from which to derive the hydrogenation
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Table 2.3: 1-Hexene hydrogenation thermodynamics at 298.15 K (based on data from


















Hydrogenation reaction -124.9 -87.5 2.10E+15
Isomerization reaction 0 0 1
2.3 Thermodynamics
Table 2.3 supplies a basic overview of the hydrogenation and isomerization reactions
at standard conditions of 298.15 K and 1.01325·105 Pa. It is clear that, even at low
temperatures, hydrogenation is very exothermic, with a heat of reaction in the order of
-125 kJ/mol. Isomerization is essentially thermoneutral as the 1-hexene reactant and
2-hexene product have approximately the same enthalpies of formation. Hydrogenation
thus has a very high thermodynamic equilibrium constant (ca. 2.1E+15), which implies
that the n-hexane product is thermodynamically very much preferred.
Although the reaction kinetics will determine the rate of reaction, it cannot exceed
the thermodynamic limit.
2.4 CD hydrogenation systems
In 1997 CDTech reported that they could install more than nine different CD selective
hydrogenation units into a process [Rock et al., 1997]. The main applications included
buta-, penta-, and hexadiene selective hydrogenation as well as benzene total hydro-
genation.
The selective hydrogenation of butadiene is of particular importance in industry.
Diolefins in hydrocarbon streams can deactivate downstream catalysts and participate in
undesirable side reactions [Podrebarac et al., 1997]. It is also of special interest to refiners
who selectively hydrogenate C4 streams to increase the n-butane content available for
alkylation, which in turn reduces acid consumption during alkylation. This reduces
costs and environmental impacts due to effluents from, for example, acid regeneration.
Ultimately, it enhances the octane numberb of the fuel emanating from the hydrofluoric
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alkylation units [Rock et al., 1997]. The CD system for selective hydrogenation of
butadiene is discussed by Podrebarac et al. [1997]. It achieves simultaneous selective
hydrogenation of butadiene, separation of the C4 and C5+ fraction and hydrogenation
of the light sulphur compounds to H2S, which is subsequently removed from the system
through the off-gas stream. Consequently it produces a sulphur-free C4 fraction while
the heavier sulphur compounds exit with the C5+ bottoms product.
More recent reference to Harmsen [2007] and the CDTech website (www.cdtech.
com) in August 2009 yields several CD hydrogenation technologies specifically aimed at
selective hydrogenation. CDHydro® allows selective hydrogenation of methyl acetylene
and propadiene to propylene, C4−6 diolefin reduction technologies, and hydrogenation of
benzene to name a few. The CDEtherol® system effects simultaneous hydrogenation,
isomerization and etherification, though this is achieved in a separate reactor as part
of a CD system and not in the CD column itself. BASF SELOP is also available from
CDTech for selective hydrogenation of C4−5 diolefin reductions.
Not surprisingly CD 1-hexene hydrogenation has not been investigated (at least not in
the open literature) as n-hexane has a considerably lower monetary value than 1-hexene,
although a patent was filed by Stark & Swart [2006] for bulk CD hydrogenation of a
stream containing multiple olefinic compounds. The system was envisaged to operate at
1.5-3.0·105 Pa(a) and (as example) at 160-200◦C for a C3 to C7 based olefinic stream.
In general, it does not appear that CD mono-olefin hydrogenation has been investi-
gated thoroughly in open literature.
the percentage 2,2,4-trimethylpentane in heptane that has the same knocking characteristics as a petrol
tested in a standard engine. Premature ignition of the fuel-air mixture in an engine is termed “knocking”






















Project background, definition and
novelty
This thesis continues from an M.Sc.Eng. (Chem. Eng.) project completed by the
researcher and documented in Nieuwoudt [2005]. The goal of that project was to design
and commission the University of Cape Town’s (UCT’s) first laboratory-scale Catalytic
Distillation (CD) column. 1-Hexene hydrogenation was chosen as a test reaction as it
was a relatively simple, exothermic, liquid phase reaction and simple distillation system
that allowed sufficient reaction and distillative separation at similar process conditions.
The long-term plan was to exploit this simple system to isolate the effect of more complex
mass transfer phenomena.
At the end of the project, it was shown that the commissioned CD column could
sustain a simultaneous reaction and separation. However, the system proved to be
imperfect and additional time was required to ensure high quality data. The changes to
the system to achieve this are documented in Appendix A.
It is hypothesized that a fundamental mathematical model of both the mass/heat
transfer and reaction kinetics is required to accurately predict the behaviour of even
perceived “simple” kinetic equation reactions performed in a CD column, and that such
a validated model can supply a deeper understanding of the dynamics in such systems.
In order to prove the hypothesis, the goal is to develop models that accurately de-
scribe the dynamics of both the intrinsic reaction kinetics and the CD column, to rig-
orously fit these models to experimental data, and to investigate the behaviour of the
resulting CD model to both sensitive parameters and operating conditions.
Several key questions must be asked:
• What is the impact of internal and external mass transfer limitations on both the
reaction kinetic and CD experiments?
• How can the mass transfer effects be incorporated into the model and what level
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• How can the validity of the regressed process parameters and their impacts on the
model be properly quantified?
In terms of novelty, the thesis will build up the models based on a sound combination
of experimental, theoretical and statistical techniques. Secondary to this, it will supply
statistically weighted liquid phase 1-hexene hydrogenation kinetics on a Ni/Al2O3 cat-
alyst, which, after an exhaustive search, could not be found in literature, though much
work has been done on hydrogenation in other systems. Maxwell-Stefan mass transfer
will be approximated by using the linearized approach to reduce computational time
and complexity. The resulting model will simultaneously solve for the surface species
concentrations described by fundamental, fitted Langmuir-Hinshelwood kinetics, thus




































Part II details the methodology followed to achieve the goals and hypothesis (Sec-
tion 3). Essentially, experiments (Section 4) are performed to regress (Section 6) un-
known parameters and validate the models developed theoretically (Section 5). Using
these parameters and validated models it is then possible to simulate various different
scenarios and process conditions (Section 6).
To ensure an accurate model, the 1-hexene hydrogenation reaction rate constants
and the mass transfer correlation parameters for the reactive zone in the CD column is
regressed from experimental data as they are respectively catalyst and geometry specific
and unavailable from literature. In contrast, the structured Sulzer CY packing used in
the column has well defined and investigated mass transfer correlations. Reaction kinetic
data is generated in an available semi-batch reactor, and CD data in the designed and
constructed CD column [Nieuwoudt, 2005]. A reaction mechanism, semi-batch model























4.1 The consumables used
The purities of the 1-hexene, n-hexane, argon, hydrogen and nitrogen used, as well as
the catalyst specifications are supplied in Table 4.1.
Argon, hydrogen and nitrogen were supplied by houselines, while 1-hexene and n-
hexane were procured and stored in dark containers.
The catalyst consists of dark-gray commercially available Kata-Leuna Ni/Al2O3 ex-
trudates with an 18wt% Ni loading. Supported Ni is a common hydrogenation catalyst
partially due to its low cost even though it allows more double bond migration [Rylan-
der, 1994]. For consistency, the used catalyst was retained from the previous work by
Nieuwoudt [2005]. The ex-situ catalyst reduction procedures and its transferal into the
reactive system under an inert atmosphere are supplied in Appendix A.3.
4.2 The semi-batch system
To prevent deactivation, the used catalyst (Section 4.1) was reduced as described in
Table A.6 and transferred under an argon atmosphere into vials filled with 1-hexene
bubbled through with argon. The filled vials were weighed just prior to and after addition
of catalyst to determine the catalyst weight (ca. 0.50 g).
A clean, 600 ml SS316 autoclave was filled with 250 ml of the pure 1-hexene standard
(see Section 4.1 for details). Excess 1-hexene was removed via pipette from the catalyst
vial, the catalyst swiftly dumped into the 250 ml 1-hexene and the vessel closed.
The autoclave system depicted in Figure 4.1 consists of pressure regulated house-line
argon and hydrogen supplies, each of which can be fed directly or via an MFC into the
autoclave. The MFC was calibrated using a bubble meter. A check valve (CV-Feed) and
several ball valves protect the MFC from liquid pushing back from the reactor. Reactor
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Table 4.1: Standard consumables used and the catalyst specifications.
Parameter Unit(s) Value
General consumables
1-hexene purity wt% 99.5
n-hexane purity wt% 99.3
hydrogen purity wt% 99.9
argon purity wt% 99.9
nitrogen purity wt% 99.9
Catalyst specifications
Manufacturer - Kata-Leuna, CRI, Houston, Texas, USA
Catalyst type - KL6560-TL2.5
Catalyst shape - Extrudates
Nickel content wt% ± 18
Alumina content wt% ± 82
Bulk density kg/m3 650-750
Average length mm 3-5
BET surface area m2/g 120-140
Pore volume cm3/g 0.48-0.57
Side crush length N/mm ≤ 12








































































Figure 4.1: Experimental system used to generate 1-hexene hydrogenation kinetic data











4.2. THE SEMI-BATCH SYSTEM 29
controller connected to an external element heating jacket. An internal water cooling
loop with a constant flow rate and temperature is used to counter the heater. A sparger
on the feed gas inlet distributes gas bubbles into the stirrer mixed autoclave liquid. The
vessel outlet contains a pressure indicator and pressure relief valve. Liquid samples for
GC-analyses could be taken via needle valves NV-Sample and BV-Sample, provided the
liquid sample line was flushed prior to sampling.
Consider Figure 4.1 with all valves closed unless otherwise stated.
A minimum 20·105 Pa(g) argon pressure test was performed by opening BV-Ar-1/2
and NV-Feed. Once nearly pressurized, BV-Ar-1/2 and NV-Feed were closed, TV-Ar/H2
set to argon, and MFC-H2/Ar set to 100%. BV-H2/Ar-1/2, BV-MFC and NV-Feed were
then sequentially opened, waiting each time (for ca. 5-10 s) for the MFC reading to drop
to 0% to preclude the presence of leaks.
Following a successful pressure test, MFC-H2/Ar was set to 95% (2.36·10−6 m3n/s)
and BV-Out opened for 30 min to replace air with an argon atmosphere. The argon
supply and hence vessel pressure was then dropped to atmospheric pressure and BV-out,
NV-Feed, BV-MFC and BV-Ar-1/2 closed before resetting MFC-H2/Ar to 100%. The
desired total vessel pressure was then chosen by setting the hydrogen supply pressure
and turning TV-Ar/H2 to hydrogen.
The stirrer speed was set as desired (usually 20 Hz) to create proper phase and
thermal mixing, and the reactor temperature increased step-wise to prevent overshooting
of the desired setpoint.
BV-H2 and NV-Feed were then respectively opened to quickly pressurize the auto-
clave to the reaction pressure. BV-H2 was then closed and BV-H2/Ar-1/2 again se-
quentially opened, waiting each time (for ca. 5-10 s) for the MFC reading to drop to
0%, before opening BV-MFC. The hydrogen consumption (as indicated by the MFC),
reactor temperature and reactor pressure were then logged manually over several hours
with reading intervals based on the rate of change of the readings. The pressure gauge
could be read to approximately 0.1 ·105 Pa accuracy and was thus insufficient to cap-
ture very small pressure fluctuations. Temperature usually varied by no more than 0 to
+1 K. Liquid sampling was not performed during the run as it significantly disturbed
the reactor pressure.
After several hours the increase in the hydrogen consumption rate became approx-
imately linear and the minimum number of data points required for fitting of the 20
intrinsic reaction rate constants (at the specific isothermal reaction temperature) were
reached. At this point, 3 consecutive liquid samples were taken for GC analyses. BV-
H2/Ar-1/2, BV-MFC and NV-Feed were closed, the vessel allowed to cool to ambient,
and BV-Out opened to release the pressure, before finally measuring the remaining liquid
volume left in the vessel.
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peratures between 333.15 K (60◦C) and 373.15 K (100◦C). For each isothermal run,
an absolute minimum of 20 data points (preferably more) were required to fit 20 re-
action rate constants, whereas across the different temperatures, an absolute minimum
of 40 data points (preferably more) were desired in order to fit the 20 pre-exponential
Arrhenius factors and 20 activation energies used in the model (see Section 5.2).
4.3 The CD system
The original continuous CD system [Nieuwoudt, 2005] has undergone extensive changes
to make it more efficient, versatile and easier to use. The updated P&ID is shown on
pages 31 to 34, while a complete description of both it and the control system may be
found in Appendix A.
4.3.1 Mass Balances
The filtered liquid feed flow rate to the column is controlled to within 0.1 ml/min via
an HPLC pump (with a 0.0-10.0 ml/min range) connected to a 5000 ml glass bottle. Its
composition is verified with off-line GC-FID analyses (see Section 4.4 for analyses meth-
ods). The HPLC pump head can be cooled to prevent flashing of volatile components.
The houseline gas feed flow rate to the column is controlled with a mass flow controller
(MFC). Nine access points along the height of the column allow easy variation of the
feed point locations if required. As a first approach, the feed point location was chosen
as halfway up the height of the column.
Internally, the reflux pump flow rate is set by the control program and is thus known.
Optical level controllers maintain a constant reboiler liquid level by draining its
liquid inventory into the transiently weighed (ca. every 15 s) bottoms product tank. The
distillate flow rate is set via a fine metering needle valve and measured via the transiently
weighed distillate product tank. Off-line GC-FID analyses of the bottoms and distillate
are performed on samples taken from the reboiler and reflux line respectively. Product
drain tubes are sufficiently long to convectively subcool the products below their normal
boiling points and cooling of the sampling lines and valves via cooling water is possible to
prevent flashing. Off-gas compositional analyses are made by feeding a nitrogen reference
gas with an MFC controlled flow rate to the atmospheric section of the off-gas line. A
back-pressure regulator maintains a slight super atmospheric column pressure to prevent
pressure fluctuations in the off-gas line from influencing the internal VLE. Online off-gas
compositional analyses are made in a multi-functional micro-GC-TCD (see Section 4.4)
that can analyse both for non-condensable and volatile components simultaneously. The
off-gas flow rate is then calculated based on the obtained composition and set reference











4.3. THE CD SYSTEM 31
sampling information.
Possible mass losses are anticipated and reduced by thorough system pressure testing
and monitored in post-processing of the data via a mass balance.
4.3.2 Energy Balances
The energy fed to the reboiler is set through a pulse-width modulator (PWM) con-
nected to an external heating band around the reboiler vessel. Energy removed from the
system in the two-stage partial condenser is calculated from the energy change in the
tap water and ethylene-glycol/water cooling media, which is based on their known flow
rates, and inlet and outlet temperatures. Note that cooling media flow rates and inlets
temperatures are controlled directly rather than the condenser heat duty itself.
The mass balance discussed in the previous section is combined with feed, reboiler
and condensate temperature measurements to determine their energy contributions. The
reaction heat cannot be measured directly and must be calculated based on overall
conversion and free energies of formation.
Heat losses were determined experimentally by measuring the amount of reboiler heat
duty required to boil a 50/50 mixture of 1-hexene/n-hexane up to the partial condenser.
In the middle of the temperature range of interest (i.e. at ca. 365 K or 93◦C) this was
found to be in the order of 70 W. In the model, an average heat loss was estimated for
the column and divided amongst the stages (See Section 5.4).
4.3.3 Column Internals
Non-reactive packing
The choice of Sulzer CY gauze type packing (Sulzer CY) as non-reactive packing as well
as the chosen internal flow rates, are discussed in Nieuwoudt [2005]. From the Kister and
Gill equation and FP = 229.66 m
2/m3 (eq. 4.1 [Seader & Henley, 1998]), the flooding
point is calculated to be 0.0184·105 Pa/m:
∆Pflood = 40.87 · F 0.7P (4.1)
For a column with 1.280 m of packing, this translates to a top-bottom differential
pressure of 0.0235·105 Pa. Manometer readings did not exceed this value and it is thus
unlikely that flooding occurred.
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34 CHAPTER 4. EXPERIMENTAL METHODOLOGY
Reactive packing
The catalyst used in this study is discussed in Section 4.1. Two different reactive zone
designs were considered. In both cases, the reactive zone was placed above the Sulzer
CY packing at the highest 1-hexene liquid concentration in the column. To prevent
channeling and to ensure good liquid distribution two layers of wire mesh were placed
above the catalyst: the upper one rough and part of an outer catalyst cage; the second
finer and part of an inner catalyst cage.
In design 1, 21 g of the catalyst extrudates were randomly dumped into a cylindrical
cage spanning the entire perpendicular flow area in the column. Essentially, it used a
teabag configuration protected by a catalyst cage as shown in Figure 4.2. This con-
figuration promoted bubbling of the hydrogen through the liquid zone to effect higher
vapour-liquid contact in the reactive zone. The design lent itself to simulation as random
packing, for which there are well defined correlations (see Section 5).
Design 2 had several semi-circular catalyst filled bags perpendicular to the flow area
except for a removed segment 25% of the column diameter in length. These semi-circular
bags were staggered along the height of the column and separated with sufficient voidage
to allow an easy criss-cross upward/downward path for material. The aim was to reduce
the pressure drop across the catalyst zone, though this design also lent itself to possible
catalyst bypassing and incomplete catalyst wetting (see Figure A.1).
4.3.4 Other considerations
The materials of construction (MOC) were discussed in Nieuwoudt [2005]. In the case
of metals, stainless steel SS316L was the material of choice as it is resistant against hy-
drogen attack and the other components found in the hexene system [Perry et al., 1997].
Similarly, Teflon was preferred as plastic where atmospheric flexible tubes were required
or as sealant. At temperatures above 523.15 K (250◦C) and in metal-glass connections,
graphite was used. Glass was used for pressurized applications where transparency was
required. Experiments with reactants, but no catalyst, were performed at conditions sim-
ilar to those investigated to ascertain the contribution of the metal sites in the MOC’s
on the conversion. No significant reactions were detected.
The presence of an off-gas line made the use of a back-pressure regulator convenient
for pressure control. It also isolated the internal system from downstream pressure
fluctuations. The system was qualitatively found to be very sensitive to pressure effects
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Figure 4.2: Reactive zone packing showing strong outer catalyst cage encapsulating a
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Table 4.2: Sulzer CY geometric data.
Specification Symbol Value Units
Void fraction ε 0.965 none
Packing surface area ap 708 m
2/m3
Crimp height hc 4.25 mm
Channel base B 7.5 mm
Channel side S 5.65 mm
Channel flow angle from horizontal θ 45 ◦
4.3.5 System Operation
Detailed operating instructions are supplied in Appendix A.3, but the broad method-
ology will be discussed here. Generally, the sequence was first to create a safe working
environment, then catalyst characterization, pressure testing of the system, catalyst re-
duction, catalyst loading into the system, start-up and operation of the system, and
analyses of the generated data and samples.
In general, before each new experiment the column itself was pressure tested with
argon up to 6·105 Pa(g) and either a soap bubble solution or commercially available
Snoop® used to detect leaks.
The desired amount of Ni/Al2O3 catalyst was then weighed out and reduced at at-
mospheric pressure under 70 ml/min hydrogen over a 20 hour period, consisting of an
initial 4 hour temperature ramp from ambient to a reduction temperature of 623.15 K
(350◦C). The catalyst was then allowed to cool down to ambient in the hydrogen at-
mosphere. To prevent catalyst oxidation in air, the reduced catalyst was poured into
tetradecane and then scooped into the reactive zone container - in both cases under an
argon atmosphere. It was then transported under tetradecane to the open CD column
(filled with flowing argon) and sealed into the argon pressurized system.
A ca. 50/50 molar mixture of 1-hexene and n-hexane was prepared and loaded into
the reboiler via the HPLC pump. The reboiler was initially slightly overfilled to supply
enough material to satisfy the required column hold-up during operation. Liquid feed
to the column was then initiated via the HPLC pump.
Following this, the desired non-condensable, non-reactive argon feed flow rate was
set and the column allowed to pressurize to the desired operating pressure via the off-gas
backpressure regulator. An initial reboiler heat duty was then chosen on the computer
control program and the reflux pump allowed to find the subcooled reflux flow rate
required for a pseudo-total reflux system in terms of the condensable components. Once
the system had stabilized, the reflux flow rate was set to automatic to control the
condenser liquid level at a constant value, the distillate flow rate set to a constant value,













Table 4.3: Offline Varian 3900 GC FID analyses (units as required by the instrument).
Parameter Unit(s) Value
Gas chromatograph - Varian model 3900
Autosamples - Varian model 8400
Detector - Flame ionization detector (FID)
Carrier gas Helium
Carrier gas flow rate ml/min 2
Make-up gas - Nitrogen
Liquid sample volume µl 0.1
Column type - Plot fused silica column
Stationary phase - Al2O3 / Na2SO4
Column manufacturer - Varian - CP7568
Column length m 50
Column internal diameter mm 0.53
Film thickness µm 10
Injector temperature ◦C 180
Detector temperature ◦C 250
Temperature program





Once steady state was achieved, liquid samples were taken of the feed, reflux (distil-
late) and bottoms for three analyses in an off-line GC-FID and three online gas GC-TCD
samples of the off-gas (see Section 4.3.1 and Table A.13). The three compositions were
then averaged in each case.
To investigate CD, i.e. to introduce a reaction into the system, the argon feed was
replaced with a non-condensable, reactive hydrogen feed of equal molar flow rate, the
system allowed to reach a steady state and samples taken as before.
After shutdown the column feeds and exits were closed and the system pressurized
with inert argon to protect the catalyst from oxygen and to prevent vacuum formation
during cooling.
4.4 Analyses
Off-line analyses of liquid samples were performed on a Varian 3900 GC FID with spec-
ifications and temperature program as shown in Table 4.3.
On-line analyses of the off-gas were performed on a Varian CP-4900 micro-GC TCD
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Table 4.4: Off-gas on-line Varian CP-4900 GC TCD analyses (units as required by the
instrument).
Parameter Unit(s) Channel 1 Channel 2 Channel 3
Detection of... - Non-
condensables
N/A Volatiles
Carrier gas - Argon Hydrogen Hydrogen
Column type - Molecular sieve
5A PLOT
Pora PLOT Q CP-Sil 5 CB
Column length m 10 10 8
Injector temperature ◦C unheated 50 40
Analysis temperature ◦C 70 60 40
Analysis pressure kPa 160 80 60
Analysis time s 480 480 480
GC-TCD errors are usually in the order of 3-5%, while that for GC-FID’s are usually
1-2% [Welker-Nieuwoudt, 2008]. In the case of the GC-FID, the correction factors were
approximately unity for the components of interest [Roberts, 2007] and the composition







For the micro-GC TCD a calibration had to be performed with the assistance of
Roberts [2007] to relate the TCD reading to the actual composition of the component.
The calibration results are shown in Table 4.5 and the resulting equation to calculate the












A known amount of nitrogen (1.90.10−7 kmol/s) was co-fed with the off-gas to cal-
culate the off-gas flow rates based on the resulting compositions. The nitrogen usually
comprised ca. 25 mol% of the combined stream to make its composition significant, thus























and the nitrogen composition of the reference gas removed to yield the true off-gas




























As will become apparent in this chapter, a large variety of liquid and vapour proper-
ties must be estimated in the current study. The property estimation techniques and
equations are summarized in Appendix B for information purposes, but a short note
regarding equations of states (EOS’s) will be highlighted here.
The presence of non-condensable hydrogen precludes the use of Raoult’s law which
requires pure component vapour pressures. An EOS is thus required to calculate the
equilibrium coefficient and vapour and liquid molar volumes. Several EOS’s are available,
of which the ideal gas law, and generalized gas law (which accounts for compressibility)
are probably best known. Other well-known EOS’s include Van der Waals (now infre-
quently used), Redlich-Kwong (RK), Soave-Redlich-Kwong (SRK) and Peng-Robinson
(PR) [Seader & Henley, 1998]. In this study the current version of the PSRK-Unifac
method [Horstmann et al., 2005] will be used. The PSRK-Unifac method forms a bridge
between traditional EOS’s and activity coefficient models and can thus predict both
highly non-ideal liquids and gases. See Appendix B for more detailed information re-
garding the above EOS’s.
5.2 Reaction Kinetics
Based on the Horiuti-Polanyi mechanism (Figures 2.1 and 2.2), the Langmuir-Hinshelwood
kinetics can be developed for each elementary reaction rate of consumption. In the fol-
lowing derivation, niso is the number of possible alkene isomers, carbon i arbitrarily the
carbon to the left of the double bond as shown in Figure 5.1, and ∗ a vacant site. The
classic Horiuti-Polanyi mechanism via sp3 hybridization is shown here.












42 CHAPTER 5. THEORETICAL METHODOLOGY
R1 CH
i=1 i=niso
CH CH CHCH R2
Figure 5.1: An arbitrary section of a linear alkene containing niso possible positions for
the double bond (delineated by the dashed lines) and involving niso + 1 carbons during
isomerization/hydrogenation. R1 and R2 are the residual chains on either sides.
possible isomers are derived in equations 5.1 and 5.2.
H2 + 2∗ 
 2H ∗(






















The first hydrogen transferral to the adsorbed alkene may occur onto either of the
two carbons involved in the double bond, i.e. either onto carbon i or i+ 1.
(





R1 − CiH2 − Ci+1H −R2
)
∗+2 ∗(
























Following the assumption that alkane desorption is rapid (Section 2), the first hydro-
gen transferral is followed by the second hydrogen transferral and simultaneous desorption
of the resulting alkane (or stated differently: the adsorbed alkane concentration is zero).
If desorption is irreversible, regression analyses should show Kdes to be very large.
(
R1 − CiH2 − Ci+1H −R2
)
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elementary rates of consumption:
rH2 = −RH2 (5.6)


















i − (Riso1i +Riso2i ) (5.10)
rθCH,i = R
iso1
i −Rdesi +Riso2i−1 (5.11)
Lastly, θv may be solved for via a surface species balance if the total number of
available surface sites (θS) is known:


















At steady state the surface species’ rates of formation (rθH , rθC,i, rθCH,i) are zero if
a pseudo-steady-state approach is assumed and it is thus possible to express the rate of
hydrogenation as a function of only the bulk concentrations. Attempts by hand proved
too time-consuming and the algebraic solver Maxima was thus used. Maxima could
reach the following maximum level of simplification:



























where c = f (reaction rate constants, xH2,xC,xnC, θ
2
V ) and where the reaction rate con-
stants include the intrinsic reaction rates and equilibrium coefficients: kH2, KH2, kads,
Kads, kiso1, Kiso1, kiso2, Kiso2, kdes, Kdes. Beyond this the equations become too com-
plex for Maxima to solve. However, this set of equations can now be numerically solved
relatively easily for a set of bulk input concentrations (i.e. xH2, xC and xnC) by supply-
ing a suitable guess for θV = [0 : θS], solving equation 5.13 for θH via a polynomial solver
(such as the Fortran subroutine rpoly.for), calculating θC and θCH via equations 5.14
and 5.15 and minimizing error equation 5.12 to zero by varying θV . Of the seven possible
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5.21 niso + 1 θCH,i
5.22 c nLi
5.23 1 P or FH2
5.24 1 T
2c+ 2niso + 4
initial guesses, it was possible to confirm that, at least in the cases considered, only one
apparent (the same root may appear more than once) root was found within this range.
Lastly, it is necessary to determine whether external and/or internal mass transfer
limitations within the porous catalyst are significant. For external mass transfer limita-
tions, Mear’s criterion [Fogler, 1999] may be used, where Mear found that external mass






where the overall reaction order both for the hydrogenation and isomerization is 1. The








If CWP << 1, there are no internal diffision limitations. The diffusivity and mass
transfer values will be discussed in Section 5.4.2.
5.3 Modelling reactors: Semi-batch 1-hexene hydro-
genation
Kinetic studies were conducted in a semi-batch reactor and thus required a model for
regression analyses. The experimental set-up is shown in Figure 4.1. The system may be
modelled with a set of differential algebraic equations (DAE’s). Table 5.1 summarizes
the variables and associated equations.
As the catalyst is dispersed in the liquid phase, it was assumed that the reaction
occurs only on the catalyst surface in the liquid phase with no reaction in the gas
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and niso + 1 half-hydrogenated surface species reduce to an accumulation term and the
product of the reaction rates and catalyst weight. For the c bulk species the amount fed
must additionally be accounted for.
dnTi
dt












In the absence of rigorous mass transfer coefficient correlations for the semi-batch
reactor and given the vigorous mixing of the vessel, mass transfer limitations were as-
sumed negligible and the vapour and liquid phases assumed to be in equilibrium. Mass
transfer effects between the liquid and solid phases are captured by the regressed ad-
sorption and desorption reaction rate coefficients, and internal mass transfer limitations
are not considered as the particles used were ground to a fine dust in the reactor via
attrition. The liquid and vapour volumes are constrained by the physical dimensions of
the reactor, yielding an additional equation, and the temperature is set by the operating
















5.4 Modelling reactive non-equilibrium distillation
The approach followed here is to divide the column height into many incremental seg-
ments, or stages, to characterize each and to calculate the change in column conditions
height wise so as to satisfy the set inputs, and top and bottoms boundary conditions
if physically feasible. Other techniques are available [Seader & Henley, 1998; Taylor &
Krishna, 1993, 2000], but this approach is commonly used. The methodology is based
on that found in Kooijman & Taylor [1998].
5.4.1 MERSHH equations
To characterize each stage the material balance, equilibrium equations, rate equations,




















































































Figure 5.2: Non-equilibrium (NEQ) model with reaction (variables in bold are
component vectors).
equations) must be satisfied. Figure 5.2 shows a schematic diagram of a stage with
vectors assumed to be positive in the arrow direction. Table 5.2 summarizes the number
of equations and variables required. The error equations developed here (such as eqMLi,j)
will be optimized towards zero by numerical solution algorithms discussed in Section 5.5.
(2c) Material balances
Component material balances must be performed on c components in 2 phases resulting
in 2c material balances per stage. The liquid and vapour component material balances
are shown in equations 5.25 and 5.26 respectively. Note the c component molar flux
variables (Ni,j) and c component reaction terms r
L
i,j which will be discussed later. In the
specific case considered in this work it is assumed that the reaction occurs in the liquid
phase only and that rV = 0.
eqMLi,j = (1 + r
L
j )Ljxi,j − Lj−1xi,j−1 − FLj xFi,j + rLi,jWcat −Ni,j (5.25)
eqMVi,j = (1 + r
V
j )Vjyi,j − Vj+1yi,j+1 − F Vj yFi,j + rVi,jWcat +Ni,j (5.26)
eqMi,j = (1 + r
L
j )Ljxi,j − Lj−1xi,j−1 − FLj xFi,j + rLi,jWcat +
(1 + rVj )Vjyi,j − Vj+1yi,j+1 − F Vj yFi,j + rVi,jWcat (5.27)
(1) Equilibrium equation
The vapour-liquid equilibrium is assumed to exist at the vapour-liquid interface at the
interfacial temperature and between the interfacial vapour and liquid component com-
positions, as shown in equation 5.28.
eqQIi,j = Keq,i,jx
I
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Table 5.2: Equations and variables required by the MERSHH equations per stage.
Equations No. Variables No.
eqMLi,j c xi,j c
eqMVi,j c yi,j c
eqEi,j c Lj 1
eqRLi,j c− 1 Vj 1
















eqEVj 1 Pj 1
eqEIj 1
eqHydrj 1
5c+ 6 5c+ 6
(2c− 2) Rate equations
Interphase mass transfer may be modelled in several ways. Firstly, the hydrodynamics
may be described via film, two-film, penetration, film penetration and turbulent bound-
ary layer models [Nieuwoudt, 2005; Seader & Henley, 1998]. Two-film theory assumes
the existence of two perfectly mixed (“bulk”) phases separated by two diffusion con-
trolled stagnant films (one in each phase) and a phase equilibrium interface between
the films. Diffusional flux may be modelled via Fickian or Maxwell-Stefan diffusion of
which Maxwell-Stefan will be used as it is thermodynamically more rigorous [Taylor &
Krishna, 2000] - see Section 5.4.2. Assuming no accumulation at the interface, the c− 1
equations (the last not being independent) for each phase are shown in equations 5.29
and 5.30.
eqF luxLi,j = Ni,j −NLi,j (5.29)
eqF luxVi,j = Ni,j −NVi,j (5.30)
where NLi,j and N
V
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(4) Summation Equations
The 4 mole fraction summation equations close the liquid, vapour, interfacial liquid and
















yIi,j − 1 (5.34)
(3) Energy (enthalpy) balances
The 3 liquid (eq. 5.36), vapour (eq. 5.37) and interfacial (eq. 5.35) energy balances close
the overall energy balance. Note the enthalpy (H) and energy transfer (e) functions that
are required and which will be discussed below.
eqEIj = e
V
j − eLj (5.35)




j − Lj−1HLj−1 − FLj HLFj −QLj − eLj (5.36)




j − Vj+1HVj+1 − F Vj HV Fj −QVj + eVj (5.37)




j − Lj−1HLj−1 − FLj HLFj −QLj
(1 + rVj )VjH
V
j − Vj+1HVj+1 − F Vj HV Fj −QVj (5.38)
(1) Hydraulic equation
Lastly, the single hydraulic equation takes the pressure drop through the column into
account. As a first approach, the pressure drop through the column was assumed to be
zero.
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5.4.2 Mass and energy interphase transfer
Mass transfer
Numerous methods are available to estimate liquid and vapour mass transfer coefficients
[Wang et al., 2005].
The estimation techniques recommended by Kooijman & Taylor [1998] for structured












where tL,j, Rej, Shj and Scj are defined in terms of effective diameters, and superficial
vapour and liquid velocities, which are supplied in Appendix C based on the internals’
geometric properties. The average stage diffusion or mass transfer coefficient is calcu-
lated at the average film compositions and temperatures.



















where A is a constant determined by the size of the random packing, the Reynolds and
Schmidt numbers are modified, and where ReI,Lj is a modified Reynolds number based
on the interfacial area density (see Appendix C).
Generally, mass transfer rates are correlated using dimensionless numbers which not
only require estimation of numerous physical and thermodynamic properties, but also
knowledge of the hydrodynamic environment inside the system (see Section 4.3.3). Ta-
bles B.1 and B.2 list the estimated properties, the methods used and their applicability
to the systems at hand for both the liquid and vapour phases. In particular, note the use
of an EOS in systems where species without vapour pressures (i.e. non-condensables)
are present, as in this work.
The Maxwell-Stefan approach to mass transfer will be used here rather than the Fick-
ian approach. Krishna & Wesselingh [1997] give an excellent overview of the derivation
and application of the Maxwell-Stefan approach as well as examples of where the Fickian
approach fails. In fact, Fick’s Law is shown to be a special case of the Maxwell-Stefan
approach. Essentially, a force balance is performed on the molecules of a component,
where the driving force must be balanced by the frictional (“drag”) force exerted on
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readily shows that this simplifies to a chemical potential gradient driving force, rather
than the somewhat arbitrary concentration gradient driving force utilized by Fick’s Law.
For a multicomponent liquid mixture, eq. 5.44 can be derived for component i as mod-














The following assumptions can now be applied to eq. 5.44:
• The driving force across the film thickness is mono-directional from the bulk phase
to the phase interface, i.e. ∇Tµi = dµidz .
• There are no external driving forces such as electrostatic or centrifugal forces.
• The solution is ideal, which should be valid for a system containing 1-hexene, 2-
hexene, n-hexane and hydrogen. The following thermodynamic relationship is thus
applicable: µi = G
id
i +R0T ln(xi) [Smith et al., 1996]






















and thus the general Maxwell-Stefan equation for an ideal liquid solution can be derived
via substitution of eq. 5.45 into eq. 5.44 as shown in equation 5.46. The Maxwell-Stefan













Assuming a linear film concentration, eq. 5.46 may be discretized between the bulk
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which for a specific stage j may be represented in matrix form by eq. 5.48 in terms of
vector B (c× 1), matrix A (c× c) and vector NL (c× 1):































with Bc = N
L
total and Ai,c = 1. The resulting set of c linear equations are solved for N
L
using linear algebra. A similar method is used to calculate NV , remembering to use a


































In CD it is also necessary to include mass transfer to/from and in the catalyst itself.
Mass transfer to and from the catalyst surface is incorporated into the adsorption and
desorption reaction coefficients and will thus not be calculated, but rather regressed from
experimental data. This simplifies the set of unknowns as it means that molar fluxes
to and from the catalyst surface need not be calculated. However, it is still prudent
to perform the tests for external and internal mass transfer limitations discussed in
Section 5.2. Fogler [1999] supplies the following correlations for external mass transfer












where deq = dp for a spherical particle and deq =
√
Ap/π for a non-spherical particle and
where Ap is the external surface area of the particle.
When considering mass transfer in a porous catalyst, the bulk diffusivity must be
adjusted via the tortuosity (τcat) and constriction (σcat) factors to compensate for non-
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Since the catalyst is specifically designed for industrial hydrogenation reactions, it
is (as a first approach) assumed that there are no internal mass transfer limitations.
However, these assumptions must be tested during analyis of the experimental data.
Energy transfer
Interphase energy transferred comprises a convection and mass diffusion term as shown

























Heat transfer coefficients for the complex hydrodynamics in distillation are difficult to
estimate accurately, but required by the convective component in interphase energy
transfer. Following the method of Kooijman & Taylor [1998], the heat transfer coef-
ficients are estimated via the penetration model for the liquid (eq. 5.55) and via the






















where Le is the Lewis number as defined in Appendix B.
In terms of the catalyst, it is assumed that there are no external or internal heat
transfer limitations as a first approach.
5.4.3 Material and energy intraphase conversion
The presence of a reaction causes intraphase mass and energy conversion to occur.
To calculate material conversion, reaction specific kinetics are required if reaction
equilibrium cannot be assumed. The reaction kinetics can be explicitly defined as func-
tions, solved simultaneously in an independent loop within the MERSHH equations or
added to the MERSHH equations. As discussed in Section 5.2, the set of equations
describing the surface species concentrations and both bulk and intermediary reaction
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Table 5.3: Reduction in complexity from the reactive NEQ to reactive EQ model.
Reactive NEQ nequations/unknowns = 5c+ 6 Reactive EQ
Constraints Unknowns less Equations less
Ni,j = 0 c Ni,j −c eqMVi,j −c eqMi,j xi,j c
xIi,j = xi,j c xi,j −c eqRLi,j −(c− 1) eqQIi,j yi,j c










j −1 eqSV Ij −1 eqEj Tj 1
eqEIj −1
eqEVj −1
Reactive EQ nequations/unknowns = 2c+ 4 2c+ 4
The heat generated by the reaction is implicitly calculated by including the free heats
of formation in component enthalpy estimations.
5.4.4 Special cases
The reactive non-equilibrium distillation model historically developed as a natural pro-
gression from the special case of the constant molar overflow non-reactive equilibrium
model.
Non-reactive distillation as a special case simply requires the reaction term to be
zero regardless of the model. Equilibrium distillation as a special case, however, can
drastically reduce the number of MERSHH equations and related physical properties,
with further reductions when using constant molar overflow. Depending on the simplicity
and ideality of the system either may be an accurate model, though their interest here
is to supply initial estimates for the numerical solution algorithms (see Section 5.5)
Reactive equilibrium distillation
The reactive equilibrium model assumes vapour-liquid equilibrium between the vapour
and liquid streams leaving a stage, rather than at an interface on a stage. Mathemati-
cally, this is equivalent to assuming infinitely large interphase mass transfer coefficients
and significantly reduces the number of equations and unknowns as shown in Table 5.3.
Specifically, the EQ model is described by equations 5.27, 5.28, 5.31, 5.32, 5.38 and 5.39.
Additionally, since calculation of the mass and heat transfer coefficients is not neces-
sary, hydrodynamic and geometric knowledge of the stage internals are also not required
and the number of physical properties to estimate are significantly reduced. Overall this
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Non-reactive constant molar overflow
Further simplification is possible by assuming that the mixture enthalpy and vapouriza-
tion enthalpy along the column is approximately constant - a relatively safe assumption
across small temperature ranges - leading to eq. 5.57 (see Appendix D).






















Defining a column section as a consecutive number of stages where there are no
material or energy disturbances (such as feeds, sidestreams, heat exchange or reactions)
equation 5.57 shows that the liquid (and similarly for the vapour) molar flow rates in
sections remain constant, hence constant molar overflow (CMO). The energy balance
thus becomes redundant except on stages where material and energy disturbances take
place. On these stages a q-factor (for example) is introduced to account for the change





















Eq. 5.58 reduces to the more familiar definition of the q-factor [Seader & Henley,
1998] in cases where no reaction occurs nor additional heat is added on the feed stage.
In such cases q < 0 corresponds to a superheated vapour feed, q = 0 to a saturated
vapour feed, q = 1 to a saturated liquid feed and q > 1 to a subcooled liquid feed.
5.4.5 Condenser configurations
The reboiler and condenser stages are modelled using the EQ model, resulting in a
total of (Nstages − 2)(5c + 6) unknowns and variables for the reactive NEQ model and
Ndegrees of freedom.
However, the theoretical model must reflect that the physical system can operate
either with a subcooled condenser, saturated liquid product condenser or a partial con-
denser.
The partial condenser is the simplest case, requiring an input specification such as
the cooling duty (QV1 ) or a constraint on the condenser temperature (T
L
1 ) with variable
QV1 if Ndegrees of freedom is to be conserved. Similarly, a total liquid product condenser
implicitly constrains V1 = 0 and Q
V
1 can replace it as variable. A subcooled condenser
also physically constrains V1 = 0, but additionally constrains the subcooled T
L
1 and
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exist (no equilibrium). To match the number of equations and unknowns, the equilibrium
(eq. 5.28) and vapour unity summation (eq. 5.32) equations must thus be dropped for
the condenser stage.
5.5 Solving the models
Unless otherwise stated, the models were solved using Digital Visual Fortran subroutines
and coded in f90 format. Refer to Appendix G for a summary of the publically available
subroutines used.
5.5.1 Semi-batch 1-hexene hydrogenation
Two regions may be identified during the semi-batch experiment, namely an initial
period with variable temperature and pressure, but no hydrogen feed, and a second
isothermal, isobaric period with variable hydrogen feed.
In the first region, the temperature gradient and a zero hydrogen feed flow rate are
supplied and the pressure varied to satisfy the DAE system of equations. The DAE’s
require initial conditions for temperature, pressure, and moles of 1-hexene and hydrogen
in the vapour and liquid phases. The initial temperature and pressure are known, but
the initial amount of moles must be calculated from the knowledge of the initial volume
of 1-hexene (the liquid volume displaced by the catalyst is negligible) in equilibrium with
the surrounding argon and the amount of 1-hexene adsorbed onto the catalyst surface.
Since the catalyst was protected from air via submersion in 1-hexene, it is assumed that
the rate of 1-hexene adsorption is zero at t = 0. The initial conditions may thus be























0 = V T − (V L + V V ) (5.61)
0 = V L0 − V L (5.62)
0 = rθC,1−hexeneWcat (5.63)
The first region may be solved via the Fortran subroutine DDASAC.f90. The initial
conditions to the second region assume an instantaneous pressure increase to the setpoint
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0 = V T0 − (V L + V V ) (5.67)
0 = nT1−hexene − (nL1−hexene + nV1−hexene) (5.68)
0 = nTargon − (nLargon + nVargon) (5.69)
In the second region the temperature gradient is zero (isothermal), pressure isobaric,
and the hydrogen feed a variable. Since the hydrogen feed is no longer constant, the
set of DAE equations becomes an index 2 problema and DDASAC.f90 must thus be
replaced by Besirk.f90 [Kooijman, 1995].
5.5.2 JaKaD: MERSHH equations
JaKaD is shown schematically in Figure 5.3 and is based on the methodological approach
outlined by Kooijman & Taylor [1998]. The user is led through several questions to define
the system which is then saved in a .jkd text file similar to the .sep file in Chemsep.
The .jkd file includes input information regarding the number and names of components
used, the number of stages and the associated internals’ geometric information, the
number of feeds and their conditions, the reaction stoichiometry (if applicable), whether
the EQ or NEQ model is to be used and what the desired heat duty is. Additionally,
several condenser configurations are available including subcooled, total liquid product
and partial. Due to the varied nature of reaction kinetics and kinetic equations, reaction
kinetics are programmed directly into Fortran and are not saved in the .jkd file.
Essentially, JaKaD reads the .jkd input specifications, reads the component data
required for property estimation, makes an initial estimate assuming CMO, solves the
EQ model, uses the solution as initial estimate to solve the NEQ model (if required),
outputs the final iteration to file, and outputs selected graphs to screen using GNUplot.
During analyses it was found that a rudimentary homotopy approach facilitated solution
aThe index of DAE F (t, y, y′) = 0 is the minimum number of times that the DAE must be differenti-
ated with respect to t to extract an underlying ordinary differential equation or ODE [Gear & Petzold,
1983]. I.e., the index of a DAE essentially indicates to what degree it differs from an ODE and the
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User input Extract internals’ specifications
Save input to a .jkd file
Read .jkd file into Fortran, extract 
component data, discretize into stages
Initial estimate based on CMO
Solve the EQ model
Solve the NEQ model
Output results to a text file
NEQ?




If “homotopy” approach is used
Figure 5.3: Schematic representation of JaKaD.
of the reactive NEQ model. This will be discussed in Section 8.2.
Wherever possible, linear algebra routines from LAPACK were used. For rootfinding
of non-linear problems with one variable DFZERO.f was used with suitable bounds
supplied for the roots. Cubicroots.for was used for cubic equations (such as for EOS
calculations) and cpoly.for for other polynomials. cpoly.for includes complex roots and
was found to be more reliable for the current application when compared to rpqr79.for
and rpoly.for.
Several (unbounded) numerical rootfinding Fortran subroutines using modified Newton-
Raphson techniques are available to solve the MERSHH equations, differing mainly in
the rate-limiting computation of the finite difference approximation of the Jacobian ma-
trix. The MERSHH equations’ Jacobian matrix to solve for is a sparse matrix and a
drastic reduction in computational time is thus possible from computing each element
of the Jacobian (minpack.f90 ) to computing the banded Jacobian (NLEQ1.f or min-
pack.f90 ) to computing the sparse Jacobian (NLEQ1S.f ). Due to time constraints and
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Combining theoretical models and experimental data is not always trivial and will be
discussed here. Mass transfer correlations for standard structured and random packing
are well-defined and documented in the literature [Onda et al., 1968; Taylor & Krishna,
1993; Perry et al., 1997; Seader & Henley, 1998; Kooijman & Taylor, 1998] or by suppli-
ers. However, the mass transfer coefficients and elementary reaction rates for the used
hydrogenation catalyst is catalyst specific and not available from either literature or the
supplier. As discussed in Chapter 5 the semi-batch experiments and model can be used
to regress for the reaction rates, while the CD experiments and CD model can regress for
the mass transfer coefficients. This section details the methodology followed to achieve
this.
6.1 Parameter estimation: semi-batch kinetic ex-
periments
6.1.1 Non-linear least squares optimization
In this work, the Fortran subroutine lmdif.f90 is used to estimate model parameters via
least squares minimization of the errors between the theoretically and experimentally
obtained values, normalized to the experimental values, as shown in eq. 6.1, to facilitate
































60 CHAPTER 6. ANALYSIS METHODOLOGY
where yexp is the experimentally obtained value, ymodel the model predicted value,
ti is the moment in time (unnecessary in steady state systems), par is the vector of
parameters that are being fitted and xexpi is the column i in matrix x
exp that specifies
the experimentally set values at time ti. In this thesis, R
2 will generally not be used as
an indication of the accuracy of a non-linear fit as it is strictly defined for linear systems.
Instead, the accuracy of the model will be determined using the coefficient of variation
(CV), model error and standard errors of parameters.
The standard error, s, is the square root of eq. 6.1 while the CV is defined as shown
in eq. 6.2. The less the CV, the more variance can be explained by the model. A CV
of 0 - 40% is typically considered as acceptable. Since s2 is minimized based on the







The covariance matrix (eq. 6.3) contains useful information such as the variance (σ2ii)


















σ2npars1 · · · σ
2












....i = 1, 2...npoints; j = 1, 2...npars
cov = s2(V TV )−1 (6.4)
Normalization of the covariance with respect to the parameter variances, as shown in
equations 6.5 and 6.6, yields the square symmetrical correlation matrix, with 0 indicating
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Cor = W · cov ·W
=



























· · · 1

(6.5)



















Interdependency between parameters makes it difficult to isolate the true value of
each individual parameter. Stated differently, if parameters are highly correlated the
relationship between the parameters is “fitted” rather than the parameters themselves.
Such parameter values may thus be completely incorrect. This does not affect the
validity of the model predictions, but indicates that the number of parameters (and
possibly complexity) of the model may be reduced. It also has statistical implications
if the regressed, possibly erroneous, values are used for further regression analyses (cf.
Section 6.1.3).
The error associated with each parameter and with each experimental data point can










Standard errors as calculated above implicitly assume a normalized error distribution.
This assumption can be tested by performing a non-parametric analysis such as the
bootstrap analysis. Essentially, a bootstrap analysis randomly samples data points with
replacement (i.e. each data point can be selected more than once) from the original data
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aforementioned is generally considered as sufficient to yield a good approximation as to
the actual parameter distribution and, hence, to the actual variance in each parameter
[Sharrock & Coetzer, 2007]. Here, Fortran’s implicit pseudo-random number generator
function random number was seeded via the implicit random seed to generate a random
selection of data points. A frequency histogram was then generated using the statistical
programming language Ra.
6.1.2 Linear regression
Linear regression was also performed via least squares minimization (eq. 6.1). Due to
the linear nature of the regression, R2 could be used to quantify the accuracy of the fit
with R2 = 1 indicating a perfect fit of the model to the experimental data. The linear
regression was performed in Microsoft Office Excel 2003.
6.1.3 Estimation of the Arrhenius constants
Arrhenius constants were fitted to the data from the semi-batch hydrogenation experi-
ments (Section 4.2) via the semi-batch theoretical model (Section 5.3). As the Arrhenius
equations are functions of temperature (eq. 6.9), the model should preferably be fitted
to all of the available isothermal experiments simultaneously. However, referring to the
reaction mechanism in Section 5.2, this would require a suitable initial guess for each
Arrhenius constant (A) and activation energy (Ea) for 10 reversible reactions, i.e. 40
parameters in total if 2 alkene isomers are involved. To directly find suitable initial
guesses for each of these parameters to apply non-linear regression is not trivial.
However, given sufficient experimental data points, it is possible to estimate Ar-
rhenuis constants indirectly if each of the forward and backward reaction rate constants
are known at at least 2 temperatures. Here, the Arrhenius equation is linearized as
shown in eq. 6.10. A plot of ln krxn vs. −1
R0T
then yields Ea as the gradient and lnArh as








The reaction rate constants k were thus fitted to the semi-batch 1-hexene hydrogena-
tion data as described in Section 6.1.1 to generate reaction rate constants at different
temperatures. The experimental data points used for model fitting were the recorded
transient hydrogen consumption rate (FH2) and the final liquid molar compositions. Fit-
ting of the rate constants implies that the number of required initial parameter guesses
aVirtually all modelling and statistical analyses were programmed in Fortran, but R was used on
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are halved and that the computational time required is drastically reduced. It is thus
faster and easier to arrive at good initial guesses via trial and error running of the model.
The fitted parameters were then evaluated based on the tools described in Section 6.1.1.
An initial guess of the Arrhenius constants was then made by using eq. 6.10. If the
variance of and the cross-correlation between the regressed reaction rate constants were
small, the linearly regressed values for the Arrhenius constants should be close to that
of the optimum values.
The initial guess was then used as described before fitting the Arrhenius constants
and activiation energies simultaneously to all the isothermal runs, again using the sta-
tistical tools described in Section 6.1.1.
6.1.4 Sensitivity analysis
As defined in eq. 6.11 sensitivity analysis is used to indicate the significance of an inde-
pendent variable on a key/investigated model output (dependent variable) by comparing
the relative changes in their values from a base case when perturbing the independent
variable by a known factor, say, δ. A respectively small, equivalent or large change in
a key output parameter relative to the change in the independent variable indicates its





As in Dennis & Schnabel [1996] and Heath [2002], the xmodel will be perturbed
by a constant factor to calculate the gradient differentially, i.e. a constant relative
perturbation rather than a constant absolute perturbation will be made to xmodel, which
circumvents that issue that the parameters may not have the same units or order of
magnitudes. Here, the size of the perturbation factor δ will always (arbitrarily) be







% change in xmodelbase
)
xmodelbase (6.12)
The change in the dependent value or (in this case) dymodel is then calculated based





xmodelbase at the time of
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) · y (t, xmodelbase )
xmodelbase
(6.14)
Since the reaction rate constants have varying units it is convenient to express sen-







is constant for a set of xmodel values if applied to the same model.
For the semi-batch system, to simplify the sensitivity analyses on the dependent
hydrogen consumption rate to a single value, the integral of the absolute difference
between the base hydrogen consumption and investigated case will be used as expressed
in eq. 6.15.














where tf is the end time of interest. An absolute value is used to prevent positive
and negative errors cancelling out and eq. 6.15 thus indicates the total deviation of the
hydrogen flow rate from the base.
6.2 Parameter estimation: CD experiments
6.2.1 Non-linear least squares optimization
To perform least squares optimization on the 1-hexene hydrogenation CD experimental
data the bounded, double precision version of NL2SOL, namely DN2FB.f, was used.
A bounded non-linear least squares parameter estimator was required as attempts to
prevent lmdif.f90 from straying outside of the feasible region of parameter values failed,
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Table 6.1: Parameters investigated and their initial values. Once optimized, these
parameters will indicate the deviation of the actual mass transfer and reaction
coefficients from that predicted.
Parameter Initial value Equations


















kdes sns3 = 1.0 sns3k
des
kiso1 sns4 = 1.0 sns4k
iso1
Kiso1, Kiso2 sns5 = 1.0 sns5K
iso1, sns5K
iso2
Kdes sns6 = 1.0 sns6K
des
kH2 sns7 = 1.0 sns7k
H2
KH2 sns8 = 1.0 sns8K
H2
kads sns9 = 1.0 sns9k
ads
Kads sns10 = 1.0 sns10K
ads
was followed. Given the extensive computational times (see Section 8.2) involved, a
bootstrap analysis was not performed on the data.
Section 6.1 specifically focused on the reaction kinetics and it was thus clear that the
parameters to be fitted were the reaction rate and equilibrium constants as defined in
Section 5.2. Here it is less clear as a combination of mass transfer and reaction kinetic
effects in the reactive zone could be involved. Table 6.1 lists the parameters that were
considered along with the initial values for each. A sensitivity analysis was performed
on each parameter to see whether it effected the model outputs (see below). An iterative
approach was then followed by hand until a suitable initial guess was found for DN2FB.f.
The sensitivity of the model outputs to each parameter was checked on a regular basis
during this process. Once a suitable initial guess was found, it could be supplied to
DN2FB.f to regress for the parameters.
The following model outputs were chosen for the sum of squares calculations:
• Distillate and bottoms molar compositions of 1-hexene, 2-hexene and n-hexane.
The liquid hydrogen concentrations could not be measured experimentally.
• Complete off-gas compositional analysis.
• Distillate, bottoms and off-gas molar flow rates.
The column temperature profile was not considered as it is essentially dependent on
the column pressure, especially for such a close-boiling system, rather than the dynam-
ics in the reactive zone. Furthermore, due to concerns regarding the accuracy of the
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After completion of the regression analysis a sensitivity analysis was then again
performed on the final solution set. This solution set essentially indicates the deviation
of the predicted mass transfer coefficients and reaction rate constants from reality if the
proposed CD model is used to predict reality at the different conditions of the different
runs. These deviations were then fitted as functions of the process variables.
For the liquid and vapour phase mass transfer coefficient, it was assumed that the
deviation would be directly proportional to T
1.75
P
. This was based on the fact that, for the
vapour phase coefficient, vapour diffusivity includes this factor (see Table B.2). For the
constants describing deviation from the predicted reaction rate constants, it is possible






















6.2.2 Effect of process variables
To evaluate the system, the following key performance indicators (KPI’s) were considered
and compared at different process conditions:
• hydrogen conversion (XH2).
• 1-hexene conversion (X1Hx).
• n-hexane selectivity based on the 1-hexene fed to the column (SnHx1Hx).
• n-hexane yield based on the 1-hexene fed to the column (YnHx1Hx).
• n-hexane recovery to the bottoms product based on the 1-hexene fed to the column
(RnHx1Hx).
For a CD column with no sidedraws other than the distillate, it is possible to define














F outi = xi,1r
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Using equations 6.18 and 6.17 it is thus possible to calculate the key performance
indicators as follows:
Sn−hexane,1−hexene =
F outn−hexane − F inn−hexane
F in1−hexene − F out1−hexene
· 100 (6.19)
X1−hexene =




F inH2 − F outH2
F inH2
· 100 (6.21)
Since the reaction kinetic model developed in Section 5.2 considers only isomerization
and hydrogenation, for every mole of n-hexane formed an equal amount of hydrogen must
be consumed:
F outn−hexane − F inn−hexane = F inH2 − F outH2 (6.22)
Thus, by combining equations 6.20, 6.21 and 6.22 and substituting it into equa-









which supplies an additional sanity check to identify errors. In the case of the model
Stheoreticaln−hexane should equal Sn−hexane,1−hexene virtually exactly. For the experimental data
this check can be combined with the mass balance error to give an indication as to the
quality of the data. The mass balance error will be reported as a relative percentage





Table 6.2 lists the variables who’s effects on the KPI’s will be considered as well as
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Table 6.2: Data space considered.
Parameter Minimum Maximum Units
Condenser pressure 170000 600000 Pa(a)
Condenser temperature 270 290 K
1-Hexene feed flow rate 4.77E-7 1.09E-6 kmol/s
1-Hexene feed composition 0.5 1.0 kmol/kmol
1-Hexene feed location 0.0 1.3 m from top
Hydrogen feed flow rate 9.00E-8 1.30E-7 kmol/s
Hydrogen feed location 0.6 1.4 m from top



































The methodologies developed in Part II will now be applied. Firstly, the reaction
kinetics will be determined in Section 7 and its accuracy quantified as described. Using
this basis, the reacion kinetics will be incorporated into the CD 1-hexene hydrogenation
model and the mass transfer and reacion kinetics adapted to fit the experimentally
generated data in Section 8. The degree by which the parameters are modified will yield
valuable insight into the working of the system. The model will then be used to study























The generated semi-batch 1-hexene hydrogenation results will first be considered based
on qualitative observations. Having ascertained whether the data is qualitatively consis-
tent, the reaction kinetic constants of each elementary Langmuir-Hinshelwood reaction
will then be fitted via the semi-batch model (see Section 5.3) to the data of each indi-
vidual experimental run. The following statistical techniques described in Part II will
then be applied to the fitted values:
• Coefficient of variation.
• Standard error of parameters and prediction.
• Error of parameters calculated via the bootstrap method.
• Sensitivity of the model output (hydrogen consumption rate) to each kinetic con-
stant.
Finally, these kinetic constants will by used as a first estimate to fit the Arrhenius
and activation energies of each reaction simultaneously across all the experimental runs
to determine the temperature dependence of the kinetic constants.
7.1 Catalyst characterization
Most of the catalyst characteristics were available from the supplier, Kata-Leuna and are
supplied in Section 4.1. The catalyst reduction procedure in Table A.7 was determined
via TPR measurements as described in Appendix A.3 and was also confirmed by the
supplier. From the TPR measurements (not shown) it was found that 623.15 K (350◦C)
is necessary for complete reduction of the catalyst.
Using hydrogen chemisorption the average nickel metal crystallite size was deter-
mined to be 4.4 nm. This average crystallite size was confirmed by TEM measurements
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Figure 7.1: TEM image of the Ni/Al2O3 catalyst used in the experiments.
consists of a relatively narrow crystallite size distribution with spherical metallic nickel
crystallites (the dark, small spots on the TEM image). Using the nickel metal dispersion
of 25.2%, obtained from the hydrogen chemisorption, and the known nickel loading of
18wt%, the number of active metal surface sites was found to be 7.74E-04 mol/gcat.
7.2 Qualitative observations
Table 7.1 summarizes the experiments of interest, namely runs 10-13. Experiments
preceding run 10 were used to refine the experimental methodology and the data was
not considered to be of a sufficiently high quality for regression purposes. The recorded
hydrogen consumption as measured by the MFC are shown in Figures 7.2 and 7.3 for
representative runs 10-13. In these graphs, hydrogen is introduced after 1800 s (30 min)
as per the experimental methodology in Section 4.2.
As expected, Figures 7.2 and 7.3 show an increase in the hydrogen consumption rate
with an increase in temperature. This is best shown for runs 10, 12 and 13, which
were performed at the same pressure but at increasing temperatures of 60, 70 and
80◦ respectively.
At 323.15 K (50◦C - not shown as the hydrogen consumption was very low) the
low hydrogen consumption rate observed initially quickly diminishes to zero or below
the detectable limit, whereas a relatively rapid hydrogen consumption is observed at
353.15 K (80◦C). For the conditions and time period considered, it thus appears that
little/slow reaction occurs at 323.15 K (50◦C). Each of the runs performed at or above
333.15 K (60◦C) exhibits a characteristically high initial hydrogen consumption rate.
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a lower, effectively linear, increase. It should be noted that even at 323.15 K (50◦C) this
initially high hydrogen consumption rate is observed.
Given the methodology as described in Section 4.2, the initially high hydrogen con-
sumption can be explained by two phenomena. Firstly, it is possible that initial pres-
surization of the reactor vessel to the pressure gauge setting was incomplete and that
the high hydrogen consumption is due to residual pressure equalization. However, this
effect should be small given the experimental methodology (see Section 4). Addition-
ally, this does not account for the ensuing rapid increase in hydrogen consumption and
subsequent leveling off.
However, the observed trend can be fully described by considering the reaction ki-
netics equations in Section 5.2. The qualitative approach here will be verified in later
sections. Since the catalyst was submerged, stored and slowly heated to reaction tem-
perature in a 1-hexene environment, it may safely be assumed that the surface sites
are occupied by an equilibrium amount of 1-hexene at the point when hydrogen is in-
troduced. When introduced, hydrogen dissolves into the liquid phase and adsorbs (as
dictated by the equilibrium) onto the remaining vacant sites resulting in a high initial
hydrogen consumption, which decreases as the adsorption reaction approaches equi-
librium. Competitively, adsorbed hydrogen reacts faster with the adsorbed alkene as
the surface concentration of adsorbed hydrogen increases. These two opposing, super-
imposed effects result in a minimum consumption rate followed by a regime in which
hydrogen consumption via hydrogenation is dominant. As the initially high surface con-
centration of 1-hexene is reduced via hydrogenation towards its new equilibrium after
the introduction of hydrogen, the rate of hydrogen consumption decreases until another
effect becomes rate controlling. This latter effect may be the result of the transferral
of the first hydrogen to the adsorbed 1-hexene (Section 7.4) becoming rate limiting as
reported in literature (Section 2) or because an equilibrium is reached between the rate
of hydrogen and alkene adsorption.
7.3 Fitting of the reaction rate constants
Data fitting was performed on the data using least squares optimization as described in
Section 6.1. From Table 7.1, there were sufficient data points in each run to fit the 20
desired reaction rate constants at isothermal conditions. Attempts to make the model
converge using the pi-adsorption mechanisms failed and the classic sp3 hybridization
route was thus followed (see Section 5.2). The statistical results are included in Table 7.1.
The coefficients of variation for runs 10 to 12 are within the acceptable range of 0.15
- 0.40. The lower this value, the more variance is accounted for by the model. The
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Table 7.1: Summary of semi-batch 1-hexene experiments runs 10-13 with the
associated statistical results.
Parameter Units 10 11 12 13
Temperature K 333.15 343.15 343.15 353.15
(◦C) (60) (70) (70) (80)
Pressure ·105 Pa(a) 6.1 11.1 6.1 6.1
Catalyst mass gcat 0.48 0.49 0.47 0.45
Sample
Time taken into run s 27000 13080 16800 6000
n-hexane mol/mol 0.39 0.47 0.32 0.23
1-hexene mol/mol 0.55 0.47 0.62 0.74
2-hexene mol/mol 0.06 0.06 0.05 0.04
Summation test mol/mol 1.00 1.00 1.00 1.00
Model Statistics
Number of data points - 40 30 37 25
s2 - 0.082 0.076 0.078 0.178
Coefficient of Variance - 0.286 0.275 0.279 0.422
Standard error of prediction
H2 consumption % 9-26 15-27 12-27 26-42
n-hexane % 13 15 22 36
1-hexene % 19 15 15 40







































Figure 7.2: Model predictions and experimental data with errors of prediction for runs
10 to 12.
Figures 7.2 and 7.3 show the experimentally and calculated datapoints with errors
of prediction and the corresponding model predictions. In general, for runs 10-12 there
is ± 9-27% uncertainty when predicting the hydrogen consumption and ± 11-22% when
predicting the n-hexane, 1-hexene and 2-hexene compositions. As expected from its
unfavourable coefficient of variance, this is higher for run 13: respectively ± 26-42% and
± 36-41%. This is high, but the data is still useful. More measuring errors were expected
at higher temperatures and pressures as this sped up the hydrogen consumption rate and
thus made it more difficult to accurately determine the measured variables manually.
This is indeed observed in Figures 7.2 and 7.3. The errors or prediction increase with
increasing temperature (run 10 < 11 < 13) and increasing pressure (run 11 < 12). A
recommendation may be to install an automated data capturing system, as built into
the CD column, in order to supply high frequency, accurate measurements [Nieuwoudt,
2005].
From Table 7.2 the standard error in the parameters are large, but not unexpected
given the experimental nature of the data. Again, for run 13 the standard errors of
parameters are less favourable. As a check, the standard error of each parameter can
be compared to the sensitivity of the model to that parameter. Generally, the model
should be less sensitive to a parameter with a large variance (error) and vice versa. This
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Time into run, t [s]
Run 13 Experimental Run 13 Theoretical
Figure 7.3: Model prediction and experimental data with errors of prediction for run
13.
7.4 Sensitivity analysis
7.4.1 Sensitivity of the hydrogen consumption rate to the model
inputs
As example, the sensitivity of the hydrogen consumption in run 10 to a change in each
parameter is graphed in Figure 7.4. Accurate prediction of a parameter value requires
some sensitivity of the model to that parameter as the effect of the parameter on the
model is used to determine its value. If the parameter has no effect on the model (i.e.
has a large variance), the model is insensitive to that parameter and the variance in the
parameter will be large.
From Figure 7.4 and also from the integrated summary value in Figure 7.5, it is clear
that the model is more sensitive to the first reaction steps in the sequence - i.e. the
adsorption steps. The implication of this will be discussed shortly.
However, what is of concern is that the sensitivity profile does not correspond to the
variances calculated in Table 7.2. For example, the model appears to be very sensitive
to the hydrogen adsorption rate (kH2), yet this parameter also has a relatively high
variance when compared to, e.g., Kiso11 which has a very low sensitivity. This effect can
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in Table 7.3.
From Table 7.3 it is clear that some variances are highly non-normally distributed
(skew) and that the use of normalized variances in fact gives an inaccurate indication
of the true parameter variances. For example, although kH2 in Run 11 has a relatively
large error of parameter of 35%, the bootstrap analysis indicates that the true error is
only 9-13%. It is thus possible to match the variance and sensitivity, resulting in the
statistical analysis thus far being consistent.
It is important to note that the insensitivity of the model in the region of certain of the
reaction rate coefficients reduces their significance and limits the regression accuracy of
these constants. The reaction steps associated with these constants can thus be removed
without a significant loss in model accuracy. However, to keep the model robust for later
analyses, this will not be done here.
The model is exceptionally sensitive to pressure (see Table F.1), but its sensitivity
to this variable decreases as the reaction temperature is increased, which could indicate
vapour-liquid mass transfer limitations. The sensitivity of the model to pressure suggests
that finer pressure measurements and feed lines with minimized resistance could add to
minimizing the observed variance. The model appears to be very insensitive to possible
experimental errors in the initial 1-hexene liquid volume. This is encouraging as it
reduces the effect of errors introduced by estimation of the amount of 1-hexene removed
via vapourization during initial argon purging.
7.4.2 Rate limiting reaction step
The sensitivity analyses can also be used to determine the rate limiting reaction step(s)
by using the reaction rate constants as independent variables. The effect was quantified
by integrating the absolute difference in hydrogen consumption for the -1% and +1%
case over the run time and expressing the difference as a percentage relative to the base
case (see Section 6.1.4). The base case conditions for each run is defined by Table 7.1
and the regressed reaction rate constants to perturb is that shown in Table 7.2.
It is interesting to note that, contrary to what is observed in literature, Figure 7.5
indicates that the dissociative hydrogen adsorption and 1-hexene adsorption onto the
catalyst surface are the rate determining steps. However, from Figure 7.6 it is clear
that an increase in temperature shifts the rate limiting step in the direction of the first
hydrogen transferal as expected from literature (Section 2). Note that the high changes
in the case of Kdes is negligible as, despite the increase in sensitivity of the model to
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Reaction rate and equilibrium parameters
Forward reaction rate constant - 1%
Forward reaction rate constant + 1%
Equilibrium constant - 1%













































Reaction rate and equilibrium parameters
Forward reaction rate constant - 1%
Forward reaction rate constant + 1%
Equilibrium constant - 1%
Equilibrium constant + 1%
(b) Run 11
Figure 7.5: Integrated absolute percentage difference in the hydrogen flow rate between
a base case and when either a reaction rate or equilibrium constants is perturbed by























































Reaction rate and equilibrium parameters
Forward reaction rate constant - 1%
Forward reaction rate constant + 1%
Equilibrium constant - 1%













































Reaction rate and equilibrium parameters
Forward reaction rate constant - 1%
Forward reaction rate constant + 1%
Equilibrium constant - 1%
Equilibrium constant + 1%
(d) Run 13
Figure 7.5: Integrated absolute percentage difference in the hydrogen flow rate between
a base case and when either a reaction rate or equilibrium constants is perturbed by






































































Reaction rate and equilibrium parameters
Run 10 Run 12 Run 13
Figure 7.6: Integrated absolute percentage difference in the hydrogen flow rate between
a base case and a ±1% perturbation in the reaction rate or equilibrium constant
relative to that of run 13.
7.5 Correlation matrices
Tables 7.4 to 7.7 show simplified correlation matrices for runs 10 to 13. The complete
matrices are available in Appendix F. There appears to be relatively strong correlations
between several of the parameters, which indicates that several of the parameters are in
fact interdependent. This, coupled with the large variances; low sensitivities of especially
the reaction rate constants from the first hydrogen transferal onwards, suggest that
linear fits to determine the Arrhenius constants by using eq. 6.10 will probably have low
accuracies (i.e. low R2 values).
The high degree of correlation in Runs 11 and 13 explains the relatively high variance
and low CV values observed for these runs. Predictions from Run 11 and Run 13
parameter values must thus be used with care as the effect of all the parameters are
properly separated.
Nonetheless, as this approach is simply used to arrive at an initial estimate for the
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Table 7.4: Simplified correlation matrix for run 10.
kH2 #
KH2 * #
kads1 o * #
kads2 o * . #
Kads1 . . #
Kads2 * . . . . #
kiso11 o . * o * #
kiso12 o o * * . #
Kiso11 o . * . . #
Kiso12 * . . * . . o #
kiso21 o * * o . * #
kiso22 o # o o o o * . . #
Kiso21 o * . o * * # . #
Kiso22 . * o . . * . o #
kdes1 * * * o * * * * * . #
kdes2 * . . o * . . o . * . #
kdes3 . . . . . . . #
Kdes1 . o * . . o . o . o . . #
Kdes2 . . . . . . * * #
Kdes3 . o . . * o * o # * o . o o . . #
Key to degree of correlation: blank ≡< 0.2;. ≡ 0.2 − 0.4; ∗ ≡ 0.4 − 0.6; o ≡ 0.6 − 0.8;
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kads2 . . * #
Kads1 o * . o #
Kads2 . * * * #
kiso11 * . * * . o #
kiso12 # o * * o . * #
Kiso11 o o * o o o o o #
Kiso12 o o * o o o o o # #
kiso21 . . * o * * #
kiso22 . . o o o o * * o o * #
Kiso21 o * * o # o o o # # * # #
Kiso22 * . o o o o # * # o * # # #
kdes1 o . . . . * * . . #
kdes2 # * * * o * . o o o o # * . #
kdes3 * . * * . o o * o o * o o # * #
Kdes1 o * * o o o o o # # * # # # o o #
Kdes2 . * . o o o * o o * o o * * #
Kdes3 . # o * * . . * . o o o . * * * * #
Key to degree of correlation: blank ≡< 0.2;. ≡ 0.2 − 0.4; ∗ ≡ 0.4 − 0.6; o ≡ 0.6 − 0.8;
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kads2 * * #
Kads1 * # . #
Kads2 * # . . # #
kiso11 . . o . #
kiso12 . . * #
Kiso11 o * . o * . * * #
Kiso12 . * . #
kiso21 . . . . * o . #
kiso22 * # . . # o * #
Kiso21 . o . . * . * * o #
Kiso22 o o * o o . . o o #
kdes1 * * . . . . o * . #
kdes2 . * * . . * * . . o * * o #
kdes3 * * * * . . . . . . . #
Kdes1 o o o o o . . o . * * * o #
Kdes2 . o . * o o . . . o . * . * * #
Kdes3 . . o * . . * * * * # . * o . #
Key to degree of correlation: blank ≡< 0.2;. ≡ 0.2 − 0.4; ∗ ≡ 0.4 − 0.6; o ≡ 0.6 − 0.8;
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Table 7.7: Simplified correlation matrix for run 13.
kH2 #
KH2 * #
kads1 # . #
kads2 * * . #
Kads1 # * # * #
Kads2 * * #
kiso11 # o o o # #
kiso12 # . o o # # #
Kiso11 . * . . . # . #
Kiso12 # * o o # . # # . #
kiso21 . . * # . # . #
kiso22 . . . . . * o * * # * #
Kiso21 o * * o . . o * . #
Kiso22 * . # * * o . o o * #
kdes1 . . * . . . . o #
kdes2 o . . . * * * o #
kdes3 * o * o * * o * # o . #
Kdes1 o * # o o * . * * . # * o #
Kdes2 o * * o o . # # . # . # . # * * #
Kdes3 . o o . * . o * o o * o * #
Key to degree of correlation: blank ≡< 0.2;. ≡ 0.2 − 0.4; ∗ ≡ 0.4 − 0.6; o ≡ 0.6 − 0.8;




















































Figure 7.7: Surface species concentrations (run 11): θH ≡ adsorbed hydrogen; θI1 ≡
adsorbed 1-hexene; θI2 ≡ adsorbed 2-hexene; θV ≡ vacant sites; θIH1, θIH2, θIH3 ≡
half-hydrogenated states.
7.6 1-Hexene model predictions
For illustration purposes, Figures 7.7 and 7.8 show the representative model predictions
of respectively the catalyst surface loading and total reactor molar compositions of run
11.
In run 11 the catalyst surface is initially 96.4% covered with adsorbed 1-hexene. In-
troduction of the hydrogen leads to a rapid conversion of adsorbed 1-hexene to adsorbed
2-hexene and desorped n-hexane via a half-hydrogenated intermediate. This agrees with
the observations made in Section 7.2. The adsorbed 2-hexene surface concentration
reaches a maximum quite early in Figure 7.7, which is also reflected in its bulk overall
liquid and vapour composition as shown in Figure 7.8.
Hydrogenation of each adsorbed alkene yields two vacant sites, accelerating hydrogen
dissociative adsorption. From Section 7.4 the straight line section of the graph is not due
to rate limitations introduced by the first hydrogen transferral. Rather, it is because the
excess adsorbed 1-hexene has been removed and because a balance now exists between
the hydrogen and alkene adsorption rates.
As the bulk 1-hexene concentration diminishes, the reaction rates and change in
concentrations gradually start slowing down. At the final time shown in the figures,

















































Figure 7.8: Total molar compositions of the bulk liquid and vapour phases for run 11.
Note that the hydrogen and argon compositions are very small compared to that of
n-hexane, 1-hexene and 2-hexene.
of hydrogen is not unexpected. TPD work by Znak & Zielinski [2008] indicates 98%
hydrogen surface coverage on a Ni/Al2O3 catalyst at 273 K (0
◦C) and 1.01325·105 Pa(a).
7.7 Fitting of the Arrhenius constants
The Arrhenius rate constants were calculated as described in Section 6.1.2. From Ta-
ble 7.1, 132 data points were available to fit the 40 Arrhenius constants. The results are
shown in Table 7.8. The low R2 values for the first hydrogen transferral and desorption
steps are expected given the sensitivity analyses results in Section 7.4. The excellent
R2 values for dissociative hydrogen adsorption and 1-hexene adsorption are statistically
significant. The estimated errors of parameters are relatively small and the coefficient
of variation value is 0.35, which is within the recommended range of 0-0.4. A bootstrap
analysis was performed, but not included as it did not yield any significant additional
information.
From Table 7.8, the activation energies of 5.65·107 J/kmol and 7.17·107 J/kmol for
respectively the 1-hexene and 2-hexene adsorptions are in the same order of magnitude
and follow the same trend as that obtained by Lylykangas [2004] for the adsorption of
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secondary alkene isomers.
The hydrogen forward and reverse (i.e. adsorption and desorption) activation en-
ergies of 7.67·107 J/kmol and 8.07·107 J/kmol respectively are in very good agreement
with that of Christmann et al. [1974] who investigated the adsorption of hydrogen onto
single nickel crystal surfaces (Ni(111),Ni(110),Ni(100)) and found values in the order of
8.37·107 J/kmol (20 kcal/mol) and 9.63·107 J/kmol (23 kcal/mol) respectively. Rauta-
nen et al. [2002] estimated the adsorption enthalpy to be 4.1-4.5·107 J/kmol, though this
was for the hydrogenation of naphtalene on a 16wt% Ni/Al2O3 catalyst.
Furthermore, since the sensitivity analysis indicates that the adsorption of hydrogen
and 1-hexene are rate controlling, with the model being slightly more sensitive towards
hydrogen adsorption (cf. the values in Table F.1), it is not surprising to find that the ap-
parent activation energy measured by Campelo et al. [1982] for 1-hexene hydrogenation
on a 20wt% Ni/Al2O3 catalyst is 7.10·107 J/kmol. Several other comparisons were also
made for verification purposes. For example, the activation energies are higher than that
found for 1-butene hydrogenation of ca. 5.23·107 J/kmol [Bond & Winterbottom, 1969].
As shown by, for example, Uchytil et al. [1981], the reaction rate decreases significantly
as the chain length increases and the apparent activation energy for 1-butene should
thus not be higher than that for 1-hexene.
However, the model predicts negative activation energies, which is highly unlikely.
Negative activation energies are associated with barrierless reactions, i.e. reactions that
occur spontaneously. Based on the Arrhenius equation, an increase in temperature
increases a reaction rate if the activation energy is positive. However, in the case of a
negative activation energy, an increase in temperature decreases the raction rate. Thus,
a negative activation energy slows down the reaction with increasing temperature.
Negative activiation energies may be due to numerical convergence errors, experimen-
tal errors, activation energies close to zero that direct the search algorithm to negative
values, the insensitivity of the model to those parameters within the region of interest, a
high degree of correlation between parameters (see Section 6.1) and/or the fact that the
model is fundamentally not an accurate description of the system. The model converged
to this solution given various initial guesses. That, coupled with the CV of 0.35, yields
a high level of trust in the regression itself. However, the observed negative activation
energies imply that the model is not a fundamental description of the system despite
the fact that it describes the data.
I.e., the model can be used for further modelling, but with caution.
From Table 7.9 there are several parameters that are highly correlated with each
other. The 1-hexene adsorption rate and equilibrium constants, n-hexane desorption rate
and equilibrium constants, and hydrogen adsorption rate constants are highly correlated
with each other. This is probably partially due to the fact that 1-hexene and hydrogen
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onto the limited number of surface sites on the catalyst. Additionally, they are all related
via the mass balance in the bulk liquid.
The desorption related constants are relatively highly correlated to each other as
well. This is not unexpected as they essentially represent the same reaction mechanism,
namely that of breaking the last carbon-metal bond, with the only difference that the
carbons involved are further from the terminal point of the alkene. Additionally, the
model is insensitive to these parameters and they may thus simply appear correlated
as they could not be accurately determined. This is supported by the curious fact that
these desorption rate related constants of the terminal and beta-carbons (i.e. kdes1 and
kdes1 ) are so highly correlated to the addition of the first hydrogen onto the terminal
carbon of the adsorbed 1-hexene (kiso11 and K
iso1
1 ).
Note that the insensitivity of the model to the desorption constants and the fact that
the they are highly correlated, make it easier to justify their lumping in Section 8.
Finally, via attrition the stirrer reduced the extrudated catalyst particles to a fine
dust of less then a 1·10−4 m in size. Application of the Weisz-Prater criterium at 6 bar,
where the highest reaction rates were observed, results in CWP = 0.009 << 1, which
indicates that no internal mass transfer limitations were present.
7.8 Summary of results
A thorough and comprehensive experimental, theoretical and statistical approach has
been used to evaluate the 1-hexene semi-batch hydrogenation data in order to determine
the temperature dependent behaviour of the kinetic rate constants and the trust that
may be vested in each.
The resulting model was shown to be sufficiently fundamental to be able to explain
observed macroscopic phenomena, such as the hydrogen consumption rate, based on the
effect of input variables, such as pressure, on the catalyst surface species’ concentration.
Furthermore, it was possible to show how this approach can determine the rate limiting
step by applying a sensitivity analysis to run 10 (the low pressure; low temperature
case). For this specific example, the 1-hexene and hydrogen adsorption rate constants
were shown to be limiting.
In terms of the regression itself, the CV values for the rate and equilibrium constants
fitted at constant temperatures for each of the 4 individual runs were below the targeted
0.4, except in the case of run 13 where it was 0.42. However, this was sufficiently accurate
to be used as an initial guess to express each reaction rate and equilibrium constant in
terms of temperature by regressing the Arrhenius equations for the Arrhenius constant
and activation energy. Here, the CV was below the target of 0.4 with a good value of
0.35.





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































96 CHAPTER 7. 1-HEXENE HYDROGENATION KINETICS
of this and the fact that they essentially all describe the breaking of the final carbon-
metal bond, their effects may thus safely be lumped. The correlation of several other
coefficients were also found. However, to ensure robustness in the kinetic model used in













In this chapter, a combination of experimental data, simulation and parameter estima-
tion will be used to deepen the understanding of the fundamental mechanisms involved
during CD hydrogenation in the experimental sample space and system considered. To
evaluate the system, the following key performance indicators (KPI’s) were investigated
as discussed:
• hydrogen conversion (XH2).
• 1-hexene conversion (X1Hx).
• n-hexane selectivity based on the 1-hexene fed to the column (SnHx1Hx).
• n-hexane yield based on the 1-hexene fed to the column (YnHx1Hx).
• n-hexane recovery to the bottoms product based on the 1-hexene fed to the column
(RnHx1Hx).
Firstly, the experimental data accuracy, consistency and validity will be discussed
and determined. The model will then be fitted to the experimental data to optimize the
accuracy of the model within the data space of interest. Once this has been achieved,
the effect of perturbations to variables on the KPI’s will be discussed.
8.1 Experimental CD data
Details of the data generation methods and enhancements to the original control system
[Nieuwoudt, 2005] are shown in Appendix A and discussed in Section A.
8.1.1 Variables investigated
The CD system can be used to investigate the variables shown in Table 8.1. The variables
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Table 8.1: Control variables available for investigation on the CD column.
Category Type Parameter
Flows Feed Flow rate(s), composition(s), number, location(s).
Sidestream Flow rate(s), phase(s), number, location(s).
Internal Reboiler heat duty, recycle ratio.
Conditions Pressure Feeds, condenser.
Temperature Feeds, condenser.
Reactive zone Mechanical Hydrodynamic design, number, locations, catalyst.
Catalyst Type, composition, mass.
Non-reactive zone Mechanical Design, height.
• catalyst cage design.
• reboiler heat duty.
• 1-hexene feed composition.
• hydrogen feed flow rate.
• condenser pressure and (effectively) average column temperature.
These variables were considered to have the most significant influence on the mass
transfer effects within the CD system. Mass transfer coefficient correlations (see Sec-
tion C) are mainly functions of the internals’ geometric properties, liquid and vapour flow
rates, composition, and temperature. Geometric properties may be varied by employing
different packing, the internal liquid and vapour flow rates are easily manipulable via the
reboiler heat duty, the compositions in the reactive zone via different feed compositions
and/or reaction conditions such as temperature or pressure, and the temperature via a
change in the column pressure.
Catalyst cage design
The investigation of a different catalyst cage design was the result of troubleshooting
to identify the cause of a high pressure drop across the reactive zone. It was originally
intended to remove the geometric variables as unknowns when investigating the effect
of a superimposed reaction on mass transfer coefficients by keeping the variables related
to the catalyst, reactive zone, column design and distillation packing constant.
As discussed in Section 4.3, two reactive zone structural designs were used. Design 1
consisted of the catalyst extrudates dumped into a cylindrical cage spanning the entire
perpendicular flow area in the column. Design 2 had several semi-circular catalyst filled
bags encompassing the flow area except for a removed segment 25% of the diameter in
length. These semi-circular bags were staggered along the height of the column. Design
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Section 5), while design 2 could potentially reduce the pressure drop across the reactive
zone. However, design 2 could also encourage bypassing of the catalyst and incomplete
wetting.
Reboiler heat duty
Varying the reboiler heat duty affects the separation efficiency in the column (and re-
active zone) by altering the recycle ratio and changing the mass transfer coefficients.
From distillation theory [Seader & Henley, 1998], an increase in the recycle ratio in-
creases the separation efficiency towards a maximum value by increasing the residence
time (and thus the opportunity for mass transfer) of a component in the distillation sys-
tem. Beyond this point, the separation efficiency remains constant. The mass transfer
coefficients are affected as they are dependent on the vapour and liquid flow rates (cf.
Section C).
Thus, a change in the reboiler heat duty can potentially affect the 1-hexene conversion
by changing the liquid and vapour compositions in the reactive zone. Additionally, it
can affect the conversion by increasing the residence time of a component in the reactive
zone, supplying more opportunity for the component to participate in the reaction.
Hydrogen feed flow rate
A change in the hydrogen feed flow rate affects the reaction dynamics by changing
the WHSV in terms of the hydrogen. Additionally, as a result of the non-condensable
nature of hydrogen, it also affects the VLE and separation performance of the column.
As discussed previously, both can have an effect on the overall conversion.
Pressure (and temperature)
The effect of pressure and (via the VLE) coupled effect of temperature affect not only
the separation, but also the reaction kinetics.
8.1.2 Experimental data quality
An essentially two-factorial design approach, that uses the variables selected in Sec-
tion 8.1.1, was followed. Table 8.2 summarizes the experimental design and results.
The relative mass balance errors are acceptable, with most lying between ±4wt%
and all lying between ±8wt%.
However several of the 1-hexene conversions and selectivities are either negative, such
as the n-hexane selectivity of -346.46 mol% in run number 2.2, or very large, such as the
n-hexane selectivities in runs 1.1 and 2.3, which are 147.04 and 649.73 mol% respectively.














































































































































































































































































































































































































































































































































































































































































































8.1. EXPERIMENTAL CD DATA 101
1.1-2.3. This can be explained by firstly considering that cage design 2 allows bypassing
of the catalyst (see Section 8.1.1) and secondly that lower pressures, and thus via the
VLE also lower temperatures, lead to lower hydrogen and 1-hexene conversions. Thus, in
these cases, small errors in the compositional and mass balance analyses are significant.
It is especially the hydrocarbon mass balances that are affected as it is dependent on
accurate measurement/control of four streams’ flow rates and compositions, namely the
hydrocarbon feed, bottoms, distillate and off-gas streams. The hydrogen conversion is
by far the most accurate indicator as it is dependent on only two, well defined, more
accurately measurable streams, namely the hydrogen feed and offgas streams.
The data generated in runs 1.1-2.3 are thus suspect. It is also important to note in
runs 2.1 and 2.3 that the 1-hexene conversion follows the mass balance error, suggesting
that the reflected 1-hexene conversions for these runs are probably not real, but the result
of the mass balance error. Similarly, for run 2.2, the 1-hexene conversion (0.56 mol% or
0.56 wt%) is less than the mass balance error (0.64 wt%), implying that the conversion
should not be used as it falls within the margin of error. In all cases where the 1-hexene
conversion cannot be used, the n-hexane and 2-hexene selectivities are also suspect as
they are dependent on the number of moles of 1-hexene converted.
Reconsidering Table 8.2, only the hydrogen conversion can be used in runs 2.2 and
2.3 - that of 1.1 and 2.1 are 0.42 and 0.82% and fall within the mass balance errors of
respectively -3.15 and -3.09 wt% (see Section 4.4).
As a last data quality check, it should be noted that, if only hydrogenation and
isomerization occurs, the 1-hexene conversion must always be higher than the hydrogen
conversion as the 1-hexene can be converted both via hydrogenation as well as isomer-
ization. Although hydrogen participates in isomerization, there is no nett change in its
amount. This is the case in runs 4.2 and 4.3.
The data in Table 8.2 for runs 4.1 to 4.4 is qualitatively consistent. As expected a
pressure (and hence temperature) and hydrogen feed flow rate increase, increases the
conversions from run 4.1 to 4.3, in this case from 2.79% to 21.84%. A decrease in the
1-hexene feed flow rate from run 4.1 to 4.2 apparently decreases the hydrogen conversion
- probably as the 1-hexene concentration within the reactive zone is decreased. Note
that run 4.4 is a repeatability test of run 4.3 and that the conditions after run 4.3 were
changed prior to resetting it and performing run 4.4. From runs 4.3 and 4.4 it is clear
that results can be repeated.
From runs 2.2 and 4.2, the different reaction zone designs show different hydrogen
and 1-hexene conversions for similar order of magnitude mass balance errors and the
same conditions, namely 2.85 mol% and 1.69 mol%: a 69% difference. It is thus not
advisable to compare values across the different catalyst zone designs. Furthermore, the
data generated using cage design 2 has been shown to be suspect in most cases. Subse-
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estimation as the mass balance errors were generally small compared to the calculated
conversions and selectivities, as the mass transfer lent itself to standard random pack-
ing mass transfer correlations due to the catalyst design, and as the data set spanned
different feed compositions, feed flow rates, internal flow rates and pressures. Although
the n-hexane and 2-hexene selectivities should sum to 100%, this is not the case in all
the runs. Specifically, in the cases of runs 4.3 to 4.5, the totals of ca. 90% are believed
to be within the error margin. However, the values for runs 4.1 and 4.2 show a ±30%
discrepancy, which is probably the result of low conversion exacerbating measurement
errors.
The exclusion of runs 1.1-3.2 is unfortunate as investigation of the effect of the
reboiler duty cannot be included: runs 4.1-4.5 are all at 350 W. Thus, investigation of
the effect of different internal flow rates will be limited. However, having screened the
data, the resulting data set has a higher quality, it is possible to vest more trust in the
results, and the limitation of the model are more clearly understood.
Lastly, using a manometer, it was possible to show that flooding did not occur if the
flooding top-bottom differential pressure criterion in Section 4.3.3 is applied.
8.2 Comparing the model to experiment
The model converged successfully for the equilibrium and non-equilibrium non-reactive
distillation cases. However, initial attempts at CD simulation failed due to the difficulty
in determining a suitable initial guess and the stiffness introduced into the system by the
addition of the Langmuir-Hinshelwood reaction kinetics. This was partly resolved by
solving the model repeatedly for increasing extents of reaction (from 10 to 100% in 5%
increments) and using the converged solution of each as the initial guess for the next (cf.
homotopy). This allows the good initial guess that nothing is initially adsorbed onto the
catalyst surface (θV = θS). However, for the higher pressure cases of ca. 6·105 Pa(a)),
the Jacobian became ill-conditioned in the vicinity of the solution (usually at ca. 80%
of the full reaction). An additional gradual ramping of the pressure in 10% increments
from 50% to 100% of that desired solved this problem.
Incrementally increasing the extent of reaction, combined with employing a numeri-
cally calculated rather than analytical Jacobian and the non-linearity introduced by the
reaction, significantly increased the solution time of the model - especially for the high
pressure cases where convergence could take as long as 40 min. In practice, the effort
involved to differentiate the equations so as to obtain an analytical Jacobian is not only
strongly advised, but is indeed implemented [Kooijman & Taylor, 1998]. A numerical
Jacobian was used here as it allows for faster, more flexible changes to the system of
equations, though an analytical approach should be considered for future work. The fi-
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with 3.00 GB of RAM. The Fortran compiler was set to maximum optimization and the
calculation processes given the highest CPU priority. Two regression calculations could
be run simultaneously on the separate CPU’s.
The standard inputs to the model are supplied in Table 8.3 and the geometry depicted
in Figure 8.1. The pressures, condenser temperature, reflux ratio, feed flow rates and
feed compositions were adjusted depending on the experimental run considered.
Lastly, in the discussion to follow, low pressure runs will refer to experiments 4.1
and 4.2 at ca. 1.7·105 Pa(a), while high pressure runs will refer to experiments 4.3-4.5
at ca. 6·105 Pa(a). Note that due to the VLE, high pressure also implies a high average
column temperature and vice versa.
8.2.1 Initial guess and bounds
The parameters identified in Table 6.1 were first varied by hand to identify both initial
values and upper/lower bounds for input into n2f2b.f, the bounded version of the Fortran
package NL2SOL. The reason for using bounded regression will be discussed shortly. As
discussed in Section 6.2, the variables to which the model parameters were fitted are as
follows:
• Distillate and bottoms molar compositions of 1-hexene, 2-hexene and n-hexane.
The liquid hydrogen concentrations could not be measured experimentally.
• Complete off-gas compositional analysis.
• Distillate, bottoms and off-gas molar flow rates.
To determine the bounds within which to search for the parameter values, the effect
of mass transfer on each fitted parameter as well as its expected error, was carefully con-
sidered. Bounded optimization was used to prevent the search algorithm from choosing
infeasible parameter values in a highly non-linear problem. If n2f2b.f converged to a
bound of a parameter, this bound was set wider and the regression restarted.
The reaction rate constants were based on the analysis in Section 7, specifically
targeting the catalyst, temperature, pressure and components in the CD column. Addi-
tionally, the standard errors for each of the regressed reaction rate constants are clearly
defined in Table 7.8. As was shown previously in Section 7.7, the internal mass transfer
limitations were not found to be rate limiting when fitting the reaction kinetics. Al-
though, the catalyst in the the CD column’s reactive zone is in the form of extrudates
and not a fine dust as in the kinetic experiments, it was, as a first approach, assumed
that internal mass transfer limitations are negligible, especially since this is a commercial
catalyst specifically designed for hydrogenation. Surface reaction rate constant bounds







































3 stages, 10.2 mm high
6 stages, 111.6 mm high
7 stages, 100.0 mm high
1 stage, 70.0 mm high
1 stage, equilibrium
1 stage, equilibrium
Figure 8.1: Geometric input to the CD system simulation (also see Section 4.3), where
stages refers to the theoretical stages used in the CD column simulation. Note that the
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Table 8.3: Input specifications to the model.
Category Parameter Units Value 1 Value 2
Components Number None 4
Component 1 None Hydrogen
Component 2 None 1-Hexene
Component 3 None 2-Hexene
Component 4 None n-Hexane
Operation Mode None NEQ
Column height m 1.47
Number of feed stages None 2
Number of sections None 2a
Sections Type None Catalyst Structured
Stage Height m 0.01b 0.10
Column diameter m 0.0500 0.0500
Packing height m 0.0306 1.4400
Catalyst weight kg 0.0210
Bulk density kg/m3 700.0
BET m2/g 130.0
Packing density m2/m3 1700.0c
Nominal size m 0.0025
Specific packing surface m2/m3 492.0000
Void fraction m3/m3 0.9000
Channel base m 0.0127
Crimp height m 0.0064
Channel side m 0.0089
Channel flow angle radians 1.0472
Feeds Feed state None 1d 1
Height m 0.70 1.40
Temperature K 298.15 298.15
Pressure Pa(a) 400000.00 400000.00
Vapour fraction m3/m3 Not specified Not specified
Component flow rates
Hydrogen kmol/s 0.0 1.0E-06
1-Hexene kmol/s 0.5E-06 0.0
2-Hexene kmol/s 0.0 0.0
n-Hexane kmol/s 0.0 0.0
Condenser Configuration None Partial
Reflux ratio None 40.0
Condenser temperature K 280.0
Condenser pressure Pa(a) 400000.0
Reboiler Heat duty W 350.0
a This is the number of different sections containing one type of packing. The
program creates additional sections to ensure that the feed points do not enter
in the middle or bottom of a stage.
b This is the desired stage height. The program chooses the closest value to this
that will ensure a whole number of stages.
c This value is estimated and based on the dimensions of the catalyst extrudates
(see Section 4.1).
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Table 8.4: Table 6.1 deviations of predicted parameter values when regressed against
CD 1-hexene hydrogenation data using the CD model.
Parameter snsa Run number
4.1 4.2 4.3 4.4 4.5
Regressed values
krandomL 1 0.20 - 0.75 1.06 1.06
krandomV 2 0.20 - 0.05 0.05 0.05
kdes 3 0.96 - 1.97 2.00 2.00
kiso1/2 4 0.20 - 2.00 2.00 2.00
Kiso1/2 5 2.10 - 1.01 1.00 1.00
Kdes 6 1.76 - 1.02 1.00 1.00
kH2 7 1.42 - 1.43 1.57 1.57
KH2 8 1.00 - 1.14 1.13 1.13
kads 9 0.26 - 3.65 3.50 3.50
Kads 10 2.00 - 0.45 0.44 0.44
Statistics
s 3.67E-02 - 8.43E-02 1.33E-01 1.32E-01
CV 15.94 - 37.25 58.88 58.20
a The scaling factor used in the regression analyses.
However, the particle size used in the reaction kinetic experiments was small com-
pared to the size of the extrudates. The external mass transfer limitations in the CD
column could thus be very different to that in the kinetic experiments. Thus, the trust in
the accuracy of the regressed adsorption and desorption reaction rate constants, which
include external mass transfer effects, were low and their initial bounds were thus chosen
widely.
Both the liquid and vapour phase mass transfer coefficients were determined based
on correlations for random packing in a non-reactive environment. Furthermore, these
correlations are based on random packing used in industry, which have much larger
effective diameters than the catalyst used in the CD column. It was thus expected that
there could be a larger error in the predicted liquid and vapour mass transfer coefficients
as applied to this specific application in the CD hydrogenation column. Again, wider
initial bounds were chosen.
8.2.2 Regression analysis
Table 8.4 shows the regression results. Due to the extreme non-linearity of the problem
and the fact that numerical calculation of the Jacobian is computer resource intensive,
it was very difficult to converge the model to a solution. For example, run 4.2 did
not converge. This could be due to a bad initial guess. However, the main difficulty
was that the damping factor, which is involved in choosing the step length towards the
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the optimum could not be determined accurately. Investigation of the Jacobian showed
several orders of magnitude differences between some of the differential elements: mainly
those concerned with the energy balance and reaction rates.
In the case of run 4.2, attempts to scale the Jacobian, the independent variables,
and the MESH and regression error equations failed. Also, neither lowering the min-
imum step length nor different paths to full reaction and pressure (see Section 8.2)
succeeded. It should be noted that at high pressures and temperatures, such as in
runs 4.3-4.5, convergence became more difficult. This was probably due to the higher
temperature increasing the stiffness of the problem by significantly increasing the re-
action rate constants via the Arrhenius equations thus increasing the influence of the
non-linear Langmuir-Hinshelwood kinetics on the system of equations. However, in the
cases of runs 4.3-4.5 convergence was possible by slowly (in 5% increments) increasing
the column pressure.
Run 4.1 could be fit to a reasonable accuracy with a CV of 16%, while the best fit
for the highe pressure runs was obtained for run 4.3 with an acceptable CV (less than
40%) of 37.25%. At low pressures, KH2 was predicted well with virtually no adjustment
required, whereas at high pressures an adjustment of ca. 14% was required. At higher
pressures, Kiso1/2 and Kdes were predicted correctly, while at lower pressure significant
adjustment (ca. 100%) was required.
In general the liquid mass transfer coefficient of 0.0051 used in the Onda et al. [1968]
correlation (eq. 5.42) is out be less than 6% at high pressures, though it is 80% at out at
the low pressure runs. However, the vapour phase mass transfer coefficient had to be re-
duced significantly by 80-95%. As discussed earlier, it is not surprising that adjustment
is required as the used random packing correlation was not fit on catalysts. The adjust-
ment could also be due to incorrect estimation of the packing density (1700 m2/m3).
From Table 8.2, runs 4.3-4.5 have the largest mass balance errors (5.9-8.0%). It is
thus not surprising that the 4.3-4.5 fits exhibit poor accuracy and that it is associated
with a large error (84%) in one of the main streams, namely the distillate. In the case
of run 4.1, prediction of the distillate 2-hexene value is out by an order of magnitude,
namely 108%. This also has an effect on the distillate n-hexane and 1-hexene off-gas
errors.
In terms of the KPI’s, they appear to be poorly predicted at the lower pressure runs.
The hydrogen conversion is out by -36% and the 1-hexene by -27.8%. In constrast, the
values at the high pressure runs are respectively 2.3 and -2.5%. However, note that
a small absolute error for the small conversions in run 4.1 (2.8 and 5.2%) will have a
much larger relative effect than for the same error in the high pressure runs (21.7 and
66%). In general, the CV values still indicate that the lower pressure runs are better
predicted. Furthermore, the trends observed in the KPI’s are similar to that observed
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Table 8.5: Comparison between the experimental and predicted fitted parameters for
runs 4.1 and 4.4 as examples of low and high pressure runs respectively.
Parameters Component Run 4.1 Run 4.4
Exp. Model Error % Exp. Model Error %
Composition [mol/mol]
Distillate 1-Hexene 0.98 0.97 -1 0.34 0.38 12
2-Hexene 0.01 0.02 179 0.25 0.32 25
n-Hexane 0.01 0.01 -38 0.37 0.30 -20
Bottoms 1-Hexene 0.95 0.96 1 0.36 0.35 -2
2-Hexene 0.02 0.02 -21 0.23 0.17 -25
n-Hexane 0.03 0.02 -17 0.39 0.48 21
Off-gas Hydrogen 0.89 0.93 5 0.97 0.98 1
1-Hexene 0.11 0.07 -40 0.01 0.01 -29
2-Hexene 0.00 0.00 a 0.00 0.01 a
n-Hexane 0.00 0.00 a 0.01 0.01 -54
Flow Rates [kmol/s]
Distillate Mixture 1.11E-07 8.80E-08 -20.3 1.23E-07 1.96E-08 -84.1
Bottoms Mixture 3.48E-07 4.03E-07 15.7 3.66E-07 4.93E-07 34.5
Off-gas Mixture 5.91E-07 5.71E-07 -3.3 8.72E-07 8.62E-07 -1.1
KPI’s [mol%]
XH2 2.8 1.8 -36.0 21.8 22.3 2.3
X1Hx 5.2 3.8 -27.8 66.0 64.3 -2.5
SnHx1Hx 38.2 48.7 27.6 55.8 71.8 28.7
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Table 8.6: Sensitivity analysis for the regressed parameters for the low and high
pressure cases (runs 4.1 and 4.4).
Parameter Run 4.1 Run 4.4
XH2 X1Hx SnHx1Hx XH2 X1Hx SnHx1Hx
kL -1% -0.41 -0.37 -0.03 -0.28 -0.28 0.00
+1% 0.41 0.34 0.08 0.27 0.28 0.00
kV -1% -0.07 -0.04 0.01 0.16 0.16 -0.04
+1% 0.07 0.01 0.05 -0.16 -0.16 0.03
kdes -1% 0.00 -0.09 0.09 -0.07 -0.07 -0.02
+1% 0.00 0.08 -0.08 0.07 0.07 0.02
kiso1/2 -1% 0.07 0.58 -0.52 -0.03 -0.03 -0.04
+1% -0.07 -0.59 0.56 0.03 0.03 0.03
Kiso1/2 -1% -0.07 -0.31 0.28 -0.10 -0.10 -0.11
+1% 0.00 0.30 -0.27 0.09 0.09 0.10
Kdes -1% 0.00 -0.19 0.19 -0.11 -0.11 -0.13
+1% 0.00 0.18 -0.15 0.11 0.11 0.12
kH2 -1% 0.34 0.19 0.16 -0.10 -0.11 0.00
+1% -0.34 -0.22 -0.13 0.10 0.11 0.00
KH2 -1% 0.00 0.00 0.00 0.02 0.02 0.01
+1% 0.00 0.00 0.00 -0.02 -0.02 -0.01
kads -1% -0.07 0.03 -0.09 -0.03 -0.03 -0.14
+1% 0.07 -0.03 0.09 0.03 0.03 0.14
Kads -1% -0.34 -0.73 0.41 -0.10 -0.10 -0.10
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Table 8.7: Equations and averaged values describing the deviation of mass transfer and
reaction rates from that predicted.
Correlation R2





− 2.43 · 10−2 0.908





− 3.36 · 10−2 1.000
























sns(7) = 1.50 Average
sns(8) = 1.10 Average












The parameters were then fit as discussed in Section 6.2 and the results are shown
in Table 8.7. Since the model is already very non-linear and difficult to converge, it was
decided to minimize the addition of more non-linearity. As the adjustments for kH2 and
KH2 do not vary much, these values were averaged.
The equations in Table 8.7 indicate very good fits, i.e. an R2 close to 1. This is
misleading as, although four points were used, the three runs 4.3-4.5 data points are at
very similar temperatures with only run 4.1 at the lower temperature since run 4.2 did
not converge. Thus, neither the equations nor constants should be extrapolated outside
the range of 350-380 K!
8.2.3 Mass transfer coefficients and reaction rate constants
The liquid phase mass transfer coefficient (kL) appears to be very well predicted by the
standard random packing correlations at the higher temperatures and pressures of runs
4.3 to 4.5 where the standard 0.0051 is out by only 6%. At the lower pressures (and
temperatures) of run 4.1 the current regression analyses require a significant adjustment
of 80%.
The vapour phase mass transfer coefficient is significantly smaller than that predicted
from the standard correlations and ranges by a factor of 0.20 to 0.05.











8.2. COMPARING THE MODEL TO EXPERIMENT 111
conversion is most sensitive to the liquid phase mass transfer coefficient, which would
indicate a relatively fast reaction compared to VLE interphase mass transfer. This
also holds for the higher pressure runs where a 1% change in the liquid phase mass
transfer coefficient results in a 0.28% change in the hydrogen conversion - the largest
response in Table 8.6 at high pressures. Additionally, the vapour phase coefficient also
has a significant influence on the hydrogen conversion. It should be noted that, at low
pressures, the effect of kH2 and Kads are in the same order of magnitude. However,
in terms of hydrogen conversion, it appears that the liquid and vapour mass transfer
coefficients are most significant.
The 1-hexene conversion is most sensitive to the 1-hexene absorption equilibrium
coefficient at lower pressures. At higher pressures, the mass transfer coefficients also
dominate as with the hydrogen conversion.
At low pressures, the sensitivity is most affected by the rate of addition of the first
hydrogen to the adsorbed alkene. At higher pressures, this appears to shift to the rate
of alkene adsorption and the desorption equilibrium coefficient. The interphase mass
transfer coefficients appear to have a negligible effect on the selectivity.
The deviation in the predictions of the alkene adsorption reaction rate constant
(kads), the rate of addition of the first hydrogen to the adsorbed alkene (kiso1/2), and
the rate of desorption (kdes) all increase significantly from the low to high pressure runs.
At the higher pressures, these parameters are underpredicted. In contrast, the deviation
in the alkene adsorption equilibrium coefficient (Kads) decreases and it is overpredicted
at the higher pressures. From Table 8.6, at high pressures the model appears to be most
sensitive to these parameters. The standard error of these parameters are thus low and
a high confidence is attached to their regressed values.
In terms of the adsorption and desorption coefficients, it is possible that external
mass transfer limitations may be prevalent in the CD column, thus altering the effective
rate coefficients. However, these values appear to be underpredicted, which is curious as
it is unlikely that the external mass transfer around the catalyst extrudates in the CD
column would be better than that of the fine catalyst used in the semi-batch reactor.
Another explanation (and one which was not incorporated in the model) is that
of heat transfer limitations. If heat transfer to and from the catalyst is limited, the
catalyst temperature will increase as heat generated by the exothermic reaction cannot
be removed quickly enough.
If this hypothesis is true, the reaction rates to which the model are sensitive should
be underpredicted and would require an adjustment larger than one. Similarly, it would
require an overprediction in the equilibrium constants to which the model are sensitive.
As shown above, this is true for the high pressure cases.
To verify the assumption, the Mears and Weisz-Prater criteria for external and inter-
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to the average conditions observed for low pressure runs 4.1 and 4.2, and high pressure
runs 4.3-4.5. The analysis indicated that for runs 4.1 and 4.2 there are no external
(Mears: 0.0483 < 0.15) nor internal (CWP = 0.53 << 1) mass transfer limitations. How-
ever, for runs 4.3-4.5 external (Mears: 1.29 > 0.15) and internal (CWP = 12.77 >> 1)
mass transfer limitations cannot be neglected. This strengthens the hypothesis that in-
ternal heat and mass transfer limitations become significant towards the higher pressure
expressions.
Consequently, the equations in Table 8.7 are applicable only to the current system
and within the sample space considered. These equations are empirical and compensate
for the fact that internal and external mass and heat transfer limitations were not
incorporated in the model. They are specific to the current system and should not
be applied outside of the sample space used to fit them. Despite their empirical nature,
they can still supply valuable insight into the CD hydrogenation system considered in
this study.
With this information, it is now possible to explore the effect of process variables on
the KPI’s within the sample space of interest.
8.3 Effect of different variables on the CD hydro-
genation system
In the following discussions, all the y-axes of a specific KPI or variable will be plotted
on the same axis scale to allow direct order of magnitude trend comparisons between
different graphs. In some cases a data point may thus fall outside a graph. The data was
generated at 4.0·105 Pa, which is central to the 1.7-6.3·105 Pa sample space considered.
The full set of base conditions is supplied in Table 8.3.
The liquid and vapour phase compositions at these base conditions are shown in
Figure 8.2. Starting just above the reboiler, ca. 1.5 m from the top of the column, there
is a step change in (especially) the vapour phase compositions where the non-condensable
hydrogen feed point is located. Moving up along the height of the system, it is clear
that the hydrocarbon feed point does not have a marked effect on the compositions,
but that there is a significant change close to the top, on stages 2-4, where the reactive
zone is located. This is followed by large changes in the partial condenser where the
temperature is dropped to ca. 280 K (6.25◦C).
Figure 8.3 illustrates the temperature profile at these base conditions. Since the
components are very close boiling the temperature gradient along the height of the
column is less than 1 K, except in the reactive zone where the cold liquid reflux first
enters the column. It is thus not surprising that there is a very steep temperature
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each other closely, which is the results both of the good vapour-liquid heat transfer and
close-boiling nature of the components.
8.3.1 Pressure
From Section 2, literature indicates that an increase in pressure increases the alkene
conversion and also increases the selectivity towards the alkane rather than the isomeric
product. This increase in selectivity is clearly reflected in Figure 8.4a. Since the model
assumes that hydrogen is consumed only in the hydrogenation reaction and not in the
isomerization reaction, the hydrogen conversion also increases as expected.
The reason for the observed trends in conversion and selectivity is a complex inter-
action between several reaction rates, equilibrium coefficients and vapour mass transfer
coefficients.
Figure 8.4b shows the temperature increase in the reactive zone as a function of the
changing pressure. This increase has a significant effect on the reaction rate constants
as shown in Figure 8.4c and also decreases the vapour phase mass transfer coefficient.
The fact that the liquid temperature on stage 2 passes a maximum is difficult to explain.
However, it is probable that the reduction in the 2-hexene reactant concentration in the
reactive zone (Figure 8.4e) is reducing the amount of exothermic reaction heat generated.
Where the liquid temperatures for stages 3 and 4 are leveling off, stage 2 is more quickly
affected as it is in direct contact with the cold, falling condenser reflux, which starts to
cool it down.
In terms of the reaction rate constants, Figure 8.4c indicates a rapid increase in
the 1-hexene adsorption rate, yet Figure 8.4f indicates that the surface concentration
of adsorbed 1-hexene decreases. This can be because of 3 possibilities: (1) the driving
force is less, i.e. the liquid concentration of 1-hexene is decreasing, (2) there is another
reaction rate that is also increasing to consume adsorbed 1-hexene and/or (3) another
surface species is displacing the 1-hexene from the surface.
Figure 8.4f indicates that the hydrogen surface concentration is increasing rapidly
and adsorbing competitively with the 1-hexene. Therefore, although the 1-hexene bulk
concentration remains relatively constant (Figure 8.4e) while its surface coverage de-
creases, thus increasing its adsorption driving force, the hydrogen adsorption is still
preferred.
It is interesting to note that the hydrogen liquid concentration is essentially zero
(Figure 8.4e) indicating that vapour-liquid interphase mass transfer limitations cannot
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Temperature, T [K]
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Figure 8.3: Predicted temperature profile for the input specifications defined in
Table 8.3.
8.3.2 Hydrogen feed flow rate
From Figure 8.5a, an increase in the hydrogen feed flow rate decreases the hydrogen con-
version, but increases the 1-hexene conversion. At first glance the increase in selectivity
thus appears counter-intuitive. Since the model assumes only isomerization and hydro-
genation to occur, the moles of hydrogen converted are equal to the n-hexane produced.
A decrease in hydrogen conversion should thus prompt n-hexane production to decrease
while the fact that 1-hexene conversion still increases should indicate an increase in
2-hexene production to compensate: thus the selectivity of 1-hexene towards n-hexane
should decrease. However, from eq. 6.23, this is only true at a constant hydrogen feed
flow rate and in this case the increase in the latter dominates the equation and effects
an increase in selectivity.
As expected, an increase in the non-condensable hydrogen decreases the tempera-
ture in the reactive zone, as indicated in Figure 8.5b. From Figure 8.5f, the hydrogen
availability on the surface increases, which must be because the hydrogen adsorption
equilibrium constant dominates, since the VLE equilibrium constant increases by 5-12%
and the adsorbtion reaction rate constant (Figure 8.5c) decreases by ca. 70% - both
of which should decrease the hydrogen availability. Note that, since the equations are
non-linear, the magnitude of the input disturbance does not necessarily cause an equally

































































































































































(f) Surface species concentrations
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From Figure 8.5a, the increase in the hydrogen feed flow rate increases the yield of
n-hexane (based on the 1-hexene fed and the n-hexane reporting to the bottoms stream)
from 6.8 to 26.9 mol% and also increases the purity of the bottoms product from 9.5 to
41.1 mol% n-hexane. However, there is an 8% reduction in the bottoms molar flow rate as
more organics now exit with the off-gas due to a higher fraction in the non-condensable.
8.3.3 Recycle ratio
From Figure 8.6a, there is very little benefit in terms of the conversions, yield and
selectivity to increase reflux ratio. Again, the reactive zone temperature is not signifi-
cantly affected and there are thus negligible changes in the reaction kinetics and vapour
mass transfer coefficient. However, there is a significant improvement of ca. 0.10 to
0.22 moln−hexaneinbottoms/mol1−hexenefed in the n-hexane recovery to the bottoms stream
by increasing the recycle ratio from 15 to 50. This is expected from distillation theory
since (with all other variables constant) there is a maximum separation efficiency that
can be achieved in any distillation column as the recycle ratio is increased [Seader & Hen-
ley, 1998]. Thus, there is a recycle ratio beyond which no improvement in separation can
be achieved. Since neither the conversions, yield nor selectivity change significantly, the
improvement in the n-hexane recovery is essentially solely attributable to the enhanced
separation.
8.3.4 1-Hexene feed flow rate
As is clear from Figure 8.7, a decrease in the 1-hexene conversion significantly decreases
the 1-hexene conversion from ca. 80 to 40%. The yield and selectivity of n-hexane also
decreases significantly. The hydrogen conversion increases slightly (less than 1%). All
these variables appear to approach some optimum as their gradients start to decrease.
The recovery of the n-hexane to the bottoms passes a maximum of ca. 14% at ca. a
5 kmol/s 1-hexene feed flow rate.
The reactive zone liquid temperature indicates a negligible change, which is reflected
in a negligible change in the reaction rate constants. The vapour phase mass transfer
coefficient also essentially remains constant.
From Figure 8.7f, it appears that the decrease in the 1-hexene conversion is at-
tributable to the reaction rate constants, which preferentially allows one of the half-
hydrogenated states to build up on the catalyst surface. This increase causes a similar
decrease in the hydrogen availability on the surface. Both the half-hydrogenated state
and adsorbed hydrogen surface concentration appear to approach an optimum value,


































































































































































(f) Surface species concentrations
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8.3.5 Variables not affecting the KPI’s
The following variables were found not to have an appreciable effect on the KPI’s:
• Condenser temperature.
• Hydrogen feed location.
• 1-Hexene feed location.
All of them share the common fact that they do not appreciably affect the column
temperature.
The condenser temperature (Figure 8.8) has little effect due to sufficiently high
vapour-liquid heat transfer coefficients that allow the entering reflux to quickly adjust
to the temperature of the rising vapour (see Figure 8.3).
Since hydrogen is non-condensable, shifting its feed location (Figure 8.10) has a neg-
ligible effect on the temperature within the reactive zone - as long as it is fed below the
reaction. It is clear, however, that the hydrogen feed location must become significant
at some point as, if the hydrogen is fed above the reactive zone, the VLE and hydro-
gen concentration within the reactive zone would be significantly different. To ensure a
significant amount of hydrogen, it must be fed below the reactive zone, otherwise only
the small amount of dissolved hydrogen (cf. Figures 8.10e) from the condenser will be
recycled back into the column.
The 1-hexene feed location (Figure 8.9) can at best shift the 1-hexene concentration
within the reactive zone. However, this has little effect on the reactive zone temperature
since the organic components present (namely 1-hexene, 2-hexene and n-hexane) are
very close boiling. Thus, a change in their composition has little effect on the column
temperature profile. In any event, Figure 8.9e indicates that a change in the 1-hexene
feed location has negligible effect on the 1-hexene concentration in the reactive zone.
8.4 Summary of results
The CD system was operated and generated data successfully. The highest quality data
was then identified and used to fit the deviation factors of the reaction kinetic and
vapour-liquid mass transfer coefficients for the specific system.
It proved to be difficult to fit the model to experimental data. This was due to
several factors:
• Inaccuracies introduced by instrumentation.
• Complex, non-linear reaction kinetics.


































































































































































(f) Surface species concentrations
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To eleviate these issues, the following can be recommended for future work:
• Installation of a larger quantity of temperature measuring devices in and around
the reactive zone to increase the temperature resolution in the zone.
• More detailed, separate studies of the vapour-liquid mass and heat transfer on the
catalyst.
• The use of analytical derivatives during calculation of the Jacobian.
The resulting mathematical description of the model fit the data to a reasonable
accuracy (CV < 40%) and exhibited the correct trends in the KPI’s. The KPI’s were
less well predicted at the lower pressures and were out by as much as 36%. At higher
pressures, the conversions were predicted to within several percent.
Significant adjustments were necessary to the mass transfer and reaction rate con-
stants in order to make the model fit the experimental data. Adjustment to the vapour-
liquid mass transfer coefficients was not unexpected due to the different catalyst ge-
ometry used in the CD column compared to the semi-batch kinetics experiments (see
Section 4). Adjustments to the reaction rate constants suggested the possibility of in-
ternal and external catalyst heat and mass transfer limitations.
The KPI’s were found to be sensitive to the vapour-liquid mass transfer coefficients
as expected.
Pressure and the hydrogen feed flow rate were found to influence the KPI’s signifi-
cantly. In both cases it appeared that the temperature was the main driving force for
change as it significantly affected the reaction kinetics and mass transfer coefficients.
It was found that inclusion of Langmuir-Hinshelwood kinetics can elucidate macro-
scopically observed effects by explaining the catalyst surface coverage.
The following is recommended for future research:
• Inclusion of internal and external mass and heat transfer effects.
• Testing of the wetting characteristics of the catalyst.
• Experimental verification of the findings.
• Adjustment of the catalyst properties to the compliment kinetics and mass transfer
trends. A better understanding of the Langmuir-Hinshelwood kinetics and the way
they interact with the rest of the system could allow the design of catalysts tailored























Fundamental Langmuir-Hinshelwood kinetics were derived for the particular reactive
system and fit to experimental data with an acceptably accurate coefficient of variation
of less than 40%. It was shown that the 1-hexene and hydrogen adsorption rates were
rate controlling in this particular case. A rigorous CD model was also developed based
on a standard non-equilibrium model with the included fundamental reaction kinetics.
The deviations of the predicted mass transfer coefficients and reaction kinetics were
then determined by fitting predictions to the experimentally generated 1-hexene CD
hydrogenation data for a low (1.7·105 Pa) and high pressure (6·105 Pa) case. Although
the non-linearity of the system made regression difficult, it was possible to fit a low and
high pressure case with a coefficient of variation of less than 40%.
The sensitivity of the model to the reaction kinetics and vapour-liquid mass transfer
coefficients could be determined. The system appeared to be most sensitive to the
column pressure and the hydrogen feed flow rate. Both have a significant effect on
the average temperature in the reactive zone, which in turn as a strong effect on the
reaction kinetics and vapour-liquid mass transfer coefficients. In contrast, the condenser
temperature, 1-hexene feed flow rate, 1-hexene feed location and hydrogen feed location
had a negligible effect, while the reflux ratio was (as expected) only significant at low
values where it influences the column’s separation efficiency.
Thus, it is believed that the goal has been met.
In terms of the key questions, internal and external catalyst mass and heat transfer
were found to be significant in the CD experiments. Their effects could be compensated
for via empirically fitting the deviation of their observed values to that predicted. The
validity of the regressed process parameters was tested via several statistical techniques,
including the coefficient of variation, which is an indication of the “goodness” of the fit.
The impacts of the process parameters were considered via case studies and sensitivity
analyses.
Using the final CD model, it was shown at lower pressure that the hydrogen con-












128 CHAPTER 9. CONCLUSIONS
and the liquid phase mass transfer coefficient. The 1-hexene conversion is also sensitive
to these parameters, but twice as sensitive to the 1-hexene adsorption equilibrium. Ad-
ditionally, the reaction step involved in the first hydrogen addition is also significant.
In terms of selectivity, it is this reaction step and the 1-hexene adsorption that controls
n-hexane selectivity.
Towards higher pressures, vapour-liquid mass transfer dominates both the hydrogen
and 1-hexene conversions. Selectivity appears largely insensitive to any of the parame-
ters, though it is most affected by the 1-hexene adsorption and n-hexane desorption.
An increase in the hydrogen feed flow rate increases the recovery of n-hexane to the
bottoms product. However, it also decreases the bottoms flow rate and the hydrogen
conversion, which indicates that there must be an optimal economic operating point.
An increase in the 1-hexene feed flow rate causes the n-hexane recovery to the bottoms
to pass a maximum. This is caused by competitive adsorption between the hexenes and
hydrogen, which diminishes the hydrogen surface coverage on the catalyst.
Thus, it is believed that the hypothesis has been met: rigorous modelling of vapour-
liquid mass transfer and reaction kinetics add value to our understanding of the macro-













It is recommended that effort be expended towards analytically calculating as much of
the Jacobian as possible. This upfront time investment can greatly facilitate analysis
later.
Analysis of the data has highlighted several aspects that may be improved upon in
future experiments.
In terms of the physical system, a more accurate, online manometer is suggested to
measure the pressure fall across the reactor. Pressure drop can then be included in the
model for data fitting purposes. It can also be used to monitor column flooding and
liquid holdup. The temperature profile resolution in the reactor should also be increased,
especially in the reactive zone where calculations show a sharp temperature gradient.
Liquid mass flow meters may also improve the mass balance.
Most importantly, it is recommended to make predictions based on the regressed
model and to experimentally verify the model at other values within the data space
considered. The pressure and temperature range can also be expanded. Considering very
different reaction systems, such as e.g. etherification, is not currently recommended.
The kinetics model should be reassessed. Though it describes the data, the negative
activation energies are most probably not fundamentally interpretable. This could be
due to numerical convergence errors, experimental errors, activation energies close to
zero that direct the search algorithm to negative values, the insensitivity of the model
to those parameters within the region of interest, a high degree of correlation between
parameters (see Section 6.1) and/or the fact that the model is fundamentally not an
accurate description of the system. Since a high degree of correlation has been found
and since the model is insensitive to several of the reaction steps after the initial hydrogen
and alkene adsorption, the problem could be there. More experimental data, including
data at more severe conditions, may elucidate the true reaction kinetics.
Several variables may still be considered without alteration to the CD column or the
reaction system itself. These include experimentally changing the 1-hexene feed location,
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third hydrocarbon feed component such as one with a lower hydrocarbon number, say n-
pentane, that will increase the temperature gradient in the column, but not the operating
pressure, which has only been tested up to 6·105 Pa(a).
Lastly, the external and internal mass transfer effects within the catalyst should
be better understood, both via predictive modelling and experimentation. It is rec-
ommended that this be approached in a separate experimental system (similar to the
approach followed to determine the reaction kinetics) and then built into the CD column
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A.1 Changes to the existing CD system
The improved CD system P&ID is supplied in Section 4 and may be compared to the
original supplied in Nieuwoudt [2005]. For convenience, equipment specifications sup-
plied in this reference are updated in Appendix A.2 and updated operating procedures
are supplied in Appendix A.3. Front and back views of the final system are shown in
Figure A.3.
A decision was made to reduce the reboiler liquid inventory to facilitate faster process
dynamics. The internal heating element was thus replaced with an external band heater
for this smaller reboiler, which also addressed some safety concerns regarding a possible
fire hazard.
In the previous reboiler level detection design, a vertical glass tube spanning most
of the height of the reboiler was connected near the top and bottom of the reboiler
and three optical level sensors used to test for the presence of liquid at point locations.
However, this design functioned only intermittently. After it was established that this
was due to a thermosiphon effect that circulated liquid through the glass tube used for
optical level detection, the glass tube was moved to the bottom of the reboiler and a
float with an aluminium rod hanging down into the glass tube used. As the aluminium
rod passed between the optical level transmitter and receiver, the electronic circuit was
opened and the rod and level simultaneously detected. Experimentation with different
floating devices and materials found a hollow aluminium cylinder (see Figure A.2) to be
most suited to this application.
The original solenoid valves were found not to be resistant against 1-hexene/n-hexane
operation and were replaced by pneumatically actuated Swagelok valves. The backpres-
sure regulator was found to have insufficient accuracy at the lower pressures of interest
and was similarly replaced by a pneumatically controlled backpressure regulator.
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Figure A.2: Photo of the final float used in the reboiler.
(a) Front view. (b) Rear view.











150 APPENDIX A. CD SYSTEM SPECIFICATIONS
A tie-in was thus made to a nearby micro-GC-TCD for analyses and a nitrogen reference
gas with known flow rate fed into the of-gas stream via an additional mass flow controller
to later determine the total flow of the mixture and to sufficiently dilute the organics
present in the off-gas to meet the GC-TCD input requirements (see Section 4.4).
Fendt [2008] suggested an alternative operating philosophy for the partial condenser
level control. Instead of on/off opening of the condenser drain line (via Sol-D) the
manipulated variable was shifted to the reflux pump rate and a constant distillate flow
rate chosen. One of the redundant reboiler optical sensors was moved to the condenser.
The resulting 4 point level optical sensors were then used as follows: 1 to protect the
pump against a low level (LLA) in the condenser; 3 used to estimate the required pump
flow rate. The LLA tripped the system. The result was much stabler operation, though
some manual fine-tuning was required to choose a suitable distillate rate. The dynamics
of the condenser level control system improved considerably.
Due to the Eskom power crisisa in South Africa during many of the experiments, the
system was fully shifted to the uninterrupted power supply (UPS). As the pneumatic
valves were dependent on an air compressor that was not on UPS, the pneumatic system
was tied into pressurized cylinder gas. When the compressor output pressure dropped
below 3-4·105 Pa(g), the cylinder gas would take over from the compressor to drive the
pneumatic system (typically for 2-3 hours).
Fluctuating tap water pressure resulted in unacceptable variations in the tap water
coolant flow through the partial condenser. This was solved by purchasing a water tank
kept level by a float valve. A submerged centrifugal pump in the tank than pumped water
through a control valve, a rotameter and the condenser and out to drain independent of
the tap water feed pressure. The water was not circulated back to the tank as calculations
showed that heat would build up in the circulation loop.
The refrigerator was replaced after breaking down and the new refrigerator placed
on the ground in the frame to reduce the vibrations transmitted to the frame. The
reboiler outlet tank and balance was also moved off the frame to the ground to ensure a
liquid level below the reboiler liquid level and proper drainage for low pressure operation.
Both the reboiler and condenser drain line diameters were increased to 1
4
” (ca. 6 mm)
to reduce frictional losses.
Other changes were small or software related. In terms of software the computer
algorithm and data logging were optimized to reduce their resource requirements and
several enhancements were made to the GUI and error handling system to simplify the
controls for other users. The partial condenser level control was significantly augmented.
Electronic problems were few and mainly concerned with inconsistencies in the electrical
aEskom is an electricity supplier that provides 95% of the electricity used in South Africa [ESKOM,
2009]. By the year 2007 its supply margin available for peak usage had shrunk considerably, in part
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power supply rather than the electrical designs themselves.
A.2 Selected equipment datasheets
Table A.1: Catalytic Distillation column data sheet.
CATALYTIC DISTILLATION COLUMN Tag(s) CD-1
DATA SHEET Description Simultaneous reaction-separation
Operating data
No. required 1 None
Non-reactive section Structured packing None
Reactive section Ni/Al2O3 catalyst None
Column shell
Sections Section type 1
Amount available 3 None –Length 490 mm
Types 2 None –Amount used 3 None
Inner diameter 49.25 mm Section type 2
Outer diameter 60.33 mm –Length 416 mm
Thickness 5.54 mm –Amount used 0 None
Corrosion allowance None mm Total height 1470 mm
Volume 2.5 dm3 MOC SS AISI 316 None
Non-reactive structured packing
Type Sulzer CY None Channel
Void fraction 0.965 None –Base 7.5 mm
Packing surface area 708 m2/m3 –Side 5.65 mm
Crimp height 4.25 mm –Flow angle rel. horiz. 45 ◦
Layer height 160 mm Packing height 1440 mm
Diameter 50 mm MOC SS AISI 316 None
Reactive section
Type “Tea bag” None Catalyst Ni/Al2O3 None
Reaction Hydrogenation None Catalyst weight 21 g
Reboiler
Type Heating band None Heating element
Vessel –Geometry Band None
–Diameter 60 mm –Maximum power 1000 W
–Height 200 mm –Nominal power 650 W
–Volume 0.57 dm3
–MOC SS AISI 316 None
Glass level indicator
Location Reboiler bottom None Glass tube
Metal connections –Nominal pressure 2-6 bar
–Inner diameter 0.194 inch –Length 166.5 mm
–Outer diameter 0.250 inch –Outer diameter 6 mm
–Thickness 0.028 inch –Inner diameter 3 mm
–MOC SS AISI 316 None –Thickness 1.5 mm
–Working pres. (max.) 276 bar –MOC Glass None
Glass-metal connection Graphite ferrules None –Safe working pressure 30 bar
Other related equipment
Partial condenser C-DP None Storage tanks T-HC, T-DC6, T-
BC6
None
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Table A.2: Partial condenser data sheet.
PARTIAL CONDENSER Tag(s) C-DP
DATA SHEET Description Partial condenser for distillate
Operating data
No. of units required 1 None Sections (top to bottom)
Type Shell and tube mm –Number 4 None
Shells per unit 2 None –Section 1 Gas inlet chamber None
Surface area per unit 57453 mm2 –Section 2 (shell) Tap water None
Surface area per shell See below mm2 –Section 3 (shell) Glycol None
Total heat removed 650 W –Section 4 Reflux chamber None
Performance of section 2
Shell side Tube side
Fluid circulating Tap water None Fluid circulating N/A -
Vapour N/A - Vapour 1-Hexene None
N/A - n-Hexane None
Liquid Water None Non-condensables Hydrogen None
Heat removed 250 W
Performance of section 3
Shell side Tube side
Fluid circulating 50/50 Gly-
col/Water
None Fluid circulating N/A -
Vapour N/A - Vapour 1-Hexene None
N/A - n-Hexane None
Non-condensables N/A - Non-condensables Hydrogen None
Heat removed 400 W
Construction of section 1: Gas inlet chamber (top)
MOC SS AISI 316 None Baffles
Shell –Amount 0 None
–Number of shells 1 None –Spacing N/A mm
–Inner diameter 50 mm –Diameter N/A mm
–Outer diameter 56 mm –Baffle cut N/A mm
–Thickness 3 mm –Thickness N/A mm
–Length (excl. flanges) 21.44 mm –MOC N/A None
–Volume 42 ml Inlet and outlet
Flanges –Outer diameter 0.875 inch
–Outer diameter 106 mm –Inner diameter 0.745 inch
–Height 10 mm –Thickness 0.083 inch
Total section height 34.44 mm
Construction of section 2: Tap water
MOC SS AISI 316 None Baffles
Shell –Amount 2 None
–Number of shells 1 None –Spacing 19.33 mm
–Inner diameter 50 mm –Diameter 50 mm
–Outer diameter 56 mm –Baffle cut 15 mm
–Thickness 3 mm –Thickness 1 mm
–Length (excl. flanges) 60 mm –MOC SS AISI 316 None
–Volume 118 ml Inlet and outlet
Flanges –Outer diameter 0.500 inch
–Outer diameter 106 mm –Inner diameter 0.402 inch
–Height 10 mm –Thickness 0.049 inch
Total section height 80 mm
Construction of section 3: Glycol
MOC SS AISI 316 None Baffles
Shell –Amount 7 None
–Number of shells 1 None –Spacing 21.5 mm
–Inner diameter 50 mm –Diameter 50 mm
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Table A.2: Partial condenser data sheet (cont’d).
–Thickness 3 mm –Thickness 1 mm
–Length (excl. flanges) 180 mm –MOC SS AISI 316 None
–Volume 353 ml Inlet and outlet
Flanges –Outer diameter 0.500 inch
–Outer diameter 106 mm –Inner diameter 0.402 inch
–Height 10 mm –Thickness 0.049 inch
Total section height 200 mm
Tubes
Number of tubes 12 None Working pres. (max.) 276 bar
Configuration Staggered None Outer diameter 0.250 inch
Material of construction SS AISI 316 None Inner diameter 0.194 inch
Bundle diameter mm Thickness 0.028 inch
Shell bundle clearance 10.58 mm Length (excl. flanges)
Surface area –Section 2 60 mm
–Section 2 14363 mm2 –Section 3 180 mm
–Section 3 43090 mm2 –Section 4 (from top) 17 mm
–Total 57453 mm2 Pitch 8 mm
Section 4: Reflux chamber (bottom)
Total volume 273 ml Off-gas outlet
Liquid vol. (nominal) 196 ml –Outer diameter 0.125 inch
Liquid height (nominal) 100 mm –Inner diameter 0.069 inch
Material of construction SS AISI 316 None –Thickness 0.028 inch
Chamber dimensions –Angle with horizontal 30 ◦
–Inner diameter 50 mm Liquid outlets
–Outer diameter 56 mm –Amount 2 None
–Thickness 3 mm –Outer diameter 0.125 inch
–Length (excl. flanges) 142 mm –Inner diameter 0.069 inch
Flanges –Thickness 0.028 inch
–Outer diameter 106 mm
–Height 10 mm
Total section height 155 mm
Glass level indicator
Location Side of section 4 None Glass tube
Metal connections –Nominal pressure 2-6 bar
–Inner diameter 0.194 inch –Length 110 mm
–Outer diameter 0.250 inch –Outer diameter 6 mm
–Thickness 0.028 inch –Inner diameter 3 mm
–MOC SS AISI 316 None –Thickness 1.5 mm
–Working pres. (max.) 276 bar –MOC Glass None
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Table A.3: Reflux pump data sheet.
Reflux Pump Tag(s) P-RD
DATA SHEET Description Refluxes distillate to column
Operating data
Number required 1 None Available NPSH 1 m
Type Metering pump None Required output 14.2 l/h
Fluid Operating pressures 5 bar
–Viscosity 3.02E-04 Pa.s Working temperature 7 ◦C
–Density 683 kg/m3 Analysis None None
Electrical supply 230V (3phase) None
Technical data
Pump Lubricants
–Drawing no. See manual None –Pump case, gear box
–Type Cucchi Hydraulic
Diaphragm Pump
None – Type SAE140, 23◦E (ca.
160 mPa.s)
None
–Model CMP-2/12 X 118 None – Volume 300 ml
–Maximum load 0-14.2 l/h – Oil used Shell Spirax A85
W 140
None
–Max. head 20 bar –Oil chamber
–Efficiency None – Type 1 or 2 ◦E Pharma ml
Piston – Volume 72 ml
–Diameter 8 mm – Oil used Glycerol None
–Max. stroke speed 118 spm Water required
–Motor –Cooling None None
–Type H71A4-40050 None –Sealing None None
–Serial no. 4601 None MOC None
–Year 2004 None –Head SS316 None
–Max. power delivery 0.25 kW –Valves SS316 None
Electrical supply –Diaphragm PTFE None
–Voltage 230/380 V Phonometric
–Phase 3 None –Max. sound 76.6 dB(A)
Relief valve pressure N/A None –Av. surface pressure 73.2 dB(A)
Type of baseplates Two-plate dou-
ble vibration
dampener





–Total Heigth 420.00 mm
Related equipment: Variable speed drive
Type Emotron None Model VSD-DFE23-02 None
Description DFE Frequency
Inverter
None Function 230(1)-230(3) V(ph)
Office purposes
REMARKS: When filling the oil chamber the stroke length must be set to 0% with the adjustment knob. Ensure that no
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Table A.4: Balances data sheet.
ELECTRONIC BALANCES Tag(s) W-D and W-B
DATA SHEET Description Product balances for mass flow rates
Operating data
No. required 2 None Ambient temperature
Input rate Minimum 5 ◦C
W-D 50 g/h Maximum 40 ◦C
W-B 47 g/h Relative humidity
Capacity (nominal) Minimum 25 %
W-D 12 hours Maximum 85 %





Make Precisa None Form Square None
Type XB 4200C None Length 170 mm
Minimum weight Breadth 170 mm
Weight 0.50 g Electrical
e 0.01 g Voltage 115 or 230 V
Maximum weight Voltage tolerance -20 to +15 %
Weight 4200.00 g Frequency 50 to 60 Hz
Readability (d) 0.10 g Power consumption
Linearity 0.15 g Without peripheral 6.0 VA
Reproducibility 0.10 g
Data transfer to peripheral devices
Interface RS232/V23 None
Safety characteristics
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A.3 Operating procedures
The CD system itself was and is a dynamic, experimental system that is modified on a
regular basis. Thus, the operating procedures presented here do not attempt to direct
the user according to a set recipe that strictly identifies each valve and the action to
be taken. Rather, it presents the user with the necessary operating philosophy and
background to successfully run the system.
Table A.5: General safety considerations.
Duration No. Action
1 Safety goggles, laboratory coat, closed shoes and long pants to be
worn at all times.
2 Latex gloves to be worn when working with the chemicals (such as
during sampling or loading).
3 Glass fume hood doors must be closed when no work is being per-
formed on the system to ensure proper extraction in the fume hood.
4 MSDS information must be available at the system.
Table A.6: Temperature programmed reduction (TPR) analysis of the catalyst.
Duration No. Action
1 Take the supplied glass U-tube with gloved hands. Place a small
amount of high temperature glass wool in the bottom of the thick
section of the tube.
2 Weigh out the approximate amount of desired catalyst in a weighing
boat.
3 Take the sample holder, the glass U-tube and plastic funnel and weigh
precisely.
4 Pour the catalyst into the glass U-tube. Re-weigh and subtract the
previous weight to get the sample weight.
5 Connect the U-tube to the TPR machine, using high temperature
O-rings as sealant, making sure to connect the glass tubes to the
correspondingly sized stainless steel tubes leading into the TPR.
00:30 1 Heat the sample to 100◦C in argon at 10◦C/min.
01:00 1 Leave for an hour to cool down to 60◦C.
1 Switch to 5% hydrogen in argon.
01:00 2 Heat up at 10◦C/min to 1000◦C.
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Table A.7: Pre-reduction of the catalyst.
Duration No. Action
1 Measure out the desired amount of catalyst in a weighing cup.
2 Place clean, fine glass wool at the bottom of a clean calcination tube
and fill with the weighed catalyst.
3 Insert the calcination tube into the heating block.
4 Insert the tip of the thermocouple into the center of the catalyst
mass through the clean normal glass wool filled plug at the top of
the calcination tube.
5 Clamp the thermocouple plug shut to the tube.
6 Connect the calcination tube gas inlet via a flexible silicon tube to
the gas supply.
7 Open the hydrogen valve and adjust the actual hydrogen flow rate
until the particles fluidize or the MFC reaches its maximum (e.g.
70 ml/min).
04:00 8 Ramp the temperature from ambient to 350◦C during a 4 hour time
period.
16:00 9 Maintain 350◦C for 16 hours.
02:00 10 Discontinue heating and allow the catalyst to cool down to ambi-
ent. Choose a sufficiently long cooling period to prevent automatic
repetition of the heating cycle by the controller.
11 Set hydrogen flow to 0 on the mass flow controller and close the
hydrogen connection valve.
12 Open the argon connection valve and set set the argon mass flow
controller to 70 ml/min to maintain the inert atmosphere in the cal-
cination tube.
13 Take a small glass beaker sufficiently large to submerse the entire
catalyst cage. Fill the glass beaker with tetradecane.
14 The system has a tube to atmosphere connected to the calcination
tube feed. Make sure the metering valve in this line is closed, open
the in-line ball valve and then open the metering valve slowly. Bubble
this argon through the glass beaker for several minutes and then hold
it inside the glass beaker to ensure an inert atmosphere.
15 Remove the thermocouple from the glass wool filled plug.
16 Disconnect the flexible silicon feed tube and close it with a thumb.
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Table A.7: Pre-reduction of the catalyst (cont’d).
Duration No. Action
17 Bring the opening of the calcination tube close to the glass beaker.
Swiftly remove the glass plug and pour the catalyst into the beaker
under the argon atmosphere.
18 Close the submerged cage and load timeously into the reactor vessel.
Table A.8: Pressure test of the column body, gas system and utility loops.
Duration No. Action
1 Procure a leak detector or prepare a simple soap bubble solution to
seek for leaks.
2 Close all the outlet valves, including sample needle valves, reflux
line drain ball valve, reboiler level indicator drain ball valve, off-gas
shut-off valve, catchpot drain ball valves, reboiler and reflux drum
filling ball valves and the low pressure outlet gauge isolation valve
(to prevent damage to the low pressure gauge).
3 Ensure that the column isolation and reboiler drain shut-off valves are
open. The former allows pressurization with argon via the condenser;
the latter allows pressure testing up to the bottoms solenoid valve.
4 To also pressure test up to the MFC with argon, set the 3-way valve
to the argon supply.
5 Close the pressure regulator fully to isolate the argon supply line
from the system.
6 Open the argon mains supply shut-off ball valve and allow the supply
line to pressurize.
7 Set the argon pressure regulator to a pressure between the previ-
ous pressure tested and 6 bar(g). It is recommended to do several
pressure test with increasing severity.
8 Allow the column pressure to stabilize and close the argon mains
supply.
9 If the column pressure drops very rapidly there is a big leak(s). Open
the argon supply again, quickly search for big leaks, close them if
possible and close the argon mains supply. Repeat test if necessary.
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Table A.8: Pressure test of the column body, gas system and utility loops (cont’d).
Duration No. Action
01:00 11 The column pressure and gas system pressure must stay constant
for at least 1 hour. If not, test for leaks, take remedial actiona and
repeat the pressure test if necessary.
12 Once the pressure test is successful, set to a higher pressure if required
and re-test or continue with testing of the hydrogen gas system.
13 To pressure test the hydrogen supply system, set the three-way valve
to the hydrogen supply.
01:00 14 Follow the same procedures as for the main system
1 To pressure test the tap water coolant, open the mains tap water
utility shut-off ball valve supply.
2 Check for big leaks between the mains supply and the float valve
tank inlet.
3 Commence tap water circulation through the coolant loop by switchin
on the submerged pump.
00:30 4 Monitor the tap water line from the mains to the drain for 20-30
minutes and deal with leaks appropriately.
00:30 1 To pressure test the refrigerator coolant loop, commence circulation,
monitor for 20 or 30 minutes and deal with leaks appropriately.
1 To pressure test the compressed air utility, simply open the mains air
supply and use leak detector or soap solution to detect leaks. Leaks
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Table A.9: Loading of the catalyst.
Duration No. Action
1 Perform a pressure test.
2 Close the bottoms ball drain valve and disconnect the outlet line.
3 Pressurize the system with argon, close the argon supply and the
open the off-gas valve to allow the system to reach ambient pressure.
4 Open the flange nearest to the catalyst insertion or removal point
and move it down the threaded rods being careful of obstructions.
5 Remove the previous catalyst if necessary. NOTE: The amount of
catalyst is small and it was found that passivation was not necessary.
However, the catalyst is pyrophoric and deactivation is recommended
when working with larger quantities.
6 Start flowing argon from the bottom through the system via using
the gas feed mass flow controller. The flow rate must be sufficient to
displace any atmospheric oxygen.
7 Bring the liquid tetradecane submerged reduced catalyst closer.
8 Swiftly remove the catalyst from the liquid and place it in the column.
Tetradecane has a high viscosity and the catalyst remains coated with
a layer of tetradecane for a sufficiently long period of time to avoid
deactivation.
9 Close the opened flange as quickly as possible.
10 Discontinue the argon flow via the mass flow controller and pressurize
the system to ca. 5 bar(g) with argon.
11 Reconnect the reboiler outlet line and open the bottoms ball drain
valve.
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Table A.10: Pre-start-up.
Duration No. Action
1 Load the catalyst into the column (see catalyst loading procedures).
2 Do a pressure test (see pressure test procedures). This will also ensure
that all the valves are in the correct positions.
3 Check that the water and compressed air utility line shut-off valves
are in the open position.
4 Check that both the normal and UPS power supply sockets at the
wall are set to “on”.
5 Check that the reference, hydrogen and argon gas utility shut-off
valves are closed.
6 Set the electronics and refrigerator electricity supply switches in the
“on” position.
7 On the electronic box, set all to “manual” and “off”.
8 On the electronic box, set the balances, multiplug, reflux pump and
HPLC pump and MFC switches to “on”.
9 Switch the main electricity supply switch to “on”.
10 Load 1-Hexene and n-Hexane to the reboiler via the HPCL pump.
Table A.11: Start-up and Operation.
Duration No. Action
1 Start-up the computer program, follow the prompts and engage the
red ignition switch on the electronics box when the graphical user
interface (GUI) has loaded, is displaying the temperature profile and
the toggle switch is flashing.
If the pressure setpoint is lower than the current pressure, first de-
pressurize the column by opening the valves in the off-gas line, which
lead to atmosphere. NOTE: depressurization to a lower pressure set-
point during operation is not advised as the liquid in the column will
flash.
Engage the ignition switch and press start-up on the GUI.
2 Monitor that each instrument has started up correctly: it’s back-
ground on the GUI will turn green.
Check the column pressure. Set a flowrate at the argon-MFC to
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Table A.11: Start-up and Operation (cont’d).
Duration No. Action
Set the solenoid valves to auto on the electronics box and start the
reflux pump by pushing the start button on the Emotron frequency
inverter. The display should show: SP0 (no speed) or the current
pump speed.
3 Check that the tap water and refrigerator water cooling mediums are
flowing through the respective rotameters.
Check the reboiler level. If it is below the high level, load additional
feed via the HPCL pump. If the amount of condensables that can be
lost via the off-gas during batch start-up is significant, start proac-
tively replenishing the hydrocarbons via the HPLC pump.
4 Set the element to the desired power on the GUI and set the heating
element switch on the electronics box to “auto”.
5 A temperature wave will start to move up the column from the re-
boiler. Set the reflux pump rate control to “method 1 control” on
the GUI. This will automatically adjust the reflux pump speed to
compensate for the boil-up rate. Set the operating mode in both
level controls to “forced unless shutdown” and “closed”. Allow the
column to reach steady state as a batch system.
6 Take the relevant samples (see sample procedures).
7 If the system is to be run in batch mode, choose the new desired
setpoint, wait for steady state and take the required samples.
8 If the system is to be run as a continuous non-reactive distillation
column, set the bottoms solenoid valves to “auto” on the electronic
box. Switch the distillate solenoid valve to “manual” and “on”. Ad-
just the distillate flow rate via fine metering valve Fm-1 and set the
reflux flow rate control to control the condenser liquid level.
9 If not started yet, set the HPLC pump to the required hydrocarbon
feed flow rate and start feeding the liquid feed.
10 Use the feed sample valve to check that the liquid is being fed. If
not, prime the HPLC pump by connecting a silicon tube and syringe
to the sample outlet and sucking out any existing gas lodged in the
HPLC supply line.
11 Allow the column to reach a steady state.
12 Take the relevant samples (see sample procedures).
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Table A.11: Start-up and Operation (cont’d).
Duration No. Action
14 If the system is to be run as a continuous reactive distillation column,
open the hydrogen supply shut-off valve.
15 Pressurize the hydrogen supply line to a pressure higher than that in
the system itself.
16 Set the desired MFC mass flow rate on the GUI and choose hydrogen
on the dropdown menu. Switch the three way valve from the argon
to the hydrogen supply.
17 Allow the system to reach a steady state.
18 Take the relevant samples (see sample procedures).
19 Choose a new desired setpoint and repeat.
Table A.12: Maintenance while in operation.
Duration No. Action
1 The system is largely automated and requires minimal operator in-
tervention.
2 Monitor the liquid feed and product tanks to respectively prevent
emptying and overfilling.
3 Check, and if necessary empty, the hydrogen, argon and off-gas catch-
pots on a regular basis.
4 Monitor periodically that the tap water pump is not exceeding the
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Table A.13: Sampling.
Duration No. Action
1 Access the manual input parameters from the CD control program
GUI and enter the required manual values.
2 To sample the reboiler liquid, ensure that the silicon cooling tube is
wound around the sampling needle valve to prevent flashing of the
liquid to atmospheric pressure.
3 Open the needle valve and measure out a small sample directly into a
GC compatible sampling bottle. Close the lid immediately and label
“B”.
4 To sample the reflux line, open the needle valve slightly, position
a GC compatible sampling bottle and quickly flip the 3-way sam-
pling valve between the sampling point and reflux line. Close the lid
immediately and label “D”.
5 In the case of a continuous system, open the feed sampling needle
valve and measure out a small sample directly into a GC compatible
sampling bottle. Close lid immediately and label “F”.
6 Write the RUN-ID and time displayed on the CD control program
GUI onto each sample bottle.
7 To sample the off-gas check that the condenser is not overfilled. NO
LIQUID MAY ENTER THE micro GC-TCD!
8 Open the reference gas manifold shut-off valve, which is connected
to the reference gas supply line.
9 Open the reference gas cylinder and set the supply pressure to at
least 3 bar(g) via the pressure regulator.
10 Activate the reference gas mass flow controller and set the flow rate
to the same order of magnitude (or as close as possible) to that of
the off-gas.
11 Turn the 3-way valve to bypass the off-gas catchpot and wait 5 min-
utes so that the 1/8” feed line to the micro GC-TCD is purged with
the current off-gas composition.
12 Switch the 4-way valve to the CD column (points to the wall if GC
is connected) and run the micro GC-TCD sampling program.
13 When the sampling program is complete, reroute the off-gas through
the off-gas catchpot via the 3-way valve and switch the 4-way valve
back to the other system.
14 Switch off the reference gas mass flow controller and close the refer-
ence gas manifold shut-off valve.
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Table A.14: Shutdown.
Duration No. Action
1 Shutdown is triggered either by the user or the control program itself.
2 The column shuts down based on a user set sequence.
3 Once the control program GUI indicates that the equipment are shut
down, close the off-gas shut-off valve to isolate the system and espe-
cially the catalyst from the outside air.
4 Close all the sample needle valves, reflux line drain ball valve, reboiler
level indicator drain ball valve, off-gas shut-off valve, catchpot drain
ball valves, reboiler and reflux drum filling ball valves and the low
pressure outlet gauge isolation valve.
5 Pressurize the system with argon to above its current setting or the
vacuum created in the column by the cooling liquid will suck liquid
(and possibly air) in through the HPLC pump.
6 Close the gas utility lines. The compressed air line may be left open
unless the column will be out of use for and extended period of time.
7 Allow the tap water to siphon through the submersible pump and
condenser for a while to expedite cooling of the system before closing
the tap water utility mains shut-off valve.
Table A.15: Emergency shutdown.
Duration No. Action
1 An emergency shutdown may be software triggered either by the user
or control program, or hardware triggered by the user by flipping the
main electrical supply switch to the “off” position.
2 Essentially, the emergency shutdown cuts power to the entire system,
excluding the computer which will run the required shutdown scripts
and exit normally.
3 After an emergency shutdown, follow the standard shutdown proce-
dures.
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B.2 Equations of state
It can be shown that all the cubic equations of state discussed here can be written as a















Here, a and b can be either pure component values defined for each EOS or mixture
values calculated by using an appropriate mixing rule. Smith et al. [1996] and Seader &
Henley [1998] discuss the different EOS’s and solutions obtainable. In general, physically
feasible solutions are positive, real and greater than b. At supercritical conditions,
T > Tc, 1 real and 2 conjugated imaginary roots exist. At the supercritical point,
T = Tc, 3 equivalent real roots exist. If T < Tc and a VLE exists, 3 real roots exist,
where the largest root corresponds to the vapour and the smallest root to the liquid
phase, while the intermediate value can be ignored.
B.2.1 Redlich-Kwong (RK)

















where a = ai and b = bi in the case of a pure component. Mixtures require a suitable
mixing rule as discussed in section B.2.4. The Z-form is calculated as follows:
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B.2.2 Soave-Redlich-Kwong (SRK)





















where a = ai and b = bi in the case of a pure component. Mixtures require a suitable
mixing rule as discussed in section B.2.4. The Z-form is calculated as for the RK EOS.
B.2.3 Peng-Robinson (PR)





υ2 + 2bυ − b2
(B.12)














where a = ai and b = bi in the case of a pure component. Mixtures require a suitable
mixing rule as discussed in section B.2.4. The Z-form is calculated as follows:
0 = (1)Z3 + (B − 1)Z2 + (A− 2B − 3B2)Z + (B2 +B3 − AB) (B.16)
B.2.4 Mixing rules
General mixing rule
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where ℵi,j is an interaction parameter that compensates for modest polarity in the
components and which will be assumed zero for a mixtures of hydrogen, n-hexane, 1-


















For a VLE containing supercritical gases and highly non-ideal liquids the EOS’s in
section B.2 are inadequate. In such cases a GE method such as the PSRK method
[Fischer & Gmehling, 1995; Gmehling, 1995; Chen et al., 2002; Horstmann et al., 2005]
is used in an attempt to bridge the gap between an EOS and activity coefficient model.
The PSRK calculates ai,j and b as before (equations B.17 and B.19 respectively).
However, a is then calculated via the use of GE (eq. B.24), which is in turn calculated













B.3 Activity coefficient model
B.3.1 UNIFAC
Since its conception in the 1970’s, the original UNIFAC has been continuously developed
and updated (e.g. Gmehling et al. [1982]; Hansen et al. [1991]; Wittig et al. [2003]) as
well as a modified UNIFAC (Dortmund) which was propounded in 1987 (e.g. Gmehling
et al. [1993, 2002]). The UNIFAC method is a group contribution method similar to the
UNIQUAC method that calculates the activity coefficient and Gibbs excess energy as
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An extensive list of PSRK/UNIFAC parameters are available to the public and pub-
lished by Horstmann et al. [2005]. Essentially, a component is broken down into main
groups, each of which can be broken down further into substituent subgroups. The
behaviour of a component is described by manipulation of the Rk and Qk values of
a subgroup (equations B.27 and B.28), while the interaction between components are
described by the main groups associated to the subgroup via the main groups’ three











−(CUNIFACn,m,1 + CUNIFACn,m,2 T + CUNIFACn,m,3 T 2)/T
)
(B.29)
where CUNIFACn,m are the 3 constants describing the interaction between main groups m
and n.
The combinatorial part of the equation is calculated as follows:










The auxiliary and empirical values depend on whether the original or modified UNI-
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The difference between lnΓk and lnΓ
I
k lies in the calculation of Xm,which is used in




















From Smith et al. [1996] VLE in a non-ideal solution may be expressed as follows for
component i:










where the term in square brackets is known as the Poyinting correction factor. For
ideal systems at low pressures, Raoult’s law can be used with the fugacities, activity








However, this does not hold for non-ideal systems or systems containing supercritical
gases which by definition do not have vapour pressures. In such cases, EOS’s were used
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The fugacities for the liquid and vapour phases can be calculated by using an equation
of state to calculate respectively ZL, ZV and the associated mixture constants. The Z
































































The properties in this section differ from those in Section B in that, apart from compo-
sition, pressure and temperature, they are also dependent on they’re geometric environ-
ment.
C.1 Random Packings
The liquid and gas phase mass transfer coefficients for random packing are given by the













V )0.7(ScV )0.333 (apdp)
−2 (apDVi,k) (C.2)
The Schmidt numbers and superficial liquid and gas velocities are calculated as before
in Table B.3, using liquid or vapour properties depending on the phase. A = 2 if
dp < 0.012 m, else A = 5.23, with dp being the diameter of a sphere with the same
surface area as that of the packing. Calculation of the liquid and vapour Reynolds





The liquid phase Reynolds number based on the interfacial area density (ad) is defined
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Note that H refers to the height of the section of packing.
C.2 Structured packings
The method followed here is that of Bravo, Fair and Rocha (1985) as described in Taylor











To calculate the dimensionless Reynolds and Schmidt numbers it is firstly necessary
to calculate the effective diameter and superficial velocities of the packing. The effective










The effective superficial gas velocity is defined in terms of the packing voidage (ε)
and packing angle relative to the horizontal (θ). The effective superficial liquid velocity
is then calculated based on the “perimeter per unit cross-sectional area” (P ) and Γ, the










































mix (uV,effective + uL,effective)
ηVmix
(C.15)
Finally, to complete the liquid phase mass transfer coefficient via the penetration


























Constant molar overflow (CMO)
From eq 5.27 it can be shown that:
(1 + rVj )Vj − Vj+1 = Lj−1 − (1 + rLj )Lj + FLj − rLi,j + F Vj (D.1)













(1 + rVj )Vj − Vj+1
]
− FLj HLFj − F Vj HV Fj −QTj
(D.2)










−(1 + rLj )Lj + Lj−1 + FLj − rLi,j + F Vj
]




(1 + rLj )Lj − Lj−1
]





j )− rLi,jHVj − FLj HLFj − F Vj HV Fj −QTj
From ∆Hvap = HV −HL and rearranging:
(1 + rLj )Lj − Lj−1 =
HVj F
T
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dividing by the total feed:






















Assuming no reaction nor heat exchange on the feed stage, eq D.6 reduces to eq. 7-20
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Table E.1: Summary of generated experimental data
Run No 1.1 2.1 2.2
Run ID - 071206-0827 071214-1114 071214-1114
Sample time s 114881 74226 130632
Reboiler duty W 150 250 350
Condenser pressure ·105 Pa(a) 1.6 1.6 1.7
Cage design - 2 2 2
Mass balance error -3.2 -3.1 0.6
Conversion Hydrogen % 0.4 0.8 2.9
1-Hexene % 11.6 -4.4 0.6
Selectivity n-Hexane % 1.5 -0.2 -3.5
2-Hexene % 0.1 -0.3 2.4
Hydrogen feed rate kg/s 1.09E-06 1.09E-06 1.09E-06
kmol/s 5.43E-07 5.43E-07 5.43E-07
Liquid feed Flow rate kg/s 4.40E-05 4.41E-05 4.40E-05
kmol/s 5.20E-07 5.22E-07 5.21E-07
n-Hexane mol/mol 50.0 50.3 49.9
1-Hexene mol/mol 49.3 48.9 49.3
2-Hexene mol/mol 0.2 0.3 0.3
Total mol/mol 99.5 99.5 99.6
Bottoms Flow rate kg/s 3.28E-05 1.11E-05 2.45E-05
kmol/s 3.86E-07 1.30E-07 2.87E-07
n-Hexane mol/mol 64.1 84.0 69.0
1-Hexene mol/mol 34.9 14.6 29.6
2-Hexene mol/mol 0.4 0.7 0.9
Total mol/mol 99.4 99.2 99.5
Distillate Flow rate kg/s 5.97E-06 2.80E-05 1.29E-05
kmol/s 7.07E-08 3.31E-07 1.53E-07
n-Hexane mol/mol 33.5 39.3 26.5
1-Hexene mol/mol 65.5 59.8 72.7
2-Hexene mol/mol 0.6 0.6 0.5
Total mol/mol 99.6 99.6 99.7
Off-gas Flow rate kg/s 7.77E-06 7.45E-06 7.42E-06
kmol/s 6.19E-07 6.13E-07 6.03E-07
1-Hexene mol/mol 7.4 8.1 9.8
n-Hexane mol/mol 5.3 4.1 2.7
Hydrogen mol/mol 87.3 87.8 87.5
2-Hexene mol/mol 0.0 0.0 0.0
Total mol/mol 100.0 100.0 100.0
Reflux rate m3/s 4.98E-06 7.34E-06 1.22E-05
Condenser duty W -81.5 -156.2 -244.9
Temperature profile T-0 K 315.2 340.8 342.9
T-1 K 337.6 343.4 344.0
T-2 K 338.8 343.5 343.8
T-3 K 339.5 344.7 345.1
T-4 K 341.0 345.7 345.9
T-5 K 341.9 346.1 346.2
T-6 K 342.2 346.8 346.8
T-7 K 342.5 347.3 347.3
T-C K 285.5 287.0 285.8












2.3 2.4 2.5 3.1 3.2
071214-1114 071214-1114 071214-1114 080116-0836 080116-0836
176872 218413 263673 96411 184972
250 250 250 350 350
1.7 2.0 20.0 4.5 6.3
2 2 2 2 2
-0.2 1.3 1.5 3.2 5.6
1.1 1.2 1.4 12.3 21.8
-0.2 4.7 5.5 29.0 46.7
6.5 0.1 0.3 0.4 0.5
-7.6 0.4 0.3 0.5 0.4
1.09E-06 1.09E-06 1.09E-06 1.09E-06 1.09E-06
5.43E-07 5.43E-07 5.43E-07 5.43E-07 5.43E-07
4.41E-05 4.41E-05 4.42E-05 4.45E-05 4.45E-05
5.22E-07 5.22E-07 5.25E-07 5.31E-07 5.31E-07
49.3 48.7 33.8 0.1 0.1
50.0 50.6 65.5 99.7 99.7
0.3 0.3 0.4 0.0 0.0
99.6 99.7 99.8 99.8 99.8
2.21E-05 2.84E-05 2.86E-05 2.90E-05 2.80E-05
2.60E-07 3.33E-07 3.37E-07 3.44E-07 3.31E-07
73.2 65.4 46.7 0.1 0.0
25.3 33.0 51.5 69.2 53.6
1.0 1.2 1.6 15.1 21.4
99.5 99.6 99.7 84.4 75.0
1.56E-05 9.81E-06 9.63E-06 1.28E-05 1.35E-05
1.85E-07 1.16E-07 1.14E-07 1.53E-07 1.59E-07
25.9 22.5 16.5 0.1 0.0
73.2 76.6 82.5 79.5 60.8
0.6 0.7 0.8 10.0 18.4
99.7 99.7 99.8 89.5 79.1
7.45E-06 6.41E-06 6.44E-06 2.35E-06 1.57E-06
6.12E-07 6.00E-07 5.99E-07 4.93E-07 4.33E-07
9.8 8.7 9.6 3.3 1.8
2.5 1.8 1.0 0.1 0.2
87.7 89.5 89.4 96.6 98.0
0.0 0.0 0.0 0.0 0.0
100.0 100.0 100.0 100.0 100.0
7.83E-06 6.00E-06 9.63E-06 4.52E-06 4.59E-06
-148.4 -159.6 -148.6 -156.9 -161.6
339.9 340.5 338.9 349.4 345.1
343.5 349.2 348.9 383.4 399.1
344.1 350.0 349.9 384.8 400.9
344.9 350.7 350.4 384.9 400.6
345.8 351.6 351.1 385.2 400.9
346.3 352.1 351.5 385.3 401.1
346.9 352.7 352.0 385.7 401.4
347.4 353.2 352.5 386.1 402.0
286.4 286.4 286.4 282.2 282.1
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Run No 4.1 4.2 4.3
Run ID - 080121-0827 080121-0827 080121-0827
Sample time s 98026 196292 294249
Reboiler duty W 350 350 350
Condenser pressure ·105 Pa(a) 1.7 1.7 6.0
Cage design - 1 1 1
Mass balance error 1.4 -0.8 5.9
Conversion Hydrogen % 2.8 1.7 21.8
1-Hexene % 5.2 4.8 66.0
Selectivity n-Hexane % 0.4 0.5 0.6
2-Hexene % 0.4 0.9 0.4
Hydrogen feed rate kg/s 1.09E-06 1.09E-06 2.19E-06
kmol/s 5.43E-07 5.43E-07 1.09E-06
Liquid feed Flow rate kg/s 4.44E-05 4.40E-05 4.44E-05
kmol/s 5.30E-07 5.21E-07 5.30E-07
n-Hexane mol/mol 0.1 48.9 0.1
1-Hexene mol/mol 99.6 50.5 99.5
2-Hexene mol/mol 0.0 0.3 0.0
Total mol/mol 99.8 99.7 99.6
Bottoms Flow rate kg/s 2.92E-05 2.96E-05 3.05E-05
kmol/s 3.48E-07 3.47E-07 3.60E-07
n-Hexane mol/mol 0.1 0.0 0.0
1-Hexene mol/mol 94.5 33.3 35.9
2-Hexene mol/mol 2.3 2.7 22.7
Total mol/mol 96.9 36.0 58.7
Distillate Flow rate kg/s 9.28E-06 9.67E-06 1.01E-05
kmol/s 1.11E-07 1.15E-07 1.20E-07
n-Hexane mol/mol 1.1 23.5 37.2
1-Hexene mol/mol 0.5 1.0 16.5
2-Hexene mol/mol 97.8 74.7 37.3
Total mol/mol 99.5 99.1 91.0
Off-gas Flow rate kg/s 6.41E-06 6.18E-06 3.26E-06
kmol/s 5.91E-07 5.94E-07 8.72E-07
1-Hexene mol/mol 10.8 8.3 1.1
n-Hexane mol/mol 0.0 1.9 1.0
Hydrogen mol/mol 89.2 89.8 97.3
2-Hexene mol/mol 0.0 0.0 0.0
Total mol/mol 100.0 100.0 99.4
Reflux rate m3/s 2.36E-05 2.12E-05 3.98E-06
Condenser duty W -222.4 -219.6 -167.6
Temperature profile T-0 K 341.3 341.9 346.8
T-1 K 342.4 343.0 392.2
T-2 K 342.9 343.4 394.9
T-3 K 343.3 344.0 394.0
T-4 K 343.4 344.6 394.2
T-5 K 343.4 345.0 394.4
T-6 K 343.4 345.4 395.0
T-7 K 343.5 345.7 395.7
T-C K 281.1 280.1 280.7






















































































The sensitivity analyses that were generated for Section 7 are supplied in Tables F.1.
F.1.2 Correlation matrices
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Table F.1: Sensitivity analyses for runs 10-13 and the change in sensitivity as the
temperature decreases from runs 13 to 10 to elucidate the rate controlling reaction
step(s).
Parametera Sensitivity analysis Change in sensitivity
10 11 12 13 10 12 13
kH2 2.62 2.9 1.89 1.39 1.88 1.36 1.00
2.66 2.88 1.88 1.36 1.96 1.38 1.00
KH2 0.00 0.01 0.01 0.04 0.00 0.25 1.00
0.00 0.01 0.01 0.04 0.00 0.25 1.00
kads1 1.35 1.49 0.80 0.77 1.75 1.04 1.00
1.33 1.48 0.80 0.77 1.73 1.04 1.00
kads2 0.19 0.15 0.14 0.08 2.38 1.75 1.00
0.19 0.15 0.13 0.08 2.38 1.63 1.00
Kads1 0.58 0.53 0.38 0.44 1.32 0.86 1.00
0.58 0.53 0.37 0.43 1.35 0.86 1.00
Kads2 0.24 0.22 0.25 0.11 2.18 2.27 1.00
kiso11 0.02 0.04 0.02 0.09 0.22 0.22 1.00
0.02 0.04 0.02 0.09 0.22 0.22 1.00
kiso12 0.00 0.00 0.05 0.03 0.00 1.67 1.00
0.00 0.00 0.05 0.03 0.00 1.67 1.00
Kiso11 0.12 0.08 0.05 0.08 1.50 0.63 1.00
0.12 0.08 0.05 0.08 1.50 0.63 1.00
Kiso12 0.06 0.07 0.04 0.07 0.86 0.57 1.00
0.06 0.06 0.04 0.07 0.86 0.57 1.00
kiso21 0.02 0.01 0.03 0.07 0.29 0.43 1.00
0.02 0.01 0.03 0.07 0.29 0.43 1.00
kiso22 0.01 0.01 0.04 0.03 0.33 1.33 1.00
0.01 0.01 0.04 0.03 0.33 1.33 1.00
Kiso21 0.07 0.15 0.06 0.05 1.40 1.20 1.00
0.07 0.15 0.06 0.05 1.40 1.20 1.00
Kiso22 0.09 0.09 0.09 0.01 9.00 9.00 1.00
0.09 0.09 0.09 0.01 9.00 9.00 1.00
kdes1 0.05 0.01 0.01 0.21 0.24 0.05 1.00
0.05 0.01 0.01 0.21 0.24 0.05 1.00
kdes2 0.04 0.01 0.04 0.18 0.22 0.22 1.00
0.04 0.01 0.04 0.18 0.22 0.22 1.00
kdes3 0.02 0.00 0.02 0.03 0.67 0.67 1.00
0.02 0.00 0.02 0.03 0.67 0.67 1.00
Kdes1 0.09 0.10 0.08 0.02 4.50 4.00 1.00
0.08 0.09 0.08 0.02 4.00 4.00 1.00
Kdes2 0.09 0.24 0.10 0.02 4.50 5.00 1.00
0.09 0.24 0.10 0.02 4.50 5.00 1.00
Kdes3 0.07 0.12 0.13 0.01 7.00 13.00 1.00
0.07 0.12 0.13 0.01 7.00 13.00 1.00
Pressure 3.61 3.53 2.78 2.31 N/A N/A N/A
3.68 3.50 2.75 2.25 N/A N/A N/A
Wcat 1.64 1.66 1.25 1.25 N/A N/A N/A
1.65 1.65 1.24 1.24 N/A N/A N/A
VT0 0.02 0.01 0.02 0.02 N/A N/A N/A
0.02 0.01 0.02 0.02 N/A N/A N/A









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Used programs and subroutines
The programs and subroutines listed here are by no means the exhaustive list of those
considered, tried, tested and/or used. This is especially true with regards to the Fortran
packages which contain many auxilliary subroutines called by a main subroutine. Fur-
thermore, the programs and Fortran packages are often concerted efforts by numerous
individuals and/or groups spanning decades of updates and refinements.
In terms of the programs used, they are referenced with the information on their
individual “About” menu items.
Fortran packages are referenced with regards to publications or user manuals detailing
the algorithm and associated subroutines. Subroutines not associated with a package
were referenced directly based on information supplied in the codes. The purposes
of the individual surboutines were copied directly from the code and shortened where
required. Most of these codes can be found readily after a search on the internet. Useful
websites include: www.netlib.org, www.netlib.org/lapack/, http://jblevins.org/
mirror/amiller/, http://people.sc.fsu.edu/~burkardt and groups.google.com/











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































CV - February 2010
Current contact details
Name: Josias Jakobus Nieuwoudt
Address: *Supplied if requested
Phone: *Supplied if requested
E-mail: jako.nieuwoudt@sasol.com
Personal details
General: 30 years of age, male, married.
Birth: 11 January 1980, Citrusdal, Western Cape, South Africa.
Nationality: South African
Languages: Afrikaans, English (fluent); German, IsiXhosa (third languages)
Occupation: Process Engineer, Process Development, Sastech R&D, Sasol (Sasol-
burg), South Africa.
Time line
1987-1993 Primary school education at Gene Louw, Durbanville, South Africa.
1994-1998 Secondary school eduation at Stellenberg, Bellville, South Africa.
1998 Matriculated summa cum laude with exemption with the Cape Senior
Certificate in: Afrikaans Eerste Taal, English First Language, Mathe-
matics, Science, IsiXhosa Third Language, and Accounting.
1999-2002 Studied Chemical Engineering at the University of Stellenbosch, Chem-
ical Engineering Department, South Africa.
2000 6 weeks vacation training at the Sasol Polymers Cyanide plant, Sasol-
burg, South Africa.
2001 6 weeks vacation training at Schümann Sasol, Sasolburg, South Africa.
2002 Completed final year undergraduate project titled “Computer-aided
Molecular Design with SolvGen Multi GA: Designing Polymers by Us-
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2002 Received a B.Eng. (Chem. Eng.) degree cum laude at the University
of Stellenbosch, Chemical Engineering Department, South Africa.
2003-2005 Worked on an M.Sc.Eng. degree entitled “Design, Construction and
Commissioning of a Catalytic Distillation System” on a joint project
between the Universities of Cape Town and Stellenbosch (South Africa)
with respectively A/Prof. Klaus P. Möller and Dr. Linda H. Callanan
as supervisors.
2003 Completed several postgraduate courses - especially in catalysis.
2003-2007 Tutored various undergraduate courses including: Fluid Dynamics,
Process Control, Mass Transfer (senior tutor) and Separation Tech-
nology (senior tutor).
2005 Received an M.Sc.Eng. (Process Engineering) degree cum laude at
the University of Stellenbosch, Process Engineering Department, South
Africa.
2005-2009 Worked on a PhD in Chemical Engineering at the University of Cape
Town entitled “Kinetics and Mass Transfer Effects in 1-Hexene Hydro-
genation CD” with supervisor Prof. K.P. Möller.
2008 Commenced work at Process Development, Sastech R&D, Sasol (Sasol-
burg), South Africa.
2008-2009 Worked as a team member on commissioning and running of a pilot
plant slurry bed reactor system, including the coding of several tools
to assist in data analyses for fundamental research and daily plant op-
eration. Gained specific experience in slurry filtration, which includes
statistical data analyses and planning and execution of an experimental
plan to elucidate filtration in a slurry bed.
2009 On 1 September 2009, started a 6 month rotation to Sasol Wax, Sasol-
burg, South Africa to gain commercial plant experience and to assist
in several optimization studies.
Achievements
1999 Best First Year Chemical Engineering Student; Given membership of
the Golden Key National Honour Society.
2001 Best Thermodynamics Student; Best Process Design Student.
2002 Best Final Year Technology Management Student; Best Final Year
Project Poster; Best Final Year Chemical Engineering Design; Best
Final Year Chemical Engineering Student; Final Year Project Innova-
tion Prize (Chemical Engineering Departmental Winner); Bachelor of
Engineering cum laude; Best Presentation (SAIChE R&D Day).












2005 M.Sc.Eng. cum laude.
2007 Best CATSA Poster.
Presentations and poster snapshots given at conferences.
2003 Western Cape SAIChE R&D day: “Computer-aided Molecular Design
with SolvGen Multi GA: Designing Polymers by Using Genetic Algo-
rithms”.
2003 South African Chemical Engineering Congress: “Computer-aided
Molecular Design with SolvGen Multi GA: Designing Polymers by Us-
ing Genetic Algorithms”.
2005 7th World Chemical Engineering Congress: “Olefin Hydrogenation in
a Catalytic Distillation Column”.
2007 CRE XI: Green Chemical Reactor Engineering: “Influence of a Reac-
tion on the Mass Transfer Characteristics of a Catalytic Distillation
System”.
2007 CATSA: “Influence of a Reaction on the Mass Transfer Characteristics
of a Catalytic Distillation System”.
* Contact details are not supplied for privacy reasons.
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