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Abstract
In this paper, we present a new method for solving singular two-point boundary value problem for certain ordinary differential
equation having singular coefﬁcients. Its exact solution is represented in the form of series in reproducing kernel space. In the mean
time, the n-term approximation un(x) to the exact solution u(x) is obtained and is proved to converge to the exact solution. Some
numerical examples are studied to demonstrate the accuracy of the present method. Results obtained by the method are compared
with the exact solution of each example and are found to be in good agreement with each other.
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1. Introduction
In this paper, we consider the following inhomogeneous second order differential equation with singularity in
reproducing kernel space:⎧⎪⎨
⎪⎩
u′′(x) + 1
p(x)
u′(x) + 1
q(x)
u(x) = f (x), 0<x1,
u(0) = 0,
u(1) = 0,
(1.1)
where u(x) ∈ W 32 [0, 1], f (x) ∈ W 12 [0, 1], p(x) = O(x)(0< 1) and q(x) = O(x)(0< 1).
With = 1 and = 1, we suppose that limx→0 x/p(x) = 1 and limx→0 x/q(x) = 1, respectively.
Noting
lim
x→0
u(x)
q(x)
=
{
u′(0), = 1,
0, < 1.
f (x) ∈ W 12 [0, 1] and p(x) = O(x) (0< 1)
we have u′(0) = 0. Therefore, we let u′(0) = 0 in the deﬁnition of W 32 [0, 1].
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The singular boundary value problem arises in a variety of differential applied mathematics and physics such as
gas dynamics, nuclear physics, chemical reaction, studies of atomic structures and atomic calculations. Therefore, the
problem has attracted much attention and has been studied by many authors. The existence and uniqueness of the
equation have been widely investigated (see Refs. [4,8,6,9]). In general, classical numerical methods fail to produce
good approximations for the equations. Hence, one has to go for non-classical method. Kadalbajoo and Aggarwal
treated the homogeneous equation via Chebyshev polynomial and B-spline (see Ref. [1]). Kanth and Reddy studied
a particular singular boundary value problem u′′(x) + (k/x)u′(x) + q(x)u(x) = r(x) by applying higher order ﬁnite
difference method and cubic spline method (see Refs. [2,3]). Mohchty and his co-workers considered such an singular
boundary value problem u′′(x)+ (a/x)u′(x)+ (a/x2)u(x)= r(x) using a four order accurate cubic spine method (see
Ref. [7]).
In this paper, wewill give the representation of exact solution to Eq. (1.1) and approximate solution in the reproducing
kernel space under the assumption that the solution to Eq. (1.1) is unique. The approach is simple and effective. If the
solution to Eq. (1.1) is not unique, then the solution we obtain is a least-norm solution.
Note that
lim
x→0
u′(x)
p(x)
=
{
u′′(0), = 1,
0, < 1,
and
lim
x→0
u(x)
q(x)
=
{
u′(0), = 1,
0, < 1.
Hence, we deﬁne operator L as follows:
Lu ≡
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
u′′(x) + 1
p(x)
u′(x) + 1
q(x)
u(x), 0<x1,
2u′′(x) + u′(x), x = 0, , = 1,
2u′′(x), x = 0, = 1, < 1,
u′′(x) + u′(x), x = 0, < 1, = 1,
u′′(x), x = 0, < 1, < 1.
Then Eq. (1.1) can be convert into following form:⎧⎨
⎩
Lu = f (x), x ∈ [0, 1],
u(0) = 0,
u(1) = 0,
(1.2)
where f ∈ W 12 [0, 1], u ∈ W 32 [0, 1]. W 12 [0, 1] and W 32 [0, 1] are deﬁned in the following section.
2. Several reproducing kernel spaces
2.1. The reproducing kernel space W 32 [0, 1]
The inner product space W 32 [0, 1] is deﬁned as W 32 [0, 1] = {u(x)|u, u′, u′′ are absolutely continuous real value
functions, u, u′, u′′, u(3) ∈ L2[0, 1], u(0) = 0, u(1) = 0, u′ = 0}. The inner product in W 32 [0, 1] is given by
(u(y), v(y))W 32
=
∫ 1
0
(36uv + 49u′v′ + 14u′′v′′ + u(3)v(3)) dy, (2.1)
and the norm ‖u‖W 32 is denoted by ‖u‖W 32 =
√
(u, u)W 32
, where u, v ∈ W 32 [0, 1].
Theorem 2.1. The space W 32 [0, 1] is a reproducing kernel space. That is, for any u(y) ∈ W 32 [0, 1] and each ﬁxed
x ∈ [0, 1], there exists Rx(y) ∈ W 32 [0, 1], y ∈ [0, 1], such that (u(y), Rx(y))W 32 =u(x). The reproducing kernel Rx(y)
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can be denoted by
Rx(y) =
{
c1ey + c2e−y + c3e2y + c4e−2y + c5e3y + c6e−3y, yx,
d1ey + d2e−y + d3e2y + d4e−2y + d5e3y + d6e−3y, y > x. (2.2)
The coefﬁcients of the reproducing kernel Rx(y) and the proof of Theorem 2.1 are given in Appendix A,
Appendix B.
2.2. The reproducing kernel space W 12 [0, 1]
The inner product space W 12 [0, 1] is deﬁned by W 12 [0, 1] = {u(x)|u is absolutely continuous real value function,
u, u′ ∈ L2[0, 1]}. The inner product and norm in W 12 [0, 1] are given, respectively, by
(u(x), v(x))W 12
=
∫ 1
0
(uv + u′v′) dx, ‖u‖W 12 =
√
(u, u)W 12
,
where u(x), v(x) ∈ W 12 [0, 1]. In Ref. [5], the authors had proved that W 12 [0, 1] is a complete reproducing kernel space
and its reproducing kernel is
Rx(y) = 12 sinh(1) [cosh(x + y − 1) + cosh(|x − y| − 1)].
3. The solution of Eq. (1.2)
In this section, the solution of Eq. (1.2) is given in the reproducing kernel space W 32 [0, 1].
In Eq. (1.2), it is clear that L : W 32 [0, 1] → W 12 [0, 1] is a bounded linear operator. Put i (x) = Rxi (x) and
i (x)=L∗i (x) where L∗ is the adjoint operator of L. The orthonormal system {i (x)}∞i=1 of W 32 [0, 1] can be derived
from Gram–Schmidt orthogonalization process of {i (x)}∞i=1,
i (x) =
i∑
k=1
ikk(x) (ii > 0, i = 1, 2, . . .). (3.1)
Theorem 3.1. For Eq. (1.2), if {xi}∞i=1 is dense on [0, 1], then {i (x)}∞i=1 is the complete system of W 32 [0, 1] and
i (x) = LyRx(y)|y=xi .
Proof. We have
i (x) = (L∗i )(x) = ((L∗i )(y), Rx(y))
= (i (y), LyRx(y)) = LyRx(y)|y=xi .
The subscript y by the operator L indicates that the operator L applies to the function of y.
Clearly, i (x) ∈ W 32 [0, 1].
For each ﬁxed u(x) ∈ W 32 [0, 1], let (u(x),i (x)) = 0 (i = 1, 2, . . .), which means that,
(u(x), (L∗i )(x)) = (Lu(·),i (·)) = (Lu)(xi) = 0. (3.2)
Note that {xi}∞i=1 is dense on [0, 1], hence, (Lu)(x) = 0. It follows that u ≡ 0 from the existence of L−1. So the proof
of the Theorem 3.1 is complete. 
Theorem 3.2. If {xi}∞i=1 is dense on [0, 1] and the solution of Eq. (1.2) is unique, then the solution of Eq. (1.2) is
u(x) =
∞∑
i=1
i∑
k=1
ikf (xk)i (x). (3.3)
Proof. Applying Theorem 3.1, it is easy to know that {i (x)}∞i=1 is the complete orthonormal basis of W 32 [0, 1].
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Note that (v(x),i (x)) = v(xi) for each v(x) ∈ W 12 [0, 1], hence we have
u(x) =
∞∑
i=1
(u(x),i (x))i (x)
=
∞∑
i=1
i∑
k=1
ik(u(x), L
∗k(x))i (x)
=
∞∑
i=1
i∑
k=1
ik(Lu(x),k(x))i (x)
=
∞∑
i=1
i∑
k=1
ik(f (x),k(x))i (x)
=
∞∑
i=1
i∑
k=1
ikf (xk)i (x). (3.4)
So, the proof of the theorem is complete. 
Now, the approximate solution un(x) can be obtained by the n-term intercept of the exact solution u(x) and
un(x) =
n∑
i=1
i∑
k=1
ikf (xk)i (x). (3.5)
Theorem 3.3. Assume u(x) is the solution of Eq. (1.2) and rn(x) is the error between the approximate un(x) and the
exact solution u(x). Then the error rn(x) is monotone decreasing in the sense of ‖ · ‖W 32 .
Proof. From (3.4) and (3.5), it follows that
‖rn‖W 32 =
∥∥∥∥∥
∞∑
i=n+1
i∑
k=1
ikf (xk)i (x)
∥∥∥∥∥
W 32
=
∞∑
i=n+1
(
i∑
k=1
ikf (xk)
)2
. (3.6)
(3.6) shows that the error rn is monotone decreasing in the sense of ‖ · ‖W 32 .
The proof is complete. 
4. Numerical example
In this section, some numerical examples are studied to demonstrate the accuracy of the presentmethod.The examples
are computed using Mathematica 4.2. Results obtained by the method are compared with the exact solution of each
example and are found to be in good agreement with each other.
Example 1. Considering equation⎧⎪⎨
⎪⎩
u′′(x) + 1
x
u′(x) + u(x) = f (x), 0<x1,
u(0) = 0,
u(1) = 0,
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Table 1
Numerical results for Example 1 (n = 26)
x True solution u(x) Approximate solution u26 Absolute error
0.001 9.990E − 7 9.9898E − 7 2.0E − 11
0.08 0.005888 0.0058857 2.2E − 06
0.16 0.021504 0.0214924 1.1E − 05
0.32 0.069632 0.0695762 5.5E − 05
0.48 0.119808 0.119689 1.1E − 04
0.64 0.147456 0.147288 1.6E − 04
0.80 0.128 0.127843 1.5E − 04
0.96 0.036864 0.036816 4.7E − 05
1.00 0 0 0
Table 2
Numerical results for Example 1 (n = 51)
x True solution u(x) Approximate solution u51 Absolute error
0.001 9.990E − 7 9.9899E − 7 5.8E − 12
0.08 0.005888 0.0058875 4.8E − 07
0.16 0.021504 0.0215012 2.7E − 06
0.32 0.069632 0.0696182 1.3E − 05
0.48 0.119808 0.119778 2.9E − 05
0.64 0.147456 0.147414 4.1E − 05
0.80 0.128 0.127961 3.9E − 05
0.96 0.036864 0.0368522 1.1E − 05
1.00 0 0 0
Table 3
Numerical results for Example 2 (n = 26)
x True solution u(x) Approximate solution u26 Absolute error
0.001 9.990E − 7 9.9892E − 7 8.1E − 11
0.08 0.0058817 0.0058719 9.7E − 06
0.16 0.0214124 0.0213750 3.7E − 05
0.32 0.0684497 0.0683204 1.2E − 04
0.48 0.1152600 0.115032 2.2E − 04
0.64 0.137594 0.137315 2.7E − 04
0.80 0.114777 0.114544 2.3E − 04
0.96 0.031457 0.031393 6.3E − 05
1.00 0 0 0
where f (x) = 4 − 9x + x2 − x3. The true solution is x2 − x3. Using our method, we choose 26 points and 51 points
on [0, 1], respectively. The numerical results are given in the following Tables 1 and 2.
Example 2. Considering equation⎧⎪⎪⎨
⎪⎪⎩
u′′(x) + 1√
x
u′(x) + 1
x
u(x) = f (x), 0<x1,
u(0) = 0,
u(1) = 0,
where f (x)= (1/√x)((2√x +x −4x√x −x2) cos(x)− (−1+√x +2x +2x√x −x2√x) sin(x)). The true solution
is sin(x)(x2 −x3). Using our method, we choose 26 points and 103 points on [0, 1], respectively. The numerical results
are given in the following Tables 3 and 4.
M. Cui, F. Geng / Journal of Computational and Applied Mathematics 205 (2007) 6–15 11
Table 4
Numerical results for Example 2 (n = 103)
x True solution u(x) Approximate solution u103 Absolute error
0.001 9.990E − 7 9.98999E − 7 7.9E − 13
0.08 0.0058817 0.00588121 5.1E − 07
0.16 0.0214124 0.0214102 2.1E − 06
0.32 0.0684497 0.0684414 7.8E − 06
0.48 0.1152600 0.115246 1.4E − 05
0.64 0.137594 0.137577 1.7E − 05
0.80 0.114777 0.114762 1.4E − 05
0.96 0.031457 0.031453 3.9E − 06
1.00 0 0 0
Table 5
Numerical results for Example 3 (n = 56)
x True solution u(x) Approximate solution u56 Absolute error
0.001 9.86957E − 6 9.86953E − 6 3.8E − 11
0.08 0.0618467 0.0617758 7.0E − 05
0.16 0.2320870 0.2317570 3.3E − 04
0.32 0.7128900 0.7117640 1.1E − 03
0.48 0.9960570 0.9944420 1.6E − 03
0.64 0.8187120 0.8173850 1.3E − 03
0.80 0.3454920 0.3449510 5.4E − 04
0.96 0.0157084 0.0156892 1.9E − 05
1.00 0 0 0
Table 6
Numerical results for Example 3 (n = 105)
x True solution u(x) Approximate solution u105 Absolute error
0.001 9.86957E − 6 9.86953E − 6 3.7E − 11
0.08 0.0618467 0.0618250 2.0E − 05
0.16 0.2320870 0.2319970 8.9E − 05
0.32 0.7128900 0.7125980 2.9E − 04
0.48 0.9960570 0.9956430 4.1E − 04
0.64 0.8187120 0.8183730 3.3E − 04
0.80 0.3454920 0.3453520 1.3E − 04
0.96 0.0157084 0.0157032 5.1E − 06
1.00 0 0 0
Example 3. Considering equation
⎧⎪⎪⎨
⎪⎪⎩
u′′(x) + x + 13√sin(x)u
′(x) + 1√
x
u(x) = f (x), 0<x1,
u(0) = 0,
u(1) = 0,
where f (x)=22(cos(x))2+(1/√x−22)(sin(x))2+((x+1) sin(2x)/ 3√sin(x)). The true solution is (sin(x))2.
Using our method, we choose 56 points and 105 points on [0, 1], respectively. The numerical results are given in the
following Tables 5 and 6.
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Appendix A. The coefﬁcients of the reproducing kernel Rx(y)
1 = 48(e − 1)3(239 + 956e + 1454e2 + 716e3 + 470e4 + 716e5 + 1454e6 + 956e7 + 239e8),
2 = 1.251,
3 = 51,
c1 = 1
1
e−3x(−108e4 + 756e5 + 266e7 + 266e8 + 234e9 − 956e4x + 956e5x − 239e6x + 128e3+x
− 1852e4+x − 988e5+x + 239e10+2x − 988e6+x − 988e7+x − 1096e8+x − 936e9+x + 936e2+2x
+ 1096e3+2x + 9614 + 2x + 961e5+2x + 2689e7+2x + 79e8+2x + 239e9+2x + 239e11+2x − 956e1+4x
− 956e2+4x − 956e3+4x − 956e4+4x − 2684e5+4x − 234e6+4x − 234e7+4x − 234e8+4x − 234e9+4x
+ 956e1+5x + 956e2+5x + 956e3+5x + 1064e4+5x + 1928e5+5x − 32e6+5x − 32e7+5x − 328+5x
− 239e1+6x − 239e2+6x − 207e3+6x − 837e4+6x + 27e5+6x + 27e6+6x + 27e7+6x),
c2 = 1
1
e−3x(27e4 + 27e5 + 27e6 − 837e7 − 207e8 − 239e10 − 239e11 + 239e4x − 32e3+x − 32e4+x
− 32e5+x − 956e10+2x + 1928e6+x + 1064e7+x + 956e8+x + 956e9+x + 956e10+x + 956e11+x
− 234e2+2x − 234e3+2x − 234e4+2x − 234e5+2x − 2684e6+2x − 956e7+2x − 956e8+2x − 956e9+2x
− 956e11+2x + 239e1+4x + 79e3+4x + 2689e4+4x + 961e6+4x + 961e7+4x + 1096e8+4x + 936e2+5x
− 1096e3+5x − 988e4+5x − 988e5+5x − 988e6+5x − 1852e7+5x + 128e8+5x + 234e2+6x + 266e4+6x
+ 266e5+6x + 756e6+6x − 108e7+6x),
c3 = − 2
2
e−3x(−135e4 + 945e5 + 455e6 + 455e7 − 40e8 − 1195e4x + 1195e5x − 239e6x + 160e3+x
− 2315e4+x − 1451e5+x − 1451e6+x − 587e7+x − 857e8+x − 697e9+x + 239e11+x + 1170e2+2x
+ 1370e3+2x + 1235e4+2x + 1235e5+2x + 1235e6+2x + 2315e7+2x − 160e8+2x − 1195e1+4x
− 1330e4+4x − 2410e5+4x + 40e7+4x + 40e8+4x + 1195e1+5x + 1195e2+5x + 1195e3+5x
+ 1465e4+5x + 1465e5+5x − 495e6+5x − 495e7+5x − 239e1+6x − 473e2+6x − 513e3+6x − 648e4+6x
+ 216e5+6x + 216e6+6x),
c4 = 1
2
e−3x(−216e5 − 216e6 + 648e7 + 513e8 + 473e9 + 239e11 − 239e5x + 495e5+x + 1195e10+2x
− 1465e6+x − 1465e7+x − 1195e8+x − 1195e9+x − 1195e10+x − 1195e11+x − 40e5+2x
+ 2410e6+2x + 1330e7+2x + 1195e8+2 + 1195e9+2x + 1195e11+2x + 160e3+4x − 2315e4+4x
− 1325e7+4x − 1370e8+4x − 1170e9+4x − 239e1+5x + 697e2+5x + 857e3+5x + 587e4+5x
+ 1451e5+5x + 1451e6+5x + 2315e7+5x − 160e8+5x + 40e3+6x − 455e4+6x − 455e5+6x
− 945e6+6x + 135e7+6x),
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c5 = 1
3
e−3x(−135e4 + 729e5 + 729e6 + 1593e7 − 1017e8 − 697e9 + 239e10 + 239e11 − 1195e4x
+ 956e5x + 160e3+x − 1820e4+x − 1820e5+x − 3780e6+x + 540e7+x + 1170e2+2x
+ 1330e3+2x + 1330e4+2x + 1330e5+2x + 3780e6+2x − 540e7+2x − 1195e1+4x − 1195e2+4x
− 1035e3+4x − 4185e4+4x + 135e5+4x + 135e6+4x + 135e7+4x + 956e1+5x + 1892e2+5x
+ 2052e3+5x + 2593e4+5x − 864e5+5x − 864e6+5x − 1170e2+6x − 1490e4+6x + 490e4+6x
+ 490e5+6x),
c6 = 1
3
e−3x(490e6 + 490e7 − 1490e8 − 1170e9 + 239e6x − 1195e10+2x − 864e6+x + 2592e7+x
+ 2052e8+x + 1892e9+x + 956e10+x + 956e11+x + 135e4+2x + 135e5+2x + 135e6+2x − 4185e7+2x
− 1035e8+2x − 1195e9+2x − 1195e11+2x − 540e4+4x + 3780e5+4x + 1330e6+4x + 1330e7+4x
+ 1330e8+4x + 1170e9+4x + 540e4+5x − 3780e5+5x − 1820e6+5x + 160e8+5x + 239e1+6x
− 697e2+6x − 1017e3+6x + 1593e4+6x + 729e5+6x + 729e6+6x − 135e7+6x),
d1 = 1
1
e−3x(ex − 1)2(−108e4 + 756e5 + 266e7 + 266e8 + 234e9 + 239e2x + 478e3x − 239e4x
+ 128e3+x − 2068e4+x + 524e5+x − 456e6+x − 456e7+x − 564e8+x − 468e9+x + 239e1+2x
+ 239e2+2x + 335e3+2x − 1339e4+2x + 1253e5+2x − 217e6+2x − 217e7+2x − 298e8+2x
− 298e9+2x + 478e1+3x + 478e2+3x + 542e3+3x − 610e4+3x + 1982e5+3x + 22e6+3x + 22e7+3x
− 32e8+3x − 239e1+4x − 239e2+4x − 207e3+4x − 837e4+4x + 27e5+4x + 27e6+4x + 27e7+4x),
d2 = − 1
1
e2−3x(ex − 1)2(−27e2 − 27e3 − 27e4 + 837e5 + 207e6 + 239e7 + 234e8 + 239e9 + 234e2x
+ 468e3x − 234e4x + 32e1+x − 22e2+x − 22e3+x − 1982e4+x + 610e5+x − 542e6+x − 478e7+x
− 478e8+x − 478e9+x + 298e1+2x + 217e2+2x + 217e3+2x − 1253e4+2x + 1339e5+2x − 335e6+2x
− 239e7+2x − 239e8+2x − 239e9+2x + 564e1+3x + 456e2+3x + 456e3+3x − 524e4+3x + 2068e5+3x
− 128e6+3x − 266e1+4x − 266e2+4x − 266e3+4x − 756e4+4x + 108e5+4x),
d3 = − 1
2
e−3x(ex − 1)2(−135e4 + 945e5 + 455e6 + 455e7 − 40e8 + 239ex + 478e2x + 717e3x
− 239e4x + 239e1+x − 697e2+x − 857e3+x − 857e4+x + 439e5+x − 541e6+x − 1405e7+x + 80e8+x
+ 478e1+2x − 224e2+2x − 344e3+2x − 344e4+2x + 1168e5+2x − 302e6+2x − 950e7+2x
+ 40e8+2x717e1+3x + 249e2+3x + 169e3+3x + 168e4+3x + 1897e5+3x − 63e6+3x − 495e7+3x
− 239e1+4x − 473e2+4x − 513e3+4x − 648e4+4x + 216e5+4x + 216e6+6x),
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d4 = 1
2
e3−3x(ex − 1)2(−216e2 − 216e3 + 648e4 + 513e5 + 473e6 + 239e7 + 239e8 − 40e2x − 80e3x
+ 40e4x + 495e1+x + 63e2+x − 1897e3+x − 169e4+x − 169e5+4x − 249e6+x − 717e7+x − 717e8+x
+ 950e1+2x + 302e2+2x − 1168e3+2x + 344e4+2x + 344e5+2x + 224e6+2x − 478e7+2x
− 478e8+2x1405e1+3x + 541e2+3x − 439e3+3x + 857e4+3x + 857e5+3x + 697e6+3x − 239e7+3x
− 239e8+3x − 455e1+4x − 455e2+4x − 945e3+4x + 135e4+4x),
d5 = 1
3
e3− 3x(ex − 1)2(239+ 239e− 697e2 − 1017e3 + 1593e4 + 729e5 + 729e6 − 135e7 + 478ex + 717e2x
+ 956e3x + 478e1+x − 1394e2+x − 1874e3+x + 1366e4+x − 362e5+4x − 2322e6+x + 270e7+x
+ 717e1+2x − 921e2+2x − 1401e3+2x + 2469e4+2x − 123e5+2x − 1593e6+2x + 135e7+2x
+ 956e1+3x − 448e2+3x − 928e3+3x + 3572e4+3x + 116e5+3x − 864e6+3x − 1170e2+4x − 1490e3+4x
+ 490e4+4x + 490e5+4x),
d6 = 1
3
e3−3x(ex − 1)2(490e2 + 490e3 − 1490e4 − 1170e5 + 135e2x + 270e3x − 135e4x − 864e1+x
+ 116e2+x + 3572e3+x − 928e4+x − 448e5+x + 956e6+x + 956e7+x − 1593e1+2x − 123e2+2x
+ 2469e3+2x − 1401e4+2x − 921e5+2x + 717e6+2x + 717e7+2x − 2322e1+3x − 362e2+3x + 1366e3+3x
− 1874e4+3x − 1394e5+3x + 478e6+3x + 478e7+3x + 729e1+4x + 729e2+4x + 1593e3+4x − 1017e4+4x
− 697e5+4x + 239e6+4x + 239e7+4x).
Appendix B. The proof of Theorem 2.1
Through several integrations by parts for (2.1), then
(u(y), Rx(y))W 32
=
∫ 1
0
u(y)(36Rx(y) − 49R(2)x (y) + 14R(4)x (y) − R(6)x (y)) dy + u(y)(49R′x(y)
− 14R(3)x (y) + R(5)x (y))|10 + u′(y)(14R(2)x (y) − R(4)x (y))|10 + u′′(y)R(3)x (y)|10. (B.1)
Since Rx(y) ∈ W 32 [0, 1], it follows that
Rx(0) = 0, Rx(1) = 0, R′x(0) = 0. (B.2)
Since u ∈ W 32 [0, 1], u(0) = u(1) = u′(0) = 0. If
14R(2)x (1) − R(4)x (1) = 0, R(3)x (0) = 0, R(3)x (1) = 0, (B.3)
then (B.1) implies that
(u(y), Rx(y))W 32
=
∫ 1
0
u(y)(36Rx(y) − 49R(2)x (y) + 14R(4)x (y) − R(6)x (y)) dy.
For ∀x ∈ [0, 1], if Rx(y) also satisﬁes
36Rx(y) − 49R(2)x (y) + 14R(4)x (y) − R(6)x (y) = (y − x), (B.4)
then
(u(y), Rx(y))W 32
= u(x).
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Characteristic equation of (B.4) is given by
	6 − 14	4 + 49	2 − 36 = 0,
then we can obtain characteristic values 	1 = 1, 	2 = −1, 	3 = 2, 	4 = −2, 	5 = 3, and 	6 = −3. So, let
Rx(y) =
{
c1ey + c2e−y + c3e2y + c4e−2y + c5e3y + c6e−3y, yx,
d1ey + d2e−y + d3e2y + d4e−2y + d5e3y + d6e−3y, y > x.
On the other hand, for (B.4), let Rx(y) satisfy
R(k)x (x + 0) = R(k)x (x − 0), k = 0, 1, 2, 3, 4. (B.5)
Integrating (B.4) from x − 
 to x + 
 with respect to y and let 
 → 0, we have the jump degree of R(5)x (y) at y = x
R(5)x (x − 0) − R(5)x (x + 0) = 1. (B.6)
Applying (B.2), (B.3), (B.5), (B.6), the unknown coefﬁcients of (2.2) can be obtained.
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