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Abstract
In this dissertation we study groups of automorphisms of rooted trees arising from the
transformations of the boundaries of these trees. The boundary of every regular rooted tree
can be endowed with various algebraic structures. The transformations of these algebraic
structures under certain conditions induce endomorphisms or automorphisms of the tree
itself that can be described using the language of Mealy automata. This connection can be
used to study boundary transformations using the properties of the induced endomorphisms,
or vice versa.
We concentrate on two ways to interpret the boundary of the rooted d-regular tree. In
the ﬁrst approach discussed in detail in Chapter 3 we treat it as the ring Zd of d-adic integers.
This is achieved by naturally identifying the nth level of the rooted d-ary tree with the ring
Z/(dnZ). Under this interpretation we study transformations of Zd induced by polynomials
in Z[x]. We show that they always induce endomorphisms of the tree, completely describe
these endomorphisms using the language of automata and show that all of their sections
are again induced by polynomials in Z[x] of the same degree. In the case of permutational
polynomials acting on Zd by bijections the induced endomorphisms are automorphisms of
the tree. For d = 2 such polynomials were completely characterized by Rivest in [Riv01]. As
our main application we utilize the result of Rivest to derive the conditions on the coeﬃcients
of a permutational polynomial f(x) ∈ Z[x] that are necessary and suﬃcient for f to induce
a level transitive automorphism of the binary tree, which is equivalent to the ergodicity of
the action of f(x) on Z2 with respect to the normalized Haar measure. Such polynomials
have applications in cryptography and are used in certain generators of random numbers.
iii
In the second approach, to be discussed in Chapter 4, we treat the boundary of the
rooted binary tree as the ring (Z/2Z)[[t]] of formal power series over Z/2Z. This view
allowed us to completely describe the structure of a certain group generated by a 4-state
2-letter bireversible automaton. Namely, we show that it is isomorphic to the lamplighter
group (Z/2Z)2 ≀ Z of rank two. We show that the action of the generators of this group on
the boundary of the tree can be induced by aﬃne transformations of (Z/2Z)[[t]]. To our
best knowledge, this is the ﬁrst realization of the rank 2 lamplighter group by a bireversible
automaton.
iv
Chapter 1
Introduction
1.1 Groups Generated by Automata
The ﬁrst appearance of groups generated by automata goes back to the beginning of
1960’s [Glu61,Hoř63] but it took more than 20 years to realize their importance and util-
ity. Now this is a rich theory with connections to holomorphic dynamics [Nek05], combi-
natorics [GŠ06], analysis [GLSŻ00], dynamical systems [GS16], computer science [MS15],
and many other areas. We refer the reader to the survey article [GNS00] for history and
references.
It was not until the 1970’s and the beginning of the 1980’s that the ﬁrst inﬂuential results of
this theory came up when it was shown in [Ale72,Sus79,Gri80,GS83] that automaton groups
provide examples of ﬁnitely generated inﬁnite torsion groups. This made a contribution to
one of the most famous problems in algebra, namely the General Burnside Problem. This
problem was ﬁrst solved by E.S. Golod in [Gol64] using the Golod-Shafarevich theorem.
There are actually two other versions of Burnside problem. The ﬁrst, which was also
originally introduced by Burnside, is the bounded Burnside problem. It asks for the existence
of inﬁnite ﬁnitely generated groups of bounded exponent (a group has bounded exponent
n if gn is trivial for all elements g of the group). This problem merely reduces to the
question of ﬁniteness of free Burnside groups B(m,n) with m generators and exponent n.
The problem was positively solved by Novikov and Adian [NA68, NA68, NA68]. Namely,
they have shown that B(m,n) is inﬁnite for any odd n ≥ 4381 and m > 1. Later Adian
in [Adi79] improved the bound for n to 665. The question for the even exponent remained
open until Ivanov [Iva94] and Lysenok [Lys96] obtained independently proofs for exponents
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≥ 248 and ≥ 8000 correspondingly.
The third version of Burnside problem is called the restricted Burnside problem which asks
if there is, for any given m and n, an m-generated ﬁnite group with exponent n of maximal
order. Obviously if the free Burnside group B(m,n) is ﬁnite, this group would be such a
maximal group. Unfortunately this is not always the case as mentioned above. For prime
exponents Kostrikin in 1950s answered this question aﬃrmatively. The complete positive
solution of the restricted Burnside problem was obtained by Zelmanov [Zel91b,Zel90,Zel91a].
For more information on the three versions of the problem, we refer the reader to [Adi79,
Gol68,Gup89,Kos90,Zel91b,GL02]).
Indeed, the possible relation of groups generated by automata to the General Burnside
problem was ﬁrst suggested by Glushkov in [Glu61, p.46]. Investigating the methods used
to study the properties of the examples from [Ale72,Sus79,Gri80], we can see that they are
quite diﬀerent. For example, the methods used in [Ale72] are typical for the theory of ﬁnite
automata. The exposition in [Sus79] is based on Kaloujnine’s tableaux which comes from his
theory of iterated wreath products of cyclic groups of prime order p. The approach in [Gri80]
is mainly based on the notions of self-similarity and contraction (The contraction property
here means that the length of the elements contracts by a factor bounded away from 1 when
one passes to sections). An essential tool introduced in the beginning of the 1980’s was the
language of actions on rooted trees which was ﬁrst suggested by Gupta and Sidki in [GS83].
It tremendously helped in bringing geometric insight to the subject.
The importance of automaton groups was again emphasized when it was shown that some
of these groups provided the ﬁrst examples of groups of intermediate growth [Gri83,Gri84,
Gri85]. This answered the question of J.Milnor [Mil68] about the existence of such groups as
well as M. Day’s problem [Day57] on the existence of amenable but not elementary amenable
groups. So far all known examples of groups of intermediate growth and non-elementary
amenable groups are based on automaton groups or groups acting on trees.
In this dissertation we will study endomorphisms of rooted trees arising from transfor-
mations of the boundaries of those trees. Using the theory of automaton groups, we can
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describe the action of such endomorphisms. Before we go on, we brieﬂy introduce the struc-
ture of rooted trees and their boundaries and give diﬀerent views to look at their vertices
and elements. The set of vertices of a rooted d-ary tree can be naturally identiﬁed with the
set X∗ of all ﬁnite words over an alphabet X = {0, 1, . . . , d− 1}. The boundary of the tree
consisting of all inﬁnite paths without backtracking initiating at the root, which is usually
denoted by X∞, can be interpreted in many ways. Diﬀerent ways of looking at X∞ lead to
diﬀerent approaches to study its transformations and automorphisms of the tree X∗ induced
by these transformations.
One way to proceed is to give the n-th level of X∗ the structure of Z/(dnZ) by identifying
x0x1 . . . xn−1 ∈ X
n with x0 + d · x1 + · · · + dn−1 · xn−1 ∈ Z/(dnZ). The boundary of X∗
is then identiﬁed with the ring Zd of d-adic integers. So every 1-Lipschitz mapping f over
Zd (the boundary of X∗) naturally induces a well-deﬁned mapping fk = f (mod dk) of the
residue ring Z/(dnZ) (the nth level of X∗) by letting fk(x) = f(x) (mod dk). In [Ana02]
Anashin showed that a 1-Lipschitz function on Zp (for a prime p) is measure-preserving (or,
accordingly, ergodic) if and only if it is bijective (accordingly, transitive) modulo pk for all
k = 1, 2, 3, . . .. This result is a restatement of Theorem 6.5 in [GNS00] in the language of
transformations of p-adic integers.
The boundary X∞ can also be interpreted as the ring (Z/dZ)[[t]] of formal power series
over Z/dZ. Each inﬁnite word a0a1a2 . . . ∈ X∞ can be represented as an element a0 + a1t+
· · ·+aiti+· · · of (Z/dZ)[[t]]. It was shown in [SS16] that aﬃne transformations of (Z/dZ)[[t]]
induce automorphisms of X∗. Another approach to identify the boundary X∗ that will be
also used in this dissertation is to interpret it as an inﬁnite dimensional free (Z/dZ)-module
(Z/dZ)∞ (which is a vector space over Z/dZ in the case of prime d).
1.2 Action of Polynomials over Z on the Rooted Trees
For a ﬁxed integer d ≥ 2 every polynomial f(x) ∈ Z[x] naturally induces mappings
fn : Z/(dnZ) → Z/(dnZ) for all positive integers n. Equivalently, these mappings are in-
duced by the action of f on the ring of d-adic integers Zd. These two equivalent approaches
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to study polynomials in Z[x] have been used in diﬀerent contexts during the last several
decades. One of the ﬁrst motivations came from the constructions of the generators for
pseudo-random sequences and goes back to Knuth [Knu81,Ana98,Lar02a]. In this and most
of the other applications it is crucial to consider polynomials acting by permutations on
Z/(dnZ). Such polynomials are generally called permutational polynomials, however it is
important to emphasize the distinction of these polynomials from the class of permutation
polynomials that permute elements of ﬁnite ﬁelds Fpn (see [LN83, Chapter 7] for a survey).
In many cases a stronger condition of transitivity of this action is required. Another type
of applications come from cryptography. Rivest in [Riv01] completely characterized polyno-
mials that act by permutations on Z/(2nZ) for all n ≥ 1 and pointed out the use of one of
them (namely, f(x) = 2x2 + x) in the symmetric block cipher RC6 [RRSY] that was one
of the ﬁve ﬁnalists of the AES competition. The questions of ergodicity of the action of
permutational polynomials have been studied in the context of dynamical systems on Zp by
Anashin [Ana06]. We refer the reader to a nice survey paper [Fan15] for a background and
history in polynomial dynamics on Z/(dnZ).
In this dissertation (Chapter 3), we oﬀer another view on the polynomials acting on Zd
and on Z/(dnZ). Namely, we use the tools from the theory of groups acting on rooted trees
by automorphisms and groups generated by Mealy automata. The key idea in many of the
arguments in this theory is understanding automorphisms of rooted trees by describing their
sections (terms states and restrictions are also widely used) at the subtrees hanging down
from vertices of the original rooted tree. If the original tree was regular (i.e., every vertex
has the same number of children), these subtrees are canonically isomorphic to the original
tree, and these sections can be treated as the automorphisms of the original tree as well. We
utilize this approach to analyze the action of polynomials on Zd.
Note that the connection between the functions on the boundary of the tree induced by
automata and 1-Lipschitz functions on Zd was also established by Anashin in [Ana12], where
a criterion for ﬁniteness of the corresponding automaton in terms of the van der Put series
of the function was developed. This criterion provided an application of the p-adic analysis
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to the theory of automata. Here we suggest a converse application.
Identifying the n-th level ofX∗ with Z/(dnZ) and the boundary ofX∗ with the ring Zd of d-
adic integers as discussed in Section 3.2, we show in Proposition 3.2.1 that each polynomial in
Z[x] induces an endomorphism of the tree X∗, while each permutational polynomial induces
an automorphism. Our ﬁrst result describes the structure of these endomorphisms.
Theorem 3.2.3. Given a polynomial f(x) = a0 + a1x + · · · + atxt ∈ Z[x] inducing an
endomorphism of X∗, the image of a vertex x0 ∈ X under f is f(x0) (mod d) and the
section of f at x0 is again induced by a polynomial given by the equation:
f |x0(x) =
(
f(x0) div d
)
+
t∑
i=1
f (i)(x0)
i!
di−1xi,
where f (i) denotes the ith derivative of a polynomial f , and f(x0) div d is the quotient of
f(x0) and d.
Note that the case of linear polynomials was partially considered by Bartholdi and Šuníc
in [BŠ06].
Our main application here deals with permutational polynomials acting transitively on
Z/(2nZ) for all n. In terms of the action on the tree this condition is equivalent to being level
transitive. Equivalently, f ∈ Z[x] induces a level transitive automorphism if and only if the
corresponding dynamical system (Z2, f) is minimal (i.e., the orbit of each element of Z2 under
f is dense in Z2), or ergodic with respect to the Haar measure on Z2 (coinciding with the
uniform Bernoulli measure on Z2 viewed as a Cantor set) [GNS00, Proposition 6.5], [Ana06].
In order to state our main result, we ﬁrst review the history of the problem. The following
theorem proved by Larin in [Lar02a] gives the conditions that f has to satisfy in order to be
transitive mod 2n for each positive integer n.
Theorem 3.3.10 ( [Lar02a]). A polynomial f(x) = a0 +a1x+ · · ·+atxt ∈ Z[x] is transitive
mod 2n for every positive integer n if and only if it satisﬁes the following conditions:
(i) a0 ≡ 1 (mod 2)
(ii) a1 ≡ 1 (mod 2)
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(iii) a3 + a5 + a7 + · · · ≡ 2a2 (mod 4)
(iv) a4 + a6 + a8 + · · · ≡ a1 + a2 − 1 (mod 4)
Rivest in [Riv01] (see an alternative proof in [MŠG10]) derived the following conditions
that are necessary and suﬃcient for a polynomial f ∈ Z[x] to induce a permutation of each
level of {0, 1}∗ and hence an automorphism of the tree.
Theorem 3.2.11 ( [Riv01]). A polynomial f(x) = a0 + a1x + · · ·+ atxt in Z[x] induces a
permutation of Z/(2nZ) for each positive integer n if and only if it satisﬁes the following
conditions:
(i) a1 ≡ 1 (mod 2)
(ii) a2 + a4 + a6 + · · · ≡ 0 (mod 2)
(iii) a3 + a5 + a7 + · · · ≡ 0 (mod 2)
Using Theorem 3.2.3 we study level transitivity of a permutational polynomial f by count-
ing the number of nontrivial actions of the sections of f in each level. In [BOERT96, Propo-
sition (4.6)], it was shown that f acts level transitively on the rooted binary tree if and only if
the number of nontrivial actions of the sections of f in each level of {0, 1}∗ is odd. Using this
fact, we determine the conditions that f has to meet in order to be level transitive. These
conditions are summarized in the following theorem which is the main result of Chapter 3.
Theorem 3.3.9. Let f(x) = a0 + a1x + · · · + atxt be a permutational polynomial acting
on the rooted binary tree. Then this action is level transitive if and only if the following
conditions hold:
(i) a0 ≡ 1 (mod 2)
(ii) 2a2 ≡ a3 + a5 + · · · (mod 4)
(iii) a2 + a1 − 1 ≡ a4 + a6 + · · · (mod 4)
Combining the conditions of Theorems 3.2.11 and 3.3.9, we obtain the conditions of The-
orem 3.3.10 using a completely diﬀerent approach.
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1.3 Lamplighter Groups Arising as Automaton Groups
The lamplighter group and its generalizations have been studied extensively during the last
several decades. The simplest lamplighter group L = L1,2 is deﬁned as the restricted wreath
product (Z/2Z) ≀Z or, equivalently, as ⊕Z(Z/2Z)⋊Z, where Z acts on ⊕Z(Z/2Z) by shifting
the index. More generally, higher rank lamplighter groups Ln,d are deﬁned similarly as
(Z/dZ)n ≀ Z.
All of the groups in this class are metabelian groups of exponential growth that, despite
seemingly simple algebraic structure, possess extraordinary properties, connect diﬀerent ar-
eas of mathematics, and serve as counterexamples to several conjectures. To start with, this
is one of the simplest examples of ﬁnitely generated but not ﬁnitely presented groups.
Especially fruitful from historical perspective was the discovery that the lamplighter group
(of rank 1) L is one of the 6 nonisomorphic groups generated by 2-state 2-letter invertible
Mealy automata [GNS00]. Every group generated by a d-letter automaton naturally acts on
the regular d-ary tree, whose set of vertices can be identiﬁed with the set X∗ of all ﬁnite
words over a d-letter alphabet X = {0, 1, . . . , d−1} as we mentioned earlier. The automaton
realization of L has eventually led to the construction of counterexamples to various versions
of Atiyah conjecture on l2-Betti numbers [Ati76] in [GLSŻ00,DS02,Aus13,LW13,Gra14] and
more recently [Gra16]. The striking property of L behind the ﬁrst construction in [GLSŻ00]
is that the spectrum of the Laplace operator on the Cayley graph of L (with respect to a
special system of generators) is pure point spectrum [GŻ01], which was obtained via the
action of L on the boundary X∞ of the rooted binary tree X∗ induced by its automaton
realization.
The lamplighter type groups play also an important role in the theory of random walks on
groups [KmV83,LPP96,PSC02,BTZ17]. The subgroup structure of Ln,p was explicitly de-
scribed by Grigorchuk and Kravchenko in [GK14]. Further, the lamplighter groups happen to
be one of the ﬁrst examples of scale-invariant groups that are not virtually nilpotent [NP11],
thus giving a counterexample to a conjecture by Benjamini. Here by scale-invariant group
we mean ﬁnitely generated inﬁnite group G that possess a nested sequence of ﬁnite index
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subgroups Gn that are all isomorphic to G and whose intersection is a ﬁnite group. And
again, the automaton realization of lamplighter groups played an important role in this con-
struction. In particular, it is proved in [GS14] that each self-replicating automaton group
acting essentially freely on the boundary of a tree (i.e., in such a way that for every nontrivial
element of the group the measure of the ﬁxed point set of this element under the action of
the group on the boundary of the rooted tree is zero) is scale-invariant. Many lamplighter
type groups happen to act essentially freely on the boundary.
Below we survey some of a history of generating lamplighter type groups by automata.
But before proceeding, we ﬁrst informally recall the classes of reversible and bireversible
automata (the formal treatment is given in Section 2.2). For every invertible n-state m-
letter automaton A one can deﬁne an m-state n-letter dual automaton ∂A by “swapping the
roles” of letters of the alphabet and the states of an automaton. I.e., there is a transition
q
x/y
−→ w in A for states q, w of A and letters x, y from the alphabet if and only if there is a
transition x
q/w
−→ y in ∂A. An automaton A is called reversible if its dual ∂A is invertible,
and it is called bireversible if A, ∂A and ∂(A−1) are all invertible. Bireversible automata
constitute a very interesting class. The groups that they generate are often hard to analyze
by the standard methods based on various contraction properties. For example, several
families of bireversible automata studied in [GM05,VV07,VV10,SVV11,SV11] generate free
nonabelian groups or free products of ﬁnite number of copies of Z/2Z. But the proof behind
the main break through construction in [VV07] that answered 20 year old question by Sidki
is rather technical and involved.
In Chapter 4 we will prove the following theorem. Indeed this is the main result of this
chapter.
Theorem 4.4.12. The group G = 〈a = (b, d)σ, b = (d, b)σ, c = (a, c), d = (c, a)〉 is generated
by a 4-state 2-letter bireversible automaton (depicted in Figure 13) and is isomorphic to the
rank 2 lamplighter group L2,2 ∼= (Z/2Z)2 ≀ Z.
With the result above in mind, we proceed to surveying the history of the topic to motivate
our interest in the group G. After the original realization of L1,2 in [GNS00,GŻ01] by a 2-
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state 2-letter automaton, Silva and Steinberg in [SS05] have constructed a family of nd-state
nd-letter reset automata generating Ln,d. Thus, the group L2,2 in this family is generated by
4-state 4-letter automaton.
In [BŠ06] Bartholdi and Šuníc have constructed a large family of lamplighter groups Ln,p
parametrized by monic polynomials over Zp that are invertible in the ring Zp[[t]] of formal
power series over Zp. There are two automata in this family generating L2,2: these automata
correspond to polynomials t2 + t+ 1 and t2 + 1. Both of these automata are 4-state 2-letter
automata, but none of them is bireversible (however, their inverses are reversible). Another
reincarnation of L2,2 was discovered in [GS14], where it was shown that a 3-state 2-letter
automaton (not reversible) generates an index 2 extension of L2,2.
The ﬁrst examples of bireversible automata generating lamplighter type groups were con-
structed in [BDR16] and [SS16]. Bondarenko, D’Angeli, and Rodaro in [BDR16] presented
a 3-state 3-letter self-dual bireversible automaton generating L1,3 ∼= Z3 ≀ Z. The second
automaton was a 4-state 2-letter automaton generating an index 2 extension of L2,2. It
appeared as the main example in the paper by Sidki and the second author [SS16] whose
main goal was to understand the action of lamplighter type groups on rooted trees. In a very
recent preprint [SS18] Skipper and Steinberg, using aﬃne transformations of power series
rings with coeﬃcients in a ﬁnite commutative ring, have constructed families of bireversible
automata generating A ≀Z for a ﬁnite abelian group A such that the 2-Sylow subgroup of A
has no multiplicity one summands in its expression as a direct sum of cyclic groups of order
a power of 2.
In most cases when lamplighter group is generated by ﬁnite automaton acting on a bi-
nary tree, the base group ⊕Z(Z/2Z), which is generated by inﬁnite number of commuting
involutions, consists of spherically homogeneous automorphisms (an automorphism in called
spherically homogeneous provided that for each level its states at the vertices of this level all
coincide). Thus the whole group usually lies in the normalizer of the group SHAut(X∗) of
all spherically homogeneous automorphisms inside the group Aut(X∗) of all automorphisms
of X∗. It was shown in [SS16] that this normalizer consists of aﬃne automorphisms of X∗
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coming from the aﬃne actions on the boundary X∞ of the tree viewed as uncountable inﬁ-
nite dimensional vector space over Z/2Z. Moreover, it was shown that every realization of
lamplighter group as an automaton group acting on the binary tree is conjugate to the one
coming from aﬃne actions. The group G is not an exception, but it turns out that elements
of G sit in a more narrow class of automorphisms induced by the aﬃne transformations of the
boundary of X∗ viewed as the ring (Z/2Z)[[t]]. For f, g ∈ (Z/2Z)[[t]] let τf,g denote the au-
tomorphism of the X∗ sending h(t) to h(t) ·f(t)+g(t). The group of all such automorphisms
is denoted by Aﬀ [[t]](X∗).
Theorem 4.4.4. The generators a, b, c and d of G all lie in Aﬀ [[t]](X∗) and are induced by
the aﬃne transformations of the form
a = τ t2+t+1
t2+1
, 1
(t+1)3
, b = τ t2+t+1
t2+1
, t
2+t+1
(t+1)3
,
c = τ t2+t+1
t2+1
, t
(t+1)3
, d = τ t2+t+1
t2+1
, t
2
(t+1)3
.
There is another motivation to study the group G from Theorem 4.4.12. It was initially one
of the six groups among those generated by 7421 non-minimally symmetric 4-state invertible
automata over 2-letter alphabet studied in [Cap14], for which the existence of elements of
inﬁnite order could not be easily established by the standard known methods. Note that
very recently Gillibert [Gil18] has shown that the order problem is undecidable in the class
of automaton groups, so there is no hope to have a uniﬁed algorithm working in all cases.
Moreover, slightly later Bartholdi and Mitrofanov showed that, perhaps, quite surprisingly,
the problem remains undecidable even in the class of contracting automaton groups [BM17].
In [KPS16] many elements of inﬁnite order in two of these six groups were found using a
new technique of orbit automata. And the mentioned example from [SS16] was one of these
two groups. We use a similar approach to study the structure of the group G, but our proof
is somewhat simpler and the automaton that we study generates exactly L2,2, and not its
index 2 extension like in [SS16].
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Chapter 2
Definitions and notations
In this chapter we introduce the notions and terminology to be used in the dissertation.
2.1 Rooted Trees
We will study the action of certain polynomials on regular rooted trees as well as groups
generated by automorphisms of regular rooted trees. So we start with the deﬁnition of a
tree and some related terminology.
Definition 2.1.1. A tree is a connected graph with no cycles. A rooted tree is a tree with
one vertex selected to be the root.
In any connected graph, a metric (called combinatorial metric) can be deﬁned such that
the distance between any pair of vertices is the number of edges in a shortest path (geodesic)
connecting them. The nth level of a rooted tree is deﬁned as the set of vertices whose distance
from the root is n. Since the tree has no cycles, for each vertex v of the nth level there is
only one path from the root to v. The vertex u in this path that lies in level n− 1 is called
the parent of v. The vertex v is called a child of u. Hence every vertex except for the root
has exactly one parent and may have some children.
Definition 2.1.2. A rooted tree is said to be d-regular or d-ary if there exists some positive
integer d such that each vertex of the tree has exactly d children.
In a d-ary tree the nth level has dn vertices. Deﬁnition 2.1.2 asserts that all these trees
have inﬁnitely many levels. In case d = 2, such a tree is called a rooted binary tree which
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represents our main interest in this dissertation. We will always visualize regular rooted
trees such that they grow from top to bottom. So the root is the highest vertex and the
children of each vertex v are located right under v.
We will label the vertices of a rooted d-ary tree by ﬁnite words over a ﬁnite alphabet
X = {0, 1, . . . , d − 1}. Equivalently the set X∗ of all ﬁnite words over X can be given the
structure of a rooted d-ary tree by declaring that v is adjacent to vx for each v ∈ X∗ and
x ∈ X. Thus the empty word corresponds to the root and for each positive integer n the set
Xn corresponds to the nth level of the tree. The example of the rooted binary tree is shown
in Figure 7.
Figure 1.: Binary Tree
The set X∞ of all inﬁnite words over X can be identiﬁed with the boundary of the tree
X∗ consisting of all inﬁnite paths in the tree without backtracking initiating at the root.
An ultrametric can be deﬁned on X∞ as follows. The distance between two inﬁnite words
x1x2x3 . . . and y1y2y3 . . . in X∞ is deﬁned as 2−n, where n is the length of the longest
common preﬁx of these two words. Thus two words are closer if their common preﬁx is
longer. Topologically X∞ is homeomorphic to the Cantor set.
We are interested in groups of automorphisms of regular rooted trees. So we ﬁrst deﬁne
what these automorphisms are.
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Definition 2.1.3. An endomorphism of a tree X∗ is a map from the set of vertices of X∗
to itself which preserves the adjacency relation. If such a map is bijective, it is called an
automorphism of X∗.
An automorphism of X∗ preserves the degree of each vertex as well as the distance from
each vertex to the root. Since the root is the only vertex with degree d, it is invariant under
all the tree automorphisms. Also the levels of the tree are invariant under automorphisms
since the distance is preserved. The group of all automorphisms of X∗ is denoted by AutX∗.
2.2 Mealy Automata
A convenient language to describe endomorphisms of regular rooted trees is the language of
mealy automata.
Definition 2.2.1. A Mealy automaton (or simply automaton) is a tuple (Q,X, π, λ), where
Q is a set (the set of states), X is a ﬁnite alphabet, π : Q×X → Q is the transition function
and λ : Q × X → X is the output function. If the set of states Q is ﬁnite, the automaton
is called finite. If for every state q ∈ Q the output function λq(x) = λ(q, x) induces a
permutation of X, the automaton A is called invertible. Selecting a state q ∈ Q produces
an initial automaton Aq.
Automata are often represented by their Moore diagrams. The Moore diagram of an
automaton A = (Q,X, π, λ) is a directed graph in which the vertices are the states of Q and
the edges have the form q
x|λ(q,x)
−→ π(q, x) for q ∈ Q and x ∈ X.
Every initial automaton Aq induces an endomorphism of X∗ (if Aq is invertible, it induces
an automorphism), which will be also denoted by Aq, deﬁned as follows. Given a word
v = x1x2x3 . . . xn ∈ X∗, it scans its ﬁrst letter x1 and outputs λ(q, x1). The rest of the
word is handled similarly by the initial automaton Api(q,x1). So we can actually extend the
functions π and λ to π : Q×X∗ → Q and λ : Q×X∗ → X∗ via the equations
π(q, x1x2 . . . xn) = π(π(q, x1), x2x3 . . . xn),
λ(q, x1x2 . . . xn) = λ(q, x1)λ(π(q, x1), x2x3 . . . xn).
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Definition 2.2.2. The semigroup (group) generated by all states of an automaton A viewed
as endomorphisms of the rooted tree X∗ under the operation of composition is called an
automaton semigroup (group) and denoted by S(A) (respectively G(A)).
In the deﬁnition of an automaton, we do not require the set q of states to be ﬁnite. With
this convention, the notion of an automaton group is equivalent to the notions of self-similar
group [Nek05] and state-closed group [NS04]. However, most of the interesting examples of
automaton groups are ﬁnitely generated groups deﬁned by ﬁnite automata.
We now introduce the notion of a state (also called section) of an endomorphism at a
vertex of the tree which is one of the main concepts in automata theory.
Definition 2.2.3. Let g be an endomorphism of the tree X∗ and x ∈ X. For any v ∈ X∗
we can write
g(xv) = g(x)v′ (2.1)
for some v′ ∈ X∗. Then the map g|x : X∗ → X∗ given by
g|x(v) = v
′
deﬁnes an endomorphism of X∗ which we call the state of g at vertex x. We can inductively
extend the deﬁnition of a section to any ﬁnite word x1x2 . . . xn ∈ X∗ as follows.
g|x1x2...xn = g|x1|x2 . . . |xn.
We notice that h|v is actually an endomorphism of the tree rooted at v which can be
identiﬁed with X∗ as shown in ﬁgure 2.
In fact, any endomorphism of X∗ can be induced by an initial automaton. Given an
endomorphism g ofX∗, we construct an initial automatonA(g) whose action onX∗ coincides
with that of g as follows. The set of states of A(g) is the set {g|v : v ∈ X∗} of diﬀerent states
of g at the vertices of X∗. The transition and output functions are deﬁned by
π(g|v, x) = g|vx,
λ(g|v, x) = g|v(x).
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We will adopt the following convention throughout the dissertation. If g and h are elements
of some (semi)group acting on set Y and y ∈ Y , then
gh(y) = h(g(y)).
Hence the states of any element of an automaton (semi)group can be computed as follows.
If g = g1g2 . . . gn and v ∈ X∗, then
g|v = g1|v · g2|g1(v) · · · gn|g1g2···gn−1(v).
Example 1. The automaton given by the Moore diagram in ﬁg 3 has two states id and τ ,
where id is the identity automorphism of the rooted binary tree. This automaton generates
a group 〈τ〉 on {0, 1}∗. The action of τ on the element 00000 . . . of the boundary {0, 1}∞ is
as follows:
τ(00000 . . .) = 10000 . . . ,
τ 2(00000 . . .) = 01000 . . . ,
τ 3(00000 . . .) = 11000 . . . ,
τ 4(00000 . . .) = 00100 . . . ,
τ 5(00000 . . .) = 10100 . . .
and so on. Identifying {0, 1}∞ with the ring of dyadic integers (we will discuss this in detail
in the next chapter), we see that the action of τ is just adding one to the input. That is
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why τ is called the adding machine or the odometer. This asserts, in particular, that τ has
inﬁnite order so the group 〈τ〉 is inﬁnite cyclic.
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Figure 3.: Moore diagram of the adding machine automaton
Definition 2.2.4. Given an invertible automaton A = (Q,X, π, λ), we deﬁne its inverse as
an automaton A−1 = (Q−1, X, π˜, λ˜), where
π˜(q−1, x) = π(q, λ−1q (x)),
λ˜(q−1, x) = λ−1q (x).
For Chapter 4 we will need the notions of reversible and bireversible automata that we
introduce here.
For every ﬁnite automaton, we can construct a dual automaton by switching the states
and the alphabet and switching the transition and output functions.
Definition 2.2.5. Given a ﬁnite automaton A = (Q,X, π, λ), its dual is a ﬁnite automaton
∂A = (X,Q, λˆ, πˆ), where
λˆ(x, q) = λ(q, x),
πˆ(x, q) = π(q, x).
for every x ∈ X and q ∈ Q.
It is easy to see that the dual of the dual of an automaton A coincides with A. The
semigroup S(∂A) generated by ∂A acts on the free monoid Q∗. This induces the action on
S(A). Similarly, S(A) acts on S(∂A).
Definition 2.2.6. The semigroup S(∂A) generated by the dual automaton ∂A is called the
dual semigroup to the semigroup S(A) generated by A.
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Definition 2.2.7. An automaton A is called bireversible if it is invertible as well as its dual
and the dual to A−1.
For a group G generated by a bireversible automaton A, we can consider a dual group Gˆ
generated by the dual automaton ∂A.
2.3 Wreath Recursion and Portraits
For each automaton group G there is a natural embedding
G →֒ G ≀ Sym(X)
given by
G ∋ g 7→ (g1, g2, . . . , gd)σg ∈ G ≀ Sym(X), (2.2)
where g1, g2, . . . , gd are the states of g at the vertices of the ﬁrst level, and σg is the permu-
tation of X induced by the action of g on the ﬁrst level of the tree. This is schematically
shown in ﬁgure 4. If σg is the trivial permutation, it is customary to omit it in the notation.
In the case of a binary rooted tree {0, 1}∗, there is only one nontrivial permutation, namely
the transposition (01), which is usually denoted simply by σ.
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Figure 4.: Decomposition of an automorphism g of X∗
The decomposition of all generators of an automaton group under the embedding (2.2)
is called the wreath recursion deﬁning the group. It is a convenient language when doing
17
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computations involving the states of automorphisms. Indeed, products and inverses of auto-
morphisms can be found as follows. If g 7→ (g1, g2, . . . , gd)σg and h 7→ (h1, h2, . . . , hd)σh are
two elements of Aut(X∗), then
gh = (g1hσg(1), g2hσg(2), . . . , gdhσg(d))σgσh
and
g−1 = (g−1
σ−1g (1)
, g−1
σ−1g (2)
, . . . , g−1
σ−1g (d)
)σ−1g
We can visualize the action of an automorphism g on the tree X∗ using what is called the
full portrait of g. The full portrait of g is a labeled inﬁnite rooted d-ary tree with the root
labeled by the name of the endomorphism g and each vertex v labeled by g|v. Under each
vertex v, we usually write the name of the mapping that g|v deﬁnes on the ﬁrst level of the
subtree rooted at v. In the case of a rooted binary tree, we draw a little arc (called switch)
connecting the two edges hanging down from v if g|v acts nontrivially on the ﬁrst level of
the subtree rooted at v. If there is no switch, it means the action is trivial.
As an example, we again consider the adding machine τ which has the wreath recursion
τ = (τ, id)σ. The full portrait of τ is shown in Figure 5.
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2.4 Word Problem
The word problem is one of the three classical algorithmic problems in group theory formu-
lated by Max Dehn in 1911 [Deh11]. It is stated as follows:
The word problem for a ﬁnitely generated group G is an algorithmic problem of deciding
whether two given words over a symmetric generating set for G represent the same element
of G.
The other two problems formulated by Dehn are the conjugacy problem (asking whether
two given elements of a group are conjugate in it) and the isomorphism problem (asking
whether there is an algorithm testing the isomorphism of groups from a given class).
The word problem has an easy solution in the class of groups generated by automata.
The conjugacy problem was recently shown to be undecidable in groups generated by au-
tomata [ŠV12]. The question whether the isomorphism problem is decidable in this class is
still open.
Not all groups admit an algorithm deciding the word problem. The ﬁrst example of
a ﬁnitely presented group with undecidable word problem was constructed by Novikov in
1955.
The algorithm of the word problem in groups generated by automata goes as follows. Let
G be an automaton group generated by a ﬁnite automaton A. Then the set S of states of
A is the generating set for G. Suppose we need to check whether two words w and w′ over
S ∪ S−1 correspond to the same element of G. Since the equality w = w′ is equivalent to
w−1w′ = 1, we can without loss of generality assume that w′ is the trivial word. So we only
need to check whether w corresponds to a nontrivial element of G or not.
In order to do this, we go over all possible sections of w and look either for a nontrivial
action on the ﬁrst level, or for repetitions of sections. Whenever we see a repetition, we stop
going along this branch of the tree. Note that the set of sections of w is ﬁnite since every
section is represented by a word of length not more than the length of w.
• If at some point we ﬁnd a section that acts nontrivially on the ﬁrst level, then w 6= 1.
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• If we searched over all the sections (since w has only ﬁnite number of sections, the process
will eventually terminate) and did not ﬁnd a section acting nontrivially on the ﬁrst level,
we declare w = 1.
This algorithm is not so eﬃcient as it requires an exponential (in terms of the length of
the input word) running time and space in the worst case. This is because the sections of
w are parametrized by words of lengths at most the length of w, but the size of this set
obviously grows exponentially with the length of w.
However, there are some classes of automaton groups that admit polynomial time word
problem algorithms. The most important of those is the class of contracting groups.
Calculations in groups generated by automata are often conceptually simple but usually
technically diﬃcult and time consuming. There are two packages that deal with the class of
groups generated by automata: AutomGrp by Yevgen Muntyan and Dmytro Savchuk [MS16]
and FR by Laurent Bartholdi [Bar15], both written for the GAP system [GAP15]. We will
use mostly AutomGrp package and will try to hide as many technical details into computer
calculations as the proofs will allow us.
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Chapter 3
Endomorphisms of regular rooted trees induced by the action of polynomials
on the ring Zd of d-adic integers
The results of this chapter are presented in paper [AS17]. The structure of this chapter is
as follows. In Section 3.1, we introduce an identiﬁcation of the nth level of the rooted d-ary
tree X∗ with the ring Z/(dnZ) of integers modulo dn. Also the notion of level transitivity
is considered as well as the necessary and suﬃcient conditions that have to be met by an
automorphism of the rooted binary tree {0, 1}∗ in order to be level transitive. In Section 3.2,
we show that every polynomial in Z[x] induces an endomorphism of X∗ and show how to
ﬁnd the sections of this endomorphism. Then the class of permutational polynomials, which
induce automorphisms of X∗, is considered. In Section 3.3, we prove the main theorem
of this chapter which determines the necessary and suﬃcient conditions a 2-permutational
polynomial has to meet in order to be level transitive.
3.1 Level Transitivity
We will identify the nth level of X∗ with the ring Z/(dnZ) by identifying a vertex
x0x1 . . . xn−1 ∈ X
n with x0 + dx1 + · · ·+ dn−1xn−1 ∈ Z/(dnZ). For example, the vertices 00,
01, 10 and 11 of the second level of the rooted binary tree are identiﬁed with 0, 2, 1 and
3, respectively as shown in Figure 6. Moreover, the boundary of the tree can be naturally
identiﬁed with the ring Zd of d-adic integers.
The way we identiﬁed the nth level of X∗ with Z/(dnZ) may not be the most natural way.
A more natural way to do that is to identify a vertex x0x1 . . . xn−1 with its d-ary expansion
xn−1 + dxn−2 + · · · + dn−1x0. So the vertices 00, 01, 10 and 11 of the second level of the
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Figure 6.: Dyadic Numbering of vertices in the binary tree
binary tree are identiﬁed with 0, 1, 2 and 3, respectively, as shown in Figure 7. However, we
adopt the ﬁrst identiﬁcation so that mappings induced by polynomials on X∗ preserve the
adjacency relation as we will see later.
000 001 010 011 100 101 110 111
00 01 10 11
0 1
0 1 2 3
4 5 6 70 1 2 3
0 1
0
Figure 7.: Standard Numbering of vertices in the binary tree
The next deﬁnition introduces the notion of level transitivity which is the core concept
of this chapter. Also a necessary and suﬃcient condition for an automorphism to act level
transitively on a rooted binary tree is provided in the next proposition, that is a partial case
of a more general result [BOERT96, Proposition (4.6)]. We give here an elementary proof
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for this partial case.
Definition 3.1.1. An automorphism g of X∗ is said to act level transitively on X∗ if it acts
transitively on each level of X∗.
Proposition 3.1.2. Let g be an automorphism of the rooted binary tree {0, 1}∗. Then g is
level transitive if and only if the full portrait of g has an odd number of switches (nontrivial
actions) in each level including the zeroth level.
Proof. We ﬁrst prove the suﬃciency of the given condition using induction on level. Let g
be an automorphism of {0, 1}∗ whose full portrait has an odd number of switches in each
level. So there is exactly one switch in the zeroth level and hence g acts transitively on the
ﬁrst level. Suppose that g acts transitively on the nth level Xn and pick a random vertex
v ∈ Xn+1. We want to show that the orbit of v by g is the whole level Xn+1 which means
that g acts transitively on the (n+1)th level Xn+1. Let u ∈ Xn be the parent of v. It follows
from the induction hypothesis that the orbit of u by g is the whole level Xn i.e., it has size
2n. So g(u), g2(u), . . . , g2
n
(u) = u are distinct. As such g(v), g2(v), . . . , g2
n−1(v) are distinct
and diﬀerent from v (because gr(u) is the parent of gr(v) for r = 1, 2, . . . ). Since there is
an odd number of switches in the nth level, it follows that g2
n
(v) can not be v. Therefore
g2
n
(v) is the other child of u. For k = 1, 2, . . . , 2n − 1, we have g2
n+k(u) = gk(u) 6= u which
ensures that g2
n+k(v) 6= v for k = 1, 2, . . . , 2n − 1. We obviously have g2
n+1
(v) = v. Since g
induces a permutation on Xn+1, the sets {gk(v) : 0 ≤ k < 2n} and {g2
n+k(v) : 0 ≤ k < 2n} of
cardinality 2n each are disjoint and their union forms the orbit of v by g of size 2n+1, which
means that it is the whole level Xn+1.
Now we prove the necessity of the condition. Let g be an automorphism of {0, 1}∗ which
does not satisfy the condition of the theorem. If there is no switch in the zeroth level, then
g does not act transitively on the ﬁrst level and we are done. So we assume that this is
not the case and that Xn is the highest level (assuming the tree grows from top to bottom)
with an even number of switches for some n > 0. Again we pick a vertex v ∈ Xn+1 and let
u ∈ Xn be the parent of v. From the suﬃciency proof, we see that g acts transitively on Xn
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and hence g2n(u) = u. Since there is an even number of switches in the level Xn, we obtain
that g2n(v) = v. This means that g does not act transitively on Xn+1.
Example 2. The adding machine τ has exactly one switch in each level. So the last theorem
asserts that τ acts level transitively on the rooted binary tree.
3.2 Endomorphisms of Rooted Trees Arising from Polynomials over Z
For a ﬁxed integer d ≥ 2, each polynomial f(x) ∈ Z[x] induces mappings fn : Z/(dnZ) →
Z/(dnZ) for all positive integers n by taking the evaluation map modulo dn. Identifying the
nth level of the rooted d-ary tree X∗ with the ring Z/(dnZ), the polynomial f gives rise to a
mapping on the whole tree. In the next proposition, we show that this mapping is always an
endomorphism of the rooted tree as it preserves the root and the adjacency relation. If for
some d the mapping fn is a bijection for each n, then f induces a permutation of each level
of the rooted d-ary tree X∗ and hence induces an automorphism of X∗. From now on, we
will use the term permutational polynomial to denote a polynomial in Z[x] that induces an
automorphism of X∗ and to denote the automorphism it induces on X∗ as well. The same
letter will be used to refer to both functions and no confusion will arise.
Proposition 3.2.1. Let f(x) ∈ Z[x]. Then f induces an endomorphism on the rooted d-ary
tree X∗. Moreover, different polynomials over Z induce different endomorphisms on X∗.
Proof. We pick two adjacent vertices u and v of the tree such that u is the parent of v. So
u = x0 + dx1 + · · ·+ d
n−1xn−1 ∈ X
n
and
v = x0 + dx1 + · · ·+ d
n−1xn−1 + d
nxn ∈ X
n+1
for some x0, . . . , xn ∈ {0, 1, . . . , d− 1} and n ≥ 0. Let
f(u) = y0 + dy1 + · · ·+ d
n−1yn−1
and
f(v) = y′0 + dy
′
1 + · · ·+ d
n−1y′n−1 + d
ny′n,
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where y0, . . . , yn−1, y′0, . . . , y
′
n ∈ {0, 1, . . . , d − 1}. Since u ≡ v (mod d
n), it follows that
f(u) ≡ f(v) (mod dn). Thus
y0 + dy1 + · · ·+ d
n−1yn−1 = y
′
0 + dy
′
1 + · · ·+ d
n−1y′n−1
By uniqueness of the d-ary expansion, we obtain yi = y′i for i = 0, . . . , n−1. Hence f(u) is the
parent of f(v). This means that f preserves the adjacency relation so it is an endomorphism
of X∗.
Now we consider two diﬀerent polynomials g, h ∈ Z[x]. We can ﬁnd an integer k such that
g(k) 6= h(k). Let N be the smallest positive integer such that g(k) 6≡ h(k) (mod dN). Then
the actions of g and h on the N th level of X∗ are diﬀerent.
Our next goal is to completely describe endomorphisms induced by polynomials by explic-
itly describing their sections at all the vertices of X∗. Before we proceed to the next theorem,
we need to introduce some basic notation to make our expressions less cumbersome.
Notation 3.2.2. Given two integers d > 0 and a, we can use the division algorithm to ﬁnd
two unique integers q and r such that a = dq + r where r ∈ {0, 1, . . . , d− 1}. We will adopt
the notation Qd(a) = q and Rd(a) = r i.e., Qd(a) = a div d and Rd(a) is the remainder of a
when divided by d. So for each integer a we always have
a = Rd(a) + dQd(a). (3.1)
Theorem 3.2.3. Given a polynomial f(x) = a0 + a1x + · · · + atxt ∈ Z[x] inducing an
endomorphism of X∗, the image of a vertex x0 ∈ X under the induced endomorphism is
Rd(f(x0)) and the section of f at x0 is again induced by a polynomial given by the equation:
f |x0(x) = Qd(f(x0)) +
t∑
i=1
f (i)(x0)
i!
di−1xi (3.2)
Proof. We pick a vertex u = x0 + dx1 + d2x2 + · · ·+ dnxn which has x0 as a preﬁx. We can
write u as u = x0 + d · v, where v = x1 + dx2 + · · ·+ dn−1xn corresponds to the suﬃx of the
word u as in equation (2.2.3). Using the Taylor expansion of f about x0 and the fact that
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according to equality (3.1), f(x0) = Rd(f(x0)) + dQd(f(x0)) we obtain
f(u) = f(x0 + d · v) =
t∑
i=0
f (i)(x0)
i!
divi
= Rd(f(x0)) + d ·
(
Qd(f(x0)) +
t∑
i=1
f (i)(x0)
i!
di−1vi
)
Therefore,
f(x0) = Rd(f(x0 + d · v)) = Rd(f(x0)),
where with a slight abuse of notation in the left hand side x0 and f(x0) denote vertices of
the ﬁrst level of X∗, and in the right hand side x0 is an element of Z/(dZ). And ﬁnally,
f |x0(v) = Qd(f(x0 + d · v)) = Qd(f(x0)) +
t∑
i=1
f (i)(x0)
i!
di−1vi
Remark 3.2.4. Equation (3.2) immediately implies that all the sections of f are polynomials
of the same degree as the degree of f . Also since f (t)(x) = t!at, all the sections of f at the
same level n have the same leading coeﬃcient (dt−1)nat.
Example 3. The sections of the polynomial f(x) = 1 + 3x+ 2x2 at the vertices of the ﬁrst
three levels of the tree are depicted in Figure 8.
Proposition 3.2.5. A polynomial f acting on X∗ is finite-state (has finitely many distinct
sections) if and only if it is linear.
Proof. First we show that a linear polynomial f(x) = ax+ b acting on X∗ has ﬁnitely many
sections. From equation (3.2), we see that the section of f at a vertex x0 ∈ X is given by
f |x0(x) = ax+Qd(b+x0a). Hence all the sections of f are linear polynomials with the same
leading coeﬃcient a. So the number of sections of f is bounded up by the number of distinct
constant terms of these sections. Since the constant term can be written as Qd(b+a+· · ·+a)
where we have exactly x0 ≤ d−1 summands equal to a, it is enough to notice that for any col-
lection of integers n1, n2, . . . , nd we have |Qd(n1 + n2 + · · ·+ nd)| ≤ max{|n1|, |n2|, . . . , |nd|}.
Therefore, any section of f has the form ax+ c where |c| ≤ max{|a|, |b|}.
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PSfrag replacements
1 + 3x+ 2x2
3x+ 4x2 3 + 7x+ 4x2
3x+ 8x2 3 + 11x+ 8x
2
1 + 7x+ 8x2
7 + 15x+ 8x2
3x+ 16x2
5 + 19x+ 16x2
1 + 11x+ 16x2
11 + 27x+ 16x2
7x+ 16x2
8 + 23x+ 16x2
3 + 15x+ 16x2
15 + 31x+ 16x2
Figure 8.: Sections of an automorphism of {0, 1}∗ induced by a polynomial f(x) = 1 +
3x+ 2x2
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The fact that any nonlinear polynomial f(x) = a0 + a1x + · · · + atxt acting on X∗ has
inﬁnitely many sections follows immediately from Remark 3.2.4 and Proposition 3.2.1.
The next proposition deals with the characterization of the activity growth of endomor-
phisms induced by polynomials in the sense of Sidki [Sid00]. Recall that for an endomorphism
g of X∗ its activity growth function is deﬁned as follows:
θg(n) = |{v ∈ X
n : g|v 6= id}| .
According to [Sid00] the activity growth function of a ﬁnite state automorphism (having
ﬁnitely many distinct sections) may grow either polynomially or exponentially. These condi-
tions have direct impact on the structure of the group generated by automorphisms of trees.
For example, it has been shown in [Sid04] (see also [Nek10]) that there are no free subgroups
in a group generated by ﬁnite state polynomially growing automorphisms. Additionally, it
was proved in [BKN10,AAV13] that subgroups of AutX∗ generated by ﬁnite number of ﬁnite
state automorphisms with up to linear growth are amenable. It is still an open question if
the previous claim is still true when “linear” is replaced with “polynomial”.
Proposition 3.2.6. All polynomials f(x) ∈ Z[x] induce endomorphisms of X∗ of exponential
growth except polynomials of the form f(x) = x + b which have bounded activity growth
functions.
Proof. Let f(x) be a polynomial in Z[x] inducing an endomorphism of X∗. By Remark 3.2.4
all sections of f are induced by polynomials of the same degree as the one of f . Therefore,
by Proposition 3.2.1, if f is nonlinear, it does not have any trivial sections and thus, its
activity growth is exponential. For a linear polynomial of the form f(x) = ax+b with a 6= 1,
all its sections are linear polynomials with the same leading term and, therefore, nontrivial.
Finally, every polynomial of the form f(x) = x+ b is simply a power of the adding machine
τ(x) = x + 1, which has bounded activity growth. Since the product of endomorphisms
of bounded growth again has bounded growth, f(x) = x + b = τ (b)(x) also has a bounded
activity growth.
28
Now we turn our attention to the permutational polynomials inducing automorphisms of
X∗. First of all, we recall the deﬁnition.
Definition 3.2.7. A polynomial f(x) ∈ Z[x] is said to be d-permutational (or, simply,
permutational if d is clear from the context) if for each n ≥ 1 the mapping fn : Z/(dnZ) →
Z/(dnZ) induced by the evaluation homomorphism is a permutation.
According to Proposition 3.2.1 each permutational polynomial induces an automorphism
of the d-ary tree X∗. The following simple remark follows immediately from the deﬁnition.
Remark 3.2.8. The sections of a permutational polynomial acting on X∗ are again permu-
tational polynomials.
For each d ≥ 2, the set of all linear d-permutational polynomials obviously forms a group
under the operation of composition. However, the set of all d-permutational polynomials
does not form a group as it is not closed under taking inverses. In fact, it has the structure
of a cancellative monoid as shown in the next proposition.
Proposition 3.2.9. For each d ≥ 2, the set of all d-permutational polynomials forms a
cancellative monoid under the operation of composition.
Proof. It is clear that the composition of two d-permutational polynomials is again a per-
mutational polynomial and that it induces an automorphism of the rooted d-ary tree X∗.
The polynomial id(x) = x plays the role of the identity as it clearly induces the identity
automorphism of the tree, so we have the structure of a monoid.
The inverse of an automorphism of X∗ induced by a permutational polynomial always
exists but it cannot always be induced by a polynomial. Although this is the case for linear
permutational polynomials, the inverse of a nonlinear permutational polynomial cannot be
induced by a polynomial. If this were true, we would have two polynomials not both linear
acting on the ring Zd (the boundary of X∗) with a trivial composition which is impossible.
Still the existence of the inverse makes cancellation legitimate.
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Remark 3.2.10. If we consider the action of a d-permutational polynomial f on some
speciﬁc level n, identiﬁed with Z/(dnZ), the inverse of f on Z/(dnZ) can always be induced
by a permutational polynomial as shown in [MŠG10].
For the rest of the chapter, we will consider only permutational polynomials acting on the
rooted binary tree {0, 1}∗. The next theorem, proved by Rivest in [Riv01], determines the
conditions under which a polynomial f(x) ∈ Z[x] induces a permutation of Z/(2nZ) for each
n and hence an automorphism of {0, 1}∗ (i.e., is a 2-permutational polynomial).
Theorem 3.2.11 ( [Riv01,MŠG10]). A polynomial f(x) = a0+a1x+· · ·+atxt ∈ Z[x] induces
a permutation of Z/(2nZ) for each n if and only if it satisfies the following conditions:
(i) a1 ≡ 1 (mod 2)
(ii) a2 + a4 + a6 + · · · ≡ 0 (mod 2)
(iii) a3 + a5 + a7 + · · · ≡ 0 (mod 2)
The theorem does not put any restriction on the constant term a0 of the polynomial f .
Assuming that f satisﬁes the conditions of the theorem i.e., it induces a permutation of
Z/(2nZ) and that a0 is even (odd), all the evens of Z/(2nZ) are mapped to evens (odds) and
all the odds of Z/(2nZ) are mapped to odds (evens). A special case of the theorem is when
f(x) = ax + b i.e., when f is linear. It deﬁnes a permutation of Z/(2nZ) if and only if a is
odd.
From now on, a permutational polynomial will always mean a 2-permutational polynomial.
Also we will drop the 2 subscript in the notation of the function Q2 and write Q(a) = a div 2.
According to equation (3.2), the sections of a permutational polynomial f(x) = a0 + a1x+
· · ·+ atxt acting on {0, 1}∗ at the vertices 0 and 1 are given by the two equations:
f |0(x) = Q(a0) + a1x+ 2a2x
2 + 22a3x
3 + · · ·+ 2t−1atx
t (3.3)
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and
f |1(x) = Q(a0 + a1 + · · ·+ at) + (a1 + 2a2 + · · ·+ tat)x
+
(
2 · 1a2 + 3 · 2a3 + · · ·+ t(t− 1)at
)
x2 + 4
t∑
i=3
f (i)(1)
i!
2i−3xi (3.4)
In the case of a linear polynomial f(x) = ax+b, we have f |0(x) = ax+Q(b) and f |1(x) = ax+
Q(a + b). For example, the adding machine τ can be represented by a linear permutational
polynomial τ(x) = x+ 1. The sections of τ at 0 and 1 are respectively x and x+ 1.
According to Theorem 3.2.11, the group of all linear 2-permutational polynomials is iso-
morphic to the group of matrices



 a b
0 1

 | a, b ∈ Z, a odd

 .
A generating set of this group is {p, q−1, q3, q5, q7, . . .}, where p(x) = x+ 1 and qm(x) = mx
for m = −1, 3, 5, 7, . . .. All the generators have inﬁnite orders except for q−1 which is an
involution. It was shown in [BŠ06] that for each m = −1, 3, 5, 7, . . ., the subgroup generated
by p and qm is the Baumslag-Solitar group BS(1, m) = 〈p, qm | qmpm = pqm〉, where we
adopt the convention that when the expression fg is used to denote the composition of
two functions it means the function f acts ﬁrst. In the same paper, Bartholdi and Šuníc
considered sections of some linear polynomials acting on {0, 1}∗.
3.3 Level Transitivity of Permutational Polynomials
We start this section by presenting a couple of basic number theoretic facts that will be used
many times in the proof of our main theorem. We introduce a bunch of lemmas without
proofs. The proofs are straight forward so we leave them as simple exercises. The ﬁrst lemma
gives some properties of the function Q(x) which was deﬁned in section 3.2. Lemmas 3.3.2,
3.3.3 and 3.3.4 follow from the fact that for any positive integer n we have ax ≡ x (mod n)
if a and x are integers and a ≡ 1 (mod n). We only list these results here in order to refer
to them in the main proof later.
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Lemma 3.3.1. For any three integers x, m and n, we have:
(i) Q(x+ 2n) = Q(x) + n
(ii) Q(x) +Q(x+ 1) = x
(iii) Q(x) +Q(x+ 1 + 2n) = x+ n
(iv) Q(x+ 4n) ≡ Q(x) (mod 2)
(v) Q(x) +Q(x+ 1 + 4n) ≡ x (mod 2)
(vi) If n ≡ m (mod 4), then Q(x+ n) ≡ Q(x+m) (mod 2)
Lemma 3.3.2. Let a1, a2, . . . , an be a collection of odd numbers. Then for any sequence of
integers x1, x2, . . . , xn, we have a1x1 + a2x2 + · · ·+ anxn ≡ x1 + x2 + · · ·+ xn (mod 2) i.e.,
a1x1 + a2x2 + · · ·+ anxn has the same parity as x1 + x2 + · · ·+ xn.
Lemma 3.3.3. Let a1, a2, . . . , an and x1, x2, . . . , xn be integers such that ai ≡ 1 (mod 4) for
i = 1, 2, . . . , n. Then a1x1 + a2x2 + · · ·+ anxn ≡ x1 + x2 + · · ·+ xn (mod 4).
Lemma 3.3.4. Let a1, a2, . . . , an be a collection of odd numbers and x1, x2, . . . , xn be any
sequence of integers. Then a21x1 + a
2
2x2 + · · ·+ a
2
nxn ≡ x1 + x2 + · · ·+ xn (mod 4).
The next notation and the two lemmas below will be used to simplify the proof of the
main result.
Notation 3.3.5. If f(x) = a0 + a1x+ · · ·+ atxt ∈ Z[x] is a permutational polynomial, then
by Theorem 3.2.11 it uniquely deﬁnes integers kf , mf and nf such that
a1 = 2kf + 1,
a2 + a4 + · · · = 2mf ,
a3 + a5 + · · · = 2nf .
(3.5)
Further, for an arbitrary polynomial g(x) we will denote by a(g)i its coeﬃcient at x
i.
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The following lemma shows, in particular, that not every permutational polynomial can
be a section of another permutational polynomial.
Lemma 3.3.6. Let f(x) = a0 + a1x + · · · + atxt be a permutational polynomial acting on
the rooted binary tree {0, 1}∗. Then for each non-root vertex v ∈ {0, 1}∗, the permutational
polynomial f |v(x) = b0 + b1x + · · · + btxt corresponding to the section of f at v, satisfies
nf |v ≡ 0 (mod 2) and b2 ≡ 0 (mod 2).
Proof. Clearly, it is enough to check the conditions only for vertices of the ﬁrst level. But
this trivially follows from equations (3.3) and (3.4). We only have to notice that all the
coeﬃcients at xi for i ≥ 3 in both f |0 and f |1 are divisible by 4 and that the coeﬃcients at
x2 in both f |0 and f |1 are divisible by 2.
Lemma 3.3.7. For every permutational polynomial g(x) = b0 + b1x + b2x2 + · · · + btxt
satisfying ng ≡ b2 (mod 2), we have (kg|0 + kg|1) + (mg|0 +mg|1) ≡ 0 (mod 2).
Proof. First we have a(g|0)1 + a
(g|1)
1 = 2kg|0 +1+2kg|1 +1, thus from equations (3.3) and (3.4)
we have
kg|0 + kg|1 =
a
(g|0)
1 + a
(g|1)
1
2
− 1 =
b1 + (b1 + 2b2 + · · ·+ tbt)
2
− 1
= (b1 − 1) + b2 + (2b4 + 3b6 + 4b8 + · · · ) +
3b3 + 5b5 + · · ·
2
= 2kg + b2 + (2b4 + 4b8 + · · · ) + (3b6 + 5b10 + · · · ) +
3b3 + 5b5 + · · ·
2
.
Using Lemma 3.3.2, we can write the sum modulo 2 as
kg|0 + kg|1 ≡ b2 + (b6 + b10 + · · · ) +
3b3 + 5b5 + · · ·
2
(mod 2).
Again from equations (3.3) and (3.4), we can write mg|0 +mg|1 modulo 2 as
mg|0 +mg|1 ≡ b2 + (b2 + 3 · 1b3 + 2 · 3b4 + 5 · 2b5 + 3 · 5b6 + · · · )
≡ 2b2 + (2 · 3b4 + 5 · 2b5 + · · · ) + (3 · 1b3 + 3 · 5b6 + · · · )
≡ b3 + b6 + b7 + b10 + b11 + b14 + b15 + · · · (mod 2).
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The last congruence comes again from applying Lemma 3.3.2. Therefore the sum
(kg|0 + kg|1) + (mg|0 +mg|1) ≡ b2 + (b3 + b7 + b11 + b15 + · · · ) +
3b3 + 5b5 + · · ·
2
≡ b2 +
5(b3 + b5) + 9(b7 + b9) + · · ·
2
(mod 2).
From Lemma 3.3.3, we have
5(b3 + b5) + 9(b7 + b9) + · · · ≡ (b3 + b5) + (b7 + b9) + · · · ≡ 2ng (mod 4)
and thus
5(b3 + b5) + 9(b7 + b9) + · · ·
2
≡ ng (mod 2)
. Therefore, (kg|0+kg|1)+(mg|0+mg|1) ≡ b2+ng ≡ 0 (mod 2). The proof is now complete.
Now it is time to introduce our main theorem that determines the conditions under which a
permutational polynomial acts level transitively on the rooted binary tree {0, 1}∗. Obviously
a permutational polynomial acts nontrivially on the ﬁrst level of the tree if and only if its
constant term is odd. Further, according to Proposition 3.1.2, a permutational polynomial f
acts level transitively on {0, 1}∗ if and only if in each level of the tree, the number of sections
of f with odd constant terms is odd, or equivalently, the sum of these constant terms is odd.
The next proposition determines the conditions that a linear permutational polynomial
has to meet in order to act level transitively on {0, 1}∗. The general result is given by
Theorem 3.3.9 which we prove by induction on level. The proof of the linear case is provided
ﬁrst so that the idea of the induction becomes clear and then the general case is considered.
The proof given here is essentially diﬀerent from the proofs of similar results introduced
in [Ana06] and in [Lar02a].
Proposition 3.3.8. Let f(x) = ax + b be a permutational polynomial acting on the rooted
binary tree {0, 1}∗. Then this action is level transitive if and only if the following conditions
hold:
(i) b ≡ 1 (mod 2)
34
(ii) a ≡ 1 (mod 4)
Proof. We ﬁrst show that the conditions are necessary. If condition (i) is not satisﬁed, then
f does not act transitively on the ﬁrst level. So we assume that condition (i) is satisﬁed but
condition (ii) is not. We can also use the fact that a is odd since f is permutational. Thus
we can write b = 2s+1 and a = 2r+1, where s and r are integers and r is odd. The sections
of f at 0 and 1 are respectively
ax+Q(b) = ax+ s
and
ax+Q(a+ b) = ax+ r + s+ 1
. The sum of the two constant terms is 2s+ r + 1 which is even. Therefore, f does not act
transitively on the second level.
To prove suﬃciency of the conditions, we use induction on level. First we can write
a = 4k + 1 for some integer k which follows from condition (ii). Since b is odd, f acts
transitively on the ﬁrst level. Now assume that the sections of f at some level n ≥ 0 are
respectively ax+α1, . . . , ax+αm, where m = 2n and suppose that α1+· · ·+αm ≡ 1 (mod 2),
which serves as the induction hypothesis. The sections of f at level n + 1 are respectively
ax+ σ1, ax+ σ2, . . . , ax+ σ2m−1, ax+ σ2m
, where
σ1 = Q(α1), σ2 = Q(α1 + 4k + 1), . . . , σ2m−1 = Q(αm), σ2m = Q(αm + 4k + 1)
. Hence the sum of constant terms of the sections of level n + 1 is
(σ1 + σ2) + · · ·+ (σ2m−1 + σ2m) =
(Q(α1) +Q(α1 + 4k + 1))+ · · ·+(Q(αm) +Q(αm + 4k + 1)) ≡ α1 + · · ·+αm ≡ 1 (mod 2)
, where we have used Lemma 3.3.1 part (v). The proof is now complete.
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The adding machine τ(x) = x + 1 as well as all its odd powers τ r(x) = x + r, where r
is odd, satisfy the conditions of the last proposition. So they act level transitively on the
rooted binary tree {0, 1}∗.
Theorem 3.3.9. Let f(x) = a0 + a1x+ · · ·+ atxt be a permutational polynomial acting on
the rooted binary tree {0, 1}∗. Then this action is level transitive if and only if the following
conditions hold:
(i) a0 ≡ 1 (mod 2)
(ii) 2a2 ≡ a3 + a5 + · · · (mod 4)
(iii) a2 + a1 − 1 ≡ a4 + a6 + · · · (mod 4)
Proof. Before proceeding to the proof of the necessity and suﬃciency of the conditions (i)−
(iii) we restate them taking into account that f is a permutational polynomial. Using
Notation 3.3.5, we can write a1 = 2kf + 1, a2 + a4 + · · · = 2mf and a3 + a5 + · · · = 2nf for
some integers kf , mf and nf . To simplify notation, we will drop the lower index f and will
write simply k,m, n for kf , mf and nf below. Thus, the condition (ii) of our hypothesis is
equivalent to the condition
(ii′) a2 ≡ n (mod 2).
Further, by adding a2 to both sides in the condition (iii) we obtain:
2a2 + a1 − 1 ≡ a2 + a4 + · · · ≡ 2m (mod 4).
Plugging a1 = 2k+1 into the last congruence and dividing both sides by 2 yields the following
equivalent to condition (iii):
(iii′) k + a2 ≡ m (mod 2).
To show that the conditions (i), (ii)′ and (iii)′ are necessary, we ﬁrst notice that if condition
(i) is not satisﬁed then f does not act transitively on the ﬁrst level. So we assume that
condition (i) is satisﬁed and hence we can write a0 = 2s+1 for some integer s. Equations (3.3)
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and (3.4) tell us that the constant terms of the sections of f at 0 and 1 are respectively Q(a0)
and Q(a0 + a1 + · · ·+ at). Their sum is
Q(a0) +Q(a0 + a1 + · · ·+ at) = Q(a0) +Q(a0 + 2k + 1 + 2m+ 2n)
= a0 + k +m+ n = 2s+ (k + n) +m+ 1,
where we have used Lemma 3.3.1 part (iii). For f to act transitively on the second level this
sum must be odd, so we must have
(k + n) ≡ m (mod 2). (3.6)
If exactly one of the two conditions (ii′) and (iii′) is satisﬁed, then (k + n) 6≡ m (mod 2).
However, if the two conditions are both not satisﬁed, we have (k + n) ≡ m (mod 2) so f
does act transitively on the second level. We will show that in the latter case, f does not
act transitively on the third level by proving that the sum of constant terms of the sections
of f at the second level is even.
From equations (3.3) and (3.4), we can infer that the constant terms of the sections of f
at the vertices 00, 01, 10 and 11 are respectively:
• Q(Q(a0)) = Q(s)
• Q(s+ a1 + 2a2 + · · ·+ 2t−1at) = Q(s+ 2k + 1 + 2a2 + · · ·+ 2t−1at)
• Q(Q(a0 + a1 + · · ·+ at)) = Q(Q(2s + 1 + 2k + 1 + 2m+ 2n)) = Q(1 + s+ k +m+ n)
• Q((1+s+k+m+n)+(a1+2a2+· · ·+tat)+(2·1a2+3·2a3+· · ·+t(t−1)at)+4
∑t
i=3
f(i)(1)
i!
2i−3)
The sum of these constant terms modulo 2 is
Q(s) +Q(s + 2k + 1 + 2a2) +Q(1 + s+ k +m+ n)
+Q((1 + s+ k +m+ n) + a1 + 2
2a2 + 3
2a3 + · · ·+ t
2at),
37
where we have used Lemma 3.3.1 part (iv). Using part (iii) of the same lemma and reusing
part (iv) as well, the sum modulo 2 simpliﬁes to
s+ k + a2 +Q(1 + s+ k +m+ n)
+Q((1 + s+ k +m+ n) + 1 + 2k + (22a2 + 4
2a4 + · · · ) + (3
2a3 + 5
2a5 + · · · ))
≡ s+ k+ a2 +Q(1 + s+ k+m+ n) +Q((1 + s+ k+m+ n)+ 1+ 2k+ (3
2a3 +5
2a5 + · · · ))
≡ s+ k + a2 +Q(1 + s+ k +m+ n) +Q((1 + s+ k +m+ n) + 1 + 2k + (a3 + a5 + · · · ))
≡ s+ k + a2 +Q(1 + s+ k +m+ n) +Q((1 + s+ k +m+ n) + 1 + 2k + 2n) (mod 2),
where we have used Lemma 3.3.4 to obtain 32a3 +52a5+ · · · ≡ a3+a5+ · · · . Again we apply
part (iii) of Lemma 3.3.1 to have the sum modulo 2 as
s + k + a2 + (1 + s + k +m+ n) + k + n ≡ 2s+ 2k + (k + n) +m+ (n+ a2 + 1)
≡ ((k + n) +m) + (n + a2 + 1) ≡ (k + n) +m ≡ 0 (mod 2)
where we have used the fact that the two conditions (ii′) and (iii′) are both not satisﬁed.
Now we prove the suﬃciency of the conditions (i), (ii)′ and (iii)′. We will show that f acts
transitively on the ﬁrst and second levels and then use induction for other levels. Condition
(i) guarantees transitivity on the ﬁrst level. We deduced in the proof of necessity that the
transitivity on the second level is equivalent to equality (3.6) which, in our case, is obtained
by adding conditions (ii)′ and (iii)′.
Before we formulate the induction hypothesis, we recall that at each vertex v of {0, 1}∗ the
section f |v is induced by a permutational polynomial f |v(x) = a
(f |v)
0 + a
(f |v)
1 x+ · · ·+ a
(f |v)
t x
t,
and integers a(f |v)i , kf |v , mf |v , and nf |v are deﬁned as in Notation 3.3.5. Also if v is a non-root
vertex, we have nf |v ≡ 0 (mod 2) and a
(f |v)
2 ≡ 0 (mod 2) by Lemma 3.3.6.
Let us assume that the sections of f at some level l ≥ 1 of the tree are ϕ1, . . . , ϕr, where
r = 2l. For our induction hypothesis we suppose that a(ϕ1)0 + · · ·+ a
(ϕr)
0 ≡ 1 (mod 2). Let
ψ1, ψ2, . . . , ψ2r−1, ψ2r be the sections of f at level l + 1. Then
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2r∑
i=1
a
(ψi)
0 =
r∑
j=1
(
a
(ψ2j−1)
0 + a
(ψ2j)
0
)
=
r∑
j=1
(
Q
(
a
(ϕj)
0
)
+Q
(
a
(ϕj)
0 + a
(ϕj)
1 + · · ·+ a
(ϕj)
t
))
=
r∑
j=1
(
Q
(
a
(ϕj)
0
)
+Q
(
a
(ϕj)
0 + 2kϕj + 1 + 2mϕj + 2nϕj
))
=
r∑
j=1
(
a
(ϕj)
0 + kϕj +mϕj + nϕj
)
=
r∑
j=1
a
(ϕj)
0 +
r∑
j=1
kϕj +
r∑
j=1
mϕj +
r∑
j=1
nϕj ≡ 1 +
r∑
j=1
kϕj +
r∑
j=1
mϕj (mod 2)
by induction hypothesis, where we have used Lemma 3.3.1 part (iii), then rearranged the
terms, and ﬁnally exploited Lemma 3.3.6 at the last transition. To complete the proof we
mention that (kϕi + kϕi+1) + (mϕi +mϕi+1) ≡ 0 (mod 2) for i = 1, 3, . . . , r − 1 according to
Lemma 3.3.7. Indeed, if l = 1, then ϕ0 and ϕ1 are the sections of f at the vertices of the
ﬁrst level. In this case the condition of Lemma 3.3.7 is just the condition (ii)′. When l > 1,
ϕi and ϕi+1 are sections at the vertices of the ﬁrst level of a section of f at some non-root
vertex. Thus the condition of Lemma 3.3.7 is again satisﬁed according to Lemma 3.3.6.
If a mapping f acting on the rooted binary tree {0, 1}∗ is level transitive, then the orbit
of every element in the boundary of the tree Z2 under f is dense in Z2. Thus the dynamical
system (Z2, f) is minimal. Also Anashin proved in [Ana06] that a polynomial f ∈ Z[x] is
ergodic with respect to the normalized Haar measure on Z2 if and only if f is transitive
mod 2n for every positive integer n. Combining Theorem 3.2.11 and Theorem 3.3.9, we thus
obtain a new and more elementary proof of the result of Larin [Lar02a].
Theorem 3.3.10 ( [Lar02a]). Let f(x) = a0 + a1x+ · · ·+ atxt ∈ Z2[x]. Then the dynamical
system (Z2, f) is minimal, or equivalently, f is ergodic with respect to the normalized Haar
measure of Z2 if and only if the following conditions are satisfied:
(i) a0 ≡ 1 (mod 2)
(ii) a1 ≡ 1 (mod 2)
(iii) 2a2 ≡ a3 + a5 + · · · (mod 4)
(iv) a2 + a1 − 1 ≡ a4 + a6 + · · · (mod 4)
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Chapter 4
The lamplighter group of rank two generated by a bireversible automaton
The results of this chapter are presented in paper [AS18]. The structure of this chapter is
as follows. In Section 4.1, we consider the class of spherically homogeneous automorphisms.
In Section 4.2, we consider the classes of aﬃne automorphisms and aﬃne shifts together
with an intermediate class. We emphasize the relation between aﬃne automorphisms and
spherically homogeneous automorphisms. In Section 4.3, we introduce the lamplighter group
L and give its presentation. In Section 4.4, we study the structure of the automaton group
G = 〈a = (b, d)σ, b = (d, b)σ, c = (a, c), d = (c, a)〉 and show that it is isomorphic to the rank
2 lamplighter group L2,2 ∼= (Z/2Z)2 ≀ Z.
4.1 Spherically Homogeneous Automorphisms
The notion of spherically homogeneous automorphisms is crucial in the study of some au-
tomaton groups including the group G to be considered in this chapter. We introduce this
notion in the next deﬁnition.
Definition 4.1.1. An automorphism g of the tree X∗ is called spherically homogeneous if
for each level l the states of g at the vertices of X l all coincide.
Each such automorphism has a form a = (b, b, . . . , b)σ1, b = (c, c, . . . , c)σ2, . . ., where σi’s
are permutations of X. For example, automorphisms a = (a, a)σ, b = (a, a) are spherically
homogeneous automorphisms of the binary tree. Clearly, an automorphism g of X∗ is spher-
ically homogeneous if and only if for each level l of the tree X∗ the states of g at all the
vertices of X l act identically on the ﬁrst level.
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Every spherically homogeneous automorphism can be fully deﬁned by a sequence {σn}n≥1
of permutations of X where σn describes the action of g on the n-th letter of the input
word. Given a sequence {σn}n≥1, we can denote the corresponding spherically homogeneous
automorphism by [σn]n≥1.
The set of all spherically homogeneous automorphisms of X∗ forms an uncountable sub-
group SHAut(X∗) of Aut(X∗) isomorphic to a direct product of countably many copies of
Sym(|X|). Thus, in the case of the binary tree, this group is abelian. When d ≥ 3, the group
SHAut(X∗) contains an abelian subgroup consisting of automorphisms whose sections act
on the ﬁrst level as powers of some ﬁxed long d-cycle.
In the case of a binary tree, there is a countably generated self-similar dense subgroup ∆
in SHAut(X∗) deﬁned below.
For an automorphism g ∈ Aut(X∗), we will denote by g(n) the automorphism of X∗ acting
trivially on the n-th level, and whose states at all vertices of Xn are equal to g. For example,
g(0) = g, g(1) = (g, g), etc. In particular, we will denote by σ(n), n ≥ 0 the automorphism
of X∗ that acts on the (n + 1)-st coordinate in the input word by the long cycle σ. So
σ(0) = (1, 1)σ, σ(1) = (σ(0), σ(0)), . . . , σ(n+1) = (σ(n), σ(n)). Now deﬁne a group ∆ as
∆ = 〈σ(0), σ(1), σ(2), . . .〉.
For a ﬁnite state automorphism g of X∗, it is algorithmically decidable whether g is
spherically homogeneous or not. First we check if all the states of g at the vertices of the
ﬁrst level coincide. If not, then g is not spherically homogeneous. Otherwise, we repeat the
procedure for the state g|0 (note that g|0 = g|1 = · · · = g|d−1). Since g is ﬁnite state, this
procedure will eventually terminate.
4.2 Affine Automorphisms
In this section we discuss the notion of aﬃne automorphisms and a related notion of
(Z/dZ)[[t]]-aﬃne automorphisms. As described above, one of the ways to deﬁne an au-
tomorphism of X∗ is by using the language of automata. However, some automorphisms can
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be deﬁned also diﬀerently. Namely, if we endow the boundary X∞ of the tree with some
algebraic structure, then some natural transformations of X∞ will induce automorphisms
of X∗. For example, one can endow X∞ with the structure of the ring of d-adic numbers
and study the automorphisms induced by polynomials as we did in the last chapter. Here,
we will use two other interpretations of the boundary X∞ as the ring (Z/dZ)[[t]] of formal
power series over (Z/dZ), and as an inﬁnite dimensional free Z/dZ-module (Z/dZ)∞ (which
is a vector space over (Z/dZ) in the case of prime d).
Each inﬁnite word a0a1a2 . . . ∈ X∞ can be represented as an element a0+a1t+· · ·+aiti+· · ·
of (Z/dZ)[[t]]. Let f(t) = a0 + a1t+ a2t2 + . . . and g(t) = b0 + b1t+ b2t2 + . . . be power series
in (Z/dZ)[[t]] with a0 being a unit in Z/dZ (so that f(t) is a unit in (Z/dZ)[[t]]). We can
deﬁne an aﬃne transformation τf,g of (Z/dZ)[[t]] by
(
τf,g(h)
)
(t) = g(t) + h(t) · f(t).
It is shown in [SS16] that this transformation induces an automorphism of X∗ under the
above identiﬁcation of X∞ with (Z/dZ)[[t]]. With a slight abuse of notation we will also
denote it by τf,g. Such automorphisms are called (Z/dZ)[[t]]-affine automorphisms of X∗.
For example, an automorphism of the form τ1,g(t) is a spherically homogeneous automor-
phism of X∗ that acts on the i-th letter of an input word by (0, 1, . . . , d − 1)bi ∈ Sym(X),
where bi is the coeﬃcient at ti in g(t). In particular, the addition of tn in (Z/dZ)[[t]] induces
σ(n) ∈ SHAut(X∗), and thus the group of automorphisms induced by addition of all possible
polynomials in (Z/dZ)[[t]] is exactly ∆.
A more general class of aﬃne automorphisms of X∗ is obtained by viewing X∞ as an
inﬁnite dimensional free (Z/dZ)-module (Z/dZ)∞, where we treat a word a0a1a2 . . . ∈ X∞
as an inﬁnite-dimensional row “vector” [a0, a1, a2, . . .] ∈ (Z/dZ)∞. The set {ei}i≥1, where
ei = [0, 0, . . . , 0, 1, 0, . . .] with 1 at position i, serves as a natural "basis" for (Z/dZ)∞.
Let A be an inﬁnite upper triangular matrix with entries from Z/dZ whose diagonal
entries are units in Z/dZ. We will denote the set of all such matrices by U∞(Z/dZ). Also
let b ∈ (Z/dZ)∞ be a row vector. We deﬁne the transformation πA,b : (Z/dZ)∞ → (Z/dZ)∞
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by
πA,b(x) = b+ x ·A.
which is always well-deﬁned since A is upper triangular. As shown in [SS16] every such
transformation induces an automorphism of the tree X∗ which will be also denoted by πA,b
and called an affine automorphism of X∗.
The set Aﬀ(X∗) = {πA,b ∈ Aut(X∗) | A ∈ U∞(Z/dZ), b ∈ (Z/dZ)∞} forms a group
which is called the group of affine automorphisms of X∗. Let I denote the inﬁnite identity
matrix over Z/dZ. Then the set AﬀI(X∗) = {πI,b,b ∈ (Z/dZ)∞} is a subgroup of Aﬀ(X∗)
which is called the group of affine shifts. Indeed, AﬀI(X∗) is the topological closure of the
group ∆ described above. Moreover, AﬀI(X∗) is a subgroup of the group SHAut(X∗) of
spherically homogeneous automorphisms of X∗. They coincide when d = 2.
The following two results from [SS16] will be important in the proof of the main theorem
in Section 4.4.
Proposition 4.2.1 ( [SS16]). Let f(t) =
∑∞
n=0 ant
n, g(t) =
∑∞
n=0 bnt
n ∈ (Z/dZ)[[t]] be two
power series with a0 a unit in Z/dZ. Then the (Z/dZ)[[t]]-affine automorphism τf,g coincides
with the affine automorphism πA,b for b = [b0, b1, b2, . . .] and
A =


a0 a1 a2 a3 . . .
0 a0 a1 a2 . . .
0 0 a0 a1 . . .
0 0 0 a0 . . .
...
...
...
...
. . .


Thus, the set Aﬀ [[t]](X∗) = {τf,g ∈ Aut(X∗) | f, g ∈
(Z/dZ)[[t]], f(t) is a unit in (Z/dZ)[[t]]} forms a proper subgroup of Aﬀ(X∗) and is
called the group of (Z/dZ)[[t]]-affine automorphisms of X∗.
Theorem 4.2.2 ( [SS16]). The normalizer N of the group AﬀI(X∗) in Aut(X∗) coincides
with the group Aﬀ(X∗) of all affine automorphisms. In particular, in the case of the binary
tree, the normalizer of SHAut({0, 1}∗) in Aut({0, 1}∗) is Aﬀ({0, 1}∗).
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4.3 Lamplighter Groups
In this section we introduce the lamplighter group and give a presentation of it with two
generators and inﬁnitely many relations. We show that it has the structure of a semidirect
product, or more speciﬁcally, a restricted wreath product. First we give a motivation to the
concept which makes it easy to obtain the generators and relations and to deﬁne multiplica-
tion. We do not provide complete proofs here. For a more detailed discussion on the topic,
the reader is referred to [Eck12] and [Tab17].
Consider an inﬁnite street lined with evenly spaced lampposts. A lamplighter can walk
along the street in both directions lighting a ﬁnite number of lamps and then stop at one
lamppost. We can view this inﬁnite street as the number line and index the lampposts with
integers. Thus each element of the lamplighter group L is determined by a ﬁnite set of
integers (corresponding to the illuminated lamps) and a single integer corresponding to the
ﬁnal position of the lamplighter. An example of such element is shown in Figure 9 where
the illuminated lamps are those indexed with −2,−1, 2 and 3 and the lamplighter stands at
the lamp indexed with 1. This interpretation of the elements of the lamplighter group was
initially given by Jim Cannon.
-4 -3 -2 -1 0 1 2 3 4
Figure 9.: An element of the lamplighter group
We can use the elements of the cyclic group Z/2Z to refer to the two diﬀerent states of a
lamp. We simply let 0 indicate a lamp turned oﬀ and 1 indicate a lamp turned on. To list
illuminated lamps corresponding to a certain element g of L, we use the inﬁnite direct sum
⊕Z(Z/2Z) where each element in ⊕Z(Z/2Z) has only ﬁnitely many nonzero entries indicating
the illuminating lamps of g. Now we can set the underlying set of L as the direct product
of ⊕Z(Z/2Z) and Z where the ﬁrst component lists illuminated lamps using an element
of ⊕Z(Z/2Z) and the second component determines the ﬁnal position of the lamplighter
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determined by an integer.
To create an element of L we need two actions which will be taken as the generators of
the group. First the lamplighter must be able to move one step in either direction. Second
the lamplighter must be able to change the state of the lamp at which it stands, that is,
turn it on (oﬀ) if it is oﬀ (on). Let us formally deﬁne multiplication in L as follows. Let
l1 = ((xi), n) and l2 = ((yi), m) be elements of L, then
l1l2 = ((zi), n+m) (4.1)
where zi = xi+ yi−n. It is easy to check that e = (0, 0), where 0 is the element of ⊕Z(Z/2Z)
whose entries are all zeros, is the identity of the group. The conﬁguration of e is depicted in
Figure 10. Let t = (0, 1) and a = ((ai), 0), where (ai) has only one nonzero entry indexed
with 0. Then multiplying an element ((xi), n) by t from the right gives ((xi), n+1), i.e. only
the lamplighter is shifted one unit to the right. Also multiplying ((xi), n) by a from the right
gives ((x′i), n), where x
′
i = xi for all values of i except i = n, i.e. only the state of the lamp
indexed with n is changed. The conﬁgurations of t and a are shown in Figure 11.
-4 -3 -2 -1 0 1 2 3 4
Figure 10.: The Identity of the lamplighter group
-4 -3 -2 -1 0 1 2 3 4
-4 -3 -2 -1 0 1 2 3 4PSfrag replacements
a
t
Figure 11.: The Generators of the lamplighter group
We can easily see that a2 = e, i.e. a has order 2 and that t has an inﬁnite order. So every
45
element in L can be written as a ﬁnite product in a, t and t−1. For example the element
shown in Figure 9 can be written as t2atat−4at−1at3. Actually to create this element, we
start with e and do the following steps:
• Move two units to the right (given by t2)
• Illuminate the lamp at 2 (given by a)
• Move one unit to the right (given by t)
• Illuminate the lamp at 3 (given by a)
• Move four units to the left (given by t−4)
• Illuminate the lamp at −1 (given by a)
• Move one unit to the left (given by t−1)
• Illuminate the lamp at −2 (given by a)
• Move three units to the right (given by t3) to end at 1
Notice that in the expression t2atat−4at−1at3, each appearance of a indicates changing
the state of the lamp indexed with λ where λ is the sum of the powers of t preceding this
appearance of a.
We claim that the lamplighter group is given by the presentation
L = 〈a, t | a2, [at
j
, at
k
] for all j, k ∈ Z〉,
where [x, y] = xyx−1y−1 is the commutator of x and y and ax = x−1ax is the conjugate of
a by x. The relation a2 is immediate. To show that [at
j
, at
k
] = e for all j, k ∈ Z, we give
the following informal explanation. We start with e, move j units to the left, illuminate
the lamp indexed with j and return to the origin (that is t−jatj). Then move k units to
the left, illuminate the lamp indexed with k and return to the origin (that is t−katk). The
conﬁguration we get (lamps indexed with j and k illuminated and the lamplighter stands at
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0) can be also obtained by reversing the last two walks, i.e. the elements t−jatj and t−katk
commute. We will not prove here that these are the only relations of the group. Still we give
a hint to this proof. For an element of L written as a product in a, t and t−1 to be trivial, it
has to satisfy the following two conditions. First the sum of the powers of t has to be zero.
Second for each appearance of a preceded by powers of t with sum λ there must be another
appearance of a preceded by powers of t with sum −λ. The ﬁrst condition guarantees that
the ﬁnal position of the lamplighter is at 0 and the second condition guarantees that all the
lamps are oﬀ.
-4 -3 -2 -1 0 1 2 3 4
-4 -3 -2 -1 0 1 2 3 4
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Figure 12.: Product of two elements in L
In Figure 12 the product of two elements g and h in the group L is shown. This product
can be obtained using equation (4.1). Alternatively, we can write g = t−2at3atat−1 and
h = t−3at4at2at−5. So we obtain
gh = t−2at3atat−1t−3at4at2at−5 = t−2at3atat−4at4at2at−5 =
(t−2at2)(tat−1)(t2at−2)(t−2at2)(t2at−2)(t4at−4)t−1 =
(tat−1)(t4at−4)t−1 = tat3at−5
where we have used the fact that conjugates of a by the powers of t commute.
Equation (4.1) means that the lamplighter group L is deﬁned as the restricted wreath
product (Z/2Z) ≀Z or, equivalently, as ⊕Z(Z/2Z)⋊Z, where Z acts on ⊕Z(Z/2Z) by shifting
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the index. More generally, higher rank lamplighter groups Ln,d are deﬁned similarly as
(Z/dZ)n ≀ Z. To understand the structure of the group (Z/dZ)n ≀ Z, we again consider an
inﬁnite street lined with lampposts indexed with integers. A lamplighter can move along the
street and change the states of lamps. Here each lamp has dn diﬀerent states corresponding
to the elements of (Z/dZ)n. The group L we introduced in this section is actually the group
L1,2. In the next section we will be interested in the group L2,2 which is deﬁned similarly to
L with the diﬀerence in the “brightness” settings of the lamps. Namely, in this group every
lamp can have a brightness (or color) from the Klein group (Z/2Z)2. In other words, L2,2 is
isomorphic to ⊕Z(Z/2Z)2 ⋊ Z and has the presentation
L2,2 = 〈a, b, t | a
2, b2, (ab)2, [xt
j
, yt
k
] for all j, k ∈ Z, x, y ∈ {a, b}〉.
4.4 The Structure of Group G
In this section we will study the structure of the group G generated by the 4-state automaton
A whose Moore diagram is shown in Figure 13. We will show that G is isomorphic to the
rank 2 lamplighter group L2,2 ∼= (Z/2Z)2 ≀ Z. For that, we use the technique similar to the
one developed in [SS16]. We also use a GAP package Automgrp [MS16] to perform and
check most of the calculations here.
PSfrag replacements a b
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Figure 13.: The Automaton A generating the group G.
Before we go to investigate the structure of G, we emphasize that the automaton A gen-
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erating G is bireversible.
Proposition 4.4.1. The automaton A shown in Figure 13 generating the group G is bire-
versible.
Proof. By construction the automaton A is invertible and its dual ∂A is given by the wreath
recursion
O = (1,1,O,O)(abdc),
1 = (O,O,1,1)(ad).
So ∂A is invertible and A is reversible. Similarly one can check that the dual of A−1 is also
invertible. Therefore, A is a bireversible automaton.
The wreath recursion of G is given by:
a = (b, d)σ,
b = (d, b)σ,
c = (a, c),
d = (c, a).
Let us put x = ab−1, y = ac−1 and z = ad−1. It is straightforward to verify that the
subgroup 〈x, y, z〉 is isomorphic to the 4-element Klein group (Z/2Z)2. In particular, we
have y = xz = zx and x2 = z2 = 1 (so x−1 = x and z−1 = z). Therefore, G = 〈x, z, a〉.
Observe, that the following relations hold in G:
x = ab−1 = ba−1 = dc−1 = cd−1,
y = ac−1 = ca−1 = bd−1 = db−1,
z = ad−1 = da−1 = bc−1 = cb−1.
(4.2)
The GAP calculations done so far are listed below.
gap> G := AutomatonGroup("a=(b,d)(1,2), b=(d,b)(1,2), c=(a,c), d=(c,a)");
< a, b, c, d >
gap> x := a*b^-1;; y := a*c^-1;; z := a*d^-1;;
gap> StructureDescription(Group([x,y,z]));
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"C2 x C2"
gap> FindGroupRelations(G, 2);
(b*a^-1)^2
b*c^-1*d*a^-1
b*d^-1*c*a^-1
(c*a^-1)^2
c*b^-1*d*a^-1
c*d^-1*b*a^-1
(d*a^-1)^2
d*b^-1*c*a^-1
d*c^-1*b*a^-1
[ (b*a^-1)^2, b*c^-1*d*a^-1, b*d^-1*c*a^-1, (c*a^-1)^2, c*b^-1*d*a^-1,
c*d^-1*b*a^-1, (d*a^-1)^2, d*b^-1*c*a^-1, d*c^-1*b*a^-1 ]
gap>
Since x = ab−1 = (bd−1, db−1), y = ac−1 = (bc−1, da−1)σ, z = ad−1 = (ba−1, dc−1)σ, using
relations (4.2) and the notation introduced in the Section 4.1, we obtain
x = y(1), y = z(1)σ, z = x(1)σ.
So x, y, z ∈ SHAut(X∗).
Lemma 4.4.2. The automorphism a lies in the normalizer of the group SHAut(X∗).
Proof. Since ∆ = 〈σ(0), σ(1), . . .〉 is dense in SHAut(X∗) in the case of binary tree, it suﬃces
to show that (σ(n))a, (σ(n))a
−1
∈ SHAut(X∗) for n = 0, 1, . . . Direct calculations give
(σ(0))a = (d−1, b−1)σ(1, 1)σ(b, d)σ = (d−1b, b−1d)σ,
d−1b = b−1d,
d−1b = (c−1d, a−1b)σ,
c−1d = a−1b,
c−1d = (a−1c, c−1a).
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Therefore, using again relations (4.2) we obtain (σ(0))a ∈ SHAut(X∗). It follows also by
direct calculations that
(σ(n+1))a = ((σ(n))d, (σ(n))b),
(σ(n+1))b = ((σ(n))b, (σ(n))d),
(σ(n+1))c = ((σ(n))a, (σ(n))c),
(σ(n+1))d = ((σ(n))c, (σ(n))a)
(4.3)
for n = 0, 1, . . .. We claim that (σ(n))a = (σ(n))b = (σ(n))c = (σ(n))d for n = 0, 1, . . .. This
can be proved by induction on n as follows. We have
(σ(0))a = (d−1, b−1)σ(1, 1)σ(b, d)σ = (d−1b, b−1d)σ,
(σ(0))b = (b−1, d−1)σ(1, 1)σ(d, b)σ = (b−1d, d−1b)σ,
(σ(0))c = (a−1, c−1)(1, 1)σ(a, c) = (a−1c, c−1a)σ,
(σ(0))d = (c−1, a−1)(1, 1)σ(c, a) = (c−1a, a−1c)σ.
Hence (σ(0))a = (σ(0))b = (σ(0))c = (σ(0))d. Now equations (4.3) prove our claim. It fol-
lows immediately that (σ(n))a ∈ SHAut(X∗) for n = 1, 2, . . . Similarly we can show that
(σ(n))a
−1
∈ SHAut(X∗) for n = 0, 1, . . .
Lemma 4.4.2 together with Theorem 4.2.2 give the following corollary.
Corollary 4.4.3. The automorphism a lies in Aﬀ(X∗) and is equal to πA,b for the matrix
A with the i-th row ai = [0i−1, 1, (1, 0)∞] (depicted in Figure 14) and b = [(1, 1, 0, 0)∞].
Proof. We can easily ﬁnd b by computing b = b + [0, 0, 0, . . .] · A = πA,b(0∞) = a(0∞).
Let ei = [0, 0, . . . , 0, 1, 0, . . .] be the i-th standard basis vector in (Z/2Z)∞. Then we can
compute the i-th row ai of matrix A as follows. Since a(ei) = b+ ei ·A = b+ ai, we obtain
ai = a(ei)− b. We leave the computations for the reader as an exercise.
As immediate corollary, we obtain the following theorem.
Theorem 4.4.4. The generators a, b, c and d of G all lie in Aﬀ [[t]](X∗) and are induced by
the affine transformations of the form
a = τ t2+t+1
t2+1
, 1
(t+1)3
, b = τ t2+t+1
t2+1
, t
2+t+1
(t+1)3
,
c = τ t2+t+1
t2+1
, t
(t+1)3
, d = τ t2+t+1
t2+1
, t
2
(t+1)3
.
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Figure 14.: A 32× 32 minor of the matrix A corresponding to the aﬃne automorphism a.
Proof. By Proposition 4.2.1, we obtain a ∈ Aﬀ [[t]](X∗) with
f = 1 + t+ t3 + t5 + · · · = 1 + t(1 + t2 + t4 + · · · ) = 1 +
t
1 + t2
=
t2 + t+ 1
t2 + 1
,
and
g = 1 + t+ t4 + t5 + t8 + t9 + · · ·
= (1 + t4 + t8 + · · · ) + t(1 + t4 + t8 + · · · ) =
1 + t
1 + t4
=
1
(t+ 1)3
,
where for simpliﬁcation in the last step we used the fact that calculations are performed in
Z/2Z. By Corollary 2.6 in [SS16], we can ﬁnd the section of an aﬃne automorphism τf,g at
a vertex x ∈ X via the formula
τf,g|x = τf,xσ(f)+σ(g),
where σ(c0 + c1t+ c2t2 + · · · ) = c1 + c2t+ c3t2 + · · · for every formal power series c0 + c1t+
c2t
2 + · · · . Using this formula, we can ﬁnd the transformations inducing the automorphisms
b, c and d, where b = a|0, d = a|1 and c = d|0.
By Lemma 4.4.2, conjugates of any spherically homogeneous element s ∈ SHAut(X∗)
by powers (possibly negative) of a are also spherically homogeneous, and hence commute.
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Therefore the following notation is well-deﬁned for any ij ∈ Z:
sa
i1 +ai2 +···+ain := sa
i1
sa
i2
· · · sa
in
.
In particular, for each Laurent polynomial p(a) ∈ (Z/2Z)[a, a−1] the elements xp(a) and zp(a)
are deﬁned. To show that 〈x, z, a〉 is isomorphic to (Z/2Z)2 ≀ Z it suﬃces to show that for
each pair of Laurent polynomials p(a) and q(a) not both trivial, the element xp(a)zq(a) of G
is nontrivial. Actually, if it happens that for a pair of Laurent polynomials p(a) and q(a)
we have xp(a)zq(a) = 1, conjugating the last equation by a large enough power of a gives
xp˜(a)zq˜(a) = 1 for some p˜, q˜ ∈ (Z/2Z)[a]. Therefore, it is enough to show that for each pair
of polynomials p, q ∈ (Z/2Z)[a] not both trivial xp(a)zq(a) is a nontrivial element of G. The
proof of this fact will be based on the following lemmas.
Lemma 4.4.5. For any pair of polynomials p, q ∈ (Z/2Z)[a], we have
((xp(a)zq(a))(1))a = (xp(a)azq(a)a)(1),
((xp(a)zq(a))(1)σ)a = (xp(a)a+azq(a)a+a)(1)σ.
Proof. We can write a = (x−1, z−1)(a, a)σ = (x, z)(a, a)σ and a−1 = (za, xa)(a−1, a−1)σ.
Then using the fact that conjugates of x and z by powers of a commute and that x2 = z2 = 1,
we obtain
((xp(a)zq(a))(1))a = (za, xa)(a−1, a−1)σ(xp(a)zq(a))(1)(x, z)(a, a)σ =
(a−1zxp(a)zq(a)za, a−1xxp(a)zq(a)xa) = (a−1xp(a)zq(a)a)(1) = (xp(a)azq(a)a)(1)
and
((xp(a)zq(a))(1)σ)a = (za, xa)(a−1, a−1)σ(xp(a)zq(a))(1)σ(x, z)(a, a)σ =
(a−1zxp(a)zq(a)xa, a−1xxp(a)zq(a)za)σ = (a−1xp(a)+1zq(a)+1a)(1)σ = (xp(a)a+azq(a)a+a)(1)σ
Lemma 4.4.6. For each n ≥ 0, we have xa
n
= (xa
n
za
n
)(1) and
za
n
=


(x)(1)σ, n = 0,
(za)(1)σ, n = 1,
(xa+a
2+···+an−1za+a
2+···+an)(1)σ, n > 1.
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Proof. For n = 0 we have x = xa
0
= (y)(1) = (xz)(1) and z = za
0
= (x)(1)σ. Using induction
on n from Lemma 4.4.5, we immediately reach the statement of the lemma.
Let us deﬁne
φn(a) =


0 n = 0
a+ a2 + · · ·+ an n > 0
For each polynomial q(a) =
∑n
i=0 cia
i ∈ (Z/2Z)[a] we deﬁne
ψq(a) =
n∑
i=1
ciφi−1(a).
Lemma 4.4.7. The functions φn and ψq have the following properties:
(i) For each n ≥ 1, we have φn(a) = aφn−1(a) + a.
(ii) If deg q ≤ 1, then ψq = 0.
(iii) If deg q ≥ 2, then deg ψq = deg q − 1.
(iv) The function ψq is linear in q.
Proof. The proof is straightforward and we leave it to the reader as an easy exercise.
Lemma 4.4.8. For each pair of polynomials p, q ∈ (Z/2Z)[a], the section of xp(a)zq(a) at
each vertex of the first level is xp(a)+ψq(a)+q(0)zp(a)+aψq (a)+aq(1)+aq(0).
Proof. Assume q(a) =
∑n
i=0 cia
i. Then using the deﬁnition of the function ψq together with
Lemma 4.4.6, we obtain the section of zq(a) at each vertex of the ﬁrst level (say zq(a)|0) as
zq(a)|0 =


xc1φ0(a)+c2φ1(a)+···+cnφn−1(a)zc1φ1(a)+c2φ2(a)+···+cnφn(a), c0 = 0,
x1+c1φ0(a)+c2φ1(a)+···+cnφn−1(a)zc1φ1(a)+c2φ2(a)+···+cnφn(a), c0 = 1
=


xψq(a)zaψq(a)+a(c1+c2+···+cn), c0 = 0,
x1+ψq(a)zaψq(a)+a(c1+c2+···+cn), c0 = 1,
= xq(0)+ψq(a)zaψq(a)+a(q(1)−q(0)) = xq(0)+ψq(a)zaψq(a)+aq(1)+aq(0),
where we have used Lemma 4.4.7(i) and the fact that −1 = 1 in Z/2Z. It is obvious from
Lemma 4.4.6 that xp(a)|0 = xp(a)zp(a). Now the statement of the lemma follows immediately
from the fact that xp(a)zq(a) is spherically homogeneous.
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Remark 4.4.9. Since z acts nontrivially on the ﬁrst level, it is clear that the action of zq(a)
on the ﬁrst level is trivial if and only if q(a) has an even number of terms which, in the
case of Z/2Z, is equivalent to q(1) = 0. In other words, zq(a) = (xq(0)+ψq(a)zaψq(a)+aq(0))(1) if
q(1) = 0 and zq(a) = (xq(0)+ψq(a)zaψq(a)+a+aq(0))(1)σ if q(1) = 1.
To simplify our notation, we will denote xp(a)zq(a) by (p, q) for each pair of polynomials
p, q ∈ (Z/2Z)[a]. To say that the section of xp(a)zq(a) at each vertex of the ﬁrst level is
xp
′(a)zq
′(a), we use the notation (p, q) → (p′, q′). According to Lemma 4.4.8, we have p′ =
p+ ψq + q(0) and q′ = p+ aψq + aq(1) + aq(0).
Before we prove our main theorem, we need to introduce a remark and a lemma.
Remark 4.4.10. The leading coeﬃcient of any nonzero polynomial in (Z/2Z)[a] is 1. So
when we add two polynomials of the same degree, say n, the degree of the sum is less than
n.
Lemma 4.4.11. Let q(a) be a polynomial in (Z/2Z)[a] with degree at least 2. Then
deg (ψq + ψaψq) = deg q − 2.
Proof. Let q(a) = c0 + c1a + · · ·+ cnan with n ≥ 2 and cn 6= 0. Then
ψq(a) = a(c2 + c3 + · · ·+ cn) + a
2(c3 + c4 + · · ·+ cn) + · · ·+ a
n−2(cn−1 + cn) + a
n−1cn.
Hence
aψq(a) = a
2(c2 + c3 + · · ·+ cn) + a
3(c3 + c4 + · · ·+ cn) + · · ·+ a
n−1(cn−1 + cn) + a
ncn.
So
ψaψq (a) = a(c2 + 2c3 + 3c4 + · · ·+ (n− 1)cn) + a
2(c3 + 2c4 + 3c5 + · · ·+ (n− 2)cn) + · · ·
+an−2(cn−1 + 2cn) + a
n−1cn.
We ﬁnally obtain
ψq(a) + ψaψq(a) = a(2c2 + 3c3 + · · ·+ ncn) + a
2(2c3 + 3c4 + · · ·+ (n− 1)cn) + · · ·
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+an−2(2cn−1 + 3cn) + a
n−1(2cn)
= a(2c2 + 3c3 + · · ·+ ncn) + a
2(2c3 + 3c4 + · · ·+ (n− 1)cn) + · · ·+ a
n−2cn.
Therefore, deg (ψq + ψaψq) = n− 2 = deg q − 2.
We are now ready to prove our main theorem.
Theorem 4.4.12. The group G = 〈a = (b, d)σ, b = (d, b)σ, c = (a, c), d = (c, a)〉 is isomor-
phic to the rank 2 lamplighter group (Z/2Z)2 ≀ Z.
Proof. From the paragraph preceding Lemma 4.4.5, we only need to show that for each
pair of polynomials p, q ∈ (Z/2Z)[a] not both trivial the expression xp(a)zq(a) is nontriv-
ial. We will assume the theorem is incorrect and prove it by contradiction as follows. We
pick two polynomials p, q ∈ (Z/2Z)[a] such that xp(a)zq(a) is trivial with max {deg p, deg q}
minimal. We will ﬁnd a pair of polynomials p˜, q˜ ∈ (Z/2Z)[a] such that xp˜zq˜ is trivial and
max {deg p˜, deg q˜} < max {deg p, deg q}. To ﬁnd these two polynomials, we use the fact that
all the states of the trivial automorphism are trivial and so is the product of any two of
them.
Using the notation introduced above, we start with a pair (p, q) corresponding to the
trivial element of G with deg p = m and deg q = n such that max {m,n} is minimal. So
(p, q)→ (p′, q′) where
p′ = p+ ψq + q(0) and q
′ = p+ aψq + aq(0)
(Note that q(1) = 0 by Remark 4.4.9). We consider four cases of what can happen with the
degrees of polynomials and analyze the dynamics that arises when we compute the sections
of corresponding elements.
Case I. m > n.
Using Lemma 4.4.7(iii), we obtain deg p′ = deg q′ = m, which constitutes Case II.
Case II. m = n.
If m = n ≤ 1, then ψq = 0. In such a case, we have only six values of the expression xp(a)zq(a)
to consider, namely xa+1, xa, x, xa+1za+1, xaza+1 and xza+1, which are all nontrivial (keep in
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mind that q(1) = 0). So we will assume in Case II that m ≥ 2 (and also in Case I since we
have checked all possible occurrences). Hence by Lemma 4.4.7(iii) and Remark 4.4.10, we
have deg p′ = m and deg q′ < m. Therefore we get back to Case I (which does not yet ﬁnish
the proof, of course).
Case III. m = n− 1.
If n = 1 and m = 0, we have only two values of the expression xp(a)zq(a) to consider, namely
za+1 and xza+1 which are both nontrivial. So we will assume in Case III that n ≥ 2. Hence
again by Lemma 4.4.7(iii) and Remark 4.4.10, we have deg p′ < n − 1 and deg q′ = n, thus
bringing us to Case IV.
Case IV. m < n− 1.
Here we always have n ≥ 2. We obtain deg p′ = n − 1 and deg q′ = n. Which again brings
us to Case III.
Let (p′′, q′′) be the state of (p, q) at any vertex of the second level (they are all equal), i.e.
(p, q) → (p′, q′) → (p′′, q′′). We claim that in Case I and Case IV above, (p + p′′, q + q′′)
is trivial (this is immediate) with max {deg (p+ p′′), deg (q + q′′)} < max {deg p, deg q} and
the two polynomials p + p′′ and q + q′′ are not both trivial (we will show only that p + p′′
is nontrivial). Since Case I leads to Case II in the ﬁrst level and vice versa, and the same
thing happens with Case III and Case IV, it is enough to consider only Case I and Case IV.
The polynomial p′′ can be easily computed using Lemma 4.4.7(ii),(iv) and it is equal to
p′′ = p′ + ψq′ + q
′(0) = (p+ ψq + q(0)) + ψp+aψq+aq(0) + p(0)
= (p+ ψq + q(0)) + ψp + ψaψq + p(0) = p+ ψq + ψp + ψaψq + q(0) + p(0)
and thus
p+ p′′ = ψq + ψp + ψaψq + q(0) + p(0).
In Case I, we have deg q, deg q′′ < m so deg (q + q′′) < m. By Lemma 4.4.7(iii),
deg (p+ p′′) = m− 1 < m. Since m ≥ 2, the polynomial p+ p′′ is nontrivial.
In Case IV, deg q = deg q′′ = n. Hence by Remark 4.4.10, deg (q + q′′) < n. By
Lemma 4.4.11, deg (p+ p′′) = n − 2 < n. For n ≥ 3, the polynomial p + p′′ is nontriv-
ial. We still have to check the case when n = 2 and m = 0 (keeping in mind that q(1) = 0).
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There are four values of the expression xp(a)zq(a) to consider, namely xa
2
, xa
2+a, xa
2+1, xa
2+a+1,
which are all nontrivial. The proof is now complete.
The GAP calculations done through the proof of 4.4.12 are listed below.
gap> L1 := [x^a*x,x^a,x^a*x*z^a*z,x^a*z^a*z,x*z^a*z];
[ b^-1*a^2*b^-1, b^-1*a, b^-1*a^2*b^-1*d^-1*a^2*d^-1, b^-1*a*d^-1*a^2*d^-1,
a*b^-1*d^-1*a^2*d^-1 ]
gap> List (L1, g -> IsOne(g));
[ false, false, false, false, false ]
gap> L2 := [z^a*z,x*z^a*z];
[ d^-1*a^2*d^-1, a*b^-1*d^-1*a^2*d^-1 ]
gap> List (L2, g -> IsOne(g));
[ false, false ]
gap> L3 := [x^(a^2),x^(a^2)*x^a,x^(a^2)*x,x^(a^2)*x^a*x];
[ a^-1*b^-1*a^2, a^-1*b^-1*a^2*b^-1*a, a^-1*b^-1*a^3*b^-1,
a^-1*(b^-1*a^2)^2*b^-1 ]
gap> List (L3, g -> IsOne(g));
[ false, false, false, false ]
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Chapter 5
Conclusions
5.1 Conclusions and Open Problems
In this chapter we summarize the results introduced in this dissertation and state some open
problems and possible directions for further investigations.
In Chapter 3 we discussed the problem of level transitivity of permutational polynomials
acting on the rooted binary tree. We ﬁrst introduced a way to identify the nth level of
the rooted d-ary tree X∗ with the ring Z/(dnZ). With this identiﬁcation, we showed in
Proposition 3.2.1 that each polynomial f(x) ∈ Z[x] induces an endomorphism of X∗. Since
the ring Z[x] is countable and we have uncountably many endomorphisms of X∗, not every
such endomorphism can be induced by a polynomial over Z. So we consider the ring Z[[x]]
of formal power series over Z which is uncountable. Unlike the case of polynomials, not
every formal power series over Z induces mappings of the levels Z/(dnZ) of the tree X∗.
This is simply a problem of convergence. We suggest the following necessary and suﬃcient
condition on a formal power series over Z to induce a mapping of each level of X∗ and hence
an endomorphism of the whole tree. This condition guarantees a ﬁnite output for each vertex
of the tree.
Proposition 5.1.1. A formal power series F (x) = a0 + a1x + a2x2 + · · · ∈ Z[[x]] induces
an endomorphism of the rooted d-ary tree X∗ if and only if limn→∞ |an|d = 0, where |an|d is
the d-adic norm of an.
The endomorphisms induced by power series over Z with converging to zero in d-adic
norm coeﬃcients constitute a natural generalization of the endomorphisms induced by poly-
nomials. For example, Theorem 3.2.3 about the sections of corresponding endomorphisms,
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and Rivest’s theorem 3.2.11 have natural extensions to this wider class. On the other hand,
many basic questions still remain widely open. Below we list some of them.
Question 5.1.2. Consider a random endomorphism φ of the regular rooted tree X∗. Can it
be induced by a formal power series over Z?
In Proposition 3.2.9 we showed that for each d ≥ 2, the set of all d-permutational polyno-
mials forms a cancellative monoid under the operation of composition. Although the inverse
of an automorphism induced by a d-permutational polynomial f(x) ∈ Z[x] always exists, it
cannot be induced by a polynomial over Z unless f is linear. The following open question
naturally arises.
Question 5.1.3. Let φ be an automorphism of the regular rooted tree X∗ induced by a
polynomial f(x) ∈ Z[x]. When can φ−1 be induced by a formal power series over Z? and
how can we compute the coefficients of this formal power series if it does exist?
In Theorem 3.2.3 we derived a formula to evaluate the sections of an endomorphism of
X∗ induced by a polynomial over Z which turned out to be again polynomials of the same
degree. Proposition 3.2.5 asserts that the only polynomials in Z[x] that induce ﬁnite-state
endomorphisms of X∗ are linear polynomials. Also Proposition 3.2.6 asserts that the only
polynomials in Z[x] that induce endomorphisms ofX∗ of polynomial growth are the powers of
the adding machine and that all the other polynomials induce endomorphisms of exponential
growth.
Theorem 3.2.11 proved by Rivest gives the necessary and suﬃcient conditions for a poly-
nomial f(x) ∈ Z[x] to be 2-permutational. The following two open problems naturally arise.
Problem 5.1.4. Determine the necessary and sufficient conditions that a polynomial f(x) ∈
Z[x] has to meet to be d-permutational for d > 2.
Problem 5.1.5. Determine the necessary and sufficient conditions that a formal power
series over Z satisfying the condition of Proposition 5.1.1 has to meet to be d-permutational
for d ≥ 2.
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In Theorem 3.3.9 we give the necessary the suﬃcient conditions that a 2-permutational
polynomial has to meet to act level transitively on the rooted binary tree {0, 1}∗. Again we
consider two open problems.
Problem 5.1.6. Determine the necessary and sufficient conditions that a d-permutational
polynomial f(x) ∈ Z[x] has to meet to act level transitively on the rooted d-ary tree X∗ for
d > 2.
Problem 5.1.7. Determine the necessary and sufficient conditions that a d-permutational
power series over Z has to meet to act level transitively on the rooted d-ary tree X∗ for d ≥ 2.
In fact, Problem 5.1.6 was partially solved by Larin [Lar02b] and Knuth [Knu98] in the
case when f(x) is a quadratic polynomial and d is a prime.
In Chapter 4 we studied the structure of the group G = 〈a = (b, d)σ, b = (d, b)σ, c =
(a, c), d = (c, a)〉 where we proved in Theorem 4.4.12 that it is isomorphic to the rank 2
lamplighter group (Z/2Z)2 ≀ Z. The group G was initially one of the six groups among
those generated by 7421 non-minimally symmetric 4-state invertible automata over 2-letter
alphabet studied in [Cap14], for which the existence of elements of inﬁnite order could not
be easily established by the standard known methods. In [KPS16] many elements of inﬁnite
order in two of these six groups were found using a new technique of orbit automata. And
in [SS16] the structure of one of them was completely described. There is only one group left
with unknown structure, namely the group 〈a = (b, d)σ, b = (d, c)σ, c = (c, b)σ, d = (a, a)〉.
In [Cap14], the following conjecture was suggested. This paves the way to an interesting
research project to work on.
Conjecture 5.1.8. The group 〈a = (b, d)σ, b = (d, c)σ, c = (c, b)σ, d = (a, a)〉 is isomorphic
to the free group F4 of rank 4 freely generated by {a, b, c, d}.
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