Abstract. Balancing domain decomposition by constraints (BDDC) methods are nonoverlapping iterative substructuring domain decomposition methods for the solution of large sparse linear algebraic systems arising from the discretization of elliptic boundary value problems. Their coarse problems are given in terms of a small number of continuity constraints for each subdomain, which are enforced across the interface. The coarse problem matrix is generated and factored by a direct solver at the beginning of the computation and it can ultimately become a bottleneck if the number of subdomains is very large. In this paper, two three-level BDDC methods are introduced for solving the coarse problem approximately for problems in three dimensions. This is an extension of previous work for the two-dimensional case. Edge constraints are considered in this work since vertex constraints alone, which work well in two dimensions, result in a noncompetitive algorithm in three dimensions. Some new technical tools are then needed in the analysis and this makes the three-dimensional case more complicated. Estimates of the condition numbers are provided for two three-level BDDC methods, and numerical experiments are also discussed. 1. Introduction. Balancing domain decomposition by constraints (BDDC) methods, which were introduced and analyzed in [4, 11, 12] , are similar to the balancing Neumann-Neumann algorithms. The coarse problem in a BDDC algorithm is given in terms of a set of primal constraints chosen for each subdomain, and the matrix of the coarse problem is generated and factored by using a direct solver at the beginning of the computation. We note that there are now computer systems with more than 100,000 powerful processors, which allow very large and detailed simulations. If there is a one to one or one to several relationship between processors and subdomains, then we can have a large number of subdomains. The coarse component of a two-level preconditioner can therefore become a bottleneck if the number of subdomains is very large. One way to remove this difficulty is to introduce one or more additional levels. In our recent paper [17] , two three-level BDDC methods were introduced for two-dimensional problems with vertex constraints. We solve the coarse problem approximately by using the BDDC idea recursively and show that a good rate of convergence still can be maintained. However, in three dimensions, vertex constraints alone are not enough to obtain good polylogarithmic condition number bounds due to much weaker interpolation estimates, and constraints on the averages over edges or faces are needed. The new constraints lead to a considerably more complicated coarse problem and the need for new technical tools in the analysis. In this paper, we extend the two three-level BDDC methods in [17] to the three-dimensional
whereĤ, H, and h are typical diameters of the subregions, subdomains, and elements, respectively. (We decompose the whole domain into subregions and each subregion is then partitioned into several subdomains; see section 3 for details.) In section 6, we introduce a second three-level BDDC method which uses Chebyshev iterations. We denote the corresponding preconditioner by M −1 . We show that the condition number bound of the system with the preconditioner M −1 is of the form CC(k) 1 + log
where C(k) is a function of k, the number of Chebyshev iterations, and also depends on the eigenvalues of the preconditioned coarse problem and on the two parameters chosen for the Chebyshev iteration. C(k) goes to 1 as k goes to ∞; i.e., the condition number approaches that of the two-level case. Finally, some computational results are presented in section 7.
The two-level BDDC method.
The two-level BDDC methods have been studied extensively; see [4, 11, 12, 9] . In this section, we will briefly review this work and introduce notation which will be used in the rest of the paper.
We will consider a second order scalar elliptic problem in a three-dimensional region Ω as follows: Find u ∈ H where ρ(x) > 0 for all x ∈ Ω. We decompose Ω into N nonoverlapping subdomains Ω i with diameters H i , i = 1, . . . , N, and set H = max i H i . We then introduce a triangulation of all the subdomains. Let Γ be the interface between the subdomains and let the set of interface nodes Γ h be defined by Γ h = (∪ i ∂Ω i,h ) \ ∂Ω h , where ∂Ω i,h is the set of nodes on ∂Ω i and ∂Ω h is the set of nodes on ∂Ω. The nodes of the different triangulations match across Γ.
Let W (i) be the standard finite element space of continuous, piecewise trilinear functions on Ω i ; the algorithms and theory developed in this paper work for other lower order finite elements as well. We assume that these functions vanish on ∂Ω. Each W (i) can be decomposed into a subdomain interior part W Here, we will consider only edge average constraints over all the edges of all subdomains as primal variables. We change the variables to make the edge average degrees Downloaded 09/29/14 to 129.237.46.100. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php of freedom explicit; see [7, section 4.2.1] and [9, section 2.3] . From now on, we assume that all the matrices are written in terms of the new variables.
We denote the associated product spaces by W := In order to define the BDDC preconditioner, we further introduce an interface subspace W Γ ⊂ W Γ , for which all the edge average primal constraints are enforced. The space W Γ can be decomposed into
The global problem has the following form:
This problem is assembled from the subdomain problems ⎛ ⎜ ⎝
We also denote by F Γ , F Γ , and F Γ the dual spaces, that is, the spaces of the right-hand sides corresponding to W Γ , W Γ , and W Γ , respectively.
In order to describe the BDDC algorithms, we need to introduce several restriction, extension, and scaling operators between different spaces.
The restriction operators from the product spaces to the subdomain local spaces are
Additionally, there are three restriction operators:
We also introduce two extension operators:
where R Γ is the direct sum of the operators R where N x is the set of indices j of the subdomains such that x ∈ ∂Ω j , and ρ j (x) is the coefficient of (2.1) at x in the subdomain Ω j .
The scaled extension operator R D,Γ is the direct sum of the operators R We also use the same restriction, extension, and scaled extension operators for F Γ , F Γ , and F Γ .
We now reduce the global problem (2.2) to an interface problem. We first introduce the subdomain Schur complement S 
and let
The partially assembled Schur complement S Γ is obtained from S Γ by assembling the primal variables on the subdomain interface, i.e.,
S Γ can be further assembled with respect to the variables of the W (i) Δ and the reduced interface problem of (2.2) can be written as follows: Find u Γ ∈ W Γ such that
The preconditioned two-level BDDC equation is of the form
where the preconditioner
Γ R D,Γ has the following form:
Here Φ is the matrix given by the coarse level basis functions of minimal energy defined by
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The coarse level problem matrix S Π is determined by 6) which is obtained by assembling subdomain matrices; for additional details, cf. [4, 11, 9] . We know that, under certain assumptions, and for any
These estimates can be established directly by using methods very similar to those of certain studies of the FETI-DP algorithms. Denote by E D and P D , respectively, the average and jump operators (see [14, Formulas (6.4) and (6.38)]) on the space W Γ . Central to obtaining the condition number estimate for the preconditioned two-level BDDC operator is a bound for the E D operators (see [12, Theorem 25] 
We introduce the subregional Schur complement as
and note that the coarse problem matrix S Π can be assembled from the S
Π . In the two-level case, S Π is factored by a direct solver at the beginning of the computation; cf. (2.5). Here, we build S −1
To define S 
Here, we will consider only the use of edge average constraints over subregion edges. Again, we should change the variables for all local coarse matrices corresponding to these edge average constraints. We will assume that all matrices are written in the new variables.
We denote the associated subregion interface product space by W c,Γc := 
which are similar to R Γ and R Γ , respectively.
We denote by F c and F Γc the dual spaces of W c and W c,Γc , respectively. We use the same operators for F c and F Γc .
We are now ready to explain how S Π Ψ. We write Ψ, y, and y in terms of interior and interface parts, i.e., Ψ = (Ψ
Ic , y Γc ) T , and
Ic , y Γc ) T . To obtain y, we can solve S Π y = Ψ by block factorization. This vector satisfies
c,Γc is a restriction operator. We solve y
Ic in terms of y Γc and have We then obtain the subregion interface problem
be the subregion Schur complement in (3.3). Denote their direct sum by T :
. . .
As on the subdomain level case, we introduce a partially assembled Schur complement of S Π , and denote it by T . T can be written as
The reduced subregion interface problem (3.3) can be written as follows: Find y Γc ∈ W c,Γc such that
To obtain the approximation y = S −1 Π Ψ, we do not solve (3.6) exactly. Instead, we compute y Γc as
Here R Dc,Γc is a scaled operator which is similar to R D,Γ ; we can write R Dc,Γc = D c R Γc , where D c is a diagonal scaling matrix. The diagonal elements of D c , corresponding to the primal variables, are 1, and all others are given by δ †
is defined for the subregion interface instead of the subdomain interface nodes. For an x on the subregion interface, δ † c,i (x) is defined as follows:
where N x is the set of indices j of the subregions such that x ∈ ∂Ω j and ρ j (x) is the coefficient of (2.1) at x ∈ ∂Ω j . (In our theory, we assume the ρ i are constant in the subregions.)
We will maintain the same relation between y (i)
Ic and y Γc as for y
Ic and y Γc in (3.2), i.e.,
4. Some auxiliary results. In this section, we will collect a number of results which are needed in our theory. In order to avoid a proliferation of constants, we will use the notation A ≈ B. This means that there are two constants c and C, Downloaded 09/29/14 to 129.237.46.100. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php independent of any mesh parameter and the coefficients of (2.1), such that cA ≤ B ≤ CA, where C < ∞ and c > 0. For the definition of discrete harmonic functions, see [14, section 4.4] .
Lemma 4.1. Let D be a cube with vertices A 1 = (0, 0, 0), 
is even with respect to the midpoint of (0, 1), where it attains its maximum in absolute value. Moreover, we have 
where we have used (4.1), (4.2), and [1, Corollary 3.5].
Remark. In Lemma 4.1, we have constructed the function v for a cube D. By using similar ideas, we can construct functions v for other shape-regular polyhedra which will satisfy similar properties and bounds. 
H|ū
Proof. Without loss of generality, we assume that the subdomains are hexahedral. Denote the edges of the subdomain Ω 
and with By the definition of u, we have
. . , 12, and
Summing over all the subdomains in the subregion Ω i , we have
This proves one side of the equivalence. We prove the other side as follows:
Here, we have used a standard finite element Sobolev inequality; see [14, Lemma 4.30] for the second inequality and [14, Lemma 4.16] for the penultimate inequality. We complete the proof of the other side of the equivalence by using the triangle inequality.
We now introduce a new mesh on each subregion; we follow [3, 13] . The purpose of introducing this mesh is to relate the quadratic form of Lemma 4.2 to one for a more conventional finite element space.
Given a subregion Ω i and subdomains Ω Let U H (Ω) be the continuous piecewise trilinear finite element function space with respect to the new triangulation T . For a subregion Ω i , U H (Ω i ) and U H (∂Ω i ) are defined as restrictions: We define a mapping I 
Remark. We carefully define the operators I c,Γc over an edge E are the same, we have (
Here we need to use a weighted average which has a larger weight at the two end points since we consider an edge as an open set and the two end primary points have only one neighboring secondary node on the edge. But this will not affect our analysis. We could also define a weighted edge average of w i and w j and obtain ( 
c,Γc , we have 
We use Lemma 4.2 for the third bound, the definitions of I To be fully rigorous, we assume that there is a quasi-uniform coarse triangulation of each subregion. We can then obtain uniform upper and lower bounds for each subregion as is required in Lemma 4.5.
We define the interface average operator E Dc on W c,Γc as E Dc = R Γc R T Dc,Γc , which computes the averages across the subregion interface Γ c and then adopts these averages at the boundary points of the subregions.
The interface average operator E Dc has the following property. Lemma 4.6.
for any w Γc ∈ W c,Γc , where C is a positive constant independent ofĤ, H, h, and the coefficients of (2.1). Here T is defined in (3.4).
Proof. Let w
Γc is the restriction operator from W c,Γc to W (i) c,Γc . We rewrite the formula for v := w Γc − E Dc w Γc for an arbitrary element w Γc ∈ W c,Γc , and find that for i = 1, . . . , N c ,
Here N x is the set of indices of the subregions that have x on their boundaries.
We have
We can therefore focus on the estimate of the contribution from a single subregion Ω i and proceed as in the proof of [14, Lemma 6 .36]. Downloaded 09/29/14 to 129.237.46.100. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php same way. We find that
We have,
Proof. Using (3.2), (3.5), and (3.6), we have
Using (3.8), (3.5) , and (3.7), we also have
We need only compare h
We follow the proofs of [8, Theorem 1] . Let
Noting the fact that R T Γc R Dc,Γc = R T Dc,Γc R Γc = I and using (4.14), we have
.
We obtain 
, where we use Lemma 4.6 for the penultimate inequality.
We finally obtain
h Γc .
Condition number estimate for the new preconditioner.
In order to estimate the condition number for the system with the new preconditioner M −1 , we compare it to the system with the preconditioner M −1 . 
We can use the conjugate gradient method to obtain an estimate for the largest eigenvalue at the beginning of the computation to choose a proper u.
Let α = with k Chebyshev iterations is bounded by C
2 , where
Numerical experiments. We have applied our two three-level BDDC algorithms to the model problem (2.1), where Ω = [0, 1] 3 . We decompose the unit cube into N × N × N subregions with the side-lengthĤ = 1/ N and each subregion into N × N × N subdomains with the side-length H =Ĥ/N . Equation (2.1) is discretized, in each subdomain, by conforming piecewise trilinear elements with an element diameter h. The preconditioned conjugate gradient iteration is stopped when the norm of the residual has been reduced by a factor of 10 −6 . We have carried out two different sets of experiments to obtain iteration counts and condition number estimates. All the experimental results are fully consistent with our theory.
In the first set of experiments, we use the first preconditioner M −1 . We take the coefficient ρ ≡ 1 in case 1. In case 2, ρ is constant in one direction with a checkerboard pattern in the cross sections, where we take ρ = 1 or ρ = 100. The coefficients in both cases satisfy [14, Assumption 6.27.2]; i.e., for all pairs of subdomains which have a vertex but not an edge in common, there exists an acceptable edge path (see [14, Definition 6 .26]) between these two subdomains. Table 1 gives the iteration counts and condition number estimates with a change of the number of subregions. We find that the condition numbers are independent of the number of subregions. Table 2 gives results with a change of the number of subdomains and the size of the subdomain problems. Downloaded 09/29/14 to 129.237.46.100. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php In the second set of experiments, we use the second preconditioner M −1 and take the coefficient ρ ≡ 1. We use the preconditioned conjugate gradient (PCG) to estimate the largest eigenvalue of ( R T Dc,Γc T −1 R Dc,Γc )( R T Γc T R Γc ), which is approximately 2.3249. For 18 × 18 × 18 subdomains and H h = 3, we have a condition number estimate of 1.8767 for the two-level preconditioned BDDC operator. We select different values of u, the upper bound eigenvalue estimate of the preconditioned system, and of k to see how the condition number changes. We take u = 2.3 and u = 3 in Tables  3 and 4 , respectively. We also evaluate C 1 (k) for k = 1, 2, 3, 4, 5. From these two tables, we find that the smallest eigenvalue is bounded from below by C 1 (k) and the condition number estimate becomes closer to 1.8767, the value for the two-level case, as k increases. We also see that if we can get a more precise estimate for the largest Downloaded 09/29/14 to 129.237.46.100. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php eigenvalue of ( R T Dc,Γc T −1 R Dc,Γc )( R T Γc T R Γc ), we need fewer Chebyshev iterations to get a condition number close to that of the two-level case. However, the iteration count is not very sensitive to the choice of u.
