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On holomorphic two-spheres with constant
curvature in the complex Grassmann manifold
G(2, n)
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Abstract. In this paper, the theory of functions of one complex variable is explored to
study linearly full unramified holomorphic two-spheres with constant curvature in G(2, n)
satisfying that the generated harmonic sequence degenerates at position 2. Firstly, we
determine the value distribution of the curvature and give the explicit characterization
of such holomorphic two-spheres in terms of a polynomial equation. Then, applying this
characterization, many examples of non-homogeneous constantly curved holomorphic two-
spheres are constructed.
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1 Introduction
In differential geometry, the study of minimal two-spheres with constant curvature in
symmetric spaces is a fundamental and important topic. Since the domain is a topological
sphere, then any immersed harmonic map from two-sphere is conformal and minimal.
Hence we can study minimal two-spheres with constant curvature from the viewpoint
of harmonic two-spheres. The complex Grassmann manifold G(k, n) is a prototypical
example of symmetric spaces. In particular, when k = 1, it is just the complex projective
space CPn−1. There are many outstanding works about the construction and classification
of harmonic maps of two-sphere in G(k, n) (cf. [1], [3], [6], [9], [10], [27], [29], [30] etc.).
Holomorphic maps of two-sphere in G(k, n) are naturally harmonic. Here, we focus on the
study of the structure of linearly full (i.e. not lying in a proper trivial subbundle S2×Cm
of S2 × Cn) holomorphic two-spheres with constant curvature in G(k, n). Explicitly, we
study the value distributions of curvature and existence of such holomorphic two-spheres
with constant curvature in G(k, n).
Denote the set of the value of curvature of constantly curved holomorphic two-spheres
and the linearly full ones in G(k, n) by Khk,n and Kfhk,n respectively. For the case of k = 1,
it is well known that (cf. [2])
Kh1,n =
{
K =
4
r
∣∣∣∣ r = 1, 2, · · · , n− 1
}
, Kfh1,n =
{
4
n− 1
}
.
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Moreover, the holomorphic two-sphere with constant curvature K = 4
r
is the first element
of the Veronese sequence in CP r ⊂ CPn−1, up to unitary equivalence (cf. [2]). The
proof was essentially based on the Calabi’s rigidity theorem of holomorphic curves in CPn
(cf. [4], [15]). However, this rigidity does not hold for generic symmetric spaces. Chi
and Zheng firstly observed this phenomenon in [7], where they classified non-congruent
holomorphic two-spheres in G(2, 4) with constant curvature 2 into two families, up to
unitary equivalence, by using the method of moving frames. Since then, only partial
results (e.g. under the condition of homogeneity or lower dimension) about Khk,n and Kfhk,n
were known. Indeed, with the homogeneous assumption, Xu and Peng ([26]) and the first
author ([11]) gave a complete classification of linearly full homogeneous holomorphic two-
spheres in G(2, n) respectively, and obtained the values of curvature are 4n−2 and
4
2(n−2) .
For the case of k = 2 and n = 4, Li and Yu proved
Kh2,4 =
{
K =
4
r
∣∣∣∣ r = 1, 2, 3, 4
}
, Kfh2,4 =
{
K =
4
r
∣∣∣∣ r = 2, 3, 4
}
and classified all holomorphic two-spheres with constant curvature in G(2, 4) (cf. [24],
[25]). For the case of k = 2 and n = 5, under the condition of nonsingular, Jiao and Peng
classified holomorphic two-spheres in G(2, 5) with constant curvatures K = 4/r where
r = 1, 2, 3, 4, 5 into some classes, up to unitary equivalence, and proved that there do
not exist the cases of r = 6, 7, 8, 9 (cf. [21], [22]). Later, with the totally unramified
assumption, the second author, Jiao and Zhou ([18]) found that K = 4/r, r = 3, 6 for
linearly full holomorphic two-spheres with constant curvature in G(2, 5), and there exist
two families of non-homogeneous holomorphic two-spheres in the case of r = 3, while there
exists only a homogeneous one in the case of r = 6. So the accurate values in Kh2,5 and
Kfh2,5 are still not clear. We can prove that there don’t exist the cases of r = 7, 8, 9 for
G(2, 5) under the unramified condition.
Theoretical physicists are also interested in this problem. In 2013, Delisle, Hussin and
Zakrzewski ([8]) recovered the classification results in G(2, 4) and G(2, 5) mentioned above
by their approach from the viewpoint of Grassmannian sigma models, and proposed two
conjectures as follows:
Conjecture 1
Khk,n =
{
K =
4
r
∣∣∣∣ r = 1, 2, · · · , k(n − k)
}
.
Conjecture 2 For k fixed, holomorphic two-spheres with constant curvature K = 4/r in
G(k, n) can be constructed for all integer values of r such that 1 ≤ r ≤ k(n − k).
According to the existing results, we see the above two conjectures are true in the cases
of k = 1 and k = 2, n = 4 respectively. Recently, Hussin et al. explored the constant cur-
vature holomorphic solutions of the supersymmetric Grassmannian sigma model G(k, n)
using the gauge invariance of the model (cf. [19], [20]).
In this paper, we mainly study linearly full constantly curved holomorphic two-spheres
in G(2, n). Based on the above two conjectures and some known results, we propose the
following conjecture:
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Conjecture 3
Kfh2,n =
{
K =
4
r
∣∣∣∣ r = n− 2, · · · , 2(n − 2)
}
,
and the holomorphic two-spheres with constant curvature K = 4/r in G(2, n) can be con-
structed for all integer values of r satisfying n− 2 ≤ r ≤ 2(n − 2).
It is clear that Conjecture 3 is true for the case of G(2, 4). We will discuss Con-
jecture 3 for general dimension n in some special cases. If the linearly full constantly
curved holomorphic two-sphere generates the harmonic sequence that degenerates at po-
sition 1, then the values of curvature are 4n−2 and
4
2(n−2) , see the beginning of section 3 for
details. If the linearly full constantly curved holomorphic two-sphere generates the har-
monic sequence that degenerates at position 2, which contains the case of non-degenerate
holomorphic two-spheres in G(2, 5), then we obtain our main theorem:
Theorem 1.1 Let ϕ : S2 → G(2, n) (n ≥ 5) be a linearly full holomorphic curve satisfying
that the harmonic sequence generated by ϕ degenerates at position 2. If ϕ is unramified
with constant curvature K, then there exist holomorphic curves ψ
(1)
0 and ψ
(n−3)
0 of degrees
1 in CP 1 and d (d ≥ n − 3) in CPn−3 respectively, and a holomorphic polynomial h
satisfying
|f (1)0 |2|f (n−3)0 |2 + |h|2 = c(1 + zz¯)d+1, (1.1)
where c is a positive constant and f
(1)
0 , f
(n−3)
0 are nowhere zero holomorphic sections of
ψ
(1)
0 , ψ
(n−3)
0 respectively, such that
ϕ = span
{
f
(1)
0 , hf
(1)
1 − c0f (n−3)0
}
with K = 4
d+1 , where f
(1)
1 =
∂
∂zf
(1)
0 − ∂ log |f
(1)
0 |2
∂z f
(1)
0 and |f (1)0 ||f (1)1 | = c0. Furthermore,
d+ 1 ≤ 2(n− 2).
It follows from Theorem 1.1 that we verify the first part of Conjecture 3 in the special
situation. Moreover, Theorem 1.1 gives an explicit characterization of constantly curved
holomorphic two-spheres, which can be used to consider the second part of Conjecture
3. Here the unramified condition is necessary for applying some techniques of functions
of one complex variable. But we believe this condition is not essential.
For the second part of Conjecture 3, under the same assumption of Theorem 1.1, we
get the following result, see also Theorem 4.6.
Theorem 1.2 If there exist solutions to the polynomial equation (1.1) satisfying that the
multiplicity of zero eigenvalues of the coefficients matrix of |f (n−3)0 |2 is q, then the holo-
morphic two-spheres with K = 4n−2+q can be constructed explicitly.
Our paper is organized as follows. Preliminaries are given in Section 2. Section 3
is devoted to proving Theorem 1.1. The method of moving frames (cf.[5]), harmonic
sequences in CPm and some techniques of complex analysis are used. We know it is pivotal
to find a good adapted frame in the method of moving frames. At first we choose a generic
adapted frame by using the harmonic sequences in CPm. Then we can obtain a series
of globally defined functions on two-spheres of constant curvature with the unramified
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assumption. Analyzing the properties of these functions through applying some techniques
of functions of one complex variable, we simplify the original frame and obtain a good
adapted one. As an application of Theorem 1.1, we completely classify such immersions
with constant length of second fundamental form (See Theorem 3.7). In Section 4, we
construct some families of non-homogeneous constantly curved holomorphic two-spheres
in G(2, n) by solving the polynomial equation (1.1), the similar techniques of solving
equations have been used in [17].
2 Preliminaries
2.1 Geometry of holomorphic curves in G(2, n)
In this subsection, we introduce the geometry of holomorphic curves in G(2, n) by the
method of moving frames. More details can be found in [7] and [12]. Let ϕ be a linearly
full holomorphic immersion from S2 into G(2, n). Then ϕ generates the following harmonic
sequence (cf. [3],[6])
0
∂′−→ ϕ0 = ϕ ∂
′−→ ϕ1 ∂
′−→ ϕ2 ∂
′−→ · · · ∂′−→ ϕl ∂
′−→ 0, (2.1)
where ϕi : S
2 → G(ki, n) is a harmonic map with ki ≤ 2, ∂′ϕi = ϕi+1 for 0 ≤ i < l,
∂′ϕl = 0 and
∑l
i=0 ki = n. If k1 = · · · = kr−1 = 2 and ki = 1 for r ≤ i ≤ l, we say that
ϕ degenerates at position r and l = n − r − 1. For example, ϕ degenerates at position 2
means k1 = 2, ki = 1 for all i = 2, · · · , n− 3.
Since any member of ϕ0, · · · , ϕl are orthogonal, we can choose a local unitary frame
e = {e1, · · · , en} along ϕ so that
ϕi = span{e2i+1, e2i+2}, for 0 ≤ i ≤ r − 1,
ϕi = span{er+i+1}, for r ≤ i ≤ n− r − 1,
∂′[e2r−1] = 0, ∂′[e2r] = ϕr.
Under such frame, the pull back of (right invariant) Maurer-Cartan forms which are de-
noted by ω = (ωAB) are

Ω1 A1φ
−A∗1φ¯ Ω2 A2φ
−A∗2φ¯ Ω3
. . .
Ωr Arφ
−A∗r φ¯ Ωr+1
. . .
ωn−1n−1 an−1nφ
−an−1nφ¯ ωnn


,
where φ is a local unitary coframe of (1, 0) type with respect to the induced metric ϕ∗ds2
(here ds2 is the standard Ka¨hler metric on G(2, n)), Ωi, 1 ≤ i ≤ r are u(2)-valued 1-forms,
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Ai =
(
a2i−1 2i+1 a2i−1 2i+2
a2i 2i+1 a2i 2i+2
)
with rankAi = 2 for 1 ≤ i ≤ r− 1, Ar =
(
0 0
a2r 2r+1 0
)
.
The structure equations of ϕ∗ds2 can be written as
dφ = −√−1ρ ∧ φ, d(√−1ρ) = K
2
φ ∧ φ,
where ρ is the real-valued connection form and K is the curvature.
Notice that the unitary frame we choose is determined up to a transformation of the
group U(2) × · · · × U(2)︸ ︷︷ ︸
r−1
×U(1)× · · · × U(1)︸ ︷︷ ︸
n−2(r−1)
, so |detAi| (i = 1, 2, · · · , r − 1) are global
invariants of analytic type on S2 vanishing only at isolated points, and away from their
zeros, they satisfy (cf. [7], [12])
∆ log |detAi| = 2K + 2(Li−1 − 2Li + Li+1), 1 ≤ i ≤ r − 1, (2.2)
where L0 = 0, Li = trAiA
∗
i , 1 ≤ i ≤ r are also globally defined invariants on S2, and ∆ is
Laplace-Beltrami operator with respect to ϕ∗ds2.
Let S be the square of the length of the second fundamental form. Then the Gauss
equation of ϕ (cf. [11],[13]) is
K = 4− 8|detA1|2 − 1
2
S. (2.3)
2.2 Harmonic sequence of two-spheres in CPm
In this subsection, we introduce the harmonic sequence of two-spheres in the complex
projective space CPm, which will be used to choose proper frames of holomorphic two-
spheres in G(2, n). Let ψ : S2 → CPm be a linearly full harmonic map. Eells and Wood’s
result (cf. [10]) shows that the following sequence in CPm is uniquely determined by ψ
0
∂′′←− ψ(m)0
∂′−→ · · · ∂′−→ ψ = ψ(m)i
∂′−→ · · · ∂′−→ ψ(m)m ∂
′−→ 0, (2.4)
for some i = 0, 1, · · · ,m.
Under a local coordinate z, we choose a holomorphic section f
(m)
0 of ψ
(m)
0 such that
∂
∂zf
(m)
0 = 0. Let f
(m)
i be a local section of ψ
(m)
i such that
f
(m)
i =
∂
∂z
f
(m)
i−1 −
〈
∂
∂zf
(m)
i−1 , f
(m)
i−1
〉
|f (m)i−1 |2
f
(m)
i−1
for i = 1, · · · ,m. Then we have some formulas as follows (cf. [2]):
∂
∂z
f
(m)
i = f
(m)
i+1 +
∂
∂z
log |f (m)i |2f (m)i , i = 0, · · · ,m− 1, (2.5)
∂
∂z
f
(m)
i = −l(m)i−1f (m)i−1 , i = 1, · · · ,m, (2.6)
∂2
∂z∂z
log |f (m)i |2 = l(m)i − l(m)i−1 , (2.7)
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∂2
∂z∂z
log l
(m)
i = l
(m)
i+1 − 2l(m)i + l(m)i−1 , i = 0, · · · ,m− 1, (2.8)
where l
(m)
i = |f (m)i+1 |2/|f (m)i |2 for i = 0, · · · , n, and l(m)−1 = l(m)m = 0.
Set e
(m)
i =
f
(m)
i
|f(m)i |
. Then from (2.5)-(2.8) and by a straightforward computation, we
have
de
(m)
i = −
√
l
(m)
i−1dz¯ e
(m)
i−1 + θ
(m)
ii e
(m)
i +
√
l
(m)
i dz e
(m)
i+1 , (2.9)
where θ
(m)
ii =
∂
∂z log |f
(m)
i |dz − ∂∂z¯ log |f
(m)
i |dz¯ is an imaginary 1-form.
The p-th osculating curve σp : S
2 → CP (m+1p+1)−1 of ψ(m)0 is defined as follows: Locally
F (m)p = f
(m)
0 ∧ · · · ∧ f (m)p , 0 ≤ p ≤ m.
Here F
(m)
p may have isolated zeros. At the singular points, factor out the common divisors,
we write F
(m)
p = hp,mF˜
(m)
p , where F˜
(m)
p is a C
(m+1p+1)-valued holomorphic map without zeros.
So we can extend the definition of σp at these points by F˜
(m)
p . Here σp is a holomorphic
map. By (2.7), we have
∂2
∂z∂z
log |F (m)i |2 = l(m)i , 0 ≤ p ≤ m− 1. (2.10)
The degree δ
(m)
p of σp is given by
δ(m)p :=
∫
S2
l(m)p dz ∧ dz¯ ·
i
2π
. (2.11)
Let r
(m)
p be the degree of the singular divisor of σ∗pds2FS = l
(m)
p dzdz¯, which is a non-negative
integer, then we have the global Plu¨cker formula
δ
(m)
p−1 − 2δ(m)p + δ(m)p+1 = −2− r(m)p . (2.12)
We recommend readers to Bolton et al.[2] for details.
Particularly, let ψ
(m)
i = [f
(m)
i ] = [fi,0, · · · , fi,p , · · · , fi,m], where fi,p is explicitly given
by
fi,p(z) =
i!
(1 + zz¯)i
√(
m
p
)
zp−i
∑
k
(−1)k
(
p
i− k
)(
m− p
k
)
(zz¯)k.
Such a map ψ
(m)
i : S
2 → CPm is a conformal minimal immersion with constant curvature
and constant Ka¨hler angle, which are given by
K
(m)
i =
4
m+ 2i(m − i) , cosα
(m)
i =
m− 2i
m+ 2i(m− i) .
This harmonic sequence is well known as Veronese sequence in [2], which will be denoted
by V
(m)
0 , · · · , V (m)m : S2 → CPm correspondingly.
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3 Proof of Theorem 1.1
Let ϕ be a linearly full holomorphic immersion from S2 into G(2, n) with constant cur-
vature K. The second author in her Ph.D. Thesis ([16]) showed that if ϕ degenerates at
position 1, then up to U(n), ϕ = V
(n−1)
0 ⊕ V (n−1)1 with K = 2n−2 or ϕ = V
(n−2)
0 ⊕Cv with
K = 4n−2 , where v is a non-zero constant vector. In this section, we focus on the case that
the harmonic sequence generated by ϕ degenerates at position 2.
Proof of Theorem 1.1
Proof: If ϕ generates the harmonic sequence (2.1) with r = 2, then ϕ2, · · · , ϕn−3 belong
to the following harmonic sequence in CPm (m = n− 1, n − 2, n− 3)
0
∂′−→ ψ(m)0
∂′−→ · · · ∂′−→ ψ(m)m−n+5 = ϕ2
∂′−→ · · · ∂′−→ ψ(m)m = ϕn−3 ∂
′−→ 0. (3.1)
Since ϕ is unramified (cf.[18], Definition 2.4) with constant curvature K. Then we can
choose the canonical coordinate on S2 such that
ϕ∗ds2 =
4/K
(1 + zz¯)2
dzdz¯,
and the well-defined invariant |detA1|2φ2φ¯2 has no zeros on S2 and satisfies
∆ log |detA1| = 2L2 + 2K − 4 (3.2)
for L1 = 1.
In the following we discuss the values of K and the corresponding map ϕ in three cases
m = n− 1, n− 2, n − 3 respectively.
Case I: m = n− 1.
In this case, we have a diagram below about the harmonic sequences in CPn−1 (cf. [3]),
e2
!!❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
// e
(n−1)
3
// ϕ2 = e
(n−1)
4
// · · · // ϕn−3 = e(n−1)n−1 // 0.
e1
OO
// e3
OO
Then we choose a local unitary frame e = (e1, · · · , en)T as follows

e1
e2
e3
e4
...
en


=


u11 u12 u13 0 · · · 0
u21 u22 u23 0 · · · 0
u31 u32 u33 0 · · · 0
0 0 0 1 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · 1




e
(n−1)
0
e
(n−1)
1
e
(n−1)
2
e
(n−1)
3
...
e
(n−1)
n−1


, (3.3)
where U1 =

u11 u12 u13u21 u22 u23
u31 u32 u33

 ∈ U(3), such that in the Maurer-Cartan forms (ωAB),
A1 =
(
a13 0
a23 a24
)
, A2 =
(
0 0
a45 0
)
.
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Taking exterior differentiation of (3.3) and using (2.9), we get

 0 0 0a24φ 0 0
ω34 0 0

 =

u11 u12 u13u21 u22 u23
u31 u32 u33



 0 0 00 0 0√
l
(n−1)
2 dz 0 0

 , (3.4)

 ω44 a45φ 0−a45φ ω55 ω56
0 −ω56 ω66

 =


θ
(n−1)
33
√
l
(n−1)
3 dz 0
−
√
l
(n−1)
3 dz¯ θ
(n−1)
44
√
l
(n−1)
4 dz
0 −
√
l
(n−1)
4 dz¯ θ
(n−1)
55

 , (3.5)
and
Θ1 = dU1U
∗
1 + U1Θ2U
∗
1 , (3.6)
where
Θ1 =

 ω11 ω12 a13φ−ω12 ω22 a23φ
−a13φ −a23φ ω33

 , Θ2 =


θ
(n−1)
00
√
l
(n−1)
0 dz 0
−
√
l
(n−1)
0 dz¯ θ
(n−1)
11
√
l
(n−1)
1 dz
0 −
√
l
(n−1)
1 dz¯ θ
(n−1)
22

 .
It follows from (3.4) and (3.5) that u13 = 0 and
a24φ =
√
l
(n−1)
2 u23dz, ω34 = u33
√
l
(n−1)
2 dz, a45φ =
√
l
(n−1)
3 dz. (3.7)
Then from (3.6) and U1U
∗
1 = I3, we have
a13φ = du11 · u31 + du12 · u32 + (θ(n−1)00 − θ(n−1)11 )u11u31 −
√
l
(n−1)
0 u12u¯31dz¯
+(
√
l
(n−1)
0 u11u¯32 +
√
l
(n−1)
1 u12u¯33)dz, (3.8)
and
a23φ = du21 · u31 + du22 · u32 + du23 · u33 + (θ(n−1)00 − θ(n−1)22 )u21u31
+(θ
(n−1)
11 − θ(n−1)22 )u22u32 − (
√
l
(n−1)
0 u22u31 +
√
l
(n−1)
1 u23u32)dz¯
+(
√
l
(n−1)
0 u21u32 +
√
l
(n−1)
1 u22u33)dz. (3.9)
Now we will prove that there doesn’t exist this case. If we choose another unitary
frame e˜ satisfying (3.3), then
e˜ = diag
{
eiθ1 , eiθ2 , eiθ3 , 1, · · · , 1
}
e.
Since
a˜13 = a13 · ei(θ1−θ3), a˜23 = a23 · ei(θ2−θ3), a˜24 = a24 · eiθ2 ,
u˜1j = u1j · eiθ1 , u˜2j = u2j · eiθ2 , u˜3j = u3j · eiθ3 for j = 1, 2, 3,
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then |a13|2 and |a24|2 are globally defined functions on S2. Since |detA1|2 = |a13|2|a24|2
has no zeros on S2, then |a13|2 and |a24|2 have no zeros on S2. Hence, we can obtain some
functions which is globally defined on S2, such as u23a24 ,
u12u31
a13
, u12u32a13 , |uij |2 (i, j = 1, 2, 3)
and so on.
Let φ =
√
4/K
1+zz¯ dz, then from (3.7),
4|a24|2
K(1 + zz¯)2
dzdz¯ = |u23|2 · l(n−1)2 dzdz¯.
Since 4|a24|
2
K(1+zz¯)2
dzdz¯ has no zeros on S2, and |u23|2 and l(n−1)2 dzdz¯ are globally defined
on S2, then |u23|2 and l(n−1)2 dzdz¯ have no zeros on S2. Let f (n−1)0 be a nowhere zero
holomorphic section of ψ
(n−1)
0 in (3.1) such that
∂
∂z¯f
(n−1)
0 = 0. Let F
(n−1)
j = f
(n−1)
0 ∧
∂
∂zf
(n−1)
0 ∧ · · · ∧ ∂
j
∂zj
f
(n−1)
0 for j = 1, · · · , n − 1. Then F (n−1)j = hj,n−1F˜ (n−1)j is the j-th
osculating curve of ψ
(n−1)
0 , where F˜
(n−1)
j is nowhere zero and hj,n−1 is a monic polynomial
that represents the zeros of F
(n−1)
j . Here if F
(n−1)
j is nowhere zero, then hj,n−1 = 1. Since
l
(n−1)
2 dzdz¯ has no zeros on S
2, then we get
h22,n−1 = h1,n−1h3,n−1, (3.10)
and r
(n−1)
2 = 0, by (2.12),
δ
(n−1)
1 − 2δ(n−1)2 + δ(n−1)3 = −2. (3.11)
Thus,
|a24|2 = K(1 + zz¯)
2|u23|2|F˜ (n−1)1 |2|F˜ (n−1)3 |2
4|F˜ (n−1)2 |4
. (3.12)
In this case, since L2φφ¯ = l
(n−1)
3 dzdz¯, then (3.2) becomes
1
4
∆ log |detA1|φ ∧ φ¯ = l(n−1)3 ·
1
2
dz ∧ dz¯ + (K − 2) · 1
2
φ ∧ φ¯. (3.13)
Integrating both sides of (3.13), we have
0 =
1
2
∫
S2
∆ log |detA1|φ ∧ φ¯ · i
2
=
∫
S2
l
(n−1)
3 dz ∧ dz¯ ·
i
2
+
∫
S2
(K − 2)φ ∧ φ¯ · i
2
= δ
(n−1)
3 π +
4(K − 2)π
K
, (3.14)
where in the first equation we use the fact that the globally defined function |detA1|
has no zeros. Recall ϕ is of constant curvature K, and in the last equation we use the
Gauss-Bonnet Theorem. Hence by (3.14), we have
2(K − 2) = −K
2
δ
(n−1)
3 = ∆ log(1 + zz¯)
−δ
(n−1)
3
2 .
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Since
2L2 = ∆ log |F˜ (n−1)3 |,
then using (3.2) again, we obtain
∆ log
|detA1|(1 + zz)
δ
(n−1)
3
2
|F˜ (n−1)3 |
= 0.
Since |detA1|(1+zz)
δ
(n−1)
3
2
|F˜ (n−1)3 |
is a globally defined nowhere zero function on S2, then it follows
that
|detA1|(1 + zz)
δ
(n−1)
3
2
|F˜ (n−1)3 |
= c, (3.15)
where c is a positive constant.
Lemma 3.1 In the case m = n− 1, |u31|2 ≡ 0 on S2.
Proof: Suppose that |u31|2 is not identically zero on S2, then |u12|2 is not identically zero
on S2 by U1 ∈ U(3). Substituting u11 = −u12 · u32u31 into (3.8), we obtain
∂
∂z
(
u32
u31
)
= −u32
u31
· ∂ log
√
l
(n−1)
0
∂z
−
√
l
(n−1)
0 , (3.16)
and
√
4/Ka13
u12u31(1 + zz¯)
= − ∂
∂z
(
u32
u31
)
+
u32
u31
·
∂ log
√
l
(n−1)
0
∂z
−
(
u32
u31
)2√
l
(n−1)
0 +
u33
u31
·
√
l
(n−1)
1 . (3.17)
Substituting u21 = −u22 · u32u31 − u23 ·
u33
u31
into (3.9) and using (3.16), we have
∂
∂z
(
u33
u31
)
= −u33
u31
·
∂ log
√
l
(n−1)
0 l
(n−1)
1
∂z¯
− u32
u31
·
√
l
(n−1)
1 . (3.18)
By (3.16), (3.17) and (3.18), a straightforward computation shows
∂
∂z
( √
4/Ka13
u12u31(1 + zz¯)
√
l
(n−1)
0
)
= 0. (3.19)
Let η1 =
√
4/Ka13
u12u31(1+zz¯)
√
l
(n−1)
0 , then η1 is a holomorphic function and
1
η1
=
u12u31
a13
· (1 + zz¯)|f
(n−1)
0 |2√
4/K |F˜ (n−1)1 ||h1,n−1|
. (3.20)
10
Set h1,n−1 = (z− z1)α1 · · · (z− zk)αk , where z1, · · · , zk are diverse. Since u12u31a13 is globally
defined on S2, then zj(j = 1, · · · , k) are all possible singularities of 1η1 on C = S2\{∞}.
Because lim
z→zj
(z−zj)αj+1
η1
= 0, then zj is a removable singularity of
(z−zj)αj
η1
, which implies
that 1η1 has a pole of order at most αj at z = zj . It follows from (2.12) that
δ
(n−1)
1 − 2δ(n−1)0 = −2− r(n−1)0 . (3.21)
Let α =
k∑
=1
αj , ρ = 2 + 2δ
(n−1)
0 − δ(n−1)1 − α, then ρ = 4 + r(n−1)0 − α ≥ 4 by (3.21).
Similarly, since ∞ is a removable singularity of 1η1zρ , then 1η1 has a pole of order at most
ρ at z = ∞. So 1η1 is a meromorphic function on S2, obviously is a rational function.
Then η1 is also a rational function. Let η1 =
P1
Q1
, where P1 = (z − z1)β1 · · · (z − zk)βk and
Q1 = (z − zk+1)βk+1 · · · (z − zk+l)βk+l are co-prime monic polynomials. Here βj ≤ αj for
j = 1, · · · , k and
l∑
j=1
βk+j −
k∑
j=1
βj ≤ ρ. It follows from (3.20) that
u12u31
a13
=
√
4/K |F (n−1)1 |Q1
(1 + zz¯)|f (n−1)0 |2P1
. (3.22)
From (3.16), we have
∂
∂z
(
u32
u31
√
l
(n−1)
0 +
∂ log |f (n−1)0 |2
∂z
)
= 0. (3.23)
Let η = u32u31
√
l
(n−1)
0 +
∂ log |f(n−1)0 |2
∂z , then η is a holomorphic function and by (3.22),
η =
u12u32
a13
· a13|F
(n−1)
1 |
u12u31|f (n−1)0 |2
+
∂ log |f (n−1)0 |2
∂z
=
u12u32
a13
· (1 + zz¯)P1√
4/KQ1
+
∂ log |f (n−1)0 |2
∂z
. (3.24)
Since u12u32a13 is globally defined on S
2, then from (3.24) we find η is also a rational func-
tion. Let η = PQ , where Q = (z − zk+1)νk+1 · · · (z − zk+l)νk+l and P are co-prime monic
polynomials. Here νk+j ≤ βk+j for j = 1, · · · , l. Then,
u32
u31
=
〈
g
(n−1)
0 , f
(n−1)
0
〉
Q|F (n−1)1 |
, (3.25)
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where g
(n−1)
0 = Pf
(n−1)
0 −Q∂f
(n−1)
0
∂z . Since U1 ∈ U(3), from (3.25),
1
|u12|2 =
|u31|2 + |u32|2
|u31|2
=
∣∣∣〈g(n−1)0 , f (n−1)0 〉∣∣∣2 + |Q|2|F (n−1)1 |2
|Q|2|F (n−1)1 |2
=
∣∣∣〈g(n−1)0 , f (n−1)0 〉∣∣∣2 + ∣∣∣f (n−1)0 ∧ g(n−1)0 ∣∣∣2
|Q|2|F (n−1)1 |2
=
|f (n−1)0 |2|g(n−1)0 |2
|Q|2|F (n−1)1 |2
. (3.26)
It follows from (3.22) and (3.26) that
|u31|2 = 4|a13|
2|g(n−1)0 |2|Q1|2
K(1 + zz¯)2|f (n−1)0 |2|P1|2|Q|2
. (3.27)
Since |u23|2 = |u31|2 + |u32|2, then by (3.26) and (3.27),
|u23|2 = 4|a13|
2|g(n−1)0 |4|Q1|2
K(1 + zz¯)2|F (n−1)1 |2|P1|2|Q|4
. (3.28)
Let g
(n−1)
0 = h0,n−1g˜
(n−1)
0 , where g˜
(n−1)
0 is nowhere zero and h0,n−1 is a monic polynomial
that represents the zeros of g
(n−1)
0 . Since |u23|2 is a globally defined function without zeros
on S2, then from (3.28), we get h20,n−1Q1 = h1,n−1P1Q
2. Here h0,n−1 and Q are co-prime,
Q1 and h1,n−1P1 are co-prime, so,
h20,n−1 = h1,n−1P1, Q1 = Q
2. (3.29)
Since h1,n−1 =
k∏
j=1
(z − zj)αj , P1 =
k∏
j=1
(z − zj)βj and βj ≤ αj , then from (3.29), h0,n−1 =
k∏
j=1
(z − zj)γj , where βj ≤ γj ≤ αj satisfying 2γj = αj + βj . Since F (n−1)1 = f (n−1)0 ∧
∂
∂zf
(n−1)
0 , then
∂
∂zf
(n−1)
0 = h1,n−1g
(n−1)
1 , where g
(n−1)
1 is nowhere zero. So that g
(n−1)
0 =
Pf
(n−1)
0 −Qh1,n−1g(n−1)1 = h0,n−1g˜(n−1)0 , which implies h0,n−1 | P by h0,n−1 | h1,n−1. Let
h1,n−1 = h0,n−1h˜1,n−1 and P = h0,n−1P˜ , where h˜1,n−1 =
k∏
j=1
(z−zj)αj−γj and P˜ is a monic
polynomial. Then
g˜
(n−1)
0 = P˜ f
(n−1)
0 −Qh˜1,n−1g(n−1)1 . (3.30)
Substituting (3.29) into (3.28), we get
|u23|2 = 4|a13|
2|g˜(n−1)0 |4
K(1 + zz¯)2|F˜ (n−1)1 |2
. (3.31)
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From (3.17), (3.22), (3.25) and (3.29),
u33
u31
·
√
l
(n−1)
1 =
√
4/Ka13
u12u31(1 + zz¯)
+
∂
∂z
(
u32
u31
)
− u32
u31
·
∂ log
√
l
(n−1)
0
∂z
+
(
u32
u31
)2√
l
(n−1)
0
=
|f (n−1)0 |2P1
|F (n−1)1 |Q1
+
|F (n−1)1 |
|f (n−1)0 |2
∂
∂z


〈
g
(n−1)
0 , f
(n−1)
0
〉
|f (n−1)0 |2
|F (n−1)1 |2Q


+
〈
g
(n−1)
0 , f
(n−1)
0
〉2
|f (n−1)0 |2|F (n−1)1 |Q2
.
=
|f (n−1)0 |2P1
|F (n−1)1 |Q1
+
|f (n−1)0 |2(QP ′ − PQ′ + P 2)
|F (n−1)1 |Q2
− |f
(n−1)
0 |2
|F (n−1)1 |3Q
〈
g
(n−1)
0 ∧
∂2
∂z2
f
(n−1)
0 , F
(n−1)
1
〉
=
|f (n−1)0 |2
|F (n−1)1 |3Q
〈
TF
(n−1)
1 − g(n−1)0 ∧
∂2
∂z2
f
(n−1)
0 , F
(n−1)
1
〉
, (3.32)
where T = P1+QP
′−PQ′+P 2
Q . Set µ = TF
(n−1)
1 − g(n−1)0 ∧ ∂
2
∂z2
f
(n−1)
0 , then by (3.32),
u33
u31
=
|f (n−1)0 |
|F (n−1)1 ||F (n−1)2 |Q
〈
µ, F
(n−1)
1
〉
. (3.33)
Using (3.27), (3.29) and (3.33), we obtain
|u33|2 =
4|a13|2|g˜(n−1)0 |2
∣∣∣〈µ, F (n−1)1 〉∣∣∣2
K(1 + zz¯)2|F˜ (n−1)1 |2|F (n−1)2 |2|h0,n−1|2
. (3.34)
Since |u23|2 + |u33|2 = 1 by U1 ∈ U(3), then by (3.31) and (3.34),
4|a13|2|g˜(n−1)0 |2
K(1 + zz¯)2|F˜ (n−1)1 |2|F (n−1)2 |2|h0,n−1|2
(∣∣∣〈µ, F (n−1)1 〉∣∣∣2 + |g(n−1)0 |2|F (n−1)2 |2
)
= 1.(3.35)
A straightforward calculation shows∣∣∣〈µ, F (n−1)1 〉∣∣∣2 + |g(n−1)0 |2|F (n−1)2 |2 = |µ|2|F (n−1)1 |2, (3.36)
which implies by (3.35),
4|a13|2|g˜(n−1)0 |2|µ|2|h1,n−1|2
K(1 + zz¯)2|F (n−1)2 |2|h0,n−1|2
= 1. (3.37)
Set ∂
2
∂z2
f
(n−1)
0 = h˜2,n−1g
(n−1)
2 , where h˜2,n−1 is a monic polynomial and g
(n−1)
2 is nowhere
zero. Then F
(n−1)
2 = f
(n−1)
0 ∧ ∂∂zf
(n−1)
0 ∧ ∂
2
∂z2
f
(n−1)
0 = h1,n−1h˜2,n−1f
(n−1)
0 ∧ g(n−1)1 ∧ g(n−1)2 .
So that h2,n−1 = h1,n−1h˜2,n−1 and F˜
(n−1)
2 = f
(n−1)
0 ∧ g(n−1)1 ∧ g(n−1)2 . From (3.37), we have
µ = h˜2,n−1h0,n−1µ˜, (3.38)
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where µ˜ is nowhere zero, and
|a13|2 = K(1 + zz¯)
2|F˜ (n−1)2 |2
4|g˜(n−1)0 |2|µ˜|2
. (3.39)
Let T˜ =
Th1,n−1
h˜2,n−1h0,n−1
, then T˜ is a rational function and
T˜ =
h1,n−1(P1 +QP ′ − PQ′ + P 2)
h˜2,n−1h0,n−1Q
. (3.40)
Since µ = Th1,n−1F˜
(n−1)
1 − h0,n−1h˜2,n−1g˜(n−1)0 ∧ g(n−1)2 , then by (3.30) and (3.38),
µ˜ = T˜ F˜
(n−1)
1 − P˜ f (n−1)0 ∧ g(n−1)2 +Qh˜1,n−1g(n−1)1 ∧ g(n−1)2 . (3.41)
Combining (3.12), (3.31) and (3.39), we get
|a24|2 = K(1 + zz¯)
2|g˜(n−1)0 |2|F˜ (n−1)3 |2
4|µ˜|2|F˜ (n−1)2 |2
. (3.42)
It follows from (3.39) and (3.42) that
|detA1| = K(1 + zz¯)
2|F˜ (n−1)3 |
4|µ˜|2 . (3.43)
Substituting (3.43) into (3.15), we obtain
|µ˜|2 = c0(1 + zz)
δ
(n−1)
3
2
+2, (3.44)
where c0 is a positive constant, which implies T˜ is a polynomial by (3.41).
From (2.12),
δ
(n−1)
2 − 2δ(n−1)1 + δ(n−1)0 = −2− r(n−1)1 . (3.45)
Combining (3.11), (3.21) and (3.45), we get
δ
(n−1)
1 =
(
δ
(n−1)
3
2
+ 2
)
+ 2 + r
(n−1)
1 +
r
(n−1)
0
2
. (3.46)
In the following we consider the last three terms with maximum degrees of µ˜. Let
f
(n−1)
0 =


1
...
an−3zδ
(n−1)
0 −k1−k2 + · · ·
an−2zδ
(n−1)
0 −k1 + · · ·
an−1zδ
(n−1)
0 + · · ·

 , (3.47)
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where an−3, an−2, an−1 are non-zero complex numbers, and k1, k2 are positive integers.
Then we have
f
(n−1)
0 ∧
∂f
(n−1)
0
∂z
=


...
an−3an−2k2z2δ
(n−1)
0 −2k1−k2−1 + · · ·
an−3an−1(k1 + k2)z2δ
(n−1)
0 −k1−k2−1 + · · ·
an−2an−1k1z2δ
(n−1)
0 −k1−1 + · · ·

 , (3.48)
f
(n−1)
0 ∧
∂2f
(n−1)
0
∂z2
=


.
.
.
an−3an−2k2(2δ
(n−1)
0 − 2k1 − k2 − 1)z
2δ
(n−1)
0 −2k1−k2−2 + · · ·
an−3an−1(k1 + k2)(2δ
(n−1)
0 − k1 − k2 − 1)z
2δ
(n−1)
0
−k1−k2−2 + · · ·
an−2an−1k1(2δ
(n−1)
0 − k1 − 1)z
2δ
(n−1)
0
−k1−2 + · · ·


, (3.49)
∂f
(n−1)
0
∂z
∧
∂2f
(n−1)
0
∂z2
=


.
.
.
an−3an−2k2(δ
(n−1)
0 − k1)(δ
(n−1)
0 − k1 − k2)z
2δ
(n−1)
0
−2k1−k2−3 + · · ·
an−3an−1(k1 + k2)δ
(n−1)
0 (δ
(n−1)
0 − k1 − k2)z
2δ
(n−1)
0
−k1−k2−3 + · · ·
an−2an−1k1δ
(n−1)
0 (δ
(n−1)
0 − k1)z
2δ
(n−1)
0
−k1−3 + · · ·


. (3.50)
Since f
(n−1)
0 ∧ ∂f
(n−1)
0
∂z = h1,n−1F˜
(n−1)
1 , then from (3.48),
2δ
(n−1)
0 − k1 − 1 = deg(h1,n−1) + δ(n−1)1 . (3.51)
Combining (3.21) and (3.51), we get
deg(h1,n−1) = r
(n−1)
0 − k1 + 1. (3.52)
Since f
(n−1)
0 ∧ ∂f
(n−1)
0
∂z ∧
∂2f
(n−1)
0
∂z2
= h2,n−1F˜
(n−1)
2 , then
3δ
(n−1)
0 − 2k1 − k2 − 3 = deg(h2,n−1) + δ(n−1)2 . (3.53)
Combining (3.21), (3.45) and (3.53), we obtain
deg(h2,n−1) = r
(n−1)
0 + r
(n−1)
1 − 2k1 − k2 + 1. (3.54)
Using (3.52), (3.54) and h2,n−1 = h1,n−1h˜2,n−1, we have
deg(h˜2,n−1) = r
(n−1)
1 − k1 − k2. (3.55)
Applying (3.52), (3.21), (3.46) and (3.55) successively, we get
2δ
(n−1)
0 − 2k1 − k2 − 1− deg(h1,n−1) = 2δ(n−1)0 − k1 − k2 − 2− r(n−1)0
= δ
(n−1)
1 − k1 − k2
=
(
δ
(n−1)
3
2
+ 2
)
+ 2 + r
(n−1)
1 +
r
(n−1)
0
2
− k1 − k2
=
(
δ
(n−1)
3
2
+ 2
)
+ 2 +
r
(n−1)
0
2
+ deg(h˜2,n−1)
>
δ
(n−1)
3
2
+ 2. (3.56)
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By (3.56), we have
2δ
(n−1)
0 − 2k1 − k2 − 2 − deg(h˜2,n−1) =

 δ
(n−1)
3
2
+ 2

 + 1 + r
(n−1)
0
2
+ deg(h1,n−1) >
δ
(n−1)
3
2
+ 2. (3.57)
We claim T and P don’t vanish at the same time. Otherwise if T = P = 0, then
P1 = 0. It is a contradiction. Hence T˜ and P˜ don’t vanish at the same time. Observing
(3.41) and using (3.48)-(3.49), (3.56)-(3.57), we conclude the degree of everyone of the last
three terms in µ˜ is bigger than
δ
(n−1)
3
2 + 2. But (3.44) implies the degree of µ˜ is
δ
(n−1)
3
2 + 2,
so that the last three terms of µ˜ must vanish. Then the last three terms of µ also vanish.
Denote the last three terms of F
(n−1)
1 , f
(n−1)
0 ∧ ∂
2
∂z2
f
(n−1)
0 ,
∂
∂zf
(n−1)
0 ∧ ∂
2
∂z2
f
(n−1)
0 by v1, v2, v3
respectively. Since µ = TF
(n−1)
1 − Pf (n−1)0 ∧ ∂
2
∂z2 f
(n−1)
0 +Q
∂
∂zf
(n−1)
0 ∧ ∂
2
∂z2 f
(n−1)
0 , then
Tv1 − Pv2 +Qv3 = 0. (3.58)
From (3.48)-(3.50), we see that v1, v2, v3 are linearly independent at any point z ∈ C =
S2\{∞}, then by (3.58), T = P = Q = 0. It’s a contradiction. Thus we finish the proof
of this lemma. ✷
From Lemma 3.1, we have u31 = 0, then u21u23 = 0 by U
∗
1U1 = I3. Since u23 6= 0, we
have u21 = 0, which implies u12 = 0. Now we can choose a unitary frame e such that
U1 =

1 0 00 u22 u23
0 −u¯23 u¯22

 ∈ U(3).
From (3.4)-(3.6), we get
a13φ = −u23
√
l
(n−1)
0 dz, a24φ = u23
√
l
(n−1)
2 dz, ω12 = u¯22
√
l
(n−1)
0 dz, ω34 = u¯22
√
l
(n−1)
2 dz,
and
dU1 = Θ1 · U1 − U1 ·Θ2, (3.59)
where Θ1,Θ2 is given by (3.6). It follows from (3.9) that
a23φ = −du22 ·u23+du23 ·u22−u22u23(θ(n−1)11 −θ(n−1)22 )+(u23)2
√
l
(n−1)
1 dz¯+(u22)
2
√
l
(n−1)
1 dz,
which implies that |u22|2 is not identically zero on S2, and
∂
∂z
(
u22
u23
) = −∂ log
√
l
(n−1)
1
∂z
· u22
u23
+
√
l
(n−1)
1 . (3.60)
Since |a13|2φφ¯ = |u23|2l(n−1)0 dzdz¯ has no zeros on S2, then l(n−1)0 dzdz¯ has no zeros on S2,
which implies h1,n−1 = 1, r
(n−1)
0 = 0 and
δ
(n−1)
1 − 2δ(n−1)0 = −2. (3.61)
Now |detA1| = |u23|2 · K(1+zz¯)
2|F (n−1)1 |2|F˜
(n−1)
3 |
4|f(n−1)0 |2|F˜
(n−1)
2 |2
, then from (3.15), we get
|u23|2 = 4c|f
(n−1)
0 |2|F˜ (n−1)2 |2
K(1 + zz¯)
δ
(n−1)
3
2
+2|F (n−1)1 |2
. (3.62)
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Proposition 3.2 If ϕ : S2 → G(2, n) is a linearly full unramified holomorphic curve of
constant curvature and generates the harmonic sequence (2.1) with r = 2, then m 6= n−1.
Proof: From (3.60), we have
∂
∂z
(
u22
u23
√
l
(n−1)
1 −
∂ log |F (n−1)1 |2
∂z
)
= 0. (3.63)
Let η = u22u23
√
l
(n−1)
1 − ∂ log |F
(n−1)
1 |2
∂z , then η is a holomorphic function by (3.63) and
η =
u22
u23
· |F
(n−1)
2 ||f (n−1)0 |
|F (n−1)1 |2
− ∂ log |F
(n−1)
1 |2
∂z
. (3.64)
Here u22u23 is globally defined on S
2, then from (3.64) we find η has no singularity on
C = S2/{∞}, hence is an entire function. Since 2δ(n−1)1 − δ(n−1)2 − δ(n−1)0 = 2+ r(n−1)1 > 0,
then lim
z→∞
|F (n−1)2 ||f(n−1)0 |
|F (n−1)1 |2
= 0. And lim
z→∞
∂ log |F (n−1)1 |2
∂z = 0, then limz→∞ η = 0. So that η is a
bounded entire function, which is a constant by Liouville theorem. Thus, η = 0. Then it
follows from (3.64) that
u22
u23
=
∂|F (n−1)1 |2
∂z
|F (n−1)2 ||f (n−1)0 |
. (3.65)
Since |u22|2 + |u23|2 = 1 by U1 ∈ U(3), then a straightforward calculation shows
|u23|2 = |F
(n−1)
2 |2|f (n−1)0 |2∣∣∣∣∂|F (n−1)1 |2∂z
∣∣∣∣2 + |F (n−1)2 |2|f (n−1)0 |2
=
|F (n−1)2 |2|f (n−1)0 |2(∣∣∣∣∂2f(n−1)0∂z2
∣∣∣∣2 |f (n−1)0 |2 −
∣∣∣∣
〈
∂2f
(n−1)
0
∂z2
, f
(n−1)
0
〉∣∣∣∣2
)
|F (n−1)1 |2
=
|F (n−1)2 |2|f (n−1)0 |2∣∣∣∣f (n−1)0 ∧ ∂2f(n−1)0∂z2
∣∣∣∣2 |F (n−1)1 |2
. (3.66)
Because h1,n−1 = 1, then ∂
2
∂z2
f
(n−1)
0 = h2,n−1g
(n−1)
2 , where g
(n−1)
2 is nowhere zero. Now
(3.66) becomes
|u23|2 = |F˜
(n−1)
2 |2|f (n−1)0 |2∣∣∣f (n−1)0 ∧ g(n−1)2 ∣∣∣2 |F (n−1)1 |2 . (3.67)
Combining (3.62) and (3.67), we obtain
∣∣∣f (n−1)0 ∧ g(n−1)2 ∣∣∣2 = c0(1 + zz) δ(n−1)3 2 +2, (3.68)
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where c0 is a positive constant.
Let f
(n−1)
0 be the same as (3.47). Since r
(n−1)
0 = 0, h1,n−1 = 1, then (3.46) and (3.52)
become
δ
(n−1)
1 =
(
δ
(n−1)
3
2
+ 2
)
+ 2 + r
(n−1)
1 (3.69)
and
k1 = 1 (3.70)
respectively. Substituting r
(n−1)
0 = 0 and (3.70) into (3.54), we have
deg(h2,n−1) = r
(n−1)
1 − k2 − 1, (3.71)
which implies by (3.61) and (3.69),
2δ
(n−1)
0 − 3− deg(h2,n−1) =
(
δ
(n−1)
3
2
+ 2
)
+ 2 + k2 >
δ
(n−1)
3
2
+ 2. (3.72)
It follows from (3.49) and (3.72) that the degree of f
(n−1)
0 ∧g(n−1)2 is bigger than δ
(n−1)
3
2 +2.
It contradicts (3.68). So there doesn’t exist the case of m = n− 1, i.e. m 6= n− 1. ✷
Case II: m = n− 2.
In this case, similarly we choose a local unitary frame e as follows


e1
e2
e3
e4
...
en


=


u11 u12 u13 0 · · · 0
u21 u22 u23 0 · · · 0
u31 u32 u33 0 · · · 0
0 0 0 1 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · 1




v0
e
(n−2)
0
e
(n−2)
1
e
(n−2)
2
...
e
(n−2)
n−2


, (3.73)
where v0 = (0, · · · , 0, 1), so that A1, A2 have the same form as in Case I, here the trivial
bundle S2×Cn over S2 has a corresponding decomposition S2×Cn = S2×Cn−1⊕S2×C.
In this case we get the similar equations with (3.4) and (3.5), which implies u13 = 0 and
a24φ = u23
√
l
(n−2)
1 dz, ω34 = u33
√
l
(n−2)
1 dz a45φ =
√
l
(n−2)
2 dz. (3.74)
In the equation (3.6), the matrix Θ2 becomes
Θ2 =


0 0 0
0 θ
(n−2)
00
√
l
(n−2)
0 dz
0 −
√
l
(n−2)
0 dz¯ θ
(n−2)
11

 . (3.75)
Then from (3.6) we have
ω12 = du11 · u21 + du12 · u22 + u12u22θ(n−2)00 + u12u23
√
l
(n−2)
0 dz, (3.76)
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a13φ = du11 · u31 + du12 · u32 + u12u32θ(n−2)00 + u12u33
√
l
(n−2)
0 dz, (3.77)
and
a23φ = du21 · u31 + du22 · u32 + du23 · u33 + u22u32θ(n−2)00 + u23u33θ(n−2)11
−u23u32
√
l
(n−2)
0 dz¯ + u22u33
√
l
(n−2)
0 dz. (3.78)
We choose another unitary frame e˜ satisfying (3.73), then by similar argument as in
Case I, we obtain some globally defined functions on S2, such as u23a24 ,
u12u31
a13
, u12u32a13 ,
|uij |2 (i, j = 1, 2, 3) and so on. Here |a13|2 and |a24|2 have no zeros on S2.
Let φ =
√
4/K
1+zz¯ dz, then from (3.74),
4|a24|2
K(1 + zz¯)2
dzdz¯ = |u23|2 · l(n−2)1 dzdz¯.
Since 4|a24|
2
K(1+zz¯)2
dzdz¯ has no zeros on S2, then |u23|2 and l(n−2)1 dzdz¯ have no zeros on S2.
Lemma 3.3 In the case m = n− 2, |u31|2 and |u12|2 are not identically zero on S2.
Proof: Suppose |u31|2 ≡ 0 on S2, then |u21|2 ≡ 0 by U∗1U1 = I3 and the fact that |u23|2
has no zeros on S2. It means |u11|2 ≡ 1 and |u12|2 ≡ 0. From (3.77) we find a13 = 0.
It’s a contradiction. Similarly, if |u12|2 ≡ 0, then |u11|2 ≡ 1 and |u21|2 = |u31|2 ≡ 0 by
U∗1U1 = I3. It contradicts the above argument. So the lemma is proved. ✷
Substituting u11 = −u12 · u32u31 into (3.77), we obtain
∂
∂z
(
u32
u31
) = −∂ log |f
(n−2)
0 |
∂z
· u32
u31
, (3.79)
and √
4/Ka13
u12u31(1 + zz¯)
= − ∂
∂z
(
u32
u31
) +
u32
u31
· ∂ log |f
(n−2)
0 |
∂z
+
u33
u31
·
√
l
(n−2)
0 . (3.80)
Substituting u21 = −u22 · u32u31 − u23 ·
u33
u31
into (3.78) and using (3.79), we have
∂
∂z
(
u33
u31
) = −u33
u31
· ∂ log |f
(n−2)
1 |
∂z¯
− u32
u31
·
√
l
(n−2)
0 . (3.81)
In the following we can also prove that there doesn’t exist this case m = n− 2.
Proposition 3.4 If ϕ : S2 → G(2, n), n ≥ 5 is a linearly full unramified holomorphic
curve of constant curvature and generates the harmonic sequence (2.1) with r = 2, then
m 6= n− 2.
Proof: By (3.79), (3.80) and (3.81), a straightforward computation shows
∂
∂z
(√
4/Ka13|f (n−2)0 |
u12u31(1 + zz¯)
)
= 0. (3.82)
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Let η1 =
√
4/Ka13|f(n−2)0 |
u12u31(1+zz¯)
, then η1 is a holomorphic function and
1
η1
=
u12u31
a13
· 1 + zz¯√
4/K |f (n−2)0 |
. (3.83)
Since u12u31a13 is globally defined on S
2, then 1η1 has no singularities on C = S
2\{∞},
which implies that it is an entire function. If δ
(n−2)
0 > 2, then limz→∞
1+zz¯
|f(n−2)0 |
= 0. So that
lim
z→∞
1
η1
= 0, which shows that 1η1 is a bounded entire function. It is a constant by Liouville
theorem. Thus, 1η1 = 0. From (3.83), we get |u12|2|u31|2 ≡ 0 on S2, which contradicts
to Lemma 3.3. Hence δ
(n−2)
0 ≤ 2. Since δ(n−2)0 ≥ n − 2, then n ≤ 4. It contradicts that
n ≥ 5. Thus there doesn’t exist the case of m = n− 2 if n ≥ 5. ✷
Remark 3.5 From above Proposition, we have n = 4 in this case. The unramified holo-
morphic two-spheres of constant curvature in G(2, 4) was classified by Chi and Zheng ([7],
see also [14]).
Case III: m = n− 3.
In this case, the corresponding diagram (cf. [3]) is as follows,
e2
!!❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
// e
(n−3)
1
// ϕ2 = e
(n−3)
2
// · · · // ϕn−3 = e(n−3)n−3 // 0.
e
(1)
0
OO
// e3
OO
Here, the trivial bundle S2 × Cn over S2 has a corresponding decomposition S2 × Cn =
S2 × Cn−2 ⊕ S2 × C2. Let G be a smooth section of S2 × C2. By the above harmonic
sequence, there exists a local section V = G + x0e
(n−3)
0 such that ϕ1 = span
{
V, e
(n−3)
1
}
.
Since ∂′ϕ1 = ϕ2 = span
{
e
(n−3)
2
}
, then a straightforward computation shows that ∂∂zG =
〈 ∂
∂z
V,V 〉
|V |2 G, which implies that span{G} is an anti-holomorphic line bundle of S2 × C2. So
it belongs to the harmonic sequence in CP 1 as follows
0
∂′−→ ψ(1)0 ∂
′−→ ψ(1)1 = span {G} ∂
′−→ 0. (3.84)
Let f
(1)
0 be a nowhere zero holomorphic section of Imψ
(1)
0 . Without loss of generality
we assume that ∂f
(1)
0 /∂z = 0, then by (2.5) we obtain f
(1)
1 , which is a local section of
Imψ
(1)
1 . Then we can choose a local unitary frame e as follows

e1
e2
e3
e4
...
en


=


1 0 0 0 · · · 0
0 u22 u23 0 · · · 0
0 −u¯23 u¯22 0 · · · 0
0 0 0 1 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · 1




e
(1)
0
e
(1)
1
e
(n−3)
0
e
(n−3)
1
...
e
(n−3)
n−3


, (3.85)
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where
(
u22 u23
−u¯23 u¯22
)
∈ U(2). Here A1, A2 have the same form as in Case I.
In this case, we get the similar equations with (3.4) and (3.5), which implies
a24φ = u23
√
l
(n−3)
0 dz, a45φ =
√
l
(n−3)
1 dz.
In the equation (3.6), the matrix Θ2 becomes
Θ2 =


θ
(1)
00
√
l
(1)
0 dz 0
−
√
l
(1)
0 dz¯ θ
(1)
11 0
0 0 θ
(n−3)
00

 .
Then from (3.6) we have
a13φ = −u23
√
l
(1)
0 dz, (3.86)
and
a23φ = −du22 · u23 + du23 · u22 − u22u23θ(1)11 + u23u22θ(n−3)00 . (3.87)
In this case, since
|detA1|2φ2φ¯2 = |a13|2|a24|2φ2φ¯2 = |u23|4l(1)0 l(n−3)0 dz2dz¯2
has no zeros on S2, then we obtain that |u23|2, l(1)0 dzdz¯, l(n−3)0 dzdz¯ all have no zeros on
S2. Because l
(1)
0 dzdz¯ has no zeros, it follows from section 3 of [2] that
δ
(1)
0 =
1
2πi
∫
S2
l
(1)
0 dz ∧ dz = 1,
then from (2.7),
1
2πi
∫
S2
∂2
∂z∂z
log |f (1)0 |2dz ∧ dz = 1,
which implies that the degree of the holomorphic curve ψ
(1)
0 is 1. Without loss of generality
we assume that
|f (1)0 |2 = α+ βz + βz + δzz (3.88)
for some complex numbers α, β, δ with α, δ real, and αδ − ββ > 0. A straightforward
computation shows that |f (1)0 |2|f (1)1 |2 = |f (1)0 |4 · ∂
2
∂z∂z log |f
(1)
0 |2 = αδ − ββ is a positive
constant denoted by c20, which implies θ
(1)
11 = − ∂∂z log |f
(1)
0 |dz+ ∂∂z log |f
(1)
0 |dz. From (3.87),
we obtain
∂
∂z
(
u22
u23
)
= −∂ log |f
(1)
0 ||f (n−3)0 |
∂z
· u22
u23
, (3.89)
and √
4/Ka23
(u23)2(1 + zz¯)
= − ∂
∂z
(
u22
u23
)
+
∂ log |f (1)0 ||f (n−3)0 |
∂z
· u22
u23
. (3.90)
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It follows from (3.89) that ∂∂z (
u22
u23
· |f (1)0 ||f (n−3)0 |) = 0, which implies that the function
u22
u23
· |f (1)0 ||f (n−3)0 | is a holomorphic function denoted by h(z). Since u22u23 is globally defined
on S2, then h(z) is a holomorphic polynomial of degree at most δ
(n−3)
0 +1. Thus we have
u22
u23
=
h
|f (1)0 ||f (n−3)0 |
, |u23|2 = |f
(1)
0 |2|f (n−3)0 |2
|h|2 + |f (1)0 |2|f (n−3)0 |2
. (3.91)
Assume the degree of the holomorphic curve ψ
(n−3)
0 is a positive integer d (d ≥ n− 3).
Since l
(n−3)
0 dzdz¯ has no zeros, it follows from section 3 of [2] that
δ
(n−3)
0 = d, δ
(n−3)
1 = 2d− 2.
In this case since L2φφ¯ = l
(n−3)
1 dzdz¯, then (3.2) becomes
1
4
∆ log |detA1|φ ∧ φ¯ = l(n−3)1 ·
1
2
dz ∧ dz¯ + (K − 2) · 1
2
φ ∧ φ¯. (3.92)
Integrating both sides of (3.92), we have by the same reasons for (3.14) that
0 =
1
2
∫
S2
∆ log |detA1|φ ∧ φ¯ · i
2
=
∫
S2
l
(n−3)
1 dz ∧ dz¯ ·
i
2
+
∫
S2
(K − 2)φ ∧ φ¯ · i
2
= δ
(n−3)
1 π + (K − 2)Area
= (2d− 2)π + 4(K − 2)π
K
, (3.93)
which gives
K =
4
d+ 1
. (3.94)
Then the induced metric ϕ∗ds2 = φφ is given by
φφ =
d+ 1
(1 + zz)2
dzdz.
So we have
|detA1| = |u23|2
√
l
(1)
0 l
(n−3)
0 ·
(1 + zz)2
d+ 1
, 2L2 = ∆ log |f (n−3)0 ||f (n−3)1 |,
2K − 4 = 4− 4d
d+ 1
= ∆ log(1 + zz)1−d.
Using (3.2) again, we obtain
∆ log
|u23|2(1 + zz)d+1
|f (1)0 |2|f (n−3)0 |2
= 0.
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Since |u23|
2(1+zz)d+1
|f(1)0 |2|f(n−3)0 |2
is a globally defined nowhere zero function on S2, then it follows that
|u23|2(1 + zz)d+1
|f (1)0 |2|f (n−3)0 |2
=
1
c
,
where c is a positive constant. So we get
|u23|2 = |f
(1)
0 |2|f (n−3)0 |2
c(1 + zz)d+1
. (3.95)
Combining (3.91) and (3.95), we have
|f (1)0 |2|f (n−3)0 |2 + |h|2 = c(1 + zz)d+1. (3.96)
Then by (3.85) and (3.91), the corresponding holomorphic map ϕ in this case is given by
ϕ = span
{
f
(1)
0 , hf
(1)
1 + c0f
(n−3)
0
}
: S2 → G(2, n). (3.97)
From (3.90), (3.91), (3.95) and (3.96), a straightforward calculation shows (|a13|2+|a24|2+
|a23|2)φφ¯ = d+1(1+zz¯)2 dzdz¯, which verifies that the holomorphic curve defined by (3.97) is
of constant curvature K = 4
d+1 . Since f
(1)
0 = (∗ ∗ 0 · · · 0︸ ︷︷ ︸
n−2
)T , using Plu¨cker embedding
Φn : G(2, n) → CP
n(n−1)
2
−1, we find that Φn ◦ ϕ is a holomorphic curve of constant
curvature in CP 2n−4, then d+ 1 ≤ 2(n − 2).
Thus, we have completed the discussions of the three cases and finished the proof of
Theorem 1.1. ✷
In the following, we make some remarks regarding Theorem 1.1.
Remark 3.6 (i) In Theorem 1.1, if the condition of ϕ being unramified is improved to
being totally unramified, that is, every element of the harmonic sequence generated by ϕ is
unramified (cf.[18], Definition 2.4), then d = n − 3 and K = 4n−2 . This result was firstly
obtained by Jiao and Yu in [23].
(ii) Through finding the solutions of the polynomial equation (1.1) (i.e. (3.96)), we can get
many examples of holomorphic two-spheres of constant curvature in G(2, n). If h = 0, by
using Calabi’s Rigidity Theorem, the holomorphic map ϕ = V
(1)
0 ⊕ V (n−3)0 with K = 4n−2 ,
up to U(n), which is homogeneous. And for non-trivial solutions of h, we can check that
the corresponding holomorphic curve are not homogeneous. In fact, in [18] the second
author and her co-authors have given the symmetric solutions of the polynomial equation
(1.1) in the case n = 5, then determine all totally unramified holomorphic two-spheres of
constant curvature in G(2, 5), which include two families of non-homogeneous holomorphic
two-spheres.
(iii) From analysis of Case III, we know that if ϕ is unramified with constant curvature then
the equation (1.1) holds. But the solutions of (1.1) do not guarantee that the corresponding
holomorphic curve ϕ is unramified (cf.[18]). So by solving the polynomial equation (1.1),
we can also obtain ramified holomorphic two-spheres of constant curvature in G(2, n).
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To end this section, we give an application of our main Theorem 1.1. It is well known
that the rigidity of holomorphic curves in G(k, n) (k ≥ 2) does not hold if we only assume
they have the same first fundamental form. However, if we further assume that ϕ has
constant length of second fundamental form, then we have
Theorem 3.7 Let ϕ : S2 → G(2, n) (n ≥ 5) be a linearly full unramified holomorphic
curve of constant curvature satisfying that the harmonic sequence generated by ϕ degener-
ates at position 2. If the holomorphic curve ϕ has constant length of second fundamental
form, then ϕ = V
(1)
0 ⊕ V (n−3)0 with K = 4n−2 , up to U(n).
Proof: From Gauss equation (2.3), we know |detA1| is also constant. In Case III, using
(3.2), L2 = 2 −K = 2(d−1)d+1 , which implies l
(n−3)
1 dzdz =
2(d−1)
(1+zz)2
dzdz. Since l
(n−3)
1 dzdz is
the induced metric on S2 by the 1-th osculating curve σ1 of ψ
(n−3)
0 , it follows that σ1 has
constant curvature. By using the rigidity theorems for the Veronese sequences ([2],[28]), we
know that ψ
(n−3)
0 is the Veronese map V
(n−3)
0 , up to U(n−3), and |f (n−3)0 |2 = (1+zz)n−3.
It follows from (1.1) that 1+zz is a factor of |h|2, which yields h = 0 since h is holomorphic
function and 1+zz is an irreducible polynomial. Thus from Remark (3.6) (ii), up to U(n),
ϕ = V
(1)
0 ⊕ V (n−3)0 with K = 4n−2 . ✷
4 Construction of non-homogeneous holomorphic two-spheres
of constant curvature in G(2, n)
In this section we will construct examples of non-homogeneous holomorphic two-spheres
of constant curvature in G(2, n), by finding the solutions of the polynomial equation (1.1).
At first, we give a family of solutions of the polynomial equation (1.1) as follows.
Proposition 4.1 Let ψ
(1)
0 : S
2 → CP 1 and ψ(n−3)0 : S2 → CPn−3 be holomorphic curves
of degree 1 and d (d ≥ n−3) respectively. Let f (1)0 and f (n−3)0 be nowhere zero holomorphic
sections of ψ
(1)
0 and ψ
(n−3)
0 respectively, let h be a holomorphic polynomial, satisfying
|f (1)0 |2 = 1 + tz + tz¯ + zz¯, |f (n−3)0 |2 =
d∑
i,j=0
cijz
iz¯j , h =
d+1∑
i=0
αiz
i, (4.1)
where cij = cji = cd−i,d−j , αi, t are real coefficients, and cij (i ≥ j), αi are given by
cij =
∑d
p=i−j(−1)ptp ·
∑
k
(i+j−2k
j−k
)(
d−i−j+2k
k
)(
d+1
p−i−j+2k
)
∑d
p=0(−1)p
(
d+1
p
)
t
p
,
αiαj =
(−1)d+1(d+1i )(d+1j )td+1∑d
p=0(−1)p
(
d+1
p
)
t
p
.
Then (4.1) gives a family of solutions of the polynomial equation (1.1), taking t as a
parameter in (−1, 1) such that |f (n−3)0 |2 > 0.
24
Proof: Assume |f (1)0 |2, |f (n−3)0 |2, h are given by (4.1). In order to prove they are solutions
of the polynomial equation (1.1) it’s enough to prove that for i = 0, · · · , d+ 1,
cii + 2tci,i−1 + ci−1,i−1 + α2i − c
(
d+ 1
i
)
= 0 (4.2)
holds and for i > j,
cij + tci−1,j + tci,j−1 + ci−1,j−1 + αiαj = 0 (4.3)
holds, where c−1,j = cd+1,j = 0 and c = 1 + α20.
Substituting (4.1) into the left right of (4.2), we get that (4.2) holds if and only if the
following equations
d∑
p=0
(−1)ptp ·
∑
k
(
2i− 2k
i− k
)(
d− 2i+ 2k
k
)(
d+ 1
p− 2i+ 2k
)
+2t
d∑
p=1
(−1)ptp ·
∑
k
(
2i− 1− 2k
i− 1− k
)(
d− 2i+ 1 + 2k
k
)(
d+ 1
p− 2i+ 1 + 2k
)
+
d∑
p=0
(−1)ptp ·
∑
k
(
2i− 2− 2k
i− 1− k
)(
d− 2i+ 2 + 2k
k
)(
d+ 1
p− 2i+ 2 + 2k
)
+(−1)d+1
(
d+ 1
i
)(
d+ 1
i
)
t
d+1 −
(
d+ 1
i
) d+1∑
p=0
(−1)p
(
d+ 1
p
)
t
p = 0 (4.4)
hold. In the following we prove (4.4) holds by showing the coefficient of the term tp is
zero for p = 0, · · · , d + 1.
For p = 0, the coefficient of the term t0 is given by(
d
i
)
+
(
d
i− 1
)
−
(
d+ 1
i
)
,
which is obviously zero.
For p = 1, the coefficient of the term t1 is given by
−
(
d
i
)(
d+ 1
1
)
−
(
d
i− 1
)(
d+ 1
1
)
+
(
d+ 1
i
)(
d+ 1
1
)
,
which is also obviously zero.
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For p = 2s (s ≥ 1, p ≤ d), the coefficient of the term t2s is given by
i∑
k=i−s
(
2i− 2k
i− k
)(
d− 2i+ 2k
k
)(
d+ 1
2s− 2i+ 2k
)
−2
i−1∑
k=i−s
(
2i− 1− 2k
i− 1− k
)(
d− 2i+ 1 + 2k
k
)(
d+ 1
2s − 2i+ 2k
)
+
i−1∑
k=i−s−1
(
2i− 2− 2k
i− 1− k
)(
d− 2i+ 2 + 2k
k
)(
d+ 1
2s− 2i+ 2 + 2k
)
−
(
d+ 1
i
)(
d+ 1
2s
)
=
s∑
q=1
{(
2q
q
)(
d− 2q
i− q
)(
d+ 1
2s− 2q
)
− 2
(
2q − 1
q − 1
)(
d− 2q + 1
i− q
)(
d+ 1
2s− 2q
)
+
(
2q
q
)(
d− 2q
i− q − 1
)(
d+ 1
2s− 2q
)}
+
(
d
i
)(
d+ 1
2s
)
+
(
d
i− 1
)(
d+ 1
2s
)
−
(
d+ 1
i
)(
d+ 1
2s
)
=
s∑
q=1
(
2q
q
)(
d+ 1
2s− 2q
){(
d− 2q
i− q
)
−
(
d− 2q + 1
i− q
)
+
(
d− 2q
i− q − 1
)}
+
(
d+ 1
2s
){(
d
i
)
+
(
d
i− 1
)
−
(
d+ 1
i
)}
,
which is zero.
For p = 2s+ 1 (s ≥ 1, p ≤ d), the coefficient of the term t2s+1 is given by
−
i∑
k=i−s
(
2i− 2k
i− k
)(
d− 2i+ 2k
k
)(
d+ 1
2s+ 1− 2i+ 2k
)
+2
i−1∑
k=i−s
(
2i− 1− 2k
i− 1− k
)(
d− 2i+ 1 + 2k
k
)(
d+ 1
2s + 1− 2i+ 2k
)
−
i−1∑
k=i−s−1
(
2i− 2− 2k
i− 1− k
)(
d− 2i+ 2 + 2k
k
)(
d+ 1
2s− 2i+ 3 + 2k
)
+
(
d+ 1
i
)(
d+ 1
2s + 1
)
=
s∑
q=1
{
−
(
2q
q
)(
d− 2q
i− q
)(
d+ 1
2s+ 1− 2q
)
+ 2
(
2q − 1
q − 1
)(
d− 2q + 1
i− q
)(
d+ 1
2s + 1− 2q
)
−
(
2q
q
)(
d− 2q
i− q − 1
)(
d+ 1
2s+ 1− 2q
)}
−
(
d
i
)(
d+ 1
2s + 1
)
−
(
d
i− 1
)(
d+ 1
2s+ 1
)
+
(
d+ 1
i
)(
d+ 1
2s + 1
)
= −
s∑
q=1
(
2q
q
)(
d+ 1
2s+ 1− 2q
){(
d− 2q
i− q
)
−
(
d− 2q + 1
i− q
)
+
(
d− 2q
i− q − 1
)}
−
(
d+ 1
2s+ 1
){(
d
i
)
+
(
d
i− 1
)
−
(
d+ 1
i
)}
,
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which is zero.
For p = d+ 1, the coefficient of the term td+1 is given by
2(−1)d
i−1∑
k=0
(
2i− 1− 2k
i− 1− k
)(
d− 2i+ 1 + 2k
k
)(
d+ 1
d+ 1− 2i+ 2k
)
+(−1)d+1
(
d+ 1
i
)(
d+ 1
i
)
− (−1)d+1
(
d+ 1
i
)
= (−1)d
i−1∑
k=0
(
d+ 1
2i− k
)(
2i− k
i
)(
i
k
)
+ (−1)d+1
(
d+ 1
i
)(
d+ 1
i
)
− (−1)d+1
(
d+ 1
i
)
= (−1)d
i−1∑
k=0
(
d+ 1
i
)(
d+ 1− i
i− k
)(
i
k
)
+ (−1)d+1
(
d+ 1
i
)(
d+ 1
i
)
− (−1)d+1
(
d+ 1
i
)
= (−1)d
(
d+ 1
i
){(
d+ 1
i
)
− 1
}
+ (−1)d+1
(
d+ 1
i
)(
d+ 1
i
)
− (−1)d+1
(
d+ 1
i
)
,
which is zero.
From the above cases, we know that (4.4) holds. It verifies (4.2).
Similarly, substituting (4.1) into the left right of (4.3), we get that (4.3) holds if and
only if the following equations
d∑
p=i−j
(−1)ptp ·
∑
k
(
i+ j − 2k
j − k
)(
d− i− j + 2k
k
)(
d+ 1
p− i− j + 2k
)
+t
d∑
p=i−j−1
(−1)ptp ·
∑
k
(
i+ j − 1− 2k
j − k
)(
d− i− j + 1 + 2k
k
)(
d+ 1
p− i− j + 1 + 2k
)
+t
d∑
p=i−j+1
(−1)ptp ·
∑
k
(
i+ j − 1− 2k
j − 1− k
)(
d− i− j + 1 + 2k
k
)(
d+ 1
p− i− j + 1 + 2k
)
+
d∑
p=i−j
(−1)ptp ·
∑
k
(
i+ j − 2− 2k
j − 1− k
)(
d− i− j + 2 + 2k
k
)(
d+ 1
p− i− j + 2 + 2k
)
+(−1)d+1
(
d+ 1
i
)(
d+ 1
j
)
t
d+1 = 0 (4.5)
hold. In the following we prove (4.5) holds by showing the coefficient of the term tp is
zero for p = i− j, · · · , d+ 1.
For p = i− j, the coefficient of the term ti−j is given by
(−1)i−j
{(
d− i+ j
j
)
−
(
d− i+ j + 1
j
)
+
(
d− i+ j
j − 1
)}
,
which is obviously zero.
For p = i− j + 1, the coefficient of the term ti−j+1 is given by
(−1)i−j+1
(
d+ 1
1
){(
d− i+ j
j
)
−
(
d− i+ j + 1
j
)
+
(
d− i+ j
j − 1
)}
,
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which is also obviously zero.
For p = i− j + 2s (s ≥ 1, p ≤ d), the coefficient of the term ti−j+2s is given by
(−1)i−j
j∑
k=j−s
(
i+ j − 2k
j − k
)(
d− i− j + 2k
k
)(
d+ 1
2s− 2j + 2k
)
−(−1)i−j
j∑
k=j−s
(
i+ j − 1− 2k
j − k
)(
d− i− j + 1 + 2k
k
)(
d+ 1
2s− 2j + 2k
)
−(−1)i−j
j−1∑
k=j−s
(
i+ j − 1− 2k
j − 1− k
)(
d− i− j + 1 + 2k
k
)(
d+ 1
2s− 2j + 2k
)
+(−1)i−j
j−1∑
k=j−s−1
(
i+ j − 2− 2k
j − 1− k
)(
d− i− j + 2 + 2k
k
)(
d+ 1
2s− 2j + 2 + 2k
)
= (−1)i−j
j−1∑
k=j−s
(
i+ j − 2k
j − k
)(
d− i− j + 2k
k
)(
d+ 1
2s− 2j + 2k
)
−(−1)i−j
j−1∑
k=j−s
(
i+ j − 1− 2k
j − k
)(
d− i− j + 1 + 2k
k
)(
d+ 1
2s− 2j + 2k
)
−(−1)i−j
j−1∑
k=j−s
(
i+ j − 1− 2k
j − 1− k
)(
d− i− j + 1 + 2k
k
)(
d+ 1
2s− 2j + 2k
)
+(−1)i−j
j−2∑
k=j−s−1
(
i+ j − 2− 2k
j − 1− k
)(
d− i− j + 2 + 2k
k
)(
d+ 1
2s− 2j + 2 + 2k
)
+(−1)i−j
(
d+ 1
2s
){(
d− i+ j
j
)
−
(
d− i+ j + 1
j
)
+
(
d− i+ j
j − 1
)}
= (−1)i−j
j−1∑
k=j−s
(
i+ j − 2k
j − k
)(
d− i− j + 2k
k
)(
d+ 1
2s− 2j + 2k
)
−(−1)i−j
j−1∑
k=j−s
(
i+ j − 2k
j − k
)(
d− i− j + 1 + 2k
k
)(
d+ 1
2s − 2j + 2k
)
+(−1)i−j
j−2∑
k=j−s−1
(
i+ j − 2− 2k
j − 1− k
)(
d− i− j + 2 + 2k
k
)(
d+ 1
2s− 2j + 2 + 2k
)
= (−1)i−j
s∑
q=1
(
i− j + 2q
q
)(
d+ 1
2s− 2q
){(
d− i+ j − 2q
j − q
)
−
(
d− i+ j + 1− 2q
j − q
)
+
(
d− i+ j − 2q
j − q − 1
)}
,
which is zero.
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For p = i− j + 2s + 1 (s ≥ 1, p ≤ d), the coefficient of the term ti−j+2s+1 is given by
(−1)i−j+1
s∑
q=0
(
i− j + 2q
q
)(
d+ 1
2s+ 1− 2q
){(
d− i+ j − 2q
j − q
)
−
(
d− i+ j + 1− 2q
j − q
)
+
(
d− i+ j − 2q
j − q − 1
)}
,
which is zero.
For p = d+ 1, the coefficient of the term td+1 is given by
(−1)d
j∑
k=0
(
i+ j − 1− 2k
j − k
)(
d− i− j + 1 + 2k
k
)(
d+ 1
d+ 1− i− j + 2k
)
(−1)d
j−1∑
k=0
(
i+ j − 1− 2k
j − 1− k
)(
d− i− j + 1 + 2k
k
)(
d+ 1
d+ 1− i− j + 2k
)
+(−1)d+1
(
d+ 1
i
)(
d+ 1
j
)
= (−1)d
(
d+ 1
i
) j∑
k=0
(
d+ 1− i
j − k
)(
i
k
)
+ (−1)d+1
(
d+ 1
i
)(
d+ 1
j
)
= (−1)d
(
d+ 1
i
)(
d+ 1
j
)
+ (−1)d+1
(
d+ 1
i
)(
d+ 1
j
)
,
which is zero.
From the above cases, we know that (4.5) holds. It verifies (4.3). ✷
Next, using this family of solutions given by Proposition 4.1, we give the explicit
expressions of f
(1)
0 and f
(n−3)
0 , then characterize the corresponding holomorphic curve ϕ
explicitly by Theorem 1.1.
I For d+ 1 = 3. Since d+ 1 ≥ n− 2, then n ≤ 5, so n = 5.
Set
V
(2)
0 =
[
1
√
2z z2
]T
.
Set f
(2)
0 = A
(2)
0 V
(2)
0 , where A
(2)
0 ∈M(3;C), then from (4.1), we have
(
A
(2)
0
)∗
A
(2)
0 =

 1
c10√
2
c20
c10√
2
c11
2
c10√
2
c20
c10√
2
1

 ,
where
c10 =
−t+ 3t2
1− 3t+ 3t2 , c20 =
t2
1− 3t + 3t2 , c11 =
2− 6t+ 8t2
1− 3t+ 3t2 .
By calculating the eigenvalues and corresponding eigenvectors of matrix
(
A
(2)
0
)∗
A
(2)
0 , we
get (
A
(2)
0
)∗
A
(2)
0 W
(2)
0 =W
(2)
0
(
D
(2)
0
)2
,
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where
W
(2)
0 =


1
2 −
√
2
2
1
2
−
√
2
2 0
√
2
2
1
2
√
2
2
1
2

 ∈ U(3),
D
(2)
0 =
1√
1− 3t+ 3t2

1− t 0 00 √(1− t)(1 − 2t) 0
0 0
√
1− 4t + 7t2

 .
Set U
(2)
0 = A
(2)
0 W
(2)
0
(
D
(2)
0
)−1
, then U
(2)
0 ∈ U(3), and A(2)0 = U (2)0 D(2)0
(
W
(2)
0
)T
, thus we
have
f
(2)
0 = U
(2)
0 D
(2)
0
(
W
(2)
0
)T
V
(2)
0 . (4.6)
Similarly, set
V
(1)
0 =
[
1 z
]T
,
then we get
f
(1)
0 = U
(1)
0 D
(1)
0
(
W
(1)
0
)T
V
(1)
0 , (4.7)
where U
(1)
0 ∈ U(2),
D
(1)
0 =
(√
1− t 0
0
√
1 + t
)
, W
(1)
0 =
( √
2
2
√
2
2
−
√
2
2
√
2
2
)
∈ U(2).
In this case, from (4.1) we have
h = ±
√
−t3
1− 3t + 3t2 (1 + z)
3, c0 =
√
1− t2.
From Theorem 1.1 we know
ϕ = span
{
f
(1)
0 , h
∂f
(1)
0
∂z
+ c0f
(2)
0
}
.
Using (4.6) and (4.7), we obtain a family of linearly full holomorphic curves in G(2, 5)
with K = 43 , up to U(5), as follows,
ϕ =


√
1− t(1− z) −
√
−2t3(1− t)(1 + z)3√
1 + t(1 + z)
√
−2t3(1 + t)(1 + z)3
0 (1− t)√1− t2(1− z)2
0 −
√
2(1 − t)(1 − 2t)(1− t2)(1− z2)
0
√
(1− 4t + 7t2)(1− t2)(1 + z)2

 , (4.8)
where −1 < t < 12 .
From the above discussions, we have the following proposition.
Proposition 4.2 For d + 1 = 3, the solutions (4.1) give a family of linearly full non-
homogeneous holomorphic curves of constant curvature K = 43 in G(2, 5), that is (4.8),
which is also given in [18].
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II For d+ 1 = 4. Since d+ 1 ≥ n− 2, then n ≤ 6, so n = 5, 6.
II(1) For d+ 1 = 4, n = 6. Set
V
(3)
0 =
[
1
√
3z
√
3z2 z3
]T
.
Set f
(3)
0 = A
(3)
0 V
(3)
0 , where A
(3)
0 ∈M(4;C), then from (4.1), we have
(
A
(3)
0
)∗
A
(3)
0 =


1 c10√
3
c20√
3
c30
c10√
3
c11
3
c21
3
c20√
3
c20√
3
c21
3
c11
3
c10√
3
c30
c20√
3
c10√
3
1

 , (4.9)
where
c10 =
−t+ 4t2 − 6t3
1− 4t+ 6t2 − 4t3 , c20 =
t2 − 4t3
1− 4t+ 6t2 − 4t3 , c30 =
−t3
1− 4t+ 6t2 − 4t3 ,
c11 =
3− 12t + 20t2 − 20t3
1− 4t+ 6t2 − 4t3 , c21 =
−2t+ 8t2 − 15t3
1− 4t + 6t2 − 4t3 .
By calculating the eigenvalues and corresponding eigenvectors of matrix
(
A
(3)
0
)∗
A
(3)
0 , we
get (
A
(3)
0
)∗
A
(3)
0 W
(3)
0 =W
(3)
0
(
D
(3)
0
)2
,
where
W
(3)
0 =


−
√
1
8
√
3
8 −
√
3
8
√
1
8√
3
8 −
√
1
8 −
√
1
8
√
3
8
−
√
3
8 −
√
1
8
√
1
8
√
3
8√
1
8
√
3
8
√
3
8
√
1
8

 ∈ U(4),
D
(3)
0 =


λ1 0 0 0
0 λ2 0 0
0 0 λ3 0
0 0 0 λ4


with
λ1 =
√
(1− t)3
(1− 2t)(1 − 2t+ 2t2) , λ2 =
√
(1− t)2(3− 5t)
3(1 − 2t)(1− 2t+ 2t2) ,
λ3 =
√
(1− t)(3− 10t + 11t2)
3(1 − 2t)(1− 2t + 2t2) , λ4 =
√
(1− 3t)(1− 2t+ 5t2)
(1− 2t)(1− 2t+ 2t2) .
Set U
(3)
0 = A
(3)
0 W
(3)
0
(
D
(3)
0
)−1
, then U
(3)
0 ∈ U(3), and A(3)0 = U (3)0 D(3)0
(
W
(3)
0
)T
, thus we
have
f
(3)
0 = U
(3)
0 D
(3)
0
(
W
(3)
0
)T
V
(3)
0 . (4.10)
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In this case, from (4.1) we have
h = ±
√
t4
1− 4t+ 6t2 − 4t3 (1 + z)
4.
Using (4.10) and (4.7), from Theorem 1.1 we obtain a family of linearly full holomorphic
curves in G(2, 6) with K = 1, up to U(6), as follows,
ϕ =


√
1− t(1− z) −2t2
√
(1− t)(1 + z)4√
1 + t(1 + z) 2t2
√
(1 + t)(1 + z)4
0 −(1− t)2√1 + t(1− z)3
0 (1− t)
√
(1− t2)(3 − 5t)(1− z)2(1 + z)
0 −(1− t)
√
(1 + t)(3− 10t + 11t2)(1− z)(1 + z)2
0
√
(1− t2)(1 − 3t)(1− 2t + 5t2)(1 + z)3


, (4.11)
where −1 < t < 13 .
II(2) For d + 1 = 4, n = 5. Set f
(2)
0 = A
(3)
0 V
(3)
0 , where A
(3)
0 ∈ M(3 × 4;C), then
from (4.1), we know that
(
A
(3)
0
)∗
A
(3)
0 is the same with (4.9). But in this case, A
(3)
0 is a
(3× 4)-matrix, then we conclude that the matrix D(3)0 is singular. So we get t = 13 in this
case. Substituting t = 13 into (4.11) we obtain a holomorphic curve in G(2, 5) with K = 1,
up to U(5), as follows,
ϕ =


(1− z) −(1 + z)4√
2(1 + z)
√
2(1 + z)4
0 −2√2(1− z)3
0 4(1− z)2(1 + z)
0 −4(1 − z)(1 + z)2

 . (4.12)
Hence we have the following conclusion.
Proposition 4.3 For d + 1 = 4, the solutions (4.1) give a family of linearly full non-
homogeneous holomorphic curves of constant curvature K = 1 in G(2, 6), that is (4.11),
and a linearly full non-homogeneous holomorphic curve of constant curvature K = 1 in
G(2, 5), that is (4.12).
III For d+ 1 = 5. Then 5 ≤ n ≤ 7.
III(1) For d+ 1 = 5, n = 7. Set
V
(4)
0 =
[
1 2z
√
6z2 2z3 z4
]T
.
Set f
(4)
0 = A
(4)
0 V
(4)
0 , where A
(4)
0 ∈M(5;C), then from (4.1), we have
(
A
(4)
0
)∗
A
(4)
0 =


1 c102
c20√
6
c30
2 c40
c10
2
c11
4
c21
2
√
6
c31
4
c30
2
c20√
6
c21
2
√
6
c22
6
c21
2
√
6
c20√
6
c30
2
c31
4
c21
2
√
6
c11
4
c10
2
c40
c30
2
c20√
6
c10
2 1

 , (4.13)
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where
c10 =
−t+ 5t2 − 10t3 + 10t4
1− 5t + 10t2 − 10t3 + 5t4 , c20 =
t2 − 5t3 + 10t4
1− 5t + 10t2 − 10t3 + 5t4 ,
c30 =
−t3 + 5t4
1− 5t + 10t2 − 10t3 + 5t4 , c40 =
t4
1− 5t + 10t2 − 10t3 + 5t4 ,
c11 =
4− 20t + 42t2 − 50t3 + 40t4
1− 5t + 10t2 − 10t3 + 5t4 , c21 =
−3t+ 15t2 − 33t3 + 45t4
1− 5t+ 10t2 − 10t3 + 5t4 ,
c31 =
2t2 − 10t3 + 24t4
1− 5t+ 10t2 − 10t3 + 5t4 , c22 =
6− 30t + 64t2 − 80t3 + 76t4
1− 5t + 10t2 − 10t3 + 5t4 .
By calculating the eigenvalues and corresponding eigenvectors of matrix
(
A
(4)
0
)∗
A
(4)
0 , we
get (
A
(4)
0
)∗
A
(4)
0 W
(4)
0 =W
(4)
0
(
D
(4)
0
)2
,
where
W
(4)
0 =


1
4 −12
√
3
8 −12 14
−12 12 0 −12 12√
6
4 0 −12 0
√
6
4
−12 −12 0 12 12
1
4
1
2
√
3
8
1
2
1
4

 ∈ U(5),
D
(4)
0 =


λ1
λ2
λ3
λ4
λ5


with
λ1 =
√
(1− t)4∑4
p=0(−1)p
(5
p
)
tp
, λ2 =
√
(1− t)3(2− 3t)
2
∑4
p=0(−1)p
(5
p
)
tp
, λ3 =
√
(1− t)2(3− 9t + 8t2)
3
∑4
p=0(−1)p
(5
p
)
tp
,
λ4 =
√
(1− t)(2− 9t + 16t2 − 13t3)
2
∑4
p=0(−1)p
(5
p
)
tp
, λ5 =
√
1− 6t+ 16t2 − 26t3 + 31t4∑4
p=0(−1)p
(5
p
)
tp
.
Set U
(4)
0 = A
(4)
0 W
(4)
0
(
D
(4)
0
)−1
, then U
(4)
0 ∈ U(5), and A(4)0 = U (4)0 D(4)0
(
W
(4)
0
)T
, thus we
have
f
(4)
0 = U
(4)
0 D
(4)
0
(
W
(4)
0
)T
V
(4)
0 . (4.14)
In this case, from (4.1) we have
h = ±
√
−t5
1− 5t+ 10t2 − 10t3 + 5t4 (1 + z)
5.
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Using (4.14) and (4.7), from Theorem 1.1 we obtain a family of linearly full holomorphic
curves in G(2, 7) with K = 45 , up to U(7), as follows,
ϕ =


√
1− t(1 − z) −2
√
−2t5(1− t)(1 + z)5√
1 + t(1 + z) 2
√
−2t5(1 + t)(1 + z)5
0 (1− t)2√1− t2(1− z)4
0 −(1− t)2
√
2(1 + t)(2 − 3t)(1− z)3(1 + z)
0 (1− t)
√
2(1− t2)(3 − 9t+ 8t2)(1− z)2(1 + z)2
0 −(1− t)
√
2(1 + t)(2 − 9t+ 16t2 − 13t3)(1− z)(1 + z)3
0
√
(1 − t2)(1− 6t+ 16t2 − 26t3 + 31t4)(1 + z)4


, (4.15)
where −1 < t < t0 with t0 being the unique zero of 1 − 6t + 16t2 − 26t3 + 31t4 in the
interval (0, 23).
III(2) For d + 1 = 5, n = 6. Set f
(3)
0 = A
(4)
0 V
(4)
0 , where A
(4)
0 ∈ M(4 × 5;C), then
from (4.1), we know that
(
A
(4)
0
)∗
A
(4)
0 is the same with (4.13). But in this case, A
(4)
0 is a
(4× 5)-matrix, then we concludes that the matrix D(4)0 is singular and it’s multiplicity of
zero eigenvalues is 1. So we get t = t0 in this case. Substituting t = t0 into (4.15) we
obtain a holomorphic curve in G(2, 6) with K = 45 , up to U(6), as follows,
ϕ =


√
1− t0(1− z) −2
√
−2t50(1− t0)(1 + z)5√
1 + t0(1 + z) 2
√
−2t50(1 + t0)(1 + z)5
0 (1− t0)2
√
1− t20(1− z)4
0 −(1− t0)2
√
2(1 + t0)(2 − 3t0)(1− z)3(1 + z)
0 (1− t0)
√
2(1− t20)(3 − 9t0 + 8t20)(1− z)2(1 + z)2
0 −(1− t0)
√
2(1 + t0)(2 − 9t0 + 16t20 − 13t30)(1 − z)(1 + z)3

 , (4.16)
III(3) For d+1 = 5, n = 5. Set f
(2)
0 = A
(4)
0 V
(4)
0 , where A
(4)
0 ∈M(3× 5;C), then from
(4.1), we know that
(
A
(4)
0
)∗
A
(4)
0 is also the same with (4.13). But in this case, A
(4)
0 is
a (3 × 5)-matrix, then we concludes that the matrix D(4)0 is singular and it’s multiplicity
of zero eigenvalues is 2. But by analyzing eigenvalues of the matrix D
(4)
0 we find there
doesn’t exist such t that it’s multiplicity of zero eigenvalues is 2. Hence this case doesn’t
happen.
So we get the following proposition.
Proposition 4.4 For d + 1 = 5, the solutions (4.1) give a family of linearly full non-
homogeneous holomorphic curves of constant curvature K = 45 in G(2, 7), that is (4.15),
and a linearly full non-homogeneous holomorphic curve of constant curvature K = 45 in
G(2, 6), that is (4.16).
In summary, we present the table below to list all examples of non-homogeneous holo-
morphic two-spheres we obtained in G(2, 5), G(2, 6) and G(2, 7).
Table 1 Non-homogeneous examples in G(2, 5), G(2, 6) and G(2, 7).
K = 4/r r = d+ 1 = 3 r = d+ 1 = 4 r = d+ 1 = 5
n = 5, G(2, 5) The family (4.8) The single one (4.12) No examples
n = 6, G(2, 6) The family (4.11) The single one (4.16)
n = 7, G(2, 7) The family (4.15)
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Generally, we have the following conclusion.
Proposition 4.5 For any integer d+1 ≥ 3, the solutions (4.1) can give a family of non-
homogeneous holomorphic curves (may be not linearly full) of constant curvature K = 4
d+1
in G(2, d + 3).
Proof: Let ψ
(1)
0 : S
2 → CP 1 and ψ(n−3)0 : S2 → CPn−3 be holomorphic curves of degree 1
and d (2n− 5 ≥ d ≥ n− 3) respectively. Let f (1)0 and f (n−3)0 be nowhere zero holomorphic
sections of ψ
(1)
0 and ψ
(n−3)
0 respectively, let h be a holomorphic polynomial, satisfying
(4.1). Then by Theorem 1.1 we know
ϕ = span
{
f
(1)
0 , h
∂f
(1)
0
∂z
+ c0f
(n−3)
0
}
is a holomorphic curve of constant curvature K = 4
d+1 , (2n−4 ≥ d+1 ≥ n−2) in G(2, n).
In the following we prove that the solutions (4.1) can give the holomorphic curves (may
be not linearly full) of constant curvature K = 4
d+1 in G(2, d + 3).
For d+ 1 = n− 2. Set
V
(n−3)
0 =
[
1
√(n−3
1
)
z
√(n−3
2
)
z2 · · ·
√(n−3
n−3
)
zn−3
]T
.
Set f
(n−3)
0 = A
(n−3)
0 V
(n−3)
0 , where A
(n−3)
0 ∈M(n − 2;C), then from (4.1), we have
A
(n−3)
0
∗
A
(n−3)
0 =


1 c10√
(n−31 )
c20√
(n−32 )
· · · cn−3,0
c10√
(n−31 )
c11
(n−31 )
c21√
(n−32 )(
n−3
1 )
· · · cn−4,0√
(n−3n−4)
c20√
(n−32 )
c21√
(n−32 )(
n−3
1 )
c22
(n−32 )
· · · cn−5,0√
(n−3n−5)
...
...
...
. . .
...
cn−3,0
cn−4,0√
(n−3n−4)
cn−5,0√
(n−3n−5)
· · · 1


,
where
cij =
∑n−3
p=i−j(−1)ptp ·
∑
k
(i+j−2k
j−k
)(n−3−i−j+2k
k
)( n−2
p−i−j+2k
)
∑n−3
p=0 (−1)p
(
n−2
p
)
tp
.
Since A
(n−3)
0
∗
A
(n−3)
0 is a Hermitian matrix, then there exist the eigenvalues and corre-
sponding eigenvectors. Set
A
(n−3)
0
∗
A
(n−3)
0 W
(n−3)
0 =W
(n−3)
0
(
D
(n−3)
0
)2
,
where W
(n−3)
0 ∈ U(n− 2) and
D
(n−3)
0 =


λ0(t)
λ1(t)
. . .
λn−3(t)

 ,
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where λ2j(t) is a non-negative rational function of parameter t. Assume for any j the
value of λj(t) is non-negative. Define a set as follows,
∆ = {t ∈ (−1, 1) | λ0(t)λ1(t) · · · λn−3(t) > 0} .
We claim the set ∆ is nonempty. In fact, since g(t) = λ0(t)λ1(t) · · · λn−3(t) is a continuous
function except finite points in (−1, 1), and g(0) = 1 > 0, then there exists an enough small
neighborhood (−ǫ, ǫ) such that for any t ∈ (−ǫ, ǫ), g(t) > 0. Then for t ∈ ∆, the matrix
D
(n−3)
0 is invertible. Set U
(n−3)
0 = A
(n−3)
0 W
(n−3)
0
(
D
(n−3)
0
)−1
, then U
(n−3)
0 ∈ U(n − 2),
and A
(n−3)
0 = U
(n−3)
0 D
(n−3)
0
(
W
(n−3)
0
)T
, thus we have
f
(n−3)
0 = U
(n−3)
0 D
(n−3)
0
(
W
(n−3)
0
)T
V
(n−3)
0 . (4.17)
From (4.1) we have
h = ±
√
(−t)d+1∑d
p=0(−1)d
(
d+1
p
)
tp
(1 + z)d+1, c0 =
√
1− t2.
Then using (4.17) and (4.7), we obtain a family of linearly full holomorphic curves in
G(2, d + 3) with K = 4
d+1 , up to unitary equivalence.
Let t0 be a zero of g(t) in (−1, 1) (t0 must exist). Then the matrix D(n−3)0 is singular
at t = t0. Assume that it’s multiplicity of zero eigenvalues is q (the value of q can be
determined by the given number n). Then we can obtain a linearly full holomorphic curve
in G(2, d + 3 − q) with K = 4
d+1 , up to unitary equivalence, which is not linearly full in
G(2, d + 3). ✷
Finally, combining Theorem 1.1 and the above discussions, we get the following theo-
rem.
Theorem 4.6 Let ϕ : S2 → G(2, n) (n ≥ 5) be a linearly full holomorphic curve, satisfy-
ing that the harmonic sequence generated by ϕ degenerates at position 2. If the holomorphic
curve ϕ is unramified with constant curvature K = 4/r, then r is an integer and satisfies
n − 2 ≤ r ≤ 2n − 4. Moreover, if there exist solutions to the polynomial equation (1.1)
satisfying that the multiplicity of zero eigenvalues of the coefficients matrix of |f (n−3)0 |2 is
q, then the holomorphic two-spheres with K = 4n−2+q can be constructed explicitly.
Remark 4.7 The above theorem verifies the first part of Conjecture 3 completely and the
second part partly for linearly full non-degenerated unramified holomorphic two-spheres in
G(2, n), generating the harmonic sequence that degenerates at position 2. In fact, in order
to prove the second part completely in this special case, we need to construct solutions of the
polynomial equation (1.1) such that q can take 0, 1, · · · , n− 2 respectively. By Proposition
4.5, the solutions (4.1) can give a family of examples for the case of q = 0. We guess that
the solutions (4.1) can also give one example for the case of q = 1, and we checked this by
Mathematica for the cases of low dimensions such as G(2, 5), G(2, 6), G(2, 7), G(2, 8) and
so on.
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