In 1963, Hoffman gave necessary and sufficient conditions under which a family of O(mn)-time greedy algorithms solves the classical two-dimensional transportation problem with m sources and n sinks. One member of this family, an algorithm based on the "northwest corner rule", is of particular interest, as its running time is easily reduced to 0 (m + n). When restricted to this algorithm, Hoffman's result can be expressed as follows: the northwest-comer-rule greedy algorithm solves the two-dimensional transportation problem for all source and supply 
Introduction
The transportation problem (also known as the Hitchcock problem) is a classical 
PO1 *
The fastest algorithm currently known for the general transportation problem, due to Orlin [19] , runs in O(mn' log n + n2 log' n) time (where we assume without loss of generality that m < n). However, under certain circumstances, the transportation problem can be solved significantly faster, in O(mn) or even O(m + n) time. These circumstances were first studied by Hoffman [15] ; he identified necessary and sufficient conditions under which a family of O(mn)-time greedy algorithms solves the transportation problem with m sources and n sinks. One member of this family, an algorithm based on the "northwest corner rule", is of particular interest, as its running time is easily reduced to O(m + n). This algorithm assigns values to the variables in lexicographical order, greedily making each value as large as possible. Only a small fraction of the cost array's mn entries need be examined, which makes the algorithm especially useful when the cost array is given not as an explicit list of mn entries but rather in some compact implicit form. Hoffman's work implies that this northwest-corner-rule greedy algorithm solves the transportation problem if and only if the underlying cost array satisfies clM11 + cCLj21 d cCi&l + cCh,jJ
for all rows il and i2 such that 1 < ii -C i2 < m and all columns jr and j, such that l<j,<j,dn. The above property is commonly known as the Monge property.2 It is named after the French mathematician Gaspard Monge, who in the eighteenth century exploited 'Some researchers -see Burkard [lo] and CechILrov$ and Szab6 [ll] , for example -call (1) the strong Mange property in order to distinguish it from another weaker property of square (i.e., n x n) arrays that is also sometimes called the Monge this property in solving certain problems involving the transportation of earth [18] . The Monge property was rediscovered in 1963 by Hoffman (who gave the property its name) and has recently drawn renewed interest in such diverse areas as coding theory [S, 16, 211, computational biology [12, 171, operations research [4] , computational geometry [l, 2, 31, statistics [13] , and the theory of greedy algorithms [6, One of the origins of the d-dimensional transportation problem is the following problem from statistics. We are given d (not necessarily distinct) populations from which a sample is to be drawn. This sample will be a d-tuple of units, one from each population. We are also given a probability distribution for each population which specifies the probability of selection for each population unit. Finally, we are given a cost for each possible sample. Given these inputs, we want to find an assignment of joint probabilities to the samples such that these joint probabilities are consistent with the individual probability distributions for each population, and at the same time the expected cost of a sample is minimized. This problem arises in the integration of surveys and in controlled selection [13] . It is not hard to see that this problem of assigning joint probabilities is equivalent to the d-dimensional transportation problem; the probability distributions of the populations correspond to the supply-demand vectors A 1, . . . , Ad, the samples' costs correspond to the cost array C, and the joint probabilities correspond to the variable array X.
Using linear programming, the d-dimensional transportation problem can be solved in time polynomial in nI,"= 1 nk, the size of the problem's input. Note that if the cost array associated with an instance of the d-dimensional transportation problem is given in some compact implicit form, so that the problem's input has size O(Cf,i nk) rather than @(Hi=, nk), then any algorithm examining every entry of the cost array at least once requires time exponential in the problem's input size. However, the greedy algorithm runs in O(d C := 1 nk) time, which is still polynomial in the input size.
The remainder of this paper is organized as follows. Section 2 presents the property characterizing the class of d-dimensional Monge arrays. We also identify several additional properties of such arrays and argue that the class of d-dimensional Monge arrays is quite rich. In particular, we show that Monge arrays are closely related to the large class of distribution arrays. Section 3 reviews Hoffman's result for the classical transportation problem, and then Section 4 describes our if-and-only-if result for the d-dimensional transportation problem. Finally, Section 5 gives a few concluding remarks.
A higher dimensional Monge property
This section defines the class of d-dimensional Monge arrays. We also present several useful properties of such arrays and give several examples. Note that the above definition is consistent with the two-dimensional Monge property. We will call an array a Monge array if it possesses the Monge property.
The following lemma, due to Aggarwal and Park, gives an equivalent definition for the class of d-dimensional Monge arrays. (If the plane corresponding to I1 contains multiple minima, we chose the first of the minima ordered lexicographically by their second through dth coordinates.) If C is Monge, then for all I1 and .J1 satisfying 1 < I1 < J1 < nl, we clearly must have fk(Zl) <&(J1) for all k in the range 2 < k < d.
The set of d-dimensional Monge arrays is quite rich. One broad class of Monge arrays is motivated from statistics. as we needed to show. Cl
As for the converse, not all Monge arrays are distribution arrays. However, two-dimensional Monge arrays and distribution arrays are closely related, as outlined in the following. 
Hoffman's result for the classical transportation problem
This section reviews a special case of Hoffman's result [15] for the classical two-dimensional transportation problem. Specifically, we show that a natural greedy algorithm solves the two-dimensional transportation problem for a particular cost array if and only if the cost array has the two-dimensional Monge property. We include a detailed description of this result because its proof parallels the proof of our if-and-only-if result for the d-dimensional transportation problem, which we present in Section 4.
Hoffman's original result is somewhat more general than the result we are going to prove in this section. In particular, his result for the two-dimensional transportation problem is stated in terms of Monge that o(i', j') < o(i, j) . It is not hard to see that the algorithm GREEDY, selects the feasible solution that is lexicographically last with respect to 0.
As his main result, Hoffman [15] proved that GREEDY, solves the two-dimensional transportation problem for a particular cost array C and all vectors A and B if and only if 0 is a Monge sequence for C. In other words, if a cost array C has a Monge sequence o, then, for any A and B, the last feasible solution with respect to g is an optimal solution.
The main focus of this section is the special case of Hoffman's result where Q is given by r+, j) = (i -1)n + j (i.e., the cost array is Monge). In this case, the algorithm GREEDY, can be modified to run in O(m + n) time, since every time a variable's value is fixed, either one row or one column of C can be eliminated, and it is easy to update d to reflect this elimination (so that eliminated entries are not processed). We will call this modified algorithm GREEDY2.
The algorithm GREEDY Z can be viewed as following a "northwest corner rule". If we imagine embedding the array X in the plane, so that x [l, l] lies in the northwest corner of the array and x[m, n] lies in the southeast corner, then GREEDY2 works by assigning a value to the north-and westmost variable, which eliminates either the northmost row or westmost column (or both), and then recursively solving the transportation problem that remains.
We will now prove that GREEDY2 works if and only if C is Monge. This result follows as a special case of Hoffman's more general result; however, we prove it directly here because we will use a similar approach to prove our result for the d-dimensional transportation problem in the next section. Proof. The "only if" direction of the proof is quite simple. Suppose C is not Monge.
This assumption implies the existence of entries c[il, jJ and c[iz, jzJ such that 1 < il < i2 < m, 1 < j, < j, d n, and cC4,jJ + cCi2,j21 > cCi&l + cCb,jJ. For the "if" direction of the proof, suppose the lexicographically last feasible solution X is not optimal, and let X' denote the lexicographically last solution that is optimal. By assumption, c(X) > c(X') and X>X'. Now consider the lexicographically first variable x[i,f to which X and X' assign different values. Since X follows X' in the lexicographic ordering of solutions, we must have and x'[r, s] by this same E gives a new feasible solution X" such that c(X") < c(X) and X">X'. The existence of X" contradicts our assumption that X' is the lexicographitally last optimal solution. 0
Our result for the d-dimensional transportation problem
In this section, we present our if-and-only-if result for the d-dimensional transportation problem.
We begin by defining our greedy algorithm. This algorithm, which we will call GREEDY,,, is the natural extension of the northwest-corner-rule greedy algorithm GREEDY2 described in the previous section. Our algorithm begins by setting x[l, 1, . ..) l] = min{al [l] , az [l] , . . . . a,, [l] }. We then reduce each of ui [l] , ml, **-, ad11 by min {adll, eC11, . . . . u,, [l] }. At least one of ui [l] , uz [l] , . . ..a., [11 is thereby reduced to 0, which means we are done with the corresponding (d -l)-dimensional subarray of X. In other words, at least one of the problem's dimensions ni, n2,..., nd has been reduced by 1. The smaller transportation problem that remains can then be solved recursively.
The algorithm GREEDYd again selects the lexicographically last feasible solution, and its running time is 0(&r, + n, + 3.. + nd)), since each variable assignment takes O(d) time and reduces at least one of the problem's dimensions by 1. Proof. The "only if" direction of the proof is again quite simple. Suppose C is not Monge For the "if" direction of the proof, suppose the lexicographically last feasible solution X is not optimal, and let X' denote the lexicographically last solution that is optimal. By assumption, c(X) > c(X') and X>X'. Now consider the lexicographically first variable x[i,, it, . . . , id] to which X and X' assign different values. Since X follows X' in the lexicographic ordering of solutions, we must have and inCreaSing x'[s~,s~,...,~~] and X'[t,, TV,..., td] by this same E gives a new feasible solution X" such that c(X") < c(X') and X">X'. The existence of X" contradicts our assumption that X' is the lexicographically last optimal solution. 0
Concluding remarks
We conclude with two remarks:
(1) Closely related to the d-dimensional transportation problem is the d-dimensional assignment (or matching) problem. The assignment problem is a transportation problem where (a) all the dimensions have equal size (i.e., uk = n for 1 < k < d), (b) all the supply-demands are 1 (i.e., &[ik] = 1 for 1 < k < d and 1 < ik < n), and (c) the variables x[ii, il, . . . , id] are restricted to be integers. For d 2 3, the general d-dimensional assignment problem is NP-hard (see [14] , for example). However, if the assignment problem's cost array is Monge, then the solution given by x[ii, iz, . . ..&I = i 1 if i1 = iZ = . . . = id, 0 otherwise must be optimal, as our greedy algorithm will always produce this solution.
(2) In this paper, we have focused on generalizing the Monge-array formulation of Hoffman's work. A natural question to ask is whether Hoffman's notion of a Monge sequence also generalizes to higher dimensions. We believe that it does, though the property defining a d-dimensional Monge sequence seems to be a bit more complicated than the property defining a d-dimensional Monge array. (Specifically, the Monge-sequence property relates 2d entries of the cost array, while the Monge-array property relates only 4 entries.) However, we have not pursued this line of investigation, as the natural Monge-sequence greedy algorithm takes O(n") time to solve an n x n x a-. x n d-dimensional transportation problem, making the Monge-sequence case of somewhat less interest than the Monge-array case, where the greedy algorithm runs in 0(d2n) time.
