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GROVE ARCTIC CURVES FROM PERIODIC CLUSTER
MODULAR TRANSFORMATIONS
TERRENCE GEORGE
Abstract. Groves are spanning forests of a finite region of the triangular lattice
that are in bijection with Laurent monomials that arise in solutions of the cube re-
currence. We introduce a large class of probability measures on groves for which we
can compute exact generating functions for edge probabilities. Using the machinery
of asymptotics of multivariate generating functions, this lets us explicitly compute
arctic curves, generalizing the arctic circle theorem of Petersen and Speyer. Our
class of probability measures is sufficiently general that the limit shapes exhibit all
solid and gaseous phases expected from the classification of EGMs in the resistor
network model.
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1. Introduction
A function f : Z3 → C satisfies the cube recurrence(also known as the Miwa
equation or the discrete BKP equation([Miwa82])) if for all (i, j, k) ∈ Z3
fi,j,kfi−1,j−1,k−1 = fi−1,j,kfi,j−1,k−1 + fi,j−1,kfi−1,j,k−1 + fi,j,k−1fi−1,j−1,k.
We denote by F the set of functions satisfying the cube recurrence. Define the lower
cone of (i, j, k) ∈ Z3 to be C(i, j, k) := {(i′, j′, k′) ∈ Z3≤0 : i′ ≤ i, j′ ≤ j, k′ ≤ k}.
Let L be a subset of Z3≤0 such that Z3≤0 \ L is finite and if (i, j, k) ∈ L then we
have C(i, j, k) ⊆ L. Let U := Z3≤0 \ L. A set of initial conditions is defined to be
I := {(i, j, k) ∈ L : (i + 1, j + 1, k + 1) /∈ L}. Let I denote the set of all sets of
initial conditions. The set of initial conditions corresponding to L = {(i, j, k) ∈ Z≤0 :
i+j+k ≤ 1−n} will be denoted by I(n) and is called the standard initial conditions
of order n.
If we assign formal variables fi,j,k := xi,j,k for (i, j, k) in a set of initial conditions
and solve for fi,j,k where (i, j, k) ∈ U , we obtain rational functions in xi,j,k. In
[FZ01], Fomin and Zelevinsky showed using cluster algebra techniques that these
rational functions are Laurent polynomials in xi,j,k with coefficients in Z.
In [CS04], Carroll and Speyer studied a more general version of the cube recurrence,
which they call the edge-variables version. Define edge variables ai,j, bi,k, ci,j for each
i, j, k ∈ Z≤0. A function g : Z3≤0 → R>0 satisfies the edge-variables version of the
cube recurrence if
gi,j,kgi−1,j−1,k−1 = bi,kci,jgi−1,j,kgi,j−1,k−1+ai,kci,jgi,j−1,kgi−1,j,k−1+aj,kbi,kgi,j,k−1gi−1,j−1,k,
for (i, j, k) ∈ Z3≤0. Carroll and Speyer constructed combinatorial objects called
groves(See Figure 1 (a) for an example), which they showed are in bijection with
the monomials in the Laurent polynomial generated by the edge-variables version
of the cube recurrence. This was used to give a combinatorial proof of the Laurent
property.
Groves on the standard initial conditions I(n) are in bijection with with spanning
forests of a portion of the triangular lattice where each component of the forest con-
nects boundary vertices in a prescribed manner (see Figure 1 (b)). Petersen and
Speyer ([PS05]) proved an arctic circle theorem for groves: For large n, a uniformly
random simplified grove on I(n), rescaled by a factor of n so that it is now supported
on the unit triangle, appears deterministic outside the inscribed circle.
In the present paper, we extend the arctic circle theorem to a large class of probabil-
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(a) A grove on I(3). (b) The corresponding
simplified grove.
Figure 1
ity measures on groves. There are two natural probability measures one can consider
on groves:
• Given a positive real valued function f satisfying the cube recurrence, we
can put a probability measure on groves where each grove gets a probability
proportional to the value of the monomial associated to it in the bijection of
Carroll and Speyer. We denote this probability measure by PfI .
• We can define a conductance function C, a positive real valued function on
the edges of the triangular lattice, and consider the Boltzmann distribution,
assigning to a grove G the probability,
PCI (G) ∝
∏
Edges e∈G
C(e).
This is the natural measure to put on spanning forests from the point of view
of statistical mechanics and generalizes the spanning tree measure.
There is a way to associate a conductance function Cf to a function f : Z3 → R due
to Fomin and Zelevinsky([FZ01], see also [GK12]), such that the cube recurrence for
f becomes the resistor network Y −∆ transformation(due to Kennelly ([Kenn1899]))
for Cf . We show that under this change of variables, the probability measures PfI
and PCI coincide (see Theorem 2.4) and that the map f 7→ Cf is surjective. This
lets us define our class of probability measures on groves in terms of conductance
functions, but still allows us to exploit the algebraic structure of the f functions
and the cube recurrence to compute the edge probability generating functions as in
[PS05].
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(a)
(b) The arctic curve, along with macroscopic regions labeled
according to the points of the Newton polygon that correspond
to the EGM describing local statistics in the region.
Figure 2
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Our class of probability measures come from periodic conductance functions on
the triangular lattice. This however leads to an infinite system of linear equations for
the edge probability generating functions. We further impose the condition that the
conductance function is periodic under a cluster modular transformation (defined in
Section 3.5) to obtain a finite linear system(Theorem 4.1).
We derive asymptotic edge probabilities using the machinery developed by Barysh-
nikov, Pemantle and Wilson([PW02],[PW04],[BP11] and [PW13]). Our generating
functions have isolated singularities with degree greater than 2 and therefore fall
outside the class of quadratic singularities considered in [BP11], but for specific ex-
amples, we see that their techniques still work. This in particular leads to explicit
computations of arctic curves (see for example Figure 2 (b)).
By analogy with the dimer model(see [KOS06], [KO07]), a generic conductance
function is expected to give rise to a limit shape where there are macroscopic regions
corresponding to each lattice point in the Newton polygon of the resistor network(see
sections 3.2 and 3.6). Figure 2 suggests that although the class of conductances
functions we consider lies in a closed subvariety of Z2-periodic conductances, it is
still sufficiently general to exhibit all the possible macroscopic phases.
Acknowledgements. I would like to thank Richard Kenyon for suggesting this
problem and many helpful discussions that led to this paper.
2. Groves and the cube recurrence
2.1. Groves. We recall some some terminology and basic properties of groves from
[CS04]. A rhombus is any set in one of the following three forms for (i, j, k) ∈ Z3≤0:
ra(i, j, k) := {(i, j, k), (i, j − 1, k), (i, j, k − 1), (i, j − 1, k − 1)}
rb(i, j, k) := {(i− 1, j, k), (i, j, k), (i, j, k − 1), (i− 1, j − 1, k)}
rc(i, j, k) := {(i, j, k), (i− 1, j, k), (i, j − 1, k), (i− 1, j − 1, k)}.
We call the edges Eq(i, j, k) := {(i, j−1, k), (i, j, k−1)} and eq(i, j, k) := {(i, j, k), (i, j−
1, k− 1)} the long diagonal and the short diagonal of the rhombus rq(i, j, k) respec-
tively for q ∈ {a, b, c}. We denote the set of all diagonals of rhombi by D.
Let ΓI be the graph with vertex set I and edges the long and short diagonals
appearing in each rhombus in I. Then an I-grove is a subgraph G of ΓI with the
following properties:
• The vertex set of G is all of I.
• For each rhombus in I, exactly one of the two diagonals occurs in G.
• There exists N such that if all the vertices of a rhombus satisfies i+ j + k <
−N , the short diagonal occurs.
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Figure 3. The connectivity of a grove.
• For N large enough, every component of G contains exactly one of the fol-
lowing sets of vertices, and each such set is contained in a component of G
(Figure 3),
– {(0, p, q), (p, 0, q)}, {(p, q, 0), (0, q, p)}, and {(q, 0, p), (q, p, 0)} for all p, q
with 0 > p > q and p+ q ∈ {−N − 1,−N − 2};
– {(0, p, p), (p, 0, p), (p, p, 0)} for 2p ∈ {−N − 1,−N − 2};
– {(0, 0, q)}, {(0, q, 0)}, and {(q, 0, 0)} for q ≤ −N − 1.
It is shown in [CS04] that groves on standard initial conditions I(n) are completely
determined by their long diagonal edges. Therefore, we can represent groves as a
spanning forest of a finite portion of the triangular lattice(see Figure 1), which is
called a simplified grove.
Suppose I ∈ I is a set of initial conditions. The edge-variables version of the cube
recurrence gives g0,0,0 as a rational function in the variables {aj,k, bi,k, ci,j, gi,j,k}(i,j,k)∈I .
The following is the main result of [CS04].
Theorem 2.1 ([CS04]).
g0,0,0 =
∑
G∈G(I)
M(G),
where
M(G) =
 ∏
ea(i,j,k)∈E(G)
aj,k
 ∏
eb(i,j,k)∈E(G)
bi,k
 ∏
ec(i,j,k)∈E(G)
ci,j
mg(G)
and
mg(G) =
∏
(i,j,k)∈I
g
deg(i,j,k)−2
i,j,k ,
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where deg(i, j, k) is the degree of the vertex (i, j, k) in the grove G.
Now suppose f : Z≤0 → R>0 satisfies the cube recurrence. Since fi,j,k are positive
real numbers, by Theorem 2.1,
PfI(G) =
mf (G)
f0,0,0
defines a probability measure on G(I). Therefore any function f that satisfies the
cube recurrence induces a family of probability measures {PfI}I∈I.
2.2. Conductance variables and the Y − ∆ transformation. A function C :
D → C satisfying C(Eq(i, j, k)) = 1/C(eq(i, j, k)) for all q ∈ {a, b, c}, (i, j, k) ∈ Z≤0
is called a conductance function. We simplify notation by writing Cq(i, j, k) =
C(Eq(i, j, k)) and cq(i, j, k) = C(eq(i, j, k)). A positive real valued conductance func-
tion C determines a family of Boltzmann probability measures on groves {PCI }I∈I:
PCI (G) :=
w(G)
Z
,
for G ∈ G(I), where w(G) = ∏Eq(i,j,k)∈GCq(i, j, k) is the product of the conductances
of the long edges appearing in G and ZI is the partition function,
ZI =
∑
G∈G(I)
∏
Eq(i,j,k)∈G
Cq(i, j, k).
A conductance function C is Y −∆ consistent if for all q, (i, j, k), we have
Ca(i, j, k)ca(i− 1, j, k) = Ca(i, j, k)Cb(i, j, k) + Ca(i, j, k)Cc(i, j, k) + Cb(i, j, k)Cc(i, j, k),
Cb(i, j, k)cb(i, j − 1, k) = Ca(i, j, k)Cb(i, j, k) + Ca(i, j, k)Cc(i, j, k) + Cb(i, j, k)Cc(i, j, k),
Cc(i, j, k)cc(i, j, k − 1) = Ca(i, j, k)Cb(i, j, k) + Ca(i, j, k)Cc(i, j, k) + Cb(i, j, k)Cc(i, j, k).
(1)
We will denote by C the set of Y −∆ consistent conductance functions.
Let f ∈ F and let us define a conductance function Cf (see Figure 4),
Cfa (i, j, k) =
fi,j−1,kfi,j,k−1
fi,j,kfi,j−1,k−1
,
Cfb (i, j, k) =
fi−1,j,kfi,j,k−1
fi,j,kfi−1,j,k−1
,
Cfc (i, j, k) =
fi−1,j,kfi,j−1,k
fi,j,kfi−1,j−1,k
.(2)
8 TERRENCE GEORGE
Figure 4. The Y −∆ transformation.
It was observed by [FZ01],[GK12] that the Y −∆ equations (1) for Cf reduce to the
cube recurrence for f , and therefore Cf is Y −∆ consistent. Therefore we obtain a
function
p : F → C
f 7→ Cf .
Lemma 2.2. p : F → C is surjective.
Proof. Given C ∈ C, we can construct a function f such that p(f) = C as follows:
We define for all i, j, k ∈ Z≤0,
f(i, 0, 0) = f(0, j, 0) = f(0, 0, k) = 1.
The equations (2) now uniquely define f on (i, j, 0), (0, j, k), (i, j, 0) for i, j, k ∈ Z≤0.
We define f everywhere else using the cube recurrence. 
2.3. Grove Shuffling. Let C be a Y −∆ consistent conductance function. Let us
denote
∆(i, j, k) := (Cb(i, j − 1, k)Cc(i, j, k − 1) + Ca(i− 1, j, k)Cc(i, j, k − 1)+
Ca(i− 1, j, k)Cb(i, j − 1, k))
=
1
Cb(i, j, k)Cc(i, j, k) + Ca(i, j, k)Cc(i, j, k) + Ca(i, j, k)Cb(i, j, k)
,
where the equality is a consequence of (1). We define a generalization of the edge-
variables version of the cube recurrence:
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(a)
(b)
(c)
Figure 5. Grove shuffling
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gi,j,kgi−1,j−1,k−1 =
1
∆(i, j, k)
(Cb(i, j − 1, k)Cc(i, j, k − 1)gi−1,j,kgi,j−1,k−1
+ Ca(i− 1, j, k)Cc(i, j, k − 1)gi,j−1,kgi−1,j,k−1
+ Ca(i− 1, j, k)Cb(i, j − 1, k)gi,j,k−1gi−1,j−1,k),
for (i, j, k) ∈ Z3≤0.
Grove shuffling is a local move that generates groves with measure PCI (G) and cou-
ples the probability measures for different initial conditions in a convenient way(see
Figure 5). Grove shuffling takes a cube, removes it and replaces a configuration
on the left in Figure 5 with a corresponding configuration on the right. The only
random part is (a) where the configuration on the left is replaced with one of the
configurations on the right with probabilities indicated on the arrows.
We can generate a random grove on initial conditions I as follows. Start with
the unique grove on {(i, j, k) ∈ Z3≤0 max{i, j, k} = 0}. Use grove shuffling to remove
cubes till you end up with initial conditions I. The following lemma shows that this
can always be done.
Lemma 2.3 ([CS04]). Suppose (0, 0, 0) ∈ I. Then there exist i, j, k ≤ 0 such that
(i− 1, j, k), (i, j− 1, k− 1), (i, j− 1, k), (i− 1, j, k− 1), (i, j, k− 1), (i− 1, j− 1, k) ∈ I
(and so (i, j, k) ∈ U)
The key input in the computation of the limit shape is the following theorem that
generalizes Theorem 2.1.
Theorem 2.4. Suppose C is a Y − ∆ consistent conductance function and let f
be the solution to the cube recurrence such that p(f) = C from lemma 2.2. The
following are true:
• The generalized cube recurrence satisfies for all I ∈ I,
g0,0,0 =
∑
G∈G(I)
PCI (G)mg(G).
• Grove shuffling generates groves with probability measure PCI , regardless of
the order in which cubes are shuffled.
• The probability measures PCI and PfI are the same.
•
ZI =
∏
∆(i, j, k),
where the product is over all (i, j, k) such that the cube at (i, j, k) is removed
to reach I.
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Proof. The proof is by induction on |U|. If U = ∅ then it is clear. Suppose U is
not empty. Choose (i, j, k) as in lemma 2.3. We obtain the initial conditions I by
shuffling the cube with vertex (i, j, k) in I ′. We first show that
ZI = ZI′∆(i, j, k).
Consider any I grove G. Since (i − 1, j − 1, k − 1) belongs to three rhombi, it has
degree 3, 2 or 1.
Suppose (i − 1, j − 1, k − 1) has degree 1. Then G belongs to a triple of I groves,
say {G1, G2, G3} in the order shown in Figure 5 (a), all of which are obtained from
a single I ′ grove G′ by shuffling. We have
w(G1) = Cb(i, j − 1, k)Cc(i, j, k − 1)w(G′),
w(G2) = Ca(i− 1, j, k)Cc(i, j, k − 1)w(G′),
w(G3) = Ca(i− 1, j, k)Cb(i, j − 1, k)w(G′).
Therefore
w(G1) + w(G2) + w(G3)
= w(G′).∆(i, j, k).
Suppose (i− 1, j − 1, k− 1) has degree 3. Then there are three I ′ groves, say G1,G2
and G3 (in the order in Figure 5(b)) that upon shuffling the cube at (i, j, k) yields
G. We have
w(G) =
w(G1)
Cb(i, j, k)Cc(i, j, k)
,
=
w(G2)
Ca(i, j, k)Cc(i, j, k)
,
=
w(G3)
Ca(i, j, k)Cb(i, j, k)
.
Therefore
w(G) =
w(G1) + w(G2) + w(G3)
Cb(i, j, k)Cc(i, j, k) + Ca(i, j, k)Cc(i, j, k) + Ca(i, j, k)Cb(i, j, k)
= (w(G1) + w(G2) + w(G3))∆(i, j, k).
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Suppose (i− 1, j− 1, k− 1) has degree 2. Without loss of generality, we assume that
we are in the first situation in figure 5(C). We have
w(G) = w(G′)
Ca(i, j, k − 1)
Ca(i, j, k)
=
w(G′)
Cb(i, j, k)Cc(i, j, k) + Ca(i, j, k)Cc(i, j, k) + Ca(i, j, k)Cb(i, j, k)
= w(G′)∆(i, j, k).
Since each of them is multiplied by the same factor, we have shown that
ZI = ZI′∆(i, j, k).
Now we will check that PC = Pf . Suppose (i − 1, j − 1, k − 1) has degree 1 and
let {G1, G2, G3} be the triple of groves obtained from a single I ′ grove G′ shown in
Figure 5(a).
PfI(G) =
mf (G1)
f0,0,0
=
mf (G
′)
f0,0,0
fi−1,j,kfi,j−1,k−1
fi−1,j−1,k−1fi,j,k
= PfI′(G
′)
fi−1,j,kfi,j−1,k−1
fi−1,j−1,k−1fi,j,k
= PCI′C(G′)
fi−1,j,kfi,j−1,k−1
fi−1,j−1,k−1fi,j,k
=
w(G′)
ZI′
Cb(i, j − 1, k)Cc(i, j, k − 1)
∆(i, j, k)
=
w(G)
ZI
= PCI (G),
where we have used
Cb(i, j − 1, k)Cc(i, j, k − 1)
∆(i, j, k)
=
fi−1,j,kfi,j−1,k−1
fi−1,j−1,k−1fi,j,k
,
which may be checked by direct substitution.
Since each shuffle is independent, the probability of obtaining G1 is
PCI′(G′).
Cb(i, j − 1, k)Cc(i, j, k − 1)
∆(i, j, k)
= PCI (G).
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The last thing to check is that g0,0,0 has the stated form. Let g
′
0,0,0 be the expression
obtained by solving the generalized cube recurrence on I ′. By induction hypothesis,
g′0,0,0 =
∑
G′∈G(I′)
PCI′(G′)mg(G′),
and g0,0,0 is obtained from g
′
0,0,0 be substituting the generalized cube recurrence for
gi,j,k. We know that
mg(G1) = mg(G
′)
gi−1,j,kgi,j−1,k−1
gi−1,j−1,k−1gi,j,k
PCI (G1) = PCI′(G′)
Cb(i, j − 1, k)Cc(i, j, k − 1)
∆(i, j, k)
,
and similarly for G2 and G3. Therefore we see that PCI (G1)mg(G1)+PCI (G2)mg(G2)+
PCI (G3)mg(G3) is obtained from PCI′(G′)mg(G′) by substituting the generalized cube
recurrence for gi,j,k.
The argument when the degree of (i− 1, j − 1, k − 1) is 2 and 3 is similar. 
Let us denote by EI the expectation with respect to the measure PI . We imme-
diately obtain:
Corollary 2.5. Let (i0, j0, k0) ∈ I.
EI [Exponent of the variable gi0,j0,k0 in g0,0,0] =
∂g0,0,0
∂gi0,j0,k0
∣∣∣∣∣
g|I=1
.
2.4. Creation rates. Let (i, j, k) ∈ Z≤0. Let I be a set of initial conditions such
that ra(i, j, k) ⊂ I and let G have distribution PI . Define the long edge probability
p(i, j, k) = PI(Ea(i, j, k) ∈ G).
These are well defined since if I ′ is another set of initial conditions, then we can
use grove shuffling to move between I and I ′ leaving the rhombus ra(i, j, k) intact.
Similarly define
q(i, j, k) = PI(Eb(i, j, k) ∈ G);
r(i, j, k) = PI(Ec(i, j, k) ∈ G),
and the creation rates
E(i, j, k) = 1− p(i, j, k)− q(i, j, k)− r(i, j, k).
It was shown in [PS05] that
E(i0, j0, k0) = EI [Exponent of the variable gi0,j0,k0 in g0,0,0] ,
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and therefore by Corollary 2.5,
(3) E(i0, j0, k0) =
∂g0,0,0
∂gi0,j0,k0
∣∣∣∣∣
g|I=1
.
The following result lets us obtain the generating function for p(i, j, k) from that
of E(i, j, k). Let us introduce for convenience the notation:
U(i, j, k) =
Cb(i, j − 1, k)Cc(i, j, k − 1)
∆(i, j, k)
,
V (i, j, k) =
Cb(i, j − 1, k)Cc(i, j, k − 1)
∆(i, j, k)
,
W (i, j, k) =
Cb(i, j − 1, k)Cc(i, j, k − 1)
∆(i, j, k)
.
Lemma 2.6 (([PS05] Theorem 2)). The edge probabilities are given recursively by
p(i, j, k) = p(i+ 1, j, k) + (V (i+ 1, j, k) +W (i+ 1, j, k))E(i+ 1, j, k);
q(i, j, k) = q(i, j + 1, k) + (U(i, j + 1, k) +W (i, j + 1, k))E(i, j + 1, k);
r(i, j, k) = r(i, j, k + 1) + (U(i, j, k + 1) + V (i, j, k + 1))E(i, j, k + 1).
2.5. Creation rates generating functions. Given a Y −∆ consistent conductance
function C, for all µ = (i0, j0, k0) ∈ Z3≤0, we define a conductance function Cµ by:
Cµq (i, j, k) = Cq(i+ i0, j + j0, k + k0).
Let gµ denote the corresponding solution to the generalized cube recurrence and
Eµ, pµ, qµ, rµ the corresponding creation rates and edge probabilities. Let F µ(x, y, z) =∑
i,j,k≥0E
µ(−i,−j,−k)xiyjzk be the generating functions for the creation rates.
Lemma 2.7. Let (i1, j1, k1) and (i2, j2, k2) be such that (i1, j1, k1) is in the lower
cone C(i2, j2, k2). Then
∂gµi2,j2,k2
∂gµi1,j1,k1
∣∣∣∣∣
gµ|I=1
= Eµ+(i2,j2,k2)(i1 − i2, j1 − j2, k1 − k2).
Proof. Translate so that (i2, j2, k2) goes to (0, 0, 0). 
Theorem 2.8. F µ(x, y, z) satisfy the following infinite system of linear equations
over C(x, y, z):
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F µ + xyzF µ+(−1,−1,−1) − Uµ(0, 0, 0)(xF µ+(−1,0,0) + yzF µ+(0,−1,−1))
− V µ(0, 0, 0)(yF µ+(0,−1,0) + xzF µ+(−1,0,−1))
−W µ(0, 0, 0)(zF µ+(0,0,−1) + xyF µ+(−1,−1,0))) = 1,
for all µ ∈ Z≤0.
Proof. Let (i, j, k) ∈ Z3≤0 and (i0, j0, k0) ∈ C(i, j, k). Differentiating the generalized
cube recurrence with respect to gµ(i0, j0, k0), setting g
µ|I = 1 and using lemma 2.7,
we obtain
Eµ+(i,j,k)(i0 − i, j0 − j, k0 − k) + Eµ+(i−1,j−1,k−1)(i0 − i+ 1, j0 − j + 1, k0 − k + 1)
= Uµ(i, j, k)(Eµ+(i−1,j,k)(i0 − i+ 1, j0 − j, k0 − k)
+ Eµ+(i,j−1,k−1)(i0 − i, j0 − j + 1, k0 − k + 1))
+ V µ(i, j, k)(Eµ+(i,j−1,k)(i0 − i, j0 − j + 1, k0 − k)
+ Eµ+(i−1,j,k−1)(i0 − i+ 1, j0 − j, k0 − k + 1))
+W µ(i, j, k)(Eµ+(i,j,k−1)(i0 − i, j0 − j, k0 − k + 1)
+ Eµ+(i−1,j−1,k)(i0 − i+ 1, j0 − j + 1, k0 − k))).
Letting i0 − i = r, j0 − j = s, k0 − k = t and relabeling µ+ (i, j, k) as µ, we have for
all r, s, t < 0, µ ∈ Z≤0:
Eµ(r, s, t) + Eµ+(−1,−1,−1)(r + 1, s+ 1, t+ 1)
= Uµ(0, 0, 0)(Eµ+(−1,0,0)(r + 1, s, t) + Eµ+(0,−1,−1)(r, s+ 1, t+ 1))
+ V µ(0, 0, 0)(Eµ+(0,−1,0)(r, s+ 1, t) + Eµ+(−1,0,−1)(r + 1, s, t+ 1))
+W µ(0, 0, 0)(Eµ+(0,0,−1)(r, s, t+ 1) + Eµ+(−1,−1,0)(r + 1, s+ 1, t)).(4)
Upon multiplying by xryszt, summing up over all (r, s, t) ∈ Z3≤0 and checking that
the boundary terms cancel, we obtain the linear equations for F µ. 
3. The resistor network model on a torus
3.1. Quotients of the triangular lattice. Consider the triangular lattice T em-
bedded in the plane x+y+z = −1 in R3 with vertices at {(i, j, k) ∈ Z3 : i+j+k = 0}.
We have a Z2-action defined by
(1, 0).(i, j, k) = (i− 1, j + 1, k),
(0, 1).(i, j, k) = (i, j + 1, k − 1).
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(a) The fundamental do-
main with a conductance
function.
(b) Newton polygon.
Figure 6. The graph T1,2.
Let Tm,n := T/mZ× nZ denote the quotient. It is a finite graph on a torus T with
mn vertices and forms an m × n-cover of T1,1. The parallelogram with vertices at
(0, 0, 0), (−m,m, 0), (0, n,−n), (−m,m+ n,−n) gives a fundamental domain for the
torus. Figure 6 (a) shows the fundamental domain for T1,2.
3.2. The vector bundle Laplacian([K10]). Let Γ be a finite graph on a torus
embedded such that every face is a topological disk. Let c be a conductance function
on Γ i.e. a real valued function on the edges of Γ defined modulo global scaling. A
pair (Γ, c) is called a resistor network. A line bundle with connection (V, φ) on Γ is
the data of a complex line Vv at each vertex of Γ along with an isomorphism called
parallel transport ivv′ : Vv → Vv′ for each edge 〈v, v′〉 such that iv′v = i−1vv′ . Two line
bundles with connection (V, i) and (V ′, i′) are isomorphic if there exists isomorphisms
ψv : Vv → V ′v such that for all edges, the following diagram commutes.
Vv Vv′
V ′v V
′
v′
iv,v′
ψv ψv′
i′
v,v′
A connection is flat if the monodromy around the faces of Γ are trivial. The Laplacian
is a linear operator ∆ :
⊕
v Vv →
⊕
v Vv defined by
∆(f)(v) :=
∑
v′∼v
c(v, v′)(f(v)− iv′vf(v′)).
Suppose we have a flat connection with monodromy z, w in the two homology
directions of the torus. Then P (z, w) := det∆(z, w) is a Laurent polynomial and
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Figure 7. Generalized Temperley’s bijection for T1,2.
is called the characteristic polynomial. The compactification of the curve {(z, w) ∈
(C∗)2 : P (z, w) = 0} is called the spectral curve. The convex integral polygon
N = Conv{(i, j) ∈ Z2 : ziwj has non-zero coefficient in P (z, w)}
is called the Newton polygon. It is always centrally symmetric.
A zig-zag path on Γ is an unoriented path that alternately turns maximally left or
right at each vertex. Each zig-zag path gives rise to a pair of homology classes ±[α] ∈
H1(T,Z), where [α] is the homology of the path α equipped with an orientation.
There is a unique centrally symmetric integral polygon N(G) ⊂ H1(T,Z) ∼= Z2
centered at the origin such that the sides of N(G) are given by the vectors ±[α].
Lemma 3.1. [GK12] N(G) coincides with the Newton polygon.
For the graphs Tm,n, we choose the connection as follows: If an edge crosses the
side (0, 0, 0), (−m,m, 0) of the fundamental parallelogram, we multiply by a factor
of w. If an edge crosses the side (−m,m, 0), (−m,m + n,−n), we multiply by z.
The Laplacian may then be represented by a matrix with entries in C[z±1, w±1]. The
Newton polygon of Tm,n is a hexagon with vertices at
(±n, 0), (0,±m), (n,m), (−n,−m).
For T1,2 with conductance function as shown in Figure 6 (a), the Laplacian is
∆(z, w) =
(
a+ b+ d+ e+ f(2− z − 1
z
) −aw − bzw − d− e
z− a
w
− b
zw
− d− ez a+ b+ d+ e+ c(2− z − 1
z
)
)
,
and the Newton polygon is the hexagon in Figure 6 (b).
3.3. Templerley’s bijection. Given a resistor network Γ embedded on a torus T,
the generalized Temperley’s trick [KPW00] gives a bipartite graph GΓ on T as follows:
Superimpose Γ and its dual graph, declare the vertices of Γ and its dual black and
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put a white vertex at intersections of the edges of Γ and its dual. For T1,2, the
resulting bipartite graph is shown in Figure 7.
3.4. Cluster Poisson variety associated to the resistor network model([GK12]).
The moduli space of line bundles with connection on GΓ modulo isomorphisms is de-
noted LGΓ . Let GˆΓ be the conjugate surface graph obtained by reversing the cyclic
order of edges at each white vertex. The Poisson structure on O(LGΓ) is defined to
be the canonical Poisson structure on O(LGˆΓ) coming from the intersection pairing
on GˆΓ under the natural isomorphism
LGΓ ∼= LGˆΓ .
The monodromies WF around the faces of Γ along with the monodromies around
generators of H1(T2,Z) form a coordinate system on LΓ, subject to the single rela-
tion
∏
F WF = 1.
A conductance function c on Γ determines V (c) ∈ LGΓ as follows:
The fiber over each vertex is identified with C. The connection is defined to be the
identity map if the edge comes from the incidence of a face and edge of Γ. If the
edge of GΓ goes from a vertex of Γ to the mid point of an edge E in Γ, then the
connection is defined to be ∗ 7→ ∗ × cE. The moduli space of line bundles with
connections arising from conductance functions forms a subvariety RΓ ⊂ LGΓ .
A graph Γ is minimal if in the universal cover, the lifts of any two zig-zag paths
intersect atmost once and the lift of any zig-zag path has no self intersections.
Theorem 3.2. [GK12] Any two minimal graphs with the same Newton polgygon are
related by Y −∆ moves up to taking the dual graph.
A Y −∆ transformation Γ→ Γ′ induces a birational isomorphism
µY−∆ : RΓ 99K RΓ′ .
Gluing the RΓ with Newton polygon N using these birational maps gives the
cluster Poisson variety of the resistor network model RN .
3.5. Cluster modular transformations. A birational automorphism of RN in-
duced by a sequence of Y −∆ moves taking Γ to itself up to taking the dual graph
is called a cluster modular transformation. The group of cluster modular transfor-
mations is called the cluster modular group(see [GK12] section 6.2).
Cluster modular transformations are easier to describe in terms of zig-zag paths.
A Y − ∆ move is induced by moving a zig-zag path across the crossing of two
other zig-zag paths. For each centrally symmetric pair of edges E,E ′ of N , we have
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Figure 8. The cluster modular transformation T on T1,2. We have
colored in green a zig-zag path with homology (0, 1) to show that it
goes around the torus. Zig-zag paths with other homology classes have
no net displacement. The first step is a Y −∆ move at each downward
triangle, the second step is a translation of the entire graph by the
vector (−
√
3
2
,−1
2
) and the third step is taking the dual graph.
zig-zag paths (αi)
k
i=1 in cyclic order in the fundamental domain of the torus with
homology class given by the vector of the edge E up to orientation. By minimal-
ity, these paths do not intersect. Isotope them cyclically around the torus in the
direction specified by the outward normal(out from N) to the edge vector of E, so
that (α1, ..., αk) → (α2, ..., αk, α1) or (α1, ..., αk) → (αk, α1, α2, ..., αk−1), leaving the
other strands unchanged. This induces a sequence of Y −∆ moves corresponding to
moving αi through simple crossings of two zig-zag paths, which transforms Γ back to
itself. The composition of the birational maps induced by these Y −∆ moves gives
a cluster modular transformation TE. Note that TE′ = T
−1
E .
We are interested in the cluster modular transformation T := T〈(−n,0),(−n,−m)〉 on
the graph Tm,n. In the case of T1,2, this cluster modular transformation is illustrated
in Figure 8.
3.6. Ergodic Gibbs measures. Let Γ˜ be the lift of Γ to the universal cover of
the torus. An essential spanning forest(ESF) on Γ˜ is a spanning forest whose every
component is infinite. Kenyon proved the following classification for ergodic Gibbs
measures(EGMs) on ESFs on Γ˜, extending the results in [KOS06] for the dimer model
to groves.
Theorem 3.3 ([K17]). For each centrally symmetric pair ((s, t), (−s,−t)) ∈ N(P ),
there exists a unique EGM on ESFs of Γ˜ with components having average density
(s, t) in the two coordinate directions.
An ergodic Gibbs measure is in the solid phase if some edge correlation is deter-
ministic. It is in the liquid phase if the edge correlations decay quadratically and
gaseous if the decay is exponential. The solid phases correspond to boundary lattice
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points of the Newton polygon and the gaseous phases to the interior lattice points
unless the corresponding compact oval in P (z, w) degenerates to a real node, in which
case it is liquid. This always happens for the central point, which corresponds to the
UST measure.
For T1,2, the Newton polygon is in Figure 6 (b). Therefore, there are four EGMs in
the solid phase and one EGM in the gaseous phase. By analogy with dimer limit
shapes(see [KOS06], [KO07]), we expect to see macroscopic regions where the local
statistics are described by each of the solid and gaseous EGMs in a generic limit
shape.
4. Edge probability generating functions
Start with a conductance function Ct on the Tm,n that is N -periodic under the
cluster modular transformation T . We construct a Y − ∆ consistent conductance
function on Z3 as follows:
Fix a scale factor for Ct and define C|{i+j+k=−1} = Ct. Extend to all of Z3 using the
Y −∆ transformation.
From TNCt = Ct up to scaling, we have for all k,
Uµ+k(−N,0,0) = Uµ,
V µ+k(−N,0,0) = V µ,
W µ+k(−N,0,0) = W µ,
which implies that
F µ+k(−N,0,0) = F µ.
Moreover, since Ct comes from Tm,n, we also obtain for all k ∈ Z,
Cµ+k(−m,m,0) = Cµ,
Cµ+k(0,0,n) = Cµ,
from which we get,
F µ+k(−m,m,0) = F µ,
F µ+k(0,0,n) = F µ.
Let us introduce an equivalence relation ∼ on Z3: For all k,
µ ∼ µ+ k(−N, 0, 0),
µ ∼ µ+ k(−m,m, 0),
µ ∼ µ+ k(0, 0, n).
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M := Z3/ ∼ parameterizes the distinct F µ. The infinite linear system of equations in
Theorem 2.8 reduces to a finite linear system and so we obtain a matrix A = (A[µ],[ν])
for [µ], [ν] ∈M, such that the linear system may be written as
A(F [µ])[µ]∈M = 1,
where 1 is the constant vector of 1s.
Let
Gµp(x, y, z) =
∑
i,j,k≥0
pµ(−i,−j,−k)xiyjzk,
Gµq (x, y, z) =
∑
i,j,k≥0
qµ(−i,−j,−k)xiyjzk,
Gµr (x, y, z) =
∑
i,j,k≥0
rµ(−i,−j,−k)xiyjzk,
be the generating functions for edge probabilities.
Theorem 4.1. The edge probability generating functions satisfy the following linear
system of equations:
A
(
G[µ]p
)
[µ]∈M =
x
1− x(Q
[µ](0, 0, 0) +R[µ](0, 0, 0))[µ]∈M,
A
(
G[µ]p
)
[µ]∈M =
y
1− y (P
[µ](0, 0, 0) +R[µ](0, 0, 0))[µ]∈M,
A
(
G[µ]p
)
[µ]∈M =
z
1− z (P
[µ](0, 0, 0) +Q[µ](0, 0, 0))[µ]∈M.(5)
Proof. We will derive the first equation, the other two may be derived in the same
way. Let α[µ](i, j, k) = p[µ](i − 1, j, k) − p[µ](i, j, k). By Lemma 2.6, α[µ](i, j, k) =
(V [µ](i, j, k) +W [µ](i, j, k))E[µ](i, j, k). We have
α[µ−v](r + v, s+ v, t+ v)
= (V [µ−v](r + v, s+ v, t+ v) +W [µ−v](r + v, s+ v, t+ v))E[µ−v](r + v, s+ v, t+ v)
= (V [µ](r, s, t) +W [µ](r, s, t))E[µ−v](r + v, s+ v, t+ v).
In particular, we observe that the factor (V [µ](r, s, t) +W [µ](r, s, t)) does not depend
on v. Therefore from equation (4), we obtain
α[µ](r, s, t) + α[µ+(−1,−1,−1)](r + 1, s+ 1, t+ 1)
= Uµ(0, 0, 0)(α[µ+(−1,0,0)](r + 1, s, t) + α[µ+(0,−1,−1)](r, s+ 1, t+ 1))
+ V µ(0, 0, 0)(α[µ+(0,−1,0)](r, s+ 1, t) + α[µ+(−1,0,−1)](r + 1, s, t+ 1))
+W µ(0, 0, 0)(α[µ+(0,0,−1)](r, s, t+ 1) + α[µ+(−1,−1,0)](r + 1, s+ 1, t)).
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Therefore the generating functions H [µ](x, y, z) =
∑
i,j,k≥0 α
[µ](−i,−j,−k)xiyjzk
satisfy the linear system of equations,
A(H [µ])[µ]∈M = (Q[µ](0, 0, 0) +R[µ](0, 0, 0))[µ]∈M.
From α[µ](i, j, k) = p[µ](i− 1, j, k)− p[µ](i, j, k), we have
G[µ]p (x, y, z) =
x
1− xH
[µ](x, y, z) +
∑
(0,j,k)∈Z3≥0
p[µ](0,−j,−k)yjzk.
Observe that for all j, k ≥ 0, p[µ](0,−j,−k) = 0 and therefore we get∑
(0,j,k)∈Z3≥0
p[µ](0,−j,−k)yjzk = 0.

5. Arctic curves
Following the theory of asymptotics of multivariate generating functions developed
in ([PW02],[PW04],[BP11] and [PW13]), we compute asymptotic edge probabilities.
Solving the linear system (5), we obtain
G(0,0,0)p (x, y, z) =
x
1− x
Pp(x, y, z)
Q(x, y, z)
,
where Pp and Q are polynomials and Q = det(A). Note that the matrix A is always
singular at x = 1, y = 1, z = 1 because the sum of the columns of A vanishes. We
denote by P˜ and Q˜ the homogeneous parts of these polynomials at the singular point
(1, 1, 1).
We are interested in the behavior of the coefficients p[(0,0,0)](−i,−j,−k) ofG[(0,0,0)](x, y, z)
for (i, j, k) large i.e. we are interested in computing the limit,
p(rˆ) = lim
(−i,−j,−k)√
i2+j2+k2
→rˆ
p[(0,0,0)](−i,−j,−k),
for rˆ ∈ R3≤0 satisfying |rˆ| = 1.
For a homogeneous polynomial f(x, y, z) in three variables, let Z(f) be the plane
curve {P ∈ P2C : f(P ) = 0} and let C(f) ⊂ C3 be the affine cone over Z(f). The
dual cone to C(f) is denoted C∨(f) and is equal to C(f∨) where by f∨ we mean the
projective dual of f , which may be computed by setting z = −ux− vy in f(x, y, z)
and eliminating x and y from the simultaneous equations,
f = 0,
∂f
∂x
= 0,
∂f
∂y
= 0.
.
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(a) Simulation of a uniformly ran-
dom grove on I(100).
(b) The arctic circle.
Figure 9. Uniform groves on T1,1.
The computation of asymptotic edge probabilities leads to explicit expressions for
arctic curves. We consider simplified groves on standard initial conditions of order
n, so that they are supported on an equilateral triangle in the plane i+ j + k = −n
with vertices at (−n, 0, 0), (0,−n, 0) and (0, 0,−n). We rescale so that the vertices
are now at (−1, 0, 0), (0,−1, 0) and (0, 0,−1), obtaining an equilateral triangle ∇ in
the plane i+ j+k = −1. For n large, we observe macroscopic regions in the triangle
with different qualitative behavior(see Figures 2,9 and 11). The arctic curve is the
boundary separating the macroscopic regions in different phases.
5.1. T1,1. On T1,1, N = 1 is forced. Let us take the conductance function on T1,1
to be the constant function 1. This gives rise to the uniform probability measure
on groves. See Figure 9 for a simulation of a random (simplified)grove on standard
initial conditions of order 100. Equation (5) gives
G[(0,0,0)]p (x, y, z) =
2x
3(1− x)
1
1 + xyz − 1
3
(x+ y + z + yz + xz + xy)
.
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Here Pp(x, y, z) =
2
3
and Q(x, y, z) = 1 + xyz − 1
3
(x + y + z + yz + xz + xy). The
homogeneous parts at the singular point (1, 1, 1) are
P˜p(x, y, z) =
2
3
,
Q˜(x, y, z) =
2
3
(yz + xz + xy).(6)
The dual curve is Q˜∨(u, v, w) = vw+uw+uv− 1
2
(u2 +v2 +w2). Let K be the region
bounded by the cone C(Q˜∨).
Theorem 5.1 (The (weak) arctic circle theorem, [PS05]). p(−i,−j,−k)→ 0 expo-
nentially fast outside convex-hull(K ∪ {(u, v, w) ∈ R3 : v = w = 0}).
Let us denote by P (rˆ) the point in ∇ obtained by intersecting the line in the di-
rection rˆ with the plane u+ v+w = −1. rˆ 7→ P (rˆ) is clearly a bijection. Let C∨ be
the curve inscribed in ∇ obtained by the intersection of C(Q˜∨) with u+v+w = −1.
Observe that for a point P (rˆ) outside the region bounded by C∨, there are two
(real) tangents through P (rˆ) to C∨ while from a point inside C∨, there are no (real)
tangents to C∨. What is happening is that as we approach the boundary of C∨ from
the outside, the two real tangents merge into a pair of complex conjugate tangents.
Under projective duality,this pair of complex conjugate tangents gives us two com-
plex conjugate points t1, t2 on Z(Q˜), where we assume t1 has positive imaginary part.
Theorem 5.2 ([BP11]). For (i, j, k) ∈ Z3 large such that for
rˆ =
(−i,−j,−k)√
i2 + j2 + k2
,
P (rˆ) is in the interior of C∨, we have
p(−i,−j,−k) = 1
2pii
∫
δ(rˆ)
ω +O
(
1√
i2 + j2 + k2
)
,
where in the affine coordinates X = x
z
, Y = y
z
, ω is the meromorphic 1-form
(7) ω =
P˜p(X, Y, 1)dX
X ∂Q˜(X,Y,1)
∂Y
.
The chain of integration δ(rˆ) is a simple path from t1 to t2 passing through the arc
between [0 : 1 : 0] and [0 : 0 : 1] containing [1 : 0 : 0] on the real part of Z(Q˜). In
particular, we have
p(rˆ) =
1
2pii
∫
δ(rˆ)
ω.
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Note that the only dependence on rˆ is through the chain of integration. Note also
that this shows that C∨ is the strict boundary for exponential decay of two of the
asymptotic edge probabilities. This shows that the arctic curve is C∨.
In our case, plugging in (6) we obtain the 1-form
ω =
dX
X(X + 1)
,
which has poles at [0 : 1 : 0] and [0 : 0 : 1] with residues −1 and 1 respectively. We are
lead to the following description of the arctic curve: As P (rˆ) approaches the curve
C∨, the two complex tangents from P (rˆ) to C∨ merge into a real double tangent.
Under projective duality, on Z(Q˜), the two points t1 and t2 merge into a point on
the real part of Z(Q˜) and therefore δ(rˆ) becomes a closed loop. Using the residue
theorem, the asymptotic edge probabilities in the frozen region P (rˆ) approaches may
be read from the residue divisor of ω.
If we take a non-constant conductance function on T1,1, it was shown in [PS05] that
the arctic curve is an ellipse inscribed in the triangle ∇.
5.2. T1,2 with N = 1. Consider the T-3-periodic conductance function on T1,2 given
in the notation of Figure 6 (a) by:
a =
1
2
; b =
1
8
; c =
3
2
; d =
1
8
; e =
1
2
; f =
3
2
.
The linear system from (5) is:
(8)( −3x
16
− xy
16
− 3y
4
+ 1 xyz − 3xz
4
− 3yz
16
− z
16
xyz − 3xz
16
− 3yz
4
− z
16
−xy
16
− 3x
4
− 3y
16
+ 1
)(
G(0,0,0)(x, y, z)
G(0,0,−1)(x, y, z)
)
=
x
1− x
(
13
16
1
4
)
.
We compute
P˜p(x, y, z) =
185x
256
+
13y
32
,
Q˜(x, y, z) =
1
256
(255x2y + 255xy2 + 104x2z + 370xyz + 104y2z).
The dual curve is
Q˜∨(u, v, w) = 6619392u4 − 47099520u3v + 97021584u2v2 − 47099520uv3+
6619392v4 − 38301120u3w − 3164400u2vw − 3164400uv2w−
38301120v3w + 73033700u2w2 + 6779600uvw2 + 73033700v2w2
−57655500uw3 − 57655500vw3 + 27635625w4.
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[1:0:0][0:1:0]
[0:0:1]
(a) C(xQ˜)∩{(x, y, z) ∈ R3 : x+y+
z = −1} illustrating the geometry
near the singular point (1, 1, 1).
(b) The residue divisor of ω on X ∼=
P1C. The blue curve is the real part of
X and is isomorphic to P1R
Figure 10. Q˜(x, y, z) and its normalization X.
(a) Simulation of a random grove on
I(100).
(b) The arctic curve C∨.
Figure 11. T1,2 with N = 1.
Z(Q˜) is singular with a node at [0 : 0 : 1] (See Figure 10 (a)). This is outside
the class of quadratic singularities studied in [BP11], but as observed in Section 7 of
that paper, the techniques used still go through with minor modifications. Theorem
5.1 still holds, so we still have exponential decay outside the dual curve(see [BP11]
Proposition 2.23).
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We need the following notions from [KO07]: A degree d real algebraic curve C ⊂ P2R
is winding if:
• it intersects every line L ⊂ P2R in at least d− 2 points counting multiplicity,
and
• there exists a point p0 ∈ P2R\C called the center, such that every line through
p0 intersects C in d points.
The dual of a winding curve C is called a cloud curve. C∨ separates P2R into two
regions, formed by the lines that intersect C in d and d− 2 points, which we call the
exterior and interior respectively. A cloud curve C∨ has a unique pair of complex
conjugate tangents through any point in its interior which under projective duality
gives a pair of complex conjugate points on C.
Let pi : X → Z(Q˜) be the normalization of Z(Q˜), where we denote by [0 : 0 : 1]1
and [0 : 0 : 1]2 the two points in X in the fiber above the node [0 : 0 : 1] of Z(Q˜),
such that in cyclic order, we have [0 : 1 : 0], [1 : 0 : 0], [0 : 0 : 1]1, [0 : 0 : 1]2 on the
real part of X.
Theorem 5.3. The conclusions of Theorem 5.1 hold with the following modifications:
• The 1-form (7) is replaced by its pullback to X.
• The chain δ(rˆ) is also pulled back to X so that it is now a simple path from
pi−1(t1) to pi−1(t2) passing through the arc between [0 : 1 : 0] and [0 : 0 : 1]1.
Proof. The curve Z(Q˜) is a winding curve, where we may take the center to be
[1 : 1 : 1](This is also easily seen from the dual picture: C∨ is a cardioid (Figure 11
(b)) and there is a unique real tangent to C∨ from a point in its interior, whereas
there are three real tangents from its exterior). Therefore, for any point P (rˆ) in the
interior of C∨ we have a pair of complex conjugate points t1, t2 on Z(Q˜). This is
exactly the hypothesis needed in the proof of Lemma 6.15 in [BP11] to determine
the boundary of δ(rˆ). 
Since
η =
P˜p(X, Y, 1)dX
∂Q˜(X,Y,1)
∂Y
,
is a holomorphic 1-form, and ω = 1
X
η, the poles of ω are supported on the intersection
of Z(Q˜) with the line Z(x), which is a finite number of points. By computing Puiseux
expansions at these points, we see that pi∗ω has the residue divisor shown in Figure
10 (b). We can explain the new frozen region as follows: As P (rˆ) approaches that
region, pi−1(t1) and pi−1(t2) merge into a point on the real part of X on the arc
between [0 : 0 : 1]1 and [0 : 0 : 1]2, thereby enclosing a pole with residue
1
2
.
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5.3. T1,2 with N = 2. By a simple computation, we can see that there are no
T − 2−periodic solutions that are not T−invariant for T1,2, and therefore this case
is subsumed by the previous one.
5.4. T1,2 with N = 3. Consider the T-3-periodic conductance function on T1,2 given
in the notation of Figure 6 (a) by:
a =
1
2
; b =
1
3
; c = 1; d =
10
3
; e =
1
4
; f =
2
43
.
In the linear system from (5), we have:
A =

1 xyz −x
2
− y
3
− z
6
−xy
6
−xz
3
− yz
2
xyz 1 −5z
6
−20x
129
− y
86
−xz
86
− 20yz
129
−5xy
6
−43xy
53
−4xz
53
− 6yz
53
1 xyz −6x
53
− 4y
53
−43z
53
−3xz
53
− 40yz
53
−10xy
53
xyz 1 −10z
53
−40x
53
− 3y
53
−6x
53
− 4y
53
−43z
53
−43xy
53
−4xz
53
− 6yz
53
1 xyz
−10z
53
−40x
53
− 3y
53
−3xz
53
− 40yz
53
−10xy
53
xyz 1
 ,
(
G[µ]p
)
[µ]∈M =

G(0,0,0)
G(−2,0,−1)
G(−1,0,0)
G(0,0,−1)
G(−2,0,0)
G(−1,0,−1)
 and (Q
[µ](0, 0, 0) +R[µ](0, 0, 0))[µ]∈M =

1
2
109
129
47
53
13
53
47
53
13
53
 .
We obtain
P˜p(x, y, z) = (−8376157535x3 − 27465850948x2y − 37792606090x2z − 32422312230xy2
− 81250160702xyz − 41078137290xz2 − 12081677400y3 − 37378399260y2z
− 26396541912yz2)/2035744098;
Q˜(x, y, z) = (−2195435870x4y − 4213162175x4z − 8636813573x3y2 − 26901515220x3yz
− 18270472400x3z2 − 8949558855x2y3 − 44782155243x2y2z − 62350371390x2yz2
− 19642088100x2z3 − 2785734900xy4 − 25376048920xy3z − 53016222846xy2z2
− 27385424860xyz3 − 4027225800y4z − 12459466420y3z2
− 8798847304y2z3)/678581366.
As a real algebraic curve, we observe that Q˜(x, y, z) is winding with center (1, 1, 1)
and has two irreducible components (See Figure 12). Let us denote by V1 the com-
ponent that contains the axes and by V2 the other one. Under duality, we obtain
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(a) A plot of C(Q˜)∩{(x, y, z) ∈ R3 : x+ y+ z = −1}.
(b) The residue divisor of ω on X and the chain of
integration δ(rˆ) when P (rˆ) is on the irreducible com-
ponent bounding the gaseous region. The blue curves
are the two irreducible components of Q˜(x, y, z) viewed
as a real algebraic curve in P2R.
Figure 12. Q˜(x, y, z) and its normalization X.
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two dual real components V ∨1 and V
∨
2 , where V
∨
2 is in the interior of V
∨
1 (see Figure
2 (b)). The region bounded by V ∨2 is a gaseous phase. The local statistics in this
region are expected to be described by the ergodic Gibbs measure of slope (1, 0).
Let K be the cone over the region in the interior of V ∨1 . Then it follows from
[BP11] (see also [PW13] Theorem 11.3.8) that p(−i,−j,−k) decays exponentially
quickly outside convex-hull(K ∪ {(u, v, w) ∈ R3 : v = w = 0}).
Z(Q˜) has genus 1 and therefore its normalization is topologically a torus. The 1-
form pi∗ω in Theorem 5.3 has the residue divisor shown in Figure 12(b). We observe
that as P (rˆ) approaches V ∨2 ∩ {(u, v, w) ∈ R3 : u+ v + w = −1}, the points pi−1(t1)
and pi−1(t2) merge to a point on the inverse image of V1 in X and therefore δ(rˆ)
becomes a loop with non-trivial homology on the torus(see Figure 12(b)).
6. Further questions
We are able to compute several interesting examples of arctic curves but there are
several questions that remain.
• The projective duals of curves arising as limit shapes in the groves and in the
dimer model are expected to be winding. In dimers, in cases where Q˜(x, y, z)
is rational, this is proved in [KO07]. In [K17], groves were shown to satisfy
a variational principle that is algebraically identical to the one in [CKP01]
for dimers, and therefore the same holds. Can we prove that the polynomials
Q˜(x, y, z) are winding for all genus from the generating function?
• We have seen that Lemma 6.15 from [BP11] can be extended to tackle our
examples and that the necessary assumption was that Q˜(x, y, z) is winding.
This motivates the following problem: Extend the machinery of [BP11] to
describe the asymptotics of generating functions with higher degree isolated
singularities where the local geometry is described by a winding curve.
• Periods of the 1-form ω encode asymptotic probabilities of the different solid
and gaseous phases. Since we know what these measures are, these asymp-
totic probabilities are easy to compute from and depend only on the Newton
polgyon. Can we prove a description of the residue divisor of ω for general
Tm,n and N in terms of the Newton polygon?
• Can we generalize the results of this paper to groves on other Z2-periodic
lattices?
• What can we say about the subvariety of T −N−periodic points of RN?
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