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ABSTRACT
We consider the problem of inferring the conditional inde-
pendence graph (CIG) of a multivariate stationary dicrete-
time Gaussian random process based on a finite length ob-
servation. Using information-theoretic methods, we derive a
lower bound on the error probability of any learning scheme
for the underlying process CIG. This bound, in turn, yields
a minimum required sample-size which is necessary for any
algorithm regardless of its computational complexity, to reli-
ably select the true underlying CIG. Furthermore, by analysis
of a simple selection scheme, we show that the information-
theoretic limits can be achieved for a subclass of processes
having sparse CIG. We do not assume a parametric model
for the observed process, but require it to have a sufficiently
smooth spectral density matrix (SDM).
Index Terms— CIG, Fano-inequality, stationary time se-
ries
1. INTRODUCTION
We consider multivariate time series, i.e., vector-
valued discrete time stationary random processes
x[n] = (x1[n], . . . , xp[n])
T , n ∈ Z. An important prob-
lem within multivariate time series analysis, e.g. in the
context of medical data or environmental monitoring data,
is the characterization of the interdependencies between the
individual process components [1, 2]. A particular repre-
sentation of the statistical relations governing the process
components is obtained via the conditional independence
graph (CIG) [3]. In particular, the CIG associated with
the time series x[n] is an undirected graph with node set
V = {1, . . . , p}, where a specific node r represents the
component process xr[n] and an edge (r, r′) represents a
dependency between process components xr[n] and xr′ [n].
By graphical model selection, we refer to the problem
of determining the underlying CIG based on a finite-length
observation of the time series. The problem of graphical
model selection for the case of Gaussian Markov random
fields (GMRF), considered in [4], is contained in our setting
as the special case of a white (i.i.d.) process. Thus, our work
Funded by the EU FP7 project NEWCOM# (GA 318306).
can be regarded as a generalization of [4] in the sense that we
allow for temporal correlation of the observed samples.
Numerous graphical model selection schemes for vector-
valued stationary processes have been proposed [5–9]. Most
of them are based on finite-dimensional parametric models.
In particular, [6–8] model the observed process as a vector-
valued autoregressive (VAR) process. Recently, the authors
of [9] proposed a nonparametric selection scheme which does
not rely on a parametric process model but requires only
certain smoothness constraints to be satisfied by the process
spectral density matrix (SDM). A performance analysis for
the proposed scheme in [9] provides sufficient conditions on
the observed sample-size that enables reliable model selec-
tion.
In this work we complement the sufficient conditions pre-
sented in [9] with lower-bounds on the sample-size required
by any graphical model selection scheme to be reliable. We
highlight that, similar to [4], these necessary conditions apply
to any model selection scheme regardless of its computational
complexity.
Our results apply to the high-dimensional regime, where
the process dimension p and the sample-size N may diverge
simultaneously. In particular, we allow for scenarios where
the sample-size N is much smaller than the process dimen-
sion p. To allow for accurate selection schemes in the high-
dimensional regime, one needs to require additional structural
properties of the process. The structure induced by requir-
ing the CIG to be sparse allows for reliable selection even in
the high-dimensional regime. Our results can be used as a
standard against which the performance (in terms of required
sample-size) of a specific selection scheme can be compared.
We begin in Section 2 with a discussion of the set-up and the
problem formulation. In Section 3 we introduce the main re-
sults of this work, Theorem 3.1 and Theorem 3.2, and discuss
their consequences. In Section 4 we give a high-level outline
of the proofs for the main results.
Notation. The identity matrix of dimension L × L is de-
noted IL, without the subscript if the dimension is clear by
context. We denote the kth column of the identity matrix I
by ek. Given a matrix A, we denote its entry in the ith row
and jth column by (A)ij . The set {1, . . . , p} is denoted by
[p]. The Kronecker product of the matrices A and B is de-
noted A⊗B. We define the Kronecker delta δ[n] as δ[0] = 1
and δ[n] = 0 otherwise. Given an index set A, we denote
IA =
∑
r∈A ere
T
r and 1A =
∑
r∈A er, respectively.
2. PROBLEM FORMULATION
Consider a zero-mean multivariate Gaussian time series
x[n]=(x1[n], . . . , xp[n])
T
, n∈Z. The temporal dependence
between the samples x[n] is captured by the matrix-valued
autocorrelation function (ACF)
Rx[m]= E
{
x[m]xT [0]
}
,
assumed to be summable, i.e.,
∑∞
k=−∞ ‖Rx[m] ‖∞ < ∞.
The spectral density matrix (SDM),
Sx(θ)=
∞∑
m=−∞
Rx[m] exp(−j2piθm) , (1)
describes the correlation structure between the process com-
ponents in the frequency domain. In what follows, we assume
1 ≤ λmin(Sx(θ)) ≤ λmax(Sx(θ)) ≤ B <∞ , (2)
where λmin(Sx(θ)) and λmax(Sx(θ)) denote the minimum
and maximum eigenvalue of the SDM, respectively. The
lower bound in (2) ensures certain Markov properties of the
CIG [10] and the upper bound follows from the summability
of the ACF.
Our analysis applies to processes with a smooth SDM,
i.e., the entries of Sx(θ) are smooth functions. Due to the
Fourier relationship (1), these smoothness constraints can be
expressed via the ACF moment
µx =
∞∑
m=−∞
|m|‖Rx[m] ‖∞ . (3)
For a small moment µx, the ACF has to be well concentrated
around m=0.
Given a process x[n], we define its underlying condi-
tional independence graph (CIG) as G = (V,E) with node
set V =[p] and edge set E⊆V ×V . The nodes of G represent
the scalar component processes xr [n]. The edge set is char-
acterized by requiring (r, r′) /∈ E if and only if the process
components xr[n] and xr′ [n] are conditionally independent
given the remaining components {xt[n] | t∈ [p]\{r, r′}}. For
a Gaussian process with SDM satisfying (2), the CIG can be
characterized conveniently in terms of the SDM. In particu-
lar [11],
(r, r′) /∈E, if and only if (S−1x (θ))rr′ =0 ∀θ∈ [0, 1). (4)
To quantify the strength of the dependence between con-
nected process components, we define the minimum partial
spectral coherence of a process x[n] as
ρx = min
(r,r′)∈E
(∫ 1
0
(
S−1x (θ)
)2
rr′(
S−1x (θ)
)
rr
(
S−1x (θ)
)
r′r′
dθ
) 1
2
. (5)
The neighborhood and degree of a node r are defined as
N (r) = {r′ | (r, r′)∈E}, and as dr = |N (r)|, respectively.
We consider processes whose CIG have bounded degrees, i.e.,
for some (typically small) dmax
dr ≤ dmax ∀r ∈ [p] . (6)
In the following M(p, dmax, ρmin) denotes the class of p
dimensional vector processes whose underlying CIGs have
maximum degree at most dmax, whose SDMs fulfill (2) with
some constant B and have minimum partial coherence not
smaller than ρmin.
A graphical model selection scheme Ĝ maps the observed
samples X = (x[1], . . . ,x[N ]) ∈ Rp×N to an estimate Ĝ
of the true CIG G. We define the maximum selection error
probability of a scheme Ĝ(·) as
perr(Ĝ) = max
x∈M
Pr
{
Ĝ(X) 6= G
}
. (7)
For a specific sample-size N, we define the minimax detection
error as
perr(N) = min
Ĝ
perr(Ĝ) .
We then study conditions on the sample-size
N(p, dmax, ρmin) as a function of the remaining prob-
lem parameters, such that asymptotically reliable selection is
achievable, that is, perr(N)→0 as N(p, dmax, ρmin)→∞.
3. MAIN RESULTS
3.1. Necessary Conditions for Consistent Model Selection
For our first result, we closely follow the argument in [4]
used to derive lower-bounds on the required sample-size for
i.i.d. samples. The observation of i.i.d. samples is contained
in our setup as the special case obtained for µx=0, implying
that the SDM Sx(θ) is flat, i.e., it does not depend on θ.
Theorem 3.1. Consider a process in the class
M(p, dmax, ρmin) with ρmin ∈ (0, 14 ]. A necessary con-
dition for asymptotically reliable graphical model selection
is
N >
log
(
p
2
)− 1
4ρ2min
. (8)
A proof is sketched in Section 4.
The lower bound (8) on the sample-size completely ig-
nores the correlation width of the process, which is quantified
by µx. Intuitively, we would expect that with increasing cor-
relation width the required sample-size becomes larger. This
is also reflected by the sufficient conditions on the sample-
size in [9] for a novel nonparametric selection scheme. In
particular the results of [9] suggest that the sample-size has to
grow proportionally to µ2x.
Another argument supporting the intuition that that the re-
quired sample-sizeN has to be larger for increasing µx is that
for larger values of µx the SDM has faster variations over θ.
Therefore, in order to determine the zeros of the inverse SDM,
we have to estimate the SDM values at more sampling points
(placed denser). However, the values of the SDM at differ-
ent frequencies θ are strongly coupled via the condition (4).
This implies via (6) (with a small dmax) that the values of the
inverse SDM S−1(θ) have a small joint support, which corre-
sponds to the edge set E of the CIG.
3.2. Sufficient Condition for Consistent Model Selection
We next show that, at least for the special case of dmax = 1,
the coupling via (4) compensates the effect of increasing cor-
relation width µx such that the required sample-size is in-
dependent of µx. This will be accomplished by analyzing
a specific model selection scheme. This scheme is similar
to the exhaustive search decoder used in [12] for the deriva-
tion of sufficient conditions for sparsity recovery in the high-
dimensional sparse linear model.
In order to keep the argument as simple as possible, we
assume that
• the ACF is exactly supported within {−N2 +
1, . . . , 0, . . . , N2 − 1}, i.e.,
Rx[m] = 0 if |m| ≥ N
2
, (9)
• the ACF is real-valued and symmetric (instead of being
merely Hermitian symmetric), i.e.,
Rx[−m] = Rx[m] . (10)
A specific subclass of processes satisfying these assumptions
is obtained by applying a real-valued scalar filter component-
wise to a white noise vector process, i.e.,
x[n] =
K−1∑
m=0
h[m]w[n−m], (11)
with h[m] being a length-K filter impulse response with
K < N/4. We assume that the filter h[n] is nor-
malized such that
∑∞
m=−∞ h
2[n] = 1, which by Par-
seval’s theorem implies
∑2N−1
f=0 |H( f2N )|2 = 2N , where
H(θ) =
∑∞
n=−∞ h[n] exp(−j2pinθ) denotes the discrete
time Fourier transform of the impuse response h[n].
Here, w[n] is an i.i.d. zero-mean Gaussian process with
marginal covariance matrix C, i.e., w[n] ∼ N (0,C). The
associated precision matrix C−1 has at most one non-zero
off-diagonal entry in each row. This implies that the CIG of
x[n] satisfies (6) with dmax = 1.
The constraint (9) is satisfied for processes with a smooth
SDM or, equivalently, a small moment µx. Typically the ACF
will not be exactly zero for |m| ≥ N/2. We make this ideal-
ized assumption only to keep our argument as simple as pos-
sible. However, we expect that our main conclusions are also
valid for any process with sufficiently small correlation width,
i.e., small µx.
Following a method in [13], we define, given the ob-
servations x[1], . . . ,x[N + 1], the enlarged observation set
x˜[1], . . . , x˜[2N ] by
x˜[n] =
{
x[n] for n ∈ [N + 1]
x[2N−n+2] for n ∈ [2N ] \ [N + 1].
Because of (9) and (10), the covariance matrix C˜ of the
stacked vector x˜ :=
(
x˜T [1], . . . , x˜T [2N ]
)T
can be shown to
be a block circulant matrix [14] with first row given by
(Rx[0], . . . ,Rx[N ],Rx[N − 1], . . . ,Rx[2]) . (12)
Let us define the DFT of the enlarged observation set as
xˆ[f ] := (1/
√
2N)
∑
n∈[2N ]
x˜[n] exp
(
−j2pi (f − 1)(n− 1)
2N
)
Some calculation reveals that the covariance matrix Ĉ of the
stacked vector xˆ :=
(
xˆT [1], . . . , xˆT [2N ]
)T
satisfies
Ĉ =
1
2N
PC˜PH ,
with the matrix P as defined in [14, p. 809]. Since C˜ is
block circulant, it follows that Ĉ is a block diagonal matrix
with the f th p× p diagonal block given by the f th bin of the
DFT of the row (12), which can be shown to coincide with
Sx((f − 1)/2N). Therefore, the vectors xˆ[f ] are indepen-
dent (across f ) zero-mean Gaussian vectors with covariance
matrix Sx((f − 1)/2N).
Let xˆr denote the rth row of (xˆ[1], . . . , xˆ[2N ]). The esti-
mation of the neighborhoodN (r), under the assumption that
the true CIG satisfies (6) with dmax = 1, is carried out for
every r ∈ V by:
• for all r′ ∈ [p] \ {r} compute the statistic
Z(r′) := xˆTr xˆr′ , (13)
• determine the maximizing index
rˆ := argmax
r′∈[p]\{r}
|Z(r′)| , (14)
• compare the maximum statistic with threshold η to obtain
N̂ (r) =
{
{rˆ} if |Z(rˆ)| ≥ η
∅ otherwise. (15)
The choice of η will be discussed in Section 4.2. Note that
this algorithm does not necessarily produce a CIG satisfying
(6) with dmax = 1.
The following result shows that for the subclass of
M(p, dmax = 1, ρmin) given by processes of the form (11),
the simple selection scheme (13)-(15) achieves the informa-
tion theoretic limit stated in Theorem 3.1.
Theorem 3.2. Consider a process in the class M(p, dmax =
1, ρmin) generated according to (11). A sufficient condition
on the sample-size N for achieving probability of incorrect
selection not larger than δ using the selection scheme given
by (13)-(15) is
N >
32B4
ρ2min
log
(
2p2
δ
)
. (16)
A proof is sketched in Section 4.
Discussion. The bound (16) matches the scaling of the nec-
essary condition (8) in Theorem 3.1, in particular, it scales
proportional to 1
ρ2
min
and to log p. We deduce that for the pro-
cesses of the form (11) in the subclassM(p, dmax = 1, ρmin)
the theoretic limit stated in Theorem 3.1 can be achieved.
Thus, since (16) does not depend on µx, for this special case
the temporal correlation of the process, quantified by µx, does
not increase the required sample-size for reliable graphical
model selection.
4. PROOF SKETCHES
4.1. Proof of Theorem 3.1
For the derivation of Theorem 3.1, we closely follow the
method put forward in [4]. In particular, the result is based on
a finite ensemble M0 containing M ∈ N different processes
x(i)[n] ∈M(p, dmax, ρmin) with associated SDM Si(θ) and
CIG G(i), respectively.
Assuming that the observed process x[n] is taken uni-
formly at random out of M0 ⊆ M(p, dmax, ρmin), we may
interpret the graphical model selection problem as a commu-
nication problem: using a random index i, distributed uni-
formly over the set [M ], we select the process x(i)[n] as the
observed process, i.e., x[n] = x(i)[n]. Based on the sam-
ples X = (x[1], . . . ,x[N ]), the problem of selecting the true
graphical model is now equivalent to detecting G(i). A selec-
tion rule Ĝ(X) can be interpreted as a decoder, mapping the
observation X to an estimate of the true CIG G(i).
The maximum probability perr(Gˆ) (cf. (7)) probability
(7) of any selection rule can be lower bounded via Fano’s in-
equality [15] as
perr(Ĝ) ≥ 1− I(X; i) + 1
H(G(i)) . (17)
Here, H(G(i)) denotes the entropy of the random CIG G(i)
associated with the process x(i)[n] ∈M0, which is selected
uniformly at random from M0. Since the bound in (17) ap-
plies to any selection rule, it is also a lower bound on the min-
imax error probability perr(N), i.e., perr(N) ≥ 1− I(X;i)+1H(G(i)) .
Therefore, for asymptotically reliable model selection, i.e.,
limN→∞ perr(N) = 0, a necessary condition is
I(X; i) ≥ H(G(i)) − 1. (18)
Based on (18), we will now derive necessary conditions on
the sample-size N by using upper bounds on the mutual in-
formation I(X; i) which depend explicitly on N . In particu-
lar, since given the index i, the observation vec(X) is a mul-
tivariate normal vector with zero-mean and covariance ma-
trix Ci := E{vec(X)vec(X)T |i}, we can use the following
entropy-based upper bound [4, 16]
I(X; i) ≤ log ∣∣C∣∣− (1/M) ∑
i∈[M ]
log
∣∣Ci∣∣, (19)
where C := (1/M)
∑
i∈[M ] Ci.
Given p nodes, let S(i) denote an enumeration of the p¯ =(
p
2
)
different simple graphs (with node set [p]) containing a
single edge. Let us define a bijective map S(i) which assigns
an edge (ri, r′i) uniquely to an index i ∈ [p¯]. Consider the
ensemble M0 of size M = p¯, constituted by the Gaussian
processes x(i)[n] with SDM
Si(θ) = 2I− 2ρmin
1 + 4ρmin
1S(i)1
T
S(i) (20)
for i ∈ [p¯]. Note that the SDM in (20) does not depend on
θ. Therefore, due to the Fourier relationship (1), the corre-
sponding ACF is given by Ri[m] = Si(0)δ[m], implying that
µx = 0 for all x[n] ∈ M0 (cf. (3)).
The CIG G(i) associated with (20) contains a single edge be-
tween nodes ri and ri′ . Therefore, (6) is satisfied for any
dmax ≥ 1. Moreover, each process x(i)[n] ∈ M0 with SDM
given by (20) has a unique CIG G(i), i.e., G(i) 6= G(i′) for
i 6= i′ and, in turn,
H(G(i)) = log2 |M | = log2 p¯. (21)
If ρmin ≤ 1/4, the eigenvalues of the SDM in (20) satisfy (2)
(with B = 3). Applying the matrix inversion lemma [17] to
(20), we obtain
S−1i (θ) = I+ 2ρmin1S(i)1
T
S(i). (22)
Using (22) and ρmin ≤ 1/4, the minimum partial coherence
ρx (cf. (5)) of the process x(i)[n] can be shown to satisfy
ρx ≥ ρmin .
Therefore, the process x(i)[n] belongs to M(p, dmax, ρmin)
for any ρmin ≤ 1/4 and dmax ≥ 1. The covariance matrix
Ci = E{vec(X)vec(X)T |i} of the observation X, given the
index i satisfies
Ci = IN ⊗ Si(0) (23)
and, in turn,
C = (1/M)
∑
i∈[M ]
Ci = IN ⊗ S (24)
with S := (1/M)
∑
i∈[M ] Si(0). Inserting (23) and (24) into
the bound (19),
I(X; i) ≤ N
(
log
∣∣S∣∣− (1/M) ∑
i∈[M ]
log
∣∣Si(0)∣∣), (25)
where we used the identity |IN⊗B| = |B|N (cf. [18, Ch. 4]).
Note that the matrix Si(0) has one eigenvalue equal to 2(1−
2a/(1 + 2a)) and p− 1 eigenvalues equal to 2. Furthermore,
setting γ := 1− 2a(1+2a)p+ 2a(1+2a)p(p−1) , the matrix S has one
eigenvalue equal to 2(γ− 2a(p−1)(1+2a) ) and p− 1 eigenvalues
equal to 2γ. Using the inequality log(1 + x) ≤ x for x ≥ 0
and closely following the calculation in [16, Sec. 4.5.1.], one
obtains from (25)
I(X; i) ≤ N16ρ2min. (26)
Inserting (26) and (21) into (18) yields the bound (8).
4.2. Proof of Theorem 3.2
Consider the selection scheme N̂ (r) described through (13)-
(15) for the neighborhood of a specific node r. We aim
at bounding the probability of failing to recover the correct
neighborhoodN (r), perr,r = Pr
{
N̂ (r) 6= N (r)
}
. We con-
sider separately the two cases: N (r) = ∅ and N (r) 6= ∅.
I. Node r has no neighbor
In this case, a selection error of the exhaustive search de-
coder can only occur if for some node r′ ∈ V \ {r} the
statistic exceeds the threshold, i.e., |Z(r′)| ≥ η. Thus,
pa = Pr {∃r′ ∈ V \ {r} : |Z(r′)| ≥ η} which, via a union
bound, can be further bounded as
pa ≤ (p− 1) max
r′∈V \{r}
Pr {|Z(r′)| ≥ η} .
II. Node r has a single neighbor
Suppose (r, c) ∈ E. The probability of erroneous detection
of N (r) can be written as
pb = Pr {∃r′ ∈ V \ {r, c} : |Z(r′)| ≥ η and |Z(c)| ≤ η} ,
for some positive η. Using a union bound argument, this prob-
ability can be bounded as
pb ≤ (p− 2)Pr {|Z(r′)| ≥ η}+ Pr {|Z(c)| ≤ η} .
SinceZ(·) is the inner product of two zero-mean Gaussian
vectors (cf. (13)), we can make direct use of [19, Lemma E.2]
with Q = I so separately bound pa and pb and in turn perr,r
since perr,r ≤ max{pa, pb}. In order to apply it to above
derivations, we need to characterize E {Z(c)} and E {Z(r′)}
for r′ /∈ N (r). Elementary calculations reveal that
E
{
xˆTr xˆc
}
= (C0)rc
2N∑
f=1
∣∣∣∣H ( f2N
)∣∣∣∣2 = 2N (C0)rc
and ρmin
B
≤ |(C0)rc|. Further, E
{
xˆTr xˆr′
}
= 0 for any r′ /∈
N (r). Based on (2), we can bound the spectral norm of the
covariance matrix Cxˆr = E
{
xˆrxˆ
T
r
}
as ‖Cxˆr‖2 ≤ B ∀r ∈
V . Choosing the threshold in (15) as ν = ρmin/(2B), we
obtain via [19, Lemma E.2] the bound
perr,r ≤ 2p exp
(−Nρ2min
32B4
)
.
Using again a union bound argument, we obtain that the prob-
ability perr of inferring an incorrect graph, that is, the prob-
ability of selecting at least one out of p neighbor sets incor-
rectly, is bounded as
perr ≤ p · perr,r ≤ 2p2 exp
(−Nρ2min
32B4
)
.
Thus, if we require that the probability of a selection error
does not exceed a small number δ, we obtain the sufficient
condition (16) on the sample-size N .
5. CONCLUSIONS
We characterized the information theoretic limits of graphical
model selection for Gaussian time series by deriving a neces-
sary condition on the sample-size such that reliable selection
may be possible. For a specific subclass of time series with
extremely sparse CIGs we showed that the necessary condi-
tion is sharp. In particular, we verified that a simple selection
scheme is successful for a sample-size close to the informa-
tion theoretic limit. Somewhat unexpected, our analysis re-
veals that in general the required sample-size is independent
of the correlation width, i.e., it does not depend on the amount
of smoothness of the SDM. This suggests, in turn, that the suf-
ficient condition presented in [9] for a novel selection scheme
is far from optimal.
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