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Abstract. This article is dedicated to the study of foliations on a simplicial complete
toric variety X and their pullbacks by dominant rational maps Pn 99K X. First, we
construct moduli spaces for singular foliations on X using the Cox coordinate ring. Then
we show that the foliations induced by the fibers of such maps define closed subvarieties
of some logarithmic irreducible components of the corresponding moduli space. In the
case of foliations of codimension 1, we characterize the singular and Kupka scheme of
foliations on a toric surface and their corresponding pullbacks. We also describe their
first order unfoldings and deformations.
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1. Introduction
A toric variety X is an algebraic variety which contains a torus T as a Zariski open set
in such a way that the natural action of T on itself extends to an algebraic action of T on
X. Toric geometry provides a natural connection between algebraic geometry, simplicial
geometry and combinatorics, and the possibility of dealing with a wide family of well
behaved algebraic varieties in a common framework. We will make use of the quotient
∗The author was fully supported by CONICET, Argentina and CNPq, Brazil.
†The author was fully supported by Universidade Federal do Rio de Janeiro, Brasil.
‡The author was fully supported by CONICET, Argentina.
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2construction introduced in [Cox95b]. There, X is described as a quotient of a quasi-
affine space by a reductive group G, i.e., X ≃ (Cm \ Z) /G. This generalizes the natural
homogeneous coordinates for projective spaces, providing an homogeneous coordinate ring
graded by Cl(X), i.e., the class group of X. As in the classical case, it will enable us to
describe geometric objects in terms of affine ones satisfying some descent conditions. In
Section 2 we construct moduli spaces parameterizing singular foliations on a toric variety in
terms of these coordinates, see Definition 2.12 and Definition 2.20. For a fixed D ∈ Cl(X)
these quasi-projective varieties are described by global twisted differentials forms
α ∈ H0(X, ΩˆkX(D))
satisfying two type of equations: local decomposability and integrability. Since X may be
a singular variety, the use of the sheaf of Zariski differential forms Ωˆ•X is necessary, see
Definition 2.5. We wil say that D is the algebraic degree of these foliations and use the
notation Fk(X,D) for such moduli spaces.
⋆
The quest of describing the variety F1(P
n, d) first appeared in the work of J. P. Jouanolou.
In [Jou79], he characterized these spaces for d = 2 and d = 3. Later, D. Cerveau and A.
Lins Neto, see [CLN96], classified the irreducible components of the space of projective
foliations for d = 4. After these results, the study of the geometry of the space of codimen-
sion one singular foliations on Pn has remained an active area of research. We would like to
emphasize on two stable family of foliations, namely pullback and logarithmic foliations.
The idea of finding stable families of foliations associated with pullbacks by a certain
family of morphisms Pn 99K P2 goes back to [CLN96], where they showed that one of the
irreducible components of F1(P
n, 4) is determined by linear pullbacks of foliations of degree
4 in P2. Also, following [CLN82], it can be proved that the space of linear pullbacks in Pn
of generic foliations on P2 of every degree always defines an irreducible component. Later,
in [CLNE01], the authors extended that result to the case of rational maps Pn 99K P2 of
arbitrary degree. We also refer the reader to [CeS17], where a stable family of foliations
which are pullback of (non generic) foliations on P2 having three invariant lines is shown.
A singular projective foliation is said to be logarithmic of type d¯ = (d1, . . . , dm) if it is
defined by an element ω ∈ H0(Pn,Ω1Pn(
∑
di)) of the form
ω =
m∏
i=1
Fi
m∑
i=1
λidFi/Fi,
where Fi is an homogeneous polynomial of degree di and λi ∈ C are such that
∑m
i=1 λidi =
0. We denote by L1(n, d¯) the Zariski closure of the set of foliations of such type. Geometric
aspects of these families were studied in [CGAM19] and [CA94] using different methods.
They also showed that these varieties are actually irreducible components of F1(n,
∑
di).
In the case of foliations of higher codimension, the geometry of the moduli spaces
Fq(P
n, d) is significantly less understood. Relevant results concerning foliations associ-
ated with pullbacks of foliations of higher codimension are the following. In [CPV09],
3the authors studied codimension q projective foliations defined by the fibers of quasi-
homogeneous rational maps F : Pn 99K Pq, and showed they define irreducible compo-
nents. Furthermore, in [CeSLN19] the authors studied foliations in Pn which are de-
scribed as pullbacks of foliations of dimension one defined in another projective space
by non-linear rational maps and proved their stability as well. The results explained in
the above paragraph regarding logarithmic foliations were also generalized for the case of
arbitrary codimension. This was done in [GA20] and [CLN18].
In this article we focus on studying codimension q foliations on Pn arising as pullbacks
by rational maps F : Pn 99K X, where X is a toric variety. We regard pullback-type
foliations in two different ways: first by considering the case of codimension q foliations
given by the fibers of these maps, and then by considering codimension 1 foliations on Pn
defined by pullbacks of foliations on a complete toric surface. Section 3 is dedicated to
the study of rational maps Pn 99K X and its description in homogeneous coordinates.
Let X be a simplicial complete toric variety of dimension q. Following Definition 4.1,
we denote by Rq(n,X, e¯) the subvariety of Fq(P
n, e) parameterizing foliations given by
the fibers of rational maps F : Pn 99K X with a polynomial lifting of algebraic degree e¯,
e.g. see Proposition 3.4. In Section 4.1 we prove that these foliations are of logarithmic
type. Moreover, Theorem 4.10 states that this family of foliations defines an irreducible
component if and only if X is a (fake) weighted projective space.
Subsection 4.2 contains a description of every projective pullback foliation from X
as a pullback foliation from a weighted projective space. We called this construction
the weighted projective presentation. In addition, Theorem 4.14 establishes that every
projective foliation arising as the pullback by a rational map F : Pn 99K X of a foliation
F in X of arbitrary codimension admits a flag of projective foliations of the form
F0 ≺ F1 ≺ · · · ≺ Fm−dim(X)−1 ≺ F
∗(F),
where Fk is a logarithmic foliation that arises as a pullback of a k-dimensional foliation
on Pm−1(e¯). Here e¯ and m denote the algebraic degree of F and the number of rays in
the fan of X respectively.
When X is a surface, the integrability condition is trivially satisfied. As a consequence,
the space F1(X,D) is an open subset of PH
0(X, Ωˆ1X (D)). In Lemma 2.23 we exploit this
fact in order to give a parametric description of F1(X,D). Definition 4.18 introduces
the varieties PB1(n,X,D, e¯) of projective pullback foliations defined by ω = F
∗(α), where
F : Pn 99K X is rational map admitting a polynomial lifting of degree e¯ and α ∈ F1(X,D).
These are closed irreducible subvarieties of F1(P
n, d). The degree d = d(D, e¯) is calculated
in Proposition 4.16. Regarding the inclusion PB1(n,X,D, e¯) ⊆ F1(P
n, d), we prove a
result analogous to Theorem 4.21 in the case where D = −KX is the anticanonical divisor
of X. See Theorem 4.21 for a precise statement.
⋆
The singular set of a foliation is one of the most commonly studied geometric objects in
the area. The geometry and topology near a singularity characterize, in some sense, the
4entire foliation. Not surprsingly, most of the approaches to obtain stability results involve
the study and description of the corresponding singular variety.
Inside the singular locus Singset(ω) of a codimension one foliation on P
n defined by a
twisted 1-differential form ω, there is a very important subset Kset(ω) called the Kupka
set. It consists of Zariski closure of the points x ∈ Pn such that ω(x) = 0 and dω(x) 6= 0.
This was introduced by I. Kupka in [Kup64], where he showed that either it contains a
generically smooth open set of codimension two or it is void. He also showed that near
these points the foliation admits a very particular local product structure of the form
ω = ϕ∗(A(x, y) dx−B(x, y) dy)
where ϕ : U → V is an analytic embedding, U ⊂ Pn is an open neighborhood of x, V ⊂ C2
is an open neighborhood of the origin of C2 and the functions A and B are holomorphic.
As it was shown in [CLN82], the local product structure and the Kupka set are stable
under small deformations of the given foliation.
Later, in [MMQ18] the authors define the Kupka scheme of ω, taking into account the
possible non-reduced structure of the singular locus of ω. They also showed that there is
an open set of the space of foliations where the corresponding Kupka scheme is not void.
We will recall and use this schematic approach.
Section 5 presents a characterization of the singular locus of a twisted 1-differential form
in a simplicial complete toric surface X. We prove that under generic conditions every
singular points is reduced and of Kupka type. This is done in Theorem 5.20 and Theorem
5.24, the first in P2(a) and the latter in a regular toric surface. We also deal with the
singular scheme of the homogeneous foliation on the affine space appearing in the quotient
presentation of X. Table 1 contains a summary of the description of the singular variety
of foliations on certain families of toric surfaces.
This section also includes an analysis of the relation between the singular locus and
the Kupka set (scheme) of α ∈ H0(X, Ωˆ1X(D)) and the singular locus and the Kupka set
(scheme) of its pullback ω = F ∗(α), where F = (F1 : · · · : Fm) : P
n
99K X is a rational
map. Let αˆ be the affine form representing α in homogeneous coordinates. Proposition
5.32 and Lemma 5.30 establish that under generic assumptions we have
Sing(ω)set = Kset(ω) ∪ C(F,α) ∪
⋃
some indices
i,j
{Fi = Fj = 0},
Kset(ω) = F
−1(Kset(αˆ)) =
⋃
p∈Sing(α)
F−1(p) ∪
⋃
some indices
k,l
{Fk = Fl = 0} ,
where C(F,α) = {p ∈ C(F ) : Im(dF (p)) ⊂ Ker(α(F (p))} and C(F ) stands for the critical
points of F . We use the notation K(−) for the ideal defining the corresponding Kupka
scheme. These ideals also relate nicely: Theorem 5.38 states that
K(ω) = F ∗(K(α))
for a generic pair (F,α).
5⋆
One of the main strategies for proving that a given variety is an irreducible component
of the space of foliations is to look at the first order deformations of a generic element of
such set. For a codimension one foliation on X, there are two natural ways of considering
a perturbation: namely deformations and unfoldings. A first order deformation is the
classical type of perturbation and identifies with an element of the Zariski tangent space of
the moduli space at the given foliation. For every infinitesimal parameter ε, it corresponds
to a codimension one foliation defined by αε in X. A first order unfolding defines a
codimension one foliation on the first order neighborhood of the space X, i.e. a twisted
differential integrable one form α˜ε in X[ε] = X × Spec(K[ε]/(ε
2)). See Section 6, in
particular Remark 6.1, Definition 6.2 and Lemma 6.3 for a complete and formal treatment
of these type of perturbations.
We refer to the recent articles [Mol16] and [MMQ18] for an overview of the results
regarding singularities and unfoldings that we want to take into account. In the first
article, the author looks at the first order unfoldings of projective foliations of rational
and logarithmic type, introducing the graded projective unfoldings U(ω) and its associated
ideal I(ω) for ω ∈ F1(P
n, d). We will recall both definitions in this article, see Definition 6.8
and Definition 6.10. In [MMQ18], they compute the ideal of unfoldings for a generic point
in some known components of the space of foliations, for example the case of foliations
which are pullbacks of foliations on P2 by generic rational maps and the case of split
foliations.
Let α ∈ H0(X, Ωˆ1X (D)) representing a generic foliation on a simplicial complete toric
surface X, and F : Pn 99K X a rational map of algebraic degree e¯. Perturbing the
parameters α and F leads to two natural ways of considering a first order deformation of
the projective foliation given by ω = F ∗(α), i.e., of the form
I) F ∗(α+ εβ) and II) (F + εG)∗(α).
This gives rise to a natural question: is every first order deformation of ω of this form?
A positive answer would imply that PB1(n,X,D, e¯) determines a generically reduced
irreducible component of F1(P
n, d).
In Section 6 we state some results appropriately characterizing those deformations of
ω arising from deformations of the parameters α and F . In Theorem 6.7 we prove that a
first order deformation is of type I) if and only if preserves the subfoliation of codimension
two determined by the fibers of F . In fact, that result is stated for a toric variety X of
arbitrary dimension. In addition, in Theorem 6.16 we show that a first order deformation
comes from a first order unfolding if and only if is of type II), i.e. a deformation associated
with a perturbation of the rational map leaving the original foliation on X fixed.
Finally, following Definition 6.10, we set a series of results characterizing the ideal of
unfolding I(ω) for a pullback foliation from a toric surface given by ω = F ∗(α). This
is pursued conveniently assuming some of the generic conditions introduced in Definition
5.10. In the case where the pair (F,α =
∑m
i=1Ai(z)dzi) is generic, we are able to prove:
I(ω) = K(ω) = 〈A1(F ), . . . Am(F )〉.
6The formal statement is included in Proposition 6.13. As we explain in Section 5, these
generic conditions can not be assumed for every toric surface X and every D ∈ Cl(X).
Allowing our genericity assumptions to be more flexible, we also state Propositions 6.22
and 6.24. In these results we give a description of I(ω), assuming that the pair (F,α)
is almost generic according to Definition 5.10, and some extra conditions on the affine
foliations defined by αˆ.
⋆
Every section of this article contains a summary of its corresponding definitions and
results. For the sake of clarity, the notation and assumptions made are also independently
included. Along this article, by a toric variety (surface) X, or just by X, we will always
mean a simplicial complete toric variety of dimension q (dimension 2).
Acknowledgements The authors would like to thank Mariano Chehebar, Alicia Dick-
enstein, Alcides Lins Neto, Fernando Cukierman and Jorge V. Pereira for very useful
conversations when developing this article. We are specially grateful to Federico Quall-
brunn for his disponibility and help.
2. Toric varieties and foliations
We will state some facts and notation regarding toric varieties that we will use in the
following sections. The reader is referred to [CLS11] or [Cox95b] for further details on
toric geometry. After recalling basic notions concerning toric varieties, we will define our
main objects of study which are singular foliations in a possibly singular toric variety X,
see Definition 2.10 and Definition 2.18. We will also construct the corresponding moduli
spaces using the homogeneous coordinate ring, see Definition 2.12 and Definition 2.20.
We end the section with Proposition 2.27, which studies the relation between the torsion
freeness of the class group of X and the geometry of the moduli of foliations.
Every normal toric variety of dimension q can be constructed as the variety asociated to
a fan Σ ⊆ Rq. We will make use of the fact that every toric variety X admits homogeneous
coordinates, i.e. a good geometric quotient of a quasi-affine space by the group G =
HomZ(Cl(X),C
∗):
X ≃ (Cm \ Z) /G,
where m equals the number of rays in Σ and Z is a union of subspaces of codimension
greater or equal than 2. Let us denote by v1, . . . , vm the primitive lattice vectors generating
the 1-dimensional cones of Σ. Since there is an isomorphism χ : Cl(X) → HomZ(G,C
∗),
the action of G in S := C[z1, . . . , zm], from now on the homogeneous coordinate ring,
diagonalizes simultaneously into a grading
(2.1) S =
⊕
D∈Cl(X)
SD ,
7so that for f ∈ SL and g ∈ G we have f(g ·z) = χ
D(g)f(z). Recall that Cl(X) is generated
by the class of the torus invariant divisors Di associated to the rays vi of Σ. Also, let us
fix an isomorphism φ : Cl(X)→ Zs×H for a finite abelian group H and s = m− q. With
this in mind, we will use the notation
deg(zi) = φ ([Di]) = (ai, hi) =
(
a1i , . . . , a
s
i , hi
)
,
and we are going to call the numerical degree to the degree in the image of φ, Zs × H,
and the algebraic degree to the degree in Cl(X). Let us fix, now and for all the rest of the
article, [Di] as the class of the Weil divisor associated to the variable zi.
Remark 2.1. Since X is simplicial, Pic(X) ≤ Cl(X) has finite index.
In addition we recall that
∑m
i=1 a
j
ivi = 0 for every j ∈ {1, . . . , s}. Moreover, the vectors
(aj) = (aji ) generate all the relations among the ray generators vi. This implies the
following useful description of the group G.
Lemma 2.2. The group G has a natural injective map into (C∗)m that allows the following
identifications:
1) G =
{
(gi) ∈ (C
∗)m :
∏m
i=1 g
(vi)j
i = 1 ∀j = 1 . . . q
}
.
2) If Cl(X) is torsion free, then also G is a torus and G = {(gi) ∈ (C
∗)m : gi =∏m−q
j=1 t
aji
j for some t ∈ (C
∗)m−q }.
Moreover, the action of G coincides with the restriction of the natural action (C∗)m y Cm.
Proof. It is an immediate consequence of [CLS11, Lemma 5.1.1, p. 206], using that (aji )
generates all the relations among the rays and that G and Cl(X) are dual in the sense
of G = HomZ(Cl(X,C
∗)). As a consequence of that if Cl(X) its torsion free then G is
isomorphic to (C∗)m−q, and then the parametric description of 2) is a torus of the correct
dimension embedded in the (C∗)m that satisfies the equations of 1). 
For a normal toric variety X, the sheaf of differential forms Ω•X may fail to be locally
free. Since these objects are essential for the perspective of singular foliations, we shall
remember the following facts.
Let us denote by j : Xr →֒ X the inclusion of the smooth locus of X. Since X is normal,
Xr is open and codim(X −Xr) ≥ 2.
Proposition 2.3. Let F be a coherent sheaf on X. Then:
1) F∨ and F∨∨ are reflexive.
2) If F|Xr is locally free, then j∗(F|Xr) = F
∨∨.
Proof. See [CLS11, Proposition 8.0.1, p. 347] 
Proposition 2.4. Let L be a coherent sheaf on X. Then the following facts are equivalent.
1) L is reflexive of rank 1.
2) L|Xr is a line bundle on Xr and L ≃ j∗(L|Xr).
3) L ≃ OX(D) for some Weil divisor D on X.
Proof. See [CLS11, Theorem 8.0.4, p. 348] 
8Definition 2.5. The sheaf of Zariski differential forms is defined as
Ωˆ•X := (Ω
•
X)
∨∨ = j∗Ω
•
Xr .
Definition 2.6. We will write ωX = Ωˆ
q
X to denote the canonical sheaf of the normal
variety X, and KX to denote the corresponding canonical divisor, i.e. the Weil divisor
class such that ωX = OX(KX).
Remark 2.7. A variety X is said to be (Q-)Gorenstein if the canonical divisor KX is
(Q-)Cartier. Notice that when X is a simplicial toric variety it has only finite quotient
singularities and every Weil divisor is Q-Cartier. As a consequence, X is always Q-
Gorenstein.
As it is shown in [CLS11, Theorem 8.2.3, p. 366], the following classical result charac-
terizes the torus invariant canonical divisor of X.
Proposition 2.8. For a toric variety X, the canonical sheaf ωX is given by
ωX = OX
(
−
m∑
i=1
Di
)
.
Now we are ready to construct the moduli space of foliations onX of a fixed codimension
and degree.
Remark 2.9. A codimension one singular foliation on X is determined by a codimension
one singular foliation on its smooth locus Xr. This may be given by an open cover {Ui}
and a family of local differential one forms {ωi} with ωi ∈ Ω
1
X(Ui∩Xr) = Ωˆ
1
X(Ui) satisfying
the following properties:
a) ωi = ρijωj on Ui ∩ Uj ∩ Xr for ρij ∈ O
∗
X(Ui ∩ Uj) satisfying ρik = ρijρjk in the
intersection Ui ∩ Uj ∩ Uk ∩Xr.
b) ωi ∧ dωi = 0 .
The equation appearing in item b) is known as the Frobenius integrability condition.
By following the Remark above and Proposition 2.4 we can give the following definition
of a codimension one foliation on a toric variety X:
Definition 2.10. Let D ∈ Cl(X) and α : OX(−D)→ Ωˆ
1
X be a morphism of sheaves. We
will say that α defines an algebraic foliation of codimension 1 on X, if Ωˆ1X/α(OX (−D)) is
torsion free and the morphism α corresponds to a non-zero global section α ∈ H0
(
X, Ωˆ1X(D)
)
of the Zariski 1-differential forms such that α ∧ dα = 0.
We define the singular locus of a foliation as a set:
Definition 2.11. We define the singular set of the codimension one foliation defined by
α ∈ H0
(
X, Ωˆ1X(D)
)
, Sing(α)set, as
Sing(α)set = {x ∈ X : α(x) = 0} .
9The condition of Ωˆ1X/α (OX(−D)) to be torsion free in the definition of a foliation is
equivalent to ask the singular set to have codimension greater than 2. Indeed, this is the
same to ask that α is not of the form f.α′, for some global section f ∈ H0 (X,OX(D
′′))
and a 1-differential form α′ ∈ H0
(
X, Ωˆ1X(D
′)
)
, such that D′ + D′′ = D. Also, integrable
1-differential forms define the same foliation up to scalar multiplication. Then:
Definition 2.12. We will define the moduli space of codimension 1 foliations of algebraic
degree D ∈ Cl(X) in X as
(2.2) F1(X,D) :=
{
[α] ∈ P
(
H0
(
X, Ωˆ1X(D)
))
: α ∧ dα = 0, codim(Sing(α)set) ≥ 2
}
.
We will commit an abuse of notation and denote the foliation defined by the differential
form α just as α.
Remark 2.13. More generally, the tangent sheaf of a foliation of codimension k on
X can be described as the involutive distribution associated to the kernel of an element
α ∈ H0
(
X, ΩˆkX ⊗OX(D)
)
, where OX(D) is the coherent reflexive sheaf of rank one on
X associated to certain effective Weil divisor D. With a slight abuse of notation, the con-
struction only depends on its corresponding class D ∈ Cl(X). Also, when X is smooth,
Cl(X) and the Picard group Pic(X) coincide, and OX(D) can be selected as a line bundle
on the entire variety X. We suggest to consult [Qua15] for further information regarding
the duality between differential forms and involutive distributions.
Homogeneous coordinates provide a simple way of describing twisted Zariski differential
forms via the generalized Euler sequence:
Proposition 2.14. For a simplicial toric variety with no torus factors we have the fol-
lowing exact sequence of sheaves.
0 −→ Ωˆ1X −→
m⊕
i=1
OX(−Di) −→ Cl(X)⊗Z OX −→ 0
Proof. See [CLS11, Theorem 8.1.6]. 
As in the projective case, the coherent sheaf Ωˆ•X =
∧• Ωˆ1X gives a Cl(X)-graded module
Ωˆ•S over the total homogeneous coordinate ring S. This implies that we can represent an
element α ∈ H0
(
X, ΩˆkX(D)
)
in its homogeneous coordinate ring with a differential form
(2.3) α =
∑
I⊂{1,...,m}
|I|=k
AI(z) dzi1 ∧ · · · ∧ dzik
of total numerical degree φ(D), satisfying ıRj (α) = 0, denoting the contraction of the
differential form against the vector field, for the radial vector fields
(2.4) Rj =
m∑
i=1
aji zi
∂
∂zi
with j ∈ {1, . . . , s}.
10
Definition 2.15. By Proposition 2.8, we shall denote ΩX ∈ H
0
(
X,ΩqX ⊗OX(
∑m
i=1Di)
)
the volume form in a toric variety X defined in the homogeneous coordinate ring as
(2.5) ΩX = ıR1 . . . ıRsdz1 ∧ · · · ∧ dzm.
Proposition 2.16. Let ΩX be the volume form in X. Then
a) ΩX =
∑
|I|=q bI ẑIdzi1 ∧ · · · ∧ dziq , where b ∈ ia1 . . . ias (
∧m Zm), where the coefficients
bI can be chosen to be antisymmetric in the index I.
b) b is totally decomposable, i.e. there exist b1, . . . , bq ∈ Zm such that b = b1 ∧ · · · ∧ bq.
Proof. The first part of the proposition is an immediate consequence of Eq. (2.5) and
Eq. (2.4). The second statement follows from the fact that contraction by a single vector
preserves decomposability. 
Remark 2.17. The main result of [DM00] shows that a differential twisted k-form α as in
Eq. (2.3) define a singular foliation of codimension k, i.e. the coherent subsheaf determined
by ker(α) ⊂ TX is an integrable singular distribution, if it satisfies, in the homogeneous
coordinate ring, the following equations:
• ıV (α) ∧ α = 0 (local decomposability equation),
• ıV (α) ∧ dα = 0 (integrability equation),
for all local frame V ∈
∧k−1Cm.
By the Remark above we give the following definition of a codimension k foliation on a
normal variety X:
Definition 2.18. Let D ∈ Cl(X) and α : OX(−D)→ Ωˆ
k
X be a morphism of sheaves. We
will say that α defines an algebraic foliation of codimension k in X if the morphism α
corresponds to a non-zero global section α ∈ H0(X, ΩˆkX(D)) such that
(I) The element
ıV α ∧ α ∈ Ωˆ
k+1
X ⊗OX(D)
⊗2
is zero for every local section V of
∧k−1 TX.
(II) The element α verifies
ıV α ∧ dα ∈ Ωˆ
k+1
X ⊗OX(D)
⊗2
is zero for every local section V of
∧k−1 TX.
(III) ΩˆkX/α (OX(−D)) is torsion free.
Now we extend the definition of singular set to a codimension k foliation:
Definition 2.19. We define the singular set Sing(α)set of a codimension k foliation
defined by α ∈ H0
(
X, ΩˆkX(D)
)
as
Sing(α)set = {x ∈ X : α(x) = 0} .
11
Definition 2.20. We define the moduli space of codimension k foliations of algebraic
degree D ∈ Cl(X) in X as
Fk(X,D) = {[α] ∈ P
(
H0(X, ΩˆkX(D))
)
: α satisfies (I), (II) and codim(Sing(α)set) ≥ 2}.
We will commit, again, an abuse of notation and denote the foliation defined by the dif-
ferential form α just as α.
For the following we shall assume that k = 1.
Remark 2.21. If α is a twisted integrable 1-differential form of numerical degree φ(D) =
(d1, . . . , ds, h), then the polynomials Ai are homogeneous of degree
(
d1 − a
1
i , . . . , ds − a
s
i ,
h− hi) according to the above grading, and satisfy:
a)
∑m
i=1 a
j
i ziAi = 0 ∀j = 1 . . . s (descent conditions),
b) Ai
(
∂Aj
∂zk
−
∂Ak
∂zj
)
− Aj
(
∂Ai
∂zk
−
∂Ak
∂zi
)
+ Ak
(
∂Ai
∂zj
−
∂Aj
∂zi
)
= 0∀i < j < k (integra-
bility equation).
Later in this article, we will work with pullbacks of foliations on toric surfaces. One
advantage of working on surfaces is that for a given α ∈ H0(X, Ωˆ1X(D)), the correspond-
ing integrability condition is trivial. This is because α ∧ dα is a well defined object in
H0(X, Ωˆ3X(D
⊗2)). Now, we are going to describe some facts regarding this case.
Remark 2.22. By duality, every foliation of codimension one on a toric surface can
be described in homogeneous coordinates by a polynomial vector field. As a consequence,
when we are working on a surface, we can parameterize the polynomial coefficients of every
1-differential form satisfying the descent condition of Eq. (2.21).
Lemma 2.23. Let α =
∑m
i=1Ai(z)dzi be a homogeneous affine 1-differential form defined
on the Cox cone Cm − Z of a toric surface X. Then, α satisfies the descent condition of
Eq. (2.21) if and only if there exist homogeneous polynomials Bj such that
Ai =
∑
j 6=i
bij ẑijBj,
where ẑij =
∏
k 6=i,j zk and bij are the coefficients of ΩX .
Proof. By Remark 2.22 we can consider an homogeneous vector field Y =
∑m
j=1Bj
∂
∂zj
defining the same foliation as α in X. If we denote by ΩX the volume form in X then α
can be written, up to a constant, as
α =
1
2
ıY ΩX =
1
2
ıY
(∑
i<k
bikẑik dzi ∧ dzk
)
=
1
2
∑
i<j
bij ẑijBj dzi +
1
2
∑
j<i
−bjiẑijBj dzi
=
∑
i<j
bij ẑijBj dzi .

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We will now analyze these concepts in the case of Hirzebruch surfaces and weighted
projective planes. The reader is referred to [Mon14] for a complementary view of these
examples.
Example 2.24. Let us consider X = Hr a Hirzebruch toric surface with r > 0. The rays
defining this variety are
v1 = (1, 0) v2 = (0, 1) v3 = (−1, r) v4 = (0,−1) .
The irrelevant locus is Z = Z12∪Z24 where Z13 = {z1 = z3 = 0} and Z24 = {z2 = z4 = 0}.
In addition, the radial vector fields are
R1 = z1
∂
∂z1
+ z3
∂
∂z3
+ rz4
∂
∂z4
and R2 = z2
∂
∂z2
+ z4
∂
∂z4
.
Now the grading in the homogeneous coordinate ring is given by the isomorphism
(2.6) Cl(X)
φ
// Z2
[D1], [D3]
✤ // (1, 0)
[D2]
✤ // (0, 1)
[D4]
✤ // (r, 1).
Under this isomorphism the anti-canonical divisor corresponds to −KX ≃ (r + 2, 2).
For an homogeneous vector field Y of the form
Y =
4∑
i=1
Bi
∂
∂zi
of degree
(
d˜1, d˜2
)
∈ (Z≥0)
2, each polynomial Bi has degree
(2.7)
deg(B1), deg(B3) =
(
d˜1 + 1, d˜2
)
deg(B2) =
(
d˜1, d˜2 + 1
)
deg(B4) =
(
d˜1 + r, d˜2 + 1
)
The antysimmetrical coefficients bij in the volume can be chosen as
(2.8) b12 = b23 = b34 = 1 b13 = r b14 = −1 b24 = 0.
As a consequence we can represent every twisted 1-differential form α of numerical
degree (d1, d2) using Eq. (2.8) and Lemma 2.23. In this situation we would have that
d1 = d˜1 + r + 2 d2 = d˜2 + 2
where (d˜1, d˜2) is the numerical degree of the vector field Y , such that ıY (α) = 0.
In the particular cases where r = 0 or r = 1 we get H0 ≃ P
1 × P1 and H1 ≃ Blp(P
2)
(the blow up of P2 at a point) respectively.
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Example 2.25. Let us consider X = P2(a0, a1, a2) a well formed weighted projective
plane with weights a = (a0, a1, a2), i.e. such that the ai are coprime by pairs. In [RT12,
Proposition 5, Section 2.2, p. 481] the authors show an algorithm to construct the vectors
vi ∈ Z
2 such that X is the variety associated to the complete fan with rays {v0, v1, v2}. In
this situation the radial vector field is given by the formula
R =
2∑
i=0
aizi
∂
∂zi
,
and the class group of X is isomorphic to Z by the isomorphism
Cl(X)
φ
// Z
[Di]
✤ // ai .
Under this isomorphism the anti-canonical divisor corresponds to −KX ≃ a0 + a1 + a2.
If we consider a vector field Y of the form
Y =
2∑
i=0
Bi
∂
∂zi
of degree d˜ ∈ Z≥0 then each polynomial Bi has degree d˜+ ai.
A 1-differential form of degree d = d˜+ a0 + a1 + a2 will be given by the contraction
(2.9) α = ıY ıRdz0 ∧ dz1 ∧ dz2 =
2∑
i=0
Ai dzi.
The polynomial coefficients of the differential form α have degree d − Ai and are related
to the Bi’s in the sense of Lemma 2.23.
For the weights a = (1, 3, 5), the algorithm of [RT12] gives the vectors
Σ(1) = {(1, 0), (3, 5), (−2,−3)} .
Let us consider the case where d˜ = 0 and d = 9. In this situation we have that the
polynomials Bi are of the form
B0 = a0 z0
B1 = b0 z1 + b1 z
3
0
B2 = c0 z2 + c1 z
5
0 + c2 z
2
0z1.
Remark 2.26. As we mentioned before, the group Cl(X) may have torsion. The next
proposition, stated for a general complete toric variety, shows that every moduli space
parameterizing singular foliations on X can be embedded into another moduli space of
foliations on a toric variety with torsion-free class group.
Proposition 2.27. Let X be a toric variety such that Cl(X) ≃φ Z
s×H and D ∈ Cl(X).
Then there exists a toric variety X˜ and a finite toric morphism p : X˜ → X such that
F1(X,D) is a closed subvariety of F1(X˜, p
∗D).
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Proof. Let us consider v1, . . . , vm ∈ Z
q the primitive generators of the one dimensional
cones of Σ. With such vectors as rows we construct the following matrix
V =
 v1...
vm
 ∈ Zm×q.
We can consider the application V : Zq → Zm, and then the class group can be seen as the
quotient Cl(X) ≃φ Z
m/Im(V ), see [CLS11, Section 4.1, Theorem 4.1.3, p. 172]. Being X
complete the rank of V is s = m − q. Furthermore, using the Smith normal form of V ,
see [HK71, Definition and Theorem 9, Section 7.4, p. 257], we get
SV T =

a1 . . . 0
0
. . . 0
0 . . . aq
...
...
...
0 0 0

for some invertible matrices S ∈ Zm×m and T ∈ Zq×q. Notice that we are not asking that
ai|ai+1 since we do not care about the uniqueness of such matrix. As a consequence, we
can compute the class group of X as CL(X) ≃ Zs × Za1 × . . . × Zaq . Now, if we change
the numbers a1, . . . , aq to ones and apply the inverse of the isomorphism given by S and
T to the matrix 
1 . . . 0
0
. . . 0
0 . . . 1
...
...
...
0 0 0

we get vectors w1, . . . , wm (the rows of the resulting matrix). Imitating the combinatoric
of Σ, we get a complete fan Σ˜ in Rq. Let X˜ := XΣ˜ be the corresponding variety and
p : X˜ → X be the surjective toric morphism induced by the natural morphism of fans
Σ˜ → Σ. The previous argument shows that Cl(X˜) ≃ψ Z
s. Also, the relations over
Z of the vectors w1, . . . , wm are the same of the given for v1, . . . , vm implying that the
homogeneous coordinate ring get the same graduation in the free part given by Zs under
the corresponding isomorphisms φ and ψ.
By Remark 2.21 we have that a 1-differential form α in X of numerical degree φ(D) =
(a1, . . . , as, h) is an affine differential form in m variables such that verifies conditions a)
and b). But nor condition a) or b) depend on the element h ∈ H. Because of this, the class
of the Weil divisor p∗D in X˜ has numerical degree ψ(p∗D) = (a1, . . . , as). Consequently,
the only difference between the elements F1(X,D) and F1(X˜, p
∗D) is that α˜ ∈ F1(X˜, p
∗D)
admits more monomials in its homogeneous affine representation, since there is no restric-
tion in the torsion part of its numerical degree. In particular, we have that F1(X,D)
defines a closed subset of F1(X˜, p
∗D) as we wanted to prove. 
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Example 2.28. Let X be a fake weighted projective plane (see [CLS11, Exercises for 5.1,
Exercise 5.1.13, p. 218]). This variety can be described as the quotient of P2(p, q, r) by the
finite group H = Sa × Sb, where Sa stands for the group of a-roots of unity. In this case,
it is possible to describe the quotient presentation of X by slightly changing the method of
[RT12, Proposition 5, Section 2.2, p. 481] as follows. Let {v0, v1, v2} be the vector defining
the fan of P2(p, q, r) and consider the Smith normal form of the matrix V defined by
V =
v0v1
v2
 , where the Smith normal form is LV R =
1 00 1
0 0
 .
Recall from the previous example that the class group of P2(p, q, r) is Z. By changing the
coefficients in the diagonal to a and b we get a matrix V ′ such that
V ′ = L−1
a 00 b
0 0
R−1 =
w0w1
w2
 .
If we consider the complete fan Σ, with Σ(1) = {w0, w1, w2}, then the corresponding toric
variety is the fake weighted projective plane P2(p, q, r)/H. With this choice we have that
the radial vector field R is also given by
R = pz0
∂
∂z0
+ qz1
∂
∂z1
+ rz2
∂
∂z2
.
The isomorphism of the class group of X is given by
Cl(X)
φ
// Z× Za × Zb
[D0]
✤ // (p, 1, 0)
[D1]
✤ // (q, 0, 1)
[D2]
✤ // (r, 0, 0)
In this case, the variety X˜ constructed in Proposition 2.27 would be P2(p, q, r) and it
can be defined by the vectors {v0, v1, v2}. Then we have that F1
(
P2(p, q, r)/H, (d, h1, h2)
)
is a closed subvariety of F1(P
2(p, q, r), d).
As an example of this situation, we can consider foliations of numerical degree (16, 0, 0)
in X = P2(1, 3, 5)/H, where H = S2 × S3.
In this case we have −KX = (9, 1, 1) and then the degree of the vector field defining
the foliation would be (7, 1, 2). Thus the polynomials coefficients Bi of a vector field Y =∑2
i=0Bi
∂
∂zi
defining an element in F1(X, (16, 0, 0)) have degrees
deg(B0) = (6, 0, 2) = (7, 1, 2) − (1, 1, 0)
deg(B1) = (4, 1, 1) = (7, 1, 2) − (3, 0, 1)
deg(B2) = (2, 1, 2) = (7, 1, 2) − (5, 0, 0)
If we look at vector fields Y˜ associated to the variety F1(X˜, 16), the polynomials Bi defining
the vector field Y as above are homogeneous in the sense of X˜ but not generic. This is so
because the grading in Y is strictly finer at these degrees. The following table shows the
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situation for B0 and B˜0, for which the right degree in X˜ would be 6 and in X would be
(6, 0, 2):
monomials of degree 6 in X˜ : x60 x
3
0x1 x0x2 x
2
1
degree in X : (6, 0, 0) (6, 1, 1) (6, 1, 0) (6, 0, 2) .
3. Rational maps between toric varieties
In this section we will parameterize the set of rational maps Pn 99K X. In [Cox95a,
Theorem 2.1] the author extends the usual description in homogeneous coordinates of
morphisms Pn → Pm to the case where Pm can be replaced by any smooth toric variety.
In [BB13], on the other hand, the authors accomplish to give a presentation of any rational
morphism between toric varieties X 99K Y at the cost of considering multi-valued maps.
We will use ideas from both of these works in order to get a nice way to describe morphisms
Pn 99K X under mild assumptions on X, see Proposition 3.2 and Proposition 3.4. First,
we shall give a natural construction for such morphisms.
Lemma 3.1. Let e1v1+· · ·+emvm = 0 be an equation with integer coefficients for the rays
{vi}
m
i=1 of X. Then every F = (F1, . . . , Fm) ∈ C(x0, . . . , xn)
m such that Fi is homogeneous
of degree ei induces a rational map F˜ : P
n
99K X that fits in the diagram
Cn+1 − {0}
π

F
//❴❴❴ Cm − Z
πX

Pn
F˜
//❴❴❴❴❴❴ X
Proof. Since deg(Fi) = ei and using the description of Lemma 2.2, for every t ∈ C
∗ we
have
F (t · x) = (te1F1(x), . . . , t
emFm(x))
= (te1 , . . . , tem) · F (x).
The hypothesis on the ei guarantees that (t
e1 , . . . , tem) ∈ G and therefore the natural map
π ◦ F : Cn+1 99K X is well defined and does not depend of the representative of x in Pn,
so it induces a rational map F˜ : Pn 99K X, whose base locus is F−1(Z). 
By keeping the notation of Lemma 3.1, as the following proposition shows, under mild
assumptions every rational map arises in this way.
Proposition 3.2. Let X be a toric variety with associated fan Σ ⊂ Rq as before. Assume
that Σ has a smooth cone of maximal dimension. Then for every rational map φ : Pn 99K X
and for every relation e1v1 + · · ·+ emvm = 0 there exist some F = (F1, . . . , Fm) such that
deg(Fi) = λei for some λ ∈ N and φ = F˜ .
Proof. Let σ ∈ Σ be a smooth cone of dimension dim(σ) = q. Without loss of generality,
we can assume that σ(1) = {v1, . . . , vq}. Recall that the open set Uσ ⊆ X is smooth, i.e.,
Uσ ≃ C
q. Moreover, the restriction of πX to the linear variety V = {xq+1 = · · · = xm = 1}
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induces an isomorphism with Uσ. Via this isomorphism, we can consider the restriction
of φ to the preimage of Uσ
φ : Pn 99K V,
which can be described in homogeneous coordinates as
φ =
[
h1
g1
, . . . ,
hq
gq
, 1, . . . , 1
]
where hi and gi are homogeneous polynomials of the same degree. Let g =
∏
gi. As
before, for every generic x ∈ Cn+1 we have (ge1 , . . . , gem)(x) ∈ G. Then
φ =
[
(ge1 , . . . , gem) ·
(
h1
g1
, . . . ,
hq
gq
, 1, . . . , 1
)]
=
[
ge1
h1
g1
, . . . , geq
hq
gq
, geq+1 , . . . , gem
]
.
Clearly, F =
(
ge1 h1g1 , . . . , g
eq hq
gq
, geq+1 , . . . , gem
)
satisfies deg(Fi) = deg(g)ei and φ = F˜ . 
Remark 3.3. As in the projective case, the lifting F fails to be unique. Moreover, different
liftings give rise to different base loci.
The problem of deciding whether a rational map between toric varieties admits a ‘com-
plete’ lifting to their respective homogeneous coordinate ring was addressed in [BB13].
Here the word ‘complete’ indicates that the lifting has the right base locus, i.e.,
Reg(φ) = Pn \ πX
(
F−1(Z)
)
,
where Reg(φ) is the maximal open Zariski subset on which φ is well defined as a regular
map. In order to guarantee the existence of such descriptions it is necessary to introduce
multi-valued maps (or formal roots). Under our assumptions, however, these new tools
are not needed. Indeed, adapting the proof of [BB13, Theorem 4.19, p. 32], we are able
to remove, one at a time, the codimension one components of F−1(Z) without the need
of invoking multi-valued maps.
Proposition 3.4. Let X be a toric variety with a smooth cone of maximal dimension and
φ : Pn 99K X a rational map. Then φ admits a complete polynomial lifting F : Cn+1 → Cm.
Proof. By Proposition 3.2 above we know that φ admits a polynomial lifting F0. The
proof of the existence of complete liftings, see [BB13, Theorem 4.19, p. 32], is actually an
algorithm for defining a new lifting F whose base locus, BL (F ), has codimension at least
two. This is done in a manner very similar to the proof of Proposition 3.2. More precisely,
if f is an irreducible polynomial V (f) ⊆ BL(F0) and vi = multf (Fi), then there is an
element v′ ∈ Qs such that (
f v
′
1−v1 , . . . , f v
′
m−vm
)
· F0 =: F1
does not have a general point of V (f) in its base locus. Since in our case vi ∈ Z for
every 1 ≤ i ≤ m, the details in the construction of v′ imply that we can pick v′ ∈ Zs and
therefore F1 is again a polynomial lifting. After applying this algorithm a finite number
of times we get a complete polynomial lifting F . 
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Remark 3.5. If F is a complete polynomial lifting and g ∈ G, then g·F is again a complete
polynomial lifting. Althoug F is not unique, its degree e¯ can be computed by looking at the
line bundles φ∗(OX(Di)). Indeed, each coordinate satisfies Fi ∈ H
0(Pn, φ∗(OX(Di))).
In the rest of this article we will use the same notation F for both the rational map and
its polynomial lifting when no confusion arises.
4. Pullbacks of toric foliations
4.1. Foliations induced by rational maps. Along this section we will focus in pro-
jective foliations induced by rational maps to toric varieties. As a first approach to this
problem we present in Definition 4.1 the subvarieties Rq(n,X, e¯) of Fq (P
n,
∑
ei) parame-
terizing these foliations. Then in Eq. (4.1) we recall the definition of the parameterization
of q-logarithmic projective foliations. By studying its derivative, see Lemma 4.7, we can
conclude Theorem 4.10, where we show that the only case where Rq(n,X, e¯) is an irre-
ducible component of Fq(P
n,
∑
ei) is in the case where X is a (fake) weighted projective
space. In all the other cases, our construction is a proper closed subvariety of a logarithmic
component, as it is explained along the section. Among other things, in Proposition 4.9
we are able to compute the dimension of L2(n, e¯).
Keeping the notation of the previous section, every rational map F : Pn 99K X with
deg(Fi) = ei as in Lemma 3.1 induces a foliation FF whose leaves are the fibers of F˜ .
Alternatively, one could define FF as the pullback of the 0-dimensional foliation induced
by ΩX in X. With this in mind, it is clear that FF is the singular foliation defined by the
homogeneous differential form F ∗ΩX . We will denote Rq(n,X, e¯) the subvariety of the
moduli space Fq(P
n,
∑
ei)) whose generic point arises in this way.
Definition 4.1. Let e1v1 + · · · + emvm = 0 be an equation with natural coefficients e¯ =
(e1, . . . , em) ∈ N
m for the rays of X. With the above notation, we define the variety
Rq(n,X, e¯) as the closure of the image of the rational map
φ :
m⊕
i=1
P
(
H0 (Pn,OPn(ei))
)
99K Fq (P
n,
∑
ei)
satisfying (F1, . . . , Fm) 7→ F
∗ΩX , and endowed with the natural subscheme structure.
Following the notation and definitions of [CPV09] we get the following result.
Proposition 4.2. Let us consider a toric variety X such that m = q + 1. It follows that
Rq(n,X, e¯) coincides with the variety R(n, e1, . . . , eq+1), that arises as the Zariski closure
of foliations tangent to the fibers of quasi-homogeneous rational maps.
Proof. From [CLS11, Exercises for 5.1, Exercise 5.1.13, p. 218] we know that X = Pq(e¯), is
a weighted projective space, or X = Pq(e¯)/H is a fake weighted projective space. In both
cases we can consider the radial vector fields of Pn and of X = Pq(e¯), or X = Pq(e¯)/H, as
RPn =
n∑
i=0
wi
∂
∂wi
and RX =
q+1∑
i=1
eizi
∂
∂zi
.
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Following Definition 4.1 for X, we get
F ∗ΩX = F
∗ (ıRXdz1 ∧ . . . ∧ dzq+1) =
= F ∗
(
q+1∑
i=1
(−1)i+1eizi dz1 ∧ . . . ∧ d̂zi ∧ . . . ∧ dzq+1
)
=
=
q+1∑
i=1
(−1)i+1eiFi dF1 ∧ . . . ∧ d̂Fi ∧ . . . ∧ dFq+1 =
= ıRPn (dF1 ∧ . . . ∧ dFq+1)
This last formula is the one in [CPV09, Section 1.5, p. 707] getting our result. 
Remark 4.3. It follows from [CPV09] that the variety Rq(n,X, e¯) is an irreducible compo-
nent of Fq(P
n,
∑
ei) and that this moduli space is generically reduced along this component.
Remark 4.4. From Proposition 2.16 we can conclude that
F ∗ΩX =
∑
|I|=q
bI F̂IdFi1 ∧ · · · ∧ dFiq ,
and by straightforward calculation
F ∗ΩX =
(∏
Fi
)1−q
ω1 ∧ · · · ∧ ωq,
where ωi =
∑
bijF̂jdFj .
Let us now recall the constructions introduced in [CLN18] and [GA20] concerning pro-
jective logarithmic forms that determine singular foliations. A twisted projective differen-
tial q-form ω ∈ H0(Pn,ΩqPn(e)) is said to be logarithmic of type e¯ = (ei)
m
i=1, if there exist
some λ ∈
∧q Cm and Fi ∈ H0(Pn,OPn(ei)) (1 ≤ i ≤ m) such that
ω =
∑
I⊂{1,...,m}
|I|=q
λI FˆIdFi1 ∧ · · · ∧ dFiq =
∑
I⊂{1,...,m}
|I|=q
λI FˆIdFI ,
ıe¯λ = 0 and
∑m
i=1 ei = e, where FˆI =
∏
j /∈I Fj . In addition, if we require the residual
coefficients λ to be totally decomposable, i.e., its correspondent projective class satisfying
λ ∈ Grass(q,Cm), then ω ∈ Fq(Pn, e). As a consequence we have a map
(4.1) Grass(q,Cme¯ )×
⊕m
i=1 P
(
H0(Pn,OPn(ei)
) ρ(q,e¯)
//❴❴❴❴❴ Fq(P
n, e)(
(λI)I⊂{1,...,m}
|I|=q
, (Fi)
m
i=1
)
✤ //
∑
I⊂{1,...,m}
|I|=q
λI F̂I dFI
where Cme¯ denotes de space of vectors µ ∈ C
m such that
∑
µiei = 0. The reader may have
noticed that we are omitting the the notation [ ] for the corresponding projective classes
of the elements involved in the definition of ρ(q,e¯). We will keep doing this along the rest
of the article.
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The variety Lq(n, e¯) of q-logarithmic foliations is defined as the Zariski closure of the
image of the rational map ρ(q,e¯). The main results of [GA20, Theorem 3.1,p. 16] and
[CLN18, Theorem 5, p. 7] and Definition [GA20, Definition 3.28, p. 25] imply the next
theorem.
Theorem 4.5. The variety Lq(n, e¯) is an irreducible component of the moduli space
Fq(P
n, e). In addition, when q = 2 and e¯ is 2-balanced, the derivative of ρ(q,e¯) at a generic
parameter is surjective and the scheme F2(P
n, e) is smooth and generically reduced along
such component.
By Proposition 2.16 and Remark 4.4, Rq(n,X, e¯) is an algebraic subvariety of Lq(n, e¯).
So it remains to decide which are the cases when equality holds. The logarithmic forms in
the first variety seem to have constants residual coefficients, the bI ∈
∧q Zm- which only
depend on the toric variety X. We will approach this problem by studying the derivative
of the parameterization ρ(q,e¯) at a generic point.
With a similar approach to that used in [GA20], it is not hard to obtain a formula
for the derivative d
(
ρ(q,e¯)
)
in the homogeneous coordinate ring at a point (λ, (Fi)) ∈
Grass (q,Cme¯ ) ×
∏m
i=1 P
(
H0(Pn,OPn(ei))
)
. We shall denote by TpX the Zariski tangent
space of an algebraic variety X at a given point p. Observe that we can naturally identify
TFiP
(
H0(Pn,OPn(ei))
)
= H0 (Pn,OPn(ei)) /〈Fi〉,
and also if λ = [λ1 ∧ · · · ∧ λq] ∈ Grass(q,Cme¯ ) then TλGrass(q,C
m
e¯ ) can be described as{
λ′ ∈
q∧
(Cme¯ )/〈λ〉 : λ
′ =
∑
λ1 ∧ · · · ∧ λ˜j ∧ · · · ∧ λq for some (λ˜j) ∈ (Cme¯ )
q
}
.
Thus we get the description
TλGrass(q,C
m
e¯ )×
∏m
i=1 TFiP(H
0(Pn,OPn(ei)))
d(ρ(q,e¯))(λ,(Fi)) // TωFq(P
n, e)
(λ′, (F ′1, . . . , F
′
m))
✤ // d
(
ρ(q,e¯)
)
(λ,(Fi))
(λ′, (F ′1, . . . , F
′
m))
defined by
(4.2)
d(ρ(q,e¯))(λ,(Fi))(λ
′, (F ′1, . . . , F
′
m)) =
∑
I⊂{1,...,m}
|I|=q
λ′I F̂IdFi1 ∧ · · · ∧ dFiq+
+
∑
I⊂{1,...,m}
|I|=q
∑
j /∈I
λI F̂I∪{j}F
′
jdFi1 ∧ · · · ∧ dFiq+
+
∑
I⊂{1,...,m}
|I|=q
∑
1≤j≤q
λI F̂IdFi1 ∧ · · · ∧ dF
′
ij ∧ · · · ∧ dFiq .
Definition 4.6. A parameter (λ, (Fi)) of ρ(q,e¯) (or (Fi) of φ) is said to be generic if the
polynomials {Fi} have simple normal crossings and λI 6= 0 for all I.
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Lemma 4.7. Assume m > q + 1. Let (λ, (Fi)) be a generic parameter of ρ(q,e¯). If
d(ρ(q,e¯))(λ,(Fi))(λ
′, (F ′i )) = 0 then we have λ
′ = 0.
Proof. Suppose that d
(
ρ(q,e¯)
)
(λ,(Fi))
(λ′, (F ′i )) = 0 and select a multi-index J0 ⊂
{1, . . . ,m} of size q + 1. Restricting Eq. (4.2) to the variety XJ0 :=
⋃
j∈J0
(Fj = 0)
we obtain
F̂J0
∑
j∈J0
λJ0−{j}F
′
jdFJ0−{j} = 0.
By the genericity of the parameters (λ, (Fi)) we can deduce that F
′
j = 0 on XJ for every
j ∈ {1, . . . ,m} and J of size q + 1 such that j ∈ J . Since the saturated homogeneous
ideal associated to the variety Xq+1 :=
⋃
J :|J |=q+1XJ is generated by 〈F̂I〉I:|I|=q, see for
instance [GA20, Proposition 2.29, p. 13], it is not hard to deduce
(4.3) F ′j =
∑
S:|S|=q
j∈S
F̂SH
j
S on Xj = (Fj = 0) ,
for some homogeneous polynomials HjS of the correct degree. In addition, since F
′
j ∈
H0 (Pn,OPn(ej)) /〈Fj〉, the previous equality holds in P
n. We shall end this proof by
replacing Eq. (4.3) into Eq. (4.2). Let I0 and J0 be multi-indices of size q and q + 1
respectively satisfying I0 ⊂ J0. If look at the restriction of our equation to XI0 and factor
out FˆI0 , we can restrict (again) to XJ0 in order to get
λ′I0dFI0 +
∑
I 6=I0⊂J0
|I|=q
BIdFI = 0 on XJ0 ,
for some polynomials BI . But then, since the Fi’s are generic, we can conclude that
λ′I0 = 0 as claimed.

Again from Definition [GA20, Definition 3.28, p. 25] we get the following.
Lemma 4.8. If we assume that the degrees (ei)
m
i=1 are q-balanced and m > q + 1, then
dρ(q,e¯) is injective for a general q with 1 ≤ q < n− 1, and bijective when q = 2.
Proof. We can repeat the proof of the previous proposition and notice that according to
the balanced assumption in fact we get
deg
(
HjS
)
= ej −
∑
i/∈S
ei < 0,
where the polynomials
{
HjS
}
were obtained in Eq. (4.3). As a consequence we have F ′j = 0
and this implies our claim. 
As a consequence of the above computation we can state the following result of inde-
pendent interest involving the dimension of the logarithmic components. As far as we are
concerned, no other statement regarding the dimension of these components can be found
in the literature.
22
Proposition 4.9. Let us assume q = 2, m > 3 and e¯ to be 2-balanced. Then the dimension
of L2(n, e¯) is m− 6 +
∑m
i=1
(n+ei
n
)
.
Proof. The formula is a direct consequence of the formulas of the dimension of the Grass-
mannian space Grass (2,Cme¯ ), which is 2(m− 3), and of
∏m
i=1 P
(
H0(Pn,OPn(ei))
)
, which
is
(
n+ei
n
)
− 1, and the fact that, by Lemma 4.8, differential of ρ(q,e¯) is an isomorphism
between the corresponding Zariski tangent spaces. 
Theorem 4.10. Let X be a toric variety. Then Rq(n,X, e¯) ⊂ Lq(n, e¯) fills an irreducible
component of Fq(P
n,
∑
ei) if and only if X is a weighted projective space or a fake weighted
projective space.
Proof. When m = q + 1, since the fan is complete, the only possible toric varieties with
such assumptions to consider are X to be a weighted projective spaces or a fake weighted
projective spaces, see [CLS11, Exercises for 5.1, Exercise 5.1.13, p. 218]. As we mentioned
before, in such case, the space Rq(n,X, e¯) corresponds to the irreducible components of
Fq(P
n,
∑
ei) associated to quasi-homogeneous rational maps described in [CPV09]. Now,
assume m > q+1 and keep the notation of Remark 2.16. Let (Fi) be generic and consider
ω = φ(Fi) = ρ(q,e¯)((b, (Fi))). As an immediate consequence of Lemma 4.7 we get the
following proper inclusion of Zariski tangent spaces:
TωRq(n,X, e¯) = Im
(
d(φ)(Fi)
)
( TωLq(n, e¯) = Im
(
d(ρ(q,e¯))(b,(Fi))
)
,
as sub-spaces of TωFq(P
n, e). Where the varieties Rq(n,X, e¯) and Lq(n, e¯) are considered
with the natural (reduced) scheme structure induced by the rational maps ρ and φ re-
spectively. Hence Rq(n,X, e¯) is a proper closed sub-variety of the logarithmic irreducible
component Lq(n, e¯) of Fq(P
n, e) as claimed. 
4.2. Weighted projective presentations. For every relation e¯ among the rays of X
there is a rational map Ie¯ : P
m−1(e¯) 99K X that lifts to the identity in homogeneous
coordinates, see Proposition 4.11. In this section we will use these maps in order to get a
better understanding of the foliations on Pn that arise as pullbacks of foliations on X.
In Corollary 4.12 we show that we can factorize every rational map F : Pn 99K X
through Ie¯. Then, every pullback F ∗(F) on Pn arising from a foliation F on X, can also
be obtained as a pullback of a foliation on Pm−1(e¯). Theorem 4.14 states that every such
foliation contains a flag of logarithmic foliations that can be obtained as a pullback of a
flag on Pm−1(e¯).
Proposition 4.11. Let X be a toric variety and e¯ = (ei) ∈ N
m be a relation among its
rays. Then there exists a natural surjective rational map Ie¯ : P
m−1(e¯) 99K X such that the
following diagram commutes:
Cm \ {0}
π
Pm−1

Id
//❴❴❴ Cm \ Z
πX

Pm−1(e¯)
Ie¯
//❴❴❴❴ X
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Moreover, the base locus of Ie¯ it is exactly πPm−1 (Z\{0}).
Proof. It follows from Lemma 2.2 that Pm−1(e¯) ≃ (Cm \{0})//G1 and X ≃ (C
m \Z)//G2
where
G1 = {(gi) ∈ (C
∗)m : gi = t
ei}
G2 =
{
(gi) ∈ (C
∗)m : gi =
∏
t
aji
j
}
.
Finally, the result is a trivial fact using that e¯ is a linear integer combination of {aj},
where
{
aj =
(
aji
)}s
j=1
are generators of the relations among the rays. 
Thus weighted projective spaces play a central role in the pullback of foliations on toric
varieties. Indeed, every pullback foliation from X can be described as a pullback foliation
from a weighted projective space.
Corollary 4.12. For a fixed e¯ as before, every foliation F in X induces a foliation Fe¯
in Pm−1(e¯) of the same codimension via its pullback by I∗e¯ . For every rational map F :
Pn 99K X admitting a lifting of degree e¯, there exists another rational map Fe¯ such that
the following diagramm commutes
Pn
Fe¯

✤
✤
✤
F
//❴❴❴❴ X
Pm−1(e¯)
Ie¯
;;✈
✈
✈
✈
✈
As a consequence for every foliation F in X we have F ∗e¯ (Fe¯) = F
∗(F).
Remark 4.13. Observe that the codimension q foliation on Pm−1(e¯) induced by the fibers
of Ie¯, i.e. the pullback foliation given by I
∗
e¯ (ΩX), coincides with the one given by the
distribution 〈Ri〉
m−q
i=1 ⊂ TP
m−1(e¯). This construction corresponds to a linear logarithmic
foliation on Fq
(
Pm−1(e¯),
∑
Di
)
.
As a consequence, the variety Rq(n,X, e¯) is constructed by the pullback of a single
weighted projective foliation by a suitable family of rational maps. This creates an ob-
struction for Rq(n,X, e¯) to fill out an irreducible component of Fq(P
n, e). We have that
Rq(n,X, e¯) is contained in the logarithmic component that corresponds to the pullback of
the (linear) logarithmic component where I∗e¯ (ΩX) lies in.
We end this section with the construction of a flag of pullback foliations induced by a
weighted presentation of X.
Theorem 4.14. For every foliation F in X and every rational map F : Pn 99K X with a
lifting of degree e¯ there is a flag of singular projective foliations on Pn:
F0 = FFe¯ ≺ F1 ≺ · · · ≺ Fm−q−1 = FF ≺ F
∗(F)
where Fk is a logarithmic foliation that arises as a pullback of a k-dimensional foliation
on Pm−1(e¯).
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Proof. The fact that FFe¯ is a subfoliation of FF follows from Corollary 4.12. These fo-
liations are defined respectively by the forms F ∗e¯ (ΩPm−1(e¯)) and F
∗(ΩX). Both of these
foliations are logarithmic. This follows from Proposition 2.16 and by the proof of Propo-
sition 4.2.
Now we are going to construct the remaining elements in the flag. Suppose e¯ is primitive,
i.e., it has gcd(ei) = 1, otherwise we can always divide by gcd(ei) and the upcoming
construction will work the same. Then we can find a basis of the relations among the
rays of X that contains e¯. In particular, we can assume that R1 =
∑m
i=1 eizi
∂
∂zi
, which
corresponds to the trivial vector field in Pm−1(e¯).
Now we need to consider the group G of X, following the notation of Section 2, and
consider the connected component with the identity of G, let us call it G0. For this group
G0 we can use part 2) of Lemma 2.2, since the, eventual, torsion subgroup of G is all
equalized to 1 in G0. For every 1 ≤ k ≤ m− q−2 consider the subgroup Gk of G0, defined
by the equations tj = 1 for every k + 2 ≤ j ≤ m − q, according to the description in
Lemma 2.2. The group Gk has a natural action on P
m−1(e¯) by diagonal matrices which
induces a morphism
Gk ⊗C OPm−1(e¯) → T
(
Pm−1(e¯)
)
,
where Gk is the (trivial) Lie algebra of Gk. The subdistribution Dk := 〈R2, . . . , Rk+1〉
of TPm−1(e¯) coincides with the image of this morphism and therefore defines a foliation
whose leaves are the orbits of the action. We will call this foliation Hk. It is straightforward
to check that
H1 ≺ · · · ≺ Hm−q−2.
This means that the pullbacks Fk := F
∗
e¯ (Hk) satisfy
FFe¯ = F0 ≺ F1 ≺ · · · ≺ Fm−q−2 ≺ Fm−q−1 ≺ F
∗(F),
Observe that Hm−q−1 = I
∗
e¯ (ΩX) and therefore Fm−q−1 = F
∗
e¯ I
∗
e¯ (ΩX) = FF .
Since Hk is the split foliation on P
m−1(e¯) with tangent sheaf spanned by R2, . . . , Rk+1,
it is defined by the differential form ηk = ıR1 . . . ıRk+1(dz1 ∧ . . . ∧ dzm). Direct calculation
shows that in homogeneous coordinates of Pm−1(e¯) we have ηk =
∑
|I|=m−k−1 λI ẑIdzI for
some {λI}|I|=m−k−1 ⊆ Z. In particular, Fk is defined by the logarithmic differential form
ωk =
∑
|I|=m−k−1 λI F̂IdFI .

4.3. Pullback of foliations of codimension 1 from a toric surface. In this Section
we will state some results regarding pullbacks to Pn of foliations on toric surfaces. This
includes Proposition 4.16, where we compute the degree of a pullback foliation. We also
construct the variety PB1(n,X,D, e¯) ⊂ F1(P
n, d) of projective pullback foliations from the
toric surface X, see Definition 4.18. We finally state Theorem 4.21 where we prove an
analog of Theorem 4.10 for the variety PB1(n,X,−KX , e¯).
Let α =
∑m
i=1Ai(z)dzi be a twisted differential 1-form in a toric surface X of algebraic
degree D satisfying codim (Sing(α)set) ≥ 2. By Remark 2.22, α defines a foliation on X.
For every rational map F = (F1 : · · · : Fm) : P
n
99K X with a polynomial lifting of degree
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e¯, as in Lemma 3.1, we consider the pullback ω = F ∗(α). Then ω =
∑m
j=1Ai(F )dFi is
a projective twisted differential form that defines a codimension one singular foliation on
Pn, which corresponds to the pullback of the foliation induced by α in X.
Now we will compute the degree of ω, deg(ω), in terms of the degrees of α and the
complete polynomial lifting F . The genericity condition that will be used is going to be
specified in Definition 5.10.
Remark 4.15. If α ∈ H0(X,Ω1X(D)) is a non-zero section, then D is the class of an
effective Weil divisor. In particular, there exist positive integers d1, . . . , dm such that
D =
∑m
i=1 di[Di].
Proposition 4.16. Let α ∈ H0
(
X, Ωˆ1X(
∑
diDi)
)
and F : Pn 99K X be a rational map
with a polynomial lifting of degree e¯. If the pair (F,α) is almost generic, then ω = F ∗(α)
satisfies codim(Sing(ω)) ≥ 2 and
deg(ω) =
m∑
i=1
diei.
Proof. Recall that if ai = (a
j
i ) for i = 1, . . . ,m and j = 1, . . . ,m − 2 are the relations
among the rays then (ai, hi) ∈ Z
m−2 × H is the numerical degree of [Di]. In addition,
since e¯ = (e1, . . . , em) is such that
∑m
i=1 eivi = 0 then e¯ =
∑s
j=1 λja
j . If we consider
α ∈ H0
(
X, Ωˆ1X(D)
)
as α =
∑m
i=1Aidzi, we can compute its numerical degrees as
deg(Ai) =
(
m∑
k=1
dk(ak, hk)
)
− (ai, hi) ∈ Z
m−2 ×H and
deg(α) =
m∑
i=1
di(ai, hi) ∈ Z
m−2 ×H .
Observe that each polynomial Ai has a monomial of the form z
d1
1 . . . . .z
di−1
i . . . . .z
dm
m . Its
pullback F d11 . . . . .F
di−1
i . . . . .F
dm
m has degree
∑m
k=1 dkek − ei. This implies that the homo-
geneous differential form ω = F ∗(α) has total degree
∑m
i=1 diei.
If the pair (F,α) is almost generic according to Definition 5.10, then the singular locus
of ω has codimension ≥ 2. Then, the result follows. 
Definition 4.17. Let X be a toric surface. For every D ∈ Cl(X) and relation e¯ among
the rays we define:
ψ(D,e¯) : P
(
H0
(
X, Ωˆ1X(D)
))
×
(
m∏
i=1
H0(Pn,OPn(ei))\Z˜
)/
G 99K F1(P
n, d)(4.4)
(α, (Fi)) 7−→ F
∗(α),(4.5)
where the action of G is induced by the natural action of (C∗)m on such space of poly-
nomials and Z˜ are the subspaces induced by Z, the irrelevant locus of X, in that vector
space. Notice that this map may be only rational.
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Definition 4.18. For each D and e¯ as before, we define the variety of projective pullback
foliations from the toric surface X as:
PB1(n,X,D, e¯) = Im(ψ(D,e¯)),
i.e. as the Zariski closure of the image of our parameterization.
Remark 4.19. The reader should observe that PB1(n,P
2, d, e) coincides with the pullback
components in [CLNE01].
Example 4.20. Recall from Example 2.25 that a differential form α of numerical degree
d = 9 in X = P2(1, 3, 5) can be written in homogeneous coordinates as
α =
2∑
i=0
∑
j 6=i
bij ẑijBjdxi,
where each Bi is of the form
B0 = a0 z0
B1 = b0 z1 + b1 z
3
0
B2 = c0 z2 + c1 z
5
0 + c2 z
2
0z1.
If we take b1 = c1 = c2 = 0, then a 1-differential form α will be of the form, by using
Lemma 2.23,
α =
2∑
i=0
λiẑi dzi,
for some λ satisfying
∑2
i=0 λiai = 0. Observe that for every e ∈ N, the variety
PB1
(
n,P2(1, 3, 5), 9, ea
)
contains a generic element of the logarithmic component
L1(n, ea). Then since L1(n, ea) is an irreducible component, they must be equal. This
behavior will be generalized in Theorem 4.21.
This example shows that the set of irreducible components of F1(P
n, d) that can be
constructed via pullbacks from a toric surface is strictly bigger than the one we get if we
look only at pullbacks from P2. We would like to notice that X is not a regular variety. Its
singular points can be easily computed in term of the degrees ai, as it is shown in [IF00,
Section 5.15, p. 108].
Theorem 4.21. The variety PB1(n,X,−KX , e¯) is contained in the variety of logarithmic
foliations L1(n, e¯). Moreover, PB1(n,X,−KX , e¯) coincides with L1(n, e¯) if and only if X
is a weighted projective plane or a fake weighted projective plane.
Proof. We will consider the set of effective Weil divisors equivalent to a given Dk. We
denote them as
[Dk]+ =
(ckj)j=1,...,m :
m∑
j=1
ckj [Dj ] = [Dk], where ckj ≥ 0
 .
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Now, let us take a vector field Y =
∑m
k=1Bk
∂
∂zk
such that deg(Y ) = 0. Then deg(Bk) =
[Dk]. In particular it is clear that all the monomials that appear in Bk are of the form
zck11 . . . . .z
ckm
m ,
where (ckj) runs through [Dk]+. Notice that the monomial zk is always admissible in Bk.
The homogeneous 1-differential form α ∈ H0(X, Ωˆ1X (−KX)) that defines the same foli-
ation as Y can be written (up to a constant) as α =
∑m
i=1Ai dzi, where the polynomials
Ai can be expressed, by Lemma 2.23, as
(4.6) Ai = λiẑi + ‘other monomials’ .
As a consequence of the descent conditions, see Remark 2.21, and the decomposition above,
we get
(4.7)
m∑
i=1
ajiλi = 0 ,∀j = 1, . . . ,m− 2 .
Since e¯ is a relation among the rays of X, in particular we have that
(4.8)
m∑
i=1
eiλi = 0 .
It follows from the definition of [Dk]+ that for each (ckj) ∈ [Dk]+, the monomials
zk and
∏m
j=1 z
ckj
j have the same degree. Observe that by moving the (ckj) ∈ [Dk]+,
the expression
∏m
j=1 z
ckj
j runs through all the monomials in Bk. Then, changing zk for
the product
∏m
j=1 z
ckj
j in each of the monomials ẑi, we get the monomials ẑik
∏m
j=1 z
ckj
j
which are admissible in Ai. This construction produces all the ‘other monomials’ of the
polynomials Ai, with i 6= k, announced in Eq. (4.6).
Let us fix k and (ckj) ∈ [Dk]+. We then have
(4.9) Ai = λiẑi + γiẑik
m∏
j=1
z
ckj
j + ‘other monomials’ .
These new monomials γiẑik
∏m
j=1 z
ckj
j verify the descent conditions between them for i =
1, . . . ,m, i.e., the coefficients (γi)
m
i=1 satisfy the descent conditions of Eq. (4.7). If we set
γk = 0, the space Γ of such (γi) ∈ C
m has dimension 1. This can be seen because this
coefficients (γi)
m
i=1 verify the m− 2 descent conditions, and this new condition γk = 0.
Let us now consider the following parameterization:
(4.10) P (CmA )×
∏m
i=1 P
(
H0 (Pn,OPn(ei))
) ρ′
//❴❴❴ L′ ⊂ F1(P
n, e)
(λi, Fi)
m
i=1
✤ //
m∑
i=1
λiF̂i dFi,
where CmA is the set of (λi) satisfying the descent conditions of Eq. (4.7), and e =
∑m
i=1 ei.
We will call L′ = Im(ρ′), the Zariski closure of the image of the application ρ′. It is
clear that L′ ⊂ L1(n, e¯) (see Eq. (4.1)). Since
m∑
i=1
λiF̂i dFi = F
∗ (
∑m
i=1 λiẑi dzi) and
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the differential form
∑m
i=1 λiẑi dzi is well defined in X, by Eq. (4.6), we also get L
′ ⊂
PB1(n,X,−KX , e¯), see Definition 4.18.
To finish the proof, we are going to show that this irreducible variety L′ coincides with
PB1(n,X,−KX , e¯). For that, by the decomposition of Eq. (4.9), we will prove that
m∑
i=1
λiF̂i dFi +
m∑
i=1
i 6=k
γiF̂ik
m∏
j=1
j 6=k
F
ckj
j dFi ∈ L
′.
Since the index k and the element (ckj) were selected in an arbitrary way, the procedure
to obtain the terms associated to the ‘other monomials’ of such decomposition is going to
be a direct consequence of the upcoming construction.
First notice that Fk and
∏m
j=1 F
ckj
j have the same degree. Now, let us make the following
computation:
ρ′((λi), (F1, . . . ,Fk + γ
m∏
j=1
j 6=k
F
ckj
j , . . . , Fm)) =
=
m∑
i=1
λiF̂i dFi +
∑
i 6=k
λiF̂ikγ
m∏
j=1
j 6=k
F
ckj
j dFi + λkF̂kγd
 m∏
j=1
j 6=k
F
ckj
j
 =
=
m∑
i=1
λiF̂i dFi + γ
∑
i 6=k
(λi + λkcki)F̂ik
m∏
j=1
j 6=k
F
ckj
j dFi
 .
Since the coefficients γi := γ(λi+λkcki) satisfy the descent condition of Eq. (4.7), they must
span the whole space Γ (because it is 1−dimensional). Then
L′ = PB1(n,X,−KX , e¯), which proves our first claim.
Now when m = 3, i.e. X is a (fake) weighted projective plane, the descent condition
Eq. (4.7) coincides with Eq. (4.8) and therefore L′ = L1(n, e¯).
To see the other implication, let us take m ≥ 4. Observe the maps of Eq. (4.1), for
q = 1, and of Eq. (4.10)
P (Cme¯ )×
∏m
i=1 P
(
H0 (Pn,OPn(ei))
) ρ
//❴❴❴ L1(n, e¯) ⊂ F1(P
n, e)
P (CmA )×
∏m
i=1 P
(
H0 (Pn,OPn(ei))
) ρ′
//❴❴❴❴ L′ ⊂ F1(P
n, e)
are defined in spaces of different dimensions. In particular, we have dim (P (CmA )) <
dim (P (Cme¯ )). By [CGAM19, Proposition 5.3, p. 6294] it follows that
PB1(n,X,−KX , e¯) = L
′ ( L1(n, e¯) .

29
5. The singular and Kupka scheme
Throughout this section we will make a careful study of the singularities of the foliations
we are considering. We will first recall some definitions regarding the singular locus, the
Kupka set and the Kupka scheme of a codimension one foliation. Then, we will prove
some results related to the description of these varieties for a codimension one foliation
on a toric surface.
We continue with Definition 5.10, which states some genericity conditions that we will
use in what follows. We prove Theorem 5.20 and Theorem 5.24, the first in P2(a) and
the latter in a regular toric surface, which state that under certain assumptions on the
algebraic degree, the singular points of a generic foliation are of Kupka type.
Finally, using our genericity conditions we characterize the Kupka ideal of a projective
foliation arising as the the pullback of a codimension one foliation on a toric surface.
This is done in Proposition 5.35, Proposition 5.37 and Theorem 5.38. We also give a
characterization of the singular scheme of these foliations, see Corollary 5.39.
Let us now fix the notation that will be used in this Section. Let X be a toric variety
and F a codimension one foliation determined by an element α ∈ H0(X, Ωˆ1X (D)) for
(the class of) some effective Weil divisor D ∈ Cl(X). We shall use αˆ to denote the
affine differential form induced by α. In other words, αˆ is the natural extension of the
homogeneous representation of α to the entire space Cm. We will write
α = αˆ =
m∑
i=1
Ai dzi in C
m\Z ,
where Ai ∈ SD−[Di], as in the rest of the article.
We will denote by Ωˆ•S =
⊕
D∈Cl(X) Ωˆ
•
S(D) the graded S-module of differential forms
given by the global sections of Ωˆ•X , see [CLS11, Corollary 8.1.5, p. 362]; by Ω
•
SK =⊕
D∈Cl(X)
Ω•SK (D) the Ka¨hler differentials of S over C and by TS = HomS( Ω
1
SK , S) its dual.
With the notation just given we will make the following definitions:
Definition 5.1. We define the singular ideal J(α) as the ideal generated by the coefficients
of αˆ, i.e. J(α) = 〈A1, . . . , Am〉 ⊂ S. The singular scheme of α is the subscheme Sing(α) ⊂
X defined by the homogeneous ideal J(α).
Remark 5.2. Notice that the singular ideal J(α) can also be described as
J(α) = {ıX(α) ∈ S : X ∈ TS} .
Since we are going to relate the Kupka set with an homogeneous ideal using a schematic
approach, we will require that it is a closed subset of the singular locus of α. We refer the
reader to [MMQ18] for a complete treatment of the Kupka scheme.
Definition 5.3. We define the Kupka set, Kset(α), as
Kset(α) = {x ∈ Sing(α)set : dα(x) 6= 0} .
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We also define a Kupka point as point x ∈ Sing(α)set such that dα(x) 6= 0. We are going
do denote as K0set(α) the set of Kupka points.
We will use [CLS11, Appendix, Proposition 6.A.6, p. 312] in the following definition.
We also suggest to look at [MMQ18, Definition 3.11, p. 11] for an alternative definition.
Definition 5.4. We define the Kupka scheme K(α) ⊂ X as the scheme theoretic support
of dα at Ω2SK ⊗S S
/
J(α). Then, K(α) is the scheme associated to the homogeneous ideal
K(α) defined as
K(α) = ann(dα) + J(α) ⊆ S, dα ∈ Ω2SK ⊗S S
/
J(α).
We recall the notion of ideal quotient of two S-modules M and N as
(N :M) := {a ∈ S : a.M ⊆ N} ,
see [AM69, Exercise 1.12, p. 8 and Corollary 3.15, p. 43] for basic properties. In the case
of two ideals I, J ⊆ S, the saturation of J with respect to I is defined as
(J : I∞) :=
⋃
d≥1
(
J : Id
)
.
Then, one could also define K(α) as
(5.1) K(α) = (J · Ω2SK : dα) .
Then, given that Ω2SK is free, we can also write
(5.2) K(α) = (J(α) : C (dα)) ,
where we denote as C (η) the ideal of polynomial coefficients of a differential form η ∈ ΩrSK .
Notice that with this notation we have that J(α) = C (α).
Remark 5.5. We would like to warn the reader that the reduced structure given to the
Kupka scheme may be supported in a bigger space than the Kupka set. We refer the reader
to [MMQ18, Example 4.5, p. 1034]. However, in the case where the singular locus is
reduced we have the following lemma.
Lemma 5.6. If J(α) =
√
J(α), then
K(α) = Kset(α).
Proof. This follows immediately from the equalities
K(α) = (J(α) : C (dα)) = (J(α) : C (dα)∞) = C (Kset(α)),
where C (Kset(α)) denotes the (radical) ideal associated to Kset(α). 
Assume that Sing(α)set has codimension 2. If we consider the projection πX : C
m\Z →
X, then we have that the Zariski closure in Cm of π−1X (Sing(α)set) has codimension 2.
Observe that π−1X (Sing(α)set) ⊂ Sing(αˆ)set ⊂ C
m.
Proposition 5.7. Let X be a toric surface. Then Sing(αˆ) is equidimensional of codi-
mension 2.
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Proof. This follows from the fact that α defines a split foliation in X. See [Vel20, Propo-
sition 8, p. 9] for a complete proof or [Qua15, Section 9, p. 186] in the case of projective
spaces. 
We recall the following result from [CLS11, Chapter 9.5, The Toric Case, p. 446].
Remark 5.8. For a toric variety X associated to a fan Σ, the irrelevant ideal in the
homogeneous coordinate ring S = C[z1, . . . , zm] is given by:
IZ = 〈ẑσ =
∏
i/∈σ(1)
zi〉σ∈Σ.
This implies that when X is a surface we have two possibilities:
a) If m = 3, then Z = {0}.
b) If m > 3, then Z has pure codimension two in Cm, and is given by
Z =
m⋃
i,j=1
i,j non
consecutive
Zij ,
where Zij = {zi = zj = 0}.
As we saw before in Proposition 5.7, when X is a toric surface, the singular scheme of
αˆ has pure codimension 2 and contains π−1X (Sing(α)set). However it could be the case
that Sing(αˆ)set contains a component from the irrelevant locus Z. In such a situation, by
indexing the vectors of Σ(1) in a counter-clockwise, and denoting by
(5.3) Γα = {non consecutive pairs (i, j) : i < j, Zij ⊂ Sing(αˆ)} ,
we can state the following decomposition of Sing(αˆ)set:
Proposition 5.9. Let X be a toric surface. Then we hace
Sing(αˆ)set = π
−1
X (Sing(α)set)
⊔  ⋃
(i,j)∈Γα
Zij

and every irreducible component of Sing(αˆ)set belongs to π
−1
X (Sing(α)set) or to Z. In
particular, if m = 3 we have
Sing(αˆ)set = π
−1
X (Sing(α)set) .
Proof. The proof follows from the equidimensionality of Sing(αˆ), see Proposition 5.7,
from Remark 5.8 and from the fact that π−1X (Sing(α)set) ⊂ Sing(αˆ)set. For the case
where m = 3 we just need to use, again, Remark 5.8. 
Let F : Pn 99K X be a dominant rational map, where X is a toric surface. We will now
state the generic conditions on α and F that will be needed in order to characterize the
Kupka set Kset, the Kupka ideal K, and the singular locus of the foliations induced by α,
αˆ and the pullback ω = F ∗(α).
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Definition 5.10. We will say that the pair (F,α) is almost generic if the following con-
ditions hold:
I) The critical values CV (F ) of F are such that CV (F ) ∩ Sing(α) = ∅ and the variety
Sing(ω) is reduced along the set of critical points C(F ).
II) The variety Sing(α) is reduced and has codimension greater or equal than 2. The
base locus of F has codimension greater or equal than 2.
III) The variety associated to the ideal C (dα) has codimension greater or equal than 3.
We will say that the pair (F,α) is generic if the same conditions hold for the pair (Fˆ , αˆ).
Remark 5.11. a) These conditions define an open set in the domain of the parameteri-
zation ψ(D,e¯) given in Definition 4.17. In particular the differential forms ω = F
∗(α)
that satisfy our genericity conditions define an open set in PB1(n,P
n,D, e¯) as well.
b) We refer the reader to [Gro66, The´ore`me (12.2.4), item (v), p. 183] for the openness of
condition II).
c) The fact that the set of foliations satisfying the conditions that we just gave (in par-
ticular condition II) and III) is not void depends on the Weil divisor D. We will pay
special attention to this fact in the upcoming results.
d) Condition III) implies that every singular point of α in X is a Kupka point, i.e., dα(p) 6=
0 for every p ∈ Sing(α).
e) It could be the case that some irreducible components of Z lie in Sing(αˆ), as mentioned
in Proposition 5.9. Assuming conditions II) and III) for αˆ, it is not true that every
singular point of αˆ is of Kupka type, but we always have that Sing(αˆ) = Sing(αˆ)set =
Kset(αˆ), by using Lemma 5.6 and Proposition 5.7.
f) Notice that when there exists a complete polynomial lifting, the base locus of F has
codimension 2, as condition II) requires.
In order to shed some light on these generic conditions we will describe first what
happens in the case of a weighted projective plane. We keep the notation given in Example
2.25. Let us consider a 1-differential form α ∈ H0(X, Ωˆ1X(d)) where X = P
2(a0, a1, a2),
such that it can be written as in Eq. (2.9).
Let Y ∈ TS . We will make use of the Cartan formulas
2∑
i=0
aizi
∂Aj
∂zi
= (d− aj)Aj(5.4)
ıY dα+ dıY α = LY (α)(5.5)
where LY (α) denotes the Lie derivative of the differential form α with respect to the vector
field Y . Notice that from Eq. (5.5), if Y = R, we get the equality
(5.6) ıRdα+ dıRα = deg(α)α .
Recall from Definition 2.15 that the volume form in a weighted projective plane is
ΩP2(a0,a1,a2) = ıRdz0∧dz1∧dz2. Let us write α = ıY ΩP2(a0,a1,a2), where Y =
∑2
i=0Bi
∂
∂zi
∈
TS
(
d−
∑2
i=0 ai
)
. With this that notation, the singular ideal J(α) can be seen as the
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minors of the matrix [
B0 B1 B2
a0z0 a1z1 a2z2
]
.
Let us define the divergence of the vector field Y as
div(Y ) =
2∑
i=0
∂Bi
∂zi
.
Then, by straightforward computation (using Eq. (5.4) and Eq. (5.6)) we have
(5.7) dα = div(Y )ΩP2(a0,a1,a2) +
(
d−
2∑
i=0
ai
)
ıY dz0 ∧ dz1 ∧ dz2.
Remark 5.12. Recall that when X is a toric surface and D ∈ Cl(X), the moduli space of
codimension one foliations F1(X,D) is an open subset of P
(
H0(X,TX(D +KX))
)
which
also coincides with
P
Y =
m∑
j=1
Bj
∂
∂zj
∈ TS(D +KX)

/
〈FkRk : Fk ∈ SD+KX〉
m−2
i=1
 .
The next lemma shows that every foliation on P2(a0, a1, a2) can be described by a vector
field having zero divergence.
Lemma 5.13. If div(Y ) = 0 then Sing(dαˆ) = {x ∈ C3 : B0(x) = B1(x) = B2(x) = 0}.
Also, for every Y ∈ TS
(
d−
∑2
i=0 ai
)
there is another vector field W of the same degree
and defining the same foliation on P2(a0, a1, a2) such that div(W ) = 0.
Proof. In the case where div(Y ) = 0, by using Eq. (5.7), it is clear that Sing(dαˆ) = {x ∈
C3 : B0(x) = B1(x) = B2(x) = 0}. Now, if Y is any homogeneous vector field of degree
d−
∑2
i=0 ai, then we can consider W as
W = Y −
div(Y )
d
R =
2∑
j=0
Cj
∂
∂zj
.
Clearly, Y and W define the same foliation and div(W ) = 0. 
In order to prove that the set of foliations satisfying the genericity conditions of Def-
inition 5.10 is not void, we need to describe for which Weil divisors d ∈ Z there exists
a vector field Y ∈ TS(d −
∑2
i=0 ai) having zero divergence and the origin as zero-locus.
First, we shall illustrate the situation with two examples.
Example 5.14. Let us consider X = P2 and d ∈ N≥2 . Then we have that generic
foliations are dense in F1(P
2, d). Indeed the vector field
Y = zd−21
∂
∂z0
+ zd−22
∂
∂z1
+ zd−20
∂
∂z2
has zero divergence and satisfies {Y = 0} ⊆ {0}.
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Example 5.15. Let us consider X = P2(1, 3, 5) a weighted projective plane and d ≥ 5. A
vector field Y on X of degree d− 9, can be written as
Y = B0
∂
∂z0
+B1
∂
∂z1
+B2
∂
∂z2
where deg(B0) = d− 8, deg(B1) = d− 6 and deg(B2) = d− 4.
In this situation, the singular points of X are p1 = [0 : 1 : 0] and p2 = [0 : 0 : 1], see
[IF00, Section 5.15, p. 108]. It may be the case that every vector field of degree d vanishes
at one of these points. In order to have a vector field not vanishing at pi, at least one of the
Bk’s must admit a monomial only in the variable zi. This conditions depend numerically
on d. In fact, we must actually have
d− 8 ≡ 0 mod(3) or
d− 6 ≡ 0 mod(3) or
d− 4 ≡ 0 mod(3)
⇐⇒

d ≡ 2 mod(3) or
d ≡ 0 mod(3) or
d ≡ 1 mod(3)
and 
d− 8 ≡ 0 mod(5) or
d− 6 ≡ 0 mod(5) or
d− 4 ≡ 0 mod(5)
⇐⇒

d ≡ 3 mod(5) or
d ≡ 1 mod(5) or
d ≡ 4 mod(5).
Then, if d satisfies the above conditions there is an homogeneous vector field Y =
∑2
i=0Bi
∂
∂zi
with zero divergence such that the only point where all the Bi’s vanish is the origin in C
3.
Proposition 5.16. Let P2(a0, a1, a2) be a well formed weighted projective plane. Assume
there exists an homogeneous vector field Y =
∑2
i=0Bi
∂
∂zi
of degree ℓ such that {x ∈
P2(a0, a1, a2) : B0(x) = B1(x) = B2(x) = 0} ∩ Sing(P
2(a0, a1, a2)) = ∅. Then a generic
homogeneous vector field W of degree ℓ is such that the foliation that induces has all its
singular points of Kupka type.
For the proof of the proposition we shall use the following lemma from [SS01, Lemma
8.1, p. 61]:
Lemma 5.17. Let F0, . . . , Fr, r ≤ n, be polynomials in z0, . . . , zn with indeterminate
coefficients of the form
Fj =
∑
ν∈Nj
ajν z
ν
over Q = Q[ajν]jν, where Nj is a non-empty finite subset of N
n+1\{0}, j = 0, . . . , r. By
Ij we denote the ideal of Q[z] generated by the monomials z
ν, ν ∈ Nj. The following
conditions are equivalent:
a) F0, . . . , Fr form a regular sequence in Q[z].
b) For every non-empty proper subset I of {0, . . . , n} the set {j : 0 ≤ j ≤ r, Ij ⊂ (zi : i ∈
I)} = {j : 0 ≤ j ≤ r, I ∩ supp(ν) 6= ∅ for all ν ∈ Nj} contains ≤ |I| elements, where
the support of ν = (ν0, . . . , νn) ∈ N
n+1 is defined as supp(ν) = {i : νi 6= 0}.
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Proof. We are going to prove that a generic vector field W =
∑2
i=0 Ci
∂
∂zi
of degree ℓ with
div(W ) = 0 also satisfies {x ∈ P2(a0, a1, a2) : C0(x) = C1(x) = C2(x) = 0} = ∅.
By [IF00, Section 5.15, p. 108] the singularities of P2(a0, a1, a2) are of the form p0 = [1 :
0 : 0] or p1 = [0 : 1 : 0] or p2 = [0 : 0 : 1], depending on whether the corresponding ai > 1.
Let Y =
∑2
i=0Bi
∂
∂zi
be an homogeneous vector field of degree ℓ such that
{x ∈ P2(a0, a1, a2) : B0(x) = B1(x) = B2(x) = 0} ∩ Sing(P
2(a0, a1, a2)) = ∅ .
Regarding the polynomials Bi, we would like to use the equivalence of Lemma 5.17 by
showing that they verify condition b) for the case where n = r = 2 and the Ni’s are the sets
of monomials of homogeneous degree ℓ+ai. In fact, our hypothesis on the vanishing of the
Bi’s is equivalent to condition b) of the Lemma 5.17 for |I| = 2. The case where |I| = 1
follows by the hypothesis of our weights to be coprime by pairs. Then, our polynomials
B0, B1 and B2 define, generically, a regular sequence in the ring Q[z0, z1, z2] for Q = Q[aiν ]
where aiν , ν ∈ Ni ⊂ N
3, denotes the coefficient of the monomial zν in each polynomial Bi.
To see that there exists a vector field W which also satisfies div(W ) = 0 we are going to
proceed as follows: writing Ci =
∑
ν∈N(ℓ+ai)
aiνz
ν where we are denoting with N(k) ⊂ N3
the set of admissible monomials of degree k, we get
div(W ) =
2∑
i=0
∂Ci
∂zi
=
2∑
i=0
ν∈N(ℓ+ai)
νiaiνz
ν−ei =
2∑
i=0
µ∈N(ℓ)
(µi + 1)ai(µ+ei)z
µ
where ei stands for the canonical vector. The condition div(W ) = 0 determines |N(ℓ)|
linear equations in different variables forming the ideal
L :=
〈
2∑
i=0
(µi + 1)ai(µ+ei)
〉
µ∈N(ℓ)
⊂ Q .
Now, using [SS01, 5th paragraph of p. 121] with the (flat) morphism π : Q→ Q/L we have
that the class of the polynomials {C0, C1, C2} in (Q/L)[z0, z1, z2] define a regular sequence.
Since L is generated by linear equations in different variables, then the quotient Q/L is
freely generated by some undetermined variables. From [SS01, Theorem 15.4, p. 123], we
know that the corresponding resultant for the class of {C0, C1, C2} is a unit in Q/L. As
explained in [SS01, 2nd paragraph of p.123], a generic specialization of the undetermined
variables in Q/L commutes with taking the resultant. As a consequence, we can select
generically the coefficients ai,ν generating Q/L in order to get homogeneous polynomials
Ci of the correct degree with non vanishing resultant and defining a regular sequence in
C[z0, z1, z2]. By construction we have div(W ) = 0. Finally, their corresponding set of zeros
is 0-dimensional in the cone C3, and being the Ci’s homogeneous, this set must consist
only of the origin implying our claim. 
Remark 5.18. We would like to observe that the existence of a vector field Y of degree ℓ
in P2(a0, a1, a2) satisfying the hypotheses of Proposition 5.16 is a numerical condition on
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ℓ, which is equivalent to
ℓ− a0 ≡ 0 (ai) or
ℓ− a1 ≡ 0 (ai) or
ℓ− a2 ≡ 0 (ai) for all i = 0, 1, 2 ,
and ℓ ≥ max{ai}i=0,1,2.
Definition 5.19. Let (a0, a1, a2) be a vector of weights. We will say that ℓ ∈ Z is admis-
sible if it verifies the conditions of Remark 5.18.
As a consequence of the above Proposition 5.16 we can state the following result:
Theorem 5.20. A generic homogeneous vector field of degree ℓ in P2(a0, a1, a2) is such
that the foliation that induces has all its singular points of Kupka type if and only if ℓ is
admissible.
Proof. First, by using Lemma 5.13, we can assume that the homogeneous vector field is
the class of an element Y ∈ TS(ℓ) satisfying div(Y ) = 0. Now, being ℓ admissible, by
Proposition 5.16, we know that the condition of having all its singular points of Kupka
type is generic in the space of homogeneous vector fields in the homogeneous coordinate
ring with zero divergence.
For the other implication we can say that if ℓ fails the property of being admissible for
the ai0 . Without loss of generality we can assume that i0 = 0, then the singular point
p0 = [1 : 0 : 0] of P
2(a0, a1, a2) is a common zero of all the Bi. So, that point is a non
Kupka point of every foliation of numerical degree ℓ+ a0 + a1 + a2. 
At this point, we will work with a smooth toric surface X with m = |Σ(1)| ≥ 4 and try
to show that the genericity conditions of Definition 5.10 are not void. Unlike the case of
a weighted projective plane, we will show that there are very few cases where the set of
affine differential forms satisfying the generic conditions II) and III) in the cone is not void.
However, in this situation, we will be able to show that generically we can assume that all
the singularities of α in X are reduced and of Kupka type, assuming certain hypotheses
on the divisor defining its twist. The proof of this result can not be made in the same
fashion as Proposition 5.16 because the common zeros of the polynomial coefficients of a
vector field do not coincide with the zeros of dα. This is a consequence of the fact that we
are considering the cases where m ≥ 4, as will be explained in Remark 5.23. The following
is an adaptation of [Lemma 7, [Vel20]]:
Lemma 5.21. Let Y be an homogeneous vector field of algebraic degree L ∈ Pic(X),
where X is a smooth toric surface, such that div(Y ) = 0. Then
dα =
m−2∑
i=1
(−1)idi ıY ıR1 . . . ıR̂i . . . ıRm−2dz1 ∧ . . . ∧ dzm,
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where α = ıY ıR1 . . . ıRm−2dz1 ∧ . . . ∧ dzm, and (d1, . . . , dm−2) ∈ Z
m−2 is the numerical
degree of L −KX .
Proof. From Eq. (5.5) we get the following formula
(5.8) dα = LY
(
ıRdz1 ∧ . . . ∧ dzm
)
− ıY d
(
ıRdz1 ∧ . . . ∧ dzm
)
,
where R = R1 ∧ . . .∧Rm−2. Using the following equations, for every homogeneous vector
field W ,
[LY , ıW ] = ı[Y,W ]
[W,Rj ] = λjW for some λj ∈ C
[Ri, Rj ] = 0
LY (dz1 ∧ . . . ∧ dzm) = div(Y ) dz1 ∧ . . . ∧ dzm ,
by straightforward computation on Eq. (5.8) we get
d(ıY ıR1 . . . ıRm−2dz1 ∧ . . . ∧ dzm) =
m∑
i=0
βi ıY ıR1 . . . ıR̂i . . . ıRm−2dz1 ∧ . . . ∧ dzm+
+ div(Y ) ıR1 . . . ıRm−2dz1 ∧ . . . ∧ dzm ,
for some βt ∈ C. Finally since
ıRjdα = (−1)
jβj α
ıRjdα = dj α ,
we get βj = (−1)
jdj as desired. 
Since X is complete we have H0(X,Ω1X) = 0. In particular, if α is a non-zero twisted
differential form its numerical degree can not be zero. We will assume without loss of
generality that d1 6= 0.
Corollary 5.22. Keeping the notation of Lemma 5.21, if we redefine R′1 = R1, R
′
j =
Rj −
dj
d1
R1 then
α = ıY ıR′1 . . . ıR′m−2dz1 ∧ . . . ∧ dzm
dα = ıY ıR′2 . . . ıR′m−2dz1 ∧ . . . ∧ dzm .
Remark 5.23. As a consequence of the previous Corollary, the zeros locus of the dif-
ferential form dα can be described as the maximal minors of the matrix defined by the
coefficients of Y,R′2 . . . , R
′
m−2.
With this in mind we can state a result analogous to Theorem 5.20 for the case of
regular toric surfaces. The approach used in the proof is similar to that used in [CP06,
Section 2.3, p. 6].
Theorem 5.24. Let X be a smooth toric surface and L ∈ Pic(X) such that TX (L) is gen-
erated by global sections. Consider a generic homogeneous vector field Y ∈ H0(X,TX(L))
and α = ıY ΩX ∈ H
0(X, Ωˆ1X(L−KX)). Then Sing(α) is reduced and the foliation induced
by α in X has all of its singular points of Kupka type, that is Sing(α) = K(α).
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Proof. Let d = dimPH0(X,TX(L)) and W ⊆ PH0(X,TX(L)) × X be the incidence
variety defined by
W = {(Y, p) : p is either a non Kupka point or a non reduced point of Sing(ıY ΩX)}
equipped with both projections PH0(X,TX(L)) W
π2
//π1oo X . For every p ∈ X, the
space of sections Z such that Z(p) = 0 identifies with the kernel of the evaluation evp of
vector fields at p and therefore determines a codimension 2 linear space in PH0(X,TX(L)).
Being TX(L) globally generated, we can find for each p ∈ X an element Y ∈ H0(X,TX(L))
such that p is a reduced Kupka point of the foliation induced by Y . This implies that the
fiber π−12 (p) at most d − 3. By the Fiber Dimension Theorem, see [Mum99, Theorem 3,
p. 49], we have
dim(W) ≤ d− 3 + 2 = d− 1.
In particular, a generic element Y ∈ PH0(X,TX(L)) is not in the image of π1(W) and
the theorem follows. 
Remark 5.25. Although we will make use of these theorem for smooth toric varieties, the
argument above holds for any smooth projective variety.
Remark 5.26. On a smooth toric variety, a line bundle is ample if and only if it is very
ample. And also by the Serre Vanishing Theorem, for every L very ample, TX(L⊗k) for
some k ≫ 0, is generated by global sections. See also [CLS11, Example 6.11.16, p. 273]
for a characterization of ample line bundles in a Hirzebruch surface.
Remark 5.27. For a regular toric surface other than P2 the irrelevant set Z has always
codimension 2. It could be the case that Sing(αˆ) has non Kupka irreducible components
supported in Z. This seems to be the case for most L ∈ Pic(X). In Table 1 we analyze
this situation for X = Hr. However, there are some special degrees where each irreducible
component of Z presents the following behavior: either it is not an irreducible component
of Sing(αˆ)set or it is contained in the Kupka set.
Even more so, the Kupka scheme of αˆ may have irreducible components supported on Z
admitting a different multiplicity than the one given inside the singular scheme and even
not supported in the Kupka set of αˆ. This will be adressed in Definition 5.31.
Example 5.28. We keep the notation of Example 2.24. Let us consider a codimension
1 foliation on Hr defined by a homogeneous 1-differential form α of numerical degree
(d1, d2), or alternatively by a homogeneous vector field Y of numerical degree (d˜1, d˜2)
where (d1, d2) = (d˜1 + r + 2, d˜2 + 2) . It is clear that for the numerical degrees of α to be
effective we would need that
d˜1 ≥ −r − 2 d˜2 ≥ −2 .
However we shall require d˜1, d˜2 ≥ −1. In any other case F1 (Hr, (d1, d2)) is empty.
Observe that if d˜2 > 0, then the polynomial coefficients B1, . . . , B4 of every homogeneous
vector field Y of degree (d˜1, d˜2) all annihilate on the component Z24. This is because, when
d˜2 > 0, the variables z2 or z4 appear in all the monomials of the Bi, for i = 1, . . . , 4, as the
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grading of Eq. (2.6) and Eq. (2.7) shows. By Remark 5.23, this implies that the component
Z24 determines a non Kupka component of Sing(αˆ).
Now suppose that d˜2 = 0. Then, if d˜1 6= −1, 0, r, by a similar reasoning as before, the
same situation holds for Z13. Furthermore, if d˜2 = −1 and d˜1 ≥ −1, it is easy to see that
Z13 and Z24 are both non Kupka components. Finally, the only three cases that may have
avoid this situation are (−1, 0), (0, 0) and (r, 0). We are going to prove that those are
effectively the only cases. To do that we will use the formulas from Eq. (2.8) and Lemma
2.23, that we recall here:
(5.9)
A1 = ẑ12B2 + rẑ13B3 − ẑ14B4
A2 = −ẑ12B1 + ẑ23B3
A3 = −rẑ13B1 − ẑ23B2 + ẑ34B4
A4 = ẑ14B1 − ẑ34B3 .
Let us start by considering the case where (d˜1, d˜2) = (−1, 0). By Eq. (2.7) we have that
B2 = 0, B1, B3 are constants and B4 has degree (r − 1, 1). Using this information and
Eq. (5.9) we can deduce that Z13 6⊂ Sing(αˆ)set and Z24 ⊂ Sing(αˆ)set. By looking further
in those equations and computing the corresponding formula for dαˆ we can deduce that
Z24 ⊂ Kset(αˆ).
When the vector field has numerical degree (r, 0) using Eq. (5.9) and by the same rea-
soning as above we can deduce that Z ⊂ Sing(αˆ)set. When computing dαˆ we can see that
none of the components Z13 and Z24 belong to the set of zeros of dαˆ.
Finally, if the vector field has numerical degree (0, 0), we have already shown that they
define logarithmic foliations, according to the proof of Theorem 4.21. It is easy to prove
that Z ⊂ Kset(αˆ) ⊂ Sing(αˆ)set, concluding our claim.
We will now summarize in a table, the results obtained for the description of the singular
set, and its Kupka subvariety, of a codimension one foliation on a toric surface X for the
cases X = P2,P2(a),Hr. In any case all foliations are assumed to be generic enough. By
the comments made in Remark 5.27, the description of Sing(αˆ) will only be set theoretical.
We will also include, without proof, the degrees of foliations on a blow-up of P2 at two
points in general position such that Sing(αˆ)set = Kset(αˆ). This variety is a smooth toric
surface with |Σ(1)| = 5. We refer to Eq. (5.3) for the definition of Γα.
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Table 1
X Cl(X) degree(Y ) Sing(α) Sing(αˆ)set Γα
P2 Z ℓ ≥ −1, see Example 5.14 K(α) Kset(αˆ) ∅
P2(a) Z


ℓ ≡ a0 (ai) or
ℓ ≡ a1 (ai) or
ℓ ≡ a2 (ai) ∀i = 0, 1, 2
see Remark 5.18
K(α) Kset(αˆ) ∅
ℓ 6≡ a0, a1, a2 (aj) K(α)
⋃
j∈J
{pj} Kset(αˆ)
⋃
j∈J
{tpj}t∈C ∅
for j ∈ J ⊂ {0, 1, 2}
H(†)r Z
2
L = (d˜1, 0), d˜1 6= −1, 0, r
K(α)(‡)
Kset(αˆ) ∪ Z13
(1, 3), (2, 4)
L = (d˜1, 0), d˜1 = 0, r
Kset(αˆ)
L = (−1, 0) (2, 4)
L = (d˜1, d˜2), d˜2 > 0,
Kset(αˆ) ∪ Z24 (1, 3), (2, 4)
d˜1 = rℓ, d˜2 + 1 ≥ ℓ
L = (d˜1, d˜2), d˜2 > 0,
Kset(αˆ) ∪ Z13 ∪ Z24 (1, 3), (2, 4)
d˜1 = rℓ, d˜2 + 1 < ℓ
L = (d˜1, d˜2), d˜2 > 0,
Kset(αˆ) ∪ Z24 (2, 4)
d˜1 = rℓ− 1, d˜2 ≥ ℓ
L = (d˜1, d˜2), d˜2 > 0,
Kset(αˆ) ∪ Z13 ∪ Z24 (1, 3), (2, 4)
d˜1 = rℓ− 1, d˜2 < ℓ
L = (d˜1,−1), d˜1 ≥ −1 Kset(αˆ) ∪ Z13 ∪ Z24 (1, 3), (2, 4)
Bl(P2, p, q)(∗) Z3
L = (0, 0, 0)
K(α)(‡) Kset(α)
(1, 4), (2, 5)
L = (0, 0, 1)
(1, 4), (2, 5)
L = (−1, 0, 1)
(3, 5), (1, 3)
L = (0,−1, 01)
(†) In all cases d˜1, d˜2 ≥ −1. (‡) if TX(L) is generated by global sections (see Theorem 5.24).
(∗) If L = (a, b, c) is such that a ≥ 1 then (1, 4) /∈ Kset(α), if b ≥ 1 then (2, 5) /∈ Kset(α).
Remark 5.29. While making computations with the library [DMMQ19] using [GS] we
observed that when X = P2, X = P2(a) and X = Hr with (d˜1, d˜2) = (−1, 0), (0, 0) or
(r, 0) the scheme Sing(αˆ) turns out to be reduced. This implies that the data given in the
table for the column corresponding to Sing(αˆ)set also hold for the scheme structure. In
other cases, the computations have shown that the components of Sing(αˆ) supported in the
irrelevant locus are in general not reduced. This was observed in H2 selecting low degrees
for the vector field defining the foliation, for computability reasons. As an example, we
can show the following 1-differential form in H2 with (d˜1, d˜2) = (1, 0):
αˆ(1,0) =
[
− (1/2)x31x
2
2x3 − (3/2)x
2
1x
2
2x
2
3 − (1/6)x1x
2
2x
3
3 − x
2
2x
4
3 + x
2
1x2x4 + (5/3)x1x2x3x4 − (19/10)x2x
2
3x4
]
dx1+
+
[
(1/2)x31x4 − (1/2)x
2
1x3x4 − (7/30)x1x
2
3x4 − (7/4)x
3
3x4
]
dx2+
+
[
(1/2)x41x
2
2 + (3/2)x
3
1x
2
2x3 + (1/6)x
2
1x
2
2x
2
3 + x1x
2
2x
3
3 + −(8/3)x
2
1x2x4 + (43/30)x1x2x3x4 − (7/2)x2x
2
3x4
]
dx3+
+
[
− (1/2)x31x2 + (1/2)x
2
1x2x3 + (7/30)x1x2x
2
3 + (7/4)x2x
3
3
]
dx4
The singular locus of this foliation has 4 irreducible components, given by: two components
associated to the points in Sing(α), P1 and P2, and then two more components supported
in Z24 and Z13, the latter being the only non reduced component. The Kupka scheme is
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supported in the four components, with the component supported in Z13 being non reduced
and having a multiplicity different to the one in Sing(αˆ). Finally, the Kupka set is given
by P1, P2 and Z24.
We can give another example, in this case with a 1-differential form inH2 with (d˜1, d˜2) =
(2, 1) defined as
αˆ(2,1) =
[
− (2/5)x
4
1x
3
2x3 − (4/5)x
3
1x
3
2x
2
3 − (1/2)x
2
1x
3
2x
3
3 − (1/4)x1x
3
2x
4
3 − (5/7)x
3
2x
5
3 + (8/3)x
3
1x
2
2x4 + (86/45)x
2
1x
2
2x3x4+
+ (5/4)x1x
2
2x
2
3x4 + (15/14)x
2
2x
3
3x4 + (2/3)x1x2x
2
4 + (25/6)x2x3x
2
4
]
dx1+
+
[
(4/3)x
4
1x2x4 − (9/10)x
3
1x2x3x4 − (71/8)x
2
1x2x
2
3x4 − (35/4)x1x2x
3
3x4 − (1/7)x2x
4
3x4 + (1/3)x
2
1x
2
4+
+ (13/10)x1x3x
2
4 − (7/6)x
2
3x
2
4
]
dx2+
+
[
(2/5)x
5
1x
3
2 + (4/5)x
4
1x
3
2x3 + (1/2)x
3
1x
3
2x
2
3 + (1/4)x
2
1x
3
2x
3
3 + (5/7)x1x
3
2x
4
3 − (167/45)x
3
1x
2
2x4 − 19x
2
1x
2
2x3x4+
− (130/7)x1x
2
2x
2
3x4 − (2/7)x
2
2x
3
3x4 − (47/30)x1x2x
2
4 − (7/3)x2x3x
2
4
]
dx3+
+
[
− (4/3)x
4
1x
2
2 + (9/10)x
3
1x
2
2x3 + (71/8)x
2
1x
2
2x
2
3 + (35/4)x1x
2
2x
3
3 + (1/7)x
2
2x
4
3 − (1/3)x
2
1x2x4
− (13/10)x1x2x3x4 + (7/6)x2x
2
3x4
]
dx4
We have again 4 irreducible components, given by: two components associated to the points
in Sing(α), P1 and P2, and then two more components supported in Z13 and Z24, the latter
being the only non reduced component. In this case the Kupka scheme is supported in the
four components and is reduced. In spite of the reducibility of Kupka scheme, the Kupka
set is different and is supported in P1, P2 and Z13.
We shall now describe the Kupka and singular sets of a singular projective foliation
induced by a pullback form ω = F ∗(α) from a toric surface X, conveniently assuming the
generic conditions of Definition 5.10.
Lemma 5.30. Let (F,α) be an almost generic pair, also satisfying conditions I) of Defi-
nition 5.10 for (Fˆ , αˆ). If ω = F ∗(α), then we have
Kset(ω) = πPn
(
(Fˆ−1Kset(αˆ))\{0}
)
,
where πPn is the natural projection from C
n+1\{0} to Pn.
Proof. Let p ∈ Cn+1 be a singular point of ω such that αˆ(F (p)) 6= 0. The image of dpFˆ
must be contained in ker(αˆ)F (p). It follows from the integrability condition αˆ ∧ dαˆ = 0
that dαˆ(v,w)(F (p)) = 0 for every v,w ∈ ker(αˆ)F (p). From here we can conclude that
dω(p) = 0, since F ∗(dαˆ) = dω. As a consequence, the singular points of ω such that when
applied F do not belong to Sing(αˆ)set, are not Kupka points.
The argument above shows that every singular point of ω such that dω(p) 6= 0 must lie
in Fˆ−1(Sing(αˆ)set). Therefore, by the genericity of the pair (Fˆ , αˆ), we have the inclusion
Kset(ω) ⊂ Fˆ
−1 (Kset(αˆ)). Finally, for the other inclusion we just need to use that if
q ∈ Kset(αˆ) then q /∈ CV (F ). So Fˆ
−1(Kset(αˆ)) ⊂ Kset(ω) as claimed. 
In order to describe the scheme structure of Sing(αˆ) andK(αˆ) we will need the following
definition. We will assume that m = |Σ(1)| > 3.
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Definition 5.31. For a given homogeneous 1-differential form α ∈ H0
(
X, Ωˆ1X(D)
)
we
define
Qij as the Zij-primary ideal in J(αˆ) for (i, j) ∈ Γα ,
Qα =
⋂
(i,j)∈Γα
Qij ,
Γα,K = {(i, j) ∈ Γα : K(αˆ) has a component supported in Zij} ,
Γsetα,K = {(i, j) ∈ Γα,K : Kset(αˆ) has a component supported in Zij} ,
QKij as the Zij-primary ideal in K(αˆ) for (i, j) ∈ Γα,K ,
Qα,K =
⋂
(i,j)∈Γα,K
QKij .
We are commiting an abuse of notation denoting as Zij the ideal associated to the variety
{zi = zj = 0}.
The following proposition has an immediate proof using Lemma 5.30.
Proposition 5.32. With the hypothesis of Lemma 5.30 we have the following decompo-
sition:
Sing(ω)set = Kset(ω) ∪ C(F,α) ∪
⋃
(i,j)∈Γα\Γsetα,K
{Fi = Fj = 0}.
where C(F,α) = {p ∈ C(F ) : Im(dF (p)) ⊂ Ker(α(F (p))} and {Fi = Fj = 0} determine
non Kupka components, when (i, j) ∈ Γα\Γ
set
α,K.
In addition, the variety Kset(ω) can be decomposed by the irreducible components as-
sociated to the closure of the preimage of the singular points of α, F−1(q), where q ∈
Sing(α)set, and the irreducible components given by {Fi = Fj = 0} where the indexes
(i, j) run through the set Γsetα,K.
Definition 5.33. Writing α =
∑m
i=1Ai dzi and considering F as above, we will define
the ideal J˜(ω) as
J˜(ω) = 〈A1(F ), . . . , Am(F )〉 = F
∗(J(α)) .
Remark 5.34. The above ideal defines a subscheme of the singular locus of ω supported
in Sing(ω)\C(F,α). Also, we have that the scheme associated to the ideal (J(ω) : J˜(ω))
is supported in C(F,α). Even more so, if (F,α) satifies condition I) of Definition 5.10, by
the proof of Lemma 5.30 we can deduce that K(ω) and C(F,α) do not share any irreducible
component (because C(F,α) ⊂ {p ∈ C(F ) : dω(p) = 0}). Then we can compute K(ω) as
K(ω) =
(
J˜(ω). Ω2SK : dω
)
=
(
J˜(ω) : C (dω)
)
As a consequence of all the above results, we will get a general description of the scheme
Sing(ω) and the corresponding Kupka ideal. This will extend the description given in
[CLNE01, p. 700] for the Kupka set of projective singular foliations that comes from a
generic pullback of foliations on P2.
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For the sake of clarity, we will first describe the Kupka ideal of ω assuming that the
pair (F,α) is generic. As we saw before, these assumptions are well suited for a projective
plane in general, and weighted projective planes and some other smooth toric surfaces
under certain restrictions on the selected Weil divisor class D defining the foliation.
Proposition 5.35. Let (F,α) be a generic pair in a toric surface X and write α =∑m
i=1Ai dzi. Then the Kupka ideal of ω is K(ω) = J˜(ω) = 〈A1(F ), . . . , Am(F )〉.
Proof. By Proposition 5.7 we have that the singular locus of αˆ is equidimensional of
codimension 2. Also since codim(Sing(dαˆ)) ≥ 3 we have K(αˆ) = Sing(αˆ) ⊆ Cm. The
hypothesis on α implies that J(α) = K(α) = 〈A1, . . . , Am〉. Since the pair (F,α) is
generic, we can conclude by Lemma 5.30 and Proposition 5.6 that the Kupka ideal of ω is
generated by A1(F ), . . . , Am(F ). 
When (F,α) is a generic pair we have that Γα = Γ
set
α,K and therefore the singular scheme
of ω is reduced and no component of codimension two of the base locus of F appears
outside the Kupka set. In this case, the decomposition of Proposition 5.32 is slightly
simpler and holds schematically.
Corollary 5.36. With the hypothesis of Proposition 5.35, we get a particular decomposi-
tion of the (reduced) singular scheme of ω:
Sing(ω) = K(ω) ∪ C(F,α) .
As we observed before, a first problem that arises from our genericity conditions is that
there may be examples of toric surfaces X with a fixed Weil divisor class D where we
can not generically assume that codim(Sing(dαˆ)) ≥ 3. This may be the case if some
codimension two components of Z appears as a non Kupka component of Sing(αˆ). As a
consequence, we will state a more general result concerning the Kupka ideal K(ω) without
assuming condition III) of Definition 5.10 for (Fˆ , αˆ).
Proposition 5.37. Let (F,α) be an almost generic pair in a toric surface X, also sat-
isfying conditions I) and II) of Definition 5.10 for (Fˆ , αˆ). The Kupka ideal K(ω) can be
computed as
K(ω) = F ∗(K(αˆ)) =
J˜(ω) : ⋂
(i,j)∈Γα\Γα,K
F ∗(Zij)
 .
Proof. Using the genericity conditions, from Proposition 5.6 and Lemma 5.30, we know
that K(ω) = πPn
(
(Fˆ−1K(αˆ))\{0}
)
. Also, we have that the Kupka set of α equals its
singular locus in X. Then, we only need to remove the components in J˜(ω) = F ∗(J(αˆ))
coming from the pullback of components of the irrelevant locus Z that do not appear in
the Kupka scheme of αˆ. The genericity conditions assumed in this case imply that Sing(αˆ)
is reduced. Then we have
K(ω) =
J˜(ω) : ( ⋂
(i,j)∈Γα\Γα,K
F ∗(Zij)
)∞ .
Since the singular locus of ω is also reduced we get our result. 
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As we show in Remark 5.29 there are cases where we can not even assume the singular
locus of αˆ to be reduced over the components supported in the irrelevant locus Z. Because
of that we finally describe the Kupka ideal K(ω) and the singular scheme Sing(ω) without
assuming conditions II) and III) of Definition 5.10 for (Fˆ , αˆ). We will need to assume the
morphism induced in the homogeneous coordinates rings F ∗ : SX → SPn to be flat. We
keep the notation of Definition 5.31 for the following results.
Theorem 5.38. Let (F,α) be an almost generic pair in a toric surface X, also satisfying
condition I) of Definition 5.10 for (Fˆ , αˆ), and such that the ring homomorphism F ∗ :
SX → SPn is flat. Then the Kupka ideal K(ω) can be computed as
K(ω) = F ∗(K(αˆ)) .
In particular, the Kupka scheme K(ω) is the schematic pullback of K(αˆ) by the map F .
Proof. By Remark 5.34 we know that the Kupka scheme is supported in a subvariety of
Fˆ−1(Sing(αˆ)). If (i, j) ∈ Γα\Γα,K, the scheme structure of {Fi = Fj = 0} inside Sing(dω)
and Sing(ω) are the same, and is described by the pullback ideal F ∗(Qij). Moreover, we
can describe the supports of K(ω) and the variety associated to J˜(ω), V(J˜(ω)):
(5.10)
Supp(V(J˜(ω))) = Kset(ω) ∪
⋃
(i,j)∈Γα,K\Γsetα,K
{Fi = Fj = 0}
︸ ︷︷ ︸
Supp(K(ω))
∪
∪
⋃
(i,j)∈Γα\Γα,K
{Fi = Fj = 0} .
By our genericity assumptions, we know
Kset(ω) =
⋃
pj∈Sing(α)
F−1(pj) ∪
⋃
(i,j)∈Γset
α,K
{Fi = Fj = 0} ,
and also
⋃
pj∈Sing(α)
F−1(pj) is a reduced variety.
In order to end the proof, we need to describe, for every (i, j) ∈ Γα,K, the scheme
structure of K(ω) supported in F−1(Zij) = {Fi = Fj = 0}. For such an (i, j), following the
notation of Definition 5.31 and Remark 5.34, the scheme structure of Sing(ω) supported
in {Fi = Fj = 0} is induced by J˜(ω), i.e., by the pullback ideal F
∗(Qij).
We will denote as Q˜ij the Zij-primary ideal of C(dαˆ) ⊂ C(αˆ) = J(αˆ). Then, by
definition, we know that (Qij : Q˜ij) = Q
K
ij . With the same argument as before, the
scheme structure of Sing(dω) along {Fi = Fj = 0} is given by F
∗(Q˜ij). As a consequence,
by definition of K(ω), the primary component of K(ω) supported in {Fi = Fj = 0}, can
be computed as
(F ∗(Qij) : F
∗(Q˜ij)) .
Now since the morphism F ∗ is flat, using [Bou61, Chap. 1, 2, Remarque, p. 41], we know
that the pullback commutes with the quotient ideal, implying the equality
F ∗(QKij) = (F
∗(Qij) : F
∗(Q˜ij)) .
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Finally, the scheme structure of K(ω) along each of its components coincides with the
given by the ideal F ∗(K(αˆ)), which proves our claim. 
As a final proposition we are going to give the primary decomposition of J(ω), revealing
the scheme structure of Sing(ω) whose support is described in Proposition 5.32, which is
an immediate consequence of the proof of the theorem above.
Corollary 5.39. Let (F,α) be an almost generic pair in a toric surface X, also satisfying
condition I) of Definition 5.10 for (Fˆ , αˆ), and such that the ring homomorphism F ∗ :
SX → SPn is flat. Then the ideal J(ω) of the singular locus can be computed as
J(ω) =
⋂
pj∈Sing(α)
I
(
F−1(pj)
)
∩ I(C(F,α)) ∩
⋂
(i,j)∈Γα
F ∗(Qij) ,
where with I(−) we are denoting the (reduced) ideal associated to the given variety.
6. First order unfoldings and deformations
This section is dedicated to the study of first order deformations and unfoldings of
pullback foliations. We will first review the corresponding definitions in Remark 6.1 and
Definition 6.2, respectively. Then we characterize the perturbations of ω = F ∗(α) ∈
F1(P
n, ℓ) that can be constructed by deforming the pair (F,α), see Theorem 6.7 and
Theorem 6.16. This last Theorem states that in the case of a toric surface the deformations
that are induced by unfoldings are exactly the deformations of the parameter F . Finally,
we give the definition of the unfoldings ideal I(α) for a codimension one foliation on a
toric variety X, see Definition 6.17. When X is a surface, Proposition 6.20 relates the
ideal I(α) to the Kupka ideal K(α). With respect to the relation between these ideals
in the case of ω, we state Proposition 6.13, Proposition 6.22 and Proposition 6.24 which
assume different levels of genericity on the pair (F,α).
Let D ∈ Cl(X) and α ∈ F1(X,D). A first order deformation of α is a family of twisted
(by D) differential forms αε parameterized by an infinitesimal parameter ε with ε
2 = 0,
such that α0 = α and αε is integrable for every fixed parameter ε. This can be written as
αε = α+ εη and αε ∧ dαε = 0.
Being the direction defined by α the trivial deformation, it can be seen that the previous
equation is equivalent to η ∈ H0
(
X, Ωˆ1X(D)
)
/(α) satisfying
(6.1) α ∧ dη + η ∧ dα = 0.
Let us denote by C[ε] = Spec
(
C[x]/
(
x2
))
. Observe that to give a first order deformation
of α ∈ F1(X,D) is equivalent to defining a map
αε : C[ε] −→ F1(X,D).
Remark 6.1. As a consequence, these classical deformations identify with the Zariski
tangent space TαF1(X,D). then we have the equality
TαF1(X,D) = {η ∈ H
0
(
X, Ωˆ1X(D)
)/
(α) : η verifies Eq. (6.1)}.
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From now on we will denote by D(α) the space of first order deformations of α.
Let us denote X[ε] = X × C[ε], j : X → X[ε] the inclusion and π1 : X[ε] → X the
projection to the first coordinate. A first order unfolding of α is given by an integrable
twisted differential one form α˜ε in X[ε] such that α˜ε reduces to α when pulled back to
the central fiber X. We define the Weil divisor Dε as π
∗
1(D) = Dε. Then we have that
α˜ε ∈ H
0(X[ε], Ωˆ1X[ε](Dε)) is such that
α˜ε = α+ εη + hdε and α˜ε ∧ dα˜ε = 0 .
Similarly to the case of first order deformations, this is equivalent to η ∈ H0(X, Ωˆ1X(D))
and h ∈ H0(X,OX (D)) satisfying
(6.2)
{
hdα = α ∧ (η − dh)
α ∧ dη + dα ∧ η = 0
⇐⇒ hdα = α ∧ (η − dh) .
This last equivalence will be detailed in the proof of Lemma 6.3.
Observe that a first order unfolding of α ∈ F1(X,D) is equivalent to a foliation α˜ε ∈
F1 (X[ε],Dε) such that its restriction to the central fiber is α.
Definition 6.2. Consider α ∈ F1(X,D). Let us denote the set of first order unfoldings
of algebraic degree D ∈ Cl(X) by
U(α) = {(h, η) ∈ H0(X,OX (D))×H
0
(
X, Ωˆ1X(D)
)
: hdα = α ∧ (η − dh)}.
Lemma 6.3. With the above notation, every first order unfolding α˜ε given by a pair
(h, η) ∈ U(α) naturally induces a first order deformation just considering αε = α + εη.
Then we have a well-defined map:
U(α)
π
// D(α)
(h, η) ✤ // η
We will use the notation DU (α) for the image of π.
Proof. If we apply the exterior differential to hdα = α ∧ (η − dh) we get 2dh ∧ dα =
−α∧ dη+ dα∧ η. On the other hand, if we multiply hdα = α∧ (η− dh) by η− dh we get
dh ∧ dα = dα ∧ η. Putting together both formulas the proposition follows. 
Let F : Pn 99K X and α ∈ F1(X,D). Suppose we have Fε : P
n
99K X[ε] and αε =
α + εη first order deformations of F and α respectively. If we consider ω = F ∗(α) and
ωε = F
∗
ε (αε), we have
(6.3) ωε = (F + εG)
∗(αε) = ω + ετ.
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Writing F as F = (F1, . . . , Fm), α =
∑m
i=1Ai(z)dzi and η =
∑m
i=1Bi(z)dzi, we can
describe τ ∈ D(ω) as
τ =
m∑
i=1
Bi(F )dFi︸ ︷︷ ︸
τ1
+
m∑
i=1
m∑
j=1
∂Ai
∂zj
(F )GjdFi +
m∑
i=1
Ai(F )dGi︸ ︷︷ ︸
τ2
.
Remark 6.4. The first term in the differential form τ is actually a deformation induced
by perturbing in the direction of α, i.e., by considering a deformation ωε of the form
(6.4) F ∗(α+ εη) = F ∗(α) + εF ∗(η) = F ∗(α) + ε
(
m∑
i=1
Bi(F )dFi
)
= F ∗(α) + ετ1 .
The other terms arise by deforming the map F , i.e., by considering a deformation ωε of
the form
(6.5)
(F + εG)∗(α) = F ∗(α) + ε
 m∑
i=1
m∑
j=1
∂Ai
∂zj
(F )GjdFi +
m∑
i=1
Ai(F )dGi
 =
= F ∗(α) + ετ2 .
Definition 6.5. We are going to define the space of deformations Dψ(ω) ⊂ D(ω) as the
subspace generated by the deformations of that can be constructed by deforming both the
rational map and the foliation on X, i.e.,
Dψ(ω) = {τ ∈ D(ω) : τ = τ1 + τ2 following the notation of Eq. (6.4) and Eq. (6.5)} .
Observe that when X is a surface this space Dψ(ω) coincides with the image of the
derivative of the parameterization of Definition 4.17.
Remark 6.6. If ΩX denotes the volume form of X as in Eq. (2.5), then for every α ∈
H0(X, Ωˆ1X(D)) we have ΩX ∧ α = 0. Since the exterior product of forms commutes with
the pullback operator, we have that F ∗(ΩX)∧F
∗(α) = 0. By Eq. (6.4) it is also clear that
F ∗(ΩX) ∧ τ1 = 0 .
The next result can be interpreted as a version of [AD13, Lemma 6.7] and [CLNL+06,
Lemma 2.2] for first order deformations.
Theorem 6.7. Let X be a toric variety of dimension q and α ∈ F1(X,D). Let us consider
ω = F ∗(α) where F : Pn 99K X is a rational dominant map and let τ be an element in
D(ω). Then the following are equivalent:
1) F ∗(ΩX) ∧ τ = 0.
2) There exists an element η ∈ D(α) ⊂ H0(X, Ωˆ1X(D))
/
(α) such that τ = F ∗η.
Proof. We shall prove only the non-trivial implication. Let p ∈ Pn be smooth point of
F such that F (p) is a smooth point of X, and consider open analytic neighborhoods U
and V with p ∈ U and F (p) ∈ V. We have local biholomorphisms φ : U → U˜ and
ψ : V → V˜, with U˜ ⊂ Cn and V˜ ⊂ Cq, giving a trivialization of F , in the following sense:
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F˜ = ψ◦F ◦φ−1 : U˜ → V˜ satisfies F˜ (x1, . . . , xq, zq+1, . . . , zn) = (x1, . . . , xq). In this setting,
if we consider the pullback of condition 1) by (φ−1)∗, we actually get(
φ−1
)∗
(τ) ∧ dx1 ∧ . . . dxq = 0 in U˜ .
Applying Malgrange’s Theorem, [Mal77, Proposition (1.1), p. 67], we can get a description
of τ˜ :=
(
φ−1
)∗
(τ) as
τ˜ =
q∑
i=1
hi dxi,
where hi ∈ OCn(U˜). Writing (ψ
−1)∗(η) =
∑q
i=1Ai(x) dxi we get ω˜ :=
(
φ−1
)∗
(ω) =∑q
i=1Ai(x)dxi. This way, τ˜ is a tangent vector at ω˜, i.e., it satisfies the equation ω˜∧dτ˜ +
τ˜ ∧ dω˜ = 0. Contracting this equation with ∂∂zk we get
0 = ω˜ ∧ dτ˜
(
∂
∂zk
)
=
q∑
i,j=1
Ai
∂hj
∂zk
dxi ∧ dxj ,
which is equivalent to
Ai
∂hj
∂zk
−Aj
∂hi
∂zk
=
∂
∂zk
(Aihj −Ajhi) = 0
for every, i, j = 1, . . . , q and k = q + 1, . . . , n. Let us fix i = 1. We have
(6.6) hj =
Aj
A1
h1 +Gj(x) .
With this we can describe τ˜ as
τ˜ =
h1
A1
ω˜ +
q∑
i=1
Gi(x)dxi,
so, following the paragraph before Eq. (6.1), we can choose τ˜ as just τ˜ =
∑q
i=1Gi(x)dxi,
so that it is a pullback by F˜ of a 1-differential form in V˜, let us name it η˜ =
∑q
i=1Gi(x)dxi,
i.e., we have
τ˜ = F˜ ∗ (η˜) .
Even more, since the map F˜ is a dominant map and V˜ does not intersect the critical values
of F˜ , using that
F˜ ∗(α˜) ∧ dF˜ ∗(η˜) + dF˜ ∗(α˜) ∧ F˜ ∗(η˜) = 0
we can deduce
(6.7) α˜ ∧ dη˜ + dα˜ ∧ η˜ = 0 .
Now we need to extend the previous construction to the global case.
Let us take a covering Vi of the regular part of X intersected with the non critical values
of F , Xr ∩ {q ∈ X : F
−1(q) is smooth} and define Ui = F
−1(Vi). Let us consider i, j such
that Vi ∩ Vj 6= ∅. We have the η˜i and η˜j constructed before,
η˜i =
q∑
i=1
Gikdxk and η˜j =
q∑
i=1
Gjkdxk ,
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defined in V˜i = ψi(Vi) and V˜j = ψj(Vj), respectively. Let us name ηi = ψ
∗
i (η˜i) ∈ Ωˆ
1
X(Vi).
Then we have
τ|Ui
= F ∗ ◦ ψ∗i (η˜i) = F
∗(ηi) .
Shrinking the open neighborhoods Ui and Uj if necessary, since ω and τ are twisted 1-
differential forms, we can assume that
τ”Ui∩Uj = F
∗(ηi) = λijF
∗(ηj)
ω|Ui∩Uj = F
∗(αi) = λijF
∗(αj) ,
where αi = α|Vi
, and λij ∈ O
∗
Pn (Ui ∩ Uj). In particular we have that
F ∗(αi + εηi) = λijF
∗(αj + εηj) .
Then, since F is a dominant map and Vi ∩ Vj does not intersect the critical values of F ,
using Eq. (6.7), we get that αi+εηi and αj+εηj define equivalent first order deformations.
As a consequence there exists a unit fij ∈ O
∗
X (Vi ∩ Vj) such that
αi + εηi = fij (αj + εηj) ,
satisfying the cocycle conditions. From the previous equation we get that fij is the cor-
responding twist for the αi, then ηi and ηj define a twisted 1-differential form- with the
same twist as α- in Xr ∩ {q ∈ X : F
−1(q)is smooth}.
The argument above shows that τ is the pullback of a twisted 1-differential form η inXr∩
{q ∈ X : F−1(q) is smooth}. Since the complement of Xr ∩ {q ∈ X : F
−1(q) is smooth}
has codimension ≥ 2, then by Levi’s Extension Theorem, see [Dem12, Theorem (8.11),
p. 121], we can extend η to all of Xr. Once that is done, we can push forward the extended
1-differential form to all X and the result follows. 
We will now study deformations of type τ2. For that we will need to consider unfoldings
of ω in the global projective setting. We refer the reader to [Mol16, Section 3.1, p. 1598]
for a complete treatment of this subject. For the upcoming constructions we will consider
ω ∈ F1(P
n, ℓ).
Definition 6.8. We define the S-module of graded projective unfoldings of ω as
U(ω) =
{
(h, η) ∈ S × Ω1SK : LR(h) dω = LR(ω) ∧ (η − dh)
} /
S.(0, ω).
where we recall that S = C[z0, . . . , zn] denotes the homogeneous coordinate ring of P
n.
The homogeneous component of degree a can be written as
(6.8) U(ω)(a) =
{
(h, η) ∈ (S × Ω1SK )(a) : a h dω = ℓ ω ∧ (η − dh)
} /
S(a− ℓ).(0, ω).
For (h, η) ∈ U(ω)(a) and f ∈ S(b), the graded S-module structure is defined via the
formula
f · (h, η) :=
(
fh, (a+b)a fη +
1
a (a h df − b f dh)
)
∈ U(ω)(a+ b).
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Remark 6.9. By [Mol16, Proposition 3.2, p. 1598] every pair (h, η) ∈ U(ω)(a) defines a
global section of (OPn×Ω
1
Pn)(a) as the name U(ω) indicates. As a consequence, if X = P
n
then U(ω)(ℓ) coincides with U(ω) from Definition 6.2.
Definition 6.10. Let π1 : U(ω) → S be the projection to the first coordinate. We define
the unfoldings ideal associated to ω as
I(ω) = π1(U(ω)) =
{
h ∈ S : hdω = ω ∧ η˜ for some η˜ ∈ Ω1SK
}
Remark 6.11. Following [Mol16, Proposition 3.6,p. 18] we have that the space of unfold-
ings of ω is completely determined by its ideal: U(ω) ≃ I(ω) are isomorphic as graded
S-modules whenever codim(Sing(ω)) ≥ 2.
By [MMQ18, Proposition 4.7, p. 1035] we have the following chain of inclusions:
Proposition 6.12. Let ω ∈ F1(P
n, ℓ). Then
J(ω) ⊆ I(ω) ⊆ K(ω) .
Let X be a toric surface and ω of the form ω = F ∗(α) for α ∈ H0
(
X, Ωˆ1X(D)
)
where
(F,α) is a generic pair. In the following proposition we are going to compute the unfoldings
ideal of ω. In particular, we are going to show that it coincides with the Kupka ideal K(ω).
Proposition 6.13. Let X be a toric surface and ω ∈ F1(P
n, ℓ) of the form ω = F ∗(α)
for a generic pair (F,α =
∑m
i=1Ai dzi). Then I(ω) can be computed as
I(ω) = 〈A1(F ), . . . , Am(F )〉 = K(ω) .
Proof. By Proposition 5.35, we have
K(ω) = 〈A1(F ), . . . , Am(F )〉 .
By Proposition 6.12, it suffices to show that Ak(F ) ∈ I(ω). Contracting the equation
α ∧ dα = 0 ,
with the vector field ∂∂zk we get
(6.9) Akdα = α ∧
(
ı ∂
∂zk
dα
)
.
Since the pullback commutes with the exterior differential we have
(6.10) Ak(F )dω = ω ∧ η˜k .
showing that Ak(F ) ∈ I(ω) as claimed. 
Remark 6.14. Observe that the genericity conditions have only been used in order to
assure that K(ω) = 〈A1(F ), . . . , Am(F )〉. The computation is purely algebraic and shows
that Ak(F ) ∈ I(ω) holds in a wider setting. In addition, it follows from the formula
obtained for η˜k that Ak(F ) ∈ F
∗(I(α)), where I(α) will be defined in Definition 6.17.
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Corollary 6.15. Let ω ∈ F1(P
n, ℓ) and X a toric surface. If ω is of the form ω = F ∗(α)
for α =
∑m
i=1Ai dzi ∈ H
0(X, Ωˆ1X (D)) and F : P
n
99K X a dominant rational morphism,
then we have that
〈A1(F ), . . . , Am(F )〉 ⊆ I(ω) .
Let us assume that the degree of the map F is e = (e1, . . . , em). Then, by Remark
6.9, Remark 6.11 and Proposition 6.13, in order to calculate the space U(ω) = U(ω)(ℓ)
of unfoldings associated to ω, we need to characterize the 1-differential forms such that
(Ak(F ), ηk) ∈ U(ω)(ℓ−ek). Once we know that, we need to multiply the pairs (Ak(F ), ηk)
by a polynomial of degree ek to get a pair of the same degree as ω.
By Eq. (6.9) and Eq. (6.10) we can describe η˜k as
η˜k = F
∗
(
∂
∂zk
dα
)
.
If we write α =
∑m
i=1Ai dzi we have
ı ∂
∂zk
dα =
∑
i 6=k
(
∂Ai
∂zk
−
∂Ak
∂zi
)
dzi ,
and then
η˜k =
∑
i 6=k
(
∂Ai
∂zk
(F )−
∂Ak
∂zi
(F )
)
dFi .
Now, we are looking for the elements ηk satisfying the equation
(ℓ− ek) Ak(F ) dω = ℓ ω ∧ (ηk − dAk(F )) .
As a consequence, the relation between η˜k and ηk is given by ηk =
ℓ−ek
ℓ η˜k+dAk(F ). This
implies
ηk =
ℓ− ek
ℓ
∑
i 6=k
(
∂Ai
∂zk
(F )−
∂Ak
∂zi
(F )
)
dFi + dAk(F ) ,
then the pair (Ak(F ), ηk) ∈ U(ω)(ℓ− k).
Following the formula in Definition 6.8, we will compute the projection to the second
coordinate of the graded projective unfolding given by the product Gk · (Ak(F ), ηk), where
deg(Gk) = ek, to find the 1-differential form in U(ω):
π2(Gk · (Ak(F ), ηk)) =
ℓ
ℓ− ek
Gkηk +
1
ℓ− ek
((ℓ− ek)Ak(F )dGk − ekGkdAk(F )) =
=
ℓ
ℓ− ek
Gk
(
ℓ− ek
ℓ
η˜k + dAk(F )
)
+
1
ℓ− ek
((ℓ− ek)Ak(F )dGk − ekGkdAk(F )) =
= Gk η˜k +GkdAk(F ) +Ak(F )dGk =
m∑
i=1
∂Ai
∂zk
(F )Gk dFi +Ak(F )dGk .
If G = (G1, . . . , Gm) have the appropiate degrees, the differential form
m∑
j=1
π2(GjAj(F ), Gj · ηj) =
m∑
i=1
m∑
j=1
∂Ai
∂zj
(F )Gj dFi +
m∑
i=1
Ai(F ) dGi
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has the same formula as τ2 in Eq. (6.5). We have proved the following result.
Theorem 6.16. Let X be a toric surface and ω of the form ω = F ∗(α) for a generic pair
(F,α =
∑m
i=1Ai dzi). Let η ∈ D(ω). Then η arises from an unfolding if and only if it is
of type τ2, i.e.
η =
m∑
i=1
m∑
j=1
∂Ai
∂zj
(F )Gj dFi +
m∑
i=1
Ai(F ) dGi ,
for some polynomials Gj of degree ej. As a consequence, we have that
DU (ω) ⊂ Dψ(ω) .
As we did in the previous Section, we will state now a series of different versions of
Proposition 6.13 assuming our genericity conditions to be more flexible. First, we will
require the pair (F,α) to be almost generic and verifying conditions I) and II) of Definition
5.10 for (Fˆ , αˆ). After that, we are going to consider the more general case where only
condition I) of Definition 5.10 holds for the pair (Fˆ , αˆ).
Before stating our results, we will extend the definition of the unfoldings ideal to a
foliation on a toric variety. We suggest to consult [MMQ19, Section 5] for a reference
where this definition first appeared.
Definition 6.17. Let X be a toric variety and let α ∈ H0(X, Ωˆ1X(D)) be an integrable
1-differential form defining a codimension one foliation. We are going to define the un-
foldings ideal of α as
I(α) = (α ∧ Ω1SK : dα) = {h ∈ S : hdα = α ∧ η, for some η ∈ Ω
1
SK } ,
where S is the homogeneous coordinate ring of X.
Remark 6.18. This definition coincides with the given in Definition 6.10 in the case
where X = Pn.
We are going to give a sheaf-theoretic version of the definition above. This first appeared
in [MMQ19, Definition 3.3, p. 9] .
Definition 6.19. Let X be a toric variety and let α ∈ H0(X, Ωˆ1X(D)) be an integrable
1-differential form defining a codimension one foliation. We are going to define the ideal
sheaf of unfoldings of α as the sheaf I (α) where the local sections in an open neighborhood
U are given by
I (α)(U) = {h ∈ OX(U) : there is a section η ∈ Γ(U, Ωˆ
1
X/D) s.t. hdα = α ∧ η
where α is a local generator of α in U}.
Before stating our result, we can set a generalization of [MMQ18, Lemma 4.14, p. 1037]
for smooth toric surfaces. Recall the definition of IZ from Remark 5.8.
Proposition 6.20. Let X be a regular toric surface and α ∈ H0(X, Ωˆ1X(D)) be a differ-
ential form defining a codimension one foliation on X. Then we have that
(I(α) : I∞Z ) = (K(α) : I
∞
Z ) .
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Proof. The inclusion I(α) ⊂ K(α) implies (I(α) : I∞Z ) ⊂ (K(α) : I
∞
Z ), follows from
Eq. (5.1) and Definition 6.17. For the other inclusion, from [MMQ18, Corollary 2.6,
p. 1030] we know that the sheaf ideal of I(α) and K(α) coincide. Then, by [CLS11,
Proposition 6.A.7, p. 312], the conclusion follows. 
Remark 6.21. We would like to remark that as J(α) ⊂ I(α) ⊂ K(α), I(α) could be
supported in components of J(α) outside K(α), which are supported in the irrelevant ideal
IZ . On the components supported in the Kupka set, this three ideals coincide. And on the
components supported in the Kupka scheme and not in the Kupka set, these three ideals
could give rise to different scheme structures.
Proposition 6.22. Let X be a toric surface and ω ∈ F1(P
n, ℓ) such that ω = F ∗(α) for
an almost generic pair satisfying conditions I) and II) of Definition 5.10 for (Fˆ , αˆ). Then
K(ω) = I(ω) =
J˜(ω) : ⋂
(i,j)∈Γα\Γα,K
F ∗(Zij)
 .
Proof. Let us write α =
∑m
i=1Ai dzi . By Proposition 6.12, Corollary 6.15 and Proposition
5.37, we can deduce that
J(ω) ⊂ J˜(ω) ⊂ I(ω) ⊂ K(ω) =
J˜(ω) : ⋂
(i,j)∈Γα\Γα,K
F ∗(Zij)
 ,
following Definition 5.33. The condition II) of Definition 5.10 together with [MMQ18,
Remark 4.11, ii), p. 1036] allow us to use [MMQ18, Theorem 4.12, p. 1036]. That theorem
states the following: if Sing(ω) is reduced then√
I(ω) =
√
K(ω) .
As a consequence, we know that K(ω) and I(ω) are supported in the same prime ideals.
Then, if we localize in an associated prime p of K(ω), i.e. an irreducible component of
K(ω), we get that
q′ = J˜(ω)p ⊂ I(ω)p ⊂ Kp(ω) = q,
where q′ and q are p-primary ideals. Since K(ω) and J˜(ω) are reduced because of Eq. (5.2)
and condition II) of Definition 5.10, respectively, we have that q′ = q = p. Then the
theorem follows. 
Definition 6.23. We will say that a prime ideal p ⊂ S is a division point of αˆ if 1 ∈ I(αˆ)p.
We end this section with a version of Proposition 6.22 that does not assume Sing(αˆ)
to be reduced.
Proposition 6.24. Let X be a toric surface and ω ∈ F1(P
n, ℓ) such that ω = F ∗(α) for
an almost generic pair (F,α) also satisfying conditions I) of Definition 5.10 for (Fˆ , αˆ).
We will also require that all the components of J(αˆ) of the irrelevant ideal IZ that are
outside the Kupka scheme to be division points. Then
a)
√
I(ω) =
√
K(ω) .
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b)
I(ω) : ⋂
(i,j)Γα,K\Γsetα,K
F ∗(Zij)
∞
 =
K(ω) : ⋂
(i,j)Γα,K\Γsetα,K
F ∗(Zij)
∞
 .
c) F ∗ (Qij) ⊂ F
∗
(
QIij
)
⊂ I(ω)Zij ⊂ F
∗
(
QKij
)
, where QIij denotes the Zij-primary ideal
of I(α) .
Proof. The reasoning will be similar to the proof Proposition 6.22. We have that
J(ω) ⊂ J˜(ω) ⊂ I(ω) ⊂ K(ω) .
Following Theorem 5.38, we know that K(ω) = F ∗(K(αˆ)). In addition, using Eq. (5.10)
of the proof of that theorem, by the hypothesis of Zij being a division point for (i, j) ∈
Γα\Γα,K we can conclude that √
I(ω) =
√
K(ω) .
Recall that Kset(ω) can be described as
Kset(ω) =
⋃
pj∈Sing(α)
F−1(pj) ∪
⋃
(i,j)∈Γset
α,K
{Fi = Fj = 0} ,
where the components of type F−1(pj) are reduced. Then if we localize in the prime ideal
p associated to such component F−1(pj), we get that
p = J˜(ω)p ⊂ I(ω)p ⊂ Kp(ω) = p ,
implying I(ω)p = K(ω)p = p. Now, for every (i, j) ∈ Γ
set
α,K, the Zij-primary components
of K(ω) = F ∗(K(α)) and J˜(ω) = F ∗(J(α)) supported in the variety {Fi = Fj = 0} are
not necessarly reduced but must coincide. This last assertion follows from the fact that
the ideal C (dα) has no component supported in Zij with (i, j) ∈ Γ
set
α,K, so the scheme
structures of J(α) and K(α) = (J(α) : C (dα)) along such components are the same. As a
consequence, we have deduced that I(ω) and K(ω) have the same support and the same
primary decomposition except, perhaps, of those components supported in {Fi = Fj = 0}
with (i, j) ∈ Γα,K\Γ
set
α,K. This implies our claim b).
Finally, it is not hard to see that F ∗(I(α)) ⊂ I(ω), since the pullback commutes with
the exterior differential. Also, from Remark 6.14 we know that J˜(ω) ⊂ F ∗(I(α)). Let
(i, j) ∈ Γα,K\Γ
set
α,K. Denoting by Q
I
ij the Zij-primary component of I(α) we deduce that:
J˜(ω)Zij = F
∗ (Qij) ⊂ F
∗(I(α))Zij = F
∗
(
QIij
)
⊂ I(ω)Zij ⊂ F
∗(K(ω))Zij = F
∗
(
QKij
)
as claimed in c).

Remark 6.25. This shows that the obstruction for the equality I(ω) = K(ω) to hold lies
in the difference between primary components QIij and Q
K
ij where (i, j) ∈ Γα,K \ Γ
set
α,K.
Remark 6.26. We were able to compute I(α) for the examples given in Remark 5.29 by
the differential forms αˆ(1,0) and αˆ(2,1). In both cases we got I(α) = K(α) and I(ω) = K(ω),
for some F : P3 99K X of low degree, regardless of Remark 6.21 and Proposition 6.24.
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Questions and open problems:
We would like to end this paper by sharing some questions motivated by this work:
a) Suppose ℓ is an admissible degree according to Definition 5.19. Is PB1(n,P
2[a], ℓ, a) an
irreducible component of F1(P
n, ℓ)? Does the same hold for for an arbitrary ℓ ∈ Z?
b) In view of Theorem 4.10 and Theorem 4.21: does the space PB1(n,X,D, e¯) define an
irreducible component of F1(P
n, d) if and only if X is a weighted projective space or a
fake weighted projective space?
c) In the examples of foliations foliations on toric surfaces that we were able to compute
we observed that K(α) = I(α), see Definition 5.4 and Definition 6.17. Does this fact
hold in general?
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