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Abstract—Multi-tenancy in resource-constrained environments is a key challenge in Edge computing. In this paper, we develop
’DYVERSE: DYnamic VERtical Scaling in Edge’ environments, which is the first light-weight and dynamic vertical scaling mechanism
for managing resources allocated to applications for facilitating multi-tenancy in Edge environments. To enable dynamic vertical
scaling, one static and three dynamic priority management approaches that are workload-aware, community-aware and system-aware,
respectively are proposed. This research advocates that dynamic vertical scaling and priority management approaches reduce Service
Level Objective (SLO) violation rates. An online-game and a face detection workload in a Cloud-Edge test-bed are used to validate the
research. The merits of DYVERSE is that there is only a sub-second overhead per Edge server when 32 Edge servers are deployed on
a single Edge node. When compared to executing applications on the Edge servers without dynamic vertical scaling, static priorities
and dynamic priorities reduce SLO violation rates of requests by up to 4% and 12% for the online game, respectively, and in both cases
6% for the face detection workload. Moreover, for both workloads, the system-aware dynamic vertical scaling method effectively
reduces the latency of non-violated requests, when compared to other methods.
Index Terms—Edge computing, multi-tenancy, vertical scaling, dynamic priority, dynamic scaling.
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1 INTRODUCTION
The vision of next generation distributed computing is to
harness the network edge for computing [1]. In contrast to
servicing all user requests from the Cloud, a workload may
be distributed across the Cloud and nodes, such as routers
and switches or micro data centres, that are located at the
edge of the network [2].
Figure 1 shows a three-tier Edge computing architecture.
The Cloud tier is represented by data centres which provide
compute resources for workloads. The Edge tier uses nodes
that are closer to users. These include: (i) traffic routing
nodes – existing nodes that route Internet traffic, for exam-
ple, WiFi routers, which may be augmented with additional
compute resources, and (ii) dedicated nodes – additional
micro data centres, for example cloudlets. Workloads hosted
on the Edge could either be the same or a subset of function-
alities of those hosted on the Cloud based on the availability
of resources at the Edge. The end device tier represents user
devices and sensors; 26 billion of these are estimated to be
connected to the Internet by 20201.
In Edge computing, end devices are connected to Edge
nodes instead of directly to servers in the Cloud. The ben-
efits of distributing a workload across the Cloud and the
Edge have already been established in literature. They in-
clude reduced communication latencies and reduced traffic
to the Cloud, which in turn improves response times and
Quality-of-Service (QoS) [3], [4].
There are challenges in achieving the vision of using
Edge computing for distributing Cloud workloads, espe-
cially when Edge nodes are resource constrained as in traffic
routing nodes. In this paper, we consider the challenge of
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Fig. 1. Example of a three-tier Edge computing architecture.
multi-tenancy - servers of multiple workloads hosted on the
same Edge node [5]. Multi-tenancy on the Cloud is well
researched to host multiple Virtual Machines (VMs) on the
same hardware [6]. Nonetheless, it needs to be revisited in
the context of Edge computing since: (i) Edge resources have
limited processing capabilities, due to small and low-power
processors when compared to data centre resources [7].
(ii) The Edge is a more transient environment (availability
of resources change over time and may be available only for
short periods) compared to the Cloud.
Multi-tenancy causes resources contention. Mechanisms
employed on the Cloud to mitigate resource contention
include vertical scaling, which is a process of allocat-
ing/deallocating resources to/from workloads so that mul-
tiple workloads can coexist [8]. These solutions are not
suited for Edge environments since: (i) The mechanisms
to monitor and optimise the allocation/deallocation of re-
sources to meet user defined objectives, specified as Service
Level Objectives (SLOs) are typically computationally inten-
sive [9]. (ii) Predictive models used for estimating resource
demands will have insufficient data to train on [10]. Edge
services are expected to have short life cycles and may
result in insufficient data to feed into an accurate Machine-
Learning (ML) model; (iii) Edge environments are expected
ar
X
iv
:1
81
0.
04
60
8v
1 
 [c
s.D
C]
  1
9 S
ep
 20
18
2to have more transient system states compared to the Cloud
and Edge workloads may run in a come-and-go style. So-
lutions designed for the Cloud platforms do not consider
this. Therefore, a light-weight vertical scaling mechanism
to facilitate multi-tenancy on the Edge is required, which is
proposed and developed in this article.
The availability of resources on Edge nodes will vary
over time. As execution of a workload progresses in a multi-
tenant environment, there may be workloads that require
more or fewer resources to meet their individual SLOs. If
required resources are not available for Edge workloads,
then SLOs will be violated. A static resource provisioning
method is unsuitable given the frequent changes in an Edge
environment and resource scaling is therefore required. The
research in this paper proposes a dynamic vertical scaling
mechanism that can be employed in a multi-tenant and
resource-limited Edge environment.
The proposed mechanism is underpinned by a model
that accounts for static priorities (set before execution of
a workload) and dynamic priorities (that changes during
execution) of workloads on the Edge. While priorities have
been exploited in Cloud computing [11], we investigate it in
the context of Edge computing. The Edge is expected to be a
premium service for Cloud workloads, and therefore, select-
ing Edge service users becomes important. We propose three
dynamic priorities that are workload-aware, community-
aware and system-aware to this end. We hypothesise that
dynamic vertical scaling along with priority management
approaches will improve the QoS of multi-tenant workloads
and reduce SLO violation rates.
This paper makes three novel contributions:
i. The Edge service QoS maximisation problem in a three
tier environment by considering the SLO violation rate,
server co-location, dynamic vertical scaling, and priorities
of workloads is formulated by proposing DYVERSE -
DYnamic VERtical Scaling in Edge environments.
ii. A static priority and three dynamic priority management
approaches are proposed. These approaches account for
Edge-specific characteristics in the context of economic
models for a multi-tenant environment. Currently, re-
search using priority management (for example the de-
cision for offloading or task queuing) focuses on the pre-
deployment phase. DYVERSE on the other hand applies
priority management after deployment.
iii. A lightweight dynamic vertical scaling mechanism that
integrates the static and dynamic priority mechanisms is
developed. Existing resource management techniques are
heavyweight (require significant processing) since they
are computationally intensive. DYVERSE offers resource
management suited for resource-constrained Edge nodes.
The feasibility of the proposed priority management
approaches and dynamic vertical scaling mechanism is val-
idated using an online-game and a face detection workload
in an Edge environment. These workloads are a natural
fit for using the Edge since they are latency critical - the
response time is affected by the distance between the user
device and the server. The merit of DYVERSE is observed
in that they only have a sub-second overhead per Edge
server when 32 servers are deployed on an Edge node. Ad-
ditionally, we observe that scaling using static and dynamic
priorities reduces the SLO violation rates of user requests
by up to 4% and 12% for the online game (6% for the
face detection workload) respectively, when compared to
executing workloads on the Edge node without dynamic
vertical scaling. Moreover, the proposed dynamic vertical
scaling with the system-aware dynamic priority approach
improves latencies of requests that are not violated. The key
result is that our initial hypothesis is confirmed.
The remainder of this paper is organised as follows.
Section 2 presents the background and develops the prob-
lem model. Section 3 proposes a static and three dynamic
priority management approaches for a multi-tenant Edge
environment. Section 4 presents a dynamic vertical scal-
ing mechanism for Edge nodes. Section 5 experimentally
evaluates DYVERSE against a catalogue of metrics - system
overhead, SLO violate rate and latency. Section 6 highlights
the related work. Section 7 concludes this paper.
2 BACKGROUND AND PROBLEM MODEL
The architecture considered in this paper is based on a three-
tier model shown in Figure 1 and compute resources are
located at the edge of the network closer to end devices [12].
In the Cloud tier, workloads are hosted on servers in a
data centre. To enable the use of the Cloud in conjunction
with the Edge nodes, we deploy a Cloud Manager along
with each server. This manager is responsible for offloading
a workload onto an Edge node. The Edge tier comprises
an Edge node with an Edge Manager communicating with
the Cloud Manager and managing the Edge resources. On-
demand Edge servers are deployed to service requests from
end devices. In the end device tier, multiple devices are
connected to the Cloud servers. When an Edge server is
deployed, the end devices connect to the Edge servers.
In this paper, we consider an Edge node to be a multi-
tenant environment hosting multiple workloads. It would
not be feasible to build bespoke Edge systems for individual
workloads to improve their QoS. Therefore, workloads will
need to share an Edge node. Unlike Cloud computing,
where additional resources can be purchased when needed,
Edge environments are resource limited and hence multi-
tenancy is challenging.
In order to support multi-tenancy on an Edge node and
given that a suitable economic model is available for util-
ising the Edge, workloads need to be prioritised for using
resources. If they are not prioritised, they have to equally
share resources; this is inefficient since resource demands
may vary and will be affected by the workloads executed.
Prioritising workloads makes it possible to assign resources
based on the demand of each workload and reduces under-
utilisation. In this research, a priority management mecha-
nism for an Edge node that (i) maintains a Priority Score
(PS) for each running workload and (ii) determines which
workload should be first scaled is proposed.
Resource provisioning has been considered in Edge
environments [13]. However, existing research focuses on
managing resources during scheduling and deployment of
workloads, referred to as pre-deployment management. In a
multi-tenant Edge environment, where resources are limited
and the availability of free resources keeps changing, it is
important to efficiently manage resources periodically in
order to not only avoid overloading the Edge node but
3TABLE 1
Notation used in the Cloud-Edge model
Notation Description Source
S A set of Edge servers s, each hosted in a container on an Edge node.
Edge ManagerPSs Priority score of Edge server s; it is calculated statically SPSs or dynamically (w/c/s)DPSs
uR One unit of CPU and memory
Us A set of users u to connect to s
Cloud ManagerLs The service level objective (in terms of latency) of Edge server s
donations flag for the willingness of donating resources from Edge server s
dThrs Threshold of Ls to allow the scaling down of Edge server s
aLs Average latency of Edge server s
Monitor
Rs CPU and memory used by Edge server s on the Edge node
V Rs Service level objective violation rate of Edge server s in the previous round of dynamic vertical scaling
aRs Resources to be added to Edge server s for scaling up
FR Free CPU and memory on the Edge node available for S
decision Flag for ’scaleup’ or ’scaledown’ containers on an Edge node Auto-scaler
also ensuring that the overall QoS of Edge workloads is
satisfactory. Post-deployment resource management refers
to managing resources after workloads are deployed [14].
In this paper, we consider post-deployment management
along with dynamic priorities to address the resource allo-
cation problem for the multi-tenant Edge environment.
Problem Model: The notation to represent an Edge en-
vironment is shown in Table 1. Let S represent a set of
latency-sensitive servers hosted on an Edge node e. Each
server s ∈ S is a subset of functionalities of the Cloud server
that is offloaded onto the Edge node. When deploying s
onto the Edge node, its Cloud Manager provides Us, a set
of users that are to be serviced by s, a latency objective
Ls, its willingness to donate resources donations, and the
threshold for permitting a scale-down action dThrs.
Our research employs four components on an Edge
node to facilitate multi-tenancy: (i) Edge Manager maintains
the Edge server registry, makes decisions on starting and
terminating Edge servers; (ii) Monitor periodically monitors
a number of metrics related to each Edge server s. These
metrics include: (a) CPU and memory usage Rs, (b) for all
users u ∈ U the average latency aLs, (c) workload intensity,
for example, number of requests Requests, and (d) scaling
frequency. (iii) Auto-scaler dynamically makes decisions to
scale up or down an Edge server s based on its performance;
and (iv) Edge Server s interacts with end devices.
The research objective is to: share computing resources of
an Edge node among multiple workloads, while minimising the
latency of each workload and maximising its performance. The
overall performance of workloads on the Edge node e is
measured by the SLO violation rate of all servers S:
V Re =
∑
s∈S Requests[aLs > Ls]∑
s∈S Requests
(1)
The equation above may be affected by varying the re-
sources allocated to an Edge server and the sequence of
allocating/deallocating resources on Edge servers. We hy-
pothesise that dynamic resource allocation along with pri-
orities will reduce the SLO violation rate.
3 PRIORITY MANAGEMENT
Uniform allocation of resources to multiple tenants on an
Edge node can happen at the same time. However, this is
static allocation and does not consider the specific needs of
individual tenants. Customised allocations cannot always
proceed concurrently since Edge nodes are resource con-
strained. Therefore, the sequence of allocating resources for
running servers on an Edge node needs to be considered.
In this paper, it is assumed that Edge and Cloud service
providers are different. Hence, priority management, scaling
schemes, and resource management in the Cloud and Edge
are decoupled. Pricing models also affect the priority of an
Edge server. For instance, it may be unfair to assign the
same priority to two tenants with similar computational
requirements – when one tenant pays for a fixed period
and the other pays for the resource. In this case, a different
priority needs to be assigned.
In this section, we propose Dynamic Priority Manage-
ment (DPM) approaches when using different pricing mod-
els. DPM is compared against a Static Priority Management
(SPM) approach, which is used as a baseline. We envision
Edge computing to be a utility based service relying on the
pay-for-X (pay for what you use) principle. The following
three pricing models are considered: (i) Pay-For-Resources
(PFR) – the resource used is paid for, (ii) Pay-For-Period
(PFP) – the time for utilising resources is paid for, and (iii)
Hybrid [15] – combines both PFR and PFP models.
3.1 Static Priority Management
We define SPM as a baseline in priority management of
multiple tenants. PS is the importance of an Edge server
(high value means high priority and the server is provided
resources before others), which is calculated when the server
is launched. The PS remains the same from the deployment
until the termination of the server. This is comparable to a
flat rate model in resource pricing.
The Edge Manager needs to make a decision on whether
it can host an offloaded server from the Cloud each time
when there is an incoming request. In our model, this
decision is made by checking priorities of the Edge servers
that are already hosted on the Edge node. SPM is a realistic
approach instead of using a pre-defined PS provided by the
Cloud Manager since the manager would give the highest
PS to its own Edge server. SPM on the other hand is affected
by a number of factors that are measured by the Edge
Manager and can differentiate the servers on an Edge node.
Table 2 lists four factors affecting the Static Priority
Score (SPS) of an Edge server. The Cloud Manager of
each workload is allowed to purchase premium service in
4TABLE 2
Factors affecting static priority management
Factor Notation Description Source
Premium Service Ps Price paid for purchasing priority on Edge server s Cloud Manager
First Come First Serve IDs The ID of Edge server s, set by the sequence of the request for launching s
Edge ManagerAgeing Ages No. of times Edge server s has been rejected by an Edge node
Loyalty Loyaltys No. of times Edge server s has used services on an Edge node
TABLE 3
Factors affecting dynamic priority management
Factor Notation Description Source
Workload
Reqests No. of requests serviced by Edge server s
Monitor
|Us| No. of users serviced by Edge server s
Datas Amount of data processed by Edge server s
Reward Rewards No. of times Edge server s has donated resources
Penalty Scales No. of times Edge server s has been scaled on an Edge node
order to gain a higher PS. This factor is measured by the
price a Cloud Manager has paid for premium service Ps.
The Edge Manager maintains a record of the sequence in
which requests were made for using Edge service; each
Edge server is marked with an ordinal number IDs when
the Cloud Manager requests an Edge service. This is in
line with the first-come-first-serve policy widely adopted
in Cloud resource provisioning [16]. However, using only
Ps and IDs may result in priorities becoming fixed and
will deprive a workload of resources that did not initially
purchase premium service. To avoid this, the Edge Manager
also considers ageing and loyalty, which are the number of
times an Edge server has been rejectedAges and the number
of times the Edge service was used Loyaltys, respectively.
We calculate SPS for an Edge server s as:
SPSs =WP ∗ Ps +WID ∗ 1
IDs
+WAge ∗Ages
+WLoyalty ∗ Loyaltys (2)
A disadvantage of SPM is that the PS of an Edge server
may not remain the same in the real world. Dynamic factors
affecting the performance of Edge servers, for example,
whether a resource-intensive workload is executed needs
to be considered. Hence, dynamic priorities are proposed.
3.2 Dynamic Priority Management
Table 3 lists factors affecting the Dynamic Priority Score
(DPS) of an Edge server. Since vertical scaling occurs peri-
odically (presented in Section 4), the values of these factors
are updated in every round of vertical scaling. This ensures
that varying priorities are taken into account for scaling
decisions. In DPM, three approaches are introduced. The
first is a workload-ware approach in which the workload
of an Edge server in the previous round of scaling will
affect its priority in the next round. The Monitor records
three workload related metrics of each Edge server s, which
includes the number of requests Requests and users |Us|
serviced, and the amount of data transferred between the
user and the Edge server Datas.
The second DPM approach is community-aware in
which a workload can donate resources to a shared resource
pool. If an Edge server s donates, then it is recorded by the
Monitor in Rewards. In the subsequent scaling round, the
server that donated will be rewarded with a higher PS.
The third DPM approach is system-aware in which the
adverse effect of continuously scaling on the Edge is miti-
gated. Frequent scaling may result in an unstable Edge node
due to continuously meeting requirements of workloads,
which cumulatively results in large overheads. To avoid this
the Monitor keeps record of the number of times an Edge
server s has been scaled Scales. This is used to penalise the
workload when calculating its PS in the next scaling round.
Workload-aware Dynamic Priority Score (wDPS):
Workload-related factors considered in Table 3 differentiate
individual workloads on the Edge node. For different pric-
ing models, the workload-aware DPS needs to be different
to ensure fairness among Edge service users. For example, in
the PFP pricing model, the priority of an Edge server should
be reduced if it is going to require more resources for a
given time period. However, in the PFR and Hybrid pricing
models, it is assumed that additional use of resources is
already paid for. Therefore, workload-related factors are not
considered for issuing penalties in these models.
In the PFR and Hybrid pricing models, wDPS of an Edge
server s is defined as:
wDPSs,PFR/Hybrid = SPSs
+WRequest ∗Requests +WU ∗ |Us|
+WData ∗Datas (3)
In the PFP pricing model, wDPS is defined as:
wDPSs,PFP = SPSs
+
1
WRequest ∗Requests +
1
WU ∗ |Us|
+
1
WData ∗Datas (4)
By implementing wDPS, the Edge Manager captures the
impact of different workloads in Edge servers and adjusts
vertical scaling (considered in Section 4). For example, for
a large workload in PFR and Hybrid pricing models, its
PS will be set higher in the next round of scaling since
compared to other workloads it requires more resources to
maintain good performance. However, in the PFP pricing
model, this workload will receive lower priority in the next
scaling round because more resources may have to be added
to the workload without being paid for.
5A limitation of wDPS is that workload-related factors are
objective and not controlled by the Cloud Manager. There-
fore, a subjective factor to volunteer resources in exchange
for rewards is further proposed to enrich DPM.
Community-aware Dynamic Priority Score (cDPS):
When an Edge server is scaled, it is possible that it is
allocated the same resources as before, i.e. scaling was not
required. This may occur when the Edge server has met its
SLO but does not meet a specified threshold (considered
in Section 4) to be scaled down. Under such circumstances,
the Edge server could still be scaled down as long as the
risk of degraded performance is acknowledged. A reward
credit is given to an Edge server, if in a previous scaling
round it agreed to donate to a shared resource pool given
that this Edge server had met its SLO. This is derived from
the community model in economics, which encourages vol-
untary contribution. In this paper, we implement resource
donation as an incentive for Edge servers to share resources
allocated to them on an Edge node. This is beneficial when
no additional resources can be requested from the Edge
node during busy hours since the resources may be adjusted
locally within Edge services.
cDPS of an Edge server s is defined as:
cDPSs = wDPSs +WReward ∗Rewards (5)
With cDPS, Edge servers take partial control of their priority,
which is in contrast to wDPS. Contrary to the premium
service defined in SPM, the reward is free and could be
added frequently in the life cycle of an Edge server.
The above DPS’ do not considered the impact of frequent
scaling. When there are many servers running on an Edge
node, continuous scaling could result in large overheads and
a slower system response, which affects the performance of
all Edge services. Hence, a penalty is imposed for frequently
scaling in the next DPS approach.
System-aware Dynamic Priority Score (sDPS): Frequent
scaling may result in an increased overhead when consecu-
tive scaling rounds occur between short time intervals. This
is considered when updating the priority of all Edge servers.
If an Edge server has to be scaled many times to not violate
its SLO, then its PS will be set lower in the next scaling
round as a penalty for slowing the system. One reason for
frequent scaling may be due to unrealistic SLOs which are
set by the Cloud Manager. Therefore, any adverse impact on
the Edge node can be mitigated with a lower priority. sDPS
of an Edge server s is defined as:
sDPSs = cDPSs +
1
WScale ∗ Scales (6)
By implementing sDPS, the Edge Manager penalises servers
that slow down the Edge node.
4 DYNAMIC VERTICAL SCALING
Dynamic vertical scaling, is a mechanism to allocate or
deallocate Edge resources for a workload at runtime. Effi-
cient resource management is essential to better utilise Edge
resources and ensure that the overall QoS is not compro-
mised. Most resource management mechanisms consider
resource provisioning during workload deployment, but
ignore the need for post-deployment resource adjustment
(after the workload has started execution). Without an ef-
ficient dynamic vertical scaling technique, an Edge node
could be overloaded when executing bursty workloads. If
additional resources are not allocated to the workload, then
SLO violations are likely to occur. Therefore, a mechanism
that is constantly aware of resources on an Edge node and
makes scaling decisions for resource allocations periodically
is necessary in an Edge environment.
Since it is disadvantageous to scale resources for mul-
tiple workloads concurrently (as presented in Section 3),
a priority-based dynamic vertical scaling mechanism is re-
quired to reallocate resources for every Edge server. Work-
loads with the highest PS should be considered first and
the one with the lowest PS at the end of a scaling round
until there are no resources to support Edge servers with
low priorities. Workloads that have insufficient resources
will not be executed on the Edge node and will need
to be executed elsewhere. In this research, workloads are
deployed on the Edge node using LXC containers2.
Priority-based dynamic vertical scaling: Procedure 1
presents a dynamic vertical scaling mechanism using prior-
ities. The PS of a list of Edge servers executing on the Edge
node is updated at the beginning of each round of vertical
scaling (Line 1). The PS of an Edge server is calculated
with the static and dynamic priority approaches defined in
Section 3. The list of servers are then sorted by the updated
PS (Line 2). The server with the highest priority is firstly
considered by the Auto-scaler. The Auto-scaler checks if
there is a need for the Edge server on the node (whether
users are covered by this Edge node or whether the QoS of
the workload can be improved on the Edge node; Line 4).
Network latency is used to decide whether the Edge server
can deliver the desired improvement or whether terminat-
ing the Edge server and servicing the users through the
original Cloud server can be of more benefit (Line 20). In this
paper, we assume that Edge nodes are not interconnected
and therefore a workload cannot be migrated from one Edge
node to another directly. Migration would need to occur
via the Cloud. The termination mechanism used here is the
same as presented in Procedure 3.
The average latency is compared with the SLO provided
by the Cloud Manager in its service request (Line 5). If
the latency is higher than the SLO (i.e. the Edge server
has not been performing as expected), then the container
hosting the Edge server will be allocated more resources.
The ratio of resources to be added is based on the SLO
violation rate of the server (Line 6). This is to make sure
that resources are adjusted based on a server’s performance.
If the latency is lower than a pre-defined percentage dThr
of the SLO, for example 80%, then resources are removed
from the container hosting this server (Line 16). When
latency is between the threshold and the objective, resources
are not scaled down since performance may be negatively
affected (Line 13). However, if the server is willing to donate
resources in exchange for priority credits, it is scaled down
and the number of times that the Edge server has donated
resources is updated (Lines 10-11). If resources of a server
are scaled, then the total number of times it has scaled is
recorded. However, note that the scaling that occurs when
2. https://linuxcontainers.org/lxc/introduction/
6Procedure 1: Dynamic vertical scaling mechanism
Data: S,Ls, uR, donations
1 Update PS of all running Edge servers;
2 Sort S by PS;
3 for ∀s ∈ S do
4 if s is active and network latency is acceptable then
5 if aLs > Ls then
6 calculate V Rs;
7 scale(scaleup, V Rs, S);
8 else
9 if aLs > dThr ∗ Ls then
10 if donations == 1 then
11 scale(scaledown, uR, S);
12 else
13 no scaling for s;
14 end
15 else
16 scale(scaledown, uR, S);
17 end
18 end
19 else
20 terminate(S, s, Us);
21 end
22 end
resources are donated is not recorded, since it is not used
for penalising a server. In one round of scaling, the priority-
based dynamic vertical scaling needs to go through all Edge
servers only once, resulting in a complexity of O(N), where
N is the number of Edge servers.
Multi-tenant Management: When a server is scaled, then
the scaling mechanism as shown in Procedure 2 first
checks the decision on whether to “scaleup” or “scale-
down” (Lines 1 and 17). To scale up, i.e. to allocate more
resources, the Monitor firstly calculates the amount of re-
sources to add (Line 3) and then checks if there are ad-
ditional available resources on the Edge node to support
this (Line 4). If resources are available, then they are added
to the container (Line 5). Re-configuring the resource limits
of a container is realised through the cgroup command, i.e.
control group, which is a feature of Linux kernel that limits,
accounts for and isolates the resource usage (for example,
CPU and memory) of a container3. If the available resource
is not sufficient to support scaling up, then the container
with the lowest priority in the container set will be termi-
nated to release its resources so that there are more resources
available (Line 8). During this process services for users
connected to this Edge server are still available through the
Cloud server. The containers with lower priorities will be
terminated sequentially until the updated FR is sufficient to
support the scale-up request or there are no more containers
with lower priorities (Lines 10-13). To scale down, a unit of
resource is removed from the server (Line 18). At the end of
the scaling process, the Edge server is updated with a new
quota of resources (Lines 5, 14 and 18).
Discussion: In Edge computing, Edge servers when com-
pared to Cloud servers will be used for shorter time inter-
3. https://linuxcontainers.org/lxc/manpages/man1/lxc-cgroup.1.
html
Procedure 2: Scaling mechanism
Data: decision, uR/V Rs, S
1 if decision == scaleup then
2 Measure Rs, FR;
3 aRs = Rs ∗ V Rs;
4 if FR >= aRs then
5 Add aRs to s;
6 else
7 while FR < aRs do
8 terminate(sn, S, Usn);
// sn is the last server in S
9 measure FR;
10 if n == index of s then
11 break;
12 end
13 end
14 Add FR to s;
15 end
16 end
17 if decision == scaledown then
18 Remove uR from s;
19 end
vals given the demand and limited availability of resources
on Edge nodes. Therefore, in addition to dynamic vertical
scaling, the Edge Manager will need to decide when an
Edge server is removed from the Edge node as shown in
Procedure 3. The Edge Manager terminates (i.e., the service
does not run on the Edge, but continues to be hosted on the
Cloud server) a service in the following three cases, which
are considered in dynamic vertical scaling. Firstly, there are
no free resources to support the Edge service. Secondly, the
Edge service is not required any more (the Edge server
has been idle for a time period). Thirdly, the Edge service
does not improve the QoS of the workload (the performance
constraints cannot be satisfied by an Edge server).
Procedure 3: Termination mechanism
Data: S, s, Us
1 migrate and redirect Us to the Cloud;
2 stop and destroy LXC container hosting s;
3 S = S − {s};
When an Edge server is terminated, the associated data
containing local updates is migrated to the Cloud (local
data is appended to global data maintained by the Cloud
Manager; Line 1). This is realised through a key-value based
data store, Redis4. We assume the benefit of using the Edge
outweighs the communication costs since only user data is
moved from the Edge to the Cloud, rather than the entire
server. Servers that do not rely on databases would have
minimal data movement. User devices are redirected to the
Cloud server during the termination process.
5 EXPERIMENTAL EVALUATION
In this section, the priority management approaches pre-
sented in Section 3 and the dynamic vertical scaling mecha-
4. https://redis.io/
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Fig. 2. Overhead of priority management and dynamic vertical scaling per Edge server for iPokeMon and Face Detection (FD).
nism proposed in Section 4 are evaluated. The experimental
setup, including the hardware platform and the distributed
workloads employed in this research are firstly presented
followed by the merits of DYVERSE against metrics includ-
ing system overhead, SLO violation rate and latency.
Setup: A Cloud-Edge platform is setup using Amazon
Web Services Elastic Compute Cloud (AWS EC2) and an
ODROID-XU board. On the Cloud, t2.micro Virtual Machine
(VM) running 14.04 LTS from the Dublin data centre is used
to host the Cloud server. Although we employ a low-cost
and basic VM, we note that in this paper we make no
comparisons in relation to the compute capabilities between
the Cloud server and the Edge server. Therefore, in no way
would the results presented in this paper be affected had we
chosen a larger VM from the same data centre.
The Edge node is located in the Computer Science
Building of Queen’s University Belfast in Northern Ireland.
The board has 2 GB of DRAM memory, and one ARM
Big.LITTLE architecture Exynos 5 Octa processor running
Ubuntu 14.04 LTS. Each server on the Edge node is hosted
in an LXC container. When computing priority scores, the
weights in Equation 2 to Equation 6 are set equal to 1.
Workloads: Two workloads are chosen to evaluate DY-
VERSE: a location-based mobile game and a real-time face
detection workload. Both workloads are server-based and
a natural fit for Edge computing since they are latency
critical – response time is affected by distance between user
devices and the server. Hence, a subset of the functionalities
of the Cloud server can be brought closer to devices.
The above workloads are also representative of different
workloads that can benefit from DYVERSE: the mobile
game represents a multi-user application whose Edge server
responds to incoming user requests; the face detection
workload in contrast is representative of a data-intensive
streaming application, in which case the Edge server pre-
processes incoming data and relays it to the Cloud.
(i) Location-based mobile game: The application is an open-
source game similar to Poke´mon Go, named iPokeMon5.
iPokeMon comprises a client for the iOS platform, which
can be used on mobile devices, and a server that is hosted
on a public Cloud. User navigate through an environment
in which virtual creatures named Poke´mons are distributed.
The iPokeMon game server was redesigned to be hosted
on the Cloud and an Edge node. The Edge hosts a latency-
sensitive component that updates the virtual environment
5. https://github.com/Kjuly/iPokeMon
as a user navigates; for example, the GPS coordinates of the
player and the Poke´mons. The local view on the Edge server
is updated by frequent requests sent to the Edge server. If
user requests are serviced from a distant data centre, then
user experience is affected due to lags in refreshing. Hence,
the Edge is beneficial to reduce latencies for this workload.
Up to a maximum of 32 Edge servers are hosted, with each
server randomly supporting between 1 and 100 users.
The server on the Edge node is tested using Apache
JMeter6. One session of a connection (a user is playing the
iPokeMon game) between the user device and the Edge
server hosted in the LXC container is recorded for 20
minutes. During this time the number and type of requests
and the parameters sent through the requests are recorded.
Subsequently, JMeter load tests single and multiple Edge
servers by creating virtual users and sending requests to the
Edge servers from the virtual users in the experiments.
(ii) Real-time face detection: The original Cloud-based Face
Detection (FD) workload captures video via a camera (such
as CCTV footage) and transmits it to the Cloud where it is
converted to grey scale (this is one-third the size of the color
video) and then detects faces on it using OpenCV7. Pre-
processing (converting to grey scale) is performed on the
Edge and hosted via LXC containers. The converted stream
is sent to the Cloud for reducing the bandwidth used instead
of sending colour video to the Cloud. Up to 32 servers are
load tested on the Edge node, with each server randomly
pre-processing between 0.1 and 1 frame per second.
The experimental evaluation demonstrates: (i) the over-
heads in priority management and the overheads of dy-
namic vertical scaling in a multi-tenant environment, (ii) the
effect of DYVERSE on SLO violation rates, and (iii) the effect
of DYVERSE on the latency of the above workloads.
5.1 Results
The experiments provide insight into the benefits of using
the priority approaches and dynamic vertical scaling mech-
anism in a variety of scenarios, such as moderate bandwidth
consuming and bandwidth hungry tasks, single and multi-
tenant servers and varying user-defined SLOs.
5.1.1 System Overhead
Edge platforms are expected to have more transient system
states than the Cloud, i.e. Edge workloads have shorter
6. http://jmeter.apache.org/
7. https://opencv.org/
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Fig. 3. Violation rate when the SLO is 78ms for iPokeMon and 2.13s
for FD. 32 Edge servers are deployed. Red blocks correspond to the
overhead time when priority-based scaling occurs.
life cycles, so lower overheads in resource management is
better. We measured the overheads of priority management
(Figure 2a) and dynamic vertical scaling (Figure 2b) of each
server on the Edge node for iPokeMon and FD. It should
be noted that the servers are still servicing requests when
priorities are updated. Similarly, the overhead of dynamic
vertical scaling, which is the time taken to reallocate the
resources of the server was measured. During this time
the servers continue to service requests. Although three
dynamic priorities (wDPS, cDPS and sDPS) were proposed,
only sDPS is considered for comparing the overheads be-
tween SPM and DPM; we noted that different dynamic
priorities did not affect the overall delay in the experiments.
Figure 2a shows that SPM incurs small overheads, but it
is more costly to employ DPM, especially for iPokeMon.
For example, for 32 servers the overhead of using DPM
with iPokeMon is 150 milliseconds (ms) when compared to
10ms for SPM. This is because static priorities assigned to
servers do not change during execution and monitoring is
needed for dynamic priorities. iPokeMon server records all
requests and responses in a log file while supporting mul-
tiple users and the Monitor reads through this file in every
scaling round to update the dynamic priority. The FD server
maintains the values of dynamic factors while processing
requests from the single streaming source and the Monitor
uses these values to calculate the PS. One insight from the
difference in DPM overheads is that monitoring workloads
could be accounted for when designing Edge applications.
The overhead of dynamic vertical scaling in Figure 2b
using DPM is on average higher than using SPM. This is
because during scaling, dynamic factors such as reward and
penalty are monitored for each server. More time is required
to scale iPokeMon servers because during termination user
data needs to be migrated from the Edge to the Cloud. When
a FD server is terminated no data is migrated.
To understand the impact of the observed overheads on
the QoS of iPokeMon and FD, the average SLO violation
rate of 32 Edge servers every one minute is presented
in Figure 3. The first five minutes window is the period
when the Edge servers are launched with equal amount of
resources. During the 5th, 10th, and 15th minutes, priority-
based dynamic vertical scaling (Procedure 1) is executed.
For DPM, the PS is first calculated for each server, after
which scaling occurs. On the other hand for SPM, scaling
based on the same initial PS is implemented. Updating
priorities of 32 servers requires 30–40 seconds (s) and 15s for
iPokeMon and FD, respectively. We infer from the figure that
after the first scaling round, the SLO violation rates have
decreased on an average by 4% and 3% for iPokeMon and
FD respectively. In subsequent scaling rounds, it is noted
that the violation rates are further reduced. DPM on an
average performs nearly 2% better than SPM. The figure
highlights that the sub-minute delay caused due to priority
management and scaling does not necessarily affect the QoS
of our use-cases.
5.1.2 SLO Violation Rate
Meeting SLOs is key to achieving a high overall QoS. Higher
SLO violation rates at the Edge indicate the possibilities
of losing Edge customers. Consequently, this results in the
loss of revenue for the Edge service provider. Therefore,
SLO violation rate is chosen to highlight the difference that
DYVERSE makes to the QoS of Edge services.
From empirical analysis we observed that the average
time to service an individual request for iPokeMon and FD
are 78ms and 2.13s, respectively. Our aim is to understand
the impact of DYVERSE when different violation thresholds
(0%, 5% and 10% of the average time taken to service a
request) are applied. Therefore, we pursued this study for
three different SLOs: 78, 82, 86ms for iPokeMon (Figure 4)
and 2.13, 2.24, 2.34s for FD (Figure 5). The requests pro-
cessed by all Edge servers are replays of the requests from a
recorded session. The absolute values of SLO violation rate
may vary if a different SLO baseline is used (for example,
the 90-percentile of the workload response time), but the
focus here is to capture the difference between the proposed
approaches, which is not affected by the baseline SLO.
The general trend is that for both workloads violation
rates can be reduced by using the proposed scaling mech-
anism, either with SPM or DPM, when compared to a
scenario without dynamic vertical scaling. When there is
no dynamic vertical scaling, the containers hosting the Edge
servers continue to retain the same amount of resources they
were allocated before they started execution. No additional
resources are dynamically allocated to containers. For ex-
ample in Figure 4a, when the SLO is 78ms for 32 servers
and 149 KBs of data is processed per second, nearly 18% of
the requests from users are violated. Scaling with SPM on
an average reduces this violation by 4%. A reduction of 6%
in SLO violation rate by applying SPM in FD is observed
(Figure 5a) when the SLO is 2.13s for 32 Edge servers and
4 MBs of data is processed per second.
The scaling mechanism takes the server performance
into account. During dynamic vertical scaling the measured
latency is compared with the user-defined SLO. If there were
violations, then the container hosting the workload would
be allocated additional resources and vice versa. Allocation
to one container is done by requesting free resources from
the Edge node or deallocating resources from other contain-
ers that have lower priorities. This optimises the use of Edge
resources and can reduce the overall violation rates. This
is noted for all SLOs for both workloads. For example, in
Figure 5c for an SLO of 2.34s scaling with SPM reduces the
violation rate for FD by 3% over 32 servers (for iPokeMon
with an SLO of 86ms in Figure 4c the violation rate is
reduced by 4% over 32 servers).
However, the static priority of a server is set once be-
fore execution and does not change until it is terminated
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Fig. 4. Violation rates of iPokeMon when applying varying SLOs.
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Fig. 5. Violation rates of the face detection workload when applying varying SLOs.
and needs to be executed again. This is a disadvantage
since servers cannot change their priority during execution.
Hence, we employ dynamic priorities that can be changed
after deployment and during execution. Priorities can be
implemented to take other factors, such as number of users
into account (in addition to factors listed in Table 2, DPM
considers factors presented in Table 3). Resources can be
scaled on the basis of changing priorities. Dynamic pri-
orities are better than static priorities since they further
reduce the violation rates. When the violation threshold is
stringent (SLO is 78ms for iPokeMon and 2.13s for FD),
scaling with DPM reduces the violation by 1% (Figure 4a)
and 4% (Figure 5a). Although we proposed three dynamic
priorities (wDPS, cDPS and sDPS) approaches, we have
only considered sDPS for comparing the trends between
no dynamic vertical scaling and scaling with SPM. This is
because we observed that different approaches did not affect
the overall violation rate. The effect of the three approaches
is nonetheless considered in the context of latency.
When the violation threshold is lenient for iPokeMon
(SLO is 86ms), a larger volume of requests can be fully
serviced by the servers resulting in no violations for up to 32
Edge servers (Figure 4c). In these cases, requests that would
result in a violation when the threshold is more stringent
can now complete execution within the specified SLO. It
is also noted that a scale-up operation presented in Proce-
dure 2 will not occur. However, containers may scale down
during this time. With the same violation threshold, DPM
for FD also results in lower SLO violation rate, although the
improvement is not as significant as in iPokeMon. This is
because of larger data sizes - data transferred in FD is 30–150
times larger than data in iPokeMon. Images are frequently
uploaded between the end device and the FD Edge servers,
which results in longer processing times.
5.1.3 Latency of Workloads
The results shown above presented the violation rate when
compared to the number of servers, but did not differentiate
the three DPM approaches. The aim of this section is to
explore the impact of using different priority management
approaches on latency. For iPokeMon, we define latency as
the average round-trip time taken to service one request
originating from the user by the Edge server. For FD, we
define latency as the average single-trip time taken to detect
faces by the Cloud server in one video frame originating
from the camera. Figure 6 and Figure 7 show the distribution
of latency when 32 Edge servers are deployed for varying
SLOs (78ms, 82ms and 86ms for iPokeMon, and 2.13s, 2.24s,
and 2.34s for FD). The distribution provides: (i) a time
profile of requests violated, and (ii) the impact of DYVERSE
on requests that are not violated.
It is inferred that when the SLO violation threshold is 5%
and if no dynamic vertical scaling is used, then no requests
are serviced in the lowest time band (from 0 to 80% of the
SLOs). However, the number of requests that are serviced
in the lowest time band increases when employing static
priority (the normal in the distribution shifts to the left). For
example, for an SLO of 82ms for iPokeMon (Figure 6b), 4%
of requests are serviced within 66ms (the leftmost time band
in the figure). This is due to the reallocation of resources
from containers that meet SLOs to containers that violate
SLOs in dynamic vertical scaling. Such a benefit is less
obvious in FD, but a 1% improvement is noted by applying
dynamical vertical scaling for an SLO of 2.24s (Figure 7b).
Dynamic priorities reduce the latency of both workloads
when compared to static priority because they consider ad-
ditional factors, such as number of users connected to each
server. In most cases, sDPS performs better than cDPS and
wDPS. For example, given an SLO of 86ms for iPokeMon
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Fig. 6. Latency of iPokeMon when 32 servers are deployed on the Edge node.
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Fig. 7. Latency of face detection when 32 servers are deployed on the Edge node.
(Figure 6c), 20% of requests are serviced in the lowest time
band using sDPS in contrast to 18% for cDPS and wDPS.
Similar results are observed in FD. For instance, given an
SLO of 2.13s (Figure 7a), 2% of video frames are processed
by the face detector in the lowest time band using sDPS
in contrast to 1% for cDPS and wDPS. This is attributed
to the penalty that is imposed on containers that scale.
As presented previously, scaling incurs an overhead and
therefore the Edge Manager aims to minimise the impact
of scaling by reducing priorities as shown in Equation 6.
Summary: The results are summarised as follows:
1) Overheads in using priorities and dynamic vertical scaling:
the overheads do not affect the execution of the servers and
the servers continue to service user requests. In priority
management, DPM takes longer time if the monitoring of
workload-related metrics is not incorporated in the Edge
server (e.g. iPokeMon). Comparing with SPM, DPM has an
4%–8% higher overhead for dynamic vertical scaling.
2) SLO violation rates for stringent thresholds (the average
time to service one request) : the SLO violation rate when there
is no dynamic vertical scaling is observed to be nearly 18%
and 23% for iPokeMon and FD respectively. Scaling with
SPM improves the violation rate by 4% and 6% for iPoke-
Mon and FD respectively when compared to no dynamic
vertical scaling. Scaling with DPM improves the violation
rate of iPokeMon by 1% when compared to SPM. This is
confirmed by the 3% reduction of SLO violation rate of the
face detection workload when comparing DPM and SPM.
3) SLO violation rates for lenient thresholds (10% more of
the average time taken to service one request): the SLO violation
rate when there is no dynamic vertical scaling is observed to
be nearly 12% and 18% for iPokeMon and FD respectively.
Scaling with SPM improves the violation rate by 3% for
FD and 4% for iPokeMon when compared to no dynamic
vertical scaling. Scaling with DPM ensures no requests are
violated for iPokeMon and improves the violation rate by
6% for FD when compared to no dynamic vertical scaling.
4) Latency for stringent thresholds : without dynamic ver-
tical scaling no requests are serviced within 66ms for iPoke-
Mon and within 2.13s for FD. Using sDPS with iPokeMon,
nearly 13% of requests are serviced in 66ms–74ms, which is
higher than cDPS and wDPS by 5% and 10% respectively.
Using sDPS with FD offers a small advantage; 1% more
requests are processed in 1.79–2.02s. DPM performs better
than SPM. Using sDPS, 20% of requests of iPokeMon are
serviced within 72ms, which is higher than SPS, cDPS and
wDPS by 4%, 2% and 2% respectively. Similarly for FD, 2%
of video frames are processed in 1.7s–1.92s, which is higher
than SPS, cDPS and wDPS by 2%, 1% and 1% respectively.
5) Latency for lenient thresholds : Fewer requests are ser-
viced within 69ms for iPokeMon and 1.87s for FD with no
dynamic vertical scaling compared to using it. Using sDPS
with iPokeMon, 20% of requests are serviced in the lowest
time band, which is higher than cDPS and wDPS by 2%.
Using sDPS with FD, 14% of requests are serviced in the
lowest time band, which is higher than cDPS and wDPS by
1% and 2% respectively. DPM performs better than SPM.
6 RELATED WORK
Resource scaling is well studied in distributed systems and
more recently on the Cloud. There is research on horizontal
scaling, which refers to elasticity, whereby computing re-
sources for a workload are allocated or deallocated from a
cluster [17]. Scaling is usually based on workload deadlines
and the available cost budget [18], [19]. Containers are
employed for horizontal scaling as an alternate to VMs [10].
In addition to horizontal scaling, vertical scaling refers
to allocating or deallocating resources to a VM during
execution of a workload [8]. Reinforcement learning is used
as an approach to derive policies for dynamically allocating
resources to a VM [20]. Optimality is often a consideration
in vertical scaling by taking the cost-latency trade-off into
account [21]. Given different types of VMs with variable
CPU and memory resources, another approach often used
is to simply migrate the workload onto another VM with
resources more suitable to meet the optimising criteria (in-
stead of scaling the resource on the original VM) [22].
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The focus of this paper is vertical scaling, but approaches
used on the Cloud are not suited for the Edge due to
three reasons. Firstly, monitoring techniques employed for
vertical scaling are heavyweight (i.e., time consuming and
require significant resources), which cannot be directly ap-
plied to resource-limited Edge environments (a cluster of
resources may not be available at the edge of the network).
Secondly, generating optimal scheduling plans for vertical
scaling as employed in the Cloud is prohibitive on the Edge.
Integer linear programming or constraint programming that
are usually used to generate optimal solutions are compu-
tationally intensive. Thirdly, vertical scaling on the Cloud
is underpinned by workload prediction models, which are
less suitable for use on the Edge. Edge services are likely to
be short running workloads in contrast to the Cloud and
only limited data may be available for training machine
learning models. Additionally, training models on the Edge
may not be feasible. Therefore, in this paper, we propose a
low overhead vertical scaling technique on an Edge node.
Two factors impact vertical scaling, namely multi-
tenancy and priorities. Multi-tenancy refers to the co-
location of different workloads on the same computing
resource. In a multi-tenant Cloud environment, migration
is employed to resolve resource contention [23]. Inter-tenant
resource trading and intra-tenant weight adjustments are
employed on the Cloud to ensure fairness when scaling [6].
Techniques employed on the Edge to deal with multi-
tenancy need to be again lightweight and cannot incorpo-
rate complex models for workload predictions. Complex
schemes, such as convex optimisation, game theory or dy-
namic programming have been explored for Edge envi-
ronments [24]. A heuristic offloading decision algorithm to
maximise system utility is proposed, which requires O(K3)
time to service K mobile users [25]. This is impractical on
resource-constrained Edge nodes that use small processors.
Similarly, game theory based schemes have been designed
for Mobile-Edge Cloud computing [26]. This approach is
tested on a cloudlet, which naturally assumes more re-
sources than the extreme edge of the network (cloudlets
have dedicated computing servers/clusters).
Research on multi-tenancy at the Edge focuses on pre-
deployment. Once a workload is deployed, the resources
allocated to it do not change. Similarly, the QoS of ap-
plications are improved without considering multi-tenancy
after deployment [27]. Multi-tenancy significantly impacts
SLO violation rate after deployment. This research accounts
for post-deployment conditions of workloads for scaling
resources in a multi-tenant environment.
The second factor that impacts vertical scaling is work-
load priority. Community models are used to develop
a shared resource pool in Clouds [28]. Priority of Edge
workloads is different because relationships between (i)
the Cloud and the Edge, and (ii) the user and the Edge
need to be accounted for. There is research that (i) adopts
a threshold-based priority function to decide on partial
of complete offloading of workloads [29], and (ii) adjusts
the task execution order of workloads to satisfy different
objectives in the pre-deployment phase [30]. These show the
impact of priorities on offloading, but do not demonstrate
the influence of priorities on post-deployment resource
management. This paper considers factors specific to the
Edge to model both static and dynamic priorities for effi-
ciently managing resources in a multi-tenant environment.
7 CONCLUSIONS
Distributed applications will leverage the edge of the net-
work to improve their overall QoS for which the challenge
of multi-tenancy in resource-constrained environments need
to be addressed. Vertical scaling of resources is required
to achieve multi-tenancy. However, existing mechanisms
require significant monitoring and are computationally in-
tensive since they were designed for the Cloud. They are not
suitable for the resource-limited Edge.
The research in this paper addresses the above problem
by developing DYVERSE, a DYnamic VERtical Scaling
mechanism on Edge environments to facilitate multi-
tenancy. The aim is to maximise the QoS of workloads
executing in a multi-tenant Edge node without violating
user-defined Service Level Objectives (SLOs). The proposed
scaling mechanism generates post-deployment plans for
workloads during execution so that SLOs are not violated.
The mechanism is underpinned by one static and three
dynamic priority management approaches. Three dynamic
priorities that are workload-aware, community-aware and
system-aware are proposed.
The feasibility of DYVERSE is validated using two work-
loads, namely a location-aware online game and a real-time
face detection application in a Cloud-Edge environment.
The priority-based dynamic vertical scaling has less than
a sub-second overhead per server when 32 Edge servers are
deployed on a single Edge node. Scaling with static priori-
ties reduced SLO violation rates of user requests by up to 4%
and 12% for the online game respectively, and in both cases
6% for the face detection workload, when compared to no
dynamic vertical scaling. For both workloads, system-aware
dynamic vertical scaling effectively reduced the latency of
non-violated requests, when compared to other methods.
Limitations and Future Work: Although system-related
parameters that affect SLO violation rates and latency are
considered, network-based parameters, such as bandwidth
and how it affects the QoS were not considered. This is a part
of our ongoing research and will be reported elsewhere.
The priority of each server is currently derived from
a linear combination assuming that all factors have equal
weights. This is suitable in the context of a proof-of-concept
multi-tenant Edge environment. Varied weights for the fac-
tors that affect priority will provide a more fine-grained
approach to control the multi-tenant environment. In the
future, we aim to integrate weights to define priorities and
understand its implications on workloads.
The dynamic vertical scaling mechanism proposed in
this paper considers QoS metrics of an Edge server, namely
workload latency and SLO violation rate. Utilisation metrics
of containers, such as memory and swap space used for
hosting Edge servers, could be further considered.
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