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Abstract
We classify a certain class of minimal actions of a compact Kac algebra with amenable dual on injective
factors of type III. The structural analysis of type III factors and the canonical extension of endomorphisms
introduced by Izumi are our main technical tools.
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1. Introduction
In this paper, we extend the main result of our previous paper [18] to type III factors. Namely,
we show uniqueness of certain minimal actions of a compact Kac algebra with amenable dual on
injective type III factors.
Among compact group actions on type III factors, there are some preceding works rele-
vant with our works. The complete classification for compact abelian groups was obtained by
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1966 T. Masuda, R. Tomatsu / Journal of Functional Analysis 258 (2010) 1965–2025Y. Kawahigashi and M. Takesaki in [15]. Recently, M. Izumi showed conjugacy for certain mini-
mal actions of compact groups in [12]. More precisely, if minimal actions of a compact group on
a type III0 factor have common faithful Connes–Takesaki modules introduced in [5], then they
are conjugate. He also showed that those minimal actions are dual actions of free and centrally
trivial actions. In this paper, we classify minimal actions whose dual actions are approximately
inner and centrally free, which generalizes classification for invariant-less case in [15].
Our approach is on the whole same as [18], that is, we mainly handle actions of an amenable
discrete Kac algebra Ĝ instead of a compact Kac algebra G, and obtain our main result through
a duality argument as [6]. More precisely, we extend given actions of Ĝ on type III factors to
larger von Neumann algebras, which are the crossed products by abelian group actions. Then we
classify the composed actions of them and dual actions. Splitting the dual actions and taking the
partial crossed products, we show that all approximately inner and centrally free actions come
from a free action on the injective type II1 factor. In these processes, what play crucial roles are
the structural analysis of type III factors developed in [5,26], Izumi’s theory on canonical exten-
sion of endomorphisms introduced in [12] and the characterization of approximate innerness and
central triviality of endomorphisms shown in [19].
This paper is organized as follows.
In Section 2, our main results and their applications are stated.
In Section 3, we prove some results for the study in latter sections. In particular, the relative
Rohlin theorem proved in Section 3.3 plays an important role for our argument for splitting a
model action.
In Section 4, type IIIλ case (0 < λ< 1) is studied. Taking the discrete decomposition, we can
reduce our problem to classifying actions of the direct product of Ĝ and the integer group Z
on the injective type II∞ factor. The Z-action has non-trivial Connes–Takesaki module, and the
main theorem of [18] is not immediately applicable. However, we can show the model action
splitting as in [2] that enables us to cancel the Connes–Takesaki module and to use the main
theorem of [18].
In Section 5, type III0 case is studied. We make use of the continuous decomposition, and
represent a flow of weights as a flow built under a ceiling function. Then we can regard this
problem as reduced to type II case as in [23,24]. We classify actions of the direct product of Ĝ
and an AF ergodic groupoid on the injective type II∞ factor by using the main result of [18] and
Krieger’s cohomology lemma in [13].
In Section 6, type III1 case is studied. Following the lines of the theory of Connes and
Haagerup on classification of injective factors of type III1 in [4,9], we take the discrete decompo-
sition of the type IIIλ factor by the type III1. Then we classify actions of the direct product of Ĝ
and the torus coming from the dual action by showing the model action splitting in Sections 6.3
and 6.4. The key point to show this result is approximate innerness of modular automorphisms.
In Appendix A, we prove some basic results of the canonical extension in order that readers
can smoothly shift from theory of endomorphisms to that of actions of discrete Kac algebras.
Most of them can be directly shown from [19] by using a Hilbert space in a von Neumann
algebra introduced in [21].
2. Notations and main theorem
Throughout this paper, we treat only separable von Neumann algebras, except for ultraproduct
von Neumann algebras. We freely use the notations in [18]. For example, Ĝ = (L∞(Ĝ),,ϕ)
denotes a discrete Kac algebra. Although some of our results are applicable to a general discrete
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references therein for the definition of a discrete (or compact) Kac algebra and its amenability.
For a von Neumann algebra M , we denote by U(M) the set of unitary elements in M . By
W(M), we denote the set of faithful normal semifinite weights on M .
By [3,16,4,9], injective type III factors are determined by their flow of weights. We denote
by R0, R0,1, Rλ and R∞ the injective factor of type II1, type II∞, type IIIλ (0 < λ < 1) and
type III1, respectively.
Let M be a factor. For a finite dimensional Hilbert space K , let Mor0(M,M ⊗ B(K)) be
a set of all homomorphisms with finite index. When M is properly infinite, we can identify
Mor0(M,M ⊗ B(K)) with End0(M), the set of endomorphisms of M with finite index. (See
Appendix A.) By TrK and trK , we denote the non-normalized trace and the normalized trace on
B(K), respectively. We define an isometric intertwiner Tπ,π ∈ (1, π · π) by
Tπ,π =
∑
i∈Iπ
1√
dπ
επi ⊗ επi .
2.1. Actions and cocycle actions
We recall some definitions and notations used in [18] for readers’ convenience. Let M be a
von Neumann algebra, α ∈ Mor(M,M ⊗L∞(Ĝ)) and u ∈ U(M ⊗L∞(Ĝ)⊗L∞(Ĝ)). The pair
(α,u) (or simply α) is called a cocycle action of Ĝ on M if the following holds:
(1) (α ⊗ id) ◦ α = Adu ◦ (id ⊗) ◦ α;
(2) (u⊗ 1)(id ⊗⊗ id)(u) = α(u)(id ⊗ id ⊗)(u);
(3) u·,1 = u1,· = 1.
Here, α(u) := (α ⊗ id ⊗ id)(u), which is one of our conventions frequently used in our paper,
that is, we will omit id when the place where α acts is apparent. If u = 1, α is called an action.
We introduce a left inverse Φαπ :M ⊗B(Hπ) → M of απ for each π ∈ Irr(G) as follows:
Φαπ(x) =
(
1 ⊗ T ∗π,π
)
u∗π,παπ(x)uπ,π (1 ⊗ Tπ,π ) for x ∈ M ⊗B(Hπ).
Then Φαπ is a faithful normal unital completely positive map with Φαπ ◦ απ = idM [18,
Lemma 2.4]. In general, a left inverse of απ is not uniquely determined, but we always use
the left inverse above. If M is a factor, then Φαπ is standard, that is, the conditional expectation
απ ◦Φαπ :M ⊗B(Hπ) → απ(M) is minimal (see Proposition A.10). The another easy but useful
remark is the fact that u is evaluated in (Mα)′ ∩M , where Mα := {x ∈ M | α(x) = x ⊗ 1} is the
fixed point algebra. This means that (α|(Mα)′∩M,u) is a cocycle action on (Mα)′ ∩M .
2.2. Approximate innerness and central freeness
We collect basic notions of homomorphisms and actions from [18].
Definition 2.1. Let M be a von Neumann algebra and α ∈ Mor0(M,M⊗B(K)) with the standard
left inverse Φα . We say that
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α(x)a for any x ∈ M ;
(2) α is approximately inner if there exists a sequence {Uν}ν ⊂ U(M ⊗B(K)) such that
lim
ν→∞
∥∥(ϕ ⊗ trK) ◦ Ad(Uν)∗ − ϕ ◦Φα∥∥= 0 for all ϕ ∈ M∗;
(3) α is centrally trivial if αω(x) = x ⊗ 1 for all x ∈ Mω;
(4) α is centrally non-trivial if α is not centrally trivial;
(5) α is properly centrally non-trivial if there exists no non-zero element a ∈ M ⊗ B(K) such
that αω(x)a = (x ⊗ 1)a for all x ∈ Mω.
Definition 2.2. Let α ∈ Mor(M,M ⊗L∞(Ĝ)) be a cocycle action of Ĝ. We say that
(1) α is free if απ is properly outer for all π ∈ Irr(G) \ {1};
(2) α is approximately inner if απ is approximately inner for all π ∈ Irr(G);
(3) α is centrally free if απ is properly centrally non-trivial for all π ∈ Irr(G) \ {1}.
Note the following fact. If α is a free action of Ĝ on a factor [18, Definition 2.7], then απ is
irreducible for each π ∈ Irr(G) [18, Lemma 2.8]. If απ is irreducible, then central non-triviality
is equivalent to properly central non-triviality [18, Lemma 8.3]. Hence a free action α on a factor
is centrally free if and only if απ is centrally non-trivial for each π ∈ Irr(G) \ {1}.
2.3. Main theorem
We recall the notion of the cocycle conjugacy for two (cocycle) actions.
Definition 2.3. Let M and N be von Neumann algebras. Let α ∈ Mor(M,M ⊗ L∞(Ĝ)) and
β ∈ Mor(N,N ⊗L∞(Ĝ)) be cocycle actions of Ĝ with 2-cocycles u and v, respectively.
(1) α and β are said to be conjugate if there exists an isomorphism θ :M → N such that
• α = (θ−1 ⊗ id) ◦ β ◦ θ ;
• u = (θ−1 ⊗ id ⊗ id)(v).
We write α ≈ β if α and β are conjugate.
(2) α and β are said to be cocycle conjugate if there exist an isomorphism θ :M → N and
w ∈ U(M ⊗L∞(Ĝ)) such that
• Adw ◦ α = (θ−1 ⊗ id) ◦ β ◦ θ ;
• wα(w)u(id ⊗)(w∗) = (θ−1 ⊗ id ⊗ id)(v).
We write α ∼ β if α and β are cocycle conjugate.
When α is an action, v ∈ U(M⊗L∞(Ĝ)) is called an α-cocycle if (v⊗1)α(v) = (id⊗)(v).
The following is the main theorem of this paper which asserts the uniqueness of approximately
inner and centrally free actions.
Theorem 2.4. Let G be a compact Kac algebra with amenable dual, M an injective factor, α an
approximately inner and centrally free action of Ĝ on M , and α(0) a free action of Ĝ on R0.
Then α is cocycle conjugate to idM ⊗ α(0).
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Theorem 2.5. Let G be a compact Kac algebra with amenable dual, M an injective factor,
α a minimal action of G on M , and α(0) a minimal action of G on R0. If the dual action of α is
approximately inner and centrally free, then α is cocycle conjugate to idM ⊗ α(0). If α is a dual
action, then α and idM ⊗ α(0) are conjugate.
As a corollary, we obtain the following classification of minimal actions of compact Lie
groups on R∞.
Corollary 2.6. Let G be a semisimple connected compact Lie group. Then any two minimal
actions of G on R∞ are conjugate.
Proof. This follows from Theorem 2.5, [19, Theorem 3.15, 4.12] and [12, Corollary 5.14]. 
Our main purpose is to prove Theorem 2.4. In [18, Theorem 7.1], we have proved the main
theorem in type II1 case. The remaining cases are type II∞, IIIλ (0 < λ < 1), III0 and III1.
Type II∞ case is easily shown as follows.
Proof of Theorem 2.4 for R0,1. Let α be an approximately inner and centrally free action of
Ĝ on R0,1. Let τ be a normal trace on R0,1. Since α is approximately inner, we have τ ◦ Φαπ =
τ ⊗ trπ for π ∈ Irr(G) by Corollary A.7. Hence τ is invariant under α.
Let {ei,j }∞i,j=1 ⊂ R0,1 be a system of matrix units with a finite projection e11. Since (τ ⊗
trπ )(e11 ⊗1) = (τ ⊗ trπ )(απ (e11)) for each π ∈ Irr(G), we can take v ∈R0,1 ⊗L∞(Ĝ) such that
vv∗ = e11 ⊗ 1 and v∗v = α(e11). Set a unitary V =∑∞i=1(ei1 ⊗ 1)vα(e1i ). Then the perturbed
cocycle action AdV ◦ α fixes the type I factor B := {ei,j }′′i,j . Therefore AdV ◦ α|B ′∩R0,1 is an
approximately inner and centrally free cocycle action on an injective type II1 factor B ′ ∩ R0,1.
By [18, Theorem 6.2], we can perturb AdV ◦ α|B ′∩R0,1 to be an action. Then this action is
cocycle conjugate to the model action α(0). Therefore we have α ∼ idB(2) ⊗ α(0). Using α(0) ∼
idR0 ⊗ α(0), we obtain α ∼ idR0,1 ⊗ α(0). 
By Theorem 2.4, any two approximately inner and centrally free actions α and β on an injec-
tive factor M are cocycle conjugate. This can be more precisely stated as [18, Theorem 7.1].
Theorem 2.7. Let M be an injective factor and Ĝ an amenable discrete Kac algebra. Let α and β
be approximately inner and centrally free actions of Ĝ on M . Then there exist θ ∈ Int(M) and
an α-cocycle v ∈ M ⊗L∞(Ĝ) such that
Adv ◦ α = (θ−1 ⊗ id) ◦ β ◦ θ.
Proof. Since M is injective, M is isomorphic to R0 ⊗M . Fix an isomorphism Ψ :M → M⊗R0.
Let α(0) be a free action of Ĝ on R0. Set γ := (Ψ−1 ⊗ id) ◦ (idM ⊗ α(0)) ◦ Ψ , which is an
approximately inner and centrally free action on M . By Theorem 2.4, we can take θ0 ∈ Aut(M)
and an α-cocycle v such that Adv ◦ α = (θ−10 ⊗ id) ◦ γ ◦ θ0. To prove the theorem, it suffices to
show the statement for β = γ .
Set θ1 := Ψ ◦ θ0 ◦Ψ−1 ∈ Aut(M ⊗R0). Note that the core of M ⊗R0 canonically coincides
with M˜ ⊗ R0. Since the module map mod : Aut(M) → Autθ (Z(M˜)) is surjective by [25], there
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Aut(M). Then θ−13 θ0 = Ψ−1 ◦(θ−12 ⊗ idR0)θ1 ◦Ψ implies mod(θ−13 θ0) = id. Putting θ := θ−13 θ0,
we have Adv ◦α = (θ−1 ⊗ id)◦γ ◦θ because θ3 commutes with γ . Moreover θ ∈ Int(M) by [14,
Theorem 1 (1)]. 
3. Preliminaries
The results in this section are frequently used in the later sections. One of the most important
results is the relative Rohlin theorem (Theorem 3.13).
3.1. Basic results on cocycle conjugacy
Lemma 3.1. Let (α,u) be a cocycle action of Ĝ on a properly infinite von Neumann algebra M .
Let H be a Hilbert space. Then (α,u) and (idB(H) ⊗ α,1 ⊗ u) are cocycle conjugate.
Proof. Take a Hilbert space H ⊂ M with support 1 and the same dimension d ∞ as H [21].
Let {ξi}di=1 be an orthonormal basis of H. Then we have an isomorphism Ψ :B(H) ⊗ M → M
such that Ψ (eij ⊗ x) = ξixξ∗j for all x ∈ M and i, j ∈ N, where {eij }ij is a canonical system of
matrix units of B(H).
Define the unitary v :=∑di=1(ξi ⊗ 1)α(ξ∗i ). We check that Ψ and v satisfy the statement. For
x ∈ M and i, j ∈ N, we have
Adv ◦ α ◦Ψ (eij ⊗ x) = vα
(
ξixξ
∗
j
)
v∗ = (ξi ⊗ 1)α(x)
(
ξ∗j ⊗ 1
)
= (Ψ ⊗ id) ◦ (id ⊗ α)(eij ⊗ x).
Hence (1) holds. On (2), we have
(v ⊗ 1)α(v)u(id ⊗)(v∗)
=
d∑
i,j=1
(ξi ⊗ 1 ⊗ 1)
(
α
(
ξ∗i
)⊗ 1) · (α(ξj )⊗ 1)α(α(ξ∗j )) · u(id ⊗)(v∗)
=
d∑
i=1
(ξi ⊗ 1 ⊗ 1)u(id ⊗)
(
α
(
ξ∗i
))
(id ⊗)(v∗)
=
d∑
i=1
(ξi ⊗ 1 ⊗ 1)u
(
ξ∗i ⊗ 1 ⊗ 1
)= (Ψ ⊗ id ⊗ id)(1 ⊗ u). 
Lemma 3.2. Let (α,u) be a cocycle action on a properly infinite von Neumann algebra M . Then
u is a coboundary.
Proof. By the previous lemma, it suffices to prove that (idB(L2(Ĝ)) ⊗ α,1 ⊗ u) can be perturbed
to an action. Write α = idB(L2(Ĝ)) ⊗ α and u¯ = 1 ⊗ u. Then we set a unitary v := W31u∗231 ∈
B(L2(Ĝ)) ⊗ M ⊗ L∞(Ĝ), where W ∈ L∞(Ĝ) ⊗ L∞(G) is the multiplicative unitary defined
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we have
v123α(v)u¯(id ⊗ id ⊗)
(
v∗
)
= W31u∗231 ·W41α
(
u∗
)
2341 · u234 · (id ⊗⊗ id)(u)2341(⊗ id)
(
W ∗
)
341
= W31u∗231 ·W41
(
α
(
u∗
) · (u⊗ 1) · (id ⊗⊗ id)(u))2341(⊗ id)(W ∗)341
= W31u∗231 ·W41
(
(id ⊗ id ⊗)(u))2341(⊗ id)(W ∗)341
= W31u∗231 ·W41
(
W ∗34u124W34
)
2341(⊗ id)
(
W ∗
)
341
= W31u∗231 ·W41 ·W ∗41u231W41 · (⊗ id)
(
W ∗
)
341
= W31W41 · (⊗ id)
(
W ∗
)
341 = 1. 
Next we discuss the cocycle conjugacy of extended actions. For definition of the canonical
extension of a cocycle action, readers are referred to [12] and Appendix A.
Lemma 3.3. Let α be an action of Ĝ on a properly infinite von Neumann algebra M . Then the
second canonical extension α˜ on M˜ θ R is cocycle conjugate to α.
Proof. This is immediately obtained from Lemma 3.1 and Corollary A.15. 
We close this subsection with the following lemma.
Lemma 3.4. Let Ĝ1 and Ĝ2 be discrete Kac algebras. Let αi and βi be actions of Ĝi on von Neu-
mann algebras M and N , respectively. Assume the following:
• α1 and α2 commute;
• β1 and β2 commute;
• The Ĝ1 × Ĝ2-actions α := (α1 ⊗ id) ◦ α2 and β := (β1 ⊗ id) ◦ β2 are cocycle conjugate.
Then the action α1 (resp. β1) extends to the action α1 on M α2 Ĝ2 (resp. β2 on M β2 Ĝ2).
Moreover, α1 and β1 are cocycle conjugate.
Proof. Let v be an α-cocycle and Ψ :M → N be an isomorphism such that Adv ◦ α = (Ψ−1 ⊗
id) ◦ β ◦ Ψ . Set unitaries v := v·⊗1 ∈ M ⊗ L∞(Ĝ1) and vr := v1⊗· ∈ M ⊗ L∞(Ĝ2), which
are α1-cocycle and α2-cocycle, respectively. Then we define an isomorphism Θ :M α2 Ĝ1 →
N β2 Ĝ
2 by Θ(x) = (Ψ ⊗ id)(vrx(vr)∗). We set a unitary u := (α2 ⊗ id)(v) ∈ (M α2 Ĝ2)⊗
L∞(Ĝ1). Then u is an α1-cocycle. By direct calculation, we have Adu ◦ α1 = (Θ−1 ⊗ id) ◦
β1 ◦Θ . 
3.2. Rohlin property
See [18, Section 3] for notions of ultraproduct algebras and actions on them. First we recall
the following definition [18, Definition 3.4, 3.13].
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(1) γ is strongly free when for any π ∈ Irr(G) \ {1} and any countably generated von Neumann
subalgebra S ⊂ Mω , there exists no non-zero a ∈ Mω ⊗B(Hπ) such that γπ(x)a = a(x⊗1)
for all x ∈ S′ ∩Mω;
(2) γ is semi-liftable when for any π ∈ Irr(G), there exist elements βν,β ∈ Mor0(M,M ⊗
B(Hπ)), ν ∈ N, such that βν converges to β and γπ((xν)ν) = (βν(xν))ν for all (xν)ν ∈ Mω .
Note that a cocycle action α ∈ Mor(M,M ⊗ L∞(Ĝ)) is centrally free if and only if αω is
strongly free [18, Lemma 8.2]. For (xν)ν ∈ Mω, we set τω(x) := limν→ω xν . Then τω :Mω → M
is a faithful normal conditional expectation.
Let Projf(L∞(Ĝ)) be a set of all projections in L∞(Ĝ) with finite support. For F ∈
Projf(L∞(Ĝ)) and ε > 0, a projection S ∈ Projf(L∞(Ĝ)) is said to be (F, ε)-invariant if we
have
∣∣(F ⊗ 1)(S)− F ⊗ S∣∣
ϕ⊗ϕ < ε|F |ϕ |S|ϕ.
Definition 3.6. Let Ĝ be an amenable discrete Kac algebra and γ ∈ Mor(Mω,Mω ⊗L∞(Ĝ)) an
action. We say that γ has the Rohlin property when for any central F ∈ Projf(L∞(Ĝ)), δ > 0,
(F, δ)-invariant central K ∈ Projf(L∞(Ĝ)) with K  e1, any countable subset S ⊂ Mω and any
faithful state φ ∈ M∗, there exists a projection E ∈ Mω ⊗L∞(Ĝ) such that
(R1) E is supported on K , that is, E = E(1 ⊗K);
(R2) E almost intertwines γ and  in the following sense:
∣∣γF (E)− (id ⊗ F)(E)∣∣φ◦τω⊗ϕ⊗ϕ  5δ1/2|F |ϕ;
(R3) E gives a copy of L∞(Ĝ)K , that is, if we decompose E as
E =
∑
π∈supp(K)
∑
i,j∈Iπ
d(π)−1Eπi,j ⊗ eπi,j ,
then, for all i, j ∈ Iπ , k,  ∈ Iρ and π,ρ ∈ supp(K), we have
Eπi,j Eρk, = δπ,ρδj,kEπi,;
(R4) (id ⊗ ϕπ)(E) ∈ S′ ∩Mω for any π ∈ supp(K);
(R5) E gives a partition of unity of S′ ∩Mω, that is, (id ⊗ ϕ)(E) = 1.
The above projection E is called a Rohlin projection.
Definition 3.7. Let γ ∈ Mor(Mω,Mω ⊗ L∞(Ĝ)) be an action. Assume that Mω is globally
invariant under γ and γ |Mω has the Rohlin property. We say that γ has the joint Rohlin prop-
erty when for any F ∈ Projf(L∞(Ĝ)), δ > 0, (F, δ)-invariant central K ∈ Projf(L∞(Ĝ)) with
K  e1, any countable set S ⊂ Mω and any countable family of γ -cocycles C which are evalu-
ated in Mω , there exists a projection E ∈ Mω ⊗L∞(Ĝ) such that
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(S2) For any v ∈ C, a projection vEv∗ also satisfies (R3);
(S3) For any v ∈ C and π ∈ supp(K), we have (id ⊗ ϕπ)(vEv∗) = (id ⊗ ϕπ)(E).
Lemma 3.8. If γ has the joint Rohlin property and E is a projection as above, then the element
(id ⊗ ϕ)(vE) is a unitary for all v ∈ C.
Proof. Set μ := (id ⊗ ϕ)(vE) and E′ := vEv∗. Then,
μ =
∑
π∈Irr(G)
∑
i,j∈Iπ
vπi,j Eπj,i =
∑
π∈Irr(G)
∑
i,j∈Iπ
E′πi,j vπj,i .
Using (R3) for E and E′, we can check μμ∗ = 1 = μ∗μ as follows,
μμ∗ =
∑
π∈Irr(G)
∑
i,j,k,∈Iπ
vπi,j Eπj,iE
∗
πk,
v∗πk, =
∑
π∈Irr(G)
∑
i,j,k∈Iπ
vπi,j Eπj,k v
∗
πk,i
= (id ⊗ ϕ)(E′)= 1,
and
μ∗μ =
∑
π∈Irr(G)
∑
i,j,k,∈Iπ
v∗πj,i
(
E′
)∗
πi,j
(
E′
)
πk,
vπ,k =
∑
π∈Irr(G)
∑
j,k,∈Iπ
v∗πj,k
(
E′
)
πj,
vπ,k
= (id ⊗ ϕ)(v∗E′v)= (id ⊗ ϕ)(E) = 1. 
Such an element (id ⊗ ϕ)(vE) is called a Shapiro unitary.
Let Ĝ1 := Ĝ = (L∞(Ĝ),), Ĝ2 = (L∞(Ĝ2),2) be amenable discrete Kac algebras with
the invariant weights ϕ1 := ϕ and ϕ2, respectively. The product Kac algebra Ĝ× Ĝ2 is naturally
constructed. The invariant weight and the coproduct are denoted by ϕ˜ = ϕ
Ĝ×Ĝ2 and ˜ = Ĝ×Ĝ2 ,
respectively.
Lemma 3.9. Take (Fi, δi)-invariant central projections Ki ∈ L∞(Ĝi ) for i = 1,2, respectively.
Then K1 ⊗K2 is (F1 ⊗ F2, δ1 + δ2)-invariant.
Proof.
∣∣(F1 ⊗ F2 ⊗ 1 ⊗ 1)˜(K1 ⊗K2)− F1 ⊗ F2 ⊗K1 ⊗K2∣∣ϕ˜⊗ϕ˜

∣∣(F1 ⊗ F2 ⊗ 1 ⊗ 1)˜(K1 ⊗K2)− (F1 ⊗ F2 ⊗K1 ⊗ 1)2(K2)24∣∣ϕ˜⊗ϕ˜
+ ∣∣(F1 ⊗ F2 ⊗K1 ⊗ 1)2(K2)24 − F1 ⊗ F2 ⊗K1 ⊗K2∣∣ϕ˜⊗ϕ˜
= ∣∣(F1 ⊗ 1)(K1)− (F1 ⊗K1)∣∣ϕ1⊗ϕ1 ∣∣(F2 ⊗ 1)2(K2)∣∣ϕ2⊗ϕ2
+ ∣∣(F2 ⊗ 1)2(K2)− (F2 ⊗K2)∣∣ϕ2⊗ϕ2 |F1 ⊗K1|ϕ1⊗ϕ1
< (δ1 + δ2)|F1 ⊗ F2|ϕ˜ |K1 ⊗K2|ϕ˜ . 
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Lemma 3.10. Let P , Q be von Neumann algebras. Let φ ∈ P∗ and ψ ∈ Q∗ be faithful positive
functionals, respectively. Let X,Y ∈ P ⊗Q be given. If X ∈ (P ⊗Q)φ⊗ψ , then one has∣∣(id ⊗ψ)(YX)∣∣
φ
 ‖Y‖|X|φ⊗ψ.
Proof. Let (id ⊗ ψ)(YX) = w|(id ⊗ ψ)(YX)| be the polar decomposition. Since X commutes
with φ ⊗ψ , we have
∣∣(id ⊗ψ)(YX)∣∣
φ
= φ(w∗(id ⊗ψ)(YX))= (φ ⊗ψ)((w∗ ⊗ 1)YX)

∥∥(w∗ ⊗ 1)Y∥∥|X|φ⊗ψ  ‖Y‖|X|φ⊗ψ. 
3.3. Relative Rohlin theorem
Throughout this subsection, we are given the following:
(A1) A von Neumann algebra M ;
(A2) A Ĝ-action γ 1 on Mω and a Ĝ2-action γ 2 on Mω, and they are commuting;
(A3) The Ĝ × Ĝ2-action γ := (γ 1 ⊗ id) ◦ γ 2 is strongly free and semi-liftable;
(A4) Mω is globally invariant under γ ;
(A5) τω ◦Φγ(π,ρ) = τω ⊗ trπ ⊗ trρ on Mω ⊗B(H(π,ρ)) for all (π,ρ) ∈ Irr(G)× Irr(G2).
The assumption (A3) restricts not only γ but also Mω. For example, Mω = C case is excluded.
When M is a factor, (A5) automatically holds. Indeed by semi-liftability, we can take (βν)ν ,
a sequence of homomorphisms on M converging to some homomorphism β and defining γ(π,ρ),
that is, γ(π,ρ)(x) = (βν(x))ν for x = (xν)ν ∈ Mω . Then by [18, Lemma 3.3], we obtain τω ◦
Φ
γ
(π,ρ) = Φβ ◦ (τω ⊗ id) on Mω ⊗ B(H(π,ρ)). Since M is a factor, τω|Mω is a trace. Hence for
x ∈ Mω and y ∈ B(H(π,ρ)), we have
τω ◦Φγ(π,ρ)(x ⊗ y) = Φβ ◦
(
τω ⊗ id)(x ⊗ y) = τω(x)Φβ(1 ⊗ y)
= τω(x)τω(Φγ(π,ρ)(1 ⊗ y))= τω(x)(trπ ⊗ trρ)(y).
This shows τω ◦Φγ(π,ρ) = τω ⊗ trπ ⊗ trρ as desired.
Our aim is to prove the relative Rohlin theorem which assures that a Rohlin projection for γ 1
can be evaluated in Mγ
2
ω .
Let us take Fi , Ki and δi for i = 1,2 as in Lemma 3.9. We may assume that Ki  e1 for
each i (see [18, §2.3]). Set F = F1 ⊗ F2, δ = δ1 + δ2 and K = K1 ⊗ K2. Set Ki = supp(Ki)
for each i and K = supp(K) = K1 × K2. We fix a faithful state φ ∈ M∗ and set ψ := φ ◦ τω .
Let C be a countable family of γ 1-cocycles. Let S ⊂ Mω and T ⊂ (Mω)γ a countably generated
von Neumann subalgebras. For a projection E ∈ Mω ⊗L∞(Ĝ× Ĝ2), we denote by Eˆ the sliced
element (id ⊗ id ⊗ ϕ2)(E).
Define the set J consisting of projections in (T ′ ∩ Mω) ⊗ L∞(Ĝ × Ĝ2)K such that E ∈ J if
and only if E satisfies (R1), (R3) and (R4) and, in addition, Eˆ satisfies (S2) and (S3) for C. Since
0 ∈ J, J is non-empty. Define the following functions a, b, c and d from J to R+:
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∣∣γF (E)− (id ⊗ F ˜)(E)∣∣ψ⊗ϕ˜⊗ϕ˜;
bE = |E|ψ⊗ϕ˜;
cE = |F2|−1ϕ2
∣∣γ 2F2(Eˆ)132 − Eˆ ⊗ F2∣∣ψ⊗ϕ˜;
dE = |F1|−1ϕ1
∣∣γ 1F1(E)− (id ⊗ F1Ĝ ⊗ id)(E)∣∣ψ⊗ϕ1⊗ϕ˜ .
Lemma 3.11. Let E ∈ J. Assume that bE < 1 − δ1/2. Then there exists E′ ∈ J such that
(1) aE′ − aE  3δ1/2(bE′ − bE);
(2) 0 < (δ1/2/2)|E′ −E|ψ⊗ϕ  bE′ − bE ;
(3) cE′ − cE  4δ1/22 (bE′ − bE);
(4) dE′ − dE  3δ1/21 (bE′ − bE).
Proof. Our proof is similar to the one presented in [20]. We may assume that S contains T and
the matrix entries of all v ∈ C, and that S is globally γ -invariant. We add the matrix entries of E
to S and denote the new countably generated von Neumann algebra by S˜. Again we may and do
assume that S˜ is globally γ -invariant. Take δ3 > 0 such that bE < (1 − δ3)(1 − δ1/2).
Recall our assumptions (A3) and (A5). Then by [18, Lemma 5.3], there is a partition of unity
{ei}qi=0 ⊂ S˜′ ∩Mω such that
(1) |e0|ψ < δ3;
(2) (ei ⊗ 1π ⊗ 1ρ)γ(π,ρ)(ei) = 0 for all 1 i  q and (π,ρ) ∈K ·K \ {1}.
Set a projection fi := (id⊗ ϕ˜)(γK(ei)) ∈ S˜′ ∩Mω. We claim that at least one i with 1 i  q
satisfies |E(fi ⊗ 1 ⊗ 1)|ψ⊗ϕ˜ < (1 − δ1/2)|fi |ψ . Since∣∣E(fi ⊗ 1 ⊗ 1)∣∣ψ⊗ϕ˜ = (ψ ⊗ ϕ˜)(E(fi ⊗ 1))
= ψ((id ⊗ ϕ˜)(E)(id ⊗ ϕ˜)(γK(ei)))
=
∑
(π,ρ)∈K
d(π)2d(ρ)2ψ
(
(id ⊗ ϕ˜)(E)Φγ(π,ρ)(ei ⊗ 1π ⊗ 1ρ)
)
=
∑
(π,ρ)∈K
d(π)2d(ρ)2ψ
(
Φ
γ
(π,ρ)
(
γ(π,ρ)
(
(id ⊗ ϕ˜)(E))(ei ⊗ 1π ⊗ 1ρ)))
=
∑
(π,ρ)∈K
d(π)2d(ρ)2(ψ ⊗ trπ ⊗ trρ)
(
γ(π,ρ)
(
(id ⊗ ϕ˜)(E))(ei ⊗ 1π ⊗ 1ρ))
= (ψ ⊗ ϕ˜)(γK((id ⊗ ϕ˜)(E))(ei ⊗ 1 ⊗ 1)),
we have the following:
q∑
i=1
∣∣E(fi ⊗ 1 ⊗ 1)∣∣ψ⊗ϕ˜ = (ψ ⊗ ϕ˜)(γK((id ⊗ ϕ˜)(E))(e⊥0 ⊗ 1 ⊗ 1))
 (ψ ⊗ ϕ˜)(γ ((id ⊗ ϕ˜)(E)))= |K|ϕ˜ (ψ ⊗ ϕ˜)(E)K
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< (1 − δ3)
(
1 − δ1/2)|K|ϕ˜ .
If |E(fi ⊗ 1 ⊗ 1)|ψ⊗ϕ˜  (1 − δ1/2)|fi |ψ(= (1 − δ1/2)|ei |ψ |K|ϕ˜ ) for all 1 i  q , then we have(
1 − δ1/2)∣∣e⊥0 ∣∣ψ |K|ϕ˜ < (1 − δ3)(1 − δ1/2)|K|ϕ˜ .
This is a contradiction with |e0|ψ < δ3. Hence there exists fi such that |E(fi ⊗ 1 ⊗ 1)|ψ⊗ϕ˜ <
(1 − δ1/2)|fi |ψ . Set e := ei and f := (id ⊗ ϕ˜)(γK(e)) ∈ S˜′ ∩Mω.
Define the projection E′ ∈ Mω ⊗L∞(Ĝ × Ĝ2) by
E′ = E(f⊥ ⊗ 1 ⊗ 1)+ γK(e).
Since T ⊂ (Mω)γ and e ∈ S˜′ ∩ Mω, E′ ∈ (T ′ ∩ Mω) ⊗ L∞(Ĝ × Ĝ2)K . Then E′ satisfies (R1),
(R3) and (R4) by [18, Lemma 5.7]. We have to check Eˆ′ satisfies (S2) and (S3). Set a projection
e′ = (id ⊗ ϕ2)(γ 2
K2
(e)) ∈ S˜′ ∩ Mω. If we show (e′ ⊗ 1)γ 1π (e′) = 0 for each π ∈ K1 · K1 \ {1},
then we are immediately done in view of [18, Lemma 5.7]. This is verified as follows. First we
compute the following: for π ∈K1 ·K1 \ {1} and ρ ∈K2,
(e ⊗ 1 ⊗ 1)γ 2ρ
(
γ 1π
(
e′
))= (e ⊗ 1 ⊗ 1)γ 2ρ (γ 1π ((id ⊗ ϕ2)(γ 2K2(e))))
=
∑
σ∈K2
(
id ⊗ id ⊗ id ⊗ ϕ2σ
)(
(e ⊗ 1 ⊗ 1 ⊗ 1)γ 2ρ
(
γ 1π
(
γ 2σ (e)
)))
= (id ⊗ id ⊗ id ⊗ ϕ2ρ)((e ⊗ 1 ⊗ 1 ⊗ 1)γ 2ρ (γ 1π (γ 2ρ (e))))
= 0,
where we have used the starting condition for e. Using this, we get
(
e′ ⊗ 1)γ 1π (e′)= ((id ⊗ ϕ2)(γ 2K2(e))⊗ 1)γ 1π (e′)
=
∑
ρ∈K2
d(ρ)2
(
Φ
γ 2
ρ (e ⊗ 1)⊗ 1
)
γ 1π
(
e′
)
=
∑
ρ∈K2
d(ρ)2
(
Φ
γ 2
ρ ⊗ id
)(
(e ⊗ 1 ⊗ 1)γ 2ρ
(
γ 1π
(
e′
)))
= 0.
Therefore Eˆ′ satisfies (S2) and (S3), which means E′ ∈ J.
Next we estimate bE′ as follows:
bE′ − bE = (ψ ⊗ ϕ˜)
(
E′ −E)
= (ψ ⊗ ϕ˜)(−E(f ⊗ 1 ⊗ 1)+ γK(e))
> −(1 − δ1/2)|f |ψ + |f |ψ = δ1/2|f |ψ.
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δ1/2|f |ψ < bE′ − bE. (3.1)
We check the inequalities in the statements. The first, the second and the fourth ones are
derived in a similar way as in the proof of [18, Lemma 5.11]. Thus we only present a proof for
the third one. Since
γ 2F2
(
Eˆ′
)
132 − Eˆ′ ⊗ F2 = γ 2F2(Eˆ)132
(
γ 2F2(f )
⊥
13 − f⊥ ⊗ 1 ⊗ F2
)
+ (γ 2F2(Eˆ)132 − (Eˆ ⊗ F2))(f⊥ ⊗ 1 ⊗ F2)
+ γ 1K1
((
id ⊗ id ⊗ ϕ2)((id ⊗2)(γ 2(e))(1 ⊗ F2 ⊗K2)))
− γ 1K1
((
id ⊗ id ⊗ ϕ2)((id ⊗2)(γ 2K2(e))(1 ⊗ F2 ⊗ 1))),
we have
∣∣γ 2F2(Eˆ′)132 − Eˆ′ ⊗ F2∣∣ψ⊗ϕ˜

∣∣γ 2F2(Eˆ)132(γ 2F2(f )⊥13 − f⊥ ⊗ 1 ⊗ F2)∣∣ψ⊗ϕ˜ (3.2)
+ ∣∣(γ 2F2(Eˆ)132 − (Eˆ ⊗ F2))(f⊥ ⊗ 1 ⊗ F2)∣∣ψ⊗ϕ˜ (3.3)
+ ∣∣γ 1K1((id ⊗ id ⊗ ϕ2)((id ⊗2)(γ 2K⊥2 (e))(1 ⊗ F2 ⊗K2)))
∣∣
ψ⊗ϕ˜ (3.4)
+ ∣∣γ 1K1((id ⊗ id ⊗ ϕ2)((id ⊗2)(γ 2K2(e))(1 ⊗ F2 ⊗K⊥2 )))∣∣ψ⊗ϕ˜ . (3.5)
Then we have the following estimates:
(3.3) cE, and (3.4), (3.5) < δ2|F2|ϕ2 |f |ψ.
On (3.2), we have
(3.2) = (ψ ⊗ ϕ˜)(γ 2F2(Eˆ)132∣∣γ 2F2(f )13 − f ⊗ 1 ⊗ F2∣∣)
= (ψ ⊗ ϕ2)(γ 2F2((id ⊗ ϕ˜)(E)∣∣γ 2F2(f )− f ⊗ F2∣∣))

(
ψ ⊗ ϕ2)(∣∣γ 2F2(f )− f ⊗ F2∣∣)

(
ψ ⊗ ϕ2)(∣∣(id ⊗ ϕ1 ⊗ id ⊗ ϕ2) ◦ γ 1K1((id ⊗ F22K2)(γ 2K⊥2 (e)))
∣∣)
+ (ψ ⊗ ϕ2)(∣∣(id ⊗ ϕ1 ⊗ id ⊗ ϕ2) ◦ γ 1K1((id ⊗ F2K⊥2 )(γ 2K2(e)))∣∣)
 δ2|K1|ϕ1 |F2|ϕ2 |K2|ϕ2 |e|ψ + δ2|K1|ϕ1 |F2|ϕ2 |K2|ϕ2 |e|ψ
= 2δ2|F2|ϕ2 |f |ψ.
By using (3.1), we have
cE′  cE + 4δ2|f |ψ < cE + 4δ1/2(bE′ − bE). 2
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Lemma 3.12. Let γ = (γ 1 ⊗ id) ◦ γ 2, F , K , S, T and C be as before. Then the following
statements hold:
(1) γ has the Rohlin property;
(2) In the setting of Definition 3.7 for Ĝ × Ĝ2, we can take a Rohlin projection E from (T ′ ∩
Mω)⊗L∞(Ĝ × Ĝ2) such that Eˆ satisfies (S1)–(S3) for C and
∣∣γ 2F2(Eˆ)132 − Eˆ ⊗ F2∣∣ψ⊗ϕ˜ < 5δ1/22 |F2|ϕ2;∣∣γ 1F1(E)− (id ⊗ F1⊗ id)(E)∣∣ψ⊗ϕ1⊗ϕ˜ < 5δ1/21 |F1|ϕ1 .
Our main theorem in this subsection is the following.
Theorem 3.13 (Relative Rohlin theorem). Let M be a von Neumann algebra and γ = (γ 1 ⊗ id)◦
γ 2 an action of Ĝ × Ĝ2 on Mω such that:
• The Ĝ-action γ 1 on Mω commutes with the Ĝ2-action γ 2 on Mω;
• The Ĝ × Ĝ2-action γ := (γ 1 ⊗ id) ◦ γ 2 is strongly free and semi-liftable;
• Mω is globally invariant under γ ;
• τω ◦Φγ
(π,ρ)
= τω ⊗ trπ ⊗ trρ on Mω ⊗B(H(π,ρ)) for all (π,ρ) ∈ Irr(G)× Irr(G2).
Then γ 1 has the joint Rohlin property. Moreover, for any countably generated von Neumann sub-
algebra T ⊂ (Mω)γ , γ 1 has a Rohlin projection E ∈ (T ′ ∩Mγ 2ω )⊗L∞(Ĝ) satisfying (S1)–(S3).
Proof. Let Fi , Ki and δi (i = 1,2) be given as before. Take a Rohlin projection E ∈ (T ′ ∩Mω)⊗
L∞(Ĝ × Ĝ2) supported on K1 ⊗K2 as in the previous lemma. Then we have
∣∣γ 2F2(Eˆ)132 − Eˆ ⊗ F2∣∣ψ⊗ϕ˜  5δ1/22 |F2|ϕ2; (3.6)∣∣γ 1F1(E)− (id ⊗ F1⊗ id)(E)∣∣ψ⊗ϕ1⊗ϕ˜  5δ1/21 |F1|ϕ1 . (3.7)
We set Eˆ = (id ⊗ id ⊗ϕ2)(E). By (R3), Eˆ gives a partition of unity by matrix elements along
with K1. We estimate the equivariance of Eˆ with respect to γ 1
∣∣γ 1F1(Eˆ)− (id ⊗ F1)(Eˆ)∣∣ψ⊗ϕ1⊗ϕ1
= ∣∣(id ⊗ id ⊗ id ⊗ ϕ2)(γ 1F1(E)− (id ⊗ F1⊗ id)(E))∣∣ψ⊗ϕ1⊗ϕ1

∣∣γ 1F1(E)− (id ⊗ F1⊗ id)(E)∣∣ψ⊗ϕ1⊗ϕ˜ (by Lemma 3.10)
 5δ1/21 |F1|ϕ1
(
by (3.7)
)
.
Take an increasing sequence {F2(n)}∞n=1 ⊂ Projf(Z(L∞(Ĝ2))) with F2(n) → 1 strongly as
n → ∞. Next we take δ2(n) > 0 such that δ2(n)1/2|F2(n)|ϕ2 → 0 as n → ∞. Take a sequence
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δ2(n). By using the index selection trick [18, Lemma 3.11] for (Eˆ(n))n ∈ ∞(N,Mω), we obtain
a Rohlin projection E1 ∈ (T ′ ∩Mγ
2
ω )⊗L∞(Ĝ) supported on K1 such that∣∣γ 1F1(E1)− (id ⊗ F1)(E1)∣∣ψ⊗ϕ1⊗ϕ1  5δ1/21 |F |ϕ1 . 
Corollary 3.14 (Rohlin theorem). Let M be a von Neumann algebra and γ an action of Ĝ on Mω.
Assume the following:
• γ is strongly free and semi-liftable;
• Mω is globally invariant under γ ;
• τω ◦Φγπ = τω ⊗ trπ on Mω ⊗B(Hπ) for all π ∈ Irr(G).
Then:
(1) γ has the joint Rohlin property;
(2) For any countably generated von Neumann subalgebra T ⊂ (Mω)γ , γ has a Rohlin projec-
tion E ∈ (T ′ ∩Mω)⊗L∞(Ĝ) satisfying (S1)–(S3);
(3) γ is stable on Mω, that is, for any γ -cocycle v ∈ Mω ⊗ L∞(Ĝ), there exists a unitary
μ ∈ Mω such that v = (μ⊗ 1)γ (μ∗). If v ∈ Mω ⊗L∞(Ĝ), then μ can be taken from Mω.
Proof. In the previous theorem, we put Ĝ2 = {1}. Then (1) and (2) hold.
(3) Let {Fν}ν∈N ⊂ L∞(Ĝ) be an increasing family of finitely supported central projections
such that Fν → 1 strongly as ν → ∞. For each ν, take an (Fν,1/ν)-invariant finite projection
Kν ∈ L∞(Ĝ) with e1 Kν . Let Eν ∈ Mω ⊗L∞(Ĝ) be a Rohlin projection satisfying (S1)–(S3)
for a faithful state ψ = φ ◦ τω ∈ (Mω)∗, Fν , Kν and 1/ν2. Then we get the Shapiro unitary
μν = (id ⊗ ϕ)(vEν), and we have
vγFν
(
μν
)−μν ⊗ Fν
= (id ⊗ id ⊗ ϕ)((v ⊗ 1)γFν (vEν))− (id ⊗ id ⊗ ϕ)((id ⊗ Fν)(vEν))
= (id ⊗ id ⊗ ϕ)((id ⊗ Fν)(v)γFν (Eν))− (id ⊗ id ⊗ ϕ)((id ⊗ Fν)(vEν))
= (id ⊗ id ⊗ ϕ)((id ⊗ Fν)(v)(γFν (Eν)− (id ⊗ Fν)(Eν))).
Since the element γFν (Eν) − (id ⊗ Fν)(Eν) is in the centralizer of ψ ⊗ ϕ ⊗ ϕ, we can use
Lemma 3.10, and we get
∣∣vγFν (μν)−μν ⊗ Fν∣∣ψ⊗ϕ  ∣∣γFν (Eν)− (id ⊗ Fν)(Eν)∣∣ψ⊗ϕ⊗ϕ
 5/ν.
By using the index selection map for (μν)ν ∈ ∞(N,Mω), we get μ ∈ Mω such that vγ (μ) =
μ ⊗ 1. When v is evaluated in Mω, each μν is in Mω, and so is μ by the property of the index
selection map. 
Corollary 3.15. Let M be a von Neumann algebra, γ an action of Ĝ on Mω and θ ∈ Aut(Mω).
Regard θ as an action of Z on Mω. Assume the following:
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• The Ĝ × Z-action γ ◦ θ is strongly free and semi-liftable;
• Mω is globally invariant under γ ◦ θ ;
• τω ◦ θ = τω on Mω and τω ◦Φγπ = τω ⊗ trπ on Mω ⊗B(Hπ) for all π ∈ Irr(G).
Then for any n > 0 and any countably generated von Neumann subalgebra T ⊂ (Mω)γ θ , there
exists a partition of unity {Ei}n−1i=0 ⊂ T ′ ∩Mγω such that θ(Ei) = Ei+1, where En = E0.
Proof. For m > 0, set δm = 2/nm and Km := {0,1,2, nm − 1}. Then Km is a ({1}, δm)-
invariant subset of Z. By Theorem 3.13, we have a partition of unity {Fmi }i∈Km in Mγω such
that
∑nm−2
i=0 |θ(Fmi ) − Fmi+1|ψ  5δ
1
2
m. For 0  i  n − 1, set Emi :=
∑m−1
k=0 Fkn+i . Then for
0 i  n− 2, we have
∣∣θ(Emi )−Emi+1∣∣ψ 
m−1∑
k=0
∣∣θ(Fkn+i )− Fkn+i+1∣∣ψ  5δ 12m.
Applying the index selection trick to {Emi }∞m=1, 0 i  n− 1, we get θ(Ei) = Ei+1 for 0 i 
n− 2. Then θ(En−1) = E0 follows automatically. 
Recall the following result [18, Lemma 4.3]. The statement is slightly strengthened here, but
the same proof is applicable if we replace Mω with A′ ∩Mω. Note that A′ ∩Mω is of type II1 for
any countably generated von Neumann subalgebra A ⊂ Mω when Mω is of type II1.
Theorem 3.16 (2-cohomology vanishing). Let M be a von Neumann algebra such that Mω is
of type II1. Let A ⊂ Mω be a countably generated von Neumann subalgebra. Let (γ,w) be a
cocycle action of Ĝ on Mω . Assume the following:
• A′ ∩Mω is globally invariant under γ ;
• w ∈ (A′ ∩Mω)⊗L∞(Ĝ)⊗L∞(Ĝ);
• γ is of the form γ = AdU ◦ β , where U ∈ U(Mω ⊗ L∞(Ĝ)) and β ∈ Mor(Mω,Mω ⊗
L∞(Ĝ)) is semi-liftable.
Then the 2-cocycle w is a coboundary in A′ ∩Mω.
Corollary 3.17. Let γ be a strongly free and semi-liftable action of Ĝ on Mω. Let S ⊂ (Mω)γ
be a countably generated von Neumann subalgebra. If Mω is of type II1, then the von Neumann
algebra S′ ∩Mγω is also of type II1.
Proof. Let I be a finite index set. Since S′ ∩ Mω is of type II1, we can take a system of matrix
units {ei,j }i,j∈I in S′ ∩ Mω. Let Q be a finite dimensional subfactor generated by {ei,j }i,j∈I .
Let π ∈ Irr(G). Take an index i0 ∈ I . Since {γπ(ei,j )}i,j∈I and {ei,j ⊗ 1π }i,j∈I are systems of
matrix units in (S′ ∩Mω)⊗B(Hπ), ei0,i0 ⊗ 1π and γπ(ei0,i0) are equivalent. Hence there exists
vπ ∈ (S′ ∩Mω)⊗B(Hπ) such that ei0,i0 ⊗ 1π = vπv∗π and γπ(ei0,i0) = v∗πvπ . Set the unitary
v˜π =
∑
(ei,i0 ⊗ 1π )vπγπ(ei0,i ).
i∈I
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v˜γ (x)v˜∗ = x ⊗ 1 for all x ∈ Q.
Hence the map Ad v˜ ◦γ is a cocycle action on Q′ ∩ (S′ ∩Mω). Using the previous 2-cohomology
vanishing result for Q′ ∩ (S′ ∩ Mω), we obtain a unitary w ∈ (Q′ ∩ (S′ ∩ Mω)) ⊗ L∞(Ĝ) such
that wv˜ is a γ -cocycle. Now we have
wv˜γ (x)v˜∗w∗ = x ⊗ 1 for all x ∈ Q.
Since γ has the joint Rohlin property, the action γ |Mω is stable by Corollary 3.14. Hence the
Mω-valued γ -cocycle wv˜ is of the form wv˜ = (ν∗ ⊗ 1)γ (ν) for some ν ∈ U(S′ ∩ Mω). This
implies that a subfactor νQν∗ is fixed by γ . Hence S′ ∩ Mγω contains a subfactor with arbitrary
finite dimension, and it is of type II1. 
3.4. Approximately inner actions
Let M be a von Neumann algebra, Ĝ an amenable discrete Kac algebra and Γ a discrete
amenable group with the neutral element e. In this subsection, we study the following situation:
• We are given two actions α ∈ Mor(M,M ⊗ L∞(Ĝ)), θ :Γ → Aut(M) and unitaries
(vg)g∈Γ ∈ U(M ⊗L∞(Ĝ)) such that
(θg ⊗ id) ◦ α ◦ θ−1g = Adv∗g ◦ α;
• Mω is of type II1 and Z(M) ⊂ Mθ ;
• (vg)g∈Γ is a (θ ⊗ id)-cocycle;
• v∗g is an α-cocycle for each g ∈ Γ ;
• α is approximately inner;
• απθg is properly centrally non-trivial for each (π,g) ∈ Irr(G)× Γ \ (1, e).
Take Uνπ ∈ U(M ⊗B(Hπ)), ν ∈ N, such that AdUνπ converges to απ for each π ∈ Irr(G). Set
U := (Uπ)π ∈ Mω ⊗ L∞(Ĝ) where Uπ := (Uνπ )ν ∈ Mω ⊗ B(Hπ). Then α = AdU on M . Our
first task is to replace U with a new one which well behaves to the action θω.
Lemma 3.18. For each π ∈ Irr(Ĝ) and g ∈ Γ , the sequence (vg(θg ⊗ id)(Uνπ ))ν approxi-
mates απ . In particular, U∗vg(θωg ⊗ id)(U) ∈ Mω ⊗L∞(Ĝ).
Proof. Take φ ∈ M∗. We verify that (φ ⊗ trπ ) ◦ Ad(θg ⊗ id)((Uνπ )∗)v∗g converges to φ ◦ Φαπ as
follows:
lim
ν→∞(φ ⊗ trπ ) ◦ Ad(θg ⊗ id)
((
Uνπ
)∗)
v∗g
= lim
ν→∞
((
θ−1g ⊗ id
)
(vg)U
ν
π (φ ◦ θg ⊗ trπ )
(
Uνπ
)∗(
θ−1g ⊗ id
)(
v∗g
)) ◦ (θ−1g ⊗ id)
= ((θ−1g ⊗ id)(vg)(φ ◦ θg ◦Φαπ )(θ−1g ⊗ id)(v∗g)) ◦ (θ−1g ⊗ id)
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(
φ ◦ θg ◦Φαπ ◦
(
θ−1g ⊗ id
))
v∗g = vg
(
φ ◦ΦAdv
∗
g◦α
π
)
v∗g
= vg
(
φ ◦Φαπ ◦ Advg
)
v∗g = φ ◦Φαπ .
The latter statement follows from [18, Lemma 3.6]. 
Lemma 3.19. There exists u ∈ U(Mω ⊗L∞(Ĝ)) such that vg(θωg ⊗ id)(Uu) = Uu.
Proof. Since the Γ -action θω is strongly free, it has the joint Rohlin property. Let S ⊂ Mω be a
von Neumann subalgebra generated by all matrix entries of (θωg ⊗ id)(U) and vg for all g ∈ Γ . Let
F ⊂ Γ be a finite subset and δ > 0. Since Γ is amenable, there exists a finite subset K ⊂ Γ such
that
∑
g∈F |gKK| < δ|F ||K|. Fix a faithful state φ ∈ M∗ and set ψ := φ ◦ τω. Take a Rohlin
projection (Eg)g∈Γ ⊂ (S′ ∩ Mω) such that Eg = 0 for g /∈ K and ∑∈Γ |θωg (E) − Eg|ψ 
5δ1/2. Define u ∈ Mω ⊗ L∞(Ĝ) by u =∑k∈K U∗vk(θωk ⊗ id)(U)(Ek ⊗ 1). By the previous
lemma, u is in Mω ⊗L∞(Ĝ). Then it is easy to see that u is a unitary element, and for g ∈ F we
have
U∗vg
(
θωg ⊗ id
)
(U) · (θωg ⊗ id)(u)
= U∗vg
(
θωg ⊗ id
)
(U)
∑
k∈K
(
θωg ⊗ id
)(
U∗
)
(θg ⊗ id)(vk)
(
θωgk ⊗ id
)
(U)
(
θωg (Ek)⊗ 1
)
=
∑
k∈K
U∗vgk
(
θωgk ⊗ id
)
(U)
(
θωg (Ek)⊗ 1
)
=
∑
k∈K
U∗vgk
(
θωgk ⊗ id
)
(U)
((
θωg (Ek)−Egk
)⊗ 1)+ ∑
∈gK
U∗v
(
θω ⊗ id
)
(U)(E ⊗ 1).
Take a partial isometry wg ∈ Mω ⊗L∞(Ĝ) such that∣∣U∗vg(θωg ⊗ id)(U) · (θωg ⊗ id)(u)− u∣∣= w∗g(U∗vg(θωg ⊗ id)(U)(θωg ⊗ id)(u)− u).
Let χ ∈ L∞(Ĝ)∗ be a faithful state. Then we have
∣∣U∗vg(θωg ⊗ id)(U) · (θωg ⊗ id)(u)− u∣∣ψ⊗χ
=
∑
k∈K
(ψ ⊗ χ)(w∗gU∗vgk(θωgk ⊗ id)(U)((θωg (Ek)−Egk)⊗ 1)) (3.8)
−
∑
∈K\gK
(ψ ⊗ χ)(w∗gU∗v(θω ⊗ id)(U)(E ⊗ 1)). (3.9)
Since Ek ∈ (Mω)ψ , we can use Lemma 3.10, and we have
∣∣(3.8)∣∣∑
k∈K
∣∣θωg (Ek)⊗ 1 −Egk ⊗ 1∣∣ψ⊗χ  5δ1/2.
By the assumption of K , we have
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∈K\gK
|E|ψ 
∑
∈KgK
|E|ψ
=
∣∣∣∣∑
∈gK
E −
∑
k∈K
Ek
∣∣∣∣
ψ
=
∣∣∣∣∑
k∈K
Egk − 1
∣∣∣∣
ψ
=
∣∣∣∣∑
k∈K
(
Egk − θωg (Ek)
)∣∣∣∣
ψ

∑
k∈Γ
∣∣Egk − θωg (Ek)∣∣ψ  5δ1/2.
Hence we have ∣∣U∗vg(θωg ⊗ id)(U) · (θωg ⊗ id)(u)− u∣∣ψ⊗χ  10δ1/2. (3.10)
For each ν ∈ N, take uν ∈ Mω ⊗ L∞(Ĝ) satisfying (3.10) for δ = 1/ν. Take an increasing
sequence Fν  Γ with
⋃∞
ν=1 Fν = Γ . Applying the index selection trick to (uν)ν , we get
u ∈ Mω ⊗L∞(Ĝ) with U∗vg(θωg ⊗ id)(Uu) = u for all g ∈ Γ . 
Replacing U with Uu, we may assume that U = (Uν)ν also satisfies
vg
(
θωg ⊗ id
)
(U) = U.
As in [18], we consider two cocycle actions γ−1 = AdU∗ ◦ αω and γ 0 = AdU∗ on Mω. Their
2-cocycles w−1 and w0 are given by
w−1 = (U∗ ⊗ 1)αω(U∗)(id ⊗)(U), w0 = (U∗ ⊗ 1)U∗13(id ⊗opp)(U).
Here note that γ−1 and γ 0 are cocycle actions of Ĝ and Ĝopp, respectively.
Lemma 3.20. In the above setting, γ−1 and γ 0 are cocycle actions on Mθωω .
Proof. At first, we show that γ−1 and γ 0 commute with θω. Using vg(θωg ⊗ id)(U) = U , we
have (θωg ⊗ id) ◦ γ−1 = γ−1 ◦ θωg on Mω. In particular, γ−1 commutes with θω on Mω.
Let x ∈ Mω. Since vg commutes with θωg (x)⊗ 1, we have(
θωg ⊗ id
)(
γ 0(x)
)= U∗vg(θωg (x)⊗ 1)v∗gU = U∗(θωg (x)⊗ 1)U = γ 0(θωg (x)).
Hence γ 0 also commutes with θω.
Secondary, we check that the 2-cocycles w−1 and w0 are evaluated in Mθωω . Since v∗g is an
α-cocycle, we have
(
θωg ⊗ id ⊗ id
)(
w−1
)= ((θωg ⊗ id)(U∗)⊗ 1) · (θωg ⊗ id ⊗ id)(αω(U∗)) · (θωg ⊗)(U)
= (U∗ ⊗ 1)(vg ⊗ 1) · (v∗g ⊗ 1)(αω((θg ⊗ id)(U∗)))(vg ⊗ 1)
· (id ⊗)(v∗gU)
= (U∗ ⊗ 1)αω(U∗vg)(vg ⊗ 1)(id ⊗)(v∗g)(id ⊗)(U)
= w−1,
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(
θωg ⊗ id ⊗ id
)(
w0
)= (θωg ⊗ id)(U∗ ⊗ 1) · (θωg ⊗ id)(U∗)13 · (θωg ⊗opp)(U)
= (U∗ ⊗ 1)(vg ⊗ 1) ·U∗13(vg)13 · (id ⊗opp)(v∗gU)
= (U∗ ⊗ 1)U∗13α(vg)132(vg)13(id ⊗)(v∗g)132(id ⊗opp)(U)
= w0. 
Define the cocycle action γ of Ĝ × Ĝopp on Mω by γ := (γ−1 ⊗ id) ◦ γ 0. Its 2-cocycle w is
given by
w := U∗12αω
(
U∗
)
123α
ω
(
U∗12αω
(
U∗
))
1245(id ⊗Ĝ×Ĝopp)
(
αω(U)U12
)
.
By direct computation, we have
w = γ−1(w0123(w−1132)∗)1234w−1124(id ⊗⊗ id ⊗ id)(γ−1(w0))12435.
Hence w is evaluated in Mθωω , that is, γ is a cocycle action on Mθωω .
Then we apply Theorem 3.16 to γ and get c ∈ Mθωω ⊗L∞(Ĝ × Ĝopp) such that
c123γ (c)w(id ⊗Ĝ×Ĝopp)
(
c∗
)= 1.
Here we note that the proof of [18, Lemma 4.3] works in our case by replacing Mω with Mθωω .
Also note that Mθωω is of type II1.
Set the unitaries c := c·⊗1 and cr := c1⊗· in Mθωω ⊗ L∞(Ĝ). Then the proof similar to that
of [18, Lemma 4.6] shows that
• cU∗ is an αω-cocycle;
• U(cr)∗ is a unitary representation of Ĝ;
• U(cr)∗ is fixed by the perturbed action Ad(cU∗) ◦ αω .
Replacing U with U(cr)∗, we obtain the following.
Lemma 3.21. Let α, θ and (vg)g∈Γ be as before. Then there exist U ∈ U(Mω ⊗ L∞(Ĝ)) and
c ∈ U(Mω ⊗L∞(Ĝ)) such that
(1) (AdUνπ)ν approximates απ for all π ∈ Irr(G);
(2) U is a unitary representation of Ĝ, that is, we have (id ⊗)(U) = U12U13;
(3) cU∗ is an αω-cocycle;
(4) U is fixed by the perturbed action Ad cU∗ ◦ αω;
(5) vg(θωg ⊗ id)(U) = U and (θωg ⊗ id)(c) = c for all g ∈ Γ .
Now we set the following maps on Mω as before:
γ 1 := Ad cU∗ ◦ αω, γ 2 := AdU∗(· ⊗ 1),
which are actions of Ĝ and Ĝopp, respectively. They preserve Mω and Mθωω .
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(1) v∗gU is a unitary representation of Ĝ;
(2) For all π ∈ Irr(G) and X ∈ Mω ⊗B(Hπ), Φγ
2
π (X) = (id ⊗ trπ )(UXU∗).
Proof. (1) Since v∗g is an α-cocycle, we have(
v∗gU
)
12
(
v∗gU
)
13 =
(
v∗g
)
12α
(
v∗g
)
U12U13 = (id ⊗)
(
v∗gU
)
.
(2) Let Sπ,π be an isometric intertwiner from 1 into π ⊗ π for Ĝopp. For X ∈ Mω ⊗B(Hπ),
we have
Φγ
2
π (X) =
(
1 ⊗ S∗π,π
)(
U∗
)
12X13(U)12(1 ⊗ Sπ,π )
= (1 ⊗ S∗π,π )(id ⊗opp)(U∗)U13X13U∗13(id ⊗opp)(U)(1 ⊗ Sπ,π )
= (1 ⊗ S∗π,π )U13X13U∗13(1 ⊗ Sπ,π )
= (id ⊗ trπ )
(
UXU∗
)
. 
Our next aim is to replace U with a new one such that we can retake c = 1.
Lemma 3.23. There exists z ∈ U(Mθωω ) such that UcU∗ = (z⊗ 1)αω(z∗).
Proof. By definition of γ 1, we have Φγ
1◦θω
(π,g) = θωg−1 ◦Φα
ω
π ◦AdUc∗. Since θg ◦ τω = τω on Mω,
we get τω ◦ Φγ 1◦θω(π,g) = τω ⊗ trπ on Mω ⊗ B(Hπ) for all (π,g) ∈ Irr(G) × Γ . By Lemma 3.20,
γ 1 ◦ θω is a Ĝ × Γ -action. It is easy to see that γ 1 ◦ θω is strongly free. Since Ad(cνUν∗) ◦ α
converges to the trivial action, γ 1 is semi-liftable. Hence γ 1 ◦ θω has the joint Rohlin property.
Now we have two γ 1-cocycles Uc∗ and U . Let K ∈ Projf(Z(L∞(Ĝ))) be an (F, δ)-invariant
projection with K  e1. By Theorem 3.13, we can take a Rohlin projection E ∈ Mθωω ⊗L∞(Ĝ)K
for C= {U,Uc∗}. Set the Shapiro unitaries μδ := (id⊗ϕ)(UE) and νδ := (id⊗ϕ)(Uc∗E). Then
we claim the following:
Claim 1.
μδνδ∗ = (id ⊗ ϕ)(UEcU∗), μδνδ∗ ∈ Mθωω .
Indeed, the first equality is shown by using (R3). Next we show that μδνδ∗ ∈ Mθωω . By
Lemma 3.22, we have
μδνδ∗ = (id ⊗ ϕ)(UEcU∗)= ∑
π∈Irr(G)
d(π)2(id ⊗ trπ )
(
UEcU∗
)
=
∑
π∈Irr(G)
d(π)2Φγ
2
π (Ec).
Since Ec ∈ (Mω)θω ⊗ B(Hπ), μδνδ∗ is in Mω. Using the commutativity of γ 2|Mω and θω, we
have
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(
μδνδ∗
)= ∑
π∈Irr(G)
d(π)2θωg
(
Φγ
2
π (Ec)
)= ∑
π∈Irr(G)
d(π)2Φγ
2
π
((
θωg ⊗ id
)
(Ec)
)
=
∑
π∈Irr(G)
d(π)2Φγ
2
π (Ec) = μδνδ∗.
Next we claim the following:
Claim 2.
∣∣Uγ 1F (μδ)−μδ ⊗ F ∣∣ψ⊗ϕ  5δ1/2; (3.11)∣∣Uc∗γ 1F (νδ)− νδ ⊗ F ∣∣ψ⊗ϕ  5δ1/2. (3.12)
Let Uγ 1F (μ
δ)−μδ ⊗ F = v|Uγ 1F (μδ)−μδ ⊗ F | be the polar decomposition. Then we have
∣∣Uγ 1F (μδ)−μδ ⊗ F ∣∣
= v∗(Uγ 1F (μδ)−μδ ⊗ F )
= v∗(id ⊗ id ⊗ ϕ)(U12U13γ 1(E))− v∗(id ⊗ id ⊗ ϕ)(U12U13(id ⊗ F)(E))
= v∗(id ⊗ id ⊗ ϕ)(U12U13(γ 1(E)− (id ⊗ F)(E))).
Using Lemma 3.10, we have
∣∣Uγ 1F (μδ)−μδ ⊗ F ∣∣ψ⊗ϕ = ∣∣(id ⊗ id ⊗ ϕ)(v∗12U12U13(γ 1(E)− (id ⊗ F)(E)))∣∣ψ⊗ϕ

∣∣γ 1(E)− (id ⊗ F)(E)∣∣ψ⊗ϕ⊗ϕ  5δ1/2.
Similarly we can prove (3.12).
Now we use the index selection trick. For decreasing δn = 1/n → 0 and increasing finite
rank central projections Fn → 1 in L∞(Ĝ) as n → ∞, we take μ(n) := μ1/n and ν(n) := ν1/n
in U(Mω) for n ∈ N. Set μ˜ = (μ(n))n and ν˜ = (ν(n))n. From them, we construct μ and ν
in U(Mω) by index selection. Since μ(n)ν(n)∗ ∈ Mθωω , μν∗ ∈ Mθωω . By definition of an index
selection map (i.e. it commutes with γ 1), we have Uγ 1(μ) = μ ⊗ 1 and Uc∗γ 1(ν) = ν ⊗ 1.
These imply
αω
(
νμ∗
)= Uc∗γ 1(νμ∗)cU∗ = (νμ∗ ⊗ 1)UcU∗.
Therefore, z := μν∗ is a desired solution. 
By the previous lemma, we get z ∈ U(Mθωω ) such that UcU∗ = (z ⊗ 1)αω(z∗). Then we
consider V = (z∗ ⊗ 1)U(z ⊗ 1), which is a representation of Ĝ in Mω. By the previous lemma,
we have
V ∗ = (z∗ ⊗ 1)cU∗ ·Uc∗U∗(z⊗ 1) = (z∗ ⊗ 1)cU∗αω(z).
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vg(θg ⊗ id)(V ) = vg
(
z∗ ⊗ 1)v∗gU(z⊗ 1) = (z∗ ⊗ 1)U(z⊗ 1) = V.
Finally we again replace U with V = (z∗ ⊗ 1)U(z⊗ 1), and we get the following.
Theorem 3.24. Let M be a von Neumann algebra. Assume the following:
• We are given two actions α ∈ Mor(M,M ⊗ L∞(Ĝ)), θ :Γ → Aut(M) and unitaries
(vg)g∈Γ ∈ U(M ⊗L∞(Ĝ)) such that
(θg ⊗ id) ◦ α ◦ θ−1g = Adv∗g ◦ α;
• Mω is of type II1 and Z(M) ⊂ Mθ ;
• (vg)g∈Γ is a (θ ⊗ id)-cocycle;
• v∗g is an α-cocycle for each g ∈ Γ ;
• α is approximately inner;
• απθg is properly centrally non-trivial for each (π,g) ∈ Irr(G)× Γ \ (1, e).
Then there exists U = (Uν)ν ∈ U(Mω ⊗L∞(Ĝ)) such that
(1) (AdUνπ)ν converges to απ for all π ∈ Irr(G);
(2) U is a representation of Ĝ, that is, (id ⊗)(U) = U12U13;
(3) U∗ is an αω-cocycle, that is, U∗12αω(U∗) = (id ⊗)(U∗);
(4) vg(θωg ⊗ id)(U) = U for all g ∈ Γ .
Corollary 3.25. Let w ∈ Mω ⊗ L∞(Ĝ) be an αω-cocycle. Take U ∈ U(Mω ⊗ L∞(Ĝ)) as in
the previous theorem. If U∗wU is in Mθωω ⊗ L∞(Ĝ), then there exists z ∈ U(Mθωω ) such that
w = (z⊗ 1)αω(z∗).
Proof. The proof is similar to that of Lemma 3.23. Let γ 1 = AdU∗ ◦ αω , γ 2 = AdU∗(· ⊗ 1)
and γ = (γ 1 ⊗ id) ◦ γ 2 as before.
Now we have two γ 1-cocycles U and wU . Let K ∈ Projf(L∞(Ĝ)) be an (F, δ)-invariant
central projection. By Theorem 3.13, we can take a Rohlin projection E ∈ Mθωω ⊗ L∞(Ĝ)K as
in Definition 3.7 for C = {U,wU}. Set the Shapiro unitaries μδ := (id ⊗ ϕ)(UE) and νδ :=
(id ⊗ ϕ)(wUE). Then we have
μδνδ∗ = (id ⊗ ϕ)(UEU∗w∗), μδνδ∗ ∈ Mθωω .
Next we show that μδνδ∗ ∈ Mθωω . By Lemma 3.22, we have
μδνδ∗ = (id ⊗ ϕ)(UEU∗w∗)= ∑
π∈Irr(G)
d(π)2(id ⊗ trπ )
(
UEU∗w∗
)
=
∑
d(π)2Φγ
2
π
(
EU∗w∗U
)
.π∈Irr(G)
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mutativity of γ 2|Mω and θω, we have θωg (μδνδ∗) = μδνδ∗. Now we get μ and ν in U(Mω)
by the index selection as before. Then μν∗ ∈ Mθωω . By definition of an index selection map
(i.e. it commutes with γ 1), we have Uγ 1(μ) = μ ⊗ 1 and wUγ 1(ν) = ν ⊗ 1. These imply
wαω(νμ∗) = wUγ 1(νμ∗)U∗ = (νμ∗ ⊗ 1). Therefore, z := νμ∗ is a desired solution. 
The previous result yields the following, which can be also proved by using [17, Theorem 7.2].
Corollary 3.26. Let M be an injective factor and α an approximately inner and centrally free
cocycle action of Ĝ on M . Let ϕ ∈ W(M) and T > 0. Then there exists a sequence {wn}n ⊂
U(M) such that
• σϕT = limn→∞ Adwn in Aut(M);• [Dϕ ◦Φαπ : Dϕ ⊗ trπ ]T = limn→∞ απ(wn)(w∗n ⊗ 1) for all π ∈ Irr(G),
where the latter limit is taken in the strong* topology.
Proof. By [18, Theorem 6.2] and Lemma 3.2, we can perturb α to be an action. By the chain
rule of Connes’ cocycles, we may and do assume that α is an action. Applying the previous
theorem to α and Γ = {e}, we can take a unitary U = (Uν)ν in Mω ⊗ L∞(Ĝ) such that AdUν
approximates α and U∗ is an αω-cocycle.
Take a sequence of unitaries {vν}ν ⊂ M such that σϕT = limν→∞ Advν . This is possible be-
cause σ
ϕ
T is approximately inner [4,9,14]. We set v := (vν)ν ∈ Mω.
For π ∈ Irr(G), we set a unitary wνπ := ((vν)∗ ⊗ 1)[Dϕ ◦ Φαπ : Dϕ ⊗ trπ ]∗T απ(vν) in M ⊗
B(Hπ), and also set wν := (wνπ )π ∈ M ⊗ L∞(Ĝ) and w = (wν)ν ∈ Mω ⊗ L∞(Ĝ). Then by
Lemma A.12, we see that w is an αω-cocycle. We will check that U∗wU ∈ Mω ⊗ L∞(Ĝ).
Take any π ∈ Irr(G) and ψ ∈ M∗. Recall the notation φν ∼ ψν for sequences (φν)ν, (ψν)ν ⊂
(M ⊗B(Hπ))∗ with limν→ω ‖φν −ψν‖ = 0. Using Φαπ ◦ σϕ◦Φ
α
π
T = σϕT ◦Φαπ (see [19, §3.2]), we
have
(
Uνπ
)∗
wνπU
ν
π · (ψ ⊗ trπ ) ·
(
Uνπ
)∗(
wνπ
)∗
Uνπ
∼ (Uνπ )∗wνπ · (ψ ◦Φαπ ) · (wνπ )∗Uνπ
= (Uν)∗((vν)∗ ⊗ 1)[Dϕ ◦Φαπ : Dϕ ⊗ trπ ]∗T · απ (vν) · (ψ ◦Φαπ )
· απ
((
vν
)∗)[
Dϕ ◦Φαπ : Dϕ ⊗ trπ
]
T
(
vν ⊗ 1)Uν
= (Uν)∗((vν)∗ ⊗ 1)[Dϕ ◦Φαπ : Dϕ ⊗ trπ ]∗T · ((vν ·ψ · (vν)∗) ◦Φαπ )
· [Dϕ ◦Φαπ : Dϕ ⊗ trπ ]T (vν ⊗ 1)Uν
∼ (Uν)∗((vν)∗ ⊗ 1)[Dϕ ◦Φαπ : Dϕ ⊗ trπ ]∗T · ((ψ ◦ σϕ−T ) ◦Φαπ )
· [Dϕ ◦Φαπ : Dϕ ⊗ trπ ]T (vν ⊗ 1)Uν
∼ (Uν)∗ · (([Dϕ ◦Φαπ : Dϕ ⊗ trπ ]∗T · ((ψ ◦ σϕ−T ) ◦Φαπ ) · [Dϕ ◦Φαπ : Dϕ ⊗ trπ ]T )
◦ (σϕ⊗trπ )) ·UνT
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= (Uν)∗ · (ψ ◦Φαπ ) ·Uν
∼ ψ ⊗ trπ .
By [18, Lemma 3.6], we see that U∗wU is in Mω ⊗ L∞(Ĝ). Using Corollary 3.25, we can
take a unitary z ∈ Mω such that w = (z ⊗ 1)αω(z∗), that is, [Dϕ ◦ Φαπ : Dϕ ⊗ trπ ]∗T = (vz ⊗
1)αωπ (z∗v∗). Then a representing sequence of vz satisfies the desired properties. 
4. Classification for type IIIλ case
4.1. Canonical extension to discrete cores and the main result
As explained in Introduction, our idea in type IIIλ case is that we reduce the classification
problem to type II∞ case by using the discrete decomposition. For this purpose, we have to con-
sider the canonical extension of endomorphisms of a type IIIλ factor to its discrete core. This
is possible for endomorphisms with trivial Connes–Takesaki modules as follows [12, Proposi-
tion 4.5]. Readers are referred to Appendix A for relations between the results of [12] and [19].
Let R be a type IIIλ factor, 0 < λ < 1, and φ a generalized trace, that is, φ(1) = ∞ and
σ
φ
T = id, T = −2π/ logλ, hold. Then R σφ T is called the discrete core. We denote by λφ(t)
the unitary implementing σφt for t ∈ T.
Definition 4.1. Let R be a type IIIλ factor and K a finite dimensional Hilbert space. For β ∈
Mor0(R,R ⊗B(K)) with the standard left inverse Φ and mod(β) = id, we define the canonical
extension β˜ ∈ Mor(R σφ T, (R σφ T)⊗B(K)) by
(1) β˜(x) = β(x) for all x ∈ R;
(2) β˜(λφ(t)) = [Dφ ◦Φ : Dφ ⊗ trK ]t (λφ(t)⊗ 1) for all t ∈ R/TZ.
For a cocycle action α ∈ Mor(R,R ⊗ L∞(Ĝ)), we can prove that α˜ := (˜απ )π is a cocycle
action in a similar way as in the proof of Theorem A.13.
Lemma 4.2. If β ∈ Mor(Rλ,Rλ ⊗L∞(Ĝ)) is an approximately inner and centrally free cocycle
action, then β˜ is also approximately inner and centrally free.
Proof. We check mod(β˜π ) = id for each π ∈ Irr(G). Let φˆ be the dual weight on M . Then
σ
φˆ
t = Adλφ(t) for t ∈ T. Take a positive operator h such that λφ(t) = h−it for t ∈ T. Then φˆh is a
trace on M :=Rλσφ T. Note that Φβ˜π commutes with the dual action θ . Let Tθ :M →Rλ be the
operator valued weight obtained by averaging the Z-action θ . Using φˆ ◦Φβ˜π = φ ◦Φβπ ◦ (Tθ ⊗ id),
we can compute as follows:
[
Dφˆh ◦Φβ˜π : Dφˆh ⊗ trπ
]
t
= [Dφˆh ◦Φβ˜π : Dφˆ ◦Φβ˜π ]t[Dφˆ ◦Φβ˜π : Dφˆ ⊗ trπ ]t
· [Dφˆ ⊗ trπ : Dφˆh ⊗ trπ ]t
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hit
)[
Dφ ◦Φβπ ◦ (Tθ ⊗ id) : Dφ ◦ Tθ ⊗ trπ
]
t
(
h−it ⊗ 1)
= β˜π
(
λφ(t)∗
)[
Dφ ◦Φβπ : Dφ ⊗ trπ
]
t
(
λφ(t)⊗ 1)= 1.
By Corollary A.7, β˜ is approximately inner.
Next we check the freeness of β˜ . If β˜π is not properly outer for some π = 1, then β˜π is
actually implemented by a unitary. This fact is proved as in the proof of [12, Proposition 3.4]
because of the irreducibility of βπ [18, Lemma 2.8]. Also note Lemma A.4. Using (Rλ)ω ⊂ Mω
(see the proof of [19, Lemma 4.11]), we see that βπ is centrally trivial, and this is a contradiction.
We show that β˜ is a centrally free action. The second canonical extension β˜ is cocycle
conjugate to β by Lemma 3.3. Hence β˜ is centrally free on M θ Z, and (β˜π )ω is non-
trivial on (M θ Z)ω for any π = 1. Since (M θ Z)ω is naturally isomorphic to Mθωω and
(β˜)ω|Mω = (β˜)ω|Mω , (β˜π )ω is non-trivial on Mθωω for any π = 1. In particular, β˜ is a centrally
free action because β˜ is free. 
Though the action β˜ is unique up to cocycle conjugacy, we need to consider the Z-action θ to
obtain the uniqueness of the original β . Our aim is to classify the Ĝ×Z-action β˜θ on R0,1. The
following is our main theorem in this section.
Theorem 4.3. Let M ∼= R0,1 with a trace τ , θ ∈ Aut(M), α be an action of Ĝ on M , and β an
action of Ĝ on R0. Assume the following:
• θ satisfies τ ◦ θ = λτ , 0 < λ< 1;
• α is approximately inner and centrally free;
• α and θ commute;
• β is free.
Then αθ is cocycle conjugate to θ ⊗ β .
Once proving the above theorem, we can show Theorem 2.4 for Rλ as follows.
Proof of Theorem 2.4 for Rλ, 0 < λ < 1. Let ϕ be a generalized trace on Rλ, and M :=
Rλ σϕ T. Then M is isomorphic to R0,1. Let θ be a dual action of Z on M , and α˜ the canonical
extension of α. Then α˜ is approximately inner and centrally free by Lemma 4.2. Applying the
previous theorem to α˜θ , we get α˜θ ∼ θ ⊗ β .
By Lemma 3.4, the second extension α˜ on M θ Z is cocycle conjugate to id ⊗ β on
(M θ Z) ⊗ R0. By Lemma 3.3, α˜ is cocycle conjugate to α. Hence α is cocycle conjugate
to idRλ ⊗ β . 
4.2. Model action splitting
The rest of this section is devoted to prove Theorem 4.3. Let M , τ , α and θ be as in that
theorem. We also take a faithful normal state φ on M . We fix these notations from here. Since θ
scales the trace, the Ĝ × Z-action αθ is not approximately inner.
Lemma 4.4. The Ĝ × Z-action αθ is centrally free.
T. Masuda, R. Tomatsu / Journal of Functional Analysis 258 (2010) 1965–2025 1991Proof. Since τ ◦ θ = λτ with λ = 1, θ is centrally free. Assume that απθn is centrally trivial for
some π ∈ Irr(G) and n ∈ Z. Then the map απθn is implemented by a unitary by Corollary A.7,
but we have mod(απθn) = mod(θn) because mod(απ ) = id. Hence n = 0, and π = 1 by central
freeness of α. 
Take U ∈ U(Mω⊗L∞(Ĝ)) as in Theorem 3.24 with Γ = Z and vg = 1. Define the Ĝ×Ĝopp-
action γ = (γ 1 ⊗ id) ◦ γ 2 as before, where
γ 1(x) = U∗αω(x)U, γ 2(x) = U∗(x ⊗ 1)U for x ∈ Mω.
Since U is fixed by θω, γ commutes with θω on Mω. Hence γ θω is a Ĝ × Ĝopp × Z-action
on Mω. Applying Corollary 3.15 to the strongly free and semi-liftable action γ 1 ◦ θ and the set
T = {Uπi,j }′′i,j,π , we have the following result. Note that T ′ ∩ (Mω)γ
1 = (Mω)γ .
Lemma 4.5. For any n ∈ N, there exists a partition of unity {Ei}n−1i=0 in Mγω such that θω(Ei) =
Ei+1 for 0 i  n− 1 (En := E0).
As in [2], we obtain the following stability result by using the above lemma.
Lemma 4.6. The Z-action θω on Mγω is stable, that is, for any u ∈ U(Mγω ), there exists w ∈
U(M
γ
ω ) such that u = wθω(w∗).
Lemma 4.7. For any n ∈ N, there exists a system of matrix units {fij }n−1i,j=0 ⊂ Mγω with θω(fij ) =
μi−j fij , where μ = e2π
√−1/n
.
Proof. By Corollary 3.17 for γ 1θω, we see that (T ′ ∩Mω)γ 1θω = Mγθ
ω
ω is of type II1. Hence we
can take a system of matrix units {eij }n−1i,j=0 ⊂ Mγθ
ω
ω . Set u :=∑n−1i=0 μieii , and by Lemma 4.6,
we have w ∈ U(Mγω) such that u = wθω(w∗). Set fij := w∗eijw ∈ Mγ . Then we have
θω(fij ) = θω
(
w∗
)
eij θω(w) = w∗ueiju∗w = μi−j fij . 
Recall the following result [20, Proposition 7.1].
Lemma 4.8. Let e, f be projections in Mω with v∗v = e, vv∗ = f for an element v ∈ Mω. Let
e = (e(ν))ν and f = (f (ν))ν be representing sequences such that e(ν) and f (ν) are equiva-
lent for each ν ∈ N. Then we can choose a representing sequence of v, v = (v(ν))ν , such that
v∗(ν)v(ν) = e(ν) and v(ν)v(ν)∗ = f (ν) for each ν ∈ N.
Lemma 4.9. Let n ∈ N and μ = e2π
√−1/n
. Then for any F  Irr(G), Ψ  (M∗)+, and  > 0,
there exist a unitary u ∈ M ⊗ L∞(Ĝ), a unitary w ∈ M and a system of matrix units {fij }n−1i,j=0
in M such that
(i) ‖uπ − 1‖#φ⊗trπ <  for all π ∈ F ;
(ii) ‖w − 1‖#φ < ;
(iii) ‖[fij ,ψ]‖ <  for all ψ ∈ Ψ and 0 i, j  n− 1;
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(v) Adw ◦ θ(fij ) = μi−j fij for all 0 i, j  n− 1.
Proof. Let {fij }n−1i,j=0 be a system of matrix units in Mγω as in Lemma 4.7. Then γ (fij ) = fij ⊗1
implies αω(fij ) = fij ⊗ 1. Take a representing sequence of fij , (fij (ν))ν such that {fij (ν)}n−1i,j=0
is a system of matrix units in M for all ν.
By Lemma 4.8, for each π ∈ Irr(G), there exists vπ(ν) ∈ M⊗B(Hπ) such that vπ(ν)vπ (ν)∗ =
f00(ν) ⊗ 1, vπ(ν)∗vπ(ν) = απ(f00(ν)) and (vπ (ν))ν = f00 ⊗ 1. Set a unitary uπ(ν) :=∑n−1
i=0 (fi0(ν) ⊗ 1)vπ (ν)απ (f0i (ν)). Then Aduπ(ν) ◦ απ(fij (ν)) = fij (ν) ⊗ 1 holds. We have
(uπ (ν))ν = 1 in Mω ⊗B(Hπ). Indeed,
(
uπ(ν)
)
ν
=
n−1∑
i=0
(
fi0(ν)⊗ 1
)
ν
(
vπ(ν)
)
ν
αωπ
((
f0i (ν)
)
ν
)= n−1∑
i=0
(fi0 ⊗ 1)(f00 ⊗ 1)(f0i ⊗ 1) = 1.
Set a unitary u(ν) = (uπ (ν))π in M ⊗L∞(Ĝ).
Next we construct w. Applying Lemma 4.8 to θω(f00) = f00, we obtain v(ν) ∈ M such
that v(ν)v(ν)∗ = f00, v(ν)∗v(ν) = θ(f00(ν)) and (v(ν))ν = f00. Set a unitary w(ν) :=∑n−1
i=0 μifi0(ν)v(ν)θ(f0i (ν)). Then Adw(ν) ◦ θ(fij (ν)) = μi−j fij (ν) holds for all 0  i, j 
n− 1 and ν ∈ N. We can show w(ν) → 1 strongly* as ν → ω as above.
Hence we can choose ν ∈ N such that u = u(ν), w = w(ν) and fij (ν) satisfy the desired
conditions. 
Let Ψn M∗ be an increasing subset such that Ψ =⋃∞n=1 Ψn is total in M∗. We recall the
following result due to Connes [2, Lemma 2.3.6].
Lemma 4.10. Let M1,M2, . . . ,Mn ⊂ M be mutually commuting finite dimensional subfactors.
Denote
∨∞
k=1 Mk := N . If
∑∞
k=1 ‖ψ ◦EM ′k∩M −ψ‖ < ∞ for all ψ ∈ Ψ , then N is a hyperfinite
subfactor of type II1 and we have M = N ∨ N ′ ∩ M ∼= N ⊗ N ′ ∩ M . Here EM ′k∩M = trMk ⊗
idM ′k∩M .
Let {nk}∞k=1 ⊂ N be a sequence such that any n ∈ N appears infinitely many times. Set μk :=
e2π
√−1/nk
. For a system of nk × nk-matrix units {eij }nk−1i,j=0, set unk :=
∑nk−1
j=0 μ
j
kejj , and σ :=⊗∞
k=1 Adunk . Then σ is an aperiodic automorphism on
⊗∞
k=1 Mnk(C) ∼= R0. We will prove the
following model action splitting result.
Lemma 4.11. The action αθ is cocycle conjugate to the action σ ⊗ αθ .
Proof. Step 1. Let {k}∞k=1 be a decreasing sequence of positive numbers with
∑∞
k=1 k < ∞.
Let {Fm}∞m=1 be a family of increasing finite subsets of Irr(G) such that
⋃∞
m=1 Fm = Irr(G).
Recall that we have fixed a faithful normal state φ ∈ M∗. We will construct the following
families:
(1) Matrix units, {f kij }nk−1i,j=0 ⊂ M for k ∈ N, such that they are mutually commuting for k and
satisfy ‖[ψ,f kij ]‖ k/nk for all 0 i, j  nk , ψ ∈ Ψk and k ∈ N.
We set Mn := ({f k }nk−1 )′′ and Em :=∨m Mn ;k ij i,j=0 k=1 k
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each m ∈ N:
• ‖umπ − 1‖#φ⊗trπ < m and ‖wm − 1‖#φ < m for all π ∈ Fm;
• We set u¯m := umum−1 · · ·u1 and w¯m := wmwm−1 · · ·w1. Then we have, for all 0 i, j 
nk − 1 and 1 k m,
Ad u¯m ◦ α(f kij ) = f kij ⊗ 1;
Ad w¯m ◦ θ(f kij ) = μi−jk f kij .
Assume we have constructed up to k = m. Set αm := Ad u¯m ◦α, and θ(m) := Ad w¯m ◦ θ . Since
αm fixes Em, αm is a cocycle action on E′m ∩M .
Let {eˆi} a basis for E∗m. Let us decompose ψ ∈ Ψm+1 as ψ =
∑dim(Em)
i=1 eˆi ⊗ ψi , ψi ∈
(E′m ∩ M)∗, and denote by Ψˆm+1 the set of all such ψi . Fix δm+1 > 0 so that δm+1 
m+1(nm+1 dimEm)−1.
Claim. There exist the following elements:
(1) A system of matrix units {fm+1ij }nm+1−1i,j=0 ⊂ E′m ∩ M such that ‖[ψ,f m+1ij ]‖  δm+1 for
ψ ∈ Ψˆm+1.
Set Mm+1 := ({f m+1ij }nm+1−1i,j=0 )′′ and Em+1 = Em ∨Mm+1.
(2) Unitaries um+1 ∈ (E′m ∩M)⊗L∞(Ĝ) and wm+1 ∈ E′m ∩M satisfying the following:• ‖um+1π − 1‖#φ⊗trπ < m+1 and ‖wm+1 − 1‖#φ < m+1 for all π ∈ Fm+1;
• Adum+1 ◦ αm(f m+1ij ) = f m+1ij for all 0 i, j  nm+1 − 1;
Adwm+1 ◦ θ(m)(f m+1ij ) = μ(i−j)m+1 f m+1ij for all 0 i, j  nm+1 − 1.
Indeed, we can prove this as follows. Via the natural isomorphism (E′m ∩ M)ω = E′m ∩ Mω,
we have ((
E′m ∩M
)
ω
⊂ (E′m ∩M)ω)= (Mω ⊂ E′m ∩Mω). (4.1)
On E′m ∩ M , we have a Ĝ-cocycle action αm and a Z-action θ(m). Using Lemma 4.7, we take a
system of matrix units {fij }nm+1−1i,j=0 ⊂ Mγω such that θω(fij ) = μi−jm+1fij for 0 i, j  nm+1 − 1.
Then we get θω(m)(fij ) = w¯mθω(fij )(w¯m)∗ = μi−jm+1fij . Since fij is fixed by γ , αω(fij ) = fij ⊗1
as before. Hence we have (αm)ω(fij ) = u¯m(fij ⊗ 1)(u¯m)∗ = fij ⊗ 1. By using (4.1), we can
represent {fij }nm+1−1i,j=0 as sequences {(fij (ν))ν}nm+1−1i,j=0 in E′m ∩ M . Then we can take desired
elements in the Claim as in Lemma 4.9.
Now the condition (1) in the Claim implies ‖[ψ,f m+1ij ]‖  m/nm for ψ ∈ Ψm+1. Thus we
complete induction, and have constructed families um, wm and Em for m ∈ N. Since for ψ ∈ Ψk
we have
‖ψ ◦EM ′nk∩M −ψ‖ =
∥∥∥∥∥ 1nk
nk−1∑
ij=0
f kijψf
k
ji −ψ
∥∥∥∥∥=
∥∥∥∥∥ 1nk
nk−1∑
ij=0
f kij
[
ψ,f kji
]∥∥∥∥∥
 1
nk
nk−1∑∥∥[ψ,f kji]∥∥ 1nk · n2k ·
k
nk
= k,ij=0
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∑∞
k=1 ‖ψ ◦ EM ′nk∩M − ψ‖ < ∞ for ψ ∈ Ψ . Then Lemma 4.10 implies that E :=∨∞
k=1 Ek is isomorphic to R0 and yields a tensor product splitting M = E ∨ (E′ ∩ M) ∼= E ⊗
(E′ ∩M).
Step 2. From the condition (2), the strong* limits u¯∞ = limm→∞ u¯m and w¯∞ = limm→∞ w¯m
exist, and together with (1), we have Ad u¯∞ ◦α(x) = x ⊗1 and Ad w¯∞ ◦ θ(x) = σ(x) for x ∈ E.
Extend w¯∞ to a θ -cocycle naturally and denote it also by w¯∞ ∈ M ⊗ ∞(Z). Then we get the
perturbation from the Ĝ×Z-action αθ to the Ĝ×Z-cocycle action (Ad u¯∞α(w¯∞) ◦ αθ, v). Set
β := Ad u¯∞α(w¯∞) ◦ αθ . Then β is of the form σ ⊗ β ′ on E ⊗ (E′ ∩ M), where β ′ = β|E′∩M .
We claim that v is evaluated in E′ ∩M , and (β ′, v) is a cocycle action.
By definition of v, (β ⊗ id) ◦ β = Adv ◦ (id ⊗ 
Ĝ×Z) ◦ β . Let k ∈ N and 0 i, j  nk − 1.
Then we have the following:
(β(π,) ⊗ id)
(
β(ρ,m)
(
f kij
))= μm(i−j)k β(π,)(f kij ⊗ 1ρ)= μ(+m)(i−j)k (f kij ⊗ 1π ⊗ 1ρ)
and
(id ⊗
Ĝ×Z)
(
β
(
f kij
))
(π,),(ρ,m)
= (id ⊗)(β(f kij )(·,+m))π,ρ
= μ(+m)(i−j)k (id ⊗)
(
f kij ⊗ 1
)
π,ρ
= μ(+m)(i−j)k
(
f kij ⊗ 1π ⊗ 1ρ
)
.
Hence v is evaluated in M ′k ∩M for any k ∈ N, and hence in E′ ∩M .
We have shown that αθ is cocycle conjugate to the cocycle action σ ⊗ β ′. Since E′ ∩M is of
type III, we can perturb (β ′, v) to a Ĝ ×Z-action β ′′ by Lemma 3.2. Hence αθ ∼ σ ⊗ β ′′. Since
σ ⊗ σ ≈ σ , we get αθ ∼ σ ⊗ σ ⊗ β ′′ ∼ σ ⊗ αθ . 
Remark 4.12. We can use the Jones–Ocneanu cocycle argument in [20, Lemma 2.4] to obtain
cocycle conjugacy αθ ∼ σ ⊗ αθ in Step 2 above. We set ν := u¯∞α(w¯∞). Then we have Adν ◦
αθ = β = σ ⊗ β ′. Since σ is conjugate to σ ⊗ σ , there exists an isomorphism γ from E ⊗ E
onto E with γ−1 ◦ σ ◦ γ = σ ⊗ σ . So we have
(
γ−1 ⊗ id ⊗ idL∞(Ĝ×Z)
) ◦ Adν ◦ αθ ◦ (γ ⊗ id) = γ−1 ◦ σ ◦ γ ⊗ β ′ = σ ⊗ σ ⊗ β ′
= σ ⊗ Adν ◦ αθ.
Then the following holds:
Ad(γ ⊗ id ⊗ id)(1 ⊗ ν∗)ν ◦ αθ = (γ ⊗ id ⊗ id) ◦ (σ ⊗ αθ) ◦ (γ−1 ⊗ id).
We will verify that (γ ⊗ id ⊗ id)(1 ⊗ ν∗)ν is an αθ -cocycle. Here note that (γ ⊗ id ⊗ id)(1 ⊗
v) = v holds because the 2-cocycle v is evaluated in E′ ∩M . Then the following holds:
(
(γ ⊗ id ⊗ id)(1 ⊗ ν∗)ν ⊗ 1) · αθ((γ ⊗ id ⊗ id)(1 ⊗ ν∗)ν)
= ((γ ⊗ id ⊗ id)(1 ⊗ ν∗)⊗ 1) · (σ ⊗ β ′)((γ ⊗ id ⊗ id)(1 ⊗ ν∗))(ν ⊗ 1)αθ(ν)
= (γ ⊗ id ⊗ id)((1 ⊗ ν∗ ⊗ 1)(σ ⊗ σ ⊗ β ′)(1 ⊗ ν∗))v(id ⊗)(ν)
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= (γ ⊗ id ⊗ id)(1 ⊗ (id ⊗)(ν∗)v∗)v(id ⊗)(w)
= (id ⊗)((γ ⊗ id ⊗ id)(1 ⊗ ν∗)ν).
Hence αθ and αθ ⊗ σ are cocycle conjugate.
Proof of Theorem 4.3. Note that θ ⊗ θ−1 is cocycle conjugate to idB(2) ⊗ σ by Connes [2].
Then the following holds:
αθ ∼ idB(2) ⊗ αθ (by Lemma 3.1)
∼ idB(2) ⊗ σ ⊗ αθ (by Lemma 4.11)
∼ θ ⊗ θ−1 ⊗ αθ.
Since the action θ−1 ⊗ αθ preserves the trace of R0,1, it is approximately inner. The central
freeness is clear. Then θ−1 ⊗ αθ is cocycle conjugate to idB(2) ⊗ σ ⊗ β by Theorem 2.4 for
type II∞ case, and the following holds:
θ ⊗ θ−1 ⊗ αθ ∼ θ ⊗ idB(2) ⊗ σ ⊗ β
∼ θ ⊗ σ ⊗ β
∼ θ ⊗ β.
Therefore we get αθ ∼ θ ⊗ β . 
We close this section with the following lemma which is used in Section 6.
Lemma 4.13. Let N be a type IIIλ factor with 0 < λ < 1 and α an approximately inner action
of Ĝ on N . Let ψ be a generalized trace on N . Then there exists a Ĝ-action β on N such that
• β ∼ α;
• ψ ◦Φβπ = ψ ⊗ trπ for all π ∈ Irr(G).
Proof. Since α is approximately inner, we see that ψ ◦ Φαπ is a generalized trace for all π ∈
Irr(G). Hence there exists a unitary vπ ∈ N ⊗ B(Hπ) such that ψ ◦ Φαπ = (ψ ⊗ trπ ) ◦ Advπ .
Set v = (vπ )π ∈ N ⊗L∞(Ĝ), and consider the cocycle action δ := Adv ◦ α, whose 2-cocycle is
given by u := (v⊗1)α(v)(id⊗)(v∗). Then we have ψ ◦Φδπ = ψ ⊗ trπ , and σψ and δ commute
in particular.
We check that u is evaluated in Nψ as follows: for π,ρ ∈ Irr(G),
u∗(ψ ⊗ trπ ⊗ trρ)u
= u∗ · (ψ ◦Φδρ ◦ (Φδπ ⊗ id)) · u
= (id ⊗)(v)απ
(
v∗ρ
)(
v∗π ⊗ 1
) · (ψ ◦Φδρ ◦ (Φδπ ⊗ id)) · (vπ ⊗ 1)απ (vρ)(id ⊗)(v∗)
= (id ⊗)(v)απ
(
v∗ρ
) · (ψ ◦Φδρ ◦ (Φαπ ⊗ id)) · απ(vρ)(id ⊗)(v∗)
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= (id ⊗)(v) · (ψ ◦Φαρ ◦ (Φαπ ⊗ id)) · (id ⊗)(v∗)
=
∑
σ≺π⊗ρ
∑
S∈ONB(σ,π⊗ρ)
d(σ )
d(π)d(ρ)
(id ⊗)(v)(1 ⊗ S) · (ψ ◦Φασ ) · (1 ⊗ S∗)(id ⊗)(v∗)
=
∑
σ≺π⊗ρ
∑
S∈ONB(σ,π⊗ρ)
d(σ )
d(π)d(ρ)
(1 ⊗ S)vσ ·
(
ψ ◦Φασ
) · v∗σ (1 ⊗ S∗)
=
∑
σ≺π⊗ρ
∑
S∈ONB(σ,π⊗ρ)
d(σ )
d(π)d(ρ)
(1 ⊗ S) · (ψ ◦Φδσ ) · (1 ⊗ S∗)
=
∑
σ≺π⊗ρ
∑
S∈ONB(σ,π⊗ρ)
d(σ )
d(π)d(ρ)
(1 ⊗ S) · (ψ ⊗ trσ ) ·
(
1 ⊗ S∗)
= ψ ⊗ trπ ⊗ trρ.
Hence u ∈ Nψ ⊗L∞(Ĝ)⊗L∞(Ĝ), and (δ|Nψ ,u) is a cocycle action on the type II∞ factor Nψ .
By Lemma 3.2, there exists a unitary w ∈ Nψ ⊗ L∞(Ĝ) perturbing (δ, u) to the action (Adw ◦
δ,1). Then wv is an α-cocycle and we set β := Adwv ◦ α. We check that β satisfies the second
condition. Since Φβπ = Φδπ ◦ Adw∗π and w ∈ Nψ ⊗L∞(Ĝ), we have
ψ ◦Φβπ = ψ ◦Φδπ ◦ Adw∗π = (ψ ⊗ trπ ) ◦ Adw∗π = ψ ⊗ trπ . 
5. Groupoid actions and type III0 case
Let M be an injective factor of type III0 and {M˜, θ, τM˜} the canonical core of M . Let
(X, ν,Ft ) be the flow of weights for M , that is, Z(M˜) = L∞(X, ν), θt (f )(x) = f (F−t x) and
ν is a measure on X. We represent (X, ν,Ft ) as a flow built under the ceiling function, that is,
there exist a measure space (Y,μ), f ∈ L∞(Y,μ) with f (x)  R for some R > 0, and a non-
singular transformation T on (Y,μ) such that X is identified with {(y, t) | y ∈ Y, 0 t < f (y)},
ν = μ × dt , and Ft (y, s) = (y, t + s) where we identify (y, f (y)) and (T y,0). Then we have
two kinds of measured groupoids, G˜ := R F X and G := Z T Y . In fact, G is character-
ized as G = {γ ∈ G˜ | s(γ ), r(γ ) ∈ Y }. Here for a Γ -space Z, the groupoid Γ  Z is defined
as (g,hx)(h, x) = (gh, x) for g,h ∈ Γ and x ∈ Z. The source map s and the range map r are
defined by s(g, x) = x and r(g, x) = gx, respectively.
Let α be an approximately inner action of Ĝ on M . Then mod(α) = id by Theorem A.6,
that is, the canonical extension α˜ fixes L∞(X, ν). We first discuss the reduction of the study of
Ĝ × R-action α˜θ to the groupoid actions.
Let M˜ = ∫ ⊕
X
M˜(x)dx be the central decomposition. Since M˜(x) are injective for almost every
x ∈ X, M(x) ∼= R0,1 holds for almost every x ∈ X. As in [24], we obtain a family of actions
{˜αx}x∈X of Ĝ on M˜(x) determined by
α˜(a) =
⊕∫
α˜(a)(x) dμ(x) =
⊕∫
α˜x
(
a(x)
)
dμ(x),X X
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θt (a) =
⊕∫
X
θt (a)(x) dμ(x) =
⊕∫
X
θγ
(
a(F−t x)
)
dμ(x),
where γ = (t,F−t x). Of course θγ is an isomorphism from M˜(s(γ )) onto M˜(r(γ )). Then θγ
and α˜x commute in the following sense: α˜r(γ ) ◦ θγ = (θγ ⊗ id) ◦ α˜s(γ ). Since α˜ preserves τM˜ by
Lemma A.14, each α˜x preserves τx , a trace on M˜(x). We denote the π -component of αx by απ,x .
We introduce the notion of a Ĝ-G-action.
Definition 5.1. Let R be a von Neumann algebra, Ĝ a discrete Kac algebra, and G a groupoid.
(1) Let {αx}x∈G(0) be a family of actions of Ĝ and {αγ }γ∈G an action of G on R. We say that α
is a Ĝ-G-action if αr(γ ) ◦ αγ = (αγ ⊗ id) ◦ αs(γ ) for all γ . We denote αr(γ )αγ and απ,r(γ )αγ
by α·,γ and απ,γ for simplicity. We say {αx}x∈G(0) and {αγ }γ∈G the Ĝ-part and the G-part
of α, respectively.
(2) For two Ĝ-G-actions α and β on R, we say that α and β are cocycle conjugate if there exist
a Borel map σ :X → Aut(R), a βx -cocycle ux for x ∈ X and a βγ -cocycle uγ for γ ∈ G
satisfying
(σr(γ ) ⊗ id) ◦ α·,γ ◦ σ−1s(γ ) = Ad
(
ur(γ )βr(γ )(uγ )
) ◦ β·,γ
and
ur(γ )βr(γ )(uγ ) = (uγ ⊗ 1)(βγ ⊗ id)
(
us(γ )
)
for all x ∈ X and γ ∈ G. In this case, we simply say that ur(γ )βr(γ )(uγ ) is a β-cocycle.
The following can be shown as [24, p. 430].
Lemma 5.2. Let α, β be actions of Ĝ on a type III0 injective factor M . Suppose that mod(α) =
id = mod(β).
(1) The Ĝ × R-actions α˜θ and β˜θ on M˜ are cocycle conjugate if and only if the Ĝ-˜G-actions
α˜r(γ )θγ and β˜r(γ )θγ on R0,1 are cocycle conjugate.
(2) If the Ĝ-G-actions α˜r(γ )θγ and β˜r(γ )θγ on R0,1 are cocycle conjugate, then they are also
cocycle conjugate as Ĝ-˜G-actions.
Hence we only have to classify two Ĝ-G-actions α˜r(γ )θγ and β˜r(γ )θγ on R0,1. Here the Ĝ-
parts preserve the trace, and the G-parts come from θ , which are independent from α and β . Now
we consider the following situation:
• We are given two Ĝ-G-actions α and β on R0,1;
• The Ĝ-parts of α and β are free actions;
• The Ĝ-parts of α and β preserve the trace on R0,1;
• mod(αγ ) = mod(βγ ) for γ ∈ G.
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the following Krieger’s cohomology lemma provides a powerful tool for study of actions of such
groupoids [16]. (Also see [13, Appendix].)
Theorem 5.3. Let G be a Polish group, and N a normal subgroup. Let G be an ergodic AF
orbitally discrete principal groupoid. Let θ1 and θ2 be homomorphisms from G to G with θ1γ ≡
θ2γ mod N . Then there exist Borel maps σ :G(0) → N and u :G → N such that σr(γ )θ1γ σ−1s(γ ) =
uγ θ
2
γ .
We need some preparations as in [13,23]. Let σ be a trace preserving free action of Ĝ on R0,1.
Let C(1)σ be the set of pairs (θ, v), where θ ∈ Int(R0,1) and v is a σ -cocycle such that Adv ◦
σ = (θ ⊗ id) ◦ σ ◦ θ−1. We define the multiplication on C(1)σ by (θ1, v1)(θ2, v2) := (θ1θ2, (θ1 ⊗
id)(v2)v1). Let Autσˆ (R0,1 σ Ĝ) be the set of all automorphisms which commute with the dual
action of G. Then we have C(1)σ ⊂ Autσˆ (R0,1 σ Ĝ) in a canonical way, and C(1)σ is a Polish
group. In fact, C(1)σ = Autσˆ (R0,1 σ Ĝ) ∩ Ker(mod) holds. Let C(0)σ := {(Adv, (v ⊗ 1)σ (v∗)) |
v ∈ U(R0,1)}. Then C(0)σ is a normal subgroup of C(1)σ .
Lemma 5.4. C(0)σ is dense in C(1)σ .
Proof. Since σ is trace preserving and free, σ is approximately inner and centrally free by Corol-
lary A.7. Then we can take a unitary U = (Uν)ν ∈ Rω0,1 ⊗ L∞(Ĝ) as in Theorem 3.24 with
Γ = {e}.
Take (θ, v) ∈ C(1)σ and choose {vν}ν ⊂ U(R0,1) with θ = limν→∞ Advν . Then
Adv ◦ σ = (θ ⊗ id) ◦ σ ◦ θ−1 = lim
ν→∞ Ad
(
vν ⊗ 1) ◦ σ ◦ Ad(vν)∗
= lim
ν→∞ Ad
(
vν ⊗ 1)σ ((vν)∗) ◦ σ.
Set V := (vν)ν ∈ Rω0,1. Then w := v∗(V ⊗ 1)σω(V ∗) is a σω-cocycle, and U∗wU ∈ (R0,1)ω ⊗
L∞(Ĝ). By Corollary 3.25, there exists z ∈ (R0,1)ω such that w = (z ⊗ 1)σω(z∗). This implies
(z∗V ⊗ 1)σω(V ∗z) = v. Let (μν)ν be a representing sequence of z∗V . Then θ = limν→ω Adμν
and v = limν→ω(μν ⊗ 1)σ ((μν)∗). 
Lemma 5.5. Suppose that βx is constant, that is, βx = βx0 for some x0 ∈ G(0). Then there exist
Borel families of automorphisms {σx}x∈G(0) ⊂ Int(R0,1) and βx -cocycles {wx}x∈G(0) ⊂ U(R0,1 ⊗
L∞(Ĝ)) such that (σx ⊗ id) ◦ αx ◦ σ−1x = Adwx ◦ βx .
Proof. Set N := R0,1 βx0 Ĝ and N(x) := R0,1 αx Ĝ for each x ∈ X. Note that N and N(x)
act on the common Hilbert space L2(R0,1)⊗L2(Ĝ).
Let Bx be the set of pairs (σ, v), where σ ∈ Aut(R0,1) and v is a 1-cocycle for αx such that
(σ−1 ⊗ id) ◦ Adv ◦ αx ◦ σ = βx0 . Then Bx is non-empty because of Theorem 2.4 for R0,1 and it
is identified with the set of isomorphisms from N onto N(x) preserving R0,1. Moreover, Bx is a
Polish space because it is identified with a closed subset of unitary maps L2(N) onto L2(N(x))
which intertwine N and N(x), preserve positive cones and L2(R0,1) and commute with mod-
ular conjugation [8]. Then thanks to the measurable cross section theorem [27, Theorem A.16,
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Proposition IV.8.29]. 
Theorem 5.6. Let α and β be Ĝ-G-actions on R0,1 as before. Assume that βx is constant. Then
α and β are cocycle conjugate as Ĝ-G-actions.
Proof. By the previous lemma, we can take Borel families of automorphisms {σx}x∈G(0) ⊂
Int(R0,1) and, βx -cocycles {wx}x∈G(0) ⊂ U(R0,1 ⊗ L∞(Ĝ)) such that (σx ⊗ id) ◦ αx ◦ σ−1x =
Adwx ◦ βx . By replacing αr(γ )αγ with (σr(γ ) ⊗ id) ◦ αr(γ )αγ ◦ σ−1s(γ ), we may assume αx =
Adwx ◦ βx and mod(αγ ) = mod(βγ ). Since (βγ ⊗ id)βs(γ ) = βr(γ )βγ , we can regard βγ as a
homomorphism from G to Autσˆ (R0,1 βx0 Ĝ) by γ → (βγ ,1). We also have
(αγ ⊗ id)βs(γ ) = (αγ ⊗ id) ◦ Adws(γ )∗ ◦ αs(γ )
= Ad(αγ ⊗ id)
(
ws(γ )∗
) ◦ (αγ ⊗ id)αs(γ )
= Ad(αγ ⊗ id)
(
ws(γ )∗
) ◦ αr(γ )αγ
= Ad(αγ ⊗ id)
(
ws(γ )∗
)
wr(γ ) ◦ βr(γ )αγ ,
where (αγ ⊗ id)(ws(γ )∗)wr(γ ) is a βr(γ )-cocycle. So we can regard α as a homomorphism from G
to Autσˆ (R0,1 βx0 Ĝ) by γ → (αγ , (αγ ⊗ id)(ws(γ )∗)wr(γ )). Here note that C
(1)
βx
= C(1)βx0 because
βx is constant.
We next show that αγ ≡ βγ mod (C(1)βr(γ ) ). Since mod(αγ ) = mod(βγ ), it is clear that αγ β−1γ ∈
Int(R0,1). By the above computation, we also have the following:
(
αγ β
−1
γ ⊗ id
) ◦ βr(γ ) = (αγ ⊗ id) ◦ βs(γ )β−1γ
= Ad(αγ ⊗ id)
(
ws(γ )∗
)
wr(γ ) ◦ βr(γ )αγ β−1γ .
Hence αγ β−1γ ∈ C(1)βr(γ ) . Applying Theorem 5.3 and Lemma 5.4 to the two maps α,β :G → C
(1)
βx0
and C(0)βx0 , we get Borel maps G
(0)  x → (σx, vx) ∈ C(1)βx and u :G  γ → uγ ∈ U(R0,1) such
that
(
Aduγ ,uγ βr(γ )
(
u∗γ
)) · (βγ ,1)
= (σr(γ ), vr(γ )) · (αγ , (αγ ⊗ id)(ws(γ )∗)wr(γ )) · (σ−1s(γ ), σ−1s(γ )(vs(γ )∗)).
The left-hand side is equal to (Aduγ ◦ βγ ,uγ βr(γ )(u∗γ )). We compute the right-hand side. For
simplicity we write αγ for αγ ⊗ id and so on.
(
σr(γ ), v
r(γ )
) · (αγ ,αγ (ws(γ )∗)wr(γ )) · (σ−1s(γ ), σ−1s(γ )(vs(γ )∗))
= (σr(γ )αγ , σr(γ )(αγ (ws(γ )∗)wr(γ ))vr(γ )) · (σ−1s(γ ), σ−1s(γ )(vs(γ )∗))
= (σr(γ )αγ σ−1 , σr(γ )αγ σ−1 (vs(γ )∗)σr(γ )(αγ (ws(γ )∗)wr(γ ))vr(γ )).s(γ ) s(γ )
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erated by a single transformation, we may assume that uγ is a β-cocycle.
The second component is computed as follows:
σr(γ )αγ σ
−1
s(γ )
(
vs(γ )∗
)
σr(γ )
(
αγ
(
ws(γ )∗
)
wr(γ )
)
vr(γ )
= Aduγ βγ
(
vs(γ )∗
) · σr(γ )αγ (ws(γ )∗)σr(γ )(wr(γ ))vr(γ )
= Aduγ βγ
(
vs(γ )∗σs(γ )
(
ws(γ )∗
))
σr(γ )
(
wr(γ )
)
vr(γ ).
Set ux := σx(wx)vx . By σx ◦ βx ◦ σ−1x = Advx ◦ βx , it follows that ux is a βx -cocycle
and σx ◦ αx ◦ σ−1x = Adux ◦ βx . By comparing the second component, we have βγ (u∗γ ) =
βγ (u
s(γ )∗)u∗γ ur(γ ), and equivalently ur(γ )βγ (uγ ) = uγ βγ (us(γ )). This shows that u·,γ is a β-
cocycle, and σr(γ ) ◦ α·,γ ◦ σs(γ ) = Adu·,γ ◦ β·,γ . Thus α and β are cocycle conjugate. 
Proof of Theorem 2.4 for type III0 factors. Let M , α and α(0) be as in Theorem 2.4. Then α˜
and ˜idM ⊗ α(0) = idM˜ ⊗ α(0) act on Z(M˜) trivially and free on M˜ by Theorem A.6. By using an
isomorphism R0,1 ∼= R0,1 ⊗ R0, we see that (˜αx)x∈X and (idM˜(x) ⊗ α(0))x∈X are satisfying the
condition of Theorem 5.6. Then the two Ĝ-G-actions on R0,1 arising from α˜θ and θ ⊗ α(0) are
cocycle conjugate. This implies the cocycle conjugacy of the Ĝ × R-actions α˜θ and (θ ⊗ α(0))
by Lemma 5.2. Considering the partial crossed product by θ , we get α˜ ∼ id
M˜
⊗ α(0) as in the
proof of Lemma 3.4. Thus α and idM ⊗ α(0) are cocycle conjugate by Lemma 3.3. 
Remark 5.7. In general, there may appear some obstructions in combining the Ĝ-part and the G-
part. In [13,23,15], model actions absorbing obstructions are constructed. In our case, however,
we are treating only free actions, and no obstructions appear. Hence we do not need such model
actions.
6. Classification for type III1 case
6.1. Basic results on canonical extensions
In Section 4, we obtained the classification of approximately inner and centrally free actions
of an amenable discrete Kac algebra on the injective factor of type IIIλ. Using this result together
with ideas of [4,9] (also see [17]), we classify actions on the injective factor of type III1.
Let M ∼= R∞ and ϕ be a faithful normal state on M . Fix T > 0. Set N := M σϕT Z, which
is an injective factor of type IIIλ, λ := e− 2πT , and let U ∈ N be the unitary implementing σϕT .
The dual action of the torus T = R/2πZ is denoted by θ , which acts on U by θt (U) = e−
√−1tU
for t ∈ T. Using the averaging expectation Eθ :N → M by θ , we extend ϕ to ϕˆ := ϕ ◦ Eθ .
Throughout this section, we keep these notations.
Now we introduce the extension ˆ : End0(M) → End0(N) defined by
ρ(x) = ρ(x) for all x ∈ M;
ρˆ(U) = d(ρ)iT [Dϕ ◦ φρ : Dϕ]T U.
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λϕ(T ), we see that ρˆ = ρ˜|N .
Lemma 6.1. For any ρ ∈ End0(M), mod(ρˆ) = id.
Proof. Since σ ϕˆT = AdU . We can take a positive operator h affiliated with Nϕˆ such that U = hiT .
We set ψ := ϕˆh−1 , whose modular automorphism has the period T . Note that Eθ ◦φρˆ = φρˆ ◦Eθ =
φρ ◦Eθ because φρˆ |M = φρ (see Theorem 6.3 (2)). Then we can compute [Dψ ◦ φρˆ : Dψ]T as
follows:
[Dψ ◦ φρˆ : Dψ]T = [Dψ ◦ φρˆ : Dϕˆ ◦ φρˆ]T [Dϕˆ ◦ φρˆ : Dϕˆ]T [Dϕˆ : Dψ]T
= ρˆ([Dψ : Dϕˆ]T )[Dϕˆ ◦ φρˆ : Dϕˆ]T [Dϕˆ : Dψ]T
= ρˆ(U∗)[Dϕ ◦ φρ ◦Eθ : Dϕ ◦Eθ ]T U
= ρˆ(U∗)[Dϕ ◦ φρ : Dϕ]T U = d(ρ)−iT .
By [11, Theorem 2.8] d(ρ) = d(ρˆ), so the above equality means mod(ρˆ) = id. 
We denote by Endθ0(N) the set of endomorphisms with finite indices on N which commute
with θ , and by Ker(mod) the set of endomorphisms with finite indices in End(N)CT with trivial
Connes–Takesaki modules. Note that ρˆ ∈ Endθ0(N) for all ρ ∈ End0(N). We will analyze the
relative commutant ρˆ(N)′ ∩ N , which admits the torus action θ . Define the following linear
space for each n ∈ Z:
In :=
{
a ∈ ρˆ(N)′ ∩N ∣∣ θt (a) = e√−1nta for all t ∈ T}.
Lemma 6.2. For each n ∈ Z, one has In = U−n(ρ,σϕnT ρ).
Proof. Take a ∈ In. Then θt (Una) = Una for t ∈ T, and b := Una ∈ M . We check b ∈
(ρ,σ
ϕ
nT ρ) as follows: for x ∈ M ,
bρ(x) = Unρ(x)a = Unρ(x)Un∗Una = σϕnT
(
ρ(x)
)
b.
Hence In ⊂ U−n(ρ,σϕnT ρ).
Next we show the converse inclusion. Set a unitary u := d(ρ)iT [Dϕ ◦ φρ : dϕ]T . Take b ∈
(ρ,σ
ϕ
nT ρ). By direct computation, we see that U−nb ∈ In if and only if b = σϕnT (u)σϕT (b)u∗
holds. Consider the map μ : (ρ,σϕnT ρ)  b → σϕnT (u)σϕT (b)u∗ ∈ (ρ,σϕnT ρ). Then μ is a well-
defined unitary, here the inner product is given by 〈a, b〉 = φρ(b∗a) for a, b ∈ (ρ,σϕT ρ). Hence
it suffices to prove that μ is actually an identity map. Since (ρ,σϕnT ρ) is finite dimensional, it is
spanned by eigenvectors of μ. Let b be an eigenvector μ(b) = e
√−1sb for some s ∈ [0,2π). We
claim that U−nb ∈ (θ−s ρˆ, ρˆ). For x ∈ M , we have the following
U−nbθ−s
(
ρˆ(x)
)= U−nσϕnT (ρ(x))b = ρ(x)U−nb = ρˆ(x)U−nb.
We also have the following
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(
ρˆ(U)
)= U−nbθˆ−s(uU) = U−nb · e√−1suU = U−nμ(b)uU
= uU−nσϕT (b)U = uU1−nb = ρˆ(U)U−nb.
Thus we have verified the claim. By the Frobenius reciprocity, dim(θ−s ρˆ, ρˆ) = dim(θ−s , ρˆ ¯ˆρ),
and hence ρˆ ¯ˆρ contains θ−s as an irreducible component. However by the previous lemma, ρˆ has
a trivial Connes–Takesaki module, and mod(θ−s) = mod(ρˆ ¯ˆρ) = id. This is possible only if s = 0.
Therefore μ = id. 
Theorem 6.3. Let ρ ∈ End0(M). Then one has the following:
(1) ρˆ is irreducible if and only if ρ is irreducible. In this case, the inclusion ρ(M) ⊂ N is
irreducible;
(2) The standard left inverse φρˆ is given by
φρˆ
(
xUn
)= d(ρ)−inT φρ(x[Dϕ ◦ φρ : Dϕ]∗nT )Un for all x ∈ M, n ∈ Z;
(3) The extension ·ˆ is a bijection from End0(M) onto Endθ0(N)∩ Ker(mod);
(4) ρˆ ∈ Cnd(N) if and only if ρ ∈ Cnd(M).
Proof. (1) If ρˆ is irreducible, then I0 = C, and (ρ,ρ) = C follows from the previous lemma.
Conversely if ρ is irreducible, then ρρ contains no non-trivial modular automorphisms because
the T -set T (M) is trivial. This means (ρ,ρ) = C, and (σϕnT ρ,ρ) = 0 for n = 0. Hence I0 = C,
and In = 0 for n = 0. Since ρˆ(N)′ ∩N is densely spanned by {In}n∈Z, ρˆ is irreducible.
We prove the latter statement in (1). Take x ∈ ρ(M)′ ∩ N and let x =∑n∈Z x∗nUn be the
formal decomposition. Then for each n ∈ Z, xn ∈ (ρ,σϕnT ρ). From the above argument, x0 ∈ C
and xn = 0 for n = 0. Hence ρ(M)′ ∩N = C.
(2) By [19, Lemma 3.5], the map φρˆ is well defined. By [11, Theorem 2.8], ρˆφρˆ is the minimal
conditional expectation, and it follows that φρˆ is standard.
(3) Let ψ be a periodic weight constructed as in the proof of Lemma 6.1. By Lemma 6.1,
we see that ρˆ ∈ Endθ0(N) ∩ Ker(mod). So, the given map is well defined. We show that the map
is a bijection. Clearly it is injective, and it suffices to show the surjectivity. Let σ ∈ Endθ0(N) ∩
Ker(mod). Since mod(σ ) = id, we have d(σ )iT [Dψ ◦ φσ : Dψ]T = 1. This is equivalent to
σ(U) = d(σ )iT [Dϕ ◦ φσ |M : Dϕ]T U. (6.1)
Set ρ = σ |M . The action θ of T on σ(N) is dominant, and d(σ ) = d(ρ) follows from [11,
Theorem 2.8 (2)]. In the proof of [11, Theorem 2.8 (2)], it is also shown that σ ◦ φσ |M is the
minimal expectation from M onto ρ(M). Hence φρ = φσ |M . Then the equality (6.1) yields σ =
σ̂ |M .
(4) Let ρ ∈ Cnd(M). We may and do assume that ρ is irreducible. Then by [19, Theo-
rem 4.12], there exists t ∈ R such that [ρ] = [σϕt ]. Then [ρˆ] = [σ̂ ϕt ] = [σ ϕˆt ], and ρˆ ∈ Cnd(N).
Conversely we assume that ρˆ ∈ Cnd(N). Thanks to (1), we may and do assume that ρˆ is
irreducible. By [19, Theorem 4.12], there exist t ∈ R and u ∈ U(N) such that ρˆ = Adu ◦ σ ϕˆt .
Considering the formal decomposition of u, we see that (σϕnT+t , ρ) = 0 for some n ∈ Z. Since ρ
is irreducible by (1), this means [ρ] = [σϕ ], and ρ ∈ Cnd(M). nT+t
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Appendix A, we define the canonical extension β ∈ Mor(N,N ⊗B(K)) for β ∈ Mor0(M,M ⊗
B(K)) by
β(x) = β(x) for all x ∈ M;
β(U) = d(β)iT [Dϕ ◦Φβ : Dϕ ⊗ TrK]T (U ⊗ 1).
By Morθ0(N,N ⊗ B(K)), we denote the set of homomorphisms in Mor0(N,N ⊗ B(K))
commuting with θ . The following is a direct consequence of the previous theorem. The fourth
statement follows from the third one and Theorem A.6.
Lemma 6.4. Let K be a finite dimensional Hilbert space. Then one has the following:
(1) Let β ∈ Mor0(M,M ⊗ B(K)). Then β is irreducible if and only if β is irreducible. In this
case, the inclusion β(M) ⊂ N ⊗B(K) is irreducible;
(2) Let β ∈ Mor0(M,M ⊗B(K)). Then d(β) = d(β) and the standard left inverse Φβ is given
by the following equality: for x ∈ M ⊗B(K) and n ∈ Z,
Φβ
(
x
(
Un ⊗ 1))= d(β)−inT Φβ(x[Dϕ ⊗ TrK : Dϕ ◦Φβ]nT )Un;
(3) The extension · is a bijection from Mor0(M,M ⊗ B(K)) onto Morθ0(N,N ⊗ B(K)) ∩
Ker(mod);
(4) Let β ∈ Mor0(M,M ⊗B(K)). If d(β) = dim(K), then β ∈ Int(N,N ⊗B(K));
(5) Let β ∈ Mor0(M,M ⊗B(K)). Then β ∈ Cnt(M,M ⊗B(K)) if and only if β ∈ Cnt(N,N ⊗
B(K)).
6.2. Reduction to the classification of actions on Rλ
Let α a centrally free cocycle action of Ĝ on M ∼= R∞. Then α is automatically approx-
imately inner by Corollary A.7. For each π ∈ Irr(G), we consider the canonical extension
απ ∈ Mor0(N,N ⊗B(K)) as before. Then α is a cocycle action on N with the same 2-cocycle.
Proposition 6.5. Let α be a centrally free cocycle action of Ĝ on M . Then α is an approximately
inner and centrally free cocycle action of Ĝ on N .
Proof. For each π ∈ Irr(G) \ {1}, απ is approximately inner and centrally non-trivial by
Lemma 6.4 (4) and (5). Since απ is properly outer, απ is irreducible [18, Lemma 2.8]. Hence so
is απ by Lemma 6.4 (1). Then by [18, Lemma 8.3], απ is properly centrally non-trivial. Thus the
cocycle action α is centrally free. 
Our main theorem of this section is the following:
Theorem 6.6. Let α be a centrally free action of Ĝ on M . Then the Ĝ × T-action αθ on N is
cocycle conjugate to θ ⊗ α(0), where α(0) is a free action of Ĝ on R0.
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to α by the Takesaki duality, we see that Theorem 6.6 implies Theorem 2.4 considering the partial
crossed product by θ as before. 
The rest of this section is devoted to show Theorem 6.6. The essential part of our proof is the
model action splitting result in Proposition 6.10. The following lemma shows that the canonical
extension well behaves to cocycle perturbations.
Lemma 6.7. For i = 1,2, let Mi be a type III1 factor, ϕi ∈ W(Mi) and (αi, ui) be a cocycle
action of Ĝ on Mi . We set Ni := Mi 
σ
ϕi
T
Z and the dual action θi := σ̂ ϕiT . If (α1, u1) is cocycle
conjugate to (α2, u2), then there exist an isomorphism Ψ :N1 → N2 and a unitary v ∈ M2 ⊗
L∞(Ĝ) such that
• Ψ ◦ θ1t = θ2t ◦Ψ for all t ∈ T;
• (Ψ ⊗ id) ◦ α1 ◦Ψ−1 = Adv ◦ α2;
• (Ψ ⊗ id ⊗ id)(u1) = (v ⊗ 1)α2(v)u2(id ⊗)(v∗).
In particular, the Ĝ × T-cocycle action α1θ1 is cocycle conjugate to α2θ2.
Proof. Since (α1, u1) ∼ (α2, u2), there exist an isomorphism Ψ0 :M1 → M2 and v ∈ M2 ⊗
L∞(Ĝ) such that
• (Ψ0 ⊗ id) ◦ α1 ◦Ψ−10 = Adv ◦ α2;
• (Ψ0 ⊗ id ⊗ id)(u1) = (v ⊗ 1)α2(v)u2(id ⊗)(v∗).
We set ψ2 := ϕ1 ◦ Ψ−10 ∈ W(M2). Then there exists an isomorphism Ψ :N1 → M2 σψ2T Z
such that Ψ (xUϕ1) = Ψ0(x)Uψ2 , where Uϕ1 and Uψ2 are the implementing unitaries for σϕ
1
T
and σψ
2
T , respectively. Then Ψ intertwines the dual actions. Regard M2 σψ2T
Z = N2 in the
core M˜2. It suffices to show the second equality holds on the implementing unitary Uψ2 . This is
checked as follows: for π ∈ Irr(G), we have
(Ψ ⊗ id) ◦ α1π ◦Ψ−1
(
Uψ
2)= (Ψ ⊗ id)(α1π (Uϕ1))
= (Ψ ⊗ id)([Dϕ1 ◦Φα1π : Dϕ1 ⊗ trπ ]T (Uϕ1 ⊗ 1))
= [Dϕ1 ◦Φα1π ◦ (Ψ−10 ⊗ id) : Dϕ1 ◦Ψ−10 ⊗ trπ ]T (Uψ2 ⊗ 1)
= [Dψ2 ◦Ψ0 ◦Φα1π ◦ (Ψ−10 ⊗ id) : Dψ2 ⊗ trπ ]T (Uψ2 ⊗ 1)
= [Dψ2 ◦Φ(Ψ0⊗id)◦α1◦Ψ−10π : Dψ2 ⊗ trπ ]T (Uψ2 ⊗ 1)
= [Dψ2 ◦ΦAdv◦α2π : Dψ2 ⊗ trπ ]T (Uψ2 ⊗ 1)
= [Dψ2 ◦Φα2π ◦ Adv∗π : Dψ2 ⊗ trπ ] (Uψ2 ⊗ 1)T
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α2
π
T
(
v∗π
)[
Dψ2 ◦Φα2π : Dψ2 ⊗ trπ
]
T
(
Uψ
2 ⊗ 1)
= vπ
[
Dψ2 ◦Φα2π : Dψ2 ⊗ trπ
]
T
σ
ψ2⊗trπ
T
(
v∗π
)(
Uψ
2 ⊗ 1)
= vπ
[
Dψ2 ◦Φα2π : Dψ2 ⊗ trπ
]
T
(
Uψ
2 ⊗ 1)v∗π
= Advπ ◦ α2
(
Uψ
2)
. 
The following lemma is an equivariant version of [4, Lemma I.2]. Recall that α(0) is a free
action of Ĝ on R0.
Lemma 6.8. One has the following:
(1) Let δ be an action of Ĝ on Rλ and γ ∈ Aut(Rλ) such that
• δ commutes with γ ;
• Rλ γ Z ∼=Rλ;
• The natural extension δ of δ to Rλ γ Z is approximately inner and centrally free;
• The Ĝ × T-action δγˆ is centrally free on Rλ γ Z.
Then Ĝ × Z-action δγ on Rλ is cocycle conjugate to idRλ ⊗ γ (0) ⊗ α(0), where γ (0) is an
aperiodic automorphism on R0.
(2) Let δ be an action of Ĝ on Rλ, and β an action of T on Rλ such that
• δ is approximately inner and centrally free;
• δ commutes with β;
• The Ĝ × T-action δβ is centrally free on Rλ;
• Rλ β T ∼=Rλ.
Then the Ĝ × T-action δβ is cocycle conjugate to idRλ ⊗ γ̂ (0) ⊗ α(0).
Proof. (1) Set R := Rλ which admits the Ĝ × Z-action δγ . Let W ∈ R γ Z be the unitary
implementing γ .
Step 1. We show that γ is approximately inner and centrally free.
This follows from [4, Lemma I.2]. Also see [27, Lemma XVIII.4.18].
Step 2. We show that the Ĝ × Z-action δγ is approximately inner.
It is known that R and R γ Z have the common flow of weights [15,22]. Since δ is ap-
proximately inner on R γ Z, mod(δ) = mod(δ) = id. Hence δ is approximately inner on R by
Theorem A.6, and so is δγ .
Step 3. We show that the Ĝ × Z-action δγ is centrally free.
Fix a generalized trace ψ on R. Note that our assumption of (1) is satisfied for any perturbed
actions of δγ . By Lemma 4.13, we may and do assume that ψ is invariant by δγ .
For each π ∈ Irr(G), we set Qπ := δπ (R)′ ∩ (R γ Z ⊗ B(Hπ)). We can show that Qπ is
finite dimensional in a similar way to the proof of Theorem 6.3 (1), where the freeness of γ
is crucial. Also we can show that Ad(W ⊗ 1) ergodically acts on Qπ , and the torus action γˆ
preserves Qπ . Therefore, there exist atoms {pi}mi=1 ⊂ Qπ such that pi ∈ R ⊗ B(Hπ), γ (pi) =
pi+1 for 1 i m− 1 and
Qπ = δπ (R)′ ∩
(
R ⊗B(Hπ)
)= Cp1 + · · · + Cpm. (6.2)
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i m. Then we have ViV ∗i = pi .
Now assume that δπγ n is not properly centrally non-trivial on R for some π ∈ Irr(G) and
n ∈ Z. Set βi := V ∗i δπ (γ n(·))Vi for each i. Then βi ∈ Mor0(R,R ⊗ B(Hπ)) is irreducible and
δπγ
n =∑mi=1 Viβi(·)V ∗i . Then βi is not properly centrally non-trivial for some i. We may and
do assume i = 1. Since β1 is irreducible, β1 is centrally trivial [18, Lemma 8.3]. Then by Corol-
lary A.7, we see that β1 = Adu ◦ σψt0 for some u ∈ U(R) and t0 ∈ R.
So we have δπ (γ n(x))V1u = V1uσψt0 (x) for x ∈ R. Applying γ i−1 to the both sides, we
have δπ (γ n(γ i−1(x)))Viγ i−1(u) = Viγ i−1(u)σψt0 (γ i−1(x)) for x ∈ R, where we have used
the fact that γ commutes with σψ . By definition of βi , we obtain βi(γ i−1(x))γ i−1(u) =
γ i−1(u)σψt0 (γ
i−1(x)), that is, βi = Adγ i−1(u) ◦ σψt0 . Hence {βi}mi=1 define the equivalent sec-
tors. By (6.2), this is possible when m = 1, that is, δπγ n is irreducible. Hence we may assume
that δπγ n = Adu ◦ σψt0 .
Since ψ is invariant under δγ , u ∈ Rψ , and γ (u) = e
√−1s0u for some s0 ∈ R. We can check
that δπ ◦AdWn = Adu◦σ ψˆt0 ◦ γˆ−s0 holds on Rγ Z by direct computation. So δπ γˆs0 is centrally
trivial, and the assumption (1) yields π = 1, s0 = 0, and γ n = Adu ◦ σψt0 . Then we get n = 0 by
central freeness of γ .
Step 4. We use the classification result for actions on Rλ.
The Ĝ × Z-action δγ on Rλ is approximately inner and centrally free. So δγ is cocycle
conjugate to idN ⊗ γ (0) ⊗ α(0) by Theorem 2.4 for Rλ.
(2) Let N = Rλ β T and γ = β̂ . Extend the action δ to N , which is also denoted by δ.
Using the Takesaki duality [26], we see that all the assumptions of (1) are fulfilled. Then we
get δβ̂ ∼ idRλ ⊗ γ (0) ⊗ α(0). Comparing the crossed products by β̂ and γ (0), we obtain δβ ∼
idRλ ⊗ γ̂ (0) ⊗ α(0). 
Lemma 6.9. Let M ∼= R∞, N = M σϕT Z as before, and α a centrally free action of Ĝ on M .
Then the Ĝ × T-action θ−t ⊗ αθt on N ⊗N is cocycle conjugate to idN ⊗ γ̂ (0)t ⊗ α(0).
Proof. We can identify (N ⊗ N) θt⊗θ−t T with (M ⊗ M) σϕT ⊗σϕT Z [4, Lemma 1(b)]. Hence
(N ⊗ N) θt⊗θ−t T is a factor of type IIIλ. By Proposition 6.5, α is approximately inner and
centrally free, hence so is id ⊗ α. It is obvious that θ−t ⊗ αθt is a centrally free action. Then the
previous lemma can be applied. 
Proposition 6.10. Let M , N , α, θ be as above. Let βt be a product type action of T on R0 ∼=⊗∞
i=1 M2(C) given by βt =
⊗∞
i=1 Ad
( 1 0
0 e
√−1t
) for t ∈ R. Then αθ is cocycle conjugate to idRλ ⊗
β ⊗ αθ .
The proof of Proposition 6.10 will be presented in the sequel subsections. Here we prove
Theorem 6.6 assuming Proposition 6.10.
Proof of Theorem 6.6. Note that β is a minimal action of T, hence is dual, and conjugate to
γ̂ (0). Since θ−t ⊗ θt (resp. θt ) is cocycle conjugate to idRλ ⊗ βt (resp. θt ⊗ βt ⊗ idRλ ) by the
theory of Connes [4, Lemma 5] and Haagerup [9], we have
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∼ θt ⊗ θ−t ⊗ αθt
∼ θt ⊗ βt ⊗ idRλ ⊗ α(0) (by Lemma 6.9)
∼ θt ⊗ α(0).
Hence αθt is cocycle conjugate to θt ⊗ α(0). 
Therefore the proof of Theorem 2.4 has been reduced to that of Proposition 6.10. We will
show that αθ ∼ idRλ ⊗ αθ in Corollary 6.15, and αθ ∼ β ⊗ αθ in Theorem 6.17, and complete
the proof of Proposition 6.10.
6.3. λ-stability
As an analogue of the property L′a in [1], we introduce the following notion.
Definition 6.11. Let Ĝ be a discrete Kac algebra, P a factor, and α a cocycle action of Ĝ on P .
For 0 < λ< 1, set a = λ1+λ . We say that (P,α) satisfies the property L′a if we have the following:
For any ε > 0, any finite sets F  Irr(G) and Ψπ  (P ⊗ B(Hπ))∗ for π ∈ F , there exists a
partial isometry u ∈ P such that for ψ ∈ Ψπ , π ∈ F ,
uu∗ + u∗u = 1, u2 = 0;∥∥(u⊗ 1) ·ψ − λψ · (u⊗ 1)∥∥< ε;∥∥(u⊗ 1 − απ(u)) ·ψ∥∥< ε;∥∥ψ · (u⊗ 1 − απ(u))∥∥< ε.
Note that the property L′a is stable under perturbations of a cocycle action.
Lemma 6.12. Let α be a centrally free cocycle action of Ĝ on R∞. Then (R∞, α) has the prop-
erty L′a , a = λ1+λ , for any 0 < λ< 1.
Proof. Since M := R∞ is properly infinite, we may and do assume that α is an action. Take
π ∈ Irr(G), and set π ′ := d(π)1 ⊕ π , a direct sum representation of G. Consider an inclusion
απ ′(M) ⊂ M ⊗B(Hπ ′). We can identify M ⊗B(Hπ ′) with M2(M ⊗B(Hπ)) and
απ ′(M) =
{(
x ⊗ 1π 0π
0π απ(x)
) ∣∣ x ∈ M}.
Then απ ′(M) ⊂ M ⊗B(Hπ ′) is an inclusion of injective factors of type III1 with minimal index
4d(π)2. The minimal expectation Eπ is given by
Eπ
((
a b
c d
))
= 1απ ′
(
(id ⊗ trπ )(a)+Φπ(d)
)
.2
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as before. The implementing unitary is denoted by Uϕ = λϕ(T ). Set γ := σϕ◦Φ
α
π ′
T , where Φ
α
π ′ =
α−1
π ′ ◦Eπ . Then γ globally preserves the inclusion απ ′(M) ⊂ M ⊗B(Hπ ′).
Claim 1. We show that the inclusion απ ′(M) γ Z ⊂ (M ⊗ B(Hπ ′)) γ Z is isomorphic to
απ ′(N) ⊂ N ⊗B(Hπ ′).
We identify (M ⊗ B(Hπ ′)) γ Z with (M ⊗ B(Hπ ′)) 
σ
ϕ⊗tr
π ′
T
Z in the core algebra Q of
M ⊗B(Hπ ′). Then
απ ′(M)γ Z = απ ′(M)∨
{
λ
ϕ◦Φα
π ′ (T )
}′′
= απ ′(M)∨
{[
Dϕ ◦Φαπ ′ : Dϕ ⊗ trπ ′
]
T
λϕ⊗trπ ′ (T )
}′′
.
The canonical isomorphism Ψ :Q → M˜ ⊗ B(Hπ ′) satisfies Ψ |M⊗B(Hπ ′ ) = id and
Ψ (λϕ⊗trπ ′ (T )) = λϕ(T )⊗ 1. Hence
Ψ
(
λ
ϕ◦Φα
π ′ (T )
)= [Dϕ ◦Φαπ ′ : Dϕ ⊗ trπ ′]T (λϕ(T )⊗ 1)= απ ′(λϕ(T )).
Then we have Ψ (απ ′(M)γ Z) = απ ′(N) and Ψ ((M ⊗B(Hπ ′))γ Z) = N ⊗B(Hπ ′).
Claim 2. We show that the inclusion απ ′(N) ⊂ N ⊗B(Hπ ′) is relatively λ-stable.
Since α is approximately inner and centrally free on N by Proposition 6.5, α is cocycle conju-
gate to idRλ ⊗ α by Theorem 2.4 for type IIIλ case. Hence the inclusion απ ′(N) ⊂ N ⊗B(Hπ ′)
is relatively λ-stable in the sense that απ ′(N) ⊂ N ⊗ B(Hπ ′) ∼= Rλ ⊗ απ ′(N) ⊂ (Rλ ⊗ N) ⊗
B(Hπ ′).
Claim 3. We show that γ is an approximately inner automorphism on the subfactor απ ′(M) ⊂
M ⊗B(Hπ ′).
By Corollary 3.26, we can choose {wn}n ⊂ U(M) such that σϕT = limn→∞ Adwn and [Dϕ ◦
Φπ : Dϕ ⊗ trπ ]T = limn→∞ απ(wn)(w∗n ⊗ 1) for all π ∈ Irr(G). Since 2ϕ ◦ α−1π ′ ◦Eπ is nothing
but a balanced functional ϕ ⊗ trπ ⊕ ϕ ◦Φπ ,
γ = Ad
(
1π 0π
0π [Dϕ ◦Φπ : Dϕ ⊗ trπ ]T
)
◦ (σϕT ⊗ idπ ).
Thus γ = limn→∞ Adαπ ′(wn), and γ is approximately inner in a subfactor sense.
By the previous three claims, we can show that the inclusion απ ′(M) ⊂ M ⊗ B(Hπ ′) is
relatively λ-stable. Indeed, the proof is similar to that of [4, Corollary II.3]. (Also see [17, Theo-
rem 3.6].) Hence for any ε > 0 and any {ψi}ni=1 ⊂ (M ⊗B(Hπ ′))∗, there exists u ∈ M such that
u2 = 0, uu∗ + u∗u = 1 and∥∥απ ′(u) ·ψi − λψi · απ ′(u)∥∥< ε, for all 1 i  n.
For ψ ∈ (M ⊗ B(Hπ))∗, define ψij ∈ (M ⊗ B(Hπ ′))∗ by ψij (a) = ψ(aij ) via identification of
M ⊗ B(Hπ ′) with M2(M ⊗ B(Hπ)) and απ ′(x) = diag(x ⊗ 1π ,απ(x)) for x ∈ M . Assume we
have chosen u so that∥∥απ ′(u) ·ψij − λψij · απ ′(u)∥∥< ε for all i, j = 1,2.
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∥∥(u⊗ 1π ) ·ψ − λψ · (u⊗ 1)∥∥< ε, ∥∥(u⊗ 1) ·ψ − λψ · απ(u)∥∥< ε;∥∥απ(u) ·ψ − λψ · (u⊗ 1)∥∥< ε, ∥∥απ(u) ·ψ − λψ · απ(u)∥∥< ε.
It is easy to deduce that u satisfies the condition in Definition 6.11 for ψ . So far, we have con-
sidered a single element π ∈ Irr(G). For a finite subset F  Irr(G), define Π :=⊕π∈F π ′, and
consider the similarly defined inclusion αΠ(M) ⊂ M ⊗ B(HΠ). Then the same argument is
applicable. 
Lemma 6.13. Let P be a properly infinite factor, H a finite dimensional Hilbert space, α ∈
Mor0(P,P ⊗ B(H)) and Φ  (P ⊗ B(H))∗ a finite set of faithful states. Let 0 < ε < 1 and
0 < λ 1. Assume that there exists u ∈ P such that uu∗ + u∗u = 1, u2 = 0 and for all ϕ ∈ Φ ,
∥∥(u⊗ 1) · ϕ − λϕ · (u⊗ 1)∥∥ λε, ∥∥ϕ · (u⊗ 1)− λ−1(u⊗ 1) · ϕ∥∥ λε;∥∥(u⊗ 1 − α(u)) · ϕ∥∥ λε, ∥∥ϕ · (u⊗ 1 − α(u))∥∥ λε.
Then there exists a unitary v ∈ P ⊗ B(H) such that Adv ◦ α = id on the type I2 subfactor {u}′′
and ‖v − 1‖#ϕ < 12 4
√
ε for all ϕ ∈ Φ .
Proof. In the following, we frequently use the inequalities ‖x‖2ϕ  ‖x‖‖x · ϕ‖, ‖x · ϕ‖ √‖ϕ‖‖x‖ϕ . First we show uu∗ ⊗ 1 and α(uu∗) are close as follows:∥∥(uu∗ ⊗ 1 − α(uu∗)) · ϕ∥∥

∥∥(uu∗ ⊗ 1) · ϕ − λ−1α(u) · ϕ · (u⊗ 1)∥∥+ ∥∥λ−1α(u) · ϕ · (u∗ ⊗ 1)− α(uu∗) · ϕ∥∥
= ∥∥(uu∗ ⊗ 1)ϕ − λ−1(u⊗ 1) · ϕ · (u∗ ⊗ 1)∥∥
+ ∥∥λ−1(u⊗ 1) · ϕ · (u∗ ⊗ 1)− λ−1α(u) · ϕ · (u∗ ⊗ 1)∥∥
+ ∥∥λ−1ϕ · (u∗ ⊗ 1)− (u∗ ⊗ 1) · ϕ∥∥+ ∥∥(u∗ ⊗ 1)ϕ − α(u∗) · ϕ∥∥ 4ε.
Since ‖x‖2ϕ  ‖xϕ‖‖x‖, we have ‖uu∗ ⊗ 1 − α(uu∗)‖2ϕ  8ε. In the same way, we have ‖u∗u⊗
1 −α(u∗u)‖2ϕ  8ε. Hence we have ‖uu∗ ⊗ 1 −α(uu∗)‖#ϕ  2
√
2ε and ‖u∗u⊗ 1 −α(u∗u)‖#ϕ 
2
√
2ε.
By [2, Lemma 1.1.4] and [20, Lemma 8.1.1], there exists a partial isometry w ∈ P ⊗ B(H)
with ww∗ = uu∗ ⊗ 1, w∗w = α(uu∗), ‖w − uu∗ ⊗ 1‖#ϕ  7‖uu∗ ⊗ 1 − α(uu∗)‖ϕ for ϕ ∈ Φ .
Hence we have ‖w − uu∗ ⊗ 1‖#ϕ  14
√
2ε.
Set v := (uu∗ ⊗ 1)wα(uu∗) + (u∗ ⊗ 1)wα(u). It is standard to see Adv ◦ α(x) = x ⊗ 1 for
x ∈ {u}′′. We estimate ‖(v − 1) · ϕ‖ and ‖ϕ · (v − 1)‖. Since ‖x‖ϕ 
√
2‖x‖#ϕ , and ‖xϕ‖ √‖ϕ‖‖x‖ϕ , we have
∥∥(w − uu∗ ⊗ 1) · ϕ∥∥ ∥∥w − uu∗ ⊗ 1∥∥
ϕ

√
2
∥∥w − uu∗ ⊗ 1∥∥#
ϕ
 28
√
ε.
Since ‖[uu∗ ⊗ 1, ϕ]‖ 2ε, we get
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
∥∥(wα(uu∗)− uu∗ ⊗ 1) · ϕ∥∥

∥∥(wα(uu∗)−w(uu∗ ⊗ 1)) · ϕ∥∥+ ∥∥(w(uu∗ ⊗ 1)− uu∗ ⊗ 1) · ϕ∥∥
 4ε + ∥∥(w − uu∗ ⊗ 1)[ϕ,uu∗ ⊗ 1]∥∥+ ∥∥(w − uu∗ ⊗ 1) · ϕ · (uu∗ ⊗ 1)∥∥
 4ε + 4ε + 28√ε  36√ε
and
∥∥((u∗ ⊗ 1)wα(u)− u∗u⊗ 1) · ϕ∥∥

∥∥(wα(u)− u⊗ 1) · ϕ∥∥

∥∥(wα(u)−w(u⊗ 1)) · ϕ∥∥+ ∥∥(w(u⊗ 1)− u⊗ 1) · ϕ∥∥
 ε + ∥∥(w − uu∗ ⊗ 1)(uϕ − λϕu)∥∥+ ∥∥(w − uu∗ ⊗ 1) · λϕ · (u⊗ 1)∥∥
 ε + 2ε + 28√ε  31√ε.
Hence ‖(v − 1) · ϕ‖ 36√ε + 31√ε = 67√ε, and ‖v − 1‖2ϕ  134
√
ε holds.
Next we estimate ‖ϕ · (v − 1)‖ as follows:
∥∥ϕ · ((uu∗ ⊗ 1)wα(uu∗)− uu∗ ⊗ 1)∥∥

∥∥ϕ · (uu∗ ⊗ 1)(wα(uu∗)− uu∗ ⊗ 1)∥∥

∥∥[ϕ,uu∗ ⊗ 1](wα(uu∗)− uu∗ ⊗ 1)∥∥+ ∥∥(uu∗ ⊗ 1) · ϕ · (wα(uu∗)− uu∗ ⊗ 1)∥∥
 4ε + ∥∥(uu∗ ⊗ 1) · ϕ · (wα(uu∗)− uu∗ ⊗ 1)∥∥
 4ε + ∥∥ϕ · (w − α(uu∗))α(uu∗)∥∥+ ∥∥ϕ · ((uu∗ ⊗ 1)α(uu∗)− uu∗ ⊗ 1)∥∥
 4ε + 28√ε + ∥∥ϕ · (uu∗ ⊗ 1)(α(uu∗)− uu∗ ⊗ 1)∥∥
 32
√
ε + 4ε + ∥∥ϕ · (α(uu∗)− uu∗ ⊗ 1)∥∥
 32
√
ε + 4ε + 4ε  40√ε
and
∥∥ϕ · ((u∗ ⊗ 1)wα(u)− u∗u⊗ 1)∥∥

∥∥(ϕ · (u∗ ⊗ 1)− λ(u∗ ⊗ 1) · ϕ) · (wα(u)− u⊗ 1)∥∥+ ∥∥λu∗ϕ · (wα(u)− u⊗ 1)∥∥
 2ε + ∥∥ϕ · (wα(u)− u⊗ 1)∥∥
 2ε + ∥∥ϕ · (w − uu∗ ⊗ 1)α(u)∥∥+ ∥∥ϕ · ((uu∗ ⊗ 1)α(u)− u⊗ 1)∥∥
 2ε + 28√ε + ∥∥ϕ · (uu∗ ⊗ 1) · (α(u)− u⊗ 1)∥∥
 30
√
ε + 4ε + ∥∥ϕ · (α(u)− u⊗ 1)∥∥ 35√ε.
Hence ‖ϕ · (v − 1)‖  75√ε, and ‖v∗ − 1‖2ϕ  150
√
ε holds. This implies that ‖v − 1‖#2ϕ =
1 (‖v − 1‖2 + ‖v∗ − 1‖2 ) 142√ε, and ‖v − 1‖#  12 4√ε. 2 ϕ ϕ ϕ
T. Masuda, R. Tomatsu / Journal of Functional Analysis 258 (2010) 1965–2025 2011Theorem 6.14. Let α be a centrally free action of Ĝ on R∞. Then α is cocycle conjugate to
idRλ ⊗ α for all 0 < λ< 1.
Proof. Set M :=R∞, εn := 16−n. Let {Fn}∞n=1 be an increasing sequence of finite sets of Irr(G)
with
⋃∞
n=1 Fn = Irr(G). Let {ψn}∞n=1 ⊂ (M∗)+ be a countable dense subset such that ψ1 is a
faithful state. For each k ∈ N, we will construct a sequence of mutually commuting 2 × 2-matrix
units {eij (k)}2i,j=1, and unitaries vk, v¯k ∈ M ⊗L∞(Ĝ) with the following five conditions:
v¯n = vnvn−1 · · ·v1;
Ad v¯nπ ◦ απ
(
eij (k)
)= eij (k)⊗ 1π , i, j = 1,2, 1 k  n, π ∈ Fn;∥∥vnπ − 1∥∥#ψ1⊗trπ < 12 4√εn, π ∈ Fn;∥∥vnπ − 1∥∥#(ψ1⊗trπ )◦Ad v¯n−1∗π < 12 4√εn, π ∈ Fn;∥∥ψk · eij (n)− λi−j eij (n) ·ψk∥∥< 2εn, 1 k  n.
Since (M,α) has the property L′a for any 0 < a < 1/2 by Lemma 6.12, we can choose u ∈ M
such that
uu∗ + u∗u = 1, u2 = 0;∥∥(u⊗ 1 − απ(u)) · (ψ1 ⊗ trπ )∥∥< λε1, π ∈ F1;∥∥(ψ1 ⊗ trπ ) · (u⊗ 1 − απ(u))∥∥< λε1, π ∈ F1;
‖u ·ψ1 − λψ1 · u‖ < λ2ε1.
Then by Lemma 6.13, there exists a unitary v1π such that ‖v1π − 1‖#ψ1⊗trπ < 12 4
√
ε1, π ∈ F1, and
Adv1π ◦ απ(u) = u ⊗ 1. We define v1ρ , ρ /∈ F1, in a similar way as in the proof of Lemma 6.13.
Set {e11(1), e12(1), e21(1), e22(1)} := {uu∗, u,u∗, u∗u}. Note that ‖[eii(1),ψ1]‖ < 2ε1, so the
first step is complete.
Suppose we have done up to the n-th step. Set En :=∨nk=1({eij (k)}2i,j=1)′′, αn+1 := Ad v¯n◦α,
and Mn+1 := E′n ∩ M . Then αn+1 is a centrally free cocycle action on Mn+1 ∼= R∞. Hence
(Mn+1, αn+1) has the property L′a by Lemma 6.12. Let {w}4n=1 be a basis for E∗n with ‖w‖ 1,
and decompose ψk =∑4n=1 w ⊗ψk. Take u ∈ Mn+1 satisfying uu∗ + u∗u = 1, u2 = 0 and the
following conditions: for any π ∈ Fn+1,
∥∥(u⊗ 1 − αn+1π (u)) · (ψ1 ⊗ trπ )∥∥< λεn+1;∥∥(ψ1 ⊗ trπ ) · (u⊗ 1 − αn+1π (u))∥∥< λεn+1;∥∥(u⊗ 1 − αn+1π (u)) · ((ψ1 ⊗ trπ ) ◦ Ad v¯n∗π )∥∥< λεn+1;∥∥((ψ1 ⊗ trπ ) ◦ Ad v¯n∗π ) · (u⊗ 1 − αn+1π (u))∥∥< λεn+1;∥∥(u⊗ 1) · ((ψ1 ⊗ trπ ) ◦ Ad v¯n∗π )− λ((ψ1 ⊗ trπ ) ◦ Ad v¯n∗π ) · (u⊗ 1)∥∥< λ2εn+1;
‖u ·ψk − λψk · u‖ < 4−nλ2εn+1, 1 k  n+ 1, 1  4n.
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respectively. The last inequality yields ‖u · ψk − λψk · u‖  λ2εn+1, and in particular, ‖(u ⊗
1) · (ψ1 ⊗ tr) − λ(ψ1 ⊗ tr) · (u ⊗ 1)‖  λ2εn+1. By Lemma 6.13, there exists a unitary vn+1π ∈
Mn+1 ⊗B(Hπ) for π ∈ Fn+1 such that
Advn+1π ◦ αnπ(u) = u⊗ 1, π ∈ Fn+1;∥∥vn+1π − 1∥∥#ψ1⊗trπ < 12 4√εn+1, π ∈ Fn+1;∥∥vn+1π − 1∥∥#(ψ1⊗trπ )◦Ad v¯n∗π < 12 4√εn+1, π ∈ Fn+1.
Set {e11(n+ 1), e12(n+ 1), e21(n+ 1), e22(n+ 1)} := {uu∗, u,u∗, u∗u}. Then ‖ψk · eij (n+ 1)−
λi−j eij (n+1) ·ψk‖ < 2εn+1 holds for 1 k  n+1. Define vn+1 by extending vn+1π , π ∈ Fn+1,
as before. Thus we have finished the (n+ 1)-st step, and this completes our induction.
Define E∞ :=∨∞k=1{eij (k)}′′i,j=1,2. Since ∑∞k=1 ‖ψn · eij (k) − λi−j eij (k) · ψn‖ < ∞ for all
n ∈ N, E∞ is an injective factor of type IIIλ, and we have the factorization M = E∞∨E′∞∩M ∼=
E∞ ⊗ E′∞ ∩ M by [1, Theorem 1.3]. (Also see [27, Lemma XVIII.4.5].) Next we show the
convergence of {v¯nπ }∞n=1. If π ∈ Fn, we have∥∥v¯n+1π − v¯nπ∥∥ψ1⊗trπ = ∥∥(vn+1π − 1)v¯nπ∥∥ψ⊗trπ = ∥∥vn+1π − 1∥∥(ψ⊗trπ )◦Ad v¯n∗π
< 12
√
2 4√εn+1
and
∥∥(v¯n+1π − v¯nπ )∗∥∥ψ1⊗trπ = ∥∥(vn+1π − 1)∗∥∥ψ⊗trπ
< 12
√
2 4√εn+1.
Hence for each π ∈ Irr(G), {v¯nπ }∞n=1 is a Cauchy sequence in the strong* topology, and set v¯π :=
limn→∞ v¯nπ . Set v¯ = (v¯π )π ∈ M ⊗ L∞(Ĝ). By the choice of vnπ , α′ := Ad v¯ ◦ α acts trivially
on E∞. Hence α′ is a cocycle action on E′∞ ∩ M with a 2-cocycle u = v¯(12)(α ⊗ id)(v¯)(id ⊗
)(v¯∗). Since E′∞ ∩ M is of type III, u is a coboundary by Lemma 3.2. Hence α is cocycle
conjugate to idE∞ ⊗ β for some action β of Ĝ on E′∞ ∩ M . Since E∞ ⊗ E∞ ∼= E∞ ∼= Rλ,
α ∼ idE∞ ⊗ β ≈ idE∞ ⊗ idE∞ ⊗ β ∼ idRλ ⊗ α. 
Corollary 6.15. Let M ∼= R∞, N = M σϕT Z, T = −2π/ logλ and θ be as before. Let α be a
centrally free action of Ĝ on R∞. Then the Ĝ × T-action αθ is cocycle conjugate to idRλ ⊗ αθ .
Proof. This is immediate from Lemma 6.7 and Theorem 6.14 when we consider the state of the
form ϕλ ⊗ ϕ on Rλ ⊗M , where ϕλ is a periodic state on Rλ. 
6.4. Model action splitting
Lemma 6.16. Let α be a centrally free cocycle action of Ĝ on M ∼= R∞. Then there exists a
centralizing sequence of partial isometries {un}n ⊂ N with unu∗n + u∗nun = 1, u2n = 0, θt (un) =
e
√−1t un for all t ∈ R and limn→∞ α(un)− un ⊗ 1 = 0 in the σ -strong* topology.
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by Theorem 6.14 and Rλ ∼= R0 ⊗ Rλ, and hence α′ is cocycle conjugate to idR0 ⊗ α′ via an
isomorphism R0 ⊗ M ∼= M . By Lemma 6.7, it suffices to show the statements for idR0 ⊗ α
and N = (R0 ⊗ M) σ tr⊗ϕT Z assuming that α is an action. We denote by U the implementing
unitary.
Let {vn}∞n=1 ⊂R0 ⊗C1 ⊂R0 ⊗M be a centralizing sequence of partial isometries with vnv∗n+
v∗nvn = 1, v2n = 0, and (idR0 ⊗ α)(vn) = vn ⊗ 1. Let {wn}∞n=1 ⊂ C1 ⊗M be as in Corollary 3.26.
Set un := U∗wnv∗n for each n ∈ N. Since [wn,vn] = 0 and UvnU∗ = σ tr⊗ϕT (vn) = vn, we have
unu
∗
n = vnv∗n , u∗nun = v∗nvn ∈ M , unu∗n + u∗nun = 1 and u2n = 0. Since (U∗wn)n is centralizing,
{un}∞n=1 is a centralizing sequence in N , and θt (un) = e
√−1t un for all t ∈ T. Take a faithful
normal state ψ on N ⊗B(Hπ). Then we have
∥∥ψ · ((id ⊗ απ)(un)− un ⊗ 1)∥∥
= ∥∥ψ · (U∗ ⊗ 1)([Dϕ ◦Φπ : Dφ ⊗ trπ ]∗T (id ⊗ απ)(wn)(v∗n ⊗ 1)− (wnv∗n ⊗ 1))∥∥
= ∥∥ψ · (U∗ ⊗ 1)([Dϕ ◦Φπ : Dφ ⊗ trπ ]∗T − (wn ⊗ 1)(id ⊗ απ)(w∗n))∥∥
→ 0
as n → ∞. In a similar way, we get limn→∞ ‖((id ⊗ απ)(un)− un ⊗ 1) ·ψ‖ = 0. These implies
that απ(un)− un ⊗ 1 converges to 0 σ -strongly*. 
Theorem 6.17. Let M , N , θ be as before. Let α be a centrally free action of Ĝ on M . Let β be the
infinite tensor product type action of T on R0 given in Proposition 6.10. Then the Ĝ × T-action
αθ is cocycle conjugate to β ⊗ αθ .
Proof. The proof is similar to that of Theorem 6.14. Set εn := 16−n. Let {ψn}∞n=1 ⊂ (M∗)+ be a
countable dense subset such that ψ1 is a faithful state. We will construct a sequence of mutually
commuting 2×2-matrix units {eij (k)}2i,j=1 ⊂ N , and unitaries vk, v¯k ∈ M ⊗B(Hπ), k ∈ N, with
the following:
v¯k = vkvk−1 · · ·v1;
Ad v¯nπ ◦ απ
(
eij (k)
)= eij (k)⊗ 1 for all i, j = 1,2, 1 k  n, π ∈ Fn;∥∥vnπ − 1∥∥ψ1⊗trπ < 12 4√εn for all π ∈ Fn;∥∥vnπ − 1∥∥(ψ1⊗trπ )◦Ad v¯n−1∗ < 12 4√εn for all π ∈ Fn;
θt
(
eij (k)
)= Ad(1 00 e√−1t
)(
eij (k)
)
for all t ∈ R, i, j = 1,2, k ∈ N;
∥∥ψk · eij (n)− eij (n) ·ψk∥∥< 2εn for all i, j = 1,2, 1 k  n.
By Lemma 6.16, there exists a partial isometry u ∈ N such that u2 = 0, uu∗ + u∗u = 1,
θt (u) = e
√−1t u, uu∗, u∗u ∈ M and
∥∥(u⊗ 1 − απ(u)) · (ψ1 ⊗ trπ )∥∥< ε1 for all π ∈ F1;
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‖u ·ψ1 −ψ1 · u‖ < ε1.
Since uu∗ ⊗ 1π ,απ(uu∗) = απ(uu∗) ∈ M ⊗ B(Hπ), we can take w from M in the proof of
Lemma 6.13. Then v1π constructed in Lemma 6.13 is in M ⊗B(Hπ), and we have∥∥v1π − 1∥∥#ψ1 < 12 4√ε1 for all π ∈ F1;
Adv1π ◦ απ(u) = u⊗ 1 for all π ∈ F1.
Set {e11(1), e12(1), e21(1), e22(1)} := {u∗u,u∗, u,uu∗}. Define v1 ∈ M ⊗ L∞(Ĝ) by extend-
ing v1π , π ∈ F1, as before. Note that ‖[eij (1),ψ1]‖ < 2ε1 for i, j = 1,2. So the first step is
complete.
Set α2 := Adv1 ◦ α, and N2 := {u}′ ∩ N . Take w ∈ M an isometry with ww∗ = e11(1). Set
s1 := e11(1)w and s2 := e21(1)w. Then sis∗j = eij (1), θt (s1) = s1 and θt (s2) = e−it s2 hold. Let
ρ(x) :=∑2i=1 sixs∗i . Then ρ is an isomorphism between N and N2 which intertwines θ . Then
M2 := Nθ2 = ρ(M) is the injective factor of type III1, and θ is the dual action for σϕ
′
T where ϕ
′ :=
ϕ ◦ ρ−1 ∈ (M2)∗. Since θ commutes with α2 because of v1π ∈ M ⊗ B(Hπ), α2 preserves M2.
Note that v1α(v1)(id ⊗ )((v1)∗), a 2-cocycle of α2 is in N2 and fixed by θ , and it is indeed
in M2. This means that α|M2 is a cocycle action. Obviously we have Z(N˜) = Z(N˜2). Hence
α2 has trivial Connes–Takesaki module, and α2 is approximately inner. By Lemma 6.4, α2 is
the canonical extension of α2 := α2|M2 . Since α is centrally free, α2 is centrally free, and α2 is
centrally free on M2 by Lemma 6.4.
Then we can apply Lemma 6.16 to M2, α2, and θ . The rest of the proof is same as that of
Theorem 6.14. 
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Appendix A
We discuss relations between the canonical extension of endomorphisms and homomor-
phisms. In this section, we do not assume the amenability of Ĝ.
A.1. Canonical extension of homomorphisms
Let M be a properly infinite factor and H a finite dimensional Hilbert space with dimH = n.
Let M˜ be the canonical core of M [7, Definition 2.5]. We denote by TrH and trH the non-
normalized and the normalized traces on B(H), respectively. Then we can introduce an isomor-
phism between the inclusions M ⊂ M˜ and M ⊗ B(H) ⊂ M˜ ⊗ B(H) as follows. Fix isometries
{vi}ni=1 ⊂ M with orthogonal ranges and
∑n
i=1 viv∗i = 1. Define σ ∈ Mor(M˜ ⊗B(H), M˜) by
σ(x) =
n∑
vixij v
∗
j .i,j=1
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the following bijection:
σ∗ : Mor0
(
M,M ⊗B(K))→ End0(M), α → σ ◦ α.
We can check that d(α) = d(σ ◦ α) and the standard left inverse of ρ := σ ◦ α is given by
φρ = Φα ◦ σ−1. Hence Φα(x) = φρ ◦ σ(x) =∑ni,j=1 φρ(vixij v∗j ) holds.
Recall the topology on End0(M) introduced in [19, Definition 2.1]. We also introduce a topol-
ogy on Mor0(M,M ⊗B(H)) similarly.
Lemma A.1. The map σ∗ is a homeomorphism.
Proof. Take arbitrary ϕ ∈ M∗. Assume that αν → α in Mor0(M,M ⊗ B(H)) as ν → ∞, that
is, we have the norm convergence ϕ ◦ Φαν → ϕ ◦ Φα in (M ⊗ B(H))∗. Write ρν = σ∗(αν)
and ρ = σ∗(α). Using φρν = Φαν ◦ σ−1 and φρ = Φα ◦ σ−1, we have the norm convergence
ϕ ◦ φρν → ϕ ◦ φρ , that is, ρν → ρ as ν → ∞. Hence σ∗ is continuous. Similarly we can prove
that σ−1∗ is continuous. 
Lemma A.2. Let ϕ be a faithful normal state on M . Then one has
[
Dϕ ◦Φα : Dϕ ⊗ Tr]
t
=
n∑
i,j=1
v∗i [Dϕ ◦ φσ∗(α) : Dϕ]t σ ϕt (vj )⊗ eij for all t ∈ R.
Proof. Set ρ := σ∗(α) and a unitary ut :=∑ni,j=1 v∗i [Dϕ ◦ φρ : Dϕ]t σ ϕt (vj )⊗ eij . Then ut is a
σϕ⊗Tr-cocycle. We verify that ut satisfies the relative modular condition. Let D := {z ∈ C | 0 <
Im(z) < 1}, and
A(D) := {f (z) ∣∣ f (z) is analytic on D, bounded, continuous on D}.
Take x, y ∈ M ⊗B(H). By the relative modular condition for [Dϕ ◦Φα : Dϕ]t ,∑nk=1 vkxk and∑n
j=1 yj v∗j , we can choose F(z) ∈ A(D) such that
F(t) =
n∑
j,k=1
ϕ ◦ φρ
([Dϕ ◦ φρ : Dϕ]t σ ϕt (vkxk)yj v∗j ) for all t ∈ R
and
F(t +
√−1 ) =
n∑
j,k=1
ϕ
(
yj v
∗
j [Dϕ ◦ φρ : Dϕ]t σ ϕt (vkxk)
)
for all t ∈ R.
Set F(z) :=∑n=1 F(z) ∈ A(D). Then we have
ϕ ◦Φα(utσϕ⊗Trt (x)y)= n∑ ϕ ◦ φρ(vi(utσϕ⊗Trt (x)y)ij v∗j )i,j=1
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n∑
i,j,k,=1
ϕ ◦ φρ
(
viut,ikσ
ϕ
t (xk)yj v
∗
j
)
=
n∑
i,j,k,=1
ϕ ◦ φρ
(
viv
∗
i [Dϕ ◦ φρ : Dϕ]t σ ϕt (vk)σϕt (xk)yj v∗j
)
=
n∑
j,k,=1
ϕ ◦ φρ
([Dϕ ◦ φρ : Dϕ]t σ ϕt (vkxk)yj v∗j )
= F(t),
and
(ϕ ⊗ Tr)(yutσϕ⊗Trt (x))= n∑
=1
ϕ
((
yutσ
ϕ⊗Tr
t (x)
)

)= n∑
j,k,=1
ϕ
(
yjut,jkσ
ϕ
t (xk)
)
=
n∑
j,k,=1
ϕ
(
yj v
∗
j [Dϕ ◦ φρ : Dϕ]t σ ϕt (vk)σϕt (xk)
)
= F(t + √−1 ).
This shows that ut satisfies the relative modular condition. 
Let ∼ : End(M)0 → End(M˜) be the canonical extension [12, Theorem 2.4]. We define the
map ∼ : Mor0(M,M ⊗B(K)) → Mor(M˜, M˜ ⊗B(K)) by
α˜ = σ−1 ◦ σ˜ ◦ α for all α ∈ Mor0
(
M,M ⊗B(K)).
In fact, α˜ does not depend on σ as follows.
Theorem A.3. One has the following:
(1) α˜(x) = α(x) for all x ∈ M ;
(2) α˜(λϕ(t)) = d(α)it [Dϕ ◦Φα : Dϕ ⊗ TrK ]t (λϕ(t)⊗ 1) for all t ∈ R.
Proof. Set ρ := σ∗(α). Then by definition, we have
ρ˜(x) = ρ(x) for all x ∈ M;
ρ˜
(
λϕ(t)
)= d(ρ)it [Dϕ ◦ φρ : Dϕ]t λϕ(t) for all t ∈ R.
Since σ−1 ◦ ρ = α, (1) follows. On (2), we have
α˜
(
λϕ(t)
)= σ−1(ρ˜(λϕ(t)))= n∑ v∗k ρ˜(λϕ(t))v ⊗ ek
k,=1
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n∑
k,=1
d(ρ)it v∗k [Dϕ ◦ φρ : Dϕ]t λϕ(t)v ⊗ ek
=
n∑
k,=1
d(ρ)it
(
v∗k [Dϕ ◦ φρ : Dϕ]t σ ϕt (v)⊗ ek
)(
λϕ(t)⊗ 1)
= d(α)it [Dϕ ◦Φα : Dϕ ⊗ TrK]t(λϕ(t)⊗ 1) (by Lemma A.2). 
We say that α ∈ Mor0(M,M ⊗ B(K)) is inner if there exists a unitary U ∈ M ⊗ B(K) such
that α = U(· ⊗ 1)U∗. Denote by Int(M,M ⊗ B(K)), Int(M,M ⊗ B(K)) and Cnt(M,M ⊗
B(K)) the set of inner homomorphisms, approximately inner homomorphisms and centrally
trivial homomorphisms in Mor0(M,M ⊗ B(K)), respectively. (See Definition 2.1.) Then we
have the following bijective correspondence. See [19] for the notations used here.
Lemma A.4. The bijection σ∗ : Mor0(M,M ⊗B(K)) → End0(M) yields the following bijective
maps:
(1) σ∗ : Int(M,M ⊗B(K)) → Intdim(K)(M);
(2) σ∗ : Int(M,M ⊗B(K)) → Intdim(K)(M);
(3) σ∗ : Cnt(M,M ⊗B(K)) → Cnd(M).
Proof. (1) Assume that α = AdU(· ⊗ 1) for some unitary U ∈ M ⊗B(K). Set ρ := σ∗(α) and
a Hilbert space H ⊂ M which is spanned by wk :=∑ni=1 viUik , k = 1, . . . , n. Then for x ∈ M ,
we have
ρ(x) = σ (α(x))= σ (U(x ⊗ 1)U∗)= n∑
i,j,k=1
σ
(
UikxU
∗
jk ⊗ eij
)
=
n∑
i,j,k=1
viUikxU
∗
jkv
∗
j =
n∑
k=1
wkxw
∗
k = ρH(x).
Hence ρ = ρH ∈ Intdim(K)(M). Conversely if we have ρ = ρH with dimH = n, then setting
Uik := v∗i wk for some orthonormal basis {wk}nk=1 ⊂H, we have σ−1 ◦ ρ = AdU(· ⊗ 1).
(2) This follows from (1) and Lemma A.1.
(3) Assume that α ∈ Cnt(M,M ⊗ B(K)). Set ρ := σ∗(α). Take an ω-centralizing sequence
(xν)ν in M . Then α(xν)−xν ⊗1 → 0 strongly* as ν → ω. Hence ρ(xν)−σ(xν ⊗1) → 0. Since
σ(xν ⊗ 1) =∑ni,j=1 vixνv∗i , we see that ρ(xν) − xν → 0, that is, ρ ∈ Cnd(M). The converse
can be proved similarly. 
We define the following set:
MorCT
(
M,M ⊗B(K))= {α ∈ Mor0(M,M ⊗B(K)) ∣∣ σ∗(α) ∈ End(M)CT}.
The following lemma shows that this set does not depend on σ .
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(1) α ∈ MorCT(M,M ⊗B(K));
(2) There exists γ ∈ Autθ (Z(M˜)) such that α˜(z) = γ (z)⊗ 1 for all z ∈ Z(M˜).
Proof. Assume that α ∈ MorCT(M,M ⊗B(K)). Set ρ := σ∗(α). Then ρ has a Connes–Takesaki
module mod(ρ). By definition, σ−1(z) = z⊗ 1 for z ∈ Z(M˜). For z ∈ Z(M˜), we have
α˜(z) = σ−1(ρ˜(z))= σ−1(mod(ρ)(z))= mod(ρ)(z)⊗ 1.
Conversely, assume that such γ exists. Then we have
ρ˜(z) = σ (˜α(z))= σ (γ (z)⊗ 1)= γ (z).
Hence ρ has the Connes–Takesaki module γ , that is, α ∈ MorCT(M,M ⊗B(K)). 
In this situation, we say that α has the Connes–Takesaki module mod(α) := γ .
Theorem A.6. Let M be a properly infinite injective factor. Then one has the following:
(1) α ∈ Int(M,M ⊗B(K))
⇔ α ∈ MorCT(M,M ⊗B(K)) with mod(α) = θlog(dim(K)/d(α));
(2) α ∈ Cnt(M,M ⊗B(K))
⇔ There exists a unitary U ∈ Md(α),dim(K)(M˜) such that α˜ = U(· ⊗ 1)U∗.
Proof. This follows from [18, Theorem 3.15, 4.12]. Note that if α ∈ Cnt(M,M ⊗ B(K)), then
d(α) is an integer [12, Theorem 3.3 (5)]. 
We obtain the following corollary.
Corollary A.7. The following statements hold:
(1) If M =R0,1, then
• α ∈ Int(M,M ⊗B(K))
⇔ τ ◦Φα = τ ⊗ trK , where τ is a trace on M ;
• α ∈ Cnt(M,M ⊗B(K))
⇔ there exist n ∈ N and a unitary U ∈ M ⊗Mdim(K),n(C) such that
α(x) = U(x ⊗ 1)U∗ for all x ∈ M.
(2) If M =Rλ with 0 < λ< 1, then
• α ∈ Int(M,M ⊗B(K))
⇔ [Dϕ ◦Φα : Dϕ⊗ trK ]T = 1, where ϕ is a generalized trace on M and T = −2π/ logλ;
• α ∈ Cnt(M,M ⊗B(K))
⇔ there exist n ∈ N, a unitary U ∈ M ⊗Mdim(K),n(C) and {si}ni=1 ⊂ R such that
α(x) = U diag(σϕs1(x), . . . , σ ϕsn(x))U∗ for all x ∈ M.
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• Int(M,M ⊗B(K)) = Mor0(M,M ⊗B(K));
• α ∈ Cnt(M,M ⊗B(K))
⇔ there exist n ∈ N, a unitary U ∈ M ⊗Mdim(K),n(C) and {si}ni=1 ⊂ R such that
α(x) = U diag(σϕs1(x), . . . , σ ϕsn(x))U∗ for all x ∈ M.
A.2. Canonical extension of cocycle actions
We discuss canonical extension of cocycle actions. Let (α,u) be a cocycle action of Ĝ on a
factor M . For π ∈ Irr(G), we define the left inverse Φαπ for απ by
Φαπ(x) =
(
1 ⊗ T ∗π,π
)
u∗π,π (απ ⊗ id)(x)uπ,π (1 ⊗ Tπ,π ) for all x ∈ M ⊗B(Hπ),
where Tπ,π is an isometry intertwining 1 and π ⊗ π [18, p. 491]. Then απ ◦ Φαπ is a faithful
normal conditional expectation from M ⊗B(Hπ) onto απ(M). Set d(π) := dim(Hπ). Recall the
diagonal operator a ∈ M ⊗L∞(Ĝ) of u [18, Definition 5.5]:
(a ⊗ 1)(1 ⊗(e1))= u(1 ⊗(e1)).
Lemma A.8. One has Ind(απ ◦Φαπ) = d(π)2 for all π ∈ Irr(G).
Proof. Set Eπ := απ ◦ Φαπ and d(π) = dimHπ . Let {eπij }d(π)i,j=1 be a system of matrix units of
B(Hπ). We show that {d(π)1/2(1 ⊗ eπij )a∗π }d(π)i,j=1 is a quasi basis for Eπ [28, Definition 1.2.2].
For any y ∈ M and 1 k,  d(π), we have
Φαπ
(
aπ(1 ⊗ eπji )(y ⊗ eπk)
)
= δik
(
1 ⊗ T ∗π,π
)
u∗π,παπ(aπ )
(
απ(y)⊗ eπj
)
uπ,π (1 ⊗ Tπ,π )
= δik
(
1 ⊗ T ∗π,π
)(
a∗π ⊗ 1
)
απ(aπ )
(
απ(y)⊗ eπj
)
(aπ ⊗ 1)(1 ⊗ Tπ,π )
= δik
(
1 ⊗ T ∗π,π
)(
απ(y)aπ ⊗ eπj
)
(1 ⊗ Tπ,π )
(
by [18, Lemma 5.6 (1)])
= d(π)−1δik
(
απ(y)aπ
)
πj
.
Using this equality, we have
d(π)∑
i,j=1
d(π)(1 ⊗ eπij )a∗πEπ
(
aπ(1 ⊗ eπji )(y ⊗ ek)
)
=
d(π)∑
i,j=1
δik(1 ⊗ eπij )a∗παπ
((
απ(y)aπ
)
πj
)= d(π)∑
j=1
(1 ⊗ eπkj )a∗παπ
((
απ(y)aπ
)
πj
)
=
d(π)∑
(1 ⊗ επk )
(
1 ⊗ ε∗πj ⊗ ε∗πj
)(
a∗π ⊗ 1
)
απ
(
απ(y)aπ
)
(1 ⊗ 1 ⊗ επ)j=1
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d(π)∑
j=1
(1 ⊗ επk )
(
1 ⊗ ε∗πj ⊗ ε∗πj
)
u∗π,παπ
(
απ(y)aπ
)
(1 ⊗ 1 ⊗ επ)
=
d(π)∑
j=1
(1 ⊗ επk )
(
1 ⊗ ε∗πj ⊗ ε∗πj
)
(id ⊗)(α(y))u∗π,παπ(aπ )(1 ⊗ 1 ⊗ επ)
=
d(π)∑
j=1
(y ⊗ επk )
(
1 ⊗ ε∗πj ⊗ ε∗πj
)
u∗π,παπ(aπ )(1 ⊗ 1 ⊗ επ)
=
d(π)∑
j=1
(y ⊗ επk )
(
1 ⊗ ε∗πj ⊗ ε∗πj
)(
a∗π ⊗ 1
)
απ(aπ )(1 ⊗ 1 ⊗ επ)
=
d(π)∑
j=1
(y ⊗ επk )
(
1 ⊗ ε∗πj ⊗ ε∗πj
)
(1 ⊗ 1 ⊗ επ) = y ⊗ eπk .
Hence {d(π)1/2(1 ⊗ eπij )a∗π }d(π)i,j=1 is a quasi basis for Eπ , and we have
Ind(Eπ) =
d(π)∑
i,j=1
d(π)1/2(1 ⊗ eπij )a∗π · d(π)1/2aπ
(
1 ⊗ e∗πij
)
= d(π)2(id ⊗ trπ )
(
a∗πaπ
)= d(π)2 (by [18, Lemma 5.6 (2)]). 
Definition A.9. We say that a cocycle action α ∈ Mor(M,M ⊗ L∞(Ĝ)) is standard when the
left inverse Φαπ is standard for each π ∈ Irr(G).
Proposition A.10. Let α ∈ Mor(M,M ⊗L∞(Ĝ)) be a cocycle action. Then the following hold:
(1) If α is cocycle conjugate to a standard cocycle action β ∈ Mor(M2,M2 ⊗L∞(Ĝ)), then α
is standard;
(2) If α is free, then α is standard;
(3) If Ĝ is amenable, then α is standard.
Proof. (1) Let π ∈ Irr(G). Since the inclusion βπ(M2) ⊂ M2 ⊗ B(Hπ) is isomorphic to
απ(M) ⊂ M ⊗B(Hπ), [M ⊗B(Hπ) : απ(M)]0 = [βπ(M2) : M2 ⊗B(Hπ)]0 = d(π)2. Hence α
is standard.
(2) For any π ∈ Irr(G), the expectation απ ◦ Φαπ is minimal because of the irreducibility of
the inclusion απ(M) ⊂ M ⊗B(Hπ) [18, Lemma 2.8]. Hence α is standard.
(3) Since [B(2) ⊗ M ⊗ B(Hπ) : B(2) ⊗ απ(M)]0 = [M ⊗ B(Hπ) : απ(M)]0, we may and
do assume that M is properly infinite by considering id ⊗ α. Then α is cocycle conjugate to an
action β on M by Lemma 3.2. By (1), it suffices to show that β is standard. We check E−1 =π
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by [28, p. 62, Remark], we have
E−1π (x) =
d(π)∑
i,j=1
d(π)1/2(1 ⊗ eπij )xd(π)1/2
(
1 ⊗ e∗πij
)= d(π)2((id ⊗ trπ )(x)⊗ 1).
So, Eπ is minimal if and only if the following holds:
(id ⊗ trπ )(x) = Φβπ (x) ∈ C. (A.1)
If we can find a β-invariant state ψ ∈ M∗, the proof is finished. Indeed, applying ψ to Φβπ , we
have
ψ
(
Φβπ (x)
)= T ∗π,π (ψ ⊗ id ⊗ id)(βπ(x))Tπ,π = T ∗π,π (1π ⊗ (ψ ⊗ id)(x))Tπ,π
= (ψ ⊗ trπ )(x).
Hence (A.1) holds. Such a state ψ is constructed by using an invariant mean m ∈ L∞(Ĝ)∗. Take
a state ϕ on Mα and set ψ := m((ϕ ⊗ id)(β(x))). Then we have (ψ ⊗ id)(β(x)) = ψ(x)1 for all
x ∈ M , that is, ψ is invariant under β . 
Problem A.11. Is any cocycle action of Ĝ on a factor standard?
Let α ∈ Mor(M,M ⊗ L∞(Ĝ)) be a standard cocycle action with a 2-cocycle u. Now for
π ∈ Irr(G), we consider the canonical extension α˜π ∈ Mor(M˜, M˜ ⊗B(Hπ)). Collecting (˜απ )π ,
we obtain a map α˜ ∈ Mor(M˜, M˜ ⊗ L∞(Ĝ)), which is called the canonical extension of the
action α. We have the following equalities:
α˜π (x) = απ(x) for all x ∈ M;
α˜π
(
λϕ(t)
)= [Dϕ ◦Φαπ : Dϕ ⊗ trπ ]t(λϕ(t)⊗ 1) for all t ∈ R, ϕ ∈ W(M).
The following two results even for actions of general Kac algebras are obtained in [29], where
operator valued weight theory is fully used, but we can directly prove them for a discrete Kac
algebra Ĝ. We present their proofs for readers’ convenience.
Take ϕ ∈ W(M). For t ∈ R, we define wt = (wt,π )π ∈ U(M ⊗L∞(Ĝ)) by
wt,π =
[
Dϕ ◦Φαπ : Dϕ ⊗ trπ
]∗
t
.
Lemma A.12. The unitary wt satisfies the following:
(wt ⊗ 1)α(wt )u(id ⊗)
(
w∗t
)= (σϕt ⊗ id)(u).
Proof. By the chain rule of Connes’ cocycles, we may and do assume that ϕ is a state. Let
π,ρ ∈ Irr(G). Using the isomorphism α−1π :απ(M) → M , we have
απ(wt,ρ) =
[
Dϕ ◦Φαρ ◦
(
α−1π ⊗ id
) : Dϕ ◦ α−1π ⊗ trρ]∗.t
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απ(wt,ρ) =
[
Dϕ ◦Φαρ ◦
(
α−1π ⊗ id
) ◦ (Eπ ⊗ id) : Dϕ ◦ α−1π ◦Eπ ⊗ trρ]∗t
= [Dϕ ◦Φαρ ◦ (Φαπ ⊗ id) : Dϕ ◦Φαπ ⊗ trρ]∗t
= [Dϕ ◦Φαπ ⊗ trρ : Dϕ ◦Φαρ ◦ (Φαπ ⊗ id)]t .
Then we have
(wt,π ⊗ 1ρ)απ (wt,ρ)
= ([Dϕ ⊗ trπ : Dϕ ◦Φαπ ]t ⊗ 1ρ)[Dϕ ◦Φαπ ⊗ trρ : Dϕ ◦Φαρ ◦ (Φαπ ⊗ id)]t
= [Dϕ ⊗ trπ ⊗ trρ : Dϕ ◦Φαπ ⊗ trρ]t [Dϕ ◦Φαπ ⊗ trρ : Dϕ ◦Φαρ ◦ (Φαπ ⊗ id)]t
= [Dϕ ⊗ trπ ⊗ trρ : Dϕ ◦Φαρ ◦ (Φαπ ⊗ id)]t .
Multiplying (σϕt ⊗ id ⊗ id)(u∗π,ρ) and uπ,ρ to the both sides, we have(
σ
ϕ
t ⊗ id ⊗ id
)(
u∗π,ρ
)
(wt,π ⊗ 1ρ)απ(wt,ρ)uπ,ρ
= (σϕt ⊗ id ⊗ id)(u∗π,ρ)uπ,ρ · [Dϕ ⊗ trπ ⊗ trρ ◦ Aduπ,ρ : Dϕ ◦Φαρ ◦ (Φαπ ⊗ id) ◦ Aduπ,ρ]t
= [Dϕ ⊗ trπ ⊗ trρ : Dϕ ◦Φαρ ◦ (Φαπ ⊗ id) ◦ Aduπ,ρ]t . (A.2)
Recall the following formula [18, Lemma 2.5]: for X ∈ M ⊗B(Hπ)⊗B(Hρ),
Φαρ ◦
(
Φαπ ⊗ id
)(
uπ,ρXu
∗
π,ρ
)= ∑
σ≺π ·ρ
∑
S∈ONB(σ,π ·ρ)
d(σ )
d(π)d(ρ)
Φασ
((
1 ⊗ S∗)X(1 ⊗ S)).
Hence for S ∈ ONB(σ,π · ρ), we have
Φαρ
((
Φαπ ⊗ id
)(
uπ,ρ
(
1 ⊗ SS∗)Xu∗π,ρ))= d(σ )d(π)d(ρ)Φασ ((1 ⊗ S∗)X(1 ⊗ S))
= Φαρ
((
Φαπ ⊗ id
)(
uπ,ρX
(
1 ⊗ SS∗)u∗π,ρ)).
In particular, 1 ⊗ SS∗ is in the centralizer of ϕ ◦ Φαρ ◦ (Φαπ ⊗ id) ◦ Aduπ,ρ . Trivially, it is also
in the centralizer of ϕ ⊗ trπ ⊗ trρ . Hence we see that the both sides of (A.2) commutes with
1 ⊗ SS∗, and we have
(A.2) =
∑
σ≺π ·ρ
∑
S∈ONB(σ,π ·ρ)
[
Dϕ ⊗ trπ ⊗ trρ : Dϕ ◦Φαρ ◦
(
Φαπ ⊗ id
)]
t
(
1 ⊗ SS∗)
=
∑
σ≺π ·ρ
∑
S∈ONB(σ,π ·ρ)
[
D(ϕ ⊗ trπ ⊗ trρ)1⊗SS∗
: D(ϕ ◦Φαρ ◦ (Φαπ ⊗ id) ◦ Aduπ,ρ)1⊗SS∗]t , (A.3)
where the last cocycles are evaluated in (M ⊗B(Hπ)⊗B(Hρ))1⊗SS∗ .
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x ∈ B(Hσ ). Using
(trπ ⊗ trρ)SS∗ = d(σ )
d(π)d(ρ)
trσ ◦Θ−1S ,
(
ϕ ◦Φαρ ◦
(
Φαπ ⊗ id
) ◦ Aduπ,ρ)1⊗SS∗ = d(σ )d(π)d(ρ)ϕ ◦Φασ ◦ (id ⊗Θ−1S ),
we have
(A.3) =
∑
σ≺π ·ρ
∑
S∈ONB(σ,π ·ρ)
[
Dϕ ⊗ trσ ◦Θ−1S : Dϕ ◦Φασ ◦
(
id ⊗Θ−1S
)]
t
=
∑
σ≺π ·ρ
∑
S∈ONB(σ,π ·ρ)
(id ⊗ΘS)
([
Dϕ ⊗ trσ : Dϕ ◦Φασ
]
t
)
=
∑
σ≺π ·ρ
∑
S∈ONB(σ,π ·ρ)
(id ⊗)(wt )
(
1 ⊗ SS∗)= (id ⊗ πρ)(wt ).
Thus we get
(
σ
ϕ
t ⊗ id ⊗ id
)(
u∗π,ρ
)
(wt,π ⊗ 1ρ)απ(wt,ρ)uπ,ρ = (id ⊗ πρ)(wt ). 
Theorem A.13. Let (α,u) be a standard cocycle action of Ĝ on a factor M . Then the canonical
extension (˜α, u) is a cocycle action on M˜ .
Proof. We will check (˜α ⊗ id) ◦ α˜ = Adu ◦ (id ⊗) ◦ α˜. This holds on M , since α˜ = α on M .
For t ∈ R, α(λϕ(t)) = w∗t (λϕ(t)⊗ 1). The previous lemma yields
(˜α ⊗ id)(˜α(λϕ(t)))= (˜α ⊗ id)(w∗t (λϕ(t)⊗ 1))
= (α ⊗ id)(w∗t )(w∗t ⊗ 1)(λϕ(t)⊗ 1 ⊗ 1)
= u(id ⊗)(w∗t )(σϕt ⊗ id ⊗ id)(u∗)(λϕ(t)⊗ 1 ⊗ 1)
= u(id ⊗)(˜α(λϕ(t)))u∗. 
Lemma A.14. Let (α,u) be a standard cocycle action of Ĝ on M . The canonical trace τ on M˜
is invariant under α˜, that is, τ ◦Φα˜π = τ ⊗ trπ for all π ∈ Irr(G).
Proof. Let ϕ ∈ W(M). Take a positive operator h affiliated in M˜ϕˆ such that hit = λϕ(t). Then the
canonical trace is given by τ := ϕˆh−1 , which does not depend on the choice of the weight ϕ. Let
Tθ : M˜ → M be the averaging operator valued weight for θ . Then ϕˆ = ϕ ◦ Tθ . Since θ commutes
with α˜, we have
[
Dϕˆ ◦Φα˜π : Dϕˆ ⊗ trπ
]
t
= [Dϕ ◦Φαπ ◦ (Tθ ⊗ id) : Dϕ ◦ Tθ ⊗ trπ ]t = [Dϕ ◦Φαπ : Dϕ ⊗ trπ ]t .
This implies
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Dτ ◦Φα˜π : Dτ ⊗ trπ
]
t
= [Dτ ◦Φα˜π : Dϕˆ ◦Φα̂π ]t[Dϕˆ ◦Φα˜π : Dϕˆ ⊗ trπ ]t [Dϕˆ ⊗ trπ : Dτ ⊗ trπ ]t
= α˜π
(
h−it
)[
Dϕ ◦Φαπ : Dϕ ⊗ trπ
]
t
(
hit ⊗ 1)= 1. 
Since α˜ commutes with θ , α˜ extends to an action on M˜ θ R. We call it the second canonical
extension and denote that by α˜.
Corollary A.15. Let α ∈ Mor(M,M ⊗ L∞(Ĝ)) be a standard action. The second canonical
extension α˜ is cocycle conjugate to idB(2) ⊗ α.
Proof. Let ϕ be a faithful normal semifinite weight on M . We regard M˜ = M σϕ R. Define
w(·) ∈ U(L∞(R)⊗M⊗L∞(Ĝ)) by w(t) = w−t for t ∈ R. Then w is an idB(L2(R))⊗α-cocycle.
By the Takesaki duality, there exists a canonical isomorphism M˜ θ R ∼= B(L2(R)) ⊗ M inter-
twining the actions α˜ and Adw ◦ (id ⊗ α). 
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