The theory of one-step rewriting for a given rewrite system R and signature is the rst-order theory of the following structure: its universe consists of all -ground terms, and its only predicate is the relation \x rewrites to y in one step by R". The structure contains no function symbols and no equality. We show that there is no algorithm deciding the 9 8 -fragment of this theory for an arbitrary linear and non-erasing term-rewriting system.
Introduction
The problem of decidability of the rst-order theory of one-step rewriting was posed in CCD93]. It has been mentioned in the list of open problems in rewriting in 1993 DJK93] and in 1995 DJK95] .
The theory of one-step rewriting for a given rewrite system R and signature is the rst-order theory of the following structure: Its universe consists of all -ground terms, and its only predicate is the relation \x rewrites to y in one step by R". The structure contains no function symbols and no equality. The hope that this theory might be decidable was based on the observation that important properties which are decidable for arbitrary rewrite systems can be expressed in this logic, while undecidable properties of rewrite systems seemed not to be expressible in it. In this paper we prove, however, that this theory is undecidable even for the restricted class of term rewriting systems which are both linear and non-erasing.
Expressible Properties of Rewriting Systems
The two decidable properties of term rewriting systems which can be expressed in the theory of one-step rewriting are strong con uence and ground reducibility.
A rewrite system R is strongly con uent ( DJ90] , this de nition di ers from the one given in Hue80]) if 8x; y 1 ; y 2 (x ! y 1^x ! y 2 ) 9z (y 1 = ! z^y 2 = ! z)) where x ! y means that x rewrites to y in exactly one step of R, and y = ! z means y = z _ y ! z. The system R is strongly ground con uent if the above property holds when x is restricted to range over all ground terms. It is easy to see that R is strongly con uent i it is strongly ground con uent in a signature extended by new constants. This property can be expressed in the logic of one-step rewriting, since R is strongly ground con uent if 8x; y 1 ; y 2 (x ! y 1^x ! y 2 ) 9z (y 1 ! z^y 2 ! z)) holds in the structure of ground terms where ! is the one-step rewriting by the system R fx ! xg. Note that, as an easy consequence of the Critical Pair Lemma KB70], strong con uence is decidable.
A term t is ground-reducible by a rewrite system R if each of its ground instances is reducible by R. This can be expressed in a slight extension of our logic, where we have di erent relations ! R for di erent rewrite systems R. Using the additional rewrite system S = ft ! tg, we can express ground reducibility of t by 8x (x ! S x ) 9z (x ! R z)) Decidability of ground reducibility has been shown in Pla85].
Decidability Results for Special Cases
Using tree automata techniques, several results have been obtained which have been considered steps towards the decidability of one-step rewriting.
In case of a signature containing constants and unary function symbols only (so-called string rewriting systems or semi-Thue systems), the decidability of the theory of one-step rewriting is a consequence of DT90]. This decidability result can also be obtained by a direct translation into WS1S Jac95] which is known to be decidable (see Tho90] for a survey).
The rst-order theory of rewriting by a ground term rewriting system has been shown decidable in DT90]. To be precise, for a given ground term rewriting system R (that is all left and right hand sides of the rules are ground) the structure of all ground terms, where all terms are available as constants, with the predicates \x ! y", x ! y" and \x jj ! y" (parallel one-step rewriting) is decidable. This result generalizes to the case of left-linear right-ground rewriting systems Tis90]. The decidability of the theory of one-step rewriting and parallel one-step rewriting only for this class of rewriting systems can also be shown by a direct translation into WS2S using the technique of Com95]. For an arbitrary rewrite systems, the decidability of the theory of encompassment was shown in CCD93]. This means that for given rewrite systems R 1 ; : : :; R n and regular tree languages L 1 ; : : :; L n the structure of ground terms, where all terms are available as constants, with the unary predicates \x is reducible by the rewrite system R i " and \x is in L i ", is decidable.
Recently, NPR96] shows the decidability of the positive existential fragment of the theory of one-step rewriting by a reduction to a decidable case of linear second-order uni cation Lev96] . Undecidability of the theory of one-step rewriting has been shown for the case of linear and shallow rewriting systems in STT96]. This proof, however, applies only to the 9 8 9 fragment.
Limits of Expressivity
Note that the theory of the structure consisting of the universe of ground terms together with the predicate \x ! y" is undecidable in general (even in the restricted case of unary function symbols) by the undecidability of the ground con uence of string rewriting systems BO93]. One can use the decidability for the case of string rewriting systems to show that the predicate \x ! y", that is \x rewrites to y in some nite number of steps", can not be expressed in the theory of one-step rewriting (this idea is due to Jac95]). This is a consequence of the fact that ground con uence of a string rewriting system can be expressed in the logic with the predicate \x ! y" and hence should be decidable if \x ! y" can be expressed in the theory of one-step rewriting. Ground con uence of string rewriting systems is however undecidable BO93] 1 . Hence it seems that undecidable properties like con uence or weak termination can not be expressed in the logic of one-step rewriting since they require the \x ! y" predicate.
Undecidability Results
The rst result of this paper is that there is no algorithm which decides for any rewrite system R the 9 8 -fragment of the theory of one-step rewriting by R.
We construct, for a given instance P of the Post Correspondence Problem, a rewrite system R P such that solvability of P is equivalent to the validity of a special sentence in the structure of one-step rewriting by R. The formula corresponding to the solvability of P uses both positive and negative literals.
This encoding of the Post Correspondence Problem is based on ideas similar to those used in Tre92]. Our second result concerns the question of decidability of the theory of encompassment plus \simple" classes of rewriting systems. We show that there is no algorithm which decides for any nite set M of terms the 9 8 -fragment of the theory of the structure of ground-terms, equipped with the predicates \x encompasses t", for any t 2 M, and the predicate \x rewrites in one step to y by the rule f(z) ! g(z)". This rule is syntactically simple: it is linear (there are no multiple variable occurrence on either side), it is non-overlapping (there are only trivial critical pairs) and it is shallow (all variables occur at most at depth 1). Furthermore, this rule has nice semantic properties: it is uniformly con uent (con uent and all derivations with the same source and target have the same length) and it is terminating. As an easy corollary, we show that the theory of encompassment predicates plus binary predicates de nable by tree automata is in general undecidable. The di erence to the class of theories proved decidable in CCD93] is that only unary predicates de nable by tree automata are allowed there. Furthermore, we can show that the modal theory of one-step rewriting is undecidable in general. The class of formula of this modal logic is in fact a subclass of the class of rst-order formula. The rst-order formula obtained by translating modal formulae allow only a very restricted use of variables, e.g. it is not possible to express that an element rewrites to itself, nor to express the con uence property. In fact, the syntax of the modal logic does not employ variables. An alternative proof of the undecidability of one-step rewriting has been given by Sergei Vorobyov Vor95]. He de nes one particular rewrite system R and shows the undecidability of the full rst-order theory of one-step rewriting by R.
He considers, however, the structure where all the function symbols of the signature are available in the language (this is not the case with our result), 1 In BO93], the term \con uence" has been used for what we call \ground con uence". and he does not attempt to characterize a \simple" undecidable fragment of the theory. The rewrite system of Vor95] uses in fact a \swapping of variables" to test certain equalities, similar to the system presented here, but it still contains one non-linear rule. After summarizing some basic notions in Section 2 we give the proof of the main theorem in Section 3. We obtain in 4 the undecidability results for some simple extensions of the theory of encompassment and for the modal theory of one-step rewriting. Section 5 concludes with some remaining open questions.
Preliminaries
We summarize the main notions used in this paper, see DJ90] for an overview of rewriting. We write a signature as a set of function symbols, where we specify (following the Prolog tradition) the arity of the function symbols after a \="-sign. The set of terms build over a signature and set X of variables is denoted as T( ; X), we write T( ) = T( ; ;) for the set of -ground terms. The set of variables occurring in a term t is denoted as Vt. A -rewriting system R is a nite set of so-called rewriting rules l ! r where l 2 T( ; X) and r 2 T( ; Vl We consider rst-order predicate logic without equality. The 9 8 -fragment of a theory T is the subset of T of all sentences having a prenex normal form of the form 9x 1 ; : : :; x n 8y 1 ; : : :; y m Q where Q contains no quanti er. We denote concatenation of words by juxtaposition. The length of a word w is written as jwj, and w i , where 1 i jwj, is the i-th symbol of w, that is w = w 1 : : :w jwj . We write v < w if v is a proper pre x of w.
An instance of the Post Correspondence Problem (PCP) is a nite set of pairs of non-empty binary words f(p i ; q i ) j 1 i n; p i ; q i 2 fa; bg + g. A solution of P is a nite non-empty sequence (i 1 ; : : :; i m ) 2 f1; : : :; ng + such that p i 1 p im = q i 1 q im It is undecidable whether an instance of the PCP has a solution Pos46].
3 One-Step Rewriting De nition 3.1 Let be a signature and R be a -rewrite system. The structure A ;R is de ned as follows: The language of A ;R contains no constants or function symbols, and its only predicate symbol is the binary predicate symbol !. The universe of A ;R is the set T( ), and t ! s holds in A ;R i t rewrites to s in one rewriting step of R.
Theorem 3.2 There is no algorithm which decides for any signature and any non-erasing and linear -rewrite system R the 9 8 -fragment of the theory of A ;R .
We show how to reduce the solvability of an instance of the Post-Correspondence Problem (PCP) to the validity of some 9 8 -sentence in A ;R for some signature and non-erasing and linear rewrite system R. All constructions and proofs are parameterized by the given instance of the PCP. For the sake of convenience, we now x this instance for the rest of the paper to be P = f(p i ; q i ) j 1 i ng De nition 3.3 The signature P is f =0; a=1; b=1; g=3; k=5; eq=3g
A P -ground term t is called a P-term if it does not contain an occurrence of k or eq.
The idea is to encode a solution (i 1 ; : : :; i m ) of P by the term depicted in Figure 1 . Words from fa; bg can easily be encoded in T( ). First we de ne an application of a word from fa; bg to an arbitrary term t 2 T( ) inductively by (t) = t wa(t) = a(w(t)) wb(t) = b(w(t)) Note that, for the case of a(t) and b(t), this coincides with the de nition of the operations in A ;R . A word w 2 fa; bg is now represented by the term w( ).
Note that the empty word is represented by the term , the encoding is injective, that is equality of words translates to equality of their respective representations, and w(t) represents the word vw i t represents the word v. g g g g P P P P P P P P P P P P P P P P P P ? ? 
eq(x 1 ; x 2 ; x 3 ) ! eq(x 1 ; x 2 ; x 3 ) (2) g( ; ; g(x; y; z)) ! g(x; y; z)
g(x 1 ; y 1 ; g(x 2 ; y 2 ; z)) ! k(x 1 ; y 1 ; x 2 ; y 2 ; z) (4) fk(x 1 ; y 1 ; p i (x 2 ); q i (y 2 ); z) ! g(x 2 ; y 2 ; g(p i (x 1 ); q i (y 1 ); z)) j 1 i ng (5) fg(x; y; h( z)) ! eq(x; y; h( z)) j h 2 f ; a; bgg (6) eq(x; y; h( z)) ! g(y; x; h( z))
We use the following formulae
Proposition 3.5 1. A P ;R P ; j = (x) i (x) is a P-term. 2. A P ;R P ; j = (x) i (x) is a P-term containing a subterm of the form g( ; ; g(x; y; z)).
Proof: The rst claim holds since (1) and (2) are the only rules that can rewrite a term to itself. The second claim holds since (3) is the only rule that can rewrite a P-term to a P-term. 2
Lemma 3.6 P is solvable i A P ;R P j = 9x (x)^8y ((x ! y^: (y)) ) y ! ( (p i 1 ( )) )) s k = q i k (q i k?1 ( (q i 1 ( )) )) for 1 k m. It is easy to see that the formula 8 is satis ed when taking t for the value of x. Note that (4) and (6) are the only rules that can rewrite a P-term to a non-P-term. On the other hand, let the formula (8) be satis ed by the the term t. We can show by induction on s that every subterm s of t which starts with g is of the form t = g(r 1 ; s 1 ; : : :; g(r m ; s m ; u) : : :)) where u is either or starts with a or b, and where there is a sequence (i 1 ; : : :; i m ) 2 f1; : : :; ng such that for all 1 < j m r j = p i j (r j?1 ) s j = q i j (s j?1 )) r m = s m Note that, since t is a P-term, any subterm s of t must contain only the symbols g; ; a; b. Hence, if s is a subterm of t starting with g, then either rule (4) or (6) rewrite s at the root to some non-P-term s 0 , which can only be rewritten back to s by the rules (5), resp. (7). The claim follows since t contains, by Proposition 3.5, a subterm of the form g( ; ; g( ; ; )). 2
Related Theories
In this section we derive with slight modi cations of the proof of Section 3 undecidability results for related theories.
Encompassment plus One-Step Rewriting by f(x) ! g(x)
De nition 4.1 Let be the signature f =0; a=1; b=1; f=1; g=1; h=3g and let M be a subset of T( ; X). The structure B M is de ned as follows: The language of B M contains no constants or function symbols, and its only predicate symbols are the unary symbols u for every u 2 M and the binary predicate symbol !. Theorem 4.2 There is no algorithm which decides for any nite set M T( ; X) the 9 8 -fragment of the theory of B M .
We will construct, for every instance P of the PCP, a nite set M T( ; X) such that P is solvable i a certain 9 8 -sentence is valid in B M . We x an instance of the PCP: P = f(p i ; q i ) j 1 i ng
We de ne a rst set of terms
fh(h( x); y; z); h(f(x); y; z); h(x; h( y); z); h(x; f(y); z)g (11) fh(x; y; h( z)); h(x; y; a(z)); h(x; y; b(z))g (12) ff( ); f(a(x)); f(b(x)); f(f(x))g Proof: Note that (9) means that t may contain , a, b, f and h only, (10) that any son of a or b is in T(f ; a; bg), (11) that the rst two sons of h are in T(f ; a; bg), (12) that the last son of h is f or , and (13) that every son of f is h. 2 We now de ne a second set M P of terms. In contrast to M 1 , this set depends on the instance P of the PCP. Note that this set contains non-linear patterns.
M P := fg(h( ; ; z))g fh(x; y; g(h(p i (x); q i (y); z))) j 1 i mg The idea is to use the rule f(x) ! g(x) to mark an occurrence of f in g. More precisely, to express that some pattern matches a term x not containing g we say that g=f] matches any y where x ! y. 
Encompassment plus W S2S-De nable Predicates
De nition 4.6 Let be the signature f =0; a=1; b=1; f=1; g=1; h=3g, M be a subset of T( ; X), and A a tree-automaton over the signature . The structure C M;A is de ned as follows: The language of C M contains no constants or function symbols, and its only predicate symbols are the unary symbols u for every u 2 M and the binary predicate symbol . The universe of C M;A is the set T( ), u (t) holds in C M;A if t encompasses u, and t s holds in B M;A i A accepts the tree obtained by superimposing t and s.
Theorem 4.7 There is no algorithm which decides for any nite set M T( ; X) and any automaton A the 9 8 -fragment of the theory of C M;A .
Proof: This is in fact an immediate corollary of Theorem 4.2 since the onestep rewriting relation by the rule f(x) ! g(x) is de ned by a tree automaton. The semantic of a L-modal formula is given by a translation into rst-order formula over the language L. The translation function takes two arguments: the formula to translate and a variable. This is the well-known relational translation, see e.g. Ohl91].
De nition 4.9 (x)(>) = > (x)(?) = ?
(x)(w 1 w 2 ) = (x)(w 1 ) (x)(w 2 ) (x)(3 w) = 9y (x y^ (y)(w)) (x)(2 w) = 8y (x y ) (y)(w))
where is any boolean junctor.
R-modal logic is signi cantly weaker than full rst order logic. The lack of variables in the modal logic excludes formulae like (x; x) or even the formula expressing the strong ground con uence of a relation. We can however express ground-reducibility: a term t is ground-reducible by a rule l ! r if (3 t!t >)^(2 l!r ?)
is not satis able.
De nition 4.10 The modal theory of a -rewrite system R is the set of all L-modal formulae satis able in A ;R , where L = f! r j r 2 Rg. Theorem 4.11 There is no algorithm which decides for any and anyrewrite system R the satis ability of any 23-formula of the modal theory of R.
Proof: We apply the same construction as in the proof of Lemma 4.5. Note that we can express u (x) in the modal logic by 3 u!u >. Hence, solvability of P is now equivalent to the satis ability of 
