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According to the Baltic Marine Environment Protection Commission (HELCOM, 2016), the Baltic Sea is 
one of the largest brackish water areas of the world, affecting the lives of 85 million people living in 
its drainage area. The Baltic Sea offers a variety of goods and services, generally known as ecosystem 
services. One of the main ecosystem services of the Baltic Sea are its recreational services, for example 
fishing or walking at the coast. Other services include renewable energy generation and 
transportation. However, the impaired condition of the Baltic Sea due to eutrophication is well known 
and has drawn the attention of the residents, the media and policymakers. The poor ecological state 
of the Baltic Sea is affecting the ecosystem services, thus reducing the welfare of the people. The main 
objective of this thesis is to estimate the recreational value of the Baltic Sea catchment area for three 
countries, namely Latvia, Germany and Finland. 
Most of the ecosystem services, including recreational services, are characterised as public goods, 
externalities or common goods, implying a lack of markets for them and thus a lack of prices. The true 
social value of the services has to be elicited using special measures because market forces fail to 
reveal the true price and allocation of these resources that do not have markets. There are at least 
three justifications for the monetary valuation of non-market goods, namely the environmental 
valuation: 1) the valuation highlights the scarcity of environmental resources and services; 2) policy 
actions and management decisions influencing environmental resources are more comprehensively 
evaluated; and 3) the valuation offers a more complete picture of a region’s economic performance. 
In terms of the environmental valuation, natures benefits are classified under the concept of total 
economic value, which is divided into two categories, namely use and non-use values. Three different 
use values are identified: 1) direct use of the environmental resource, for example recreation or 
timber harvest; 2) indirect use of the resource’s ecosystem function, for example timber production; 
and 3) option values referring to the possible future use of the resource. Two non-use values are 
generally attached to natural resources: 1) the bequest value, reflecting an individual’s willingness to 
ensure the use of the resource for future generations; and 2) the existence value, referring to the 
benefit of simply knowing a resource exists. 
There are two types of valuation methods, based on how the value of the ecosystem service is 
determined. Revealed preference method is based on people’s actual behavior: people reveal the 
extent to which they value goods or services by choices. Another method is based on people’s stated 
preferences: people assign a value in hypothetical referendums to changes in natural resources or 
state how their behaviour could alter if the conditions of the natural resource changed. The valuation 
method that is used depends on the valuation task at hand. 
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There are four environmental valuation methods: travel cost, hedonic valuation, contingent valuation 
and choice experiment. The former two are based on revealed preferences and the latter two on 
stated preferences. The revealed preference methods are only suitable to estimate use values 
compared to the stated preference method which capture both non-use and use values. 
Three features dictate recreational services at the Baltic Sea: 1) the economic value depends on the 
environmental condition of the site, for example the amount of fish; 2) access to the site is possible 
to everyone; and 3) recreational services are not traded at free markets. Thus, there is no market price 
on the recreational services compared to, for example, transportation services. Environmental 
valuation methods are needed to elicit the monetary value of the recreational services. Valuing 
recreational services can be done by using contingent valuation, choice experiments or the travel cost 
method. The most frequently used method to value recreational services in environmental valuation 
is the travel cost method. 
Between 1995 and 2015, the recreational services of the Baltic Sea were evaluated 29 times (Sagebiel, 
Schwartz, Rhozyel, Rajmis & Hirschfeld, 2016). Few revealed preference studies exist. Sandström 
(1996) and Soutukorva (2005) used the random utility maximization travel cost method to value the 
benefits of Swedish coastal recreation if the water quality would improve due to nutrient reduction. 
Vesterinen, Pouta, Huhtala and Neuvonen (2010) evaluated the recreational benefits of improving 
Finland’s water systems, including the coast, using the travel cost method. Czajkowski et al. (2015) 
valued the recreational benefits of all nine coastal countries of the Baltic Sea using the individual travel 
cost method. 
The monetary value elicited by using the travel cost method does include uncertainties arising from 
the method itself. Accounting for impact of substitutes on the value of recreational services is one of 
the main issues of the travel cost method and also generally in the valuation of recreational services. 
particular, substitutes cause problems in valuation of water recreation. The second objective of this 
thesis is to determine the impact of substitute sites on the monetary value of the Baltic Sea. 
The problem of accounting for the impact of substitutes stems from the simple fact that the number 
of possible substitute sites for water recreational activities is immense, thus limiting the possibilities 
for including substitute effects in a valuation analysis. In Finnish recreation valuation, substitutes are 
usually completely omitted from the analysis, based on the fact that “everyman’s rights” reinforce 
two fundamental issues related to substitutes for recreation: 1) the determination of substitutes is 
difficult; and 2) the number of possible substitutes increases significantly (Huhtala & Lankia, 2012; 
Lankia et al., 2017). Because of everyman’s rights, a clear picture of substitute sites and the impact of 
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substitute sites on the welfare of recreation is missing. The usual approach of omitting substitutes 
from the analysis probably inflates the valuation estimates. 
A study by Vesterinen et al. (2010), focusing specifically on Baltic Sea recreation, assumed that going 
to a summer cottage is a good substitute for water recreationists. Random utility models inherently 
account for substitutes for recreation, but limited attention has been devoted to them in Swedish 
studies (Sandström, 1996; Soutukorva, 2005). An international study by Czaikowski et al. (2015) 
completely omitted substitutes. 
In this thesis approaches are used to assess the impact of substitute sites on the value of recreation 
at the Baltic Sea. We employed substitute site dummy variable to assess the overall impact of 
substitutes on the number of trips taken to the Baltic Sea and travel cost substitute interaction term 
to assess the sensitivity of the number of trips taken by respondents who have substitute sites on 
increasing or decreasing travel costs. The third objective of this thesis is to offer insight into what kinds 
of sites are perceived as substitutes for the Baltic Sea and which visitors have substitute sites for the 
Baltic Sea using logistic regression. 
The research is based on data collected by the BalticApp-project, from 2017 to 2018, from the three 
countries of Finland, Latvia and Germany. The project’s main objective was to identify strategies to 
ensure the supply of ecosystem services, including recreational services provided by the Baltic Sea in 
the future. 
The results indicate that the annual welfare of the recreational services provided by the Baltic Sea is 
approximately 3,000€. Substitute sites decrease the number of recreational trips taken to the Baltic 
Sea, but individuals who have substitute sites are less sensitive to an increase in the travel costs, 
meaning that even with higher travel costs they take more trips to the Baltic Sea compared to 
individuals who do not have substitutes. The implication is that respondents who have substitutes are 
already more committed to recreation at the Baltic Sea. Furthermore, individuals with higher odds of 
having substitute recreational sites visit the Baltic Sea more often, engage in more than one 
recreational activity, have a higher education, perceive that their most visited site at the Baltic Sea has 
many facilities and are between the ages of 30 and 64 years. 
The structure of this thesis is as follows. Following the first introductory chapter, Chapter 2 presents 
a literary review on how recreational substitutes are handled in environmental valuation and how 
substitute sites impact the monetary value of recreational services. Chapter 3 outlines the data used 
to conduct the analysis. The fourth chapter introduces the methodology used, namely the travel cost 
method and logistic regression. Chapter 5 presents the actual travel cost analysis of the Baltic Sea and 
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the monetary value of a visit to the Baltic Sea. The sixth chapter comprises the discussion and the final 
chapter presents the conclusions. 
2. Literary review: substitution in environmental valuation and 
social psychology 
2.1  Economic theory behind value measure in travel cost model and substitutes 
The welfare measures used in environmental valuation is closely linked to neoclassical consumer 
theory. The theory behind determining value is presented from the perspective of the travel cost 
method. The essence of consumer theory is that individuals make choices that maximize their utility. 
However, the utility of an individual cannot be directly observed, but the assumption is that 
consumers’ behavior relies on preferences which reflect individual utility. Individual utility is described 
in terms of the utility function that describes individuals’ preferences for bundles of various goods, 
where the most preferred bundle of goods yields the maximum utility to the individual (Varian, 2003, 
pp. 55-58). 
The individual utility function is based on a few basic assumptions: 1) the greater the quantity in a 
bundle of goods, the higher the utility; 2) substitutability exists among the goods in the bundle, 
meaning that it is possible to substitute one good for another without losing welfare. (Freeman et al., 
2013) present the utility function where 𝑥 is the quantity of market goods, 𝑞 is the quantity of 
environmental goods and 𝑡 is the time spent in activities that yield utility. The difference between x 
and q is that the quantity of q is given in the function. 
𝑈 = 𝑈(𝑥, 𝑞, 𝑡) 
The utility function can be maximized by the following assumptions: 1) prices exist for the goods, in 
the case of the travel cost model, the assumption is that the price for the environmental good is the 
cost to travel to the site; and 2) the individual chooses the quantity of goods that maximises the utility. 
There exists a constraint on individual consumption, which is the amount of disposable income. The 
solution to the problem results in ordinary Marshallian demand functions. Where xi is the quantity of 
the goods, P is the price of the goods and M is the budget constraint (disposable income). 
𝑥𝑖 = 𝑥𝑖(𝑃, 𝑀) 
In the travel cost model, welfare is measured as a consumer surplus, which is the area under the 
Marshallian demand curve, but above the price. Other measures used to calculate environmental 
valuations are the compensating variation and the equivalent variation; both these measures fall 
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outside the scope of this thesis (see for example Freeman et al., 2013, pp. 47-59). The impact of 
substitute sites on the welfare of recreation can be measured as change in the consumer surplus. 
Substitute goods or services are alternatives for each other. The substitutability of goods depends on 
the perceived similarity of the goods. The higher the substitutability, the greater the difference in 
demand will be. Formally, two goods (A and B) are substitutes if a price increase in good A increases 
the demand for good B, replacing the consumption of good A with consumption of good B. 
In economic terms, two goods are perfect substitutes if they are completely substitutable. In other 
words, perfect substitutes have a constant marginal rate of substitution (MRS). The MRS is the rate at 
which a consumer is willing to give up one good in exchange for another good and maintain the same 
level of utility. Imperfect substitutes have a lesser substitutability level. 
In recreation, different sites or recreational activities can serve as substitutes for one another. Our 
interest here is in the impact of a substitute site on the demand for recreation at the Baltic Sea. The 
existence of a substitute should lower the demand for recreation as the price of recreation increases. 
The price increase for recreation means a change in the travel costs to the site under evaluation. The 
impact of the price change on the good consumed is divided into two effects, the income effect and 
the substitution effect. The income effect refers to lower or higher consumption of the good and 
related goods, depending on the price change. The substitution effect means a change in the 
consumption of the good affected by the price change: if the price of the good increases, the 
consumption changes to a substitute good if such a substitute good exists. Measuring the substitution 
effect or the income effect is not that straightforward with regard to environmental goods and 
services, because of a lack of market prices. In economics, the price of non-market goods is generally 
called “the shadow price.” 
There are two types of substitution effects that should be accounted for in the valuation of recreation 
sites: 1) The availability of cross-marginal effects, that is, the change in availability of another site in 
the individual choice set of recreation sites that impacts on the demand for the site under valuation; 
and 2) the attribute cross-marginal effects, that is, the change in the alternative sites attribute (water 
quality, new dock, catch rate, etc.) which impacts on the demand for the site under valuation 
(Schaafsma, 2011, p. 70). For example, in the first case, if the individual acquires information about a 
good fishing site and access to the new site requires less money than access to the preferred fishing 
site, the demand for the preferred site decreases. In the second case, if a new road is built to another 




In this thesis, the assumption is that recreation at the Baltic Sea would not be possible and 
consumption of recreation would shift to a substitute site if a substitute site exists. The individual’s 
choice set would change, leading to a situation where the shadow price of access to the site under 
valuation would increase, the demand for recreation at the substitute site would increase and the 
demand for recreation at the Baltic Sea would decrease. The travel cost model would produce a 
conventional downward-sloping demand curve for recreation at the Baltic Sea and the value of 
recreation at the Baltic Sea would be measured as a consumer surplus, as the demand for recreation 
at the Baltic Sea would decrease and the welfare of recreation at the Baltic Sea would decrease. 
2.2 Summaries from previous findings based on meta-analysis 
A meta-analysis combines data from multiple studies. In environmental valuation, a meta-analysis is 
often used to synthesise the benefit estimates of a specific non-market good. Furthermore, the benefit 
estimates from the meta-analysis can be used to assign a value to a similar site if it is not possible to 
conduct an individual study on that site. This process in environmental valuation is called “benefit 
transfer.” 
A meta-analysis of the benefits of outdoor recreation in the United States between 1968 and 1988 
found that 64.7% of 131 travel cost studies included term for substitutes, and the omission of term 
caused a 30% overestimation of the benefits to be obtained from the recreation (Walsh, Johnson & 
McKean, 1992). Shrestha and Loomis (2001) extended the research with regard to the United States 
outdoor recreation benefits and found that between 1967 and 1998 only 25.8% of 131 studies using 
both the travel cost and the contingent valuation methods, included substitutes in their model. A 
meta-analysis of the benfitts ecosystem services provided by lakes all over the world found that only 
16% of 133 studies conducted between 1972 and 2012 utilizing all valuation methods – hedonic prising 
(HP), travel cost (TC), contingent valuation (CV), and choice experiments (CE) – included substitutes in 
their model (Reynaud & Lanzanova, 2017). A meta-analysis of the benefits of coastal recreation sites 
in Europe found that 63 of 177 observations from 38 valuation studies utilizing contingent valuation, 
travel cost, and choice experiments methods, also accounted substitute sites in their valuation 
(Ghermandi, 2014). 
Based on these meta-analyses that concentrate on recreation, it is clear that only a small percentage 
of valuation studies include substitutes in their model. It is difficult to say how many studies focusing 
on water recreation have included substitutes in their models. Ghermandi (2014) is an exception, since 
it is the only meta-analysis focusing specifically on water-related recreation, but only with regard to 
European coastal areas. Other meta-analyses focusing on recreation have also included other types of 
recreational activities, such as hunting and winter sports. Similarly, since all the meta-analyses 
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included studies using various valuation methods (HP, TC, CV, and CE), it is difficult to distinguish which 
valuation methods have accounted for substitutes. The study by Walsh et al. (1992) represents an 
exception, because in their analysis, consisting of valuation studies employing the contingent 
valuation and travel cost methods, only the travel cost studies included term for substitutes. 
2.3 Travel cost method and substitutes 
The travel cost method stems from the simple observation that people are willing to pay to access 
recreational sites. This insight was first introduced by Hotelling (1947) in relation to valuing national 
parks. The monetary value of recreational services is elicited from the travel costs to the site, for 
example gasoline or bus tickets, and thus the travel cost method is based on revealed preferences. It 
is the most widely used environmental valuation method to estimate the monetary value of 
recreational activities. This thesis uses the travel cost method to value the recreational opportunities 
of the Baltic Sea. 
Travel cost models can be roughly divided into single-site and multi-site applications. The individual 
travel cost model and the zonal travel cost model are single-site applications of the travel cost method, 
while the random utility model (RUM) is a multi-site application of the travel cost method. Single-site 
travel cost methods are used to obtain the total value of the site under valuation and RUM is used in 
situations where the research focuses on the value of environmental change at a site rather than the 
total value of the site. 
The main difference between multi-site and single-site models is that in single-site applications the 
individual chooses the number of trips taken to the site under valuation and in RUM the individual 
chooses the site to visit among a set of possible sites instead of the number of trips to the site under 
valuation. The choice is influenced by the characteristics of the different sites. For the details of the 
random utility model see the example of Parsons (Parsons, 2003, pp. 296-302). 
The distinct difference between the two types of single-site travel cost models is the predicted 
outcome of the models. In the single-site zonal travel cost model the area surrounding the site under 
valuation is divided into zones, usually in concentric circles surrounding the site. The model predicts 
the number of trips undertaken by the population of a particular zone within a certain time frame. 
The individual travel cost model predicts the number of trips taken by an individual within a certain 
time frame. The zonal travel cost method is suitable in a situation where the site under valuation is 
only visited once a year and the individual travel cost method is suitable in a situation where 
respondents undertake numerous visits. The appropriate travel cost method application depends on 
the valuation task at hand. In the case of the present research, the appropriate method is the 
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individual travel cost method, which is presented in the methodology section of this thesis. For details 
of the zonal single-site travel cost model, see for example Haab and McConnell (2005, pp. 181-182). 
Rosenthal (1987) was one of the first to analyse how the welfare gain from a water recreation at a 
reservoir is impacted by substitute sites using the single-site travel cost model. His model included 
travel costs to substitute sites and revealed that omitting substitute sites caused significant 
overestimation of the welfare of the recreation site. 
It is therefore suggested that the single-site travel cost model should include travel costs to substitute 
sites in the model (Freeman III, Herriges & Kling, 2014). The following are suggested ways to select 
substitute sites: 1) sites frequently visited by respondents, 2) sites that have similar characteristics to 
the study site, and 3) sites close to the study site (Parsons, 2003). 
Recent single-site travel cost studies on the recreational value of different types of waterbodies have 
included substitute sites in various ways. A valuation of Australia’s Gold Coast beaches included a 
substitute in the model as a dummy variable, indicating the existence of a substitute site for those 
respondents who had a favourite beach outside the study area (Zhang, Wang, Nunes & Ma, 2015). A 
study on the recreational value of three beaches in Spain took a similar approach, but the substitute 
variable was defined as a travel cost to an alternative beach site. The substitute was determined on 
the basis of respondents’ choice of which beach they would visit if not visiting one of the study sites 
(Alves, Ballester, Rigall-I-Torrent, Ferreira & Benavente, 2017). Boyer, Melstrom and Sanders (2017) 
chose a substitute site for a reservoir in Oklahoma, being the most visited lake among respondents in 
a state area, and included travel costs to the substitute site in their model. 
Common to these recent single-site studies is the inclusion of only one substitute site to the analysis 
similar to the site under valuation. However, two different practices were used to include substitute 
sites in the econometric models: 1) the travel costs to a user-identified site, and 2) the distance to a 
substitute site. 
Most of the research used to assess the impact of substitutes on the welfare estimates of recreation 
has been conducted using the RUM. The reason for using the RUM is the “built-in” way of accounting 
for various substitutes for the site or the recreational activity under valuation. The RUM model 
requires that the analyst compiles a choice set of possible alternative sites or recreational activities 
for respondents to choose the option that maximises utility. There are two options for compiling a 
choice set: 1) include all possible alternatives that the researcher has considered, or 2) define a subset 
of substitute sites that are most likely relevant to the recreationist (Schaafsma, 2011, p. 69). 
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Based on economic theory, the choice sets used in the RUM estimation should include all relevant 
substitutes available to the individual (Hicks & Strand, 2000). In water recreation studies, the number 
of possible alternative sites increases as the distance to the site under valuation increases. Choice set 
formation is a difficult task for analysts, because only the respondent knows which substitutes are 
relevant to his/her decisions on recreation. A few studies have focused specifically on substitute sites 
or recreational activities that impact on welfare estimates, but all studies focusing on choice set 
formation have examined substitutes at some level. 
The erroneous determination of a choice set in RUM modelling impacts the welfare estimate obtained 
from the analysis, because the welfare estimate is an explicit function of the choice set (Hicks & Strand, 
2000). Omitting possible substitute sites or activities from the model leads to an underestimation of 
the welfare estimation if the study assesses the value of an environmental program that aims to 
improve the environmental quality (Jones & Lupi, 1999). By comparison, if the environmental quality 
decreases to the level that recreation is not possible at the study site, omitting substitute sites or 
activities leads to an overestimation of the welfare losses (Parsons, Plantinga & Boyle, 2000; Peters, 
Adamowicz & Boxall, 1995; Jones & Lupi, 2000). However, substitutes might not be the most 
important factor influencing welfare estimates, because an individual’s welfare only changes if the 
site affected by environmental changes is in his/her choice set, thus it is possible that omitting 
substitutes only has a minor impact on welfare estimates (Hicks & Strand, 2000). 
Analysts have used various ways to define choice sets and thus determine which substitute sites are 
relevant to respondents. Choice sets based on respondents’ own perceptions are called endogenous 
choice sets. These types of sets are based on the idea that if an individual is not aware of a site, a 
quality change of the site does not affect the individuals’ welfare. Hence the site is irrelevant to the 
individual and should be excluded from the analysis. The broadest definition of an endogenous choice 
set is that if an individual has any knowledge of a site, it is relevant to the analysis (Parson et al., 2000). 
Haab and Hicks (1997) have narrowed the concept of endogenous choice sets to an individual’s 
knowledge of recreation sites where he/she can engage in his/her preferred recreational activity. In 
Peters et al. (1995), the endogenous choice set was restricted to visitation and intended visitation of 
recreation sites. They also considered the factors influencing awareness of possible substitute sites 
and found that awareness increased as expenditure related to the recreational activity and years 
engaged in the activity increased. 
Choice sets formed exclusively by analysts are called exogenous choice sets. Parsons and Hauber 
(1998) included all possible lakes and rivers of a state area in their choice set and found that sites 
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added after a certain distance do not impact on the welfare measures of anglers, and therefore the 
sites further away from the site under valuation seemed to be irrelevant to respondents. 
Common to all these studies aiming to define choice sets and relevant substitutes for the 
environmental amenity under valuation is that they only included very similar sites or recreational 
activities in the analysis. Also, the choice sets, and hence the possible substitutes, were defined by the 
analysts. This is even the case for the endogenous choice sets, where respondents could only choose 
from alternative sites outlined by the analysts. The limitation of this approach is that it overlooks the 
possibility that different types of areas or activities can be substitutes, for example, a forest area can 
be a substitute for a lake and boating can be a substitute for rock climbing. 
The so-called freedom to roam laws or, as they are known in the Nordic countries, “everyman’s right”, 
leads to a unique problem related to RUM modelling. In Finland “everyman’s right” guarantees open 
access to nature that is not dependent on ownership, for example, free movement in forest areas and 
swimming or angling in water systems are allowed (Tuunanen, Tarasti & Rautiainen, 2012). The open 
access situation in Finland and in all countries having similar laws leads to two separate issues: 1) the 
lack of distinct nature regions or sites, and 2) the number of substitute recreation sites is even greater 
(Ovaskainen et al., 2011). In these conditions, the formation of a choice set is difficult or even 
impossible. 
2.4  Substitutes in stated preference studies 
In stated preference studies, substitutes have been analysed in the context of distance decay. Distance 
decay is a well-known phenomenon were willingness to pay (WTP) for an environmental good under 
valuation decreases as distance to the site increases. One suggested explanation for distance decay is 
the existence of substitutes. The expectation is that as the distance to the environmental good under 
valuation increases, the number of possible substitute sites also increases, and hence distance decay 
and substitutes are interdependent. According to Rolfe and Windle (2012), environmental valuation 
has also revealed other explanations for distance decay; the further from the resource an individual 
lives, the lower his/her usage of it is and the less aware and responsible the individual feels for it. 
Stated preference analysis has mainly focused on how distance to substitutes impacts on the 
willingness to pay for an environmental quality change. 
Pete and Loomis (1997) analysed WTP for three environmental programs aiming to improve 
environmental conditions. In two of the three cases in their study, WTP declined if respondents had 
substitutes in the proximity of their homes. De Valck, Broekx, Liekens, Aertsens and Vranken (2015) 
presented similar results in a study considering how the density of nature around respondents’ homes 
14 
 
affected the value of nature sites under valuation. They had four different ways to include the distance 
to substitutes in their model. 
Jørgensen et al. (2013) approached the impact of substitute sites on WTP for the improvement of the 
environmental condition of a Danish river by including travel time to the study site and two variables 
for substitutes in their model. The first variable was travel time to the nearest similar substitute site 
(stream or river) and the second variable was travel time to a less perfect substitute (coast). The major 
result of the study was that the proximity of substitutes decreased WTP for river restoration, but only 
for non-users. The suggested reason for this is that users did not consider the substitute sites chosen 
by the researcher as relevant substitutes for the site under valuation. 
Schaafsma, Brouwer, Gilbert, Van Den Bergh and Wagtendonk (2013) tested the effect of substitutes 
on improving the environmental condition of three different waterbodies. They estimated two 
models, the first one including the distance to the site under valuation and the distance to one 
substitute site, the second including directional variables to analyse how the uneven spatial 
distribution of substitute sites affects WTP for the restoration. Their results indicated that omitting 
substitutes from the analysis can lead to an over- or underestimation of the WTP of both users and 
non-users. Their second model indicated that these results were also dependent on the direction from 
which the site is approached. Lizin, Brouwer, Liekens and Broeckx (2016) included substitute sites in 
their model, so that the distance to the first river under valuation was included in the model for the 
second river under valuation and vice versa, and found a slightly lower WTP for river restoration 
compared to the model that omitted substitutes. 
The concept of a substitute is similar in stated preference literature to the concept of a substitute in 
revealed preference literature; in both substitutes chosen by analysts are used. The substitute sites 
are intended to be similar to the environmental good under valuation in terms of their environmental 
status and they services they offer (De Valck et al., 2015; Pete & Loomis, 1997; Lizin et al., 2016). 
Schaafsma et al. (2013) recognised that analyst-chosen substitute sites can be irrelevant to 
respondents. They used both respondents’ answer-based substitutes as well researcher-chosen sites, 
but only the researcher-chosen sites were significant in their analysis. The reason for the insignificance 
of the respondents’ identified substitutes is that these were small sites, not identified by the official 
databases from which the researcher-chosen sites were selected. Jørgensen et al. (2012) adopted a 
broader approach to the subject by considering that it is also possible that a site that is not similar to 
the study site can be a substitute. However, in their case, it was suggested that users did not consider 
the researcher-chosen substitutes relevant. De Valck et al. (2015) recognized the possibility that 
individuals’ perceptions of what are important characteristics of nature are unique. 
15 
 
2.5  Who has substitutes: implications from the social psychology literature 
Substitution as an aspect of recreational behavior, in other words, changing a preferred recreational 
site or activity for another, has been studied by social psychology. According to Gentner and Sutton 
(2008), both economics and social psychology have analysed the same phenomena based on similar 
assumptions about human behavior (that is, individuals make choices that maximize utility), but the 
modelling and concepts of the two disciplines are slightly different. The main difference is that social 
psychologists employ different contexts of substitution: activity substitution, site substitution or, for 
example in the context of fishing, substitution of the target species. Economists would consider all 
these as the same and the focus of economics is the impact of substitution on the welfare for the 
individual. By contrast, the monetary value of the welfare impact of substitutes is not part of social 
psychology research. 
A study by Ditton and Sutton (2004) found that anglers’ willingness to change to another recreational 
activity was influenced by demographics (age, education and gender) and their motivation to 
participate in fishing (only activity- specific motivations influenced them). Similar results were also 
found in a study of anglers substituting their preferred species for another species (Sutton & Ditton, 
2005). Besides demographics and motivations to participate in certain recreational activities, place 
bonding via recreational specialization has also been found to influence anglers’ willingness to 
substitute (Oh, Sutton & Sorice, 2013). Sutton and Oh (2015) found a strong link between commitment 
to fishing as a recreational activity and ability to change to another recreational activity. Han, Noh and 
Oh (2015) found similar results with anglers in a study of coastal tourism substitution behavior; 
motivations, place bonding and demographics influenced substitution behavior. Added to these, they 
also found a link between the condition of a preferred site and substitution. The driving forces behind 
substitution behavior are constraints individuals face while participating in recreational activities, for 
example lack of time, money, access and equipment. The constraints individuals face are at least 
influenced by demographics and motivations to participate in a certain recreational activity (Sutton, 
2007). 
Social psychology has found that demographics, motivation to participate in a certain recreational 
activity, place bonding, commitment to a preferred recreational activity and site condition influence 
individuals’ willingness and ability to substitute. As we are also here interested of the question of who 
has a substitute site, we use these concepts from the social psychology literature to define possible 




3.1  Survey implementation 
The data used in this thesis were collected for the BalticApp project between November 2016 and 
February 2017. The BalticApp project is an EU project that ran from 2015 to 2018 and investigated 
supply and demand of the Baltic Sea ecosystem services in terms of the current projections of socio-
economic development and pressure caused by climate change in the Baltic Sea. The main objective 
of the project was to identify strategies to ensure the supply of the ecosystem services for the future. 
As part of the project, Latvians, Germans and Finns replied to the web-based survey about their 
recreational behavior at the Baltic Sea. Finnish and German respondents replied to the questions 
without additional assistance, but to ensure a representative sample of Latvians, personal interviews 
were conducted with them, because internet availability is not as universal in Latvia as it is in Finland 
and Germany. A total of 4,800 responses were received from the three countries, with approximately 
2,000 individuals completing the survey in Finland, approximately 2,000 in Germany and 
approximately 760 in Latvia. 
3.2  The questionnaire 
The survey consisted of six sections. The first section contained information about the Baltic Sea and 
an introduction to the survey. The second section sought information about respondents’ recreational 
behavior using map-based questions. In the third section respondents were asked detailed 
information about their last visit to their most frequently visited site at the Baltic Sea. The fourth 
section questioned respondents about their perceptions of the ecological condition of the Baltic Sea 
and their expected future visiting behavior. This section is related to contingent behavior research and 
only the questions about the perceived condition of the Baltic Sea are relevant to this study. In the 
fifth section respondents stated their preferred future condition of the Baltic Sea and replied to 
questions about the ecosystem services of the Baltic Sea. This section can be used for the choice 
experiment study and only the questions related to ecosystem services are important for this study. 
In the final sixth section respondents replied to questions regarding their backgrounds. 
For this study, the second section of the questionnaire, on respondents’ behavior visiting the Baltic 
Sea, was the most important. Respondents stated the number of visits they had made to the Baltic 
Sea: this question formed the basis for the travel cost analysis. Other information gathered in this 
section included the timing of visits and the recreational activities respondents had participated in at 
the Baltic Sea. The timing of visitation allowed for the separation of non-users and users. Respondents 




The use of map-based questions in the second section distinguished the survey from earlier research. 
In the map-based questions, respondents navigated to a location on the map and pinpointed a place 
on the map. Map-based questions facilitated gathering information about the location of the 
respondents’ place of residence and their most preferred recreation site. This spatial information was 
used to calculate various distances: from the respondents’ homes to the Baltic Sea coast, and the road 
and Euclidean distance from the respondents’ homes to recreation sites. 
In the next section, respondents described the environmental condition of their most frequently 
visited site and the travel information to arrive at their most frequently visited site, including mode of 
transport and approximate travel costs. In the final section of the survey, demographic information 
was gathered. The complete survey included 41 questions divided into six sections. The anticipated 
time to complete the survey was 20 minutes. 
In the survey users were also asked to determine possible substitute site or sites for their preferred 
recreation site at the Baltic Sea. The question on substitute sites was also a map-based question. 
Respondents pointed to a location on the map where they would find a similar recreational experience 
to their Baltic Sea recreation site if the ecologic condition of the Baltic Sea deteriorated to a level 
where recreation would not be possible. Respondents who did not choose a location on the map could 
state their reason for not having a substitute site by answering a multiple-choice question with three 
options: “I would stay at home,” “I don’t know where I would go” and “other reason.” Due to the way 
the question was formulated, only spatial information about substitute sites was obtained from the 
survey. Examples of the survey questions are presented in Appendix A. 
3.3 Data from geographical information systems (GIS) 
The spatial information about substitute sites was used to describe the location of and land use 
surrounding the substitute sites. It also enabled us to calculate the various distances to the substitute 
sites. The purpose of this analysis was to obtain more accurate information about the substitute sites 
than merely the existence and location of the sites. The Euclidean distances from the substitute sites 
to the Baltic Sea coast as well as to the preferred recreation sites were calculated. 
Various databases were used to describe the location of the substitute sites as accurately as possible. 
Land use types surrounding each substitute site were analysed within 500 m of the substitute sites. 
The land type data were obtained from the Copernicus database coordinated by the European 
Environment Agency (EEA) (EEA, 2019a). The Corine Land Cover (CLC) inventory provided by the 
Copernicus service includes 44 different land use classes and covers 38 countries, including Germany, 
Finland and Latvia. 
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The Marine Regions database, maintained by the Flanders Marine Institute in Belgium, provides 
geographic information about water systems, for example the standardized names of water systems 
and the geographic location of these features (Flanders Marine Institute, 2019). The database covers 
the entire globe and enabled to determine whether substitute sites are located at the ocean or inland. 
The European Union’s Natura 2000 network of protected areas was assumed to offer good substitute 
sites for the Baltic Sea (European Commission, 2018). The Natura 2000 database is maintained by the 
EEA (2019b). The database contains extensive information about the areas that are part of the Natura 
2000 network, including the spatial and ecological status of each area. The database was used to 
identify substitute sites that are part of the Natura 2000 network. 
3.4 Descriptive information about the sample and substitute site 
Respondents 
A large portion of respondents did not complete the entire survey and the selective responses to the 
survey generated multiple subsamples of respondents. The formation of these subsamples is 
illustrated in Figure 1. The question on the timing of their last visit to the Baltic Sea divided 
respondents into users and non-users. Furthermore, the map-based questions divided users into two 
subsamples, “substitute question” and “no substitute question,” because a large portion of users did 
not respond to these questions. Figure 1 also illustrates the number of respondents who have 
substitute sites and the number who do not. The descriptive statistics of these subsamples are 
presented in Table 1. 



















Table 1        
Descriptive statistics of sample (means) 












Age  47,89 46,84 46,13 49,34 46,90 45,55 
Income  1840,30 1897,29 1812,90 2189,40 2075,71 1605,16 
Household 
size  2,24 2,32 2,32 2,31 2,31 2,32 
Under 18-
year-olds in a 
household  0,39 0,42 0,42 0,44 0,44 0,40 
Gender 
0=Male, 
1=Female 0,51 0,51 0,50 0,53 0,50 0,51 
Education 
0=Lower 




1=Working 0,57 0,60 0,60 0,61 0,60 0,59 
Finnish  0,43 0,46 0,48 0,41 0,52 0,44 
Latvia  0,16 0,18 0,21 0,06 0,10 0,30 
Germany  0,42 0,36 0,31 0,54 0,38 0,26 
N   4819 3395 2642 753 1133 1509 
Education dummy: The lower coded 0, means that respondent has compulsory education, vocational 
education or high school education and University/Polytechnic coded 1 means that respondent has 
university or polytechnic education. 
Occupation dummy: Respondent is coded 0 if the occupational status is retired, student, unemployed or 
home-employed/homemaker respondent is coded 1 if the occupational status is employed full-time, part-
time or self-employed. 
 
A comparison of the descriptive statistics of the sample populations of Germany, Finland and Latvia 
indicates that the sample is fairly representative. The average population age for Latvia is 42.3, for 
Finland 42.5 and for Germany 44.3 (Statistics Finland, 2019; Central Statistical Bureau of Latvia, 2018; 
DesStat, 2019). The average age of our entire sample is slightly higher 47.89 years. The average 
population-level household sizes, according to the OECD, are 2.3 in Latvia, 2.1 in Finland and 2.0 in 
Germany (OECD, 2016). The average household size of the sample is 2.24, close to the population 
household sizes. The percentage of females of the entire population is 54.4% in Latvia, 50.7% in 
Finland and 50.8% in Germany (World Bank, 2017). This is similar to the sample, which has a slightly 
higher number of female respondents. The percentage of the population between the ages of 18 and 
64 with a university/polytechnic degree in Latvia, Finland and Germany are 30.0%, 36.4% and 24.8%, 
respectively (Eurostat, 2019). Approximately 30% of the survey respondents have a university or 
polytechnic education, close to the population levels. 
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It is difficult compare occupational status at country level for two reasons: our data include individuals 
between the ages of 18 and 79 years and the employment levels of a country are measured for 
individuals between the ages of 15 and 64 years; and the definition employed also differs from our 
variable. Nevertheless, the employment rate in 2018 was 70.0% in Finland, 71.8% in Latvia and 75.3% 
in Germany (OECD, 2019). These are higher percentages than the sample percentage of 57%. 
The same applies to the comparison of income levels in our data and the country-level incomes. The 
question on income in the survey employed eight income categories, and the mean income was 
calculated from the midpoints of these categories. Again, no real country-level measures for the 
accurate comparison of mean incomes exist, except for the household disposable income, which is 
2371€ per month for Finland, 2345 € per month for Germany and 1330 € per month  (OECD, 2016). 
These figures mostly reflect higher income levels than the sample income of 1840 € per month. 
Turning to the comparison of the subsamples, the greatest variations among the subsamples are with 
regard to age, income level, education level and the respondents’ home countries. Individuals who 
did not respond to the map-based questions are older than the “users” and those who answered the 
“substitute question.” The “no substitute question” group has, on average, a much higher income level 
than the “users” or “substitute question” groups. Respondents who had a substitute site have a higher 
education level than the “users” group, but an even higher education level than the “no substitute 
question” group. There is also variation among respondents with regard to the home countries of the 
subsamples. Over half of the respondents in the subsample “no substitute question” are from 
Germany, compared to the other two subsamples, where approximately one third of respondents are 
from Germany. The portion of Latvians in the “no substitute question” subsample is also lower than 
in the other subsamples. 
The second comparison between the “substitute site” group and the “no substitute site” group implies 
differences between those respondents that have a substitute site and those who do not. The most 
distinct differences between the “substitute site” and the “no substitute site” groups are that those 
respondents that have a substitute site have higher income and education levels. 
Substitute sites 
Of the 4,800 respondents, only 2,642 replied to the map-based questions, thus to the substitute 
question. Two factors limited the number of responses: 1) a portion of users had difficulty answering 
map-based questions; and 2) naturally non-users did not respond to the substitute question. 
A total of 1,133 respondents identified at least one substitute site, and 181 of these respondents had 
more than one substitute site for the Baltic Sea. Altogether 370 substitute sites are located at the 
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Baltic Sea and the rest of the substitute sites are located inland. Information about the location is 
missing from 51 substitute sites. A total of 545 substitute sites were identified by respondents from 
Finland, 414 were identified by respondents from Germany and the rest were identified by 
respondents from Latvia. Altogether 224 substitute sites identified by respondents are Natura 2000 
areas. 
The mean distance from respondents’ homes to substitute sites is 250.6 km, the median distance is 
155.24 km, the minimum distance is 0.09 km and the maximum distance is 9,159.9 km. By comparison, 
the mean distance from respondents’ recreation sites to substitute sites is 276.7 km, the median 
distance is 146.2 km, the minimum distance is 0.14 km and the maximum distance is 9,048.69 km. 
There is no existing distance data for substitute sites. In a previous study, Lankia et al. (2013) calculated 
the mean distance to the typically visited swimming site and determined this to be 11 km. Possibly 
this reflects the lower boundary of the distance to the substitute site. The upper boundary of the 
distance to the substitute site is limitless, because a beach in Thailand could be a substitute site for 
the Baltic Sea. The median of the distance from home to the substitute site is relatively high, namely 
155.24 km, but this could represent a trip to a summer cottage in Finland. 
Land types surrounding the substitute site were divided into five classes: 1) artificial surface (towns, 
cities, etc.); 2) agricultural areas; 3) forest and semi-natural areas; 4) wetlands; and 5) water bodies 
(lakes, rivers, etc.). The distribution of major land types surrounding substitute sites was analysed for 
each country separately. 
A total of 38.5% of Finnish respondents reported that their substitute sites are located near 
waterbodies. Artificial surfaces is the major land use, surrounding 20.4% of substitute sites, and 35.9% 
of substitute sites are located near forests. The distribution is somewhat different with regard to the 
substitute sites reported by German respondents: 41.9% of substitute sites are located near artificial 
surfaces. The major land type surrounding substitute sites is agricultural area, that is, in 25.6% of cases, 
with 14.8% of sites located in forests and 12.9% of sites located near waterbodies. Of the substitute 
sites identified by Latvians, 46.3% are located near waterbodies, 26.9% near artificial surfaces and 
17.9% in forest areas. 
The high percentage of artificial surfaces and forest areas being reported by the respondents of all 
countries as the main land use types surrounding substitute sites implies that water is not necessarily 
needed for the recreational activities at substitute sites. This is particularly the case with regard to 
German respondents, who reported that relatively few substitute sites are located at waterbodies, 
compared to the respondents from Finland and Latvia. 
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1. Statistical/econometric models 
4.1 Logistic regression 
The statistical method selected to analyse the question “Who has a substitute site or sites?” was 
logistic regression. The dependent variable of the analysis was dichotomous: either respondents had 
a substitute site or they did not. Logistic regression was applied to the group of respondents who 
completed the entire survey and replied to the map-based questions, as well as to the substitute 
question. 
The estimation and analysis of the logistic model followed the steps introduced by Hosmer, Lemeshow 
and Sturdivant (2013, pp. 90-93). The first step was to devise a strategy for choosing independent 
variables for the analysis. There were two possible strategies: 1) to include all relevant variables even 
if the variables had not been statistically significant in the preliminary testing; and 2) to include only 
the variables that are supported by the theory and were statistically significant in the preliminary 
testing. The latter method is called purposeful selection and was used for this analysis. 
Preliminary testing was performed with regard to each independent variable. The tests indicated 
whether there was a statistically significant relationship between each of the separate independent 
variables and the dependent variable. Pearson’s chi-squared test (chi-squared test for independence) 
compares the observed frequencies of the data to the expected frequencies produced by the test. The 
expected frequencies are defined so that no relationship exists between the variables. The test is 
suitable for the categorical and dummy variables. One-way analysis of variance (ANOVA) was used for 
the continuous variables. An ANOVA indicates whether there is a difference between the means of 
the dependent variable groups. 
Variables of the logistic regression 
Before the final model was estimated, categorical variables (travel mode, education, age and site 
condition variables) were modified to dummy variables. This made interpretation of the final model 
easier. The dummy variables were based on Pearson’s chi-squared test of independence. The turning 
point of the ratio between the expected values produced by the test and the observed values of data 
from higher to lower or vice versa was used as a line to assign the observations to a group, 1 or 0. 
The independent variables for the logistic regression were selected by comparing the social 
psychology literature and the survey questions. These variables included demographics, the 
conditions of respondents’ most frequently visited site and whether respondents had participated in 
a certain recreational activity at the Baltic Sea. Three variables could indicate place attachment, 
namely hours stayed at the most frequently visited site, visitation times at the most frequently visited 
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site and the importance of cultural and historic sites. The importance of recreation indicated a 
commitment to recreation. The distance variables were also assumed to be good indicators, because 
as the distance to the site under valuation increases, the number of substitute sites increases. A total 
of 41 different variables were identified, but based on the preliminary tests, only 20 variables were 
significant and included in the model. The descriptive statistics and expected signs of all the 
independent variables are listed in Appendix A and the significant variables are presented in Table 2. 
Table 2 variables for the logistic regression 
Dependent variable   Mean Std. Dev. Min Max n 
Substitution 0=No substitute site, 1= 
Substitute site 
0,43 0,50 0 1 2642 
Independent variables              
Timing of visitation 0=Over 12 months ago, 
1=Inside 12 months ago 
0,76 0,43 0 1 2642 
Number of activities 0=One, 1=Two or more 0,74 0,44 0 1 2544 
Time 0,05-700 h 39,04 70,46 0 700 2621 
Importance of recreation 0=0-25, 1=26-100 0,54 0,50 0 1 2641 
Walking 0=No walking 1=Walking 0,68 0,47 0 1 2544 
Jogging 0=No jogging, 1=Jogging 0,08 0,27 0 1 2544 
Swimming 0=No swimming, 
1=Swimming 
0,32 0,47 0 1 2544 
Nature watching 0=No nature watching, 
1=Nature watching 
0,31 0,46 0 1 2544 
Diving 0=No diving, 1=Diving 0,01 0,07 0 1 2544 
Boating 0=No boating, 1=Boating 0,07 0,25 0 1 2544 
Sunbathing 0=No sunbathing, 
1=Sunbathing 
0,24 0,43 0 1 2544 
Picnicking 0=No picnicking, 
1=Picnicking 
0,20 0,40 0 1 2544 
Sauna 0=No sauna, 1=Sauna 0,04 0,20 0 1 2544 
Travel mode 0=Public transport, 1=Car 0,79 0,41 0 1 2189 
Number of species 0=Low and rather low, 
1=Rather high and high 
0,61 0,49 0 1 2096 
Number of facilities 0=None or some, 1=Many 0,45 0,50 0 1 2497 
Age 0=Between 18-29 and 
over 65, 1=Between 30-
64 
0,68 0,47 0 1 2642 
Education 0=Lower education, 
1=University/polytechnic 
0,35 0,48 0 1 2641 
Finnish 0=Not Finnish, 1=Finnish 0,48 0,50 0 1 2642 
Latvian 0=Not Latvian, 1=Latvian 0,21 0,41 0 1 2642 
German 0=Not German, 
1=German 
0,31 0,46 0 1 2642 
Income (continuous) 50-5000€ 1812,90 1237,22 50 5000 2281 
Distance from home to 
recreation site 




The replies to the survey follow anticipated distributions among the respondents who belong to the 
sub-sample “substitute question.” These respondents answered the entire survey, including map-
based questions. A large share of our sample has visited the Baltic Sea within 12 months and 70% of 
the respondents participate in more than one recreational activity at the Baltic Sea, highlighting the 
fact that the Baltic Sea is an important recreation site with many recreational opportunities for Finns, 
Latvians and Germans. Activities also follow the anticipated distribution, with most of the respondents 
participating in walking, sunbathing, picnicking and swimming. These are low-cost, easily accessible 
activities compared to diving, boating and taking a sauna. The site condition variables do not represent 
absolute numbers but rather the perceptions of individuals of the most preferred sites. Based on these 
variables, respondents’ most frequently visited sites are in a good condition. About half of the 
respondents reported that the number of species at the site are high and there are many facilities at 
their most frequently visited site. These percentages could also be lower due to the fact that the 
ecological condition of the Baltic Sea is relatively poor (Helcom, 2018). The mean Euclidean distance 
from respondents’ homes to the recreation sites is approximately 154 km, indicating that a high 
number of respondents do not live along the coast but are still a day trip away from the Baltic Sea. 
The respondents indicated the travel mode used to arrive at their most frequently visited site in 
response to a multiple-choice question listing seven possible modes: 1=Walk, 2=Bike, 3=Car, 4=Public 
Transport, 5=Private Boat, 6=Ferry, 7=Other. Based on the literature, it was assumed that individuals 
arriving with cars at the most frequently visited site would have access to more sites than individuals 
limited by public transportation. The travel mode dummy was coded 1 if a respondent arrived by car 
and 0 if a respondent used public transport. 
The original site condition variables were divided into categories. Respondents rated the condition of 
their most frequently visited site on a 5-point rating scale. The number of perceived species was 
measured on a 4-point rating scale, ranging from low to high, and the number of perceived facilities 
at the most frequently visited site was measured on a 3-point rating scale, ranging from none to many. 
The ratio between the expected and the observed values determine the formulation of the site 
condition dummy variables. With regard to the number of perceived species variable, responses of 
rather high and high were assigned to group 1, and responses of rather low and low were assigned to 
group 0. With regard to the number of facilities variable, responses of none and some were coded as 
0 and high was coded as 1. 
Respondents stated their level of education in response to a multiple-choice question, with the four 
categories being compulsory education, vocational education, high school and university/polytechnic 
education. Similar to the earlier question, the ratio between the expected and the observed values 
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determined the formulation of the education dummy. Lower than high school education was coded 
as 0 and university/polytechnic education was coded as 1. 
Age categories were based on the responses to an open-ended question in the survey and the four 
categories were formulated according to the classification of Statistics Finland (2019). The ratio 
between the expected and the observed numbers was used to formulate the final variable, were 
respondents younger than 18-29 and respondents older than 65 were coded as 0 and respondents 
between 29 and 65 were coded as 1. 
In addition to the travel mode, site condition, level of education and age, the other significant variables 
are depicted in detail below. Respondents indicated the recreational activity or activities in which they 
participated at the most frequently visited site at the Baltic Sea. Variables were labelled by the distinct 
name of the recreational activity were coded as 1 if respondents participated in the activity and as 0 
if they did not. The number of activities dummy was formulated by summing up the responses to the 
single recreational activity questions. With regard to the number of activities dummy, participating in 
more than one activity at the Baltic Sea was coded as 1 and participating in only one activity was coded 
as 0. 
The timing of visits to the Baltic Sea as well as the length of visits were captured in the survey. In the 
analysis, these variables are named “timing of visitation” and “time.” Respondents who had visited 
the Baltic Sea within the last 12 months were coded as 1 and respondents who visited more than 12 
months ago were coded as 0. The hours spent at the most frequently visited site constitute a 
continuous variable ranging from 0,05 to 700 hours. 
Respondents indicated the importance of various ecosystem services contributing to their personal 
value measurement of the Baltic Sea. In the constant sum question, respondents distributed 100 
points to eight ecosystem services available at the Baltic Sea, for example opportunities for 
recreational activities, habitats for many animals and inspiration for artistic work. The question can be 
found in Appendix A. Points distributed to the opportunities for recreational activities formed the 
basis for the importance of recreation. In the dummy variable, low points ranging from 0 to 25 were 
coded as 0 and high points between 26 and 100 were coded as 1. Low points indicate that recreation 
is not important to the respondents and high points indicate the opposite. 
Respondents indicated their level of income in terms of one of eight categories where 1=less than 200 
euros, 2=201-500 euros, 3=501-900 euros, 4=901-1600 euros, 5=1601-2500 euros, 6=2501-3600 
euros, 7=3601-5000 euros, 8=over 5000 euros . The continuous income used in the analysis was based 
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on these categories, midpoints of these categories were user to compile the continuous income 
variable. 
According to the preliminary testing, the only significant distance variable was the analyst-calculated 
distance from respondents’ homes to recreation sites, ranging from 0 km to 1,100 km. 
Estimation of the logistic regression 
The logistic regression model can be represented as follows (Menard & Menard, 2010, p. 19; Hosmer 




) = 𝛽0 + 𝛽1𝜒1 + 𝛽2𝜒2+. . +𝛽𝑘𝜒𝑘 
where P=probability of having a substitute site, (p/1-p) = odds of having a substitute site, 𝛽0=constant, 
𝛽𝑘=parameter estimate and 𝑥𝑘=independent variable. 
Before calculating the estimation, it was ensured that the assumptions of the logistic regression were 
not violated (Menard & Menard, 2010, pp. 125-126). One of these assumptions is that correlation of 
the independent variables, known as collinearity, is not allowed. Collinearity leads to biased 
coefficients (the estimated coefficients are systemically too high or too low), inefficient estimates (the 
coefficients have large standard errors) and invalid statistical inference (the statistical significance of 
the regression coefficients is inaccurate). To avoid collinearity issues, correlations of independent 
variables were tested with Pearson’s correlation coefficient (bivariate correlation) (Hosmer et al., 
2013, p. 182). There were two significant correlations between independent variables that could cause 
collinearity issues. “Number of activities” was correlated with variables indicating participation in 
certain recreational activities at the Baltic Sea. Depending on the activity, the correlation varied 
between 0.017 and 0.339. The second correlation issue was between “timing of visitation” and 
“distance from respondents’ homes to recreation site;” this correlation was 0,284. 
Reliable estimates for the parameters were obtained by using maximum likelihood estimation. The 
likelihood function is constructed for an estimation that contains all relevant information from the 
data. The maximization of the likelihood function results in the highest probability of obtaining the 
data from the independent variables. See Agresti (2013, pp. 134-135) for the likelihood function for 
logistic regression. 
To avoid collinearity issues, six different models were estimated. Stepwise estimation was performed 
for all of the models and, based on the univariable Wald test, all insignificant variables were dropped 
one at a time (the most insignificant first). Based on the Wald test, the independent variable “distance 
from respondents’ homes to recreation site” was insignificant in all of the models; because of this, 
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most of the estimated models shrunk to consist of identical independent variables. After the 
estimation, only two distinct models remained: 1) the model including the variable “number of 
activities”; and 2) the model including variables indicating participation in certain recreational 
activities. The other independent variables in the models were the same. The first model was selected 
as the final model, because of the more parsimonious nature of this model. 
Goodness of fit of the logistic regression 
A number of tests, known as goodness of fit tests, can be used to assess the logistic regression model’s 
predictive capabilities. These are the likelihood ratio test, the Wald test, the pseudo 𝑅2 values and the 
Hosmer-Lemeshow test. The model’s classification table is also considered to be a good evaluation 
method. 
The likelihood ratio test compares the likelihood of the fitted model to a null model. The Wald, or 
score, test is similar to the likelihood ratio test and can be used for identical comparison (Hosmer, 
2013, pp. 12-15). Significant test results for the likelihood ratio test or the Wald test indicate that the 
final model offers a statistically significantly better explanation of the outcome than the baseline 
model (no independent variables, only the intercept). 
There are many different coefficient of determination values for logistic regression models, 
sometimes referred to as ”pseudo 𝑅2,” that compare dependant variable outcomes with the 
continuous predicted values that the model produces. Menard (2000) compared five pseudo 𝑅2 values 
for the logistic regression. He stated that the major issue with all pseudo 𝑅2 values for logistic 
regression is the lack of intuitive interpretation. Added to this, the usually reported pseudo 𝑅2 value 
of the Cox & Snell 𝑅2 cannot reach a value of 1. The issue is fixed by Nagelkerke 𝑅2, an adjusted version 
of Cox & Snell 𝑅2. Even with the issue of interpretation, the closer to 1 the pseudo 𝑅2 values are, the 
better the model fits the data. 
According to Menard (2013, pp. 57), the Hosmer-Lemeshow test indicates how the predictions of the 
model fit the dependent variable group memberships. The test compares the observed and predicted 
values of the model. An insignificant test result indicates that the model fits the data. However, the 
Hosmer-Lemeshow test is sensitive to the sample size. With small samples (n<400), the test fails to 
pick up small misspecifications of the model, and with large samples (n in thousands), even a small 
difference between the predicted and observed values can cause the test being statistically significant 
and indicating that the model does not fit the data well (Hosmer et al., 2013, pp. 158-168). 
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The model classification table is a similar assessment of the data to the Hosmer-Lemeshow test, but 
no econometric tests are associated with the classification table. The overall predictive capability just 
indicates how the model predicts the dependent variables outcome. 
Interpretation of the logistic regression 
The logistic regression is interpreted in terms of the odds ratio (OR). The OR approximates how likely 
or unlikely some outcome is in terms of the odds. The OR for a single variable in logistic regression is 
calculated from the confidents of the model 𝑂𝑅 = 𝑒𝛽𝑖. The interpretation is straightforward if the 
independent variable is a dummy variable: If the coefficient of the independent variable is larger than 
zero, the group coded 1 in the independent variable has greater odds of having the dependent variable 
outcome coded 1 than the group coded 0 in the independent variable. By comparison, if the coefficient 
is less than 0 belonging to the group coded 1 in the independent variable, this decreases the odds of 
having the dependent variable outcome (Hosmer et al., 2013, p. 50). In other words, an independent 
variable having a negative sign indicates that the group coded 1 in the variable has smaller odds of 
having a substitute site than the group coded 0. A positive sign indicates that the group coded 1 in the 
variable has greater odds of having a substitute site than the group 0. The more negative the 
coefficient parameter is, the smaller the odds are and, by comparison, the more positive the 
coefficient parameter is, the greater the odds are. The results of the logistic regression are presented 
in Table 5. 
4.2 Single-site travel cost model 
Model and its issues 
The individual travel cost model was used to assess the recreational value of the Baltic Sea, as well as 
the impact of substitutes on welfare recreation at the Baltic Sea. The individual travel cost model has 
a firm basis in consumer theory (Phaneuf & Smith, 2005, pp. 683-685). The final product of the single-
site travel cost model is downward sloping in terms of the demand function of recreation, where the 
quantity demanded is the number of trips taken to the site under valuation and the price is the travel 
costs to the site. As stated earlier, the individual single-site travel cost predicts the number of trips (𝑟) 
taken to the site under valuation. The formulation presented here follows Parsons (2003) and Haab 
and McConnell (2005). 
Most simple single-site models include only travel costs to the recreation site 𝑡𝑐𝑟 and the income y of 
the individual. Income is included in the model because it is one of the main shifters of demand and 
the positive effect of income on the demand for goods or services has a strong basis in economic 
theory, indicating that the good is a normal good. 
𝑟 = 𝑓(𝑡𝑐𝑟, 𝑦) 
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The model was further expanded because the demand function for recreation also depends on other 
factors; by adding the price of substitutes 𝑡𝑐𝑠, model includes another important shifter of demand. 
Besides travel costs, income and substitutes, other good predictors are demographics z and case 
sensitive factors q, for example, the site condition. 
𝑟 = 𝑓(𝑡𝑐𝑟, 𝑡𝑐𝑠, 𝑦, 𝑧, 𝑞) 
Besides substitutes, there are several unresolved issues in the presented travel cost model, namely 
how to include the opportunity cost of time, multiple-destination trips and length of visit in the 
analysis. 
One of the ongoing debates in travel cost analysis is how to include the opportunity cost of time (travel 
time to site) in the travel cost variable. Depending on individual perceptions of the actual trip, omitting 
the travel time from the travel cost parameter causes a downward or upward bias in the welfare 
estimate (Ward & Beal, 2000, pp. 34-38). The individual has to give up part of their income to travel 
to a recreation site: this trade-off between work and recreation time forms the theoretical basis for 
the travel time issue (Parsons, 2003). The well-established way in recreation demand is to use one 
third of an individual’s full wage as a good estimate for the opportunity cost of time and to use analyst-
calculated travel costs. Ovaskainen, Neuvonen and Pouta (2011) found that perceptions of the actual 
trip varies between respondents with regard to cost and welfare. They also compared respondents’ 
perceived travel costs to the conventional wage-based travel cost and found only a slight difference 
in the welfare estimate. Similarly, Hagerty and Moeltner (2005) found that the difference in welfare 
estimates was not significant between respondent-perceived and analyst-calculated travel costs, 
although the difference in travel costs existed. In recent water-based recreation studies, the 
conventional wage-based approach was used (Hanauer & Reid, 2017; Zhang et al., 2015; Alves et al., 
2017), but some studies have excluded time costs completely from their travel cost parameters (Akron 
et al., 2017; Hynes et al., 2017). Freeman lll et al. (2014, pp. 296-300) reviewed the issue of using one 
third of wages as an estimate for the opportunity cost of time and also presented alternative practices 
to include the opportunity cost of time in the analysis. 
The second issue related to the opportunity cost of time is the treatment of on-site time. The exclusion 
of on-site time from an analysis causes the omission of benefits acquired staying at the site. On-site 
time is usually correlated with travel costs, possibly causing collinearity issues in the model. 
Correlation stems from a natural assumption: individuals travelling from farther away to the site also 
tend to stay longer at site. Some recent studies on water recreation do not account for on-site time at 
all (Zhang et al., 2014; Alves et al., 2017). Hynes et al. (2017) had a separate variable in their model 
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indicating number of days stayed at the site. The Latinopoulos (2014) model had a dummy variable 
indicating the difference between single-day visits and longer visits. 
The basic assumption of the travel cost model is that recreation is the only purpose of trips taken to 
recreation sites. However, trips to recreation sites can have multiple purposes, for example also 
visiting friends or family. The welfare estimate is possibly biased if the only-purpose assumption is 
violated. The treatment of multi-purpose trips can result in bias. Martínez-Espiñeira and Amoako-
Tuffour (2009) have stated that approaches in the travel cost literature vary: the complete exclusion 
of multi-purpose visitors from a sample causes an underestimation of the welfare of recreation, while 
ignoring the issue by treating all trips as only-purpose trips causes an overestimation of the welfare of 
recreation. They therefore provided the currently used correction of the multiple-purpose issue by 
weighting the travel cost parameter based on respondents’ trip intentions. In recent travel cost 
studies, the weighted approach is used (Preez & Hosking, 2011; Preez, Dicken & Hosking, 2012). No 
correction of this issue is needed if a large majority of respondents only visited the site under 
environmental valuation (Mangan et al., 2014). Some recent studies have completely excluded multi-
purpose trips from their analyses (Zhang et al., 2014; Hynes et al., 2017). Parsons and Wilson (1997) 
introduced a simple dummy variable to the model, because the calculation of accurate costs for multi-
purpose trips was too complicated. They found that models including a correction dummy produced 
more conservative welfare estimates compared to models completely omitting multi-purpose trips. 
In recent water recreation studies, Akron et al. (2017) analysed multi-purpose trips with a dummy 
variable. 
Poisson model 
Count data models are suitable for the estimation of recreation demand. The non-negative integer 
character of dependent variable trips to the Baltic Sea can be captured by count data models. Poisson 
distribution forms the basis for modelling counts, but the assumption of an equal mean and variance 
called equidispersion is the drawback of Poisson distribution, as equidispersion is rarely the case with 
real data. Even though it is not used regularly in recreation demand analysis, Poisson distribution is 
presented here for two reasons: 1) it forms the basis for modelling count data; and 2) the sample 
selection model for count data presented later in this thesis is based on Poisson distribution. The 
unconditional Poisson probability density function indicates the probability of an individual taking a 
trip to the Baltic Sea, where 𝜇𝑖  is the predicted mean count of the number of trips taken, 𝑦𝑖  is the 












Negative binomial model 
The negative binomial model is chosen as the count data model over the Poisson model for the single-
site travel cost model in this thesis. Some form of negative binomial model is used for modelling in 
many travel cost studies (Akron et al., 2017; Boyer et al., 2017). The negative binomial model is 
particularly suitable for analysing recreation demand for several reasons. First, similar to the Poisson 
model, only positive integers are allowed in the dependent variable. Trips taken to the recreation site 
are exactly that. Second, the negative binomial model has an advantage over the Poisson model in 
that it allows overdispersion in the data, meaning that the conditional mean and the conditional 
variance of the dependent variable do not need to be equal, precisely the variance is greater than the 
mean (Freeman lll et al., 2014, p. 279; Haab & McConnell, 2005, p. 169). 
Following Winkelmann (2008), Hellerstein (1991) and Haab and McConnell (2005), the probability 
density function of the negative binomial model, thus the probability of an individual taking trip 𝑥𝑖 in 



















)𝑥𝑖 , 𝑥𝑖 = 0, 1, 2, … 
where Γ is the gamma function. The parameter alpha 𝛼 in the negative binomial distribution is called 
the overdispersion parameter. As stated earlier, trips taken to the recreation site are positive integers. 
To ensure this condition, the exponential function is chosen for the expected value λ𝑖. The expected 
value is the expected number of trips taken by an individual. The mean and the variance in the 
exponential form are 𝐸(𝑥𝑖) = λ𝑖 = 𝑒
(𝑧𝑖𝛽) and 𝑉𝑎𝑟(𝑥𝑖) = λ𝑖(1 + 𝛼 λ𝑖). More precisely, the expected 
value, following Edwards, Parsons and Myers (2011), is calculated as follows: 
𝐸(𝑥𝑖) = λ𝑖 = 𝑒(𝑧𝑖𝛽) = 𝑒(𝛽𝑡𝑐𝑡𝑐𝑖+𝛽𝑡𝑐𝑠𝑡𝑐𝑠𝑖+𝛽𝑦𝑦𝑖+𝛽𝑧𝑧𝑖) 
This type of parametrization of the negative binomial model is particularly useful, since it follows that 
if parameter alpha 𝛼 approaches infinity, the probability density function of the negative binomial 
distribution turns to the probability density function of the Poisson distribution. The Poisson 
distribution is nested in the negative binomial distribution. This link between the distributions is used 
when the negative binomial model is evaluated. The simple significant likelihood ratio test 𝛼 = 0 
indicates that the distribution of trips is overdispersed and negative binomial distribution is 
appropriate for the model. 
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Variables of the travel cost model 
The dependent variable of the travel cost model is the number of trips to the Baltic Sea. In the survey, 
respondents who had visited the Baltic Sea within three years were considered users and respondents 
who had visited over three years ago were considered non-users. Possible outliers were removed from 
the variable by limiting the number of trips to the Baltic Sea in one year to 365. Trips taken more than 
a year ago but less than three years ago were divided by three, to be equal to the number of trips 
taken within the last 12 months. To satisfy the requirement of only including positive integers in the 
dependent variable, trips were rounded off to the closest integer. After the rounding off, 265 zero 
observations remained in the dependant variable, because 265 respondents had visited the Baltic Sea 
only once within the last three years. These observations were removed from the dependant variable. 
The final result is that the variable ranges between 1 and 365 trips to the Baltic Sea during one year. 
Travel costs, income and substitutes formed the basis of the independent variables. The other 
independent variables were demographics, site condition, the importance of recreation as indicated 
by respondents, the number of recreational activities in which respondents participated and the travel 
mode used to arrive at the most frequently visited site, which were all selected as good predictors of 
the number of trips an individual had taken to the Baltic Sea. The number of facilities, the number of 
activities, the importance of recreation, time, income, Finnish and Latvian were all variables already 
used in the logistic regression. Details of the variables selected for the analysis and the treatment of 
the opportunity cost of time and multi-purpose trip issues are presented below. Descriptive statistics 
of the independent and dependent variables are listed in Table 3. 
Table 3 variables for the travel cost model 
Dependent variable   
Mean 
Std. 
Dev. Min Max n 
Trips to the Baltic Sea 
 
13,08 43,65 1 365 3125 
Independent 
variables 
            
TC 0-1000€ 94,98 154,56 0 1000 3011 
TC*SUBS 0-1000€ 33,52 100,62 0 1000 2558 
Substitute 0=No Substitute site, 1= 
Substitute site 
0,43 0,50 0 1 2642 
Income 50-5000€ 1897,29 1227,46 50 5000 2940 
Age 18-79 46,84 15,31 18 79 3394 
Gender 0=Male, 1=Female 0,51 0,50 0 1 3394 
Occupation 0=Not working, 1=Working 60,1 0,49 0 1 3393 
Education 0=Lower, 1=Higher 0,56 0,50 0 1 3394 
Household size 1-8 2,32 1,14 1 8 3383 
Finnish 0=Not Finnish, 1=Finnish 0,46 0,50 0 1 3395 
Latvian 0=Not Latvian, 1=Latvian 0,18 0,38 0 1 3395 
Water clarity 0=Turbid, 1=Clear 0,59 0,49 0 1 3061 
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Number of facilities 0=None/some, 1= Many 0,45 0,50 0 1 3180 
Number of activities 0=One, 1=Two or more 0,74 0,44 0 1 3280 
Importance of 
recreation 
0=0-25, 1=26-100 0,52 0,50 0 1 3393 
Travel mode 0=Other, 1=Walk/bike 0,10 0,30 0 1 3393 
Multi-purpose trips 0=Recreation not the only 
purpose, 1=Recreation only 
purpose 
0,42 0,49 0 1 3392 
Time 0.05-700h 41,98 75,03 0,05 700 3358 
 
The travel cost analysis included all users of the Baltic Sea. The distribution of the new variables 
introduced to the analysis are reasonably similar to the logistic regression analysis. The average 
number of trips taken to the Baltic Sea is ~13. This is not surprising, as the Baltic Sea is an important 
recreation site for Finns, Germans and Latvians. The average stated travel cost is approximately 94€, 
because of the long average distance to the most preferred recreation site: at ~154 km this is 
reasonable. Since the coastal areas of Latvia, Germany and Finland are densely populated, it is not 
surprising that more than half of the respondents had purposes other than recreation for their trips 
to the Baltic Sea. It is likely that respondents have relatives or friends living at the coast of the Baltic 
Sea. The average time spent at the recreation site is more than one day, but the maximum range of 
the time variable is ~29 days, meaning that a great number of trips are less than one day in duration. 
The numbers of respondents valuing recreation as an important ecosystem service of the Baltic Sea 
and the respondents not valuing recreation as an important ecosystem service are almost equal. This 
is not surprising, since the Baltic Sea provides a number of other important ecosystem services, for 
example, it is an environment for learning and gaining new information and an important habitat for 
plants and animals. 
The construction of variables for the travel cost model began with the travel cost variable. This thesis 
excluded the opportunity cost of time and used respondent-stated travel costs in the travel cost 
variable (TC). The survey respondents reported one-way travel costs that included all other expenses 
except meals and accommodation. Outliers were excluded by limiting the responses of one-way travel 
costs to 500€. Round-trip travel costs were calculated by multiplying the one-way travel costs by two. 
The natural expectation is that the number of trips will decrease as the travel costs increase. 
The model included on-site time as a continuous variable based on respondents’ reported hours spent 
at the most visited site. The time variable is limited to 700 h to exclude outliers. 
Substitute sites are included in the analysis as a dummy variable as well as substitute interaction term. 
The substitute dummy variable is coded 1 if a respondent has a substitute site and 0 if not. The 
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substitute dummy captures the impact of substitute sites on the number of trips taken. The 
expectation is that the sign of the variable is negative, if a respondent has a substitute site fewer trips 
are taken. The interaction term is labelled TC*SUBS. The interaction variable is constructed by 
multiplying the TC variable with substitute dummy variable, indicating whether a respondent has a 
substitute site. These types of interaction terms are used in travel cost models (Lankia, Neuvonen & 
Pouta, 2017; Huhtala & Lankia, 2012; Loomis, Gonzales-Caban & Englin, 2001; Bhat, 2003; Blaine et 
al., 2014). The interaction term TC*SUBS affects the slope of the estimated recreation demand curve. 
The change in the steepness of the slope indicates the effect of substitute sites on the welfare 
estimate. According to economic theory, price elasticity is higher for goods or services that have 
substitutes, thus the negative sign of the interaction. It is expected that the recreation demand curve 
will be steeper for individuals with substitute sites compared to those without, leading to lower 
welfare estimates. 
The survey measured respondents’ income in terms of eight categories. Categories are 1=less than 
200€, 2=201-500€, 3=501-900€, 4=901-1600€, 5=1601-2500€, 6=2501-3600€, 7=3601-5000€, 8=over 
5000€. The continuous income variable used in this analysis was based on the category midpoints. The 
expectation is that as income increases, the number of trips taken also increases (Parsons, 2003). By 
comparison, some variation was seen in water recreation analysis. One study found a negative impact 
(Huhtala & Lankia, 2012) and income was an insignificant predictor (Hynes et al., 2017; Hynes et al., 
2015). 
The survey included a multiple-choice question where respondents indicated whether they had 
multiple purposes for their trips to the Baltic Sea. Instead of using the weighted approach, this thesis 
used a simple dummy variable to indicate whether a visit to the Baltic Sea was the only purpose of a 
trip. Respondents were coded 1 if recreation was the only purpose of the trip and 0 if not. The 
expectation is that if recreation is the only purpose of a trip to the Baltic Sea, the total number of trips 
will decrease. 
Generally, demographics have been considered good predictors in the travel cost model. The impact 
of demographics on the number of trips taken is highly case sensitive and depends on the valuation 
task at hand (Ward & Beal, 2000, pp. 71-73). For example, Alves et al. (2017) assessed the recreational 
value of three beaches in Spain and found that age and education can either increase or decrease the 
number of trips taken, depending on the visited beach. Demographics are included in this analysis in 
various forms, for example, continuous variables for age and household size. In the education dummy 
variable, education lower than vocational education was coded 1 and higher than high school 
education was coded 2. In the occupation dummy, employed were coded 1 and unemployed 
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individuals were coded 0. Retired persons, students and unemployed individuals were regarded as 
unemployed and full-time employed, part-time employed and self-employed individuals were 
regarded as employed. Dummy variables also indicated respondents’ gender and home country. 
Respondents indicated the perceived condition of their most frequently visited site on a rating scale. 
To avoid correlation, only two out of six measures were included in the analysis: current water clarity 
and number of facilities. Current water clarity indicates how deep respondents could see under the 
surface of the water. The number of facilities dummy is the same variable described in the logistic 
regression analysis. The current water clarity dummy coded respondents choosing “turbid” and 
“somewhat turbid” in the group 0 and those choosing “somewhat clear” and “clear” in the group 1. 
The expectation is that if respondents perceived having good water clarity and many facilities, they 
would take more trips to the Baltic Sea. 
Besides the obvious predictors of travel costs, substitute sites, income, demographics and site 
condition, single-site travel cost studies include other variables that affect the number of trips. The 
selection of these variables depends on the data and the environmental amenity under valuation. This 
thesis includes variables indicating the travel mode to arrive at the most frequently visited site, the 
importance of recreation for the respondent and the number of recreational activities the respondent 
participates in at the Baltic Sea. The number of recreational activities variable and the importance of 
recreation have already been described in the logistic regression analysis. The expectation is that if a 
respondent participates in more than one recreational activity at the Baltic Sea or considers recreation 
important, the respondent will take more trips. 
The multiple-choice question on the travel mode had seven options: car, public transport, private 
boat, ferry, walking, biking or other transport mode. The time cost of the trip was omitted from the 
analysis because of the assumption that travel costs are zero for bikers and walkers. In the travel cost 
dummy, bikers and walkers were coded 1 and all other travel modes were coded 0. The purpose of 
the dummy is to capture the different travel costs for bikers and walkers. Lankia et al. (2017) created 
a similar measurement, but they had separate travel cost variable for bikers and walkers. 
Estimation of the travel cost model 
Similar to logistic regression, consistent estimates for the parameters of the negative binomial model 
are achieved by using a maximum likelihood estimation (Hilbe, 2011, p. 190). A stepwise estimation 
was performed to arrive at the final model. Similar to logistic regression, insignificant variables were 
dropped, based on the Wald test. 
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To capture the impact of substitute sites on the number of trips taken, as well as on the welfare 
estimates, five models were estimated. The first model included only travel costs and income, two 
important shifters of demand. The second model introduced all other independent variables to the 
estimation except substitute variables. The third model included the substitute sites dummy variable 
and other independent variables, but excluded the travel cost substitute interaction variable from the 
estimation. Model four included the substitute travel cost interaction term and all other variables 
except the substitute dummy variables. Model five included all variables of the estimation. A stepwise 
estimation was performed to arrive at the final models. Insignificant variables were dropped, based 
on the Wald test. All five distinct models are presented in Table 6. 
Interpretation and assessment of negative binomial model 
The interpretation of the negative binomial model’s coefficients depends on the type of the variable. 
The model can be interpreted using incident rate ratios (IRR) or directly from the parameter estimates 
of the variables. According to Hilbe (2011, p. 102), the IRR is an exponent of the model’s coefficients 
𝐼𝑅𝑅 =  𝑒𝛽?̂?. This means that if the variable is positive and a dummy variable the number of trips taken 
increases, the IRR times for the group coded 1, compared to the group coded 0. In continuous 
variables, the number of trips taken increase IRR times for each unit increase of the independent 
variable. The direct interpretation in terms of negative binomial regression coefficients is based on 
the link function, here log. If the parameter estimate of a dummy variable is positive, it follows that 
the difference of the expected number of trips is the log amount of the parameter estimate higher for 
the group coded 1 compared to the group coded 0. For continuous variables, the interpretation is that 
if there is one unit increase in the independent variable, the expected number of trips increases by 
the log amount of the parameter estimate. If the parameter estimate is negative, the impact is the 
opposite, that is, the number of trips taken decrease. 
According to Hilbe (2011, pp. 65-67), the goodness of fit tests used to assess negative binomial models 
are the pseudo 𝑅2-statistics and likelihood ratio tests. The McFadden 𝑅2 mathematical formula is 
𝑅2 = 1 − [ln (𝐿𝑀)/ln (𝐿0)] (Menard, 2000). Values closer to 1 indicate a better model fit, but similar 
to the pseudo 𝑅2 in the logistic regression section, the interpretation is not intuitive compared to the 
coefficient of determination. The likelihood ratio test evaluates the difference between the baseline 
model and the full model. A significant test result indicates that the final model is a better fit than the 
baseline model. 
4.3 Sample selection model 
Sample selection problem 
The results of the estimated travel cost model raised two issues: 1) the positive sign of the substitute 
interaction term, and 2) a departure from random sampling, generally called sample selection. The 
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latter could possibly explain the former. Non-random sampling can be due to sample design or the 
behavior of sampled individuals, for example non-responses in the survey (Wooldridge, 2002). Our 
travel cost model systematically excluded non-responses in the data, leading to the sample selection 
issue (Haab & McConoll, 2005, p. 203). Sample selection can be interpreted as an omitted variable 
bias that causes biased estimates if not treated properly (Heckman, 1977). In econometrics, an 
omitted independent variable leads to correlation between the variable and the error term. This 
correlation is called endogeneity. A situation where the information of the omitted variable cannot be 
observed is called unobserved heterogeneity. Sample selection issues stem from this type of situation, 
where endogeneity is caused by unobserved heterogeneity (Hilbe, 2011, p. 428). 
The map-based questions in the survey divided the users group into two subsets. A significant portion 
(~750) of respondents did not respond to the map-based question, and hence to the substitute 
question. This split led to a classic sample selection issue, where the “conventional travel cost model” 
was only estimated for the portion of respondents in the users group responding to the map-based 
questions, causing possibly biased estimates. The reason why a portion of respondents did not 
respond to the map-based questions is unknown. A possible reason is that the map in the survey was 
difficult to use. 
Econometric methods have been developed to correct sample selection bias. Heckman’s (1977; 1979) 
two-stage method follows the basic idea that omitted observations of the dependant variable can be 
observed if certain selection criteria are met. Heckman-type models are composed of two parts, the 
selection equation and the outcome equation. Generally, the selection equation is a binary model with 
its own independent variables predicting the selection criteria. Haab and McConoll (2005, p. 203) have 
suggested that a two-stage probit-Poisson model should be used for recreation demand. 
The probit-poisson model 
Miranda and Rabe-Hesketh (2006) have developed a probit-Poisson sample selection model. In this 
case, the outcome equation models visits to the Baltic Sea and the selection equation models the 
probability of responding to the substitute question. The counts in the outcome equation are expected 
to follow the Poisson distribution. The link function for the Poisson model is again specified in the 
exponential or log form, as it was in the negative binomial model. The link function combines the 
distribution assumptions and the linear combination specifying the independent variables. 
The outcome equation is defined as follows: 
ln(𝜇𝑖) = 𝑥𝑖




′ is the independent variable, 𝛽 is the coefficient for that variable and 𝑢𝑖 is the unobserved 
heterogeneity term. 
The selection equation is the probit model which analyses the probability of an individual responding 
to the substitute question and is calculated as follows: 
𝑆𝑖
∗ = 𝑧𝑖
′𝛾 + 𝑣𝑖 
𝑆𝑖 = {
1 𝑖𝑓 𝑆𝑖




′ is the independent variable, 𝛾 is the coefficient for that variable and 𝑣𝑖 is the unobserved 
heterogeneity term. 
Dependence between the selection equation and the outcome equation is established by the 
unobserved heterogeneity terms 𝑢𝑖 and 𝑣𝑖. For this purpose, the unobserved heterogeneity term 𝑣𝑖 
in the selection equation is expressed as 𝜆𝑢𝑖 + 𝜁𝑖, where 𝜆 is a free parameter (a factor loading), which 
is estimated alongside the other parameters in the equation. 𝜁𝑖 is the residual term, which has normal 
distribution and is independent of the unobserved heterogeneity term 𝜀𝑖. 
The variance of 𝑢𝑖 determines the amount of overdispersion in the counts. Overdispersion is identified 
from the outcome equation and thus another parameter (sigma) is needed: 𝜎2 = 𝑉𝑎𝑟(𝜀𝑖). The total 
variance of the selection/outcome equation is then 𝜆2𝜎2 + 1. 
Dependence between the two equations is measured by the correlation of both the selection and 
outcome equations’ unobserved heterogeneity terms. A significant correlation indicates that 
endogeneity is present in the outcome equation and the sample selection model is appropriate. The 
assumption is that the terms are jointly normally distributed. Bivariate normal distribution means that 
both variables follow normal distribution, independently as well as when added together. 
Covariance measures the variation of two variables together, compared to variance which indicates 
the variation of a single variable. Here the covariance is the unstandardized relationship of the 
unobserved heterogeneity terms. The covariance matric of the 𝑢𝑖 and 𝑣𝑖 is as follows: 
𝐶𝑜𝑣[(𝑢𝑖 , 𝑣𝑖)
′] ≡ ∑ = (
𝜎(𝑢, 𝑢) 𝜎(𝑢, 𝑣)
𝜎(𝑣, 𝑢) 𝜎(𝑣, 𝑣)
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2 𝜆𝜎2
𝜆𝜎2 𝜆2𝜎2 + 1
)The strength of the relationship 
between the unobserved heterogeneity terms is assessed by correlation 𝜌. Correlation is a scaled 







𝜌 = 0 implies that no relationship exists between the selection and outcome equations. If this is the 
case, the data only modelled the outcome equation. 
There are a few advantages to presenting the model in this way. The variance of the counts is 
identified, hence the model is not restricted by the Poisson distribution assumption of 
equidistribution; if 𝜎 ≠ 0, the model is overdispersed. This is even the case when 𝜌 = 0, because the 
𝜆, a free parameter (a factor loading) is introduced to the selection equation. 
Variables 
The independent variables of the outcome equation of the sample selection model are identical to the 
negative binomial travel cost model. The independent variables in the selection equation should 
explain why respondents did not respond to the substitute question. The assumed reason is that the 
map-based questions were too difficult for a portion of the respondents. Possibly older, less educated 
respondents and respondents who are not interested in recreation could have had difficulties with 
the map-based questions. The descriptive statistics of the sample section implied that our assumption 
could be correct, because at least the age and education levels differ in the subsamples. 
The binary predictor variable of the selection equation is named subs_q. Respondents who responded 
to the substitute question  coded 1 and those who did not were coded 0. The independent variables 
of the equation are age, education level and importance of recreation. 
Similar to the process introduced in the logistic regression section, preliminary testing with Pearson’s 
chi-squared test and a one-way ANOVA confirmed that selected variables could be significant 
predictors in the selection equation. The categorical age variable was transformed to a dummy 
variable, exploiting the ratio of the observed and expected values of Pearson’s chi-squared test. The 
education and importance of recreation variables are identical to the variables introduced in the travel 
cost model. The descriptive statistics of the variables are presented in Table 4. We estimated the 
probit model independently of the sample selection model to confirm that the variables are significant 
predictors. The probit model is presented in Appendix A. 
Table 4             
Variables for the selection equation 
Dependent variable Mean Std. Dev. Min Max N 
Subs_q 0=No response, 
1=response 
0,78 0,42 0 1 3395 
Independent variable           
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Age 0=18-64, 1=Over 65 0,14 0,34 0 1 3394 
Education 0=Lower, 1=Higher 0,56 0,50 0 1 3394 
Importance 
of recreation 
0=0-25, 1=26-100 0,52 0,50 0 1 3393 
 
Estimation and goodness of fit of the model 
Miranda and Rabe-Hesketh (2006, pp. 1-5) have stated that consistent estimators for the presented 
sample selection model can be obtained using a maximum likelihood estimation. The likelihood of the 
sample selection model is marginal likelihood, where the evaluation and maximization demand that 
the unobserved heterogeneity term 𝜀𝑖  must be integrated out. The Newton-Raphson algorithm or 
adaptive quadrature was used for this process, because generally no closed form expressions exist for 
marginal likelihoods. Rabe-Hesketh, Skrondal and Pickles (2002), in their comparison of approximation 
methods, favour adaptive quadrature in the Poisson model setting. The Stata Manual (2017, pp. 14-
24) defines the factors influencing the accuracy of the adaptive quadrature approximation and 
demonstrates its appropriate usage. The accuracy of the approximation method depends on three 
factors, namely the number of quadrature points, the location of the points and the smoothness of 
the approximated function. In the used sample selection model, the location of the points are 
automatically modified according to the distribution of 𝜀𝑖  (Miranda & Rabe-Hesketh, 2006, p. 5). The 
approximation of the log likelihood by adaptive quadrature is deemed to be good when the 
coefficients of the model do not change more than 0,01%. The results can confidently be interpreted 
when this level of accuracy is achieved. In this thesis, the appropriate number of quadrature points 
was 12-16, depending on the independent variables of the model. Estimation started by adding all the 
independent variables to the selection and outcome equations and the insignificant variables were 
dropped from the outcome equation by stepwise estimation. 
The interpretation of the coefficients of the sample selection model’s outcome equation and the 
Poisson model is identical to the negative binomial travel cost model. The estimated sample selection 
model’s overall fit was tested with the Wald test. This test is equivalent to the likelihood ratio test 
(Hosmer, 2013, p. 14). Look for the calculation of the test statistic look (Greene, 2002, p. 487). The 
reported test statistic excludes all variables from the selection and outcome models, and thus the 
reported log likelihood is the sum of both models’ likelihoods (Miranda & Rabe-Hesketh, 2006, p. 14). 
The significant test statistic implies that the model fits the data better than the baseline model. The 
final model is presented in Table 7. 
4.4 Welfare estimate 
Haab and McConnell (2005) have argued that the value of access to the recreation site is the only 
reliable welfare estimate to be gained from the single-site travel cost model. The monetary value of a 
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quality change of the site under valuation is difficult to calculate, because the timeframe of the data 
collection in the form of a survey is limited, leading to a situation where the variability of the site 
condition is also limited. A consumer surplus is generally deemed to be a good estimate of welfare. 
The consumer surplus or access value per season can be calculated by integrating the area with the 
expected demand function, as follows: 







where λ𝑖 is the expected number of trips, ?̂?𝑡𝑐 is the parameter estimate for the travel cost variable 
and C0 is the current travel cost. It is also assumed that for the exponential demand function the price 
where trips fall to zero, called the choke price, is infinite. 
The consumer surplus value per season can be used to calculate the per-trip consumer surplus by 
dividing the per-season CS by the expected number of trips taken (Blaine et al., 2014; Parsons, 2003; 
Edwards et al., 2011), as follows: 










In this thesis, the estimated model included the travel cost substitute interaction term. Travel cost 
interaction term influence the steepness of the slope of the recreation demand curve and the per-trip 





The mean seasonal access value per person is calculated by multiplying the per-trip CS by the model’s 
predicted mean number of trips taken by the individual. The welfare estimates of recreation at the 
Baltic Sea are presented in Table 8. 
2. Results 
This chapter presents the logistic regression model, the five travel cost models and the extended travel 
cost model, and the sample selection model. For all of the models only significant variables are 
presented. The chapter concludes by discussing the welfare estimates. 
5.1 Logistic regression: Who has substitute sites? 
The odds ratio (OR) is the most intuitive way to interpret a logistic regression model. An example of 
interpreting the results of a model using the odds ratio is as follows – the outcome here refers to an 
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individual substitute site. If the independent variable is education, the OR is 1,660, meaning that if the 
individual has a university/polytechnic education, the odds of having a substitute site are 1,660 times 
greater than if the individual does not. Dummy variables indicating respondents’ home countries 
(Finland and Latvia) are interpreted in a similar manner, but the odds are compared to the reference 
group (Germany). 
According to univariate Wald tests, Finland is the only nonsignificant independent variable in the final 
model. All other variables are significant at a p-value <0.05. Despite the fact that Finland is non-
significant, interpretation of the model demands that two out of three variables indicating 
respondents’ home countries have to be included in the model. The third variable, Germany, was 
selected for the reference group. 
Table 5 logistic regression model 
    
    β Exp(β) p-value 
Constant 
 
-0,605 0,546 0,000 
Timing of visitation 0=Over 12 months ago, 
1=Inside 12 months ago 
0,352 1,422 0,001 
Number of activities 0=One, 1=Two or more 0,439 1,551 0,000 
Number of facilities 0=None or some, 
1=Many 
0,190 1,209 0,036 
Age 0=Between 18-29 and 
over 65, 1=Between 30-
64 
0,337 1,401 0,001 
Education 0=Lower education, 
1=University/polytechnic 
0,507 1,660 0,000 
Finland 0=Not Finnish, 1=Finnish -0,079 0,924 0,462 
Latvia 0=Not Latvian, 1=Latvian -1,415 0,243 0,000 










































Overall predictive capability %   61,605     
 
The likelihood ratio and the Wald test are both significant at the p-value < 0.05, hence the model at 
least predicts the outcome better than the baseline model. Both pseudo 𝑅2 values are small and the 
Hosmer-Lemeshow test is significant at the p-value < 0.05 level, indicating that the model is not a good 
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fit for the data. The overall predictive capability is 61,6%, thus the model predicts moderately well the 
outcome variable groups of not having a substitute site and having a substitute site. All goodness of 
fit tests, assessed together, lead to the conclusion that the model fits the data poorly. Due to the poor 
predictability of the model, the interpretation focuses on the sign of the variables. A positive sign 
indicates higher odds in the group coded 1 and a negative sign indicates lower odds of having a 
substitute site. 
The odds of having a substitute site increase if an individual visited within 12 months, has a university 
or polytechnic education and participates in more than one recreational activity at the Baltic Sea. The 
odds also increase if an individual is between the ages of 30 and 64, compared to the odds for younger 
and older individuals. If a respondent perceived that there are many compared to none/some facilities 
at the most frequently visited site, the odds also increase. The only variables decreasing the odds of 
having a substitute site are country variables, indicating that the odds of having a substitute site are 
smaller for Latvians and Finns compared to Germans. The length of visit, the importance of recreation, 
the travel mode, the number of perceived species at the most frequently visited site, income and 
distance from the respondents’ homes to the most frequently visited recreation site were insignificant 









5.2 Single-site travel cost model: Demand for recreation at the Baltic Sea 
All five of the travel cost models presented here have their own purpose. The first two models form 
the basis for the analysis and the latter three models contribute to the analysis of substitutes. The 






Based on the reported low 𝑅2 value, the models do not fit the data well, but according to the significant log-
likelihood ratio test, the models are at least better than the baseline model. The significant likelihood ratio 
test alpha (α)=0 indicates that the data are overdispersed and the negative binomial model is the appropriate 
model to estimate the data, rather than the Poisson model. These interpretations apply to all five negative 
binomial models. 
All of the estimated models have common characteristics; the independent variables and variable 
significance levels as well as the signs of the variables are consistent in all of the models. Model 1 is the 
simplest travel cost model, and includes only travel costs and income. The mean predicted number of trips 
taken by respondents in Model 1 is 9.37. The sample used in the estimation includes all the users. The number 
of observations is lower than the number of respondents because of incomplete observations. Also, all 
independent variables are significant at the p<0.05 level. Most importantly, the travel cost variable is 
negative in both models, leading to the ordinary downward sloping demand function for recreation. For 
example, the IRR for the income variable is 𝐼𝑅𝑅 = 𝑒0,0002 = 1.0002, meaning that for one euro increase in 
income, the number of trips taken increases to 1.0002. The implication is that the higher the income, the 
more trips to the Baltic Sea an individual takes. However, the model does not fit the data well, and therefore 
the focus is more on the signs of the variables. A negative sign indicates a decrease in the number of trips 
taken and a positive sign indicates an increase. 
Model 2 is an extension of Model 1, including all independent variables in the estimation but excluding both 
substitute variables. The number of observations is lower than the number of respondents, because of 
incomplete observations, and all users are included in the estimation. All independent variables are 
significant at the p<0.05 level. Again, the travel cost variable is negative, producing the ordinary downward 
sloping recreation demand curve. The mean predicted number of trips taken by respondents in Model 2 is 
9.49. 
The positive income variable indicates that visitors to the Baltic Sea with higher income levels take more trips 
compared to those with lower income levels. The implication of the positive age variable is identical, meaning 
the older the individual is, the more trips to the Baltic he/she takes. The occupation dummy variable indicates 
that having a high school or university education decrease the number of trips taken compared to having 
lower than a high school education. The importance of recreation variable has the opposite impact: if 
recreation is important to the individual, the number of visits to the Baltic Sea increases compared to 
individuals that do not consider recreation important. The number of trips also increases if an individual 
participates in more than one recreational activity at the Baltic Sea instead of only one, but decreases if 
recreation is the only purpose of the trip compared to having other purposes besides recreation. The 
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variables indicating the respondents’ home countries are compared to the reference group of Germans. The 
implication is that Finns visit more and Latvians less than Germans. 
For Model 3, the substitute dummy is included as an independent variable in the estimation process. All 
variables are significant at p<0.05 in the model. The number of observations is lower than for Models 1 and 
2 because of incomplete observations. The substitute dummy in the model allows for calculating the 
predicted number of trips taken for individuals with a substitute site (9.80) and without a substitute site 
(9.54). The travel cost parameter is again negative, producing a downward-sloping demand function for 
recreation, but the occupation and purpose of the trip variables are no longer significant. All other variables 
have an identical impact on the number of trips taken as in Model 2. The substitute dummy is negative, 
implying that the number of trips taken decreases if an individual has substitute site for the Baltic Sea 
compared to those without substitute sites. 
In Model 4, the substitute dummy is omitted from the analysis and the substitute travel cost interaction term 
is introduced to the analysis. Similar to Model 3, this model is also impacted by sample selection and 
incomplete observations. The number of observations is lower than the number of respondents. All 
independent variables are significant at the p<0.05 level. Compared to Model 2, individuals’ occupation is no 
longer a significant predictor and does not impact the number of trips taken to the Baltic Sea, but the purpose 
of the trip is a significant predictor. All significant variables have an identical impact on the number of trips 
taken, as in Model 2. According to Model 4, the predicted number of trips taken is 9.88. 
Due to the interaction term, Model 4 produces two distinct recreation demand curves, one for individuals 
that have a substitute site for the Baltic Sea and one for individuals that do not. The slope of the demand 
curve for individuals without substitute sites is the parameter estimate for the variable TC, and for individuals 
with substitute sites it is TC+TC*SUBS. Contrary to expectations, the sign of the interaction term is positive, 
leading to a less steep demand function for those who have substitute sites compared to those visitors 
without substitute sites. 
Model 5 includes a substitute site dummy and a substitute interaction term and thus all variables are included 
in the estimation. The travel cost substitute term is again negative, leading to downward-sloping recreation 
demand curves. All independent variables are significant at the p<0.05 level and the impact of the 
independent variables is identical to the other four models. On the one hand, a negative substitute dummy 
indicates that if an individual has a substitute site, he/she takes fewer trips to the Baltic Sea. On the other 
hand, a positive substitute travel cost interaction term indicates that the slope of the recreation demand 
curve is less steep compared to individuals without substitute sites. The predicted number of trips taken by 
individuals with substitute sites is 9.71 and by individuals without substitute sites 9.58. 
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Most of the demographics, the site condition variable and the travel mode variable were insignificant in all 
models. These variables do not affect the number of trips taken to the Baltic Sea. A more detailed 
interpretation of the results and their meaning is provided in the discussion section. 
5.3 Sample selection: an extended single-site travel cost model 
Due to the unintentional exclusion of a portion of the respondents, namely those who did not reply to the 
map-based questions, the possibility of sample selection issues exists. The estimated probit-poisson sample 
selection model is presented here. Contrary to the negative binomial travel cost models, all of the 3,395 users 
are included in the estimation. The model is estimated based on variables of travel cost Model 4. The 
substitute dummy variable is excluded, and substitute interaction term is included. Added to this, the 
variables in the selection equation are excluded from the estimation of the outcome equation. 
Table 7   
Travel cost model (probit-poisson sample selection Model 3) 
Outcome equation 
  B p-value 
Constant 0,6237 0,000 
TC -0,0037 0,000 
TC*SUBS 0,0013 0,007 
Income 0,0002 0,000 
Finnish 0,4894 0,000 
Latvian 0,2109 0,060 
Time -0,0009 0,040 
Number of activities 0,5664 0,000 
Number of facilities -0,1470 0,025 
Selection equation 
Constant 0,5642 0,000 
Education 0,2091 0,000 
Importance of recreation 0,2431 0,000 
Age -0,2219 0,001 
Rho (ρ) -0,1518 0,066 
Sigma (σ) 1,1290 0,000 
Likelihood ratio test for rho (ρ)=0 37323,27 0,000 
Number of observations 3395 
 
Number of respondents 3395 
 
Log likelihood -6681,29 
 
Restricted log likelihood (constant only) -25342,9 
 
Wald chi2 304,98 0,000 
 
Rho(ρ) measures the correlation between the unobserved heterogeneity terms. The correlation is significant 
at level 0.1, but the likelihood ratio test Rho (ρ)=0 is significant at level 0.05. The tests indicate that there is 
a dependency between the selection equation and the outcome equation. The interpretation is that the 
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model corrects the portion of the selection bias caused by the excluded group of respondents earlier labelled 
“no substitute question” and the use of a sample selection model is justified. The significant boundary 
likelihood ratio test sigma σ=0 indicates that the distribution of trips is overdispersed. An identical result is 
reported by the negative binomial travel cost models. According to the significant Wald test, the sample 
selection model fits the data better than the baseline model. 
In results of the negative binomial travel cost model, the pseudo coefficient of determination McFadden 𝑅2 
is reported.  McFadden 𝑅2 is based on the ratio of log-likelihoods between the baseline model (intercept 
only) and full model. Calculus of the pseudo 𝑅2 is possible for the sample selection model, but interpretation 
of its meaning would be unclear, at least it would not have original meaning of McFadden 𝑅2 because the 
reported log-likelihoods are sum of the selection - and outcome equation. We decided not to report it. 
In the selection equation, all variables are significant at the p<0.05 level, indicating that education, 
importance of recreation and age predict the probability of replying to the substitute question. In the 
outcome equation, all other variables except the variable Latvian are significant at the p<0.05 level. The 
reason to include country variables in the sample selection model is identical to that of the logistic regression 
and negative binomial regression. It is necessary to have two out of the three for the interpretation to be 
possible. 
The interpretation of the outcome model is identical to the negative binomial model. Most importantly, the 
travel cost parameter is negative and significant, indicating that with higher travel costs fewer trips are taken 
to the Baltic Sea, and the demand curve for recreation is downward-sloping, as expected. Income has a 
positive impact on the number of trips taken. The higher the individual’s income is, the more visits to the 
Baltic Sea are taken. Individuals earning a higher income tend to visit the Baltic Sea more often. Both country 
variables are positive, indicating that Latvians and Fins take more trips to the Baltic Sea compared to 
Germans. 
The time variable is negative, as expected: the longer individuals tend to stay at the Baltic Sea, the fewer the 
number of trips that are taken. The number of activities variable is positive. Individuals who participate in 
more than one recreational activity at the Baltic Sea take more trips than those who participate in only one 
recreational activity. The number of facilities variable is negative, indicating that if an individual perceived 
that the most frequently visited site had many facilities, fewer trips are taken. 
The variables indication the gender of the respondent, the occupational status, the household size, the 
perceived water clarity of the most frequently visited site, the travel mode used to arrive at the most 




5.4 Welfare estimates of recreation at the Baltic Sea 
A good estimate of the welfare of recreation is consumer surplus. The formula for the per-trip consumer 
surplus (CS) as well as the annual CS estimates were presented earlier, and the consumer surplus was 
calculated by using the demand functions from the five travel cost models and the sample selection model. 
Table 8        
Consumer surplus estimates for recreation at the Baltic Sea     
  CS per trip (€)  95% CI Annual CS estimates (€) 
Model 1 (TC)  301,75 [301.75, 301.76]  2828,5 
Model 2 (TC)  325,23 [325.23, 325.25]  3086,4 
Model 3 (TC)  250,68 [250.68, 250.69]  2420,5 
Model 4 (TC)  202,38 [202.37, 202.40]  1835,4 
Model 4 (TC + TC*SUBS)  290,88 [290.87, 290.90]  3188,9 
Model 5 (TC)  186,06 [186.05, 186.07]  1782,0 
Model 5 (TC + TC*SUBS)  316,64 [316.62, 316.65]  3074,2 
Model 6 (TC)  273,40 [273.37, 273.42]  *3563,2 
Model 6 (TC + TC*SUBS)  420,50 [420.46, 420.54]  *5545,6 
Confidence intervals for the per-trip consumer surplus are calculated using the Taylor approximation 
(Loomis et al., 2001; Hesseln et al., 2004) 
* Model 6 values are sample means of visits to the Baltic Sea, not the model’s predicted values. 
 
Models 1 and 2 produce welfare estimates of recreation at the Baltic Sea for all users. The estimates of the 
welfare of a single trip to the Baltic Sea are 301.75€ and €325.23€, respectively, based on these models. 
Models 3, 4 and 5 capture the impact of substitutes on the welfare estimates, but sample selection causes 
bias to the estimates and the estimates from the models are only applicable to a subsample of users. 
Model 3 introduced a substitute dummy to the estimation process. The substitute dummy indicates whether 
an individual has a substitute site for recreation at the Baltic Sea or not. As expected, introducing the variable 
to the analysis lowers the demand for recreation and the welfare estimate for a single trip to the Baltic Sea 
for all users is lower compared to Models 1 and 2. The per-trip welfare estimate according to Model 3 is 
250.68€. 
Model 4 omits the substitute dummy from the analysis but introduces the travel cost substitute interaction 
term to the analysis. The interaction term indicates the sensitivity of respondents with substitute sites to the 
demand for recreation at the Baltic Sea, in other words, how much an increase to the travel costs changes 
the number of trips taken to the Baltic Sea. Due to the interaction term, two welfare estimates are obtained 
from Model 4: 1) one for individuals with substitute sites at 290.88€, and 2) one for individuals without 
substitute sites at 202.38€. The higher welfare estimate for individuals with substitute sites is due to a more 
elastic demand curve compared to individuals without substitute sites. 
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Model 5 includes both the substitute dummy and the travel cost interaction term in the analysis. Similar to 
Model 4, two welfare estimates are calculated: 1) for individuals with substitute sites at 316,64€, and 2) for 
individuals without substitute sites at 186.06€. The impact of the substitute dummy on these estimates is 
low. The sample selection model produces higher welfare estimates compared to Models 4 and 5. The 
welfare estimates of the sample selection model are 273.40€ and 420.50€, respectively. All of these results 
will be further analyzed in the discussion section. 
3. Discussion 
This thesis answered two questions, namely who had substitute sites to the Baltic Sea, and how substitute 
sites impact recreation at the Baltic Sea. We estimated the logistic regression model to answer the former 
question and the negative binomial travel cost model to value recreation at the Baltic Sea. Unexpected results 
for the negative binomial travel cost model caused us to suspect sample selection issues in the data. We 
estimated the travel cost model with the probit-poisson sample selection model to address the issue. 
Logistic regression 
Awareness of possibilities and the different constraints individuals encounter influence whether an individual 
has substitute site or not. These factors probably also explain the unintuitive sign of the site condition 
variable and the number of facilities variable. Individuals perceiving to have many facilities at their most 
frequently visited site have higher odds of having a substitute site than those perceiving to have none or 
some. The former are likely to be more aware of different sites and possibilities than the individuals visiting 
sites with fewer facilities. It is also possible that this variable is a poor indicator of site condition, for example 
sites with many facilities could also be crowded. Even though awareness of possibilities increases as age 
increases, the different constraints experienced also change over time. Constraints probably explain the 
higher odds of individuals between the ages of 30 and 64 having substitute site compared to the odds of 
younger and older individuals having substitute site. It is likely that constraints limit older and younger 
individuals more than those in the middle, for example some sites could be difficult to access by older people, 
whereas younger people tend to have less money to use for recreation. The higher odds of having a substitute 
site among individuals with a higher education, those visiting within 12 months, and those participating in 
more than one recreational activity at the Baltic Sea are explained by the greater awareness of possibilities 
and more interest in recreation relative to less educated individuals, non-frequent visitors and individuals 
participating in only one recreational activity. 
The negative sign of the variable Finland and the non-significance of the distance from home to the recreation 
site in the final model is unexpected. Despite the negative sign, it should be remembered that the odds of 
individuals from Finland compared to the odds of Germans are really close to one another, indicating that 
the odds of Fins having substitute site are nearly equal to the odds of Germans having substitute sites. 
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The non-significant distance variables in the logistic regression analysis were more concerning, because 
distance has great importance in environmental valuation. The fundamental assumption in recreation 
valuation is that, as distance and travel time to the site increase, travel costs also increase. It is also clear that 
as distance increases, the number of possible substitutes increases. 
We had two separate distance variables, the Euclidean distance from the respondents’ homes to the 
recreation site and the Euclidean distance from their homes to the Baltic Sea coast. Only the distance from 
respondents’ homes to the recreation site was significant according to preliminary testing, but the variable 
is non-significant in the final model. Even with the non-significant result in the preliminary testing, estimation 
was also performed with the distance from respondents’ homes to the Baltic Sea coast, to highlight the 
importance of distance as an explanatory factor. The variable was significant in the models, but the results 
were counterintuitive; as distance increased, the odds of having substitute sites decreased. 
There are possibly two explanations for the distance effects in the logistic regression. Parsons (1991) has 
suggested that individuals favoring recreation already reside closer to recreation sites. In a CE study, 
Jörgensen et al. (2012) found that users live closer to substitute sites than non-users. It could be that 
individuals valuing recreation highly live close to the Baltic Sea and also have substitute sites, diminishing the 
distance effects in the logistic regression model. This argument is not supported by our preliminary testing, 
because the mean points indicated that the importance of recreation is higher among respondents who do 
not have substitute site (see Appendix A for the difference). The second possible explanation is sample 
selection. It is possible that the portion of users excluded from the analysis could have significantly different 
residential locations relative to the Baltic Sea, as well as to the substitute sites, compared to the subsample 
under analysis. We tried to estimate the sample selection model, but it failed to converge. Even with the 
significant distance from respondents’ homes to the Baltic Sea coast in the logistic regression model, we 
decided to present the model without the distance variable. The presented model was more consistent with 
the estimation process. 
Travel cost model and sample selection model 
In the negative binomial travel cost models, the significant variables were respondents’ home countries, 
income, age and, in Model 2, individuals’ occupation. Other significant predictors were the number of 
recreational activities in which respondents participated, the importance of recreation and, in Models 2 and 
4, the purpose of the trip. All of these variables have the expected impact on the number of trips taken. The 
impact of substitutes is captured in Models 3, 4, 5 and the sample selection Model 6. The mean of the 
predicted number of trips varies between ~9.07 and 10.96, depending on the model. This is lower than the 
observed mean of the data of 13.09. 
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The substitute dummy variable indicated that individuals with substitute take fewer trips to the Baltic Sea, 
but the positive effect of the substitute interaction term on the slope of the recreation demand is 
unexpected. A positive interaction term leads to a more inelastic demand curve for those with substitute 
compared to those without substitute, meaning that increasing the travel costs does not influence the 
number of visits among individuals with substitute as much as it influences individuals without substitute. 
According to expectations, the impact should be the opposite: as travel costs increase, people with substitute 
should change their recreation site to the substitute site. 
There are two possible explanations for the counterintuitive results: 1) it could be that people with a high 
preference for recreation at the Baltic Sea also have substitute, and 2) the sample selection, as it is possible 
that the omitted information due to the excluded group of respondents led to the unexpected result. 
The presented sample selection model was estimated with identical independent variables to that of the 
negative binomial Model 4. Added to this, the sample selection model was also estimated with identical 
variables to Model 5, but the results were unreliable. None of the substitute variables were not significant in 
the model. This is probably due to the correlation with the substitute dummy and the interaction variable. 
This correlation had only a minor effect on the negative binomial Model 5; the magnitude of the estimated 
parameters diverged only slightly from the other negative binomial models. 
The sample selection model confirmed the existence of a sample selection bias and probably corrected a 
share of the bias present in the data, leading to different significant predictors compared to the negative 
binomial travel cost models. The independent variables importance of recreation, age and purpose of trip no 
longer influenced the number of trips taken to the Baltic Sea. The variable Latvian is positive compared to 
the negative binomial travel cost models, implying that the number of visits to the Baltic Sea is higher among 
Latvians than among Germans. The reason for the variation is the increased number of respondents included 
in the model. Interestingly, the facilities variable, indicating the site condition, is significant in the sample 
selection model. The negative impact of the variable on the number of trips taken is unexpected, implying 
that individuals perceiving to have many facilities at their most frequently visited site take fewer visits to the 
Baltic Sea. A possible explanation for the results is identical with that of the logistic regression model; it could 
be that the variable is not a good indicator of site condition. 
The counterintuitive sign of the substitute travel cost interaction term still remains in the sample selection 
model, implying that the explanation for the higher demand among individuals with substitutes is due to the 
greater commitment and interest in recreation, not the sample selection. 
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Welfare estimates and limitations of the study 
The welfare estimates derived from the travel cost models vary between ~186€ and 420€. The confidence 
intervals for the welfare estimates are negligible in all of the models. The explanation for this is the minor 
variances of the original TC and TC*SUBS parameter estimates, as variances are used to calculate the 
confidence intervals. 
Based on the Model 2 per-trip consumer surplus, the estimate for recreation at the Baltic Sea is 325.23€. It 
was expected that this estimate, capturing all users, should be between the consumer surplus estimates from 
Models 4 and 5, producing the welfare estimates for users with substitutes and those without. However, the 
estimate from Model 2 is higher than the estimates from Models 4 and 5. The reason for the different 
magnitude is sample selection. Furthermore, the welfare estimate of Model 3 captures the impact of 
substitute on the number of trips taken, leading to a lower welfare estimate, probably amplified by sample 
selection, and the true impact of substitute is lower. 
The welfare estimates from the sample selection model are higher compared to the negative binomial 
Models 3, 4 and 5, but the welfare estimate of Model 2 is between the welfare estimates obtained from the 
sample selection model. This is reasonable, because Models 1, 2 and the sample selection Model 6 are 
estimated for all of users, but Models 3, 4 and 5 are affected by sample selection, leading to more consistent 
estimates from Models 1, 2 and 6 compared to Models 3, 4 and 5. 
There are only a limited number of revealed preference studies focusing on the recreational value of the 
Baltic Sea. Czaikowski et al. (2015) studied value of recreation at the Baltic Sea in nine countries using the TC 
method, arriving at more conservative values for recreation at the Baltic Sea. Their country level estimates 
are: for Germany 31.4763€, for Finland 80.6823€ and for Latvia 28.3449€, which are significantly lower than 
our estimates. 
There are three separate differences compared to the study by Czaikowski et al. (2015) that likely inflate the 
welfare estimates of this thesis: the econometric model, modelling and data: 1) the negative binomial model 
vs. the zero-inflated negative binomial model, 2) excluding non-users from the analysis, and 3) having a 
smaller number of non-users in the data. Furthermore, the unique distinction of the earlier study is the 
sample selection issue, which caused bias to the logistic regression and the negative binomial model. The 
sample selection model probably captured a portion of this sample selection bias, but the majority of  welfare 
estimates remain large. 
We also had modelling differences: this thesis used a different variant of negative binomial distribution. This 
distribution assumes there are zero observations in the data, but we omitted zero observations from the 
dependant variable. In a situation where the entire distribution is not observed, the appropriate probability 
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density distribution to model the data is truncated negative binomial, namely the zero-truncated negative 
binomial distribution. For example, Grogger and Carson (1991) demonstrated that parameters are biased if 
truncated data are modelled with the conventional negative binomial model. We estimated the zero- 
truncated negative binomial model, but decided not to report it for two reasons. First, the alpha (α) values 
indicating overdispersion in the data were unusually high. We tried to even out the distribution of the trips 
by omitting outliers, but the high alpha parameter remained. Second, the probit-poisson sample selection 
model could not account for the truncation, thus with the conventional negative binomial distribution our 
results from the two models are more comparable. 
The econometric model differences of our travel cost parameter are relatively simple, excluding the travel 
time and the weighted approach to adjust to welfare estimates to account for multi-purpose trips. However, 
multi-purpose trips are captured as a separate dummy variable in the analysis. We justified keeping the travel 
cost parameter as simple as possible based on the objective of this thesis, namely to highlight the impact of 
substitutes on the welfare as well as number of trips taken. The simplicity of the travel cost variable likely 
inflates the welfare estimates because they are obtained directly from the variable. 
We could have added substitutes to the analysis as a travel costs to the substitute site. Instead of this usual 
approach we used dummy variable and interaction variable. The travel costs substitute captures the impact 
of substitute sites on the number of trips taken, as the travel cost to the substitute site increases, the number 
of trips to the site decreases. However, the direct impact of the substitute site demand curve would have 
been omitted from the analysis. 
7. Conclusions 
The Baltic Sea is an important recreation destination for the residents of the coastal countries. The impact of 
substitute on the welfare of as well as the demand for recreation has been ignored in earlier valuation 
research related to the Baltic Sea and addressed relatively simply or not at all in Finnish recreational valuation 
studies. This thesis has added to the earlier environmental valuation literature on the Baltic Sea by specially 
focusing on substitutes and the impact of substitutes on the welfare estimates, using the single-site travel 
cost method. The estimated welfare of a single recreational visit to the Baltic Sea ranges from 180€ to 420€. 
We used the substitute site dummy and the travel cost substitute site interaction term to assess the impact 
of substitutes on the number of trips taken to the Baltic Sea, as well as the impact of substitutes on the 
welfare estimates. As expected, having a substitute site decreased the number of trips taken, but, contrary 
to expectations, the substitute site travel cost interaction term was positive, leading to a higher welfare 
estimate for a single trip to the Baltic Sea among those individuals with substitute site compared to 
individuals without substitute site. It seems that individuals with substitutes take fewer visits to the Baltic 
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Sea, but their demand for recreation is more inelastic compared to individuals without substitutes. It was 
also found that demographics, site condition, actual timing of visitation and the number of activities in which 
respondents participate explain who has substitute sites for the Baltic Sea. 
The approach of allowing respondents to define the substitute sites could solve the unique problem of 
determining the relevant substitute sites caused by everyman’s rights in the Nordic countries. Map-based 
questions seem a reasonable method for this, but further development of the questions is required to avoid 
non-responses, leading to sample selection issues. Future research could possibly use the information 
acquired in this thesis about the location and features of substitute sites for random utility travel cost 
modelling. 
It is difficult to draw very direct policy implications from the thesis results. Neither logistic regression nor 
travel cost models produced clear predicting variables that could aid decision-making. However, it can be 
said that awareness of possibilities increases the possibility of having a substitute site, while informing 
citizens about different possibilities could avoid a significant loss of welfare in situations where recreation at 
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Example question from the survey: 
Please think now about all your recreation visits to the Baltic Sea, whether they took place in your own 
country or in the other coastal countries. We are particularly interested in your outdoor recreation visits 
the Baltic Sea, such as being on the beach, swimming and boating. 
Q3. When was the last time you spent leisure time at the Baltic Sea or its coast?  
 In the last 12 months → go to Q4_a  
 In the last 3 years but not in the last 12 months → go to Q4_b 
 More than 3 years ago → skip to non-user version [Your recreation sites] 
 I have never visited the Baltic Sea or its coast for leisure → skip to non-user version [Your 
recreation sites] 
 
Q4_a. How many times did you visit the Baltic Sea or its coast in the last 12 months to spend leisure time 
there? Please provide a rough estimate if you cannot remember the exact number. 
 ______________   
 
This link helps you calculate the number of visits. 
 
Q5. Please mark an approximate location of your place of residence on the map provided below. This will 
help you to locate the recreation areas around you and researchers to calculate distances to recreation 
sites.  
Instead of exact location, you can mark a street or an intersection that is close to your place of residence.  
If you have several places of residence, please select the one you spend the most time at. 
 








 Diving or snorkelling 
 Boating or sailing 
 Sun-bathing 
 Picnicking or being on the beach 
 Being at the summer house 
 Being on a cruise 
 Going to the sauna 
 Ice-skating 
 Skiing on the ice 
 Other, please specify:  
____________________________ 
 
Q15. What were your approximate one-way travel costs on your trip to the site? Please report your share 




Q16. How important was recreation at the sea as the purpose of the trip? 
o the only purpose of the trip 
o more important than other purposes, but it was not the only purpose 
o equally important as other purposes 
o less important than other purposes 
o only a small purpose of the trip 
 
Q17d. A healthy ecosystem supports a large diversity of native species, including healthy populations of 
sea birds, plants and fish.  
 
How would you describe the diversity of species at your most often visited site on average? 
 
a) The number of bird and plant species is  
Low  Rather low Rather high High 
Don’t know or 
remember 
          
 
Q20. Please think now that the environmental quality at the Baltic Sea and its coast becomes so poor 
that you start thinking about going somewhere else for recreation. Where in Country would you go to 
have a similar recreational experience? Please use again the map in the window below to mark this site. 






If you did not mark a location on the map, choose here: 
 I would stay at home  
 I don’t know where I would go 
 Other reason 
 
Q29. How important do you personally consider the following reasons to value the Baltic Sea and its 
coastal areas? Please consider your overall motivation to value the Baltic Sea as 100 points and distribute 
these points among the following reasons according to your motivations. It is not necessary to allocate 
points to all reasons, so if you do not care about the particular reason, you can write 0. The total must be 
100 points. 
 
Please distribute points Points 
Opportunities for recreational activities (e.g. swimming, fishing, walking, boating, bird 
watching). ___ 
Enjoyment from landscapes. ___ 
Inspiration for artistic work (photographing…).  ___ 
An environment for learning and gaining new information. ___ 
Spiritual experiences, sense of belonging, and symbolic meaning. ___ 
Experiencing historically and culturally important places. ___ 
Habitats for many animals and plants. ___ 
Other reasons not mentioned in the list above. ___ 
Sum 100 
 
Q36. What is your current occupational status? Please choose only one option that best describes your 
occupational status. 
 Employed full-time 
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Table: Variables for the Logistic regression 
Dependent variable   Mean Std. Dev. Min Max n p-value Expected 
Sign 
Substitution 0=No substitute site, 
1= Substitute site 
0,43 0,50 0 1 2642 
  
Independent variables                  
Timing of visitation 0=Over 12 months, 
1=Inside 12 months 
0,76 0,43 0 1 2642 0,001 -/+ 
Trips to the Baltic Sea 0-365 12,12 41,04 0 365 2637 0,666 -/+ 
Summer visitation times 
divided with other seasons 
0-1 0,56 0,36 0 1 2009 0,197 + 
Hours stayed at most visited 
site 
0,05-700 h 39,04 70,46 0 700 2621 0,001 - 
Number of activities 0=one , 1=two or 
more 
0,74 0,44 0 1 2544 0,000 + 
Distance from respondents 
home to recreation 
site(stated) 
0-1100 km 178,34 207,72 0 1100 2609 0,028 + 
Euclidean distance from home 
to the Baltic Sea coast 
0-689 83,35 108,23 0 689 2642 0,776 + 
Euclidean distance from home 
to recreation site 
0-1736 154,62 185,08 0 1736 2148 0,002 + 
Trip duration (min) 0-1800 147,63 186,29 0 1800 2609 0,024 + 
Importance of historical and 
cultural places 
0-100 points 7,77 9,70 0 100 2641 0,264 - 
Importance of recreation 0-100 points 33,20 23,64 0 100 2641 0,000 + 
Importance of recreation 
(dummy) 
0=0-25, 1=26-100 0,54 0,50 0 1 2641 0,000 + 
Travel mode a 3,24 1,11 1 7 2640 0,214 -/+ 
Travel mode dummy 0=Public Transport, 
1=Car 
0,79 0,41 0 1 2189 0,044 + 
Travel mode dummy 0=Ferry, 1=Private 
boat 
0,28 0,45 0 10 117 0,397 + 
Separate activities 
        
Walking 0=No walking 
1=Walking 
0,68 0,47 0 1 2544 0,011 + 
Jogging 0=No jogging, 
1=Jogging 
0,08 0,27 0 1 2544 0,048 + 
Swimming 0=No swimming, 
1=Swimming 
0,32 0,47 0 1 2544 0,000 + 
Angling 0=No angling, 
1=Angling 
0,05 0,23 0 1 2544 0,539 -/+ 
Nature watching 0=No nature 
watching, 1=Nature 
watching 
0,31 0,46 0 1 2544 0,000 -/+ 
Diving 0=No diving, 
1=Diving 
0,01 0,07 0 1 2544 0,046 - 
Boating 0=No boating, 
1=Boating 
0,07 0,25 0 1 2544 0,000 -/+ 
Sunbathing 0=No sunbathing, 
1=Sunbathing 
0,24 0,43 0 1 2544 0,004 + 
Picnicking 0=No Picnicking, 
1=Picnicking 
0,20 0,40 0 1 2544 0,006 + 
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Summerhouse 0=No summerhouse, 
1=Summerhouse 
0,10 0,30 0 1 2544 0,966 - 
Cruise 0=No cruise, 
1=Cruise 
0,11 0,32 0 1 2544 0,224 - 
Sauna 0=No sauna, 
1=Sauna 
0,04 0,20 0 1 2544 0,014 - 
Ice-skating 0=No Ice-skating, 
1=Ice-skating 
0,00 0,04 0 1 2544 0,769 -/+ 
Skiing 0=No skiing, 
1=Skiing 
0,01 0,08 0 1 2544 0,830 -/+ 
Conditions of the most visited 
site 
        
Location of recreation site 0=City, 20=Over 20 
km from a city 
6,03 9,18 0 20 2642 0,219 -/+ 
Location of recreation site 0=City, 30=Over 30 
km from a city 
10,07 14,17 0 30 2642 0,595 -/+ 
Location of recreation site 0=City, 40=Over 40 
km from a city 
14,88 19,34 0 40 2642 0,391 -/+ 
Location of recreation site 0=On continent or 
island, 1=Ocean 
0,01 0,08 0 1 2642 0,526 -/+ 
Respondent perceived water 
clarity at most visited site 
b 1,64 0,85 0 3 2374 0,753 - 
Respondent perceived blue-
algae 
c 1,24 0,89 0 3 1814 0,302 + 
Respondent perceived algae c 1,47 0,83 0 3 2106 0,330 + 
Respondent perceived number 
of species 
d 1,64 0,73 0 3 2096 0,016 - 
Respondent perceived number 
of species(dummy) 
0=Low and rather 
low, 1=High and 
rather high 
0,61 0,49 0 1 2096 0,036 - 
Respondent perceived number 
of fish 
d 1,37 0,78 0 3 936 0,467 - 
Respondent perceived number 
of facilities 
e 1,36 0,65 0 2 2497 0,000 - 
Respondent perceived number 
of facilities(dummy) 
0=None and some, 
1=Many 
0,45 0,50 0 1 2497 0,000 - 
Demographics 
        
Age (categorical) f 1,49 0,94 0 3 2462 0,000 - 
Age (continuous) 18-79 46,13 15,37 18 79 2642 0,026 - 
Age (dummy) 0=18-29 and over 
65, 1=30-64 
0,68 0,47 0 1 2642 0,000 - 
Gender 0=male, 1=female 0,50 0,50 0 1 2642 0,633 -/+ 
Household size 1-7 2,32 1,12 1 7 2634 0,829 - 
Under 18 year olds in a 
household 
0-5 0,42 0,78 0 5 2638 0,214 - 
Education (categorical) g 2,82 1,03 1 4 2641 0,000 + 
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a Measured on a 7-point scale where 1=Walk, 2=Bike, 3=Car, 4=Public Transport, 5=Private Boat, 
6=Ferry, 7=Other. 
b Measured on a 4-point scale where 0=turbid, 1=somewhat turbid 2=somewhat clear, 3=clear. 
c Measured on a 4-point scale where 0=never, 1=seldom, 2=sometimes, 3=often. 
d Measured on a 4-point scale where 0=low, 1=rather low, 2=rather high, 3=high. 
e Measured on a 3-point scale where 0=none, 1=some, 2=many. 
f Measured on a 4-point scale where 0=18-29, 1=30-44, 2=45-64, 3=over 65. 
g Measured on a 4-point scale where 1=Compulsory education, 2=Vocational education, 3=High 
School 4=University/Polytechnic. 
h Measured on a 7-point scale where 1=Employed full-time, 2=Employed part-time, 3=Home-
employed/Homemaker, 4=Retired, 5=Self-employed, 6=Student 7=Unemployed. 
i Measured on a 8-point scale where 1=less than 200 euros, 2=201-500 euros, 3=501-900 euros, 
4=901-1600 euros, 5=1601-2500 euros, 6=2501-3600 euros, 7=3601-5000 euros, 8=over 5000 
euros. 
j Measured on a 3-point scale where 1=Germany, 2=Finland, 3=Latvia. 
k Measured on a 5-point scale where 1=Artificial surfaces, 2=Agricultural areas, 3=Forest and semi 
natural areas, 4=Wetlands, 5=Water bodies. 
l Measured on a 5-point scale where 1=Artificial surfaces, 2=Agricultural areas, 3=Forest and semi 















Education (dummy) 0=Other, 
1=University 
0,35 0,48 0 1 2641 0,000 + 
Occupation (categorical) h 2,51 1,84 1 7 2641 0,179 -/+ 
Occupation (dummy) 0=Other, 1=Fulltime 0,47 0,50 1 0 2641 0,729 -/+ 
Income (categorical) i 4,15 2,08 1 8 2281 0,252 + 
Income (continuous) 50-5000€ 1812,90 1237,22 50 5000 2281 0,000 + 
Country (categorical) j 1,90 0,72 1 3 2642 0,000 -/+ 
Finland 
 





0,21 0,41 0 1 
 
0,000 -/+ 
Germany   0,31 0,46 0 1   0,000 -/+ 
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Table: Probit model - selection equation 
Probit model - selection equation 
  B p-value 
Constant 0,5672 0,000 
Education 0,2094 0,000 
Importance of recreation 0,2384 0,000 
Age -0,2264 0,001 
Number of observations 3391  
Number of respondents 3395  
Log-likelihood -1767,11  
Restricted Log-likelihood (constant 
only) -1793,03  
Log-likelihood ratio 51,834 0,000 





Table: importance of recreation 
Importance of recreation 
  Mean Std. Deviation Min Max N 
Substitute site 30,19 20,17 0 100 1133 
No substitute site 35,46 25,72 0 100 1508 
 
 
 
 
 
 
 
 
 
 
 
