Reproducing kernel Hilbert spaces and wavelets are both mathematical tools used in system identification and approximation. Reproducing kernel Hilbert spaces are function spaces possessing special characteristics that facilitate the search for solutions to norm minimization problems [3] . As such, they are of interest in a variety of areas including Machine Learning [11] . Wavelets are another modeling tool used for function approximation and analysis. They are desirable due to their multiscale feature, localization in time and frequency, and fast decomposition / reconstruction algorithms. In this work we merge wavelets adapted to compact domains [10] with reproducing kernel Hilbert spaces following the construction developed by R. Opfer [6] . We provide results for the representation, multiscale nature, and decomposition / reconstruction algorithms for approximations arising from the multiscale reproducing kernel Hilbert spaces.
Introduction
In this paper we adapt wavelets customized for compact domains to the setting of reproducing kernel Hilbert spaces (rkHs). These wavelets are different from traditional wavelets in their construction but are similar in their ability to approximate L 2 functions. They also possess efficient decomposition and reconstruction algorithms [10] .
Reproducing kernel Hilbert spaces are Hilbert spaces of functions containing a central kernel function which is used to turn function evaluation into an inner product computation. It is this property that makes rkHs's desirable to use as a hypothesis space for model identification in machine learning applications [3, 8, 9] . Additionally they are suited for finding minimal norm function approximations. Multiscale rkHs's were introduced by R. Opfer [6] . They combine wavelets with rkHs's, and therefore have advantages of both. We extend these results by employing wavelets adapted to compact domains in the setting of multiscale rkHs's.
This paper is organized as follows. We introduce the setting and several notations that will be used throughout in section 2. In section 3.1 we define the wavelets adapted to compact domains and note their properties. In section 3.2 we review the construction for multiscale rkHs's. Sections 3.3 and 3.4 contain new results combining wavelets adapted to compact domains with rkHs's. These results include the development of decomposition and reconstruction algorithms. In section 4 we summarize our results and provide a direction for further work.
Preliminary Notes / Materials and Methods
In this section we describe the measure space on which the wavelets will be developed along with the necessary tools used to describe them. Following this we note several conventions that will be used to facilitate the construction. This setting is assumed to conform to the requirements for constructing wavelets adapted to compact domains described in [10] .
Let (E, ρ) be a ρ-finite measure space in R n that is fractal in nature, i.e., there is a collection of contractive mappings {φ i : E → E} i∈Zm with contraction ratios {r i } i∈Zm such that
where E i := φ i (E) and ρ(E i ∩ E j ) = 0 for i = j. In addition to the contractive maps there is vector field f : E → R n with components {f i } i∈Zn . Together ρ, the vector field f , and the maps {φ i } i∈Zm satisfy the following properties:
1.) There is a collection of matrices {A i } i∈Zm such that
2.) There exists v ∈ R n such that v T f is a nonzero constant.
3.) For each φ i , i ∈ Z m , define a contractive and enlargement isometry on L 2 (E, ρ) by
respectively, where C and γ i are the ρ measures of E and E i .
The first two properties state that the vector field f is refinable relative to the contractive maps. The third property describes contraction/enlargement operators. These operators are assumed to be isometries by construction. The existence of such a construction has been demonstrated with examples in [10] . In addition to the above construction, we set forth several convenient notations. First, given an n × m matrix A i , we denote A i by (a i j,k ) with j ∈ Z n and k ∈ Z m . Second, we adopt the convention that operators will act component-wise when applied to vectors. Moreover, it will be convenient to represent composition of the operators {P i } i∈Zm on a vector valued function.
be the (i 1 , . . . , i j ) sequential composition of the operators {P i } i∈Zm on the kth component of f . Similarly if β = (i 1 , . . . , i j ) then let
Occasionally we add a subscript to β when the resolution level j needs to be made clear.
Results and Discussion

Wavelets
In this section we define a multiresolution analysis of L 2 (E, ρ), the associated wavelet spaces, and a decomposition/reconstruction algorithm. By equation (2. 2) the components of f can be refined according to the formula:
Using this equation and notation (2.1) there is a multiresolution ladder of spaces within L 2 (E, ρ) defined by
These spaces satisfy [10] ,
Following this definition there exists a sequence of wavelet spaces {W j } j≥0 . These represent the orthogonal complements of V j in V j+1 . They satisfy
Let w denote the vector field with orthogonal components {w i } i∈Z n(m−1) which span the initial wavelet space W 0 . It possesses a refinement like structure related to the refinable vector field,
for some collection of Matrices {B i } i∈Zm . Using this equation there is a relation between the components of w and the operators {P i } i∈Zm ,
Equations (3.1) and (3.3) yield a formula to map V j+1 (in terms of (3.2)) onto
where W and F have columns
m representing a composition of the operators {P i } i∈Zm . The entries of W are the basis vectors of V j ⊕ W j while the entries of F are the basis vectors of V j+1 . This formula is used to develop fast decomposition and reconstruction algorithms for the multiscale reproducing kernels. Specifically, the next Corollary follows from Theorem 3.1 and will be used for reconstruction algorithms. It's proof can be found in [10] .
Reproducing Kernel Hilbert Spaces
In this section we note the necessary results concerning reproducing kernel Hilbert Spaces. We begin with the definition of Reproducing Kernel Hilbert Spaces.
Definition 3.3. Let H be a Hilbert space of functions on a domain E. The space of functions H is a reproducing kernel Hilbert Space (rkHs) if there is a function K : E × E → R (reproducing kernel) that satisfies two properties:
Given a kernel K, the associated reproducing kernel Hilbert space is called its Native Space and is denoted by N K .
Related to a given reproducing kernel K and a set of points {x i } i∈Zn ⊆ E, the Gram Matrix is the matrix of inner products (K(x i , x j )) i,j∈Zn . We say that K is positive (semi)definite if the associated Gram matrix is positive (semi)definite for all possible finite sets of points in E.
The wavelets described in section 3.1 are placed in the context of rkHs's by forming Mercer Kernels from them. Mercer Kernels are defined as follows: Definition 3.4. Let I be a countable index set, {λ i } i∈I ⊆ R + , and {ϕ i } i∈I a collection of real valued functions on E. If for every x ∈ E we have the summability condition
is called a Mercer Kernel.
A necessary result we will use is that Mercer Kernels are positive semidefinite, although, more can be said. If the family of functions {ϕ i } i∈I is point separating on E then the Mercer Kernel is actually positive definite [7] . Let {λ i } i∈I ⊆ R + , and {ϕ i } i∈I be a set of weights and functions associated with a Mercer Kernel and let l 2 λ denote the space of (real valued) λ-weighted square summable sequences,
then a representation of the native space of Φ is given by [6] ,
Let P N ⊥ be the projection operator onto the orthogonal complement of the null space of T ϕ , then Ran(T ϕ ), equipped with the inner product
is a reproducing kernel Hilbert Space with reproducing kernel
Following this theorem, the norm of an arbitrary f := i∈I c i ϕ i ∈ N Φ , is computed by first projecting (c i ) i∈I onto the null space of T ϕ then calculating its l 2 λ norm. This can equivalently be computed as,
Multiscale Reproducing Kernel Hilbert Spaces
In this section we will examine the multiscale Mercer kernels developed by R.
Opfer [6] . We will extend his results by adapting the refinable functions and wavelets constructed in section 3.1 to these kernels.
Let E ⊂ R n with associated measure ρ be as described in section 2 with a multiresolution analysis as described in section 3.1. Let {λ i } i≥0 ⊆ R + be a collection of nonnegative weights such that 9) where the constant γ is defined by
The weights {λ j } j≥0 will correspond to weights applied to the various resolution levels of the multiscale kernel. Starting from a minimum resolution level l (to a maximum level u in the truncated case) the multiscale and truncated multiscale kernels are defined by
We have the following result concerning these kernels.
Theorem 3.6. If f is a bounded refinable vector field then Φ l (x, y) is a positive definite Mercer Kernel.
Proof. In order to prove that Φ l is a Mercer Kernel we show that it satisfies (3.5). Let x ∈ E and β = (i 1 , . . . , i j ) × k be an element of Z j m × Z n for some j. Because the support of f is contained in E the support of f β is contained in φ i j • · · · • φ i 1 (E) = E β . Since ρ(E i ∩ E j ) = 0 when i = j, x is in the support of f β for at most n different β's. Additionally f β is uniformly bounded in j,
for all x ∈ E, where
Substituting into equation (3.5) yields
by (3.9), therefore Φ l is a Mercer Kernel. In order to show that it is positive definite we show that the span of {f β : β ∈ Z j m × Z n } j≥l is point separating. Let {x 1 , . . . , x t } ⊆ E and choose j large enough so that r j |E| < min s =t ||x s −x t || where r is the largest contraction ratio of the maps {φ i } i∈Zm (corresponding to the refinable vector field). By definition there exists a vector v such that v T f is a nonzero constant, so that for every x k there exists β k (on resolution level j) such that f β k (x k ) = 0. However, the support of f β k is contained in a ball of radius r j |E|. Therefore f β k (x s ) = 0 for each s = k and {f β : β ∈ Z j m × Z n } j≥l is point separating. A similar result holds for the truncated multiscale kernel. The difference between the two kernels are the ability to generate a positive definite versus positive semidefinite Gram matrix. With the truncated kernel, the Gram matrix formed from a set of data will be positive definite provided that the resolution level of the kernel is set high enough. With this in mind, the following theorem for the truncated multiscale reproducing kernel follows analogously to Theorem 3.6, Theorem 3.7. If f is a bounded refinable vector field then Φ u l is a Mercer Kernel. If {(x i , y i )} i∈Zt ⊂ E such that r u |E| < min s =t ||x s − x t || where r is the largest contraction ratio of the maps {φ i }i ∈ Z m , then the Gram matrix (Φ u l (x i , x j )) i,j∈Zt is positive definite. We now describe the native spaces for these kernels. As part of obtaining the native space we relate the norm induced by the mapping T ϕ to the canonical norm on the spaces {V j } j≥0 given by Using this norm the following two results describe the native spaces of the multiscale and truncated multiscale reproducing kernels [6] , Theorem 3.8. The native space of the multiscale kernel Φ l is given by
Proof. According to Theorem 3.5, the native space of Φ l is the range of the operator T ϕ , that is all functions of the form The result for the truncated kernels follows analogously:
Corollary 3.9. The native space of the truncated multiscale kernel Φ u l is given by
From theorems 3.6 -3.9, the multiscale nature offered by the wavelets developed in section 3.1 can be seen. Let {(x i , y i )} i∈Zt be a set of data to approximate using N Φ u l as a source for models. The minimal norm interpolant given by the Representer Theorem is [3, 9] ,
where {α i } i∈Zt solves the system of equations y = Mα (3.12) with M being the Gram matrix of Φ u l using the data {x i } i∈Zt . The approximation s can be represented as a decomposition into different levels of detail,
where 
Decomposition and Reconstruction Algorithms
In this section we will develop decomposition and reconstruction algorithms for computing the collection of kernel approximation coefficients {c β j } in an efficient manner using the matrix refinement equation (3.4). We first give results for the decomposition algorithm.
Decomposition Algorithm
Theorem 3.10. For a given resolution level j and index β j = (i 1 , . . . , i j )×k,
Where {e k } k∈Zn is the standard basis in R n .
Proof. By the definition of f β and c β j ,
Using the refinement relation (3.1) this last equation is equal to
Putting this more clearly in vector notation,
Theorem 3.10 gives a decomposition for a single coefficient in terms of several higher level coefficients. In order to compute all the coefficients on level j and create an iterable decomposition algorithm we enumerate the elements of Z j m by mapping them onto Z m j via
This map yields a dictionary-type ordering of Z j m × Z n ,
We also define a tensor transformation. Let C be a block matrix,
where the matrices M i are n×m. Define a tensor transformation
Using the indexing notation (3.15) and the tensor defined in (3.16) we can decompose the approximation coefficients on a resolution level j in terms of the coefficients on resolution level j + 1, Corollary 3.11. With the indexing notation (3.15) and the tensor transformation T j defined in (3.16), there is a coefficient decomposition given by
where C j has columns
, and C j+1 = T j+1 (C j+1 ).
Proof. For a fixed β j × k ∈ Z j m × Z n , by Theorem 3.10
Which by definition of the tensor T j+1 is
Ranging over k ∈ Z n we have,
Letting β j range over all possible values in Z j m gives the full matrix representation of all the coefficients on level j in terms of the coefficients on level j + 1.
We now have an algorithm for the decomposition scheme of the interpolant s for a given set of data {(x i , y i )} i∈Zt :
1.) Determine the resolution level j required by the mesh of the data.
2.) Calculate the coefficients {α i } i∈Zt by solving (3.12).
3.) Compute the coefficients {c β } β∈Z j m ×Zn using (3.13), form the matrix C j . 4.) Compute C j−1 using A j and equation (3.17).
5.) Map C j−1 onto C j−1 using the tensor transformation T j−1 .
This decomposition can be improved further by applying a threshholding strategy to the coefficients. This will filter out coefficients that add little detail to the final interpolant, resulting in matrices that are more efficiently manipulated.
Reconstruction Algorithm
We now introduce the reconstruction algorithm which employs the wavelets spaces. This reconstruction algorithm will give the ability to add levels of detail to the interpolant. This result is a minor addition to the decomposition algorithm but it provides a bridge towards the results concerning the construction of fully wavelet multiscale reproducing kernels.
Analogous to the coefficients {c β j } in (3.13) define the collection of wavelet coefficients,
where w β j ∈ W j . Combining these with {c β j } yields a reconstruction of the higher level coefficients {c β j+1 }. Theorem 3.12. Let β j = (i 1 , . . . , i j ) and β j = (i 2 , . . . , i j ) then
where (a Proof. This follows immediately by applying Corollary (3.2) to the definition of c β j ×k in equation (3.13) and rearranging terms.
Applying Theorem 3.12 to all the coefficients on a level j yields a full reconstruction formula. This is summarized in the next Corollary.
Corollary 3.13. Using the indexing notation (3.15) for Z j m , the tensor transformation (3.16), and the matrix of coefficients on level j (3.18) there is a coefficient reconstruction formula given by
where C j+1 = T j+1 (C j+1 ), the matrix A j is a block matrix with rows
and D j has columns
Proof. Let β j+1 ∈ Z j+1 m with β j+1 = (i 1 , . . . , i j+1 ) and β j+1 = (i 2 , . . . , i j+1 ). Then by Theorem 3.12 and ranging over k ∈ Z n , there is a matrix representation for the coefficients c β j+1 ×· ,
Extending this to range over all possibilities for i 1 gives the tensor transformation of the coefficients
Letting β j+1 range over Z j m finishes the formula. We now have an algorithm for the reconstruction scheme starting on level j:
1.) Compute the basis of wavelets for the space W j .
2.) Using the functions forming the basis of V j and the wavelets, compute the coefficients {c β }, {d β }.
3.) Form the matrices C j and D j .
4.) Compute C j+1 using formula (3.19).
5.) Transform C j+1 to C j+1 by applying the inverse of the tensor T j+1 .
Conclusion
In this paper we have applied wavelets which are adapted to compact domains to the setting of multiscale reproducing kernel Hilbert spaces. We have built on the theory developed by R. Opfer [6] and introduced a rkHs constructed using these types of wavelets. We have demonstrated the multiscale nature of approximations arising from these function spaces and provided a wavelet like reconstruction and decomposition algorithm. An area of further research is to expand upon this construction by building a fully wavelet reproducing kernel and analyzing its associated Hilbert space. This analysis should lead to approximations with different properties, parameters, and associated decomposition / reconstruction algorithms.
