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Abstract
Background: Automatic stepwise subset selection methods in linear regression often perform poorly, both in terms
of variable selection and estimation of coefficients and standard errors, especially when number of independent
variables is large and multicollinearity is present. Yet, stepwise algorithms remain the dominant method in medical
and epidemiological research.
Methods: Performance of stepwise (backward elimination and forward selection algorithms using AIC, BIC, and
Likelihood Ratio Test, p = 0.05 (LRT)) and alternative subset selection methods in linear regression, including Bayesian
model averaging (BMA) and penalized regression (lasso, adaptive lasso, and adaptive elastic net) was investigated in a
dataset from a cross-sectional study of drug users in St. Petersburg, Russia in 2012–2013. Dependent variable measured
health-related quality of life, and independent correlates included 44 variables measuring demographics, behavioral,
and structural factors.
Results: In our case study all methods returned models of different size and composition varying from 41 to 11 variables.
The percentage of significant variables among those selected in final model varied from 100 % to 27 %. Model selection
with stepwise methods was highly unstable, with most (and all in case of backward elimination: BIC, forward selection:
BIC, and backward elimination: LRT) of the selected variables being significant (95 % confidence interval for coefficient did
not include zero). Adaptive elastic net demonstrated improved stability and more conservative estimates of coefficients
and standard errors compared to stepwise. By incorporating model uncertainty into subset selection and estimation of
coefficients and their standard deviations, BMA returned a parsimonious model with the most conservative results in
terms of covariates significance.
Conclusions: BMA and adaptive elastic net performed best in our analysis. Based on our results and previous
theoretical studies the use of stepwise methods in medical and epidemiological research may be outperformed
by alternative methods in cases such as ours. In situations of high uncertainty it is beneficial to apply different
methodologically sound subset selection methods, and explore where their outputs do and do not agree. We
recommend that researchers, at a minimum, should explore model uncertainty and stability as part of their
analyses, and report these details in epidemiological papers.
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Background
The problem of selecting a set of explanatory variables
in regression modeling is well known and described in
epidemiology and other disciplines [1–4]. The goal of
the analysis, i.e. prediction, explanation, data mining, etc.
determines the point of balance in the bias—variance
tradeoff, where larger models generally reduce bias at the
cost of increasing variance. In epidemiology, exploratory
or hypothesis generating analysis aims to identify import-
ant correlates (or predictors) of the outcome in terms of
clinical and statistical significance, and it normally involves
subset selection techniques [5].
Automatic variable selection methods, including forward
selection, backward elimination, and stepwise selection
(hereafter, ‘stepwise methods’) [6, 7] were developed in
1960s and gained popularity in epidemiology and other
fields for a number of reasons, including computational
simplicity, relative ease of interpretation, and their imple-
mentation in major statistical software packages [3]. Step-
wise methods became standard in epidemiology and
remain so [8] despite a body of statistical and epidemiologic
literature accumulated since early 1970s that provides
theoretical and simulation evidence of their deficien-
cies [9–16].
Briefly, the main pitfalls of stepwise methods include:
(a) the standard errors of the model coefficients are biased
downward, and so are the p-values; (b) the absolute values
of coefficients are biased upward; (c) the number of
variables in the full model affects the number of noise
variables in the final model; and (d) reliance on the
single best model, while ignoring model uncertainty in
producing the estimates [3, 9, 10].
A recent review determined that the most widely used
variable selection methods in leading epidemiology jour-
nals were selection of variables based on prior know-
ledge and stepwise algorithms [8]. Stepwise algorithms
still remain most widely used variable selection methods
in epidemiology outside of genetics. A number of alter-
native variable selection methods have been proposed
during the last couple of decades for a range of disci-
plines including epidemiology [17–19]. Model averaging
methods allow parameter estimation that accounts for
model uncertainty by averaging over all (or selected)
models considered, and weighting each model by its
likelihood [5]. Bayesian model averaging (BMA) incorpo-
rates prior knowledge about the covariates into the esti-
mation procedure [20]. Penalized regression methods,
including the lasso [21], the elastic net [22] and their
extensions simultaneously select regression variables
and estimate regression coefficients conditional on the
selected penalization parameter(s). Although none of
these methods is ideal, they enrich the epidemiologists’
methodological toolkit, and can offer better solutions
in many situations.
In this paper we investigate the performance of trad-
itional (stepwise regression using AIC, BIC, and the Likeli-
hood Ratio Test) and some of the alternative (BMA, lasso,
adaptive lasso, and adaptive elastic net) methods of subset
selection in linear regression and making inferences
about regression coefficients. We use a dataset from a
cross-sectional survey conducted among people, who
inject drugs (PWID) in St. Petersburg, Russia (N = 811).
The dependent variable measures health-related quality
of life (HRQoL), and the set of independent covariates
includes 44 variables measuring demographics, behav-
ioral, and structural factors. Identification of correlates
of HRQoL is a vital problem in epidemiology, and is
especially challenging in marginalized populations, such
as PWID. A more parsimonious model (compared to
the full model) would be beneficial in generating hypoth-
eses about important correlates (and potentially predictors)
of HRQoL, and would eventually yield valuable insights
into applied problems of targeted interventions design in
this population.
Analysis of the study data is particularly suitable for
testing different subset selection methods, since the dataset
includes a large number of potentially correlated variables,
many of which are expected to have a decent explanatory
power for the outcome of interest. While no general con-
clusions about the performance of different approaches can
be drawn based on a single case study, our analysis provides
useful insights into the problem of subset selection by
applying various methods to the real world dataset. In this
case study we explore properties of subset selection
methods and demonstrate how they influence final model
composition and the size of confidence intervals of regres-
sion coefficients, emphasizing the importance of careful
choice of a proper method. Finally, for this case study we
recommend BMA and adaptive elastic net as preferred
methods. We argue that in situations of high uncertainty
about the final model composition, the conservative
approach would be to employ various robust methods
and assign the degree of confidence to variables depending




We used data from a cross-sectional study conducted
among active PWID in St. Petersburg, Russia and
Kohtla-Järve, Estonia. Participants were recruited using
respondent driven sampling [23]. For the current ana-
lysis, we used the data from St. Petersburg site col-
lected between November 2012 and June 2013. In our
analysis we used unadjusted sample estimators, since
adjusted inverse-probability weighting estimators have
shown poor performance in simulation and empirical
studies [24, 25].
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The structured questionnaire included the following
sections: demographics; contact with healthcare system
and prison; alcohol, tobacco and drug use; injecting and
sexual HIV risk practices; knowledge about HIV, tu-
berculosis and viral hepatitis; overdose; physical and psy-
chological health; HIV and PWID disclosure and stigma
(see Additional file 1: Study questionnaire (selected
questions). As part of the study all participants were
tested for HIV with the OraQuick Advance® HIV-1/2
rapid antibody test (OraSure, Bethleham, PA, USA).
Ethics statement
Approval was obtained from the Institution Review Boards
at Yale University and NGO Stellit in St. Petersburg.
Dependent variable and independent correlates
The dependent variable is a measure of self-perceived
health-related quality of life assessed using the visual
analogue scale (VAS) of the EuroQoL 5D [26]. This is an
integer-valued measure that varies from 0 (the worst
imaginable state) to 100 (the best imaginable state).
The list of independent variables included basic demo-
graphic characteristics, history of drug use and drug
abuse treatment, severity of alcohol use, severity of men-
tal health problems, unsafe injecting and sexual behavior,
awareness about the infection with HIV, viral hepatitis,
tuberculosis and history of related treatment, experiences
during interaction with health care system and police,
PWID status disclosure, and drug use stigma (see
Additional file 2: Variable codes). Alcohol use problems
were assessed using CAGE scale with two or more posi-
tive responses being indicative of problematic use [27].
Mental health condition was assessed with MHI-5 scale,
which ranges from 0 to 100, and a cut-off point of 52 was
used [28]. The PWID disclosure scale consisted of seven
questions (measured on 5-point Likert scale) [29]. We
used two separate measures of disclosure: (a) to family or
friends, and (b) to a healthcare provider. Internalized
stigma scale [30] and stigma consciousness scale [31] were
each a six items questionnaire (measured on 5-point
Likert scale).
All covariates in the full model were selected a priori
based on assumptions that they could reasonably be cor-
related with the outcome.
Statistical analysis
Statistical analysis was performed in R Statistical Software
(Foundation for Statistical Computing, Vienna, Austria).
We used the package “MASS” to perform stepwise regres-
sion [32]; packages “glmnet” [33] and “gcdnet” [34] for pe-
nalized regression methods, and package “BMS” for
Bayesian Model Averaging [35].
Bivariate associations and full multivariate regression
Bivariate associations between all 44 correlates were
estimated using ordinary least squares (OLS) regression.
Full multivariate OLS regression included 40 correlates
(totaling to 48 dummy variables). Four variables included
in the bivariate analysis were excluded from multivariate
regression and further methods due to complete col-
linearity with other variables in the model. 95 % con-
fidence intervals (CIs) for coefficients in bivariate and
full multivariate regression were estimated using the
bootstrap (as an agnostic estimation method that does
not rely on model form assumptions) [36, 37]. Number of
bootstrap iterations = 2,000.
Stepwise regression
For the conventional stepwise algorithms we employed
backward elimination (BE) and forward selection (FS)
strategies using hypothesis testing approach: Likelihood
ratio test (LRT) (p = 0.05), and information theory criteria:
AIC [38] and BIC [39]. A stepwise selection algorithm that
combined BE and FS gave almost the same results as for-
ward selection procedure. 95 % CIs for coefficients were
estimated based on asymptotic sampling distribution of
the final fitted model and using bootstrap method
(number of iterations = 2,000). To follow the conven-
tional method, the main analysis used the asymptotic
95 % CIs, and those based on bootstrap are presented
for comparison in Additional file 3.
We used bootstrap to assess the stability of subsets
selected with BE and FS strategies for each of the three
criteria [40] (number iterations = 2,000). Since penalized
regression methods and BMA treat each dummy variable
of multi-level categorical variables separately, for compar-
ability purposes, we used the same approach when explor-
ing stability of stepwise regression.
Penalized regression
The general idea of penalized regression is that the loss
function (usually squared error loss) is minimized under
a constraint that penalizes for model complexity and/or
large absolute values of coefficients [36].
Ridge regression uses the L2 penalty (sum of squares
of regression coefficients multiplied by the penalty
factor), thus shrinking regression coefficients closer to
zero [36]. It deals well with highly correlated variables,
but does not perform variables selection. Lasso [21] uses
L1 penalty (sum of absolute values of regression coeffi-
cients multiplied by the penalty factor), thus allowing for
simultaneous variable selection (by forcing some of the
coefficients to be exactly zero) and coefficient estima-
tion. Elastic net [22] combines L1 and L2 penalties with
separate penalty factors, thus allowing for subset selec-
tion with a better performance in the presence of multi-
collinearity. The modification of lasso, called adaptive
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lasso [41] uses different L1 penalty factors for every
covariate in regression model, and a similar modification
for elastic net, called adaptive elastic net, was devel-
oped [42].
All penalized regression methods require selection of
the regularization parameter (hereafter, λ), which deter-
mines the strength of the imposed penalty. The most
commonly used method to select an optimal value of λ
is cross-validation (CV) [36, 43]. Usually two values of λ
are considered: the value that minimizes the CV mean
squared error (MSE) (denoted as λmin), and the maximum
value within one standard error from λmin (denoted as λ1se).
We performed variable selection using lasso, adaptive
lasso, and adaptive elastic net. To run adaptive lasso we
used penalty factor weights based on coefficients esti-
mated via ridge regression [41], and the same L1 penalty
factor weights were used in adaptive elastic net. The
regularization parameter for L2 penalty was determined
by running the conventional elastic net with the follow-
ing penalty: [α × L1 penalty + (1-α) × L2 penalty], where
α = 0.5; and using λ that minimized the CV MSE. In all
penalized regression methods regularization parameter
was selected using 10-fold CV, and results are reported
for λmin and λ1se.
Estimation of standard errors for lasso coefficients is
an area of active research. We estimated standard errors
using bootstrap (number of iterations = 2,000) with fixed
regularization parameter(s) and fixed penalty weights
(for adaptive lasso and adaptive elastic net) [21]. This
method allows estimation of standard errors for non-
zero coefficients of lasso and its extensions.
As with stepwise regression, we assessed the stability
of selected subsets using bootstrap (number of iterations
= 2,000). In all methods values of λmin and λ1se were
re-calculated in every bootstrap iteration. Adaptive
lasso and adaptive elastic net penalty weights were
also re-calculated in every bootstrap iteration.
Bayesian model averaging
Comprehensive overviews of Bayesian methods and the
BMA methodology have been published [20, 44–46].
Briefly, BMA methods estimate regression coefficients
based on posterior probabilities of all (or m best) models
considered. In the case of relatively low number of vari-
ables (less than 20), all possible subsets are enumerated
and evaluated, while in the situation of a very large num-
ber of variables, model space search algorithms are usually
employed [20]. Depending on the subject knowledge, one
can specify prior probabilities or use non-informative
priors. BMA algorithms estimate posterior model prob-
abilities, inclusion probabilities for each variable, regres-
sion coefficients and their standard deviations.
In our analysis we used non-informative uniform
priors and the MCMC algorithm [20] to search the
model space. Variable inclusion probabilities, and values
of regression coefficients and standard deviations were
estimated: (a) based on aggregate information from sam-
pling chain with posterior model distributions based on
MCMC frequencies (hereafter, “aggregate information”);
(b) based on 100 best (highest posterior probability)
models from the sampling chain with posterior model dis-
tributions based on exact marginal likelihoods (hereafter,
“100 best models”). If a particular evaluated model did not
include a particular variable, the corresponding coefficient
value was considered 0 for the purpose of estimation of
regression coefficients and standard deviations. For subset
selection we used median inclusion probability model
(corresponding to 0.5 posterior inclusion probability
threshold) [47].
Results
The characteristics of study subjects along with regression
coefficients and 95 % CIs for bivariate and full multivariate
regressions are presented in Table 1. The dependent vari-
able of interest—a EuroQoL 5D VAS measure of the
health related quality of life—has a mean value of 63.97
(standard deviation = 15.34), and a median value of 65.00
(range is 5–100). Summary information on the distribu-
tion of dependent variable is presented in the Additional
file 4. Correlation matrix of regression covariates is pre-
sented in the Additional file 5.
The regression coefficients along with their 95 % CIs
estimated asymptotically and with bootstrap for the
models selected using BE and FS techniques with AIC,
BIC and the LRT (p = 0.05) are presented in the Additional
file 3. BE and FS algorithms resulted in very similar models,
while models differed substantially depending on the inclu-
sion criterion used. The number of variables retained in the
model with AIC is 29 (of which 14 are significant at 0.05
level) for BE method, and 27 (16 are significant) for FS
method. Stepwise regression with BIC resulted in models
that included 13 and 11 variables for BE and FS corres-
pondingly (all selected variables are significant). When LRT
(p = 0.05) was used the algorithms retained 18 and 19 vari-
ables in the final model for BE and FS correspondingly
(with 18 being significant in both cases). Figure 1 presents
the results of the model stability evaluation using bootstrap.
In all cases except FS: LRT (p = 0.05) the highest inclusion
frequency among non-selected variables was bigger than
the lowest inclusion frequency among selected variables,
and in case of FS: LRT (p = 0.05) these frequencies were
equal. When AIC or LRT (p = 0.05) were used as model se-
lection criteria, the differences in mentioned inclusion
probabilities were relatively small ranging from 0 to 0.07. In
the case of BIC, however, the highest inclusion frequency
among non-selected variables was substantially bigger than
the lowest inclusion frequency among selected variables,
being 0.23 and 0.32 for BE and FS correspondingly. The
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Table 1 Characteristics of study participants; bivariate and full multivariate linear regressionsa, (N = 811)
Independent variables n (%)b Bivariate OLS regression Full multivariate OLS regression (N = 803)c
Beta 95 % CI Beta 95 % CI
I. SOCIO-DEMOGRAPHIC CHARACTERISTICS
Sex:
Male 631 (77.8) Ref - Ref -
Female 180 (22.2) 1.72 (−0.62 ; 4.06) −3.25 (−5.61 ; −0.88)
Age (median = 32 y.o):
Less than 32 y.o. 397 (49.0) Ref - Ref -
32 y.o. or older 414 (51.0) −5.21 (−7.27 ; −3.14) −4.81 (−6.69 ; −2.93)
Education:
Primary or basic 62 (7.6) Ref - Ref -
Secondary, vocational or at least
some higher
749 (92.4) 7.37 (2.89 ; 11.84) 3.54 (−0.61 ; 7.68)
Main source of income:
Legal source 677 (83.5) Ref - Ref -
Illegal source 134 (16.5) −3.27 (−5.78 ; −0.76) −0.35 (−2.75 ; 2.05)
Level of income:
Coping well 245 (30.2) Ref - Ref -
Coping is difficult (or very difficult) 566 (69.8) −8.99 (−11.18 ; −6.80) −3.86 (−6.00 ; −1.73)
Living arrangements:
Someone else’s house 274 (33.8) Ref - Ref -
Owned or rented place 512 (63.1) −3.24 (−5.35 ; −1.13) 1.73 (−0.33 ; 3.79)
Shelter/no fixed place 25 (3.1) −5.00 (−10.80 ; 0.81) 0.97 (−4.74 ; 6.69)
Marital status:d
Not married 554 (68.4) Ref - Ref -
Married 256 (31.6) −0.21 (−2.55 ; 2.13) −0.96 (−3.40 ; 1.49)
II. ALCOHOL AND DRUG USE
Alcohol abuse using CAGE scale:
CAGE = 0–1 274 (33.9) Ref - Ref -
CAGE = 2-4 534 (66.1) −10.10 (−12.20 ; −8.00) −1.76 (−4.00 ; 0.47)
Age of first drug use (cannabis excluded;
median = 16 y.o.):
17 y.o. or older 280 (34.5) Ref - Ref -
16 y.o. or younger 531 (65.5) −6.64 (−8.70 ; −4.58) −3.38 (−5.47 ; −1.30)
Main drug of use:
(Meth)-amphetamines 27 (3.3) Ref - Ref -
Methadone/Fentanyl 221 (27.3) −6.92 (−11.80 ; −2.04) 1.43 (−3.51 ; 6.37)
Heroin 563 (69.4) −14.74 (−19.39 ; −10.08) 0.87 (−4.01 ; 5.74)
Poly-drug use in the last 4 weeks:e
Injected 1 class of drugs 697 (85.9) Ref - Ref -
Injected 2 or more classes of drugs 114 (14.1) −6.15 (−9.08 ; −3.22) −3.62 (−6.38 ; −0.87)
Frequency of injecting drugs (days
during the last 4 weeks; median = 20):
19 days or less 337 (41.6) Ref - Ref -
20 days or more 474 (58.4) −8.37 (−10.49 ; −6.25) −1.39 (−3.88 ; 1.09)
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Table 1 Characteristics of study participants; bivariate and full multivariate linear regressionsa, (N = 811) (Continued)
Frequency of injecting drugs (times
per day; median = 1):
One 437 (54.0) Ref - Ref -
Two or more 372 (46.0) −7.69 (−9.79 ; −5.60) −0.40 (−2.61 ; 1.80)
Used non-sterile injecting equipment
at least once in the last 4 weeks:
No (or don’t know) 344 (42.4) Ref - Ref -
Yes 467 (57.6) −10.54 (−12.59 ; −8.50) −2.05 (−4.41 ; 0.30)
Ever used non-sterile injecting equipment:
No 79 (9.7) Ref - Ref -
Yes 732 (90.3) −10.94 (−14.08 ; −7.81) −0.55 (−4.13 ; 3.04)
Getting sterile injecting equipment
(any unused syringes in last 4 weeks):
No 46 (5.7) Ref - Ref -
Yes 765 (94.3) 9.12 (4.77 ; 13.48) −0.97 (−5.14 ; 3.20)
Ever overdosed:
No 284 (35.0) Ref - Ref -
Yes 527 (65.0) −6.58 (−8.75 ; −4.42) 0.10 (−2.12 ; 2.32)
III. MENTAL HEALTH
Mental health problems score:
Lower score on mental health problems 427 (52.7) Ref - Ref -
Higher score on mental health problems 384 (47.3) −9.27 (−11.28 ; −7.26) −2.61 (−4.85 ; −0.38)
IV. SEXUAL RISK
Sexually active in the last 6 months:
No 188 (23.2) Ref - Ref -
Yes 623 (76.8) 1.75 (−0.73 ; 4.23) 0.91 (−1.69 ; 3.52)
Involved in sexual work in the
last 6 months:
No 757 (93.3) Ref - Ref -
Yes 54 (6.7) −0.16 (−3.35 ; 3.03) 2.80 (−1.05 ; 6.66)
Paid for sex in the last 6 months:
No 748 (92.2) Ref - Ref -
Yes 63 (7.8) 7.80 (4.65 ; 10.95) 2.25 (−1.11 ; 5.60)
Condom use during the last sexual
intercourse:
Yes 378 (46.6) Ref - N/A -
No 238 (29.3) −0.79 (−3.29 ; 1.72)
Don’t know 195 (24.0) −2.44 (−5.11 ; 0.24)
HIV and Hepatitis C status of primary
sexual partner:
HIV and HCV negative or unknown 155 (19.1) Ref - Ref -
Known to be HIV or HCV positive 218 (26.9) −11.09 (−14.14 ; −8.04) −1.98 (−5.05 ; 1.09)
No primary partner in the last 6 months 438 (54.0) −8.23 (−11.00 ; −5.47) −2.02 (−5.04 ; 1.00)
V. INFECTIOUS DISEASES HISTORY AND STATUS
Ever been tested for HIV:
No (or don’t know) 52 (6.4) Ref - Ref -
Yes 759 (93.6) −1.95 (−6.04 ; 2.13) 3.63 (−0.58 ; 7.84)
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Table 1 Characteristics of study participants; bivariate and full multivariate linear regressionsa, (N = 811) (Continued)
HIV status awareness:
Result of the most recent HIV test is
negative, unknown or never tested
428 (52.8) Ref - N/A -
Result of the most recent HIV test is
positive
383 (47.2) −9.71 (−11.74 ; −7.68)
HIV status (based on study testing):
Negative 359 (44.3) Ref - Ref -
Positive 452 (55.7) −9.20 (−11.26 ; −7.15) −2.71 (−6.55 ; 1.13)
Receiving regular HIV care:
HIV-negative or unaware 428 (52.8) Ref - Ref -
HIV+; receives regular HIV care 125 (15.4) −0.87 (−3.41 ; 1.67) 1.46 (−3.05 ; 5.98)
HIV+; does not receive regular HIV
care
258 (31.8) −13.77 (−15.95 ; −11.59) −4.32 (−8.36 ; −0.28)
Tuberculosis history awareness:
No (or don’t know) 757 (93.3) Ref - Ref -
Yes 54 (6.7) −7.46 (−11.15 ; −3.76) −3.32 (−6.43 ; −0.22)
Hepatitis C history awareness:
No 126 (15.5) Ref - N/A -
Yes 685 (84.5) −10.13 (−13.02 ; −7.23)
Treatment of Hepatitis C:
Never diagnosed with HCV 126 (15.5) Ref - Ref -
HCV+, never been offered treatment 591 (72.9) −11.09 (−14.00 ; −8.17) −4.56 (−7.62 ; −1.50)
HCV+, was offered treatment, but
did not receive it
50 (6.2) −7.45 (−12.58 ; −2.32) −7.37 (−12.75 ; −1.99)
HCV+, was offered treatment and
received it
44 (5.4) −0.27 (−4.53 ; 3.98) −2.02 (−6.80 ; 2.76)
Hepatitis B history awareness:
No 401 (49.4) Ref - Ref -
Yes 410 (50.6) −9.31 (−11.29 ; −7.34) −0.05 (−2.36 ; 2.25)
Ever vaccinated against Hepatitis B:
No (or don’t know) 525 (64.7) Ref - Ref -
Yes (at least one dose) 286 (35.3) 7.29 (5.07 ; 9.50) 1.63 (−0.74 ;4.00)
VI. CONTACT WITH TREATMENT SERVICES AND
PRISON
History of incarceration:
No 537 (66.2) Ref - Ref -
Yes 274 (33.8) −2.41 (−4.64 ; −0.18) −1.49 (−3.40 ; 0.42)
Having basic medical insurance:
No 156 (19.3) Ref - Ref -
Yes 654 (80.7) 2.39 (−0.40 ; 5.17) 1.46 (−1.06 ; 3.98)
Receiving any healthcare services in
the last 12 months:
Received 546 (67.3) Ref - Ref -
Not received 265 (32.7) −3.00 (−5.32 ; −0.68) −1.46 (−3.56 ; 0.64)
Ever received drug abuse treatment:
No 229 (28.2) Ref - N/A -
Yes 582 (71.8) −5.79 (−8.15 ; −3.43)
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percentage of variables with inclusion frequency over 0.9
(of the number of variables in the final model) ranged from
15 % (BE: BIC) to 31 % (BE: AIC) (Fig. 1).
Detailed outputs of lasso, adaptive lasso, and adaptive
elastic net regressions are presented in the Additional
file 6, and include regularization paths, graphs of CV
results, estimates of regression coefficients along with
95 % CIs, and the bootstrap inclusion frequencies for
variables. For lasso the highest inclusion frequency
among non-selected variables was bigger than the lowest
Table 1 Characteristics of study participants; bivariate and full multivariate linear regressionsa, (N = 811) (Continued)
Receiving detoxification services in
the last 6 months:
Did not need detox services 646 (79.7) Ref - Ref -
Needed, but did not receive detox 99 (12.2) −10.74 (−14.12 ; −7.35) −5.39 (−9.00 ; −1.78)
Needed and received detox 66 (8.1) −4.00 (−8.04 ; 0.04) −4.82 (−7.96 ; −1.67)




233 (28.7) Ref - Ref -
Had no difficulties 482 (59.4) −4.44 (−6.89 ; −1.99) 1.26 (−0.93 ; 3.45)
Had difficulties 96 (11.8) −10.56 (−13.92 ; −7.20) −0.74 (−4.14 ; 2.66)
Had difficulties obtaining medical care
because of drug use:
No (or don’t know) 764 (94.2) Ref - Ref -
Yes 47 (5.8) −5.10 (−9.48 ; −0.73) −4.22 (−8.21 ; −0.22)
VII. STIGMA, DISCLOSURE AND POLICE
HARASSMENT
Ever experienced police confiscate
syringes:
No 599 (73.9) Ref - Ref -
Yes 212 (26.1) −6.00 (−8.41 ; −3.59) −0.48 (−3.02 ; 2.06)
PWID status disclosure to family/friends:f
Rather disclosed 420 (51.8) Ref - Ref -
Rather did not disclose 391 (48.2) −7.06 (−9.10 ; −5.01) −0.65 (−2.78 ; 1.48)
PWID status disclosure to a healthcare
provider:g
Rather disclosed 278 (34.3) Ref - Ref -
Rather did not disclose 533 (65.7) 3.83 (1.67 ; 5.99) −0.16 (−2.51 ; 2.19)
Internalized PWID stigma:h
Low 417 (51.4) Ref - Ref -
High 394 (48.6) −9.14 (−11.15 ; −7.13) −3.68 (−5.92 ; −1.44)
PWID stigma consciousness:h
Low 343(42.3) Ref - Ref -
High 468 (57.7) −1.68 (−3.81 ; 0.45) 1.52 (−0.52 ; 3.56)
95 % CI 95 % confidence interval, HRQoL Health-related quality of life, OLS Ordinary Least Squares, PWID people who inject drugs, Ref Reference Category, VAS Visual
Analogue Scale
aDependent Variable is EuroQoL 5D VAS measure of the HRQoL
bNumbers may not sum up to total due to missing values, and % may not sum up to 100 due to rounding
cThe adjusted R2 = 0.37. Four variables (Condom use during the last sexual intercourse, HIV status awareness, Hepatitis C awareness, Ever received drug abuse
treatment) were not included into the multivariate regression, because of complete collinearity with other variables in the model
dMarried = legally married or living as married; Not married = widowed, divorced or never married
eThe following classes of drugs are included: opiates, amphetamines, and cocaine
fBased on five questions, each measured on 5-point Likert scale. Individual items scores were summed and dichotomized by median
gBased on one question measured on 5-point Likert scale, and dichotomized by median
hBoth internalized stigma scale and stigma consciousness scale are six items questionnaires measured on the 5-point Likert scale. Individual items scores were
summed and dichotomized by median
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inclusion frequency among selected variables (both for
λmin and λ1se). In adaptive lasso and adaptive elastic net,
however, the situation was opposite—inclusion frequen-
cies of selected model variables were bigger than those
of non-selected in all cases except adaptive elastic net
λ1se, where the corresponding frequencies were equal
(Fig. 2). Adaptive lasso demonstrated better stability in
terms of the difference between the lowest selected and
the highest non-selected variables inclusion frequency.
On the other hand, lasso and adaptive elastic net dem-
onstrated better performance in terms of percentage of
model variables with inclusion frequency over 0.9 (Fig. 2).
The number of significant variables was generally
smaller in all penalized regression methods compared to
stepwise methods (Fig. 4).
Figure 3 presents posterior inclusion probabilities for
each variable from the BMA analysis. Subsets selected
based on aggregate information and 100 best models were
Fig. 1 Bootstrap frequency of covariates selection in the final model using stepwise algorithms. Dependent variable is EuroQoL 5D visual analogue
scale measure of the health-related quality of life. a shows results of backward elimination regression using AIC, b—using BIC, and c—using Likelihood
Ratio Test (p = 0.05). d, e and f show results of forward selection regression with AIC, BIC and LRT (p = 0.05) correspondingly. Black bars
represent variables selected in the final model, and light grey bars—variables excluded from the final model. Solid line and the number
next to it correspond to the minimum frequency among variables included in the final model; dashed line and the number next to it
correspond to the maximum frequency among variables excluded from final subset. Dotted line corresponds to the frequency = 0.9, and
number next to it shows the percentage of variables in the final model with inclusion frequency over 0.9 (out of the number of variables
selected in the final model). Description of variable names is provided in the Additional file 2
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very similar (the latter subset included one additional
variable). The model size was 12 and 13 correspond-
ingly. In aggregate information model 95 % credible
intervals of 4 out of 12 variables did not include zero,
and in 100 best subset model it was 8 out of 13
(Fig. 4). BMA posterior inclusion probabilities for
model variables, along with regression coefficients and
95 % credible intervals, as well as graphs presenting
information regarding the sampling process and
posterior distribution of model size are presented in
the Additional file 7.
Figure 4 presents the summary and comparison of the
variable selection methods used in this analysis. It shows
the inclusion and significance in the final subset for every
variable for every method used in the analysis. It provides
summary of the model size and number of significant vari-
ables by method, as well as subset inclusion summary by
variable. Out of 48 variables analyzed, 8 were included into
Fig. 2 Bootstrap frequency of covariates selection in the final model using penalized regression. Dependent variable is EuroQoL 5D visual analogue scale
measure of the health-related quality of life. a shows results of lasso corresponding to λmin, b—lasso corresponding to λ1se ; c and d—adaptive lasso with
λmin (c) and λ1se (d); and e and f—adaptive elastic net with λmin (e) and λ1se (f). Black bars represent variables selected in the final model, and light grey
bars—variables excluded from the final model. Solid line and the number next to it correspond to the minimum frequency among variables included in
the final model; dashed line and the number next to it correspond to the maximum frequency among variables excluded from final subset. Dotted line
corresponds to the frequency = 0.9, and number next to it shows the percentage of variables in the final model with inclusion frequency over 0.9 (out of
the number of variables selected in the final model). Description of variable names is provided in the Additional file 2
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the final model by all variable selection methods. 7 were
not selected by either of methods (besides bivariate and full
multivariate regression).
Correlates of the worse health-related quality of life
selected most often included: older age, lower income level,
younger age of the drug use initiation, using non-sterile
injecting equipment during the last 4 weeks, having higher
mental health problems score, being HIV positive and not
getting regular HIV care (compared to being HIV negative
or unaware), being Hepatitis C positive and never being
offered treatment (compared to being Hepatitis C negative
or unaware), and having high internalized drug use stigma.
Table 2 provides the summary of performance of the
analyzed methods in terms of model stability, whether
model uncertainty is properly incorporated in the statis-
tical inference procedure, as well as computational effi-
ciency of the algorithms.
Discussion
In this paper we present a case study that compares the
outputs of conventional (stepwise) and alternative (pe-
nalized regression, BMA) subset selection methods in
linear regression. This is a valuable real-world example,
common in epidemiology, of the challenges of subset
selection when (i) the number of candidate covariates is
large, (ii) most of candidate variables have good explana-
tory power for the outcome of interest, and (iii) multi-
collinearity is present. Previous theoretical work and
simulation studies have shown that conventional step-
wise algorithms perform particularly poorly when thus
challenged [2, 9], and are outperformed by BMA [11, 48]
and penalized regression methods [49, 50].
Some statisticians, however, argue that disadvantages
of stepwise methods are over-emphasized [51]. Studies
that report agreement between stepwise and alternative
variable selection methods [52] may mislead the reader
to the conclusion of their similar performance. While
it is not unlikely to observe agreement in subset selec-
tion methods in the situation of relatively few poten-
tially weakly correlated variables, the deficiencies of
stepwise methods become more apparent when num-
ber of candidate variables increase and issues of multi-
collinearity come into play. As such, the salient
illustration of the importance of careful choice of the
subset selection method is the huge variability in the
model size and composition derived with different
methods in our analysis (Fig. 4). The final model size
varies from 41 (lasso, λmin) to 11 (adaptive lasso, λ1se
and FS: BIC), and the percentage of significant vari-
ables among those selected to enter final model varies
from 100 % (BE: BIC, FS: BIC, and BE: LRT) to 27 %
(lasso, λmin).
The most widely used subset selection method—step-
wise regression with LRT (p = 0.05) returns a model of
size 18 (BE) and 19 (FS), where 18 covariates are sig-
nificant (in both cases), illustrating the failure to in-
corporate model uncertainty into the statistical
inference procedure. Stepwise BIC selects models of
size 13 (BE) and 11 (FS), since BIC generally favors
smaller models by imposing a larger model size pen-
alty. While stepwise BIC provides a desired parsimony
(with large sample size), the selected models are
highly unstable (Fig. 1), and suffer from the same
problem of underestimated standard errors. Compared
to BIC, stepwise regression with AIC performs better
in terms of model selection stability (Fig. 1). The im-
proved stability is likely a result of a less severe
model size penalty, which indirectly alleviates the
problem of multicollinearity. The stepwise AIC, how-
ever, provides little improvement compared to LRT as
Fig. 3 Bayesian model averaging: posterior inclusion probabilities of independent variables in linear regression. Dependent variable is EuroQoL
5D visual analogue scale measure of the health-related quality of life. a shows covariates posterior inclusion probabilities (PIP) based on aggregate
information from sampling chain with posterior model distribution based on MCMC frequencies. b shows covariates PIP based on 100 best
models from sampling chain with posterior model distributions based on exact marginal likelihoods. Dashed line corresponds to the subset selection
PIP threshold, which equals 0.5 (median inclusion probability model). Description of variable names is provided in the Additional file 2
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Fig. 4 Summary of the resulting linear regression models obtained with different subset selection methods. Dependent variable is EuroQoL 5D
visual analogue scale measure of the health-related quality of life. 95 % CI, 95 % Confidence/Credible interval; Full MV, full multivariate regression;
HRQoL, health-related quality of life. Description of variable names is provided in the Additional file 2
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it still fails to account for model uncertainty and
treats a selected model as if it was pre-specified, thus
returning biased standard errors [53].
Penalized regression methods provide flexible model
selection tools. By specifying the form of the penalty term
(L1, L2, or their combination), and by selecting the
strength of the penalty (the value of regularization
parameter λ), the researcher can control the model size
and address the problem of multicollinearity. There are the-
oretical challenges in estimation of standard errors in lasso
and its extensions, however use of the bootstrap with
fixed λ allows estimating the confidence intervals for
coefficients that are not shrunk to zero conditional on
the selected value of λ [21]. The advantages of lasso are
Table 2 Summary of methods performance
Method Stability of model selection Incorporating model uncertainty Computational efficiency (running time)a
I. STEPWISE REGRESSION METHODS
Backward elimination (AIC) Moderate Do not incorporate model uncertainty
in the estimation of regression
coefficients and standard errors.
Model selection: 5.4 s
Estimation of SE with bootstrapb: 30.9 s
Backward elimination (BIC) Very poor Model selection: 5.6 s
Estimation of SE with bootstrapb: 15.0 s
Backward elimination (LRT) Moderate Model selection: 5.1 s
Estimation of SE with bootstrapb: 19.2 s
Forward selection (AIC) Moderate Model selection: 2.8 s
Estimation of SE with bootstrapb: 28.5 s
Forward selection (BIC) Very poor Model selection: 1.9 s
Estimation of SE with bootstrapb: 13.8 s
Forward selection (LRT) Moderate Model selection: 3.1 s
Estimation of SE with bootstrapb: 19.8 s
II. PENALIZED REGRESSION METHODS
Lasso Poor (λmin) Model uncertainty is partially
incorporated into the estimation
and inference procedure via λ
tuning step, and estimation of
standard errors using bootstrap.
Lasso algorithm: 0.02 s
Good (λ1se) 10-fold CV: 0.5 s
Estimation of SE with bootstrapb: 394.0 s
Adaptive lasso Good (λmin) Estimation of weights (ridge regression):
1.6 s
Good (λ1se) Adaptive lasso algorithm: 0.02 s
10-fold CV: 0.5 s
Estimation of SE with bootstrapb: 411.2 s
Adaptive elastic net Good (λmin) Estimation of weights (ridge regression):
1.6 s
Good (λ1se) Estimation of λ for L2 penalty (elastic
net): 1.2 s
Adaptive elastic net algorithm: 0.2 s
10-fold CV: 1.4 s
Estimation of SE with bootstrapb:
3,265.3 s
III. BAYESIAN MODEL AVERAGING
Bayesian model averaging (using
MCMC to search model space)
PIPs of regression covariates
inform model selection.
Bootstrap gave selection
frequencies that were almost
identical to PIPs (data not shown).
Model uncertainty is properly
incorporated into the estimation
of regression coefficients and their
standard deviations (provided that
MCMC chain converged and the
algorithms managed to search
the entire model space).
250.8 s
(1,000,000 iterations, chain converged)
AIC Akaike Information Criterion, BIC Bayesian Information Criterion, CV cross-validation, LRT Likelihood Ratio Test, MCMC Markov Chain Monte Carlo, PIP posterior
inclusion probability, SE standard error
aThe analysis is run on a 1.7 GHz Intel(R) Core(TM) i5 processor with 4.00 GB of DDR3 memory
bIn all cases of estimation of standard errors using bootstrap number of iterations = 2,000
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mostly notable in situations when the number of covar-
iates is close to or bigger than number of observations.
This explains its wide use in genetic studies. Several
drawbacks of lasso have been noted, including unsatis-
factory performance in the presence of multicollinearity
[54]. Elastic net regression improves the performance
of lasso in this respect [22], and assigning weights equal
to 0.5 to L1 and L2 penalty tends to select or exclude
groups of correlated variables together [55]. The use of
a single unique regularization parameter can lead to selec-
tion of irrelevant variables and over-shrink large coefficients
of important correlates. Adaptive lasso [41] reduces estima-
tion bias and improves stability by putting individual pen-
alty on every regression variable. Adaptive elastic net [42]
demonstrated good performance in dealing with multicolli-
nearity, estimation bias and model selection stability.
In our analysis all penalized regression methods select
models of relatively large size (between 33 and 41) for λmin
(Fig. 4). This is explained by the fact that most of the
covariates have some explanatory power, and the sample
size is large compared to the number of covariates; thus
the cross-validation with MSE loss favors bigger models.
When we drew a random sample of 80 observations from
the dataset, we obtained a model size of 9, 5 and 9 for
lasso, adaptive lasso and adaptive elastic net, respectively,
for λmin. Given such property, the use of λ1se is a more
sensible option in our example. It provides the desired
parsimony, while the percentage of deviance explained
reduces moderately (from 0.40 for λmin to 0.32 for λ1se in
all three methods). The model size obtained through pe-
nalized regression methods corresponding to λ1se (14 for
lasso, 11 for adaptive lasso, and 12 for adaptive elastic net)
is comparable to that of BIC stepwise (13 and 11 vari-
ables). All three penalized regression methods, however,
demonstrate a substantial improvement in stability com-
pared to stepwise BIC (Figs. 1 and 2, Table 2). Further,
unlike in stepwise regression, the tuning of λ with CV and
the estimation of standard errors using the bootstrap
offer an improvement in addressing the issue of model
uncertainty. Thus the number of significant correlates
in penalized regression methods with λ1se is substan-
tially smaller than in stepwise BIC (Fig. 4, Table 2).
BMA offers an improvement compared to conventional
methods by directly incorporating model uncertainty into
the process of model selection, and estimation of regres-
sion coefficients and their standard deviations (Table 2).
Model ranking by the marginal likelihood provides infor-
mation regarding the model uncertainty, and posterior
inclusion probabilities of covariates offer an intuitive and
convenient aid to subset selection. BMA is primarily a
method for estimation of regression coefficients and their
standard deviations. While making proper inferences is
itself highly valuable, the BMA algorithm includes estima-
tion of likelihoods of different models, and can therefore
return the highest likelihood model (often called best sub-
set). An alternative approach, which we used in this paper,
suggests using the median probability model as a subset
selection method [47]. It performs subset selection based
on posterior inclusion probabilities of covariates, setting a
threshold at the level of 0.5.
BMA is not free of problems, of which the most import-
ant are specification of priors and dealing with computa-
tionally intractable number of candidate models [20]. In
our analysis we chose conservative non-informative uni-
form priors that did not take a full advantage of the power
of Bayesian approach. In situations when an investigator
has more information about the model covariates before
performing the data analysis, specification of informative
priors is desirable, however the choice should be justified.
With the advancement of technology, BMA is now imple-
mented in many statistical software packages allowing for
its wider use [35, 56]. Software packages that implement
BMA normally include several versions of the model
space search algorithms, of which MCMC is the most
widely used. Computational efficiency can be an issue for
the implementation of BMA, because the MCMC chain
has to converge, and convergence can be hard to reach,
especially in the big data context (Table 2). Moreover, with
MCMC one can never be fully confident that the algo-
rithm has successfully searched the entire model space.
One of the common ways to address this problem is to
run the chain with different starting models and compare
the results. Obtaining similar results increases the confi-
dence that an entire model space was properly searched,
but doesn’t offer a guarantee.
In our analysis we present two ways of posterior inclu-
sion probability estimation: based on aggregate informa-
tion from all models based on MCMC frequencies, and
based on exact marginal likelihoods of 100 best models.
These two methods result in very similar selected subsets
that differ by one (of 48) variable. Since it is desirable to
incorporate full model uncertainly, which is already limited
by non-complete enumeration of models, it is advised to
use posterior inclusion probabilities based on aggregate in-
formation. In our example this approach, consistent with
expectation, returns a parsimonious model consisting of 12
variables, and the most conservative 95 % credible intervals
of all methods, where only 4 variables are significant.
Several limitations of our analysis should be mentioned.
In the absence of a gold standard for subset selection, and
not knowing the data generating process, such as in cases
of simulation studies, we had to rely on indirect measures
of methods performance, such as investigation of model
stability and assessment of how well the model uncertainty
is addressed by different methods. This is an inherent limi-
tation of using real-life data for analyses such as ours com-
pared to simulation studies. However, this is also one of the
strengths of this paper, since it offers an example of the
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real-life behavior of different methods that were extensively
evaluated in simulation studies. All of the methods analyzed
in this paper and the results of our analysis are only applic-
able to the linear regression. While the methods themselves
can be extended to logistic regression, proportional hazard
model, etc., the results we presented cannot be directly
extrapolated to other types of regression models. Moreover,
we assumed the form of the model (i.e. OLS regression),
and only considered the uncertainty coming from its com-
position, while a broader model selection problem also
includes considerations of the uncertainty regarding the
functional form of the model. We have performed our case
study using one dataset that represents a typical example of
data used in epidemiological research among PWIDs. In
our analysis we aimed to focus on analytical approaches
and present very detailed outputs of the methods and their
comparison in order for this example to serve as both the
demonstration of approach to methods comparison, and
the presentation of actual findings from such comparison.
Extending similar analysis to multiple datasets might be
one of the potential future research directions. From the
practical perspective, we hope that our example would
motivate investigators to employ similar strategies in
applied data analysis.
Our analysis demonstrates that it is beneficial to apply
different subset selection methods, and explore where
their outputs do and do not agree (Fig. 4). This is espe-
cially useful in exploratory analysis, situations of high un-
certainty about the correct model, and if one is interested
in finding a set of the strongest correlates or predictors
of the outcome, and wants to improve the credibility of
findings. When interpreting the results, it is important to
differentiate between the features of statistically sound
methods that stem from varying tradeoff between bias
and variance [5], and the deficiencies in selection, estima-
tion, and inference inherent to methods that violate the
principles of statistical theory [10]. This approach should
not be confused, however, with using multiple methods,
selecting one that gives the most ‘desired’ result, and pre-
senting it as if it was the only one method deployed.
In our analysis all correlates that are selected most
often using different methods make intuitive sense, and
the findings are generally in line with other studies con-
ducted in similar populations [57–60].
Conclusions
Our analysis emphasizes the importance of understanding
of the properties of various subset selection methods, and
a careful choice of method (or a combination thereof) that
would correspond to the goals of analysis. As we have
shown, different subset selection methods return models
with very different sizes and estimated coefficients. It is,
therefore, vital that the researcher defend the reasons
behind choosing a particular technique based on
assumptions, theoretical considerations, research ques-
tions, and intended use of the results.
Based on performance of different methods in this
case study and previous theoretical work, we discourage
the use of stepwise algorithms, and recommend BMA
that accounts for the full model uncertainty, and adap-
tive elastic net (with λ1se when N is large) in cases such
as ours. We also encourage researchers to explore model
uncertainty and stability as part of their analyses, and
report these details in epidemiological papers.
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