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1 OVERVIEW
WWW / /PDEPACK is a World Wide Web server that provides a sophisticated problem solving
environment for partial differential equations (PDEs). It incorporates over 100 solvers of various
types which cover all the common PDE applications in 2 and 3 dimensions. WWW / jPDEPACK
is a subset of Parallel ELLPA C!( in that not all the solvers are included and it. is an extension of
Parallel ELLPACKin that it allows for web based use. Parallel ELLPACK is an existing problem
solving environment (see Section 3 for more details) that is now in alpha testing. A prototype of
WWW I/PDEPACK is now operational but its network performance is not yet satisfactory and
its software generality is too limited (it now requires the user to have an X server).
The goal of this project is to implement the scenario illustrated in Figure 1. A user on the net
accesses WWW / /PDEPACK and the user interface is exported back. This interface is implemented
in a net infrastructure code (e.g., Java from Sun) so it can run on any internet connected machine.
This interface is large but still a tiny fraction of the entire WWW / jPDEPACK system. The
user fonnulates the PDE application using the interface and then it is solved at the server site.
The server, in turn, accesses other servers (e.g., parallel machines) on the net during the solution
process. The results are then returned to the user.
2 THE WWW / /PDEPACK PROJECT
WWW j jPDEPACK is a problem solving environment (PSE) for PDE based applications which is
available for general use over the Net (World Wide Web). A user contacts http://pellpack.cs.purdue.edu
for information, a demonstration, and to request an account. Once an account is established (this
is part of the security system ofWWW j jPDEPACK), the user can then use WWW j jPDEPACK.
The user interface of WWW j /PDEPACK is exported to the user implemented using the













Figure 1: Schematic view of the WWW j jPDEPACK system operating over the Net.
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Generality - any machine connected to the internet can use the interface without concerns about
language or machine compatibility. (2) Interaction - the user can specify the PDE with normal
interaction speeds (as this is done locally) for the local machine. The amount of code exported to
support the user interface is substantial (several megabytes) but it is only a tiny fractIon of the
WWW //PDEPACK system. If the user has no graphics capability then the text based interface
tools must be used; these are less convenient but still practical to use.
As the PDE problem is being specified information is sent to the server. The server might
request additional information but once the problem is completely specified it is solved on the
server. The server is a common workstation (currently a Sun Spare 5 with 64 Mbytes of memory)
and it might use other machines on the internet to compute the solution. Once the PDE is solved
the user can either view output generated by the server or request that the solution (normally
a large data set) be sent for local use. This approach provides two more important benefits of
WWW j /PDEPACK. (3) Access to High Performance Computers- any user can access machines
with sufficient power to solve the PDE problem. Even if the solution is too large to be sent to the
user (or if there are no local visualization tools), the solution can be explored over the net. (4)
No Code Portability Problems - the user does not need to have the code in the local language, the
software infrastructure need operate only on the server. Even when other machines are used by
the server, these are few in number and only specialized parts ofWWW ///PDEPACK run on the
other machines. The code that runs on an auxiliary server itself need only be for that machine.
There are several concerns and technical issues in creating WWW //PDEPACK which we
discuss briefly:
• Performance of the user interface: There is a clear trade off in user interface performance
between exporting code to the user's machine and executing code on the server. Our existing
prototype shows that communicating each mouse click back to the server for processing pro-
vides unsatisfactory interactive performance due to network delays. Our analysis indicates
that almost all of the interaction can be run locally by exporting a moderate amount of code.
The user interface does use tools that are both time consuming to execute and which are
too large to export. Examples are Maxima (used to transform mathematical equations) and
domain processors (used to create meshes or grids in geometric domains). These tools usually
require pauses in response even without a network and the added delay due to networks is
unlikely to be significant.
• Security for the server: While we control somewhat the material received from a user, the
server is clearly subject to attack. We place the server on a separate subnet and access
licensed software through a gateway. Since we know exactly what is to be sent to whom via
an RPC, it is possible to protect tills licensed software. Even if a user succeeds in becoming
"root", access to other machines is not possible. Of course, network file systems and similar
tools are not used. Our process of "registering" users when we give them accounts provides
us with a chance to screen users before providing them access to WWW / jELLPACK.
• Security for the user: This requires each user to be completely isolated from all others. Each
user on the server runs in a virtual file system as "nobody" (a Unix term). Thus each user
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appears to have the entire machine (all the common software, including the operating systems,
is replicated in the different virtual file systems) and thus the protection mechanisms between
machines actually protects users from one another. This approach provides security at the
cost of using much more memory than normally necessary.
• Software ownership and fair use: We prevent the copying of software by placing, if necessary,
source code on another machine or another network and using secure RPC. The question of
"fair use" is still murky as we may, in theory, allow thousands of people to use our single
machine copy of a privately owned or commercial code. Most license agreements do not
address this issue and we do not intend to do anything special.
• Payment for computing services: The WWW j jPDEPACK server is provided free to users
as well as time on associated servers used for security purposes. We do not foresee a need to
charge users for time on these machines. H large numbers of users contend for service then
they will be queued and the cost of the servers is clearly limited. However, there is a real
problem when we access parallel machines which act as compute servers. Initially, WWW
j jPDEPACK uses local machines (a 64 processor Ncube2, a 140 processor Paragon, a 20
processor SP-2) and a user can easily pose a problem that uses lOs of hours on one of these
machines. We intend to access off site machines in the future (e.g., Purdue is a member
of Concurrent Super Computing Consortium and our group has access to its 540 processor
Paragon). When the amount of use of these compute servers becomes a problem, we will
require users to obtain accounts on them. This is a nuisance now but we believe the Net
infrastructure will evolve soon to simplify such administrative problems.
There are three technical issues in implementing WWW j jPDEPACK: First, the user interface
must be clearly separated from the rest of the system. Our system is very modular in nature and we
have already essentially completed this task. Second, we must create an efficient, exportable user
interface. We have already made a prototype exportable user interface which is neither efficient nor
general. It assumes the user has an X-windows server and it requires excessive network communica-
tion. We have studied the Java system recently released by Sun and believe we can use it to obtain
both efficiency and generality on the network (e.g., Netscape has announced it will provide Java
connections with its network browser). Even though Java is clearly a "first generation" system, it
appears to be quite usable.
Third is the problem of dealing with the visualization of very large data sets over the network.
With WWW j jPDEPACK a person with a simple PC can generate a PDE solution consisting
of millions of data points in 3-D. In our own group we have 155 Mbitjsec ATM networks and
expensive graphics workstations visualize such solutions. We see two ways to provide visualization
service to the user neither of which is always satisfactory. (1) We have visualization tools to slice,
rotate, color, etc., data for viewing. We can send these images back over the Net. But the user
might have a slow network connection or a black and white display; the viewing process would be
painfully slow. (2) We can send the data set to the user. A two million point solution is not rare
and its data set would be at least 25-50 Mbytes. The transmission time could be prohibitive if the
user has slow network connections. The user might not have space to store the solution. The user
might not have any visualization tools that can handle the data. We believe that visualization over
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the Net will be a severe problem for some users and it is one we cannot solve. We also believe that
this is a common problem and that the Net infrastructure will provide solutions in a few years.
In summary, we have an operational prototype of WWW j jPDEPACK and a plan providing
a very useful and innovative network service using it. The implementation of the plan does not
require new science or technology and it can be accomplished with reasonable cost and time.
3 PARALLEL PDEPACK SUMMARY
A. History.
This software system has its origins in the ELLPACK system [6, 7, 9] for solving second order,
linear, elliptic PDEs. This system has been licensed to about 200 sites in over 20 countries.
A number of follow-up systems have been developed [8]: Inlemctive ELLPACK [2], Parallel
ELLPACI( [4]' [5], and PDELab [1]. These have all been prototypes to develop the methodology
of PSEs for PDE based applications and of handling parallelism in solving PDEs. Thus they have
not been distributed for use outside Purdue University. The Parallel ELLPACK (f jELLPACK)
system is being prepared [3] for wider distribution and is now in alpha testing at two sites outside
Purdue.
B. Size and Description.
The j jELLPACK system consists of almost one million lines of code and thus it is impracti-
cal to describe it in detail. One may obtain a summary description on the Web with the URLs
http://pellpack.es.purdue.edu and http:j jwww.es.purdue.edujresearchjcsejpellpackjpellpack.html.
The first VRL also indicates how WWW j jPDEPACK is used over the network.
The names and sizes of the problem solvers in j jELLPACK is given in Table 1 along with a
summary characteristics. The table is organized into three parts: (1) public domain software, (2)
propriety software that will be included in WWW j jPDEPACK for a trial period, (3) specialized
or propriety software that will not be part of WWW j jPDEPACK. This table does not show the
250,000 lines of C, Lisp, and Fortran code in the problem solving environment thal are not part of
a specific solver. The total lines of source code is about 900,000.
The solvers included in WWW j jPDEPACK give broad coverage for partial differential equation
problems, PDEs covered include
• Second order, linear elliptic problems on general domains in 2 or 3 dimensions,
• Second order evolutionary equations of general type with 2 or 3 space dimensions,
• Structural mechanics equations on general domains in 2 or 3 dimensions,
• Navier Stokes equations on general domains in 2 or 3 dimensions.
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