The primary aim of my target article was to demonstrate how careful consideration of the working memory operations that underlie successful language comprehension is crucial to our understanding of the similarities and differences between native (L1) and non-native (L2) sentence processing. My central claims were that highly proficient L2 speakers construct similarly specified syntactic parses as L1 speakers, and that differences between L1 and L2 processing can be characterised in terms of L2 speakers being more prone to interference during memory retrieval operations. In explaining L1/L2 differences in this way, I argued a primary source of differences between L1 and L2 processing lies in how different populations of speakers weight cues that guide memory retrieval.
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The primary aim of my target article was to demonstrate how careful consideration of the working memory operations that underlie successful language comprehension is crucial to our understanding of the similarities and differences between native (L1) and non-native (L2) sentence processing. My central claims were that highly proficient L2 speakers construct similarly specified syntactic parses as L1 speakers, and that differences between L1 and L2 processing can be characterised in terms of L2 speakers being more prone to interference during memory retrieval operations. In explaining L1/L2 differences in this way, I argued a primary source of differences between L1 and L2 processing lies in how different populations of speakers weight cues that guide memory retrieval.
I am pleased that commentators agreed that this approach provides a useful way of examining language comprehension in monolingual and bilingual speakers. Commentaries focused broadly on issues related to the implementation of different memory retrieval cues during parsing and the question of why certain cues are more heavily weighted by L2 learners, the predictions of the interference account that I proposed, potential alternative accounts of L1 and L2 processing and the role of individual differences in both monolingual and bilingual comprehension. It is impossible to do full justice to the full range of comments, but below I discuss these main issues in turn.
Retrieval cues in sentence processing
A precise characterisation of the cues utilised to guide retrieval during language comprehension is crucial to cue-based parsing models. To address questions raised regarding what constitutes a retrieval cue (Juffs) , I begin by outlining different retrieval cues in more detail.
In cue-based parsing (e.g. Lewis, Vasishth & Van Dyke, 2006) , items encountered during sentence processing are stored as chunks in memory that encode features about their properties. Subsequent items may cue retrieval of these prior chunks, based on the feature-match between a 3 set of cues at retrieval and the features encoded in items in memory. Encoded features and cues relevant for retrieval can be drawn from a number of different sources. Firstly, cues can be drawn from the properties of lexical items, including semantic features (e.g. animacy; van Dyke, 2007) and morphosyntactic agreement features, such as number, as exemplified in agreement attraction (Wagers, Lau & Phillips, 2009 ). Other cues are likely drawn from the local syntactic and semantic context. During parsing constituents may be encoded in memory with syntactic features such as [+SUBJECT] or [+OBJECT] (and/or corresponding features based on semantic or discourse representations, e.g. [+AGENT] , [+TOPIC] ), which can subsequently be targeted via retrieval cues (for evidence of subjecthood guiding retrieval, see van Dyke, 2007) . Generally, cue-based models can easily utilise as cues information that can be encoded as features. What is not easily encoded as a feature however is relational information between items in memory (Alcocer & Phillips, 2012; Kush, 2013) . The most obvious implication of this for language relates to c-command (Reinhart, 1983) . C-command is a relationship between sentence constituents based on the notion of hierarchical dominance which plays an important role in describing constraints on linguistic dependencies. For example, c-command plays a crucial role in Chomsky's (1981) characterisation of constraints on reflexives and pronouns. In (1), coindexation is only possible between a reflexive and a local, c-commanding antecedent. In this case, 'the man' is ruled out because it does not c-command the reflexive.
(1)
The boy that the man saw yesterday injured himself. Alcocer & Phillips, 2012; Cunnings, Patterson & Felser, 2015; Kush, 2013; Kush, Lidz & Phillips, 2015) . It is not possible here to describe the full range of cues required during language processing in more detail, but the point to be made is that retrieval cues will include both features drawn from lexical items, and other increasingly abstract cues that need to be drawn from the sentence structure. Even if L2ers compute elaborate sentence structure, they may not implement retrieval cues drawn from this structure in the same way as L1ers. For reflexives, being able to compute the relevant clause structure may be separate from implementing the relevant structure-based retrieval cues in a native-like way. Successful L2 processing thus requires knowledge of the relevant features that need to be encoded in sentence chunks in memory, and the ability to implement a set of retrieval cues that can discriminate between these items successfully. antecedents may be related to their reanalysis difficulties in syntactic ambiguity resolution rather than misapplication of retrieval cues. It is currently difficult to tease these issues apart, but 1 Feature updating may also be required to implement certain c-command constraints (see Cunnings et al., 2015; Kush et al., 2015) . competing interpretations. It is of course true that discourse effects in syntactic ambiguity resolution are of a different nature to those in anaphora, but retrieval may play a role in ambiguity resolution. In resolving ambiguous relative clauses for example (e.g. The journalist
interviewed the assistant of the inspector who …'; from Pan, Schimke & Felser, 2015) , although retrieval cues may not distinguish between the potential antecedents of 'who', the prior context may focus attention on one antecedent, which may then favour it being retrieved even if no specific cue distinguishes it from other items in memory. Note also that if ambiguity resolution here involves competitive consideration of the alternative interpretations, we might expect ambiguous sentences to have longer reading times than unambiguous sentences. There is however existing evidence of an 'ambiguity advantage' during both L1 and L2 processing, suggesting ambiguity resolution in this case does not involve competitive consideration of the different interpretations (Hopp, 2011; van Gompel, Pickering, Pearson & Liversedge, 2005) . Tremblay & Coughlin). One possibility could be that cues derived from the lexical properties of nouns and verbs and morphosyntactic agreement features are relatively easy for highly proficient L2ers to utilise during processing because they are overtly marked on lexical items. Cues derived from the local syntactic and semantic context may also be fairly easy to utilise as they 7 fall out naturally during parsing, but increasingly abstract cues, such as feature-based proxies required to implement c-command restrictions on linguistic dependencies, may not be weighted in exactly the same way as L1 speakers, as such cues are not obviously marked in the input.
In response to my claim that advanced L2ers overweight discourse-based cues to memory retrieval compared to L1 speakers, Kaiser (Kaiser) noted that an overreliance on discourse cues can be operationalized in two ways -either because L2ers over-weight discourse information, or because syntactic information is under-weighted. While the first account would predict an over-reliance on discourse-based cues only, the second would predict over-reliance on non-structural cues more generally. While I claimed that the existing evidence suggests discourse-based cues are more highly weighted during retrieval for L2ers, much of the evidence for this came from studies on anaphora resolution. Based on my arguments above however, that particularly more abstract retrieval cues may be difficult to implement during processing, it is possible that the second hypothesis should be entertained, such that an over-reliance on discourse cues is one symptom of L2ers under-weighting syntactic cues compared to L1 speakers. As this hypothesis allows for more clearly falsifiable predictions for a wider range of phenomena that do not only rely on discourse prominence, below I discuss ways in which this hypothesis may be tested in more detail.
The interference account that I proposed was primarily intended as an account of sentence processing rather than (L2) language acquisition. However, within this framework, language learning will involve acquiring the cues that guide retrieval. 2 It is at least possible that the relative ease or difficulty with which advanced L2ers utilise different retrieval cues during parsing may be related to the relative ease or difficulty of learning different cues during 2 Some commentators questioned how my proposal relates to L1 acquisition (Hamrick & Ullman; Omaki) . It is not possible to go into detail about this here, but for discussion of the role of interference in L1 acquisition, see Gerard (2016) . questioned what role shallow processing (Clahsen & Felser, 2006) may play in L2 parsing as 3 The type of input and transfer may also play a role in how easy it is for particular cues to be acquired (see Hamrick & Ullman; Omaki) . As there is currently little data to examine these issues, I do not discuss them in more detail. 9 opposed to retrieval interference. Below I compare the interference account to other theories of L2 parsing to elucidate ways in which the different theories can be dissociated empirically.
I claimed that L2 learners behave similarly to L1 speakers with regards to applying constraints on when a linguistic dependency may be formed, but differently with regards to constraints on what information is accessed once retrieval is initiated. My argument in this regard was based on evidence that L1 and L2 speakers apply syntactic constraints on when dependencies may be formed, which require well-specified syntactic structures to be applied, in a similar way (Bertenshaw, 2009; Felser, Cunnings, Batterham & Clahsen, 2012; Omaki & Schulz, 2011; Rodriguez, 2008) . Evidence that L2ers violate such restrictions would be incompatible with my claim that L2ers construct well specified structures, but would be compatible with shallow processing (Clahsen & Felser, 2006) . A recent study by Boxell and Felser (2016) is relevant in this regard. Boxell comprehension (e.g. . Such results are also not readily explained by capacity-based approaches to L1/L2 processing, given that in interference paradigms the amount of information stored in memory is similar across conditions, while the content of items in memory is manipulated.
One prediction of the interference account is that L2 speakers should exhibit larger facilitatory interference effects than L1 speakers. Two commentaries (Jacob et al.; Montrul & Tanner) claimed existing studies suggest similar interference profiles in subject-verb agreement for L1 and L2ers (Lim & Christianson, 2015; Tanner et al., 2012) . Jacob et al. cited a number of production studies, and as such similar interference profiles here may highlight a dissociation between comprehension and production. Indeed, the role that shallow structures, cognitive capacity or memory interference may play in sentence production in L2 speakers is currently not well understood. For comprehension, Tanner et al. (2012) reported similarly-sized interference effects for L1 and L2 participants, although the results here may be complicated by the fact that L2ers showed smaller grammaticality effects in general. Lim and Christianson's (2015) study involved different procedures for L1 and L2 participants, so it may be difficult to draw strong conclusions with regards to potential differences in interference effects between the two groups, although L2ers did show numerically larger facilitatory interference effects in some reading time measures. More research is clearly required here to assess the interference account across a wider range of dependencies. This could include attraction paradigms testing agreement properties other than number, such as gender (as also noted by Keating) . Interference paradigms that more clearly dissociate syntactic and semantic retrieval cues may also provide a fruitful avenue of future research. In each case, observing larger interference effects for L2 speakers would provide support for the interference account, but similar interference profiles for L1 and L2 speakers would suggest both groups implement retrieval cues similarly. Another potential line of research in this regard would be to further investigate cases in which L1 parsing appears comparatively robust against interference. One such case is reflexive binding, where facilitatory interference effects are not routinely observed (Cunnings & Sturt, 2014; Dillon et al., 2013; Patil, Vasishth & Lewis, 2016; Sturt, 2003) . The interference account would predict L2 speakers should provide clearer evidence of interference in such cases.
Further examination of multiple-match inhibitory interference is also warranted. The conditions under which L1 speakers exhibit inhibitory interference is debated with some findings, such as multiple-match effects in anaphora, proving difficult to replicate (Badecker & Straub, 2002; Chow, Lewis & Phillips, 2014) . Here it is worth noting that L2ers have shown inhibitory interference where L1 speakers do not (Felser, Sato & Bertenshaw, 2009; Roberts, Gullberg & Indefrey, 2008) . Examining inhibitory interference in a wider variety of contexts, such as in paradigms similar to van Dyke (2007), would be useful in this regard (as also noted by Dillon) . In this case, the interference account would predict larger inhibitory interference for L2 than L1 speakers.
For syntactic ambiguity resolution, I claimed that the primary source of L1/L2 differences relates to the persistence of an initially assigned interpretation in memory, rather than difficulty in constructing globally correct syntactic structures. Designs that tease apart these two issues (Slattery, Sturt, Christianson, Yoshida & Ferreira, 2013) are key to testing this claim.
Finding that L2ers have difficulty constructing globally correct parses would be compatible with shallow parsing. The interference account however predicts L1 and L2 speakers should behave similarly with regards to structural reanalysis, but that initially assigned interpretations should be more likely to persist for L2 than L1 speakers.
Hamrick and Ullman (Hamrick & Ullman) contrasted my proposal to Ullman's (2015) declarative/procedural model, which claims that L2 speakers, especially at lower proficiencies, rely more on declarative storage of grammatical rules that are proceduralised in L1 speakers. I did not discuss in detail the contributions of declarative and procedural memory in cue-based models. In their computational implementation of cue-based parsing, Lewis and Vasishth (2005) assume grammatical rules are subserved by procedural memory, while lexical knowledge is stored in declarative memory. Memory chunks constructed during parsing are also stored and retrieved from declarative memory. As Lewis and Vasishth note, grammatical knowledge can in principle be spread across declarative and procedural memory in different ways. Part of their motivation for arguing that grammatical rules are proceduralised is because declarative retrieval of such knowledge would incur additional time. If L2ers rely more on declarative storage, their relatively slower processing than L1 speakers would thus in part reflect declarative retrieval of grammatical rules that are proceduralised in L1 speakers.
How declarative storage of grammatical rules may impact other aspects of sentence processing, such as interference, however is not currently well understood. While the 13 declarative/procedural model focuses on the memory systems that underlie grammatical rules, the interference account that I proposed focuses on the types of information L1 and L2 speakers utilise to guide memory retrieval. Note that the declarative/procedural model in itself does not necessarily specify what knowledge is proceduralised during language acquisition. It is possible that a highly proficient L2 speaker might proceduralise an at least partially different set of grammatical rules than L1 speakers. Proficient L2 speakers with proceduralised grammatical rules may also implement retrieval cues differently to L1 speakers. We require both an understanding of how grammatical knowledge may be spread across declarative and procedural memory, as well as a clear understanding of the computational principles that underlie syntactic parsing and memory retrieval during comprehension, to gain a better understanding of the similarities and differences between L1 and L2 language processing.
Hamrick and Ullman (Hamrick & Ullman) also questioned if cue-based parsing is only engaged for complex structures (highlighting examples 3, 9, 10 and 11 from the keynote article as being particularly complex). There is no reason why the model would not apply to sentences of varying complexity. Indeed, interference in agreement attraction (Wagers et al., 2009 ) is observed in sentences that on any metric would be considered quite simple. For three of the four examples highlighted by Hamrick and Ullman (examples 9, 10 and 11) , L2 learners behave similarly to L1 speakers (Cunnings & Felser, 2014; Omaki & Schulz, 2011 Cue-based parsing distinguishes between the restricted set of items in the focus of attention and other non-focal items that require retrieval. While the size of the focus of attention during sentence processing is typically assumed to roughly correlate to maximal projections 14 (Lewis & Vasishth, 2005) , Wagers (Wagers) considers that L1/L2 differences may be related to how focal attention is allocated during parsing. In this case, L2ers' increased susceptibility to interference may be a result of their need to retrieve information that L1 speakers maintain in focal attention. At present it is difficult to assess this hypothesis. Given that items in focal attention are accessed faster than those that require retrieval, future research that utilises methods such as the speed-accuracy trade-off paradigm to veridically measure retrieval speed (e.g. McElree, Foraker & Dyer, 2003) , would be useful in examining whether L1 and L2 speakers maintain different information in focal attention.
Futrell and Gibson (Futrell & Gibson) proposed an alternative approach to L1/L2 processing in terms of noisy-channel parsing. According to this model, language processing involves error detection and correction by perceivers who assume the linguistic input is noisy in various ways. Perceivers may correct this noisy input based on syntactic probability or semantic/discourse plausibility (Gibson, Bergen & Piantadosi, 2013) . It is beyond the scope of this reply to fully assess this proposal. Futrell and Gibson's claim that L2 learners have less precise probabilistic models of syntax may be difficult to dissociate from my interference account. For example, my claim that L2ers weight syntactic and non-syntactic retrieval cues differently to L1 speakers may be difficult to dissociate empirically from the noisy-channel claim that L2 speakers have less precise models of L2 syntax. However, the claim that L2ers have less precise syntactic knowledge is broad, and I argued that there are in fact many cases in which L2 syntactic parsing is similar to L1 processing. It is unclear whether a noisy-channel model, in which L2ers generally have a less precise syntax and are more likely to consider alternative parses not directly compatible with the input, would also make nuanced predictions with regards to the conditions under which L2ers are able or unable to utilise syntactic knowledge in a nativelike way.
Futrell and Gibson also discuss findings that L2 learners show greater persistence of initially-assigned interpretations during syntactic ambiguity resolution. In cases such as 'While
Anna dressed the baby that was small and cute spit up in the bed', they argue that readers that assume noisy input might rationally assume a mistake (e.g. a missing 'it' at 'spit up in the bed').
In this way, if L2ers assume a higher noise rate than L1 speakers, they may be more likely to make corrections of their input. Even if L2ers have less precise models of L2 syntax, it is unclear why they would assume a higher noise rate in their input (assuming the input is from L1 speakers). The idea that L2ers are more likely to make corrections to the input also seems inconsistent with claims that L2ers have difficulty in making revisions to initial parsing commitments (Jacob & Felser, 2016; Pozzan & Trueswell, 2016) . If L2ers are more likely to make corrections, the question of which corrections are made also needs to be addressed. Based only on the ease of correction to another syntactically and semantically plausible utterance, it is unclear why perceivers would edit the above example to include an additional word ('it') when the globally correct syntactic analysis requires a simpler (and plausible) edit that involves simply changing the verb 'dressed' to its intransitive interpretation. Persistence of the initially assigned interpretation in memory seems crucial for explaining misinterpretation in such cases.
Some commentators discussed how lexical access influences L2 sentence processing (Juffs; Hopp) . Hopp (2015) investigated the interaction of lexical and syntactic processing in subject and object clefts. This study was based on work by Tily, Fedorenko and Gibson (2010) which showed that the object-cleft disadvantage, a type of inhibitory similarity-based interference (Gordon, Hendrick, & Johnson, 2001) , is delayed when the verb that triggers retrieval is low in frequency. Hopp (2015) showed that for L2ers, verb frequency exhibited a linear relationship with the difficulty associated with object-cleft sentences, while for L1 speakers such effects were only observed in comparatively lower frequency ranges. The results of both studies suggest that retrieval of the appropriate sentence chunks is not initiated until 16 some amount of lexical processing is completed. While Hopp's results suggest the precise point in time at which the relevant lexical processing is completed differs for L1 and L2 speakers, both groups are similar in that lexical processing needs to be completed before memory retrieval operations are initiated. Thus, these results show similarity in when memory retrieval operations are initiated by both groups, in that some amount of lexical processing first needs to occur.
Hopp (Hopp) also claimed L2ers' predictive use of morphosyntactic gender relies on robust lexical representations (Hopp, 2013 . Kaan (Kaan) also noted how L2ers' ability to use gender predictively is affected by whether the gender cues conflict in the L1 and L2 (Dussias, Valdés Kroff, Guzzardo Tamargo & Gerfen, 2013) . I agree that lexical representations likely play a role in L2 agreement processing. As noted above, agreement features are notoriously difficult for L2ers. Conflicting agreement cues between the languages an L2er may know may be one source of difficulty in implementing agreement cues during memory retrieval.
More generally, less robust lexical representations may be a source of variability in L2ers' use of agreement. Consider (2), where detection of the ungrammaticality requires robust knowledge of both the relevant number of the verb and the sentence subject. Note that in cue-based retrieval, it is not the lexical item that is retrieved at the tail-end of the dependency, but rather the relevant sentence chunk in memory. Here I assume that how well information is retrieved from the lexicon (or decomposed during morphological processing), affects how well that feature is encoded in the relevant sentence chunk in memory. If the relevant feature is not robustly represented in the relevant lexical item, the feature may not be robustly encoded in the sentence representation, leading to less robust grammaticality effects in L2 learners (e.g. Tanner et al., 2012) .
(2) The keys rather unsurprising was rusty.
If L2ers' ability to robustly detect such ungrammaticalities during parsing is related to the initial lexical retrieval of the appropriate feature, L2ers reduced sensitivity to agreement may in part result from their increased reliance on whole-word lexical representations where L1 speakers are more likely to rely on morphological decomposition (Clahsen, Felser, Neubauer & Sato, 2010; Ullman, 2015) . I assume morphological decomposition allows robust encoding of relevant features in memory during parsing, while the representation of such features when based on lexical retrieval is more variable. That lexical retrieval of such features is less robust is evidenced in L1 processing. Allen, Badecker and Osterhout (2003) reported an ERP study showing that P600 effects to tense violations were of a similar onset and overall size for low and high frequency regular verbs. For irregular verbs however, P600 onset was later, and overall size smaller, for low frequency than high frequency verbs. These results suggest that for regular verbs, access to the relevant tense feature relied on morphological parsing, and as such was not affected by frequency. For irregular verbs however, access to the relevant tense feature relied on lexical retrieval, which was slower and less robust for lower frequency items. While Allen et al.'s study did not use an interference paradigm, the results suggest access to syntactic features is more robust when derived via morphological parsing than lexical retrieval. In this way, if L2ers are more likely to store morphologically complex words that are decomposed by L1 speakers, then their encoding of relevant (morphosyntactic) features in sentence chunks in memory may be less robust, and more dependent on the strength of the relevant lexical representation. While speculative, this hypothesis provides a novel way to test L1/L2 differences in sentence processing that links work on L2 morphological processing with L2 sentence comprehension.
Individual differences in monolingual and bilingual processing
Some commentators highlighted how individual differences in language processing need to be considered from the perspective of both L2 and L1 speakers (Gabriele et al.; Hopp; Montrul & Tanner) . This is of course true, but the question remains whether individual differences in themselves can explain L1/L2 differences. Little is currently known about individual differences with regards to interference in L1 and L2 processing, and different types of interference may have differing sources. As noted by Kaan (Kaan) (Engle, 2002) . This is of course true. For L2 research, perhaps the most widely adopted individual differences measure is reading span (Daneman & Carpenter, 1980; Harrington & Sawyer, 1992) , which is commonly assumed to index capacitybased differences in the amount of information that can be held in memory at one time.
However, individual differences in reading span likely reflect different executive control mechanisms, and interference may play a role in explaining performance in this task. When studying individual differences, we need a clear understanding of what underlying cognitive mechanisms each task indexes, and also a clear theoretical link to how that mechanism affects language processing. Currently, these links are unfortunately sometimes lacking.
Keating (Keating) highlights individual differences in L2 proficiency and questions studies purporting to examine 'advanced' learners which include participants with lower proficiency (see also Hamrick & Ullman) . I agree that conclusions drawn about high levels of proficiency should be restricted to studies testing advanced learners, but it is worth noting that even lower proficiency learners can behave similarly to L1 speakers for some phenomena. Cunnings, Fotiadou and Tsimpli (2016) for example recently found that L2 learners, ranging from 'lower intermediate' to 'very advanced' proficiency, interpret subject pronouns in English similarly to L1 speakers. Future work examining L2 learners of differing proficiency would be one way to elucidate which types of retrieval cues may be comparatively easier or more difficult to acquire and process in a nativelike way.
Other commentators highlighted different types of bilingualism, and noted how the different languages a bilingual may know may influence how each language is processed , where reflexives in the learners' L1 have similar constraints as the L2. While early bilinguals were not tested in this study, the prediction in this case would be that early bilinguals should behave like L1 but not L2 English speakers. Further research is again needed to tease apart these issues.
Conclusion
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I have argued for an account of the similarities and differences in native and non-native language processing that focuses on the memory operations that subserve language comprehension.
Further systematic examination of different linguistic phenomena is required to refine our understanding of which properties of a language are relatively easy or difficult to acquire, and to test whether or not nativelike parsing is possible in late L2 acquisition. It is hoped that the interference account that I proposed provides one way of examining these issues in both L2 learners and other types of bilingual populations, to help us gain a better understanding of monolingual and bilingual sentence processing.
