We study the asymptotic distribution of zeros for the random polynomials
Introduction
Zeros of polynomials of the form P n (z) = n k=0 A k z k , where {A n } n k=0 are random coefficients, have been studied by Bloch and Pólya, Littlewood and Offord, Erdős and Offord, Kac, Rice, Hammersley, Shparo and Shur, Arnold, and many other authors. The early history of the subject with numerous references is summarized in the books by Bharucha-Reid and Sambandham [10] , and by Farahmand [12] . It is well known that, under mild conditions on the probability distribution of the coefficients, the majority of zeros of these polynomials accumulate near the unit circumference, being equidistributed in the angular sense. Introducing modern terminology, we call a collection of random polynomials P n (z) = n k=0 A k z k , n ∈ N, the ensemble of Kac polynomials. Let {Z k } n k=1 be the zeros of a polynomial P n of degree n, and define the zero counting measure
The fact of equidistribution for the zeros of random polynomials can now be expressed via the weak convergence of τ n to the normalized arclength measure µ T on the unit circumference T, where dµ T (e it ) := dt/(2π). Namely, we have that τ n w → µ T with probability 1 (abbreviated as a.s. or almost surely). More recent work on the global distribution of zeros of Kac polynomials include papers of Ibragimov and Zaporozhets [18] , Kabluchko and Zaporozhets [19, 20] , etc. In particular, Ibragimov and Zaporozhets [18] proved that if the coefficients are independent and identically distributed non-trivial random variables, then the condition E[log + |A 0 |] < ∞ is necessary and sufficient for τ n w → µ T almost surely. Here, E[X] denotes the expectation of a random variable X, and X is called non-trivial if P(X = 0) < 1.
Asymptotic distribution of zeros for deterministic polynomials, and especially zeros of sections of a power series, has a long history that dates back to at least the work of Jentzsch and Szegő, see e.g. Andrievskii and Blatt [1] for an overview. It is natural to use the wealth of accumulated results in the study of zeros for random power series. A number of authors followed this approach, and the recent paper of Fernández [13] deduces the above result of Ibragimov and Zaporozhets from the criterion of equidistribution of zeros of partial sums due to Carlson-Bourion and Erdős-Fried. Fernández shows that the gauge of a random power series satisfying the assumption of Ibragimov and Zaporozhets is equal to 1, so that the Carlson-Bourion characterization of zero equidistribution applies, see [13] for details. We present a similar, and perhaps somewhat simpler argument that proves the result of Ibragimov and Zaporozhets. The assumption E[log
is well known to be equivalent to lim sup
while E[log + |A 0 |] = ∞ holds if and only if the above lim sup is infinite with probability one, see Arnold [2] , Ibragimov and Zaporozhets [18] , etc. Thus the radius of convergence for the random power series ∞ k=0 A k z k is either 1 or 0 almost surely. In particular, this series converges in the unit disk a.s. under the assumption E[log + |A 0 |] < ∞, which immediately gives that no point inside D can be a point of accumulation for the zeros of partial sums P n by Hurwitz's theorem. Moreover, the results of Jentzsch and Szegő provide us a subsequence of partial sums with equidistributed zeros according to the measure µ T . If the counting measures τ n fail to converge to µ T along a subsequence n k , k ∈ N, then we show that for some c, q ∈ (0, 1) the coefficients satisfy
The above behavior of the coefficient sequence is often referred to as Hadamard-Ostrowski gaps. On the other hand, we prove that for any sequence of non-trivial i.i.d. random coefficients there is b > 0 such that lim inf
Since this is clearly incompatible with Hadamard-Ostrowski gaps, we conclude that the whole sequence of the counting measures τ n for the partial sums P n must converge to µ T with probability one. If E[log + |A 0 |] = ∞ then the radius of convergence for our random power series is 0 almost surely. A result of Rosenbloom [25] now gives that there is a subsequence of partial sums with all zeros accumulating at the origin. In fact, his Theorem XVIII on pages 40-41 of [25] gives more precise information about zeros.
We apply essentially the same approach to prove a generalization of zero equidisribution criterion for sums of random power series spanned by various bases, e.g., by orthogonal polynomials. Sufficient conditions for almost sure equidistribution of zeros of random orthogonal polynomials were considered by Shiffman and Zelditch [26] and [27] , Bloom [6] and [7] , Bloom and Shiffman [9] , Bloom and Levenberg [8] , Bayraktar [3] and [4] , and others. Pritsker [22] and [23] considered zero distribution for random polynomials spanned by general bases.
Equidistribution of Zeros for Random Sums of Polynomials
We now consider more general ensembles of random polynomials
where b j,k ∈ C for all j and k, and b k,k = 0 for all k, be a polynomial basis, so that deg B k = k for all k ∈ N ∪ {0}. Given a compact set E ⊂ C of positive logarithmic capacity cap(E), we denote the equilibrium measure of E by µ E , which is a positive unit Borel measure supported on the outer boundary of E, see [24] for background. It is known that under rather weak assumptions on the random coefficients A k and the basis polynomials B k associated with the set E, the zeros of random polynomials P n are almost surely equidistributed according to the measure µ E . This means that the counting measures τ n in zeros of P n converge weakly to µ E with probability one.
If E is a finite union of rectifiable curves and arcs, we call the polynomials orthonormal with respect to the arclength measure ds by Szegő polynomials. When E is a compact set of positive area, we call the polynomials orthonormal with respect to the area measure dA on E by Bergman polynomials. The basis of Faber polynomials is defined for any compact set E with simply connected unbounded component Ω of the complement C \ E. 
Our proofs show that the above result holds true for many other standard bases used to expand analytic functions, e.g. for Lagrange interpolation polynomial basis as well as for various extremal polynomials. In the case of the unit disk and the Faber basis, our result reduces to that of Ibragimov and Zaporozhets.
In the proof of Theorem 2.1, we obtain additional useful facts summarized below.
Corollary 2.2.
Suppose that E is the closure of a Jordan domain G with analytic boundary L, and that the basis
is given either by Szegő, or by Bergman, or by Faber polynomi-
converge almost surely to a random analytic function f that is not identically zero. Moreover,
holds with probability one.
Note that (2.1) implies divergence of P n in Ω with probability one, so that L = ∂G is the natural boundary for the random series
This phenomenon is well known in the case of standard power series, see [21] , for which the circle of convergence is almost surely the natural boundary. More details and general results related to (2.1) may be found in [8] .
We know from the Ibragimov-Zaporozhets theorem and Theorem 2.1 that if E[log + |A 0 |] = ∞, then the equidistribution of zeros does not hold with probability one. Behavior of zeros for random power series in this case was studied in [17] and [19] . However, it is possible to find a polynomial basis and i.i.d. coefficients for which there is still a subsequence of τ n that converges to µ T a.s. We give such a construction below. Recall that a positive measurable function L is called slowly varying (at infinity) if it is defined in a neighborhood of infinity, and if for every t > 0 we have
A random variable X is said to have a slowly varying tail if L(x) = P (|X| > x) is a slowly varying function. For example, if P (|X| > x) = h(x)/(log x) α for all large x ∈ R, where α > 0 and lim x→∞ h(x) = c > 0, then X has a slowly varying tail. Note that in this example E[log + |X|] = ∞ if and only if α ≤ 1.
be a sequence of i.i.d. random variables with A 0 ≥ 1 almost surely. Consider the sequence of random polynomials
(ii) If E[log A 0 ] = ∞ and A 0 has a slowly varying tail, then there is a subsequence such that
If the random coefficients satisfy mild assumptions such as in Theorem 2.1, then the zero counting measures of random polynomials P n (z) = n k=0 A k B k (z) converge almost surely to µ E for very general sets E and associated bases {B k } ∞ k=0 . We direct the reader to the recent papers [8] , [3, 4] and [22, 23] , and to references found therein. However, the necessity part of Theorem 2.1 seems to be open in such general setting. We end this section with conjectures related to this matter. We assume here that G is an arbitrary Jordan domain, and E = G. 
Our next conjecture is motivated by Proposition 2.3. 
s. An analogous construction should also exist for area orthonormal polynomials with respect to an appropriate weight function w ≥ 0 on D.
Proofs
We start with auxiliary results on random coefficients. The first lemma is well known, but we prove it for the convenience of the reader.
are non-trivial, independent and identically distributed complex random variables that satisfy E[log Borel-Cantelli Lemmas. Let {E n } ∞ n=1 be a sequence of arbitrary events.
are independent and
Proof of Lemma 3.1. For any fixed ε > 0, define events E n = {|A n | ≥ e εn }, n ∈ N. Then
Hence P(E n occurs infinitely often) = 0 by the first Borel-Cantelli Lemma, so that the complementary event E c n must happen for all large n with probability 1. This means that |A n | 1/n ≤ e ε for all sufficiently large n ∈ N almost surely. We obtain that lim sup
and since ε > 0 was arbitary, this shows that lim sup
On the other hand, A 0 is non-trivial, so there exists c > 0 such that P(|A 0 | > c) > 0. Therefore since A n are i.i.d,
Using the second Borel-Cantelli Lemma, it follows that with probability one, there exist infinitely many n such that |A n | > c. Combining this with (3.3), we obtain (3.1). An elementary argument shows that (3.2) is a consequence of (3.1). 
Proof. We use a modified idea of Fernández [13] in this proof. Let α n ≤ n, n ∈ N, be a sequence of natural numbers that will be specified later. Consider
is equivalent to
for all positive λ < 1. The latter would follow from the first Borel-Cantelli Lemma if we show that
for all positive λ < 1. Since our variables {A k } ∞ k=0 are i.i.d., we have
As A 0 is non-trivial, we can find c > 0 and p ∈ (0, 1) such that P({|A 0 | ≤ c}) ≤ p. Hence for any λ < 1 there is N = N(p, λ) ∈ N such that P({|A 0 | ≤ λ n }) ≤ p for all n ≥ N. This gives
provided p αn ≤ 1/n 2 for large n. It suffices to take α n ≥ (−2/ log p) log n to satisfy the latter condition.
We use the following result of Grothmann [15] on the distribution of zeros of polynomials. More details and applications of this result may be found in [1] . Let E ⊂ C be a compact set of positive capacity such that Ω = C \ E is connected and regular. The Green function of Ω with pole at ∞ is denoted by g Ω (z, ∞). We use · K for the supremum norm on a compact set K. Theorem G. If a sequence of polynomials P n (z), deg(P n ) ≤ n ∈ N, satisfies lim sup
and there is a compact set S ⊂ Ω such that
then the zero counting measures τ n of P n converge weakly to µ E as n → ∞. We first give a short proof of the Ibragimov-Zaporozhets equidistribution criterion for the zeros of partial sums P n (z) = . If E[log + |A 0 |] < ∞ then the radius of convergence of our random series is almost surely 1 by Lemma 3.1. On this event, the series converges almost surely in the unit disk to a not identically zero analytic function, so that (3.7) holds for any compact K ⊂ D by Hurwitz's theorem. Moreover, (3.6) is also satisfied almost surely for E = D by (3.2) and the estimate P n T ≤ (n + 1) max 0≤k≤n |A k |. If τ n do not converge to µ T , then (3.8) does not hold with probability one for any compact set S in ∆ = C \ D. In particular, for S = {|z| = R, R > 1} and a subsequence n m , m ∈ N, we have with positive probability that lim sup
as g ∆ (z, ∞) = log |z|. Hence, with positive probability,
for some c, q ∈ (0, 1). Existence of such Hadamard-Ostrowski gaps contradicts (3.5) of Lemma 3.2. We conclude that τ n must converge to µ T with probability one. If E[log + |A 0 |] = ∞ then the radius of convergence of the random power series is 0 almost surely. On this event, Theorem XVIII of Rosenbloom [25, pp. 40-41] gives a subsequence of P n whose zeros are equidistributed near the circles |z| = |A n | −1/n . In particular, all zeros of this subsequence tend to the origin as n → ∞.
Proof of Theorem 2.1 and of Corollary 2.2. We have that E is the closure of a Jordan domain G bounded by an analytic curve L with exterior Ω. It is well known that the conformal mapping Φ : Ω → ∆, Φ(∞) = ∞, Φ ′ (∞) > 0, extends through L into G, so that Φ maps a domain Ω r containing Ω conformally onto {|z| > r} for some r ∈ (0, 1). In particular, the level curves of Φ denoted by L ρ are contained in G for all ρ ∈ (r, 1), L 1 = L and L ρ ⊂ Ω for ρ > 1. Since g Ω (z, ∞) = log |Φ(z)|, L ρ are also the level curves of the Green function. It is also known that in all three cases of polynomial bases we consider in this theorem, we have that
holds uniformly on compact subsets of Ω r . 
If the assumption E[log + |A 0 |] < ∞ is satisfied, then the random series must converge on compact subsets of G almost surely by (3.1) of Lemma 3.1. Furthermore, its limit is (almost surely) an analytic function that cannot vanish identically because of (3.1) and uniqueness of series expansions in Szegő, Bergman and Faber polynomials (see [28, pp. 293 and 340] and Section 6.3 of [29] for these facts). This proves the corresponding part of Corollary 2.2. We also conclude that (3.7) holds for any compact K ⊂ G by Hurwitz's theorem. Note that (3.6) is also satisfied for E almost surely by (3.2), (3.9) and the estimate
If τ n do not converge to µ E a.s., then (3.8) cannot hold a.s. for any compact set S in Ω. We choose S = L R , with R > 1, and find a subsequence n m , m ∈ N, such that lim sup 10) holds with positive probability. Note that all zeros of B n are contained outside Ω r and hence inside L R for all large n by (3.9) . This allows us to write an integral representation 11) which is valid for all large n ∈ N because P n (z)/(zB n (z)) = A n /z + O(1/z 2 ) for z → ∞. We now need more precise estimates for B n that follow from known asymptotic relations in Ω r . In the case of Bergman polynomials, Carleman's asymptotic [14, p. 12] implies that there are positive constants c 1 and c 2 that do not depend on n and z, such that
Similar estimates, but without the factor √ n on both sides are true for Szegő and Faber polynomials (see [28] and [29] ), so that the following proof remains essentially the same for those bases. We estimate from (3.11) and (3.12) with ρ = R that
where |L R | is the length of L R and d := min z∈L R |z|. It follows that
Applying this estimate repeatedly, we obtain that
so that (3.11) yields
Choosing sufficiently small ε > 0 and using (3.10), we deduce from previous inequality that
for some q ∈ (0, 1) and all sufficiently large n m , with positive probability. The latter estimate clearly contradicts (3.5) of Lemma 3.2. Hence (3.8) holds for S = L R , with any R > 1, and τ n converge weakly to µ E with probability one. Note that (3.8) for S = L R , with R > 1, is equivalent to (2.1). Indeed, we have equality in (3. 
Recall the bounds of (3.12) for Bergman polynomials, and recall that similar bounds without the factor √ n are true for the Szegő and the Faber polynomial bases. It follows that for n large enough, B n has all its zeros lying inside L ρ . We show below that for infinitely many n, the zeros of P n all lie inside L ρ where ρ ∈ (r, 1). Hence the counting measures τ n do not converge to µ E . For the proof, we follow a technique from [18] . Let us fix ρ, where r < ρ < 1. To begin with, we note that since A k are i.i.d. random variables satisfying E[log + |A 0 |] = ∞, an application of the Borel-Cantelli lemma gives us that lim sup
This means that with probability one, for infinitely many values of n, all three of the following estimates hold:
14) (3.18) and for any closed set A in the bounded components of C \ supp µ E we have 19) then the zero counting measures τ n converge weakly to µ E as n → ∞. It is known that (3.19) holds if every bounded component of C \ supp µ E contains a compact set K such that lim inf 20) see Bloom [6, p. 1706] .
Continuing with our proof, we observe that
Using (3.2) and (3.17), we obtain lim sup n→∞ Q n 1/n T ≤ 1 a.s. Since Q n is monic, the condition on the leading coefficient is trivially satisfied and hence (3.18) holds a.s. in our case. All that remains to check is (3.19), which in turn will follow from (3.20) . By taking K = {0}, and using that our random variables are positive, we have Since A k ≥ 1 a.s., this means that along this subsequence A n = M n . Now using (3.21), and choosing a further subsequence which we continue to call N , we have that along the subsequence N A 1 + A 2 + ... + A n A n → 1 a.s. (3.23) As in the proof of part (i), it is enough to study the zeros of
We once again use Theorem BSS to study the limiting behavior of the zeros of Q n , n ∈ N .
To begin with, we have Q n T ≤ 2(A 1 + A 2 + .. + A n ) A n . Now using (3.23), we see that along N , lim sup n→∞ Q n 1/n T ≤ 1. Since Q n is monic, the condition on the leading coefficient is trivially satisfied. We show that (3.20) holds for K = {0}. Indeed, we have 
