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Resumen—Muchas aplicaciones en visio´n por computador
necesitan de sistemas de deteccio´n precisos y eficientes. Esta
demanda coincide con el auge de la aplicacio´n de te´cnicas de
aprendizaje profundo en casi todos las a´reas del aprendizaje
ma´quina y la visio´n artificial. Este trabajo presenta un estu-
dio que engloba diferentes sistemas de deteccio´n basados en
aprendizaje profundo proporcionando una comparativa unificada
entre distintos marcos de trabajo con el objetivo de realizar
una comparacio´n te´cnica de las medidas de rendimiento de los
me´todos estudiados.
Index Terms—deteccio´n de objetos, aprendizaje profundo,
redes neuronales convolucionales
I. INTRODUCCIO´N
La deteccio´n de objetos es una de las tareas de visio´n
por computador ma´s investigadas, donde en la actualidad las
Redes Neuronales Convolucionales (CNNs) esta´n mostrando
un altı´simo rendimiento. Las CNNs esta´n construidas a partir
de muchas capas de neuronas intrı´nsecamente conectadas en
un modelo inspirado por la organizacio´n jera´rquica de la
corteza cerebral del ser humano. Las neuronas actu´an como
una unidad ba´sica en el aprendizaje y extraccio´n de carac-
terı´sticas de la entrada. El rendimiento del aprendizaje y la
extraccio´n de caracterı´sticas de la entrada se ve mejorada con
el aumento de la complejidad de las redes la cual es causada
principalmente por la profundidad de las capas de neuronas.
Las te´cnicas de aprendizaje profundo o Deep Learning (DL)
en general, y particularmente las CNNs, son capaces de
aprender automa´ticamente, a partir de ima´genes gene´ricas de
entrada, datos con mu´ltiples niveles de abstraccio´n debido a
la arquitectura profunda que facilita al modelo el proceso de
captura y generalizacio´n del mecanismo de filtrado realizando
operaciones de convolucio´n en el dominio de la imagen.
En la literatura se pueden encontrar muchas CNNs de alto
rendimiento tales como AlexNet [1], VGG [2], GoogleNet [3],
ResNet [4], etc. Algunas como [5], han demostrado superar la
precisio´n del ojo humano en ciertas tareas de reconocimiento
de objetos.
A pesar de la popularidad de otros me´todos, los me´todos
basados en DL esta´n superando a otras te´cnicas tradicionales
de visio´n por computador por un amplio margen en te´rminos
de precisio´n y algunas veces incluso en eficiencia [6]. No
obstante, el estado cambiante del DL producido por una falta
de trabajos unificadores y revisiones del estado del arte, hacen
la iniciacio´n en este campo tediosa y difı´cil de mantener
actualizada.
El objetivo del presente artı´culo es realizar un estudio
de los marcos de trabajo basados en Deep Learning ma´s
prometedores en deteccio´n de objetos proporcionando unas
medidas de comparacio´n unificadas.
El resto del artı´culo se organiza como sigue: En la Seccio´n
II, se explican las diferentes caracterı´sticas de los sistemas de
deteccio´n y clasificacio´n estudiados, incluidos los conjuntos
de datos utilizados para este estudio. La Seccio´n III presenta
todas las medidas de rendimiento que han sido utilizadas
para realizar los experimentos con los distintos sistemas y los
resultados obtenidos de dichos experimentos. La Seccio´n IV
se dedicara´ a la extraccio´n de conclusiones a partir de los
resultados obtenidos y a perfilar los siguientes pasos que se
dara´n para mejorar la presente investigacio´n.
II. METODOLOGI´A
Como ya se comento´ en la seccio´n I, el objetivo de este
trabajo es realizar una comparacio´n entre diferentes tipos de
marcos de trabajo orientados a realizar la deteccio´n y locali-
zacio´n de objetos basada en redes neuronales profundas. Por
tanto, nuestro estudio consistira´ en el entrenamiento y prueba
de diferentes sistemas fundamentados en modelos de redes
neuronales profundas. Como consecuencia, en este trabajo se
ha realizado la comparacio´n de cuatro de los citados sistemas:
Tensorflow, con su modelo de Faster-RCNN, Pytorch tambie´n
con su modelo de Faster-RCNN y otros dos sistemas basados
en el marco de trabajo de Deep Learning proporcionado por
Darknet: uno basado en el modelo YOLO 2.0 (YOLOv2) y
otro desarrollado a partir de una combinacio´n del modelo
YOLOv2 y el modelo de red neuronal convolucional VGG-
16. Dichos modelos sera´n desglosados con ma´s detalle en
las subsecciones II-A, II-B, y II-C, respectivamente. Todos
ellos esta´n disponibles para los sistemas operativos Windows,
Mac OS X y Linux. La comparacio´n entre los diferentes
modelos sera´ llevada a cabo utilizando el conjunto de datos
VOC que tambie´n sera´ explicado de forma ma´s detallada en
la subseccio´n II-D.
II-A. Tensorflow
Publicado en Febrero de 2011 como una evolucio´n del siste-
ma de aprendizaje ma´quina DistBelief desarrollado por Google
Brain, Tensorflow es un sistema de aprendizaje ma´quina
propietario basado en redes neuronales profundas que es capaz
de llevar a cabo operaciones en arrays multidimensionales con
soporte para ejecutarse en mu´ltiples GPUs y CPUs utilizando
sus extensiones CUDA y SYCL. Oficialmente, Tensorflow
presenta APIs para los lenguajes C y Python y, de forma no
oficial, presenta soporte para los lenguajes C++, Go y Java.
Entre las aplicaciones de este sistema podemos encontrar la
localizacio´n y clasificacio´n en ima´genes y el procesamiento
del lenguaje natural o NLP. El sistema que vamos a considerar
para la realizacio´n de nuestro estudio es la implementacio´n de
la red neuronal convolucional Faster-RCNN [7] presentada por
Tensorflow. Dada la circunstancia de que las Faster-RCNNs
trabajan aplicando un clasificador basado en redes neuronales
convolucionales a mu´ltiples regiones de una imagen, en nues-
tro estudio utilizaremos una Faster-RCNN basada en el bien
conocido modelo de red neuronal convolucional VGG-16 en
las tareas de deteccio´n y localizacio´n de objetos.
II-B. Pytorch
Pytorch es una biblioteca de co´digo abierto orientada al
aprendizaje ma´quina basada en redes neuronales convolucio-
nales que esta´ programada en Python y construida para su
integracio´n profunda con este lenguaje de programacio´n. Pro-
porciona tres caracterı´sticas principales de alto nivel: ca´lculo
de tensores, aceleracio´n mediante GPUs y redes neuronales
convolucionales construidas sobre un sistema de integracio´n
automa´tica.
Pytorch proporciona una gran variedad de rutinas para
operaciones con tensores para satisfacer las necesidades de
computacio´n aprovechando el uso ra´pido y sencillo del desa-
rrollo basado en el lenguaje Python. Tambie´n incorpora Redes
Neuronales Dina´micas que utilizan una eficiente implemen-
tacio´n de una te´cnica denominada derivacio´n automa´tica en
modo inverso, la cual permite a los usuarios cambiar arbitra-
riamente la forma en que la red se comporta.
Tal y como sucede con el caso del modelo de Tensorflow,
hemos seleccionado como nuestro sistema de deteccio´n y cla-
sificacio´n la implementacio´n de la Faster-RCNN desarrollada
por Pytorch que esta´ basada en el bien conocido modelo de
red neuronal convolucional VGG-16.
II-C. Darknet-YOLO
Darknet es un marco de trabajo desarrollado en lenguaje
C++ orientado al disen˜o, entrenamiento y ejecucio´n de redes
neuronales profundas destinadas a la deteccio´n y clasificacio´n
de objetos en ima´genes 2D [8]. Las principales ventajas de
este sistema son su simplicidad en te´rminos de uso, taman˜o
reducido, facilidad de compilacio´n y una documentacio´n en
lı´nea clara y concisa. Todas ellas hacen de Darknet-YOLO
un sistema fa´cil de utilizar nada ma´s instalarlo. Tambie´n es
de destacar su capacidad para utilizar el marco de trabajo
CUDA de NVIDIA, el cual permite al sistema utilizar la
capacidad de co´mputo de las GPUs para llevar a cabo tanto
procesos de entrenamiento como de validacio´n. Incluido en
el marco de trabajo de Darknet, YOLOv2 [9] es un sistema
de deteccio´n de objetos que aplica una sola red neuronal a la
imagen completa utilizando una sola evaluacio´n de la red para
dividirla en regiones, las cuales se utilizara´n para predecir las
localizaciones de los bounding boxes, en contraposicio´n con
otros sistemas tales como las Faster-RCNN, cuyo modo de
operacio´n consiste en la aplicacio´n de un modelo de CNN
conocido a miles de regiones en la misma imagen. Esta
diferencia hace a YOLO un sistema mucho ma´s ra´pido y
computacionalmente ligero que los que llevan otros marcos
de trabajo tales como Tensorflow o Pytorch, al mismo tiempo
que conserva tasas de precisio´n aceptables en sus predicciones.
En cuestio´n de deteccio´n y localizacio´n de objetos basados
en CNNs, Darknet es un sistema interesante porque utiliza un
algoritmo diferente del modelo cla´sico de Faster-RCNN pero
consigue resultados similares con una menor carga compu-
tacional, lo cual le confiere una mayor velocidad. Por esta
razo´n, en la realizacio´n del presente trabajo se han considerado
dos modelos distintos de redes neuronales para ser utilizadas
con este sistema:
Uno es YOLOV2 que era el modelo ma´s avanzado de
YOLO desarrollado por sus autores, J. Redmon y A.
Farhadi, en el momento en que se llevo´ a cabo el presente
estudio.
El otro es una adaptacio´n de YOLOv2 basada en el
modelo de CNN VGG-16 que se ha realizado en este
mismo trabajo con el objetivo de poder realizar una
comparacio´n con los otros basados en las CNN VGG-
16 y que ya se citaron en las subsecciones II-A y II-B
del presente documento.
Con el objetivo de que que este estudio sea suficientemente
fiable y ofrezca unos resultados significativos, es muy im-
portante la seleccio´n de un conjunto de datos adecuado que
comprenda un conjunto de clases el cual sea lo suficientemente
gene´rico como para representar un buen nu´mero de objetos
cotidianos, y suficientemente especı´fico como para que ofrezca
la posibilidad de extraer conclusiones relacionadas con el
rendimiento de cada modelo en las tareas de deteccio´n de
objetos pertenecientes a clases especı´ficas, y su posibilidad
de ser utilizado en determinados entornos. Estas razones han
llevado a los autores de este trabajo a seleccionar el popular
conjunto de datos VOC2007.
II-D. Los conjuntos de datos VOC
Estos conjuntos de datos fueron originados en las com-
peticiones PASCAL Visual Object Classes [10]. El principal
objetivo de dichas competiciones era el de reconocer objetos
en escenarios tomados del mundo real. Para ese propo´sito,
fueron seleccionadas veinte categorı´as diferentes de objetos
para las cuales se generaron sendos conjuntos de entrena-
miento y validacio´n. El nu´mero de clases se incremento´ de
10 a 20 respecto al proyecto anterior. Ası´, se consideraron las
siguientes clases: persona, pa´jaro, gato, vaca, perro, caballo,
oveja, aeroplano, bicicleta, barco, autobu´s, coche, motocicleta,
tren, botella, silla, mesa de comedor, maceta, sofa´ y tv/monitor.
De entre todos los conjuntos VOC, los ma´s utilizados
son aquellos que se generaron para las competiciones de los
an˜os 2007 [11] y 2012 [12]. El primero de ellos consta de
9963 ima´genes que contienen 24640 objetos etiquetados y
el segundo contiene 11530 ima´genes con un total de 27450
objetos etiquetados. Los conjuntos se encuentran divididos,
estando el 50 % dedicado al entrenamiento de los sistemas
de clasificacio´n y el 50 % restante, a la validacio´n o prueba
de dichos sistemas. Por cada uno de los ficheros de imagen,
estos conjuntos de datos contienen un fichero que contiene
la localizacio´n y dimensiones de las regiones rectangulares
mı´nimas ası´ como la clase asociadas a cada uno de los objetos
que se encuentran en dicha imagen. Si el objeto no esta´ claro
o esta´ visible menos de un 20 % del mismo, entonces dicho
objeto sera´ descartado.
III. RESULTADOS EXPERIMENTALES
En la red pueden encontrarse algunas implementaciones si-
milares del modelo de red Faster-RCNN tanto para el marco de
trabajo Tensorflow como para Pytorch. Dadas las similitudes
de dichas implementaciones, se ha elegido tf-faster-rcnn [13]
y faster-rcnn.pytorch [14] respectivamente. Para el marco de
trabajo de Darknet-YOLO solamente esta´ disponible el co´digo
original proporcionado por sus creadores.
Como ya se indico´ en la Seccio´n II, con el objetivo de rea-
lizar una comparacio´n lo ma´s justa posible entre los diferentes
modelos y de obtener resultados lo ma´s significativos posibles
para nuestro estudio, se han utilizado los conjuntos de datos
VOC2007+VOC2012 para el proceso de entrenamiento y el
conjunto de datos VOC2007 para realizar las pruebas de las
diferentes propuestas.
Todos los experimentos se han llevado a cabo en un or-
denador con una CPU modelo Intel(R) Core(TM) i7-5930K
de 64 bits con doce nu´cleos a 3.50GHz, 64GB de RAM y
una GPU NVidia GTX Titan X. El sistema operativo base es
Linux-Ubuntu 16.04.3 LTS.
Desde un punto de vista cuantitativo, se han seleccionado di-
ferentes medidas bien conocidas para comparar el rendimiento
de la deteccio´n y la clasificacio´n de las diferentes propuestas
estudiadas. Para ser exactos, se ha considerado la exactitud es-
pacial (S) y la F-medida. Estas medidas proporcionan valores
en el intervalo [0, 1], donde mayor es mejor, y representan el
porcentaje de aciertos del sistema.
Tambie´n se consideran en este trabajo los verdaderos posi-
tivos (True Positives o TP), falsos negativos (False Negatives
o FN), falsos positivos (False Positives o FP), la tasa de falsos
negativos (False Negative Rate o FNR), Precisio´n (Precision
o PR) y exhaustividad (Recall o RC). Entre todas estas
medidas, la exactitud espacial y la F-medida proporcionan una
buena evaluacio´n general del rendimiento de un me´todo dado,
mientras que FN debe ser considerado contra FP (menor es
mejor), y PR contra RC (mayor es mejor).
La definicio´n de cada medida puede ser descrita como sigue:
S =
TP
TP + FN + FP













La medida tı´pica para obtener la bondad de un me´todo del
tipo Faster-RCNN es la me´trica conocida como precisio´n para
la deteccio´n de objetos [15]–[17], que utiliza la precisio´n y la
exhaustividad para dibujar la curva precisio´n-exhaustividad y
la precisio´n media es calculada a partir de las puntuaciones
de precisio´n media para cada clase de objeto.
En este trabajo, la deteccio´n y la clasificacio´n son distingui-
das y otras evaluaciones han sido consideradas. En este caso,
hemos considerado la deteccio´n como la habilidad del sistema
para localizar un objeto, independientemente de la prediccio´n
de la clase del objeto. Por otro lado, la clasificacio´n de los
objetos es analizada de acuerdo a su taman˜o respecto al taman˜o
de la imagen.
Por tanto, dada una imagen de test de taman˜o height ×
width pı´xeles que considera M objetos reales en la ma´scara
de verdad, con centroide c gtm y a´rea a gtm para un objeto
real m ∈ {1, . . . ,M}, y dada una propuesta que estima N
objetos predichos, con centroide c bwn y a´rea a bwn para el
objeto predicho n ∈ {1, . . . , N}, la deteccio´n del objeto real
m es correcta si existe un objeto predicho n con:
dist(c gtm, c bwn) <= p ·
√
height2 + width2 (3)
donde dist es la funcio´n de distancia euclı´dea y p es una
constante de proporcionalidad. Es decir, si la distancia entre
ambos centroides es menor que p% del taman˜o de la diagonal
de la imagen de test entonces el objeto m esta´ correctamente
detectado. En este estudio se ha considerado p = 0,03.
Por otro lado, en el proceso de clasificacio´n tambie´n se han
considerado objetos lejanos y objetos cercanos. Un objeto real
m es lejano si:
a gtm < u · (height · width) (4)
donde u es una constante. Un objeto real m es cercano si no
es lejano. En este estudio se ha considerado u = 0,05.
Primero, en la primera fila de la Tabla I se muestra la
velocidad de procesado para la tarea de deteccio´n de obje-
tos. Estos valores fueron medidos teniendo en cuenta solo
la funcio´n de deteccio´n, que esencialmente hace uso de la
GPU a trave´s de CUDA v9.0. Darknet es, como se puede
comprobar en la tabla, el mejor marco de trabajo en te´rminos
de velocidad de procesado en el proceso de deteccio´n. Es
seguido por Pytorch, mientras que Tensorflow estarı´a en la
u´ltima posicio´n. Es muy interesante remarcar que la diferencia
entre los tiempos de computacio´n obtenidos por YOLO y los
otros dos marcos de trabajo son significativamente mayores
que las diferencias entre Tensorflow y Pytorch. La razo´n es
que Pytorch y Tensorflow esta´n utilizando una implementacio´n
basada en una Fast-RCNN, mientras que darknet yolo utiliza
Cuadro I: Tiempos de computacio´n
Darknet(yolo) Darknet(yolo-vgg) Tensorflow Pytorch
Media segundos por fotograma 0.009 0.011 0.089 0.048



























































Precisión Media = 0.647
(d) pytorch
Figura 1: Precisio´n vs exhaustividad. Las ima´genes muestran la figura con la representacio´n del rendimiento en precisio´n frente
a exhaustividad de los diferentes marcos de trabajo (mayor es mejor). La precisio´n media se calcula como la media de todas
las clases de objetos.
un me´todo de evaluacio´n de una sola imagen. Todas las
medidas de rendimiento se ven afectadas por este motivo.
Sin embargo, si nos centramos en la exactitud de las
detecciones, en la Figura 1 y Tabla II, se puede observar
que el mejor rendimiento es obtenido por Tensorflow, seguido
por Pytorch. Ambos marcos de trabajo tienen menos falsos
negativos en las detecciones de los objetos ya que la exhaus-
tividad es mayor, aunque tambie´n es cierto que la precisio´n
es menor que la obtenida por darknet yolo, lo que indica un
mejor comportamiento en te´rminos de falsos positivos para el
sistema.
En cuanto al rendimiento de la clasificacio´n, de los resulta-
dos obtenidos en los experimentos y mostrados en la Tabla III
y Figura 2, se puede observar que, hablando sobre la correcta
identificacio´n de los objetos, Tensorflow tiene el mayor nu´me-
ro de objetos localizados correctamente clasificados, seguido
de Pytorch. Tambie´n tiene la mayor exactitud media para
los objetos localizados correctamente clasificados. Tensorflow
tambie´n presenta el menor error de distancia medio y la mayor
confianza media en la clasificacio´n.
Para algu´n usuario que quiera utilizar uno de los sistemas
presentados en este estudio serı´a muy u´til saber cua´ntos obje-
tos del total que son detectados, son clasificados erro´neamente.
A este respecto, comprobando la segunda fila de la Tabla III,
se puede ver que el sistema que presenta el menor nu´mero de
objetos localizados clasificados erro´neamente es YOLO-VGG.
Parece que el sistema YOLO-VGG es el que comete menos
errores en la tarea de identificacio´n una vez que ha detectado
un objeto determinado en la imagen.
Las u´ltimas tres filas de la Tabla III muestran una visio´n
general sobre cua´ntos objetos no han sido identificados por el
sistema y la posible correlacio´n de este nu´mero con la posicio´n
dentro de la imagen y el taman˜o de esos objetos respecto al
taman˜o de la imagen de test. En la tercera fila se muestra el
nu´mero total de objetos no identificados por el sistema y de los
valores que aparecen allı´, se puede observar que Tensorflow
nuevamente supera a sus competidores mostrando el menor
nu´mero de objetos no identificados, una vez ma´s seguido de
Pytorch. En esta fila tambie´n aparece el nombre de la clase de
aquellos objetos que permanecen como no identificados ma´s
frecuentemente. En este caso, los cuatro sistemas concluyen
que, en general, los objetos de la clase “persona” son los que
ma´s frecuentemente aparecen como no identificados.
Tambie´n es interesante conocer do´nde esta´n esos objetos no
identificados en la imagen de test y su taman˜o. En este sentido,
la cuarta fila de la Tabla III muestra el nu´mero de objetos
lejanos no identificados y la clase de los objetos lejanos que
ma´s frecuentemente no se identifican. Nuestros experimentos
sen˜alan que el sistema con el menor nu´mero de objetos no
identificados es una vez ma´s Tensorflow con su asociado
modelo de red basado en VGG-16. Del mismo modo, los
objetos lejanos de clase “botella” son los ma´s frecuentemente
no identificados. En la u´ltima fila de la Tabla III se muestran
los resultados para los objetos cercanos no identificados. Ahı´
se puede observar nuevamente que Tensorflow supera a sus
competidores teniendo el menor nu´mero de objetos lejanos
no identificados, seguido de Pytorch. Igualmente, se puede
observar que los objetos de la clase “persona” son los ma´s
frecuentemente no identificados por cada sistema.
IV. CONCLUSIONES
En este trabajo se ha propuesto un estudio de diferentes
sistemas de deteccio´n y clasificacio´n de objetos en ima´genes
digitales. Para ello se han realizado pruebas con cuatro siste-
mas de deteccio´n y clasificacio´n basados en redes neuronales
convolucionales: Tensorflow, Pytorch, YOLOv2 y YOLOv2-
VGG. Se han llevado a cabo pruebas especializadas con
el conjunto de datos esta´ndar VOC calculando medidas de
rendimiento adaptadas especı´ficamente para la medicio´n del
rendimiento en sistemas de deteccio´n donde la posicio´n y el
Cuadro II: Rendimiento de deteccio´n
darknet(yolo) darknet(yolo-vgg) tensorflow pytorch
Nu´mero de verdaderos positivos 6216 3404 7992 7198
Nu´mero de falsos negativos 5816 8628 4040 4834
Nu´mero de falsos positivos 1879 1581 6674 6504
Exhaustividad 0.517 0.283 0.664 0.598
Tasa de falsos negativos 0.483 0.717 0.336 0.402
Precisio´n 0.768 0.683 0.545 0.525
F-medida 0.618 0.400 0.599 0.559
Exactitud 0.447 0.250 0.427 0.388
Cuadro III: Rendimiento de clasificacio´n
darknet(yolo) darknet(yolo-vgg) tensorflow pytorch
Objetos correctamente identificados
Nu´mero de objetos localizados correctamente clasificados 5974 3253 7531 6738
Exactitud de objetos localizados correctamente clasificados 0.961 0.956 0.942 0.936
Error de distancia media 7.827 8.815 7.096 7.567
Confianza media 0.827 0.805 0.960 0.969
Objetos localizados incorrectamente clasificados
Nu´mero de objetos localizados incorrectamente clasificados 242 151 461 460
Exactitud de objetos localizados incorrectamente clasificados 0.039 0.044 0.058 0.064
Error de distancia media 9.460 9.353 8.451 8.709
Confianza media 0.773 0.748 0.855 0.880
Objetos no identificados
Nu´mero de objetos no identificados 5816 8628 4040 4834
A´rea media de los objetos no identificados
(pı´xeles) 37199.04 37199.94 48008.87 47350.94
Clase menos identificada
(porcentaje de todos los objetos no identificados) persona (0.156) persona (0.145) persona (0.167) persona (0.164)
Objetos no identificados (lejanos)
Nu´mero de objetos lejanos no identificados 2060 2889 946 1175
A´rea media de los objetos lejanos no identificados
(pı´xeles) 3772.41 3931,125 3.962 3.977
Clase de objetos lejanos menos identificada
(porcentaje de todos los objetos lejanos no identificados) botella (0.234) botella (0.231) botella (0.290) botella (0.305)
Objetos no identificados (cercanos)
Nu´mero de objetos cercanos no identificados 3756 5739 3094 3659
A´rea media de los objetos cercanos no identificados
(pı´xeles) 55532.07 53947.39 61476.31 61279.5
Clase de objetos cercanos menos identificada
(porcentaje de todos los objetos cercanos no identificados) persona (0.182) persona (0.165) persona (0.191) persona (0.188)













darknet (yolo) darknet (yolo-vgg) tensorflow pytorch
Figura 2: Comparativa de rendimiento de la clasificacio´n de
objetos. El nu´mero de objetos clasificados por marco de
trabajo se muestra de acuerdo a las condiciones consideradas:
Objetos Localizados Correctamente Clasificados (OLCC), Ob-
jetos Localizados Incorrectamente Clasificados (OLIC), Obje-
tos Cercanos No Identificados (OCNI) y Objetos Lejanos No
Identificados (OLNI).
taman˜o de un objeto en la imagen de entrada son desconocidos
a priori.
Los resultados experimentales revelan que Darknet-YOLO
es, por una amplia diferencia, el me´todo ma´s ra´pido de los
cuatro siendo un 18% ma´s ra´pido que su competidor ma´s
directo y el mejor en te´rminos de precisio´n en la fase de
deteccio´n. Sin embargo, cuando se trata de precisio´n en la cla-
sificacio´n, Tensorflow consigue las mejores puntuaciones tanto
en la media de la medida de equilibrio precisio´n-exhaustividad
y en nu´mero de objetos localizados correctamente clasificados.
Los resultados tambie´n indican que Pytorch presenta un buen
equilibrio entre deteccio´n, clasificacio´n y velocidad, lo que
lo presenta como un sistema conveniente para su utilizacio´n
en tareas de deteccio´n y clasificacio´n de objetos cuando el
usuario esta´ de acuerdo en renunciar a una pequen˜a cantidad
de precisio´n a cambio de obtener un sistema de deteccio´n y
clasificacio´n ma´s ra´pido que funcione casi en tiempo real.
Como una posible extensio´n del presente trabajo, propone-
mos extender este estudio a un mayor nu´mero de marcos de
trabajo para deep learning que actu´en como base de sistemas
de deteccio´n y clasificacio´n de objetos.
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