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Abstract
We consider the fundamental problem of matching a template to a signal. We do so by
M-estimation, which encompasses procedures that are robust to gross errors (i.e., outliers).
Using standard results from empirical process theory, we derive the convergence rate and the
asymptotic distribution of the M-estimator under relatively mild assumptions. We also discuss
the optimality of the estimator, both in finite samples in the minimax sense and in the large-
sample limit in terms of local minimaxity and relative efficiency. Although most of the paper is
dedicated to the study of the basic shift model in the context of a random design, we consider
many extensions towards the end of the paper, including more flexible templates, fixed designs,
the agnostic setting, and more.
1 Introduction
A basic task in signal processing is the matching of a template, aka filter or pattern, to a noisy
signal (Brunelli, 2009; Turin, 1960). There has been an extensive amount of research is this very
broad area, as applications are many, from locating blood vessels and tumors in medical imaging to
more sophisticated tasks such as locating a human face or ‘recognizing’ objects like cars in images
(Belongie et al., 2002; Hjelm˚as and Low, 2001; Lowe, 1999; Serre et al., 2005).
Scan statistic In statistics, this template matching problem has been considered in different
variants. Such is the literature on the scan statistic (Glaz and Balakrishnan, 2012; Glaz et al.,
2001, 2009), where the focus has been on the detection of the presence of the filter somewhere in
the noisy signal, rather than the estimation of its location (when present), for which theory has
been developed, including first-order performance bounds (Arias-Castro et al., 2011, 2018, 2005;
Desolneux et al., 2003; Walther, 2010) with a minimax decision theory perspective, as well as
more refined results studying and even establishing the limit distribution (Glaz and Zhang, 2004;
Haiman and Preda, 2006; Ko¨nig et al., 2020; Naus and Wallenstein, 2004; Pozdnyakov et al., 2005;
Proksch et al., 2018; Sharpnack and Arias-Castro, 2016; Wang and Glaz, 2014). Some of this has
some nontrivial intersections with the study of the maximum of various types of random walks and
similar processes (Boutsikas and Koutras, 2006; Jiang, 2002; Kabluchko, 2011; Shao, 1995; Siegmund
and Venkatraman, 1995). In this literature, there are comparatively very few papers that tackle
the problem of estimating the location of the template: Jeng et al. (2010) establish a consistency
result for the location of very short intervals, while Kou (2017) shows that the scan statistic is, as
a location estimator, consistent near the signal-to-noise ratio required for mere detection.
The authors are with the Department of Mathematics, University of California, San Diego, USA. Contact infor-
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2Change point detection Discontinuities are features of great importance in practice, and it is
no coincidence that the template that is most often considered in the scan statistic literature is the
indicator of an interval — or multiple intervals as in (Frick et al., 2014; Hall and Jin, 2010; Jeng
et al., 2010) — or a rectangle or other shape as in (Arias-Castro et al., 2011; Walther, 2010). A
discontinuity is sometimes called a change point, and there is also a large body of work in that
area. While some of the work on change point detection happens under the umbrella of sequential
analysis where data are streaming in (Siegmund, 2013), what we are discussing here is most closely
related to the ‘offline’ or ‘a posteriori’ setting where all data are readily available (Truong et al.,
2020). This spans, in itself, a very large literature (Basseville and Nikiforov, 1993; Brodsky and
Darkhovsky, 2013; Chen and Gupta, 2011; Cso¨rgo¨ and Horva´th, 1997). First-order performance
bounds are available, for example in (Frick et al., 2014; He and Severini, 2010), but distributional
limits are more scarce, at least when it comes to the location of the discontinuities. Hinkley (1970)
derives the asymptotic distribution of the maximum likelihood ratio when everything else about
the model is known. Yao and Au (1989) obtain the asymptotic distribution of the least squares
estimator of a piecewise constant signal, and this is extended to other U-type statistics in (Bai,
1997; Do¨ring, 2011; Ferger, 2001; Mauer, 2018). (Du¨mbgen, 1991; Ferger, 1994) consider estimating
the location of a change of distribution in a sequence of random variables. We note that all this
work is done in the context of a deterministic design corresponding to a regular grid (as in a signal
processing setting).
Alignment The problem of matching a (clean/noiseless) template to a signal is closely related to
the problem of matching two or more noisy signals, sometimes referred to as aligning or registering
or synchronizing the signals. While this literature is also very large on the side of methodology
and applications (Hajnal and Hill, 2001; Sotiras et al., 2013; Zitova and Flusser, 2003), there is a
sizable literature that develops theory for such problems. Some of these theoretical developments
were made in the context of functional data, which is where in statistics such problems are most
prominent, and where the problem is sometimes called ‘self-modeling’ or ‘shape invariant modeling’
(Lawton et al., 1972). In this context, consistency results and/or rates of convergence are obtained
in (Kneip and Gasser, 1988, 1992; Wang and Gasser, 1999), while distributional limits are derived
in (Bigot et al., 2009; Gamboa et al., 2007; Ha¨rdle and Marron, 1990; Kneip and Engel, 1995;
Trigano et al., 2011), and also in (Vimond, 2010), where questions of efficiency are considered in
a semi-parametric model were only smoothness assumptions are made on the common ‘shape’.
Collier and Dalalyan (2012, 2015) consider a hypothesis testing problem in that setting. We note
that the signals are typically smoothed before the alignment is carried out, and that the Fourier
transform plays an important role, and the noise is often assumed to be Gaussian or to have sub-
Gaussian tails. This is in contrast to the present setting in which no smoothing is used and the
Fourier transform plays no role, and we work with minimal assumptions on the noise distribution.
We mention a more recent line of work on this problem which focuses on more complex and noisy
settings arising in applications such as cryo-electron microscopy (Perry et al., 2019, 2018; Wang
and Singer, 2013).
Contribution In the present paper we study a standard mathematical model for matching a
template to a noisy signal by M-estimation. While the most popular method may still be based on
maximizing the (Pearson) correlation, the estimators we study can be made much more robust to
heavy-tailed noise or the presence of outlying observations. We draw on standard empirical process
theory and decision theory, as expounded in (van der Vaart, 1998), to derive limit distributions
and minimax convergence rates in a wide array of situations.
31.1 Model
We assume a regression model with additive error
Yi = f(Xi − θ∗) +Zi, i = 1, . . . , n, (1)
where f ∶ R → R is a known function referred to as the template, and θ∗ ∈ R is the unknown
shift of interest. The design points X1, . . . ,Xn are assumed to be iid with density λ. The noise
or measurement error variables Z1, . . . , Zn are assumed iid with density φ, and independent of
the design points. Note that in this model (X1, Y1), . . . , (Xn, Yn) independent and identically
distributed.
Assumption 1. We assume everywhere that f is compactly supported and, for convenience, ca`dlag
with none or finitely many discontinuities. In particular, f is bounded. And to make sure the shift
parameter is identifiable, we also assume that, for any θ ≠ θ∗, f(⋅ −θ) ≠ f(⋅ −θ∗) on a set of positive
measure under λ, or equivalently, ∫ (f(x − θ∗) − f(x − θ))2λ(x)dx > 0 whenever θ ≠ θ∗.
Assumption 2. We assume everywhere that λ is compactly supported.
Assumption 3. We assume everywhere that φ is even, so that the noise is symmetric about 0.
The assumption that the template and the design density both have compact support is for
convenience — although it already applies in most of the settings encountered in practice. It allows
us to effectively restrict the parameter space to a compact interval of the real line. Indeed, take
A large enough that f and λ are both supported on [−A,A]. Then the model (1) is effectively
parameterized by θ ∈ [−2A,2A] as the model is the same, namely Yi = Zi, whenever θ is outside
that interval. The assumption that the noise is symmetric is not needed everywhere, but already
covers interesting situations.
1.2 Goal and methods
Our goal is, in signal processing terminology, to match the template f to the signal Y , which in
statistical terms consists in the estimation of the shift θ∗. We consider an M-estimator defined
implicitly as the solution to the following optimization problem
θˆ ∶= arg min
θ
n∑
i=1L(Yi − f(Xi − θ)), (2)
where L is a loss function chosen by the analyst. A popular choice is the squared error loss,
L(y) = y2, which defines the least squares estimator
θˆ ∶= arg min
θ
n∑
i=1(Yi − f(Xi − θ))2. (3)
This is the maximum likelihood estimator when the noise distribution is Gaussian. Another popular
choice is the absolute-value loss, L(y) = ∣y∣, which defines the least absolute-value estimator
θˆ ∶= arg min
θ
n∑
i=1 ∣Yi − f(Xi − θ)∣. (4)
This is the maximum likelihood estimator when the noise distribution is Laplace. Other popular
losses include the Huber loss and the Tukey loss. The Huber loss is of the form
L(y) = ⎧⎪⎪⎨⎪⎪⎩
1
2y
2 if ∣y∣ ≤ c,
c∣y∣ − 12c2 if ∣y∣ > c. (5)
4Like the squared error and absolute-value losses, this loss is even and convex. The Tukey loss is of
the form
L(y) = ⎧⎪⎪⎨⎪⎪⎩1 − (1 − (y/c)
2)3 if ∣y∣ ≤ c,
1 if ∣y∣ > c. (6)
The Tukey loss is also even, but not convex as it is in fact bounded. In both cases, c ≥ 0 is a
parameter traditionally chosen to maximize the efficiency of the estimator relative to the maximum
likelihood estimator under a particular noise distribution (often Gaussian).
Assumption 4. We assume everywhere that L is non-negative, even, non-decreasing on away from
the origin, and because these are the losses used in practice, we also assume that L is either Lipschitz
or has a Lipschitz derivative. (We obviously assume that L is not constant.)
Remark 1.1. If in addition c ∶= ∫ exp(−L(z))dz <∞, then φ(z) ∶= c−1 exp(−L(z)) satisfies Asump-
tion 3, and θˆ in (2) is the maximum likelihood estimator when this is the noise distribution. This
additional condition is for example fulfilled when the loss is even and convex.
1.3 Content
Our focus will be on a generic M-estimator and its asymptotic properties (as n→∞). In Section 2,
we establish the consistency of the M-estimator under mild assumptions. In Section 3, we consider
the ‘smooth setting’, which corresponds here to the case where the template is Lipschitz. We obtain
distributional limits and convergence rates in
√
n, and discuss some optimality properties: local
asymptotic minimaxity, relative efficiency, and finite-sample minimaxity. See Figure 1(a) for an
illustration. In Section 4, we consider the ‘non-smooth setting’, which in particular includes the case
where the template is discontinuous. Similarly, we obtain the limit distribution and the convergence
rate, which is in n when the template is piecewise Lipschitz with at least one discontinuity. See
Figure 1(b) for an illustration. In Section 5 we consider more flexible models for which we derive
similar results. In Section 6, we discuss a number of variants and extensions, including the setting
where the design is fixed. In Section 7, we present the result of some numerical experiments, which
are only meant to probe our theory in finite samples.
2 Consistency
Having chosen to work with a particular loss function L, define
mθ(x, y) ∶= L(y − f(x − θ)), (7)
so that the estimator in (2) can be equivalently defined via
θˆn ∶= arg min
θ
M̂n(θ), M̂n(θ) ∶= 1
n
n∑
i=1mθ(Xi, Yi), (8)
where we have added the subscript n to emphasize that the estimator is being computed on a
sample of size n. So that we can carry out a large-sample analysis, we require that
E[mθ(X,Y )] <∞, for all θ, (9)
where (X,Y ) is a generic observation and E is the expectation with respect to the distribution of(X,Y ) under θ∗, the true value of the shift. Under Asumption 1 and Asumption 4, the following
can be seen to be sufficient
E[L(Z)] <∞, (10)
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(a) When the template is Lipschitz, and the
other model components satisfy some mild as-
sumptions, the model is ‘smooth’. The M-
estimator is
√
n-consistent and asymptotically
normal.
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(b) When the template is piecewise Lipschitz
with at least one discontinuity, and the other
model components satisfy some mild assump-
tions, the M-estimator is n-consistent and its
asymptotic distribution, although not well-
defined, is essentially the minimum of a marked
Poisson process.
Figure 1: Two emblematic templates: a Lipschitz template on the left representing a ‘smooth’
setting, and a piecewise Lipschitz template on the right representing a ‘non-smooth’ setting.
where Z is a generic noise random variable. For the squared error loss, the requirement is that the
noise distribution have a finite second moment, while for the absolute-value and the Huber losses,
the requirement is that the noise distribution have a finite first moment, and the requirement
is automatically fulfilled when the loss is bounded. When (9) holds, M̂n(θ) has a well-defined
expectation under θ∗ given by
M(θ) ∶= E[mθ(X,Y )]. (11)
In particular, for any θ, M̂n(θ) converges to M(θ) in probability by the law of large numbers,
and thus one anticipates that, under some additional conditions perhaps, θˆn would converge to a
minimizer of M .
Assumption 5. M introduced in (11) is well-defined. Moreover, θ∗ is the unique minimum of M
and inf{M(θ) ∶ ∣θ − θ∗∣ ≥ δ} >M(θ∗) for every δ > 0.
With Asumption 3 and Asumption 4 in place, Asumption 5 is satisfied for the squared error,
absolute-value, and Huber losses, and also for the Tukey loss if in addition the noise distribution is
unimodal. See Lemma A.1.
Theorem 2.1 (Consistency). Under the basic assumptions, θˆn is consistent for θ
∗.
Proof. The requirements for applying (van der Vaart, 1998, Th 5.7) are (i) M takes its minimum at
θ∗ and is bounded away from its minimum at θ away from θ∗ — which is implied in Asumption 5;
and (ii) M̂n converges to M uniformly, meaning that
sup
θ
∣M̂n(θ) −M(θ)∣→ 0, n→∞, (12)
in probability — which is due to the fact that the function class {mθ ∶ θ ∈ R} is Glivenko–Cantelli.
This latter property is essentially established in (van der Vaart, 1998, Ex 19.8), where the assump-
tion of continuity can be relaxed to continuity almost everywhere, which holds here by the fact
that f and L are at least piecewise continuous. (van der Vaart, 1998, Ex 19.8) works under the
assumption that the parameter space is compact, and this is effectively the case here.
63 Smooth setting
We start by analyzing the situation where f is Lipschitz. It turns out that, when this is the case,
under mild assumptions on the design and noise distributions as well as the loss function, the
situation is ‘standard’ for a parametric model in the sense that the M-estimator is
√
n - consistent
and asymptotically normal. In addition, the model is ‘smooth’ in the sense of being quadratic
mean differentiable (van der Vaart, 1998, Sec 5.5), which then implies that the maximum likelihood
estimator — which can coincide with the M-estimator as mentioned in Remark 1.1 — is locally
asymptotic minimax and efficient.
Remark 3.1. We remind the reader that a Lipschitz function is differentiable almost everywhere with
a bounded derivative, and that it is the integral of that derivative (i.e., it is absolutely continuous).
For such a function g, we will denote by g′ its derivative and by ∣g′∣∞ its Lipschitz constant (which
bounds the derivative when it exists).
3.1 Asymptotic normality
We first consider a smooth loss, encompassing the squared error loss and the Huber loss, among
others.
Theorem 3.2. Suppose the basic assumptions are in place. Assume, in addition, that f is Lipschitz,
that λ is Lipschitz on an open set containing the support of f(⋅ − θ∗), and that L has a Lipschitz
first derivative. Unless L itself is Lipschitz, assume that the noise distribution has finite second
moment. Then
√
n(θˆn − θ∗) is asymptotically normal with mean 0 and variance τ2, with
τ2 ∶= Cφ,L
E[f ′(X − θ∗)2] , Cφ,L ∶= E[L′(Z)2]E[L′′(Z)]2 . (13)
Remark 3.3. The assumption that λ is Lipschitz is not needed, as can be seen by using the approach
of Section 4. However, it makes for a particularly straightforward proof.
Proof. Assume θ∗ = 0 without loss of generality. In (van der Vaart, 1998, Th 5.23), the first
condition is that θ ↦ mθ(x, y) be differentiable at 0 for almost every (x, y), which is clearly the
case here, as it is differentiable with derivative
m˙θ(x, y) = f ′(x − θ)L′(y − f(x − θ)), (14)
If L itself is Lipschitz, we have
∣mθ1(x, y) −mθ2(x, y)∣ = ∣L(y − f(x − θ1)) − L(y − f(x − θ2))∣ (15)≤ ∣L′∣∞ ∣f(x − θ1) − f(x − θ2)∣ (16)≤ ∣L′∣∞ ∣f ′∣∞∣θ1 − θ2∣ (17)=∶m(x, y) ∣θ1 − θ2∣. (18)
Otherwise, we have
∣mθ1(x, y) −mθ2(x, y)∣ = ∣L(y − f(x − θ1)) − L(y − f(x − θ2))∣ (19)≤ ∣L′′∣∞ (∣y − f(x)∣ + 2∣f ∣∞) ∣f ′∣∞ ∣θ1 − θ2∣ (20)=∶m(x, y) ∣θ1 − θ2∣. (21)
7In the second inequality we used the fact that ∣y − f(x − θ)∣ ≤ ∣y − f(x)∣ + ∣f ∣∞ for all θ and that∣L′(y)∣ ≤ ∣L′′∣∞∣y∣ for all y since L′(0) = 0. In either case, E[m(X,Y )2] < ∞, so that the second
condition of (van der Vaart, 1998, Th 5.23) is satisfied.
The third condition in that theorem is that M(θ) admits a Taylor expansion of order two at θ∗
with nonzero second order term. Our assumptions imply that we can differentiate once inside the
expectation defining M to obtain its first derivative. To see this, note that θ ↦ mθ(x, y) has first
derivative given by (14), which is dominated by ∣f ′∣∞∣L′∣∞ if L is Lipschitz, and by ∣f ′∣∞∣L′′∣∞(∣y −
f(x)∣ + 2∣f ∣∞) otherwise, which is integrable in either case. Hence, M is differentiable, with
M ′(θ) = E[m˙θ(X,Y )]= E[f ′(X − θ)L′(Y − f(X − θ))]= ∫ ∫ f ′(x − θ)L′(f(x) − f(x − θ) + z)φ(z)λ(x)dzdx= ∫ ∫ f ′(x)L′(f(x + θ) − f(x) + z)φ(z)λ(x + θ)dzdx.
Thus, by applying a simple change of variables we have transferred θ away from f ′ at the cost of
burdening λ. But our assumptions are exactly what we need to differentiate inside the integral,
since the integrand is differentiable with derivative
f ′(x){f ′(x + θ)L′′(f(x + θ) − f(x) + z)λ(x + θ) + L′(f(x + θ) − f(x) + z)λ′(x + θ)}φ(z), (22)
which is dominated by ∣f ′∣∞{∣f ′∣∞∣L′′∣∞∣λ∣∞ + ∣L′∣∞∣λ′∣∞}φ(z), (23)
if L is Lipschitz, and otherwise by
∣f ′∣∞{∣f ′∣∞∣L′′∣∞∣λ∣∞ + ∣L′′∣∞(∣z∣ + 2∣f ∣∞)∣λ′∣∞}φ(z), (24)
and this is integrable in either case. (Recall that λ is compactly supported.) Hence, M is indeed
twice differentiable, with
M ′′(0) = ∫ ∫ f ′(x){f ′(x)L′′(z)λ(x) + L′(z)λ′(x)}φ(z)dzdx= ∫ ∫ f ′(x)2L′′(z)λ(x)φ(z)dzdx= E[f ′(X)2]E[L′′(Z)],
because ∫ ∞−∞ L′(z)φ(z)dz = 0 due to the fact that L′ is odd and φ is even.
The last condition in (van der Vaart, 1998, Th 5.23) is that θˆn be consistent, which we have
already established in Theorem 2.1.
Therefore, (van der Vaart, 1998, Th 5.23) applies, and implies that
√
n(θˆn−θ∗) is asymptotically
normal with mean 0 and variance
E[m˙0(X,Y )2]
M ′′(0)2 , (25)
the latter reducing to (13) after some simplifications.
Theorem 3.2 applies to the squared error, the Huber, and the Tukey losses with no additional
conditions other than the basic assumptions. For squared error loss, the factor Cφ,L in the asymp-
totic variance is given by
Csquared ∶= E[Z2] = noise variance. (26)
8For the Huber loss (5),
Chuber ∶= E[Z2 ∧ c2]P(∣Z ∣ ≤ c)2 . (27)
Theorem 3.2 does not apply to the absolute-value loss. But very similar arguments can be used
to obtain a normal limit distribution for that loss.
Theorem 3.4. In the context of Theorem 3.2, assume that L is the absolute-value loss and that φ
is continuous and strictly positive at the origin. Then the same conclusion holds with
Cφ,L = 1
4φ(0)2 . (28)
Proof. Assume θ∗ = 0 without loss of generality.
In (van der Vaart, 1998, Th 5.23), the first condition is that θ ↦mθ(x, y) be differentiable at 0
for almost every (x, y), which is clearly the case here, as it is differentiable with derivative
m˙θ(x, y) = f ′(x − θ) sign(y − f(x − θ)), (29)
We also have
∣mθ1(x, y) −mθ2(x, y)∣ = ∣∣y − f(x − θ1)∣ − ∣y − f(x − θ2)∣∣ (30)≤ ∣f(x − θ1) − f(x − θ2)∣ (31)≤ ∣f ′∣∞ ∣θ1 − θ2∣. (32)
Hence, the second condition of (van der Vaart, 1998, Th 5.23) is satisfied.
Our assumptions imply that we can differentiate once inside the expectation defining M to
obtain its first derivative
M ′(θ) = E[m˙θ(X,Y )]= E[f ′(X − θ) sign(Y − f(X − θ))]= ∫ ∫ f ′(x − θ) sign(f(x) − f(x − θ) + z)φ(z)λ(x)dzdx= ∫ ∫ f ′(x) sign(f(x + θ) − f(x) + z)φ(z)λ(x + θ)dzdx= ∫ f ′(x)(1 − 2Φ(f(x) − f(x + θ)))λ(x + θ)dx,
where Φ(z) ∶= ∫ z−∞ φ(u)du. The integrand is differentiable with derivative
f ′(x){2f ′(x + θ)φ(f(x) − f(x + θ))λ(x + θ) + (1 − 2Φ(f(x) − f(x + θ)))λ′(x + θ)} (33)
which is bounded and therefore dominated as θ varies. The remaining arguments are as in the
proof of Theorem 3.2.
Remark 3.5. The expression for the asymptotic variance for the absolute-value loss given could
have been anticipated based on the corresponding expression for the Huber loss given in (27).
Indeed, as c→ 0, the Huber loss (5) converges pointwise to the absolute-value loss, so that we could
have speculated that the same would be true for the asymptotic variances. It turns out that this
prediction would have been correct, as it is indeed the case that
E[Z2 ∧ c2]/P(∣Z ∣ ≤ c)2 c→0ÐÐ→ 1/4φ(0)2 (34)
9when φ may be taken continuous at the origin. It is also the case that the Huber loss converges
pointwise to the squared error loss when c→∞ instead, and that
E[Z2 ∧ c2]/P(∣Z ∣ ≤ c)2 c→∞ÐÐÐ→ E[Z2]. (35)
Remark 3.6. The constant Cφ,L in Theorem 3.2 and Theorem 3.4 is the asymptotic variance in the
classical location model where Yi = θ∗ + Zi. The only way in which the model we assume (1) is
different asymptotically is in the denominator in (13).
3.2 Local asymptotic minimaxity
Under the same smoothness condition on the template as in Section 3.1, namely, assuming that f
has a bounded derivative, and under some smoothness assumption on the noise density (and not
the design density this time), the statistical model is smooth in the sense of being quadratic mean
differentiable (QMD). Indeed, under θ, the joint distribution of (X,Y ) has density
pθ(x, y) ∶= λ(x)φ(y − f(x − θ)). (36)
The function θ ↦ pθ(x, y) is differentiable when f and φ are. The information at θ is defined as
Iθ ∶= ∫ ∫ p˙θ(x, y)2
pθ(x, y) dydx (37)= ∫ ∫ λ(x)f ′(x − θ)2φ′(y − f(x − θ))2
φ(y − f(x − θ)) dydx (38)
= ∫ λ(x)f ′(x − θ)2dx × ∫ φ′(y)2
φ(y) dy, (39)
and when it is finite and continuous, as it is the case here, the model is QMD (Lehmann and
Romano, 2005, Th 12.2.1).
When a model is QMD then, under additional mild assumptions, the MLE behaves in a stan-
dard way: If θˆn denotes the MLE, then
√
n(θˆn − θ) is asymptotically normal with zero mean and
variance 1/Iθ under θ. These additional assumptions are fulfilled, for example, when (x, y) ↦
supθ p˙θ(x, y)2/pθ(x, y) is square integrable (van der Vaart, 1998, Th 5.39). If the M-estimator is
the MLE, meaning when φ(y)∝ exp(−L(y)), this is the case under the conditions of Theorem 3.2.
It turns out this behavior is best possible asymptotically as we describe next. In the present
context, we say that an estimator θˆn is locally asymptotically minimax (LAM) at some θ0 if
lim
δ→0 lim infn→∞ sup∣θ−θ0∣<δEθ [√n∣θˆn − θ∣] (40)
achieves the minimum possible value among all estimators. Here Eθ denotes the expectation with
respect to pθ. We say that an estimator is LAM if it is LAM at every θ0. And, indeed, the MLE
is LAM under the same conditions, meaning those of (van der Vaart, 1998, Th 5.39), which again
hold in the context of Theorem 3.2. Hence, we may conclude the following.
Theorem 3.7. Under the conditions of Theorem 3.2, and assuming in addition that φ(y) ∝
exp(−L(y)), the M-estimator is LAM.
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3.3 Relative efficiency
Although the Huber estimator and the least absolute-value estimator can be motivated as maxi-
mum likelihood estimators in their own right, they are often considered as robust compromises to
the otherwise preferred least squares estimator. The rationale behind this is in general flimsy, as
it amounts to assuming that the noise distribution is Gaussian, as in that case the least squares
estimator is the MLE and thus LAM. In signal processing applications, however, the normal as-
sumption can be justified. In any case, this is the perspective we adopt.
We assume therefore that the noise distribution is Gaussian, making the least squares estimator
the gold standard for asymptotic comparisons. In that context, if θˆn is another estimator such
that
√
n(θˆn − θ) is asymptotically normal with mean 0 and variance τ2 under θ, then its relative
efficiency with respect to the MLE is
τ2
τ2mle
, (41)
and gives, asymptotically, how many more samples this estimator requires in order to achieve the
same precision as the MLE in terms of the width of asymptotically-valid confidence intervals at an
arbitrary level of confidence. In our context, τmle is obtained from (13) with (26).
Using the expression (27), the relative efficiency of the Huber estimator with parameter c is
E[Z2 ∧ c2]
E[Z2]P(∣Z ∣ ≤ c)2 . (42)
As anticipated, this is greater than 1 for all values of c and converges to 1 as c→∞ (as the Huber
loss converges to the squared error loss). Using the expression (28), the relative efficiency of the
least absolute-value estimator is
1
4φ(0)2E[Z2] . (43)
In line with Remark 3.6, in both cases we recover the relative efficiency for the problem of estimating
a normal mean.
3.4 Finite-sample minimaxity
When the model is smooth, the M-estimator is locally asymptotically minimax when it is the MLE,
as we saw in Section 3.2, and more generally achieves the optimal
√
n rate of convergence only losing
in the leading constant, as detailed in Section 3.3. What about in finite samples?
In the present context, we define the risk of an estimator θˆn at θ as
risk(θˆn, θ) ∶= Eθ [∣θˆn − θ∣]. (44)
The minimax risk is then defined as
R∗n ∶= inf
θˆn
sup
θ
risk(θˆn, θ), (45)
where the infimum is over all estimators taking in a sample of size n.
Lemma 3.8. Suppose the basic assumptions are in place. Assume, in addition, that f is Lips-
chitz, that λ is Lipschitz on an open set containing the support of f(⋅ − θ∗), and that t ↦ B(t) ∶=∫ φ(y) logφ(y − t)dy has a derivative which is Lipschitz near the origin. Then the minimax risk
satisfies
√
nR∗n ≳ 1.
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Proof. Assume without loss of generality that θ∗ = 0. Recall the notation used for the joint density of(X,Y ) set in (36). By (Tsybakov, 2009, Th 2.1 and Th 2.2), it suffices to prove that KL(pθ, p0) ≲ 1/n
when
√
n∣θ∣ ≲ 1. Here KL denotes the Kullback–Leibler divergence. We have
KL(pθ, p0) = A(θ) −A(0), (46)
where
A(θ) ∶= E[− log pθ(X,Y )] (47)= −∫ B(f(x − θ) − f(x))λ(x)dx. (48)
Note that ∣f(x − θ) − f(x)∣ ≤ ∣f ′∣∞∣θ∣ and that θ is taken small. Hence, since B is continuously
differentiably in a neighborhood of the origin and f is almost surely differentiable, θ ↦ B(f(x −
θ) − f(x))λ(x) is almost surely differentiable near the origin. Its derivative is
f ′(x − θ)B′(f(x − θ) − f(x))λ(x), (49)
which is bounded since f ′ and λ are. Also, B′ is continuous and therefore locally bounded. Hence,
by dominated convergence, A is differentiable with
A′(θ) = ∫ f ′(x − θ)B′(f(x − θ) − f(x))λ(x)dx (50)= ∫ f ′(x)B′(f(x) − f(x + θ))λ(x + θ)dx, (51)
after a change of variable. We also have that θ ↦ f ′(x)B′(f(x)− f(x+ θ))λ(x+ θ) is almost surely
differentiable near the origin, with derivative
f ′(x){ − f ′(x + θ)B′′(f(x) − f(x + θ))λ(x + θ) +B′(f(x) − f(x + θ))λ′(x + θ)}, (52)
which is bounded for similar reasons. Hence, by dominated convergence, A is twice differentiable
with bounded second derivative. Note that A′(0) = B′(0) ∫ f ′(x)λ(x)dx with B′(0) = 0 since B is
differentiable and attains its maximum at 0, the latter because B(0)−B(t) = ∫ φ(y) log(φ(y)/φ(y−
t))dy is the Kullback–Leibler divergence from φ(⋅ − t) to φ. We thus obtain
A(θ) −A(0) ≤ 12 ∣A′′∣∞θ2. (53)
This in turn implies that KL(pθ, p0) ≤ Cθ2 for some C > 0. And Cθ2 ≤ 1/n when √n∣θ∣ ≤ 1/√C.
Hence, when the model is smooth, the minimax rate of convergence is also
√
n. And this rate
is achieved by the M-estimator under essentially the same conditions.
Corollary 3.9 (Minimaxity). Assume that the conditions of Theorem 3.2 or Theorem 3.4 hold, as
well as those of Lemma 3.8. Then the M-estimator achieves the minimax convergence rate.
Proof. It turns out that under the conditions of Theorem 3.2 or Theorem 3.4, the M-estimator
satisfies (van der Vaart, 1998, Cor 5.53)1
Eθ[√n∣θˆn − θ∣] = O(1). (54)
1 The statement of (van der Vaart, 1998, Cor 5.53) says that
√
n(θˆn − θ) is bounded in probability under pθ,
but this is done via proving that the conditions of Th 5.52 are fulfilled, and although Th 5.52 provides a bound in
probability, a simple modification of the arguments underlying this result yield a bound in expectation under the
same exact conditions. That bound in expectation gives (54) in the present context.
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(Note that this is not a consequence of the normal limit established in Theorem 3.2 or Theorem 3.4.)
In our case, we can bound the expectation in (54) uniformly over θ. This follows trivially from the
arguments provided in the proof of (van der Vaart, 1998, Cor 5.53) and further details are omitted.
Hence, supθ risk(θˆn, θ) = O(1/√n), and in particular, θˆn achieves the minimax convergence rate
established in Lemma 3.8.
4 Non-smooth setting
When f is not Lipschitz, the situation can be nonstandard. We saw in Theorem 2.1 that the
M-estimator remains consistent under the basic assumptions, but it turns out that it can have a
consistency rate other than
√
n. Because nonstandard, the analysis is a little bit more involved,
yet as it turns out all the tools we need are again available in (van der Vaart, 1998). The model
is no longer smooth and we do not go into questions of local asymptotic minimaxity or relative
efficiency. However, it turns out that the M-estimator remains rate-minimax.
Although other situations may be of interest, for the sake of concreteness we will consider two
cases (and some sub-cases). In the first case, we take f to be α-Holder for some 0 < α ≤ 1, meaning
H ∶= sup
x1,x2
∣f(x1) − f(x2)∣∣x1 − x2∣α <∞. (55)
When this holds for α = 1 the function is simply Lipschitz. In the second case, we take f to
be piecewise α-Holder. We will let D denote the discontinuity set of f which, remember, we are
assuming is finite.
Everywhere, the basic assumptions are in place.
4.1 Preliminaries
We start with some preliminary results from which everything else follows. The following function
will play an important role
∆(θ1, θ2) = ∫ (f(x − θ1) − f(x − θ2))2λ(x)dx. (56)
We will also use the following notation
m˜θ(x, z) = L(z + f(x − θ∗) − f(x − θ)), (57)
which is useful because mθ(x, y) = m˜θ(x, y − f(x − θ∗)).
The first result is an expansion of the function M of (11).
Lemma 4.1. If L has a bounded and almost everywhere continuous second derivative, then
M(θ) =M(θ∗) +A(θ)∆(θ, θ∗), (58)
where A is bounded and satisfies A(θ) → C0 ∶= 12 ∫ L′′φ as θ → θ∗. If L is the absolute-value loss,
and φ is locally bounded and continuous at 0, then this continues to holds, except that C0 ∶= φ(0).
Proof. Assume θ∗ = 0 without loss of generality and let ∆(θ) be short for ∆(θ, θ∗). We start with
the first situation. Motivated by the fact that f(x) − f(x − θ) tends to be small when θ is small,
we derive
m˜θ(x, z) = L(z + f(x) − f(x − θ)) (59)= L(z) + L′(z)(f(x) − f(x − θ)) + 12L′′(z + ζ(z, x, θ))(f(x) − f(x − θ))2, (60)
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for some ∣ζ(z, x, θ)∣ ≤ ∣f(x) − f(x − θ)∣. Integrating over x and z, we obtain
M(θ) =M(0) + ∫ ∫
R
1
2L
′′(z + ζ(z, x, θ))(f(x) − f(x − θ))2φ(z)λ(x)dzdx
=M(0) +C0∆(θ) ± ∫ ∫
R
γ(z, ∣f(x) − f(x − θ)∣)(f(x) − f(x − θ))2φ(z)λ(x)dzdx,
where we have used the fact that ∫R L′(z)φ(z)dz = 0, and where we used the notation
γ(z, a) ∶= sup∣b∣≤a ∣L′′(z + b) − L′′(z)∣. (61)
By our assumptions on L′′, γ(z, a) → 0 when a → 0 for almost every z. In addition, γ is uniformly
bounded. Hence, by dominated convergence, the last integral is o(∆(θ)) as θ → 0.
We now turn to the situation where L is the absolute-value loss. We first note that
∫
R
∣z + a∣φ(z)dz = 2Φ2(z) + a, (62)
where
Φ2(z) ∶= ∫ z−∞ Φ(u)du, Φ(z) ∶= ∫ z−∞ φ(u)du. (63)
Note that Φ′2 = Φ and Φ′′2 = φ. Using this, we derive
M(θ) =M(0) + ∫ {2[Φ2(f(x) − f(x − θ)) −Φ2(0)] + f(x) − f(x − θ)}dx=M(0) +C0∆(θ) + ∫ φ(ζ(x, θ))(f(x) − f(x − θ))2λ(x)dx,
for some ∣ζ(x, θ)∣ ≤ ∣f(x) − f(x − θ)∣. Note that ∣ζ(x, θ)∣ ≤ 2∣f ∣∞, so that φ(ζ(x, θ)) is bounded.
Moreover, by the fact that φ is continuous at 0, and that f is continuous almost everywhere, it
holds that φ(ζ(x, θ)) → 0 as θ → 0 for almost all x. We can thus apply dominated convergence to
find that the last integral is o(∆(θ)) as θ → 0.
Another notion that will be important is that of an envelope. We say that a function V is an
envelope for a function class M if any function in M is, in absolute value, pointwise bounded by
V , or in formula, ∣g(x)∣ ≤ V (x) for all x and all g ∈M. Below,
Mδ ∶= {mθ −mθ∗ ∶ ∣θ − θ∗∣ ≤ δ}, (64)
and D(δ) ∶= {x = d + t ∶ d ∈ D, ∣t∣ ≤ δ}, (65)
where δ is thought of as being small.
Lemma 4.2. Assume either that L has a Lipschitz derivative and that the noise distribution has
finite second moment; or that L itself is Lipschitz. If f is α-Holder, then Mδ admits an envelope of
the form V (x, y) ∶=m(z)δα where z ∶= y−f(x−θ∗) and ∫ m2φ <∞. If f is only piecewise α-Holder,
then the same is true but with V (x, y) ∶=m(z)(δα + I{x ∈ D(δ)}).
Proof. Assume θ∗ = 0 without loss of generality, so that θ below satisfies ∣θ∣ ≤ δ. For x, y, we let
z = y − f(x).
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First, assume that f is α-Holder and let H be defined as in (55). If the loss has a Lipschitz
derivative, we have
∣mθ(x, y) −m0(x, y)∣ = ∣L(z + f(x) − f(x − θ)) − L(z)∣≤ ∣L′(z + ζ)∣ × ∣f(x) − f(x − θ)∣≤ ∣L′′∣∞(∣z∣ + 2∣f ∣∞) ×H ∣θ∣α,
for some ∣ζ ∣ ≤ ∣f(x) − f(x − θ)∣ ≤ 2∣f ∣∞. We then conclude with ∣θ∣ ≤ δ. If the loss is Lipshitz, we
have
∣mθ(x, y) −m0(x, y)∣ ≤ ∣L′∣∞∣f(x) − f(x − θ)∣≤ ∣L′∣∞H ∣θ∣α,
and we conclude in the same way.
Next, assume that f is piecewise α-Holder. In this situation, let H be defined as in (55), except
away from discontinuities. Based on what we just did, it suffices to show that
∣f(x) − f(x − θ)∣ ≤ C1(δα + I{x ∈ D(δ)}), (66)
when ∣θ∣ ≤ δ for some constant C1. Indeed, either there are no discontinuity point between x and
x− θ, in which case ∣f(x)−f(x− θ)∣ ≤H ∣θ∣α; or there is a discontinuity point, say d, between x and
x − θ, so that ∣x − d∣ ≤ ∣θ∣ ≤ δ, implying that ∣f(x) − f(x − θ)∣ ≤ 2∣f ∣∞I{x ∈ D(δ)}.
The next result is a complexity bound forMδ. The complexity is in terms of bracketing numbers
(van der Vaart, 1998, Sec 19.2). Two functions g1, g2 such that g1 ≤ g2 pointwise define a bracket
made of all functions g such that g1 ≤ g ≤ g2. It is said to be an ε-bracket with respect to L2(µ), for a
positive measure µ, if ∫ (g2−g1)2dµ ≤ ε2. Given a class of functionsM, its ε-bracketing number with
respect to L2(µ) is the minimum number of ε-brackets needed to cover M (meaning to include any
function in that class). In our context, the measure is the underlying sample distribution, meaning
pθ∗ in the notation introduced in (36). We let Nδ(ε) denote the ε-bracketing number of Mδ with
respect to L2(pθ∗).
Lemma 4.3. There is a constant C > 0 such that the following holds. Assume the loss is as in
Lemma 4.2. If f is α-Holder, then Nδ(ε) ≤ Cδε−1/α. If f is piecewise α-Holder, and λ is bounded,
then Nδ(ε) ≤ Cδε−1/(α∧1/2).
Proof. Assume θ∗ = 0 without loss of generality, so that any value of the parameter below is in[−δ, δ]. Let θj = jδ/k for j = −k, . . . , k. For x, y, we let z = y − f(x) below. We rely on the proof of
Lemma 4.2.
First, assume that f is α-Holder. We have
∣mθ(x, y) −mθ0(x, y)∣ ≤m(z)∣θ − θ0∣α,
where m(z) is square integrable. For a given θ, let j be such that ∣θ − θj ∣ ≤ δ/k. Then
∣mθ(x, y) −mθj(x, y)∣ ≤m(z)∣θ − θj ∣α ≤m(z)(δ/k)α,
implying that
Aj(x, y) ≤mθ(x, y) ≤ Bj(x, y), (67)
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where
Aj(x, y) ∶=mθj(x, y) −m(z)(δ/k)α
Bj(x, y) ∶=mθj(x, y) +m(z)(δ/k)α.
Note that Bj −Aj has L2 norm of order (δ/k)α since m is square integrable. Choosing k ≥ C2δ/ε1/α
for a large enough C2 makes it an ε-bracket. And these k brackets together cover Mδ.
Next, assume that f is piecewise α-Holder. Assume for expediency that f has a single discon-
tinuity, and let d denote the location of that discontinuity. Following the corresponding arguments
in Lemma 4.2, we can prove that
∣mθ(x, y) −mθ0(x, y)∣ ≤m(z)(∣θ − θ0∣α + I{θ0 ≤ x − d ≤ θ}),
where m(z) is square integrable. For a given θ, let j be such that θj ≤ θ ≤ θj+1. Then
Aj(x, y) ≤mθ(x, y) ≤ Bj(x, y), (68)
where
Aj(x, y) ∶=mθj(x, y) −m(z)((δ/k)α + I{θj ≤ x − d ≤ θj+1})
Bj(x, y) ∶=mθj(x, y) +m(z)((δ/k)α + I{θj ≤ x − d ≤ θj+1}).
The difference satisfies
∫ (Bj(x, y) −Aj(x, y))2φ(y − f(x))λ(x)dydx≤ 4∫ m(z)2φ(z)dz × 2∫ ((δ/k)2α + I{θj ≤ x − d ≤ θj+1})λ(x)dx≲ (δ/k)2α + ∣λ∣∞(δ/k),
and so has L2 norm of order (δ/k)α + (δ/k)1/2 ≍ (δ/k)α∧1/2, uniformly in j. Therefore, choosing
k ≥ C3δ/ε1/(α∧1/2) for a large enough C3 ensures that Bj −Aj has L2 norm bounded by ε. And the
k brackets that these pairs of functions define as j ranges through {−k, . . . , k}, together, cover the
space Mδ.
From here proceed in reverse order compared to Section 3: We first study the rate of convergence
and then discuss the limit distribution.
4.2 Rate of convergence
The bracketing integral of a function class M with respect to L2(µ) is defined as the integral of
the square root of the logarithm of the corresponding ε-bracketing number as a function of ε. In
particular, we introduce the bracketing integral of Mδ, denoted
Jδ(t) ∶= ∫ t
0
√
logNδ(ε)dε. (69)
A simple adaptation of the arguments underlying (van der Vaart, 1998, Th 5.52), in combination
with (van der Vaart, 1998, Cor 19.35), gives the following result.
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Lemma 4.4. Suppose there are constants a > b ≥ 0 and C > 0 such that, for δ > 0 small enough,
inf∣θ−θ∗∣≥δM(θ) −M(θ∗) ≥ δa/C, (70)
and
Jδ(∞) ≤ Cδb. (71)
Then the M-estimator satisfies
E [n 12(a−b) ∣θˆn − θ∗∣] = O(1). (72)
With the preceding lemmas, we are able to establish an upper bound on the rate of convergence
of the M-estimator.
Theorem 4.5. Suppose that either L has a bounded and almost everywhere continuous second
derivative; or is the absolute-value loss and φ is locally bounded and continuous at 0.
• Suppose f is α-Holder and
sup∣θ−θ∗∣≤δ∆(θ, θ∗) ≍ δ2α. (73)
Then the M-estimator is rn-consistent with rn = n1/2α.
• Suppose f is discontinuous and piecewise α-Holder with α ≥ 1/2, and λ is bounded and
continuous at the points of discontinuity of f(⋅ − θ∗), and strictly positive at one or more of
these locations. Then the M-estimator is rn-consistent with rn = n.
Proof. Consider the first situation. We apply Lemma 4.4. By Lemma 4.1 and (73), the condition
(70) is satisfied with a = 2α. Hence, it suffices to show that (71) holds with b = α. Indeed, by
Lemma 4.2, we have Jδ(∞) = Jδ(Cδα) for C large enough, and by Lemma 4.3, we have
Jδ(Cδα) ≤ ∫ Cδα
0
√
log(Cδ/ε1/α)dε ≍ δα. (74)
We now turn to the second situation. By of Lemma 4.2, we have Jδ(∞) = Jδ(Cδ1/2) for C large
enough, and by Lemma 4.3, we have
Jδ(Cδ1/2) ≤ ∫ Cδ1/2
0
√
log(Cδ/ε2)dε ≍ δ1/2, (75)
so that (71) holds with b = 1/2. It thus suffices to show that (70) holds with a = 1. Assume
for simplicity that f has only one discontinuity, and therefore of the form f(x) = f1(x)I{x < d} +
f2(x)I{x ≥ d} with f1 and f2 being α-Holder. For example, consider a situation where θ > 0 = θ∗.
We have
∆(θ, θ∗) = ∫ d−∞ +∫ d+θd +∫ ∞d+θ (f(x) − f(x − θ))2λ(x)dx. (76)
(In what follows, remember that λ is compactly supported.) In the 1st and 3rd integral, ∣f(x) −
f(x−θ)∣ ≤H ∣θ∣α since f does not have a discontinuity over the corresponding ranges, x ∈ [0, d) and
x ∈ (d + θ,1], respectively. Hence, these two integrals are of order ∣θ∣2α, which is at most of order
O(θ) since α ≥ 1/2. For the 2nd or middle integral, we use the fact that (f(x) − f(x − θ))λ(x) =(f2(x) − f1(x − θ))2λ(x) → (f2(d) − f1(d))2λ(d) when x ∈ [d, d + θ] and θ → 0, so that the integral
is ∼ ∣θ∣(f2(d) − f1(d))2λ(d) by dominated convergence. More generally, if D denotes the points of
discontinuity of f , extending these arguments gives
∆(θ, θ∗) ∼ ∣θ∣D, as θ → 0 = θ∗, where D ∶= ∑
d∈D(f(d+) − f(d−))2λ(d) . (77)
From this we conclude.
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Of course, we have only obtained an upper bound on the consistency rate. But as we will see
in the next subsection, that rate is sharp.
Remark 4.6. We note that (73) is not automatically satisfied even when the function f is exactly
α-Holder (and not (α + η)-Holder for any η > 0). Indeed, consider the case where f coincides near
the origin with x ↦ ∣x∣α for some fixed 0 < α < 1, and is otherwise Lipschitz. Then such an f is
exactly α-Holder, and yet, it can be shown that
sup∣θ−θ∗∣≤δ∆(θ, θ∗) ≍
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
δ2 if α > 1/2,
δ2 log(1/δ) if α = 1/2,
δ2α+1 if α < 1/2. (78)
4.3 Minimaxity
We can easily adapt the arguments underlying the information bound stated in Lemma 3.8 to the
settings that interest us in the present section where f is not Lipschitz. We do so and obtain the
following.
Lemma 4.7. Suppose the basic assumptions are in place. Assume, in addition, that φ has finite
first moment and that B is as in Lemma 3.8. If rn is such that sup{∆(θ, θ∗) ∶ rn∣θ − θ∗∣ ≤ 1} ≲ 1/n,
the minimax rate satisfies rnR
∗
n ≳ 1.
Proof. Assume without loss of generality that θ∗ = 0 and let ∆(θ) be short for ∆(θ, θ∗). In the
notation introduced in the proof of Lemma 3.8, it suffices to prove that A(θ) − A(0) ≲ 1/n when
rn∣θ∣ ≤ 1. We saw in the proof of that lemma that B′(0) = 0. This together with the fact that B′ is
Lipschitz near the origin implies that there is a positive constant C1 such that ∣B(t)−B(0)∣ ≤ C1t2
when ∣t∣ is small enough. We use that to derive
A(θ) −A(0) = ∫ {B(0) −B(f(x − θ) − f(x))}λ(x)dx (79)≤ C1∫ (f(x − θ) − f(x))2λ(x)dx (80)= C1∆(θ). (81)
From this we conclude.
Corollary 4.8. In the context of Lemma 4.7, if f is α-Holder, then n1/2αR∗n ≳ 1; if instead f is
discontinuous and piecewise α-Holder with α ≥ 1/2, then nR∗n ≳ 1.
Proof. As we saw in the proof of Theorem 4.5, if f is α-Holder, ∆(θ, θ∗) ≲ ∣θ − θ∗∣2α; while if
instead f is discontinuous and piecewise α-Holder with α ≥ 1/2, ∆(θ, θ∗) ≲ ∣θ − θ∗∣. We then apply
Lemma 4.7 to conclude.
4.4 Limit distribution
To establish a limit distribution, we follow the standard strategy which starts by showing that a
properly normalized version of the empirical process M̂n converges to a Gaussian process, and is
followed by an application of the argmax continuous mapping theorem.
The following is a direct consequence of (van der Vaart, 1998, Th 19.28).
Lemma 4.9. Consider a set of functions on some Euclidean space and let µ denote a Borel prob-
ability measure. Consider a class of functions Wn,T ∶= {wn,t ∶ n ≥ 1, t ∈ [−T,T ]} satisfying the
following:
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(i) The class has a square integrable envelope.
(ii) The limit g(t) ∶= limn√n ∫ wn,tdµ is well-defined for all t.
(iii) There is a function ω1 with limt→0+ ω1(t) = 0 and a sequence ηn → 0 such that
vn(s, t) ∶= ∫ (wn,s −wn,t)2dµ ≤ ω1(∣s − t∣) + ηn; (82)
(iv) The limit v(s, t) ∶= limn vn(s, t) is well-defined for all s, t.
(v) The class has bracketing integral Jn,T (δ) ≤ ω2(δ) for some function ω2 with limt→0+ ω2(t) = 0.
Then Wn,t ∶= ∑ni=1wn,t converges weakly to g(t) + Gt on [−T,T ], where Gt denotes the centered
Gaussian process with variance function v. Note that v(s, t) ≤ ω1(∣s − t∣).
The following is a special case of (van der Vaart, 1998, Cor 5.58).
Lemma 4.10. Suppose that a sequence of processes Wn defined on the real line converges weakly in
the uniform topology on every bounded interval to a process W with continuous sample paths each
having a unique minimum point h (almost surely). If hn minimizes Wn, and (hn) is uniformly
tight, then hn converges weakly to h.
We apply these two lemmas to obtain a limit distribution for the M-estimator when the template
is α-Holder. For expediency, we only consider smoother losses.
Theorem 4.11. Suppose that L has a bounded and almost everywhere continuous second derivative.
Assume that f is α-Holder and such that
r2α∆(θ∗ + s/r, θ∗ + t/r)→∆0(s, t), r →∞, (83)
where ∆0 is a continuous function such that ∆0(s, t) ≠ 0 when s ≠ t. Then n1/2α(θˆn − θ∗) converges
weakly to arg mint{g(t) +Gt} where g(t) ∶= C0∆0(t,0) with C0 ∶= 12 ∫ L′′φ and Gt is the centered
Gaussian process on the real line with variance function C1∆0(s, t) with C1 ∶= ∫ (L′)2φ.
Proof. As usual, assume that θ∗ = 0 without loss of generality, and let z = y − f(x).
We first prove that the process
√
n(M̂n(t/rn) − M̂n(0)) — where rn = n1/2α is the rate of
convergence established in Theorem 4.5 — converges weakly to g(t) +Gt. For this it is enough to
prove that it converges on every interval of the form [−T,T ], and we do so by applying Lemma 4.9
with wn,t ∶= √n(mt/rn −m0). Note that µ = p0, the distribution of (X,Y ) under θ = 0. Lemma 4.2
and a rescaling argument gives (i). But to be sure, using Lemma 4.1, we have∣wn,t(x, y)∣ ≤ √n{∣L′(z)∣∣f(x) − f(x − t/rn)∣ + 12 ∣L′′∣∞(f(x) − f(x − t/rn))2} (84)≤ √n{∣L′(z)∣H(T /rn)α + 12 ∣L′′∣∞(H(T /rn)α)2} (85)≤ C(L′(∣z∣) + 1) =∶ w(x, y). (86)
We then conclude with the fact that w is square integrable by the usual assumptions.
For (ii), using Lemma 4.1, we have√
n∫ wn,tdµ = √n ×√n(M(t/rn) −M(0)) (87)∼ nC0∆(t/rn,0), n→∞, (88)= nC0r−2αn r2αn ∆(t/rn,0) (89)→ C0∆0(t,0) = g(t), n→∞. (90)
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For (iii), using (59), we have for s, t ∈ [−T,T ],
∫ (wn,s −wn,t)2dµ = n∫ (ms/rn −mt/rn)2dp0 (91)≤ n[2C1∆(s/rn, t/rn) + ∣L′′∣2∞{∆(s/rn,0)2 +∆(t/rn,0)2}] (92)≤ n[2C1(H ∣s/rn − t/rn∣α)2 + ∣L′′∣2∞{(H ∣s/rn∣α)4 + (H ∣t/rn∣α)4}] (93)≤ nC(∣s − t∣2α/r2αn + (T /rn)4α) (94)= C(∣s − t∣2α + T 4α/n), (95)
using the fact that r2αn = n. We conclude that (82) holds with ω1(s, t) ∶= C ∣s−t∣2α and ηn ∶= CT 4α/n.
For (iv), we refine these arguments using dominated convergence, to get for any s, t ∈ R,
vn(s, t) = n∫ (ms/rn −mt/rn)2dp0 (96)∼ nC1∆(s/rn, t/rn), n→∞, (97)= nC1r−2αn r2αn ∆(s/rn, t/rn) (98)→ C1∆0(s, t) = v(s, t), n→∞. (99)
For (v), we use Lemma 4.3 and a rescaling argument to bound the bracketing number of this
function class by C(T /rn)(ε/√n)−1/α = CTε−1/α, so that its bracketing integral at δ is bounded by
ω2(δ) ∶= ∫ δ0 √log(CT /ε−1/α)dε.
The fact that
√
n(M̂n(t/rn) − M̂n(0)) converges weakly to g(t) + Gt is useful to us because
θˆn = tˆn/rn where tˆn = arg maxt√n(M̂n(t/rn) − M̂n(0)). To conclude, we only need to show that
Lemma 4.10 applies. On the one hand, the process g(t) +Gt has continuous sample paths. This
is because g is continuous — since g(t) ∝ ∆0(t,0) and ∆0 is assumed continuous — and Gt is
Gaussian with variance function v satisfying v(s, t) ≤ C ∣s − t∣2α and this is enough for Gt to have
continuous sample paths according to (Dudley, 1967, Th 7.1). On the other hand, the process has
a unique minimum point since v(s, t) ≠ 0 when s ≠ t — since v ∝ ∆0 and ∆0 satisfies that property
— which is sufficient by (Kim and Pollard, 1990, Lem 2.6). And we have shown in Theorem 4.5
that tˆn is uniformly tight.
Theorem 4.11 also applies when α = 1, meaning when the template is Lipschitz, and in fact
implies Theorem 3.2 in that case. Thus, we have established that, when the template f is Holder, the
M-estimator converges weakly to the minimizer of a Gaussian process which does not depend on the
noise distribution except through the constants C0 and C1. When the template f is discontinuous,
the situation is qualitatively different: the limit process does not have a unique minimum point
and the M-estimator does not have a limit distribution, and the limit process is far from ‘universal’
but rather depends heavily on the noise distribution.
Instead of the more commonly-used argmax theorem (Lemma 4.10), which takes place in the
uniform topology, we will use the following mild variant of (Ferger, 2004, Th 3), which takes place
in the Skorohod topology.
Lemma 4.12. Suppose that a sequence of processes Wn defined on the real line converges weakly in
the Skorohod topology on every bounded interval to a process W with sample paths each achiev-
ing their minimum somewhere in [h,h], and only there, with h and h being continuous ran-
dom variables. Assume also that Wn and W have right and left limits at every point, and that
P(W is continuous at x) = 1 for all x. If hn minimizes Wn, and (hn) is uniformly tight, then, for
every x,
P(h ≤ x) ≤ lim inf
n
P(hn ≤ x) ≤ lim sup
n
P(hn ≤ x) ≤ P(h ≤ x).
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It turns out that the limit process is here a marked Poisson process, and with the help of this
variant of the argmax continuous mapping theorem, we obtain the following.
Theorem 4.13. Suppose that either L has a bounded and almost everywhere continuous second
derivative. Assume that f is discontinuous and piecewise α-Holder with α > 1/2, and λ is bounded
and continuous at the points of discontinuity of f(⋅ − θ∗), and strictly positive at one or more of
these locations. Then n(θˆn − θ∗) dominates t and is dominated by t asymptotically, where [t, t] is
the closure of the minimum point set of W = ∑d∈DWd, where D denotes the discontinuity set of
f(⋅−θ∗) and the Wd’s are independent with Wd being the double-sided marked Poisson process on R
with intensity λ(d) and mark distribution that of L(Z+δd)−L(Z), where δd ∶= f(d+−θ∗)−f(d−−θ∗).
Remark 4.14. The values that W takes at its discontinuity points are irrelevant, and in particular
it does not need to be taken ca`dlag as is the norm. In the proof we set things up so that it is, but
this is only for convenience.
Proof. As usual, assume that θ∗ = 0 without loss of generality. When the meaning of (x, y) is clear
from context, we use z as a shorthand for y − f(x). We assume for convenience that f is ca`glad,
the reverse of ca`dlag, meaning that at every point it is continuous from the left and has a limit
from the right. We do is in order for the Poisson processes that follow to be ca`dlag.
We first prove that the process Wn(t) ∶= n(M̂n(t/n) − M̂n(0)) converges weakly to W (t). Note
that n is the rate of convergence established in Theorem 4.5. Indeed, take x, and also t > 0 smaller
than the separation between any two discontinuity points of f . Two cases are possible. Either
there is d ∈ D such that x − t ≤ d < x, in which case we use the fact that
f(x) − f(x − t) = f(x) − f(d+) + δd + f(d−) − f(x − t)= ±H(x − d)α + δd ±H(d − (x − t))α= δd ± 2Htα,
implying that
L(z + f(x) − f(x − t)) − L(z) = L(z + δd) − L(z) ± L′(z + δd)2Htα ± 12 ∣L′′∣∞(2Htα)2 (100)= Bd(z) ±m(z)tα, Bd(z) ∶= L(z + δd) − L(z), (101)
where m ≥ 0 and ∫ m2φ <∞. Otherwise,
f(x) − f(x − t) = ±H(x − (x − t))α = ±Htα,
implying that
L(z + f(x) − f(x − t)) − L(z) = L′(z)(f(x) − f(x − t)) ± 12 ∣L′′∣∞(Htα)2 (102)= L′(z)(f(x) − f(x − t)) ±m(z)t2α, (103)
for a possibly different non-negative, square integrable function m. We simply take the pointwise
maximum of the two. Hence,
mt(x, y) −m0(x, y) = L(z + f(x) − f(x − t)) − L(z)= ∑
d∈D {(Bd(z) ±m(z)tα)I{x ∈ (d, d + t]}+ (L′(z)(f(x) − f(x − t)) ±m(z)t2α)I{x ∉ (d, d + t]}},
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and therefore,
n(M̂n(t/n) − M̂n(0)) = ∑
d∈DWn,d(t) ± (t/n)α
n∑
i=1m(Zi)I{d <Xi ≤ d + t/n} (104)+ ∑
d∈DAn,d(t) ± (t/n)2α
n∑
i=1m(Zi), (105)
where
Wn,d(t) ∶= n∑
i=1 I{d <Xi ≤ d + t/n}Bd(Zi) (106)
and
An,d(t) ∶= n∑
i=1L′(Zi)(f(Xi) − f(Xi − t/n))I{Xi ∉ (d, d + t/n]}. (107)
A Poisson approximation gives that Wn,d converges as a process to a marked Poisson process with
intensity λ(d) on R+ and mark distribution that of Bd(Z), and these processes are independent of
each other in the large-n limit. We elaborate in Lemma A.2. So it suffices to show that the other
three terms above are oP (1). The second term has absolute first moment equal to(t/n)αnE[m(Z)]P(d ≤X < d + t/n)∼ (t/n)αnE[m(Z)]λ(d)(t/n)≍ tα+1/nα → 0.
For the third term, each An,d has mean 0 by the fact that E[L′(Z)] = 0 and X ⊥ Z, and it has
second moment equal to
nE[L′(Z)2]E [(f(X) − f(X − t/n))2I{X ∉ (d, d + t/n]}]≤ nE[L′(Z)2](H(t/n)α)2≍ n/n2α → 0,
since α > 1/2. The fourth term has absolute first moment equal to
(t/n)2αnE[m(Z)] ≍ n/n2α → 0,
since α > 1/2. In all cases, we may thus apply Markov’s inequality to get that these terms all
converge to 0 in probability.
We focused on t > 0, but the same arguments apply to t < 0. Note that, when considering t < 0,
B−d (z) ∶= L(z − δd)− L(z) plays the role of Bd(z), but B−d (Z) ∼ Bd(Z), using the fact that L is even
and that Z is symmetric about 0, so that the mark distribution remains that of Bd(Z).
We now apply Lemma 4.12. By construction, Wn and W both are piecewise continuous and thus
have right and left limits at every point. And we proved that nθˆn is uniformly tight in Theorem 4.5.
So we just have to show that W satisfies the other properties required in the lemma. We note that
W is itsef a marked Poisson process with intensity ∑d∈D λ(d) and mark distribution the mixture of
the Bd(Z) distributions with mixture weights proportional to the λ(d)’s. In particular, as is well-
known, for every (fixed) x, W is continuous at x with probability 1. Further, the mark distribution
has strictly positive mean, this being the case because E[Bd(Z)] > 0 under Asumption 5. It follows
from this that W (t) → +∞ as t → ±∞ (almost surely), and given that W is piecewise constant
with different values on each interval — since the distribution of Bd(Z) is continuous under our
assumptions — its minimum point set is a (bounded) interval defined by two discontinuity points,
t and t, which have continuous distributions.
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Remark 4.15. In change-point settings where the design is fixed, the minimizer of the limit process
is often unique, in which case this is the limit of any empirical minimizer. This is the case, for
example, in (Du¨mbgen, 1991; Hinkley, 1970; Yao and Au, 1989). In (Kosorok, 2008, Sec 14.5.1),
a function of the form a{x ≤ t} + b{x > t} is fitted to the data (or in the language that we have
been using, is ‘matched’ to the noisy signal). The design is random as it is here, and therefore the
empirical minimizer is not unique in terms of t. To circumvent this issue, the smallest minimizer
(in t) is used as the location estimator, which is then shown to converge to the smallest minimizer
of the limit process, which in terms of t is also a compound Poisson process. See also (Lan et al.,
2009; Seijo and Sen, 2011). This approach does not seem applicable in our context. Indeed, the
situation here is different in that f is not necessary piecewise constant, and in particular it is very
possible that the empirical minimizer is unique, rendering the selection of the smallest minimizer
superfluous and leaving the issue of multiple minima in the limit untouched. We thus opted for the
approach proposed by Ferger (2004).
5 More flexible templates
Some situations may call for finding the best match in a family of templates. Assuming a parametric
model, the model becomes
Yi = fθ∗(Xi) +Zi, (108)
where the family {fθ ∶ θ ∈ Θ} is known. The smooth setting can be considered in a very general
framework and we do so in Section 5.1. The non-smooth setting is, as usual, more delicate, so we
content ourselves with considering a location-scale extension of our basic model (1) in Section 5.2
which seems popular in practice.
5.1 Smooth setting
We consider the model (108) in a rather general setting where fθ ∶ Rp → R and Θ is a bounded
subset of a Euclidean space. The same toolset can then be used to derive the asymptotic behavior
of the M-estimator, defined as in (8) with
mθ(x, y) ∶= L(y − fθ(x)). (109)
Throughout, the same basic assumptions are in place with appropriate modifications: In particular,
in Asumption 1 we now assume that
For any θ ≠ θ∗, fθ(⋅) ≠ fθ∗(⋅) on a set of positive measure under λ. (110)
Here we consider the smooth case, which again corresponds to a template f which is Lipschitz.
Consistency In view of Asumption 5, consistency ensues as soon as the function class {mθ ∶ θ ∈ Θ}
is Glivenko–Cantelli, which is the case here since
∣fθ1(x) − fθ2(x)∣ ≤H∥θ1 − θ2∥ (111)
for all θ1, θ2 ∈ Θ. See (van der Vaart, 1998, Ex 19.7).
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Rate of convergence To obtain a rate of convergence, we rely on Lemma 4.4 as before. We note
that Lemma 4.1 remains valid, now with ∆(θ, θ∗) = ∫ (fθ(x) − fθ∗(x))2λ(x)dx, and by dominated
convergence,
∆(θ, θ∗) ∼ (θ − θ∗)⊺Q(θ − θ∗), θ → θ∗, where Q ∶= E [f˙θ∗(X)f˙θ∗(X)⊺], (112)
so that ∆(θ, θ∗) ≍ ∥θ−θ∗∥2 as long as Q is full rank, which we assume henceforth. It is also the case
that Mδ has an envelope with square integral bounded by Cδ2 and ε-bracketing number Nδ(ε) ≤
Cδε−d. The former is an immediate consequence of (111), while the latter is based on (van der
Vaart, 1998, Ex 19.7) and a scaling argument. We are thus in a position to apply Lemma 4.4, with
a = 2 and b = 1, to get that the M-estimator is √n-consistent in expectation, meaning that
E [√n∥θˆn − θ∗∥] = O(1). (113)
And Lemma 4.7 applies (essentially verbatim) to establish this as the minimax rate of convergence
under the same condition on φ.
Limit distribution We can also obtain a limit distribution following the arguments underlying
Theorem 4.11. With all these arguments in plain view, it is a simple endeavor to check that
everything proceeds in the same way, based on the fact that
n∆(θ∗ + s/√n, θ∗ + t/√n) n→∞ÐÐÐ→∆0(s, t) ∶= (s − t)⊺Q(s − t). (114)
Following that path, we arrive at the conclusion that√
n(θˆn − θ∗) n→∞ÔÔ⇒ arg min
t
{g(t) +Gt}, (115)
where g(t) ∶= C0∆0(t,0) = C0t⊺Qt and Gt is the centered Gaussian process with variance function
v(s, t) ∶= C1∆0(s, t) = C1(s − t)⊺Q(s − t). But this is the classical setting. Indeed, Gt can be
represented as U⊺Q1/2t where U is a standard normal random vector. This is true because Gt and
Q1/2U⊺t, as processes, are both Gaussian with same mean and same variance function. Hence,
arg min
t
{g(t) +Gt} ≡ arg min
t
{C0t⊺Qt +C1/21 Q1/2U⊺t} = −C1/212C0 Q−1/2U, (116)
which is centered normal with covariance
(E[L′(Z)2]/E[L′′(Z)]2)E[f˙θ∗(X)f˙θ∗(X)⊺]−1. (117)
We have thus established this as the limit distribution of
√
n(θˆn − θ∗).
The model is also quadratic mean differentiable (Lehmann and Romano, 2005, Th 12.2.2), with
the information at θ being given by
Iθ ∶= ∫ f˙θ(x)f˙θ(x)⊺λ(x)dx × ∫ φ′(y)2
φ(y) dy . (118)
The analog of Theorem 3.7 applies in that case, meaning that the M-estimator is locally asymp-
totically minimax when it coincides with the MLE.
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Example 5.1. A special case which might be of interest in the context of matching a template to
a signal is when fθ(x) = Sθ(f(Tθ(x))), where for every θ, Sθ ∶ R → R and Tθ ∶ Rp → Rp are both
diffeomorphisms, and such that θ ↦ Sθ(x) and θ ↦ Tθ(x) are differentiable for almost every x. As
before, f is a known function. In this special case, and assuming without loss of generality that
Sθ∗ and Tθ∗ are the identity functions for their respective spaces, we have
f˙θ∗(x) = S˙θ∗(f(x)) + T˙θ∗(x)⊺∇f(x). (119)
For instance, in the affine family of templates given by af(B−1(⋅−b)), the parameter is θ = (a, b,B)
where a > 0, b ∈ Rp and B ∈ Rp×p invertible, and the transformations are given by Sθ(y) = ay,
Tθ(x) = B−1(x − b). Assuming without loss of generality that θ∗ = (1,0, I), Sθ∗ and Tθ∗ are the
identity functions. Then f˙θ∗(x) = (f(x),−∇f(x),−∇f(x)x⊺). When the design is on the real line,
that is when b and B are real numbers, this becomes f˙θ∗(x) = (f(x),−f ′(x),−f ′(x)x), in which
case the asymptotic covariance matrix of the M-estimator is, according to (117), proportional to
the inverse of the integral with respect to λ of the following matrix
f˙θ∗(x)f˙θ∗(x)⊺ = ⎛⎜⎝
f(x)2 −f(x)f ′(x) −xf(x)f ′(x)−f(x)f ′(x) f ′(x)2 xf ′(x)2−xf(x)f ′(x) xf ′(x)2 x2f ′(x)2
⎞⎟⎠ . (120)
5.2 Non-smooth setting
Unlike the smooth setting, non-smooth situations typically need a more custom treatment. Instead
of attempting to do that, which if possible at all is beyond the scope of the present paper, we consider
a relatively simple extension of our basic model (1) which already exhibits some interesting features
and which, simultaneously, happens to be popular in practice. Specifically we consider (108) where,
for θ = (β, ξ, ν) ∈ Θ ∶= R×R×R∗+, fθ(x) = βf((x−ξ)/ν). As before, f is fixed. We are thus considering
the following amplitude-location-scale model
Yi = β∗f((Xi − ξ∗)/ν∗) +Zi, (121)
where f is known to the analyst and the goal is to estimate the three parameters β∗, ξ∗, ν∗. (Some-
times only one of these parameters is of interest, so that the others can be considered nuisance
parameters. But this perspective does not fundamentally change the analysis.) The M-estimator
is then defined as in (8) with
mθ(x, y) ∶= L(y − βf((Xi − ξ)/ν)), (122)
with the minimization now being over Θ. We of course assume (110), and in addition, that fθ∗
is not constant on the support of λ. So that the setting is non-smooth, we assume below that f
is piecewise Lipschitz. For concreteness, we focus on a loss function which has a bounded second
derivative. Otherwise, all the other basic assumptions are in place.
It turns out that the Euclidean norm, which was used in Section 3 and Section 4 as the absolute
value, and in Section 5.1, is here not a good reference semimetric. Instead, we use the following
d(θ1, θ2) ∶= (β1 − β2)2 + ∣ξ1 − ξ2∣ + ∣ν1 − ν2∣. (123)
The square-root of that would also do, but the main feature of this semimetric is that the amplitude
is treated differently than the location and the scale, and this will be crucial when deriving rates
of convergence (as we do below) since the rate of convergence for the estimation of the amplitude
is in
√
n while those for the location and scale are in n.
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Consistency Θ as defined above is not compact, and some odd things can happen. To avoid
complications, we assume that the support of λ contains in its interior the support of fθ∗ . Besides
being a somewhat natural restriction, with this assumption we are able to reduce the analysis to
a compact subset Θ0 ⊂ Θ. We do so in Lemma A.3, where we make mild assumptions on the
noise distribution and loss function, which are essentially the same underlying Asumption 5, as
detailed in Lemma A.1. Then consistency is, again, a consequence of the fact that {mθ ∶ θ ∈ Θ0} is
Glivenko–Cantelli — in fact, it is Donsker, as we argue below.
Rate of convergence To obtain a rate of convergence, we rely on Lemma 4.4 as before. We
note that Lemma 4.1 remains valid, now with ∆(θ, θ∗) = ∫ (fθ(x) − fθ∗(x))2λ(x)dx. Without loss
of generality, assume that θ∗ = (1,0,1) henceforth. Developing the square inside the integral, we
get
∆(θ, θ∗) = (1 − β)2∫ f(x)2λ(x)dx+ β2∫ (f(x) − f(x − ξ))2λ(x)dx+ β2∫ (f(x − ξ) − f((x − ξ)/ν))2λ(x)dx+ 2(1 − β)β ∫ f(x)(f(x) − f(x − ξ))λ(x)dx+ 2(1 − β)β ∫ f(x)(f(x − ξ) − f((x − ξ)/ν)λ(x)dx+ 2β2∫ (f(x) − f(x − ξ))(f(x − ξ) − f((x − ξ)/ν)λ(x)dx.
The first three terms on the RHS are the main terms, as we will see, with the other terms be-
ing negligible. The 1st term is = C(1 − β)2. For the following, consider (β, ξ, ν) approaching(β∗, ξ∗, ν∗) = (1,0,1). As we saw in (77), the 2nd term is ∼ ∣ξ∣D. Similar calculations establish
that the 3rd term is ∼ ∣ν − 1∣D, and also that the 4th term is = O((1 − β)ξ), that the 5th term is= O((1 − β)(1 − ν)), and that the 6th term is = O(ξ(1 − ν)). We thus conclude that
∆(θ, θ∗) ≍ d(θ, θ∗), θ → θ∗. (124)
In particular, (70) holds with a = 1.
We now look at the class Mδ ∶= {mθ −mθ∗ ∶ d(θ, θ∗) ≤ δ}. Using similar arguments as those
underlying Lemma 4.2, we derive
∣mθ(x, y) −mθ∗(x, y)∣ ≤m(z)∣f(x) − βf((x − ξ)/ν)∣,
where z ∶= y − f(x) and m is a square integrable function with respect to φ. We then have
∣f(x) − βf((x − ξ)/ν)∣ ≤ ∣f(x) − βf(x)∣ + ∣βf(x) − βf(x − ξ)∣ + ∣βf(x − ξ) − βf((x − ξ)/ν)∣≤ ∣1 − β∣∣f(x)∣ + ∣β∣∣f(x) − f(x − ξ)∣ + ∣β∣∣f(x − ξ) − f((x − ξ)/ν)∣≤ ∣1 − β∣∣f ∣∞ + ∣β∣C(∣ξ∣ + I{x ∈ D(δ)}) + ∣β∣C(∣ν − 1∣ + I{x ∈ D(δ)}),
where for the last two terms on the RHS we reasoned as in the proof of Lemma 4.2. When
d(θ, θ∗) ≤ δ, we have ∣β − 1∣ ≤ δ1/2, while ∣ξ∣ ≤ δ and ∣ν − 1∣ ≤ δ, so that
∣mθ(x, y) −mθ∗(x, y)∣ ≤m(z) ⋅C(δ1/2 + I{x ∈ D(δ)}).
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The function on the RHS is therefore an envelope for the class Mδ. In terms of bracketing numbers,
reasoning as above, we find that for any θ, θ0 within δ of θ
∗,
∣mθ(x, y) −mθ0(x, y)∣ ≤m(z) ⋅ (∣β − β0∣ + I{dist(x, ξ0 + ν0D) ≤ C(∣ξ − ξ0∣ ∨ ∣ν − ν0∣)}),
where again m is square integrable. For θ = (β, ξ, ν), let β0 ∈ {1 + (j/k)δ1/2 ∶ j = −k, . . . , k} such
that ∣β − β0∣ ≤ δ1/2/k; let ξ0 ∈ {(j/l)δ ∶ j = −l, . . . , l} such that ∣ξ − ξ0∣ ≤ δ/l; and let ν0 ∈ {1 + (j/l)δ ∶
j = −l, . . . , l} such that ∣ν − ν0∣ ≤ δ/l. Then
mθ(x, y) =mθ0(x, y) ±m(z) ⋅ (δ1/2/k + I{dist(x, ξ0 + ν0D) ≤ Cδ/l}),
so that mθ is in the bracket defined by the two functions (differing by ±) on the RHS. The square
integral of the difference between these two functions is ≍ δ/k2 + δ/l. So this is bounded by ε2,
we choose k ≍ δ1/2/ε and l ≍ δ/ε2. We conclude that we can cover Mδ with k × l × l = O(δ1/2/ε)5
ε-brackets, so that Mδ has ε-bracketing number Nδ(ε) ≤ C(δ1/2/ε)5. And from this we deduce, as
in the proof of Theorem 4.5, that (71) holds with b = 1/2.
We are thus in a position to apply Lemma 4.4 and get that the M-estimator θˆn is n-consistent,
which here implies that
E [√n∣βˆn − β∗∣] = O(1), E [n∣ξˆn − ξ∗∣] = O(1), E [n∣νˆn − ν∗∣] = O(1).
In particular, βˆn is
√
n-consistent while ξˆn and νˆn are n-consistent. And these rates are minimax,
as Lemma 4.7 applies essentially verbatim, all resting on the behavior of ∆(θ, θ∗) as θ → θ∗.
Limit distribution We can also obtain a limit distribution following the arguments underlying
Theorem 4.13. We assume for convenience that f is ca`glad. In what follows we assume that ξ is
sufficiently close to 0 and ν to 1 that intervals of the form [d∧ (ξ + νd), d∨ (ξ + νd)] where d ∈ D do
not intersect. For d ∈ D, define δd ∶= f(d+) − f(d−), which is the ‘jump’ that f makes at d. In view
of the rates of convergence that we obtained just above, we consider β = 1 + r/√n, ξ = s/n, and
ν = 1+ t/n, where r, s, t will remain fixed while n→∞. Using the fact that f is piecewise Lipschitz,
we have
• If d < x ≤ ξ + νd, for some d ∈ D, then
mθ(x, y) −mθ∗(x, y) = L(z + δd ±C/√n) − L(z)= B+d (z) ±m(z)/√n, B+d (z) ∶= L(z + δd) − L(z),
where m is generic for a square integrable function. To arrive there we used a Taylor devel-
opment of L around z + δd.
• Similarly, if ξ + νd < x ≤ d, for some d ∈ D, then
mθ(x, y) −mθ∗(x, y) = B−d (z) ±m(z)/√n, B−d (z) ∶= L(z − δd) − L(z).
• If there is no discontinuity point between x and (x − ξ)/ν, then using the fact that
L(z + t) − L(z) = L′(z)t + 1
2
L′′(z)t2 ± 1
2
γ(z, ∣t∣)t2,
with γ defined in (61), and the fact that
f(x) − βf((x − ξ)/ν) = (1 − β)f(x) +R(x;β, ξ, ν), (125)
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with ∣R(x;β, ξ, ν)∣ ≤ C(∣ξ∣ + ∣ν − 1∣) ≤ C/n, (126)
we have
mθ(x, y) −mθ∗(x, y) = L′(z)(1 − β)f(x) + L′(z)R(x;β, ξ, ν) + 12L′′(z)(1 − β)2f(x)2± 12γ(z,C/n)C/n ±C/n2.
Hence, denoting Id(ξ, ν′) ∶= (d ∧ (d + ξ + d(ν′ − 1)), d ∨ (d + ξ + d(ν′ − 1))], we have
n(M̂n(θ) − M̂n(θ∗))=∑
i
∑
d∈D (B+d (Zi)I{d <Xi ≤ d + s/n + dt/n} +B−d (Zi)I{d + s/n + dt/n <Xi ≤ d})+∑
i
∑
d∈D(m(Zi)/√n)I{Xi ∈ Id(s/n, t/n)}+∑
i
L′(Zi)(1 − β)f(Xi)I{Xi ∉ ∪dId(s/n, t/n)}
+∑
i
1
2L
′′(Zi)(1 − β)2f(Xi)2I{Xi ∉ ∪dId(s/n, t/n)}
+∑
i
L′(Zi)R(Xi;β, s/n, t/n)I{Xi ∉ ∪dId(s/n, t/n)}
±∑
i
1
2γ(Zi,C/n)(C/n)I{Xi ∉ ∪dId(s/n, t/n)}±∑
i
(C/n2)I{Xi ∉ ∪dId(s/n, t/n)}.
As n → ∞, the 1st sum on the RHS converges to ∑d∈DNd(s + td), where {Nd ∶ d ∈ D} are inde-
pendent two-sided marked Poisson processes on the real line, with Nd having intensity λ(d) and
mark distribution that of B+d (Z). (Note that B+d (Z) ∼ B−d (Z).) This process can be equivalently
expressed as ∑d∈DNd(s) + ∑d∈D N˜d(t), where Nd is as before while N˜d has intensity λ(d)d and
same mark distribution, and all these processes are independent of each other. The 2nd sum has
expectation
n∑
d∈D(C/√n)P(X ∈ Id(s/n, t/n)) ≍ 1/√n, since P(X ∈ Id(s/n, t/n)) = O(1/n),
and so it converges to 0 in probability by Markov’s inequality. Because P(X ∉ ∪dId(s/n, t/n))→ 1,
by the Lindeberg central limit theorem, the 3rd sum converges in distribution to the normal
distribution with zero mean and variance r2E[L′(Z)2]E[f(X)2]. The 4th sum converges to
1
2r
2E[L′′(Z)]E[f(X)2] in probability, essentially by the law of large numbers. (More rigorously,
via Chebyshev’s inequality, for example.) The 5th sum has zero mean and variance bounded by
nE[L′(Z)2]E[R(Xi;β, s/n, t/n)2] = O(1/n), and so converges to 0 in probability by Markov’s in-
equality. The 6th sum is non negative and has expectation bounded by C E[γ(Z,C/n)] = o(1), by
dominated convergence, so that it converges to 0 in probability by Markov’s inequality. The 7th
sum is simply = O(1/n).
The minimization over β, or equivalently over r, corresponds in the limit to a classical set-
ting, since the Gaussian process, as a (random) function of r, can be expressed as C˜
1/2
1 rU ,
where C˜1 ∶= E[L′(Z)2]E[f(X)2] and U is standard normal, and the drift term is equal to C˜0r2,
C˜0 ∶= 12 E[L′′(Z)]E[f(X)2]. In particular, we have established that
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√
n(βˆn − β∗) converges weakly to the normal distribution with zero mean and variance(E[L′(Z)2]/E[L′′(Z)]2)E[f(X)2]−1.
The minimization over ξ, or equivalently over s, corresponds in the limit to the minimum a
compound Poisson process. In particular, as in Theorem 4.13, we can establish that
n(ξˆn − ξ∗) is asymptotically, and in distribution, between the two most extreme mini-
mizers of ∑dNd.
And, similarly,
n(νˆn − ν∗) is asymptotically, and in distribution, between the two most extreme mini-
mizers of ∑d N˜d.
Since the minimization over ξ and ν rely, in the limit, on independent processes, ξˆn and νˆn
are independent in the asymptote. Also, these processes are asymptotically independent of the
Gaussian process driving the minimization over β, as these Poisson processes only rely on OP (1)
data points. Hence,
βˆn, ξˆn and νˆn are asymptotically mutually independent.
6 Variants and extensions
6.1 Fixed design
A fixed design is most common in signal processing, and also in change point analysis. Most, if not
all, of our results can be proved with very similar tools in that context. So that there is a close
correspondence with the basic setting of (1), in the context of a fixed design we assume that
Yi = f(xi − θ∗) +Zi, i = 1, . . . , n, (127)
where xi = Λ−1(i/(n+ 1)), Λ being the distribution with density λ and λ being as before. That the
same results apply is due to the fact that the empirical process theory behind our results extends
quite naturally (and easily) to the independent-but-not-necessarily-iid setting, which is exactly the
extension needed since (x1, Y1), . . . , (xn, Yn) are no longer iid but are still assumed independent.
The additional complexity is the fact that now the underlying distribution depends on n: In terms
of (x1, Z1), . . . , (xn, Zn), it is the product of δxi⊗φ over i = 1, . . . , n. But this presents no particular
difficulty in our case.
These results from empirical process theory enable us to understand the large-n behavior of
M̂n(θ) −Mn(θ), where
Mn(θ) ∶= E[M̂n(θ)] = 1
n
n∑
i=1mθ(xi), mθ(x) ∶= E[L(Z + f(x − θ∗) − f(x − θ))].
But what is the behavior of Mn itself? As is clear, Mn is a Riemann sum, and when f is piecewise
Lipschitz, for example, and L is as before, one can easily prove that
sup
θ
∣Mn(θ) −M(θ)∣ ≤ C/n, (128)
where C depends f and L. The limit function M is defined exactly as before in (11), and we have
used the fact that the supremum is over a compact set when f and λ are compactly supported,
which we assume them to be.
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6.2 Periodic template
In the signal processing literature it is not uncommon to consider the periodic setting where the
design points are effectively in a torus rather than the real line. This is equivalent to considering a
template that is periodic. The torus can be taken to be the unit interval with algebra there done
modulo 1. In that case, the design density λ is simply a density with support the unit interval, and
the assumption that the template f is compact is waved. So that the shift is identifiable, we require
that f is exactly 1-periodic meaning that f(⋅ − θ) ≠ f(⋅ − θ∗) unless θ = θ∗ (remember, modulo 1).
As can be easily verified, all our results apply in that setting with only minor modifications, if
any at all.
Remark 6.1. In signal processing it is common to match a template to a signal by maximizing
its convolution or Pearson correlation with the signal. Considering a regular design (also very
common) where xi = i/n, this amounts to defining the following estimator
tˆ ∶= arg max
t∈[n]
n∑
i=1 f ( i−tn )Yi . (129)
The parameter θ corresponds to t/n and is here constrained to be on the grid, as is typically the
case in signal processing. This estimator, as defined, is in fact the least squares estimator since
n∑
i=1 (Yi − f ( i−tn ))2 =
n∑
i=1Y 2i +
n∑
i=1 f ( i−tn )2 − 2
n∑
i=1 f ( i−tn )Yi , (130)
and the first two sums on right-hand side do not depend on t. (For the second one, this is because
f is 1-periodic.)
6.3 Agnostic setting
In practice, the model (1) could be completely wrong. Suppose, however, that the following holds
Yi = g(Xi) +Zi, (131)
with otherwise the same assumptions on the design and noise. (This type of situation is sometimes
referred to as a ‘mispecified model’ or ‘improper learning’.) In that case, the function m˜θ(x, z) of
(57), which plays a crucial role in our derivations, takes the form
m˜θ(x, z) = L(z + g(x) − f(x − θ)). (132)
It then becomes quite clear that most, if not all of our results extend to this case, if it is true that
θ∗ ∶= arg min
θ
E[m˜θ(X,Z)] (133)
is uniquely defined. Almost no conditions on g are required other than, say, boundedness.
A case in point is where g, a function on the unit interval, is known to have a single discontinuity,
say at d. Note that d is unknown. Then one may want to use a stump, f(x) = aI{x > 0}, to locate
the discontinuity. If one uses the squared error loss for example, it happens that θ∗ is exactly the
location of the discontinuity if it is the case that g(x) < a/2 when x < d and g(x) > a/2 when x > d.
And using an additional scale parameter as in (121) frees one from having to guess a good value
for a. The point here is that a simple, parameteric model can be used to locate a feature of interest
(a discontinuity in this example) in an otherwise ‘nonparametric’ setting.
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6.4 Semi-parametric models
The models we discussed in this paper are all parametric. This was intentional, to keep the
exposition focused. However, empirical process theory has developed an arsenal of tools for semi-
parametric models (Bickel et al., 1998; van der Vaart, 1998, Ch 25). An emblematic example in the
context of matching a template would be a class of piecewise Lipschitz functions: the parametric
component of the model would be the location of the knots defining the intervals where the template
is Lipschitz, while the nonparametric component would be the Lipschitz functions defining the
template on these intervals. Korostelev (1988) considered this problem in the continuous white noise
model and showed that it is possible to locate the location of a discontinuity to what corresponds
to O(1/n) accuracy in our context by simply looking for unusually large slopes. This is similar to
the approach we allude to at the end of Section 6.3. In any case, the same rate of convergence can
be obtained for the M-estimator using tools similar to the ones we used in this paper; see (van der
Vaart, 1998, Sec 5.8.1).
6.5 Alignment/registration
We mentioned in the Introduction the close relationship with the problem of signal alignment (aka
registration). A typical setting, that most resembles our basic shift model (1), is where
Yij = f(Xij − θj) +Zij , i ∈ [n], j ∈ [s], (134)
so that instead of a single sample of size n from (1), we are provided with s such samples, all shifted
differently. Invariably, the function f is unknown, and not much needs to be assumed about f to
estimate the shifts (i.e., align the signals) with
√
n precision. Indeed, with some kernel smoothing,
it is possible to design an estimator that is
√
n-consistent, as shown in (Gamboa et al., 2007;
Ha¨rdle and Marron, 1990; Trigano et al., 2011; Vimond, 2010). Although this convergence rate
can be achieved with hardly any assumption of f , our work here, which we placed in the context
of the change point analysis literature, would indicate that this rate is suboptimal when f has a
discontinuity.
6.6 Concentration bounds
The rate of convergence and the limit distribution, in each case, was established under very mild
assumptions on the noise distribution. In particular, in terms of tail decay, we only assumed that it
was sufficient for the expected loss to be finite at the true value of the parameter, i.e., E[L(Z)] <∞.
As we discussed earlier, for the losses considered here (and almost everywhere else in the literature),
this implies that E[L′(Z + c)2] <∞ for every c > 0, which is all that was needed.
When some tail decay is assumed, then concentration bounds can be derived. The simplest
and most straightforward example of that is when the loss function is bounded, as is the case for
the Tukey loss. Then, under no additional assumption on the noise distribution, the M-estimator
enjoys sub-Gaussian concentration. This can be seen from combining Talagrand’s inequality for
empirical processes (Talagrand, 1996) and (van der Vaart and Wellner, 1996, Th 3.2.5) — the latter
being a more general version of (van der Vaart, 1998, Th 5.52), which is the result at the foundation
of Lemma 4.4.
7 Numerical experiments
We performed some basic experiments to probe our theory. We present the result of these exper-
iments below, subdivided into ‘smooth’ and ‘non-smooth’ settings. The design distribution is the
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uniform distribution on the unit interval. We consider three noise distributions: Gaussian, Student
t-distribution with 3 degrees of freedom, and Cauchy. And we consider four losses: squared error,
absolute-value, Huber, and Tukey. We assume throughout that θ∗ = 0.
7.1 Smooth setting
We consider the following two filters:
Template A: f(x) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
4x − 1 0.25 ≤ x < 0.5,
3 − 4x 0.5 ≤ x < 0.75,
0 otherwise
(135)
and
Template B: f(x) = max{0, (1 − (4x − 2)2)3}. (136)
Template A is Lipschitz, while Template B is even smoother. Our motivation for considering
Template B is to verify that more smoothness does not change things much (as predicted by our
theory). See Figure 2 for an illustration.
(a) Template A (b) Template B
Figure 2: Templates and noisy signals. Although the sample size is n = 10000, for the sake of
clarity, we only include 1000 points and limit the range of the y-axis to [−5,5].
We used a sample of size n = 10000 and repeated each scenario (combination of template, noise
distribution, and loss function) 200 times. We show the mean of ∣√n(θˆn−θ∗)∣ in Table 1. Box plots
of estimation error ∣θˆn − θ∗∣ are shown in Figure 3 and Figure 4. The distribution of √n(θˆn − θ∗) is
plotted in Figure 5 and Figure 6 as an histogram overlaid with the Gaussian distribution predicted
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by our asymptotic calculations. Out of curiosity, we also looked at the setting where the noise is
Cauchy and yet we use squared error as loss in Figure 7. The result of these experiments are by
and large congruent with our theory. In particular, there is no noticeable difference between the
two templates.
Template Noise
Loss Function
Squared error Absolute-value Huber Tukey
Template A
Normal 0.2791 0.3705 0.2620 0.3301
T3 0.5168 0.3496 0.3634 0.5053
Cauchy 28.2535 0.4355 0.5203 0.4113
Template B
Normal 0.2511 0.3326 0.2453 0.2918
T3 0.4524 0.3236 0.3293 0.3286
Cauchy 48.2211 0.3958 0.3982 0.3462
Table 1: Mean of ∣√n(θˆn − θ∗)∣ with n = 10000 over 200 repeats.
Figure 3: Box plot of estimation error ∣θˆn − θ∗∣ for Template A
We also ran experiments with varying sample size n. We focused on Template A with absolute-
value loss and T3 noise, to investigate the accuracy of the asymptotic distribution as n increases.
As sample size we used n ∈ {100,500,1000,5000,10000}. To have a finer sense of the accuracy,
we used 1000 repeats. We show the mean of ∣√n(θˆn − θ∗)∣ in Table 2, the box plot of ∣θˆn − θ∗∣ in
Figure 8, and the histogram of
√
n(θˆn − θ∗) in Figure 9.
n 100 500 1000 5000 10000
Mean of ∣√n(θˆn − θ∗)∣ 0.5704 0.4286 0.4278 0.3766 0.3889
Table 2: Mean of ∣√n(θˆn−θ∗)∣ for Template A with absolute-value loss and T3 noise based on 1000
repeats.
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Figure 4: Box plot of estimation error ∣θˆn − θ∗∣ for Template B
In Figure 9, as n →∞, the distributions of √n(θˆn − θ∗) approaches to the normal distribution
shown in the theory. Figure 8 indicates estimation error ∣θˆn − θ∗∣ decreases as n increases.
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(a) Normal noise
(b) T3 noise
(c) Cauchy noise
Figure 5: Distribution under Template A. The histogram presents the distribution of
√
n(θˆn − θ∗).
The orange bell-shaped curve is the density of normal distribution predicted by the theory.
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(a) Normal noise
(b) T3 noise
(c) Cauchy noise
Figure 6: Distribution under Template B. The histogram presents the distribution of
√
n(θˆn − θ∗).
The orange bell-shaped curve is the density of normal distribution predicted by the theory.
Figure 7: Distribution of
√
n(θˆn − θ∗), for Templates A and B, with squared error loss under the
Cauchy distribution as noise distribution. Note that our theory is silent on this setting.
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Figure 8: Box plot of the estimation error ∣θˆn − θ∗∣ for Template A with absolute-value loss and T3
noise based on 1000 repeats.
Figure 9: Distribution of
√
n(θˆn − θ∗) for Template A with absolute-value loss and T3 noise based
on 1000 repeats.
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7.2 Non-smooth setting
We consider the following three filters:
Template C: f(x) = ⎧⎪⎪⎨⎪⎪⎩1 0.25 ≤ x < 0.75,0 otherwise, (137)
Template D: f(x) = ⎧⎪⎪⎨⎪⎪⎩1 0.2 ≤ x < 0.4 or 0.6 ≤ x < 0.8,0 otherwise (138)
and
Template E: f(x) = ⎧⎪⎪⎨⎪⎪⎩4x − 1 0.25 ≤ x < 0.5,0 otherwise. (139)
Template C is a piecewise constant function with two discontinuities. Template D is another
piecewise constant function with more discontinuities. Template E is a half-triangle with one
discontinuity. See Figure 10 for an illustration. Our theory predict that what matters is the
number and size of the discontinuities.
We show the mean of ∣n(θˆn − θ∗)∣ in Table 3, the estimation error ∣θˆn − θ∗∣ is shown as a box
plot in Figures 11, 12, and 13, and the distribution of n(θˆn − θ∗) is plotted in Figures 14, 15, and
16.
Template Noise
Loss Function
Squared error Absolute-value Huber Tukey
Template C
Normal 1.876 1.849 1.868 2.120
T3 3.889 2.739 3.550 2.761
Cauchy 2326.050 4.362 3.310 4.204
Template D
Normal 0.868 1.080 0.897 0.877
T3 1.802 1.220 1.344 1.813
Cauchy 2766.000 2.278 2.078 1.862
Template E
Normal 3.498 3.798 3.414 4.008
T3 7.307 5.366 5.720 5.734
Cauchy 4798.370 9.102 8.839 7.759
Table 3: Mean of ∣n(θˆn − θ∗)∣ based on 200 repeats.
We also ran some experiments with varying n as before. We focused on Template E with the
absolute-value loss under the T3 noise distribution. The mean of ∣n(θˆn −θ∗)∣ is reported in Table 4,
a box plot of the estimation error ∣θˆn − θ∗∣ is given in Figure 17, and the distribution of n(θˆn − θ∗)
is plotted in Figure 18.
n 100 500 1000 5000 10000
Mean of ∣n(θˆn − θ∗)∣ 10.1872 5.0808 5.7420 5.7146 5.0682
Table 4: Mean of ∣n(θˆn−θ∗)∣ for Template E with absolute-value loss under T3 noise based on 1000
repeats.
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(a) Template C (b) Template D
(c) Template E
Figure 10: Templates and noisy signals. Although the sample size is n = 10000, for the sake of
clarity, we only include 1000 points and limit the range of the y-axis to [−5,5].
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Figure 11: Box plot of estimation error ∣θˆn − θ∗∣ for Template C based on 200 repeats.
Figure 12: Box plot of estimation error ∣θˆn − θ∗∣ for Template D based on 200 repeats.
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Figure 13: Box plot of estimation error ∣θˆn − θ∗∣ for Template E based on 200 repeats.
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A Miscellanea
A.1 Auxiliary results
Lemma A.1. Suppose Assumptions 1, 3, and 4 are in place. Then, Asumption 5 is fulfilled if (i)
the loss is strictly convex, or (ii) the noise distribution is unimodal and the loss is either Lipschitz
or has a Lipschitz derivative and φ has finite first moment. Asumption 5 is also fulfilled for the
Huber loss and the absolute-value loss if the noise distribution has a unique median.
Proof. Assume θ∗ = 0 without loss of generality. For x and y given, we let z = y − f(x).
The function θ ↦ mθ(x, y) is piecewise continuous under our assumptions. Moreover, it is
dominated since, by the properties of L,
mθ(x, y) = L(y − f(x − θ))= L(y − f(x) + f(x) − f(x − θ))≤ L(∣y − f(x)∣ + ∣f(x) − f(x − θ)∣)≤m(x, y) ∶= L(∣y − f(x)∣ + 2∣f ∣∞),
and E[m(X,Y )] <∞ by (10) and the fact that the loss is slowly increasing. Hence, M is continuous
by dominated convergence. In addition, by the fact that f is compactly supported, mθ(x, y)→ L(y)
when θ → ±∞, and so we also have M(θ)→M(∞) ∶= E[L(Y )] as θ → ±∞. We have
M(θ) = E[L(Z + f(X) − f(X − θ))], M(∞) = E[L(Z + f(X))].
The identifiability condition in Asumption 1 implies that P(f(X) − f(X − θ) ≠ 0) > 0 when θ ≠ 0
and P(f(X) ≠ 0) > 0, so by conditioning on X, taking into account that X and Z are independent,
it suffices to prove that g(a) ∶= E[L(Z +a)] achieves its minimum uniquely at a = 0. Since g is even,
it suffices to prove that g(a) > g(0) for any a > 0.
Assume L is convex. Then
g(a) = E[L(Z + a)] = E[L(Z − a)]= E[12L(Z + a) + 12L(Z − a)]≥ E[L(Z)] = g(0),
where in the second equality we used the fact that the distribution of Z is symmetric about 0 and
that L is even, and in the inequality we used the fact that L is convex. That inequality is strict
when the loss is strictly convex. This covers the squared error loss, for example.
For the Huber loss (5), the inequality is strict unless Z − a ≥ c or Z + a ≤ −c with probability
1, meaning that P(Z ∈ [−a − c, a + c]) = 0; for the absolute-value loss, the inequality is strict unless
sign(Z − a) = sign(Z + a) with probability 1, meaning that P(Z ∈ [−a, a]) = 0. In either case, this
is only possible if the noise distribution does not put any mass in [−a, a], which would then imply
that any point in this entire interval is a median of the noise distribution.
Assume that the loss is Lipschitz. In that case, by dominated convergence, g is differentiable
with g′(a) = E[L′(Z + a)], and all we have to prove is that g′(a) ≥ 0 when the noise distribution is
unimodal. (Recall that we work with a > 0.) The uniqueness would then come from the fact that
g is not constant. We have
g′(a) = ∫ ∞−∞ L′(z + a)φ(z)dz= ∫ ∞
0
L′(z){φ(z − a) − φ(z + a)}dz.
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We claim that the integrand is non-negative. Indeed, L′(z) ≥ 0 for z ≥ 0 since L is non-decreasing
away from the origin per Asumption 4. Also, using the fact that φ is non-increasing on [0,∞), we
reason as follows: if z ≥ a, then z + a ≥ z − a ≥ 0, implying φ(z + a) ≤ φ(z − a); and if z ≤ a, then
a + z ≥ a − z ≥ 0, implying φ(a + z) ≤ φ(a − z), in turn implying φ(z + a) ≤ φ(z − a) since φ is even.
Our claim is thus established. This covers the Tukey loss, for example.
Assume that the loss has a Lipschitz derivative. In that case we can reduce this to the previous
case by observing that g above remains differentiable as long as φ has a finite first moment. Indeed,
E[∣L′(Z + a)∣] ≤ E[∣L′′∣∞∣Z + a∣] ≤ ∣L′′∣∞(E[∣Z ∣] + a) <∞, (140)
for all a ≥ 0.
Lemma A.2. Suppose that, on the real line, X1, . . . ,Xn are iid from some density λ, and inde-
pendently, that A1, . . . ,An are iid with distribution Ψ. Fix a finite subset d1 < ⋯ < dp where λ can
be taken to be continuous. Define Wn,j(t) = ∑i{dj <Xi ≤ dj + t/n}Ai. Then Wn,j converges weakly
to the marked Poisson process with intensity λ(dj) on the positive real line and mark distribution
Ψ. Moreover, Wn,1, . . . ,Wn,p are asymptotically independent.
Proof. It is suffices to establish the statement on intervals. Without loss of generality, we consider
the unit interval, so that we only consider t ∈ [0,1]. Everywhere, n is large enough that dj+1 − dj >
1/n for all j. This guarantees that, for any t ∈ [0,1], the intervals [dj , dj + t/n] are disjoint. Let{Aj,i ∶ i ≥ 1, j = 1, . . . , p} be iid from Ψ. Then it’s easy to see that Wn,1, . . . ,Wn,p, jointly, have the
same distribution as W˜n,1, . . . , W˜n,p, where
W˜n,j(t) ∶= Nn,j(t)∑
i=1 Aj,i, Nn,j(t) ∶= #{i ∶ dj <Xi ≤ dj + t/n}. (141)
It is thus sufficient to show that Nn,j converges weakly to the Poisson process with intensity λ(dj) on
the positive real line and that Nn,1, . . . ,Nn,p are asymptotically independent. By (Billingsley, 1999,
Th 12.6), it suffices to look at the finite-dimensional distributions. Therefore, fix 0 ≤ t1 < ⋯ < tk ≤ 1
and {nj,s ∶ j = 1, . . . , p; s = 1, . . . , k} non-negative integers. Based on the ‘balls-in-bins’ dependency
structure of these counts, we have
P (Nn,j(ts) ≤ nj,s,∀j ∈ [p], s ∈ [k]) (142)= P (Nn,1(ts) ≤ n1,s,∀s ∈ [k]) (143)× P (Nn,2(ts) ≤ n2,s,∀s ∈ [k] ∣ Nn,1(tk) ≤ n1,k) (144)×⋯ (145)× P (Nn,p(ts) ≤ np,s,∀s ∈ [k] ∣ Nn,1(tk) ≤ n1,k, . . . ,Nn,p−1(tk) ≤ np−1,k), (146)
with
P (Nn,j(ts) ≤ nj,s,∀s ∈ [k] ∣ Nn,1(tk) ≤ n1,k, . . . ,Nn,j−1(tk) ≤ nj−1,k)⎧⎪⎪⎨⎪⎪⎩≥ P (Nn,j(ts) ≤ nj,s,∀s ∈ [k])≤ P (Nn−rj ,j(ts) ≤ nj,s,∀s ∈ [k]), rj ∶= n1,k +⋯ + nj−1,k.
Note that r1, . . . , rp are all fixed, and it’s easy to convince oneself that it suffices at this point to
show that, for each j,
P (Nn,j(ts) ≤ nj,s,∀s ∈ [k]) n→∞ÐÐÐ→ P (Nj(ts) ≤ nj,s,∀s ∈ [k]), (147)
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were Nj is a Poisson process with intensity λ(dj) on the positive real line, in other words, that
Nn,j converges weakly to Nj . We do so by looking at the probability mass function instead of the
cumulative distribution function. With t1 < ⋯ < tk and {nj,s} generic, we have
P (Nn,j(t1) = nj,1, . . . ,Nn,j(tk) = nj,k)= P (Nn,j(t1) = nj,1,Nn,j(t2) −Nn,j(t1) = nj,2 − nj,1, . . . ,Nn,j(tk) −Nn,j(tk−1) = nj,k − nj,k−1)∼ P (Nn,j(t1) = nj,1) × P (Nn,j(t2) −Nn,j(t1) = nj,2 − nj,1)×⋯ × P (Nn,j(tk) −Nn,j(tk−1) = nj,k − nj,k−1), as n→∞,
where the approximation follows the same arguments used above to prove the asymptotic inde-
pendence of the various count processes. We then conclude with the fact that, for any m ≥ 0
integer,
P (Nn,j(ts) −Nn,j(ts−1) =m) = #{i ∶ dj + ts−1/n <Xi ≤ dj + ts/n}
n→∞ÐÐÐ→ λ(dj)(ts − ts−1) = P (Nj(ts) −Nj(ts−1) =m),
using the fact that λ is continuous at dj .
Lemma A.3. Consider the setting of Section 5.2. Assume in addition that E[L(Z)] < L(∞)
and that E[L(Z)] < E[L(Z + a)] for all a ≠ 0. Then there is a compact subset Θ0 ⊂ Θ of the form[−B,B]×[−B,B]×[1/B,B] for some B ≥ 1, such that, with probability tending to 1, any minimizer
θˆn of M̂n is in Θ0.
Proof. Let a = inf{x ∶ f(x) > 0} and b = sup{x ∶ f(x) > 0}, and assume that λ is supported on [−c, c].
Since we know that fθ∗ has support contained within the support of λ, we can restrict attention to
those θ such that fθ has support contained within the support of λ, which is equivalent to ξ and ν
satisfying ξ + aν ≥ −c and ξ + bν ≤ c. Note that this implies that −c∣b+ a∣/(b− a) ≤ ξ ≤ c∣b+ a∣/(b− a)
and ν ≤ 2c/(b − a).
We now show that there is ν0 > 0 such that, if ν ≤ ν0, then M̂n(β, ξ, ν) is, asymptotically,
bounded away (and above) from M̂n(θ∗), regardless of β and ξ. Henceforth, we assume without
loss of generality that θ∗ = (1,0,1).
On the one hand, by the law of large numbers, in probability as n→∞,
M̂n(θ∗)→M(θ∗) = E[L(Z)]. (148)
On the other hand,
inf
β,ξ,ν≤ν0 M̂n(β, ξ, ν) = infβ,ξ,ν≤ν0 1n∑i L(Zi + f(Xi) − βf((Xi − ξ)/ν)) (149)≥ inf
β,ξ,ν≤ν0 1n∑i L(Zi + f(Xi))I{Xi ∉ ξ ± νK} (150)= inf∣I ∣≤2ν0K 1n∑i L(Zi + f(Xi))I{Xi ∉ I}, (151)
where I above is a closed interval of length ∣I ∣. The inequality relies on the fact that βf((x−ξ)/ν) = 0
when x ∉ ξ ± νK and the fact that the loss function is non-negative. Now,
1
n
∑
i
L(Zi + f(Xi))I{Xi ∉ I} = 1
n
∑
i
gI(Xi, Zi), gI(x, z) ∶= L(z + f(x))I{x ∉ I}, (152)
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and the class of functions {gI ∶ ∣I ∣ ≤ 2ν0K} is clearly Glivenko–Cantelli. Hence,
inf∣I ∣≤2ν0K
1
n
∑
i
L(Zi + f(Xi))I{Xi ∉ I} n→∞ÐÐÐ→ inf∣I ∣≤2ν0KE[L(Z + f(X))I{X ∉ I}]. (153)
In turn, by dominated convergence, as ν0 → 0, the last expression converges to E[L(Z + f(X))],
which is strictly larger than E[L(Z)] by (the equivalent of) Asumption 5. In particular, if ν0 is so
small that the last infimum is > E[L(Z)], we guarantee that, with probability tending to 1, νˆn ≥ ν0.
So far, we showed that we can restrict (ξ, ν) in order for fθ to have support inside that of λ,
and that we may add a lower bound on ν (away from 0). It remains to show that, under these
conditions, we may also add a bound on ∣β∣. Fix ε > 0 and define Sε = {x ∶ ∣f(x)∣ > ε}. Then, with
the infimum over ξ and ν restricted as described above, for β0 > 0 and z0 > 0, we have
inf∣β∣≥β0,ξ,ν M̂n(β, ξ, ν)≥ inf∣β∣≥β0,ξ,ν 1n∑i inf∣ai∣≥εL(Zi + f(Xi) − βai)I{Xi ∈ ξ + νSε} + 1n∑i L(Zi + f(Xi))I{Xi ∉ ξ + νS0}≥ inf
ξ,ν
1
n
∑
i
L((β0ε −Zi − f(Xi))+)I{Xi ∈ ξ + νSε} + 1
n
∑
i
L(Zi + f(Xi))I{Xi ∉ ξ + νS0}
n→∞ÐÐÐ→ inf
ξ,ν
E[L((β0ε −Z − f(X))+)I{X ∈ ξ + νSε}] +E[L(Z + f(X))I{X ∉ ξ + νS0}]
β0→∞ÐÐÐ→ inf
ξ,ν
L(∞)P(X ∈ ξ + νSε) +E[L(Z + f(X))I{X ∉ ξ + νS0}]
ε→0ÐÐ→ inf
ξ,ν
L(∞)P(X ∈ ξ + νS0) +E[L(Z + f(X))I{X ∉ ξ + νS0}].
The first limit uses a uniform law of large numbers as we did above, only here it is based on the
fact that the collection of sets of the form ξ + νSε, as ξ and ν vary as they do here, has finite
VC dimension, and similarly for the collection of sets of the form ξ + νS0. We compare the last
expression with M(θ∗) to get
L(∞)P(X ∈ ξ + νS0) +E[L(Z + f(X))I{X ∉ ξ + νS0}] −M(θ∗) (154)= (L(∞) −E[L(Z)])P(X ∈ ξ + νS0) +E[ϕ(f(X))I{X ∉ ξ + νS0}] =∶ Q(ξ, ν), (155)
where ϕ(a) ∶= E[L(Z +a)]−E[L(Z)]. By assumption, L(∞)−E[L(Z)] > 0 and ϕ(a) > 0 when a ≠ 0,
so that Q(ξ, ν) = 0 if and only if P(X ∈ ξ + νS0) = 0 and P(X ∉ ξ + νS0,X ∈ S0) = 0, which together
imply that P(X ∈ S0) = 0, which would contradict the fact that f ≢ 0 on the support of λ. Hence,
Q(ξ, ν) > 0, and since Q is continuous by dominated convergence, and (ξ, ν) is in a compact set, we
have that infξ,ν Q(ξ, ν) > 0. All in all, we are able to conclude that there is β0 > 0 such that, with
probability tending to 1, ∣βˆn∣ ≤ β0. And this is the only thing that was left to prove to establish the
lemma.
