INTRODUCTION
Images are often corrupted by impulse noise due to noisy sensors or communication channels. There are two main models to represent impulse noise. One is the saltand-pepper noise in which the noisy pixels can take only the maximal and minimal pixel values in dynamic range [s min , s max ] of original image. Other impulse noise is the random-valued noise in which the noisy pixels can take any random values between the maximal and minimal pixel values of dynamic range. Removing above both noise is one of the most important problems in image processing. For this purpose, there are two popular types of methods for removing impulse noise: (1) The median filter and its variants [10] which can detect the noisy pixels but restore them poorly when the noise ratio is high. The gray levels of uncorrupted pixels are unchanged. The recovered image may loose its details and be distorted. ( 2) The variational approach is capable for retaining the details and the edges well but the gray level of every pixel is changed including uncorrupted ones, cf. [21] .
Review of Two-Phase Methods
Recently, a two-phase procedure has been proposed in [4] to remove impulse noise. The first phase of this approach is the detection of the noisy pixels by using the adaptive median filter (AMF) [19] for salt-and-pepper noise while for random-valued noise, it is prepared by using the adaptive center-weighted median filter (ACWMF) [10] , which is first ameliorated by employing the variable window technique to improve its detection ability in highly corrupted images. In this paper, we only use the salt-andpepper noise.
Let x denote the original image with M -by-N pixels and A := {(i, j) | i = 1, 2, 3, · · · , M and j = 1, 2, 3, · · · , N }, be the index set of x. In addition, the observed noisy image of x contaminated by the salt-and-pepper noise is considered by y, the set of the four closest neighbours of the pixel at position (i, j) ∈ A is showed by V i,j and the gray level of x at pixel location (i, j) is denoted by x i,j . Hence, the gray level of y at pixel location (i, j) can be considered as y i,j :=    s min with probability p, s max with probability q, x i,j with probability 1 − p − q.
Let us denote the image obtained by applying AMF to the noisy image y by y. Based on this fact that noisy pixels take the value either s min or s max , we define the noise candidate set as N := {(i, j) ∈ A | y i,j = y i,j and y i,j = s min or s max }, which denotes the set of indices of the noisy pixels detected in the first phase and take N c := {(i, j) ∈ A | (i, j) ∈ N } as complementary of N . The success of this two-phase approach relies on the accurate detection of N c by AMF to detect salt-and-pepper impulse noise in the first phase.
The goal of the second phase is the recovering of the noisy pixels obtained by the first phase. For each pixel location (i, j), which belongs to N , it is detected as uncorrupted and hence we naturally keep its original value, i. e., u 
where |N | is the cardinal of N and Ψ(u i,j ) := 2 (m,n)∈Vi,j \N ϕ α (u i,j − y m,n ) + (m,n)∈Vi,j ∩N ϕ α (u i,j − u m,n ), β is the regularization parameter, u := [u i,j ] (i,j)∈N is a column vector of length |N | ordered lexicographically and ϕ α is an edge-preserving function, which must be: (a) twice continuously differentiable, (b) ϕ α > 0 and (c) even. Example of such edgepreserving function is ϕ α (t) := √ t 2 + α where α > 0 is a parameter. For more examples of these functions, cf. [21] . From the above properties, we can conclude that ϕ α (t) is strictly increasing with |t| and coercive, i. e., ϕ α (t) → ∞ as t → ∞.
However, because of the |u i,j − y i,j | term, the functional of problem (1) is nonsmooth. It is generally believed that this nonsmooth term can remove from (1) because on the one hand it keeps the minimizer u near the original image y so that the pixels, uncorrupted in the original image, are not altered. However, in the two-phase method, the functional of problem (1) is cleaning only the noise pixels while the uncorrupted pixels are unchanged. Hence, the nonsmooth term is not required. On the other hand, removing the nonsmooth term will convert the functional of problem (1) to a smooth functional which can be efficiently obtained the optimizer, see [4] . In fact, the nonsmooth data-fitting term is omitted and only noisy pixels are restored in the minimization. Then, the following smooth functional is obtained 
Due to ϕ α is an even function, similar to [4] , we can get the gradient of F α (u) as (g(u)) (i,j)∈N := (∇Fα(u)) (i,j)∈N := 2 " X
Notation: The symbol · denotes the Euclidean vector norm. Let us denote n 1 := |N |,
, which is defined by
if c > b.
Background of conjugate gradient methods
Conjugate gradient (CG) methods are suitable to solve unconstrained optimization problem min
where F α : R n1 −→ R is the smooth function of (2), because these algorithms have low computational costs and have strong local and global convergence properties. The key feature of these algorithms is that they require no matrix storage. In 1952, Hestenes and Stiefel [18] (the CGHS method ) have presented a technique to solve the linear system that is symmetric and positive-definite. The first nonlinear CG method is proposed by Fletcher and Reeves [14] (the CGFR method ). The CGPR method is introduced by Polak and Ribière [25] which has a high numerical performance but does not have strong convergence. The global convergence of this method has been established in [25, 26] . By using an example, Powell showed that the global convergence of proposed method is uncertain when the function is not strongly convex, see [27] . To overcome this drawback, Powell [27] modified the parameter of the CGPR method while Gilbert and Nocedal [15] proved the convergence of the modified CGPR method. Using the Wolfe conditions, the CGDY method [12] generated descent directions while its global convergence under the Lipschitz assumption holds. Hager and Zhang [16] (the CGHZ method ) have taken advantages of the CGHS method to produce an efficient method, independent of the line search, guarantees the descent property. The mentioned methods produce an iterative sequence {u k } in the form u k+1 := u k +α k d k where α k is a step-size and d k is a direction defined by
where β k is a scalar and g k := ∇F α (u k ). These methods have been presented several famous formula for β k as
where
. The global convergence of the CG methods have been studied in [14, 16, 18, 24, 25, 26, 27] . These methods usually require that the step-size α k should be obtained by exact or inexact line search technique in order to establish the convergence results. The Strong Wolfe conditions are the main inexact line search conditions which find a step-size α k satisfying the following conditions Armijo condition:
Curvature condition:
where 0 < η 1 < η 2 < 1. To simplify notation, we set ψ(
Therefore, by rewriting (11) and (12) we have
CG algorithms and their complexity analysis
In order to present the generalized conjugate gradient algorithm and complexity analysis of it, we first introduce zoom and Line search algorithms, cf. [23] , and then we compute complexity analysis of them. Let us denote the number of multiplications by N mult , the number of division by N div , the number of summations by N sum and the number of subtractions by N sub . We suppose that each type of operation takes the same CPU time. Note that we overlook the root operation in computing ϕ α and ϕ α . Now, we compute the total number of arithmetic operations (TNAO) for Algorithm 1 by the following procedure.
Procedure 1: Calculation of TNAO for an iteration of Algorithm 1
Step 1 (Line 4): N sub (c 1 ) = 1 =⇒ TNAO(c 1 ) = 1.
Step 2 (Line 5): N sub (c 2 ) = 2, N mult (c 2 ) = 2 and N div (c 2 ) = 1 =⇒ TNAO(c 2 ) = 5.
Step 3 (Line 7): N mult (α j ) = 1 and N sum (α j ) = 1 =⇒ TNAO(α j ) = 2.
Step 4 (Line 9): N sub (α j ) = 1, N mult (α j ) = 1 and N div (α j ) = 1 =⇒ TNAO(α j ) = 3.
Step 5 (Lines 11 and 15): Let u
Step 6 (Line 11): To compute ψ(α j ), let
Hence TNAO(Ψ i,j ) = n 2 + n 3 + 2(n 2 + n 3 ) + n 2 + n 3 − 1 + 1 = 4(n 2 + n 3 ), and therefore
Step 7 (Line 12): N sum (Armijo) = 1 and N mult (Armijo) = 2 =⇒ TNAO(Armijo) = 3.
Step 8 (Line 15):
Step 9 (Line 16): N mult (curvature) = 1 =⇒ TNAO(curvature) = 1.
Step 10 (Line 20): N mult (c 3 ) = 1 and N sub (c 3 ) = 1 =⇒ TNAO(c 3 ) = 2.
Let us define j max := j 1 + j 2 , in which j 1 is the number of iterations of Algorithm 1 with c 2 ≤ 0 and j 2 is the number of iterations of Algorithm 1 with c 2 > 0. Now, by procedure 1, we compute TNAO of Algorithm 1, for all iterations, as TNAO(ZAL) := (j 1 − 1) 13 + 4(n 2 + n 3 )(n 1 + 1) + 6n 1 TNAO for j=1,··· ,jmax −1 and c2≤0 + 11 + 4(n 2 + n 3 )(n 1 + 1) + 6n 1 TNAO for j=jmax and c2≤0 + (j 2 − 1) 14 + 4(n 2 + n 3 )(n 1 + 1) + 6n 1 TNAO for j=1,··· ,jmax −1 and c2>0 + 12 + 4(n 2 + n 3 )(n 1 + 1) + 6n 1 TNAO for j=jmax and c2>0
Here, we describe the line search algorithm that guarantees finding a step-size to satisfy the strong Wolfe conditions (13) and (14) . Algorithm 2 starts with a trial estimate α 1 and keeps increasing it (Line 18) until it finds either an acceptable step-size (Line 12) or an interval (Line 6 and Line 15) that brackets the desired step-sizes by calling Algorithm 1, which successively decreases the size of the interval until an acceptable step-size is identified.
TNAO for Algorithm 2 is computed by the following procedure:
Procedure 2: Calculation of TNAO for an iteration of Algorithm 2
Step 1 (Line 4): TNAO(ψ(α i )) = 2n 1 + 4n 1 (n 2 + n 3 ).
Step 2 (Line 5): TNAO(Armijo) = 3.
Step 3 (Line 6): TNAO(α * ) := TNAO(ZAL) = O(n 1 max{n 2 , n 3 }).
Step 4 (Line 9): TNAO(ψ (α i )) = 4(n 2 + n 3 ) + 2n 1 − 1.
Step 5 (Line 10): N mult (curvature) = 1 =⇒ TNAO(curvature) = 1.
Step 6 (Line 15): TNAO(α * ) := TNAO(ZAL) = O(n 1 max{n 2 , n 3 }).
Step 7 (Line 18): TNAO(α i+1 ) = 1.
Note that, in Line 18 of Algorithm 2, we choose α i+1 = min(2α i , α max ). First, we compute the TNAO of Algorithm 2 in each iteration without stop condition as follows while not converged do Also, the TNAO of Algorithm 2 with first stop condition, second stop condition and third stop condition are computed, respectively, by
Now, we compute TNAO of Algorithm 2, for all iterations, as
Finally, the generalized conjugate gradient algorithm is presented as follows:
while not converged do
compute β k+1 by one of the formulas (6)- (10); 
By the following procedure, TNAO for Algorithm 3 computes.
Procedure 3: Calculation of TNAO for an iteration of Algorithm 3
Step 1 (Line 3):
Step 2 (Line 4): TNAO(g 0 ) = 4(n 2 + n 3 ) + 2n 1 − 1.
Step 3 (Line 5):
Step 4 (Line 7): TNAO(α k ) := TNAO(LSAL) = O(n 1 max{n 2 , n 3 }).
Step 5 (Line 8):
Step 6 (Line 9):
As a result of Procedure 3, we can determine TNAO for Algorithms of CGHS, CGFR, CGPR, CGDY and CGHZ, which are presented by
We see that TNAO of all algorithms is O(n 1 max{n 2 , n 3 }) operations. In addition, CGHZ has the greatest amount of TNAO to compute β k+1 among others while CGFR has the smallest amount for it among others and TNAO to compute β k+1 of CGHS, CGPR and CGDY are equivalent.
Contribution. In this paper, we present a HCGN method that is a combination of both the CGDY and CGHZ methods. The parameter of this combination takes advantages of Barzilai-Borwein (BB) method [1] . The descent property of proposed method is proved with using the strong Wolfe conditions and numerical results show that our method has a low computational cost.
Organization. The rest of this paper is organized as follows. In Section 2, we describe a HCGN algorithm for smooth functional (2) . In next section, descent property and global convergence of new algorithm will be investigated. In Section 4, preliminary numerical results are reported. Finally, some conclusions are given in Section 5.
NEW HYBRID CONJUGATE GRADIENT ALGORITHM
The traditional gradient method for solving unconstrained minimization problems is the steepest descent method whose exact step-size is computed by
The steepest descent direction do not attain the fast convergence of CG methods because it use the direction −g k and may not produce the very small step-size whenever iterates are near the optimizer. Hence, to overcome this drawback, several authors dealt with various step-sizes. One of these methods is the BB method with few storage locations and inexpensive computations whose step-sizes λ k are given by
and λ
k is the solution of the least-squares problem min
and λ 2 k is obtained by solving
At each iteration, in order to take advantages of both λ 1 k and λ 2 k , we introduce
Since both the CGDY and CGHZ methods have good numerical results for largescale unconstrained optimization problems (see [17] ), we use a strategy which takes advantages of both of them with the help of the parameters of the BB method. Hence, we introduce an efficient method for solving problem (4), which takes advantages of the following descent direction
and the parameter β β
Let us choose the safeguard parameters as λ min := 8η 2 /(7(1 + η 2 )) + 0.01 and λ max := 1 to guarantee the production of descent direction by (17) . Hence the formula (18) implies
In finally, the new hybrid conjugate gradient algorithm can be written as follows:
while not converged do 
Since the CGHZ method has good numerical results for solving very nonlinear unconstrained optimization problems and the CGDY method has strong convergence properties, cf. [17] , the parameter β New k , the convex combination of both the β HZ k and β DY k , takes advantages of the BB method. On one hand, Algorithm 4 prevents the production of very short steps whenever iterations are far away from the optimizer. On the other hand, for all iterations of near the optimizer, it prevents the generation of very large steps, which will lead to huge improvements in the object function.
By Procedures 1 -3, we present the following procedure for computing TNAO of Algorithm 4:
Procedure 4: Calculation of TNAO for an iteration of Algorithm 4
Step 1 (Line 3): TNAO(F α (u 0 )) = 2n 1 + 4n 1 (n 2 + n 3 ).
Step 5 (Line 8): By computing
Step 6 (Line 10): TNAO(β
Step 7 (Line 11): TNAO(β
Step 9 (Line 13):
Step 10 (Line 14):
Note that, in process of calculation TNAO of β DY k+1 , the amount TNAO of y k and y 
which shows that it needs to O(n 1 max{n 2 , n 3 }) operations. Table 1 contains the amount of TNAO for each algorithm using the parameters β k and d k for CGHS, CGFR, CGPR, CGDY and CGHZ and the parameters β k , d k , λ k , λ 1 k and λ 2 k for HCGN. As a result from this table, in each iteration, HCGN has 8n 1 +5 operations more than CGHZ, 12n 1 + 6 operations more than CGPR, CGHS and CGDY while it has 13n 1 + 6 operations more than CGFR. Nevertheless HCGN produces the efficient direction by (17) , in each iteration, which obtains the optimizer very fast than others because it produces very small steps or very large steps whenever iterations are near the optimizer or far away from it. Hence HCGN can truly decrease the total number of iterations and consequently it will lead to decrease the total number of function evaluations, gradient evaluations and CPU times while it will increase peak signal to noise ratio, see Tables 2 -6 in Section 4.
Tab. 1. A comparison among TNAO of some parameters HCGN with β k and d k generated by CGHS, CGFR, CGPR, CGDY and CGHZ in an iteration.
DESCENT PROPERTY AND GLOBAL CONVERGENCE
In this section, we will investigate descent property and global convergence results of Algorithm 4. For these goals, the following assumptions are required.
for any x, y ∈ Ω.
(H3) The function F α is uniformly convex, i. e., there exists constant γ > 0 such that
Lemma 3.1. Suppose that the direction d k−1 generated by Algorithm 4 is a descent direction. Then, d k is a descent direction, i. e.,
P r o o f . By (H3), there exists a constant γ > 0 such that
The proof follows in the following two cases:
By choosing
and this fact that t
we have
The formula (21) gives
Setting (22) in (21) leads
Dai and Ni [11] established that for any conjugate gradient method with the strong Wolfe line search (11) and (12) under Assumptions (H1) and (H2) there exists a constant ε ≥ 0 such that g k ≤ ε for all u k ∈ L(u 0 ). Hence we have the following result. 
which δ 2 := ε + ζ γ . By taking δ := max{δ 1 , δ 2 }, both cases give
This fact implies that Some properties of the edge-preserving regularization functional (4), which have been established in [4] , are as follows: Theorem 3.4. If ϕ α is second order Lipschitz continuous, continuously differentiable, convex, strictly convex, or coercive, then the functional F α is respectively second order Lipschitz continuous, continuously differentiable, convex, strictly convex, or coercive. Theorem 3.5. If ϕ α (t) is even, continuous and strictly increasing w.r.t.|t|, then the global minimum of F α exists, and any global minimizer u * is in the dynamic range, i. e., u * i,j ∈ [s min , s max ] for all (i, j) ∈ N .
PRELIMINARY NUMERICAL EXPERIMENTS
In this section, we present some numerical results to demonstrate the performance of HCGN for salt-and-pepper impulse noise removal. In our experiments, we first compare HCGN with several versions of CG methods which their details are as
• CGHZ: conjugate gradient method proposed by Hager and Zhang [16] • CGDY: conjugate gradient method proposed by Dai and Yuan [12] • CGHS: conjugate gradient method proposed by Hestenes and Stiefel [18] • CGPR: conjugate gradient method proposed by Polak and Ribière [25] • CGFR: conjugate gradient method proposed by Fletcher and Reeves [14] .
The simulations are preformed in Matlab 2015 on a laptop Asus with a 1.7 GHz Intel Core i3-4010U CPU and 4 GB of memory (2 GB is used) under ubuntu 10.04 Linux on Oracle VM VirtualBox. The test images are Lena, House, Cameraman and Elaine. Similar to [4, 29] , we use the PSNR (peak signal to noise ratio) in order to assess the restoration performance qualitatively which is defined as PSNR := 20 log 10 255
where u r i,j and u * i,j denote the pixel values of the restored image and the original image, respectively. The stopping criterions of all algorithms are
The parameters of Wolfe conditions are chosen η 1 = 0.0001 and η 2 = 0.5 in all algorithms. For HCGN, we choose the parameters λ min = 8η 2 /(7(1 + η 2 )) + 0.01 0.39 and λ max = 1. It should be emphasized that in this paper, we are mainly concerned with the speed of solving the minimization of the edge-preserving regularization function (4), in which the potential function is ϕ α (t) = √ t 2 + α. In the first run, we perform all algorithms for 5 different noise samples of each image in order to test the speed of the algorithm more fairly, for Then, the average of the total number of iterates (N i ), function evaluations (N f ), gradient evaluations (N g ), CPU times required (C t ) and PSNR have reported in the Tables 2 -6. In Tables 2 -6 , we see that HCGN is better than other methods in N i , N f , N g , C t and PSNR, respectively. Efficiency comparisons of all codes have been made using the performance profile introduced by Dolan and Moré in [13] based on N i , N f , N g , C t and PSNR in Figures 1 -7 . In these figures, P designates the percentage of problems which are solved within a factor τ of the best solver. Subfigures (a) -(e) of Figure 1 show that with increasing the amount of α, the average of the total number of iterates, function evaluations, gradient evaluations and CPU times will increase while PSNR of them decreases. Therefore, with increasing amount of α the efficiency of HCGN will decrease. Hence, based on the theory of the performance profile above and to give a clear view of the behaviour of all algorithms, we depict the contour plot of the obtained Figure 2 show that the results of HCGN for α = 0.1 are considerably better than results of this algorithm for other considered values, especially, Subfigure (e) of Figure 2 confirms the sensible excellence of HCGN in PSNR for this value. Although, Subfigures (f) -(i) of Figure 2 demonstrate that the results of CGHZ method for α = 0.5 are competitive with the other values of this parameter in N i , N f , N g and C t , while from Subfigure (j), it is clear that PSNR has the best performance for α = 0.1. Also, the performance profiles of CGDY method for different values of α are compared in the sense of N i , N f , N g , C t and PSNR in Subfigures (k) -(o) of Figure 2 , respectively. In this method, the optimal parameter α for PSNR is similar to the two earlier methods. In Figure 3 , we display the results of CGHS, CGPR and CGFR methods by using performance profiles for the measures N i , N f , N g , C t and PSNR. From Subfigures (e) and (o) of Figure 3 , it is quite evident that the best results for PSNR are achieved by α = 0.5 in CGHS and CGFR methods while the CGPR method has best performance for PSNR in α = 0.2. Subfigures (a) -(e) of Figure 4 show that HCGN has best results among others for α = 0.1. For N i , N f , N g , C t and PSNR, it wins 100%, 100%, 100%, 100% and 88% for most of the test pictures, respectively. • BB2: This is a version of Algorithm 3, using d k := − 1 λ 2 k ∇F α (u k ) instead of d k generated by (5) (Line 9) and expect Line 8.
Subfigures (a) -(e) of
• LBFGS: This is Algorithm 7.5 in Nocedal and Wright [23] (Chapter 7, Page 198), using d k := −H k ∇F α (u k ), in which H k is a quasi-Newton approximation of the inverse matrix B −1 k generated by the well-known LBFGS approach developed by Liu and Nocedal in [20] and Nocedal in [22] . Note that B k is an approximation of ∇ 2 F α (u k ), which it satisfies in the following condition, known as the secant Note that BB1, BB2 and LBFGS are suitable to solve the smooth problem (2) since they have low computational costs. In Subfigures of Figure 13 , it can be seen that the HCGN (α = 0.05) is the best solver, in terms of N i , N f , N g and C t on 100% of the problems and PSNR on 88% of the problems, while LBFGS, BB1 and BB2 have approximately the same manner.
CONCLUDING REMARKS
In this paper, we introduce an extended CG method to minimize the smooth regularization functional for impulse noise removal. The parameter β 
