In this paper, we improved the final accuracy of statistic alignment of phrase-based statistic machine translation (PBSMT) and introduced the improved alignment result into NMT. Moreover, we investigated syntax reordering and data augmentation for improving SMT alignments, which eventually leads to better NMT performance. The experiment results show that applying our approach to Mongolian-Chinese translation demonstrates promising improvements. With annotation alignment and compared to NMT baseline, we obtained up to 2.98 BLEU improvement on the low-resource language pair Mongolian-Chinese.
INTRODUCTION
Neural machine translation (NMT) proposed in [1, 2] becomes extremely powerful machine translation model. NMT is based on continuous representations of words, phrases and sentences which have been very successful in recent years. The main advantage of having such a distributed representation over words is that it can capture various dimensions of both syntactic and semantic information. In NMT, the attention mechanism introduced in [9, 10] is important both for decoding as well as for insertion of words in right positions over the target sentences and translations of long sentences. Since the source and target language vocabularies for a neural network have to be limited, the rare words problem deteriorates soft-alignment. Compared to the traditional alignment approaches, there is a significant weakness. To improve the accuracy of the soft-alignment, the additional Viterbi alignment information is helpful for the NMT system. This paper introduces the Viterbi alignments as additional annotation alignment into NMT training. However, the words order of Mongolian and Chinese are completely different. This paper presents the following contributions: 1) we investigate a new method with introducing the Viterbi alignments as additional annotation alignment into NMT training; 2) we discuss a reordering approach for alignment between Mongolian and Chinese, and this approach includes a set of syntactic reordering rules which represent systematic differences between Mongolian and Chinese word order. 3) We improve the accuracy of Viterbi alignment and introduced result into NMT.
The remainder of this paper is organized as follows. The related work is reviewed in Section 2. In section 3 we show the traditional alignment approaches and how to improve the soft-alignment. Section 4 describes the experimental results. Conclusion and suggestions about the future work are presented in Section 5.
NEURAL MACHINE TRANSLATION MODEL WITH ATTENTION
NMT approach typically consists of two components [3] [4] [5] . The encoder represents a variable-length source sentence as a fixed-length vector and decoder generates target sentence according to a fixed-length vector. The encoder of the NMT is a bidirectional RNN. Since the Long short term memory (LSTM) would not be compromised by the vanishing error problem [7] [8] , stochastic gradient descent [6] was considered to train NMT with LSTM. In this framework, an encoder compresses the vectors e = (e 1 , e 2 , … , e T e ) , which represent the inputs, into a sequence of annotations (h 1 , h 2 , ⋯ , h T e ). h i contains information about the whole input sentence, but with focus on the parts surrounding the i th word. The probability, a target sentence f given a source sentence e, can represent the joint conditional probability:
Where f = (f 1 , f 2 , … , f T f ), and:
Where g is a nonlinear function. s i is a hidden state of decoder at time step i, computed by = ( −1 , −1 , ).
The context vector c i is computed as a weighted sum of annotations h j :
The weight α ij of each annotation h j is computed by
e ij = a(s i−1 , h j ) .
NMT minimize the conditional log-likelihood of target sentence f 1 , f 2 ⋯ f M given the source sentence e 1 , e 2 ⋯ e N :
Eq (7) is negative conditional log-likelihood of NMT optimization cost, in the [11] it was named as decoder cost to distinguish from alignment cost. Where (f n , e n ) is n th training sentence pairs. N is the total number of sentence pairs.
IMPROVING SOFT-ALIGNMENT OF NMT
In attention base model, the weight a ij denotes a probability that the target word y i is aligned to a source word x j . From Eq(5) and Eq (6) we can see the alignment weight a ij is computed via the decoder hidden state s i−1 and j th encoder hidden state h j . In NMT, the number of target vocabulary must be limited, so that some words cannot be found in target vocabulary. If no translation is found, the target words will be replaced by unknown word. Hence, if the previous target words are unknown words, the soft-alignment is inaccurate.
Statistical alignment model, which was introduced in [12] , is based on a decomposition of the joint probability for f 1 J into a product over the probabilities for each word f j :
Where I is source sentence length, J is target sentence length, p(i|j, I) is alignment probability. The alignment:
Where i is a target position, j is a source position, training statistical alignment model uses maximum likelihood. Therefore, the alignment probability that the target word y i is aligned to a source word x j . The probability depends on the current word, positions and source sentence length.
Guided Alignment
To improve the soft-alignment of NMT Model with Attention, Chen [11] used the Viterbi alignment of IBM model 4 as addition source of knowledge during training the NMT. In this paper, we added the statistic alignment as input features to Mongolian-Chinese NMT. The difference is that we investigated syntax reordering and data augmentation for improving SMT alignments, which eventually leads to better NMT performance.
The goal of training NMT is to minimize the decoder cost and transform soft-alignment to be much closer to the statistic alignment. We represent the statistical alignment by a matrix A which is a N × M dimensional matrix. M denotes source sentence length and Ntarget sentence length. A ij is a probability that the i th target word is aligned to the j th source word. In the statistic alignment, a target word is aligned to arbitrary number of source words and a source word is aligned to arbitrary number of target words or the empty words. The attention weights can be viewed as assigning a probability of being attended by the decoder to each context. Thus, if a target word is aligned to a number of source words then they will share the average probability and make sure ∑ A ij = 1 j . We define alignment loss:
In the NMT, we combined decoder loss and alignment loss as the new loss: L(e, f, A, α) = W ld LD(e, f) + W la LA(A, α). (11) Where α is soft-alignment, W ld and W la are linear combination weights of the decoder loss and the alignment loss. In section 4, we conduct analysis to evaluate linear combination weights on Mongolian-Chinese translation.
Syntax Reordering
In the process of SMT, the main barrier is systematic differences in word order between source and target languages. Chinese is typical SVO (Subject -Verb -Object) language, while Mongolian is SOV (Subject -Object -Verb) language. Their word orders are completely different. Syntactic reordering is an effective method to handle word-order difference between source and target languages. In this paper, we described a syntactic reordering for alignment between Mongolian and Chinese. A series of syntactic reordering rules are applied to the parse tree of the target sentence. Reordering the target sentence can reduce the differences in word order between the Chinese and Mongolian and improve the quality of the statistical alignment. We propose new algorithm to reorder the parse tree of Chinese sentence according to syntactic reordering rules that represents systematic information between Chinese and Mongolian [13] . The training datasets of NMT are not reordered. The statistical alignment system is used as a preprocessor for Chinese sentences. Then we need to re-rank the statistical alignment according to word position in original Chinese sentence.
As shown in the Figure 
EXPERIMENTS AND RESULTS

Common Details
We evaluated our system on the task of Mongolian-Chinese translation. The parallel training data consists of about 65k sentence pairs and is a public Mongolian-Chinese parallel corpora from CWMT09. Due to the computationally intensive nature of the naive soft-max, we limit the bilingual sentence length to 50 tokens. The corpus datasets are illustrated in TABLEⅠ. Baseline is previous NMT [4] . Our hyper parameters as follows: We train multi-layer deep LSTMs, each of which has 500 cells, with 500 dimensional word embedding. The training minibatch size is 32. Minibatch SGD algorithm together with Adadelta was used to train the model. Our source vocabulary size is fixed to 67K. The target vocabulary size is 23K for the word-based model and in the character-based model the target vocabulary size is 4K. 
TABLEⅠ. THE DETAILS OF THE FINAL DATASET IN OUR EXPERIMENTS.
Corpus
Results of Syntax Reordering
Considering the reordering approaches, we utilize Institute of Computing Technology Chinese Lexical Analysis System (ICTLCAS) to generate Chinese word segmentation and Chinese sentence are parsed using a Stanford parser. TABLEⅡ provides a list of Stanford parser tags. Then, a series of syntactic reordering rules are applied to the parse tree of the Chinese sentence. The TABLE Ⅲ is reordering rules. For creating the statistical alignments of Mongolian -Chinese we use GIZA++ as baseline. In Chinese, verb phrase typically occurs in pre-verbal position. Hence we applied the reordering Rule1 to Chinese parse tree. Word alignments are evaluated using precision measure. The TABLE Ⅳ shows results over the baseline and reordered systems, using Rule1 achieved 1.4 precision score improvement over the baseline model. As shown in TABLE Ⅳ, the Rule 1 is more effective than the Rule 2 and Rule 3, because the grammar structure of Mongolian and Chinese are various from the position of the verb word. In our experiment, the Rule 1 was chosen to run the following experiments. The Results of Guided Alignment NMT
In this experiment, we introduced statistical alignment to guide attention mechanism and evaluated the effect of the guided alignment. As shown in TABLEⅤ, we observed two different translation tasks of character-based and word-based with the different right weight ratios. On word-based model, the right weight ratios is 1:1, while on character-based model the right weight ratios is 0.7:0.3. It can be clearly seen from the experimental results that the character-based statistical alignment model possesses better performance than word-based statistical alignment model. The statistical alignment model with character that are able to generate express alignment.
We applied the loss weight ratio (1:1) and (0.7:0.3) on NMT training which target language word-based and character-based. TABLE Ⅵ shows the guided alignment performance with word-level on NMT. When add external statistical alignment, attention mechanism is changed to supervise learning. The guiled alignment achieved 2.56 BLUE improvement on baseline. As shown in TABLE Ⅵ, guiled alignment preprocessed by reordering obtained 0.42 BLEU improvement over guided alignment. In word-based, statistical machine translation processing is using Mongolian sentence and reordering Chinese sentence which improve the precision of alignment. The authors of [4] have shown that the NMT systems suffer from a significant drop in translation quality when translating long sentences. In this paper, we added the statistic alignment as input features to Mongolian-Chinese NMT. In Figure 2 , we observed that the baseline and our model have a similar trend, and the performance degrades as the sentence length increases. But the translation quality descent speed of our model are less than baseline. In Figure 2 , the soft alignment gets worse when the sentence pairs for training are getting longer. Our model with the statistic alignment can relieve attention mechanism less dependent on the input sentence length and generate robust alignment.
CONCLUSIONS
In this paper, we explored several methods for improving NMT system. We introduced the statistical alignments as additional annotation alignment during NMT training. However traditional alignment approaches do not work well because word orders of Mongolian and Chinese are different. Firstly, we introduced rule-based reordering methods. Secondly, we showed the statistic alignment information in the NMT training. We evaluated these approaches on the translation task of Mongolian -Chinese. Experimental results showed that with annotation alignment on the translation task of Mongolian-Chinese, we obtain up to 2.98 BLEU improvement. On the translation task of Mongolian -Chinese, the NMT achieved the state-of-the-art performance. However, both SMT and NMT have individual limitations. In the future works, we will explore NMT and SMT in the translation task of Mongolian-Chinese and use the information of SMT to guide the NMT training.
