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Abstract 
Time operator is studied on the basis of field quantization, where the difficulty 
stemming from Pauli's theorem is circumvented by borrowing ideas from the covariant 
quantization of the bosonic string, i.e., one can remove the negative energy states by 
imposing Virasoro constraints. Applying the index theorem, one can show that in a different 
subspace of a Fock space, there is a different self-adjoint time operator. However, the 
self-adjoint time operator in the maximal subspace of the Fock space can also represent the 
self-adjoint time operator in the other subspaces, such that it can be taken as the single, 
universal time operator. Furthermore, a new insight on Pauli’s theorem is presented. 
PACS: 03.65.Xp; 11.25.Hf; 12.20.-m  
1. Introduction 
Though a quantum field can be treated as a system of an infinite number of quantum 
particles where creation and annihilation of particles are possible, there is an uncertainty 
relation between the center-of-mass position and the total momentum of the system (in fact, 
a so-called “particle” may actually correspond to a system, such that its position and 
momentum are the center-of-mass variables of the system). In addition, each of field quanta 
as a single particle, its observables (including position and momentum) are represented by 
operators acting on a Hilbert space of quantum states, and its position-momentum 
uncertainty relation is always valid. Therefore, the fact that the spacetime coordinates of 
field operators play the role of parameters, does not conflict with the existence of time and 
position operators. For example, in many cases, time is not a mere parameter, but an 
  2 
intrinsic property characterizing the duration of certain physical processes (such as the 
lifetime of unstable particles) [1, 2].  
However, according to Pauli's argument [3], in terms of a Hamiltonian Hˆ  and the 
canonical commutation relation ˆ ˆ[ , ] iT H = −  one define a time operator Tˆ . It follows from 
1ˆ ˆ ˆ[ , ] in nH T nT −=  ( 1, 2,3...n = ) that ˆ ˆ ˆ[ ,exp(i )] exp(i )H T Tα α α= − , where α  is a real 
constant. Let Hˆ Eψ ψ= , one can obtain ˆ ˆ ˆexp(i ) ( )exp(i )H T E Tα ψ α α ψ= − , that is, 
ˆexp(i )Tα ψ  is also the eigenstate of the Hamiltonian Hˆ  with the eigenvalue 
( ) ( , )E α− ∈ −∞ +∞ . Then, the existence of the self-adjoint time operator Tˆ  satisfying the 
canonical commutation relation ˆ ˆ[ , ] iT H = − , contradicts the fact that the spectrum of the 
Hamiltonian Hˆ  must be semi-bounded. Such conclusion can be called Pauli's theorem. As 
a consequence, people have presented many investigations on how to introduce time 
operator, how to define tunneling time, arrival time, traversal time, as well as how to 
describe the time–energy uncertainty relation, etc. [1, 2, 4-31]. 
Pauli's theorem is rigorous mathematically, it means that the existence of a self-adjoint 
time operator canonically conjugating to a Hamiltonian results in the appearance of negative 
energy states, such that the Hilbert space is bigger than the actual physical spectrum, i.e., it 
contains both physical and unphysical states. Nevertheless, in the covariant quantization of 
the Bosonic string [32, 33], the difficulty rooting in Pauli’s theorem is overcome in such a 
way: one can sort out the physical states from the extended Hilbert space by imposing 
Virasoro constraints (by means of the highest weight representation of a Virasoro algebra). 
Moreover, the difficulty rooting in Pauli’s theorem can also be overcome by means of 
non-self-adjoint time operators. For example, the non-self-adjoint (but hermitian, or better 
maximal hermitian) operator proposed in Ref. [1, 2, 4-9], as an operator for the observable 
time in quantum mechanics, is fully acceptable, mathematically and physically, without 
  3 
having to modify or split the ordinary Hilbert space. 
   In this paper, by borrowing ideas from the covariant quantization of the bosonic string, 
we will study time operator on the basis of field quantization, and will present a new insight 
on Pauli’s theorem. We will work in natural units whereby c = ħ = G = 1. 
2. Time operator based on field quantization 
For convenience, let us consider a single-mode scalar field (or a polarization component 
of other bosonic fields) with the frequency of ω , its number operator †ˆ ˆ ˆN a a=  satisfies 
Nˆ n n n=  ( 0,1, 2...n = ), and then its Hamiltonian ˆ ˆ( 1 2)H N ω= +  satisfies 
ˆ
nH n E n=  with ( 1 2)nE n ω= + . Just as that for a different system there may 
correspond to a different Hamiltonian, to characterize the duration of different physical 
processes there may have different time operators with different physical meanings. In the 
present case, let us defined a time operator mˆT  ( 1, 2...m = ) by 
1 2ˆ ˆ ˆ ˆexp(i ) [ ( 1) ( 1)] mmm T N N m aω = Γ + Γ + + ,            (1-1) 
† 1 2ˆ ˆ ˆˆexp( i ) [ ( 1) ( 1)]mmm T a N N mω− = Γ + Γ + + ,          (1-2) 
where Γ( )x  is the Gama function satisfying Γ( 1) Γ( )x x x+ =  (in particular, ( 1) !n nΓ + =  
for 0,1, 2...n = ), and the related operator function is defined according to  
1 2 1 2ˆ ˆ[ ( 1) ( 1)] [ ( 1) ( 1)]nN N m n nn mΓ + Γ + + Γ + Γ + += .     (2) 
The operators on the right-hand side of Eq. (1) (i.e., 1 2ˆ ˆ ˆ[ ( 1) ( 1)] mN N m aΓ + Γ + +  and its 
hermitian conjugate) are always meaningful, but their logarithms (offering the time operator 
mˆT ) are valid only in the subspace denoted as { ,  }mF n n m= ≥  ( 1, 2...m = ). In fact, using 
Eqs. (1) and (2), and consider that ( , 0,1, 2...p q = ) 
† [ ! ( )!] ,  ˆ ˆ 0
0,  
p q q q p q p q pa a
q p
 − − ≥= 
<
,           (3) 
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one can prove that 
,  ˆ ˆexp(i )
0,  
n m
m
E n m m n
H m T n
m n
ω −
 − ≤= 
>
.        (4) 
It follows from Eq. (4) that 
,  ˆexp(i )
0,  m
n m n m
m T n
n m
ω
 − ≥= 
<
.                (5) 
Eq. (5) implies that the definition (1) is valid only in the subspace { ,  }mF n n m= ≥ . Using 
†ˆ ˆ[ ,  ] 1a a = , ˆ ˆ( 1 2)H N ω= +  and Eq. (1), one has 
ˆ ˆ ˆ[ ,exp(i )] exp(i )m mH m T m m Tω ω ω= − ,              (6) 
it follows that 
ˆ ˆ[ , ] imT H = − .                         (7) 
Likewise, the canonical commutation relation (7) is valid only in the subspace 
{ ,  }mF n n m= ≥ . Let us define operators ˆ mM ’s ( 1, 2...m = ) as follows:  
ˆ ˆ ˆ ˆ ˆ[ exp(i ) exp(i ) ] 2m m mM H m T m T Hω ω= + .           (8) 
It is easy to prove that the operators ˆ mM ’s generate the Virasoro algebra of central charge 
0c = :  
ˆ ˆ ˆ[ , ] ( )m n m nM M m n Mω += − .                  (9) 
This centreless Virasoro algebra is called the Witt algebra. By means of the highest weight 
representation of the centreless Virasoro algebra, one can remove the dilemma set by Pauli's 
theorem (a more rigorous discussion will be presented in the next section). That is, in view 
of the fact that the Hamiltonian spectrum is on mass-shell and is bounded below, the 
physical states should be restricted to the set of { ˆ 0mM } with the Virasoro constraints: 
0 0
ˆ 0 0M E= , ˆ 0 0 ( 0)nM n= > ,           (10) 
  5 
where the vacuum state 0  plays the role of the highest weight state, 0 2E ω=  is the 
ground state energy of the system. Moreover, one can prove that 
ˆ ˆexp(i ) exp( i ) ,  1, 2...; , 0,1, 2...
ˆ ˆexp( i ) exp(i ) ,  ,  and , , 1, 2...
m m kl
m m kl
l m T m T k m k l
l m T m T k m k l k l m
ω ω δ
ω ω δ
 − = = =

− = ≤ =
,    (11) 
and then for , { ,  }mk l F n n m∈ = ≥ , one has 
ˆ ˆ ˆ ˆexp(i ) exp( i ) exp( i ) exp(i )m m m m kll m T m T k l m T m T kω ω ω ω δ− = − = .    (12) 
That is, in the subspace of { ,  }mF n n m= ≥ , the operator ˆexp( i )mm Tω−  is the inverse of 
ˆexp(i )mm Tω  and vice versa, which implies that they are unitary operators, and it follows 
from Eq. (1) that †ˆ ˆm mT T= , i.e., the time operator mˆT  given by Eq. (1) is self-adjoint in the 
subspace of { ,  }mF n n m= ≥ . For m n> , ˆexp(i ) 0mm T nω =  is no longer a state vector 
of the Hilbert space, which is equivalent to the Virasoro constraints given by Eq. (10) and 
ensures the absence of states with negative energy.  
In fact, one can also discuss the self-adjointness of mˆT  on the basis of a notion of index 
or an index theorem. The index of an operator Ωˆ  is defined as [34] 
†ˆ ˆ ˆindex dim ker dim kerΩ Ω Ω= − .                 (13) 
where ˆ ˆker { :  0}Ω ψ Ω ψ= =  is the kernel space of Ωˆ  and ˆdim kerΩ  is its 
dimension. One can prove that [35, 36], the operator Ωˆ  can be decomposed as the product 
of an unitary operator Uˆ  and a self-adjoint operator Wˆ , i.e., ˆ ˆ ˆWUΩ =  (or ˆ ˆ ˆUWΩ = ) 
with † 1ˆ ˆU U −=  and †ˆ ˆW W= , if and only if ˆindex 0Ω = . Eq. (1-1) implies that the polar 
decomposition 
1 2ˆ ˆ ˆˆ [ ( 1) ( 1)] exp(i )m ma N N m m Tω
−= Γ + Γ + + .             (14) 
Let ˆ ˆmaΩ = , ˆexp(i )ˆ mmU Tω= , 
1 2ˆ ˆ[ ( 1) ( 1)]ˆ N N mW Γ Γ −+ + += . Obviously, Wˆ  is a 
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self-adjoint operator in the full Fock space of { , 0,1, 2...}n n = . In the subspace of 
{ ,  }mF n n m= ≥ , one has index indexˆ ˆ 0
maΩ = = , and then ˆexp(i )ˆ mmU Tω=  is an 
unitary operator, which implies that the time operator mˆT  is a self-adjoint operator in the 
subspace of { ,  }mF n n m= ≥ , and in agreement with Eq. (12).  
   It follows from { ,  }mF n n m= ≥  that 1 2 3 ...F F F⊇ ⊇ ⊇ . On the other hand, mˆT  
represents the time operator of the field containing n m≥  field quanta, and then 1ˆT  takes 
all other operators mˆT ’s as its particular cases, which is denoted as 1 2 3ˆ ˆ ˆ ...T T T⊇ ⊇ ⊇ . As a 
result, one can take the time operator 1ˆ ˆT T=  as the single, universal time operator, it is 
self-adjoint in the maximal subspace of 1 { ,  1}F n n= ≥ . For the moment, Eqs. (1) and (5) 
become as, respectively,  
1 2ˆ ˆ ˆ ˆexp(i ) [ ( 1) ( 2)]T N N aω = Γ + Γ + , † 1 2ˆ ˆ ˆˆexp( i ) [ ( 1) ( 2)]T a N Nω− = Γ + Γ + .  (15) 
1 ,  1ˆexp(i )
0,  0
n n
T n
n
ω
 − ≥= 
=
.                (16) 
   In a word, when a scalar field (or a polarization component of other bosonic fields) 
consists of 1n ≥  field quanta, its time operator Tˆ  can be defined by Eq. (15), and Tˆ  is 
self-adjoint in the subspace of 1 { ,  1}F n n= ≥ . To circumvent the difficulty stemming 
from Pauli's theorem, one can remove all the negative-energy states by means of the 
quantum constraints given by Eq. (16) or Eq. (10). Moreover, the self-adjointness of Tˆ  in 
the subspace of 1 { ,  1}F n n= ≥  can also be shown by the index theorem.  
3. Some further considerations  
For a system formed by a single-mode bosonic field with n  ( 0,1, 2,...n m≥ = ) field 
quanta of frequency ω , we define a general time operator by ( 0 1λ< < ):  
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1 2ˆ ˆ ˆ ˆ ˆexp[i( ) ] [ ( 1) ( 1)] mmm T N N m a a
λ
λλ ω λ++ ≡ Γ + Γ + + + ,        (17-1) 
† † 1 2ˆ ˆ ˆˆ ˆexp[ i( ) ] [ ( 1) ( 1)]mmm T a a N N m
λ
λλ ω λ+− + ≡ Γ + Γ + + + .      (17-2) 
For 0,1, 2,...m =  and 0 1λ≤ < , ( )mα λ= ± +  can represent arbitrary real number. On 
the other hand, for 0 1λ< < , the domains of ˆexp[ i( ) ]mm T λλ ω +± +  do not belong to the 
Hilbert space formed by { ,  0,1, 2...}n n = . However, when the system is put into a 
constant and uniform potential field with the potential of V λω=  , it is equivalent to 
choose a new zero-energy reference point for the system via the transformation of 
ˆexp( i )mVn T nλ+±→ , and then the time operator mˆT λ+  also plays the role of an 
energy-shift generator. Therefore, one can regard mˆT λ+  defined by Eq. (17) as the time 
operator of the system under the potential field of V λω= − .  
To study the operators aˆλ  and †aˆ λ  for 0 1λ< < , let us apply the Bargmann 
representation [37] in which one has  
†aˆ z↔ , ˆ d da z↔ , ( ) ( 1)nnn f z z n↔ = Γ + ,         (18) 
then one has †aˆ zλ λ↔ . By means of fractional derivatives [38, 39], one has: 
0
d ( ) ( )1 dˆ ( ) d
d (1 ) d ( )
zn n
n
f z f ta n D f z t
z z z t
λ
λ λ
λ λλ
↔ = ≡
Γ − −∫ , 0 1λ< < .    (19) 
Define virtual states n λ±  whose Bargmann representations are  
( ) Γ( 1)nnn f z z n
λ
λλ λ
±
±± ↔ = ± + , 0 1λ< < .             (20) 
The virtual states n λ±  can describe the states of n-particles in a constant and uniform 
potential field with the potential of V λω= ± . Note that † †ˆ ˆ ˆ ˆ ˆ( )N a a a aλ λ λ λ= ≠ , and 
ˆ ˆ ˆ ˆm ma a n a a nλ λ=  is valid only for n m≥ . Using  
( 1)
( 1)
n nnD z z
n
λ λ
λ
−Γ +=
Γ − +
, 0 1λ< < ,            (21) 
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one can prove that, for 0 1λ< < ,  
( 1)ˆ
( 1)
n
a n n
n
λ λ
λ
Γ +
= −
Γ − +
, †
( 1)ˆ
( 1)
n
a n n
n
λ λ λ
Γ + +
= +
Γ +
,    (22) 
ˆ ( )N n n nλ λ λ± = ± ± ,              (23) 
ˆ ˆ ˆ[ ,exp[i( ) ]] ( ) exp[i( ) ]m mH m T m m Tλ λλ ω λ ω λ ω+ ++ = − + + ,       (24) 
,ˆexp[i( ) ]
0,m
n m m n
m T n
m nλ
λ
λ ω +
 − − ≤+ = 
>
,           (25) 
For the moment, the Virasoro constraints become ( mα λ= + , 0 2E ω= ):  
0 0
ˆ 0 0M E= , ˆ 0 0Mα =  for α λ>  (or 0m > ).        (26) 
Eq. (25) or (26) preserves the semi-bounded character of the Hamiltonian spectrum. One 
can show that mnm n m nλ δλ λ λ+ + − =−= . For mα λ= +  and ,  0,1,...k l m≥ = , 
one has  
ˆ ˆ ˆ ˆexp( i ) exp(i ) exp(i ) exp( i ) klk T T l k T T lα α α ααω αω αω αω δ− = − = .  (27) 
Eq. (27) shows that, as the time operator of a single-mode bosonic field with n  ( n m≥ ) 
field quanta in a potential field with the potential of V λω= − , ˆˆ mT Tα λ+=  is self-adjoint in 
the subspace of { ,  }mF n n m= ≥  ( 0,1, 2...m = ), which can also be shown by the index 
theorem. Because of 0 1 2 ...F F F⊇ ⊇ ⊇ , one can take the time operator ˆ ˆT Tλ=  ( 0 1λ< < ) 
as the single, universal time operator. For the moment, Eq. (17) becomes as 
1 2ˆ ˆ ˆ ˆexp[i ] [ ( 1) ( 1)]T N N aλλλω λ≡ Γ + Γ + + ,           (28-1) 
† 1 2ˆ ˆ ˆˆexp[ i ] [ ( 1) ( 1)]T a N Nλλλω λ− ≡ Γ + Γ + + .         (28-2) 
It follows from Eq. (22) that ˆ 0 (1 )aλ λ λ= − Γ − , and then ˆ 0 0aλ ≠  for 0 1λ< < , 
while 
1
ˆlim 0 0aλ
λ→
= , and 
0
ˆlim 0 0aλ
λ→
= . As 0 1λ< < , the virtual state λ−  represents 
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the vacuum state 0  in a potential field with the potential of V λω= − .  
As mentioned before, one can regard the virtual states n λ±  ( 0 1λ< < ) as the states 
of n-particles in a potential field with the potential of V λω= ± , for which one may also 
present another equivalent picture: under the influence of the potential V λω= ± , the field 
excites or annihilates a new mode with the frequency of λω , such that n λ+  represents 
the state of 1 21n  formed by 1n  particles of frequency 1ω ω=  and one particle of 
frequency 2ω λω= , while n λ−  represents that a particle of frequency 2ω λω=  is 
annihilated from the original field consisting of 1n  particles with the frequency of 1ω ω= . 
In particular, if ( , )tλ λ= x , there will be an acceleration field related to the 
four-dimensional (4D) gradient of V λω= ± , and one may present n λ±  with a 
dynamical interpretation in terms of the Unruh effect (it is often stated that a uniformly 
accelerated observer in vacuum will 'see' thermal radiation) [40, 41], which may be 
developed in our next work. 
4. A new insight on Pauli’s theorem 
Now, let us present a new insight on Pauli’s theorem. If ψ  stands for the eigenvector 
of a Hamiltonian operator Hˆ  with the eigenvalue of E , then it is also the eigenvector of 
Hˆ V+  with the eigenvalue of E V+ , where V  is a potential energy. That is, one has: 
ˆ ˆ( ) ( )H E H V E Vψ ψ ψ ψ= ⇒ + = + .            (29) 
We call Eq. (29) the energy-shift theorem, it shows that the system has a degree of freedom 
related to its zero-energy reference point. Usually, physical observables just involve energy 
differences and do not depend on the choice of zero-energy reference points [24].  
On the other hand, assuming all the eigenvectors ψ  form a basis of a Hilbert space, 
for the moment Hˆ  and Hˆ V+  are two second-order tensors in the Hilbert space. In terms 
  10 
of a self-adjoint time operator Tˆ  satisfying ˆ ˆ[ , ] iT H = − , one can obtain Pauli's theorem 
ˆ ˆ ˆexp( i )ˆ ( exp( i ))H E EH V VVT Tψ ψ ψψ= ⇒ +− = − .      (30) 
To describe the energy-shift transformation of ˆ ˆH H V→ + , there are two equivalent points 
of view: active transformation and passive transformation. Under the active transformation, 
one has ψ ψ→ , ˆ ˆ ˆˆ ˆexp(i ) exp( i ) ˆH H H H VVT VT− =′→ = + , and then  
ˆ ˆ ˆ( ) ( )H H H V E Vψ ψ ψ ψ′→ = + = + .              (31) 
Under the passive transformation, one has ˆexp( i )VTψ ψ ψ−′→ = , ˆ ˆH H→ , and then 
ˆ ˆ ˆ ( )ˆ ˆexp( i ) exp( i )VTH H H E V VTψ ψ ψ ψ′→ −= +− = .        (32) 
The equivalence between the active and passive transformations can also be shown in terms 
of observable quantities, such as ˆ ˆH Hψ ψ ψ ψ′ ′ ′= . In a word, Eqs. (29) and (30) 
present two equivalent pictures for the energy-shift theorem via the active and passive 
transformations, respectively. From the active perspective, the energy-shift theorem is stated 
as follows: if ψ  stands for the eigenvector of Hˆ  with the eigenvalue of E , then it is 
also the eigenvector of Hˆ V+  with the eigenvalue of E V+ ; from the passive perspective, 
the energy-shift theorem is expressed as follows: if ψ  stands for the eigenvector of Hˆ  
with the eigenvalue of E , then ˆexp( i )VT ψ−  also stands for the eigenvector of Hˆ  with 
the eigenvalue of E V+ .  
Therefore, the existence of the self-adjoint time operator Tˆ  implies that one can 
present an equivalent description for Eq. (29) via Eq. (30), where Eq. (29) means that the 
system has a degree of freedom related to its zero-energy reference point. 
5. Discussions and conclusions 
According to Pauli's theorem, the existence of a time operator canonically conjugating 
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to a Hamiltonian results in the appearance of negative energy states, such that the Hilbert 
space is bigger than the actual physical spectrum and contains both physical and unphysical 
states. To circumvent this difficulty, one can sort out the physical states from the extended 
Hilbert space by imposing Virasoro constraints (this is similar to the Gupta–Bleuler 
prescription in electrodynamics), in such a way one can define a self-adjoint time operator 
in a subspace of the Hilbert space, where the self-adjointness of the time operator in the 
subspace can also be shown by the index theorem. The self-adjoint time operator in the 
maximal subspace of a Fock space can also represent the ones in the other subspaces of the 
Fock space, such that it can be taken as the single, universal time operator in the Fock space. 
As a result, one cannot define a self-adjoint time operator for the vacuum of a quantum field, 
unless the quantum field is placed into a potential field. 
Moreover, we have presented a new insight on Pauli’s theorem, by which we reinterpret 
the fact that the existence of the self-adjoint time operator results in that the Hilbert space 
becomes bigger than the actual physical spectrum. That is, Pauli’s theorem expressed by Eq. 
(30) is an equivalent description for the energy-shift theorem expressed by Eq. (29), and 
then it just implies that the physical observables of the Hamiltonian system do not depend 
on the choice of zero-energy reference points (Einstein equation for gravity depends on the 
choice of zero-energy reference points, but gravitational potential energies can be 
unbounded, such that in the present of gravitational fields, one can introduce a self-adjoint 
time operator without causing any trouble). Based on such an insight, the existence of a 
self-adjoint time operator is not a catastrophe, which is also in agreement with the results 
presented in Sections 2 and 3.   
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