Modélisation d’écoulements multiphasiques environnementaux et géophysiques by Bonometti, Thomas
  
 
Open Archive TOULOUSE Archive Ouverte (OATAO)  
OATAO is an open access repository that collects the work of Toulouse researchers and 
makes it freely available over the web where possible.  
This is an author-deposited version published in: http://oatao.univ-toulouse.fr/ 
Eprints ID : 18569 
To cite this version :  
Bonometti, Thomas Modélisation d’écoulements multiphasiques 
environnementaux et géophysiques. (2017) [HDR]  










Manuscrit présenté pour obtenir le Diplôme 
d’Habilitation à Diriger les Recherches 
 
 
Institut National Polytechnique de Toulouse 





Modélisation d’écoulements multiphasiques 

















Dominique LEGENDRE  (IMFT, Toulouse) Examinateur 
Jacques MAGNAUDET  (IMFT, Toulouse) Correspondant 
Jim McELWAINE  (Durham University, UK) Examinateur 
Stéphane POPINET  (∂’Alembert, Paris) Rapporteur 
Dominique SALIN  (FAST, Orsay) Rapporteur 
Philippe VILLEDIEU  (ONERA, Toulouse) Rapporteur 
    
   
   








































AVANT-PROPOS ............................................................................................................................................................... 1 
 
I. MILIEUX GRANULAIRES  DENSES IMMERGES ........................................................................................... 5 
1) REBOND D’UN GRAIN DANS UN FLUIDE VISQUEUX ................................................................................................... 7 
2) AVALANCHES DE GRAINS IMMERGES ..................................................................................................................... 11 
3) TRANSPORT GRANULAIRE PAR UN FLUIDE CISAILLE .............................................................................................. 16 
II. COURANTS DE GRAVITE ET DE TURBIDITE .......................................................................................... 23 
1) DYNAMIQUE DE COURANTS DE GRAVITE DE RAPPORT DE DENSITE ARBITRAIRE .................................................... 25 
2) COURANTS DE GRAVITE/TURBIDITE DE FORMES COMPLEXES ................................................................................. 32 
3) EFFET DE LA ROTATION DU SYSTEME ..................................................................................................................... 37 
III. AUTRES TRAVAUX EN COURS .................................................................................................................... 41 
1) INSTABILITES GRAVITAIRES DANS DES MILIEUX DIPHASIQUES VISQUEUX .............................................................. 43 
2) DYNAMIQUE D’OBJETS DANS UN FLUIDE STRATIFIE EN DENSITE ............................................................................ 48 
IV. PERSPECTIVES ................................................................................................................................................ 53 
1) DU TRANSPORT GRANULAIRE DANS LES MILIEUX FLUVIAUX ET LITTORAUX…...................................................... 57 
2) … AUX ECOULEMENTS GEOPHYSIQUES APPLIQUES AU VOLCANISME ..................................................................... 59 
BIBLIOGRAPHIE ............................................................................................................................................................. 63 
 
V. ANNEXES ........................................................................................................................................................... 67 
1) CURRICULUM VITAE .............................................................................................................................................. 69 
a) Renseignements personnels .............................................................................................................................. 69 
b) Formation et diplômes ...................................................................................................................................... 70 
c) Recherche ......................................................................................................................................................... 70 
d) Enseignement .................................................................................................................................................... 77 
2) SELECTION DE PUBLICATIONS ................................................................................................................................ 80 
 
  


















« Prédire n’est pas expliquer » 












L’objet de ce mémoire est de faire un bilan des activités de recherches que j’ai menées au cours de 
ces dernières années depuis mon recrutement en 2008 en tant que Maître de Conférences à l’Institut 
National Polytechnique de Toulouse, en section n°60. Au cours de ces huit années, j’ai eu le plaisir 
de pouvoir donner des enseignements dans le département d’Hydraulique et Mécanique des Fluides 
de l’école d’ingénieurs ENSEEIHT et de mener mes activités de recherche à l’IMFT - Institut de 
Mécanique des Fluides de Toulouse. Plus précisément, j’ai intégré le groupe OTE - Ondes, 
Turbulence et Environnement, et depuis janvier 2016 je fais partie du groupe HEGIE - Hydrologie, 
Ecoulements Géophysiques et Ingénierie de l’Environnement. Les activités de recherches que j’ai 
menées dans ce cadre peuvent être résumées en la « modélisation d’écoulements multiphasiques 
environnementaux et géophysiques ».  
 
Cette dénomination constitue le titre de ce mémoire et nécessite donc quelques précisions d’autant 
plus que les notions associées aux écoulements multiphasiques, à l’environnement et à la 
géophysique sont très vastes et parfois sujettes à confusion en fonction de la communauté 
scientifique auxquels ils s’adressent. Les écoulements multiphasiques désignent ici des écoulements 
d’un ou plusieurs fluides, liquides ou gaz, miscibles ou non, de masse volumique et viscosité 
généralement homogènes mais différentes d’un fluide à l’autre, avec la présence éventuelle d’une 
phase solide dispersée sous forme de grains ou particules. Quelques exemples de systèmes 




Figure  1:  Quelques problèmes multiphasiques dans des systèmes naturels, impliquant 
généralement une phase solide dispersée et un ou plusieurs fluides. De gauche à droite : 
transport de grains en rivière (Hergault 2011) ; rides de sable ; rupture de barrage ; 




Les termes d’écoulements environnementaux et géophysiques font référence au fait que les 
écoulements considérés ici sont présents dans des systèmes naturels rencontrés sur Terre (cours 
d’eau, littoraux, avalanches, volcans, etc) dont les processus interviennent sur une large gamme 
d’échelles, allant typiquement du millimètre à la centaine de kilomètres (figure 1). Même si ces 
systèmes sont généralement considérés comme grands pour un mécanicien des fluides, ils sont 
petits pour les géophysiciens qui s’intéressent à la structure interne ou externe de la Terre à l’échelle 
de plusieurs centaines voire milliers de kilomètres. 
 
La démarche adoptée ici consiste à étudier des systèmes intrinsèquement complexes dans des 
situations volontairement simplifiées afin d’identifier et de caractériser les processus physiques 
locaux mis en jeu, ou tout du moins les processus jouant un rôle prépondérant dans la dynamique de 
ces systèmes. Lorsque ceci est fait, une démarche de développement de modèles semi-empiriques 
est menée (ou tentée…) dans le but de décrire la dynamique de ces systèmes soit sur des échelles de 
temps ou d’espace plus grandes, soit pour s’affranchir de passer par des approches expérimentales 
ou numériques coûteuses. L’approche méthodologique la plus souvent utilisée ici est le 
développement et/ou l’exploitation d’outils numériques permettant la description fine 
d’écoulements multiphasiques1, le développement de modèles simplifiés contenant les 
« ingrédients » principaux à la description des écoulements étudiés et, de façon occasionnelle, des 
expériences de laboratoire. Concernant ces derniers points, il me paraît important de souligner que 
j’ai pu mener une grande partie de ces activités de recherche grâce à l’utilisation de moyens 
numériques et expérimentaux communautaires et rendus disponibles à l’échelle du laboratoire 
IMFT, ce dernier menant depuis de nombreuses années une politique de mutualisation de moyens 
matériel et humain via entre autre l’achat commun de matériel et la gestion de plusieurs services 
d’intérêt général.  
 
Le mémoire est articulé autour de quatre chapitres, les deux premiers constituant les thèmes 
centraux qui m’ont occupé ces dernières années, le troisième décrivant quelques activités plus 
récentes et en cours de développement, le dernier chapitre étant une proposition de projet, ou tout 
du moins quelques perspectives, concernant les activités de recherche qui vont constituer mon 
terrain de jeu pour les prochaines années.  
 
Le premier chapitre concerne les milieux granulaires denses immergés rencontrés dans de 
nombreuses applications naturelles ou industrielles dans lesquelles l’écoulement de la phase solide 
et de la phase fluide dépend à la fois des interactions particule-fluide mais aussi des interactions 
entre les particules elles-mêmes. Ce chapitre commence par la description de l’approche numérique 
utilisée sur une configuration idéalisée du rebond d’un grain sur une paroi solide, le tout étant 
immergé dans un fluide plus ou moins visqueux. Deux types d’écoulements granulaires denses 
immergés sont ensuite considérés, à savoir ceux dans lesquels les grains sont mis en mouvement par 
                                                          
1
 Il s’agit principalement de méthodes de type volumes finis ou pseudo-spectrales de résolution d’équations de type 
Navier-Stokes pour décrire les systèmes fluides multiphasiques, une méthode aux éléments discrets pour décrire les 
interactions inter-particule et une méthode de frontières immergées pour prendre en compte les interactions fluide-
particule. 
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gravité (comme par exemple dans une avalanche) et ceux dans lesquels les grains sont mis en 
mouvement par un fluide cisaillé (comme c’est le cas dans un cours d’eau ou une zone de plage). 
 
Le second chapitre concerne les courants de gravité et de turbidité. Ces écoulements sont générés 
lorsque deux « fluides » de masse volumique différente sont placés l’un à côté de l’autre et laissés 
libres d’évoluer dans un champ de pesanteur perpendiculaire au gradient de masse volumique ainsi 
créé2. Lorsque les fluides sont homogènes (c’est le cas par exemple de l’eau salée et de l’eau claire), 
on parle de courants de gravité ou de densité, tandis que lorsque l’une des masses fluides contient 
une phase solide dispersée (une colonne d’air chaud chargée en poussière ou en sable fins par 
exemple), on parle de courant de turbidité. Ce chapitre commence par la mise en évidence de 
l’influence de certains paramètres sur la dynamique de courants de gravité de rapport de masse 
volumique arbitraire. Dans un second temps, la dynamique de courants de gravité/turbidité de forme 
initialement complexe, non-plane et non-axisymétrique, est décrite numériquement et 
expérimentalement puis via un modèle semi-empirique simplifié. Le chapitre se termine par une 
étude plus récente s’intéressant à l’effet de la rotation du système (via la force de Coriolis) sur la 
dynamique de courants de gravité initialement cylindriques. 
 
Il est intéressant de remarquer que la différence majeure entre les systèmes considérés dans les deux 
premiers chapitres (milieux granulaires denses immergés vs. courants de gravité/turbidité) réside 
dans la concentration locale en particules, qui est généralement très élevée dans le premier cas ou au 
contraire faible voire nulle dans le second cas. Les processus d’interaction sont alors différents, tout 
comme les choix faits pour leur modélisation.  
 
Le troisième chapitre concerne deux autres travaux initiés plus récemment et actuellement en cours. 
Il s’agit respectivement de l’étude d’instabilités gravitaires dans des systèmes multiphasiques dont 
la particularité est que les fluides mis en jeu sont généralement très visqueux, comme c’est le cas 
par exemple dans une conduite de cheminée magmatique ou dans la croûte inférieure de la Terre. 
Le deuxième sujet d’étude de ce chapitre est la dynamique d’objets dans des fluides stratifiés en 
densité. L’idée sous-jacente est d’élargir le champ d’application des systèmes fluides-particules 
décrits dans les chapitres précédents aux cas où le fluide environnant est de masse volumique 
continument variable et pour lequel des phénomènes nouveaux (comme par exemple la génération 
d’ondes internes) peuvent apparaître. 
 
Le quatrième chapitre donne quelques éléments de réflexion concernant l’orientation de mes 
recherches futures et se poursuit avec une description détaillée de mon curriculum vitae et de la liste 
des publications issues des activités de recherche décrites dans ce mémoire. 
  
Avant de conclure cet avant-propos, deux remarques doivent être faites. Tout d’abord, une activité 
de recherche est rarement le produit d’un seul individu mais plutôt le résultat d’une interaction 
fructueuse entre l’individu en question (moi…) et des collaborateurs, chercheurs ou enseignants, 
mais aussi des étudiants et des personnels d’aide ou de soutien à la recherche. C’est pourquoi, en 
préambule de chaque chapitre, je donnerai brièvement le contexte de l’activité et les différents 
                                                          
2
 L’effondrement d’une colonne d’eau généré par une rupture de barrage est un exemple de courant de gravité.  
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collaborateurs impliqués. Sans être nominatif, je leur adresse dès à présent mes remerciements pour 
la qualité et la convivialité des interactions que nous avons eues ensemble. Ensuite, je prends ici le 
parti de passer sous silence certaines activités ou collaborations que j’ai eues au cours de ces 
dernières années, d’une part par souci de concision et d’autre part car les thématiques scientifiques 
correspondantes sont principalement portées par les collaborateurs. Dans ces cas, ma contribution 
s’apparente plus à un appui « technique » (même si ce terme est très réducteur) de par mon 
expertise dans certaines approches numériques. Certaines de ces activités sont néanmoins présentes 
dans l’annexe au travers des publications dont elles ont fait l’objet. Quoiqu’il en soit, je tiens à 
remercier les collaborateurs associés à ces projets, notamment et par ordre chronologique F. 




Figure  2:   Nuages des mots-clés issu de l’analyse statistique des mots employés dans le texte de ce 






I. Milieux granulaires  
denses immergés 
 
Thomas Bonometti                                                                                                       Chapitre 1 : Milieux granulaires denses immergés 
6 
  




Cette thématique de recherche, déjà présente dans le groupe OTE que j’ai rejoint en 2008, n’était 
pas désignée explicitement par milieux granulaires denses immergés mais par transport 
sédimentaire. L’application principalement visée était alors la morphodynamique littorale et elle 
était abordée sous deux angles : le premier était numérique et faisait appel à des approches de 
moyenne et grande échelle capables de décrire le mouvement d’un fond sableux à l’échelle d’une 
dune océanique ou d’une plage (Idier & Astruc 2003 ; Spielmann et al. 2004). Le second angle 
d’étude, plus récent, est expérimental et concerne notamment les problèmes d’érosion de falaises ou 
de digues sous l’action de vagues (Plumerault et al. 2009 ; Caplain et al. 2011). J’ai rejoint cette 
thématique dans le but de l’aborder par des approches numériques locales et originales, permettant 
de prendre en compte tous les processus physiques intervenant dans ces écoulements (ou presque). 
Ce choix complète ainsi la palette méthodologique du groupe sur cette thématique3. 
 
 





Les résultats présentés dans cette section sont le fruit d’une collaboration avec Laurent Lacaze, 
chargé de recherches au CNRS rattaché à l’IMFT, collaboration initiée lors de notre arrivée 
respective dans le groupe OTE en 2008 et qui se poursuit depuis. Entre autres, cette activité de 
recherche s’inscrit dans le projet ANR Jeune Chercheur intitulé MODSED (2012-2016) porté par 
Laurent Lacaze et qui marque le début de cette collaboration. Les résultats décrits dans cette section 
sont issus des travaux de stage de Master 2 puis de thèse d’Edouard Izard (thèse en co-tutelle avec 
Laurent Lacaze, bourse MESR, oct 2011 – oct 2014). Notons la contribution non-négligeable du 
service d’intérêt général COSINUS de l’IMFT, en particulier d’Annaïg Pedrono, ingénieur de 
recherche INPT, dans l’aboutissement de ces travaux. Pour de plus amples précisions sur les 





                                                          
3
 Soulignons que j’ai récemment attaqué l’étude des milieux granulaires denses immergés sous un angle expérimental, 
notamment via la thèse d’Alexis Bougouin démarrée en novembre 2014, mais que cette plongée méthodologique (dans 
l’inconnu…) n’a été possible que grâce à une collaboration étroite avec Laurent Lacaze, chercheur brillant et 
polyvalent recruté dans le groupe la même année. 
4
 Dans la suite du mémoire, les articles fournis en annexe sont mis en gras dans les parties introductives de chaque 
section. 
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La problématique est ici principalement d’ordre méthodologique. L’objectif est de développer puis 
d’utiliser une méthode numérique capable de décrire l’ensemble des processus physiques 
intervenant dans les milieux granulaires denses immergés. Ceci n’est pas trivial car il faut décrire 
les processus associés au fluide seul, au milieu granulaire seul et aux interactions fluide-grain. 
Lorsque cela est fait, l’outil est testé sur une configuration idéalisée, en l’occurrence le rebond 
normal d’un grain dans un fluide visqueux. On cherche en particulier à répondre aux questions 
suivantes : 
 
• Est-il possible de décrire par simulation numérique l’ensemble des processus rencontrés 
dans les écoulements de milieux granulaires immergés ? Quelles sont les limites de la 
méthode retenue ? 
• Peut-on prédire simplement la vitesse d’un grain qui a subi un choc normal avec un autre 
grain ou une paroi dans un fluide visqueux, en s’affranchissant de la description de 
l’ensemble des processus ? 
 
La méthode IBM-DEM 
 
La réponse à la première question est oui. La méthode utilisée combine deux approches numériques 
distinctes et couplées via un formalisme parallèle (librairie MPI). La première est une méthode dite 
aux éléments discrets (DEM pour Discrete Element Method ; Cundall & Strack 1979) qui permet de 
décrire les interactions solides entre les grains, décrits de façon lagrangienne, via un modèle de 
force normale et tangentielle respectivement de type ressort amorti et Coulomb. Ce code, baptisé 
GraDyM pour Granular Dynamics Modeling, a été développé par Edouard Izard lors de son stage 
de Master 2 en 2011. Il présente l’avantage de pouvoir décrire les chocs et les frottements entre 
grains en un temps de calcul raisonnable via un allongement artificiel du temps de contact. 
 
La deuxième méthode est une méthode dite de frontière immergée (IBM pour Immersed Boundary 
Method ; Peskin 2002). Elle permet de résoudre le champ de vitesse et de pression dans un fluide 
sur une grille de calcul fixe et ce, en présence d’objets solides de forme arbitraire et éventuellement 
mobiles. Cette méthode permet de plus d’accéder directement à la résultante des forces 
hydrodynamiques appliquée à chaque objet5. La méthode IBM a été initialement implémentée dans 
le code communautaire JADIM de l’IMFT par Ryuichi Iwata lors d’un séjour postdoctoral en 2008, 
puis améliorée lors des stages de Master 2 de Mélanie Leroux et Vincent Laval en 2009 et Mélodie 
Vlieghe en 2010.  
 
Le couplage des deux méthodes a été réalisé par Edouard Izard lors de sa thèse. La taille relative 
d’une cellule de calcul est ici de l’ordre d’un dixième à un vingtième du diamètre moyen de grains 
ce qui permet de décrire l’écoulement autour de chaque inclusion solide. Comme évoqué 
précédemment, les grains sont suivis de façon lagrangienne et un jeu d’équations de Newton est 
résolu pour chacun d’eux, incluant les forces de contact inter-grains et grain-paroi, la force de 
flottabilité et la force hydrodynamique calculée par la méthode IBM. Lors du calcul du mouvement 
                                                          
5
 Une description détaillée de la méthode utilisée ici est donnée dans Bigot et al. (2014). 
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des grains, le champ de vitesse et de pression du fluide est « gelé ». L’hypothèse sous-jacente est 
que le temps caractéristique des contacts est très inférieur au temps caractéristique de l’écoulement 
du fluide, ce qui est généralement vérifié dans les applications considérées. 
 
Il est important de préciser qu’une force hydrodynamique supplémentaire de type lubrification a été 
ajoutée au bilan des forces appliquées aux grains, car celle-ci n’est pas (ou que partiellement) 
capturée par la méthode IBM. En effet, lorsque deux grains sont à une distance inférieure à la taille 
de la cellule de calcul, le cisaillement du fluide dans le film séparant les surfaces des grains est mal 
décrit et la surpression due aux effets de lubrification est sous-estimée par la méthode IBM. La 
force de lubrification ainsi ajoutée est une version modifiée du modèle de Brenner (1961) 
régularisée par l’introduction d’un paramètre physique supplémentaire  appelé longueur de 
rugosité effective à la surface des grains. 
 
Rebond d’un grain sur une paroi 
 
Le rebond normal d’une particule sphérique de diamètre  et de masse volumique  sur une paroi 
dans un fluide visqueux de masse volumique  et de viscosité dynamique  est la configuration la 
plus simple prenant en compte l’ensemble des processus élémentaires intervenant dans les milieux 
granulaires immergés6. La dynamique dépend de deux paramètres, le nombre de Stokes défini par  = ( + )/9 et le nombre de Reynolds particulaire  = / où  est le 
coefficient de masse ajoutée (égal à 1/2 pour des particules sphériques) et  est la vitesse terminale 
du grain avant le rebond. Etant donné que  n’est généralement pas connu a priori, on préfère 
utiliser deux autres paramètres adimensionnels, à savoir le rapport de masse volumique / et le 
nombre d’Archimède  = ( − )/. Un exemple de simulation du rebond d’un grain sur 
une paroi avec la méthode IBM-DEM est présenté sur la figure 1.1. On peut deviner que le champ 
de vorticité est maximal près de la surface du grain, mais de signe opposé entre les instants 
précédent et succédant le rebond.  
 
 
Figure 1.1:  Champ de vorticité autour d’une particule rebondissant contre une paroi à différents 
temps, obtenu par une simulation 2D axisymétrique avec la méthode IBM-DEM (/ = 8, 
Ar= 3700,  ≈ 53,  ≈ 60,	/∆% = 20). Les lignes continues et pointillées indiquent une 
vorticité de signe opposé (tiré de Izard et al. 2014a). 
 
                                                          
6
 La cas du rebond oblique est plus compliqué et constitue l’étape suivante en termes de validation, d’autant plus que 
certains travaux expérimentaux semblent suggérer un comportement plus riche et complexe que prévu, notamment 
lorsque les grains sont très lisses (Joseph & Hunt 2004). 
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Une campagne de simulation a ainsi été menée afin de tester la validité de la méthode vis-à-vis de 
certains paramètres physiques et numériques (rapport de masse volumique, nombre de Reynolds 
particulaire, longueur de rugosité effective, résolution spatiale, distance d’activation de la force de 
lubrification). La validation a consisté d’une part à mesurer le coefficient de restitution normale ', 
défini comme le rapport entre la vitesse du grain après le rebond et sa vitesse terminale avant le 
rebond, et à le comparer aux résultats expérimentaux disponibles pour une large gamme de nombre 
de Stokes (figure 1.2). D’autre part l’évolution de la vitesse du grain lors de son approche vers la 
paroi a été comparée avec des mesures expérimentales originales (Mongruel et al. 2011) et présente 
un excellent accord avec l’expérience. L’outil ainsi validé a pu être utilisé pour étudier les 




Figure 1.2:  Coefficient de restitution normale ' en fonction du nombre de Stokes . ' est 
adimensionné par le coefficient obtenu dans l’air '()* : , simulations avec la méthode IBM-
DEM ; (autres symboles), expériences de rebond d’inclusions sur une paroi ;  , modèle 
(1.1) pour une gamme de rugosité effective 10,- ≤  ≤ 10, (tiré de Izard et al. 2014a). 
 
 
Dans cette étude, et comme indiqué dans l’avant-propos, une démarche de modélisation simplifiée 
contenant les « ingrédients principaux » à la description du rebond d’un grain sur une paroi ou sur 
un autre grain dans un fluide visqueux a été entreprise. Le rebond est ainsi décomposé en deux 
phases (approche + contact). Durant la phase d’approche, on fait l’hypothèse que la particule est 
indéformable et que sa vitesse est contrôlée par les effets de lubrification. Durant le contact, on 
suppose que le taux de déformation de la particule est uniquement du à la surpression générée par le 
drainage du film liquide et que la dissipation d’énergie provient à la fois du contact anélastique et 
de la viscosité du fluide. Ceci conduit à deux jeux d’équations différentielles qui, après intégration 
temporelle, permettent de prédire le coefficient de restitution normale en fonction de deux 
paramètres physiques, à savoir le nombre de Stokes  et la longueur relative de rugosité effective à 
la surface des grains / où  est le rayon moyen des grains, tel que  
 //012 = 31 − 45645 7 exp ;− </=45,456>			avec    ? = −ln(/).																																				(1.1)	
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Le modèle (1.1) est tracé sur la figure 1.2 pour une gamme de rugosité effective 10,- ≤ ηD/ ≤10, représentative de la taille caractéristique des microrugosités à la surface des grains. L’accord 
avec les résultats numériques et expérimentaux est tout-à-fait satisfaisant et ce, pour l’ensemble de 
la gamme de nombre de Stokes. 
 
 




Les résultats présentés ici sont la continuité du travail de thèse d’Edouard Izard exposé dans la 
section précédente. Le choix fait dans le cadre de ce projet de thèse est de s’intéresser uniquement 
aux écoulements granulaires denses mis en mouvement par gravité comme c’est le cas dans une 
avalanche granulaire (et non par le cisaillement par le fluide). Soulignons de plus que cette 
thématique a été récemment renforcée par le travail de thèse d’Alexis Bougouin (thèse en co-tutelle 
avec Laurent Lacaze, financement AFB, démarrée en nov 2014) intitulée « Courants et 
effondrements gravitaires d’une suspension solide dans un milieu fluide », projet essentiellement 
expérimental. Pour de plus amples précisions sur les résultats présentés dans cette section, le lecteur 




Si les milieux granulaires dits « secs », c’est-à-dire pour lesquels le fluide ambiant n’a pas 
d’influence sur leur comportement sont relativement bien compris, c’est loin d’être le cas pour les 
milieux granulaires immergés. Dans le cas sec, des modèles continus ont été développés récemment 
et semblent reproduire correctement la dynamique des milieux granulaires, en tout cas loin du seuil 
de mise en mouvement (GdR MiDi 2004 ; Jop et al. 2006 ; Forterre & Pouliquen 2008 ; Lagrée et 
al. 2011 ; Holyoake & McElwaine 2012). Il n’existe pas à l’heure actuelle de modèle équivalent 
pour les milieux granulaires immergés. De plus, la dynamique de ces systèmes est bien plus riche 
que dans le cas sec du fait l’interaction entre le fluide et les grains. Par exemple, les travaux 
expérimentaux de Courrech du Pont et al. (2003) ont mis en évidence trois régimes d’écoulements - 
visqueux, inertiel et de chute libre - en fonction du rapport de masse volumique entre les grains et le 
fluide ici défini par  = =5/3, du nombre de Stokes défini ici par  = E/18 avec E = =( − )	sinH	/2 où H est l’angle d’inclinaison moyen de l’écoulement granulaire par 
rapport à l’horizontale7 et du nombre de Reynolds particulaire  = /.  
 
De plus, Rondon et al. (2011) ont montré par des expériences de lâchés de colonnes granulaires 
immergées que dans le régime visqueux, la compacité initiale ΦJ du milieu granulaire avait une 
                                                          
7
 Les autres variables sont définies dans la section précédente. 
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grande influence sur la dynamique de l’avalanche et la forme du dépôt final. Plus précisément, il 
existe une valeur critique de la compacité initiale autour de 0.55-0.59 au-delà de laquelle un effet dit 
de pression de pores intervient. Schématiquement, en dessous de la valeur critique, la colonne est 
relativement lâche, les grains ont tendance se rapprocher les uns des autres créant une surpression 
locale qui favorise l’effondrement. Au-delà de la valeur critique, une décompaction a d’abord lieu 
créant une dépression locale qui retarde et modifie la dynamique de l’effondrement. 
 
L’objectif de cette étude est d’utiliser l’approche numérique IBM-DEM développée et validée 
préalablement pour tenter de répondre à certaines questions concernant les avalanches de grains 
immergés, notamment : 
 
• Quelle est la contribution de chaque force (hydrodynamique visqueuse et inertielle, de 
contact solide, etc.) dans les avalanches granulaires, en fonction du régime d’écoulement ? 
• L’outil numérique peut-il rendre compte des phénomènes présents lors d’une avalanche de 




La première étape de cette étude consiste à s’intéresser à l’écoulement stationnaire d’une avalanche 
granulaire. Ceci permet de faire des simulations dans un domaine de calcul relativement petit via 
l’utilisation de conditions limites périodiques dans les directions de l’écoulement (figure 1.3a) mais 
cela nécessite un temps physique de simulation suffisamment grand pour atteindre un état quasi-
stationnaire et faire un traitement statistique pertinent. Le domaine de calcul ainsi que la répartition 
initiale des grains sont représentés sur la figure 1.3a, tandis que les profils moyens de vitesse 
longitudinale des phases fluide et granulaire pour différentes valeurs du nombre de Stokes sont 
tracés sur la figure 1.3b. Les profils continus de la phase granulaire sont obtenus via une technique 
dite de coarse-graining (Goldenberg et al. 2006). Ici, deux régimes d’écoulements sont reproduits : 
le régime visqueux (en bleu) pour lequel les profils sont paraboliques et le régime inertiel (en rouge) 
où les profils sont plus proches de la solution de Bagnold (1941). Cette figure indique en passant 
que la phase granulaire entraîne la phase fluide (la première allant plus vite que la seconde) comme 
c’est le cas dans une avalanche. 
 
A titre de remarque, soulignons qu’une comparaison directe des résultats numériques obtenus dans 
la thèse d’Edouard Izard avec les modèles continus proposés par Cassar et al. (2005) est rendue 
difficile par la faible hauteur de grains choisie ici, d’environ 7. En effet, celui-ci engendre un 
phénomène de glissement artificiel au fond qui modifie quelque peu la forme des profils moyens, 




                                                          
8
 Une étude sur des lits granulaires de plus grande hauteur est actuellement en cours afin de permettre une telle 
comparaison. 
Thomas Bonometti                                                                                                       Chapitre 1 : Milieux granulaires denses immergés 
13 
               
                           (a)                                                                       (b) 
Figure 1.3:  (a) Domaine de calcul contenant environ 200 grains de diamètre moyen  matérialisés 
par une iso-surface de fraction volumique de solide. Ici la taille d’une cellule de calcul est 
d’environ /10. La gravité fait un angle de 25° avec la verticale et les frontières latérales sont 
périodiques. (b) Profil moyen de la phase granulaire (symbole uniquement) et de la phase fluide 
(lignes avec symbole correspondant) dans le lit de grains dans le cas / = 4	. De gauche à 
droite :  = 0.04, 0.31, 7.75 et 75.4. Les couleurs bleu et rouge indiquent respectivement un 
régime d’écoulement visqueux et inertiel (tiré des résultats de Izard 2014). 
 
L’avantage majeur de la présente approche numérique IBM-DEM est qu’elle permet d’accéder aux 
grandeurs locales de l’écoulement notamment dans le lit granulaire ainsi qu’aux forces subies par 
les grains, ce qui est relativement difficile voire impossible dans les expériences9. En ce sens, une 
campagne de simulations couvrant une large gamme de rapport de masse volumique 2 ≤  ≤ 12 
(correspondant à 2.7 ≤ / ≤ 100) et de nombre de Stokes 3 × 10, ≤  ≤ 9 × 10 a été 
effectuée, et plusieurs types d’informations en ont été extraites. 
 
Tout d’abord une analyse du temps caractéristique M de l’avalanche est faite dans l’espace des 
paramètres (, ) par analogie avec la démarche expérimentale de Courrech du Pont et al. (2003). 
Ce temps, défini comme le rapport entre le volume moyen de la boîte contenant le lit granulaire et 
le débit granulaire moyen, est comparé aux temps caractéristiques représentatifs des régimes 
visqueux MO, inertiels MP et de chute libre MQ (R faisant référence à « dry »). Lorsque M est du même 
ordre que l’un de ces temps et qu’il est indépendant des paramètres du problème, l’avalanche se 
trouve dans le régime correspondant. L’analyse des résultats numériques permet de confirmer 
l’existence des trois régimes d’écoulements granulaires observés expérimentalement et de préciser 
les régions de transition. Celles-ci sont représentées sur la figure 1.4a. Il est important de souligner 
que ces résultats montrent que si la transition entre le régime visqueux et les régimes de chute libre 
et inertiel est nette, autour de  = 1 (lignes continues dans la figure 1.4a), celle entre le régime 
inertiel et le régime de chute libre est bien moins marquée et beaucoup plus progressive (trait 
pointillé). 
 
                                                          
9
 Des techniques d’ajustement d’indice optique existent et permettent de mesurer l’écoulement dans un milieu 
granulaire dense, mais au prix de certaines contraintes sur la géométrie du système et sur le choix des fluides et des 
grains (Wiederseiner et al. 2001), ceci restreignant souvent l’espace des paramètres physiques du problème. 
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Un autre type d’information pouvant être fourni par la simulation est la contribution relative des 
différentes forces, hydrodynamiques ou de contact, subies par la phase granulaire. Une cartographie 
de ces forces est représentée sur la figure 1.4 et permet de mettre en évidence le rôle primordial des 
forces de contact dans le régime de chute libre, de la force de lubrification dans le régime visqueux 
et des forces hydrodynamiques (dont les forces de traînée et d’inertie) dans le régime inertiel. Le 
lien entre régime d’écoulement granulaire et type de force subi par les grains est ici clairement mis 
en évidence. Remarquons qu’en ce qui concerne les forces hydrodynamiques capturées par la 
méthode IBM, la méthode ne permet pas toutefois de « séparer » les contributions des différentes 
forces hydrodynamiques, comme par exemple la force de traînée visqueuse ou de forme, la force de 
portance, de masse ajoutée, etc. Pour accéder à ces forces, il est généralement nécessaire de 
procéder à une intégration sur la surface de chaque grain de certaines grandeurs (pression, 
contraintes visqueuses) qui peut être éventuellement coûteuse en temps de calcul et relativement 





                              (a)                                                (b)                                              (c) 
Figure 1.4:  Contribution relative moyenne des forces (a) de contact solide, (b) de lubrification et 
(c) hydrodynamiques capturées par la méthode IBM dans l’espace des paramètres (, ). Les 
traits correspondent aux transitions entre les régimes d’écoulements granulaires visqueux (V), 





Dans cette partie, nous nous intéressons à la dynamique instationnaire de l’effondrement d’une 
colonne de grains immergés dans un fluide et ce, dans le régime visqueux afin de pouvoir faire une 
comparaison détaillée avec les résultats expérimentaux de Rondon et al. (2011). Après quelques 
tests préliminaires d’analyse de sensibilité de la dynamique d’effondrement vis-à-vis de la largeur 
du domaine de calcul et de la résolution spatiale, plusieurs simulations tridimensionnelles, dont un 
exemple est donnée sur la figure 1.5, ont été effectuées. Deux paramètres ont été balayés, à savoir 
(i) le rapport de forme initiale de la colonne granulaire S = TU/U dans la gamme V0.5,1.5W où TU 
et U sont respectivement la hauteur et la longueur initiale de la colonne de grain et (ii) la compacité 
initiale de la colonne ΦJ dans la gamme V0.58,0.6W. L’objectif premier de ces simulations est de voir 
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si la méthode IBM-DEM est capable de reproduire le phénomène de pression de pores mis en 
évidence par Rondon et al. (2011). 
 
La figure 1.6 montre l’évolution temporelle du champ de pression, moyenné latéralement, à 
l’intérieur et à l’extérieur de la colonne de grains, pour deux compacités initiales ΦJ = 0.58 et ΦJ = 0.6. L’enveloppe extérieure de la colonne granulaire, représentée par une ligne noire dans la 
figure, permet de suivre l’évolution de celle-ci. Le résultat marquant est que malgré une variation de 
compacité initiale relativement faible entre les deux cas (de l’ordre de 3%), la distribution de la 
pression dans la colonne de grains, en particulier aux temps « courts » (/TYJZ[ ≤ 2000) est 
singulièrement différente : une surpression est localement observée à la base de la colonne dans le 
cas lâche tandis qu’une dépression locale est clairement visible dans la partie droite de la colonne 
initialement plus compacte. La simulation numérique permet donc ici, et pour la première fois à 
notre connaissance, de confirmer l’existence du phénomène de pression de pores. La valeur de la 
compacité initiale critique ΦP? obtenue dans les simulations et pour laquelle l’effet de pression de 
pores s’inverse est en accord qualitatif avec l’expérience, avec la remarque que le choix de la 
méthode utilisée pour calculer la compacité initiale (qui est différente entre expériences et 
simulations) peut faire varier la valeur effective de ΦP? de quelques pourcents, ce qui suffit à rendre 




Figure 1.5:  Évolution temporelle de l’effondrement d’une colonne de 800 grains immergés dans un 
fluide visqueux (/ = 8, Ar= 30 , \P = 0.58, /∆% = 10). Des iso-contours de pression 
sont représentés dans un plan vertical. Une iso-surface de vorticité est aussi tracée. A  = 0,, 
le mur artificiel retenant la colonne de grains est représenté en bleu foncé. Les grains sont 
matérialisés par une iso-surface de fraction volumique solide. Le temps est adimensionné par =/ (tiré des résultats de Izard 2014). 
 
 
Cette étude est actuellement complétée par un travail expérimental effectué par Alexis Bougouin 
dans le cadre de sa thèse (démarrée en novembre 2014). 
 
 





             t/Tvisq = 0       900           1800           2700          3600           5400          18000 
 
Figure 1.6:  Évolution temporelle du champ de pression et de la forme du front de deux 
effondrements de compacité initiale (a) \P = 0.58 et (b) \P = 0.6. Le temps est adimensionné 





Les résultats obtenus dans cette étude avec la méthode IBM-DEM montrent que celle-ci est en 
mesure de reproduire la dynamique stationnaire et instationnaire d’écoulements granulaires denses à 
une échelle locale. Ces résultats sont très prometteurs et des simulations d’avalanches sur quelques 
points particuliers de l’espace des paramètres (, ) sont actuellement en cours. L’objectif est de 
pouvoir procéder à un changement d’échelle permettant d’obtenir directement les composantes 
locales du tenseur taux de déformation et du tenseur des contraintes du système continu équivalent 
en vue d’une comparaison avec des modèles existants voire d’une proposition de loi rhéologique 









Les résultats présentés ici s’inscrivent dans le cadre du projet ANR Jeune Chercheur MODSED 
(2012-2016) porté par Laurent Lacaze et sont plus particulièrement le fruit des travaux de thèse de 
Joris Bouteloup (oct 2013 – fev 2017). Cette thèse, intitulée « Simulation numérique de la 
dynamique d’un lit granulaire cisaillé par un fluide visqueux », est co-encadrée par Laurent Lacaze, 
François Charru et moi-même. Notons que dans le cadre de son Master 2, Joris Bouteloup a 
parallélisé le code GraDyM afin de permettre des simulations de milieux granulaires denses de 
plusieurs millions de grains. Cette parallélisation du logiciel, qui a d’ailleurs bénéficié du soutien du 
service Cosinus, a été faite de sorte à être « compatible » avec celle du solveur fluide JADIM, c’est-
(a) 
(b) 
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à-dire que les sous-domaines de calculs pour la phase granulaire coïncident avec ceux de JADIM. 
Pour de plus amples précisions sur les résultats présentés dans cette section, le lecteur pourra se 




La problématique est double. D’un point de vue méthodologique, le projet ANR MODSED 
s’articule autour du développement et de l’utilisation de deux approches numériques capables de 
décrire les écoulements granulaires denses immergés à deux échelles différentes. La première 
approche est celle décrite dans les deux sections précédentes, à savoir une approche IBM-DEM 
permettant une description de ces systèmes à une échelle très locale, de l’ordre de quelque dizaines 
à quelques centaines de diamètre moyen de grains. Cette approche fait appel à un minimum 
d’approximations et peut être raisonnablement considérée comme donnant des résultats de 
référence. La seconde approche a pour objectif d’élargir l’échelle de description des milieux 
granulaires denses immergés à celle de structures morphologiques de plusieurs centaines à plusieurs 
milliers de grains (comme par exemple des rides voire des dunes). Pour cela, une nouvelle approche 
utilisant un modèle d’équations de type Navier-Stokes moyennées spatialement a été développée. 
Cette méthode est baptisée ANSE-DEM ici et dans la suite de ce manuscrit, ANSE correspondant à 
Averaged-Navier-Stokes-Equations10 et DEM à Discrete Element Method.  
 
D’un point de vue scientifique, le projet ANR a pour ambition d’étudier deux types d’écoulements 
granulaires : ceux pilotés par la gravité (cf les sections précédentes) et ceux pilotés par le 
mouvement d’un fluide cisaillé. Le choix donc fait dans le cadre de la thèse de Joris Bouteloup est 
de s’intéresser uniquement aux écoulements granulaires denses mis en mouvement par cisaillement 
d’un fluide visqueux (comme c’est généralement le cas dans le transport sédimentaire en rivière ou 
en littoral). En particulier, l’objectif ici est d’essayer de répondre aux questions suivantes : 
 
• Est-ce qu’une approche numérique de résolution d’équations de type Navier-Stokes 
moyennées spatialement et couplée à une méthode DEM est capable de reproduire toutes les 
caractéristiques d’un écoulement granulaire généré par un fluide cisaillé ?  
• Quels sont les mécanismes responsables de la génération de rides de sable ? 
 
La méthode ANSE-DEM 
 
Comme pour la méthode IBM-DEM, la méthode ANSE-DEM combine elle aussi deux approches 
numériques distinctes, la première étant la méthode DEM implémentée dans le logiciel GraDyM 
(décrite succinctement au chapitre I.1, et plus en détails dans Izard et al. 2014b). La deuxième 
méthode est une méthode de résolution des équations de Navier-Stokes moyennées spatialement 
                                                          
10
 Il n’y a pas à ma connaissance de terme conventionnel pour ce type de méthodes. Ces méthodes sont souvent 
désignées par méthodes de type Euler-Lagrange, mais ce terme me semble un peu trop vague dans le sens où il peut 
englober un grand nombre de méthodes différentes (la méthode IBM-DEM n’est-elle pas une méthode de type Euler-
Lagrange ?...). 
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(Anderson & Jackson 1967). Contrairement à l’approche IBM-DEM, la taille relative d’une cellule 
de calcul est ici de l’ordre de quelques diamètres moyens de grains (et non plus un dixième ou 
vingtième) ce qui ne permet plus de décrire l’écoulement autour de chaque inclusion solide. Les 
forces hydrodynamiques appliquées à chaque grain doivent donc être modélisées et incluses dans 
les équations de Newton résolues pour chacun des grains. De plus, les équations résolues pour le 
fluide font apparaître les fractions volumiques des phases fluide et granulaire ainsi qu’un terme 
d’interaction correspondant à la modification de l’écoulement par la présence des particules11. Un 
formalisme relativement proche de celui utilisé dans cette étude a été implémenté dans le code 
communautaire JADIM de l’IMFT par Agathe Chouippe dans le cadre de sa thèse s’intéressant au 
mouvement d’un essaim de bulles (Chouippe 2012). Il a été repris, étendu au cas des particules et 
validé par Joris Bouteloup. 
 
Soulignons que dans l’approche développée ici, les seules forces hydrodynamiques prises en 
comptes dans l’équation de trajectoire des particules sont les forces de traînée et de flottabilité 
généralisée. On néglige donc, entre autres, les effets de masse ajoutée, de portance, d’histoire et de 
lubrification. L’argument est que ces forces, bien que non-négligeables dans le cas du transport 
granulaire de type suspension, sont a priori faibles voire marginales dans les écoulements 
granulaires de type charriage qui sont considérés ici. Une étude de sensibilité à certaines de ces 
forces (notamment à la force de masse ajoutée qui peut être importante dans les systèmes liquide-
particules) doit néanmoins être faite dans le futur.  
 
Transport de grains en écoulement de Couette plan 
 
Le transport de grains de masse volumique  et diamètre moyen  par un écoulement cisaillé 
laminaire ou turbulent de fluide de masse volumique   et de viscosité   peut être est caractérisé 
par trois paramètres adimensionnels. On retrouve d’une part le rapport de masse volumique /, 
d’autre part le nombre de Reynolds particulaire introduit dans le chapitre I.1 tel que  = _∗/ 
où la vitesse terminale a été remplacée par une vitesse caractéristique _∗. Enfin, la mise en 
mouvement et le type de transport granulaire est caractérisé par le nombre de Shields H = ab/( −) où ab est la contrainte de cisaillement local. Dans la configuration d’un lit de grains soumis à 
un écoulement de Couette laminaire défini par un taux de cisaillement constant c, on peut estimer la 
vitesse et la contrainte au fond respectivement par _∗ = c et ab = c, ce qui permet de définir les 
paramètres  et H a priori. 
 
Afin de tester si la méthode ANSE-DEM est capable de reproduire les caractéristiques d’un 
écoulement granulaire généré par un fluide visqueux cisaillé, une campagne de simulations a été 
menée pour un rapport de masse volumique et un nombre de Reynolds particulaire respectivement 
fixés à 4 et 0.5 tandis que le nombre de Shields est varié dans la gamme 0.1 ≤ H ≤ 0.5. Cette 
gamme permet de couvrir plusieurs régimes, à savoir celui où il n’y a pas de mouvement de grain et 
où le débit granulaire est nul, un régime de charriage mobilisant une seule couche de grains tel que 
                                                          
11
 On parle pour ce type de méthodes de « 4 way coupling » dans le sens où l’ensemble des interactions, du fluide sur 
les grains, des grains sur le fluide et des grains entre eux, sont prises en comptes. 
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le débit évolue en H et un régime d’écoulement granulaire mobilisant plusieurs couches de grains 
et pour lequel le débit varie comme H (Charru et al. 2004). Dans cette étude, la longueur du 
domaine de calcul est délibérément limitée à 20 dans la direction longitudinale afin d’empêcher le 
développement d’instabilités de la surface du lit granulaire et d’atteindre un écoulement 
stationnaire. Dans l’exemple de la figure 1.7, plusieurs couches sont mises en mouvement, tandis 
que la région statique du lit reste relativement compacte avec une compacité locale pouvant 
atteindre d ≈ 0.62. 
 
Les résultats obtenus avec la méthode ANSE-DEM concernant l’évolution du débit granulaire en 
fonction du nombre de Shields sont présentés sur la figure 1.8a et montrent un très bon accord avec 
les expériences de Charru et al. (2004) ou les résultats de simulations de type IBM-DEM de 
Derksen (2011). De plus, les lois d’évolution quadratique proche du seuil de mise en mouvement et 
cubique loin du seuil sont bien reproduites par les présentes simulations. Enfin, notons que pour un 
nombre de Shields proche de la valeur critique H5 ≈ 0.12, les résultats numériques sont 
remarquablement bons au vu des différentes approximations faites dans la méthode (notamment 
concernant la description des forces hydrodynamiques appliquées aux grains).  
 
 
                                                        (a)                                                (b) 
Figure 1.7:  (a) Exemple de domaine de calcul contenant environ 2000 grains de diamètre moyen  
et mis en mouvement par le fluide cisaillé (H = 0.35, / = 4,  = 0.5, /∆% = 1/2). Ici, 
les frontières du domaine de calcul sont périodiques dans les directions horizontales. 
 (b) Distribution verticale moyenne de la compacité d du milieu granulaire lorsque 
l’écoulement est stationnaire (tiré de Charru et al. 2016). 
 
 
Il convient toutefois de rester prudent quant au caractère prédictif du seuil de mise en mouvement 
par la méthode ANSE-DEM. En effet, lorsque d’autres grandeurs sont considérées comme par 
exemple l’épaisseur de la couche granulaire mobile (voir figure 1.8b), l’évolution reste bonne dans 
le sens où l’on retrouve bien une linéarité entre cette grandeur et H comme observé 
expérimentalement, par contre le seuil de mise en mouvement obtenu par extrapolation est quelque 
peu surestimé. Les processus mis en jeu lors de la mise en mouvement du lit granulaire ne sont que 
partiellement décrits par la méthode ANSE-DEM et seule une approche plus résolue en espace, 
comme par exemple la méthode IBM-DEM, peut capturer l’ensemble des processus mis en jeu dans 
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ce régime. Il n’en reste pas moins que la méthode ANSE-DEM est capable de reproduire 
correctement la dynamique d’un lit granulaire cisaillé par un fluide visqueux. 
 
 
                                                 (a)                                                            (b) 
Figure 1.8:  (a) Evolution du débit granulaire stationnaire adimensionné par la vitesse de Stokes 4 
et le diamètre des grains (R = ), en fonction du nombre de Shields H, en écoulement de 
Couette : •, méthode ANSE-DEM ; , simulations de type IBM-DEM de Derksen (2011) ; , 
expériences de Charru et al. (2004) ; , e/4R = SH(H − H5) avec S = 0.44 et H5 = 0.12	; - - 
-, e/4R = 7.5H (Charru & Mouillerond-Arnould 2002). (b) Evolution de l’épaisseur de la 
couche de grains mobiles ℎ( + ℎb en fonction de H. Les symboles sont les résultats obtenus 
avec la présente méthode pour différentes valeurs seuil de la vitesse granulaire minimale 




Formation de rides 
 
Nous terminons cette section par des résultats récents de la thèse de Joris Bouteloup qui a simulé la 
génération de rides avec la méthode ANSE-DEM. Un domaine de longueur beaucoup plus 
importante que précédemment, ici de 10 est utilisé afin de permettre la croissance d’une 
éventuelle instabilité de la surface du lit granulaire. La figure 1.9 présente le diagramme spatio-
temporel de la variation spatiale instantanée de la hauteur du lit, dans une configuration où, 
initialement, le lit est plat et le fluide au repos.  
 
Cette figure montre toute la richesse des phénomènes intervenant lors de la formation de rides, 
d’une part la phase transitoire de développement de la couche cisaillée pour 0 ≤ c ≤ 100, la 
croissance de rides de longueur d’onde relativement courte (de l’ordre de quelques dizaines de 
diamètres moyens de grains) pour 100 ≤ c ≤ 1000 et enfin le phénomène de coalescence de rides 
(ou encore coarsening), les petites allant plus vite, rattrapant les grandes et conduisant à des rides de 
forme relativement triangulaires de longueur d’onde d’environ 200.  
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Figure 1.9:  Diagramme spatio-temporel de la hauteur du lit d’environ 10g grains relativement à la 
hauteur instantanée moyennée spatialement (H = 0.4, / = 2.5,  = 7.5). Les régions 
claires (resp. sombres) indiquent une crête (resp. un creux) d’une ride. En haut de l’image est 
représentée une vue de profil du lit granulaire au dernier temps considéré, les grains étant 
colorés par leur vitesse longitudinale, d’autant plus sombre que la vitesse est grande (tiré de 





Ces premiers résultats sont très prometteurs et ouvrent des perspectives intéressantes quant à l’étude 
de la génération et de l’évolution des instabilités de lit granulaires cisaillés par un fluide visqueux. 
Aux temps courts, la nature linéaire de l’instabilité pourrait être confirmée ou infirmée avec cette 
méthode, et la longueur dite de saturation pourrait être mesurée et modélisée (Charru et al. 2013). 
Aux temps longs, une analyse de l’influence des paramètres du problème pourrait être menée, celle 
du « vieillissement » du lit par compaction lente pourrait aussi faire l’objet d’une investigation. De 
plus, l’utilisation complémentaire des méthodes ANSE-DEM et IBM-DEM pourrait permettre à 
plus long terme de vérifier voire proposer des lois de transport granulaire ou encore des lois 
constitutives du milieu continu équivalent. Enfin, des configurations tridimensionnelles peuvent être 
considérées afin de mieux comprendre les processus mis en jeu dans celles-ci (effets de bord, 
dynamique des barkhanes). 
 
  







II. Courants de gravité et de 
turbidité 
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Contrairement au chapitre précédent, la thématique des courants de gravité et de turbidité décrite 
dans ce chapitre est une thématique nouvelle dans le groupe OTE faisant suite à mon recrutement. 
En effet, cette thématique était au centre de mes activités de recherche pendant mon séjour 
postdoctoral à l’Université de Floride (Gainesville, USA) en 2006-2008 et elle s’inscrit 
naturellement dans le paysage thématique du groupe Ondes, Turbulence et Environnement ouis du 
groupe HEGIE – Hydrologie, Ecoulements Géophysiques et Ingénierie de l’Environnement – de 
l’IMFT. Il ne sera donc pas étonnant de remarquer parmi les collaborateurs la présence de mon 




 1) Dynamique de courants de gravité de 




Les résultats présentés dans cette section sont le fruit d’une collaboration avec S. Balachandar, de 
l’Université de Floride (Gainesville, USA). Ils sont aussi l’objet d’une interaction avec Marius 
Ungarish, professeur au Technion (Haïfa, Israël) suite à un séjour de celui-ci en tant que professeur 
invité à l’IMFT en 2009. Pour de plus amples précisions sur les résultats présentés dans cette 
section, le lecteur pourra se référer aux articles suivants : Bonometti & Balachandar (2008, 2010) et 




Dans cette section nous considérons un courant de gravité dans une configuration plane simplifiée. 
La géométrie du problème est schématisée sur la figure 2.1. Un fluide désigné par « courant » de 
masse volumique ? et viscosité dynamique ? est initialement placé dans un fluide ambiant de 
masse volumique ) et viscosité ). Le courant et le fluide ambiant ont respectivement pour 
longueur initiale %U et h* et hauteur initiale ℎU et T. Sous l’effet du contraste de masse volumique, 
un gradient de pression longitudinal est créé et met en mouvement les fluides, le front du courant se 
propageant à la vitesse _i et avec une hauteur ℎi au niveau de la « tête » du courant. Nous ferons 
par la suite l’hypothèse supplémentaire que les viscosités dynamiques du courant et du fluide 
ambiant sont identiques12. Ces systèmes peuvent être caractérisés par trois nombres adimensionnels, 
                                                          
12
 Cette hypothèse est ici imposée par l’utilisation d’une méthode numérique pseudo-spectrale utilisée dans cette étude. 
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respectivement le rapport de masse volumique ?/) 	; un nombre de Reynolds13  = EℎU/j où j 
est la viscosité cinématique du fluide le plus lourd, E = =′ℎU avec ′ = |? − )|/max	(? , )) 
la gravité dite réduite ; le nombre de Schmidt o = j/p où p est la diffusivité massique entre le 




Figure 2.1:  Géométrie du problème. Les traits pointillé et continu représentent respectivement 
l’interface entre le courant et le fluide ambiant à l’instant initial et un instant ultérieur. 
 
 
De nombreux travaux théoriques et expérimentaux ont été réalisés sur ces systèmes, de par la 
grande variété des applications mises en jeu (Von Karman 1940 ; Benjamin 1968 ; Hoult 1972 ; 
Huppert & Simpson 1980 ; Simpson 1982) et ceux-ci ont permis de comprendre les différentes 
phases de propagation (accélération, « slumping » et phase auto-similaires) ainsi que de proposer 
des modèles théoriques ou semi-empiriques prédisant la vitesse du front de propagation en fonction 
des paramètres du problème. Les travaux précurseurs de Von Karman (1940) et Benjamin 
(1968) ont permis de montrer que la vitesse du courant _i varie comme la racine carrée de la 
hauteur du courant ℎi, le pré-facteur étant un nombre de Froude qui dépend au premier ordre du 
rapport de hauteur ℎU/T. Ces travaux ont été complétés plus récemment par des simulations 
numériques directes qui ont permis de préciser le domaine de validité de ces lois (Härtel et al. 
2000 ; Birman et al. 2005 ; Etienne et al. 2005 ; Cantero et al. 2007). Néanmoins, certaines 
questions restent encore ouvertes ou n’ont été que partiellement traitées, comme par exemple : 
 
• La dynamique d’un courant de gravité est-elle influencée par le nombre de Schmidt ?  
• La condition d’adhérence à la paroi sur laquelle le courant de gravité se propage a-t-elle une 
influence sur la dynamique du courant ? Est-ce identique pour des fluides de masses 
volumiques proches ou très différentes ? 
• Est-ce que le rapport de forme initiale longueur/hauteur du courant de gravité a une 
influence sur sa vitesse de propagation ? 
 
C’est pour répondre à ces questions que les études suivantes ont été menées. En voici quelques 
résultats. 
                                                          
13
 Ce nombre de Reynolds, basé sur la géométrie initiale du système et une vitesse caractéristique en =∆ℎU est en 
toute rigueur un nombre de Galilée, cependant nous conserverons ici la dénomination de « nombre de Reynolds » car 
c’est le terme généralement utilisé par la communauté scientifique (initialement anglo-saxonne ?...) travaillant sur les 
courants de gravité. 
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Influence du nombre de Schmidt 
 
Pour répondre à la question de l’influence du nombre de Schmidt sur la dynamique des courants de 
gravité, deux méthodes numériques complémentaires ont été utilisées. La première est un code 
parallèle pseudo-spectral développé dans l’équipe de S. Balachandar et qui résout les équations de 
Navier-Stokes pour un fluide incompressible de masse volumique variable sous l’hypothèse de 
Boussinesq (Cantero et al. 2007). Dans ce cas, le rapport de masse volumique ?/) est proche de 1 
et la variation de la masse volumique n’intervient que dans le terme de flottabilité. Ce code spectral 
offre l’avantage d’avoir une excellente résolution spatiale et temporelle même pour des grilles de 
calcul de taille modérée, mais il est limité, pour des raisons de stabilité numérique, à des valeurs de 
nombre de Schmidt proche de 1.  
 
La deuxième approche est un code parallèle de type Volumes Finis, appelé JADIM14 et développé 
depuis plusieurs années et de façon communautaire à l’IMFT, le premier architecte étant Jacques 
Magnaudet, directeur de chercheur au CNRS rattaché à l’IMFT. Cet outil résout les équations de 
Navier-Stokes pour deux ou trois fluides non-miscibles et incompressibles, via une technique de 
suivi d’interface sans reconstruction sur maillage fixe (Bonometti & Magnaudet 2007). Cette 
approche ne présente aucune restriction sur le rapport de masse volumique (tant que celui-ci reste 
dans la gamme des fluides généralement rencontrés sur Terre…) mais restreint de fait les courants 
de gravité non-miscibles à correspondre théoriquement à un nombre de Schmidt infini. En pratique, 
la région séparant les phases est étalée sur quelques cellules de calcul ce qui implique 
numériquement15 un nombre de Schmidt de l’ordre de o = q(10).  
 
Soulignons qu’ayant participé au développement et/ou à l’utilisation de ces deux outils dans le 
cadre respectif de ma thèse pour JADIM et de mon postdoctorat pour le code spectral, j’ai pu 
pleinement profiter des potentialités de ceux-ci pour ce travail, en fixant ?/) ≈ 1, faisant varier le 
nombre de Reynolds dans la gamme10 	≤  ≤ 10r et en jouant sur la valeur du nombre de 
Schmidt (1	 ≤ o ≤ 5 pour le code spectral et o ≫ 1 pour le code de type volumes-finis). 
 
La figure 2.1 montre la forme de deux courants de gravité turbulents ( = 10r) de type 
Boussinesq (?/) ≈ 1) se propageant dans un canal de hauteur T = ℎU. La seule différence entre 
le courant du cliché supérieur et celui du cliché inférieur est le nombre de Schmidt respectivement 
de 1 et  ≫ 1. On peut noter que la structure de l’écoulement est très similaire, à la fois au niveau de 
la position des fronts et des structures tourbillonnaires de type Kelvin-Helmholtz générées par 
cisaillement de l’interface séparant les fluides.  
 
Une étude paramétrique bidimensionnelle utilisant les deux approches numériques complémentaires 
et complétée par quelques simulations tridimensionnelles permettent de répondre à la première 
question de cette section et de conclure que le nombre de Schmidt n’a pas d’influence sur la 
dynamique des courants de gravité de type Boussinesq tant que le nombre de Reynolds est grand, 
                                                          
14
 Le lecteur curieux se demande peut-être quelle est la signification du mot JADIM ?... C’est en fait un acronyme 
formé par les prénoms des premiers développeurs, à savoir Jacques, Armando, Dominique, Isabelle et Mayela. 
15
 Pour plus de détails sur la détermination du nombre de Schmidt effectif des simulations faites ici avec le code de type 
volumes finis, le lecteur peut lire l’annexe de l’article de Bonometti & Balachandar (2008). 
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c’est-à-dire  ≥ q(10r). Dans ce cas, la différence de vitesse du front du courant pour o = 1 et o ≫ 1 est de l’ordre de quelques pourcents à peine et le mélange est très similaire car 




Figure 2.2:  Visualisation des iso-valeurs de fraction volumique de l’un des fluides au temps /M = 12.7 pour ?/) ≈ 1,  = 10r		o = 1 (cliché du haut), o ≫ 1 (cliché du bas). Les 
longueurs sont adimensionnées par ℎU et le temps par M = ℎU/E. Ici ℎU/T = 1 et %U/h* = 0.5. 
Par souci de clarté, les clichés ont été étirés verticalement d’un facteur 3 environ. Les fluides 
lourd (à gauche) et léger (à droite) sont initialement séparés en %uU. La gravité pointe vers le bas 
(tiré de Bonometti & Balachandar 2008). 
 
 
Influence du frottement au fond 
 
Dans cette section, seule l’approche numérique de type volume finis est utilisée afin de pouvoir 
balayer une large gamme de rapport de masse volumique 10, ≤ ?/) ≤ 10. L’objectif est de 
savoir si la condition d’adhérence à la paroi modifie peu ou fortement la vitesse de propagation du 
courant de gravité, de sorte à déterminer s’il faut prendre en compte le frottement pariétal dans les 
modèles prédictifs simplifiés.  
 
Une série de simulations bidimensionnelles a été effectuée dans une configuration où l’on fixe la 
hauteur du courant égale à celle du fluide ambiant, et où le nombre de Reynolds est suffisamment 
grand ( = 5 × 10r) pour s’assurer que l’écoulement est turbulent et ce, afin de se rapprocher des 
situations réelles dont les dimensions sont grandes, comme lors d’une rupture de barrage, d’une 
tempête de sable, d’une avalanche ou de courants océaniques. Enfin, on fait varier la condition à la 
limite pour la vitesse, sur les frontières où les fronts du courant lourd et léger se propagent, entre 
une condition d’adhérence (vitesse nulle et cisaillement maximum) et une condition de glissement 
sans frottement (vitesse tangentielle non-nulle et cisaillement nul). 
 
                                                          
16
 Ce résultat est à ce titre une nouvelle rassurante pour les membres de la communauté scientifique qui étudient les 
courants de gravité avec des méthodes spectrales, donc pour des nombres de Schmidt o ≈ 1, et qui jusque-alors 
étendaient le champ d’application de leurs résultats (sans réelle justification) à des configurations où ce nombre est plus 
élevé, comme c’est le cas dans les océans où les courants de densité sont souvent dus à une différence de salinité et pour 
lesquels o ≈ 700. 
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Un exemple de résultat est donné sur la figure 2.3a, où est tracée l’évolution temporelle de la 
position du front lourd dans le cas d’un écoulement de type « rupture de barrage » pour lequel ?/) = 10 et  = 5 × 10r. Une comparaison avec des résultats d’expériences de laboratoire est 
faite et montre un très bon accord avec la simulation numérique lorsque celle-ci prend en compte 
l’adhérence à la paroi, au contraire des modèles simplifiés de type Saint-Venant pour lesquels  = ∞ et qui sont plus proches des résultats de la simulation numérique utilisant une condition 
limite de type glissement sans frottement. En répétant la démarche pour différentes valeurs du 
rapport de masse volumique, il est possible de mesurer la vitesse moyenne du courant pour toute la 
gamme 10, ≤ ?/) ≤ 10 et de la comparer avec les modèles existants.  
 
Les résultats correspondant au cas où le courant est plus lourd que le fluide ambiant ()/? < 1) 
sont résumés sur la figure 2.3b. Il ressort clairement que les modèles existants dont celui de 
Benjamin (1968) et d’autres basés sur les équations de Saint-Venant non-visqueuses ne sont pas 
capables de prédire précisément la vitesse de propagation des fronts (ici en comparaison des 
simulations avec adhérence correspondant aux triangles noirs pointant vers le haut). Si la différence 
entre modèles et simulations reste modérée, de l’ordre de 15%, dans le cas d’un courant de type 
Boussinesq ()/? ≈ 1), elle peut atteindre jusqu’à 40 à 50% dans le cas des courants lourds de 
type non-Boussinesq ()/? ≈ 0). Ceci nous permet de conclure que la condition d’adhérence à la 
paroi sur laquelle le courant de gravité se propage a une influence sur la dynamique du 
courant, d’autant plus forte que le rapport de masse volumique ?/) est grand. 
 
 
   
 
(a)                                                           (b) 
Figure 2.3:  (a) Evolution temporelle de la position du front lors d’une rupture de barrage (?/) = 10,  = 5 × 10r) : , présente simulation avec une condition d’adhérence à la paroi ; 
- - -, idem avec une condition de glissement ; les symboles sont des résultats d’expériences. (b) 
Vitesse moyenne du front en fonction du rapport de masse volumique. Les courbes 
correspondent à différents modèles prédictifs ;, présentes simulations avec une condition 
d’adhérence à la paroi ;  idem avec une condition de glissement ; les autres symboles 
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Dans cette étude, une démarche de modélisation simplifiée contenant les « ingrédients principaux » 
à la description de ces écoulements a été entreprise. En faisant un bilan intégral de masse et de 
quantité de mouvement dans une région entourant la tête du courant et délimitée par les parois 
supérieures et inférieures du domaine, et en introduisant un modèle de type Chézy pour relier la 
contrainte de cisaillement sur la paroi aux autres paramètres du problème, il est possible de prédire 
la vitesse du front _i en fonction du rapport de masse volumique, de la hauteur relative ℎx = ℎi/T 
entre le courant et le fluide ambiant et d’un coefficient de frottement y, ici pris égal à 0.6, tel que 
 
z{| = } ~(,~)	(6,1)1 1 +
61	.																																																																													(2.1)	
 
Le modèle (2.1) est reporté sur la figure 2.3 en prenant, par souci de simplicité, ℎx = 1/2. L’accord 
avec les simulations numériques prenant en compte l’adhérence au fond est tout-à-fait satisfaisant et 
semble corroborer l’importance de prendre en compte le frottement au fond dans les modèles 
simplifiés. 
Influence du rapport de forme initiale longueur/hauteur 
 
La configuration et la méthodologie sont très proches de celles de la section précédente (simulations 
bidimensionnelles avec le code de type volume fini). L’objectif étant cette fois-ci de déterminer si le 
rapport de forme initiale longueur/hauteur %U/ℎU du courant de gravité a une influence sur sa vitesse 
de propagation, on balaye non-seulement une large gamme de rapport de masse volumique 10, ≤?/) ≤ 10 mais aussi une gamme relativement importante du rapport 0.5≤ %U/ℎU ≤ 18.75. Une 
vingtaine de cas sont simulés dans cet espace des paramètres et la vitesse moyenne est comparée 
avec celle d’un courant de rapport de masse volumique équivalent mais de longueur théoriquement 
infinie (en pratique, on prend le cas correspondant à %U/ℎU = 18.75 comme référence). 
 
Les résultats sont résumés sur la figure 2.4a qui présente le rapport 	_i/(_i)*/~→ pour différents ?/) et %U/ℎU. Dans le cas où il n’y aurait pas d’influence de ce 
dernier paramètre, tous les points et courbes devraient se retrouver confondus sur une droite 
horizontale unitaire. On peut observer que c’est loin d’être le cas et que l’influence de %U/ℎU sur la 
vitesse du courant est d’autant plus grande que le rapport de masse volumique diminue. Par 
exemple, et d’après la figure 2.4a, la vitesse d’une masse d’eau s’effondrant suite à une rupture de 
barrage reste sensiblement la même quelle que soit la longueur de la masse d’eau (partie droite de la 
figure). A contrario, une masse d’eau claire s’écoulant dans de l’eau salée (partie centrale) se 
propage 30% moins vite quand sa longueur initiale est égale à la moitié de sa hauteur. Un courant 
très léger (gaz dans un liquide) peut voir sa vitesse diminuée par un facteur 2 en fonction du rapport 
de forme initial longueur/hauteur. Ceci nous permet de conclure que le rapport de forme initiale 
longueur/hauteur d’un courant de gravité peut avoir une influence significative sur sa vitesse de 
propagation, d’autant plus si celui-ci est léger vis-à-vis du fluide ambiant. Plus généralement, cette 
étude permet de mettre en évidence l’existence d’un rapport %U/ℎU critique en dessous duquel la 
dynamique est dépendante de ce paramètre et une cartographie des régions d’influence dans 
l’espace (?/) , %U/ℎU) est faite. 





                                (a)                                                  (b)                                   (c) 
Figure 2.4:  (a) Influence du rapport de forme initiale hauteur/longueur sur la vitesse moyenne du 
courant de gravité, mesurée via le rapport entre la vitesse moyenne d’un cas de longueur finie 
et d’un cas de longueur infinie (en pratique très grande). Chaque symbole est une simulation, 
les courbes indiquant les tendances. (b-c) Diagrammes spatio-temporels montrant l’évolution 
de la hauteur du courant dans les cas « extrêmes ».  et •, solutions d’un modèle de 
type Saint-Venant ; - ⋅ - ⋅ -, modèle (2.2)(tiré de Bonometti et al. 2011). 
 
L’effet du rapport de forme initiale longueur/hauteur peut s’interpréter qualitativement et 
quantitativement en termes de compétition de deux processus dont les temps caractéristiques sont 
différents : l’effondrement de la colonne de fluide vs. la formation de la tête du courant. Le premier 
est défini comme le temps que met une perturbation initialement en %U pour se propager à contre-
courant, être réfléchie par la frontière verticale et revenir vers le front. Ce temps peut être estimé à 
partir d’une approche de type Saint-Venant et se trouve être d’autant plus grand que le rapport de 
masse volumique est grand. Le deuxième temps correspond à celui que met la tête du courant pour 
se former et peut être estimé en se basant sur la solution non-visqueuse de Benjamin (1968) donnant 
la forme de la tête du courant qui forme un angle de pi/3 avec la paroi. Ce temps s’avère être 
d’autant plus petit que le rapport de masse volumique est grand. Il existe donc pour une valeur de 
rapport de masse volumique donnée un rapport %U/ℎU critique tel que ces deux temps sont du même 
ordre de grandeur.  
 
En d’autres termes, si la tête du courant a le temps de se former avant que la perturbation ne soit 
revenu au niveau du front, la dynamique est indépendante de %U/ℎU et la vitesse de propagation est 
en bon accord avec un modèle de type Saint-Venant (figure 2.4b). Dans le cas contraire, la 
dynamique dépend fortement de %U/ℎU et l’accord avec un modèle de type Saint-Venant est perdu 
(figure 2.4c). Dans ce dernier cas, un modèle semi-empirique a été développé afin de prédire la 
vitesse de propagation du front d’un courant de gravité plus léger que le fluide ambiant en fonction 
du rapport de forme initiale longueur/hauteur, 
 
z{| = (4π − √3),/r	 3*~7/r	,																																																																													(2.2)	
 
Le modèle (2.2) est reporté sur la figure 2.4c en prenant comme modélisation de la fonction de 
Froude  le modèle de Benjamin (1968)17. L’accord avec la simulation numérique est excellent. 
                                                          
17








?/) = 10; %U/ℎU = 18.75 ?/) = 10,; %U/ℎU = 0.5 
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Les résultats présentés dans cette section sont le fruit d’une collaboration avec S. Balachandar 
(Université de Floride, Gainesville, USA) via le co-encadrement de la thèse de Nadim Zgheib (thèse 
en co-tutelle internationale INPT/UF, oct 2011 – mars 2015). Soulignons une collaboration plus 
récente sur ce thème avec Julie Albagnac, Maître de Conférences à l’INPT-ENSEEIHT-IMFT, dans 
le cadre d’expériences en laboratoire de courants de gravité de forme complexe sur des plans 
inclinés (depuis novembre 2015). Pour de plus amples précisions sur les résultats présentés dans 





La plupart des études faites sur les courants de gravité et de turbidité ont été menées sur des 
configurations idéalisées planes (Rottman & Simpson 1983 ; Shin et al. 2004 ; Marino et al. 2005) 
ou cylindriques (Martin & Moyce 1952 ; Huppert & Simpson 1980 ; Bonnecaze et al. 1993). L’idée 
sous-jacente est que la forme initiale de la masse de fluide constituant le courant, et en particulier la 
forme de la section horizontale, n’a pas d’influence sur la dynamique à moyen et long terme. Nous 
avons vu dans la section précédente que la forme initiale du courant, en particulier le rapport de 
forme longueur/hauteur pouvait dans certains cas modifier la dynamique des courants de gravité. 
Dans cette étude, on souhaite compléter cette analyse en procédant à des lâchés de courants de 
gravité dont la section horizontale n’est ni plane ni axisymétrique. De expériences sont conduites à 
l’IMFT et des simulations numériques utilisant le code pseudo-spectral sont effectuées à 
l’Université de Floride. L’objectif ici est de répondre aux questions suivantes :  
 
• Un courant de gravité ou de turbidité de section horizontale non-plane et non-axisymétrique 
se propage-t-il comme un courant de section plane ou axisymétrique ?  
• Si non, peut-on prédire simplement la dynamique de tels courants ? 
 
Expériences de laboratoire et simulations numériques directes 
 
La figure 2.5a présente le dispositif expérimental utilisé. Une cuve en verre d’environ 1m de côté et 
50cm de profondeur est remplie d’eau claire. Un cylindre de forme relativement complexe (figure 
2.5b) est placé au centre et rempli d’eau salé ou d’un mélange d’eau claire et de particules de 
polystyrène en faible concentration volumique. Ici, les courants générés sont turbulents et de type 
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Boussinesq. De la fluorescéine est ajoutée dans le cylindre pour améliorer la visualisation du 
courant via l’utilisation de lampes ultra-violettes et lorsque les fluides sont au repos, le cylindre est 
relevé rapidement à l’aide d’un système de poids-poulie. Deux types de métrologie sont utilisés. Le 
premier consiste en la visualisation par ombroscopie à l’aide d’une caméra rapide haute résolution 
qui enregistre l’image du courant de gravité/turbidité à la fois en vue de côté, ce qui permet 
d’accéder à une hauteur moyennée dans la direction de visualisation, et en vue de dessous à l’aide 
d’un miroir incliné à 45° placé sous la cuve, donnant accès, après traitement d’image, à la forme du 
front dans le plan horizontal. Un second post-traitement permet ensuite de déterminer la vitesse 
normale au front, instantanée et locale. Dans le cas des courants de turbidité, des mesures de 
hauteur du dépôt final de particules sont effectuées, après vidange lente de la cuve, à l’aide d’un 
laser et d’une technique de triangulation. La technique, automatisée, permet de balayer l’ensemble 
du dépôt sédimentaire et fournit la hauteur de celui-ci avec une précision inférieure au diamètre des 
particules utilisées (ici de l’ordre de 300µm). 
 
 
                                                        (a)                                                         (b) 
Figure 2.5:  (a) Dispositif expérimental utilisé pour les lâchés de courants de gravité et turbidité 
non-axisymétriques. Le réservoir est rempli d’eau claire, tandis que le cylindre est rempli d’eau 
salée pour les courants de gravité, ou d’un mélange d’eau claire et de particules de polystyrène 
pour les courants de turbidité. Une caméra enregistre par ombroscopie l’évolution du courant 
en vue de côté et de dessous à l’aide d’un miroir incliné. (b) Forme et dimensions des cylindres 
utilisés, l’aire de chaque section horizontale étant identique (tiré de la thèse de Zgheib 2015). 
 
 
L’évolution temporelle de trois courants de gravité de section horizontale initiale respectivement 
circulaire, de type rectangle arrondi et en forme de croix est représentée sur la figure 2.6. Notons 
que les paramètres géométriques et physiques ont été choisis de telle sorte que les distances de 
propagation des courants soient suffisamment grandes (entre 7 et 25 fois le rayon initial équivalent) 
pour que les différents régimes d’écoulements soient rencontrés, à savoir la phase d’accélération, le 
régime dit de slumping, où la vitesse du front est constante ou quasi-constante, et enfin le régime 
auto-similaire inertiel18. 
                                                          
18
 Il existe aussi deux autres régimes auto-similaires (Hoult 1972), le premier (second) dit visqueux (capillaire) et 
correspondant à un équilibre entre les forces de flottabilité et de viscosité (capillarité). Ces deux régimes ne sont pas 
considérés ici.  
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Les résultats de la figure 2.6 montrent que la forme de la section horizontale initial du courant 
influence grandement la dynamique du courant et ce, sur des temps et des distances relativement 
grandes. En effet, les mesures locales de vitesse de front montrent des variations de vitesse le long 
du front allant parfois jusqu’à un facteur 2. Ces résultats sont corroborés par les simulations 
numériques qui permettent de plus de confirmer qu’un régime inertiel auto-similaire existe même 
dans les configurations non-axisymétriques, tel que la vitesse locale du front _i varie le long du 
contour du courant et qu’il décroit en ,/. Une illustration de simulations tridimensionnelles de 
courant de gravité de forme complexe est donnée sur la figure 2.7 (les configurations sont 
identiques à ceux de la figure 2.6a et b, à l’exception du nombre de Reynolds qui est trois fois plus 
faible dans les simulations). 
 
 
Figure 2.6:  Evolution temporelle de la forme en vue de dessous d’un courant de gravité 
expérimental de section horizontale initialement (a) circulaire, (b) de type rectangle arrondi et 
(c) en forme de croix. Le temps est adimensionné par M = ℎU/E avec E = =′ℎU  (tiré de 
Zgheib et al. 2014). 
 
 
Suite à ces résultats quelque peu inattendus, des expériences complémentaires ont été réalisées afin 
de tester la « robustesse » de la dynamique originale observée vis-à-vis de plusieurs paramètres. Par 
exemple, observe-t-on le même comportement pour les courants de turbidité ? les courants de 
gravité de type non-Boussinesq ? les courants de surface se propageant sur une frontière lisse ? les 
courants visqueux ? La réponse est oui dans tous les cas19, sauf pour les courants visqueux qui 
deviennent rapidement axisymétriques quelle que soit leur forme initiale, typiquement pour  ≤ q(10). 
 
Les simulations numériques permettent en outre de tenter d’appréhender les processus responsables 
de la dynamique des courants de gravité/turbidité de forme complexe. Lors de la phase 
d’accélération, la colonne fluide semble virtuellement « partitionner » sa section horizontale en 
                                                          
19
 Pour les courants de turbidité, il faut néanmoins que le temps caractéristique de sédimentation des particules soit plus 
grand que le temps caractéristique de la phase de slumping (ou au moins de la phase d’accélération), ce qui est 
généralement le cas dans les applications. 
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sous-compartiments définis par des lignes partant du front perpendiculairement à celui-ci et allant 
vers l’intérieur. Les sous-compartiments ainsi formés s’effondrent ensuite de façon indépendante, 
dans le sens où les flux de masse entre compartiments sont très faibles, et évoluent ainsi avec des 
hauteurs différentes et donc des vitesses de propagation différentes (rappelons que ces deux 
grandeurs sont proportionnelles). Cette interprétation constitue d’ailleurs l’ingrédient principal du 
modèle simplifié proposé ci-après pour décrire les courants de gravité de formes complexes. 
 
               
                                   (a)                                                                             (b) 
Figure 2.7:  Evolution temporelle des structures tourbillonnaires d’un courant de gravité, obtenu 
par simulation numérique directe, de section horizontale initialement (a) circulaire et (b) de 
type rectangle arrondi20. Les structures sont visualisées par une iso-surface du critère ?P défini 
comme la valeur absolue de la partie imaginaire de la valeur propre complexe du tenseur 
gradient de vitesse. Les couleurs permettent de distinguer les différents temps, la région noire 
centrale représentant la position initiale du cylindre (à partir de Zgheib et al. 2015b). 
 
Modèle simplifié de « boîte » étendu 
 
Dans la classification des modèles permettant de décrire les courants de gravité nous pouvons citer, 
du plus simple au plus compliqué, le modèle de « boîte » (en anglais box model, Huppert & 
Simpson 1980) qui considère le courant comme une boîte de hauteur uniforme dont le volume reste 
constant au cours du temps (mais pas ses dimensions), les modèles de type Saint-Venant (Ungarish 
2009) et les modèles de type Navier-Stokes. Nous avons vu que ces-derniers étaient capables de 
reproduire la dynamique des courants de gravité de forme complexe. Au contraire, le modèle de 
boîte classique échoue à capturer cette dynamique. La raison en est que la hauteur du courant étant 
uniforme le long du front, la vitesse l’est aussi et le contour devient inévitablement circulaire. En ce 
qui concerne les modèles de type Saint-Venant, la question reste ouverte21. 
                                                          
20
 Peut-être que les fans du Seigneur des Anneaux verront dans le cliché b l’œil de Sauron ?… 
21
 Les collaborateurs impliqués ne disposent pas à l’heure actuelle d’un modèle de type Saint-Venant bidimensionnel 
qui nous permettrait de tester celui-ci sur des cas non-axisymétriques. Le développement d’une telle méthode a été initié 
au cours de la thèse de N. Zgheib mais n’a pas abouti faute de temps. Enfin, une collaboration avec des chercheurs 
italiens ayant proposé un modèle de Saint-Venant à deux couches a été initiée à l’automne 2014 mais s’est avérée 
infructueuse. Le suspense reste donc entier ! 
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Le modèle de boîte dit « étendu » proposé ici consiste à introduire la notion de partitionnement 
initial du courant évoqué plus haut et d’appliquer le modèle de boîte classique à chaque 
compartiment séparément. L’idée sous-jacente est de lever l’uniformité de la hauteur du front le 
long du courant et donc d’autoriser des variations locales de vitesse. Ce modèle peut être formalisé 
par un jeu d’équations aux dérivées partielles très simplifié (et rapide à résoudre) par rapport aux 
modèles de type Saint-Venant ou Navier-Stokes, et il prend en compte la conservation de la masse, 
un modèle de vitesse de front (comme par exemple celui de Benjamin 1968) et des relations 
cinématiques au niveau du front du courant. Un exemple de « simulation » avec le modèle de boîte 
étendu est présenté sur la figure 2.8a (la configuration est identique à celle des figures 2.6b et 2.7b) 
et montre que ce modèle est capable de reproduire qualitativement et quantitativement la 
dynamique des courants de gravité de forme complexe (une autre application de ce modèle est 
présenté sur la figure 2.9). 
 
                   
                                         (a)                                                             (b) 
Figure 2.8:  (a) Exemple de courant de gravité de section horizontale initialement de type rectangle 
arrondi, obtenu avec le modèle de boîte étendue. (b) Evolution du rapport de forme  de la 
section horizontale dans le régime auto-similaire en fonction du rapport de forme initial U. 
Symboles : expériences (bleu), simulations numériques directes (rouge) ; modèle de boîte 
étendue (noir).  , modèle empirique (2.3) (tiré de Zgheib et al. 2015b). 
 
 
Au vu de la qualité des résultats obtenus avec le modèle de boîte étendu, celui-ci est utilisé afin de 
balayer une gamme de forme plus large que celle accessible par les expériences et les simulations 
numériques directes, à savoir des sections horizontales initialement rectangulaires et elliptiques dont 
le rapport de forme initial varie de 1 à 20 environ. Le rapport de forme dans le régime auto-similaire 
ainsi obtenu avec le modèle simplifié est tracé sur la figure 2.8b. Une tendance se dégage et une loi 
d’échelle empirique permettant de prédire le rapport de forme « auto-similaire » en fonction du 
rapport de forme initial est proposée, telle que 
 
                             = 1 +  lnU .                                                                             (2.3) 
 
La corrélation (2.3) est tracée sur la figure 2.8b et semble reproduire convenablement les résultats 
expérimentaux, numériques et du modèle de boîte étendu. Pour finir, et afin de tester le modèle de 
 
U 
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boîte étendu sur des configurations toujours plus complexes, des simulations ont été menées sur des 
géométries de bâtiments destinés à la destruction et dont la démolition a été filmée. Deux exemples 
sont présentés sur la figure 2.9 comparant les images du front de débris créé par l’effondrement du 
bâtiment et le front simulé par le modèle simplifié. Dans les deux cas, on peut voir la formation 
lobes de grande échelle, formés par le caractère non-axisymétrique de la section horizontale du 





Figure 2.9:  Observations de terrain de la dynamique de « courants de gravité » non-
axisymétriques. (a) Démolition d’un bâtiment non-identifié de section horizontale initialement 
carrée, (b) Démolition de la tour Rose de l’Université d’Alabama le 4 juillet 2012. Les lignes 
bleues des clichés de droite montrent l’évolution temporelle du front du courant obtenu avec le 
modèle de boîte étendue en prenant comme section initiale celle représentée en traits noirs 
pointillés (tiré de Zgheib et al. 2014). 
 
 




Les résultats présentés dans cette section sont le fruit d’une collaboration en cours avec Mariano 
Cantero, chercheur au CONICET rattaché au Centro Atomico de Bariloche – Instituto Balseiro (San 
Carlos de Bariloche, Argentine) qui a séjourné un mois en tant que professeur invité à l’IMFT en 
2011 (soutien UPS) et en 2016 (soutien SMI-INPT), collaboration qui s’est traduite par le co-
encadrement du stage de Master 2 de Jorge Salinas en 2013. Pour de plus amples précisions sur les 












Dans cette section nous considérons la dynamique de courants de gravité dans un système tournant. 
Plus précisément, la configuration considérée est identique à celle représentée sur la figure 2.1 à la 
différence que le courant est de forme initialement cylindrique (le rayon initial U remplace %U) et 
que l’on impose une rotation à vitesse angulaire constante  = Ω. Le système dépend maintenant 
d’un paramètre supplémentaire comparant l’effet des forces de flottabilité à celles induites par la 
rotation, via le nombre de Coriolis22  = ΩU/E avec E = =′ℎU et ′ = |? − )|/max	(? , )). 
Ce problème a été abondamment étudié dans le cas des grands nombres de Coriolis (petits nombres 
de Rossby) notamment par la communauté géophysicienne car les systèmes considérés par ces-
derniers sont de très grande taille et largement influencé par la rotation de la Terre (Griffiths 1986 ; 
Hopfinger & van Heijst 1993). Dans ce cas, une description du système via des modèles utilisant 
l’approximation de Boussinesq ou les équations de type Saint-Venant est généralement faite.  
 
Les courants de gravité en milieu tournant évoluant dans une gamme de nombres de Coriolis 
modérés à faibles ont été beaucoup moins étudiés. Ceux-ci correspondent à des écoulements de plus 
petite échelle mais dont les effets de rotation sont toujours présents et les phénomènes non-linéaires 
importants (fronts de densité dans les zones estuariennes, certains courants océaniques comme le 
courant du Groenland oriental ou le courant de Leeuwin). L’objectif ici est d’étudier ces systèmes 
dans la gamme des faibles nombres de Coriolis, typiquement  ≈ 0.1 dans une configuration 
idéalisée et ce, via la simulation numérique qui permet de capturer l’ensemble des processus 
contrôlant la dynamique de ces courants. En particulier, on cherche à répondre aux questions 
suivantes : 
 
• En quoi la rotation du système change-t-elle la dynamique de propagation d’un courant de 
gravité dans cette gamme de paramètres ?  
• Quelle est la structure d’un tel écoulement notamment en termes de dynamique 
tourbillonnaire ? 
 
Transition vers l’ajustement géostrophique 
 
La figure 2.10a présente un exemple de la dynamique d’un courant de gravité en milieu tournant 
pour  = 0.15,  = 4000 et o = 1 (la forme du courant est illustrée sur la figure 2.11). Après 
une phase d’accélération et de propagation à vitesse constante, le courant est rapidement freiné, son 
front s’épaissit rapidement et l’on peut observer un phénomène d’oscillation du front jusqu’à ce 
qu’un régime quasi-stationnaire soit atteint. Ce comportement est singulièrement différent du cas 
non-tournant et a pour origine l’intervention de la force de Coriolis, générée par l’action conjointe 
de l’étalement du courant dû aux forces de flottabilité et de la rotation du système. La force de 
Coriolis s’oppose à la propagation radiale du courant et conduit à une configuration d’équilibre 
appelée ajustement géostrophique. 
 
                                                          
22
 L’inverse de ce nombre est appelé le nombre de Rossby. 
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Les résultats numériques permettent de corroborer la dynamique transitoire observée dans les 
expériences de laboratoire, notamment la linéarité de la fréquence des oscillations vis-à-vis du 
nombre de Coriolis (figure 2.10b). Ils offrent de plus la possibilité d’explorer les différents 
processus intervenant dans la dynamique observée (génération d’instabilités, d’ondes inertielles ou 
de gravité). Par exemple, le mélange abondant observé à l’interface entre le courant et le fluide 
ambiant, que cela soit au niveau du front qui s’épaissit ou bien du corps du courant est dû à un 
cisaillement important dans la direction radiale (comme pour les cas non-tournant) mais aussi 
azimutale (conséquence des effets de Coriolis). Ce cisaillement donne naissance à plusieurs 




                                          (a)                                                                           (b) 
Figure 2.10:  (a) Evolution temporelle du « front » d’un courant de gravité dans un système en 
rotation :  , simulation ; , expériences d’Hallworth et al. (2001). Les différents traits 
correspondent à différentes valeurs seuils de la hauteur du courant utilisées pour détecter la 
position du front. (b) Période d’oscillation de la position du front en fonction du nombre de 
Coriolis. F.S. et N.S., respectivement free-slip et no-slip, désignent le type de condition limite 
sur la paroi. Le temps est adimensionné par M = U/E avec E = =′ℎU, la position du front par U et la pulsation par 1/M (tiré de Salinas et al.). 
 
 
Ces simulations numériques, faites avec le code pseudo-spectral, nécessitent une résolution spatiale 
importante (jusqu’à 170 millions de cellules de calcul) mais permettent d’identifier les structures 
tourbillonnaires générées par l’écoulement. Un exemple est donné en figure 2.11 montrant des iso-
surfaces du critère λJ défini comme la valeur absolue de la partie imaginaire de la valeur propre 
complexe du tenseur gradient de vitesse, ainsi que les lignes de courants (dans le repère en rotation) 
et la position de l’interface entre le courant et le fluide ambiant. La topologie des structures 
tourbillonnaires et leurs interactions sont particulièrement riches dans ce type de configuration 
(tourbillons de type Kelvin-Helmholtz, tourbillons de paroi, verticaux, etc). 
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                                          (a)                                                                            (b) 
Figure 2.11:  Courant de gravité dans un milieu tournant pour deux temps différents. Les 
paramètres sont identiques à ceux de la figure 2.10a excepté le nombre de Reynolds qui vaut 
8000 ici. L’interface entre le courant et le fluide ambiant est représenté par des iso-surfaces de 
densité (bleu), l’écoulement par des lignes de courants (gris) et les structures tourbillonnaires 
par des iso-surfaces du critère ?P (rouge), dénotées par VV pour vertical vortex, KH pour 





Une étude est actuellement en cours pour éclaircir et quantifier d’une part le rôle joué par le 
frottement au fond (via un jeu sur les conditions limites) et d’autre part celui de la diffusivité 
massique entre le courant et le fluide ambiant (via la variation du nombre de Schmidt et l’utilisation 
du code JADIM).  
 
A plus long terme, les données issues des simulations pourront être exploitées pour (i) tester la 
validité de certaines approximations faites dans les modèles théoriques géophysiques développés 
dans le cadre des grands nombres de Coriolis, (ii) caractériser les différents phénomènes 
d’instabilité et de génération d’ondes et (iii) étudier le transfert d’énergie dans ces écoulements 
turbulents stratifiés et tournant. Pour répondre efficacement à ces problèmes, une collaboration avec 








III. Autres travaux en cours 
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Ce chapitre est consacré à deux thématiques de recherche qui font l’objet de travaux en cours qui 
ont été initiées un peu plus récemment que les précédentes. Nous verrons dans le chapitre suivant 
(perspectives) que ces thématiques s’inscrivent dans un projet à plus long terme et qu’elles sont 
amenées à être renforcées.  
 
La première thématique concerne les instabilités gravitaires dans des systèmes multi-fluides 
visqueux comme ceux rencontrés dans certains problèmes géophysiques comme par exemple les 
conduits de cheminées volcaniques. Il s’agit ici d’étudier le déplacement de deux fluides visqueux 
placés initialement l’un au-dessus de l’autre dans une configuration instable. Cette thématique n’est 
pas sans lien avec celle concernant les courants de gravité (cf chapitre II). En effet, les écoulements 
considérés ici sont pilotés par la gravité et générés par une différence de densité entre deux fluides 
comme pour les courants de gravité, à la différence que le gradient de masse volumique est 
initialement parallèle au champ de pesanteur, contrairement aux courants de gravité pour lesquels il 
est initialement perpendiculaire.  
 
La deuxième thématique abordée dans ce chapitre porte sur la dynamique de particules sphériques 
évoluant dans un fluide stratifié en densité. Cette thématique est en quelque sorte le prolongement 
de celle décrite au chapitre I (milieux granulaires denses immergés) puisqu’il s’agit d’étudier 
l’interaction entre un objet ou une collection d’objets mobiles dans un fluide, ici inhomogène en 
masse volumique. L’idée sous-jacente est d’aborder des problèmes environnementaux 
d’écoulements en milieux inhomogène, comme c’est le cas dans les océans ou dans les couches 
supérieures de l’atmosphère. 
 
 
 1) Instabilités gravitaires dans des 




Les résultats présentés dans cette section sont le fruit d’une collaboration en cours avec Jacques 
Magnaudet, directeur de recherches au CNRS rattaché à l’IMFT, collaboration qui s’est traduite par 
le co-encadrement des stages de Master 2 d’Aurélie Ortolan en 2012 et de Vincent Garnerone en 
2013. Pour de plus amples précisions sur les résultats présentés dans cette section, le lecteur pourra 









Lorsqu'un fluide lourd est superposé à un fluide léger, l'effet de la gravité se traduit par une 
instabilité dite de Rayleigh-Taylor qui tend à amener le premier en-dessous du second. Cette 
instabilité a été très étudiée dans les régimes dominés par l'inertie en l'absence de confinement 
latéral (Sharp 1984) et plus récemment en présence de confinement (Znaien et al. 2009). On 
s'intéresse ici au cas où les effets visqueux sont dominants et où les fluides sont confinés à 
l'intérieur d'un tube vertical. Cette situation est notamment rencontrée dans les cheminées 
magmatiques des volcans. Pour déterminer la quantité de magma parvenue à la surface, les 
géologues effectuent des relevés de dioxyde de soufre dans l’air et remontent à la quantité de 
magma rejetée par le volcan via des modèles présupposant la répartition entre les différentes phases 
dans la cheminée magmatique (gaz, magma chaud, magma refroidi, etc). Le problème est que les 
modèles actuels surestiment considérablement la quantité de magma rejetée par rapport à celle 
effectivement observée et ce, jusqu’à 4 ordres de grandeur (Stevenson & Blake 1998). 
 
Une explication possible du manque de précision des modèles provient de la difficulté à modéliser 
la répartition des différentes phases fluides dans la cheminée magmatique. En effet, le magma 
chaud contenant du dioxyde de soufre dissous monte vers la surface depuis la chambre magmatique. 
Au cours de son ascension, la pression diminuant, le dioxyde de soufre ainsi que d’autres gaz sont 
libérés et s’échappent vers la surface. Le magma, quant à lui, connaît une forte augmentation de sa 
masse volumique due au refroidissement par détente et libération des gaz. Dans ces conditions, une 
partie du magma plonge à nouveau dans le conduit sous l’effet de la gravité, mettant en place un 
écoulement de type bidirectionnel composé d’un magma ascendant chaud, léger et riche en gaz et 
d’un magma lourd et pauvre en gaz descendant vers la chambre (Gonnermann & Manga 2007). 
Toute la question est de déterminer la distribution spatiale des phases ascendantes et descendantes 
car celle-ci conditionne le débit de magma arrivant à la surface et donc la quantité de dioxyde de 
soufre rejeté. 
 
Considérons le cas simplifié de l’écoulement dans un cylindre vertical entre deux fluides de masse 
volumique et viscosité différentes placés initialement l’un au-dessus de l’autre en configuration 
instable (figure 3.1a). Il existe a priori un grand nombre de configurations possibles de la 
distribution des phases dans une section horizontale (axisymétriques, non-axisymétriques, domaines 
occupés par les phases connexes ou non, etc). La question relative à la configuration effectivement 
« sélectionnée » par le système est actuellement ouverte, certains chercheurs proposant que 
l’écoulement est principalement axisymétrique avec le fluide le plus visqueux descendant le long 
des parois du tube ou au contraire au centre (Joseph et al. 1997). Des travaux théoriques récents 
montrent que la configuration qui maximise les débits respectifs des phases montantes et 
descendantes n’est pas forcément axisymétrique (Kerswell 2011). De plus, les expériences de 
laboratoires de Beckett et al. (2011) montrent que la configuration sélectionnée par le système 
dépend du rapport de viscosité entre les fluides et que cette configuration n’est pas forcément celle 
qui maximise le débit. 
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Dans cette étude, nous nous intéressons aux questions suivantes : 
• Lors de « l’échange » des fluides, quelle configuration prennent les interfaces ? Dépend-elle 
des conditions initiales ? 
• L’évolution dépend-elle de certains paramètres, comme le nombre de Galilée (ou de façon 
équivalente du nombre de Reynolds) ou le rapport de viscosité ?  
 
Simulation de l’échange de fluides visqueux dans un cylindre 
 
Le problème du déplacement de deux fluides de masse volumique 5 	 et b et de viscosité 5 et b 
(l’indice t désignant « top » et b « bottom ») placés initialement l’un au-dessus de l’autre dans un 
cylindre vertical fermé à ses extrémités de longueur h et de diamètre  est décrit sur la figure 3.1a. 
Dans le cas où les effets de tension superficielle entre les fluides sont négligés, ce problème dépend 
de trois paramètres qui sont le rapport de masse volumique 5/b, le rapport de viscosité 5/b et 
le nombre de Galilée défini ici par S = 5E/5 où E = =′ et ′ = |5 − b|/5. Dans les 
cheminées magmatiques, les propriétés du magma23 lourd et léger sont généralement telles que 5/b ≈ 1, 1 ≤ 5/b ≤ q(10) et S ≪ 1. Dans le cadre des stages d’Aurélie Ortolan et de 
Vincent Garnerone, le rapport de masse volumique est fixé à 5/b = 1.05 et le rapport de viscosité 





                                           (a)                           (b)                    (c)                    (d) 
Figure 3.1:  Influence de la forme de la perturbation initiale sur la structure de l’écoulement 
(5/b = 1.05, 5/b = 100, S = 1). (a) Description du problème. (b-d) Position de 
l’interface (en vert) séparant le fluide lourd et plus visqueux (en bleu) du fluide léger et moins 
visqueux (en rouge) pour une perturbation de forme initialement sinusoïdale avec (a) une bosse, 
(b) un creux et (c) un nœud au centre du tube. Le maillage utilisé comporte 512 × 32 × 64 
cellules respectivement dans les directions axiale, radiale et azimutale (tiré de Garnerone 
2013). 
                                                          
23
 Par exemple, le magma basaltique fondu a une masse volumique d’environ 2.4 à 3 fois celle de l’eau et une viscosité 10 à 10- fois supérieur à celle de l’eau. 




L’étude s’intéresse dans un premier temps à l’influence du nombre de Galilée sur la dynamique 
d’échange des fluides. Le premier objectif est de savoir si l’écoulement devient indépendant de ce 
nombre en dessous d’une valeur critique de S. Une autre raison à cette étude, plus prosaïque, vient 
du fait que les nombres de Galilée très faibles des cas réels (de l’ordre de 10,) imposent une 
contrainte numérique forte sur le pas de temps sélectionné par le logiciel (JADIM en l’occurrence) 
malgré le fait qu’un schéma semi-implicite de Crank-Nicolson soit utilisé pour résoudre les termes 
visqueux. Le temps de calcul nécessaire pour simuler un cas avec les propriétés réelles des fluides 
serait prohibitif et le parallélisme du logiciel n’apporte pas de solution ici car ce n’est pas le temps 
de calcul par pas de temps qui est grand mais le nombre de pas de temps à effectuer.  
 
Les tests effectués pour une gamme 10, ≤ S ≤ 10 montrent (heureusement !) que la dynamique 
de l’échange des fluides visqueux est indépendante du nombre de Galilée lorsque celui-ci est tel que S ≤ 1, au sens où la forme, la position et la vitesse de l’interface sont strictement identiques 
lorsque les grandeurs sont adimensionnées par le temps visqueux MO = 5/5, la longueur  et la 
vitesse S × E. Deux pistes d’investigations sont ensuite poursuivies, la première sur l’influence de 
la forme initiale de l’interface sur la distribution des fluides lors de leur échange et la seconde sur 
l’influence du rapport de viscosité. 
 
Influence de la forme initiale de l’interface séparant les fluides 
 
Dans cette partie, nous cherchons à déterminer si la forme de la perturbation initiale de l’interface 
séparant les fluides joue un rôle sur la dynamique et la répartition des phases. Quatre types de 
« perturbations » sont imposées, à savoir une interface de forme initialement sinusoïdale avec, au 
centre, une crête (i.e. une bosse), un creux ou bien un nœud. La quatrième perturbation correspond à 
une configuration d’interface plane bruitée aléatoirement dans le plan horizontal sur une épaisseur 
de quelques pourcents du diamètre du tube. A titre d’illustration, les différentes perturbations de 
type sinusoïdal sont présentées sur la figure 3.1b à d.  
 
Sur cette même figure, la forme de l’interface séparant les fluides lourd et léger à un même temps 
est donnée pour ces trois configurations. Rappelons qu’entre les figures 3.1b, c et d, seule la forme 
initiale de l’interface est modifiée. L’influence des conditions initiales sur la dynamique de 
l’échange des fluides visqueux apparaît clairement ici24. Par exemple, dans les cas axisymétriques b 
et c, le fluide placé au centre du tube est respectivement le moins visqueux et le plus visqueux. De 
plus, on peut noter pour ce rapport de viscosité 5/b de 100 une différence notable dans la 
répartition des phases lourde et légère, cette dernière occupant la majeure partie des sections 
horizontales où les fluides échangent de place. 
 
 
                                                          
24
 Beaucoup d’autres cas ont été traités au cours du stage d’Aurélie Ortolan (2012) et peuvent être consultés dans son 
rapport de stage. 
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Influence du rapport de viscosité entre les fluides 
 
La deuxième piste d’étude concerne l’influence du rapport de viscosité sur l’échange de fluides 
visqueux. Pour cela, ce rapport est balayé dans la gamme 2 ≤ 5/b ≤ 150 et ce, pour des 
cylindres de section carrée et cylindrique. Une cartographie de la répartition des phases est donnée 
sur la figure 3.2 en fonction du rapport de viscosité. Avec l’initialisation choisie ici, l’échange des 
fluides est non-axisymétrique. Lorsque 5/b est proche de 1, les fluides ont des propriétés 
relativement semblables (5/b ≈ 1 et 5/b ≈ 1) et la distribution des fluides dans la partie 
supérieure et inférieure du tube est symétrique, avec un positionnement du fluide intrusif au centre 
du cylindre et une vitesse de front relativement similaire. Lorsque le rapport de viscosité augmente, 
la répartition des fluides devient asymétrique entre la partie haute et basse du tube, le fluide 
ascendant moins visqueux reste au centre et occupe une part importante de la section horizontale 
tandis que le fluide plus visqueux plonge le long de la paroi du tube. Dans ce cas, la différence entre 




Figure 3.2:  Influence du rapport de viscosité sur l’échange de fluides visqueux pour 5/b = 1.05 
et 5 × 10, ≤ S ≤ 5 × 10,. La forme de la perturbation initiale de l’interface est 
sinusoïdale avec un nœud au centre du tube. Le maillage utilisé comporte 64 × 32 × 32 
cellules respectivement dans les directions verticale et horizontales (tiré de Ortolan 2012 ). 
 
 
Même si ces résultats sont en accord qualitatif avec les mesures expérimentales de Beckett et al. 
(2011), des différences sur la distribution précise des phases et sur le débit subsistent dans certaines 
gammes de rapport de viscosté. L’origine de ces différences reste encore à déterminer car plusieurs 
paramètres sont susceptibles de jouer un rôle. D’une part, la forme de la section est différente entre 
simulations et expériences, où une section carrée est utilisée durant le stage d’Aurélie Ortolan alors 
que la section des expériences de Beckett et al. (2011) est circulaire (les comparaisons précises ont 
été faites durant ce stage). D’autre part, des premiers tests ont montré que le choix du modèle de 
tenseur des contraintes visqueuses utilisé dans le modèle à un fluide peut modifier la dynamique des 
fronts. Celui-ci est par défaut modélisé en multipliant le tenseur taux de déformation avec une 
5b 
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viscosité bâtie de manière analogue à la masse volumique, c’est-à-dire linéairement proportionnelle 
aux fractions volumiques de chacune des phases. Cependant la viscosité n’est pas une grandeur 
extensive et contrairement à la masse volumique une pondération linéaire n’est pas rigoureuse. 
Benkenida & Magnaudet (2000) montrent que le modèle de raccordement des contraintes rigoureux 
doit faire intervenir deux types d’interpolation de la viscosité ainsi que la normale locale de 
l’interface entre les fluides. Ce modèle est déjà implémenté dans le logiciel, et les travaux en cours 




L’étude sur l’influence de la condition initiale reste à approfondir pour notamment vérifier si les 
solutions axisymétriques obtenues (voir les figures 3.1b et c) sont robustes vis-à-vis d’une légère 
brisure de symétrie de la condition initiale ou d’une perturbation non-axisymétrique à un instant 
donné. Ceci permettra de préciser l’existence de solutions axisymétriques dans des cas réels. 
D’autre part, l’étude de sensibilité au choix du modèle de tenseur des contraintes visqueuses est en 
cours et à poursuivre. Enfin, deux types d’investigation du problème pourraient être menées pour 
élargir le champ d’application, le premier concernant les cas où le rapport de masse volumique entre 
les fluides est très différent de l’unité et où des effets de type non-Boussinesq entreraient en jeu (cas 
d’un système liquide/gaz), le second concernant les cas de plus petites échelles où les effets de 
tension superficielle sont susceptibles d’être important (même si cette piste nous éloigne quelque 
peu des applications volcaniques). 
 
 
 2) Dynamique d’objets dans un fluide 




Les résultats présentés dans cette section sont le fruit d’une collaboration avec Olivier Thual, 
professeur à l’INPT dans le groupe HEGIE de l’IMFT, autour du projet de post-doctorat de Barbara 
Bigot qui a contribué à la parallélisation du module de frontière immergée du logiciel JADIM25 
(projet RTRA ITAAC, 2013-2015). Cette thématique fait aussi l’objet d’une collaboration plus 
récente avec Matthieu Mercier, chargé de recherches au CNRS rattaché à l’IMFT, dans le cadre de 
l’encadrement du stage de Master 1 de Romain Bénatar en 2015. Pour de plus amples précisions sur 
les résultats présentés dans cette section, le lecteur pourra se référer à l’article suivant : Bigot et al. 
(2014). 
 
                                                          
25
 Le lecteur est invité à lire la section I.1 du manuscrit pour plus de détails sur la méthode. 




Les problèmes étudiés dans les chapitres I et II (milieux granulaires immergés dans un fluide, 
courants de gravité/turbidité) peuvent être rencontrés dans des situations où le fluide ambiant est 
stratifié en densité, comme c’est le cas dans l’océan ou l’atmosphère. Cette stratification peut dans 
certains cas jouer un rôle important sur la dynamique du système. En particulier, des particules en 
mouvement dans le fluide stratifié peuvent d’une part voir leur dynamique modifiée par certains 
processus liés à la variation locale de masse volumique - modification de la trainée, couple 
barocline, modification du sillage - et d’autre part générer des ondes internes qui peuvent modifier 
l’écoulement et ses propriétés via du mélange, de la dissipation d’énergie, des écoulements 
secondaires (Srdic-Mitrovic et al. 1999, Carazzo & Jellinek 2012). L’objectif de cet axe de 
recherche est d’élargir le champ d’application de la méthode permettant de décrire les interactions 
fluide-objet, à savoir la méthode IBM, afin d’étudier les processus d’interaction entre un ou 
plusieurs objets en mouvement dans un fluide stratifié en densité.  
 
Ici, nous considérons le cas particulier d’un fluide dont la distribution initiale de masse volumique 
est linéairement croissante dans la direction de la pesanteur, mais notons que l’approche utilisée ici 
peut s’appliquer à n’importe quelle distribution (et gradient) de masse volumique. Dans le cas 
présent, la masse volumique du fluide peut être définie par une valeur de référence U et un gradient /  où   est la coordonnée dans la direction opposée à la gravité. La seule hypothèse faite sur la 
nature du fluide de masse volumique variable est qu’il est non-diffusif, c’est-à-dire que la 
diffusivité massique de l’agent stratifiant est supposée nulle. Ceci revient à considérer un fluide 
dont le nombre de Schmidt, défini comme le rapport entre la viscosité cinématique et la diffusivité 
massique (voir section II.1) est théoriquement infini26. Le problème de l’interaction entre un fluide 
stratifié de viscosité  et un objet de masse volumique  et diamètre équivalent  dépend à présent 
du rapport de masse volumique /U, du nombre d’Archimède  = U( − U)/ (ou du 
nombre de Reynolds  = UE/ lorsque le mouvement de l’objet est imposé) et du nombre de 
Froude  = 2E/(¡) où E est une vitesse caractéristique dépendant du problème traité et ¡ est la 
fréquence de Brunt-Väisälä définie par ¡ = =(−/ )/U.  
 
Ce problème a été étudié théoriquement par Zvirin & Chadwick (1975) dans le cas d’un écoulement 
de Stokes et plus récemment par Camassa et al. (2010) dans des configurations à faible nombre de 
Reynolds. Expérimentalement il semble, de façon un peu étonnante, qu’il y ait relativement peu de 
travaux sur la question (Srdic-Mitrovic et al. 1999, Abaid et al. 2004, Yick et al. 2009). La 
simulation numérique de ce type de problème est plus récente et se restreint à l’heure actuelle au cas 
particulier d’une sphère (Hanazaki et al. 2009, Yick et al. 2009) ou d’un ellipsoïde 
(Doostmohammadi et al. 2014) dans une stratification modérée où l’approximation de Boussinesq 
est appliquée. Dans le cadre de cette étude, les questions générales auxquelles nous souhaitons 
répondre sont typiquement : 
 
                                                          
26
 Ceci permet de modéliser des écoulements à masse volumique variable sans contrainte sur le gradient de masse 
volumique pour des nombres de Reynolds arbitraires, tout en conservant rigoureusement le caractère incompressible du 
fluide, et donc la méthode de résolution implémentée dans le logiciel JADIM… 
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• En quoi une stratification en densité du fluide modifie-t-elle la dynamique d’un objet ? 
• Quelle est l’influence du rapport de masse volumique, du nombre d’Archimède et du 
nombre de Froude sur les forces hydrodynamiques agissant sur l’objet ? 
• Qu’en est-il des effets de type non-Boussinesq ? 
 
Méthode de frontières immergées en fluide inhomogène 
 
Afin de prendre en compte le caractère variable de la masse volumique du fluide, les équations 
résolues au chapitre I pour la méthode IBM sont modifiées via notamment la résolution d’une 
équation supplémentaire pour calculer l’évolution de la masse volumique27. La méthode a été testée 
et validée pour le cas d’une sphère dans des configurations variées où l’objet est fixe, en 
mouvement forcé ou en mouvement libre (voir Bigot et al. 2014 et la thèse de Pierson 2015 qui a 
effectué un certain nombre d’améliorations et de validations dans le cas d’une stratification raide de 
type bi-couche). 
 
A titre d’illustration, la figure 3.3 présente le champ de vorticité créé dans la région proche d’une 
sphère dont on impose un mouvement vertical d’oscillation (parallèle au gradient de densité du 
fluide linéairement stratifié) d’amplitude de déplacement  et de pulsation ¢ dans un domaine en 
rotation uniforme à la vitesse angulaire £ autour de son axe vertical. Ici, la vitesse caractéristique E 
est la vitesse maximale de la sphère et les paramètres adimensionnels du problème sont fixés à  = 100,  = 0.8,  = 0.32 et / = 0.5 où  est le nombre de Coriolis défini par  =£/(2E). Dans un fluide stratifié et en rotation, le mouvement forcé de la sphère génère 




                                                  (a)                                                 (b) 
Figure 3.3:  Champ de vorticité généré par l’oscillation d’une sphère (en rouge à gauche) dans un 
fluide stratifié en densité et/ou tournant. (a) Méthode IBM pour  = 100,  = 0.8,  = 0.32 
et / = 0.5. La résolution spatiale est d’environ 20 cellules par diamètre. (b) Expériences de 
Chashechkin (2013) pour  ≈ 300,  ≈ 0.5,  = 0 et / = 0.6 (tiré de Bigot et al. 2014 ). 
                                                          
27
 Cette extension permet en outre de prendre en compte une viscosité variable du fluide, mais qui n’est pas exploitée 
dans cette étude. Il suffit à quelques détails près d’activer le module de suivi d’interface déjà implémenté dans le code 
JADIM (voir par exemple Bonometti & Magnaudet 2007) et permettant de résoudre des équations de Navier-Stokes 
pour un fluide non-diffusif à masse volumique et viscosité variable. 
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En particulier, ces ondes se structurent dans l’espace de sorte que les champs de fluctuations de 
masse volumique et de vitesse sont maximaux le long d’un cône28 centré autour de la position 
moyenne de la sphère et dont l’angle d (ici d’environ 45°) obéit précisément à la relation analytique σ = =¡sind + 4£cosd (Hendershott 1969). La méthode est non-seulement capable de 
capturer l’écoulement dans le champ lointain à la sphère où les effets sont principalement linéaires, 
mais aussi dans son champ proche où les non-linéarités sont importantes, comme le montre la bonne 
comparaison du champ de vorticité obtenu sur la figure 3.3a avec une visualisation de la structure 
de l’écoulement obtenue expérimentalement par une technique d’ombroscopie pour une gamme de 
paramètres relativement proche de ceux utilisés dans la simulation (Chashechkin, 2013). 
 
Sédimentation d’une sphère dans un fluide linéairement stratifié en densité 
 
Une configuration plus complexe est celle où l’objet se déplace librement dans un fluide stratifié en 
densité. Dans ce cas, il peut y avoir une influence forte de la stratification du fluide qui modifie la 
dynamique de l’objet, et en retour une perturbation importante générée par l’objet sur le fluide 
initialement à l’équilibre. La méthode numérique doit en particulier capturer correctement les 
efforts hydrodynamiques s’appliquant sur l’objet afin de calculer précisément sa trajectoire. La 
figure 3.4 présente l’évolution temporelle de la sédimentation d’une sphère dans un fluide 
initialement au repos, dans deux configurations, à savoir une configuration où le fluide est 
homogène en densité et une configuration où il est linéairement stratifié.  
 
Dans le premier cas, la sphère accélère rapidement pour atteindre une vitesse constante 
correspondant à un équilibre entre la force de flottabilité et la force de traînée et l’on distingue 
nettement le développement d’un sillage à l’arrière de la sphère, dont la taille caractéristique est de 
plusieurs diamètres. Dans le second cas, la dynamique de la sphère est singulièrement différente : 
après une phase d’accélération, la sphère ralentit brusquement29 puis sédimente très lentement vers 
sa position d’équilibre. Cette dynamique est à rapprocher de la forme du sillage qui diffère 
grandement du cas de sédimentation en fluide homogène. Aux premiers instants, un sillage 
« classique » semble se former mais il se rétrécit rapidement pour se concentrer le long d’une ligne 
verticale partant du pôle arrière de la sphère. Ceci est dû à un entrainement dans le sillage de la 
sphère d’une masse de fluide localement plus léger qui, sous l’effet de la flottabilité, génère d’une 
part un jet vertical ascendant (ce jet est visible sur la partie haute de la figure 4.3b à =/=13) qui 
engendre sur la sphère une sorte de force de rappel en « aspirant » celle-ci et la retenant dans sa 




                                                          
28
 Dans un plan vertical, cela ressemble à une croix de Saint-André. 
29
 Dans ce cas précis, la dynamique de l’objet est en fait beaucoup plus riche que ne le laisse voir la figure. En effet, lors 
de la décélération brusque de la sphère, sa vitesse devient nulle puis change de signe (la particule « rebondit ») et opère 
un mouvement d’oscillation de faible amplitude pendant deux à trois cycles avant que la sphère ne sédimente à 
proprement parler. 
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                                     (a)                                                                              (b) 
Figure 3.4:  Sédimentation d’une sphère dans un fluide (a) homogène ( = ∞) et (b) linéairement 
stratifié en densité ( = 4.6). Dans les deux cas,  ≈ 2.3 × 10g,	 /U = 4.6 et le nombre 
de Reynolds basé sur le diamètre et la vitesse de la sphère est de l’ordre de  = q(10). Les 
couleurs indiquent le champ de vitesse verticale dans un plan médian et les lignes noires 
indiquent les isopycnes. Le temps est adimensionné par =/. La résolution spatiale est 
d’environ 20 cellules par diamètre. Dans la configuration stratifiée, la masse volumique du 
fluide devient égale à celle de la particule à une altitude correspondant au tiers de la hauteur 
totale du domaine de calcul, en partant du bas (tiré de Bigot et al. 2014 ). 
 
 
L’exemple de la figure 3.4 illustre bien les différents degrés de complexité de ce type de système 
(forts gradients temporels et spatiaux, dynamique ondulatoire) et montre que la méthode semble 
reproduire correctement la dynamique d’objets dans un fluide stratifié en densité. Lors des premiers 
tests, il est apparu néanmoins un certain nombre de problèmes dus à la technique numérique utilisée 
pour décrire l’objet mobile (la méthode IBM). En particulier, le choix de la fonction permettant de 
calculer la distribution spatiale de la fraction volumique de la phase solide, qui vaut typiquement 1 
dans les cellules complétement occupées par le solide, 0 dans celles occupées uniquement par le 
fluide, et est comprise entre 0 et 1 dans les régions proches de la frontière immergées fluide-solide, 
s’est avéré crucial dans la bonne description de l’évolution de la masse volumique dans la région 
proche de la sphère. Une certaine sensibilité au pas de temps a aussi été observée et plusieurs 
modifications de la méthode originale, notamment proposées par Pierson (2015), permettent de 




Les perspectives à court terme de cette étude sont la généralisation à des objets de forme plus 
complexe comme les ellipsoïdes, les cylindres ou les pavés. Un premier travail a déjà été effectué 
dans ce sens et le stage de Master 1 de Romain Bénatar en 2015 a permis de faire une première 
analyse des forces et couples appliqués à une ellipse en mouvement vertical forcé dans un fluide 
linéairement stratifié. L’idée est d’utiliser l’outil pour analyser les efforts subis par des objets de 
forme complexe et ce, pour une large gamme de paramètres (rapport de masse volumique, nombre 
de Froude et d’Archimède/Reynolds). L’objectif à moyen terme est d’étudier les interactions 














































Dans cette section, je souhaite donner quelques éléments relatifs aux directions que je souhaiterais 
prendre quant à mon parcours de recherche. Comme dans toute aventure qui se respecte, les 
chemins effectivement pris sont rarement des routes rectilignes (et ennuyeuses !) mais plutôt des 
sentiers aux nombreuses ramifications, souvent le fruit de belles rencontres, d’expériences 
enrichissantes mais parfois aussi conduisant à des impasses. Je me contenterai donc ici de 
formaliser quelques idées de projets sans présager de leur réussite, mais qui permettront au lecteur 
d’esquisser ce que j’imagine être mon terrain de jeu pour ces prochaines années. Plus précisément, 
j’entrevois deux terrains de jeu : le premier concerne l’étude des écoulements granulaires appliqués 
aux milieux fluviaux et littoraux. Concernant le second terrain, je change d’échelle pour tenter de 
m’attaquer à certains problèmes d’écoulements multiphasiques géophysiques appliqués au 
volcanisme au sens large, en partant de la dynamique des panaches et nuées de cendres dans 
l’atmosphère, en descendant le long de la conduite magmatique pour enfin atteindre les couches 
inférieures de la croûte terrestre30. 
 
 
 1) Du transport granulaire dans les 
milieux fluviaux et littoraux… 
 
L’idée générale derrière ce premier projet est de renforcer la thématique de recherche décrite au 
chapitre I, à savoir la modélisation des écoulements granulaires denses immergés. Plus précisément, 
il s’agit d’approfondir l’étude des écoulements de grains pilotés par la gravité comme ceux 
rencontrés dans les avalanches sous-marines et des écoulements de fluide cisaillé transportant des 
grains. A ce titre, les deux approches numériques développées ces dernières années dans le cadre du 
projet ANR MODSED - les méthodes IBM-DEM et ANSE-DEM - sont maintenant prêtes à être 
pleinement exploitées pour faire de l’analyse physique des processus.   
 
Dans le cas des effondrements granulaires immergés dans un fluide, l’objectif à court terme est 
d’analyser les effondrements instationnaires afin de procéder à un changement d’échelle permettant 
d’obtenir directement les composantes locales des tenseurs taux de déformation et des contraintes 
en vue d’une comparaison avec les modèles continus existants et ce, pour tous les régimes 
d’avalanches, notamment les régimes visqueux et inertiels. 
 
Une autre piste d’étude serait d’aborder des situations multiphasiques plus complexes rencontrées 
dans certains problèmes littoraux ou océaniques, comme par exemple la génération de tsunamis par 
glissement de terrain (Heinrich et al. 1998). Dans ce cas, le problème est triphasique : il fait 
intervenir deux phases fluides (l’eau et l’air) et une phase solide dispersée (le milieu granulaire). Ce 
problème fait d’ailleurs l’objet d’un projet ANR soumis en 2016, porté par Philippe Gondret du 
                                                          
30
 Le lecteur perspicace ne manquera pas de remarquer que les deux directions évoquées ici entrent en résonnance forte 
avec les activités de recherche décrites dans les chapitres précédents… 
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laboratoire FAST dans lequel Laurent Lacaze et moi-même participons. Des premiers essais de 
couplage entre la méthode IBM-DEM et le module de capture d’interface du code JADIM, noté 
VOF dans la suite pour Volume-Of-Fluid, ont été effectués. Un exemple de simulation de 
l’effondrement d’une colonne de grains partiellement immergée dans un liquide est présenté sur la 
figure 4.1 et semble indiquer la pertinence de la méthode IBM-DEM-VOF31 pour ce type d’étude. 
 
 
(a)                                                 (b)                                                 (c) 
 
(d)                                                 (e)                                                 (f) 
 
Figure 4.1:  Simulation de l’effondrement d’une colonne d’environ 800 grains partiellement 
immergés dans un liquide (méthode IBM-DEM-VOF, code JADIM-GraDyM, IMFT). 
L’effondrement provoque la génération d’une vague représentée par l’iso-surface grise 
(/§P^ = 2.5, §P^/¨)© = 770,	§P^/¨)© = 50,   ≈ 50, \P ≈ 0.56, /∆% = 10). Les 
couleurs du plan vertical correspondent au champ de pression. Le temps physique entre chaque 
cliché est d’environ =/ = 15.  
 
 
Concernant l’étude du transport granulaire par cisaillement d’un fluide, l’objectif à court terme est 
d’approfondir l’étude de la génération et de l’évolution des instabilités de lit granulaire cisaillé, afin 
de conclure sur la nature de l’instabilité initiale et d’élucider le rôle à la fois de la compacité initiale 
et de la longueur de saturation dans la déformation de la surface du lit de grains. D’autre part, 
l’influence du rapport de masse volumique grain-fluide et du nombre de Reynolds reste à l’heure 
actuelle encore floue et l’approche ANSE-DEM permettrait d’effectuer une étude paramétrique du 
problème.  
 
A plus long terme, l’utilisation complémentaire des méthodes ANSE-DEM et IBM-DEM pourrait 
permettre de vérifier voire proposer des lois de transport granulaire ou encore des lois constitutives 
du milieu continu équivalent dans cette configuration de lit cisaillé, à la fois dans les régimes 
                                                          
31
 Dans cette simulation, les effets de tension de surface sont négligés. Cette hypothèse semble raisonnable pour le 
problème de génération de tsunami dû à un glissement de terrain, au vu de la différence d’échelle entre celles de la 
colonne de grain ou de la hauteur de la vague (de l’ordre du mètre) et l’échelle capillaire (de l’ordre du millimètre). Ce 
n’est plus vrai pour des systèmes de plus petite taille ou pour des systèmes granulaires cohésifs ; dans ce cas, un travail 
(non-négligeable…) d’implémentation des effets de mouillage à la surface des grains est nécessaire afin de prendre en 
compte l’augmentation de la cohésion du milieu granulaire via l’existence des ponts capillaires. 
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d’écoulement laminaire et turbulents. Pour atteindre ce dernier régime, un travail de couplage avec 
une méthode de simulation des grandes échelles de la turbulence sera nécessaire. Enfin, des 
configurations complètement tridimensionnelles peuvent être considérées afin d’étudier, entre 
autres, l’influence relative des effets de bord sur le transport granulaire ou encore la dynamique de 
structures granulaires particulières comme les dunes. 
 
 
 2) … aux écoulements géophysiques 
appliqués au volcanisme 
 
L’objectif de ce second projet est de s’appuyer sur les travaux décrits aux chapitres II et III 
(courants de gravité/turbidité, écoulements multiphasiques visqueux, interactions particules / fluide 
stratifié en densité) pour bâtir un projet de recherche autour des écoulements multiphasiques 
géophysiques dont l’application centrale serait le volcanisme. Pourquoi ce choix ? Pour la richesse 
des problèmes de mécanique des fluides rencontrés dans cette application (Griffiths 2000, 
Gonnermann & Manga 2007, Dufek 2016)… A titre d’illustration, la figure 4.2 donne un aperçu des 




                  (a)                                            (b)                                                  (c) 
Figure 4.2:  Processus intervenant lors d’une éruption volcanique (tiré de Dufek 2016):  
(a) Eruption du Mont Saint-Hélène 1980 (photo : USGS). Dans la cheminée, le magma dégaze 
et se refroidit, générant des instabilités gravitaires conduisant à des mouvements de fluides dont 
la configuration reste mal connue, générant en sortie un courant de gravité le long des flancs 
et/ou un jet/panache suivi d’un courant d’intrusion dans l’atmosphère. (b-c) Zoom sur le 
courant pyroclastique. Les paramètres St, Ba, Sa et Da renvoient respectivement aux nombres 
de Stokes, Bagnold, Savage et Darcy. 
 
 
Parmi les nombreux problèmes rencontrés lors d’une éruption volcanique, j’ai choisi de 
m’intéresser à trois d’entre eux correspondant à trois zones géographiques différentes. Le premier 
se situe dans l’atmosphère et concerne deux type d’écoulements, à savoir les panaches de cendres 
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lors d’éruptions pliniennes et les courants pyroclastiques. Le second problème est situé dans la 
conduite magmatique dans laquelle la dynamique du système multiphasique est encore mal connue. 
Le dernier problème est situé à plusieurs dizaines de kilomètres sous la surface de la Terre et 
concerne l’étude des écoulements intervenant dans la croûte supérieure de la lithosphère qui 
seraient à l’origine de la formation des chaînes de volcans et plus généralement des chaînes de 
montagnes. 
 
Courants d’intrusions et de turbidité en milieu stratifié tournant 
 
Dans cette thématique, je souhaite étudier les processus locaux intervenant au cours de la 
dynamique d’un courant d’intrusion dont l’écart de masse volumique avec le fluide ambient est dû à 
la fois à la présence de particules en concentration plus ou moins importante et à une différence de 
masse volumique du fluide porteur. Ce courant d’intrusion constitue un modèle simplifié d’un 
panache de cendres lors d’une éruption plinienne. Dans ce cas, il existe une grande variété de 
scénarii possibles en fonction des contrastes de masse volumique, de la concentration en particules 
et du nombre de Reynolds particulaire (Bush et al. 2003).  
 
L’objectif est d’utiliser les outils numériques développés au cours de ces dernières années pour 
compléter l’état actuel des connaissances et de la compréhension des processus mis en jeu. 
Concernant la distribution de la masse volumique du fluide ambient, deux configurations 
académiques peuvent être envisagées, la première correspondant à une configuration bicouche telle 
que la densité du courant d’intrusion est comprise entre celle des deux couches, ou bien une 
configuration linéairement stratifiée. Enfin, une extension de cette étude serait de prendre en 
compte la rotation de la Terre via la force de Coriolis (Griffiths 1986), effet susceptible de jouer un 
rôle dans le cas des panaches de cendres de grandes dimensions se propageant sur des échelles de 
temps de plusieurs mois. Les données issues des simulations pourront être exploitées pour (i) tester 
la validité de certaines approximations faites dans les modèles théoriques géophysiques existants, 
(ii) caractériser les différents phénomènes d’instabilité et de génération d’ondes et (iii) étudier le 
transfert d’énergie dans ces écoulements turbulents stratifiés et tournant. 
 
Ecoulements visqueux multiphasiques en milieu confiné 
 
L’idée ici est d’approfondir l’étude initiée au chapitre III.1 sur l’échange de fluide visqueux en 
milieu confiné. A court terme, il s’agira de préciser l’influence de la condition initiale et du choix 
du modèle de tenseur des contraintes visqueuses sur le type de solutions obtenues (axisymétriques 
ou non). A plus long terme, j’entrevois deux pistes d’études. La première serait d’étudier des cas où 
le rapport de masse volumique entre les fluides est très différent de l’unité et où des effets de type 
non-Boussinesq entreraient en jeu (cas d’un système liquide/gaz). La deuxième serait d’étudier 
l’influence d’une rhéologie complexe de type visco-plastique voire visco-élasto-plastique du fluide 
le plus lourd et le plus visqueux, sur la dynamique d’échange des fluides (Guillou-Frottier et al. 
2012, Keller et al. 2013). 
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Dynamique des diapirs dans la croûte lithosphérique superficielle 
 
On s’intéresse ici à l’étude du développement d'instabilités gravitaires à l'échelle du manteau 
supérieur et de la croûte terrestre et ce, via l’utilisation d’une méthode numérique de suivi 
d’interface. Ces instabilités naissent de la fusion d’une partie du manteau solide et génèrent un 
mouvement de convection, appelé diapirisme, qui serait à l’origine de l'affleurement de roches 
typiques des racines des chaînes de montagnes (Vanderhaeghe 2009). Une illustration des 
mouvements convectifs dans la croûte terrestre est présentée sur la figure 4.3. 
 
 
                                                              (a)                                                                (b) 
Figure 4.3:  (a) Modèle de formation de chaînes de montagne (orogénie). Sous l’effet des 
contraintes engendrées par le mouvement des plaques tectoniques, le manteau convectif exhume 
vers la croûte supérieure, du liquide magmatique de plus faible densité et viscosité qui est 
transporté par diapirisme, percolation et fracturation en fonction de la teneur en matière solide. 




Comme pour le volet précédent de ce projet, les processus physiques mis en jeu sont complexes car 
tridimensionnels, instationnaires et faisant intervenir des milieux multiphasiques dont la densité et 
la viscosité peut varier localement de plusieurs ordres de grandeurs en fonction de la température et 
de la déformation locale. Dans le cas présent, les propriétés des fluides (masse volumique de l’ordre 
de 2000 kg/m3, viscosité d’environ 1018 Pa.s pour le manteau liquide) et les échelles spatiales et 
temporelles du système (50-100 km, 20 millions d’années) conduisent à des rapports de masse 
volumique de 2 à 3, de viscosité de 104 à 1027 et un nombre de Galilée (voir le chapitre III.1 pour 
une définition) d’environ 10-11. 
 
Dans le cadre de ce projet, une première collaboration avec des chercheurs du laboratoire GET 
(Géosciences Environnement Toulouse) - Muriel Gerbault, Roland Martin et Olivier Vanderhaeghe 
- a été initiée en 2016 dans le cadre des co-encadrement de stages de Master 2 de Rached 
Abdesslem et Liwei Deng. L’objectif était de tester la capacité d’un logiciel de suivi d’interface sur 
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maillage fixe comme JADIM à reproduire ce type d’écoulements diapiriques, la problématique 
étant que les modèles numériques basés sur des maillages déformables sont à l’heure actuelle 
limités à des cas bidimensionnels de déformations modérées (Ganne et al. 2014). Les résultats des 
stages ont permis de montrer une telle faisabilité dans la mesure où la contrainte sur la valeur de 
certains paramètres adimensionnels (notamment le nombre de Galilée) pouvait être relaxée.  
 
Cette collaboration se poursuit dans le cadre d’une thèse (démarrage en octobre 2017, financement 
COMUE/INPT) dont l’objectif sera d’étudier les processus contrôlant la formation et la dynamique 
des diapirs en fonction des paramètres adimensionnels du problème (rapport de densité et de 
viscosité entre les différentes phases, nombre de Galilée) et l’influence d’une dépendance de la 
masse volumique et de la viscosité vis-à-vis d’une distribution spatiale non-uniforme de la 
température. A plus long terme, il s’agira d’inclure l’effet d’une rhéologie complexe de type visco-
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currents, Comput. Fluids, 123, 23-31. 
Thomas Bonometti                                                                                                                                                                         Annexes 
 
73 
[18] Zgheib N., Bonometti T. & Balachandar S. 2015, Propagation and deposition of non-circular finite-release particle-
laden currents, Phys. Fluids, 27, 086604. 
[17] Coundoul F., Bonometti T., Graba M., Sauvage S., Sanchez-Perez J-M. & Moulin F.Y. 2015 Role of local flow 
conditions in river biofilm colonization and early growth, River Res. Applic. 31, 350-367. 
[16] Izard E., Bonometti T. and Lacaze L. 2014 Resolved simulations of submarine avalanches with a simple soft-
sphere / immersed boundary method. Journal of Computational Multiphase Flows, 6 (4), 391-405.  
[15] Zgheib N., Bonometti T. and Balachandar S. 2014 Long-lasting effect of initial configuration in gravitational 
spreading of material fronts. Theor. Comput. Fluid Dyn. 28, 521-529. 
[14] Bigot B., Bonometti T., Lacaze L. and Thual O. 2014 A simple immersed-boundary method for solid-fluid 
interaction in constant- and stratified-density flows. Comput. Fluids 97, 126-142.  
[13] Izard E., Bonometti T. and Lacaze L. 2014 Modelling the dynamics of a sphere approaching and bouncing on a 
wall in a viscous fluid. J. Fluid Mech. 747, 422-446.  
[12] Harang A., Thual O., Brancher P. and Bonometti T. 2014 Kelvin-Helmholtz instability in the presence of variable 
viscosity for mudflow resuspension in estuaries. Env. Fluid Mech., 14, 743-769. 
[11] Bonometti T., Ungarish M. and Balachandar S. 2011 A numerical investigation of high-Reynolds number constant-
volume non-Boussinesq density currents in deep ambient. J. Fluid Mech. 673, 574-602.  
[10] Bonometti T. and Balachandar S. 2010 Slumping of non-Boussinesq density currents of various initial fractional 
depths : a comparison between direct numerical simulations and a recent shallow-water model. Comput. Fluids 39, 729-
734.  
[9] Harang A., Thual O., Brancher P. and Bonometti T. 2010 Stabilité d’un écoulement cisaillé modélisant la crème de 
vase. Revue Paralia 3, 8.1-8.12.  
[8] Bonometti T., Balachandar S. and Magnaudet J. 2008 Wall effects in non-Boussinesq density currents. J. Fluid 
Mech. 616, 445-475.  
[7] Bonometti T. and Balachandar S. 2008 Effect of Schmidt number on the structure and propagation of density 
currents. Theor. Comput. Fluid Dyn. 22, 341-361.  
[6] Sarrazin F., Bonometti T., Prat L., Gourdon C. and Magnaudet J. 2008 Hydrodynamic structures of droplets 
engineered in rectangular micro-channels. Micro. Nano. 5, 131-137.  
[5] Bonometti T., Magnaudet J. and Gardin P. 2007 On the dispersion of solid particles in a liquid agitated by a bubble 
swarm. Metall. Mater. Trans. B 38, 739-750.  
[4] Bonometti T. and Magnaudet J. 2007 An interface capturing method for incompressible two-phase flows. Validation 
and application to bubble dynamics. Int. J. Multiphase Flow 33, 109-133.  
[3] Sarrazin F., Bonometti T., Loubiere K., Prat L., Gourdon C. and Magnaudet J. 2006 Experimental and numerical 
study of droplets hydrodynamics in microchannels. AIChE Journal 52 , 4061-4070.  
[2] Bonometti T. and Magnaudet J. 2006 Transition from spherical cap to toroidal bubbles. Phys. Fluids 18, 052102.  
[1] Emerson Z.I., Bonometti T., Krishnagopalan G.A. and Duke S.R. 2006 Visualization of toner ink adsorption at 




[29] Bougouin A., Lacaze L. and Bonometti T. 2017 Collapse of a neutrally-buoyant-suspension column : from 
Newtonian to apparent non-Newtonian flow regimes. IUTAM/Amerimech Symposium : Dynamics of Gravity Currents,  
25-27 September, Santa Barbara, USA. 
[28] T. Bonometti, N. Zgheib and Balachandar S. 2017 Compositional/turbidity currents of non-circular horizontal 
cross-section: a summary of some recent results. IUTAM/Amerimech Symposium : Dynamics of Gravity Currents,  25-
27 September, Santa Barbara, USA. 
[27] Izard E., Lacaze, L. and Bonometti, T. 2017 Modelling the normal bouncing dynamics of spheres in a viscous fluid 
Powder & Grains, 3-7 July, Montpellier, France 
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[10] Bonometti T., Ungarish M. and Balachandar S. 2012 A numerical investigation of the release of planar and 
cylindrical non-Boussinesq gravity-currents in non-rotating and rotating systems, Workshop on Environmental and 
extreme multiphase flows, March 12-16, 2012, University of Florida, Gainesville, USA  
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• Responsable du groupe de recherche HEGIE de l’IMFT (janvier 2016 - ) 
Je suis le responsable du groupe appelé HEGIE pour Hydrologie, Ecoulements 
Géophysiques et Ingénierie de l’Environnement, nouveau groupe issu d’une première étape 
de restructuration de l’IMFT. J’anime une équipe d’environ 40 personnes dont une vingtaine 
de permanents incluant chercheurs, enseignants-chercheurs et personnels d’aide ou de 
soutien à la recherche. 
 
• Responsable de la Commission d’Animation Scientifique de l’IMFT (2011-2016) 
Après avoir été membre de cette belle commission pendant trois années de 2008 à 2011, j’ai 
pris la responsabilité de celle-ci de 2011 à 2016. Cette commission d’une dizaine de 
membres a pour objectif d’assurer l’animation scientifique à l’IMFT et en particulier de 
définir, mettre à jour et contrôler les contenus et les messages véhiculés par les évènements 
scientifiques ayant lieu au nom du laboratoire. Parmi les évènements récurrents chaque 
année, citons l’organisation de la Fête de la Science un dimanche d’octobre, d’une dizaine 
de conférences généralistes appelées Conf’luences, d’une journée thématique en mai-juin 
faisant intervenir quatre à six conférenciers de renom et de l’accueil d’une dizaine de classes 
du secondaire en février-mars. 
 
• Membre de la Commission Calcul Scientifique (2015 - ) 
 
• Participation à des comités de sélection : participation à 3 comités de sélection pour des 
concours de recrutement de Maître de Conférences : poste MCF0062 ouvert – et pourvu – à 
l’INPT/IMFT en 2012, poste MCF0108 ouvert – et pourvu – à l’INPT/IMFT en 2013, poste 
MCF2630 ouvert – et pourvu – à l’Université Claude Bernard / LMFA en 2013. Membre élu 
du vivier de l’INPT (60ème section du CNU). 
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Séjours et collaborations 
 
Séjour invités à l’étranger 
University of Florida, Gainesville, USA (2015, 2 semaines) 
Instituto Balseiro, San Carlos de Bariloche, Argentine (2013, 1 mois) 
Karlsruhe Institute of Technology, Karlsruhe, Allemagne (2012, 1 semaine) 
 
Collaborations 
S. Balachandar (University of Florida, USA) 
M. Ungarish (Technion, Israël) 
M. Cantero (Instituto Balseiro, Argentine) 
 
Séminaires invités 
ICPF Prague (2005), Univ. of Florida (2007), KIT Karlsruhe (2012), CAB Bariloche (2013) 
 
Activités d’expertises et éditoriales 
 
• Membre du Comité d’Experts de l’UMS CALMIP (2015 - ) 
L’UMS CALMIP est le méso-centre de calcul haute performance de la région Occitanie. 
Mon travail en tant que membre de ce comité est d’expertiser une trentaine de dossiers deux 
fois par an et de participer aux deux sessions d’attribution des ressources du 
supercalculateur en décembre et en juin. 
 
• Rapporteur pour 11 journaux (par ordre décroissant du nombre de revues) : Journal of Fluid 
Mechanics (13), International Journal of Multiphase Flows (8), Journal of Computational 
Physics (6), Environmental Fluid Mechanics Journal (3), Journal of Fluid Engineering (2), 
Computers and Fluids (2), Journal of Hydraulic Engineering (2), Journal of Geophysical 
Research (1), International Journal of Heat and Fluid Flow (1), European Journal of 
Mechanics B/Fluids (1), Journal of Fluid and Structures (1).  
J’expertise en moyenne 4 articles par an. 
 
• Rapporteur d’un ouvrage scientifique : Bonometti T., 2011 An Introduction to Gravity 
Currents and Intrusions, Ungarish, M. (2009). CRC Press, 489pp. Int. J. Multiphase Flow 
37, 1254-1255. 
 
• Autres expertises : projet LEFE-MANU 2013 (expertise n°AO2013_792512) 
 
Organisation de congrès et colloques 
 
Colloque Euromech « 588 – Coupling Mechanisms and Multi-Scaling in Granular-Fluid Flows », 2-
5 octobre 2017, IMFT Toulouse, France (50 participants). Membre du comité d’organisation. 
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Colloque international « A Century of Fluid Mechanics 1870-1970 », 19-21 octobre 2016, IMFT 
Toulouse, France (100 participants). Membre du comité d’organisation. 
 
Congrès organisé de la Société Hydrotechnique Française « Dispersed Two-Phase Flows », 22-24 
septembre 2015, ENSEEIHT Toulouse, France (100 participants). Membre du comité 
d’organisation. 
 
Diffusion de la culture scientifique 
 
• Participation à l’inauguration du Quai des Savoirs de Toulouse en février-mars-avril 2016, 
pour laquelle l’IMFT a été sélectionné pour être l’objet d’une exposition temporaire 
 
• Membre du comité d’organisation du « Centenaire de l’IMFT » (2016) 
Dans le cadre des 100 ans du laboratoire, j’ai participé à l’organisation de trois 
manifestations d’envergure regroupant 70 à 100 participants : journée d’inauguration du 
Centenaire (19/05/2016), journée thématique sur « L’histoire de l’IMFT de 1970 à 2000 » 
(02/06/2016), colloque international « A Century of Fluid Mechanics 1870-1970 » (19-
21/10/2016). 
 
• Animation d’ateliers de vulgarisation scientifique. Les « Atelier de Découverte de la 
Mécanique des Fluides » (ADMF) sont destinés au grand public qui visite régulièrement le 
laboratoire IMFT dans le cadre des journées d'accueil de scolaires ou d’étudiants, de la Fête de 
la Science, de la Journée du Patrimoine, etc. 
- Responsable et animateur de l’atelier Courants de Gravité (2010-2013) 
- Responsable et animateur de l’atelier Simulation Numérique (2013 - ) 
 
Participation à des jurys de thèse 
 
Membre invité du jury de thèse de Jean-Lou Pierson (11/12/2015). Traversée d’une interface entre 
deux fluides par une sphère. Thèse de doctorat de l’Université de Toulouse. 
 
Membre invité du jury de thèse de Tien Dung Tran (11/12/2015). Métrologie et modélisation des 
écoulements à forte pente autour d’obstacles. Application au dimensionnement des passes 





Expérience d’enseignement antérieure au poste actuel 
 
• ATER à temps partiel à l’INPT-ENSEEIHT, Département Hydro (2005 - 2006) 
• Vacataire à l’INPT-ENSEEIHT, Département Hydro (2002 - 2005) 
• Cours particuliers de Mathématiques et Physique Chimie (1999 - 2002)  





J’effectue depuis 2008 mon activité d’enseignement dans le département d’Hydraulique et de 
Mécanique des Fluides (appelé par la suite « Hydro ») de l’ENSEEIHT Toulouse, à raison d’un 
service annuel d’environ 192 heures équivalent TD plafonné à environ 110% du service statutaire 
dans un but de garder un équilibre raisonnable entre recherche et enseignements.  
 
Mes activités d’enseignements peuvent être réparties en deux grandes catégories : (i) des cours 
généraux de niveau L3 et M1 centrés autour de l’algorithmique, la programmation et les méthodes 
numériques pour la résolution d’équations aux dérivées partielles et (ii) des cours de spécialité de 
niveau M2 centrés autour de la mécanique des fluides environnementale (milieux granulaires, 
simulations d’écoulements à surface libre, modélisation du transport sédimentaire, mélange dans les 
lacs/réservoirs). Une illustration de mes activités d’enseignements est donnée sur la figure 3 qui 
représente un nuage de mots issu de l’analyse de ma dernière fiche d’activité… 
 
  
Figure  3:   Nuages des mots-clés issu de ma fiche d’activité d’enseignement 2016 (généré par 
l’application gratuite : http://www.nuagesdemots.fr/). 
 
 
J’ai essayé, tant qu’à faire ce peu, de répartir le plus uniformément possible mes activités 
d’enseignements à la fois en ce qui concerne le type d’enseignement (cours/TD) et le niveau 
(L3/M1/M2). Par exemple, mes activités se répartissent en 40% - 60% entre cours magistraux (~80 
heq.TD) et travaux en salle machine (~120 heq.TD) ; en 25% - 15% - 60% entre les première (45 
heq.TD), deuxième (30 heq.TD) et troisième année d’école d’ingénieur (125 heq.TD). Il est 
important de noter que pour la formation de 3ème année, j’interviens dans trois des quatre options de 
formation du département, à savoir les options Fluides Energétique et Procédés (FEP), Modélisation 
et Simulation Numérique (MSN) et Sciences de l’Eau et Environnement (SEE). 
 
Pour finir, je souhaite évoquer trois contributions personnelles à l’enseignement dans le 
département dit « Hydro » de l’ENSEEIHT. La première est la création à mon arrivée en 2008 de 
l’enseignement « Projets numériques » dispensé en 2ème année et comprenant 3 séances de cours 
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d’introduction à la simulation numérique et au calcul scientifique hautes performances et une 
dizaine de séances de projet sur machine. Cet enseignement a permis (en tout cas je l’espère…) de 
combler d’une part le déficit en enseignement numérique au deuxième semestre de 2ème année et 
d’autre part, de replacer les différents enseignements gravitant autour de la simulation numérique de 
la formation dans un contexte cohérent et attractif du calcul scientifique pour la mécanique des 
fluides. L’objectif in fine est d’attirer un nombre croissant d’étudiants vers ce domaine d’activité 
parfois jugé ingrat par les personnes concernées.  
 
Ma deuxième contribution est la création du cours d’algorithmique et programmation en Fortran 90 
et de méthodes aux différences finies et volumes finis pour la 1ère année de formation par 
l’apprentissage du département Hydro, formation créée en 2013. J’ai eu le plaisir de dispenser ce 
cours pendant 2 ans en 2013 et 2014 à une promotion d’une dizaine d’étudiants motivés et 
exigeants, car ayant déjà un pied dans les problèmes concrets de par leur expérience en entreprise, 
puis j’ai cédé cet enseignement à un collègue suite à la prise d’autres activités (dont certaines de 
responsabilité collective) et dans un souci de maîtriser le volant de mon service. 
 
La dernière contribution personnelle est la rédaction, en collaboration avec Dominique Legendre de 
L’ENSEEIHT Hydro et Micheline Abbas de l’ENSIACET Toulouse, d’un ouvrage pédagogique sur 
les milieux granulaires. Ce projet, initialement développé par Dominique Legendre est actuellement 
en cours et devrait voir le jour dans une année ou deux. 
 
Responsabilités collectives et administratives 
 
• Responsable de l’option de 3Hy «  Sciences de l’Eau & Environnement » (2014 - ) 
Je suis actuellement le responsable de l’option de formation de 3ème année du département 
Hydro intitulée « Sciences de l’Eau & Environnement » comprenant une vingtaine 
d’étudiants et dont l’objectif est d’apporter une spécialisation forte sur les domaines associés 
à l’hydrologie, l’hydraulique, l’aménagement et la continuité écologique / sédimentaire des 
cours d’eau, l’hydroélectricité. Cette responsabilité implique entre autres, le suivi des 
étudiants (validation et soutenance des stages) ainsi qu’une mise à jour régulière du contenu 
de la formation afin d’être en adéquation avec la demande du secteur aval. 
• Responsable du parcours de 2Hy « Eau & Environnement » (2012 - ) 
Le deuxième semestre de 2ème année est divisé en deux parcours, Eau & Environnement / 
Energétique et Procédés, afin de pré-aiguiller les étudiants vers les options de 3ème année. 
Comme pour l’option de 3ème année SEE, je m’assure du suivi des étudiants (choix des 
stages) et du bon contenu pédagogique du semestre. Je sollicite de plus des intervenants 
industriels extérieurs pour leur proposer de venir faire un séminaire de présentation de leur 
métier (conférences métier). 
• Membre élu du Conseil de Département HMF, collège B (2010 - ) 
• Membre élu du Conseil d’Ecole de l’ENSEEIHT, collège B (2010-2015) 
• Responsable du TP « Expérience de Reynolds et de Couette cylindrique » 
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Encadrement d’étudiants en formation par l’apprentissage 
 
Matteo Miellet, Veolia, Toulouse (2016-2019)  
Antoine Delbos, PSA Peugeot Citroën, Carrières-sous-Poissy (2013-2016) 
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Modelling the dynamics of a sphere approaching
and bouncing on a wall in a viscous fluid
Edouard Izard, Thomas Bonometti and Laurent Lacaze†
Université de Toulouse; INPT, UPS; IMFT (Institut de Mécanique des Fluides de Toulouse),
Allée Camille Soula, F-31400 Toulouse, France
CNRS; IMFT, F-31400 Toulouse, France
(Received 17 July 2013; revised 12 February 2014; accepted 11 March 2014)
The canonical configuration of a solid particle bouncing on a wall in a viscous fluid is
considered here, focusing on rough particles as encountered in most of the laboratory
experiments or applications. In that case, the particle deformation is not expected to
be significant prior to solid contact. An immersed boundary method (IBM) allowing
the fluid flow around the solid particle to be numerically described is combined with
a discrete element method (DEM) in order to numerically investigate the dynamics of
the system. Particular attention is paid to modelling the lubrication force added in the
discrete element method, which is not captured by the fluid solver at very small scale.
Specifically, the proposed numerical model accounts for the surface roughness of real
particles through an effective roughness length in the contact model, and considers
that the time scale of the contact is small compared to that of the fluid. The present
coupled method is shown to quantitatively reproduce available experimental data and
in particular is in very good agreement with recent measurement of the dynamics of
a particle approaching very close to a wall in the viscous regime St 6O(10), where
St is the Stokes number which represents the balance between particle inertia and
viscous dissipation. Finally, based on the reliability of the numerical results, two
predictive models are proposed, namely for the dynamics of the particle close to
the wall and the effective coefficient of restitution. Both models use the effective
roughness height and assume the particle remains rigid prior to solid contact. They
are shown to be pertinent to describe experimental and numerical data for the whole
range of investigated parameters.
Key words: computational method, lubrication theory, particle/fluid flow
1. Introduction
Immersed granular and particle-laden flows are encountered in a large number
of industrial and natural applications, including chemical engineering, aeronautics,
transportation, biomechanics, geophysics and oceanography. Granular flows with
negligible effect of the surrounding fluid are gravity-driven and dissipated by inelastic
and frictional contacts, while when the effect of the fluid becomes non-negligible, the
hydrodynamic forces can drive the particle motion and the bulk kinetic energy may be
† Email address for correspondence: lacaze@imft.fr
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additionally dissipated by viscous effects. In addition, such flows may exhibit strong
inhomogeneities in the spatial distribution of particle velocity and concentration. To
understand the dynamics of such complex systems, an accurate description of the
dynamics at the particle scale for a large range of particle Reynolds number and
Stokes number is needed (the Stokes number being the ratio of the relaxation time of
the particle to the characteristic time scale of the fluid). For example, in a shear-driven
immersed granular flow encountered in natural flows, some particles located at depth
in the bed are quasi-stationary while others, at the bed surface, can reptate, salt or
get entrained as a suspension in the bulk. This large range of dynamical parameters
makes the development of predictive models very difficult. It is therefore necessary
to improve the local description of canonical configurations in which processes can
be isolated. In particular, the description of a single bounce of a particle in a fluid
at rest remains challenging. Here we are interested in this configuration, namely the
bouncing of a spheroidal particle on a wall in a viscous fluid.
Experiments on binary collisions in fluid have been undertaken in many studies. In
a first approach, the collision of a particle on a wall covered by a thin liquid film
has been experimentally investigated in order to highlight the lubrication effect on the
bouncing (Barnocky & Davis 1988; Lundberg & Shen 1992). More generally, the case
of a fully immersed system has been investigated (Joseph et al. 2001; Gondret, Lance
& Petit 2002; Ten Cate et al. 2002; Pianet et al. 2007; Mongruel et al. 2010). In this
case, the dynamics is slightly more complex since unsteady drag and history force
can affect the falling of the particle well before the influence of the lubrication. In any
case, the specific effect of the presence of the fluid is to take part in the dissipation of
the initial kinetic energy leading to a decrease of the apparent coefficient of restitution
of the bouncing particle. It has been shown that a similar trend is observed for two
impacting particles (Yang & Hunt 2006).
The extension to the oblique bouncing on a wall in a fluid has been experimentally
investigated by Joseph & Hunt (2004), the aim being to highlight the effect of
lubrication on the apparent coefficient of friction. In particular, they showed that the
value of the coefficient of friction, compared to the dry case, has more of an affect
for smooth surfaces for which deformation induced by hydrodynamic pressure prior
to solid interaction is more likely to happen. As noted by Joseph & Hunt (2004),
the latter phenomenon is not observed for glass spheres and hence not expected for
‘rough’ particles, as long as the ratio between roughness height and particle diameter
is not too small.
All these experiments agreed on the dependence of the coefficient of restitution ε=
−VR/VT , defined as the ratio between the terminal velocity VT prior to impact and the
rebound velocity VR, on the Stokes number based on the terminal velocity VT , defined
by St = ρpVTD/9µ where D and ρp are the diameter and the density of the particle,
respectively, and µ is the dynamic viscosity of the surrounding fluid. For impact at
high Stokes number, St> 2000, the viscous dissipation does not affect the rebound of
the particle much and the effective coefficient of restitution approaches that of the dry
case εmax. At low St, viscous damping becomes more important leading to ε < εmax. A
critical particle Stokes number Stc ≈ 10 is experimentally observed below which no
rebound occurs. The high-St trend explains the choice of a normalized coefficient of
restitution ε/εmax usually found in the literature.
Models of binary interaction of solid particles have been widely developed in
the literature and can be divided into two main contributions: one concerning the
dynamics of the approaching solid and the second concerning the modelling of an
effective coefficient of restitution after bouncing.
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Brenner (1961) gives an analytic expression for the repulsive force acting on a
smooth rigid sphere approaching a wall at low Reynolds number. When considering
an elastic solid, this force is affected by the deformation of the material. Theoretical
studies of elasto-hydrodynamic (EHD) collision of two spheres in a liquid showed
through asymptotic and numerical techniques the relation between the pressure
induced by lubrication and the deformation of the particle. These works were a
first attempt to predict if a solid particle can bounce or if it, rather, sticks to the
wall (Davis, Serayssol & Hinch 1986; Barnocky & Davis 1989). The influence of
particle roughness was introduced by Smart & Leighton (1989) who show that it
plays an important role in the contact dynamics. In particular, they highlight the
fact that, during bouncing, the characteristic length of the fluid layer is of the same
order of magnitude as the roughness height. Several studies have been devoted to
understanding and modelling the influence of the roughness during bouncing or prior
to contact. For instance, Lecoq et al. (2004) found that the dynamics of a particle
approaching a rough wall is similar to the case of an equivalent smooth wall slightly
shifted away from the original upper position of the corrugated surface.
Global models have also emerged for predicting the bouncing via the effective
coefficient of restitution ε as a function of the Stokes number. For instance, Lian,
Adams & Thornton (1996) extend the EHD theory, using a Hertz-like model for the
elastic deformation to predict the coefficient of restitution. The proposed model agrees
with numerical solutions of the system of equations but needs a scaling coefficient to
obtain a closed-form solution. Legendre, Daniel & Guiraud (2005) derived a model
for bouncing drops on a solid wall, using a mass–spring analogy accounting for the
deformation of the drop. This model has proved successful and has been shown to
reproduce the case of bouncing solid particles by adjusting an empirical constant.
More recently, the effective coefficient of restitution ε has been modelled with a
mixed contact model (Yang & Hunt 2006, 2008), for which Stc and a scaled surface
roughness have to be prescribed.
In the present study, a coupled fluid–solid method is developed to investigate
the bouncing of a solid particle on a horizontal bottom wall. Simulating solid–fluid
interaction is often difficult because of the complexity of the solid shape and motion
in the fluid flow. Methods for modelling solid–fluid interaction may be divided into
two main groups, depending on the way the solid–fluid interfaces are described. One
group, usually referred to as body-fitted grid methods, makes use of a structured
curvilinear or unstructured grid to conform the grid to the boundary of the fluid
domain (see e.g. Thompson, Warsi & Mastin 1985). In situations involving complex
moving boundaries, one needs to establish a new body-conformal grid at each
time-step which leads to a substantial computational cost and subsequent slowdown
of the solution procedure. In addition, issues associated with regridding arise such as
grid-quality and grid-interpolation errors. The second group of methods is referred to
as fixed-grid methods. These techniques make use of a fixed grid, which eliminates
the need for regridding, while the presence of the solid objects is taken into account
via adequately formulated source terms added to fluid flow equations. Fixed-grid
methods have emerged in recent years as a viable alternative to body-conformal
grid methods. In this group, one can mention the immersed boundary method (IBM)
(Fadlun et al. 2000; Kim, Kim & Choi 2001; Peskin 2002; Uhlmann 2005; Feng,
Michaelides & Mao 2010; Breugem 2012; Kempe & Fröhlich 2012; Li, Hunt &
Colonius 2012), distributed Lagrangian multiplier-based methods (Ardekani & Rangel
2008) or tensorial penalty methods (Brändle de Motta et al. 2013), among others.
In the present work, we attempt to simulate the local dynamics of such systems at
the particle scale by simulating the collision of a sphere with a wall. To this end a
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simple soft-sphere collision IBM is presented. The IBM consists of a direct forcing
method, using a continuous solid volume fraction to define the boundary. The granular
medium is modelled with a discrete element method (DEM) based on a multi-contact
soft-sphere approach.
The paper is structured as follows. First, we describe the numerical technique
used here. Secondly, wall–particle collisions in a fluid are simulated for a wide
range of Stokes number ranging from 1 to 104, and the use of a local lubrication
force is discussed. Then, the dynamics of the particle approaching a wall at low
Stokes number is simulated with IBM–DEM and compared to experimental data. The
extension of an existing model (Mongruel et al. 2010) is proposed with, in particular,
the implementation of an effective roughness length. Finally, a new model predicting
the effective coefficient of restitution as a function of the Stokes number and the
relative roughness height of the particles is proposed.
2. Numerical approach
2.1. Calculation of the fluid flow
The fluid flow around the particle is obtained thanks to an IBM. Assuming a
Newtonian fluid, the evolution of the flow is described using the Navier–Stokes
equations, namely
∇·V = 0, (2.1)
∂V
∂t




∇ · [µ (∇V + t∇V)]+ f , (2.2)
where V, P, ρ and µ are the local velocity, pressure, density and dynamic viscosity
in the fluid, respectively, g denotes acceleration due to gravity and f is a body-force
source term used to take into account solid–fluid interaction. Equations (2.1) and
(2.2) are written in a Cartesian or polar system of coordinates. These equations are
enforced throughout the entire domain, comprising the actual fluid domain and the
space occupied by the particles. In the following, the term f will be formulated in
such a way as to represent the action of the immersed solid upon the fluid. Let us
consider a solid particle of density ρp, volume Vp and mass mp, the centroid of which
being located at xp, moving at linear and angular velocity up and ωp, respectively.
The local velocity U of the solid object is then defined by U = up + r× ωp, r being
the local position relative to the solid centroid.
The time integration of the momentum equation for the fluid (2.2) is performed via
a third-order Runge–Kutta method for all terms except the viscous term for which a
second-order semi-implicit Crank–Nicolson scheme is used. The incompressibility
condition (2.1) is satisfied at the end of each time step through a projection
method. Domain decomposition and message passing interface (MPI) parallelization
is performed to facilitate simulation of a large number of grid cells. In general, the
location of the particle surface is unlikely to coincide with the grid nodes, so that
interpolation techniques are usually employed to enforce the boundary condition by
imposing constraints on the neighbouring grid nodes. Here we adopt another strategy,
by introducing a function α, which denotes solid volume fraction, which is equal to
one in cells filled with the solid phase, zero in cells filled with the fluid phase, and
0<α < 1 in the region of the boundary. In practice, the transition region is set up to
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D
FIGURE 1. (Colour online) Example of the grid used in the present immersed-boundary
simulation. Iso-contours of α = 0.01, 0.25, 0.5, 0.75 and 0.99. Here D/1x ≈ 20 with D
the diameter of the solid particle considered. The dashed line shows the contour of the
solid particle which is used in the DEM code.
Recall that U is the local velocity imposed on the immersed solid object while V is
the local velocity in the fluid; 1t is the time step used for the time-advancement. The
present choice, which may be viewed as a smoothing of the immersed boundary, is
an alternative to using a regularized delta function in conjunction with a Lagrangian
marking of the boundary. The latter technique is largely used in IBMs in order
to allow a smooth transfer of momentum from the boundary to the fluid (see e.g.
Fadlun et al. 2000; Uhlmann 2005). The present approach is simple to implement
and does not need any Lagrangian mesh for tracking the immersed boundary. In the
following, spherical particles are considered. The corresponding solid volume fraction










λ= |nx| + |ny| + |nz|, (2.5)
φ = 0.065(1− λ2)+ 0.039, (2.6)
where n = (nx, ny, nz) is a normal outward unit vector at a surface element, R is
particle radius, φ is a parameter controlling the thickness of the transition region
and ∆ is a characteristic grid size (∆ = √21x when the grid is uniform). Note
that the coefficients used in (2.6) are 1.3 times larger than those reported in Yuki
et al. (2007). This choice stems from numerical tests on moving cylinders at moderate
Reynolds number which showed that the present set of coefficients is sufficient to
suppress parasitic fluctuations of the forces applied to the objects when the latter cross
a numerical cell (not shown here). The reader is referred to Uhlmann (2005) for a
detailed discussion of this point. Iso-contours of α as defined in (2.4) for a solid
particle of diameter D are shown in figure 1. In this case, the transition region is
of three grid cells approximately.
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2.2. Calculation of the particle motion
The motion of the particle is described by Newton’s equations for linear and angular




=mpg+Fh +Fc +Flub, Ip dωpdt = Γ h + Γ c, (2.7a,b)










Equation (2.8) was derived by Uhlmann (2005) or Bigot et al. (2013) for instance,
and will not be repeated in detail here. Briefly, (2.8) are derived by integrating the
momentum law (2.2) and corresponding kinematic momentum law for the fluid on
the volume of the immersed object, and ensuring that the fictitious body force f
is such that these integrated laws are equivalent to the Newton equations (2.7). In
(2.7), Fc (resp. Γ c) is the contact force (resp. torque) including particle–particle and
particle–wall collisions, and Flub is a lubrication force. A detailed description of these
forces is given in §§ 2.2.1 and 2.2.2, respectively. In the case of multiple solid objects
moving in a fluid, it is known that when the distance between two objects is small
enough, the lubrication force induced by the interstitial flow becomes the dominant
force in (2.7). Depending on the properties of the fluid and the relative velocity
between the objects, the characteristic length of influence can be several orders
of magnitude smaller than the particle diameter (Joseph et al. 2001). The present
fixed-grid method described in the previous section is then unable to accurately
capture the lubrication force for a reasonable grid resolution. Moreover, in the case
of a perfectly smooth object, Flub diverges as the inverse of the distance between
particles goes to zero, therefore avoiding any possible interaction between particles.
The latter phenomenon does not consider surface roughness of real particles allowing
solid contact as explained in Smart & Leighton (1989). Modelling these short-range
interactions, both the lubrication and solid contact, is therefore crucial to capture the
small-scale physics of solid particles interacting in a fluid.
In the present study, the small-scale interaction is modelled using a soft-sphere
discrete element method (DEM) solving (2.7). This method has been developed to
allow multi-contact interactions for a large number of particles, but is used here to
consider the simpler case of a single contact between a solid sphere and a wall.
Length scales and time scales associated with short-range interactions are small
compared to those associated with the fluid flow. The coupling between IBM and
DEM is therefore done by solving (2.7) using a time step which is at least two orders
of magnitude smaller than the fluid time step used to solve (2.1) and (2.2). In other
words, large-scale flow structures (of the order of the particle size or larger) computed
with the IBM approach are frozen during the computation of short-range interactions
with the DEM code. Such a numerical trick allows to reduce computational cost which
would have been tremendous if we had reduced the time step of the IBM down to
the time step imposed by the DEM resolution. It has been verified that changing the
ratio between the two time steps in the range 102–103 does not affect the results.





FIGURE 2. (Colour online) Sketch of a contact in the DEM soft-sphere model with the
associated notation; δn is the normal signed distance of overlap defined as δn = ‖xpi −
xpj‖ − (Ri + Rj).
2.2.1. Solid contact modelling
Here, we describe the method used for dealing with solid contacts in a system of
np particles for generality. The modelling of the solid–solid interaction is done via
a soft-sphere approach (Cundall & Strack 1979), which is based on modelling the
deformation of real particles during contact by an overlap between computed non-
deformable particles (figure 2). This overlap is then used to compute the normal and
tangential contact forces, using here a linear mass–spring system and a Coulomb-type
threshold for the tangential component, in order to account for solid sliding. The force








Γ ij + Γ wall, (2.10)
where Fij is the contact force between particles i and j, Fwall the wall–particle
interaction force; Γ ij and Γ wall are the corresponding torques. Fij and Γ ij are computed
using a local system of coordinates (n, t), depicted in figure 2, as follows:
Fij = Fnn+ Ftt, (2.11)
Γ ij = Rin× Ftt, (2.12)
with
Fn =




Ft =−min(|ktδt|, |µcFn|)sign(δt), (2.14)
where Ri is the ith particle radius, δn (δt) is the normal (tangential) signed distance
of overlap, µc is the friction coefficient, kn (kt) is the normal (tangential) stiffness
and γn is the damping coefficient of the mass–spring model. Here, δt is obtained by
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= (upi − upj) · t. (2.15)
Note that Fwall and Γ wall are treated in a similar manner by taking an infinite
radius and mass for the wall. The constants of the mass–spring model, γn, kn and kt,
are calculated thanks to two additional parameters, namely the coefficient of normal
restitution εmax and the contact time tc which are characteristic of the elastic properties
of the particles, namely









where m∗ = (mimj)/(mi +mj) is the effective mass involved in the contact. Note that
the relation (2.17) between the contact time and the material stiffness is not that
predicted by Hertz theory. This is due to the present linear model used for calculating
the normal contact force (see e.g. Schäfer, Dippel & Wolf 1996). Moreover, deducing
kn from tc is somewhat unusual since kn is related to the stiffness of the considered
material. However, it has been shown in numerous studies (see Lacaze, Phillips &
Kerswell 2008, for instance) that kn can be underestimated without modification of the
dynamics of a dry system. It allows reduction of the execution time of the simulation.
For practical reasons of coupling with the fluid, we decide to fix tc, verifying that
the value of kn is large enough to consider the particles as hard. In the case of quasi-
mono-disperse configurations, it can be shown that choosing kn as a function of tc
and vice versa is equivalent since properties of particles are the same. Finally, the
tangential stiffness coefficient kt is assumed to be proportional to the normal stiffness
coefficient kn (Foerster et al. 1994). In the present work, we set kt = 0.2kn. Details
of the DEM code and validations in the case of multi-particle configurations will be
given in a future paper. In the present case, only the normal binary interaction between
a particle and a wall is considered in detail since the coupling with a fluid solver still
needs some specific attention.
2.2.2. Lubrication force modelling
As will be shown in § 3.1, the IBM may not be accurate in capturing the detailed
flow structure in the liquid film which is drained when the particles approach each
other, if the spatial resolution used to resolve the flow in the narrow gap is too low.
This can be overcome by locally refining the grid resolution in the liquid film, as
done in Ardekani & Rangel (2008) for instance. However, this strategy becomes
inefficient when multiple contacts (of the order of 103 or more) occur in the system
and even more in three-dimensional situations. Another strategy is to add a lubrication
force Flub in (2.7) (Ten Cate et al. 2002; Breugem 2010; Kempe & Fröhlich 2012;
Simeonov & Calantoni 2012; Brändle de Motta et al. 2013). Here, only the normal
component of the lubrication force is considered. It should be noted that even in
the case of tangential interaction, Kempe & Fröhlich (2012) have shown that the
tangential component of lubrication does not affect significantly the dynamics of two
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interacting objects. The lubrication force used here between particle i and particle j
of velocity upi and upj and radius Ri and Rj, respectively, is (Brenner 1961)







where ηe stands for an effective roughness height accounting for the mean height
of surface asperities of real particles η. This parameter is added to (2.18) in order
to mimic real particles and avoid the divergence of the force when contact occurs
(δn = 0). Depending on the type of material used for the particles, the relative mean
height of surface asperities η/R is roughly in the range [10−6; 10−3] (Joseph et al.
2001). In the following, the same range of values of ηe/R is used. It should be noted
that the conversion from η to ηe is not trivial and ηe is therefore considered as a
way of modelling the microscopic structure of the particle surface. It is however
reasonable to assume that its order of magnitude is related to the real roughness, as
a first approximation. The reader is referred to Mongruel et al. (2013) for a detailed
discussion of this point.
The definition (2.18) using ηe is motivated by observations of Davis (1987) who
shows that the presence of surface roughness does not affect the lubrication force
until the gap between surfaces is of the same order of magnitude as the mean height
of surface asperities η. The standard lubrication model obtained for perfectly smooth
surfaces therefore still holds. In addition, Lecoq et al. (2004) show that surface
roughness indeed affects contact equivalently to if it were a smooth contact for
which lubrication is only shifted by a length of the order of the roughness height.
Again, this is in line with the definition of (2.18).
In the case of particles interacting with a horizontal wall, as considered here, the
lubrication force remains similar to (2.18) but setting the radius to infinity for the
wall. The present lubrication force is switched on when the distance between particles
is such as 0 6 δn 6 R/2. This upper bound is in the range of the critical distance
hw at which the velocity of the particle decreases due to the presence of the wall
that was measured in the experiments of Joseph et al. (2001), namely 0 6 hw 6 R
for 96 St6 70 (see their figure 10). We checked that the specific value of the upper
bound of the force application (within the range [1x; R]) did not affect the results
significantly (figure 6a and table 2).
3. Bouncing of a solid sphere on a wall in a viscous fluid
3.1. Dynamics of the bouncing particle and effective coefficient of restitution
The dynamics of a spherical particle of radius R and density ρp, released in a viscous
liquid initially at rest, sedimenting and then bouncing on a wall, is considered
here. To this end, the coupled equations (2.1)–(2.7) are solved, as described in the
previous section. In the range of physical parameters considered here, the fluid flow
generated by the falling particle is axisymmetric, hence the fluid flow is solved on a
two-dimensional axisymmetric grid. The simulation is performed on an (r,z)-domain
of size 10.4D× 44D, D being the particle diameter, with 80× 880 grid points. The
spatial resolution is constant along the z direction parallel to gravity as well as in
the region 06 r/D6 2.5 (D/1x= 20). For 2.56 r/D6 10.4, the grid size is varied
following an arithmetic progression up to the outer wall. Note that the grid resolution
is similar to the one shown in figure 1, corresponding to D/1x = 20. Simulations
with D/1x= 10 and 40 have been performed and showed that the spatial resolution
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does not affect the results (figure 6 and table 2). Free-slip boundary conditions are
imposed at all boundaries except at the bottom wall where bouncing occurs for which
a no-slip condition is applied. The particle is initially located at a distance of 4D
from the upper wall in order to ensure that the particle reaches a constant terminal
velocity VT before being influenced by the wall.
The dynamics of a sedimenting particle depends on two dimensionless parameters
which can be computed a priori, namely the density ratio ρp/ρ and the Archimedes
number Ar = ρ(ρp − ρ)gD3/µ2, ρ and µ being the fluid density and viscosity,
respectively. We set the physical properties of the particle and the fluid so that we
cover a large range of density ratios 1.7 6 ρp/ρ 6 103 and Archimedes numbers
10 6 Ar 6 2 × 104. These lead to a posteriori values of particle Reynolds numbers
10−1 6 Rep 6 160 and Stokes numbers 10−1 6 St6 103, being defined as
Rep = ρVTD
µ
, St= (ρp +CMρ)VTD
9µ
, (3.1a,b)
where CM = 1/2 is the added-mass coefficient of the spherical particle. In the present
simulations, the maximum Reynolds number is 163 which is ∼20 % smaller than
the critical value ReSO = 212.58 of the Reynolds number for which a freely moving
sphere will lose rectilinear motion to attain an oblique path, as recently shown by
Fabre, Tchoufag & Magnaudet (2012) using a weakly nonlinear stability analysis.
Equivalently, the Archimedes number was less than 2.4 × 104 which is the critical
value (with the present definition) below which steady vertical particle motion with
full axisymmetry in the horizontal plane is observed, at all density ratios (Jenny,
Dusek & Bouchet 2004). Thus the use of an axisymmetric grid is relevant here.
Note that the present definition (3.1) of the Stokes number is unusual since
it accounts for the added-mass involved in the motion. This definition becomes
equivalent to the classical definition, namely St = (ρp/9ρ)Re when the density ratio
ρp/ρ is large, as in the case of solid objects in air, but not in the case of particles
or drops in liquids. In this case, Legendre et al. (2005) showed that the use of (3.1)
allows the experimental data for drops in water to fall into the range of data for
particles in air or liquids. Thus (3.1) is preferred here and will be used throughout
this work.
The evolution of the vorticity field around the particle during impact is presented
in figure 3, for the case ρp/ρ = 8, Ar = 3700 (St ≈ 53, Rep ≈ 60). Here the solid
contact parameters were set to εmax = 0.97, tc√g/D= 2.5× 10−3, µc = 0.25, and the
relative effective roughness height used in the lubrication model (2.18) was set to
ηe/R= 4× 10−4. Snapshots of the vorticity field are presented in figure 3 at different
stages of the rebound. The particle is represented by the solid volume fraction α as
defined in (2.4) which is coloured in black. In this section time is scaled by
√
D/g. At
t= 19.74, the flow field around the particle is not influenced by the wall and therefore
corresponds to the steady-state motion of the particle settling in a viscous fluid. When
the sphere gets closer to the wall (a distance of R approximately from the wall, at
t= 19.89), the fluid is pushed away from the centreline and vorticity is created at the
wall (figure 3b). Note that at this stage, the liquid film between the particle and the
wall is still accurately resolved by the fluid solver. When collision occurs at t= 20.02
(δn 6 0), the vorticity is maximum in a region close to the impact zone, indicating
strong shear stress as fluid is pushed away parallel to the wall. Once contact is
over and the particle is detaching from the wall (20.07 6 t 6 20.25), vorticity of
opposite sign emerges at the wall, the signature of the inward flow associated with
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FIGURE 3. Vorticity field around a sphere impacting a wall (ρp/ρ= 8, Ar= 3700, St≈ 53,
Rep ≈ 60, D/1x= 20). Contours levels are set from −17.8 to 17.8 in increments of 3.9.




g/D, respectively. The vorticity field
and half-particle have been mirrored for clarity. Continuous and dashed lines correspond
to vorticity of opposite sign. (a) t= 19.74, (b) 19.89, (c) 20.02, (d) 20.07, (e) 20.17, (f )
20.25, (g) 20.48, (h) 21.06, (i) 21.27.
fluid moving back to the centreline to fill the gap between the particle and the wall.
During this stage, the initial vorticity in the wake of the falling particles preceding
bouncing decreases while vorticity of opposite sign appears around the particle. At
t = 20.48, the particle has reached its maximum height after the first bouncing and
falls back again toward the wall. Afterwards (t > 21.06), the vorticity around the
particle quickly disappears because of significant viscous dissipation.
The corresponding time evolution of the particle velocity is displayed in figure 4.
Clearly, the particle reaches a steady-state velocity, denoted VT , before being
influenced by the presence of the wall. It can be noted that before solid contact
occurs the particle velocity decreases from VT to an impact velocity, denoted VC,
which is ∼12 % less than VT in the present case. During the bouncing, the particle
velocity changes sign but does not recover its initial amplitude. The rebound velocity
is denoted VR, defined as the velocity ‘just after’ solid contact, when the particle
detaches from the horizontal wall. To be more explicit, with the present approach and
in the present problem, VR is the maximum value of the velocity of sign opposite to
VT . After the impact, a strong decrease of the velocity occurs which is followed by















FIGURE 4. Temporal evolution of the particle vertical velocity (same case as figure 3).
Inset: close-up view of the velocity during bouncing. Also defined are the particle terminal
velocity VT , the velocity at contact VC and the rebound velocity VR.








FIGURE 5. Normalized effective coefficient of restitution ε/εmax for spherical inclusions
versus the Stokes number St. Present simulations without lubrication force: F, Rep ≈ 1;
4, Rep ≈ 10; O, Rep ≈ 100; J, ρp/ρ = 2.5; I, ρp/ρ = 8; N, ρp/ρ = 16; H, ρp/ρ = 32.
Experiments: see table 1 for key. Analytical solutions: - - - -, prediction (3.3) with κ = 1
and η/R= 10−4; · · · · · · , prediction (3.4) with εmax = 0.97, Stc = 20, δf /δ0 = 10−3; ——,
Legendre et al. (2005)’s correlation.
a milder trend. Finally, one can observe a second rebound (t ≈ 21) which is hardly
detectable from the flow visualization.
In the following, the simulations presented were performed for four fixed density
ratios ρp/ρ= 2.5, 8, 16 and 32 (Rep varying in the above-mentioned range) and three
specific particle Reynolds numbers Rep = 1, 10 and 100 (ρp/ρ and Ar varying in the
above-mentioned range). In the different cases, the Stokes number covers a range
of values within the interval [10−1, 103]. These simulations were performed without
a lubrication model (figure 5) and with the lubrication model (2.18) for different
cases (figure 6). A classical observable quantity extracted from the rebound of a
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FIGURE 6. (Colour online) Normalized effective coefficient of restitution versus the
Stokes number obtained with the present simulations using the lubrication force (2.18).
Comparison with (a) the same experimental data as figure 5 here represented by dots for
clarity (see table 2 for key), and (b) available computation data (see table 3 for key).
Reference Type of object Ambient fluid
◦ Gondret et al. (2002) Solid Glycerol–water
+ Joseph et al. (2001) sphere mixture
× Foerster et al. (1994) Solid sphere Air
• Legendre et al. (2005) Toluen drop Water
 Richard & Quéré (2000) Liquid drop Air
 Richard & Quéré (2000) Spherical balloon Glycerol–water
TABLE 1. Experimental data used in figures 5, 6(a) and 10.
particle in a viscous fluid is the effective coefficient of restitution ε, which has been
shown to depend on the mechanical properties of the particle and the Stokes number
(see Gondret et al. 2002, for instance). It should be noted that when the fluid does
not influence the dynamics and subsequent rebound of the particle, the bouncing
process is referred to as a ‘dry collision’. In such a case, the effective coefficient of
restitution ε is maximum and equal to the ‘dry coefficient of restitution’ εmax, the
latter corresponding to a solid impact between the particle and the wall.
Here, we define the effective coefficient of restitution as ε=−VR/VT (see figure 4).
Another option is to define the effective coefficient of restitution by using VC instead
of VT . In general, the measurement of the velocity just prior to impact is difficult since
the effective contact time can be significantly smaller than the temporal resolution of
the measurement apparatus (see Joseph et al. 2001; Gondret et al. 2002, for instance).
In the same way, the velocity just prior to impact may vary with the numerical time
step used in numerical simulations, especially if the fluid time step is larger than the
contact time. In most of the numerical studies, the velocity VT is therefore used as
the velocity prior to contact (see e.g. table 3). The same definition has been used in
the present study. In experiments, the measured velocity prior to contact might lie in
the range [VC VT]. With this in mind, Ardekani & Rangel (2008) used both VT and
a velocity just prior to impact in the interval [VC, VT] and did not show significant
modification of the evolution of the coefficient of restitution as a function of St (see
figure 6b). Here, we observed that the relative variation (VT −VC)/VT was in the range
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ρp/ρ Rep ηe/R D/1x ∆lub St ε/εmax Comments
♦ 8 [0.1, 158] 2× 10−4 20 R/2 [0.1, 149] [0, 0.85] Reference
∗ [8, 900] ≈1 2× 10−4 20 R/2 [1, 100] [0, 0.73] Effect of Rep
 [7, 90] ≈10 2× 10−4 20 R/2 [8, 86] [0, 0.84]
H [4, 90] ≈100 2× 10−4 20 R/2 [60, 1090] [0.59, 0.98]
? 8 58 2× 10−4 20 R 55 0.63 Effect of ∆lub
8 [8, 158] 2× 10−4 20 1x [8, 149] [0, 0.87]
N 1.7 [7, 163] 2× 10−4 20 R/2 [1.7, 41.8] [0, 0.11] Effect of ρp/ρ
4 2.5 [58, 140] 2× 10−4 20 R/2 [19, 47] [0, 0.42]
H [4, 22] [121, 73] 2× 10−4 20 R/2 [60, 183] [0.59, 0.9]
+ 32 [0.6, 98] 2× 10−4 20 R/2 [2, 354] [0, 0.95]
• 8 58 10−5 20 R/2 55 0.59 Effect of ηe/R
◦ 8 58 10−3 20 R/2 55 0.67
I 8 46 2× 10−4 10 R/2 49 0.58 Effect of D/1x
J 8 54 2× 10−4 40 R/2 51 0.62
TABLE 2. Parameters used in the simulations of figure 6, namely the density ratio ρp/ρ,
particle Reynolds number Rep, effective roughness height ηe/R, grid resolution D/1x,
distance ∆lub of application of the lubrication force (2.18).
1–20 % in cases where rebound occurred. For instance, in the configuration ρp/ρ = 8,
(VT − VC)/VT ≈ 5 %, 12 % and 20 % at St = 149, 54 and 21. This would lead to
variations of the normal coefficient of restitution of approximately 20 % in the region
of Stokes numbers 106 St6 100. This variation is in fact within the dispersion range
of the experimental data (see figure 6a). Therefore, it is reasonable to use the present
definition for the coefficient of restitution.
Values of ε/εmax obtained from the simulations without any lubrication model
are reported in figure 5 as a function of St. For comparison, we include available
experimental data obtained for the rebound of spherical particles, drops or balloons
from a wall (table 1). While the numerical results are in good agreement with
experiments for St>200, the effective coefficient of restitution is clearly overestimated
at lower St. This is attributed to the low spatial resolution of the flow field when
the gap between the particle and the wall is of the order of the grid size. As a
consequence, the film pressure stemming from the drainage of the liquid in the gap
is underestimated so the particle rebound is artificially enhanced.
This issue is overcome when one adds a lubrication force (2.18) in (2.7). Figure 6(a)
shows the results obtained with the present method when the lubrication model is
activated for various ρp/ρ and Rep. The numerical results fall within the range of
the experimental data. The use of (2.18) allows the method to reproduce the rebound
of a particle in a viscous fluid as the lubrication model compensates the inability
of the flow solver to capture the small-scale flow field in the gap during the film
drainage. We shall demonstrate in the next section that using (2.18) is critical, with
the present method, to accurately capture the velocity of approach of the particle at a
very small distance from the wall, typically a few per cent of the particle radius. Note
that the present implementation of the lubrication force (2.18) gives good results with
the present spatial resolution and physical parameters; however it may not be relevant
otherwise, in particular when a very fine grid resolution is used.
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Reference u′ u′′ Stokes number
F Ardekani & Rangel (2008) VT up(tcont + 0.001 s) (ρp +CMρ)VTD/(9µ)
G Ardekani & Rangel (2008) VC up(tcont + 0.001 s) ρpVTD/(9µ)
O Breugem (2010) VT VR ρpVCD/(9µ)
4 Brändle de Motta et al. (2013) VT VR ρpVCD/(9µ)
♦ Kempe & Fröhlich (2012)† VT up(xp = ξn,0) with ρpVCD/(9µ)
ξn,0 = xp(up = u′)
 Li et al. (2012) Not given Not given ρpVCD/(9µ)
• Present study VT VR (ρp +CMρ)VTD/(9µ)
TABLE 3. Parameters used for the definition of the effective coefficient of normal
restitution, here defined as (u′′/u′)/εmax with εmax being the coefficient of restitution for a
dry collision, and the Stokes number reported in figure 6(b). We use the notation VC and
VR when the authors report the velocity just prior to and just after contact, respectively.
tcont is the time instant at which contact occurs. † In Kempe & Fröhlich (2012), ξn,0 is
the particle–wall distance chosen large enough to neglect hydrodynamic interaction of the
particle with the wall.
Figure 6(a) also shows the sensitivity of the numerical model to the different
parameters. In particular, the relative roughness height, the distance of activation of
the lubrication force, the grid resolution are varied and it is shown that simulations
fall within the range of the experimental data which underlines the robustness of
our numerical model. Finally, investigation of several density ratios and Reynolds
numbers shows a good agreement with experiments.
We compare in figure 6(b) the present results with those obtained with other
numerical methods (see table 3) using either a different fixed-grid approach or a
different model to handle small-scale interactions (lubrication, solid–solid contact).
Table 3 reports the various definitions used for the velocity just prior to impact, the
subsequent coefficient of restitution, and the Stokes number. The numerical results
all fall in the same range, in reasonable agreement with experimental data. This
gives further support that the present definitions for the Stokes number and restitution
coefficient are relevant for this problem.
3.2. Small-scale dynamics of a sphere approaching a wall
Mongruel et al. (2010) investigated experimentally the dynamics of a sphere settling
in a fluid toward a wall at a sufficiently low Stokes number so that no bouncing was
observed. They measured with an interferometric device the position and velocity of
the particle up to a small distance from the wall, typically in the range of a few
per cent of the particle radius. In their experiments, Mongruel et al. (2010) used
millimetric steel balls in various viscous fluids. The results revealed two regimes
which are characterized by a nonlinear dependence of the velocity on the distance
to the wall followed by a linear dependence just prior to contact (see figure 7 for
instance). The experimental measurement of the transition height delimiting these
two regimes was found in the range 0.1–6% of R for particles of radius in the
range 2.7–7 mm. Moreover, Mongruel et al. (2010) proposed a model based on a
second-order ordinary differential equation describing the temporal evolution of the
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FIGURE 7. (Colour online) Dimensionless velocity up/Vm as a function of the
dimensionless length δn/R: +, experiments of Mongruel et al. (2010); ——, analytical
solutions of (3.2) with various relative roughness heights 5× 10−5 6 ηe/R6 5× 10−4 (the
dashed line corresponds to ηe=0 as derived in Mongruel et al. 2010). (a) Vm=0.77 m s−1
and Stm= 10.9; (b) Vm= 0.98 m s−1 and Stm= 15.96. Inset: close-up view of the transition
region separating the linear and nonlinear regimes.
particle–wall distance δn, assuming that lubrication is the dominant effect. Following
Mongruel et al. (2010), we propose a modified version of their equation (3.4) using
the lubrication force (2.18) in which the effective roughness height of the particle ηe
is considered. Assuming δn/R 1 and the lubrication force (2.18) to be the dominant
hydrodynamic force, the evolution of the normalized particle–wall distance δn/R can









where Stm = ρpV2m/(ρp − ρ)gR is a modified Stokes number representative of particle
inertia in the near-wall region, Vm is a characteristic velocity of the particle and τ =
tVm/R. The value of Vm is measured a posteriori from experimental data in the linear
regime (see figure 7) via the relation up/Vm = δn/R ((3.2) of Mongruel et al. 2010).
Figure 7 shows the dimensionless velocity up/Vm of the particle approaching the wall
as a function of δn/R, in which both the experimental data of Mongruel et al. (2010)
and the solution of (3.2) for various relative effective roughness heights 5 × 10−5 6
ηe/R 6 5 × 10−4 are shown. The model (3.2) is shown to quantitatively reproduce
the observed dynamics of the particle and in particular the transition height between
the two regimes. More precisely, the variation of the model’s solution with respect
to the effective roughness height of the particle coincides with the dispersion of the
experimental data when δn gets closer to the transition between the two regimes.
In the following, we reproduce the experiments of Mongruel et al. (2010) for which
a steel sphere (ρp = 7800 kg m−3, µp = 0.2, εmax = 0.97, R = [4; 5.25; 6.35; 7 mm])
settles in silicon oil (ρ = 978 kg m−3, µ = 0.978 kg m−1 s−1) using the present
numerical approach with the resolution and geometry used in § 3.1. We chose
ηe/R = 2 × 10−4, which corresponds to the best fit of the experimental data in
figure 7 using model (3.2). In the numerical simulation, the sphere is initially released
40 cm above the horizontal wall. Figure 8 shows the results for the dimensionless
velocity up/Vm as a function of δn/R. Simulation results are in good agreement with
experimental data. For instance, in the case reported in figure 8(b), the values of
Vm and Stm obtained in the numerical simulation (experiments) are Vm = 0.74 m s−1
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FIGURE 8. Velocity of a sphere approaching a wall as a function of the wall–sphere
distance. (a) Experiments of Mongruel et al. (2010): - · - · -, Vm= 0.28 m s−1, Stm= 2.3;
- - - -, Vm = 0.51 m s−1, Stm = 5.7; ——, Vm = 0.77 m s−1, Stm = 10.9; (· · · · · · )
Vm = 0.98 m s−1, Stm = 15.9. Present simulations: +, Vm = 0.48 m s−1, Stm = 3.9; ,
Vm=0.62 m s−1, Stm=6.4; ◦, Vm=0.74 m s−1, Stm=9.3; ×, Vm=0.81 m s−1, Stm=10.9.
(b) +, Experimental data of Mongruel et al. (2010) (Vm = 0.77 m s−1, Stm = 10.9); ◦,
present simulation (Vm = 0.74 m s−1, Stm = 9.3). For comparison, dashed and solid lines
are the solution of (3.2) using as initial condition the distance and velocity of the particle
at times corresponding to the points highlighted by an arrow for the simulation and the
experiment, respectively. The effective roughness height for the simulation was set to
ηe/R= 2× 10−4. Insets: close-up view near the transition between the linear and nonlinear
regimes.
(0.77) and Stm= 9.3 (10.9). The discrepancy is due to a slight difference, within 4 %,
in the steady settling velocity far from the wall. Solutions of the model (3.2) are
also presented in figure 8(b). Again, quantitative agreement is obtained between the
different methods with a maximum of the error at the transition between the two
regimes.
3.3. A new model for the prediction of the effective coefficient of restitution
In this section, we propose a new model predicting the effective coefficient of
restitution ε =−VR/VT . As shown later, this model only depends on two parameters,
namely the Stokes number (3.1) and the relative effective roughness height ηe/R.
Some recent attempts have been made to predict the coefficient of restitution using
models based either on lubrication theory (elasto-hydrodynamics model, Davis et al.
1986; Barnocky & Davis 1988; mixed contact model, Yang & Hunt 2008), or on a
mass–spring analogy (Legendre et al. 2005, 2006). Solving the equations of motion
for a spherical particle approaching a wall, and assuming lubrication force to be
dominant (see e.g. (3.5) and (3.6) below), it is possible to obtain a model of effective










where κ is a constant of O(1) and η is the mean height of surface asperities of the
sphere. Yang & Hunt (2008) extended the model (3.3) in order to account for the
viscous dissipation occurring in the liquid wells trapped between the asperities during
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the contact. The mixed-contact model is written
ε
εmax








where 0 6 σ 6 1 is a coefficient which depends on a critical Stokes number Stc
below which there is no bouncing, as σ = 1 − Stc/St, δf is the minimum approach
distance of the particle during the collision, and δ0 is a characteristic distance at which
deformation of the sphere due to lubrication effects occurs. In their paper, Yang &
Hunt (2008) reported values of Stc and δf /δ0 in the range [5, 20] and [10−4, 10−2],
respectively.
Legendre et al. (2005) performed experiments with light drops rising in a liquid
and bouncing on a wall. They modelled the possible rebound of the inclusion using
an analogy with a dissipative mass–spring system. They obtained the expression
ε/εmax = exp(−χ/St) with χ a parameter which includes the viscous effects of the
film drainage. According to their experiments, the original value of χ was estimated
to be a constant χ ≈ 14. However, it appeared that quantitative agreement with other
types of inclusion was found for χ ≈ 35.
The above-mentioned models are compared to experimental data in figure 5. In
models (3.3) and (3.4) we have set κ = 1, η/R = 10−4, and εmax = 0.97, Stc = 20,
δf /δ0 = 10−3, respectively, which are in the range of values reported in Yang &
Hunt (2008). The models (3.3) and (3.4), which are based on lubrication theory,
quantitatively reproduce experimental observation in some specific ranges of St.
However, they are not able to predict the effective coefficient of restitution for the
whole range of Stokes number. Conversely, Legendre et al. (2005)’s model is in good
agreement with experiments; however recall that it makes use of an adjusted constant.
Here we revisit both types of theory to derive a simple model which is able to
capture reasonably well the observed effective coefficient of restitution for the whole
range of Stokes number considered here (see figure 10 below). First, it can be noted
that for large Stokes number, St 1, the bouncing is similar to dry configurations. In
this regime, lubrication acts on a length scale that is small compared to the effective
roughness height of the particle. On the other hand, at relatively small Stokes number,
St 6 O(10), no bouncing occurs. Lubrication is dominant and dissipates the initial
kinetic energy of the particle before it reaches the wall. In the intermediate regime,
bouncing occurs but is largely affected by the surrounding fluid, as observed in
figure 5. In the following model, the influence of this surrounding fluid is considered
by introducing a lubrication component into two distinct stages.
The first stage starts from a characteristic time at which the particle velocity begins
to be influenced by the wall (i.e. for δn ≈ R, approximately, see figures 3 and 4 and
corresponding discussions) up to the time at which collision occurs (δn = 0). During
this stage, the particle is assumed (i) not to be deformed and (ii) to be affected by
viscous forces generated by the displacement of fluid due to the presence of the wall.
On such a length scale, O(R), lubrication is therefore supposed to act only through
dissipation of the kinetic energy but not to deform the particle. During the first stage,
the particle velocity decreases from VT to VC (see figure 4 for definition). In the
second stage, however, the particle gets deformed and bounces. During this stage, we
assume that the particle kinetic energy is converted into energy of elastic deformation
and is only partially restored into kinetic energy because some of the energy has been
dissipated by both inelastic deformation and viscous dissipation. During the rebound,
lubrication still occurs due to the drainage of the fluid on the length scale of the




FIGURE 9. Sketch of the bouncing of a particle split into two distinct stages as assumed
in the model derived in § 3.3: δn is the particle–wall distance; ηe is the effective roughness
height of the sphere and ξ is the deformation of the particle during contact. Deformation
is assumed to take place only during stage 2 (δn = 0).
effective roughness height ηe. One of the specific aspects of the present model is
then to consider that the elastic stress related to the deformation of the particle during
bouncing and the pressure induced by the lubricating fluid film are of the same order
of magnitude. This assumption is not straightforward and will be elaborated at the end
of this section. During the second stage, the particle velocity goes from VC to VR.
In order to estimate the ratio VC/VT , we consider that the particle, at centroid
location xp and of velocity up = upn, is moving toward a flat wall in a fluid at rest
and we assume that the particle is subject to a steady drag force which is balanced
by the buoyancy force, the added-mass force and the lubrication force Flub = Flubn
defined in (2.18) which, in the present case, becomes Flub = −6piµupR2/(δn + ηe).




(mp +CMm)dupdt = Flub, (3.6)
where m is the mass of the fluid contained in a sphere of radius R and CM = 1/2
is the added-mass coefficient. Note that, strictly speaking, the added-mass coefficient
CM changes as the particle gets closer to the wall (see e.g. the discussion in Legendre
et al. 2005). In practice, CM is increased from 0.5 to 0.7 approximately when the
particle is very close to the wall. Here, however, we keep CM = 1/2 for simplicity.
Using the relation xp=R+ δn, then dividing (3.6) by (3.5) in order to eliminate time,
and integrating between δn = 0 (up = VC) and δn = R (up = VT), we find the ratio










where we assumed that Rηe. Equation (3.7) is similar to the relation given by Davis
et al. (1986).
Regarding the second stage, we follow Legendre et al. (2005)’s analysis and use a
mass–spring model to describe the deformation ξ of the particle (see figure 9) where
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we take into account energy loss due inelastic deformation and viscous dissipation.
Here, the deformation force is considered to be linear with ξ and hence does not
follow the Hertzian model for simplicity. This is in line with the collision model used




+ (6piµR2/ηe + γn)dξdt + knξ = 0, (3.8)
with initial conditions ξ = 0 and dξ/dt = VC when the particle impacts on the wall.
Recall that γn and kn are the damping and stiffness coefficient of the soft-sphere mass–
spring model, respectively. Here the lubrication damping term in (3.8) is inversely
proportional to the relative roughness height of the particle. Strictly speaking, this term
could vary during impact if the fluid film thickness between the two solids varies.
We assume here that this length remains of the same order during impact implying
that the lubrication force only evolves with the velocity due to the deformation of the
particle during impact, as also assumed in the model developed by Legendre et al.
(2005). Integrating (3.8) with the corresponding initial conditions gives the classical
solution ξ(t) of a damped harmonic oscillator (not shown), then using the definitions














and where m∗ = mp + CMm and λ = 6piµR2/ηe + γn. Equation (3.10) indicates that
the larger the viscosity and/or γn, the larger τ , so that the contact time is larger
accordingly, as expected. However, recent experiments on the impact of a solid
sphere on a wall showed that the effective contact time remains finite and of the
order of the contact time predicted by Hertz theory (considering no interaction with
the surrounding fluid), in a large range of Stokes number 20 6 St 6 103 (Legendre
et al. 2006). Therefore, it is reasonable to approximate (3.10) by τ = pi√m∗/kn.
Moreover, we further assume a balance between elastic stress of deformation and
lubrication pressure induced by the fluid film on the effective roughness height which
gives R/ηe ≈ √kn/6piµVC. The implications of the above assumptions are discussed
at the end of the section. Using this together with (3.9) and the approximation
τ =pi√m∗/kn, we obtain an expression for the rebound velocity VR, as a function of









where β is a parameter defined in (3.7) which depends on the Stokes number and
the effective roughness height. Note that (3.11) implies that β > 0 so that β varies in
the range ]0, 1]. Combining (3.7) and (3.11), we find a new model for the prediction
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FIGURE 10. (Colour online) Same as figure 5 but with new model added. ♦, Present
simulations with lubrication force (2.18) for ρp/ρ= 8, ηe/R= 2× 10−4. Experiments: other
symbols, see table 2 for key. ——, Model (3.12) with various relative roughness heights
10−6 6 ηe/R6 10−3: ηe/R increases from the lower curve to the upper curve.
As mentioned above, this new model only depends on two parameters, namely St
and ηe/R (via β). Note that here no adjustable constant was used. The model (3.12)
is plotted in figure 10 for a range of relative roughness heights 10−6 6 ηe/R6 10−3.
Good agreement is observed for both small and large values of the Stokes number.
Note that the sensitivity of (3.12) with respect to ηe/R is larger at moderate-to-small
Stokes numbers. This is in line with the dispersion of experimental results which is
observed to be larger at low St. Furthermore, as has been observed numerically by
Ardekani & Rangel (2008), (3.12) verifies that the effect of the roughness decreases
with increasing Stokes number.
Note that (3.12) can be rewritten as a function of the critical Stokes number Stc
below which there is no bouncing. Taking ε= 0 and using (3.7), one finds a relation
between Stc and ηe, namely Stc= ln(R/ηe). Using this relation with the range of ηe/R
reported in figure 10 gives 76 Stc 6 14, in reasonable agreement with the range 56
Stc 6 20 reported in experiments (Joseph et al. 2001; Gondret et al. 2002). However,
it must be stressed that ηe is an effective roughness height accounting for the mean
height of surface asperities of real particles η. A detailed investigation of the relation
between these parameters would require a specific study which is beyond the scope of
the present work. Finally, using this definition of Stc, (3.7) can be equivalently written















As already mentioned, the model (3.12) has been obtained by assuming (i) the
contact time τ only depends on elastic parameters and not on solid and viscous
dissipations and (ii) R/ηe ∼√kn/6piµVC, i.e. the elastic stress balances the pressure
induced by the lubricating film. Note that the aim of simplifications associated
with these assumptions is to derive a simple predictive model which can reproduce
the coefficient of restitution for a large range of St and with a minimum set of
non-dimensional numbers. As a result, the normalized solution (3.12) is only a
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function of β and St and does not depend on the elastic properties of the particle.
Note that the solid dissipation associated with the deformation of the particle during
contact is accounted for in εmax used to scale ε. We have already discussed assumption
(i). Assumption (ii), however, needs some discussion. In particular, two other extreme
cases could have been considered to model bouncing. A first one is to assume that
lubrication effects are important enough to induce elastic deformation of the particle
prior to any solid contact.
This situation has been treated by Davis et al. (1986) for smooth particles. In this
specific case, they show that the restitution is again strongly related to St and, to a
lesser extent, to a so-called elasticity parameter which includes among other things the
elastic properties of the particle. This configuration cannot be captured by the present
model since (3.8) assumed no deformation of the particle prior to solid contact. Davis
et al. (1986)’s solution proved to be pertinent at small St and for smooth particles. On
the other hand, it is not at present clear how this solution holds for rough particles and
larger St, and therefore able to describe the experimental data reported in the literature
and discussed here. Once again, the choice made here is to consider that roughness
effects prevail over elasto-hydrodynamic deformations.
The other extreme case would be to suppose that the lubrication pressure remains
small compared to the elastic stress during solid bouncing. In that case, the solid
dissipation can be considered as dominant over the fluid dissipation on the time scale
of the solid contact, and therefore λ = γn. This would lead to a modification of the
exp term in (3.12) which would be close to unity and therefore ε/εmax = β. As this
solution slightly overestimates the experimental and numerical data, the new model
(3.12) is therefore preferred to predict the effective coefficient of restitution of the
particle bouncing in a viscous fluid.
3.4. A note on the critical distance of influence of the wall
As mentioned earlier, Joseph et al. (2001) measured in their experiments the critical
distance hw at which the velocity of the particle decreases due to the presence of the
wall, and found 06 hw6R for 96 St6 70. Above this distance, there is no wall effect
on the particle which is moving steadily, the drag force balancing the buoyancy force.
The wall effect implies a modification of hydrodynamic forces in the system leading
to unsteady motion of the particle. Cox & Brenner (1967) show that, at moderate
Reynolds number, the correction scales as 1/h with h being the distance from the
wall, here h= δn+ ηe∼ δn at leading-order. Even if an inertial correction can be added
to this solution (Cox & Brenner 1967), we focus here on the dominant wall effect
associated with the leading-order correction. The expansion is shown to be consistent
with the lubrication theory. Therefore, in non-dimensional form, a small deviation
from steady equilibrium induced by the wall is dictated by a balance between inertia







where the tilde refers to dimensionless quantities using VT and R as the velocity and
length scales respectively. Defining the critical distance hw as the distance from which
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FIGURE 11. Critical distance hw of influence of the wall as a function of the Stokes
number: , experiments of Joseph et al. (2001); ——, best fit using model (3.15).
The model (3.15) is compared to the experimental measurements of Joseph et al.
(2001) in figure 11. A good agreement is observed, giving further support that hw
scales as St−1.
4. Conclusion
A simple soft-sphere IBM has been developed and used to quantitatively reproduce
experimental observations of the dynamics of a solid particle bouncing on a horizontal
wall in a viscous fluid. The proposed numerical method is based on two different
time steps considering that solid contact occurs on a time scale that is much smaller
than the fluid one. Simulations are shown to be in good agreement with available
experimental results as well as other numerical models available in the literature, for
the whole range of investigated parameters, provided that a local lubrication model is
used including an effective roughness height modelling the roughness of real particle
surfaces. Also, two models, accounting for the effective roughness length, have been
proposed here to describe a regime in which the solid particle can stick to the wall
(small Stokes number, i.e. St < 10) and a regime characterized by a bounce of the
particle (St> 10).
In the first regime, St< 10, the numerical results show that this type of fixed-grid
approach is able to accurately reproduce the approach of a sphere toward a wall, even
at a very small distance from the wall, i.e. less than a few per cent of the sphere
radius. This specific case is considered as a demanding test to validate the lubrication
force implemented in the numerical model. Moreover, the analytic model, extended
from Mongruel et al. (2010), shows that the implementation of the roughness length
allows one to predict more accurately the dynamics of the particle approaching the
wall. In the second regime, St > 10, the bouncing is characterized by an effective
coefficient of restitution which tends to the solid one for large St as already observed
in numerous experimental and numerical studies. The numerical method is shown here
to predict reasonably well this coefficient of restitution within the range of dispersion
of experimental and numerical results. The proposed restitution model allows the
reproduction of the coefficient of normal restitution observed in experiments and
numerical studies, with no adjustable constant. Moreover, the present results support
the experimental observation that the particle roughness could be responsible for the
variance of effective restitution when St decreases to Stc (see e.g. Joseph et al. 2001).
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The numerical model used in this study can be easily extended to more complex
systems. It will be used in a future work to describe and characterize large-scale
dynamics of multiple interacting particles in dense packing configurations.
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Abstract After a quick overview of recent research
on sediment transport by shear flow and ripple and
dune formation, original numerical results are pre-
sented from two-phase flow modelling of the interac-
tion between a viscous flow and a bed of particles.
Good agreement is found with previous experiments
or numerical simulation, notably for the particle flux
and velocity profiles within the moving layer. Bed
instability is also found, giving rise to ripples whose
characteristics are discussed.
Keywords Sediment transport  Ripples and dunes 
Two-phase numerical simulation
1 Introduction
For more than a century, the question of sediment
transport by fluid flows, and the growth and migration
of sand ripples and dunes, have stimulated numerous
field observations, laboratory experiments, theoretical
analyses and more recently numerical simulations.
The issues concern many fields of human activity, e.g.
agriculture, waterways and maritime facilities, water
processing and effluent treatment, and industries
managing granular materials; at larger scale, the issue
is the understanding of geomorphology on Earth and
distant planets with the recent availability of satellite
observations.
In spite of the importance of the above issues, both
scientific and economic, sediment transport still
escapes from clear understanding and efficient pre-
dictive laws. The first part of the present paper offers a
quick overview of the state of the art, restricted to
viscous laminar flow (Sect. 2). The second part
provides original results from numerical simulations
of two-phase viscous shear flow. Numerical simula-
tion now appears, indeed, as a powerful and reliable
tool for the investigation of the physics of particle-
laden flows. The modelling and numerical method are
presented first (Sect. 3), and then results for particle
transport (Sect. 4) and ripple formation (Sect. 5).
These results provide new insight and help the
interpretation of viscous flow experiments, and may
be relevant in any situation where the bedload layer
lies within the viscous sublayer of turbulent boundary
layers.
2 Overview
2.1 Particle transport under uniform and steady
flow over a flat bed
Shear stress threshold for the onset of sediment
transport. Let’s consider an horizontal bed of particles
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sheared by a fluid flow, either air or water or any
liquid. Basic observation shows that for small fluid
shear stress acting on the bed, sb, the particles stay at
rest. As the shear stress is increased, some prominent
particles, more exposed to the fluid flow, are set in
motion; however, after having travelled over some
distance, they fall in small troughs of the disordered
bed, and their motion stops. For sb beyond some
threshold st, a steady particle flow rate eventually sets
in [9]. The scaling law for sb can be obtained from the
balance of the forces acting on one particle (here
assumed to be spherical or nearly spherical with
diameter d): the hydrodynamic force, of order sbd2,
must scale with the immersed weight of the particle, of
order ðqp  qÞgd3, where g is the acceleration of
gravity and qp and q are the particle and fluid densities,
respectively. An important dimensionless number
arises, the Shields number, as the ratio of the
hydrodynamic and gravity forces:
h ¼ sbðqp  qÞgd
: ð1Þ
At threshold, the Shields number takes the typical
value ht  0:1. This threshold, which can be viewed as
an effective friction coefficient, however depends on
the viscous or inertial nature of the flow at the particle
scale, i.e. on the particle Reynolds number
Rep ¼ qudl ð2Þ
where l is the viscosity and u a characteristic fluid
velocity [32]. For viscous flow (Rep\ 5 with u ¼ cd
and c the shear rate), ht is close to 0.12. For RepJ5, ht
first decreases down to 0.03 and then increases to the
constant value 0.05. In the latter ‘rough regime’, the
grains have size larger than the viscous layer and
emerge in the turbulent flow where velocity fluctua-
tions are of the order of the friction velocity
u ¼ ðsb=qÞ1=2. The precise value of the threshold
may however be defined in several ways and depends
on the initial preparation of the bed, leading to some
scatter in the literature. Hence, the onset of particle
motion may rather correspond to a continuous transi-
tion from creeping to granular flow, as shown by [19].
Surface density and velocity of the moving particles
Beyond the threshold ht, the particle flow rate q (the
volume of particles crossing a transverse section of the
flow per unit time and flow width) increases with the
bed shear stress sb. Considerable work has been
devoted to the derivation of semi-empirical laws qðsbÞ.






where n is the particle surface density (number of
moving particles per unit horizontal area) andUp is the
particle speed averaged over the moving particles.
Following [3], the dimensionless surface density nd2
can be shown to be proportional to h ht. This result
follows from the idea that across the moving layer, the
shear stress sf transmitted by the fluid decreases from
sb to st at its lower boundary (on the non-moving bed),
whereas that transmitted by the grains, sp ¼ sb  sf ,
increases and follows the Coulomb friction law. The
same result can be obtained from a different argument
based on an erosion-deposition model [24]. The same
argument holds for viscous flow, where experiments
[9, 19] show that
nd2 ¼ 0:47 ðh htÞ; ht ¼ 0:12: ð4Þ
The speed Up results from a balance between the force
exerted by the flow and the resistance of the bed, and
was shown by [4] to be proportional to u  ut where
ut is some minimum particle speed at threshold.
Bagnold’s analysis was confirmed by experiments by
[16] and [24] for turbulent flow. For laminar viscous
flow, experiments showed Up ¼ 0:1cd [9], which, on
the basis of a momentum balance similar to that of [4],
can be written as
Up
VS






is the Stokes settling velocity.
Particle flux Combining the above laws for the




¼ ahðh htÞ; a ¼ 0:44; ht ¼ 0:12:
ð7Þ
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Note that (4) and (5) were established for h\0:7
where the thickness of the moving layer remains
smaller than three particle diameters. Note also that
the different scaling with the shear stress of the particle
flow rate for turbulent and laminar flow, q / s3=2 and
q / s2, respectively, arises not from the surface
density n, which is linear for both flows, but from
the particle velocity which scale with u ¼ ðs=qÞ1=2
for the former and u ¼ sd=l for the latter.
Inside the moving layer Just above threshold, only a
monolayer of particles moves. However, for hJ2ht,
the thickness of the moving layer increases and the
question arises of the internal structure of the moving
layer. This question has been addressed theoretically
by [3] and [25]. According to Bagnold’s model, the
momentum transfer across the moving layer is the sum
of a fluid shear stress and a particle shear stress, each
proportional to the local shear rate and an effective
viscosity. The resulting concentration profile however
decreases slowly with height so that the particle flux
diverges logarithmically. [25] developed a viscous
resuspension theory, for particles without inertia,
based on the idea that within the moving layer, the
settling flux due to gravity is counterbalanced by a
diffusion flux proportional to the local particle
concentration gradient. This theory, which does not
account for any threshold shear stress, predicts [8]
q
VSd
¼ 7:5 h3: ð8Þ
These theories have been assessed experimentally in
viscous flow by [26], by matching the optical index of
the fluid and the particles and illuminating a few dyed
particles with a laser sheet. The velocity profiles for
both the fluid and particles appeared to be parabolic. A
model was also proposed, based on Bagnold’s ideas
with the simplification of uniform friction coefficient
tan a (where a is the friction angle), effective viscosity
leff and particle concentration /, and the neglect of
particle inertia. This model allows the measured
velocity profiles for the fluid, uf ðyÞ, and the particles,











where y is measured from the bed surface at rest, and
tan a ¼ 0:75, leff=l ¼ 2:45 and / ¼ 0:27. The depth
hb where the velocity vanishes, and the total thickness
hb þ hm of the moving layer (see Fig. 1), increase











where /0 ¼ 0:6 is the particle concentration in the bed
at rest. The internal structure of the moving layer has
also been investigated numerically, notably by [27],
using a two-phase flow modelling, and by [15] and
[23], see Sect. 4.
2.2 Ripples and dunes
The distinction between ripples and dunes. A major
feature of the flow over an erodible bed is that an
initially flat bed does not remain flat: small ripples
grow, with wavelength of a few centimeters. The
origin of the instability is fluid inertia, which compete
with the stabilizing effect of gravity and granular
relaxation effects for the wavelength selection, see the
review by [10]. As their amplitude grows, ripples
quickly develop a triangular shape with gentle
upstream slope and steep downstream slip face (with
slope of about 30) where the shear stress is small.





proportional to the particle flux at the crest and
inversely proportional to their height H. This impor-
tant law, which arises from mass conservation on the
slip face, implies that small ripples travel faster than
larger ones and merge with them, which induces a
coalescence process. The characteristic size of the
resulting bedforms thus increases with time (or space)






Fig. 1 Sketch of the moving particles layer, and definition of
the thicknesses hb and hm
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coarsening of the pattern eventually stops when its size
becomes comparable with an external geometrical
length, typically the flow depth for rivers [17, 28].
These bedforms, with typical wavenumber kH  1,
are referred to as ‘dunes’. In shallow flows however
(i.e. for flow depth comparable with the ripple length,
i.e. of a few centimeters), dunes may appear as the
result of a primary longwave instability, through the
coupling with the deformable upper free surface [13]:
the growth rate of this ‘dune mode’ may indeed be
comparable to that of the ‘ripple mode’.
For unidirectional flow, the dunes remain two-
dimensional (i.e. more or less invariant in the trans-
verse direction), but three-dimensional patterns often
develop. This is notably the case for aeolian dunes
when the direction of the wind changes, or when the
dune migrates over a non-erodible ground (e.g. large
pebbles) giving rise to crescentic shapes known as
barchan dunes. Under water, dunes also exhibit a large
variety of patterns which have been reviewed by [5]
for the coastal environment and [29] for rivers. Note
that extreme events, such as storms or floods, transport
huge quantities of sediment and may completely reset
the spatial distribution of bedforms.
In conclusion, it can be said that important ques-
tions remain unclear, even for laminar flow: effective
boundary conditions for the calculation of the fluid
flow [12], particle transport close to threshold, diffu-
sive action of gravity, relaxation effects. Numerical
simulation of the two-phase flow taking place within
the bedload layer now appears as a reliable tool for the
investigation of these questions. The first step of such
simulations is to recover the robust results gained from
experiments. This is the aim of the following part of
this paper.
3 Description of the Euler–Lagrange method
The numerical strategy adopted here permits to
capture the formation of multiple ripples and dunes
without the need of describing the fields around each
grain (as done in [22]). It consists in using an Euler–
Lagrange method with which the flow is solved on an
Eulerian grid, with mesh size slightly larger than the
grain size, while individual particles are tracked in a
Lagrangian way using Discrete Element Method to
account for grain–grain interactions.
3.1 Calculation of the fluid flow
In problems dealing with bedload transport, the local
volume fraction of the granular phase / ¼ 1 e can
be large, namely of the order of the maximum random
packing inside the bed (e is the fluid-phase volume
fraction). In order to take into account the presence of
the dense granular phase in the fluid equations, one
may apply a local volume filtering to the Navier–
Stokes equations, as done by [1] in the context of
fluidized beds. The reader is also referred to [7] for a
detailed derivation of the equations. The continuity
and momentum equations then read
oe
ot






¼ r  S f þ qeg; ð13Þ
where e, q, u are the fluid-phase volume fraction,
density and velocity, respectively, S is the volume-
filtered stress tensor, f is the interphase exchange term
and g is the acceleration vector due to gravity.
The volume-filtered stress tensor is here modeled as
S ¼ epIþ le2:8 rum þ ðrumÞT
 
; ð14Þ
where p and l are the fluid-phase pressure and
dynamic viscosity, respectively, and um ¼ euþ /v
is the mixture velocity which depends on the fluid- and
granular-phase velocities u and v, respectively. Fol-
lowing [27] and [11], the present choice of using um in
(14) instead of u allows the trace of S to be zero, as is
the case for the viscous stress tensor of an incom-
pressible fluid. Note here that the effective viscosity in
S strongly depends on e via the prefactor e2:8 in order
to take into account the effect of the local grain
concentration [18]. With the present choice, the
effective viscosity is roughly increased by an order
of magnitude from regions far from the granular bed to
those inside the bed. In practice, e, f and the term /v
used in the calculation of S are computed using
Lagrangian quantities. The specific calculation of
these terms is given in Sect. 3.3.
The fluid solver used here is the JADIM code
developed at IMFT. Briefly, this code is a finite-
volume method solving the three-dimensional, time-
dependent Navier–Stokes equations (13) is solved on a
staggered grid using second-order central differences
for the spatial discretization and a third-order Runge–
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Kutta/Crank–Nicolson method for the temporal dis-
cretization. The incompressibility condition is satis-
fied using a projection technique. The overall
algorithm is second-order accurate in space and time.
More details about the numerical procedure, without
grains (/ ¼ 0, e ¼ 1), can be found in [6]. Domain
decomposition and Message-Passing-Interface (MPI)
parallelization is performed to facilitate the simulation
of large number of computational cells.
3.2 Calculation of the grains motion
Thegrainsmotion is computed in aLagrangianway. For
each spherical particle of diameter d, mass mp, linear
and angular velocity up and xp, respectively, we solve









¼ Cc þ Cw þ Ch; ð16Þ
where Ip ¼ 110mpd2 I is the isotropic inertia matrix, Fc
and Fw are the inter-particle and wall-particle contact
forces, respectively, Fh is the hydrodynamic force
exerted on the particle by the surrounding fluid and Cc,
Cw and Ch are the corresponding torques. In the
present approach, the size of the particles relative to
the characteristic scales of the flow is assumed to be
small enough so the fluid can be considered uniform at
the grain scale, so that we set from now on Ch ¼ 0.
The modeling of inter-particle and wall-particle
interactions is done via a soft-sphere approach [14],
also denoted discrete element method (DEM). This
approach is based on modeling the deformation of real
particles during contact by an overlap between com-
puted non-deformable particles. The overlap is then
used to compute the normal and tangential contact
forces, using here a linear mass-spring system and a
Coulomb type threshold for the tangential component,
in order to account for solid sliding. The description
and validation of the present DEM used to compute Fc,
Fw,Cc andCw, are given in [20] and [21], respectively,
to which we refer to for more details. It is worth noting
however, that the input physical parameters for the
present soft-sphere approach are the coefficient of
normal restitution en, contact time tc and the local
friction coefficient lc which will be specified later.
Following [7], the modeling of the hydrodynamic
force Fh exerted on the particle by the surrounding
fluid reads
Fh  Vpr  Sþ Fd; ð17Þ
where Vp is the volume of the particle, S is the volume-
filtered stress tensor and Fd is the drag force. The first
term on the right-hand side of (17), referred to as the
generalized buoyancy force [1], accounts for the
volume-filtered fluid pressure gradient force and
viscous stress at the location of the particle (see
Eq. 14), while the second term includes the local drag
acting on the particle. Other hydrodynamic contribu-
tions will be ignored here, notably the viscous Basset
force and lubrication force between the particles, as
well as the inertial lift and added mass forces. While
such forces are expected to play a major role in flows
where sediment is transported as a suspension, it is
likely that their contribution is somewhat smaller or
even marginal in the case of viscous flows where the
only type of sediment transport is bedload.
The drag force Fd is computed using [30]’s
correlation derived from particle-resolved numerical
simulations of flows around arbitrary arrays of
spheres, namely
Fd ¼ 3pldeðu upÞFðe;RemÞ; ð18Þ
where F is a drag coefficient which depends on the
fluid volume fraction e and a local particle Reynolds
number Rem defined as Rem ¼ qeju upjd=l. Note
that Rep defined in (1) and Rem are equivalent if one
takes u ¼ eju upj. The drag coefficient F can be
written as F ¼ F 0 þ F 1 þ F 2 where [30]
















The influence of the fluid phase on the granular phase
in (15) comes from the term Fh while that of the
granular phase on the fluid phase in (13) appears via
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e ¼ 1 /, f and/v used in the calculation of S. These
latter terms are first computed at the location of each
particle, and are then transferred to the Eulerian grid.
The interpolation of the fluid variables to the particle
location are done using a second order interpolation
scheme, while the extrapolation of the particle data to
the Eulerian grid is done using a volume filtering





where ~Np is the number of particles located in a limited
region surrounding the Eulerian grid cell, Vc and Vp
are the volume of the computational cell and that of the
pth-particle, respectively. f and /v are computed in a
similar manner by replacing Vp in (20) byFh and Vpup,
respectively. The coefficient ap is a weighting factor
using a kernel function K which monotonically
decreases with distance from the particle, namely [31]
ap ¼ Kðjxp  xcjÞPNc
l¼1 Kðjxp  xljÞ
; ð21Þ
KðfÞ ¼ ½1 ðf=rÞ
24; sijf=rj\1
0; sijf=rj  1

ð22Þ
In (21)–(22), xc is the location of the grid cell center,
xp is the particle location, Nc is the number of Eulerian
grid cells located in a limited region surrounding the
particle and r is the bandwidth of the kernel function
typically taken as r ¼ 2V1=3c . With the present choice,
the effect of the particle is typically spread out over
one or two neighboring cells in all directions.
4 Particle motion under a steady flow
4.1 Physical and numerical setup
We now turn to the specific case of the shearing of a
bed of particles by Couette flow. As mentioned earlier,
the bedload transport can be characterized by three
dimensionless parameters, namely the Shields num-
ber, the particle Reynolds number and the density
ratio. Taking as characteristic fluid shear stress and
velocity sb ¼ lc and u ¼ cd, respectively, c being the
mean fluid shear rate, the dimensionless parameters
defined in (1) and (2) can be rewritten as
h ¼ lcðqp  qÞgd




The numerical results will be compared with recent
experiments [2, 9, 26], numerical simulations [15, 23]
and theoretical analyses [8, 27], which provide
detailed descriptions of the fluid and granular flow
inside the bed. In particular, the above numerical
simulations were done using an immersed-boundary-
method which solves the flow around each particle,
and hence can be considered as a reference relative to
the present approach where the flow is solved at a scale
larger than the grain diameter. It is also worth noting
that bedload transport is driven by a laminar Couette
flow in [8, 9, 15, 26] while it is driven by an imposed
pressure gradient (Poiseuille) flow in [2, 23, 27].
In the present section, we set Rep ¼ 0:5 and
qp=q ¼ 4, as [15] in their numerical simulations, and
vary h in the range 0	 h	 0:7. The physical input
parameters for the DEM, namely the collision time,
the coefficient of normal restitution, and the friction
coefficient, are set to ctc ¼ 2
 104, en ¼ 0:8 and
lc ¼ 0:4, respectively. Actually, [15] and [23] have
shown that varying en and lc does not change the
results significantly.
A sketch of the flow is depicted in Fig. 2, showing
the bed of particles (randomly placed at the initial
time), and the pure fluid sheared by the upper wall with
velocity U0 in the x-direction. The particles in contact
with the lower wall are fixed. A Cartesian domain of
size Lx ¼ 20d, Ly ¼ 20d and Lz ¼ 10d along the
streamwise, vertical and spanwise directions, respec-
tively, is used. The spatial resolution is uniform, with
Dx ¼ Dy ¼ Dz ¼ 2d, corresponding to a number of
cells Nx ¼ 10, Ny ¼ 10 and Nz ¼ 5. No-slip boundary
conditions are imposed along the bottom and top
walls, while periodic boundary conditions are used in
the x- and z-directions. Gravity is oriented towards the
negative y-direction. The initial height of the bed is
10d. At initial time, a linear velocity profile with shear
rate c is imposed in the liquid with zero velocity just
above the granular bed, and the particles are at rest.
Note that the size of the computational domain is
relatively small, in particular in the streamwise
direction. This was done in order to prevent any bed
instability (such as ripples or dunes) and keep the bed
flat. An example of ripple formation in a larger domain
is presented in Sect. 5.
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4.2 Particle flow rate and height of the granular
bed
A sample of the time evolution of the particle flow rate
q(t) and the mean height of the granular bed h(t) are
presented in Fig. 3 for h ¼ 0:35. The mean particle
flow rate, that is the volumetric flow rate per unit width






with Vp the volume of the p-th particle and Np the total
number of particles (excluding those which are fixed at
the bottom wall).
The bed height is computed as the horizontal average











with yp the vertical location of the p-th particle’s
center.
As shown in Fig. 3, the particle flow rate increases
during a transient time of about ct  200, and then
saturates to a constant value, with fluctuations of about
20 % (which would be smaller if averaged over a
larger domain). The bed height h(t), initially of 9.5d,
increases similarly of about 0.2d, on the same time
scale, corresponding to the decompaction of the
moving layer. Note that the transient time 200=c
corresponds to ð200=18hÞd=VS  32 d=VS where
d=VS is a characteristic settling time.
4.3 Fluid and particle velocity profiles
We now turn to the streamwise velocity profiles along
the wall-normal direction. For the granular velocity
profile, the y-direction is decomposed in horizontal
layers of thicknessDh ¼ d=4 where space-averaging is
performed [23]. Introducing an indicator function of
the j-th layer




the instantaneous number of particles in the j-th layer
at time tm is computed as




for qp=q ¼ 4, Rep ¼ 0:5,
h ¼ 0:35: blue, up ¼ 0; red,
up  0:5cd). (b) vertical
profile of the solid volume
fraction /, horizontally
averaged, when the steady-
state is reached
Fig. 3 Sample of the time
evolution of the particle flow
rate






where yp is the vertical location of the p-th particle’s
center and Np is the total number of particles.





with Nt being the number of time samples used in the
averaging process. the granular velocity profile is









All quantities were time-averaged using at least Nt ¼
100 time samples and a time duration of ct ¼ 200.
Figure 4a displays particle and fluid velocity pro-
files for h ¼ 0:35. The slip velocity between the fluid
and the particles clearly appears, with magnitude of
about 0:2 up (note that the spatial resolution in the
fluid, Dy ¼ 2d, is much coarser than that for the
particles, which is d / 4).
Figure 4b displays particle velocity profiles for six
Shields numbers in the range 0:2	 h	 0:5. In order to
assess the present calculations with the measurements
of [26] and equation (9), the velocity profiles are
shifted vertically by hb=d (see Fig. 1) according to
(10), with the same values for the solid volume
fraction /0 ¼ 0:6 and the effective friction coefficient
tan a ¼ 0:75. The agreement appears remarkable. In
this Figure, the numerical results of [15] are also
plotted, showing again excellent agreement.
4.4 Particle flux
We now consider the particle flow rate and its
variation with the Shields number. As mentioned
earlier, [9] observed that close to the threshold Shields
number, where only the uppermost grains move, the
particle flow rate increases quadratically with h,
according to Eq. (7). For higher Shields numbers,
hJ2ht where the thickness of the mobile layer is
larger than one diameter, the particle flow rate rather
increases as h3, see (8) and [23, 27].
Results from the present Couette flow simulations
are displayed in Fig. 5 for h\0:7, together with
experimental data by [9] and numerical points by [15].
It appears that all data points fall close to the cubic law
(8), provided that a threshold ht ¼ 0:14 is introduced
in this law, as done by [8]. However, close to threshold
(see the close-up view in the inset), the parabolic law
(7) fits the data much better, as expected since there the
thickness of the moving layer is small, of the order of
one single particle diameter. Recall that, unlike [15]
whose method involves the full description of the flow
around each particle, our numerical model does not
solve the flow at the particle scale. Thus, it is a priori
Fig. 4 (a) Vertical profile of the streamwise fluid velocity
uf =VS (open square) and the particle velocity up=VS (filled
circle) for h ¼ 0:35, in the vicinity of the mobile layer. Inset
larger view over the whole computational domain. (b) Particle
velocity scaled according to (9), for Shields numbers h ¼ 0:20
(filled circle), h ¼ 0:25 (filled square), h ¼ 0:30 (filled dai-
mond), h ¼ 0:35 (filled triangle), h ¼ 0:40 (filled left triangle)
and h ¼ 0:50 (filled right triangle). Solid line Eq. (9) from [26].
Open symbols: [15] for h ¼ 0:20 (open daimond), h ¼ 0:42
(open triangle)
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not well suited to capture the subtle physical processes
at work near incipient motion. With this in mind, the
observed agreement is in fact remarkable.
5 Ripple formation
We now assess the ability of the numerical code to
reproduce the instability of the flat bed and the growth
of ripples. The main difference with the simulations of
the previous section lies in the much larger size of the
numerical domain along the streamwise direction,
which is now Lx ¼ 1000 d instead of 20 d. The other
(minor) difference is that the flow is initially at rest
instead of being defined by a linear velocity profile.
The dimensionless numbers are set to Rep ¼ 7:5,
qp=q ¼ 2:5 and h ¼ 0:4, while the physical input
parameters for the DEM remain unchanged.
Figure 6 displays the bed position (computed from
the vertical position of the uppermost particles), at
initial time and ct ¼ 6000. It appears that the bed does
not remain flat, and that triangular ripples appear. The
largest ripples have wavelength of about 200 d but
smaller ones can be seen too, together with small
ripples on the upstream face of larger ones.
The coarsening process arises from the fact that, as
discussed in the Introduction Section, the velocity c of
finite-amplitude ripples is inversely proportional to
their height, c ¼ qcrest=H (11), where qcrest is the
particle flux at the crest. Let us discuss this relation.
The particle flux along the bed is shown in Fig. 7: this
flux experiences large variations, being nearly zero at
the dune foot and increasing strongly towards the
crests. The mean value is about 0:5VSd, much larger
than that on flat bed (about 0:2VSd for the same
Shields number, see Fig. 5). Thus, a rippled bed
transports many more particles than a flat one, with
flux at the crest being larger by one order of
magnitude. From spatio-temporal diagrams (not
shown), the velocity of large ripples can be estimated
as c  0:4 cd for h ¼ 0:4; this velocity is smaller than
the velocity of the fastest particles on the flat bed (of
about 0:6 cd from Fig. 4) but larger than the mean
velocity. The ripple height H may then be calculated
from (11), giving, for the highest ripple,
H  2:5VSd=0:4cd  ð0:35=hÞd  0:9 d. This value
is close, although smaller, to that shown in Fig. 6.
6 Conclusion
From the above review and numerical study, it appears
that numerical simulations of particle transport by
two-phase viscous shear flows are now able to
reproduce robust features of sediment transport and
ripple and dune formation. Results quantitatively
agree with those of previous experiments or numerical
simulations. In addition, numerical simulations pro-
vide measurements which are very difficult to gain
from experiments, such as the internal structure of the
Fig. 5 Dimensionless flow rate q=VSd versus Shields number h
for Couette flow: present simulations (filled circle), [15] (open
daimond), [9] (square). Solid line parabolic law (7); dashed line
cubic law (8) with ht ¼ 0:14. Inset close-up view near threshold
Fig. 6 Bed profile at the
initial time ct ¼ 0 and ct ¼
6000 (with the mean bed
position substracted)
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bedload layer or the variation of the particle flux along
a rippled bed.
Some unanswered questions might therefore
receive reliable answers in the near future, and allow
for better physical understanding and improvements of
the modelling for practical purposes. Among these
questions are the fluid stresses on a wavy bed, in either
laminar or turbulent flow, and the non-equilibrium
response of the particle flux to temporal or spatial
variations of the fluid flow. More difficult questions
might then be tackled, such as polydisperse or
cohesive media, transition from bedload to suspen-
sion, or long-term dynamics of granular beds.
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The time-dependent behaviour of non-Boussinesq high-Reynolds-number density
currents, released from a lock of height h0 and length x0 into a deep ambient and
spreading over horizontal ﬂat boundaries, is considered. We use two-dimensional
Navier–Stokes simulations to cover: (i) a wide range of current-to-ambient density
ratios, (ii) a range of length-to-height aspect ratios of the initial release within the lock
(termed the lock aspect ratio λ= x0/h0) and (iii) the diﬀerent phases of spreading, from
the initial acceleration phase to the self-similar regimes. The Navier–Stokes results
are compared with predictions of a one-layer shallow-water model. In particular, we
derive novel insights on the inﬂuence of the lock aspect ratio (λ) on the shape and
motion of the current. It is shown that for lock aspect ratios below a critical value
(λcrit ), the dynamics of the current is signiﬁcantly inﬂuenced by λ. We conjecture
that λcrit depends on two characteristic time scales, namely the time it takes for the
receding perturbation created at the lock upon release to reﬂect back to the front, and
the time of formation of the current head. A comparison of the two with space–time
diagrams obtained from the Navier–Stokes simulations supports this conjecture. The
non-Boussinesq eﬀect is observed to be signiﬁcant. While the critical lock aspect ratio
(λcrit ) is of order 1 for Boussinesq currents, its value decreases for heavy currents
and increases signiﬁcantly (up to about 20) for light currents. We present a simple
analytical model which captures this trend, as well as the observation that for a light
current the speed of propagation is proportional to λ1/4 when λ< λcrit .
Key words: gravity currents
1. Introduction
Constant-volume density currents have been studied extensively because of their
importance in various industrial and environmental problems (e.g. Simpson 1982;
† Email address for correspondence: bala1s@uﬂ.edu
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Ungarish 2009). Horizontal density currents are buoyancy-driven ﬂows which manifest
themselves as a current of heavy (respectively light) ﬂuid running below light
(respectively above heavy) ﬂuid. Initially after release, the current accelerates and
reaches a constant speed of spreading (referred to as the slumping phase; Huppert &
Simpson 1980). This phase lasts until the backward-propagating disturbance reﬂects
oﬀ the back wall or symmetry plane and propagates forward to catch up with the
front (Rottman & Simpson 1983). The duration of the slumping phase depends on
the Reynolds number and volume of release. After the slumping phase, the current
velocity decreases in a self-similar manner at a rate that depends on the dominant
eﬀect (inertia, viscosity or surface tension) that balances buoyancy.
In the Boussinesq limit, the dynamics of planar currents of arbitrary initial
depth ratio is relatively well understood thanks to various laboratory experiments
(e.g. Rotmann & Simpson 1983; Marino, Thomas & Linden 2005), numerical
investigations (Ha¨rtel, Meiburg & Necker 2000; Ozgo¨kmen et al. 2004; Cantero
et al. 2007, Ooi, Constantinescu & Weber 2009) and analytical modelling (Benjamin
1968; Huppert & Simpson 1980; Klemp, Rotunno & Skamarock 1994). The
dynamics of density currents of arbitrary density ratio is less understood (Ungarish
2009) and most of the previous reported work has been restricted to the lock-
exchange conﬁguration at (i) a ﬁxed initial depth ratio (e.g. Birman, Martin &
Meiburg 2005; Etienne, Hopﬁnger & Saramito 2005; Lowe, Rottman & Linden
2005; Bonometti, Balachandar & Magnaudet 2008) or (ii) a ﬁxed density ratio
(Schoklitsch 1917; Martin & Moyce 1952; Zukoski 1966; Gardner & Crow 1970;
Wilkinson 1982; Baines, Rottman & Simpson 1985; Spicer & Havens 1985; Lauber &
Hager 1998; Stansby, Chegini & Barnes 1998). To our knowledge, the only reported
experimental work of non-Boussinesq current for various values of initial depth
ratio and density ratio is that of Gro¨belbauer, Fanneløp & Britter (1993). Further
understanding is of critical interest for the prevention of hazardous situations such
as ﬁres in tunnels, dam break, snow avalanche or accidental release of toxic gases or
liquids.
Recently, some progress towards the modelling of non-Boussinesq density currents
of arbitrary density ratio and initial depth ratio has been made. Ungarish (2007)
revisited the one-layer shallow-water model for the prediction of the shape and
propagation of high-Reynolds-number density currents. The model applies for both
the constant-speed (slumping) and self-similar regimes over a wide range of density
and initial depth ratios. The model provides a useful tool for understanding the
dynamics of density currents, since Boussinesq and non-Boussinesq currents are
treated in a uniﬁed manner. In the slumping regime, the range of applicability of this
model has been examined by comparing the model with Navier–Stokes simulations
by Bonometti & Balachandar (2010). However, their focus was on the propagation
of density currents at early times, i.e. their investigation limited attention to the
slumping regime. In addition, the initial volume of the current and the lock aspect
ratio (length-to-height ratio of the initial release) were ﬁxed.
The goal of the present paper is to extend the above-mentioned investigation
(i) to arbitrary values of lock aspect ratio and (ii) to diﬀerent ﬂow regimes
(acceleration, slumping and self-similar stages). This is expected to ﬁll some gaps in
our knowledge concerning the behaviour of constant-volume non-Boussinesq density
currents propagating along ﬂat boundaries. Our numerical simulations also serve to
complement laboratory experiments (see e.g. Huq 1996 and Gro¨belbauer et al. 1993
for Boussinesq and non-Boussinesq currents, respectively). The realization of non-
Boussinesq currents in the laboratory, for a wide range of parameters, is a diﬃcult and
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Figure 1. Physical conﬁguration used in the present work and spatial resolution of the
Navier–Stokes simulations. The dashed line represents the initial separation between the
current and the ambient, while the solid line represents the interface at later times.
The gravitational acceleration g acts in the negative z-direction of unit vector ez. The bottom
and top of the channel are at z=0 and z=H , respectively. Light currents propagate along the
top boundary and the vertical resolution is inverted accordingly. Here, uN is the instantaneous
speed of the current and hN is deﬁned as the maximum height of the nose of the current. The
spatial resolution is identical for all λ except λ=18.75 for which the resolution is given in
parentheses.
expensive task, because exotic materials and appropriate containers are necessary for
density ratio much diﬀerent from one. This is the reason why, with the exception of
Gro¨belbauer et al. (1993), there have been only few other experimental set-ups of non-
Boussinesq currents and they too were limited to full-depth lock release. Moreover, the
available experimental data cover short distances of propagation. Presently, numerical
simulations oﬀer the most eﬀective way to gain insight into non-Boussinesq currents
and to test systematically the available theoretical models.
Let us consider the propagation along a ﬂat boundary of a density current of
density ρc and initial height h0 into an ambient ﬂuid of density ρa and initial depth
H (ﬁgure 1). Depending on the sign of ρa–ρc, we refer to a heavy density current
(ρa–ρc < 0) that when released propagates along the bottom boundary or a light
density current (ρa–ρc > 0) that when released propagates along the top boundary.
The current is released from a lock of initial length x0 and height h0. The current
propagates in the positive x-direction, and the gravitational acceleration g acts in
the negative z-direction. The bottom and the top of the channel are at z=0 and
z=H , respectively. The lock aspect ratio is deﬁned as the dimensionless parameter
λ= x0/h0. This parameter played an obscure role in previous investigations with the
typical (explicit or implicit) assumption being that it scales out from the dimensionless
results. Small values of λ were implicitly discarded because they contradict our
intuitive concept of a ‘current’ as a long and thin layer of ﬂuid. However, systematic
considerations and veriﬁcations of the eﬀect of λ are not available. This paper
attempts to close this gap in our knowledge.
Here, we deﬁne two sets of characteristic quantities. For the ﬁrst set, we use as
reference the maximum value of the ﬂuids density and h0 as unique characteristic







g′h0 and T = h0/U, (1.1)







g′ch0 and Tc = x0/Uc, (1.2)
where the subscript c refers to the current. The reason for introducing two diﬀerent
scalings is that for a given density ratio, the time scale Tc is proportional to λ, while
T is independent of λ. In the following, U and T are conveniently used for analysing
the short-time behaviour of density currents, while Uc and Tc are chosen for the
investigation of the long-time behaviour. Note that both sets of scalings are based on
initial geometric and physical parameters, which are known a priori.
The structure of the paper is as follows. We describe in § 2 (respectively § 3) the
shallow-water one-ﬂuid model (respectively Navier–Stokes solver) used in the present
work. The accuracy of the Navier–Stokes solver for reproducing the dynamics of
Boussinesq and non-Boussinesq density currents in a deep ambient is illustrated at
the end of § 3. In § 4, we present results for the inﬂuence of λ on the propagation of
high-Re currents. In the limit of light density currents, a simple model predicting the
front velocity with respect to λ is developed and compared with the Navier–Stokes
results. We then discuss possible reasons why the inﬂuence of λ on slumping speed has
not been explicitly reported in previous experiments (in particular in the Boussinesq
limit) and describe the shape of density currents of arbitrary density ratio in a deep
ambient. The results are interpreted with the use of characteristic times. Finally, we
end § 4 with a description of the long-time dynamics of the density currents (i.e.
self-similar regime) and summarize with concluding remarks in § 5.
2. Description of the shallow-water one-layer model
In the present shallow-water model, we consider incompressible, immiscible ﬂuids,
and assume that the viscous eﬀects are negligible (in both the interior and at the
boundaries). We use dimensional variables unless stated otherwise. The thickness
of the current is h(x, t) and its horizontal velocity (z-averaged) is u(x, t). Initially,
at t =0, h=h0 and u=0. We assume a shallow current which, formally, implies a
non-small, but not clearly speciﬁed, value of λ.















= −g′c ∂h∂x . (2.2)
The system (2.1)–(2.2) for h(x, t) and u(x, t) is hyperbolic and requires a velocity
condition at the front of the current. It has been shown that Benjamin’s steady-state
results are applicable as a jump condition at the front, even in a time-dependent ﬂow,
for both Boussinesq and non-Boussinesq systems (Ungarish 2009). The front velocity
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Equations (2.1)–(2.4) are applicable to both heavy and light currents (recall that the
absolute value of ρa–ρc is used to deﬁne the reduced gravity g
′
c). The non-Boussinesq
eﬀect is evident: (2.3) indicates that the speed of the front is driven by (ρc/ρa)g
′
c,
while the intrinsic motion of the current in (2.2) is dominated by g′c. The apparent
conﬂict of speeds is manifest when ρc/ρa departs from one. This is accommodated
by the thickness h (representing the pressure distribution), which thus becomes a
function of ρc/ρa . This interplay between speed and height is the backbone of the
model. Roughly speaking, the trend of the solution is to keep (ρc/ρa)hN close to the
value obtained for the Boussinesq case. If and when this behaviour is incompatible
with other constraints, signiﬁcant diﬀerences from the Boussinesq behaviour appear.
Analytical solutions can be obtained (Ungarish 2007) for the initial slumping phase
by the method of characteristics, and for the long-time self-similar stage, as brieﬂy
described below.
2.1. Slumping
The model (Ungarish 2007) predicts that there is a slumping stage with time-
independent uN and hN . The heavy currents display larger speed and smaller hN
than the light currents. When released in a shallow ambient, H ∗ < 2, H ∗ being the
initial depth ratio deﬁned as H ∗ =H/h0, very light currents tend to move with
a choked speed at about half-channel thickness; heavy currents are typically not
aﬀected by this restriction because they tend to develop small hN . To obtain the
height and velocity of the current, we ﬁrst calculate hN/h0 from a balance along the
















If the resulting hN is larger than H/2, we simply use hN =H/2. Next, we calculate
the nose velocity as uN =
√
(ρc/ρa)g′chNF r(a). For a deep ambient, if we use the










(1 + σ )−1 , (2.6)
where σ =
√
ρc/(2ρa). In the limit of a very light current as ρc/ρa → 0, the resulting
current height and velocity approach hN →h0 and uN → √2gh0 and for a very heavy
current as ρc/ρa → ∞, the resulting current height and velocity approach hN → 0 and
uN → 2√gh0.
2.2. Self-similar stage
After suﬃcient propagation, the current ‘forgets’ the initial condition and a self-similar
behaviour is expected. In this sub-section, we use dimensionless variables. We scale x,
h, u, t by x0, h0, Uc, Tc, respectively. At this stage, the current is suﬃciently thin (or
the ambient is seen as very deep), so that Fr at the front becomes constant and can
be approximated as
√
2. Brieﬂy, we use the transformation χ = x/xN (t) and assume
xN =Aτ
β , h=φ(τ )θ(χ), u= x˙Nυ(χ), where τ = t + γ and A, β and γ are constants.
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Using global volume conservation and the boundary condition (2.3) with Fr =
√
2,
the solution of (2.1)–(2.2) is (Fanneløp & Jacobsen 1984; Grundy & Rottman 1985;
Ungarish 2007)
xN = Aτ





(b + χ 2), b = 2 ρa
ρc
− 1, (2.7)
where the upper dot denotes time derivative. We refer the reader to Ungarish (2009)
for more details about the derivation of (2.7).
Note that b is negative for suﬃciently heavy currents (i.e. for ρc/ρa > 2). In this







A bare region with h=0 appears for χ χ1. The heavy current is contained in
the domain χ1χ  1. On the other hand, for a very light current, ρc/ρa  1, we













where χj =0 for ρc/ρa  2, or χ1 for a heavier current.
The time coordinate τ = t + γ contains an arbitrary constant γ , and hence poses a
‘virtual’ origin diﬃculty. Indeed, the self-similar solution cannot satisfy simple initial
conditions of u and h at t =0. Practically, γ can be determined by some matching
with a known result which satisﬁes the initial conditions. It is not clear a priori if,
when and how the self-similar ﬂow will appear. Numerical solutions of the shallow-
water equations, however with realistic rectangular lock initial conditions, conﬁrm
the tendency to approach to the self-similar phase, as discussed later in § 4.6.
3. The Navier–Stokes simulations
The numerical approach used here is the JADIM code developed at IMFT,
Toulouse. Brieﬂy, this code is a ﬁnite-volume method solving the three-dimensional,
time-dependent Navier–Stokes equations for a variable-density incompressible ﬂow (of
arbitrary density variations), together with the density equation, assuming molecular
diﬀusivity to be negligibly small. The transport equation of density is solved using
a modiﬁed Zalesak scheme (mixed low-order/high-order scheme; Zalesak 1979).
Momentum equations are solved on a staggered grid using second-order central
diﬀerences for the spatial discretization and a third-order Runge–Kutta/Crank–
Nicolson method for the temporal discretization. The incompressibility condition
is satisﬁed using a variable-density projection technique. The overall algorithm is
second-order accurate in space and ﬁrst-order accurate in time. We refer the reader
to Bonometti et al. (2008) and Hallez & Magnaudet (2009) for more details on the
equations solved and the numerical technique.
In this approach, the transport equation of the density is hyperbolic. This is equival-
ent to choosing an inﬁnite Schmidt number, deﬁned as the ratio of kinematic viscosity
to molecular diﬀusivity. Although no physical diﬀusivity is introduced, the numerical
thickness of the interface is not strictly zero as it is typically resolved over three grid
cells (Bonometti & Magnaudet 2007). Therefore, a ﬁnite eﬀective Schmidt number
can be estimated, which depends somewhat on the Reynolds number and the degree
of spatial resolution. On the basis of careful measurements of the interface thickness,
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Bonometti & Balachandar (2008) estimated that, for Reynolds number and spatial
resolution similar to those used in the present work, the eﬀective Schmidt number is
of O(103). Thus, the numerical approach implicitly allows mixing and entrainment as
in a high-Schmidt-number ﬂow. We note that in the range of density ratio investigated
here, no signiﬁcant entrainment was observed in most of the simulations. Signiﬁcant
mixing was observed only in the Boussinesq limit. We note in passing that we
recorded the temporal evolution of overall mechanical energy. In all cases, the relative
variation of the total energy remains negligibly small during the entire duration of
the simulation, indicating that the eﬀect of numerical dissipation is marginal.
The simulations reported here are two-dimensional and are performed within a
rectangular (x, z) domain of size L×H . In the following, we set L = 12.5h0 for all
but the largest lock aspect ratio considered here; namely when λ=18.75 we choose
L=37.5h0 (this conﬁguration will be referred to as the long domain case as opposed
to the short domain case, and the characteristics of the long domain grid are given in
parentheses). We have paid careful attention to spatial resolution in order to ensure
grid-independent results. In particular, the grid is reﬁned near the bottom boundary
so as to accurately capture the front of the current, which is highly elongated in
the high-density ratio conﬁgurations. We use a 2500× 300 (2400× 300) uniform grid
with a spacing of x/h0 = 1/200 (1/64) in the x-direction. In the z-direction, the
domain is divided into three regions. In the region 0 z 0.1h0, a uniform spacing of
z/h0 = 1/480 (1/160) is used, while a spacing of z/h0 = 1/160 (1/160) is used over
the region 0.1h0 z 1.5h0 (this region covers the density current and a signiﬁcant
portion of the ambient ﬂuid entrained by the current). Finally, larger cells are used
above z=1.5h0, following an arithmetic progression. Free-slip boundary conditions
for the velocity (unless otherwise speciﬁed) and zero normal gradient for the density
are imposed on the top, bottom and lateral boundaries. Note that the present choice
of boundary conditions intentionally matches the assumption of the shallow-water
models that the wall over which the current spreads is frictionless, so that the
interpretation of the observed diﬀerences may be simpliﬁed. The eﬀects of no-slip
boundary conditions have been considered in detail in previous investigations of
lock-exchange conﬁguration (Bonometti et al. 2008) and deep ambient conﬁguration
(Bonometti & Balachandar 2010).
The computations to be described below were run in the deep ambient conﬁguration
H ∗ =10, where H ∗ =H/h0, at a prescribed Reynolds number of Re=Uh0/ν of
2.5× 104, where ν is the kinematic viscosity of the heavy ﬂuid. We further assume the
dynamical viscosity to be the same for both ﬂuids (see e.g. Appendix B of Bonometti
et al. 2008 for a discussion of this assumption). Here, we varied the density ratio in
the range 10−2 ρc/ρa  102 and the lock aspect ratio in the range 0.5 λ 18.75.
Note that in order to keep the Reynolds number constant while the density ratio
varies, we modify the viscosity of the ﬂuids accordingly.
In the lock-exchange conﬁguration (H ∗ =1), detailed validations of the code have
been performed for both Boussinesq and non-Boussinesq currents at moderate-to-high
Reynolds numbers (Bonometti et al. 2008; Hallez & Magnaudet 2009). Here, before
we discuss new results, we brieﬂy present an additional validation. This corresponds to
the well-documented case of a Boussinesq current propagating in a deep ambient. The
problem was addressed experimentally by Huppert & Simpson (1980), Rottman &
Simpson (1983) and Marino et al. (2005), to name but a few. We computed the same
physical situation as that employed in experiments reported by Marino et al. (2005).
We used the short domain computational grid with no-slip boundary conditions for
the velocity at all walls, in order to be consistent with the experiments. In the














Figure 2. Evolution of the front position in Boussinesq currents for partial depth releases
(H ∗ > 1). Experiments of Marino et al. (2005): ( ) run 13: H ∗ ≈ 1.5, λ≈ 0.37, Re ≈ 4× 104; ()
run 18: H ∗ ≈ 1.6, λ≈ 0.41, Re ≈ 6× 104; () run 19: H ∗ ≈ 1.9, λ≈ 0.47, Re ≈ 2.7× 104. Present
Navier–Stokes simulation: ——, same parameters as in run 19.
experiments, a salt-water current propagated into fresh water and the evolution
of the front position was recorded under the conditions 2.7× 104Re 6× 104,
ρc/ρa ≈ 1.01, 0.37 λ 0.47 and 1.5H ∗ 1.9. The results are plotted in ﬁgure 2,
together with the present computational prediction. The simulation results agree with
the experiments within the scatter of the data. Similar tests have been performed for
air cavities in liquids (ρc/ρa ≈ 103) and comparison with experimental data (Baines
et al. 1985) showed good agreement (not shown here). These validation tests establish
the adequacy of grid resolution and the accuracy of the code in all the cases to be
discussed here.
4. Results and discussions
4.1. Speed of propagation
4.1.1. Limit of large lock aspect ratio
Before discussing the inﬂuence of the lock aspect ratio λ on the dynamics of the
density currents, the velocity of the largest aspect ratio (λ=18.75) current is analysed.
The temporal evolution of the front speed is plotted in ﬁgure 3 for diﬀerent values of
the density ratio. The front velocity is computed as follows. For each simulation, we
record the temporal evolution of the front position xN deﬁned as the maximum value
of x for which the equivalent height h¯ is non-zero, where h¯ is deﬁned as (Marino






(ρ(x, z) − ρa)/(ρc − ρa) dz. (4.1)
Here ρ is the local value of the density ﬁeld. Note that as generally done when using
similar numerical methods, a threshold value ε is used to determine the location at
which h¯ is non-zero. Here we choose the threshold to be ε=10−3 and verify that the
measurement of front position was independent of ε in the range 10−4 ε 10−2.
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Figure 3. Temporal evolution of the front velocity uN for various lock aspect ratios λ and
density ratios ρc/ρa: ——, λ=18.75; ·······, λ=6.25; - - - - - - , λ=1; -.-.-.-, λ=0.5. The horizontal
lines with circle represent the slumping velocity uSW predicted by the shallow-water theory
(2.3)–(2.5). Here uN and t are scaled by U and T , respectively, as deﬁned in (1.1).
The instantaneous speed of propagation is then computed as uN =dxN/dt . For all the
λ=18.75 cases, an acceleration phase followed by a nearly constant phase is observed.
Since λ	 1, it is reasonable to compare the speed of propagation obtained from
the Navier–Stokes simulations with that predicted by the one-layer shallow-water
theory in the constant-speed phase of propagation obtained from the solution of
(2.3)–(2.5) (denoted by uSW and shown in ﬁgure 3 by horizontal line with a circle).
Good agreement, within 4%–5%, is observed for all ρc/ρa except for ρc/ρa =10
−2,
where the diﬀerence is about 10%.
The fact that larger error is observed for smaller density ratio could be expected.
First, the one-layer shallow-water model becomes less accurate when H ∗ρc/ρa












Figure 4. Temporal evolution of the ratio of dissipation Ed to kinetic energy Ec (H
∗ =10,
Re=25 000): ——, ρc/ρa =10
−2; - - - - - -, ρc/ρa =1.01; -.-.-.-, ρc/ρa =102. Observe that for
Boussinesq and bottom currents, the dissipation is only a few per cent of the kinetic energy.
decreases, because the inertia of the ambient return ﬂow increases as (H ∗ρc/ρa)−1
(Ungarish 2007). This return ﬂow is neglected in the one-layer model. The fact that the
discrepancy in the speed of the current is only 10% when (H ∗ρc/ρa)−1 = 10 provides
an estimate of the robustness of the one-layer shallow-water model.
Second, recent simulations by Birman et al. (2005) and Bonometti et al. (2008) have
indicated that light non-Boussinesq currents are more dissipative than Boussinesq and
heavy currents. This trend was inferred from full-depth lock release simulations. Here,
we carefully investigate this trend in the present system. This is illustrated in ﬁgure 4,
where we plot the temporal evolution of the ratio Ed/Ec, where Ed and Ec are












Here, integration is over the volume of the computational domain (ϑ) and Sij is the
strain-rate tensor. In the cases of Boussinesq (ρc/ρa =1.01) and heavy (ρc/ρa =10
2)
currents, Ed/Ec over the entire duration of the simulation remains less than 2%.
As a result, the results of the shallow-water model, where the viscous eﬀects are
neglected, provide good approximation in these situations. In the case of the light
current (ρc/ρa =10
2), however, Ed/Ec is about ﬁve times larger than that of the
Boussinesq and heavy currents. This suggests that over longer times, viscous eﬀects
will inﬂuence the propagation of the light current, and the results can be expected to
depart from the shallow-water predictions.
Third, it has been shown that the shallow-water prediction is quite sensitive to
the choice of front condition (such as (2.4)) used for closure. This is particularly
important in the case of large H ∗ and small ρc/ρa (Bonometti & Balachandar 2010).
For instance, for ρc/ρa =10
2, if one chooses the well-known empirical front condition
proposed by Huppert & Simpson (1980), then the constant front velocity predicted by
the shallow-water model agrees to within 2% with the Navier–Stokes results, instead
of the 10% error given by (2.4). It should be stressed that it is therefore diﬃcult
in the shallow-water model to disentangle the contribution of (i) the inertia of the

















Figure 5. Inﬂuence of the lock aspect ratio measured in terms of ratio of front velocity at
small λ to the front velocity for the λ=18.75 case, plotted as a function of density ratio
for varying values of λ. The symbols correspond to the ratio of time-averaged front velocity,
where the average is taken over the time interval [TI , TF ]. Here, TI is chosen so that the initial
acceleration phase is excluded (TI /T > 2) and TF is chosen so that the current spreads over
a distance of 10h0 (6<TF/T < 15 depending on the density ratio). In several cases, the front
velocity continually changes over time and as a consequence we also plot a vertical bar that
indicates the range of values the ratio will take if it were computed based on instantaneous
uN/(uN )λ=18.75 taken over this interval. Symbols: , λ=6.25; , λ=1; , λ=0.5. Lines are
plotted to show tendency.
neglected ambient return ﬂow, (ii) viscous dissipation and (iii) the closure relation for
the front velocity. It suﬃces to say that all three eﬀects contribute to increased error
in the shallow-water model with decreasing density ratio. An alternative is to use the
more complicated two-layer shallow-water model presented by Ungarish (2011); this
predicts uN =1.10 during the slumping stage for H
∗ =10 and ρc/ρa =102.
4.1.2. Arbitrary lock aspect ratio
The temporal evolution of the front speed of the 20 diﬀerent density currents is
plotted in ﬁgure 3 for diﬀerent values of the lock aspect ratio λ. The density ratio
investigated here ranges from light currents (ρc/ρa =10
−2, 0.25) to heavy currents
(ρc/ρa =1.01, 4, 10
2). We can observe three regimes: (i) For large aspect ratio, greater
than some critical value, say λcrit , the curves collapse, meaning that the propagation
of the current is independent of the lock aspect ratio. For example, for ρc/ρa > 1,
the λ=18.75 and λ=6.25 curves collapse. (ii) There exists a regime where the front
velocity versus time depends on the lock aspect ratio, but still a near-constant velocity
can be observed (see for instance the λ=6.25 curves at ρc/ρa < 1). (iii) For smaller
aspect ratio, a constant velocity regime cannot be discerned. From these observations,
we can conclude that the speed of propagation of density currents is sensitive to the
value of λ. It essentially decreases when λ is decreased and the discrepancy is more
signiﬁcant for light currents than for heavy currents.
In order to get a qualitative picture of the inﬂuence of the lock aspect ratio on
currents of arbitrary density contrasts, we display in ﬁgure 5 the ratio uN/(uN )λ=18.75,
where the denominator is the current speed for a large aspect ratio release of the same
density ratio. A value of uN/(uN )λ=18.75 close to unity indicates that the propagation of
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the current is independent of λ. As mentioned above, in some cases the front speed does
not remain constant with time. Therefore, in ﬁgure 5 in addition to plotting the ratio
computed based on uN time averaged over an interval [TI , TF ], we also plot vertical
bars that indicate the range of values the ratio will take if it were computed based on
instantaneous uN/(uN )λ=18.75 taken over this interval. Here, TI is chosen so that the
initial acceleration phase is excluded (TI/T > 2) and TF is chosen so that the current
has spread over a distance of 10h0 (6<TF/T < 15 depending on the density ratio).
In the case of heavy current (ρc/ρa =10
2), the speed of propagation is observed to
be independent of the lock aspect ratio. The velocity diﬀerence of the λ=0.5 and
λ=18.75 currents is less than a few per cent. As ρc/ρa is decreased, the eﬀect of the
lock aspect ratio increases. In the Boussinesq limit, uN/(uN )λ=18.75 is approximately
0.72, 0.84 and 1 for λ=0.5, 1 and 6.25, respectively. For ρc/ρa =10
−2, the velocity
diﬀerence between the λ=0.5 and λ=18.75 currents is 50% approximately. Figure 5
essentially conﬁrms that the lock aspect ratio can inﬂuence the propagation of density
currents. We may thus conclude that the front velocity is not only a function of Re,
ρc/ρa and H
∗ but also of λ.
4.2. Shape of the currents
Figures 6, 7 and 8 display the instantaneous shape of heavy, Boussinesq and light
currents, respectively, at a ﬁxed time instant for the diﬀerent λ-conﬁgurations. In
these ﬁgures, the horizontal coordinate x˜ is scaled with h0, and the origin is placed
at the lock. First, the shape of the λ=18.75 and λ=6.25 heavy currents is almost
super-imposable and thus only one of them is shown. Second, the shape of the head
of the current (in the region x˜N −3 x˜ x˜N , with x˜N being the position of the current
front) is similar even for λ=0.5. Comparable features are observed for the Boussinesq
currents (ﬁgure 7). Note that in the Boussinesq conﬁguration, the height of the body
is larger than that of the head for λ 6.25, while for lower λ, the volume of ﬂuid in
the body of the current is smaller than in the head, in contrast to the heavy currents
for which the height in the body is always larger than in the head.
For small ρc/ρa , the evolution of the shape of the light currents with respect to λ is
more dramatic. Looking at currents of smaller λ, it can be observed that all the ﬂuid
is concentrated within the head, which maintains the approximate rounded shape. As
shown in ﬁgure 8, the resemblance between the shape of the λ=18.75 and λ=6.25
currents is only qualitative. In particular, the maximum height of the head of the
λ=6.25 current is slightly but noticeably smaller than that of the λ=18.75 current
(the diﬀerence is about 10%). This is suﬃcient to modify the speed of propagation
of the current and explain the departure of uN/(uN )λ=18.75 from unity for the λ=6.25
current. We shall come back to this later in the following section.
We have plotted in ﬁgure 9 space–time diagrams showing the height h¯(x,t) of
the density currents. Each row (respectively column) represents a speciﬁc value of λ
(respectively ρc/ρa). The cases ρc/ρa =1/4 and 4 are not shown for conciseness. This
set of diagrams allows us to analyse both the temporal evolution of the front (head)
of the current and the entire body. In the case of light currents, a head separated from
the body is clearly visible, and the fact that all the ﬂuid is located inside the head
is evident in the region of the parameter space ρc/ρa  1 and λ 1. The streamwise
length of the head, once formed, is seen to be almost constant with respect to time.
This is true even for the large aspect ratio case (λ=18.75), where a body is also
present. Also visible is the backward-propagating disturbance starting from the initial
lock location and going to the left endwall. For large lock ratio and density ratio,
the backward-propagating disturbance never reaches the left boundary during the
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Figure 6. Instantaneous shape of heavy currents (ρc/ρa =10
2) at the time instant t/T =2.8.
Isolines of (ρ − ρa)/(ρc − ρa) = 0.1, 0.5 and 0.9 are shown. Observe that the pictures have been
stretched out in the vertical direction by a factor of 2, owing to the elongated shape of the
currents.
duration of the simulation. Between the backward-propagating disturbance and the
forward-propagating front (head), vortical structures form due to the roll-up of the
shear layer at the interface between the current and the ambient. These vortical
structures are clearly visible for large lock ratio and small density ratio (see for
instance currents of λ=18.75 and ρc/ρa  1) in terms of local ups and downs in h¯.
The dynamics of these vortices is complex as they can move forward or backward
(depending on the local hydrodynamics) and eventually reach the left boundary and
be reﬂected.
With increasing density ratio, a clear separation of the head from the body of the
current becomes diﬃcult. For the largest density ratio considered here (ρc/ρa =10
2),
h¯ becomes a strictly decreasing function of x, and no clear separation between the
head and the body is detectable. Nevertheless, even in this extreme case of the largest
lock ratio and large density ratio, the shape of the heavy current is divided in two
zones: (i) a region of constant height h¯=h0 and (ii) a region of decreasing h¯ up to the
front location xN . Also plotted in ﬁgure 9 is the location of the front as predicted by
the shallow-water model in the slumping regime (2.3)–(2.5). Note that for the largest
density ratio considered here, the temporal evolutions of the backward-propagating
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Figure 7. Instantaneous shape of Boussinesq density currents (ρc/ρa =1.01) at the time
instant t/T ≈ 7. Isolines of (ρ − ρa)/(ρc − ρa) = 0.05, 0.25, 0.5, 0.75 and 0.95 are shown.
rarefaction front and the forward-propagating nose obtained from the Navier–Stokes
simulations of the current are in good agreement with solution of the dam-break
problem obtained from the shallow-water theory (solid lines).
4.3. A model for light currents
In the limit of a light current, we derive a simple model showing that the front velocity
uN scales as λ
1/4. The shape of the light current is characterized by a rounded head
followed by a nearly ﬂat body (see e.g. Bonometti & Balachandar 2010). The angle
made by the front of the current and the top boundary is close to π/3, as predicted
by Benjamin (1968). Therefore, the volume ϑ (per unit width) occupied by the ﬂuid
in the head of the current can be estimated as ϑ =(4π − √3)h2N , where hN is the
maximum height of the head.
Here, we further assume that if the lock aspect ratio λ is smaller than a critical
value, λcrit , then the ﬂuid in the current is entirely located inside the head of equivalent
volume. Note that this assumption is consistent with the current shape predicted by
the Navier–Stokes simulations (ﬁgure 8). Let ϑ0 = x0h0 be the initial volume (per unit
width) of the current. By setting ϑ0 =ϑ we obtain the following expression for the
dimensionless height of the current:
hN/h0 = (4π −
√
3)−1/2λ1/2. (4.3)
We assume that (2.3) is still a valid approximation for the speed of propagation.
Note that in the framework of the shallow-water equations, the head is treated as
an internal part of a shock, so there is no restriction on the actual shape of the
head. Moreover, as shown in Ungarish (2009, chapter 3.2), Benjamin’s result (2.3)–
(2.4) coincides with the jump condition for this shock, for both Boussinesq and
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Figure 8. Same as ﬁgure 7 for light top density currents (ρc/ρa =10
−2) at the time instant
t/T ≈ 5.6.
non-Boussinesq systems. Upon substitution of (4.3), we obtain
uN
U
= (4π − √3)−1/4 Fr λ1/4, (λ  λcrit ). (4.4)
Here Fr may diﬀer slightly from Benjamin’s (1968) expression because of the
curved shape of the head and the use of maximum height, but these are secondary
eﬀects in the result (4.4). For ρc/ρa =10
−2, the solution (4.4) is plotted in ﬁgure 10
and compared with the front speed obtained from the Navier–Stokes simulations. As
in ﬁgure 5, the simulation results are plotted as time-averaged front velocity, averaged
over the same interval [TI , TF ] (plotted as symbol) with a vertical bar indicating the
spread if the instantaneous front velocity were to be used instead. Also plotted is
the slumping velocity predicted by the shallow-water theory (2.3)–(2.5). Predictions
of (4.4) are in reasonable agreement with the computational results at small lock
aspect ratio. As expected, as λ increases, the front velocity becomes independent of
the lock aspect ratio and the speed of propagation is close to that predicted by
the shallow-water theory. Note also that in the present conﬁguration (ρc/ρa =10
−2,
H ∗ =10), the critical value of λ for which the front velocity given in (4.4) is equal to
that predicted by the shallow-water theory is λcrit ≈ (4π −
√
3)≈ 11.
As mentioned in § 4.2, the slightly smaller height of the λ=6.25 current head
compared with that of the λ=18.75 current is suﬃcient to modify the speed of
propagation of the current and explain the departure of uN/(uN )λ=18.75 from unity
for the λ=6.25 current. Indeed, the height of the λ=6.25 current (for which λ< λcrit )
obeys (4.3). If we assume that the height of the λ→ ∞ current can be estimated
using (2.6) of the shallow-water model, we can calculate the ratio (hN )λ=6.25/(hN )λ→ ∞.
Taking the values ρc/ρa =10
−2 and λ=6.25, we ﬁnd (hN )λ=6.25/(hN )λ→ ∞ ≈ 0.87. This is
in good agreement with the observed diﬀerence of 10% in height between the λ=6.25
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ρc/ρa = 10–2 ρc/ρa = 1.01 ρc/ρa = 102
Figure 9. (Colour online at http://journals.cambridge.org/ﬂm) Space–time diagram showing
the height h¯(x,t), as deﬁned by (4.1), of the Boussinesq and non-Boussinesq density currents:
(a) λ=18.75; (b) λ=6.25; (c) λ=1; (d) λ=0.5. Lines: ——, shallow-water solution (2.3)–(2.5)
in the slumping regime; -.-.-.-, solution (4.4); ·······, tS as deﬁned in (4.10); - - - - - -, tH as deﬁned
in (4.13). Note that the observed ‘steps’ at the front of the current are due to the limited
number of time samples used for the generation of the diagrams, and are in no way a solution
of the Navier–Stokes equations (as is evident from the temporal evolution of uN in ﬁgure 3).
The line with circle in the case of the largest ρc/ρa and λ is x/t = − U , i.e. the speed of the
rarefaction wave as predicted by the shallow-water theory for the dam-break problem.
and λ=18.75 currents, and leads to a corresponding velocity ratio (uN )λ=6.25/(uN )λ→ ∞
of 0.93, which is slightly but noticeably smaller than unity (here we used the fact that
uN scales as the square root of hN ).
We plotted in ﬁgure 9 the solution (4.4) (as dash-dotted line) for light and Boussinesq
currents. Recall that (4.4) was developed for small ρc/ρa . The agreement is good for
small λ and ρc/ρa . For very small initial lock aspect ratio (λ< 1), interestingly, (4.4)
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Figure 10. Front velocity as a function of λ1/4 for the light current (ρc/ρa =10
−2 and H ∗ =10).
The symbols correspond to time average and the error bar indicates the range of values taken
by the front velocity over this range (see ﬁgure 5 caption for details). Lines: ——, prediction
of (4.4); - - - - - - -, predicted slumping front velocity from the shallow-water theory (2.3)–(2.5).
remains a fair estimate of the speed of propagation even for the ρc/ρa =1.01 case.
This means that the approximation of a rounded shape of the head is reasonable in
the range of density ratio ρc/ρa up to 1. It should be pointed out that the model
(4.4) gives a constant value for the front speed while in the low-ρc/ρa low-λ regime
considered here, the actual front speed is not strictly constant, as observed in ﬁgure 3.
A more advanced model may include the slow decrease in front velocity as a function
the density ratio and lock ratio. In our simple model, however, we do not take into
account such slow time-dependence. Nevertheless, the comparison of the model with
the Navier–Stokes simulation results as shown in the space–time diagrams reveals
that the somewhat simple model is reasonably accurate in reproducing the dynamics
of the currents, especially when compared with the usual shallow-water model.
4.4. Characteristic times
In this section, we provide a qualitative interpretation, and a simple quantitative
model, concerning the inﬂuence of λ on the speed of propagation of the density
current. The starting point is the classical Benjamin (1968) analysis and the one-
layer shallow-water theory of Ungarish (2007) summarized in § 2. We argue that the
inﬂuence of λ is determined by the time scales of two processes which appear upon the
release of the current from the lock: the slumping of the current and the formation
of the head. The ratio of these two time scales is a strong function of λ for small
values of λ.
4.4.1. Slumping time tS
First, we deﬁne tS as the characteristic slumping time. This time is deﬁned as the
time required by the receding perturbation to reach the back wall, be reﬂected and
then propagate to the nose of the current. During tS , the height hN and the speed
uN are constant. The characteristics inside the current propagate with speeds (see e.g.
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Slumping time tS Time of head formation tH
tS/T tS/Tc tH /T tH /Tc
ρc/ρa
λ Independent Independent
H ∗ Non-monotonic (weak) Non-monotonic (weak) (weak) (weak)
Table 1. Dependence of the characteristic times tS and tH , deﬁned in (4.10) and (4.13)
respectively, with respect to density ratio, lock ratio and initial fractional depth.
(2.5b) in Ungarish 2007)
c± = u ± (g′ch)1/2. (4.5)
The slumping phase is divided into two sub-stages. First, a c− characteristic
(rarefaction wave) propagates into the reservoir where u=0 and h=h0. This will





During the second stage, the reﬂected rarefaction wave propagates to the nose with
the speed of a local c+ characteristic. We approximate this as




The justiﬁcation is as follows. After t1, the leading portion of the current is a
rectangle of height hN and speed uN . This domain is trailed by a region where the
height and speed change. However, hN and uN are the typical representative values
for this region. Consequently, (4.7) is expected to be a fair approximation to the speed
of the reﬂected wave from the back wall. The time of this journey is t2. We write
c2t2 = x0 + uNt1 + uNt2. (4.8)
Substituting (4.7) we obtain an expression for t2. Finally, we deﬁne the slumping




















or, with the scaling (1.2),
tS
Tc











For a speciﬁc case, we can obtain a sharper estimate by combining (4.9) with the
hN/h0 results given in § 2. In particular, for a deep ambient we use (2.6) and Fr =
√
2
to write the compact expression
tS
Tc
= 2 + 3σ, (4.10)
where σ =
√
ρc/(2ρa). Comparisons with the numerical shallow-water solutions show
good agreement (discussed below). Note that in this analysis, the transitory time of
acceleration of the front has been neglected.
The qualitative dependence of tS with respect to density ratio, lock aspect ratio and
initial fractional depth is presented in table 1. It is seen that the slumping time is an
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increasing function of the density ratio while, depending on the scaling (1.1) or (1.2),
it increases or remains a constant when the lock ratio is increased. Note also that
the dependence of tS with respect to the initial fractional depth H
∗ is not monotonic;
however, the dependence remains relatively weak for the entire range of density ratio
(not shown here).
In general, for a light current the second term on the right-hand side in (4.9b) is
negligible, and according to the shallow-water theory, the third term is close to 1
(strictly speaking,
√
h0/hN ≈ 1 for H ∗ 2 and √h0/hN =
√
2 for H ∗ =1, respectively).
As a result, for a light current we obtain tS/Tc ≈ 2. Similarly, for a Boussinesq current,
we obtain 3 tS/Tc 4, depending on the value of H ∗. For a heavy current, the value
of tS/Tc may be large, because both ρc/ρa and h0/hN may be large.
4.4.2. Time of head formation tH
The second characteristic time of interest is the time of formation of the current
head tH . In the inviscid limit, Benjamin (1968) determined the form of the current
head, by using a conformal mapping technique and adjusting the unknown form of the
free surface so that the nonlinear boundary condition on it is satisﬁed. In particular,
the calculated front makes an angle of π/3 with respect to the horizontal boundary,
in agreement with experimental observations and previous simulations (Gro¨belbauer
et al. 1993; Lowe et al. 2005; Bonometti et al. 2008). From Benjamin’s solution, it
is moreover possible to estimate a characteristic distance xH (taken from the front
position), deﬁned as
xH = αhN, (4.11)
where α is a positive constant of O(1). Beyond a typical value of xH , the local
height h is nearly identical to hN (within a few per cent). For instance, h is identical
to hN within 2% for α ≈ 4 (see e.g. table 1 of Benjamin 1968). Assuming the scaling
(4.11) to be relevant for the complete range of density ratio, we can estimate the
characteristic time tH of head formation as the time required for the length of the
current to be xH :
tH = xH/uN. (4.12)












or, with the scaling (1.2),
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We varied the value of α (respectively λ) to estimate the eﬀect of small variations
of this parameter on tH . The variation of tH with respect to α was found to be weak
compared to that with respect to λ. Therefore, the value α =4 is taken for all the
results presented here. Benjamin’s (1968) solution assumed an energy-conserving ﬂow
which is fully consistent only with a half-depth density current. A deep current is not
energy-conserving, but nevertheless the head loss on a streamline is very small and
consequently Bernoulli’s equation can be used as a good approximation (see Ungarish
2009, chapter 3). This justiﬁes the relevance of Benjamin’s analysis to our problem.
The qualitative dependence of tH with respect to the density ratio, lock aspect
ratio and initial fractional depth is also presented in table 1. Similar to tS , the
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Figure 11. Temporal evolution of the equivalent height h¯ at the front of the current, obtained
from the Navier–Stokes simulations, for (a) a light current (ρc/ρa =10
−2; λ=6.25) and (b) a
heavy current (ρc/ρa =10
2; λ=6.25). For comparison, the height of the current hN as predicted
by the shallow-water theory (2.6) is indicated by an arrow. Observe that the time of formation
of the heavy current head is much smaller than that of the light current.
sensitivity of tH with respect to the initial depth ratio H
∗ is relatively weak over
the entire range of density ratio. Note that the time of head formation, when scaled
by (1.1), is independent of the lock aspect ratio. As one may intuitively expect such
independence, table 1 suggests that the scaling (1.1) may be more appropriate for
the present discussion. In addition, the time of head formation is observed to be a
strongly decreasing function of the density ratio.
In order to check this observation, we present in ﬁgure 11 the equivalent height h¯
obtained from the Navier–Stokes simulations, at diﬀerent time instants and for two
contrasted cases, namely for ρc/ρa =10
−2 light current and ρc/ρa =102 heavy current.
Here, the formation of the head is clearly visible. The head of the light current
eventually becomes large and rounded (the height of which is O(h0)), while that of
the heavy current is small and thin (only a small fraction of h0). As a consequence, the
time required for the light current head to reach a quasi-steady shape is large (about
5T in the present case), while that for the heavy current is small (approximately
0.14T ). Note that for the present two cases, (4.13a) gives the time of head formation
at 3T and 0.04T , respectively, in qualitative agreement with the Navier–Stokes results.
It should be stressed that tH is not, strictly speaking, the acceleration time of the
current. The actual acceleration time, deﬁned as the time at which the front velocity
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ρc/ρa =10
−2 ρc/ρa =1.01 ρc/ρa =102
λ=18.75 tS/T ≈ 4 tS/T ≈ 75 tS/T ≈ 435
tH /T ≈ 3 tH /T ≈ 1.7 tH /T ≈ 0.04
λ=6.25 tS/T ≈ 1.4 tS/T ≈ 25 tS/T ≈ 145
tH /T ≈ 3 tH /T ≈ 1.7 tH /T ≈ 0.04
λ=1 tS/T ≈ 0.2 tS/T ≈ 4 tS/T ≈ 23
tH /T ≈ 3 tH /T ≈ 1.7 tH /T ≈ 0.04
λ=0.5 tS/T ≈ 0.1 tS/T ≈ 2 tS/T ≈ 12
tH /T ≈ 3 tH /T ≈ 1.7 tH /T ≈ 0.04
Table 2. Characteristic times tS and tH , deﬁned in (4.9) and (4.13) respectively, used in
ﬁgure 9.
either reaches a maximum or a plateau, slightly but noticeably increases as the density
ratio is increased (ﬁgure 3). In contrast, tH strongly decreases as the density ratio is
increased. For instance, the acceleration time of the ρc/ρa =10
2 currents displayed in
ﬁgure 6 is about 50 times larger than that of head formation.
4.4.3. The competition tS versus tH
The most striking diﬀerence between the two characteristic times is that tH is a
decreasing function of the density ratio, as opposed to tS (see table 1). Therefore, for
a ﬁxed lock aspect ratio, there exists a speciﬁc value of density ratio for which tS = tH
and vice versa. Our conjecture is as follows. If tS 	 tH , the head of the current would
develop normally, and the speed of propagation is not aﬀected. Conversely, if tS  tH ,
the back-propagating perturbation will reﬂect and reach the front before the head
had time to fully develop. In this case, the speed of propagation is expected to attain
a smaller value than in the fully developed case.
The values of tS and tH corresponding to the currents of ﬁgure 3 are indicated in
table 2 and plotted in ﬁgure 9 (dotted and dashed lines, respectively). In the cases
where tS > tH , the value of tH is in reasonable agreement with the time instant from
which the head of the computed current becomes time-independent. In addition, the
front location closely follows the prediction of the shallow-water theory (plotted by
solid line). Note that though the slopes are comparable the initial development time
displays a lateral shift, corresponding to a virtual lock release time later than the
actual time of lock release. In all the cases for which tS is smaller than or of the same
order as tH , however, the front location does not follow the shallow-water prediction.
It is also seen that the front location is in better agreement with (4.4).
A global picture of the competition between the slumping time and the time of
head formation is given in ﬁgure 12, displaying contours of the ratios tS/tH =1 and
10 in the (ρc/ρa; λ) parameter space. Each contour set is plotted for four values
of H ∗ =1, 2, 10 and 103. The parameter space can be essentially divided into three
regions: one on the upper-right side for which tS 	 tH , another on the lower-left
side corresponding to tS  tH and a transition region in between. As an example, let
us focus on λ=6 (and H ∗ =10). In the range 0.5 ρc/ρa , we observe that tS 	 tH .
According to our conjecture, the speed of propagation is not aﬀected. This is in
agreement with the results displayed in ﬁgure 9 (see also ﬁgure 5, diamond symbols).
For density ratio in the range 3× 10−2 ρc/ρa  0.5, tS and tH are of the same order
of magnitude. At even lower density ratio, tS  tH and the head of the current may
not have enough time to fully develop, so the dynamics of the current is aﬀected.
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Figure 12. (Colour online) Contours tS/tH =1 and tS/tH =10 in the parameter space (ρc/ρa;
λ), tS and tH being calculated via (4.9) and (4.13), respectively. The thick solid lines are for
H ∗ =10, while the thin dashed lines are for H ∗ =1, 2 and 103 (following the arrow). The
locations in the parameter space of the Navier–Stokes simulations are represented by the
symbols corresponding to various λ-dependences of the front speed: , no dependence; ,
signiﬁcant dependence; , possible dependence. Also plotted are the locations of large H ∗
experimental results (see table 3 for legend).
Note that results of ﬁgure 5 indicate that (uN )λ=6.25/(uN )λ→ ∞ departs from unity for
density ratio ρc/ρa O(10−1), in agreement with the above observation.
Repeating the analysis for λ=0.5, we observe that tS/tH ≈ 1 for a density ratio of
about 0.8 and tS/tH ≈ 10 at about ρc/ρa ≈ 7. Therefore, the λ inﬂuence on the speed of
propagation is expected for density ratio smaller than this value. This again is in reas-
onable agreement with results displayed ﬁgure 9 (and ﬁgure 5, see the square symbols).
In general, decreasing the lock aspect ratio λ from high to low values leads
to decreasing tS/tH , and the critical density ratio for which tS/tH =1 increases
accordingly. For instance, the critical density ratio is ρc/ρa ≈ 0.03, 0.4 and 0.8 for
λ=6.25, 1 and 0.5, respectively (in the case H ∗ =10). Note that as observed in ﬁgure
5 these values do not correspond to a sharp transition, because the range of ρc/ρa
for which both characteristic times are of the same order is relatively broad. In this
range of overlap, our analysis is not suﬃciently sharp for reliable prediction. All we
can say is that a decrease in speed may occur when λ decreases in this domain, but
Navier–Stokes simulations must be used for an accurate resolution. Overall, the use
of the simple characteristic times, tS and tH , allows us to qualitatively explain the
inﬂuence of λ on the speed of propagation of density currents of arbitrary density
ratio, and to quantitatively predict λcrit (below which the inﬂuence of λ is important).
4.5. Comparison with previous experimental observations
In the Boussinesq limit, the horizontal propagation of density currents has been
the subject of various experimental works over the last few decades (e.g. Huppert &
Simpson 1980; Rottman & Simpson 1983; Shin, Dalziel & Linden 2004; Marino et al.
2005). However, to our knowledge, none of these studies have focused attention to a
possible inﬂuence of the lock aspect ratio on the speed of propagation of the currents
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Experiments Reference H ∗ ρc/ρa λ
Huppert & Simpson (1980) ≈ 8 ≈ 1 ≈ 15 (run 14)
≈ 8 ≈ 1 ≈ 7 (run 15)
Marino et al. (2005) 4 ≈ 1 1 (run 15)
Martin & Moyce (1952) ∞ ≈ 103 0.25, 0.5, 1
Baines et al. (1985) 3 ≈ 10−3 13.3 (ﬁgure 3)
Gro¨belbauer et al. (1993) 1 [0.05; 21] [2.5; 10]
Table 3. (Colour online) Experimental data used in ﬁgure 12.
(note that in the cylindrical geometry, some previous investigations of Boussinesq
systems pointed out the connection between λ and entrainment, see Huq 1996). As a
consequence, the initial lock aspect ratio, when varied in the experiments, generally
lies in a narrow range, so it is diﬃcult to make a direct comparison with the results of
ﬁgure 5 (since there are usually no data for the front speed of a much larger λ current).
We rather plot in ﬁgure 12 the experimental results of Huppert & Simpson (1980)
and Marino et al. (2005) for Boussinesq currents, as well as those of Martin & Moyce
(1952), Baines et al. (1985) and Gro¨belbauer et al. (1993) for non-Boussinesq currents,
together with our Navier–Stokes simulations. Note that only large H ∗ experiments
are considered here (see table 3).
In the experiments of Huppert & Simpson (1980), the current speed was observed
to be independent of the parameter λ (all the experiments were done for λ 3). This
is in agreement with the present results for which uN/(uN )λ=18.75 is close to unity for
Boussinesq currents with λ> 1. In Rottman & Simpson (1983) (H ∗ 5 and 1 λ 6),
the front speeds vary in the range of 10%–15% from one run to another. Our
computations give velocity diﬀerences of 15% for 1 λ 6.25. In the experiments
by Marino et al. (2005) (1H ∗ 4 and 0.25 λ 1), the front speed measured from
the various runs varies in the range of 15%–20% (see e.g. ﬁgure 9 of their paper),
while present computations give velocity diﬀerences of 15% for 0.5 λ 1 (see ﬁgure
5). Figure 12 indicates that experiments of Marino et al. (2005) may be inﬂuenced
by the somewhat small values of the lock aspect ratio. We may thus conclude that,
for similar initial parameters, the velocity variations due to λ observed in the present
work are of the same order of magnitude as the variations in the experimental data.
These variations could be easily attributed to experimental measurement uncertainties
and various unavoidable deviations from ideal conditions (i.e. the gate lift delay and
leaks). This may explain why the inﬂuence of the lock aspect ratio has not been
highlighted in previous experimental studies of Boussinesq currents. Note that our
simulations employ free-slip condition at the boundaries, while the above-mentioned
experiments obviously correspond to no-slip condition.
Experiments of non-Boussinesq heavy currents have been less numerous. In
addition, most of them were restricted to a speciﬁc value of λ, generally larger
than two (Keller & Chyou 1991; Lowe et al. 2005). In the dam-break conﬁguration,
Martin & Moyce (1952) performed experiments of the collapse of water columns in air
(ρc/ρa =10
3) with lock aspect ratio varying in the range 0.25 λ 1. They reported
spreading velocities being identical to within 5%. This experimental observation is in
full agreement with the present results predicting velocity variations of less than 5%
for ρc/ρa  102 and λ 0.5. Note that while the results of Gro¨belbauer et al. (1993)
are included in ﬁgure 12, their experiments (for large H ∗) are not strictly equivalent
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to our conﬁguration (depicted in ﬁgure 1) since they only partially open the gate
separating the heavy ﬂuid from the light ﬂuid.
Baines et al. (1985) performed experiments with constant-volume releases of light
currents. They reported that the nature of the ﬂow was diﬀerent if λ/H ∗ was too small,
typically less than one. They observed that when the formation of the cavity (referring
to the round-shaped head of the light current, see e.g. ﬁgures 8 and 11) interfered with
the endwall, the cavity motion strongly depends on λ/H ∗. Extrapolating this result
to the present context (H ∗ =10), the inﬂuence of λ can be expected to be signiﬁcant
for λ 10. This is in reasonable agreement with results displayed in ﬁgure 12 for
which the inﬂuence of λ is visible for λO(10) at ρc/ρa =10−2. Also, in § 4.3 for
ρc/ρa =10
−2, the critical λ was estimated to be about 11.
Overall, it appears that the combination of (ρc/ρa, λ) values employed in most
of the experimental results falls in the regime where the lock aspect ratio has a
weak inﬂuence on the propagation of the currents. Nevertheless, we may conclude
that available experimental data are consistent with the present ﬁndings about the
inﬂuence of the lock aspect ratio on the speed of propagation of the currents. The
reported experiments were carried out with values of λ larger than λcrit , or just
slightly below. Consequently, the inﬂuence of λ was small, and may not be clearly
distinguished from variations arising from experimental uncertainty. We hope that
this study will increase awareness of the eﬀect, and thus improve the possibility of its
experimental conﬁrmation in the future.
4.6. Self-similar regime
We now consider the long-time behaviour of density currents for which transition
from slumping to self-similar regime is observable. Here, we will consider the self-
similar regime for a wide range of density ratios and we note that such information
for non-Boussinesq currents has not been available before. The temporal evolution
of the front velocity obtained from the simulations is compared in ﬁgure 13 with
the ﬁnite-diﬀerence solutions of the shallow-water equations (2.1)–(2.4) and the self-
similar solution of the shallow-water theory (2.7)–(2.9). Here, the velocity and time
are scaled by (1.2). Note that this scaling is consistent with that used in Ungarish
(2007) for the description of the self-similar regime.
Let us ﬁrst consider the ﬁnite-diﬀerence shallow-water results. In general, after a
phase of constant velocity (slumping regime), the front velocity eventually decreases.
Note that such decrease is not observed in the case of ρc/ρa ≈ 102 because the time
at which transition to self-similar phase occurs is larger than that attained in the
ﬁnite-diﬀerence computations. In the other cases, after the slumping phase, the front
velocity decreases at a rate in fair agreement with the self-similar solution. It can be
noted that for light currents, the approach to the self-similar regime is not as sharp as
that for Boussinesq and heavy currents, and the velocity displays a step-like oscillatory
behaviour. Indeed, the gravity current sustains internal waves, which appear in the
shallow-water equations as characteristics that propagate forward and backward after
the dam-break (Hogg 2006). These waves are reﬂected by the back wall (x =0) and
the front (x = xN ) of the current. When the ratio of the speed of the waves to that of
the current is large, these reﬂections contribute to rapid changes in front velocity and
become observable. Indeed, we can readily see from (4.5) that the internal wave speed
increases as ρc/ρa is decreased (through g
′
c). Consequently, oscillations are expected
to be more signiﬁcant for light currents, for which ρc/ρa is small. This is in agreement
with the results presented in ﬁgure 13. Additionally, the time of appearance of the
ﬁrst ‘step’ coincides with the characteristic time tS (indicated by arrows in ﬁgure 13);






























Figure 13. Temporal evolution of the front velocity at long times. Navier–Stokes simulations:
——, λ=18.75; ·······, λ=6.25; - - - - - -, λ=1; -.-.-.-.-, λ=0.5. Shallow-water theory: —×—,
ﬁnite-diﬀerence solution of (2.1)–(2.4); ——, self-similar solution (2.7)–(2.9). For comparison,
we indicate the value of tS/Tc by an arrow.
this is in line with the above viewpoint. Note also that this eﬀect has been reported
in the past for related problems (see e.g. Grundy & Rottman 1985).
Contrary to the ﬁnite-diﬀerence solutions of the shallow-water equations, an initial
acceleration phase is observed in the Navier–Stokes simulations. Indeed, the shallow-
water theory predicts that the slumping velocity uSW appears instantaneously upon
the release of the current. We note in passing that this leads to a slight but noticeable
temporal shift in the evolution of the density current in the shallow-water solutions as
compared with the Navier–Stokes simulations. After the initial acceleration, the front
velocity reaches a plateau and then decreases, following a roughly constant slope
(the plots are in log–log scale). In agreement with the ﬁnite-diﬀerence computations
of the shallow-water equations, a self-similar regime for the heavy currents is not
observed during simulation. For the other cases as well, the Navier–Stokes results
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are in reasonable agreement with the ﬁnite-diﬀerence solution of the shallow-water
equations.
In the self-similar regime, it can be observed that the decay of current speed with
time is consistent, but not in full quantitative agreement, with the shallow-water
results. We recall that the present Navier–Stokes simulations are two-dimensional.
As a consequence, the coherence of the rolled-up vortical structures at the interface
separating the ambient and the current is maintained for longer times than in
three-dimensional simulations. Vortex stretching, tilting and subsequent distortion
and breakup are absent in two-dimensional simulations. In the conﬁguration of
lock-exchange Boussinesq density currents, the coherence of vortical structures has
been observed to inﬂuence the rate of propagation of two- versus three-dimensional
currents in the self-similar regime (Cantero et al. 2007). Two-dimensional vortical
structures persist long enough to reach the nose of the current and/or to separate
the head from the body, so the propagation of the current is signiﬁcantly aﬀected. In
contrast, three-dimensional vortical structures are generally stretched, distorted and
broken up, so they seldom reach the front nor separate the head from the body.
Their inﬂuence on the front speed is marginal. Thus, in the self-similar regime, three-
dimensional results are in better agreement with the predictions of the shallow-water
and other analytical results, since such theoretical models do not include the inﬂuence
of interfacial roll-up of vortical structures. As a result, even though the shallow-water
model is two-dimensional by construction, it is in better agreement with the three-
dimensional simulations than with the two-dimensional simulations. This observation
for Boussinesq currents by Cantero et al. (2007) is likely to be valid for arbitrary
density ratio currents as well. Therefore, caution must be exercised in quantitative
comparison of the decay of front velocity in the self-similar regime with the present
two-dimensional results. Fully resolved three-dimensional simulations are required for
a more thorough comparison.
5. Summary and discussions
We carried out a numerical investigation of high-Reynolds-number constant-volume
non-Boussinesq density currents propagating over a horizontal ﬂat boundary in a deep
ambient. We considered ranges of parameters and times of propagation which were
not covered in previous experimental or numerical studies. The goal was to shed
light on the inﬂuence of the lock aspect ratio on the shape and dynamics of the
current during the acceleration, slumping and self-similar stages of spreading. For
this purpose, we performed two-dimensional Navier–Stokes computations for various
density ratios (ρc/ρa) and lock aspect ratios (λ). Asymptotic and time-dependent
solutions of the shallow-water one layer model equations were used for comparison
with the Navier–Stokes simulations.
In the accepted description, the high-Reynolds-number density current created by
lock release depends on (i) one free parameter in the Boussinesq case: the initial depth
ratio H ∗; and (ii) two parameters in the non-Boussinesq case: H ∗ and the density
ratio, ρc/ρa . Our results highlight the role of an additional parameter: the lock aspect
ratio (λ= x0/h0). This additional parameter actually plays a role in both Boussinesq
and non-Boussinesq cases. It was observed that the shape and speed of propagation
of density currents are inﬂuenced by the lock aspect ratio λ, if λ is below a critical
value λcrit . The critical value of λ depends primarily on the density ratio ρc/ρa and,
to a lesser extent, on the initial depth ratio H ∗. For instance, λcrit is of order 1 for
Boussinesq currents, its value decreases for heavy currents and increases signiﬁcantly
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for light currents. For ﬁxed ρc/ρa and H
∗, the critical range of λ was estimated with
the use of two characteristic times, namely the slumping time tS and the time of
head formation tH . Estimates of these times are derived with the help of the one-
layer shallow-water theory. Evidently, the slumping time tS , when scaled with (1.1),
increases with ρc/ρa and λ increasing. Conversely, the time of head formation tH (also
scaled with (1.1)) is independent of λ, but decreases with increasing ρc/ρa . The physical
explanation for such ρc/ρa-dependence of the time of head formation is rather simple:
the gravity current front height is smaller for higher density ratios and therefore forms
sooner.
On the basis of these observations, we conjecture that only for tS/tH 	 1, the
dynamics of the current is independent of λ. In this case, the head of the current has
time to fully develop and the classical slumping and/or self-similar regimes can be
observed. In contrast, for tS/tH < 1, the head of the current never fully develops and,
as a result, a constant-velocity slumping phase does not exist in the classical sense. In
this case, the initial phase of the current will be termed the λ-dependent regime. The
above picture was supported by the present Navier–Stokes results. In the speciﬁc case
of light currents, we developed a simple model predicting the dependence of the front
velocity on the lock aspect ratio for λ< λcrit . The speed of propagation was found to
evolve as λ1/4, in reasonable agreement with the Navier–Stokes results.
It should be noted that the current dynamics in the λ-dependent regime is diﬀerent
from that in the self-similar regime. First, in the classical self-similar regime, the head
of the current is fully developed and this is not the case in the λ-dependent regime.
Second, in general, in the self-similar regime the observed shape of the current is
elongated and thin, while in the λ-dependent regime the current is concentrated in
a small region, generally in the head. Third, as a consequence of the above points,
experimental and computational results of the current speed in the self-similar regime
are in good agreement with the shallow-water theory, while the present results in the
λ-dependent regime do not follow both the slumping and self-similar regime shallow-
water solutions. Therefore, the λ-dependent regime, where the current head is not fully
formed, appears to be distinct from the classical slumping and self-similar regimes.
It is possible that the λ-dependent regime may transition to the classical self-similar
regime at a later stage, but this could not be veriﬁed in the present simulations of
limited time extent.
The previous available experimental data are consistent with the new ﬁndings about
the inﬂuence of the lock aspect ratio on the speed of propagation of the currents. The
plausible reasons why such an inﬂuence has been overlooked in previous experimental
investigations are: (i) Most studies were performed for Boussinesq systems and lock
aspect ratio of about 1. In this case, the inﬂuence of λ on the speed of propagation is
small and falls within the range of experimental errors and uncertainties. In hindsight,
we can say that the researchers had very good ‘intuition’ concerning the choice of lock
geometry to make it both suﬃciently long (with respect to λcrit ) and suﬃciently short
(to avoid long tanks). (ii) There was no reliable theoretical guidance concerning this
possible eﬀect and the range of relevance. We hope that our paper will increase the
awareness to this eﬀect and provide guidance for a systematic detection, or avoidance
(if needed) of the λ inﬂuence, in future experiments, in particular concerning non-
Boussinesq systems.
We compared the long-time evolution of the front velocity obtained from the
Navier–Stokes simulations with the ﬁnite-diﬀerence and self-similar solutions of the
shallow-water equations. In general, reasonable agreement is observed. We observed
a temporal shift in the evolution of the density current in the shallow-water solutions
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as compared with the Navier–Stokes simulations. This was due to (i) the absence
of initial acceleration phase in the solutions of the shallow-water equations and (ii)
the virtual origin of the self-similar solution of the shallow-water equations. Here,
we wish to stress that caution must be exercised in interpreting the present two-
dimensional Navier–Stokes results, since they do not reproduce the three-dimensional
dynamics of the vortical structures generated at the interface between the ambient
and the currents. These structures, however, have been shown in the lock-exchange
Boussinesq conﬁguration to inﬂuence the speed of propagation of density currents in
the self-similar regime (Cantero et al. 2007).
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The present work reports some new aspects of non-axisymmetric gravity currents
obtained from laboratory experiments, fully resolved simulations and box models.
Following the earlier work of Zgheib et al. (Theor. Comput. Fluid Dyn., vol. 28,
2014, pp. 521–529) which demonstrated that gravity currents initiating from
non-axisymmetric cross-sectional geometries do not become axisymmetric, nor do they
retain their initial shape during the slumping and inertial phases of spreading, we show
that such non-axisymmetric currents eventually reach a self-similar regime during
which (i) the local front propagation scales as t1/2 as in circular releases and (ii) the
non-axisymmetric front has a self-similar shape that primarily depends on the aspect
ratio of the initial release. Complementary experiments of non-Boussinesq currents
and top-spreading currents suggest that this self-similar dynamics is independent
of the density ratio, vertical aspect ratio, wall friction and Reynolds number Re,
provided the last is large, i.e. Re > O(104). The local instantaneous front Froude
number obtained from the fully resolved simulations is compared to existing models
of Froude functions. The recently reported extended box model is capable of capturing
the dynamics of such non-axisymmetric flows. Here we use the extended box model
to propose a relation for the self-similar horizontal aspect ratio χ∞ of the propagating
front as a function of the initial horizontal aspect ratio χ0, namely χ∞= 1+ (lnχ0)/3.
The experimental and numerical results are in good agreement with the proposed
relation.
Key words: geophysical and geological flows, gravity currents
1. Introduction
Gravity or density currents are horizontal flows generated from a difference in
density between two fluids. They encompass a wide variety of environmental and
industrial flows that are often catastrophic in nature. Some of the many examples
include avalanches (Allen 1982), oil spills (Kubat, Holte & Matwin 1998), turbidity
† Email address for correspondence: thomas.bonometti@imft.fr
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currents (Lowe 1982), sand storms (Bagnold 1941) and pyroclastic eruptions (Francis
1993). The density difference can be a result of variations of temperature (a cold
breeze of air intruding into a hot ambient), salinity (fresh water from a river draining
into the salty dense ocean), or inhomogeneous distribution of particles in suspension
(a turbid mixture of fluid–particles advancing into a clear ambient). Depending
on the density ratio of the two fluids, gravity currents are categorized as heavy
bottom-flowing currents, when the intruding fluid is denser than its ambient, and
light top-flowing currents, when the intruding fluid is lighter than its surrounding
ambient. Furthermore, gravity currents can be simplified as Boussinesq (heavy or
light) currents when the density difference is much smaller than the current and the
ambient densities.
Gravity currents, when propagating horizontally into their ambient, usually undergo
four main stages (Huppert & Simpson 1980). Initially, when the current is released,
it accelerates from rest until it reaches a maximum velocity. During this highly
transitional phase, termed the acceleration phase, the current undergoes rapid change
in its velocity (zero to maximum) and the structure of the release also changes from
mostly vertical to horizontal. This phase is often overlooked for three main reasons:
(1) it is complex and transitional in nature, (2) it is relatively short-lived in duration,
and (3) it is presumed to have little effect on the long-term dynamics of the current.
Following the acceleration phase, the current reaches a steady-state phase, referred to
as the slumping phase. During this phase, a planar (circular) current advances with
a constant (nearly constant) velocity and height (Gladstone, Phillips & Sparks 1998).
At the end of the slumping phase, the current typically transitions to the inertial
self-similar phase, where the buoyancy driving force is balanced by the current’s
inertia. During this phase, the current starts to decelerate as a consequence of its
diminishing front height. Finally, as the current’s thickness continues to decrease,
viscous and/or capillary forces become dominant, and the current evolves into the
self-similar viscous/capillary phase.
Fixed-volume releases have been extensively investigated over the past several
decades (see e.g. Simpson 1982) generally through one of two canonical configurations,
namely planar (Britter & Simpson 1978; Rottman & Simpson 1983) or axisymmetric
(Didden & Maxworthy 1982; Huq 1996) geometry. In the planar release case, a
flat rectangular gate initially separates a rectangular reservoir of fluid from an
ambient of different, usually lower, density. Similarly, at the start of the axisymmetric
three-dimensional release, the release is confined inside a hollow circular cylinder
at the centre of a large tank containing the ambient fluid (Huppert 1982; Cantero,
Balachandar & Garcia 2007b), or in an expanding reservoir of relatively small angle
of expansion, typically 10◦–15◦ (Huppert & Simpson 1980).
By considering an idealized inviscid current and neglecting mixing at the interface,
Benjamin (1968) derived his well-known Froude-number expression uN = Fr√g′hN
relating the front velocity uN of a slumping steady-state gravity current to the front
height hN (g′ is the reduced gravity). He showed that the Froude number Fr is
solely dependent on the relative depth of the ‘head’ of the current with respect to
the ambient. His idealized energy balance analysis restricted the maximum attainable
front height in a confined geometry to half the total depth of the ambient fluid.
However, as Benjamin recognized, the turbulent nature of gravity currents coupled
with mixing along the interface of the current necessitates the use of semi-empirical
analysis to more accurately quantify the evolution of the front of such complex flows.
Huppert & Simpson (1980) later conducted a large number of planar and
axisymmetric fixed-volume experiments to examine the slumping phase of gravity
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currents. They varied several parameters, including the initial depth ratio (ratio of the
height of the current to that of the ambient), the vertical aspect ratio (initial ratio of
the height to the length or radius of the current), the initial volume of release and the
density ratio. They proposed that, during the slumping phase, a planar (respectively
axisymmetric) current’s evolution could be modelled as a series of two-dimensional
rectangles (respectively concentric circular disks) with negligible entrainment (this is
the basis for the box model analysis discussed later in the paper). The experiments
further confirmed that the slumping motion of the current is controlled by the head,
and the authors proposed a correlation for the Froude-number expression from their
experimental data. Their semi-empirical Froude-number expression, again, solely
depends on the fractional depth of the current (see e.g. (3.9)).
Studies of gravity currents beyond the classical planar or axisymmetric framework
have been rare to our knowledge, despite the fact that the majority of gravity currents
in real situations originate from an arbitrary, usually non-axisymmetric, configuration.
The underlying assumption is that the initial details of the release are soon forgotten
after the release.
Recently, Zgheib, Bonometti & Balacandar (2014) explored the slumping phase
(short-term) and inertial self-similar phase (longer-term) behaviours of non-axisy-
mmetric fixed-volume gravity currents. They demonstrated, through experiments and
simulations, that gravity currents initiating from non-axisymmetric cross-sectional
geometries do not become axisymmetric, nor do they retain their initial shape during
the slumping and inertial phases of the current. In particular, the local speed of
propagation of a material front, generated by the release of a patch of arbitrary shape,
can vary significantly, thus leading to local ‘fast fronts’ and ‘slow fronts’ during all
the observed phases of spreading. They explained the dynamics of non-circular gravity
currents by observing that, during the acceleration and early part of the slumping
phases, the initial release appears to partition itself into local volumes along the front.
The subsequent outward propagation of the front is dictated by these local volumes
(in particular the local height of the front) along the direction locally normal to the
front. Using this key observation, they developed a simple locally dependent box
model, referred to as the extended box model (EBM) that is based on a partitioning
of the initial release and local front velocity, and showed that the EBM could predict
with a reasonable degree of accuracy the dynamics of non-circular gravity currents,
both temporally and spatially.
The present paper aims at answering some remaining open questions regarding the
dynamics of non-circular gravity currents. The shape of the propagating front of a
planar or an axisymmetric current, by definition, remains self-similar. Furthermore, in
the different regimes of propagation, their speed follows self-similar power laws in
time. In the case of a non-axisymmetric initial release, the shape of the propagating
front substantially differs from the initial release and remains non-axisymmetric. Some
natural questions arise. Does the propagating front evolve towards a self-similar non-
axisymmetric shape? If so, what is the relation between this self-similar shape of
the spreading current and the shape of the initial release? The applicability of the
EBM is validated against two sets of direct numerical simulations and subsequently
the EBM is used to study the self-similar evolution of a wide range of initial releases
of different aspect ratio.
The non-axisymmetric self-similar shape of the propagating front requires that
the front velocity be self-similar as well. We also explore the local Froude-number
variation of the current along the circumference of the non-axisymmetric current and
compare the simulation results with those from existing front Froude-number relations.
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In addition, we use the results of the fully resolved direct numerical simulations
to (i) describe the local flow structure of non-axisymmetric gravity currents and
(ii) evaluate the validity of the assumptions used in the EBM.
In this work we also examine the robustness and the range of validity of the
observed dependence of non-axisymmetric spreading on the shape of the initial
release. Zgheib et al. (2014) reported the results for only Boussinesq saline currents
spreading along the bottom boundary. Here we consider non-Boussinesq currents,
lighter currents spreading on the top surface, and demonstrate that the dependence
of non-axisymmetric spreading on the shape of the initial release persists in all these
cases. Only in the case of low-Reynolds-number (Re ∼ O(100)) non-axisymmetric
releases do viscous effects dominate and the current is observed to evolve to a
circular shape.
This paper is arranged as follows. The experimental and numerical set-ups are
presented in § 2. The question of the self-similarity of the shape of non-axisymmetric
high-Re currents and the relevance of the models of front Froude function are
addressed in § 3. In § 4, we discuss the assumptions used in the EBM and use
the EBM to propose a scaling law for the prediction of the self-similar shape of
non-axisymmetric gravity currents. The effect of the initial vertical and horizontal
aspect ratios is examined in § 5. In §§ 6 and 7, we discuss the vortical structures
and present some qualitative and quantitative investigations of other types of currents,
respectively. Finally, concluding remarks of the present findings are given in § 8.
2. Experimental and numerical procedures
2.1. Experimental set-up
The experimental set-up is shown in figure 1. The experiments are carried out in
a glass square tank (120 cm × 120 cm × 40 cm) at the centre of which we place
a hollow cylinder of equivalent radius R0, filled up to a height h0 with a fluid of
different density than the ambient fluid of height H. Two different cross-sectional
shapes are considered, namely a circular section (CS) for verification and comparison
with previous results and a rounded rectangular section (RR), i.e. a rectangle where
the two shorter edges are replaced by semicircles. The initial horizontal aspect ratio
χ0 of the rounded rectangular cylinder, here defined as the ratio of the longest to the
shortest side, is χ0 = 3.8. Fluorescent dye is added to the fluid inside the cylinder.
Black light tubes mounted on two sides of the tank illuminate the fluorescent dye
inside a dark room, allowing the current to be solely visible.
Unless stated otherwise, the ambient fluid is tap water of density ρa= 1000 kg m−3
while the current consists of salty water of density ρc= 1100 kg m−3. The depth ratio
h0/H (ratio of lock height to that of the ambient) for all the experiments was held at
unity. The initial vertical aspect ratio λ = h0/R0 (height/radius) was varied between
0.25 and 7. The radius R0 for the non-axisymmetric cross-sections is calculated from
the surface area A via R0=√A/pi≈ 4.6 cm. The two geometries were chosen to have
roughly the same cross-sectional area, so that, for a fixed initial height, the volume of
release is constant whatever the initial cross-sectional shape. The tank and the cylinder
are simultaneously filled. When the desired vertical aspect ratio is reached, the water
in the tank is given sufficient time to reach a stagnant state. The hollow cylinder is
then raised rapidly via a pulley system connected to a weight.
The front location and the current’s height are measured using a mirror placed
beneath the tank, which allows for a plan bottom view of the front evolution (e.g.
figure 2), while the side view of the current provides information about the evolution
















FIGURE 1. (Colour online) Experimental set-up: 1 tank support, 2 pulley support,
3 hollow cylinder, 4 pulley weight, 5 tank, 6 mirror, 7 camera. The experiments
are carried out with two different cross-sectional geometries, namely a circular section
(CS) and a rounded rectangle (RR). Both geometries have roughly the same cross-sectional
area, leading to an equivalent radius R0 of 4.6 and 4.7 cm for the CS and RR geometry,
respectively, R0 being calculated from the surface area A as R0 = √A/pi. An inclined
mirror is placed underneath the tank, so that the current’s evolution is recorded from
both the side and below. The square tank dimensions are 120 cm × 120 cm × 40 cm,
corresponding to approximately 26R0 × 26R0 × 9R0. Gravity is pointing towards the z
direction.
of the current height (e.g. figure 5). The pixel resolution was approximately R0/82
(0.5 mm) and h0/44 (2 mm) for a λ = 2 release in the horizontal and vertical
directions, respectively. The front location is obtained from the plan view images
using the MATLABr Graphics in-built function Imreadr, where each pixel is
assigned a value in the intensity range [0, 255]. All values between 1 and 254
can be considered as different shades of grey (0 corresponding to the black colour).
The front is easily determined since there is a significant jump (within a few pixels)
in the intensity levels at the current–ambient interface. Note that the location of the
front was found to be insensitive to the chosen cut-off value. As can be seen from
the example in figure 2, the location of the front is well extracted.
The local front location is then computed as follows. The local radial location of
the front rN(θ t), along the azimuthal θ direction is first calculated by averaging along





FIGURE 2. (Colour online) Example of front location detection from experiments. A plan
view of the current (Exp 2 at t= 5.9) is shown in (a) along with the white star symbols
corresponding to the extracted front location. The close-up views in (b,c) show good
agreement between the extracted and the actual front location. (See supplementary movie
available at http://dx.doi.org/10.1017/jfm.2015.580.)




rN(θ, t) dθ, (2.1)
where the θ coordinate’s origin is taken along the x direction and rN(θ t) is the radial
distance at time t between the initial centre of mass of the current and a point at the
front of the current. We further use the symmetry of the flow, when applicable, by
taking the average value of rN(θ, t) along the symmetry directions. For instance, the
‘fast’ front position in figure 3 is computed as rF(t)=[rN(θ =0, t)+ rN(θ =pi, t)]/2 and
similarly for the ‘slow’ front position, i.e. rS(t)= [rN(θ =pi/2, t)+ rN(θ = 3pi/2, t)]/2.
For all the non-axisymmetric cases, we selected the fastest and slowest sections of the
front, all other directions hence having velocity magnitudes bounded between these
values.
2.2. Preliminary verifications
As a preliminary verification, we performed two sets of experiments, in order to check
that the outer vertical walls of the tank did not affect the dynamics of the non-circular
gravity currents. In the first set of experiments, we consider three rounded rectangular
releases under nominally identical conditions except that the initial orientation of the
RR cylinder relative to the tank walls is varied; in particular, the angle between the
initial longest side of the RR cylinder and the tank wall is 0◦, 45◦ and 90◦ in the
experiments denoted as Exp 2, 3 and 4 in table 1, respectively. The temporal evolution
of the slow and fast fronts is displayed in figure 3. The dynamics of the fronts is
observed to be similar in all cases. The slight difference between the three realizations











































































































































































































































































































































































































































































































































































































































































































































FIGURE 3. (Colour online) Time evolution of the front position of the ‘slow’ and ‘fast’
fronts of RR currents for various initial orientations of the rounded rectangular cylinder
relative to the tank walls. The angle between the initial longest side of the RR cylinder
and the tank wall is 0◦ (Exp 2), 45◦ (Exp 3) and 90◦ (Exp 4), respectively. The front
location is averaged over a small sector of width 2α = pi/36. Note that the tank walls
are located at a minimum distance of 13R0 from the centre of mass of the current, which
corresponds to rN − R0 = 6 here (recall that the front position is scaled by h0 and that
λ= h0/R0= 2 here). For comparison, the results obtained with Sim 1, for which the ‘outer
walls’ are at a minimum distance of 16R0, is also plotted.
is indicative of experimental measurement uncertainty, which is much smaller than the
observed difference between the fast and slow fronts.
The second set of experiments consists of placing two vertical panels, each at an
opposite end of the tank and having the same width and height as the tank, at a
distance of 10 cm (that is, roughly 2R0) from the tank walls normal to the x axis.
In that case, the size of the tank is shorter in one direction by approximately 4R0.
We repeated the previous experiments of rounded rectangular releases in this smaller
tank and compared the temporal evolution of the front position and velocity. It was
found that the dynamics of the current were not affected by the presence of the wall as
long as the current’s front was at a distance larger than 2R0 from the lateral walls (not
shown). The above tests allow us to conclude that the dynamics of the non-circular
gravity currents shown in the present experiments is not influenced by the presence,
shape or orientation of the walls of the tank. This point will be further strengthened
in § 7.5 by showing that the velocity of the ambient fluid beyond the front is much
smaller than that of the current.
As a final verification, we use simple estimates to show that both the slumping and
the inertial self-similar regimes of propagation are covered in the present experiments
and simulations. By matching the (nearly) constant velocity during the slumping
phase with the inertial phase scaling of a circular current, the transition time from









Hoult (1972) and Huppert & Simpson (1980) have proposed the values ξc = 1.3 and
ξc = 1.16, respectively. The constant Fc,sl ≈ 0.3 represents the mean front velocity
during the slumping phase. For our axisymmetric release (Exp 1 and Sim 2), the
transition time computed from (2.2) is tSI ≈ 4.2 (respectively 3.3), for ξc = 1.3
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(respectively 1.16). These values are well below the characteristic duration of the
experiments and simulations, which is approximately 14. As will be confirmed later,
the gravity currents presented here undergo the acceleration phase, the slumping phase
and eventually the inertial self-similar phase.
2.3. Numerical procedure
In this paper, all the variables are dimensionless, choosing h0 as length scale, U =√
g′h0 as velocity scale, h0/U as time scale and ρa as density scale (g′ is the reduced
gravity defined as g′ = g(ρc − ρa)/ρa). We define x(y) as the direction of the major
(minor) axis when applicable, and z as the direction parallel to gravity.
The physical configuration of the simulations is identical to the experimental
set-up. We solve the concentration equation along with the incompressible Navier–
Stokes equations. The system reads in dimensionless form
∇ · u= 0, (2.3)
Du
dt





+∇ · (ρu)= 1
Sc Re
∇2ρ, (2.5)
where u, p and ρ are the local velocity, total pressure and density in the flow,
respectively, and eg is a unit vector pointing in the direction of gravity. Two
dimensionless parameters have been introduced in (2.4) and (2.5), namely the
Reynolds number and the Schmidt number defined as
Re=Uh0/ν, Sc= ν/κ. (2.6a,b)
Here κ is the molecular diffusivity and ν is the kinematic viscosity of the fluid.
Equations (2.3)–(2.5) are solved inside a rectangular box of size 15 × 15 × 1 with
a spectral code (Cantero et al. 2007a,b). Note that the experimental tank size was
approximately 12 × 12 in the x–y plane for λ = 2. No-slip and free-slip boundary
conditions are imposed for the velocity at the bottom and top walls, respectively, while
periodic boundary conditions are imposed at the sidewalls. Zero normal gradient is
imposed for the density field at the bottom and top walls. Fourier expansions are
used along the two horizontal periodic directions, and a Chebyshev expansion with
Gauss–Lobatto quadrature points (Canuto et al. 1988) is used along the vertical
non-periodic direction. The reader is referred to Cortese & Balachandar (1995) and
Cantero et al. (2007b) for a detailed description of the numerical approach and for
results obtained with the same code in axisymmetric configurations, respectively.
In the present work, we simulate the collapse of a non-axisymmetric patch of
heavy fluid at Re= 8950 with a grid resolution of 880× 880× 179 corresponding to
approximately 140 million grid points. The numerical resolution was selected to have
between four and six decades of decay in the energy spectrum for all the variables,
and the time step was selected to produce a Courant number smaller than 0.5. In the
simulations, the Schmidt number is set to unity. Note that this value is smaller than
that of a saline gravity current, for which Sc ≈ 700, but it has been shown that the
dynamics of gravity currents is independent of the Schmidt number as long as the
Reynolds number is large, which is the case here (Bonometti & Balachandar 2008).




























FIGURE 4. (Colour online) Evolution of the front contours for (a) a circular (Exp 1) and
(b) a rounded rectangular release (Exp 2). Panel (c) is similar to panel (b) using the self-
similar variables η = xt−1/2 and ζ = yt−1/2, respectively. Note that here the variables are
dimensionless, so that in dimensional form the self-similar variables would become η =
(g′h30)
−1/4x˜t˜−1/2 and ζ = (g′h30)−1/4y˜t˜−1/2, respectively (where the tilde denotes a dimensional
variable). The contours are plotted from t0 = 2.1 (red curve) to tf = 13.8 (blue curve) in
steps of 1t = 1.3. Plotted in green is the curve corresponding to a time of t = 8.6 for
which the shape becomes roughly self-similar. It is noteworthy that, at the time tf , the
currents have crossed a minimum distance of seven or eight initial equivalent radii, while
the tank walls are located at x = y ≈ ±6 (axes are scaled by the initial height of the
ambient H). In panels (a,b), the dashed line represents the initial location of the hollow
cylinder.
3. High-Reynolds-number Boussinesq density currents
In this section, we present results from experiments and fully resolved simulations
of density currents of non-axisymmetric initial shape, the parameters of which are
summarized in table 1. In particular, a detailed description of the local flow structure
in this type of flow as compared to a circular release is given.
3.1. Self-similarity of the front shape in non-axisymmetric releases
The temporal evolution of the spreading of gravity currents with two different initial
cross-sectional shapes is presented in figure 4(a,b). The figure shows a plan view
of a composite image of the front evolution for each experiment at various instants
in time. The circular release is shown for comparison in panel (a). While the case
of the circular release shows small undulations at the front due to the lobe and
cleft instability (Simpson 1972; Härtel, Fredrik & Mattias 2000), the current retains
its overall symmetry as it propagates outwards. Conversely, for the RR current, as
shown in Zgheib et al. (2014), the long-time circumferential shape is approximately
an ellipse, but with switched major and minor axes as compared to the initial shape.
Lobes and clefts are observed at the front even in this non-axisymmetric release.
Note that the characteristic sizes of these lobes and clefts are an order of magnitude
smaller than the length scale of the larger-scale flow pattern.
It is noteworthy that the phrase ‘switching of the major and minor axes’ is one
that has been consistently used to describe the evolution of elliptic free jets (Quinn
1989; Gutmark & Grinstein 1999). As an elliptic jet propagates downstream, its shear
layer along the minor axis plane grows at a faster rate compared to the shear layer
along the major axis plane. This unequal growth rate results in a crossover point at a
downstream location from the nozzle, where the jet temporarily attains a circular-like
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cross-section before its major and minor axes switch. Throughout this study, we will
employ ‘switching of axes’ for the RR case to denote that, owing to a relatively faster
propagation of the front along the minor axis (y axis) compared to a relatively slower
spreading along its major axis (x axis) as shown in figure 4, the major and minor axes
will eventually switch, making the initial minor axis of the RR geometry the major
axis of the current at later stages of spreading.
In the case of planar and axisymmetric releases, it has been shown that, provided
the Reynolds number is large enough, the current enters a self-similar inertial regime
in which the evolution of the front position scales as t2/3 and t1/2, respectively (Hoult
1972; Huppert & Simpson 1980; Ungarish 2009). The corresponding front velocities
in the inertial regime scale as t−1/3 and t−1/2 for the planar and the axisymmetric
currents, respectively. Regarding non-axisymmetric releases, Zgheib et al. (2014)
plotted in their figure 4(b) the time evolution of the velocity of the fast and slow
fronts of an initially rounded rectangular release and observed that, at the later times,
it roughly follows t−1/2. Here we verify that the self-similar behaviour is valid for
the entire propagating front. Self-similar evolution of an axisymmetric current can be
expressed as (provided the front remains convex in shape)
rN(θ, t)= RN(t)f (θ), (3.1)
where f (θ) is the self-similar shape of the front. It follows that the self-similar front
velocity reads
uN(θ, t)= dRNdt f (θ)=UN(t)f (θ), (3.2)
and, provided a constant Froude number applies (as will be the case for a current
spreading in a deep ambient), the self-similar front height around the circumference
of the current can be expressed as
hN(θ, t)=HN(t)f (θ). (3.3)
The function f (θ) is unknown a priori, but we shall propose in § 4.3 a simple
empirical expression for this function, which is able to describe reasonably well the
azimuthal variation of rN , uN and hN in the self-similar regime. Furthermore, in the
inertial and viscous self-similar regimes, the front velocity has been shown to follow
a power-law behaviour of the form (Fay 1969; Fannelop & Waldman 1971; Hoult
1972; Huppert & Simpson 1980; Rottman & Simpson 1983; Cantero et al. 2007a)
UN(t)∝ tα, (3.4)
where the power-law exponent takes the value −1/2 in the inertial regime of
axisymmetric spreading and −4/5 or −7/8 in the viscous regime (Cantero et al.
2007a). The corresponding power-law evolutions of the mean radius and height are
given by
RN(t)∝ t1+α and HN(t)∝ t2α. (3.5a,b)
It is noteworthy that the power law HN(t)∝ t2α is derived using the constant Huppert
& Simpson (1980) Froude-number relation Fr=UN/√HN = 1.19, which is valid only
in the inertial regime. Therefore it follows that the power law for HN is also valid
only in the inertial regime. Based on an estimate of inertial-to-viscous transition time
(Cantero et al. 2007a) we expect the dominant spreading of the rounded rectangle
shown in figure 4(b) to be in the inertial regime. To test whether the non-axisymmetric
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spreading of the RR release is indeed self-similar and predominantly in the inertial
regime, we replot in figure 4(c) the contours of the front in the scaled coordinates
η = xt−1/2 and ζ = yt−1/2. It can be observed that the rounded rectangle reaches a
self-similar shape resembling an ellipse, with its major and minor axes different from
those of the initial release.
In § 2.1, we defined the initial aspect ratio χ0 of the release as the ratio of the
longest side to the shortest side of the initial cross-section. Similarly, we define the
self-similar aspect ratio χ∞ as the ratio of the longest to the shortest sides. In the
present case of the rounded rectangular release displayed in figure 4(c), we have χ0=
3.8 and χ∞ ≈ 1.39, respectively. Note that in figure 4(c) we have varied the value
α in the range −2/3 6 α 6 −1/2 and verified that the value α = −1/2 gives the
best collapse in terms of self-similar shape. This was also confirmed by a best fit
for the slope in the log–log plots of time versus local fast and slow front positions.
This analysis was done both for the experimental data and for the simulation results
to be discussed below. Overall, figure 4 confirms that the initially non-circular gravity
current eventually reaches a self-similar shape (in the inertial regime), which is non-
axisymmetric. We shall see later that the present finding is supported by both direct
numerical simulations and results from the EBM.
3.2. Local front Froude number of non-axisymmetric gravity current
Table 1 presents the velocity and height ratios for various releases. The local fast and
slow front velocities uF and uS are computed from rF(t) and rS(t) by differentiating
in time. The maximum velocity ratio between the fastest front and the slowest front
for the RR case is in the range 2.2–2.6 for a vertical aspect ratio of 2. This indicates
that the local instantaneous fast front can be up to 2–3 times faster than the slowest
portion of the front. This strong variation of local front velocity is confirmed by the
measured mean velocity ratio, which is approximately 1.9–2 for the RR current (λ=2).







where, as indicated in table 1, tmax = 22, 12.6 and 6.5 for λ = 1.4, 2 and 4,
respectively.
In figure 5(a) we present a side view of the evolution of the current for the RR
and CS cases. For the circular release, the height is observed to be roughly uniform
at all stages of propagation. The RR current shows clear variations in the current’s
thickness, in particular between the central region (corresponding to a spreading along
the minor y axis) and the edges (corresponding to a spreading along the major x
axis). For instance, at t > 2.6, the current is already thicker at the midplane than
at the edges (note that the height is almost uniform for the CS current at the same
dimensionless time). At t = 5.2, the height at the midplane is 3–4 times larger than
at the edge. The height contrast along the front circumference decreases with time, as
the absolute height is decreasing. The height ratio, however, is still larger than unity
(approximately 2) at time t=13 as the current has crossed a distance of approximately
10R0. Moreover, as can be seen from the x–y plan-view images (see figure 2), the
maximum height of the current is located close to the front, in the ‘head’ of the
gravity current. Note that this is in line with the recent laser-induced fluorescence
measurements of Sahuri et al. (2015) (see figure 4 in their paper). Therefore, it is














FIGURE 5. (Colour online) Side views of the (a) rounded rectangular and (b) circular
gravity currents: (a) Exp 2 initial shape; (b) Exp 1 initial shape. Contrary to the RR
release, the current’s thickness is roughly uniform for the circular release during spreading.
reasonable to consider that the observed thickness in figure 5 (especially along the
minor axis) corresponds to the front height of the current as opposed to that of the
interior body of the current, which is significantly smaller, and hence hidden in the
snapshots of figure 5. The same RR configuration was simulated, and in figure 6(a)
we present the current’s height evolution via isosurfaces of density. In figure 6(b), we
display the corresponding contours of the current height. Similar to the experimental
findings, the heavy fluid is observed to aggregate along its periphery, with a clear
distinction in thickness of approximately a factor of two between the minor and major
axes. It is in fact this height inhomogeneity that leads to local velocity variations.
The present simulation results enable us to compare the value of the local Froude
number along the front and specifically at the slow and fast sections of the fronts. One
may assess the relevance of the various Froude functions reported in the literature with
respect to the propagation of non-circular gravity currents. The simulations give access
to local instantaneous front height hN and velocity uN information, and hence allow
us to compute the Froude number as Fr= uN/√hN . In order to evaluate the height hN






























FIGURE 6. (Colour online) Height of the RR gravity current (Sim 1). (a) Isosurfaces
ρ = 10−2. (b) Distribution of the height along the horizontal plane. Note that the local
height strongly varies along the circumference of the current, being maximum along the
y direction.
This local current height is then averaged over a wedge of 5◦ aligned along the x
(slow front) and y (fast front) axes, the averaging being performed over a distance
extending between the front of the current and the location of the maximum height
in the head.
The instantaneous local Froude number Fr= uN/√hN of the slow and fast sections
of the front of an initially rounded rectangular release is plotted in figure 7. The fast
front Fr fluctuates in the range 0.9–1.1 for 26 t6 10 and decreases to approximately
0.7 at later times (in the self-similar inertial regime). On the contrary, the slow front
Fr is significantly lower at early times (in the range 0.6–0.8 for 26 t6 10) but seems
to catch up with the fast front at later times, i.e. Fr≈ 0.7 for t> 10. The larger value
of the fast front Fr as compared to that of the slow front during the early stage of
spreading suggests that the increase in front velocity due to mass redistribution inside
the current is larger than the increase of height. Conversely, at late times (here t> 10)
the evolutions of the front velocity and height are similar for both the fast and slow
fronts, as the values of the local Froude number are roughly similar. This is in line
with the fact that the current has entered the self-similar inertial phase.
Numerical simulations can also be used to evaluate the other models of Froude
functions. These models generally depend on the ratio a = hN/H of the nose height
of the current to that of the ambient. We consider in the following three models of
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FIGURE 7. (Colour online) Time evolution of the local Froude number at (a) the fast
front and (b) the slow front: Fr = uN/√hN , Sim 1 (——); FrHS(a) = min(a−1/3, 1.19)
(- · - · -); FrB(a)=√a(1− a)(2− a)/(1+ a) (- - - -); FrBM(a)=√2a(1− a) (– – –). Here,
a is defined as a= hN/H.




(1+ a) , (3.8)
which is valid for a6 1/2, Huppert & Simpson’s (1980) relation
FrHS(a)=min(0.5a−1/3, 1.19) (3.9)
and Borden & Meiburg’s (2013) circulation-based model, which reads
FrBM(a)=√2a(1− a). (3.10)
The Benjamin and BM models give almost identical results and consistently
underpredict the local Froude number by approximately 50 %. Alternatively, the HS
correlation is in reasonable agreement with the simulated fast front Froude number,
but overestimates the slow front Froude number by approximately 30 % for the whole
duration of spreading. It should be noted that good agreement cannot be expected
for this comparison as the above Froude models were derived for quasi-steady
two-dimensional currents, which is not the case for the present set of experiments
and simulations. In addition, the models assume a hydrostatic flow (i.e. a gravity
current that is long and thin), which is not necessarily the case for early times in the
present experiments and simulations.
4. Extended box model simulations
Zgheib et al. (2014) proposed an extension of the box model initially developed by
Huppert & Simpson (1980), capable of capturing the dynamics of non-axisymmetric
gravity currents. Here we use this EBM to investigate the long-time inertial
self-similar dynamics of non-axisymmetric currents.
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FIGURE 8. (Colour online) (a) Notation used for the two-dimensional EBM:
{xN(s, t), yN(s, t)} denote the local position, hN(s, t) the height, uN(s, t) the outward
normal velocity of the front and σ(s, t) the area per arclength. The independent
variables s and t denote the curvilinear coordinate along the front and time, respectively.
(b) Example of initial partitioning of the initial elliptical body of a non-axisymmetric
gravity current.
4.1. Equations and assumptions
The classical box model generally used for predicting the evolution of gravity currents
(Huppert & Simpson 1980; Dade & Huppert 1995) has been shown to reproduce
admirably the dynamics of axisymmetric and planar releases (see e.g. Ungarish &
Zemach 2005). In the case of finite releases, the box model assumes the fluids to
be immiscible, with negligible entrainment with the ambient, so that the mass and
volume of the current are conserved throughout the duration of spreading. Additionally,
the height is taken to be uniform along the body of the current and the current is
advanced outwards normal to the front with a velocity proportional to the square root
of the height. According to this model, the height intrinsically remains uniform along
the circumference of the patch, so the speed of propagation is uniform along the
current’s front during all phases of spreading. Therefore, using the classical box model,
an initially non-axisymmetric current inevitably becomes axisymmetric.
The EBM proposed by Zgheib et al. (2014) is based on the partitioning of the
initial release using inward rays normal to the front. An example of such partitioning
is given in figure 8(b). Here, each segment of the front is now associated with a
sub-volume of initial release. Once the various sub-volumes are obtained, the same
procedure as in the classical box model is applied locally for each sub-volume, where
the front is advanced outwards normal to itself. More particularly in the EBM, the
current is defined by the front position {xN(s, t), yN(s, t)}, the height hN(s, t) and
the outward normal front velocity uN(s, t), where s is the distance measured along
the circumference of the front. An additional variable, namely the area per arclength
σ(s, t), is also used in the model (figure 8a). An integration of σ(s, t) over the entire
arclength of the advancing front yields the total area covered by the planform of the
advancing current. The EBM can be summarized by the following set of coupled
equations (Zgheib et al. 2014):
uN = Fr
√

















where Fr is the Froude number, which is here calculated from the Huppert & Simpson
(1980) empirical relation. Note that any other model of Froude-number function could
be used without loss of generality, provided this function is applicable for the whole
range of height ratio of nose to ambient, hN/H, considered here. All variables are
dimensionless. Equations (4.1)–(4.3) refer to the Froude front condition, kinematic
relations and mass conservation, respectively. In (4.2a), the current is restricted to
normal outward spreading with velocity uN . It will be shown below that this is a good
approximation despite the non-uniform height distribution along the front, which might
induce a tangential velocity component. The increase in the current’s surface area is
captured in (4.2b). This step is non-existent in the classical box model, as the area
increase can be directly inferred from the radius of the current.
Analytical solutions of (4.1)–(4.3) are not feasible in the case of arbitrary initial
patches. However, the system may be solved numerically. Details of the numerical
procedure used for solving (4.1)–(4.3) and verification of spatial and temporal
convergence are given in appendix A.
4.2. Examination of the extended box model
The EBM involves various approximations that can be summarized as follows.
(H1) The volume of initial release is partitioned with the help of inward-propagating
(normal to the front) geometric rays, and accordingly different sub-volumes are
assigned to the different portions of the front. (H2) As the current propagates, the
height of the current is not taken to be constant over the entire release. It varies
along the front depending on the local speed of propagation. (H3) The velocity
of propagation is taken to be normal to the front. Since there is variation in the
height of the current along the front, it can be expected that there is some cross-flow
(tangential velocity) induced by this variation in the current height. However, since
the pressure gradient normal to the front is expected to greatly exceed the tangential
gradient at the front, the current velocity is likely to be predominantly normal to the
front. (H4) Finally, we assume that, even in the present case of non-axisymmetric
propagation, the Huppert–Simpson front relation can be used to express the front
velocity in terms of local front height. Here we examine these assumptions relative
to the results of fully resolved simulations.
Let us first examine the direction of fluid velocity at the front of the current. To
focus on the velocity of the outward-propagating current and eliminate the contribution















Recall that ρ= 1 in the current and ρ= 0 in the ambient. From (4.4), one can extract
the velocity along the front and compute the normal-to-the-front and tangential
components of the front velocity un and uθ as plotted in figure 9. The simulation
results indicate that the normal velocity is an order of magnitude larger than the






















FIGURE 9. (Colour online) (a,b) Azimuthal evolution of the normal-to-the-front un and
tangential component uθ of the front velocity of a rounded rectangular gravity current at
two different time instants (Sim 1). Also plotted is the velocity obtained via the Huppert
& Simpson (1980) Froude function (see (3.9)) using the mean height (dash-dotted red line)
and the maximum height (solid black line) in the head of the current extracted from the
fully resolved simulation. (c,d) Height distribution in the RR current before and after the
switch of axes at t= 1.5 and t= 7, respectively. The streamlines of the vertically averaged
velocity field in the current are also plotted in the upper right corner.
tangential component of velocity over the entire front of the current. Furthermore,
the faster propagation of the current along the y axis (θ = pi/2) is clear. Integrating
over the entire front, we find the average normal-to-the-front and tangential front
velocities to be approximately 0.37 (0.19) and 0.03 (0.03) at t= 1.5 (7), respectively.
Interestingly, the tangential velocity is mostly positive at t = 1.5 (when the height
is nearly uniform), indicating a slight cross-flow towards the fast front and initial
accumulation of excess material at the fast front. Alternatively, uθ is mostly negative
at t = 7 (when the height is much larger at the fast front), in line with the
expectation that there may be some cross-flow induced by the hydrostatic pressure
gradient stemming from the variation in the current height. Overall, this corroborates
approximation H3. Secondly, approximation H2 can be readily verified thanks to
figures 5(a) and 6(b), which show that the height of the current is not homogeneous
along the front during spreading.
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We also present in figure 9 the normal-to-the-front velocity estimated by Huppert &
Simpson’s (1980) front Froude-number relation using both the head of the current’s
mean height and the maximum height taken from the simulation. At the early time
t = 1.5, reasonable agreement is observed between the simulation results and the
prediction. However at t = 7, the HS prediction is significantly larger by 45 % than
the simulation results. It is noteworthy that, even though the simulated front velocity
in the present case is consistently lower than the HS prediction, the EBM with the
HS front velocity is capable of predicting the front motion reasonably well (Zgheib
et al. 2014). This is not a contradiction: in the box model, the height of the current is
underpredicted since the current is taken to be of uniform height. This underprediction
of the front height somewhat compensates the presently observed overestimation of
the front velocity given by the Huppert and Simpson Froude-number relation.
Two snapshots of the height distribution of the rounded rectangular release are
presented in figure 9(b) together with streamlines (evaluated from the vertically
averaged velocity defined in (4.4)). At early times, the streamlines resemble the
inward-propagating geometric rays (which are normal to the front) shown in
figure 8(b). At later times, the streamlines remain preferentially normal to the front.
This is consistent with the earlier observation that the velocity of the current is
dominantly oriented along the normal direction. This also provides some support for
approximation H1 that the initial partitioning of the release volume is dictated by the
inward-propagating geometric rays normal to the front.
4.3. A scaling law for the final shape of non-circular gravity currents
Scaling laws for flows such as turbulent jets, plumes and gravity currents under
complex conditions such as cross-flow ambient are important for evaluating particular
flow configurations (List 1982). In this section we use the EBM to analyse the
characteristic self-similar development of a non-axisymmetric gravity current. As
shown earlier by experiments, an initially non-circular gravity current eventually
reaches an inertial self-similar shape that is non-axisymmetric. Figure 10(a) presents
the evolution of the front obtained from an EBM calculation for an initially elliptical
release. Here, the initial length of the major and minor axes of the ellipse are 0.90
and 0.24, respectively. These dimensions correspond to an initial horizontal aspect
ratio of χ0 ≈ 3.8 and a vertical aspect ratio of λ ≈ 2. We show 11 contours of the
front in the (η = xt−1/2, ζ = yt−1/2) plane from an initial non-dimensional time of
t = 100 to a final time of t = 200 with a time increment of 1t = 10. Clearly, the
current has reached a near self-similar shape.
We performed a series of calculations with the EBM where the initial horizontal
aspect ratio χ0 of the non-axisymmetric gravity current was varied in the range 16
χ0 6 20. For each χ0 case, the self-similar aspect ratio χ∞ was measured. To be
specific, we take the value of χ∞ at a sufficiently large time, here t = 200, so the
self-similar regime was reached. EBM calculations were performed for two initial non-
circular shapes, namely elliptical and rounded rectangular shapes. The EBM results are
summarized in figure 10(b). For comparison, we also plotted the results obtained by
the experiments and simulations of table 1. All the data roughly follow a similar trend,
which can be modelled by the following simple empirical relation:
χ∞ = 1+ 13 ln χ0. (4.5)
In the case of a circular release, it can be shown that the temporal evolutions of
the front height hN , radius rN and normal-to-the-front velocity uN in the inertial self-
similar regime scale as t2α, t−α and tα with α=−1/2 (see e.g. Ungarish 2009, p. 122).











FIGURE 10. (a) Evolution of the front contour of an initially elliptical release of
horizontal initial aspect ratio χ0 = 3.8 in the (η = xt−1/2, ζ = yt−1/2) plane obtained
from an EBM simulation. Here, the contours are plotted from t0 = 100 to tf = 200 in
steps of 1t = 10. (b) Self-similar horizontal aspect ratio χ∞ of the front contour of
non-axisymmetric gravity currents as a function of the horizontal initial aspect ratio χ0:
s, r, t, experiments 2, 3, 4, respectively; ∗, E, #, +, fully resolved simulations 1, 2,
3, 4 respectively;@, ♦, EBM simulations with releases of initially elliptical and rounded
rectangular shape, respectively; ——, correlation χ∞ = 1+ (ln χ0)/3.
Figure 11 displays the azimuthal variation of the front height, radius and normal-to-
the-front velocity using the aforementioned scaling from Sim 1 (χ0= 3.8) and Sim 3
(χ0 = 8). Here θ is the angle measured anticlockwise from the x axis. We observe
that the normalized rN , uN and hN for both simulations reach a self-similar profile
that resembles a sinusoidal curve. This suggests that the function f (θ) introduced in
(3.1)–(3.3) may be written as f (θ)= 1+ g(θ), with g(θ) being a sinusoidal function
to be determined. For Sim 1 (χ0 = 3.8), we plot the azimuthal dependence of radius,
speed and height from t= 3.15 (red curve) to t= 17.15 (blue curve) with a constant
time increment of 1t= 1.75. The green curve at t= 8.4 represents the time at which
these quantities become roughly self-similar. Similarly for Sim 3 (χ0 = 8), we plot
the azimuthal evolution from t= 4 (red curve) to t= 22 (blue curve) with a constant
time increment of 1t= 2. The green curve at t= 16 represents the time beyond which
these quantities become roughly self-similar. Beyond the self-similar phase, the height,
speed and radius are observed to attain a minimum value at θ = 0, pi and 2pi, and
a maximum value at θ = pi/2 and 3pi/2. This self-similar shape is indicative of an
elliptical like shape whose minor axis coincides with the θ =0 line, which corresponds
to the x axis in the x–y plane.
Subtracting the mean value from each curve, the scaled radius (rN t
−1/2
f ), front speed
(uN t
1/2
f ) and front height (hN tf ) may be approximately described by a single sinusoidal
function of the form
g(θ)=−A cos(2θ + θ0), (4.6)
where A and θ0 represent the amplitude and phase angle, respectively. The phase
angle θ0 is the angle the x axis makes with the major axis of the rounded rectangle
and, in the present case, θ0 = 0. The amplitude A is obtained from the average root
mean square (r.m.s.) value of the three curves (radius, speed and height) as A≈ 0.22
for Sim 1 and A ≈ 0.32 for Sim 3, for which χ0 = 3.8 and 8, respectively. Since
A is obviously 0 for χ0 = 1, the present results indicate that A increases as χ0 is
increased, i.e. the larger the non-axisymmetry of the initial release, the higher the
contrast of the front height and speed along the front contour. This is in line with
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FIGURE 11. (Colour online) Evolution for χ0 = 3.8 (Sim 1) of the front contours (a,d),
front speed (b,e) and mean front height (c,f ). The contours are plotted from t0 = 3.15
(red curve) to tf = 17.15 (blue curve) in steps of 1t= 1.75. Plotted in green is the curve
corresponding the time t = 8.4 for which these quantities become roughly self-similar.
Evolution for χ0= 8 (Sim 3) of the front contours (g,j), front speed (h,k) and mean front
height (i,l). The contours are plotted from t0 = 4 (red curve) to tf = 22 (blue curve) in
steps of 1t = 2. Plotted in green is the curve corresponding the time t = 16 for which
these quantities become roughly self-similar.
(4.5), which predicts a larger self-similar aspect ratio for larger initial horizontal
aspect ratios. In fact, we found that the amplitude A of g(θ) can be nicely described
by the empirical relation A≈ (ln χ0)/6, at least for the three values of χ0 used in the
simulations (namely χ0 = 1, 3.8 and 8). As for the EBM data, an empirical relation
of the form A≈ (2/9) ln χ0 provides a better fit in the range χ0 = [1, 20]. Note that,
in computing A from the EBM, the values from the height were discarded since
the height is consistently underpredicted (recall that the height of the current in the
EBM is averaged over the entire sector, which is not the case in reality, as seen in
figures 2 and 6).
In figure 12, we plot the azimuthal evolution at the end of each simulation for the
scaled front location (rN t
−1/2
f ), speed (uN t
1/2
f ) and height (hN tf ), for which the mean
value of each curve has been subtracted. We plot the results from Sim 1 and Sim 3
and observe good agreement between the three curves and the sinusoidal function
g(θ) defined in (4.6). It follows that, with the knowledge of the self-similar shape
of the front, one could roughly predict the front height (or front speed) of the current
provided the front height (or front speed) is known at some azimuthal orientation.







0 2 4 6 0 2 4 6
(a) (b)
FIGURE 12. (Colour online) Azimuthal evolution at the final time of the scaled front
location (red solid), speed (green dashed) and height (blue dash-dotted) from (a) Sim 1
(χ0 = 3.8) and (b) Sim 3 (χ0 = 8). The thick solid black line corresponds to f (θ) from
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FIGURE 13. (Colour online) Time evolution of the fast front (solid symbols) and slow
front (open symbols) of a RR release of initial vertical aspect ratio:D,t, λ= 2, Exp 2;
and@, , λ= 4, Exp 5.
5. Effect of the initial vertical and horizontal aspect ratios
The dependence on the vertical aspect ratio is examined experimentally by doubling
the vertical aspect ratio while maintaining the same density ratio. We present in
figure 13 the same configuration for two initial vertical aspect ratios λ = 2 and 4.
The fast and slow fronts are again observed to change the orientation of the initial
major and minor axes of the release. Other experiments with smaller vertical aspect
ratios of 0.25 and 0.5 were also conducted, and the same preferential direction of
spreading and switching of major and minor axes was always observed. We may
conclude that the switching of the initial major and minor axes is not sensitive to the
vertical aspect ratio, at least in the range 0.256 λ6 4.
We use results from Sim 1 (χ0 = 3.8) and Sim 3 (χ0 = 8) of the RR geometry to
investigate the effect of the horizontal aspect ratio χ0 on the front dynamics. Note that
the initial shape of the RR in Sim 3 has the same height and width as that of Sim 1,
but its length is 2.1 times larger. In figure 14(a), we plot the time evolution of the
front position (rN − R0) along the fast (y axis) and slow (x axis) fronts from Sim 1
and Sim 3. The corresponding front velocity uN is shown in figure 14(b).
Along the x axis, the distance travelled by the slow-moving front (open symbols
in figure 14(a)), and consequently the corresponding front velocity (open symbols
in figure 14(b)), for both simulations are found to agree well with one another for
the entire duration of spreading, including the acceleration phase (0< t. 1) and the
deceleration phase (t> 1). This near-perfect agreement implies that the front dynamics
along the x axis is unaffected by the increase in the length of the RR from Sim 1 to
Sim 3, as none of this additional fluid contributes to the front dynamics along the
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FIGURE 14. (Colour online) (a) Temporal evolution of the fast (filled symbols) and
slow (open symbols) fronts from Sim 1 (circles) and Sim 3 (squares). The solid
blue, dash-dotted red and dashed green lines are obtained from (b) by integrating the
corresponding front velocity curves. (b) Fast front (filled symbols) and slow front (open
symbols) velocities from Sim 1 (circles) and Sim 3 (squares). The solid blue, dash-dotted
red and dashed green lines represent the constant-velocity slumping, fast decay ∼t−1 and
axisymmetric inertial-like decay ∼t−1/2 phases, respectively.
x axis. Furthermore, the present agreement allows us to conjecture that the current,
along the x axis, behaves like that pertaining to a circular release of the same initial
non-dimensional height (h0= 1) as that of the RR, but with an initial radius equivalent
to half the width of the RR, i.e. R0 = 0.24 (for Sim 1 and 3, R0 = 0.48). To test this
hypothesis, we calculate the front speed of a circular release (of initial height and
radius h0= 1 and R0= 0.24, respectively) from established theoretical predictions. The
asymptotic behaviour of the front velocity of an axisymmetric current in the inertial
phase is given by (Fannelop & Waldman 1971; Hoult 1972; Huppert & Simpson 1980;




The non-dimensional transition time from the slumping to the inertial spreading phase
(tSI) can be estimated via (2.2). Using the slumping velocity of the current of Sim 1
immediately following the end of the acceleration phase, namely Fc,sl≈ 0.33, we find
tSI≈1.3, using the value of ξc=1.16 suggested by Huppert & Simpson (1980). This is
in agreement with the observed transition time, which is roughly unity. The proposed
asymptotic front velocity (5.1) is observed to agree well with the velocity of the slow
front obtained from Sim 1 and Sim 3 (see figure 14b). This reinforces the proposition
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that the slow-moving front behaves as an axisymmetric current whose initial radius is
equivalent to half the width of the RR.
The dynamics along the y axis is more complicated. Here we conjecture that the
fast front initially advances as a planar (lock-release) current of initial non-dimensional
height (h0=1) like that of the RR and with an initial lock length equivalent to half the
width of the RR release. This planar spreading is likely to continue up to a time tPF
defined as the time instant from which the front velocity significantly decreases. This
time, which seems to be proportional to the initial horizontal aspect ratio χ0, is not
known a priori but can be estimated from the temporal evolution of the front velocity
in figure 14(b).
The velocity of the fast front (along the y axis) of both simulations is seen to
transition through four phases. (i) First there is a brief initial acceleration phase (0<
t . 1), at the end of which the front attains its maximum speed. (ii) Then there is
a planar slumping phase characterized by a constant velocity, and whose duration
varies depending on the initial horizontal aspect ratio χ0. The planar slumping phase
is identified by the solid blue line in figure 14. (iii) There follows a fast decay phase
where the velocity scales as t−1. The duration and transition into and out of this phase
depend again on χ0. This phase is identified by the red dot-dashed line in figure 14.
(iv) Finally, an axisymmetric-like inertial phase follows, where the velocity decays as
t−1/2. This power-law decay is usually observed during the inertial self-similar phase
of an axisymmetric release. It is indicated by the green dashed line in figure 14. Here,
again, the duration and transition into this phase depend on χ0. We denote by tFC the
non-dimensional transition time between the fast decay (dash-dotted red line) and the
axisymmetric inertial (dashed green line) spreading modes.
The first two phases of spreading, namely the acceleration and the constant-velocity
slumping phases, are usually observed in planar lock-release gravity currents. The
front velocities from both simulations are in good agreement during these phases up
to a time of t≈ 4 when the front velocity from Sim 1 (χ0 = 3.8) transitions into the
fast decay phase. This transition time is denoted by tPF. Similarly for Sim 3 (χ0= 8)
we observe tPF ≈ 7. It should be noted that the present velocity decay, scaling as
t−1 during tPF 6 t 6 tFC, is sharper than in the classical inertial phase of a planar
current, for which the front velocity scales as t−1/3. The fast front remains in the fast
decay phase for approximately five non-dimensional time units before transitioning
into the axisymmetric inertial spreading phase. This transition time occurs roughly
around tFC = 9.0 and tFC = 12.6 for Sim 1 and Sim 3, respectively.
In both RR simulations, the transition from a planar to a ‘finite-release’ faster
decay occurs when the fast front is still in the slumping (constant-velocity) phase.
This may be because, in both cases, the initial aspect ratio of the RR release is
smaller than a critical length needed for the fast front to transition from the planar
slumping to the planar inertial phase of spreading. This planar slumping to planar
inertial transition time, tSI , may be estimated by matching the constant velocity during
the slumping phase to the front velocity in the inertial phase of a planar lock-release
current (Fannelop & Waldman 1971; Hoult 1972; Huppert & Simpson 1980; Rottman
& Simpson 1983) and is given by
tSI = Y0h0(ξp/Fp,sl)3, (5.2)
where Y0 is the initial dimensionless lock length (here, Y0 = 0.24) and h0 = 1 is the
initial height of the planar lock-release. The constant Fp,sl corresponds to the constant
velocity of the planar current in the slumping phase. Here Fp,sl is obtained from the
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χ0 tPF tFC uN Parameters
t6 tPF uN = Fp,sl Fp,sl = 0.43
3.8 4.1 9.0 tPF < t6 tFC uN = c1t−1 c1 = 3.1
t> tFC uN = c2t−1/2 c2 = 0.9
t6 tPF uN = Fp,sl Fp,sl = 0.43
8 7.1 12.5 tPF < t6 tFC uN = c1t−1 c1 = 1.8
t> tFC uN = c2t−1/2 c2 = 0.6
TABLE 2. The spreading phases and transition times for the fast front of Sim 1 and


















h0 = 1, R0 = 0.24, ξc = 1.16
TABLE 3. The slumping and inertial front velocity phases and transition time for an
axisymmetric release corresponding to the slow front of Sim 1 and Sim 3 shown in
figure 14(b).
observed fast front velocity in the slumping phase, namely Fp,sl≈ 0.44. The values of
ξp proposed by Hoult (1972) and Huppert & Simpson (1980) are ξp = 1.6 and ξp =
1.47, respectively. Depending on the chosen value of ξp, the non-dimensional slumping
to inertial transition time tSI falls in the range 9.2< tSI <11.81. This predicted value of
tSI is greater than tPF for both RR releases, and as a result the transition from planar to
‘finite-release’ faster decay occurs while the fast fronts are still in the planar slumping
phase in both Sim 1 and Sim 3. Tables 2 and 3 summarize the various phases of
spreading and transition times shown in figure 14.
6. Vortical structure of non-circular/non-planar gravity currents
Shortly after release, the current intrudes into the ambient fluid, forming a smooth
front in which Kelvin–Helmholtz rolled up vortices separate the body from the head
of the current. The signature of these vortices is visible in the density isosurface
plots of figure 6. The head of the current is complex and includes vortical structures
that are not fully observable in the density isosurface plots, but are better identified
in isosurface plots of the swirling strength λci in figure 15. The swirling strength is
defined as the absolute value of the imaginary portion of the complex eigenvalue of
the velocity gradient tensor. It is commonly used for identifying regions of intense
vorticity (Zhou et al. 1999; Chakraborty, Balachandar & Adrian 2005; Cantero et al.
2007b). The maximum, mean and r.m.s. values of λci at t = 3.5, 7 and 14 are
{65, 0.020, 0.34}, {25, 0.024, 0.30}, and {14, 0.015, 0.15}, respectively. The swirling
strength is highest at the head of the fast front of the current, where the flow is
dominated by hairpin vortices and inclined vortical structures.
Owing to the preferential direction of spreading, the vortex tubes at the slow front,
i.e. parallel to the y axis, undergo stretching and twisting (figure 15c) before they
eventually break up into smaller structures (figure 15e). In figure 16, the spatial









FIGURE 15. (Colour online) Isosurfaces of λci= 2 for the RR release (Sim 1) for (a) t=
3.5, (b,c) t= 7 and (d–f ) t= 14.
distribution of the vertically averaged swirling strength reveals that the swirling
strength at the fast front is as large as twice that at the slow front. Isosurfaces of λci
for a cylindrical release of equivalent volume are displayed in figure 17. For the sake
of comparison, the maximum, mean and r.m.s. values of λci at t= 3.5, 7 and 14 are
{47, 0.032, 0.5}, {39, 0.038, 0.41} and {12, 0.020, 0.17}, respectively. It is noteworthy
that the mean value of λci is consistently larger in the circular case than in the



















FIGURE 16. (Colour online) Vertically averaged λci over the height of the current for
(a) axisymmetric release (Sim 2) and (b) RR release (Sim 1). The initial volume of the
current is the same for both cases.
rounded rectangular release. We conjecture that the observed higher intensity of the
swirling strength is due to the fact that the initial axisymmetry of the circular release
artificially increases the coherence of the vortex tubes since the local stretching field
is likely to be more uniform in this case. In any case, the explanation of the present
observation remains unclear at the present time.
7. Discussion
In this section, we present quantitative and qualitative results from additional
experiments and simulations in which one parameter at a time was varied so that
one may assess the robustness of the non-axisymmetric spreading of finite releases to






FIGURE 17. (Colour online) Same as figure 15 for the cylindrical release (Sim 2): (a) t=
3.5; (b) t= 7; (c) t= 14.
a larger class of non-axisymmetric releases of material. We also present simulation
results to further strengthen the experimental observation that the effect of the tank
boundaries may be ignored.
7.1. Varying current-to-ambient density ratio
We investigate in figure 18(a) the case of a dam-break (water in air) flow of a heavy
current of density ratio ρc/ρa= 103. At t= 74 the initial major axis (x coordinate) still
remains the major axis of the spreading current, but by t= 147 and later the current
spreads faster along the y direction. This flipping of axes is similar to what has been
observed for the Boussinesq currents. Note that the global contour of the front is
not as smooth as in the Boussinesq case (figure 4b). At t = 147 and 220 breakage
of the front into smaller chunks can be observed. This is attributed to interactions
between the front of the current and the bottom glass wall. At large density ratios,
wall friction can significantly affect the front speed (Bonometti, Balachandar &
Magnaudet 2008). The surface of the bottom wall in terms of degree of dryness and






FIGURE 18. (Colour online) Experiments with the RR initial geometry: (a) dam-break
flow (Exp 6); (b) Boussinesq top current (Exp 7); (c) viscous dam-break honey-in-air flow
(Exp 8). Observe that, in the latter case, the RR viscous current does not switch axes, but
rather becomes circular. Here tf denotes the time up to which averaging is done in table 1.
hence local variations of wall friction may have played a role in the experiment. In
addition, capillary effects are likely to be significant at late times (t> 100) since the
front height is only a fraction of the initial height, of the order of the capillary length
lc =√σst/ρcg, σst being the surface tension between the current and the ambient. In
such a case, the dynamics of the contact line defining the current’s front may be
influenced by the wettability properties of the wall (Yarin 2006).
7.2. Effect of wall friction
The evolution of a light top Boussinesq gravity current is presented in figure 18(b). In
this case the initial fluid within the rounded rectangular cylinder is pure water while
the ambient is saline water. The lighter current here spreads at the top and there is no
friction along the surface of spreading (friction with air and dissipation due to surface
waves are negligible). Clearly, the evolution is similar to that of the Boussinesq heavy
current spreading along the bottom wall.
7.3. Influence of the Reynolds number
A viscous current is presented in figure 18(c), that is, a dam-break honey-in-air
current. Here, honey has a density of 1400 kg m−3 and a viscosity of 67 kg m−1 s−1.
To ensure a relatively long-term viscous spreading, the height ratio was increased
to λ = 3, which results in a Reynolds number of Re = 126. When viscous forces
prevail, as in such a low-Reynolds-number configuration, the transfer of momentum
inside the current occurs at a much faster rate than in the high-Re cases. The present






















FIGURE 19. (Colour online) Effect of the local initial curvature: composite picture of the
front evolution of non-circular releases of (a) rounded-rectangular shape (Sim 1) and (b)
true-rectangular shape (Sim 4, same physical parameters as Sim 1). The time separation
between fronts is 1t= 0.35 and the final run time is t= 16.1. In panel (c), the contours
of the two currents are superimposed at some specific times t= 0, 3.5, 7 and 14.
dam-break low-Reynolds-number non-axisymmetric release is therefore observed to
become axisymmetric after having crossed a distance of approximately 1H. Here,
the source of momentum stemming from the pressure gradient at the front is
quickly transferred by diffusion along the circumference, hence leading to rapid
homogenization of the front height and velocity. As a consequence, the current’s
evolution quickly becomes axisymmetric and the current enters the viscous phase
(and eventually the capillary phase). Overall, inspecting the present results suggest
that the non-axisymmetric evolution is to be expected provided the Reynolds number
is large, typically Re>O(104).
7.4. Possible influence of initial curvature and local instantaneous curvature
It is important to consider if the non-axisymmetric spreading of the current is a
consequence of the local initial or instantaneous curvature at the front. To investigate
the effect of local initial curvature, we numerically compared the evolution of the
rounded rectangular release with that of a true rectangle of the same cross-sectional
area and aspect ratio (figure 19). Indeed, one may wonder if the larger curvature
at the rounded edges may be the reason for its local slower propagation, since
it is known that, for the same initial volume of release, planar currents with no
curvature spread faster than axisymmetric cylindrical currents as a result of the
radially diverging geometry. In figure 19, however, the dynamics of the current
with flat sides (true rectangle) is similar to that of the current with rounded sides.
Notwithstanding the differences in the initial local curvature between the currents, the
path of the inward-propagating rays is relatively similar in both cases. Initial local
curvature hence does not appear to be important in the process of non-axisymmetric
spreading as long as the ‘redistribution’ of material is similar. Furthermore, two other
observations from figure 4(b) suggest that the phenomenon is not a consequence of
local instantaneous curvature. First, the curvature at the front of the current in the x
direction is alternatively larger than, equal to and smaller than that in the y direction
at times t = 0, 3.5 and 7, respectively. Nevertheless, the front velocity along the
y direction is consistently larger than that along the x direction for all times (not
shown), independent of the relative magnitude of local curvature. Secondly, if the
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FIGURE 20. (Colour online) Spatial decay of the ambient fluid velocity from Sim 1
beyond the fast front (x = 0) for three time instants. The location of the front for each
time instant is marked by a vertical line. The value of v¯0 at a distance of approximately
2R0 from the front (marked by an open ellipse) is seen to decay by approximately an
order of magnitude compared to the value of v¯0 at the front.
front dynamics was dominantly controlled by the local instantaneous curvature, a
current that is circular should remain circular. In figure 4(b) it can be observed that,
at t = 3.5, the front is nearly circular. However, at later times, the current continues
to spread faster along the y direction and increasingly departs from the circular shape.
This suggests that the local front velocity is, to leading order, a strong function of
the local height and is not strongly affected by instantaneous local curvature of the
front.
7.5. Possible influence of tank boundaries
In this section, we monitor the spatial decay of the ambient fluid velocity beyond
the front. We show that the effect of the boundaries may be neglected as long as
the front is at a distance larger than 2R0 from the walls. In figure 20, we show the
spatial evolution of v¯0 at three time instants (t= 1, 7 and 14) along the y axis. Here v¯0






The vertical lines in the figure mark the location of the current’s front at each
corresponding time instant. Also marked (by an open ellipse) are the y locations 2R0
beyond the front. We can see from the figure that at later times the value of v¯0 at
a distance of approximately 2R0 from the front is quite small and is smaller by an
order of magnitude compared to the value of v¯0 at the front. This is consistent with
the experimental observation that the effects of the boundaries may be ignored as long
as the front is at a distance larger than 2R0 from the walls.
8. Summary
Following the recent findings of Zgheib et al. (2014), we have presented experimental
and numerical results for finite-release gravity currents of non-axisymmetric shape.
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In the present work, we demonstrate that a non-circular gravity current eventually
reaches a non-circular self-similar shape in the inertial regime. Based on calculations
performed using the EBM, we propose a simple scaling law which relates the
self-similar horizontal aspect ratio to the initial horizontal aspect ratio of the release.
This law is found to be in reasonable agreement with results from the present
experiments and fully resolved simulations. Further qualitative experiments suggest
that the non-axisymmetric spreading of an initial non-circular release is independent
of the density ratio, vertical aspect ratio, wall friction and Reynolds number provided
Re>O(104), which is typical for these types of flows.
It is noteworthy that the switching of axes reported in Zgheib et al. (2014) is
not unique to non-axisymmetric gravity currents. Non-circular jets, and elliptic jets
in particular, have been shown to flip axes (see e.g. Gutmark & Grinstein 1999).
In fact, similar to gravity currents, the jet’s initial shape dictates the subsequent
transient cross-sectional configurations at different downstream locations. Nonetheless,
the mechanisms leading to the switching of axes are quite different. In the case of
the elliptic jet, the faster growth rate of the shear layer along the flattest side of
the jet, say normal to the minor y axis, leads to a faster entrainment and hence the
downstream cross-section of the jet will switch axes. After the switch, the flatter
side of the jet is now normal to the x direction, and the situation is reversed. In
some cases, elliptic jets may undergo several flipping of axes, as shown by Quinn
(1989). In the case of gravity currents, the switch of axes is a consequence of
the azimuthally varying current height, which leads to local fast and slow fronts
along the circumference, and the present results suggest that the switch is permanent.
Furthermore, the switching of axes in the case of non-circular jets has been related
to the dynamics of the rolled-up vortices. Although strong vortices are present at the
front in the case of gravity currents, their presence is not essential in the switching
of axes. For instance, the axes switching is predicted in the EBM, which does not
account for any vortex roll-up at the front of the current.
For the RR releases, it was interesting to see that the slow front advances as an
axisymmetric release whose height and diameter are equivalent to the height and width
of the RR, respectively. On the other hand, the fast front was seen to advance as a
planar current until the information of the finiteness of the length of the RR reached
the front at x= 0. Once this transition to a finite-length release occurs, the fast front
velocity is observed to initially decay rather rapidly at a rate proportional to t−1. We
cannot precisely describe the reason for this fast decay, nor can we accurately predict
a priori when this transition from a planar to the finite-length release will occur. These
subjects warrant further investigation.
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FIGURE 21. Spatial and temporal convergence for an initial elliptical release (χ0 = 3.8)
from the EBM for (a) 1t= 0.1 and (b) N = 160 points.
Appendix A. Numerical details of the extended box model
We discretize equations (4.1)–(4.3) into a set of equidistant Lagrangian points and
use an eighth-order central finite difference scheme for the spatial derivatives. A third-
order Runge–Kutta low-storage scheme is used for time integration. Each time step
consists of two stages. The first is an intermediate stage where the governing equations
(4.1)–(4.3) are integrated. At the end of this stage, because of the azimuthal variations,
the Lagrangian points are no longer equidistant. Each sub-volume associated with a
Lagrangian point is then assumed to be homogeneously distributed (along the front)
between its two adjacent midpoints.
The second stage involves remapping the non-equidistant Lagrangian points to
render them equidistant along the front. This step is necessary, especially in the case
of concave corners, as in the plus-shape configuration presented in figure 7 of Zgheib
et al. (2014) for instance, because Lagrangian points may cross each other, causing
the front to fold on itself. This problem is classically encountered in Lagrangian
techniques such as front tracking approaches (Unverdi & Tryggvason 1992). Once
the points are remapped, new midpoints are calculated and the sub-volumes of the
release associated with each new Lagrangian point are computed. Then a step of
redistributing the sub-volumes per unit arclength (σhN) is performed, and this step
preserves the total volume of the release. Finally uN and hN are interpolated at the
new equi-spaced Lagrangian points.
An example of spatial and temporal convergence of the present method is shown
in figure 21 for the RR configuration. In figure 21(a), the time step for integration of
(4.1)–(4.3) was fixed at 1t=0.1. Initially the front was discretized with 80 Lagrangian
points. The number of points was then doubled and the criterion for convergence was
met when the mean of the absolute value of the difference in the front location (for









Here rIN(t) is the front location for a specific spatial resolution, and r
II
N(t) is the front
location for twice the spatial resolution. The criterion for convergence was tested and
met along the fast and slow fronts separately. In figure 21(b), the spatial resolution
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was set at 160 Lagrangian points, for which three different time steps differing by a
factor of two were used. It can be seen that the present method is robust even for a
moderately low number of Lagrangian points and moderately large time steps, leading
to insignificant computational time as compared to Navier–Stokes simulations.
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a b s t r a c t
The present work reports on the simulation of two- and three-dimensional constant- and stratiﬁed-
density ﬂows involving ﬁxed or moving objects using an immersed-boundary method. The numerical
approach is based on a simple immersed-boundary method in which no explicit Lagrangian marking
of the immersed boundary is used. The solid object is deﬁned by a continuous solid volume fraction
which is updated thanks to the resolution of the Newton’s equations of motion for the immersed object.
As shown on several test cases, this algorithm allows the ﬂow ﬁeld near the solid boundary to be correctly
captured even though the numerical thickness of the transition region separating the ﬂuid from the
object is within three computational cells approximately. The full set of governing equations is then used
to investigate some fundamental aspects of solid–ﬂuid interaction, including ﬁxed and moving objects in
constant and stratiﬁed-density ﬂows. In particular, the method is shown to accurately reproduce the
steady-streaming patterns observed in the near-region of an oscillating sphere, as well as the so-called
Saint Adrew’s cross in the far-ﬁeld when the sphere oscillates in a rotating stratiﬁed ﬂuid. The sedimen-
tation of a particle in a stratiﬁed ambient is investigated for particle Reynolds numbers up to Oð103Þ and
the effect of stratiﬁcation and density ratio is addressed. While the present paper only consider
ﬂuid–solid interaction for a single object, the present approach can be straightforwardly extended to
the case of multiple objects of arbitrary shape moving in a stratiﬁed-density ﬂow.
 2014 Elsevier Ltd. All rights reserved.
1. Introduction
Solid–ﬂuid interactions are encountered in a large number of
industrial and natural applications, including chemical engineer-
ing, aeronautics, transportations, biomecanics, geophysics and
oceanography, to name but a few. Modeling solid–ﬂuid interaction
is often difﬁcult because of the complexity of the solid shape and
motion in the ﬂuid ﬂow. Reproducing the dynamics of multiple
interacting objects of arbitrary geometry with possible deforma-
tion is made even more challenging if the ﬂow is non-uniform in
composition (multiphase ﬂows), density (compressible or stratiﬁed
ﬂows) or temperature (heat transfer, phase change).
Methods for modeling solid–ﬂuid interaction may be divided
within two main groups, depending on the way the solid–ﬂuid
interfaces are described. One group, usually referred to as
‘‘body-ﬁtted grid methods’’ makes use of a structured curvilinear
or unstructured grid to conform the grid to the boundary of the
ﬂuid domain (see e.g. [59,41] for grid generation techniques). In
situations involving complex moving boundaries, one needs to
establish a new body-conformal grid at each time-step which leads
to a substantial computational cost and subsequent slowdown of
the solution procedure. In addition, issues associated with regrid-
ding arise such as grid-quality and grid-interpolation errors.
The second group of methods is referred to as ‘‘ﬁxed-grid meth-
ods’’. These techniques make use of a ﬁxed grid, which eliminates
the need of regridding, while the presence of the solid objects is
taken into account via adequately formulated source terms added
to ﬂuid ﬂow equations. Fixed-grid methods have emerged in recent
years as a viable alternative to body-conformal gridmethods. In this
group, one canmention distributed Lagrangemultiplier with a ﬁcti-
tious-domain (DLM) based methods [23,51,50,65,2], immersed-
boundary method (IBM) [54,20,37,63], lattice Boltzmann method
(LBM) [38], penalty method [36,56] and ghost-ﬂuid method [21]
have been developed and shown to be effective in computing
ﬂuid-particle systems and ﬂuid-structure interaction problems.
The immersed-boundary method was ﬁrst introduced by Peskin
[53] for computing blood ﬂow in the cardiovascular system. In the
http://dx.doi.org/10.1016/j.compﬂuid.2014.03.030
0045-7930/ 2014 Elsevier Ltd. All rights reserved.
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original method the ﬂow ﬁeld is described on a ﬁxed Eulerian grid
and the immersed boundary is represented with a set of Lagrang-
ian points on which the no-slip boundary condition is enforced by
adding appropriate boundary forces. The boundary forces which
are singular Dirac functions along the surface in the continuous
equations are described by discrete regularization functions that
smear the forcing effect over the neighboring Eulerian cells (see
e.g. Fig. 2 of [44]). The immersed-boundary method has been
improved since the pioneering work of Peskin and many variants
can be found in the literature ([43,1], see also the reviews of
[34,44]).
While immersed-boundary method has been used in a wide
range of applications (compressible ﬂows, particulate ﬂows,
micro-scale ﬂows, multi-phase ﬂows, conjugate heat transfer, see
e.g. Kang et al. [35] and reference therein), application to stratiﬁed
ﬂows has been rare. To our knowledge, the only recently reported
work using a ﬁxed-grid approach computing the motion of rigid
objects in a stratiﬁed ﬂuid is that of Doostmohammadi and Ardek-
ani [19] who used a DLM approach to investigate the interaction of
a pair of particles sedimenting in a stratiﬁed ﬂuid, using the Bous-
sinesq approximation. Here we present an immersed-boundary
method aimed at describing the motion of multiple objects of arbi-
trary shape in a constant- or stratiﬁed-density ﬂow. The speciﬁcity
of the present method is that (i) the treatment of the solid–ﬂuid
interaction is simple and easy to implement in the sense that there
is no Lagrangian marking of the immersed boundary nor interpola-
tion needed and (ii) the ﬂuid density can be inhomogeneous, with
no restriction on the density gradient, i.e. the method is applicable
to non-Boussinesq ﬂows. Details of the numerical scheme are
outlined in Section 2 and the method is applied to investigate
solid–ﬂuid interaction in constant and stratiﬁed-density ﬂows in
Section 3, in which both forced motion and freely moving rigid
objects are simulated.
2. Governing equations and numerical method
2.1. Governing equations and assumptions for the ﬂuid phase
Assuming a variable-density non-diffusive Newtonian ﬂuid, the








r  ½lðrV þrVTÞ þ f; ð1Þ
r  V ¼ 0: ð2Þ
In (1) and (2), V; P;q and l denote the local velocity, pressure,
density and viscosity of the ﬂuid, respectively, g denotes gravity
and f is a volume force term used to take into account solid–ﬂuid
interaction. The local density of the non-diffusive ﬂuid obeys
@q
@t
þ ðV  rÞq ¼ 0: ð3Þ
The detailed development of 1, 2 in the more general case of
diffusive ﬂuids can be found in Cook and Dimotakis [15]. Here,
we simply set the diffusivity to zero. 1, 2 are written in a general
system of orthogonal curvilinear coordinates. However, in the
present work, only Cartesian or polar systems of coordinates were
used. The reader is referred to Magnaudet et al. [42] for more
details about the resolution of (1) and (2) in the more general sys-
tem of orthogonal curvilinear coordinates.
Eqs. (1)–(3) are enforced throughout the entire domain, includ-
ing the actual ﬂuid domain and the space occupied by the
immersed boundary. In the following, the term f will be formu-
lated such as to represent the action of the immersed solid bound-
aries upon the ﬂuid.
Here, we consider a ﬂuid of variable density for which non-
Boussinesq effects may play a role. In the general case of diffusive
non-Boussinesq ﬂuids there are some fundamental issues with the
proper governing equations to be used. As discussed in Joseph and
Renardy [29] and Chen and Meiburg [13] among others, divergence
effects and Korteweg stresses can potentially be important in
regions of large concentration gradients and need to be taken into
account in physical models. These effects do not need to be
included if one assumes the ﬂuid to be non-diffusive, as in the
present work. Conversely, using a non-diffusive ﬂuid may results
in sharp local density gradients which may cause computational
difﬁculties, especially in the case of solid objects moving in a strat-
iﬁed ﬂuid [60]. Here, such issues are circumvented by the use of a
numerical scheme speciﬁcally designed to handle sharp gradients
for the equation of transport of density, as described in Section 2.3.
2.2. Equations of motion for the solid phase
Let us consider a non-deformable solid object of density qp and
volume #p, the centroid of which being located at xp, moving at lin-
ear and angular velocity up andxp, respectively. Here the index ‘‘p’’
refers to particle label. The local velocity in the object is then
deﬁned by U ¼ up þxp  r; r being the local position relative to
the solid centroid. As will be detailed in the next section, the vol-
ume force f is chosen to ensure V ¼ U in #p (rigid-body motion
throughout the volume of the solid object). Thus, integrating
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with s ¼ PIþ lðrV þrVTÞ being the hydrodynamic stress tensor,
Ip the inertia matrix, n the outward-pointing normal vector on the
solid–ﬂuid boundary Sp and q the averaged ﬂuid density in the vol-






Note that in the case of a constant-density ﬂuid q ¼ q. The
motion of the solid object can be either externally imposed or dri-
ven by its weight and the ﬂuid forces on its boundary. In the latter
case, it is described by Newton’s equations for linear and angular














r ðs  nÞdS: ð8Þ
In order to ensure that the ﬁctitious body force f is such that (7)
and (8) are equivalent to (4) and (5), respectively, we obtain the
following equations of motion viz
dup
dt











2.3. Spatial discretization and time-integration of the full system of
equations
Our computational procedure employs a ﬁnite-volume
approach on a staggered grid [31]. The transport equation of the
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density (3) is solved by using a modiﬁed version of the transport
scheme proposed by Zalesak [67], which belongs to the family of
Flux Corrected Transport schemes [7]. This ﬂux-limiting scheme
combines the use of a low-order and a high-order expression of
the ﬂux to guarantee the positivity and monotonicity of q. This
so-called shock-capturing scheme allows for the computation of
large density gradients present in incompressible non-miscible
ﬂows [6] or non-diffusive miscible ﬂows as in the present work.
The algorithm is not detailed here, as it is extensively described
in the original reference Zalesak [67] as well as in several text-
books. Here we use ﬁrst- and eight-order approximations for the
low- and high-order ﬂuxes, respectively.
The time integration of momentum equation for the ﬂuid (1)
and (2) and the solid (9) and (10) is performed via a third-order
low-storage Runge–Kutta method for all terms except the viscous
term for which a second-order semi-implicit Crank–Nicolson
scheme is used [55]. Advective and diffusive terms are evaluated
with a second-order centered scheme (see [42] for the details con-
cerning the treatment of advective ﬂuxes and normal stresses). The
incompressibility condition (2) is satisﬁed through a projection
method. Brieﬂy, the projection method consists in decomposing
the velocity ﬁeld into two parts, one being a function of an auxil-
iary potential function as (21). Using this decomposition together
with the divergence-free property of the velocity ﬁeld, one gets a
Poisson pseudo-Eq. (19) for the pressure which becomes a substi-
tute for the incompressibility condition (2). Following and modify-
ing the original proposal of Le and Moin [39], Calmet [9] showed
that the Poisson equation does not need to be solved at each inter-
mediate time step of the Runge–Kutta scheme. Thus it is solved
only once at the end of the complete time step, without altering
the temporal accuracy of the scheme. Note that there is a substan-
tial literature which expands the present choices regarding projec-
tion methods for constant-density ﬂows [8,25, and reference
therein] and more recently for variable-density ﬂows [26]. The
Poisson linear system is solved thanks to a Preconditioned Conju-
gate Gradient method from the PETSc library [4], with a precondi-
tioner using the Block–Jacobi method. Note that computational
time used for the resolution of the Poisson equation in the present
variable-density problem is about 80% of the total computational
time. More details about the numerical procedure used in the case
where there is no immersed object, i.e. f ¼ 0, can be found in
Calmet and Magnaudet [10]. Domain decomposition and
Message-Passing-Interface (MPI) parallelization is performed to
facilitate simulation of large number of computational cells.
2.4. Calculation of the forcing term for the coupling of the solid–ﬂuid
interaction
Recent progress about the computation of solid–ﬂuid interac-
tion have been made within the last decade (see e.g. [34,44] for
comprehensive reviews), leading to several approaches which dif-
fer from the way the forcing term f is evaluated. The direct and
indirect forcing methods have emerged as the most popular vari-
ants in this regard. Besides eliminating the time step restriction,
direct forcing does not require any empirical constants.
In general, the shape of the solid object is complex and the
location of the boundary condition for the velocity is unlikely to
coincide with the grid nodes, so that interpolation techniques are
usually employed to enforce the boundary condition by imposing
constraints on the neighboring grid nodes. Here we adopt another
strategy. We introduce a function a denoted as ‘‘solid volume frac-
tion’’, which is equal to one in cells ﬁlled with the solid phase, zero
in cells ﬁlled with the ﬂuid phase, and 0 < a < 1 in the region of
the boundary. In practice, the transition region is set-up to be of
one-to-three grid cells approximately [66]. The typical expression





where Dt is the time step used for the time-advancement, U is the
local velocity imposed to the immersed solid object, and eV is a pre-
dictor velocity without considering the immersed object, the calcu-
lation of which depends on the numerical scheme used to solve (1).
The speciﬁc deﬁnition of f and eV used in the time-marching scheme
of the present work is given in the next section.
Using the solid volume fraction a in (11), which may be viewed
as a smoothing of the immersed boundary, is an alternative way to
using a regularizing function in conjunction with a Lagrangian
marking of the boundary. The latter technique is largely used in
immersed-boundary methods in order to allow for a smooth trans-
fer of momentum from the boundary to the ﬂuid (see e.g. [20,63]).
The advantage of the present choice is that (i) it is simple to imple-
ment, (ii) no interpolation is needed between the Eulerian grid and
possible Lagrangian markers, since no marker are used here, so
that the computational cost is reduced when multiple objects are
simulated, and (iii) the results are in good agreement with respect
to other available higher-order immersed-boundary or boundary-
ﬁtted approaches, as will be shown later.
2.5. Summary of the time-advancement procedure
The detailed time-advancement procedure of the coupled sys-
tem within a time-step is described in the following.
1. At the beginning of the time step, the divergence-free veloc-
ity ﬁeld Vn, density qn, pressure Pn1=2 in the ﬂuid are known, as
well as the position xnp , linear velocity u
n
p and angular velocity
xnp of the solid.
2. qnþ1 is computed by solving (3), and second-order approxi-
mations of the density ﬁeld qnþ1=2 at time ðnþ 1=2ÞDt are com-
puted using qnþ1=2 ¼ ðqn þ qnþ1Þ=2, and used to solve the
momentum equation. For clarity qnþ1=2 will be referred to as q.
3. Mixed Runge–Kutta/Crank–Nicolson loop (k ¼ 1;2;3)
3a. Computation of an intermediate velocity ﬁeld eVk without




SM ¼ ckNðbVk1Þ þ fkNðbVk2Þ þ ðak þ bkÞLðbVk1Þ






where N (resp. L) is a non-linear (resp. linear) operator containing
the advective and viscous terms, ak, bk; ck and fk are the Runge–
Kutta coefﬁcients.
3b. Modiﬁcation of the velocity ﬁeld in order to include the con-
tribution of the ﬂuid–solid coupling term fk (the calculation of




; ð14ÞbVk  bVk1
Dt
 bkLðbVk  bVk1Þ ¼ SMþ fk: ð15Þ
3c. When not externally imposed, calculation of the linear and
angular momentum of the solid object
ukp  uk1p
Dt
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3d. When not externally imposed, calculation of the solid posi-
tion (and solid volume fraction) via,
xkp  xk1p
Dt
¼ ðak þ bkÞðukp þ uk1p Þ=2: ð18Þ
3e. Computation of Uk ¼ ukp þxkp  r.
4. For k ¼ 3; bVnþ1;xnþ1p ;unþ1p and xnþ1p are then obtained. A Pois-
son pseudo-equation is then solved to get the potential auxil-







r  bVnþ1: ð19Þ
5. The pressure Pnþ1=2 and the divergence-free velocity Vnþ1 are
then obtained from the potential auxiliary function Unþ1
Pnþ1=2 ¼ Pn1=2 þUnþ1; ð20Þ
Vnþ1 ¼ bVnþ1  Dt
q
rUnþ1: ð21Þ
6. Return to step 1.
3. Results
In the following section, examples of ﬂuid–solid interaction are
presented in various conﬁgurations from static objects in a con-
stant density ﬂow toward objects moving in a stratiﬁed ﬂow. We
will focus in the present work on the dynamics of a single spherical
object in a ﬂuid. The general case of multiple interacting objects of
more complex shapes will not be detailed here and is left to future
work.
Let a sphere (or equivalently a cylinder in two dimensions) of
radius R (diameter D), position xp, translational velocity up and
angular velocity xp, surrounded by a ﬂuid of density q and
dynamic viscosity l. We deﬁne the solid volume fraction a follow-
ing Yuki et al. [66] viz
aðxÞ ¼ 1
2




k ¼ jnxj þ jnyj þ jnzj; ð23Þ
g ¼ 0:065ð1 k2Þ þ 0:39; ð24Þ
where n ¼ ðnx;ny;nzÞ is a normal outward unit vector at a surface
element, g is a parameter controlling the ’thickness’ of the transi-





grid is uniform). Note that the coefﬁcients used in (24) are 1.3 time
larger than those reported in Yuki et al. [66]. Numerical tests of
moving cylinders at moderate Reynolds number showed that the
present set of coefﬁcient is sufﬁcient to suppress parasitic ﬂuctua-
tions of the forces applied to the objects when the latter cross a
numerical cell (not shown here). A detailed discussion of this point
can be found in Uhlmann [63]. Iso-contours of a as deﬁned in (22)
are shown in Fig. 8a. With the present choices, the transition region
is of three grid cells approximately.
3.1. Constant-density ﬂows
3.1.1. Flow around a cylinder at moderate Reynolds number
In the present section, we consider a ﬁxed cylinder in a uniform
ﬂow for various Reynolds numbers in the range 1 6 Re 6 50. Here,
the Reynolds number is deﬁned as,
Re ¼ qU0D=l; ð25Þ
U0 being the far-upstream velocity. For this range of Reynolds num-
ber, the wake is symmetrical along the mid-plane parallel to the
ﬂow direction x so that only half of the domain can be used. A com-
putational ðx; yÞ-domain of 30D 12D size with a regular grid is
used, with free-slip boundary conditions on the top and bottom
walls, inﬂow and outﬂow conditions along the left and right
boundaries, respectively. The simulations were run from an initial
uniform velocity ﬁeld until steady state was reached. Several grid
resolutions were used in order to investigate the sensitivity of the
solution to the spatial resolution, namely D=Dx ¼ D=Dy ¼ 5, 10, 20
and 40.
The cylinder drag coefﬁcient obtained with the present method
is plotted in Fig. 1 as a function of the Reynolds number. Here, the











qfk  exdS; ð27Þ
fk being deﬁned in (14) and Sp the circular section of the cylinder.
Very good agreement is found with respect to results obtained from
experiments [62,47] or other numerical approaches [49]. The effect
of the grid resolution is illustrated in Table 1 for Re ¼ 40. Keeping in
mind that the present method does not use any high-order interpo-
lation technique or marking of the boundary, a monotonous order-
one-convergence is observed toward the reference value of Park
et al. [49] (see the inset in Fig. 1). The steady-state vorticity con-
tours and streamlines from the case D=Dx ¼ 40 are shown in
Fig. 2. For comparison the results of Taira and Colonius’s [58]
immersed-boundary method which makes use of Lagrangian mark-
ers to impose the no-slip condition at the cylinder surface, are
reproduced here. The ﬂow proﬁles are in close agreement with
those reported by these authors. In particular, the wake properties
are compared in Table 2 against previous experimental and numer-
ical studies. Reasonable agreement is also found.














Fig. 1. Drag coefﬁcient for a cylinder in a uniform ﬂow for 1 6 Re 6 50. Experi-
ments:, [62];þ, Nishioka and Sato [47]. Numerical simulations:, Park et al. [49];
, present method (two-dimensional simulations). Present results are shown for a
grid resolution of D=Dx ¼ 20. Inset: Error as a function of spatial resolution for
Re ¼ 40. See Table 1 for details. Dashed line indicates ﬁrst order convergence.
Table 1
Effect of the grid resolution on the drag coefﬁcient (Re ¼ 40). Here, we take as
reference the results of Park et al. [49] in which a body-ﬁtted C-type grid with 128
grid points along the cylinder surface were used.
D=Dx 5 10 20 40 Park et al. [49]
CD 2.23 1.80 1.64 1.58 1.51
 ¼ CDCDrefCDref 47.7% 19.2% 8.6% 4.6% 0
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3.1.2. Flow around an airfoil at Re ¼ 2000
We assess in the present section the capability of the present
method to capture the ﬂow ﬁeld around a non-spherical object
in a regime where the ﬂow is nearly turbulent. Results are com-
pared with those of Hoarau et al. [33] who use a pressure-velocity
based approach employing predictor-corrector pressure scheme on
a conformal orthogonal curvilinear grid. The airfoil is represented
by a cylinder of NACA0012 shape of length ‘. An angle of incidence
of 20 is applied to the static airfoil which is immersed in a con-
stant-density ﬂuid with a far-upstream velocity ﬁeld U0z; z being
the direction of the ﬂow in the present case. Here, the Reynolds
number deﬁned by U0‘=m is set to 2000.
Part of the numerical setup is displayed in Fig. 3. The simulation
is performed in a two-dimensional domain of height 10:4‘ and
length 10:4‘ and discretized with 1200 390 grid points. The
spatial resolution is uniform (‘=Dz ¼ ‘=Dx ¼ 125) in the region
0 6 z=‘ 6 9:4 and 1 6 x=‘ 6 4:6 while the step size is varied follow-
ing a geometric progression up to the outer walls elsewhere. Free-
slip conditions are imposed at the top and bottom walls, whereas
inﬂow and outﬂow conditions are set at the upstream and down-
stream boundaries, respectively. The tip of the airfoil is located at
a distance of 2‘ from the upstream boundary approximately.
Iso-contours of the instantaneous pressure ﬁeld in the vicinity
of the airfoil is displayed in Fig. 4 at time tU0=‘ ¼ 14:64 for the
present immersed-boundary method and the approach of Hoarau
et al. [33] using a conformal grid. In both cases, low pressure pat-
terns are visible at the nose of the airfoil as well as in the extrados
region (see the circular pattern at a distance of ‘=3 approximately
from the extrados). The complex pressure distribution, due to the
boundary-layer separation (see e.g. Fig. 3), is similar between the
two methods.
Time-averaged pressure coefﬁcient Cp distribution is plotted in
Fig. 5 for three different time ranges. Here, Cp is computed as
Cp ¼ ðp p1Þ=0:5qU20, where p1 is the free stream pressure and p
is the local pressure at the location of the immersed boundary. In
the present case, we deﬁne the location of the immersed boundary
as the location for which a ¼ 0:5. Note that we veriﬁed that the
results were independent of the speciﬁc choice of a within its
transition region. In all cases, a pronounced pressure plateau is
observed on the upper surface of the airfoil, illustrating the pres-
ence of a separation bubble (see also Fig. 3). Depending on the time
range used for averaging the the pressure coefﬁcient, the length of
the plateau somewhat varies and the pressure distribution is sig-
niﬁcantly different in the vicinity of the trailing edge, exhibiting
alternatively a sharp increase (crosses) or a slight decrease (plus).
In the former case, this can be attributed to the generation of a
Fig. 2. Dimensionless vorticity contours (left) for steady-state ﬂow over a cylinder at Re ¼ 40, where contour levels are set from -3 to 3 in increments of 0.4, and
corresponding streamlines (right). The top and bottom plots are results with the present method (D=Dx ¼ 40, two-dimensional simulation) and those of Taira and Colonius
[58], respectively. Vorticity is scaled by U0=D, and the axis dimensions by D. Note that the streamlines are not at scale between frames (b) and (d).
Table 2
Comparison of experimental and numerical studies of steady-state wake dimensions
and drag coefﬁcient for a ﬂow around a cylinder at Re ¼ 40. l is the length of the
recirculation zone measured from the rear of the sphere, a is the streamwise distance
between the wake vortex core and the rear of the sphere, b is the gap between the
centers of the wake vortices and h is the separation angle measured from the rear of
the sphere.
l=D a=D b=D h () CD
Experiments
Coutanceau and Bouard [16] 2.13 0.73 0.59 53.8 –
Tritton [62] – – – – 1.59
Numerical study
Dennis and Chang [18] 2.35 – – 53.8 1.52
Park et al. [49] – – – – 1.51
Linnick and Fasel [40] 2.28 0.72 0.60 53.6 1.54
Taira and Colonius [58] 2.30 0.73 0.60 53.7 1.54
Ardekani et al. [2] 2.23 – – – 1.55
Present method (D=Dx ¼ 40) 2.26 0.71 0.59 54.2 1.58
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strong counter-clockwise vortex at the tip of the airfoil, as the one
displayed in Fig. 3, which locally increases the suction, while in the
latter case the observed diminution of suction can be attributed to
the expulsion of the large clockwise vortex forming the separation
bubble, transported downstream the airfoil (not shown here). As
expected, the pressure distribution along the intrados region is less
sensitive to time-averaging. A peak is observed at the leading edge,
the pressure coefﬁcient being of order one, followed by a monoto-
nous decrease of the pressure as one goes from the leading edge
toward the trailing edge. This is in qualitative agreement with
the results of Jones et al. [28] who computed the ﬂow around a
NACA0012 airfoil in a somewhat different conﬁguration, namely
Re ¼ 5 104 and an angle of incidence of 5.
3.1.3. Oscillating sphere in a ﬂuid initially at rest
We here consider a sphere undergoing low-amplitude oscilla-
tions at moderate Reynolds number in a constant-density ﬂow ini-
tially at rest. This problem has been considered by Chang and
Maxey [11] who highlighted the role of the Basset history force
in the generation of steady streaming patterns. These authors used
a pseudo-spectral method and obtained a good agreement for the
time-dependent evolution of the drag coefﬁcient compared to
experiments of Odar and Hamilton [48] and the solution obtained
from a force balance between the viscous Stokes drag, the inviscid
added-mass force, and the Basset history force.
An oscillating motion deﬁned by a pulsation r and amplitude A0
is imposed to a sphere of radius R (diameter D) in a ﬂuid initially at
rest. The sphere motion is externally given by the translational
velocity
upðtÞ ¼ U0 sinðrtÞez; ð28Þ
with U0 ¼ A0r. Note that here the motion of the object is imposed
so (16)–(18) need not to be solved. The ﬂow is controlled by two
dimensionless parameters, namely the Reynolds number (as
deﬁned in (25)), and the Strouhal number St ¼ rR=U0. Here we
set Re ¼ 16:7 and St ¼ 0:625, which correspond to oscillations of
amplitude A0 ¼ 0:8D.
The physical domain is a cylinder of height 20D and radius
10D. Due to the axisymmetry of the ﬂow, it is discretized with a
regular two-dimensional 200 400 grid in the ðr; zÞ-directions
(D=Dr ¼ D=Dz ¼ 20). Free-slip boundary conditions are imposed
on all the walls and on the symmetry axis. Simulation is performed
until the quasi-steady state is reached.
Fig. 6 shows a sequence of vorticity contours over half an
oscillation cycle. The upper (resp. lower) half of each frame is
extracted from Chang and Maxey’s results (resp. present results).
The sequence begins just after the free-stream has reversed
direction and has started to ﬂow from right to left. Good agreement
is observed throughout the whole half-cycle. The temporal evolu-
tion of the drag coefﬁcient is plotted in Fig. 7(a) over an oscillation












qfk  ezd#: ð30Þ
Again, agreement is found between our present method, the
pseudo-spectral approach of Chang and Maxey [11], experiments
of Odar and Hamilton [48] and the analytical solution. The relative
Fig. 3. Close-up view of the velocity ﬁeld around the NACA0012 airfoil at time
tU0=‘ ¼ 14:64. The airfoil, materialized by the iso-value of solid volume fraction
aP 0:1 is immersed in a constant-density ﬂuid of far-upstream velocity U0z. Here,
the simulation is two-dimensional.
Fig. 4. Iso-contours of the instantaneous pressure ﬁeld in the vicinity of the
NACA0012 airfoil with an incidence angle of 20 and Re ¼ 2000 for (a) the present
method at tU0=‘ ¼ 14:64 and (b) results of Hoarau et al. [33].
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error computed from the maximum value of CD at the end of the
second cycle is plotted as a function of spatial resolution and time
step in Fig. 7(b). A close to ﬁrst- and second-order convergence is
observed in time and space, respectively. Overall, this test shows
that the present method is able to capture reasonably well the ﬂow
ﬁeld near the immersed boundary when the latter is in motion.
3.1.4. Freely moving sphere in a viscous ﬂuid
In this section, we assess the capability of the present approach
to reproduce the free motion of an object in a constant-density vis-
cous ﬂuid, namely the free fall of a sphere in a liquid at rest. We set
the physical properties of the object and the ﬂuid so the density
ratio is qp=q ¼ 4 and the Archimedes number Ar ¼ qðqp  qÞ
U20D




. As shown later, this corresponds
to a Reynolds number, based on the terminal velocity of the sphere,
of Re ¼ qupD=l ¼ 20 approximately.
This academic conﬁguration allow us to compare the temporal
evolution of the particle velocity with analytical solutions as well
as numerical data available in the literature. Here, results are com-
pared to those of a boundary-ﬁtted approach which has been val-
idated in previous papers [45,3]. This method fully resolves the
ﬂow around the falling sphere in the reference frame of the moving
object, thanks to a spherical curvilinear grid which is reﬁned in the
vicinity of the rigid boundary (a close-up view of the correspond-
ing grid is given in Fig. 8(b)). The particle motion is solved via
the Kirchhoff equations of motion. In this method a 88 34 66
spherical grid is used and the outer boundary are located at a dis-
tance of 20D from the sphere center.
Here, the simulation is performed on a two-dimensional
axisymmetric ðr; zÞ-domain of 20D 40D size with 128 800 grid
points. The spatial resolution is constant along the z-direction
parallel to gravity as well as in the region 0 6 r=D 6 1:5
(D=Dx ¼ 20). For 1:5 6 r=D 6 20, the grid size is varied following
an arithmetic progression up to the outer wall. Free-slip boundary
conditions are imposed at all boundaries. The time-step used for
the simulation is Dt
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g=D
p ¼ 0:04. Fig. 8a shows the grid used and
iso-contours of the solid volume fraction a deﬁned in (22). The
sphere is initially located at a distance 5R from the upper wall
and the ﬂuid is initially at rest.
One can estimate the initial acceleration of the sphere at early
times, assuming that only the buoyancy force and the added-mass
force are at play. The initial acceleration reads
dup
dt
¼ ðqp  qÞg
qp þ CMq
; ð31Þ
where CM is the added-mass coefﬁcient equal to 1/2 for a sphere.
The sphere reaches a steady state when the drag force balances
the buoyancy force. The corresponding terminal velocity of the








where mp and m are the mass of the rigid sphere and that of the
ﬂuid contained in an equivalent volume, respectively. CD is the drag
coefﬁcient which can be classically computed using Schiller and
Naumann’s correlation [14]
CD ¼ 24Re ð1þ 0:15Re
0:687Þ: ð33Þ
Using the deﬁnition of the Reynolds number Re ¼ qupD=l
together with (32) and (33), one can calculate the theoretical value
of the terminal velocity of the sphere.
Fig. 9 shows the temporal evolution of the sphere velocity with
the boundary-ﬁtted approach and the present immersed-boundary
method. For comparison, analytical solutions (31) and (32) are also
plotted. Excellent agreement is observed with respect to both the
numerical and analytical solutions. The present method is shown
to satisfactorily reproduce the dynamics of a free-moving object
in a constant-density ﬂuid, from the acceleration phase up to the
steady-state regime.
3.2. Stratiﬁed ﬂows
Let us consider the vertical movement of a sphere (of radius R,
diameter D, characteristic velocity U0) initially located at the verti-
cal position z0 in a stratiﬁed ﬂuid. The initial stratiﬁcation distribu-
tion is stable and linear such as





@z ¼ cte is the vertical gradient of the undisturbed density
ﬁeld, and q0 ¼ qðz0; t ¼ 0Þ is a reference density. The corresponding









Fluid–solid interaction depends on the Froude number
Fr ¼ 2U0=ðNDÞ with N being the Brunt-Väisälä frequency reading





3.2.1. Oscillating sphere in a rotating stratiﬁed ﬂuid
The oscillation of a sphere in a stratiﬁed ﬂuid contained in a
cylindrical tank rotating at angular velocity X0 is considered here.
The imposed translational and rotational velocity of the sphere in
polar coordinates reads
upðtÞ ¼ U0 cosðrtÞez; ð37Þ
xpðtÞ ¼ X0ez; ð38Þ
where U0 ¼ A0r, and A0 (resp. r) is the amplitude (resp. pulsation)
of the oscillation.
The oscillations of the sphere in the rotating stratiﬁed ﬂuid gen-
erate both internal gravity waves due to density stratiﬁcation, and
inertial waves due to rotation. The structure, dynamics and inter-
action of these waves depend on the Froude number and the Cori-
olis number here deﬁned by C ¼ 2U0=ðX0DÞ [24]. In particular,
internal gravity and inertial waves may propagate along a speciﬁc
direction, the angle / of the conical wave propagation with respect










Fig. 5. Pressure coefﬁcient Cp distribution along the airfoil extrados (upper curves)
and intrados (lower curves) time-averaged in the range: ;8 6 tU0=‘ 6 13:6;
;8 6 tU0=‘ 6 9:2;þ;9:2 6 tU0=‘ 6 10:4. Here, xn is the distance from the airfoil
nose.
132 B. Bigot et al. / Computers & Fluids 97 (2014) 126–142
to horizontal (r; h)-plane obeying the following dispersion relation
[32,17]
r2 ¼ N2 sin2 /þ 4X20 cos2 /: ð39Þ
Note that the propagating waves only exist for excitation pulsations
in the range 2X0 6 r 6 N. In such a case, the global structure of
waves resembles a cross, often referred to as Saint-Andrew cross,
as evidenced by experimental observations using a Schlieren optical
technique [46,57] in the case of stratiﬁed but non-rotating ﬂows.
A three-dimensional simulation is performedwith the following
set of dimensionless parameters, namely Re ¼ q0U0D=l ¼ 100,
Fr ¼ 0:8; C ¼ 3:16 and A0=R ¼ 1. In this peculiar case, non-linear
effects are to be expected [22,64]. The present set of parameters
leads to a theoretical direction of propagation of thewaves obtained
from (39) of / 	 p=4. The numerical setup is displayed in Fig. 10.
The simulation is performed in a cylindrical computational domain
of height 30D, outer radius 15D and is discretized with 256 34
512 grid points in the r; h and z-directions, respectively. The
spatial resolution is uniform along the r- and z-directions (D=Dr ¼
D=Dz ¼ 20) in the region 0 6 r=D 6 12:5 and 2:5 6 z=D 6 27:5
while elsewhere the grid size is varied following a geometric
progression up to the outer walls. No-slip (resp. zero normal gradi-
ent) boundary conditions are imposed at all the rotating walls for
the velocity (resp. density). Note that here and for all the cases with
stratiﬁed ﬂuids, no speciﬁc boundary condition is imposed to the
density ﬁeld at the particle surface, since the transport of the den-
sity computed via (3) is performed in the whole computational
domain, including the region occupied by and surrounding the
particle. The speciﬁc value of the local ﬂuid density ’inside’ the
region of the particle does not play a role since here the ﬂuid is
non-diffusive. At time t ¼ 0, the sphere is located in the middle of
Fig. 6. Contours of the azimuthal component of vorticity x around the sphere over half an oscillation cycle for Re ¼ 16:7 and St ¼ 0:625. Upper frame: Chang and Maxey’s
[11] simulation; Lower frame: present method (two-dimensional axisymmetric simulation). The time instance of the snapshots are such that rt ¼ /½2p with (a)
/ ¼ p=16;Dx ¼ 0:2; (b) / ¼ p=4, Dx ¼ 0:4; (c) / ¼ p=2;Dx ¼ 0:6; (d) / ¼ 3p=4;Dx ¼ 0:2; (e) / ¼ 15p=16;Dx ¼ 0:2; (f) / ¼ p, Dx ¼ 0:2. Dotted line: x < 0. Solid line:
x > 0. Long dashed: x ¼ 0. Here, Dx is the vorticity increment between two iso-contours and x is scaled by U0=R.
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the computational domain at z ¼ z0, and the whole system ﬂuid-
sphere is in solid-body rotation at angular velocity X0. The sphere
is then set into vertical oscillatory motion according to (37).
Iso-surfaces of density ﬂuctuations dq are displayed in Fig. 11 at
times tðr=2pÞ ¼ 4:7 and 5:2. Note that the vertical location of the
sphere at these time instances is symmetrical with respect to z0.
Here dq is deﬁned as
dq ¼ qðx; tÞ  qðx; t ¼ 0Þ
q0
: ð40Þ
The iso-surfaces of density ﬂuctuations are observed to be cones
whose axis of revolution is parallel to the rotational axis/density
gradient. The density ﬂuctuations distribution mostly remains axi-
symmetric and exhibits a central symmetry with respect to the
averaged location of the sphere. The conical waves stemming from
the generation of the internal gravity/inertia waves extend in the
ﬂow up to a distance of 10D from the sphere, approximately. In
Fig. 12 the corresponding velocity ﬂuctuation ﬁeld du is plotted
in a chosen vertical mid-plane. Clearly, the ﬂow exhibits a cross-
shape structure, in agreement with experimental observations
[22,52]. For comparison, the theoretical prediction (39) for the
direction of propagation of the waves is plotted in Fig. 12 (dashed
lines). Good agreement is found between the angle obtained with
the present method and the analytical prediction.
The temporal evolution of the drag coefﬁcient, here deﬁned by
CD ¼ 2FD=q0pR2U20, is plotted in Fig. 13. A quasi steady-state regime
is observed to rapidly take place after two periods of oscillations,
the extremal values of CD being close to 
4. To our knowledge no
numerical or experimental results on the ﬂow characteristics such
as the drag exerted on the moving sphere can be found in the liter-
ature. However, a crude comparison can be made with results of
Hanazaki et al. [30] who performed numerical simulations, thanks
to a boundary-ﬁtted approach, of the ﬂow around a vertically mov-
ing sphere in a uniformly stratiﬁed ﬂuid for a broad range of param-
eters (Re; Fr; Sc), Sc ¼ m=K being the Schmidt number, m the ﬂuid
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Fig. 7. (a) Time evolution of the drag coefﬁcient CD over an oscillation cycle: (-  -  -), present method; ( ), pseudo-spectral method of Chang and Maxey [11]; (- - - -),
experiments of Odar and Hamilton [48]; (     ), analytical solution. Here rt ¼ /½2p. (b) Error computed from the maximum value of CD at the end of the second cycle as a
function of () spatial resolution and () time step. The reference value of CD used for the spatial and temporal convergence analysis is the one obtained with
(Dx=D ¼ 1:25 102; rDt ¼ 102) and (Dx=D ¼ 5 102; rDt ¼ 103), respectively. The dashed and solid lines indicate ﬁrst- and second-order convergence, respectively.
Fig. 8. Close-up view of the grid used for the simulation of the freely-falling sphere with (a) the present method and (b) a body-ﬁtted approach. In the former (resp. latter)
case, the size of the axisymmetric (resp. three-dimensional) grid is 128 ð1Þ  800 (resp. 88 34 66) in the r; h; z(resp. /)-directions, gravity being along z-direction. In (a),
the immersed boundary is materialized by iso-values of the solid volume fraction a ¼ 0:01;0:25; 0:5;0:75, and 0.99.











Fig. 9. Time evolution of the particle velocity: , present method (two-
dimensional axisymmetric simulation); - - - -, boundary-ﬁtted method,      ,
analytical solutions (31) and (32).
134 B. Bigot et al. / Computers & Fluids 97 (2014) 126–142
of the above mentioned authors, a constant velocity of the sphere is
imposed and the drag force is measured. Some of their results are
reproduced in Fig. 17 for Re ¼ 200;0:2 < Fr < 200, and Sc ¼ 700.
For Fr ¼ 0:8 (i.e. 1=Fr ¼ 1:25), the expected drag coefﬁcient lies in
the range CD 	 3 4, approximately. This is of the same order of
magnitude as the value of the maximum drag coefﬁcient found in
the present simulation (Fig. 13). It must be stressed that the present
comparison is only qualitative since we simulate the ﬂow of an
oscillating sphere, while Hanazaki et al. [30] compute the ﬂow
around a translating particle. In addition, we set the object and
the ﬂuid to be initially in solid body-rotation while in the simula-
tion of these authors, the ﬂuid is initially at rest.
Contours of the azimuthal component of vorticity in the vicinity
of the sphere are plotted in Fig. 14 over half an oscillation cycle.
Two regions can be identiﬁed, namely a far-ﬁeld region in which
the waves of Saint-Andrew cross-shape are visible via the sharp
transition of the vorticity sign, and a near-ﬁeld region in which
vorticity is generated at the sphere surface. The near-ﬁeld region
is observed to extend up to a distance of one diameter away from
the sphere centroid, approximately, in agreement with experimen-
tal observation (Fig. 14(f); [64]). Note that the structure of the
wake is different from the constant-density non-rotating lower
Re-case (see e.g. Fig. 6) indicating a non-negligible inﬂuence of
stratiﬁcation/rotation not only on the far ﬁeld but also on the local
ﬂow structure around the moving object.
3.2.2. Flow past a sphere dragged vertically in a stratiﬁed ﬂuid
Experiments of such ﬂows (see e.g. [46,60]) have shown that the
axisymmetric ﬂow is retained for Reynolds numbers well above
200, which is the upper limit for axisymmetry in homogeneous
ﬂow, because vortex shedding and transition to turbulence can
Fig. 10. Numerical setup with (a) a global view of the sphere within the cylindrical computational domain, and (b) a close-up view of the grid used in the vicinity of the
sphere here materialized by iso-value of the solid volume fraction a ¼ 0:1.
Fig. 11. Iso-surfaces of density ﬂuctuations dq generated by an oscillating sphere in a rotating stratiﬁed ﬂuid at (a) tr=ð2pÞ ¼ 4:7 and (b) tr=ð2pÞ ¼ 5:2 for
Re ¼ 100; Fr ¼ 0:8; C ¼ 0:316 and A0=R ¼ 1. Iso-surfaces dq ¼ 
1:26 106 are plotted on half the computational domain in order to show the sphere location. Here, the
simulation is three-dimensional.
Fig. 12. Azimuthal component of the velocity ﬂuctuation ﬁeld du (same parameters
as Fig. 11(b)). The vectors represent the corresponding ðr; zÞ-components of du. The
location of the sphere is materialized by selected iso-values of a. The white dashed
lines correspond to the direction of propagation obtained from (39). Note that the
near ﬂow ﬁeld of the sphere and color background around the z-axis are not shown
for clarity.
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Fig. 13. Time evolution of the drag coefﬁcient CD on a oscillating sphere in a rotating stratiﬁed ﬂuid (Re ¼ 100; Fr ¼ 0:8; C ¼ 0:316;A0=R ¼ 1).
Fig. 14. Contours of the azimuthal component of vorticity over half an oscillation cycle in the vicinity of the sphere obtained from the three-dimensional simulation. The time
instances of the snapshots are such that rt ¼ /½2pwith (a) / ¼ 0; (b) / ¼ 4p=13; (c) / ¼ 6p=13; (d) / ¼ 9p=13; (e) / ¼ p. The sphere is materialized by the iso-surface of the
solid volume fraction a ¼ 0:1. (e) Experimental visualization of Chashechkin [12] for Re 	 300; Fr 	 0:5; C ¼ 0 and A0=R ¼ 1:2.
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be inhibited by stratiﬁcation. Axisymmetric standing vortex usu-
ally found in homogeneous ﬂuids at moderate Reynolds numbers
(25 6 Re 6 200) is completely collapsed by stable stratiﬁcation,
generating a strong vertical jet. Recently, Torres et al. [60] and
Hanazaki et al. [30] performed numerical simulations thanks to a
boundary-ﬁtted approach using Boussinesq approximation. They
showed that for Re ¼ 200, the complete collapse of the vortex
occurs at Froude number Fr  19, and the critical Froude number
decreases slowly as Re increases. The Froude number and the
Reynolds number are here deﬁned by Fr ¼ 2U0=ND and
Re ¼ qU0D=l with U0 being the descent velocity of the sphere, N
the Brunt-Väisälä frequency, D the sphere diameter and l the
dynamic viscosity of the ﬂuid.
Two conﬁgurations are investigated here, namely ðRe; FrÞ ¼
ð200;2Þ and (200,20). The simulations are performed on the same
two-dimensional axisymmetric domain as in Section 3.1.4 with
twice the resolution (the 20D 40D ðr; zÞ-domain is discretized
with 256 1600 grid points) so that there are 40 cells per sphere
diameter. Free-slip and Neumann boundary conditions are
imposed at all boundaries for the velocity and density, respec-
tively. The sphere is initially located at a distance 7R from the
upper wall and the ﬂuid is initially at rest. A t > 0, the sphere is
dragged at an imposed constant velocity U0 in the direction oppo-
site to the density gradient. It should be noted that contrary to the
simulations of Torres et al. [60] and Hanazaki et al. [30], the pres-
ent simulation does not make use of Boussinesq approximation.
We plot in Fig. 15 isopycnals and streamlines in the vicinity of
the sphere for the case ðRe; FrÞ ¼ ð200;20Þ, when the sphere has
crossed a distance of 13D. The ﬁgure shows that at this relatively
weak stratiﬁcation, a standing vortex exists just as in homoge-
neous ﬂuids. This is in line with experimental observations and
the results of Hanazaki et al. [30] for which qualitative agreement
is found (see Fig. 15c). Note that small steps in the density iso-con-
tours can be observed in the region of sharp gradients, separating
the wake of the sphere from the far-ﬁeld (Fig. 15a). These patterns
are a consequence of the Flux-Corrected-Transport scheme used
for solving the transport equation of density. This family of
shock-capturing scheme contains an anti-diffusive step which
sharpen the density distribution when the typical thickness of
the density gradient is of the grid size. Increasing stratiﬁcation
causes complete vortex collapse of the wake and the generation
of a long narrow ﬁlament or jet. This is illustrated in Fig. 16 when
ðRe; FrÞ ¼ ð200;2Þ. The density and ﬂow structure is well repro-
duced by the present immersed-boundary method. Note that some
cusps can be observed in Fig. 16a at a distance of 3-6D downstream
the rear part of the sphere, in the vicinity of the thin axisymmetric
jet generated in the wake. Similar cusps were observed by Hana-
zaki et al. [30] for similar physical parameters but a much ﬁner res-
olution that the present one (see their Fig. 9a).
We plot in Fig. 17 the time evolution of the drag coefﬁcient. In
order to compare our results with those of Torres et al. [61] and
Hanazaki et al. [30] who solved the equations for the perturbed
density and pressure ﬁelds, we remove the contribution of the
unperturbed hydrostatic pressure. To be explicit, the instantaneous








bFD ¼ FD  #p @qe
@z
gðz0  zpÞ; ð42Þ
with FD ¼ 
R
#p
qfd# being computed the same way as (30) and zp
the local vertical position of the sphere (the detailed derivation of
(42) is given in appendix). We ﬁnd a very good agreement with
the results reported by Torres et al. [61] and Hanazaki et al. [30]
in the case of zero-to-low stratiﬁcation (Fr ¼ 20) and reasonable
agreement in the case of moderate-to-large stratiﬁcation (Fr ¼ 2).
In the latter case, the discrepancy may be due to the fact that in
the present case, the ﬂuid is non-diffusive (Sc  1) contrary to
the results of these authors for which Sc ¼ 700. In particular, Torres
et al. [60] mention that in the case of non-diffusive ﬂuids, the den-
sity contours accumulate ahead of the particle (see e.g. Fig. 16(a))
and prevent the steady state condition to be reached, as observed
in Fig. 17. We note in passing that the drag coefﬁcient in the
Fr ¼ 2-case is slightly but noticeably increasing with time for both
the present approach and the boundary-ﬁtted method of Torres
Fig. 15. Isopycnals (a) and streamlines (b) when Fr ¼ 20;Re ¼ 200, and Sc  1 at tU0=R ¼ 52 (the sphere has crossed a distance of 13D). For comparison, results of Hanazaki
et al. [30], obtained for Fr ¼ 20;Re ¼ 200, and Sc ¼ 700 with a boundary-ﬁtted approach are plotted in (c). Here, the simulation is two-dimensional axisymmetric.
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et al. [61], at least up to tU0=R < 5. From this time, the drag coefﬁ-
cient reported by these authors seems to reach a plateau contrary to
our results, however, this plateau is mitigated by an abrupt jump a
time tU0=R 	 6.
We also plot in Fig. 17 the error computed from the value of CD
at time tU0=R ¼ 5 as a function of the spatial resolution and the
time step, and ﬁnd a ﬁrst- and second-order convergence, respec-
tively, similar to that found in the convergence study performed in
the homogeneous case (see Fig. 7(b)). Note that the observed effec-
tive temporal and spatial order-of-accuracy of the present method
with the IBM treatment and a ﬂuid of variable density is observed
to be somewhat lower than the expected second order-of-accuracy
of the Crank–Nicolson/Runge–Kutta scheme. Firstly, this may be
attributed to the use of the FCT scheme for the transport equation
of the density. In the case of variable density ﬂow with surface
tension effects and no IBM treatment, Bonometti and Magnaudet
[6] found a spatial order-of-accuracy of 1–1.5 approximately, when
using the FCT scheme. Second, recall that the present IBM
treatment does not make use of markers as in Uhlmann [63] or
interpolation operators for the pressure and boundary force as in
Taira and Colonius [58] and is likely to lower the effective order-
of-accuracy. This latter point was recently conﬁrmed by Guy and
Hartenstine [27] who demonstrated that direct forcing IBM were
generally ﬁrst-order accurate, the order of accuracy being able to
increase up to second-order depending on the local ’smoothness’
of the solution across the immersed boundary.
The distribution of the vertical velocity near the sphere’s equa-
tor is given in Fig. 18(a) for various spatial resolutions and in
Fig. 18(b) for two values of the Froude number, namely Fr ¼ 2
and Fr ¼ 20. We observe that the momentum boundary layer is
roughly independent of the spatial resolution for D=Dr ¼ 40. At
lower spatial resolution the region of inﬂuence of the immersed
object is increased as the thickness of the transition region of the
solid volume fraction a is increased. As a consequence, the location
of the maximum velocity is artiﬁcially shifted away from the par-
ticle surface. In Fig. 18(b), the present results for D=Dr ¼ 40 are
Fig. 16. Same as Fig. 15 for Fr ¼ 2 and Re ¼ 200.
Fig. 17. Time evolution of the total drag coefﬁcient CD . Present method (Re ¼ 200, Sc  1): +, Fr ¼ 2; , Fr ¼ 20. Simulations from the boundary-ﬁtted method of Torres et al.
[61] (Re ¼ 200; Sc ¼ 700): , Fr ¼ 2; - - - -, Fr ¼ 1. The upper and lower triangles indicate the value of CD reported in Fig. 13 of Hanazaki et al. [30] for Fr ¼ 2 and Fr ¼ 20,
respectively. Inset: Error computed from the value of CD at time tU0=R ¼ 5 as a function of () spatial resolution and () time step. The reference value of CD used for the
spatial and temporal convergence analysis is the one obtained with (Dr=D ¼ 1:25 103;Dt  U0=D ¼ 2:5 102) and (Dr=D ¼ 2:5 102;Dt  U0=D ¼ 2:5 104),
respectively. The dashed and solid lines indicate ﬁrst- and second-order convergence, respectively.
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compared to those obtained from the boundary-ﬁtted approach of
Torres et al. [60] who used a much ﬁner grid in the sphere region.
Very good agreement is found for Fr ¼ 20 and a reasonable agree-
ment is observed for Fr ¼ 2, the difference of the maximum veloc-
ity being less than 5%.
3.2.3. Sphere sedimenting in a stratiﬁed ﬂuid at Re ¼ Oð103Þ
Here, the sedimentation of a sphere in a linearly stratiﬁed vis-
cous ﬂuid, as deﬁned in (34), is considered for two different density
ratios, namely qp=q0 ¼ 4:6 and 6.1, q0 being a reference density
deﬁned by the ﬂuid density at the initial vertical location z0 of
the particle centroid and qp being the density of the particle. We
set the physical properties of the particle and the ﬂuid so the Archi-
medes number is Ar ¼ 2:3 105 and 3:3 105, respectively, and
the Froude number Fr ¼ 4:3. For comparison, we also computed
the constant-density case. The simulation is performed in a
three-dimensional domain of 6:3R 6:3R 51:5R size with
64 64 512 grid points. The spatial resolution is uniform in all
directions corresponding to 20 grid points per particle diameter.
No-slip (resp. Neumann) boundary conditions are imposed at the
top and bottom walls for the velocity (resp. density) while periodic
conditions are set for the lateral walls. Note that other boundary
conditions could have been used, namely free-slip conditions for
the velocity, without changing the results signiﬁcantly. In the pres-
ent case, using periodic boundary conditions along the side walls
corresponds to simulating the sedimentation of a regular horizon-
tal array of spherical particles in a stratiﬁed ﬂuid. The sphere cen-
troid is initially located at a distance of 2:2R from the upper wall
and the ﬂuid is initially at rest.
Note that here the size of the computational domain is rather
small. As a consequence, conﬁnement effects may modify the sed-
imentation velocity of the sphere, and additionally the perturbation
of the density ﬁeld due to the motion of the sphere may generate
internal waves, the propagation of which being inﬂuenced by the
side walls. In addition, recall that the spatial resolution is such that
there are 20 grid points per particle diameter. The convergence
study of Section 3.2.2 suggests that this spatial resolution may be
somewhat low to fully capture the ﬂow near the sphere surface.
Here, however, we are interested in showing the capability of the
present approach to simulate the three-dimensional ﬂow around
a freely-moving object in a stratiﬁed ﬂuid, so a moderate size of
the computational domain and spatial resolution were chosen.
Fig. 19 shows the time evolution of the vertical distance crossed
by the sedimenting sphere and the corresponding local particle
Reynolds number in the three conﬁgurations considered here
(constant-density ﬂow with qp=q0 ¼ 4:6, stratiﬁed ﬂow with
qp=q0 ¼ 4:6 and 6.1). For all cases, the particle quickly accelerates
at early times to reach a particle Reynolds number of about 1300-
1800 (t  7). Contrary to the constant-density case, the speed of
the particle in the stratiﬁed ﬂuid abruptly drops down due to the
enhanced drag stemming from the buoyancy of a tail of light ﬂuid
dragged down by the sphere and the vanishing buoyancy force
which decreases as the particle gets closer to the vertical neutral
buoyancy level zn corresponding to q ¼ qp. It is worth noting that
in the case qp=q0 ¼ 4:6 and Fr ¼ 4:3 the particle speed alternatively
changes sign, leading to slight but noticeable lift-up of the particle
centroid (see Fig. 19 at times t ¼ 25, 33, 55 and 70). The time at
which the particle speed decreases is larger for the particle of larger
density ratio since inertia and buoyancy forces are larger in this
case. As expected, the particle eventually approaches to the level
zn, however, the duration of approach is relatively large since both
the drag force and buoyancy forces are slowly decreasing due to a
slow decrease in local velocity and density contrast, respectively.





























Fig. 18. Distribution of the vertical velocity near the sphere’s equator. (a) Results
obtained with the present method and various spatial resolutions:
;D=Dr ¼ 10;þ;D=Dr ¼ 20;;D=Dr ¼ 40; ;D=Dr ¼ 60; , D=Dr ¼ 80. Here,
Re ¼ 200; Sc  1; Fr ¼ 2 and tU0=R ¼ 5. Inset: close-up view near the velocity
maximum. (b) Present method (Re ¼ 200; Sc  1; tU0=R ¼ 52;D=Dr ¼ 40):
; Fr ¼ 20; ; Fr ¼ 2. Simulations from the boundary-ﬁtted method of Torres et al.
[60] for which Re ¼ 200, Sc ¼ 700: , Fr ¼ 20; -  -  -, Fr ¼ 2.


























Fig. 19. Time evolution of (a) the vertical distance crossed by the sedimenting
sphere and (b) local particle Reynolds number: (- - - -), Fr ¼ 1;qp=q ¼ 4:6;
( ), Fr ¼ 4:3, qp=q ¼ 4:6; (     ), Fr ¼ 4:3, qp=q ¼ 6:1. The dash-dotted lines
indicate the location of the neutral buoyancy level for which q ¼ qp . Here, the
simulation is three-dimensional.
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The local ﬂow structure is shown in Fig. 20 for both the con-
stant-density case and the stratiﬁed ambient case at qp=q0 ¼ 4:6.
A long wake is generated in the Fr ¼ 1 (constant-density) case
with a recirculation zone of about 2D downstream the sphere. In
contrast, the wake behind the sphere which sediments in the strat-
iﬁed ambient develops only at early times (t 6 7) and quickly col-
lapses. At early times, the structure of the wake is roughly similar
to that reported in Fig. 6c of Bayareh et al. [5] who computed the
motion of a particle at a somewhat larger Froude number, namely
Fr ¼ 11:2. As the wake collapses, a thin upward jet is created and
isopycnals are lifted-up (t ¼ 13), generating internal waves and
local mixing, in agreement with observations [60]. As the particle
slowly goes towards the level zn, internal waves are damped by vis-
cous dissipation.
4. Summary and conclusions
A simple immersed-boundary method has been used for simu-
lating constant- and stratiﬁed-density ﬂows past complex moving
boundaries. The method is based on a direct forcing approach in
which the solid objects are represented by a continuous solid
volume fraction. Two- and three-dimensional canonical ﬂows are
simulated and the results are compared with available analytical,
experimental or numerical data in order to show the accuracy of
the current approach. In the conﬁgurations considered here, the
present method is capable of accurately describing the ﬂow in
the region close to the immersed boundary even though it does
not make use of any high-order interpolation technique or
Lagrangian marking of the boundary. Simulations are performed
for stratiﬁed ﬂows with moving boundaries. The current approach,
which makes use of a shock-capturing scheme for the transport of
density, is observed to describe reasonably well the temporal
variation of the hydrodynamic forces as well as the sharp spatial
gradients of density, despite the somewhat moderate spatial reso-
lution used in the vicinity of the immersed boundary. Here, we
only considered a single object in order to establish the relevancy
of the present approach in academic conﬁgurations. It is however
possible to extend the present approach to multiple non-spherical
objects, provided a suitable collision model is implemented. This is
beyond the scope of the present paper, and is left for future work.
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Appendix A
In this appendix, we give details about the derivation of the
drag force (42) used in Section 3.2.2. Here, we assume that the
sphere is dragged at a constant velocity. The drag force acting on
a body of surface Sp and volume #p is
R
Sp
s  ndS with
s ¼ PIþ lðrV þrVTÞ being the hydrodynamic stress tensor
and n the outward pointing vector normal to the sphere surface.
Integrating momentum and kinematic momentum laws (1) and
(a)
(b)
Fig. 20. Three-dimensional simulation of the sedimentation of a sphere at Re ¼ Oð103Þ in (a) a constant-density ﬂow (Fr ¼ 1) and (b) a linearly stratiﬁed ﬂow (Fr ¼ 4:6). In
both cases, Ar ¼ 2:3 105 and qp=q ¼ 4:6. Instantaneous distribution of the vertical velocity ﬁeld in the range (a) [3.9 0.5] and (b) [0.5 2.3], respectively. Isopycnals are
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(2) for the ﬂuid on #p and using the fact that the sphere velocity is
here constant, one can write (see e.g. Eqs. (16)–(18))Z
Sp




Decomposing the pressure ﬁeld P into two parts, namely an
unperturbed hydrostatic pressure pe and a perturbation, and using
the Boussinesq approximation one can express the total drag force
asZ
Sp






s^  ndS; ð44Þ
where s^ include the perturbation pressure and the viscous stress
tensor. Note that bFD ¼ RSp s^  ndS is the drag force computed in
Torres et al. [60,61] and Hanazaki et al. [30]. Using the fact that














gðz0  zpÞ  q0#pg; ð46Þ
with zp being the local vertical position of the sphere. Eliminating s









gðz0  zpÞ  ðq q0Þ#pg: ð47Þ
Finally, the averaged ﬂuid density in the region of the particle q
at an arbitrary time is in fact that initially located inside the
particle at time t ¼ 0 (for zp ¼ z0). This patch of density has been
transported ’inside’ the dragged particle (see Eq. (3)). Computing
the initial average ﬂuid density qðt ¼ 0Þ in the region #p of the
particle, one ﬁnds q ¼ q0 leading to




gðz0  zpÞ: ð48Þ
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