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THE SPACEY RANDOM WALK:
A STOCHASTIC PROCESS FOR HIGHER-ORDER DATA∗
AUSTIN R. BENSON† , DAVID F. GLEICH‡ , AND LEK-HENG LIM§
Abstract. Random walks are a fundamental model in applied mathematics and are a common
example of a Markov chain. The limiting stationary distribution of the Markov chain represents the
fraction of the time spent in each state during the stochastic process. A standard way to compute
this distribution for a random walk on a finite set of states is to compute the Perron vector of the
associated transition matrix. There are algebraic analogues of this Perron vector in terms of transition
probability tensors of higher-order Markov chains. These vectors are nonnegative, have dimension
equal to the dimension of the state space, and sum to one and are derived by making an algebraic
substitution in the equation for the joint-stationary distribution of a higher-order Markov chains.
Here, we present the spacey random walk, a non-Markovian stochastic process whose stationary
distribution is given by the tensor eigenvector. The process itself is a vertex-reinforced random walk,
and its discrete dynamics are related to a continuous dynamical system. We analyze the convergence
properties of these dynamics and discuss numerical methods for computing the stationary distribution.
Finally, we provide several applications of the spacey random walk model in population genetics,
ranking, and clustering data, and we use the process to analyze taxi trajectory data in New York.
This example shows definite non-Markovian structure.
1. Random walks, higher-order Markov chains, and stationary distri-
butions. Random walks and Markov chains are one of the most well-known and
studied stochastic processes as well as a common tool in applied mathematics. A
random walk on a finite set of states is a process that moves from state to state
in a manner that depends only on the last state and an associated set of transition
probabilities from that state to the other states. Here is one such example, with a few
sample trajectories of transitions:
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This process is also known as a Markov chain, and in the setting we consider the two
models, Markov chains and random walks, are equivalent. (For the experts reading,
we are considering time-homogenous walks and Markov chains on finite state-spaces.)
Applications of random walks include:
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• Google’s PageRank model [Langville and Meyer, 2006]. States are web-pages
and transition probabilities correspond to hyperlinks between pages.
• Card shuffling. Markov chains can be used to show that shuffling a card deck
seven times is sufficient, for example [Bayer and Diaconis, 1992; Jonsson and
Trefethen, 1998]. In this case, the states correspond to permutations of a deck
of cards and transitions are the result of a riffle shuffle.
• Markov chain Monte Carlo and Metropolis Hastings [Asmussen and Glynn,
2007]. Here, the goal is to sample from complicated probability distributions
that could model extrema of an function when used for optimization or the
uniform distribution if the goal is a random instance of a complex mathematical
objects such as matchings or Ising models. For optimization, states reflect the
optimization variables and transitions are designed to stochastically “optimize”
the function value; for random instance generation, states are the mathematical
objects and transitions are usually simple local rearrangements.
One of the key properties of a Markov chain is its stationary distribution. This
models where we expect the walk to be “on average” as the process runs to infinity.
(Again, for the experts, we are concerned with the Cesa`ro limiting distributions.) To
compute and understand these stationary distributions, we turn to matrices. For an
N state Markov chain, there is an N ×N column stochastic matrix P , where P ij is
the probability of transitioning to state i from state j. The matrix for the previous
chain is:
P =
1/2 0 3/51/4 2/3 1/5
1/4 1/3 1/5
 .
A stationary distribution on the states is a vector x ∈ RN satisfying
xi =
∑
j
P ijxj ,
∑
i
xi = 1, xi ≥ 0, 1 ≤ i ≤ N. (1.1)
The existence and uniqueness of x, as well as efficient numerical algorithms for
computing x, are all well-understood [Kemeny and Snell, 1960; Stewart, 1994].
A natural extension of Markov chains is to have the transitions depend on the past
few states, rather than just the last one. These processes are called higher-order Markov
chains and are much better at modeling data in a variety of applications including
airport travel flows [Rosvall et al., 2014], e-mail communication [Rosvall et al., 2014],
web browsing behavior [Chierichetti et al., 2012], and network clustering [Krzakala
et al., 2013]. For example, here is the transition probability table for a second-order
Markov chain model on the state space {1, 2, 3}:
Second last state 1 2 3
Last state 1 2 3 1 2 3 1 2 3
Prob. next state is 1 0 0 0 1/4 0 0 1/4 0 3/4
Prob. next state is 2 3/5 2/3 0 1/2 0 1/2 0 1/2 0
Prob. next state is 3 2/5 1/3 1 1/4 1 1/2 3/4 1/2 1/4
(1.2)
Thus, for instance, if the last two states were 2 (last state) and 1 (second last state),
then the next state will be 2 with probability 2/3 and 3 with probability 1/3.
Stationary distributions of higher-order Markov chains show which states appear
“on average” as the process runs to infinity. To compute them, we turn to hypermatrices.
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Fig. 1. The first-order Markov chain that results from converting the second-order Markov
chain in (1.2) into a first-order Markov chain on pairs of states. Here, state (i, j) means that the
last state was i and the second-last state was j. Because we are modeling a second-order Markov
chain, the only transitions from state (i, j) are to state (k, i) for some k.
We can encode these probabilities into a transition hypermatrix where P ijk is the
probability of transitioning to state i, given that the last state is j and the second last
state was k. So for this example, we have P 321 = 1/3. In this case,
∑
iP ijk = 1 for
all j and k, and we call these stochastic hypermatrices. (For a m-order Markov chain,
we will have an m + 1-order stochastic hypermatrix). The stationary distribution
of a second-order Markov chain, it turns out, is simply computed by converting the
second-order Markov chain into a first-order Markov chain on a larger state space given
by pairs of states. To see how this conversion takes place, note that if the previous two
states were 2 and 1 as in the example above, then we view these as an ordered pair
(2, 1). The next pair of states will be either (2, 2) with probability 2/3 and (3, 2) with
probability 1/3. Thus, the sequence of states generated by a second-order Markov
chain can be extracted from the sequence of states of a first-order Markov chain defined
on pairs of states. Figure 1 shows a graphical illustration of the first-order Markov
chain that arises from our small example.
The stationary distribution of the first-order chain is an N ×N matrix X where
Xij is the stationary probability associated with the pair of states (i, j). This matrix
satisfies the stationary equations:
Xij =
∑
k
P ijkXjk,
∑
i,j
Xij = 1, Xij ≥ 0, 1 ≤ i, j ≤ N. (1.3)
(These equations can be further transformed into a matrix and a vector x ∈ RN2 if
desired, but for our exposition, this is unnecessary.) The conditions when X exists
can be deduced from applying Perron-Frobenius theorem to this more complicated
equation. Once the matrix X is found, the stationary distribution over states of the
second-order chain is given by the row and column sums of X.
Computing the stationary distribution in this manner requires Θ(N2) storage,
regardless of any possible efficiency in storing and manipulating P . For modern
problems on large datasets, this is infeasible.1
1We wish to mention that our goal is not the stationary distribution of the higher-order chain
in a space efficient matter. For instance, a memory-friendly alternative is directly simulating the
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Recent work by Li and Ng [2014] provides a space-friendly alternative approxima-
tion through z eigenvectors of the transition hypermatrix, as we now explain. Li and
Ng [2014] consider a “rank-one approximation” to X, i.e, Xij = xixj for some vector
x ∈ RN . In this case, Equation (1.3) reduces to
xi =
∑
jk
P ijkxjxk,
∑
i
xi = 1, xi ≥ 0, 1 ≤ i ≤ N. (1.4)
Without the stochastic constraints on the vector entries, x is called a z eigenvector [Qi,
2005] or an l2 eigenvector [Lim, 2005] of P . Li and Ng [2014] and Gleich et al. [2015]
analyze when a solution vector x for Equation 1.4 exists and provide algorithms for
computing the vector. These algorithms are guaranteed to converge to a unique
solution vector x if P satisfies certain properties. Because the entries of x sum to one
and are nonnegative, they can be interpreted as a probability vector. However, this
transformation was algebraic. We do not have a canonical process like the random
walk or second-order Markov chain connected to the vector x.
In this manuscript, we provide an underlying stochastic process, the spacey random
walk, where the limiting proportion of the time spent at each node—if this quantity
exists—is the z eigenvector x computed above. The process is an instance of a vertex-
reinforced random walk [Pemantle, 2007]. The process acts like a random walk but
edge traversal probabilities depend on previously visited nodes. We will make this
idea formal in the following sections.
Vertex-reinforced random walks were introduced by Coppersmith and Diaconis
[1987] and Pemantle [1988], and the spacey random walk is a specific type of a
more general class of vertex-reinforced random walks analyzed by Bena¨ım [1997]. A
crucial insight from Bena¨ım’s analysis is the connection between the discrete stochastic
process and a continuous dynamical system. Essentially, the limiting probability
of time spent at each node in the graph relates to the long-term behavior of the
dynamical system. For our vertex-reinforced random walk, we can significantly refine
this analysis. For example, in the special case of a two-state discrete system, we show
that the corresponding dynamical system for our process always converges to a stable
equilibrium (Section 4.1). When our process has several states, we give sufficient
conditions under which the standard methods for dynamical systems will numerically
converge to a stationary distribution (Section 5.3).
We provide several applications of the spacey random walk process in Section 3
and use the model to analyze a dataset of taxi trajectories in Section 6. Our work
adds to the long and continuing history of the application of tensor2 or hypermatrix
methods to data [Harshman, 1970; Comon, 1994; Sidiropoulos et al., 2000; Allman
and Rhodes, 2003; Smilde et al., 2004; Sun et al., 2006; Anandkumar et al., 2014]. For
example, eigenvectors of structured hypermatrix data are crucial to new algorithms for
parameter recovery in a variety of machine learning applications [Anandkumar et al.,
2014]. In this paper, our hypermatrices come from a particular structure—higher-order
Markov chains—and we believe that our new understanding of the eigenvectors of
these hypermatrices will lead to improved data analysis.
chain and computing an empirical estimate of the stationary distribution. Instead, our goal is to
understand a recent algebraic approximation proposed to these stationary distribution in terms of
tensor eigenvectors.
2These are coordinate representations of hypermatrices and are often incorrectly referred to as
“tensors.” In particular, the transition hypermatrix of a higher-order Markov chain is a coordinate
dependent and is not a tensor. We refer to Lim [2013] for formal definitions of these terms.
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= 25/54
Pr(X(7) = 3) =
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Pr ((2, 1)→ (3, 2))
+
2
9
Pr ((2, 2)→ (3, 2))
+
3
9
Pr ((2, 3)→ (3, 2))
= 29/54
Fig. 2. The spacey random walk process uses a set of transition probabilities from a second-order
Markov chain (which we represent here via the first-order reduced chain; see Figure 1) and maintains
an occupation vector w as well. The vector w keeps track of the fraction of time spent in each state,
initialized with one visit at each state. In the next transition, the process chooses the past state
following this vector (red lines) and then makes a transition following the second-order Markov chain
(black lines). In this case, the last state is 2 and the second last state will be generated from w,
giving the transition probabilities to the next state X(7) on the right.
The software used to produce our figures and numerical results is publicly available
at https://github.com/arbenson/spacey-random-walks.
2. The spacey random walk. We now describe the stochastic process, which
we call the spacey random walk. This process consists of a sequence of states
X(0), X(1), X(2), . . ., and uses the set of transition probabilities from a second-order
Markov chain. In a second-order Markov chain, we use X(n) and X(n− 1) to look-up
the appropriate column of transition data based on the last two states of history. In
the spacey random walker process on this data, once the process visits X(n), it spaces
out and forgets its second last state (that is, the state X(n− 1)). It then invents a
new history state Y (n) by randomly drawing a past state X(1), . . . , X(n). Then it
transitions to X(n+ 1) as a second-order Markov chain as if its last two states were
X(n) and Y (n). We illustrate this process in Figure 2.
We formalize this idea as follows. Let P ijk be the transition probabilities of the
second-order Markov chain with N states such that
Pr{X(n+ 1) = i | X(n) = j,X(n− 1) = k} = P ijk.
The probability law of the spacey random surfer is given by
Pr{Y (n) = k | Fn} = 1
n+N
(1 +
∑n
s=1 Ind{X(s) = k}) (2.1)
Pr{X(n+ 1) = i | X(n) = j, Y (n) = k} = P ijk, (2.2)
where Fn is the σ-field generated by the random variables X(i), i = 1, . . . , n and
X(0) is a provided starting state. This system describes a random process with
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reinforcement [Pemantle, 2007] and more specifically, a new type of generalized vertex-
reinforced random walk (see Section 2.1). For notational convenience, we let the
N ×N2 column-stochastic matrix R denote the flattening of P along the first index:
R :=
[
P ••1 P ••2 . . . P ••N
]
.
(We will use the term flattening, but we note that this operation is also referred to
as an unfolding and sometimes denoted by R = P (1) [Golub and Van Loan, 2012,
Chapter 12.1].) We refer to P ••i as the ith panel of R and note that each panel is
itself a transition matrix on the original state space. Transitions of the spacey random
walker then correspond to: (1) selecting the panel from the random variable Y (n) in
Equation 2.1 and (2) following the transition probabilities in the column of the panel
corresponding to the last state.
2.1. Relationship to vertex-reinforced random walks. The spacey random
walk is an instance of a (generalized) vertex-reinforced random walk, a process intro-
duced by Bena¨ım [1997]. A vertex-reinforced random walk is a process that always
picks the next state based on a set of transition probabilities, but those transition
probabilities evolve as the process continues. A simple example would be a random
walk on a graph where the edge traversals are proportional to the amount of time
spent at each vertex so far [Diaconis, 1988]. At the start of the process, each vertex is
assigned a score of 1, and after each transition to vertex i from vertex j, the score of
vertex i is incremented by 1. At any point in the process, transitions from vertex j
are made proportional to the score of vertex j’s neighbors in the graph. As discussed
by Diaconis [1988], this process could model how someone navigates a new city, where
familiar locations are more likely to be traversed in the future.
Formally, the vertex-reinforced random walk is a stochastic process with states
X(i), i = 0, 1, . . . governed by
X(0) = x(0) (2.3)
si(n) = 1 +
n∑
s=1
Ind{X(s) = i}, w(n) = s(n)
N + n
(2.4)
Pr{X(n+ 1) = i | Fn} = [M(w(n))]i,X(n) (2.5)
where again Fn is the σ-field generated by the random variables X(i), i = 1, . . . , n,
x(0) is the initial state, and M(w(n)) is a N ×N column-stochastic matrix given by
a map
M : ∆N−1 → {P ∈ RN×N | P ij ≥ 0, eTP = eT }, x 7→M(x), (2.6)
where ∆N−1 is the simplex of length N -probability vectors that are non-negative and
sum to one. In other words, transitions at any point of the walk may depend on the
relative amount of time spent in each state up to that point. The vector w is called
the occupation vector because it represents the empirical distribution of time spent
at each state. However, note that the initial state X(0) does not contribute to the
occupation vector.
A key result from Bena¨ım [1997] is the relationship between the discrete vertex-
reinforced random walk and the following dynamical system:
dx
dt
= pi(M(x))− x, (2.7)
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where pi is the map that sends a transition matrix to its stationary distribution.
Essentially, the possible limiting distributions of the occupation vector w are described
by the long-term dynamics of the system in Equation 2.7 (see Section 5.1 for details).
Put another way, convergence of the dynamical system to a fixed point is equivalent
to convergence of the occupation vector for the stochastic process, and thus, the
convergence of the dynamical system implies the existence of a stationary distribution.
In order for the dynamical system to make sense, M(x) must have a unique stationary
distribution. We formalize this assumption for the spacey random walker in Section 2.4.
Proposition 2.1. The spacey random walk is a vertex-reinforced random walk
defined by the map
x 7→
N∑
k=1
P ••kxk = R · (x⊗ I).
Proof. Given Y (n) = k, the walker transitions from X(n) = j to X(n + 1) = i
with probability P ijk. Conditioning on Y (n),
Pr{X(n+ 1) = i | X(0), . . . , X(n),w(n)}
=
N∑
k=1
Pr{X(n+ 1) = i | X(n), Y (n) = k}Pr{Y (n) = k | w(n)}
=
N∑
k=1
P i,X(n),kwk(n) = [R · (w(n)⊗ I)]i,X(n) .
Hence, given w(n), transitions are based on the matrix
∑N
k=1P ••kwk(n). Since
w(n) ∈ ∆N−1 and each P ••k is a transition matrix, this convex combination is also a
transition matrix.
The set of stationary distributions for the spacey random walk are the fixed points
of the dynamical system in Equation 2.7 using the correspondence to the spacey
random walk map. These are vectors x ∈ ∆N−1 for which
0 =
dx
dt
= pi(R · (x⊗ I))− x ⇐⇒ R · (x⊗ x) = x ⇐⇒ xi =
∑
ij
P ijkxjxk (2.8)
In other words, fixed points of the dynamical system are the z eigenvectors of P that
are nonnegative and sum to one, i.e., satisfy Equation 1.4.
2.2. Intuition for stationary distributions. We now derive some intuition for
why Equation 1.4 must be satisfied for any stationary distribution of a spacey random
walk without concerning ourselves with the formal limits and precise arguments, which
are provided in Section 5.1. Let w(n) be the occupation vector at step n. Consider
the behavior of the spacey random process at some time n 1 and some time n+ L
where n L 1. The idea is to approximate what will happen if we ran the process
for an extremely long time and then look at what changed at some large distance in
the future. Since L 1 but L n, the vector w(L+n) ≈ w(n), and thus, the spacey
random walker {X(n)} approximates a Markov chain with transition matrix:
M(w(n)) = R · (w(n)⊗ I) =
∑
k
P ijkwk(n).
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Suppose that M(w(n)) has a unique stationary distribution x(n) satisfying
M(w(n))x(n) = x(n). Then, if the process {X(n)} has a limiting distribution,
we must have x(n) = w(n+ L), otherwise, the distribution x(n) will cause w(n+ L)
to change. Thus, the limiting distribution x heuristically satisfies:
x = M(x)x = R · (x⊗ I)x = R · (x⊗ x). (2.9)
Based on this heuristic argument, then, we expect stationary distributions of spacey
random walks to satisfy the system of polynomial equations
xi =
∑
1≤j,k≤N
P ijkxjxk. (2.10)
In other words, x is a z eigenvector of P . Furthermore, x is the Perron vector of
M(w(n)), so it satisfies Equation 1.4.
Pemantle further develops these heuristics by considering the change to w(n)
induced by x(n) in a continuous time limit [Pemantle, 1992]. To do this, note that,
for the case n L 1,
w(n+ L) ≈ nw(n) + Lx(n)
n+ L
= w(n) +
L
n+ L
(x(n)−w(n)).
Thus, in a continuous time limit L→ 0 we have:
dw(n)
dL
≈ lim
L→0
w(n+ L)−w(n)
L
=
1
n
(x(n)−w(n)).
Again, we arise at the condition that, if this process converges, it must converge to a
point where x(n) = w(n).
2.3. Generalizations. All of our notions generalize to higher-order Markov
chains beyond second-order. Consider an order-m hypermatrix P representing an
(m− 1)th-order Markov chain. The spacey random walk corresponds to the following
process:
1. The walker is at node i, spaces out, and forgets the last m − 2 states. It
chooses the last m − 2 states j1, . . . , jm−2 at random based on its history
(Each state is drawn i.i.d. from the occupation vector w).
2. The walker then transitions to node i with probability P ij1···jm−2 , 1 ≤ i ≤ N .
Analogously to Proposition 2.1, the corresponding vertex-reinforced random walk map
is
x 7→ R · (x⊗ · · · ⊗ x︸ ︷︷ ︸
m− 2 terms
⊗I),
where R is the N ×Nm−1 column-stochastic flattening of P along the first index.
One natural generalization to the spacey random walker is the spacey random
surfer, following the model in the seminal paper by Page et al. [1999]. In this case,
the spacey random surfer follows the spacey random walker model with probability α
and teleports to a random state with probability (1− α); formally,
Pr{X(n+ 1) = i | X(n) = j, Y (n) = k} = αP ijk + (1− α)vi,
where v is the (stochastic) teleportation vector. We will use this model to refine
our analysis. Note that the spacey random surfer model is an instance of the spacey
random walker model with transition probabilities αP ijk + (1− α)vi. This case was
studied more extensively in Gleich et al. [2015].
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2.4. Property B for spacey random walks. Recall that in order to use the
theory from Bena¨ım [1997] and the relationship between the stochastic process and the
dynamical system, we must have that that M(x) has a unique stationary distribution.
We formalize this requirement:
Definition 2.2 (Property B). We say that a spacey random walk transition
hypermatrix P satisfies Property B if the corresponding vertex-reinforced random walk
matrix M(w) has a unique Perron vector when w is on the interior of the probability
simplex ∆N−1. This property is trivially satisfied if P is strictly positive. We can use
standard properties of Markov chains to generalize the case when Property B holds.
Theorem 2.3. A spacey random walk transition hypermatrix P satisfies Property
B if and only if M(w) has a single recurrent class for some strictly positive vector
w > 0.
Proof. Property B requires a unique stationary distribution for each w on the
interior of the probability simplex. This is equivalent to requiring a single recurrent
class in the matrix M(w). Now, the property of having a single recurrent class
is determined by the graph of the non-zero elements of M(w) alone and does not
depend on their value. For any vector w on the interior of the simplex, and also any
positive vector w, the resulting graph structure of M(w) is then the same. This
graph structure is given by the union of graphs formed by each panel of R that results
when P is flattened along the first index. Consequently, it suffices to test any strictly
positive w > 0 and test the resulting graph for a single recurrent class.
3. Applications. We now propose several applications of the spacey random
walk and show how some existing models are instances of spacey random walks. We
remind the reader that in all of these applications, the entries of the hypermatrix P
comes from a higher-order Markov chain, but the spacey random walk describes the
dynamics of the process.
3.1. Population genetics. In evolutionary biology, population genetics is the
study of the dynamics of the distribution of alleles (types). Suppose we have a
population with n types. We can describe the passing of type in a mating process by
a hypermatrix of probabilities:
Pr{child is type i | parents are types j and k} = P ijk.
The process exhibits a natural symmetry P ijk = P ikj because the order of the parent
types does not matter. The spacey random walk traces the lineages of a type in the
population with a random mating process:
1. A parent of type j randomly chooses a mate of type k from the population,
whose types are distributed from the occupation vector w.
2. The parents create a child of type i with probability P ijk.
3. The process repeats with the child becoming the parent.
A stationary distribution x for the type distribution satisfies the polynomial
equations xi =
∑
k P ijkxjxk. In population genetics, this is known as the Hardy-
Weinberg equilibrium [Hartl et al., 1997]. Furthermore, the dynamics of the spacey
random walk describe how the distribution of types evolves over time. Our results
offer new insights into how these population distributions evolve as well as how one
might learn P from data.
3.2. Transportation. We consider the process of taxis driving passengers around
to a set of locations. Here, second-order information can provide significant information.
For example, it is common for passengers to make length-2 cycles: to and from the
9
airport, to and from dinner, etc. Suppose we have a population of passengers whose
base (home) location is from a set {1, . . . , N} of locations. Then we can model a taxi’s
process as follows:
1. A passenger with base location k is drawn at random.
2. The taxi picks up the passenger at location j.
3. The taxi drives the passenger to location i with probability P ijk.
We can model the distribution of base locations empirically, i.e., the probability
of a passenger having base location k is simply relative to the number of times that
the taxi visits location k. In this model, the stochastic process of the taxi locations
follows a spacey random walk. We explore this application further in Section 6.3.
3.3. Ranking and clustering. In data mining and information retrieval, a
fundamental problem is ranking a set of items by relevance, popularity, importance,
etc. [Manning et al., 2008]. Recent work by Gleich et al. [2015] extends the classical
PageRank method [Page et al., 1999] to “multilinear PageRank,” where the stationary
distribution is the solution to the z eigenvalue problem x = αR(x⊗ x) + (1− α)v for
some teleportation vector v. This is the spacey random surfer process discussed in
Section 2.3. As discussed in Section 5, the multilinear PageRank vector corresponds to
the fraction of time spent at each node in the spacey random surfer model. In related
work, Mei et al. [2010] use the stationary distribution of Pemantle’s vertex-reinforced
random walk to improve rankings.
Another fundamental problem in data mining is network clustering, i.e., parti-
tioning the nodes of a graph into clusters of similar nodes. The definition of “similar”
varies widely in the literature [Schaeffer, 2007; Fortunato, 2010], but almost all of the
definitions involve first-order (edge-based) Markovian properties. Drawing on connec-
tions between random walks and clustering, Benson et al. [2015] used the multilinear
PageRank vector x to partition the graph based on motifs, i.e., patterns on several
nodes [Alon, 2007]. In this application, the hypermatrix P encodes transitions on
motifs.
3.4. Po´lya urn processes. Our spacey random walk model is a generalization
of a Po´lya urn process, which we illustrate with a simple example. Consider an urn
with red and green balls. At each step, we (1) draw a random ball from the urn, (2)
put the randomly drawn ball back in, and (3) put another ball of the same color into
the urn. Here, we consider the sequence of states X(n) to be the color of the ball put
in the urn in step (3). The transitions are summarized as follows.
Last ball selected Randomly drawn ball
Red Green
Red Red Green
Green Red Green
In this urn model, the spacey random walk transition probabilities are independent of
the last state, i.e.,
Pr{X(n+ 1) = i | X(n) = j, Y (n) = k} = Pr{X(n+ 1) = i | Y (n) = k}. (3.1)
Nonetheless, this is still a spacey random walk where the transition hypermatrix is
given by the following flattening:
R =
[
1 1 0 0
0 0 1 1
]
. (3.2)
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By Equation 3.1, each panel (representing the randomly drawn ball) has a single row
of ones.
We can generalize to more exotic urn models. Consider an urn with red and green
balls. At each step, we (1) draw a sequence of balls b1, . . . , bm, (2) put the balls back
in, and (3) put a new ball of color C(b1, . . . , bm) ∈ {red, green} into the urn. This
process can be represented by a 2× 2m flattening R, where the panels are indexed by
(b1, . . . , bm):
Rb1,...,bm =
[
Ind{C(b1, . . . , bm) = red} Ind{C(b1, . . . , bm) = red}
Ind{C(b1, . . . , bm) = green} Ind{C(b1, . . . , bm) = green}
]
.
Furthermore, the spacey random walk also describes urn models with probabilistic
choices for the color. For example, suppose we draw a sequence of balls b1, . . . bm and
add a new red ball into the urn with probability p(b1, . . . , bm) and a green ball with
probability 1− p(b1, . . . , bm). Then, the panels of R would be
Rb1,...,bm =
[
p(b1, . . . , bm) p(b1, . . . , bm)
1− p(b1, . . . , bm) 1− p(b1, . . . , bm)
]
.
Although these two-color urn processes can be quite complicated, our analysis in
Section 4 shows that, apart from easily identifiable corner cases, the dynamics of the
system always converge to a stable equilibrium point. In other words, the fraction of
red balls in the urn converges.
4. Dynamics with two states. We now completely characterize the spacey
random walk for the simple case where there are only two states. This characterization
covers the Po´lya urn process described in Section 3.4.
4.1. The general two-state model. In two-state models, the probability dis-
tribution over states is determined by the probability of being in any one of the two
states. This greatly simplifies the dynamics. In fact, we show in Theorem 4.3 that in
all cases, the dynamical system describing the trajectory of the spacey random walker
converges to a stable stationary point.
Consider the case of an order-m hypermatrix P with each dimension equal to two.
Let R be the flattening of P along the first index. We define the map z that sends a
single probability to the probability simplex on two points:
z : [0, 1]→ ∆1, x 7→
[
x
1− x
]
.
Remark 4.1. Since the identity is the only 2 × 2 stochastic matrix without a
unique Perron vector, Property B (Definition 2.2) can be reduced to
x ∈ (0, 1)→ R · (z(x)⊗ · · · ⊗ z(x)︸ ︷︷ ︸
m− 2 terms
⊗I) 6= I
in the case of a two-state spacey random walk.
We have a closed form for the map pi that sends a 2× 2 stochastic matrix, with a
unique Perron vector, to the first coordinate of its Perron vector. (As noted in the
remark, a 2× 2 stochastic matrix has a unique Perron vector if it is not the identity, so
pi applies to all 2× 2 stochastic matrices that are not the identity matrix.) Specifically,
pi
([
p 1− q
1− p q
])
= z
(
1− q
2− p− q
)
.
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Fig. 3. The dynamics of the spacey random walk for a 2× 2× 2× 2 hypermatrix shows that the
solution has three equilibrium points (marked where f(x) = 0) and two stable points (the green stars).
The corresponding dynamical system on the first coordinate is then
dx
dt
=
[
pi
(
R · (z(x)⊗ · · · ⊗ z(x)︸ ︷︷ ︸
m− 2 terms
⊗I))]
1
− x. (4.1)
When the dependence on R is clear from context, we will write this dynamical as
dx/dt = f(x) to reduce the notation in the statements of our theorems.
Figure 3 shows the dynamics for the following flattening of a fourth-order hyper-
matrix:
R =
[
0.925 0.925 0.925 0.075 0.925 0.075 0.075 0.075
0.075 0.075 0.075 0.925 0.075 0.925 0.925 0.925
]
.
The system has three equilibria points, i.e., there are three values of x such that
f(x) = 0 on the interval [0, 1]. Two of the points are stable in the sense that small
enough perturbations to the equilibrium value will always result in the system returning
to the same point.
4.2. Existence of stable equilibria. The behavior in Figure 3 shows that f(0)
is positive and f(1) is negative. This implies the existence of at least one equilibrium
point on the interior of the region (and in the figure, there are three). We now show
that these boundary conditions always hold.
Lemma 4.2. Consider an order-m hypermatrix P with N = 2 that satisfies
Property B. The forcing function f(x) for the dynamical system has the following
properties:
(i) f(0) ≥ 0;
(ii) f(1) ≤ 0.
Proof. Write the flattening of P as R with panels R1, . . . ,RM for M = 2
m−2.
For part (i), when x = 0, z(x) =
[
0 1
]T
and
R · (z(x)⊗ · · · ⊗ z(x)︸ ︷︷ ︸
m− 2 terms
⊗I) = RM = [ p 1− q1− p q
]
,
for some p and q. If p and q are both not equal to 1, then f(0) ≥ 0. If p = q = 1, then
we define f(x) via its limit as x→ 0. We have
f() =
[
pi
(
(1− )
[
1 0
0 1
]
+ 
[
a b
1− a 1− b
])]
1
−  = b
1− a+ b − .
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By Property B, (a, b) 6= (1, 0) for any , so lim→0 f() ≥ 0.
For part (ii), we have the same argument except, given that we are subtracting 1,
the result is always non-positive.
We now show that the dynamical system for the spacey random walker with two
states always has a stable equilibrium point.
Theorem 4.3. Consider a hypermatrix P that satisfies property B with N = 2.
The dynamical system given by Equation 2.7 always converges to a Lyapunov stable
point starting from any x ∈ (0, 1).
Proof. Note that f(x) is a ratio of two polynomials and that it has no singularities
on the interval (0, 1) by Property B. Because f(x) is a continuous function on this
interval, we immediately have the existence of at least one equilibrium point by
Lemma 4.2.
If either f(0) > 0 or f(1) < 0, then at least one of the equilibria points must be
stable. Consider the case when both f(0) = 0 and f(1) = 0. If f(x) changes sign on
the interior, then either 0, 1, or the sign change must be a stable point. If f(x) does
not change sign on the interior, then either 0 or 1 is a stable point depending on the
sign of f on the interior.
We note that it is possible for f(x) ≡ 0 on the interval [0, 1]. For example, this
occurs with the deterministic Po´lya urn process described by the flattened hypermatrix
in Equation 3.2. However, Lyapunov stability only requires that, after perturbation
from a stationary point, the dynamics converge to a nearby stationary point and not
necessarily to the same stationary point. In this sense, any point on the interval is a
Lyapunov stable point when f(x) ≡ 0.
4.3. The 2× 2× 2 case. We now investigate the dynamics of the spacey random
walker for an order-3 hypermatrix P with flattening
R =
[
a b c d
1− a 1− b 1− c 1− d
]
for arbitrary scalars a, b, c, d ∈ [0, 1]. In this case, the dynamical system is simple
enough to explore analytically. Given any x ∈ [0, 1],
R · (z(x)⊗ I) = x
[
a b
1− a 1− b
]
+ (1− x)
[
c d
1− c 1− d
]
=
[
c− x(c− a) d− x(d− b)
1− c+ x(c− a) 1− d+ x(d− b)
]
,
and the corresponding dynamical system is
dx
dt
=
[
pi
(
R · (z(x)⊗ I))]
1
− x = d− x(d− b)
1− c+ d+ x(c− a+ b− d) − x
=
d+ (b+ c− 2d− 1)x+ (a− c+ d− b)x2
1− c+ d+ x(c− a+ b− d) . (4.2)
Since the right-hand-side is independent of t, this differential equation is separable:∫ x
x0
1− c− d+ (c− a+ d− b)x
d+ (b+ c− 2d− 1)x+ (a− c+ d− b)x2 dx =
∫ t
0
dt,
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where x(0) = x0. Evaluating the integral,∫
δx+ 
αx2 + βx+ γ
dx (4.3)
=

δ
2α log
∣∣αx2 + βx+ γ∣∣+ 2α−βδ
α
√
4αγ−β2 tan
−1
(
2αx+β√
4αγ−β2
)
+ C for 4αγ − β2 > 0
δ
2α log
∣∣αx2 + βx+ γ∣∣− (2α−βδ) tanh−1
(
2αx+β√
β2−4αγ
)
α
√
β2−4αγ + C for 4αγ − β
2 < 0
δ
2α log
∣∣αx2 + βx+ γ∣∣− 2α−βδα(2αx+β) + C for 4αγ − β2 = 0
where
α = a− c+ d− b, β = b+ c− 2d− 1, γ = d, δ = −c− a+ d− b,  = 1− c− d,
and C is a constant determined by x0. Equation 4.2 also gives us an explicit formula
for the equilibria points.
Proposition 4.4. The dynamics are at equilibrium (dxdt = 0) if and only if
x =

1 + 2d− b− c±√(b+ c− 2d− 1)2 − 4(a− c+ d− b)d
2(a− c+ d− b) for a+ d 6= b+ c
d
1 + 2d− b− c for a+ d = b+ c,
b+ c 6= 1 + 2d
or for any x ∈ [0, 1] if a + d = b + c and b + c = 1 + 2d. In this latter case, the
transitions have the form
R =
[
1 b 1− b 0
0 1− b b 1
]
. (4.4)
Proof. The first case follows from the quadratic formula. If a+ d = b+ c, then an
equilibrium point occurs if and only if d+ (b+ c− 2d− 1)x = 0. If b+ c 6= 1 + 2d, then
we get the second case. Otherwise, a = 1 + d, which implies that a = 1 and d = 0.
Subsequently, b+ c = 1.
Of course, only the roots x ∈ [0, 1] matter for the general case a + d 6= b + c.
Also, by Property B, we know that the value of b in Equation 4.4 is not equal to 0.
Finally, we note that for the Po´lya urn process described in Section 3.4, a = b = 1 and
c = d = 0, so the dynamics fall into the regime where any value of x is an equilibrium
point, i.e., dx/dt = 0).
5. Dynamics with many states: limiting distributions and computation.
Now that we have covered the full dynamics of the 2-state case, we analyze the case of
several states. Theorem 5.2 in Section 5.1 formalizes the intuition from Section 2.2
that any stationary distribution x of a spacey random walk for a higher-order Markov
chain P must be a z eigenvector of P (i.e., satisfy Equation 1.4). Furthermore, for
any higher-order Markov chain, there always exists a stochastic z eigenvector of the
corresponding hypermatrix P [Li and Ng, 2014, Theorem 2.2]. However, this does not
guarantee that any spacey random walk will converge.
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After, we study the relationship between numerical methods for computing z
eigenvectors and the convergence of spacey random walks and find two conclusions.
First, the dynamics of the spacey random walk may converge even if the commonly-
used power method for computing the z eigenvector does not (Observation 5.3). On
the other hand, in regimes where the power method is guaranteed to converge, the
dynamics of the spacey random surfer will also converge (Theorem 5.6). A complete
characterization between the computation of solutions to the algebraic sets of equations
for the z eigenvector (Equation 1.4) and the convergence of the continuous dynamical
system is an open question for future research.
5.1. Limiting behavior of the vertex-reinforced random walk. We now
summarize Bena¨ım’s key result for relating the limiting distribution of the occupation
vector w for a vertex-reinforced random walk to the dynamical system. Recall from
Equation 2.7 that for an arbitrary vertex-reinforced random walk, the dynamical
system is defined by dx/dt = pi(M(x))− x = f(x). Since the function is smooth and
∆ is invariant under f , it generates a flow Φ: R+ ×∆→ ∆ where Φ(t,u) is the value
at time t of the initial value problem with x(0) = u and dynamics f . A continuous
function X : R+ → ∆ is said to be an asymptotic pseudotrajectory [Bena¨ım and Hirsch,
1996] of Φ if for any L ∈ R+,
lim
t→∞ ‖X(t+ L)− Φ(L,x(t))‖ = 0
locally uniformly. The following theorem, proved by Bena¨ım [1997], provides an
asymptotic pseudotrajectory of the dynamical system in terms of the occupation
vector w of a vertex-reinforced random walk.
Theorem 5.1 ([Bena¨ım, 1997]). Let τ0 = 0 and τn =
∑n
i=1 1/(i+ 1). Define the
continuous function W by W (τn) = w(n) and W affine on [τn, τn+1]. In other words,
W linearly interpolates the occupation vector on decaying time intervals. Then W is
almost surely an asymptotic pseudotrajectory of Φ.
Next, we put Bena¨ım’s results in the context of spacey random walks. Let R be
the flattening of an order-m hypermatrix P of dimension n representing the transition
probabilities of an mth-order Markov chain and let w be the (random) occupation
vector of a spacey random walk following R.
Theorem 5.2. Suppose that R satisfies Property B. Then we can define a flow
ΦS : R+ ×∆N−1 → ∆N−1, where ΦS(t,u) is the solution of the initial value problem
dx
dt
= pi
(
R · (x⊗ · · · ⊗ x︸ ︷︷ ︸
m− 2 terms
⊗I))− x, x(0) = u.
Then for any L ∈ R+, limt→∞ ‖W (t+ L)− ΦS(L,x(t))‖ = 0 locally uniformly, where
W is defined as in Theorem 5.1. In particular, if the dynamical system of the spacey
random walk converges, then the occupation converges to a stochastic z eigenvector x
of P .
This result does not say anything about the existence of a limiting distribution,
the uniqueness of a limiting distribution, or computational methods for computing a
stationary vector. We explore these issues in the following sections.
5.2. Power method. We now turn to numerical solutions for finding a stationary
distribution of the spacey random walk process. In terms of the tensor eigenvalue
formulation, an attractive, practical method is a “power method” or “fixed point”
15
iteration Li and Ng [2014]; Chu and Wu [2014]; Gleich et al. [2015]:
x(n+ 1) = R · (x(n)⊗ x(n)), n = 0, 1, . . . .
Unfortunately, the power method does not always converge. We provide one
example from Chu and Wu [2014], given by the flattening
R =
[
0 1 1 1
1 0 0 0
]
. (5.1)
Here we prove directly that the power method diverges. (Divergence is also a con-
sequence of the spectral properties of R [Chu and Wu, 2014]). The steady-state
solution is given by x1 = (
√
5 − 1)/2 and x2 = (3 −
√
5)/2. Let a(n) be the first
component of x(n) so that x(n) =
[
a(n) 1− a(n)]T . Then the iterates are given by
a(n+ 1) = 1− a(n)2. Let a(n) = x1 − . Then
a(n+ 1) = 1− (x1 − )2 ≈ 1− x21 + 2x1 = x1 + 2x1.
And the iterate gets further from the solution,
|a(n+ 1)− x1| = 2x1 >  = |a(n)− x1|.
Next, note that a(n+ 2) = (1− (1− a(n))2)2 ≥ a(n) for a(n) ≥ x1. Furthermore, this
inequality is strict when a(n) > x1. Thus, starting at a(n) = x1 +  will not result
in convergence. We conclude that the power method does not converge in this case.
However, since this is a two-state system, the dynamical system for the corresponding
hypermatrix must converge to a stable point by Theorem 4.3. We summarize this
result in the following observation.
Observation 5.3. Convergence of the dynamical system to a stable equilibrium
does not imply convergence of the power method to a tensor eigenvector.
5.3. Numerical convergence of the dynamical system for the spacey
random surfer case. We will use the case of the spacey random surfer process
(Section 2.3) in many of the following examples because it has enough structure to
illustrate a definite stationary distribution. Recall that in this process, the walker
transitions to a random node with probability 1− α following the teleportation vector
v.
Remark 5.4. For any α < 1, the spacey random surfer process satisfies Property
B for any stochastic teleportation vector v.
This remark follows because for any occupation vector, the matrix M(w(n)) for
the spacey random surfer corresponds to the convex combination of a column stochastic
matrix and a rank-1 column stochastic matrix. The rank-1 component emerges from
the teleportation due to the surfer. These convex combinations are equivalent to
the Markov chains that occur in Google’s PageRank models. They only have only
a single recurrent class determined by the location of the teleportation. By way of
intuition, just consider the places that could be visiting starting from anywhere the
teleportation vector is non-zero. This class recurs because there is always a finite
probability of restarting. Thus, the matrix M(w(n)) always has a unique stationary
distribution [Berman and Plemmons, 1994, Theorem 3.23].
Gleich et al. [2015] design and analyze several computational methods for the
tensor eiegenvalue problem in Equation 2.9. We summarize their results on the power
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method for the spacey random surfer model.
Theorem 5.5 ([Gleich et al., 2015]). Let P be an order-m hypermatrix for
a spacey random surfer model with α < 1/(m − 1) and consider the power method
initialized with the teleportation vector, i.e., x(0) = v.
1. There is a unique solution x to Equation 2.9.
2. The iterate residuals are bounded by ‖x(n)− x‖1 ≤ 2 [α(m− 1)]n.
These previous results reflect statements about the tensor eigenvector problem,
but not the stationary distribution of the spacey random surfer. In the course of the
new results below, we establish a sufficient condition for the spacey random surfer
process to have a stationary distribution.
We analyze the forward Euler scheme for numerically solving the dynamical system
of the spacey random surfer. Our analysis depends on the parameter α in this model,
and in fact, we get the same α dependence as in Theorem 5.5. The following result
gives conditions for when the forward Euler method will converge and also when the
stationary distribution exists.
Theorem 5.6. Suppose there is a fixed point x of the dynamical system. The
time-stepping scheme x(n+ 1) = hf(x(n)) + x(n) to numerically solve the dynamical
system in Eq. 2.7 converges to x when α < 1/(m− 1) and h ≤ (1−α)/(1− (m− 1)α).
In particular, since the forward Euler method converges as h→ 0, the spacey random
surfer process always converges to a unique stationary distribution when α < 1/(m−1).
Proof. Consider a transition probability hypermatrix P representing the transitions
of an mth-order Markov chain, and let R be the one-mode unfolding of P . The fixed
point x satisfies
x = αR(x⊗ · · · ⊗ x︸ ︷︷ ︸
m− 1 terms
) + (1− α)v.
Let y(n) be the stationary distribution satisfying
y(n) = αR(x(n)⊗ · · · ⊗ x(n)︸ ︷︷ ︸
m− 2 terms
⊗I)y(n) + (1− α)v,
and let ‖ · ‖ denote the 1-norm. Subtracting x from both sides,
‖y(n)− x‖ = α‖R‖ · ‖x(n)⊗ · · · ⊗ x(n)︸ ︷︷ ︸
m− 2 terms
⊗y(n)− x⊗ · · · ⊗ x︸ ︷︷ ︸
m− 1 terms
‖
≤ α ((m− 2)‖x(n)− x‖+ ‖y(n)− x‖) .
The inequality on the difference of Kronecker products follows from Gleich et al. [2015,
Lemma 4.4]. This gives us a bound on the distance between y(n) and the solution x:
‖y(n)− x‖ ≤ (m− 2)α
1− α ‖x(n)− x‖.
Taking the next time step,
x(n+ 1)− x = hf(x(n)) + x(n)− x
= h(y(n)− x) + (1− h)(x(n)− x).
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Finally, we bound the error on the distance between x(n) and the fixed point x as a
function of the previous time step:
‖x(n+ 1)− x‖ ≤ h (m− 2)α
1− α ‖x(n)− x‖+ (1− h)‖x(n)− x‖ (5.2)
=
(
1− h(1− (m− 1)α)
1− α
)
‖x(n)− x‖. (5.3)
Now fix T = hn and let u(T ) denote the continuous time solution to the initial
value problem at time T . Then ‖u(T )− x‖ ≤ ‖u(T )− x(n)‖+ ‖x(n)− x‖. Since the
dynamical system is Lipschitz continuous and Euler’s method converges, the first term
goes to 0 as h → 0. Simultaneously taking the limit as n → ∞, the second term is
bounded by 2e−T (1−(m−1)α)/(1−α) through Equation 5.3. Thus, the dynamical system
converges.
Uniqueness of the fixed point x follows from [Gleich et al., 2015, Lemma 4.6].
We note that the forward Euler scheme is just one numerical method for analyzing
the spacey random surfer process. However, this theorem gives the same convergence
dependence on α as Theorem 5.5 gives for convergence of the power method.
6. Numerical experiments on trajectory data. We now switch from devel-
oping theory to using the spacey random walk model to analyze data. In particular,
we will use the spacey random walk to model trajectory data, i.e., sequences of states.
We first show how to find the transition probabilities that maximize the likelihood
of the spacey random walk model and then use the maximum likelihood framework
to train the model on synthetically generated trajectories and a real-world dataset of
New York City taxi trajectories.
6.1. Learning transition probabilities. Consider a spacey random walk model
with a third-order transition probability hypermatrix and a trajectory X(1), . . . , X(Q)
on N states. With this data, we know the occupation vector w(n) at the nth step of
the trajectory, but we do not know the true underlying transition probabilities. For
any given transition probability hypermatrix P , the probability of a single transition
is
Pr{X(n+ 1) = i | X(n) = j} =
N∑
k=1
Pr{Y (n) = k}P ijk =
N∑
k=1
wk(n)P ijk.
We can use maximum likelihood to estimate P . The maximum likelihood estimator is
the minimizer of the following negative log-likelihood minimization problem:
minimize
P
−
Q∑
q=2
log
(
N∑
k=1
wk(q − 1)PX(q)X(q−1)k
)
subject to
N∑
i=1
P ijk = 1, 1 ≤ j, k ≤ N, 0 ≤ P ijk ≤ 1, 1 ≤ i, j, k ≤ N.
(6.1)
(Equation 6.1 represents negative log-likelihood minimization for a single trajectory;
several trajectories introduces an addition summation.) Since wk(q) is just a function
of the data (the X(n)), the objective function is the sum of negative logs of an
affine function of the optimization variables. Therefore, the objective is a smooth
convex function. For our experiments in this paper, we optimize this objective with
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a projected gradient descent algorithm. The projection step computes the minimal
Euclidean distance projection of the columns P •jk onto the simplex, which takes linear
time [Duchi et al., 2008].
In the above formulation we assume that storage of P is not an issue, which will
be the case for our examples in the rest of this section. In practice, one could modify
the optimization problem to learn a sparse or structured P .
6.2. Synthetic trajectories. We first tested the maximum likelihood procedure
on synthetically generated trajectories that follow the spacey random walk stochastic
process. Our synthetic data was derived from two sources. First, we used two transition
probability hypermatrices of dimension N = 4 from Gleich et al. [2015]:
R1 =

0 0 0 0 0 0 0 0 0 0 0 0 1/2 0 0 1
0 0 0 0 0 1 0 1 0 1/2 0 0 0 1 0 0
0 0 0 0 0 0 1 0 0 1/2 1 0 0 0 0 0
1 1 1 1 1 0 0 0 1 0 0 1 1/2 0 1 0
 ,
R2 =

0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0
0 0 0 0 0 1 0 1 0 1/2 0 0 0 1 0 0
0 0 0 0 0 0 1 0 0 1/2 1 0 0 0 0 0
1 1 1 1 1 0 0 0 1 0 0 0 0 0 0 1
 .
Note that the transition graph induced by Ri · (x⊗ I) is strongly connected for any
x > 0 with self-loops on every node, i = 1, 2. Thus, by Theorem 2.3, both R1 and R2
satisfy Property B. Second, we generated random transition probability hypermatrices
of the same dimension, where each column of the flattened hypermatrix is draw
uniformly at random from the simplex ∆3. We generated 20 of these hypermatrices.
Since the entries in these hypermatrices are all positive, they satisfy Property B.
For each transition probability hypermatrix, we generated 100 synthetic trajec-
tories, each with 200 transitions. We used 80 of the trajectories as training data for
our models and the remaining 20 trajectories as test data. We trained the following
models:
• The spacey random walk model where the transition probability hyperma-
trix is estimated by solving the maximum likelihood optimization problem
(Equation 6.1) with projected gradient descent.
• A “zeroth-order” Markov chain where the probability of transitioning to a
state is the empirical fraction of time spent at that state in the training data.
We interpret this model as an “intelligent” random guessing baseline.
• A first-order Markov chain where the transitions are estimated empirically
from the training data:
P ij =
#(transitions from j to i)∑
l #(transitions from j to l)
.
It is well-known that these transition probabilities are the maximum likelihood
estimators for the transition probabiliities of a first-order Markov chain.
• A second-order Markov chain where the transition probabilities are estimated
empirically from the training data:
P ijk =
#(transitions from (j, k) to (i, j))∑
l #(transitions from (j, k) to (l, j))
.
As was the case for the first-order chain, these transition probabilities are the
maximum likelihood estimators for the transition probabilities.
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Table 1
Root mean square error (RMSE) on three test data sets with zeroth-order (ZO), first-order (FO),
and second-order (SO) Markov chain (MC) models and spacey random walk (SRW) models. The
true spacey random walk model was used to generate the training and test data. Thus, the RMSE
for “true SRW” represents the best we can expect from any model. For the “Random” (Rand.) data,
we list the mean error plus or minus one standard deviation over 20 data sets. For the constructed
transition probability hypermatrices given by R1 and R2, the learned spacey random walk model
out-performs the Markov chain models. For the randomly generated transitions, all the first- and
second-order Markov chain models and the learned SRW model predict as well as the true generative
model.
ZOMC FOMC SOMC learned SRW true SRW
R1 0.690 0.465 0.457 0.434 0.434
R2 0.526 0.325 0.314 0.292 0.292
Rand. 0.743±0.007 0.718±0.010 0.718±0.010 0.717±0.011 0.717±0.011
For every state visited in every trajectory of the test set, each model gives a
probability p of transitioning to that state. We computed the root mean square error
(RMSE), where the error contribution for each visited state is 1 − p. The RMSEs
are summarized in Table 1. We include the test errors for the “true” spacey random
walk model, i.e., we use the known synthetic parameters for prediction. These errors
represent the smallest errors we could expect from any model.
For the transition probability hypermatrices R1 and R2, the spacey random walk
clearly out-performs the Markov chains and has performance on par with the true
underlying model. At a high level, both R1 and R2 are adversarial to Markov chain
modeling because they have multiple fixed points (vectors that satisfy Equation 1.4).
For instance, the unit basis vectors e2 and e3 are each stationary points for both
hypermatrices. In fact, through Matlab’s symbolic toolbox, we found four stationary
points for each of the hypermatrices. Although these fixed points may not be limiting
distributions of the spacey random walk, their presence is evident in finite trajectories.
For example, there are several trajectories with long sequences of state 2 or state 3
(corresponding to the e2 and e3 stationary points) in addition to more heterogeneous
trajectories. The spacey random walk is able to understand these sequences because it
models the occupation vector.
On the other hand, the random transition probability hypermatrices are much
more amenable to modeling by Markov chains. Apart from the zeroth-order Markov
chain, each model has roughly the same performance and predicts as well as the true
model on the test data. We verified through Matlab’s symbolic toolbox that each of
the twenty random hypermatrices has exactly one stationary point. Therefore, we do
not see the same effects of multiple stationary points on finite trajectories, as with
R1 and R2. Furthermore, if the spacey random walk process converges, it can only
converge to a single asymptotically first-order Markovian process.
6.3. Taxi trajectories. Next, we modeled real-world transportation data with
the spacey random walk process. We parsed taxi trajectories from a publicly available
New York City taxi dataset.3 Our dataset consists of the sequence of locations for 1000
taxi drivers. (Recall from Section 3.2 how the spacey random walk models this type
of data.) We consider locations at the granularity of neighborhoods in Manhattan,
of which there are 37 in our dataset. One of these states is an “outside Manhattan”
3The original dataset is available at http://chriswhong.com/open-data/foil_nyc_taxi/. The
processed data used for the experiments in this paper are available with our codes.
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Fig. 4. Summary statistics of taxi dataset. Left: distribution of trajectory lengths. Right:
empirical geographic frequency at the resolution of Manhattan neighborhoods (log scale). Darker
colors are more frequently visited by taxis.
state to capture locations outside of the borough. If a driver drops off a passenger
in location j and picks up the next passenger in location j, we do not consider it a
transition. However, if a driver picks up the next passenger in location i 6= j, we count
the transition from location j to i. Figure 4 shows the lengths of the trajectories
and the empirical geographic distribution of the taxis. Most trajectories contain at
least 20,000 transitions, and the shortest trajectory contains 243 transitions. The
geographic distribution shows that taxis frequent densely populated regions such as
the Upper East Side and destination hubs like Midtown.
We again compared the spacey random walk to the Markov chain models. We used
800 of the taxi trajectories for model training and 200 trajectories for model testing.
Table 2 lists the RMSEs on the test set for each of the models. We observe that the
spacey random walk and second-order Markov chain have the same predictive power,
and the first-order Markov chain has worse performance. If the spacey random walk
converges, we know from the results in Section 5 that the model is asymptotically (first-
order) Markovian. Thus, for this dataset, we can roughly evaluate the spacey random
walk as getting the same performance as a second-order model with asymptotically
first-order information. We note that at first glance, the performance gains over the
first-order Markov chain appear only modest (0.011 improvement in RMSE). However,
the results summarized in Table 1 show that it is difficult to gain substantial RMSE
improvements on a four-state process that is actually generated from the spacey
random walk process. With the taxi data, we have even more states (37) and the
difference between the zeroth-order Markov chain baseline to the first-order Markov
chain RMSEs is only 0.076. We conclude that the spacey random walk model is not a
perfect model for this dataset, but it shows definite improvement over a first-order
Markov chain model.
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Table 2
Root mean square errors on the test set for the taxi trajectory data. The spacey random walk and
second-order Markov chain have the same performance and are better predictors than a first-order
Markov chain. The zeroth-order Markov chain corresponds to predicting based on the frequency spent
at each state in the training data.
Zeroth-order First-order Second-order Learned Spacey
Markov chain Markov Chain Markov Chain Random Walk
0.922 0.846 0.835 0.835
7. Discussion. This article analyzes a stochastic process related to eigenvector
computations on the class of hypermatrices representing higher-order Markov chains.
The process, which we call the spacey random walk, provides a natural way to think
about tensor eigenvector problems which have traditionally been studied as just sets
of polynomial equations. As is common with hypermatrix generalizations of matrix
problems, the spacey random walk is more difficult to analyze than the standard
random walk. In particular, the spacey random walk is not Markovian—instead, it is
a specific type of generalized vertex-reinforced random walk. However, the intricacies
of the spacey random walk make its analysis an exciting challenge for the applied
mathematics community. In this paper alone, we relied on tools tools from dynamical
systems, numerical linear algebra, optimization, and stochastic processes.
Following the work of Bena¨ım [1997], we connected the limiting distribution of
the discrete spacey random walk to the limiting behavior of a continuous dynamical
system. Through this framework, we fully characterized the dynamics of the two-state
spacey random walk and reached the positive result that it always converges to a
stable equilibrium point. Analysis of the general case is certainly more complicated
and provides an interesting challenge for future research.
One major open issue is understanding the numerical convergence properties of
the spacey random walk, including algorithms for computing the limiting distribution
(if it exists). For standard random walks, a simple power method is sufficient for this
analysis. And generalizations of the power method have been studied for computing
the stationary distribution in Equation 1.4 [Chu and Wu, 2014; Gleich et al., 2015; Li
and Ng, 2014]. However, we showed that convergence of the dynamical system does
not imply convergence of the power method for computing the stationary distribution
of the spacey random walk. Nevertheless, the power method still often converges even
when convergence is not guaranteed by the theory [Gleich et al., 2015]. We suspect
that convergence of the power method is a sufficient condition for the convergence of
the dynamical system.
A final outstanding issue is determining when the occupation vector of the spacey
random walk will converge. We suspect that this problem is undecidable as similar
results have been shown for general dynamical systems [Buescu et al., 2011]. One
approach for this problem is to show that the spacey random walker can simulate a
Turing machine at which point determining convergence is equivalent to the halting
problem (see the work of Moore [1990] for a similar approach).
Acknowledgements. We thank Tao Wu for observing subtleties in our use of
the term stable point in the analysis of the two-state case when f(x) ≡ 0 and our
convergence analysis of the dynamical system in the limit of Euler’s method when the
step size h approaches 0 in the limit.
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