Conventional spline procedures have proven to be effective and useful for estimating smooth functions. However, these procedures find piecewise and inhomogeneous smooth functions difficult to handle. Conventional spline procedures often yield an overly-smooth curve in regions where the true function or its derivative are discontinuous. To fully realize the potential of the spline methodology, this article proposes a function estimation procedure that uses adaptive free-knot splines and allows for multiple knots to be replaced at the same location and between design points. The article also proposes an associated algorithm for implementation in non-parametric regression. The proposed knot selection scheme uses a data-adaptive model selection criterion and an evolutionary algorithm that incorporates certain key features of simulated annealing. The evolutionary algorithm accurately locates the optimal knots, while the data-driven penalty guards against selection errors when searching through a large candidate knot space. The algorithm stochastically yields the globally optimal knots. The simulations suggest that the procedure performs competitively well against alternative methods and has a substantial advantage in relation to nonsmooth and piecewise smooth functions.
Introduction
Consider a regression model: . . . , n, (1.1) where θ : [0, 1] → R is a regression function, design points {X i } n i=1 are in [0, 1], and random errors { i } n i=1 are independently and identically distributed according to N (0, σ 2 ), with 0 < σ 2 < ∞. For simplicity, we first assume that σ 2 is fixed, and then discuss the estimation of σ 2 . In (1.1), the regression function θ, which is to be estimated using data Z = {Z i = (X i , Y i )} n i=1 , may have complicated structures such as inhomogeneous smoothness and discontinuity. In most practical situations, the degree and type of smoothness of θ are lacking, and hence spatial adaptation of the model to the local information of data is necessary in order to estimate θ. Data with complex structures often occur in signal processing, the aim of which is to detect and interpret a signal from its noisy background.
For example, in medical signal processing, a brain wave of an epileptic patient, measured by ElectroEncephaloGraph (EEG), typically exhibits a high degree of non-linearity with periodic and sharp spikes between waves. Figure 1 shows the EEG recording of the brain wave of an 11-year-old female epileptic patient in the Cuban Neuroscience Center; see Miwakeichi et al. (2001) for more details. For other types of signal, such as speech signals, radar signals, and stock price volatility, spatial adaptation is clearly needed to recover signals, and to analyse relevant characteristics of the data.
The classical smoothing procedures perform well for smooth functions, but they are not so adequate when the underlying functions have inhomogeneous smoothness and discontinuity. To overcome this problem, recent research has centred on developments of spatial adaptive methods. These methods have performed well in simulation and have been shown to be (nearly) optimally smoothness-adaptive over large function classes. References include Donoho and Johnstone (1995) , Fan and Gijbels (1995) , and Denison et al. (1998) , among others.
In the literature on spline estimation, conventional adaptive spline methods include adaptive semi-parametric regression with Bayesian variable selection for smooth functions (Wong and Kohn (1996) and Smith and Kohn (1996) ), smoothing splines with locally adaptive smoothing parameters (Luo and Wahba (1997) ), adaptive regression splines with variable knots such as TURBO (Friedman and Silverman (1989) ) and MARS (Friedman (1991) ), and Bayesian MARS (Denison et al. (1998) ). These methods have successfully estimated relatively smooth regression functions, but have two major limitations in relation to the estimation of functions with complicated inhomogeneous structures. The first is that, because conventional splines enforce smoothness at knots, they cannot effectively handle piecewise smooth functions with jumps. The second difficulty concerns knot selection. Usually, a conventional spline procedure selects knots from a set of distinct design points by using a stepwise forward and/or backward selection scheme to minimize a model selector such as the AIC (Akaike (1973) ), BIC (Schwarz (1978) ), the GCV (Craven and Wahba (1979) ( Mallows (1973) ). Such a selection procedure is sub-optimal in relation to knot relocation for three reasons: (1) the search space for knots is restricted to a small set of design points; (2) a stepwise procedure usually fails to locate the optimal knots because of the problem of knot confounding; and (3) a model selector with a fixed penalty, such as the AIC or BIC, produces a large selection error for knot selection. Zhou and Shen (2001) proposed knot relocation for fixed knot splines to tackle the knot-confounding problem. DiMatteo et al. (2001) implemented Bayesian spline fitting via the MCMC and BIC. Liang et al. (2001) proposed a Bayesian model selection routine for fixed knot splines. Pittman (2002) and Lee (2002) utilized genetic algorithm to regression spline smoothers. Miyata and Shen (2003) utilized GDF (Generalized Degrees of Freedom) proposed by Ye (1998) as the model selection criterion with Evolutionary Algorithm (EA) for its optimization. Despite the success of these proposals, there still remain needs for useful knot search schemes that yield an accurate selection of knot locations.
In this paper, we propose a function estimation procedure for θ that uses adaptive free-knot splines (AFKS) with variable multiple knots, and an adaptive knot selection criterion for reducing selection errors. The proposed procedure simultaneously optimizes the number and location of knots. The knots are selected not only from the design points but all range of {x i } n i=1 , and the multiplicity of knots is adjusted to fit the inhomogeneous structure. For our problem, the knot search is rather difficult because its structure is highly non-linear, and the candidate knot space is very large. To overcome this difficulty, we developed an Evolutionary Algorithm (EA) that incorporates certain key features of simulated annealing to enhance its performance. To guard against potential selection errors, our EA is equipped with an adaptive selection criterion, recently proposed by Shen and Ye (2001) , that reduces selection errors. The adaptive selection criterion uses a data-adaptive penalty and takes advantage of a class of selection criteria such as the AIC and BIC.
In contrast to conventional spline procedures, our procedure is able to locate the "optimal" knots, which the global minimum of our model selector gives, and the global convergence of the model by EA will be proved. The superior performance of the proposed model with an Adaptive Model Selection Criterion will be demonstrated by simulation studies. The proposed methodology is compared with various existing adaptive spline procedures, including MARS (Friedman (1991) ), SARS (Zhou and Shen (2001) ), BARS (DiMatteo et al. (2001) ) and the version of the adaptive free-knot spline as discussed in Miyata and Shen (2003) among others, and provides a superior performance.
This article is organized as follows. Section 2 describes the proposed spline procedure. A discussion of data-adaptive model selection follows in Section 3. Section 4 introduces our EA for knot selection. In Section 5, simulations are carried out to evaluate the performance of the proposed procedure and to compare its performance with that of four competitors. Finally, the proposed procedure is illustrated by an application to the EEG epilepsy data. Technical proofs are given in the Appendix.
Estimation

Spline representation
A free-knot spline function s(x) of order m, m ≥ 1 with a sequence of interior knots t = (t 1 , . . . , t k ) with 0 = t 0 < t 1 ≤ · · · ≤ t k < t k+1 = 1 and t l−m < t l , l = 1, 2, . . . , k+m is an m-th order and (m−1) degree polynomial in each interval [t l , t l+1 ]. Here t 1−m = t 2−m = · · · = t 0 = 0 and t k+1 = t k+2 = · · · = t k+m = 1 are exterior knots and are fixed.
If The spline function s(x) can be expressed in terms of a truncated power basis:
where (·) + = max{·, 0}. This representation is simple and intuitive, although it may be computationally unstable. In computation, the corresponding equivalent B-spline basis is used. The normalized B-spline basis {B l (x; t), l = 1, . . . , k +m}, defined by a knot sequence t, is:
where [t l−m , . . . , t l ]g is the m-th order divided difference of function g, and t l = t min(max(l,0),k+1) ; l = 1 − m, . . . , k + m. The B-spline basis can be constructed inductively, which allows fast implementation; see de Boor (1978) .
To define the tuning parameter of spline functions, let
. . , n − m, these "extra" external knots are ignored in the truncated power representaion and the parameter of the splines is h = (t, k) ∈ [0, 1] (n−m) × {0, n − m}. Here after, t will be used in both meaning of a interior knot sequence and this extended sequence of knots.
In the literature on spline estimation, candidates of the interior knots t = (t 1 , . . . , t k ) of a spline are typically restricted to a set of distinct design points
. As a result, conventional splines do not adapt to the discontinuity of a function or its derivative, and hence the potential flexibility of splines has not been fully realized. By contrast, a free-knot spline replaces knots at any location, and the degree of smoothness of the spline is flexibly adjusted by knot locations and by the multiplicity of knots. This flexibility enables a spline to capture a sharp structure change and to adapt piecewise smoothness. In fact, the class of free-knot splines is much larger than that of conventional splines, and therefore a free-knot spline can substantially reduce the estimation error for any function with unknown (possibly) inhomogeneous smoothness.
Estimation
To estimate θ in (1.1), we approximate using spline s(x) = k+m l=1 α l B l (x, t) with h = (t, k) being a tuning parameter. We obtain the regression spline estimatorθ n (x, h) = k+m l=1α l B l (x, t), by minimizing the least squares criterion:
whereα l is the least squares estimator of α l . Clearly,θ n (x, h) depends on h = (t, k), which is associated with the unknown smooth regularity of θ. Thus, in practice, h must be estimated from data. In this context, h is estimated by minimizing an adaptive model selection criterion (3.5), which is discussed in Section 3. The resulting estimatorθ n (x,ĥ) is hereafter called an adaptive freeknot spline (AFKS) estimator of θ.
Adaptive model selection
As discussed in Section 2, the performance of a free-knot spline s(x) depends greatly on the accuracy of the estimated tuning parameter h. In this section, we propose an adaptive model selection criterion for selecting h = (t, k) ∈ H = [0, 1] (n−m) × {0, . . . , n − m} comprising all possible knot locations t = (t 1 , . . . , t k ) including repeated knots as well as the number of knots, k. Naturally, a model selection criterion for h ∈ H is constructed using the least squares estimator
where M (h) is the hat matrix of the regression spline defined in (2.3). Most existing selection criteria are of the form:
where a b is the usual inner product of a and b in R n . Different selection criteria differ only by the value of λ in (3.1). For example, λ = 2 yields the AIC and the C p -statistic (Mallows (1973) ), and λ = log(n) gives the BIC.
Several researchers have suggested using different values of λ for selecting the optimal knots from all distinct design points. For example, λ = 3, λ = 1.2 and λ = log n were proposed for MARS (Friedman (1991) ), for HAS (Luo and Wahba (1997) ), and for the discontinuity spline (Koo (1997) ). An inflated penalty λ performs well where only a small number of knots is required, but performs poorly where a large number of knots is needed, as in the case of estimating less smooth and non-smooth functions, and vice versa. Indeed, a fixed penalty produces a large selection error when the value of λ is not chosen accurately.
Our proposal is as follows. For any fixed λ > 0, the optimal knot sequencê h(λ) = (t,k) is estimated by minimizing (3.1) with respect to h, which yieldŝ
we use a comparative quadratic loss l(θ,θM (λ) 
Since l (θ,θM (λ) ) depends on the unknown θ, we estimate l(θ,θM (λ) ) using a model selection criterion of the form:
with respect to η ∈ (0, ∞). This leads to the optimal loss estimator:
Here, the quantity g o (λ)/2 in (3.3) is in fact the generalized degree of freedom (GDF) found in Ye (1998) . As suggested by Ye (1998) 
for any λ, and φ τ is the n-dimensional probability density of N (0, τ 2 I). To use (3.4) to estimate g o (λ) according to Ye (1998) , it is necessary to assume normality of the errors addressed in (1.1), though this may be relaxed; see Shen and Ye (2001) . For practical implementation, τ is set equal to 0.5σ, which controls the bias ofĝ o (λ). As argued in Ye (1998) , τ ∈ [0.5σ, σ] is generally a good choice. A Monte Carlo regression method suggested by Ye (1998) can be used to approximate (3.4), and proceeds in three steps:
(ii) For each fixed λ and δ j , j = 1, . . . , T , compute the optimalĥ =ĥ(λ) by minimizing
with respect to h and evaluateθM
(iii) For each i = 1, . . . , n, compute the regression slope:
Finally,ĝ o (λ) is approximated by 2
As suggested in Ye (1998) , T should be no less than n. Based on the above approximation, the proposed adaptive selection criterion for selecting λ is defined as:
Minimizing (3.5) over λ ∈ (0, ∞), the optimal λ * , and thus the adaptive free-knot spline estimator, is obtained:θM (λ * ) =θ n (x,ĥ(λ * )). In practice, the minimization in (3.5) is performed in a restricted set (0, λ max ) with a sufficiently large λ max .
When σ 2 is unknown, a good estimator such asσ 2 = (Donoho and Johnstone (1995) ) can be used, where Y is sorted according to the order statistics of X.
Implementation and evolutionary algorithm
The algorithm for selecting the optimal parameter (h, λ) proceeds in three steps:
Step 1. For any fixed λ, obtain the optimalĥ by minimizing (3.1) with respect to h = (t, k).
Step 2. Computeĝ o (λ).
Step 3. Obtain λ * by minimizing (3.5) with respect to λ ∈ (0, λ max ). The optimization involved in Steps 1-3 is performed via an EA, as explained below.
Evolutionary algorithms
In the existing literature, knot selection is a difficult non-linear problem. Notwithstanding the success of existing knot selection schemes such as forward, backward and stepwise selection, these schemes are much less useful for estimating less smooth or non-smooth functions. This is because they often fail to locate the optimal knots, which is critical for accurate estimation. For free-knot splines, knot selection becomes much more critical because the splines allow knots to be placed not only at different locations, but also at the same locations. As a result, the above schemes are unsuitable.
To overcome the problem, we seek a stochastic search strategy as opposed to a conventional deterministic one. An EA, a stochastic optimization scheme, when appropriately implemented, yields a solution that is nearly a global optimizer. Of course, the power of an EA depends greatly on its design. The disadvantage of an EA is that the algorithm converges more slowly than its deterministic counterparts. However, given the tremendous increase in computing power, such a stochastic search strategy becomes very appealing.
The EA methodology has been applied to conventional spline estimation. An EA proposed by Rogers (1991) was used for MARS, and a powerful EA suggested by Liang et al. (2001) was implemented for Bayesian least squares spline fitting. In what follows, we develop a different evolutionary algorithm for free-knot splines, which modifies the original genetic algorithm of Holland (1975) for a continuum population.
Let f , mapping S to R, be a real-valued function whose value represents fitness to an environment, where S is a search space of f . In the context of
Our objective is to find the minimizer of f such that:
An EA that imitates an adaptation process in natural evolution begins with a set of ξ p initial values (individual s), called population P. Two random operations including crossover and mutation are applied to a current population to generate ξ o offspring. The crossover operation randomly selects κ ∈ {2, 3, . . . , ξ p } individuals from the current population and recombines at random crossover points to produce a new offspring. For example, if κ = 2 with x 1 , x 2 ∈ P, and a randomly selected crossover point is at the i-th position, then:
The mutation operation randomly modifies an individual x in the current population by adding a random variable Z to create a new offspring. That is,
where Z follows a mutation distribution. Then, a new population in the next generation is selected from the current population and the offspring. The selection operation selects the best ξ p individuals according to the value of f from the ξ p individuals in the current (parent) population and the ξ o offspring generated by the crossover and the mutation operations. This selection is deterministic and is known as the top-ξ selection rule. Other selection rules are possible; see Rudolph (1997) . The evolution process is repeated until a termination criterion is met.
Evolutionary knot selection
Knot selection is performed by an EA. The basic idea is to use an EA to update knot location and knot number to improve the value of (3.5). To describe our EA, let the number of generations in a population be ν, and let each individual in the population be ordered and indexed by an integer i, i = 1, . . . , ξ p . Denote by h (i,ν) = (k (i,ν) , t (i,ν) ) the i-th individual in the ν-th generation, which is called a parent of an offspring h (ξp+i,ν) ; i = 1, . . . , ξ o . THe evolution for knots proceeds as follows. First, the mutation operation is applied to parents to generate offspring, including a mutation of k and of t. Then, after the mutation, the selection operation is applied. This process alternates until a stopping rule is met. The stopping rule is controlled by the pre-fixed parameters that will be defined later. The crossover operation was not performed, because it would not have helped with knot selection given our limited numerical experience.
The mutation distributions are chosen so that our EA possesses certain features. The first feature is that the variance of a mutation distribution decays as time evolves. This feature ensures that regions that potentially contain global optimizers are checked first in the beginning of the evolutionary process, and that the exact location of the global optimizer is examined thoroughly at a later stage of the process. The process of decreasing mutation variance resembles the "cooling" scheme of a sequence of temperature ladder s, which is the key feature of simulated annealing.
In what follows, the temperature ladders are indexed by an integer ζ, which indicates the level of variability of the mutation distributions. Each temperature ladder is used in a number of generations. That is, the mutation with the same level of variability in one particular temperature ladder is applied to a number of generations until a certain termination criterion for the temperature ladder is met. The number of generations within the same temperature ladder is random, and is controlled by a rule to be described later. The second feature is that the mutations are inhomogeneous among the individuals in a population. This feature improves search efficiency and accuracy. The third feature is that the speed of decay of mutation variance is controlled by a mixture of sequences of various temperature ladders, known as parallel tempering, which is discussed below. Figure 2 illustrates the evolution process for knot selection.
For convenience, in what follows let k denote the total number of knots including the exterior knots, and re-label the knot sequence t as 0
For the ν-th generation within the ζ-th temperature ladder, ν = 1, 2, 3, . . . and ζ = 1, 2, . . . , ntemp, the EA consists of the ingredients below.
Knot number mutation: The mutation distribution is chosen to be the integer part of a truncated normal distribution because: (1) the shape of a normal distribution is determined separately by its mean and variance and is easily controlled, and (2) the knot number k is an integer between 2m and n. For knot number k (ξp+i,ν) of the (ξ p + i)-th offspring in the ν-th generation with the ζ-th temperature ladder, we first sample w from N (k (i,ν) , c (ν,ζ) k (i,ν) ), with c (ν,ζ) controlling the cooling scheme of the mutation distribution. The choice of c (ν,ζ) is discussed later. Define k (ξp+i,ν) to be [w + 0.5] if w ∈ (2m + 0.5, n); otherwise re-sample until this requirement is met. Here [w] denotes the integer part of w. This choice of distribution allows us to search around the current knot number with high probability. Part (a) of Fig. 3 shows a probability density of the knot number mutation distribution for k (ξp+i,ν) .
Intermediate offspring: Once the knot number k (ξp+i,ν) of the (ξ p +i)-th offspring in the ν-th generation has been computed, an intermediate offspring of knot location t is generated from the parent knot location t (i,ν) . The knot location mutation is then applied to the internal knots of the intermediate offspring. More precisely, for j = m+1, . . . , k (ξp+i,ν) −m, sample an intermediate offspring t
} randomly and equally likely, sort t (ξp+i,ν) j 's according to their magnitude and re-label the index j. Then, define an intermediate offspring
).
Knot location mutation: The mutation distributions for t (ξp+i,ν) j
; j = m + 1, . . . , k (ξp+i,ν) − m, in the ν-th generation and within the ζ-th temperature ladder are restricted to the range of the design points. The mutations are inhomogeneous among the knots to satisfy two properties. The first is that the mutation has a high probability of searching in an interval (t
) defined by adjacent knots, because it is not necessary to search the areas outside the neighbourhoods for t (ξp+i,ν) j . To implement this property, we first separate the situation into two cases, namely that the mutation moves t (ξp+i,ν) j to the right and to the left, and then assign a 50% chance to each case. The variance of the mutation in each direction will depend on the length between t (ξp+i,ν) j and the neighbourhood, and is expected to be large if the distance from the neighbourhood is large, and vice versa. The second property is that the standard deviation is greater than some positive constant, say I 0 = the minimum increment of the design points, so as to ensure an effective mutation to t (ξp+i,ν) j . More precisely, to implement this property, the knot location mutation distribution is defined as follows:
(ξp+i,ν) j }}, with s (ν,ζ) controlling the cooling scheme of the mutation distribution. Now generate Z ∼ N (0, 1) and v from {d
} with probability 1/2, and let t = t
by t if t ∈ (0, 1); otherwise repeat the process. Part (b) of Fig. 3 shows a probability density of the knot location mutation of t
Parallel tempering: Now we consider the parallel tempering used to control the cooling scheme of the procedure. The parameter c (ν,ζ) in the knot number mutation and the parameter c (ν,ζ) in the knot location mutation enable the investigation of several temperature ladders that correspond to decreasing levels of the variance of the mutations. Different temperature ladders are combined to control the cooling scheme. For each knot number mutation in the ν-th generation within the ζ-th temperature ladder, c (ν,ζ) is randomly selected from the three sequences {c from t (ξp+i,ν) . Selection: The next generation is selected by the top-ξ selection rule. That is, the best ξ individuals that give the ξ-smallest values are selected from the ξ parents and the λ offspring to form a population in the next generation.
Stopping rule: If f * (ν) = min{f (h (1,ν) ), . . . , f(h (ξ+λ,ν) )} decreases with the nover generations or does not change with the nlimit successive generations, then the next temperature ladder defined by the parallel tempering is used. Otherwise, the existing procedure is repeated. When ntemp steps of the parallel tempering are completed, the EA is terminated. These nover, nlimit, and ntemp are the pre-fixed parameters to control our EA.
Selection of λ
To optimize (3.5) with respect to λ, we apply a version of the EA that has been described above. For this version, the population size ξ p is set to 2, and let λ (i,l) , i = 1, 2, be the i-th λ in the l-th generation. First, some "training" λs are examined to save computational cost. That is, let λ (1) = 2, λ (2) = log(n), and λ (j) = (j + 15)(log(n) − 2.0)/37 for j = 3, . . . , 20, and evaluate the value of (3.5) for these λ (j) 's. Then two λ (j) s corresponding to the two smallest adaptive penalties (3.5) will be used for the initial population of EA, {λ (1, 0) , λ (2,0) }. The mutation distribution for the (ξ p + i)-th offspring is chosen to be the truncated normal distribution N (λ (i,l) , s (l) λ (i,l) ) restricted to (0, λ max ). The controlling parameter s (l) decreases as the generation index l increases, being determined by the parallel tempering as previously. Minimizing (3.5) over λ ∈ (0, λ max ) via the EA yields the adaptive free-knot spline (AFKS) estimatorθ =θM (λ * ) .
Theoretical aspects of the EA
In this section, we present some theoretical results regarding convergence of our EA. Two versions of the EA, one for the knot location and the other for the penalty, are applied to find the minimizer of (4.1). Let h (ν) be the optimal knot sequence in the ν-th generation such that f (h (ν) ) = f * (ν) = min{f (h (1,ν) ), . . . , f (h (ξ+λ,ν) )} for a fixed penalty λ. Let λ (l) be the optimal penalty in the l-th generation such that S(θM (λ (l) ) ) = min{S(θM (λ (1,l) ) ), S(θM (λ (2,l) ) )}.
The proof is given in the Appendix. Theorem 1 provides theoretical justification for AFKS via the EA. By contrast, conventional deterministic knot selection schemes such as stepwise forward selection and/or backward elimination often fail to locate the global optimizer.
Numerical examples
Simulation
In this section, we examine the performance of our proposed procedure via simulation. In the simulations, the cubic spline of order m = 4 is used with the number and location of knots being selected by the proposed procedure, the performance of which is measured by the mean squared error (MSE)
The parameters of the EA for knot selection are specified as follows. The sizes of the population and the offspring for knot selection are set to be ξ p = ξ o = 10. For knot selection with a fixed penalty λ, the initial population of the EA consists of one knot at the centre of the range of the design points. The parameter I 0 for controlling whether adjacent knots are collapsed to be multiple knots is set to be the minimum spacing of the design points. The parameters for controlling the stopping rule of our EA are set as follows: ntemp = nlimit = nover = 100 and T 0 = 0.95.
To estimate the adaptive model selectorĝ o (λ), we apply an EA for knot search with Y * j = Y + δ j , j = 1, . . . , T . To save computational cost, the fitted knot sequence h = (t, k) obtained above is used as the initial population. The termination condition parameters of the EA forĝ o (λ) estimation are ntemp = 100, nlimit = nover = 1, and T 0 = 0.95. For estimation of g o (λ) in (3.4), the simulation size T is set to be 300.
The version of the EA for the optimal λ selection is applied as discussed in Section 4.3. To save computational time, the EA is applied with 10 generations.
In this simulation, the four benchmark examples (Block, Bump, HeaviSine and Doppler) in Donoho and Johnstone (1995) are examined with σ = 1 and the signal-to-noise ratio SD(f )/σ = 7. Here,σ is estimated byσ =
. . , n/2}, as opposed to σ 2 = 1 in Donoho and Johnstone (1995) . The plot of the test and fitted functions are shown in Fig. 5 . To compare the proposed procedure with existing adaptive spline estimation procedures, we compare AFKS with SARS (Zhou and Shen (2001) ) and MARS (Friedman (1991) ). The latter compares favourably against wavelet shrinkage estimators and a number of adaptive splines including smooth- ing splines (Wahba (1990)), HAS (Luo and Wahba (1997) ) in this setting. To understand the benefit of using the adaptive model selection criterion, we also compare AFKS with free-knot splines in which knots are chosen by the AIC, the BIC, and the original GDF in Ye (1998) in the same setting. (See Miyata and Shen (2003) .) The average MSEs of our estimator equipped with the proposed adaptive model selection criterion are denoted as AMS. The results for MARS and SARS are reproduced from Table 1 of Zhou and Shen (2001) . The average MSEs and corresponding standard deviations based on 50 runs for n = 128 are reported in Table 1 . It is evident that AFKS yields smaller MSEs on average than does MARS and SARS for n = 128, except in the Doppler example with SARS. In particular, in the Block and Bump models, AFKS performs significantly better than does SARS. For the Doppler model, the average MSE of AFKS with GDF is worse than that of SARS, but the difference is small. A comparison of the three model selection criteria, the AIC, BIC and GDF, shows that the adaptive model selector provides the best fit of the four examples. This demonstrates the superiority of the adaptive model selector for model selection.
To compare AFKS with various wavelet shrinkage methods, we consider four wavelet examples of Donoho and Johnstone (1995) with sample sizes N = 2 7 , j = 7, . . . , 14. The performance of the procedures is measured by the RMSE (root mean square error). Here the AIC is used as a model selector to save computational time. Figure 6 displays the RMSE as a function of log 2 N . In all situations, AFKS with AIC yields a smaller RMSE. To assess the computational cost of the EA, we have recorded the average run times of convergence of the EA for AFKS with the AIC and BIC. The result is summarized in Table 2 . Overall, the average run times are about two to three minutes for AFKS with the AIC and BIC. Note that the computation of AFKS with the adaptive model seelction criterion requires Monte Carlo approximations and may need much longer run time. Figure 7 displays a typical convergence process of AFKS for the Block example with the AIC and n = 128. It can be seen that the minimal of the objective function can be reached fairly rapidly. The evolution process of the number of knots starts from zero and then oscillates around the optimal value with the magnitude of oscillation decaying rapidly.
Comparison with other algorithms using stochastic optimizations
In this section, we compare our proposed adaptive free-knot spline methodology usign Evolutionary Algorithm with other nonparametric regression procedure utilizing stocastic optimization procedures. Pittman (2002) and Lee (2002) applied genetic algorithms (GA) to regression spline and Pittman and Murthy (2000) used GA for piecewise linear regression model. In this simulation, six test functions in Lee (2002) are examined. The test functions and sample data are shown in Fig. 8 . The test functions are listed in Table 1 in Lee (2002) . The signal-to-noise ratio, defined by snr = {var(f )/σ 2 } 1/2 , is set to be 4.
Altogether, eight smoothing procedures are tested in Lee (2002) . The four of them are the procedure proposed in Lee (2002) with various model selection criteria, 1) MDL, Minimum Description Length criterion, 2) AIC, 3) GCV, 4) RMDL, Robust MDL. The other four procedures are 5) DMS, the Baysian curve fitting procedure of Denison et al. (1998) , 6) SK, the Bayesian regression spline smoothing procedure of Smith and Kohn (1996) , 7) the local linear regression with the direct bandwidth plug-in of Ruppert et al. (1995) , 8) HST, LOESS with the AIC choice of smoothing parameter of Hurvich et al. (1998) .
The proposed adaptive free-knot spline of order m = 4 is applied to the six test functions in Fig. 8 . The parameters for EA are as same as the previous section. The average log(MSE)s and the standard deviations are summarized in Table 3 . Comparing the results with the simulation study in Lee (2002) , the performance is improved for the discontinuous Test Functions 4 to 6, though there is no big difference for the smooth Test Functions 1 to 3.
Unfortunately, Lee (2002) did not provide numerical summaries of the results. To compare the performance of our procedure with them, box plots of the discontinuous test functions are displayed in Fig. 9 . The corresponding boxplots of Lee's results is given in Fig. 10 which is a reproduction of Figure 3 in Lee (2002) . The improvement of our method is graphically evident. 
Real data example
We now apply AFKS to the brain wave signal data set presented in Fig. 1 , which contains the spike and slow wave complex around 3 Hz frequencies. This type of wave is often observed in absence seizures and is used for differential diagnosis of petit mal epilepsy. Noise signal was observed at n = 631 uniformly spaced time points. Our goal was to recover the true signal from its noisy background. As observed by Miwakeichi et al. (2001) , brain wave signal data contains relatively low noise, so that the adaptive free-knot spline methodology seems appropriate and may be powerful for this purpose.
The estimated signal obtained by AFKS is shown at the top left of Fig. 11 . The order m of the spline is chosen to be 4 with about 150 knots selected by our procedure. It is evident that AFKS performs well and captures the main features of the true brain wave, while successfully wiping out noisy vibration in the slow waves area. To check the adequacy of the model's fit, the residuals, defined as the differences between the observed and the estimated signals, are shown at the top right of Fig. 11 . The QQ-plot of the residuals, shown at the bottom left of Fig. 11 , suggests that the residuals are approximately normally distributed, except for a few outliers. The bottom right panel of Fig. 11 provides a scatter plot between e i and e i+1 . There is weak and positive correlation 0.12 between e i and e i+1 but the serial correlation is not strong. The residual plot does not reveal any patterns, which suggests that the spline fits well.
for any ν ≥ 0 and x (i,ν) ∈ S, i = 1, . . . , ξ, where A = {x ∈ S : f (x) < f * + }. Then
The proof of Theorem 2 relies on the following lemma:
Lemma 3. Under the assumption of Theorem 2, we have for ν ≥ 1, and > 0,
