The local limit theorem describes the behavior of the convolution powers of a probability distribution supported on Z. In this work, we explore the role played by positivity in this classical result and study the convolution powers of the general class of complex valued functions finitely supported on Z. This is discussed as de Forest's problem in the literature and was studied by Schoenberg and Greville. Extending these earlier works and using techniques of Fourier analysis, we establish asymptotic bounds for the sup-norm of the convolution powers and prove extended local limit theorems pertaining to this entire class. As the heat kernel is the attractor of probability distributions on Z, we show that the convolution powers of the general class are similarly attracted to a certain class of analytic functions which includes the Airy function and the heat kernel evaluated at purely imaginary time.
Introduction
Let φ : Z → C be a finitely supported function. We wish to study the convolution powers of φ, that is, the functions φ (n) : Z → C defined iteratively by φ (n) (x) = y∈Z φ (n−1) (x − y)φ(y)
where φ (1) = φ. This study has been previously motivated by problems in data smoothing and numerical difference schemes for partial differential equations [15, 25, 27, 28] . We encourage the reader to see the recent article [5] for background discussion and pointers to the literature.
In the case that the support of φ is empty or contains a single point, the convolution powers of φ are rather easy to describe. The present article focuses on functions φ with finite support consisting of more than one point; in this case we say that the support of φ is admissible. When the function φ is a probability distribution, i.e., it is non-negative and satisfies x∈Z φ(x) = 1, the behavior of φ (n) for large values of n is well-known and is the subject of the local limit theorem. A modern treatment of this classical result can be found in Chapter 2 of [19] (see also Chapter 2 of [26] ). Our aim is to extend the results of [5] and describe the limiting behavior for the general class of complex valued functions on Z with admissible support. In particular, we give bounds on the supremum of |φ (n) | and prove "generalized" local limit theorems.
As an example, we consider the function φ : Z → C defined by
and φ = 0 otherwise. The convolution powers φ (n) for n = 100, 1000, 10000 are illustrated in Figures 1 and 2 . We make two crucial observations about these graphs: First, it appears that the supremum φ (n) ∞ is decaying on the order of n −1/2 ; this is consistent with the classical theory for probability distributions. Second, as n increases, |φ (n) (x)| appears to be constant for −100 ≤ x ≤ 100. This is in stark contrast to the behavior described by the classical local limit theorem for probability distributions. In the present article, we prove that there are constants C, C ′ > 0 for which
We also show that
2 /4i + o(n −1/2 ) for x in any compact subset of R. Here, ⌊·⌋ denotes the greatest integer function. We note that this approximation cannot hold uniformly for all x ∈ R because the modulus of (4πi/8) −1/2 exp(−8|x| 2 /4i) is a non-zero constant whereas φ (n)
has finite support for each n. For comparison with Figure 2 , Figure 3 shows the graph of Re((4πni/8) −1/2 exp(−8|x| 2 /4ni)) for n = 100, 1000, 10000. We will return to this example in Subsection 8.2 and justify the claims made above. The Fourier transform is central to the arguments made in this article. We recall its definition: For φ : Z → C, finitely supported, the Fourier transform of φ is the functionφ : R → C defined bŷ
for ξ ∈ R.
Our first main result is illustrated in the following theorem.
Theorem 1.1. Let φ : Z → C have admissible support and let A = sup ξ |φ(ξ)|.
Then there is a natural number m ≥ 2, and positive constants C and C ′ such that
for all natural numbers n.
Remark 1. The natural number m ≥ 2 appearing in Theorem 1.1 is consistent with those appearing Theorems in 1.2 and 1.3; upon dividing φ by A, it is defined by (7).
In the classical local limit theorem, the convolution powers of a probability distribution are approximated by the heat kernel, an analytic function. In the present setting, the convolution powers φ (n) are analogously approximated by certain analytic functions. We now define these so-called attractors: Let m ≥ 2 be a natural number and β be a non-zero complex number for which Re(β) ≥ 0. We define H is equivalently defined by its inverse Fourier transform, e
−βu
m . In the case that Re(β) = 0, it is not immediately clear for which values of m or in what sense the integral in (4) will converge. It will be shown that when m > 2, the integral converges uniformly in x on R and, when m = 2, it converges uniformly in x on any compact set. This is the subject of Proposition 4.1. The proposition extends the results of [15] in which only odd values of m (for Re(β) = 0) were considered.
In the case that m ≥ 2 is even and Re(β) ≥ 0, H β m is the integral kernel of the holomorphic semigroup T β = e −β(∆) m/2 generated by the non-negative selfadjoint operator (∆) m/2 on L 2 (R); here, ∆ is the unique self-adjoint extension of −(d/dx) 2 originally defined on smooth compactly supported functions on R. In the specific case that m = 2,
is the heat kernel evaluated at complex time β. There is an extensive theory concerning these semigroups and generalizations thereof for Re(β) > 0. In the context of R d , we refer the reader to the articles [2, 6] which consider general selfadjoint operators with measurable coefficients, called superelliptic operators, each comparable to (∆) m/2 for some even m ≥ 2. In the context of Lie groups, such generalizations are treated by [7, 22, 23] . An integral piece of this theory concerns off-diagonal estimates for these kernels. In our setting, this is the estimate |H
for all x ∈ R, where C, B > 0. Given (4), a complex change of variables via contour integration followed by a minimization argument easily yields the estimate (6) (see Proposition 5.3 of [22] ).
Viewing things from a slightly different perspective, when m ≥ 2 is even and Re(β) > 0, the function Z : (0, ∞) × R → C, defined by
is a fundamental solution to the constant-coefficient parabolic equation
The treatise [8] by S. D. Eidelman gives an extensive treatment of such "higher order" parabolic equations with variable coefficients on R d . For second order parabolic systems (m = 2), A. Friedman's classic text [9] is an excellent reference.
Remark 2. In the case that Re(β) > 0 and m is even, the function H 
which follows from the change of variables u → (Re(β)) 1/m u.
In the case that m ≥ 2 is even and β > 0, the functions H β m are real valued and when m > 2 they take on both positive and negative values. As the classical Weiner measure is defined by the transition kernel H 1 2 , V. Krylov [14] and later K. Hochberg [11] considered finitely additive signed measures on path space defined by H 1 m for m ∈ {4, 6, 8, . . . }. Recently, D. Levin and T. Lyons [20] used rough path theory to study these measures. Both Krylov and Hochberg associated something like a process to such finitely additive measures, called signed Weiner measures in [11] , to mimic the way that Brownian motion is associated to Weiner measure. This theory has been pursued recently by a number of authors [13, 17, 18, 21, 24] , and such "processes" are now called pseudo-processes; the pseudo-process corresponding to H 1 4 is called the biharmonic pseudo-process. We do not pursue signed Weiner measures or pseudo-processes here.
When β is purely imaginary and m ≥ 2, the situation is very different from those described above. The graphs of Re(H 3 (x) is the famous Airy function, Ai(x). The study of the functions H β m , for β purely imaginary, dates back the 1920's. Such functions are closely related to those used by Hardy and Littlewood [10] in their consideration of Waring's problem. Using the method of steepest descent, Burwell [3] deduced asymptotic expansions for , we cannot expect to have estimates of the form (6) when β is purely imaginary, for, in view of (5), x → |H β 2 (x)| is constant. When m > 2, using oscillatory integral methods, we show that
for all real numbers x, where A, B > 0. This estimate can also be deduced from the asymptotic expansions of Burwell [3] . Our estimates are seen to be sharp in view of this comparison.
Returning to our discussion of convolution powers, let us momentarily view the situation with a probabilistic eye. Suppose that µ is a signed Borel measure on R and X 1 , X 2 , . . . are independent "random" variables each with distribution µ. The distribution of the sum S n := X 1 + X 2 + · · · X n , for n = 1, 2, . . . , is the measure µ (n) and can be computed by taking successive convolution powers of the measure µ. Limit theorems are seen to be affirmative answers to the following question: Does µ (n) , properly scaled, converge in any sense as n → ∞ and if so, to what? In [11, 12] , K. Hochberg proved a class of central limit theorems. They essentially state that, under certain conditions on µ, there exists an even natural number m ≥ 2 such that the signed Borel measures {ν n } n≥1 , defined by ν n (B) = µ (n) (n 1/m B) for any Borel set B, converge weakly to the measure with density H 1 m with respect to Lebesgue measure. R. Hersch [16] proved a class of central limit theorems in which "random" variables are allowed to take values in an abstract algebra over R (see also [29] ). Like Hochberg, Hersch's central limit theorems also involve weak convergence, however, the class of attractors in [16] is different. It consists of the Dirac mass and the measures with densities H
−i
m /m! m for all m ≥ 2 such that m ≡ 0 mod 4. Local limit theorems, by contrast, focus on convergence of the density of µ (n) . In our case, these are statements of uniform (or local uniform) convergence of φ (n) (x) as n → ∞. Local limit theorems, in the case that φ is generally real valued, were treated by I. Schoenberg [25] and T. Greville [15] in connection to de Forest's problem in data smoothing. Their local limit theorems involve a certain subclass of our attractors, namely H β m for m ≥ 2 even and β > 0, and H iτ m for m > 1 odd and τ ∈ R. The local limit theorems of Schoenberg and Greville involve ad hoc assumptions that are too restrictive for us; Theorem 1.2 extends their results. In the case that φ has admissible support, Theorem 1.2 also extends the results of [5] . We refer the reader to Section 2 of [5] for a brief review local limit limit theorems and their connection to data smoothing and numerical difference schemes for partial differential equations.
The behavior of the convolution powers φ (n) is determined by the local behavior ofφ by means of the Fourier inversion formula (17) . The latter two main results of this article, Theorems 1.2 and 1.3, are both stated under the assumption that sup ξ |φ(ξ)| = 1; this can always be arranged by replacing φ by A −1 φ for an appropriate constant A > 0. Theorems 1.2 and 1.3 involve a number of constants and we now proceed to describe how they come about. First, we considerφ(ξ) for ξ ∈ (−π, π] and determine the set of points Ω ⊆ (−π, π] at which |φ(ξ)| = sup |φ| = 1. When φ is an aperiodic and irreducible random walk, this supremum is attained only at 0 (see Lemma 2.3.1 of [19] and its subsequent remark), but in general, |φ(ξ)| = 1 at multiple such points. In Section 2, we show that the set Ω is finite. Second, for each ξ 0 ∈ Ω, we consider the Taylor expansion for log(φ(ξ + ξ 0 )/φ(ξ 0 )) on a neighborhood of zero. In general, this series is of the form
Further, we show that Re(β(ξ 0 )) = 0 whenever m(ξ 0 ) is odd. The constants α(ξ 0 ) and β(ξ 0 ) play the roles of the mean and first nonvanishing moment of order m(ξ 0 ) ≥ 2 for probability distributions (see Remark 4 of Section 2). Next, we set
and restrict our attention to the subset of points {ξ 1 , ξ 2 , . . . , ξ R } of Ω for which m(ξ q ) = m φ . The influence on φ (n) byφ near points ξ 0 for which m(ξ 0 ) < m φ is not seen in local limits; it is only the points ξ q for which m(ξ q ) = m φ that matter. Finally, for each q = 1, 2, . . . , R, we set β q = β(ξ q ) and α q = α(ξ q ).
We now state our second main theorem, the first to involve local limits. 
Then there exists a compact set K ⊆ R such that the supremum of |φ
and
uniformly in Z.
Remark 3. If φ : Z → C has admissible support and is such that sup ξ |φ(ξ)| = 1, hypothesis (8) is equivalent to the condition that, for every
for any non-zero real number τ .
As the conclusion (9) suggests, the interesting behavior of φ (n) occurs on the moving sets α q n + Kn 1/m called packets. Each packet drifts with (and expands around) the point α q n and so we call α q a drift constant. There is much gained in studying φ (n) by zooming in on its packets, i.e., choosing a drift constant α q from {α 1 , α 2 , . . . , α R } and studying φ (n) (⌊α q n + xn 1/m ⌋) where x lives in a compact set (see Subsection 8.1). In doing this, we arrive at our third main result, a local limit theorem in which only the points ξ l ∈ {ξ 1 , ξ 2 , . . . , ξ R } and corresponding attractors H β l m appear, provided α l = α q . Theorem 1.3. Let φ : Z → C have admissible support and be such that sup ξ |φ(ξ)| = 1. Then, referring to the collections ξ 1 , ξ 2 , . . . , ξ R , β 1 , β 2 , . . . , β R and α 1 , α 2 , . . . , α R and setting m = m φ , the following holds: To each α q , there exist subcollections ξ j1 , ξ j2 , . . . , ξ j r(q) and β j1 , β j2 , . . . , β j r(q) such that
) uniformly for x in any compact set.
We note that Theorem 1.3 does not require the hypothesis (8) (8) we lose the uniformity of the limit (10) on all of Z. As we illustrate in Subsection 8.1, the conclusion (11) is sometimes more attractive anyway. The limits (10) and (11) d where the Fourier transform satisfies sup ξ |φ(ξ)| = |φ(ξ 0 )| = 1, |φ(ξ)| can decay at different rates along different directions. This behavior will be seen to affect local limits in which attractors exhibit anisotropic scaling. For instance, by taking a tensor product of admissible functions (in the sense of the present article), one can easily construct φ : Z 2 → C for which
The paper is organized as follows: In Section 2, we study the local behavior of the Fourier transform of φ. In Section 3, we address some technical lemmas involving oscillatory integrals and prove the estimate
of Theorem 1.1; this is Theorem 3.6. Section 4 concentrates on the attractors H β m where convergence, analyticity and global bounds are addressed. The local limit theorems of Theorems 1.3 and 1.2 are proven in Section 5. In Section 6, we complete the proof of Theorem 1.1 and in Section 7, the conclusion (9) of Theorem 1.2 is proven. Section 8 gives examples and addresses a general situation previously treated in [5] .
Local behavior ofφ
In this section we study the local behavior ofφ at points in (−π, π] at which the supremum of |φ| is attained. This will be seen to completely determine the limiting behavior of the convolution powers of φ. We proceed by making some simple observations about (2) under the assumptions that φ has admissible support and sup ξ |φ(ξ)| = 1. Our first observation concerns the number of points at which |φ(ξ)| = 1. Because φ has admissible support, |φ| 2 is a non-constant trigonometric polynomial and so |φ| is not constant. From here we observe that φ can only satisfy |φ(ξ)| = 1 at a finite number of points in (−π, π]; a simple accumulation-point argument shows the necessity of this fact. We now observe thatφ is a finite linear combination of exponentials and is therefore analytic. We use this observation to study the local behavior ofφ(ξ) about any point ξ 0 ∈ (−π, π] for which |φ(ξ 0 )| = 1. To this end we consider
where log is taken to be the principle branch of logarithm and we allow the variable ξ to be complex, for the time being. It follows from our remarks above that Γ is analytic on an open neighborhood of 0 and we can therefore consider its convergent Taylor series
on this neighborhood. The limiting behavior of the convolution powers of φ is characterized by the first few non-zero terms of this series.
The requirement that |φ(ξ)| ≤ 1 imposes conditions on the Taylor expansion for Γ as follows: We consider the collection {a l } ∞ l=1 of coefficients of the series and let k = min{l ≥ 1 : Re(a l ) = 0}, which exists, for otherwise |φ| would be constant. We claim that k is even and Re(a k ) < 0. To see this we observe that by only considering real values of ξ we can find a neighborhood of 0 on which
and where C is a real constant having the same sign as Re(a k ). If it is the case that Re(a k ) > 0 or k is odd we have that |φ(ξ + ξ 0 )| > 1 for some ξ which leads to a contradiction. We will summarize the above arguments shortly. First we give the following convenient definition, originally motivated by Thomée [28] .
Definition 2.1. Let ν : R → C be analytic on a neighborhood of a point ξ 0 for which |ν(ξ 0 )| = 1. Let Γ : O ⊆ R → C be defined by
where O is an open neighborhood of 0 and is such that O ∋ ξ → ν(ξ + ξ 0 ) is non-vanishing. 1. We say that ξ 0 is a point of type 1 and of order m for ν if the Taylor expansion for (13) yields an even integer m ≥ 2, a real number α, and a complex number β with Re(β) > 0 such that
on O. In this case we write ξ 0 ∼ (1; m).
2.
We say that ξ 0 is a point of type 2 and of order m for ν if the Taylor expansion for (13) yields m, k, α, γ, p(ξ), where m and k are natural numbers with k even and 1 < m < k; α and γ are real numbers with γ > 0; and p(ξ) is a real polynomial with p(0) = 0 such that
on O. In this case we write ξ 0 ∼ (2; m) and set β = ip(0).
In both cases, the order m refers to the degree of the first non-vanishing term, higher than degree one, in the Taylor expansion for Γ. The type refers to the complex phase of coefficient of this term: it is of type 1 if the coefficient has a non-zero real part, otherwise it is of type 2. In either case we refer to the constant α as the drift constant for ξ 0 .
Let us note that the neighborhood O in the above definition is immaterial; it needs only to be small enough to ensure that log is defined and analytic there. Using the definition, the arguments which preceded it are summarized in the following proposition. Then
is finite and, for ξ 0 ∈ Ω, we have either 
In view of the proposition, we can write
where we shall henceforth assume that Ω is indexed in the following way:
• For each q = 1, 2, . . . , R, ξ q ∼ (1; m q ) or ξ q ∼ (2; m q ) with m q = m and associated constants α q and β q .
• For each q = R + 1, R + 2, . . . , Q, ξ q ∼ (1; m q ) or ξ q ∼ (2; m q ) with m q < m.
Hence, to the points {ξ 1 , ξ 2 , . . . , ξ R } ⊆ Ω we have the associated collections α 1 , α 2 , . . . , α R of real numbers and β 1 , β 2 , . . . , β R of non-zero complex numbers with Re(β q ) ≥ 0 for q = 1, 2, . . . , R.
We remark that Ω, m (= m φ ), and the constants α q and β q for q = 1, 2, . . . , R of Convention 2.3 are consistent with those of the discussion preceding the statement of Theorem 1.2. Therefore, the constants appearing in Theorems 1.2 and 1.3 are those of Convention 2.3.
There is an alternative way to find the constants m q α q and β q above. For any function f : Z → C, define
where X is to be understood as a "random" variable with distribution φ. For each ξ q ∈ Ω, put
and, for each natural number k ≥ 2,
It is easily shown that
gives a class of examples for which φ is real valued, Ω = {0} and m = m 1 = 2l for any specified l ≥ 1. Necessarily, b k (0) = 0 for all k < 2l. If we further assume that φ ≥ 0 and Ω = {0}, it follows that b 2 (0) = 0 and so m = 2. This situation is equivalent to the case in which φ is the distribution of a random variable X with state space Z such that Supp(φ) is not contained in any proper subgroup of Z. Here α 1 = EX and 2β 1 = EX 2 − (EX) 2 = Var(X). In this way, the standard local limit theorem is captured by Theorem 1.2.
To exploit the interplay between local approximations ofφ and the Fourier inversion formula, it useful to consider a domain of integration T in which Ω sits in the interior. To this end, let η ≥ 0 be such that Ω ⊆ (−π + η, π + η) and set T = (−π + η, π + η]. Of course, for each natural number n and x ∈ Z, we have
It is also useful to consider the following extension of φ n (x): Define φ e : N×R → C by
for n ∈ N and x ∈ R. We note that φ e (n, x) = φ (n) (x) for all n ∈ N and x ∈ Z.
The following lemma is seen to govern the limiting behavior of the convolution powers of φ. 
for all |ξ| ≤ δ. Here Γ, α, and β are given by Definition 2.1.
, there exists δ > 0 and B > 0 such that
for all |ξ| ≤ δ. Moreover, there exist C, D > 0 such that the function
for all |ξ| ≤ δ. Here Γ, k, α, and p(ξ) are given by Definition 2.1.
Proof. By our definitions, we have
where Γ is defined by (13) . In the case that ξ 0 ∼ (1; m), (19) and (20) are immediate from (14) and the fact that the series l=m+1 a l ξ l converges uniformly on a neighborhood of 0.
In the case that ξ 0 ∼ (2; m), the justification of the estimates (21) and (22) follows similarly. For the last conclusion, we observe that
on a neighborhood of 0. The inequality (23) now follows without trouble.
The upper bound
The goal of this section is to establish the upper bound of Theorem 1.1. To this end, we address a series of technical lemmas involving oscillatory integrals of the form
which are used throughout the remainder of the paper. Many of the arguments within are based on the same or slightly less general arguments made by Greville [15] , Thomée [28] and, not surprisingly, van der Corput.
is absolutely continuous and f ′ (x) = h(x) almost everywhere. Furthermore, our hypothesis guarantees that |f (x)| ≤ M for all x ∈ [a, b]. Integration by parts yields
The following two lemmas, 3.2 and 3.3, are due originally to van der Corput. The proof of Lemma 3.2 is a nice application of the second mean value theorem for integrals and can be found in [28] . We note that Lemma 2.3 of [28] is stated under slightly stronger hypotheses than Lemma 3.2, however the proof yields our statement exactly. The validity of Lemma 3.2 can also be seen using alternating series [15] . For the proof of Lemma 3.3, we refer the reader to Lemma 3.3 of [28] ; its proof is relatively simple but involves checking several cases (see also Chapter 1 of [4] ).
where
Proof. Combining the results of Lemmas 3.2 and 3.3 show
. We remark that 4/λ only contributes to the upper bound provided f ′ is never zero and in which case the application of Lemma 3.2 is justified. Setting h(u) = e if (u) we note that the functions g and h are the subject of Lemma 3.1. The result now follows immediately from Lemma 3.1.
Lemma 3.5. Let ν : R → C be analytic on a neighborhood of ξ 0 , where |ν(ξ 0 )| = 1. If ξ 0 is a point of order m ≥ 2 for ν, then there is δ > 0 such that
where the limit is uniform in x ∈ R.
Proof. Let us first assume that ξ 0 ∼ (1; m). Our hypothesis guarantees that m is even and by Lemma 2.4 there are constants C > 0 and δ > 0 such that
In the second case we assume that ξ 0 ∼ (2; m). We set
We note that f n is real valued. Appealing to Lemma 2.4, let δ > 0 be chosen so that the estimates (22) and (23) hold for all ξ ∈ [−δ, δ]. Upon changing variables of integration and using the fact that |ν(ξ 0 )| = 1, we write n e ifn(ξ,x) dξ ≤ 2 n 1/m .
We now consider the integral over I 1 to which we will apply Lemma 3.4. First observe that the regularity requirements of Lemma 3.4 for f n and g n are met. Differentiating f n twice with respect to ξ gives
which is independent of x. Using the fact that ξ m p(ξ) is a polynomial with m being the smallest power of its terms, we may further restrict δ > 0 so that
for some C > 0 and for all ξ ∈ [−δ, δ]. Consequently |∂ 2 ξ f n (ξ, x)| > 0 for all ξ ∈ I 1 and x ∈ R. Appealing to Lemma 3.3 we have
where λ = inf ξ∈I1 |∂ 2 ξ f n (ξ, x)|. Using (26) and recalling that m ≥ 2 we observe that
Now by (22) and (23) of Lemma 2.4 we have g n ∞ ≤ 1 and
Inserting the above estimates into (27) gives
A similar calculation shows that
for some K 2 > 0. Putting these estimates together gives 
Proof. It suffices to prove the theorem in the case that A = sup ξ |φ(ξ)| = 1, for otherwise one simply multiplies the Fourier inversion formula by A −n . In view of Proposition 2.2, we adopt Convention 2.3. For each ξ q ∈ Ω with associated 2 ≤ m q ≤ m, select δ q > 0 for which the conclusion of Lemma 3.5 holds and small enough to ensure that the intervals I q := [ξ q − δ q , ξ q + δ p ] ⊆ T for i = 1, 2, . . . , Q are disjoint. Set J = T \ ∪ q I q and s = sup ξ∈J |φ(ξ)| < 1. Using (17), we write
Using Lemma 3.5 we conclude that for every Proof. For item 1 there is nothing to prove, the result follows from the classical theory of Fourier transforms. For items 2 and 3 , let τ be the non-zero real number such that β = iτ and set f (u, x) = −xu − τ u m . Our job is to show that the integral 
Observe that for any real numbers a and b such that
We now apply Lemma 3.3 and conclude that
for all x ∈ R and for all a ≤ b such that the distance from the interval [a, b] to 0 is more than M . The Cauchy criterion for uniform convergence guarantees that the improper Riemann integrals Let us now assume that m = 2. We remark that the above argument fails in this case because ∂ 2 u f is a non-zero constant. Consequently, we need to use ∂ u f , which depends on both u and x, to bound our integrals. Let ǫ > 0 and let K ⊆ R be a compact set. We choose M > 0 so that
for all x ∈ K. By applying Lemma 3.2 and making an argument analogous to that given in the previous case we conclude that
for all x ∈ K and for all a ≤ b such that the distance from the interval [a, b] to 0 is more than M . Again, an application of the Cauchy criterion gives the desired result. 
for all x ∈ R.
Proof. Let β = iτ , where τ is a non-zero real number, and set f (u, x) = −xu − τ u m . For x = 0, put M = (2m|τ |/|x|) −1/(m−1) and write
Observe that
and therefore
in view of Lemma 3.2. Similarly, there exists C > 0 such that for any N > M ,
Thus, by appealing to Lemma 3.3 and Proposition 4.1, we have
. 
By an analogous computation,
for each x ∈ R; note that the convergence of the series is part of the conclusion.
Consequently, H β m is analytic on R. Moreover, from the representation (34), it is clear that H β m (x) is not identically zero. When m > 1 is odd and β is purely imaginary, the same conclusion was reached by R. Hersch [16] . His proof involves changing the contour of integration from R to a pair of rays on which the integrand is absolutely integrable. When m ≥ 2 is even and β is purely imaginary, Hersh's argument pushes through with very little modification. We therefore summarize the result below and, in the case that Re(β) = 0, refer the reader to Theorem 4 of [16] for the essential details. 
Local limits
In this section we prove Theorem 1.3 and the second conclusion, (10), of Theorem 1.2. To this end, the following three lemmas, Lemmas 5.1, 5.2 and 5.3, focus on local approximations to Fourier-type integrals involving integer powers of an analytic function ν near a point ξ 0 at which |ν(ξ 0 )| = 1. The lemmas treat the cases in which ξ 0 ∼ (1; m), ξ 0 ∼ (2; 2) and ξ 0 ∼ (2; m), respectively. The approximants are precisely the functions H β m studied in the previous section. Lemma 5.1. Let ν : R → C be analytic on a neighborhood of a point ξ 0 for which |ν(ξ 0 )| = 1. Assume that ξ 0 ∼ (1; m) with associated constants α and β. Then for all ǫ > 0 there is a δ > 0 and a natural number N such that
for all n > N and for all real numbers x.
Proof. Let ǫ > 0 and set
Upon changing variables of integration we have
Comparing the above integral with e
where M < δn 1/m will soon be fixed. Notice that I 1 , I 2 and I 3 are independent of x.
In view of Lemma 2.4, there is δ > 0 and C > 0 for which
whenever |u| ≤ δn 1/m . Therefore,
and because e −Cu m ∈ L 1 (R), there exists M > 0 for which I 2 < ǫ/3. Analogously and in view of the fact that Re(β) > 0, there is M > 0 for which I 3 < ǫ/3. Selecting M for which these estimates hold and restricting our attention to sufficiently large n for which M < δn 1/m , we move on to estimate I 1 .
Let's first observe that, for all u such that |u| ≤ M < δn 1/m ,
in view of (36). Also, by an appeal to (19) of Lemma 2.4, for any
Therefore, for each such u,
Because [−M, M ] is a set of finite measure, an appeal to the bounded convergence theorem gives N > (M/δ) m for which I 1 ≤ ǫ/3 for all n > N . Combining the estimates for I 1 , I 2 and I 3 gives the desired result.
Lemma 5.2. Let ν : R → C be analytic on a neighborhood of a point ξ 0 such that |ν(ξ 0 )| = 1. Assume that ξ 0 ∼ (2; 2) with associated constants α and β. Let K ⊆ R be a compact set. Then for all ǫ > 0 there is a δ > 0 and a natural number N such that
for all n > N and for all x ∈ K.
Proof. Let ǫ > 0, let K ⊆ R be a fixed compact set and choose δ > 0 so that the estimates (21), (22) and (23) of Lemma 2.4 are valid. Changing variables of integration we write
Upon setting
we have
where for now 0 < M < δn 1/2 and we have used the fact that |ν(ξ 0 )| = 1. Continuing in this manner,
where we have made a change of variables and used the definition of H β 2 . We now estimate the terms I i for i = 1, 2, 3, 4. First, using Lemma 4.1 we choose M > 0 so that I 2 ≤ ǫ/4 for all x ∈ K. Let us now focus on I 3 . We write
where we have put
We wish to apply Lemma 3.4 to the above integral. Set
where C, D ≥ 0 are the constants appearing in (22) and (23) of Lemma 2.4. Since ξ 2 p(ξ) is a polynomial with 2 being the smallest power of its terms, we can further restrict δ > 0 so that f ′′ n (ξ) = 0 and
, where c 1 and c 2 are non-zero real numbers of the same sign. Consequently, we can select M > 0 and a natural number N so that
for all x in the compact set K and for all n > N . Finally, an application of Lemma 3.4 with the above estimate and a calculation similar to that done in the proof of Lemma 3.5 shows
for all n > N and for all x ∈ K. An analogous argument gives the same estimate for I 4 . Before treating I 1 , we fix M as the maximal M for which the above estimates hold simultaneously. In view of (22) of Lemma 2.4, an analogous argument to that given in the proof of Lemma 5.1 shows that the absolute value of integrand in I 1 is bounded above by 2 for all n. Furthermore, for any
where we have used (21) . Because p is continuous, ip(0) = β and k > 2, it follows that for all
and hence
An appeal to the bounded convergence theorem guarantees that for sufficiently large n,
for all x ∈ R and in particular for all x ∈ K. Finally, from the above arguments we choose δ > 0 and a natural number N so that for each j = 1, 2, 3, 4, I j < ǫ/4 for all n > N and for all x ∈ K. Putting these estimates together shows that D < ǫ as desired.
Lemma 5.3. Let ν : R → C be analytic on a neighborhood of a point ξ 0 such that |ν(ξ 0 )| = 1. Let m > 2 and assume that ξ 0 ∼ (2; m) with associated constants α and β. Then for all ǫ > 0 there is a δ > 0 and a natural number N such that
The present lemma's proof is analogous to the proof of the previous lemmas in many ways. We will consequently spend less time explaining the order in which we choose our constants.
Since ξ 0 ∼ (2; m), we choose δ > 0 so that the estimates (21), (22) and (23) for all y ∈ R and
where B was defined above and C and D are the constants appearing in (23) . As in the last lemma, we write
Now we estimate the terms I j for j = 1, 2, 3, 4. Already from (41), we know that I 2 < ǫ/4 for all x ∈ R. We have
With the aim of applying Lemma 3.4, we use (40) and observe that on the interval
The application of the lemma is therefore justified and we can use (22) and (23) to see that
for all x ∈ R. A similar calculation gives the same estimate for I 4 . For I 1 , the argument proceeds almost verbatim to that given for the previous lemma. Again, the integrand is bounded in absolute value by 2 for all n. Using (21), we observe that for any
Therefore, the bounded convergence theorem gives a natural number N for which I 1 ≤ ǫ/4 for all n > N and for all x ∈ R. Combining our estimates finishes the proof.
For the remainder of this section, we focus on local limit theorems. The first theorem, Theorem 5.4, focuses on the case in which φ (n) is approximated locally on its packets by linear combinations of the attractors H Theorem 5.4. Let φ : Z → C have admissible support and suppose that sup ξ |φ(ξ)| = 1. Under Convention 2.3, suppose that m = 2 and for some q = 1, 2, . . . , R, β q is purely imaginary. Then, to each α q , there exists subcollections ξ j1 , ξ j2 , . . . , ξ j r(q) and β j1 , β j2 , . . . , β j r(q) , such that
(43) uniformly on any compact set.
Proof. Let ǫ > 0 and K ⊆ R be a compact set. In view of Convention 2.3, it follows from our hypotheses that Q = R and therefore Ω = {ξ 1 , ξ 2 , . . . , ξ R }. We note that the corresponding drift constants α 1 , α 2 , . . . , α R need not be distinct.
Let α q be a member of the above collection and let {j 1 , j 2 , . . . , j r(q) } be the increasing subcollection of {1, 2, . . . , R} for which α j l = α q for l = 1, 2, . . . , r(q). Also, set Υ q = {1, 2, . . . , R} \ {j 1 , j 2 , . . . , j r(q) }. It is of course possible that Υ q is empty. For example, it might be the case that 1 = r(q) = R and, in this case, (43) consists only of the single attractor H β1 2 . In fact, this is precisely the situation exemplified in the introduction where φ was defined by (1) (see also Subsection 8.2).
We divide T into subintervals: For l = 1, 2, . . . , R, define I l = [ξ l −δ l , ξ l +δ l ] ⊆ T where δ l > 0 are to be defined shortly; for now, let's require them to be sufficiently small to ensure that the intervals I l , for l = 1, 2, . . . , R, are disjoint.
In view of (18), put J = T \ ∪I l and write
We treat the integrals I l in the two cases separately. First, we consider I l for l ∈ Υ q . Here we show that I l can be made arbitrarily small (depending on x and n) because α q = α l . If ξ l ∼ (2; 2), let γ l , k l and p l (ξ) be associated as per Definition 2.1. We have
Now choose δ l > 0 so that, on the interval [−δ l , δ l ], g l (ξ) satisfies (22) and (23) for some
for some B l > 0. For the first property our choice of δ l was made using Lemma 2.4 and the assumption that ξ l ∼ (2; 2). For the second two properties we used that fact that ξ 2 p l (ξ) is a polynomial with 2 being the smallest power of its terms and α l = α q . We can therefore apply Lemma 3.4. This gives
for all n > N l and for all x ∈ K. If instead ξ l ∼ (1; 2), we appeal to Lemma 5.1 and chose δ l > 0 and N l , a natural number, such that
for all n > N l and for all x ∈ R. In particular we have this estimate uniform for all x ∈ K. After fixing our collection of δ l 's in the above arguments, the set J becomes fixed. We therefore set s = sup ξ∈J |φ(ξ)| < 1 and note that |E| ≤ n 1/2 s n . Thus we may choose a natural number N 0 such that |E| < ǫ/(R + 1) for all n > N 0 and for all x ∈ K.
At last, we choose N to be the maximum of N l for l = 0, 1, . . . , R. Combining the estimates (44), (47), (48), (49) and (50) yields
for any n > N and for all x ∈ K. We have shown that
uniformly for x in any compact set K.
To complete the proof of the theorem we need to replace the argument xn 1/2 + α q n by an integer in (51); this is precisely where the floor function comes in. Let K ⊆ R be compact, set
and observe that |x − y(n, x)| ≤ n −1/2 . Let F ⊇ K be any compact set for which y(x, n) ∈ F for all x ∈ K and all natural numbers n. By Proposition 4.3, each function H βj l 2 is uniformly continuous on F and therefore, for any x ∈ K, we have
The result now follows from (51), (52) and the observation that φ (n) (⌊xn 1/2 + α q n⌋) = φ e (n, ⌊xn 1/2 + α q n⌋). 
Proof. In view of Proposition 2.2 and under Convention 2.3, our hypotheses guarantee that either m > 2 or, in the case that m = 2, ξ q ∼ (1; 2) for each ξ q ∈ Ω. Consequently to each point ξ q ∈ Ω of order m we may apply either Lemma 5.1 or Lemma 5.3.
As in the proof of the previous theorem we divide T into subintervals. For q = 1, 2, . . . , Q, let I q = [ξ q − δ q , ξ q + δ q ] for values of δ q > 0 to be chosen later (but small enough to ensure that the I q 's are disjoint) and set J = T \ ∪I q . We again define φ e by (18) and write
Therefore,
As we previously noted, for q = 1, 2, . . . , R, we apply either Lemma 5.1 or Lemma 5.3. We can therefore choose a natural number N q and fix δ q > 0 so that
for all n > N q and for all x ∈ R. In the case that q = R + 1, R + 2, . . . , Q, we appeal to Lemma 3.5 and choose δ q > 0 and a natural number N q such that
for some C q > 0 and for all n > N q and x ∈ R. Using the fact that m > m q we can adjust the value of N q so that
for all n > N q and for all x ∈ R. Finally, as in the proof of the last theorem, we set s = inf J |φ| < 1 and observe that the last term in (54) is bounded by n 1/m s n . We therefore select a natural number N 0 such that
for all n > N 0 and for all x ∈ R. Let us choose N to be the maximum N q for q = 0, 1, . . . , Q. Upon combining the estimates (55), (56), (57) and (54) we have
for all n > N and for all x ∈ R. In particular, (58) holds for all x ∈ Z and for such x, φ e (n, x) = φ (n) (x). This is our desired result.
Proof of Theorem 1.3. Let K be a compact set. Assuming that φ satisfies the hypotheses of the theorem, we adopt Convention 2.3 by virtue of Proposition 2.2. There are two distinct possibilities pertaining to the constants m and β 1 , β 2 , . . . , β R : they satisfy the hypotheses of Theorem 5.4 or they satisfy the hypotheses of Theorem 5.5. A moment's thought shows that the hypotheses of Theorem 5.4 and the hypotheses of Theorem 5.5 are indeed mutually exclusive and collectively exhaustive. If the case at hand is the former there is nothing to prove for m = 2 and the desired result is precisely the conclusion of Theorem 5.4. We therefore address the latter case. Let α q ∈ {α 1 , α 2 , . . . , α R } and, exactly as was done in the proof of Theorem 5.4, define {j 1 , j 2 , . . . , j r (q)} ⊆ {1, 2, . . . , R} and Υ q . Observe that (58) is uniform in R and we can therefore write
Upon requiring x ∈ K, we consider the summands S l (n, x) for l ∈ Υ q . In the case that Re(β l ) > 0, we have
If it is the case that Re(β l ) = 0, we must have m > 2. Appealing to Proposition 4.2, we conclude that
Combining the above estimates shows that, for all x ∈ K, φ e (n, α q n + xn
To complete the proof, it remains to replace the argument α q n + xn 1/m by the integer ⌊α q n + xn 1/m ⌋ in the equation above. This can be done easily by making an argument analogous to that given in the last paragraph of the proof to Theorem 5.4. From this, the desired result follows without trouble.
6 The lower bound of φ 
Then there is a number C > 0 such that for any ρ, σ ∈ C r with ρ > B and σ = V ρ, we have |σ j | > 3C for some j = 1, 2, . . . , r. Here · denotes the usual norm on C r .
Proof. The matrix V in (59) is known as Vandermonde's matrix. It is a routine exercise in linear algebra to show that
Noting that e −iζ1 , e −iζ1 , . . . , e −iζr are all distinct we conclude that V is invertible. The proof now follows immediately from the estimate
Proof of Theorem 1.1. Let φ : Z → C have admissible support. As Theorem 3.6 gave the upper bound
for some C ′ > 0, our job is establish the lower bound
for some C > 0. This is done with the help of our local limit theorems. As we noted in the proof of Theorem 3.6, it suffices to assume that A = sup ξ |φ(ξ)| = 1. We adopt Convention 2.3 by virtue of Proposition 2.2 and note that m ≥ 2, defined by (16) , is that which appears in both Theorem 1.3 and Theorem 3.6. In view of Theorem 1.3, set α = α 1 , r = r(1) and correspondingly take ξ j1 , ξ j2 , . . . , ξ jr ∈ (−π, π] and β j1 , β j2 , . . . , β jr for which (11) holds. For notational convenience, set b l = β j l and ζ l = ξ j l for l = 1, 2, . . . , r and note that the points ζ 1 , ζ 2 , . . . , ζ r ∈ (−π, π] are distinct. In this notation, (11) is the assertion that
uniformly for x in a compact set. 
for k = 0, 1, . . . , r − 1. Since each function H b l m is continuous on R it is uniformly continuous on [a − r, b + r] ⊇ I. Consequently, we may choose a natural number N for which |f (n,
for all n ≥ N , k = 0, 1, . . . , r − 1 and x ∈ I. By possibly further increasing N we can also guarantee that for any n ≥ N there is x 0 ∈ I such that αn + x 0 n 1/m is an integer and for which x 0 + kn −1/m ∈ I for all k = 0, 1, . . . , r − 1. We observe that for any such k, (αn + (x 0 + kn −1/m )n 1/m ) is also an integer. Now for any n ≥ N , let x 0 ∈ I be as guaranteed in the previous paragraph. Observe that
. . .
. . . e 
Appealing to Lemma 6.1, there is some k ∈ {0, 1, 2, . . . , r − 1} such that |σ k (n, x 0 )| > 3C and so by (63), |f (n, x 0 + kn −1/m )| > 2C. We have shown that there is a natural number N , a closed interval I and a constant C > 0 such that for any n ≥ N sup r l=1 e −i(αn+xn
where the above supremum is taken over the set {x : x ∈ I and (αn + xn −1/m ) ∈ Z}.
Combining (60) and (64) we conclude that
for all n > N . The result now follows from the observation that φ (n) = 0 for all n ≤ N and so, by possibly adjusting C, (65) must hold for all n.
Concentration of mass
In this section we complete the proof of Theorem 1.2. Recall that the theorem has two conclusions, the second of which is the subject of Theorem 5.5 and was already shown in the previous section. The first conclusion, (9), remains to be shown.
Proof of Theorem 1.2. We assume that φ satisfies the hypotheses of the theorem. By Theorem 5.5,
where the limit is uniform for x ∈ Z and the collections ξ 1 , ξ 2 , . . . , ξ R ∈ (−π, π], α 1 , α 2 , . . . , α R and β 1 , β 2 , . . . , β R are those set by Convention 2.3. Using Theorem 1.1 we choose C > 0 for which the estimate (3) holds. Considering all possibilities of β q and m above, we can choose M > 0 such that |H βq m (y)| < C/(2R) for all |y| > M and for all q = 1, 2, . . . , R. This can be done by using (6) for all x / ∈ ∪ q (α q n + Kn 1/m ) and n > N . Thus by Theorem 1.1, the supremum φ (n) ∞ must be attained on the set (∪ q (α q n + Kn 1/m )) ∩ Z for all n > N . Lastly, observe that by enlarging the compact set K, the above dependence on N can be removed. This completes the proof.
Examples
In this final section, we consider three examples to illustrate our results. We begin by considering a complex valued function on Z whose convolution powers consist of two waves drifting apart. This example cannot be treated by the results of Schoenberg, Greville or Thomée.
Two Airy functions with drift
Consider the function φ : Z → C defined by and φ(x) = 0 otherwise. The convolution powers, φ (n) , exhibit two distinct packets drifting apart, each with a rate of 2n from x = 0. Figure 5 illustrates this behavior. 
uniformly for x ∈ Z, where Ai denotes the standard Airy function. To appreciate Theorems 1.2 and 1.3, we consider φ (n) (x) for n = 10000 near the right packet (19700 ≤ x ≤ 20150) corresponding to drift constant α 1 = π/2. Figure 6 shows the graph of Re(φ (n (x)) and Figure 7 shows the approximation, f (n, x) defined by (68). What appears to be noise in Figure 7 is the oscillatory tail of the term uniformly for z in any compact set; here, ξ j1 = ξ 1 = π/2 and β j1 = β 1 = 5/3. For such z, it follows that φ (n) (⌊2n + zn 1/3 ⌋) = g(n, ⌊2n + zn 1/3 ⌋) + o(n −1/3 ) from which we see that g is essentially the approximation yielded by Theorem 1.3. As Figure 8 shows, g(n, x) is a much better approximation to φ (n) (x) at n = 10000 for 19700 ≤ x ≤ 20150.
Heat kernel at purely imaginary time
We return to the example given in the introduction and justify the claims made therein. Let φ be given by (1) . A quick computation shows that 
By Theorem 1.3 and using (5) we may also conclude that 
uniformly for x ∈ Z. The limit (71) follows immediately by multiplying (74) by A n . An appeal to (9) of Theorem 1.2 shows that ψ (n) ∞ and hence φ (n) ∞ is indeed attained on the set (αn + Kn 1/3 ) for some compact set K. In the case that a + + a − < 0 it was shown in [5] that |φ| attains its only maximum at ξ 1 = π ∈ (−π, π]. Upon setting A = a 0 − a + − a − , ψ(x) = φ(x)/A and considering the Taylor expansion of log(ψ(ξ + ξ 1 )/ψ(ξ 1 )), the result follows by an argument similar to that given for the previous case. 
