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El  análisis  espectral  tiene  por  objeto  descomponer  una  serie  de  tiempo 
estacionaria en una suma, posiblemente infinita, de componentes senoidales 
de  diversas  frecuencias  y  amplitudes.  Las  frecuencias  más  significativas 
sirven  para  explicar  ciclos  económicos,  estacionalidad  o  características 
estadísticas  generales  del  proceso  aleatorio.  Aunque  contiene  la  misma 
información que el análisis en el dominio del tiempo, el análisis en el dominio 
de  la  frecuencia  puede  facilitar  la  intuición.  El  análisis  espectral  de  la 




     El  análisis  espectral  tiene  que  ver  con  vibraciones  y  oscilaciones,  las 
cuales, en su forma más pura, son ondulaciones sin quiebres abruptos que se 
repiten periódicamente a través del tiempo, manteniendo siempre la misma 
amplitud y frecuencia de oscilación, como la señal emitida por un diapasón. 
Estas ondulaciones se conocen como ondas senoidales (o cosenoidales) y son 
los componentes de prácticamente todas las señales conocidas, como el ruido 
blanco, la voz, o la salida de un modelo ARMA. El análisis espectral separa 
una señal en las diversas ondas senoidales que la conforman. 
                                           
Deseo agradecer a Alfredo Contreras Eitner por su valiosa ayuda en este trabajo. Las opiniones expresadas 
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     La ilustración más familiar consiste en el paso de un rayo de luz blanca por 
un prisma que lo separa en componentes de diferentes colores. Cada color 
corresponde a un tipo de vibración con características particulares. El análisis 
espectral se refiere a la teoría y técnica que permite descomponer una señal o 
serie de tiempo (luminosa, sonora, sensorial, económica, etc.) en componentes 
senoidales  de  diferentes  frecuencias  y  amplitudes.  En  el  análisis  espectral 
importa menos la forma específica de la serie a lo largo del tiempo y más la 




     Una función senoidal, como la de la Figura 1, se representa por 
 
) (    t CSen                                                                                                      (1) 
 
donde, en el caso discreto, que es el común en series de tiempo,  la variable 
tiempo asume valores enteros, esto es   , 3 , 2 , 1 , 0  t  . Con respecto a los demás 
parámetros,  C es un coeficiente llamado amplitud, positivo o negativo, que 
multiplica la señal senoidal;   es la frecuencia angular dada en radianes (por 
ejemplo    radianes equivale a 180 grados); y   es una constante llamada 
ángulo de fase que sirve para desplazar la señal en el tiempo, usualmente en 
una cantidad que se encuentra en el intervalo     y   radianes. La frecuencia 
angular   también se puede escribir como  f   2  , donde  f  es la frecuencia 
dada en ciclos por unidad de tiempo. Ciclo se refiere a la parte de la señal que 
se repite indefinidamente; puede medirse de valle a valle, o pico a pico, o de 
cualquier  punto  al  mismo  punto.  La  duración  del  ciclo,  se  define  como   3 
período,  el  cual  está  dado  en  unidades  de  tiempo  por  ciclo,  y  equivale  al 
inverso de la frecuencia  f . 
     Es  útil  recordar  algunas  propiedades  trigonométricas  de  las  formas 
senoidales:  t Sen t Sen      ) 2 ( ,  t Cos t Cos      ) 2 ( ,  1
2 2     Sen Cos , 
t Cos t Sen      ) 2 / ( ,  etc.  La  última  propiedad  nos  dice  que  las  ondas 
senoidales y cosenoidales son equivalentes excepto por un ángulo de fase de 
2 /    radianes  (90  grados),  que  no  afecta  la  forma  de  la  curva  y  solo  la 
desplaza un cuarto de ciclo en el tiempo. 
     La Figura 1 muestra 100 observaciones de la función  ) 10 / ( t Sen  , donde la 
amplitud C es unitaria. La curva se dibuja punteada para enfatizar el carácter 
discreto  de  la  misma;  esto  es,  para  indicar  que,  aunque  la  señal  es 
teóricamente continua, sólo hay observaciones para puntos equidistantes en el 
tiempo. Sin embargo, aunque las series sean discretas, la costumbre, que se 
seguirá en adelante, es dibujar las curvas de manera continua  uniendo los 
puntos observados. Cuanto mayor sea el coeficiente que multiplica al tiempo t 
(por ejemplo, si en lugar de  10 /   fuera  4 /  ) mayor es la frecuencia, lo que 
significa que la gráfica tendría más ciclos por unidad de tiempo. Si hiciéramos 
5  C , por ejemplo, la amplitud de la onda se multiplicaría por cinco; los picos 




     La suma de ondas senoidales o cosenoidales, perfectamente periódicas pero 
de diferentes frecuencias y amplitudes, genera resultados que pueden ser de 
apariencia muy diferentes a las ondas senoidales individuales que participan   4 
en la suma. Esto es cierto tanto para ondas discretas como continuas. Para 
ilustrar, la Figura 2 muestra la suma de las tres ondas cosenidales 
 
) ( ) 3 / 2 ( ) 10 / ( t Cos t Cos t Cos     .                                                                      (2) 
 
Si no supiéramos cómo se generó esta serie, podríamos  confundirla con una 
serie de tiempo observada en la práctica, quizá cambios en el Pib, cambios en 
el precio de algún título bursátil, etc. De hecho, estas series de la vida real 
están compuestas por una infinidad de señales ondulatorias puras. 
     El objetivo del análisis espectral es hacer lo contrario de lo hecho en la 
Figura 2, donde combinamos varias series senoidales de frecuencia y amplitud 
conocida  para  obtener  una  serie  de  tiempo  final.  En  el  análisis  espectral 
tomamos  la  serie  de  tiempo  observada  y  tratamos  de  encontrar  las  ondas 
senoidales (frecuencias y amplitudes) que la componen; se trata de establecer 
cuáles frecuencias están presentes y en qué proporción. Esto se conoce como 
trabajar en el dominio de la frecuencia (las variables se grafican contra el eje 
de la frecuencia). El análisis de series de tiempo tradicional se hace en el 
dominio del tiempo (las variables se grafican contra el eje del tiempo). 
     El  Teorema  de  Representación  Espectral  dice  que  cualquier  proceso 
estacionario  hasta  de  orden  dos  (estacionario  en  covarianza  o  débilmen te 
estacionario) puede ser representado por una suma, posiblemente infinita, de 
señales  senoidales  y  cosenoidales  [ver  Hamilton  (1994,  capítulo  6)].  Este 
enunciado es la contraparte en el dominio de la frecuencia del  Teorema de 
Representación de Wold utilizado en el dominio del tiempo. 
     Los orígenes del análisis espectral se encuentran en las series de Fourier, 
del  matemático francés Jean Baptiste Joseph Fourier, quien a comienzos del   5 
siglo  IX  descompuso  señales  periódicas  en  sumas  de  ondas  senoidales  y 
cosenoidales. 
     Una explicación intuitiva de cómo podemos utilizar funciones en general, y 
ondas senoidales en particular, para representar otras funciones, se encuentra 
en Lathi (1968) capítulo 1. En principio, el procedimiento puede verse como 
una regresión (mínimos cuadrados ordinarios) de la función o serie a explicar 
contra las funciones que se hayan escogido como explicativas. 
     Usando  K  términos podemos expresar una serie de tiempo  t x  estacionaria 
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donde  i C  es la amplitud,  i   es la frecuencia en radianes,  i   es el ángulo de 
fase, y  t   es ruido con media cero que recoge aquella parte de la serie que no 
es explicada por los  K  términos utilizados (en teoría,  t   tiende a cero si  K  
tiende a infinito). 
     Una forma de hacer que la serie de la Figura 2 se asemeje aún más a una 
serie de la vida real es sumándole una serie de ruido blanco  t  , como la de la 
Figura 3 (tomada de una normal estándar). La serie resultante de esta suma se 
muestra en la Figura 4. 
     La expresión (3) puede simplificarse para facilitar estimación apelando a la 
identidad trigonométrica 
 
i i i i i i Sen t Sen Cos t Cos t Cos       ) ( ) ( ) (                                                           (4)   6 
 
que  nos  permite  expresar  las  serie  t x   en  términos  de  senos  y  cosenos 





i i i i t t Sen B t Cos A x      
1
) (                                                                          (5) 
 
donde  i i i Cos C A    y  i i i Sen C B     son las amplitudes o coeficientes de las 
ondas.  
     Notamos que tanto  t x  en el lado izquierdo como cada una de las ondas del 
lado derecho de la expresión son series de tiempo. En otras palabras, podemos 
imaginar  la  expresión  (5)  como  una  regresión  donde  t x   es  la  variable 
dependiente y los  K  senos y cosenos son las variables explicativas; podemos 
correr  t x  contra estas ondas utilizando mínimos cuadrados ordinarios, MCO, 
obteniendo coeficientes estimados  i A ˆ  y  i B ˆ . Para efectuar la estimación por 
MCO tendríamos que conocer los  i   contenidos en  t x  con el fin de construir 
sus variables explicativas. 
     Supongamos,  por  el  momento,  que  conocemos  los  i  .  Entonces puede 























2 ˆ                                                                                              (6b)   7 
 
donde  n es el tamaño de la muestra (el número de observaciones de la serie 
t x ). 
     La matriz de variables explicativas de la regresión está formada por series 
senoidales  y  cosenoidales.  Afortunadamente  éstas  son ortogonales  entre sí 
permitiendo obtener expresiones sencillas en la estimación. La ortogonalidad 
es similar a cero covarianza, lo que se da si la suma del producto de las series 




   d j Sen i Cos , para cualquier  i y 
j  enteros  positivos.  En  consecuencia,  como  en  cualquier  regresión  cuyas 
variables explicativas son ortogonales, cada coeficiente en las expresiones (6) 
resulta proporcional a la covarianza entre la variable explicativa y la variable 
dependiente, lo cual es intuitivamente satisfactorio. 
     En  realidad  no  conocemos  los  i  ,  por  lo  que  debemos  ensayar  una 
secuencia de valores de  i   tomados a distancias cortas, esto es, hacemos un 
barrido de  i  , y vamos registrando el comportamiento de  i A ˆ  y  i B ˆ . Este es el 




     La gráfica de 
2 2 ˆ ˆ
i i B A   (a veces la gráfica de 
2 2 ˆ ˆ
i i B A  ) versus  i   se conoce 
como periodograma y se denota  ) ( n I . Los valores de  ) ( n I  serán diferentes 
de cero cuando  i  , en el eje horizontal, coincida con una de las frecuencias 
contenidas en  t x . 
     Nótese  de  (5)  que 
2 2 2 2 2 2 2 ˆ ˆ
i i i i i C Sen C Cos C B A       ,  de  manera  que,  en 
efecto, estaríamos graficando una cantidad proporcional a la amplitud  i C  de   8 
cada  onda  en  (3)  versus  la  frecuencia  correspondiente.  En  cierta  forma, 
estamos graficando el contenido de energía o potencia versus frecuencia, lo 
que se conoce como el espectro de la serie. 
     La mayor frecuencia posible (a la derecha en el eje horizontal) será la que 
corresponda a la llamada frecuencia de Nyquist. Si muestreamos la serie  t x  
cada unidad de tiempo entonces el periodo mínimo que podemos detectar es 
de  2 unidades de tiempo ya que, para establecer un ciclo, necesitamos por lo 
menos detectar (muestrear) un valle y un pico. Si el periodo más corto es de  2 
unidades de tiempo por ciclo entonces la frecuencia máxima será  2 / 1  f  ciclo 
por unidad de tiempo o expresada en radianes será         ) 2 / 1 ( 2 2 f . 
     Lo anterior implica que si contamos con muestras de una señal continua 
que no contenga frecuencias superiores a  2 / 1  f  ciclo por segundo, entonces 
podemos reconstruir la señal completamente con base en las muestras. Esta es 
la razón por la cual basta transmitir solo las muestras (observaciones) de una 
señal continua, y no la señal completa (lo que resultaría más costoso). Aunque 
a  primera  vista  parece  contra  intuitivo,  las  muestras  transmitidas  son 
suficientes para recuperar la totalidad de la señal  continua  en  el  punto de 
recepción [ver, por ejemplo, Lathi (1968) capítulo 1]. 
     En efecto, una señal discreta puede verse como el muestreo de una señal 
continua.  Y  si  la  señal  que  estamos  muestreando  contiene  frecuencias 
superiores  a   ,  que  es  la  máxima  que  podemos  detectar,  éstas  se 
contabilizarán  como  de  frecuencia  inferior;  esto  es,  para      0 ,  las 
frecuencias    2  ,    4  ,    6  , … , se contabilizarán como de frecuencia 
   radianes;   o para  2 / 1 0   f ,  las frecuencias  1  f ,  2  f ,  3  f , ….,  se 
contabilizarán  como  de  frecuencia  f   ciclos  por  unidad  de  tiempo.  Este 
fenómeno se conoce como aliasing, y su explicación se ilustra en la Figura 5   9 
en la cual se muestra la señal original y los puntos muestreados. La clave está 
en  entender  que  solo  observamos  los  valores  que  muestreamos,  los  cuales 
dibujan una serie de menor frecuencia que la original. La pérdida de precisión 
será poca si la frecuencia de muestreo es suficientemente alta para captar todas 
las ondas con potencia significativa. En la práctica, usualmente no tenemos 
control sobre la frecuencia de muestreo con la cual se recolectan los datos 
(diarios, mensuales, trimestrales, anuales, etc.) y debemos conjeturar si dicha 
tasa de muestreo deja por fuera frecuencias importantes más altas. En cierta 
forma, este fenómeno corresponde al ubicuo problema en estadística de saber 
si una muestra es representativa de la población. 
     El  efecto  llamado  „beats‟  es  otro  caso  de  combinación  de  ondas 
moviéndose en el mismo espacio o medio que produce una apariencia y efecto 
diferente  a  las  series  individuales.  Se  trata  de  la  suma  de  dos  ondas  con 
frecuencias muy cercanas entre sí que produce un efecto de modulación que 
auditivamente se percibe como pulsaciones de baja frecuencia. Suponiendo 
dos  frecuencias  cercanas  1 f   y  2 f ,  la  frecuencia  2 / ) ( 2 1 f f    se  escuchará 
pulsando a la más baja frecuencia  2 1 f f  . La Figura 6 ilustra este caso de 
„beats‟,  o  pulsos,  para  500  observaciones  de  la  señal  dada  por 
) 1 . 2 / ( ) 2 / ( t Sen t Sen  . 
     Por razones prácticas, la escogencia usual de frecuencias de estimación es 




















Esta escogencia asegura que todos los senos y cosenos considerados tengan un 
número completo de ciclos en la muestra  de tamaño  n, y que las ordenadas 
del periodograma sean independientes una de otras, propiedad que resulta muy 
conveniente para pruebas de hipótesis.   10 
     Aunque el periodograma está definido entre     y    en radianes (o entre 
5 .    y  5 .   en  ciclos  por  unidad  de  tiempo),  en  razón  de  su  simetría  suele 
mostrarse  sólo  el  lado  positivo  correspondiente  al  intervalo  ] , 0 [    i   en 
radianes (o  ] 5 . , 0 [  en ciclos por unidad de tiempo). 
     Como se mencionó, el periodograma  ) ( n I , para cada  , es proporcional al 



































t n t Sen x t Cos x I                                                              (7) 
 
donde    es  una  constante  de  proporcionalidad.  Esta  expresión  puede 
escribirse como el cuadrado de la magnitud o módulo del número complejo 
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t t Sen x i t Cos x                                                                              (8) 
 
donde  1   i , notación que se mantendrá por ser la tradicional, esperando 
que no se confunda con el mismo símbolo  i cuando éste sea utilizado para 
denotar algún  i-ésimo elemento o subíndice o índice en los límites de una 
sumatoria. 
     A su vez, esta ecuación puede expresarse, usando la  identidad de Euler 
 
 iSen Cos e
i  




















                                            (9)   11 
 
donde  la  utilización  del  signo  negativo  (en  lugar  del  positivo)  en  la  parte 
imaginaria  se  hace  por  convención  [ver,  por  ejemplo,  Schwartz  y  Shaw 
(1975),  capítulo2].  Una  buena  explicación  de  los  números  imaginarios  y 





     Existe una relación muy interesante entre el periodograma y la función de 
autocovarianza  ) ( R  de la serie  t x  [para detalles sobre la autocovarianza  ) ( R  
ver Montenegro (2007)]. Siguiendo a Priestley (1981, p. 399), y recordando 
que la magnitud al cuadrado de un número complejo es igual al número por su 
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t v t Cos x x e x e x
1 1 1 1
) ( 
                                           (10) 
 
donde  los términos senoidales se cancelan.   Definiendo  un nuevo índice 
v t     de manera que   toma los valores de  ) 1 ( 1     n n  hasta  1  n , y, para 
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t t Cos R Cos x x
n  

                                                  (11) 
   12 
donde    es una constante de proporcionalidad y  ) ( ˆ  R  es la autocovarianza 
estimada  bajo  el supuesto  0  t Ex .  Si la autocovarianza  refleja correlación 
positiva, como en un AR(1) con coeficiente positivo,  habrá predominio de 
frecuencias bajas; si la autocovarianza refleja correlación negativa, como en 
un AR(1) con coeficiente negativo, habrá predominio de frecuencias altas. Un 
modelo ARMA puede generar espectros con picos en una o varias frecuencias 
de resonancia (eigenvalores). De (11) se puede inferir que una serie de ruido 
tiene un espectro plano  (independiente de   ) de manera que  la energía se 




     En general los procesos estocásticos encontrados en la práctica no tendrán 
un juego de frecuencias senoidales fijas. El elemento aleatorio involucrado en 
las series reales lleva a pensar que presentan un rango de frecuencias alrededor 
de las que pudieran ser frecuencias principales, de manera que el espectro no 
será discreto sino continuo, con valores para todo  i  . 
     Llamamos  ) ( s  a este espectro continuo  de una serie  t x , similar a una 
distribución de probabilidad, donde    d s ) (  se interpreta como la contribución 
a  la  energía  o  potencia  total  de  la  serie,  contenida  en  los  componentes 
senoidales cuyas frecuencias están entre   y    d  . 
     De  manera  similar  a  la  ecuación  (11),  s e  puede  mostrar  [Granger  y 
Newbold (1986, cap. 2)] que, para series reales y considerando el intervalo 
      , podemos escribir 





























 Cos R Cos R e R s
x i                     (12) 
 
donde, a su vez, 
 




    d s e x x E R
i
t t ) ( ) ( ) (                                                                        (13) 
 
es la función de autocovarianza de  t x . La Expresión para  ) ( s  también puede 
escribirse en función de las autocorrelaciones, lo cual se logra dividiendo por 
la varianza 
2
x   de la serie  t x . Al igual que la función de autocorrelación, el 
espectro puede  ayudar  en  la identificación del tipo  de  modelo  (AR,  MA, 
ARMA) que mejor se ajusta a los datos.  
     El  periodograma  es  el  estimador de  ) ( s ,  de  la  misma  manera  que  el 
histograma  puede  ser  considerado  como  un  estimador  de  la  función  de 
densidad de probabilidad. 
 
Propiedades de Muestreo 
 
     El  periodograma  es  un  estimador  asintóticamente  insesgado  de  las 
frecuencias del espectro pero es inconsistente en el sentido de que su varianza 
no disminuye a medida que el tamaño de la muestra aumenta. El problema 
radica  en  que  la  estimación  para  cada  frecuencia  es  prácticamente 
independiente  de  las  demás,  y  estamos  estimando  tantas  autocorrelaciones 
como observaciones [esto se puede ver de (11), recordando que  ) ( ) (     R R ], 
de manera que la gráfica del periodograma, contra  , resulta errática y volátil.   14 
     Una  solución  es  suavizar  el  periodograma  utilizando  filtros  o  ventanas 
similares al uso en el dominio del tiempo del promedio móvil centrado; de 
hecho, se utiliza un método similar para estimar funciones de densidad de 
probabilidad (kernel estimation). Debe advertirse, sin embargo, que suavizar 
el periodograma tiene su costo ya que en muestras finitas puede generar sesgo 
en la estimación (y en infinitas si el suavizado se hace mal). 
     Para  cada  i  se  promedian  los  estimativos  de  ) ( n I   para  frecuencias 
cercanas a  i  , a la izquierda y a la derecha, dando mayor peso a  ) ( i n I   y 
menos a las demás frecuencias. La forma de las ponderaciones configura una 
ventana  o  kernel  que  se  mueve  a  lo  largo  del  eje     produciendo  el 
periodograma  suavizado.  Hay  muchas  formas  de  ventanas,  las  hay 
rectangulares (como la de una distribución uniforme), triangulares, en forma 
de carpa, o no lineales,  y otras [para ejemplos de ventanas y su diseño se 
puede consultar Stoica y Moses (1997)]. El software para el análisis espectral 
usualmente presenta una ventana (y su ancho) como default pero permite al 
usuario  escoger  entre  una  gran  variedad  de  opciones.  Bajo  condiciones 
generales, la estimación suavizada para cada  i   es consistente y converge en 
distribución a una normal independientemente de la ventana escogida (aunque 
la escogencia de la ventana influye en la eficiencia estadística), lo cual permite 
realizar pruebas de hipótesis. 
     En  muchos  casos,  las  series  encontradas  en  la  práctica  suelen  ser  no 
estacionarias  por  lo  cual  es  necesario  estimar  y  eliminar  la  tendencia, 
diferenciar o tomar cambios porcentuales para obtener estacionariedad. En el 
caso  de  las  series  estacionales,  éstas  pueden  verse  como  la  suma  de  dos 
espectros, uno que corresponde al proceso sin el efecto estacional y otro que 
corresponde  al  efecto  estacional.  En  general,  el  espectro  de  una  suma  de   15 
procesos estocásticos estacionarios independientes de media cero es la suma 




     Para  la  estimación  de  los  espectros  se  utilizó  el  programa  SigView  de 
SignalLab, versión 1.98. Todos los espectros, excepto el de la Figura 7, fueron 
suavizados por medio de la ventana Hanning, que viene como default. 
     En  la  Figura  7  se  observa  el  espectro  estimado  sin  suavizar  para  1000 
observaciones  de  la  serie  t t Cos t Cos t Cos       ) ( ) 3 / 2 ( ) 10 / (   (de  las  cuales 
solo se habían mostrado 100 en la Figura 4). Como es de esperarse, se ven tres 
picos pronunciados. El primero corresponde a la frecuencia más baja, .05 
ciclos por unidad de tiempo,  generada por el término  ) 10 / ( t Cos  , la cual se 
despeja  de  10 / 2    f   o  05 . 20 / 1   f .  El  segundo  pico  corresponde  al 
término  ) (t Cos  y se encuentra cerca de  159 . 2 / 1    f . La frecuencia más alta, 
cerca de  33333 . 3 / 1   f , corresponde al término  ) 3 / 2 ( t Cos  . El espectro del 
término de ruido  t   incluido en la ecuación de la serie refleja energía repartida 
de manera más o menos uniforme en todas las frecuencias, el cual se suma al 
espectro de las otras tres señales cosenoidales de la serie. La figura 8 muestra 
el espectro suavizado de la Figura 7. Aunque esencialmente contiene la misma 
información, la amplitud de los picos varía porque ahora las ordenadas  del 
espectro  corresponden  a  un  promedio  de  puntos  adyacentes  según  las 
ponderaciones de la ventana utilizada. 
     La Figura 9 muestra una serie comúnmente utilizada como „benchmark‟ en 
el análisis de series de tiempo. Se trata de la serie linces atrapados anualmente 
entre 1821 y 1934 en el noroeste canadiense, en el distrito del Rio Mackenzie.   16 
La serie, que puede consultarse en Campbell y Walker (1977), es obviamente 
periódica y evoca el tema de la interacción entre la presa y su predador. La 
Figura 10 muestra el espectro para la serie de linces cuyo eje horizontal de 
frecuencia está marcado en ciclos por año. El pico se observa cerca de 0.11 
ciclos por año lo que equivale a un período un poco superior a 9 años. 
     La Figura 11 muestra la serie de producción real mensual de la Muestra 
Mensual Manufacturera publicada por el Dane, sin trilla, desde 1980. La serie 
es  no  estacionaria  con  evidentes  periodicidades.  La  Figura  12  muestra  el 
cambio porcentual en la serie y la Figura 13 su espectro. Un tema de interés es 
si existen componentes en la serie que puedan reflejar la presencia de ciclos 
económicos,  esto  es,  de  componentes  con  períodos  de  varios  años.  La 
frecuencia más baja que se observa en el espectro está alrededor de .033 ciclos 
por mes o  un período cercano a los 30 meses, lo que podría sugerir un ciclo 
económico de 2.5 años. Sin embargo, su potencia (magnitud) es tan baja que 
realmente no se puede hablar de ciclos en esta serie. El primer componente 
significativo está a una frecuencia de .082 ciclos por mes que representa el 
ciclo  anual.  Le  siguen  componentes  a  frecuencias  aproximadamente 
armónicas de .17 ciclos por mes o periodo de 6 meses, de .25 ciclos por mes o 
período de 4 meses, de .34 o periodo de tres meses, y dos frecuencias de .42 y 
.47 ciclos por mes, con períodos entre 2 y 2.5 meses. Podría obtenerse una 
primera aproximación  de la serie del cambio porcentual en la producción real 
manufacturera [siguiendo la ecuación (5)] a través de una suma de señales 
senoidales y cosenoidales de diferentes amplitudes y períodos cercanos a los 
12, 6, 4, 3, y 2.3 meses; o podrían incluirse algunas de estas frecuencias como 
variables adicionales en una estimación tradicional de esta serie en el domino 
del tiempo.   17 
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Figura 7. Espectro sin suavizar de  t t Cos t Cos t Cos       ) ( ) 3 / 2 ( ) 10 / (  
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Figura 10. Espectro de la serie de linces atrapados anualmente 
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Figura  13.  Espectro  de  la  variación  porcentual  en  la  producción  real 
manufacturera 
 
 
 