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We study the formation and propagation of chirped elliptic and solitary waves in cubic-quintic nonlinear
Helmholtz (CQNLH) equation. This system describes nonparaxial pulse propagation in a planar waveguide
with Kerr-like and quintic nonlinearities along with spatial dispersion originating from the nonparaxial effect
that becomes dominant when the conventional slowly varying envelope approximation (SVEA) fails. We
first carry out the modulational instability (MI) analysis of a plane wave in this system by employing the
linear stability analysis and investigate the influence of different physical parameters on the MI gain spectra.
In particular, we show the nonparaxial parameter suppresses the conventional MI gain spectrum and also
leads to a nontrivial monotonic increase in the gain spectrum near the tails of the conventional MI band, a
qualitatively distinct behaviour from the standard nonlinear Schro¨dinger (NLS) system. We then study the
MI dynamics by direct numerical simulations which demonstrate production of ultra-short nonparaxial pulse
trains with internal oscillations and slight distortions at the wings. Following the MI dynamics, we obtain
exact elliptic and solitary wave solutions using the integration method by considering physically interesting
chirped traveling wave ansatz. In particular, we show that the system features intriguing chirped anti-dark,
bright, gray and dark solitary waves depending upon the nature of nonlinearities. We also show that the
chirping is inversely proportional to the intensity of the optical wave. Especially, the bright and dark solitary
waves exhibit unusual chirping behaviour which will have applications in nonlinear pulse compression process.
Nonlinear Helmholtz (NLH) equation can play
a significant role in modeling a progressive minia-
turization of photonic devices and plasmonics.
By obeying the intrinsic higher dimensions of
spatial symmetry of uniform planar waveguides,
many experimental configurations could be mod-
eled that are otherwise inaccessible in the stan-
dard SVEA. In the present work, we consider the
NLH equation with cubic-quintic (CQ) nonlinear-
ities. The implication of non-Kerr nonlinearity in
the NLH system leads to a more stabilized non-
paraxial pulse propagation and it can easily be
realized in available materials including semicon-
ductors and doped fibers. We study the phe-
nomenon of MI in the CQNLH system, where
we address some peculiar features of nonparax-
iality. Also, we numerically demonstrate the gen-
eration of train of ultra-short nonparaxial solitary
pulses. In addition to different types of Helmholtz
solitons, we present the first ever study of for-
mation and propagation of chirped elliptic and
solitary waves, which are not reported for any
NLH system before. In particular, we obtain var-
ious interesting chirped solitary profiles, which
include bright, dark, gray and anti-dark solitary
waves depending upon the nature of nonlinear-
ities. Among them, we find chirped profiles of
bright and dark solitary waves exhibit some un-
usual nonlinear dynamics of compression and am-
a)Corresponding author: kanna phy@bhc.edu.in
plification. All the analytical solutions well cor-
roborate with direct numerical simulations.
I. INTRODUCTION
Ever since the first observation of optical solitons1 by
the pioneering work of Mollenauer et al., studies pertain-
ing to different roles and dynamics of optical solitons re-
main to be a frontier research topic in the context of non-
linear optics2. Note that such experimental vindications
of optical solitons have been realized in various optical
media, which include optical fibers3, planar-waveguides4,
photo-refractive media5, optical cavities6, photonic crys-
tal fibers7 and so on. In a nonlinear Kerr medium, such
stable solitons form as a result of delicate interplay be-
tween the linear dispersion/diffraction and nonlinearity.
Here, the Kerr nonlinearity induces an intensity depen-
dent nonlinear phase shift, which is generally referred as
the self-phase modulation (SPM) effect. From a theo-
retical perspective, the propagation of pico-second light
pulses in optical waveguides can be well described by
the ubiquitous integrable nonlinear Schro¨dinger (NLS)
equation, which was originally derived by Hasegawa and
Tappert by considering the SVEA10. This NLS system
features different types of nonlinear waves such as bright
solitons11, dark solitons12, breather solutions13,14, Pere-
grine solitons15 and higher order rogue waves16 depend-
ing upon the nature of nonlinearities.
Subsequently, various generalizations of the NLS sys-
tem become more important when one encounters higher
order nonlinear effects for ultra-short and intense pulses
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2in real fibers. One such higher order nonlinear model is
the CQNLS system and this system has received great
attention due to its experimental realization in differ-
ent nonlinear materials like AlGaAs semiconductor17,
CdSxSe1−x doped glass18, chalcogenide glasses in the
ternary system Ag-As-Se19 and bulk single-crystal poly-
diacetylene para-toluene sulfonate20. Such CQ nonlin-
earities can be achieved by taking into account of the
third and fifth order nonlinear dielectric susceptibilities
χ(3) and χ(5), respectively. Initially, the bright solitary
wave has been studied for the coupled CQNLS system21
followed by a numerical investigation on the interaction
of solitary waves along with a stability analysis22. Later
on, existence of bistable behaviour (undistorted pulses
with the same duration but different peak power) of the
bright and dark solitary waves has been studied in the
CQ nonlinear media23.
All these preceding works have considered the CQNLS
system derived under the SVEA (also known as parax-
ial approximation) in which the pulse (beam) width is
broader than the carrier wavelength along with suffi-
ciently low intensity and also the pulse (beam) is as-
sumed to propagate along (or at near-negligible angles
with) the reference axis24. If the pulse (beam) fails to
satisfy at least any one of the aforementioned properties
then it is said to be a nonparaxial pulse (beam). One
example for the onset of such nonparaxiality is the ultra-
narrow beam propagation in nonlinear waveguides25. In
this situation, one has to include the spatial dispersion
which has been ignored under the SVEA and such a non-
paraxiality becomes dominant in the case of miniaturized
photonic devices24.
The idea of nonparaxiality is burgeoning by the early
seminal work25 of Lax et al., where the NLH equation
has been derived by expanding field components as a
power series in terms of a ratio of the beam diameter
to the diffraction length (≡ λ/w0). Along similar lines,
the pioneering works of Posada et al. have dealt with the
study of propagation of nonparaxial solitons in miniatur-
ized nonlinear optical devices on the nanoscale24 and the
interaction dynamics of spatial Kerr solitons in the arbi-
trary angles of reference coordinates26. The exact bright
and dark solitons of the NLH system have been obtained
for the anomalous and normal dispersion regimes in the
Kerr nonlinear media along with a stability analysis27.
Split-step Crank-Nicolson method has also been devel-
oped in28 to perform the direct numerical simulation of
the NLH system and to investigate the evolution of nu-
merical soliton-like solutions. Recently, Lie point symme-
tries of the NLH system are theoretically constructed and
the symmetry reductions of the NLH system are shown
to be integrable, where special group of invariant solu-
tions are also reported29. Further, exact fundamental
solitons have been studied for relativistic and pseudo-
relativistic formulation of the scalar nonlinear Helmholtz
equation with different types of nonlinear media includ-
ing cubic nonlinearity30, quintic nonlinearity31 and sat-
urable nonlinearity32. Subsequently, bright and dark soli-
tons have been studied for the Helmholtz-Manakov sys-
tem, a two- component nonlinear system, for both focus-
ing and defocusing type nonlinearities33. In Ref.34, scalar
and vector higher-order CQNLH systems have been con-
sidered and some special soliton solutions have also been
obtained. Recently, our study35 on the periodic waves
and their limiting forms (hyperbolic solutions) of the cou-
pled nonlinear Helmholtz (CNLH) system has explored
the effect of nonparaxiality on speed, pulse-width and
amplitude of the nonlinear waves in detail. A very re-
cent work36 deals with a higher dimensional Helmholtz-
Manakov system, where bright and dark solitary waves
are reported. Noticing the lack of study on the CQNLH
and inspired by the above interesting findings, in this pa-
per we consider the following dimensionless cubic-quintic
nonlinear Helmholtz (CQNLH) equation
iqz + κ qzz +
s
2
qtt + (α|q|2 + β|q|4)q = 0, (1)
where the evolution variables z and t are dimension-
less longitudinal and transverse coordinates, respectively
and the term s = ±1, indicates group velocity dis-
persion (GVD) for anomalous and normal dispersions,
accordingly. In Eq. (1), the nonparaxial parameter
κ =
(
1/k2w0
)
> 0 (the propagation constant and width
of the pulse are indicated as k and ω0), and its value
ranges from 10−2 to 10−4 24,26,27,30–32 which is sufficient
to describe the nonparaxial beam propagation. Here we
keep ’κ’ explicitly in Eq. (1) following the standard con-
vention and to compare our analysis on the CQNLH sys-
tem with that of CQNLS system. α corresponds to self-
phase modulation (SPM) that can be either positive or
negative, which will be chosen as±1 for convenience. The
quintic nonlinearity β = −E20n4/n2 (where E0 is in the
units of electric field, n2 and n4 are nonlinear refractive
indices correspond to cubic and quintic nonlinearities, re-
spectively) parameterizes the ratio of the quintic to the
cubic nonlinear phases for the input pulse, which can also
be either positive or negative. Thus for the system (1),
there are two possible choices for the competing nonlin-
earities, namely (α > 0 and β < 0) and (α < 0 and
β > 0)37,38.
It should be noted that in nonlinear optics the study
of chirped solitons, where the frequency varies across the
pulse for an instantaneous time response, has been re-
ceiving tremendous attentions from the seminal work of
Hmurcik et al.,39. Later, the chirped soliton has been
studied for the fundamental NLS equation and it has
been shown that strength of the chirp leads to split-
ting of solitons40. The important qualitative feature of
the chirping is that compressing and amplifying solitary
pulses in optical fiber and it can have ramifications in
nonlinear optical fiber amplifiers, optical fiber compres-
sors, and long-haul links with distributed dispersion loss-
managed chirped solitons41. Such chirped solitons have
also been studied in higher order NLS equation describing
the propagation of femto second pulse in optical fibers42.
These studies lead to a flurry of research activities on the
chirped solitons for different higher order NLS family of
3equations in order to explore the propagation character-
istics of ultra short pulses43. Apart from these analyses,
the concept of frequency chirping property has also ex-
tended to different types of solitons such as chirped dis-
sipative soliton44 and chirped Peregrine soliton45. How-
ever, all these studies emphasizing chirped solitons have
been restricted only to the paraxial regime and the study
of such chirped solitons still remains unexplored in the
nonparaxial regime. To the best of our knowledge, we,
for the first time, employ the idea of chirped solitons to
the nonparaxial regime by considering the dimensionless
CQNLH.
The paper is structured as follows. We provide MI
analysis of the CQNLH system in Sec. II, where we em-
phasize the influence of nonparaxiality on the instability
growth rate. The MI dynamics of the CQNLH system
is then numerically investigated by employing modified
split-step Fourier (m-SSF) method, which is presented in
Sec. III. In Sec. IV, by developing the direct integration
method, we obtain exact elliptic waves, dark/gray and
anti-dark solitary waves as their limiting cases for differ-
ent types of nonlinearities. Also, the soliton properties
and chirping are discussed in detail along with the numer-
ical corroborations. Finally, we summarize our results in
Sec. V.
II. MODULATIONAL INSTABILITY OF THE CQNLH
SYSTEM
The MI of a plane wave in the CQNLS system has
previously been studied by using both analytical and nu-
merical methods46 and also by including the higher or-
der dispersion47. In all these works, the dynamics of MI
has been explored in the paraxial regime alone. How-
ever, the fundamental process of MI remains still un-
explored in the nonparaxial regime except for very few
recent studies27,31 that just provide a glimpse on MI in
the nonparaxial regime. Hence our aim is to present a
complete and rigorous investigation of MI through a sys-
tematic linear stability analysis and thereby addressing
the role of nonparaxial parameter on the stability of con-
tinuous wave (CW) background for the CQNLH system.
We begin our analysis by assuming the following steady-
state anstatz
q(z, 0) =
√
PeiKˆz, (2)
where P is the input power and the propagation con-
stant is read as, Kˆ = (−1±√1 + 4κ(αP + βP 2))/2κ. It
is quite clear that phase of the steady-state solution de-
pends upon the intensity (I = P ). Next, we perturb the
amplitude of the steady-state solution (2) by introducing
an infinitesimal perturbation a(z, t) as
q(z, t) = (
√
P + a(z, t)) exp(iKˆz). (3)
where the small perturbation a(z, t) satisfies the condi-
tion |a(z, t)|2  P . By substituting Eq. (3) into Eq. (1)
and upon linearization, we get the following evolution
equation for the perturbation
±i∂a
∂z
√
1 + 4κ(αP + βP 2) + κ
∂2a
∂z2
+
s
2
∂2a
∂t2
+ (a+ a∗)(Pα+ 2P 2β) = 0. (4)
Let us assume the following plane wave ansatz constitut-
ing two side band components for a(z, t)
a(z, t) = a1 exp(i(Kz − Ωt)) + a2 exp(−i(Kz − Ωt)),(5)
where a1,2 are arbitrary real constants. Further, K and
Ω are complex wave number and frequency of the per-
turbation, respectively. A straightforward substitution
of Eq. (5) into Eq. (4) results in the following dispersion
relation:
K4 +
1
κ2
a˜ K2 +
s Ω2
4 κ2
b˜ = 0, (6)
where, a˜ =
(−1− 6 α κ P − 8 β κ P 2 + s κ Ω2) and
b˜ =
(−4 α P − 8 β P 2 + s Ω2). Here our main aim is
to investigate the effect of nonparaxiality on the MI and
so we consider the above general dispersion relation in
the following analysis. Note that the quartic equation
(6) can admit four roots, which in general include two
real roots and a pair of complex conjugate roots. It is
quite apparent that the two real roots do not lead to
any modulational growth while the remaining two com-
plex conjugate pair roots can result in the MI since the
largest part of imaginary roots can result in an exponen-
tial growth for the applied perturbation. The four roots
of Eq. (6) are then found to be
K1−4 = ±ε
(
sgn(p1)|p1| ±η
√
sgn(p2)|p2|
2κ2
) 1
2
, (7a)
where the four roots K1,K2,K3 and K4 are noted
through different combinations of ε and η as (+ε,+η),
(+ε,−η), (−ε,+η), (−ε,−η), respectively. The expres-
sions of p1 and p2 are given by
p1 = −a˜, (7b)
p2 = −s κ2 Ω2b˜+ a˜2. (7c)
A careful analysis of relation (7) shows that the roots
become imaginary for the following choices, (i) sgn(p1) >
40, sgn(p2) > 0 with
√|p2| > |p1|, and (ii) sgn(p1) <
0, sgn(p2) > 0, which make K2 and K4 to be complex
roots. Note that we consider only the first choice with the
anomalous dispersion regime for which the gain spectrum
of MI is obtained as
G(Ω) = 2|Im(K)| =
√
2
κ
∣∣∣∣∣
√
|
(√
|p2| − |p1|
)
|
∣∣∣∣∣ . (7d)
The condition
√|p2| > |p1| in choice (i) also requires
4αP + 8βP 2− sΩ2 > 0, which suggests the possibility of
MI in the anomalous dispersion (s = 1) regime for α > 0
and β > 0. For competing nonlinearities, α > 0 and
β < 0 (α < 0 and β > 0) the first choice will lead to MI, if
the power is assigned as, P < α/2|β| (> |α|/2β). Other-
wise, the system remains modulationally stable including
the choice of defocusing cubic and quintic nonlinearities
(α < 0 and β < 0) in the anomalous dispersion regime
(s = 1). An important point follows from Eq. (7d) is
that the gain is inversely proportional to the nonparaxial
parameter. This clearly indicates that the MI growth can
be reduced by increasing the nonparaxial parameter (κ).
Here to provide further insight, we separately address the
influence of power, cubic as well as quintic nonlinearities
and the nonparaxial parameter (spatial dispersion) on
the MI dynamics.
A. MI gain spectra for distinct power values
In this subsection, we discuss the behaviour of MI in
the CQNLH system (1) by varying the power (P ) as well
as frequency Ω in the anomalous dispersion regime with
positive cubic and quintic nonlinearities (α, β > 0). To
facilitate the understanding, we start our discussion with
the conventional CQNLS (i.e., CQNLH system (1) in the
absence of nonparaxial parameter (κ = 0)). In this case,
one can observe that the CW experiences an instability
along with the usual dynamics where one notices that
an increase in the power not only increases gain spectra
but also extends the range of bandwidth as shown in Fig.
1(a).
Next, to have a comprehensive picture of nonparaxial-
ity on the gain spectra, we retain the same parameters
as used in Fig. 1(a) with κ = 0.05. As can be seen in
Fig. 1(b), the system admits an interesting MI behaviour
wherein the usual symmetric MI gain spectrum appear-
ing on either sides of the central frequency (Ω = 0) is
diminished followed by a linearly increasing growth rate
of the gain spectrum found at higher perturbation fre-
quency. Note that such a spectrum features an infinite
gain if one increases the perturbation frequency which re-
sembles an infinite blow-up growth rate and we term this
band as a nonparaxial spectrum. A further comparison
with Fig. 1(a) indicates that the inclusion of nonparaxial
parameter results in decrease in growth rate of the cen-
tral MI gain spectrum. Thus the nonparaxial parameter
acts as a perturbation whose effect is to suppress the cen-
(a)
(b)
FIG. 1. MI gain spectra as a function of power and frequency
for the CQNLH system (1) for (a) κ = 0 and (b) κ = 0.05,
respectively. In both figures s = 1, and α = β = 1.
(a) (b)
FIG. 2. Plots showing MI gain spectra (a) as a function of α
and Ω for β = 0 and (b) as a function of β and Ω for α = 0.
In both figures s = 1, P = 8, and κ = 0.05.
tral gain and leads to a nontrivial monotonic increase in
the gain spectrum near the tails of the MI spectra.
B. Role of nonlinear parameters on MI gain spectra
We now analyze the impacts of different types of non-
linearities in the proposed system. The plot shown in
Fig. 2(a) illustrates an exclusive role of the cubic non-
linearity (α > 0) on MI for a given frequency (Ω) range.
We note that the gain spectrum as well as the bandwidth
are increased as the cubic nonlinearity is increased. Sim-
ilarly, one can notice that the quintic nonlinearity β (see
Fig. 2(b)) also exhibits the same ramifications as ob-
served in the Fig. 2(a), where the gain and bandwidth
are increased as the quintic nonlinearity is hiked up.
5(a) (b)
(c) (d)
(e) (f)
FIG. 3. MI gain spectra for the variation of frequency and
nonparaxial parameter in the CQNLH system (1). In top pan-
els we fix β = 1 whereas the quintic nonlinearity is fixed to be
β = −1 in the middle panels. The growth rate of conventional
MI band and that of monotonically growing spectrum (non-
paraxial spectra) plotted against the nonparaxial parameter
(κ) for the choice α = β = 1 and P = 1.5 are shown in the
bottom panels (e) and (f), respectively. The parameters are
s = α = 1 and P = 1.5.
C. MI gain spectra for variation of nonparaxial parameter
Here, we discuss the impact of nonparaxial parame-
ter (κ), which accounts for the spatial dispersion, on MI
gain spectrum of the system (1). In this regard, we fix the
power, cubic (α) and quintic (β) nonlinear co-efficients.
Figures 3(a) and 3(b) illustrate the MI behaviour in the
anomalous dispersion regime. The MI spectrum behaves
as that of the conventional CQNLS system when κ = 0.
However, as κ increases, there is a nontrivial monotonic
increase in the gain spectrum near the tails of the conven-
tional MI band. At this particular point, the perturba-
tion of the CW is influenced significantly by the spatial
dispersion and the gain increases monotonically. Also,
one can note that the separation distance between the
conventional sideband and the nonparaxial spectra de-
creases as the nonparaxial parameter κ increases, which
further means that the tail distortion occurs quickly as
the nonparaxiality is increased.
We would like to remark here that the role of defocus-
ing nonlinearity on MI spectra has already been studied
in many CQNLS systems and it is found that the former
parameter results in complete stabilization and thereby
not allowing any MI spectral bands. However, this sce-
nario is slightly different in the nonparaxial system and
it is depicted in Figs. 3(c) and 3(d). To elucidate this
phenomenon, we plot the MI spectrum for the defocusing
qunitic nonlinearity (β < 0) with fixing all other param-
(a) (b)
(c) (d)
(e) (f)
FIG. 4. (a, b) Evolution of perturbed CW and (e, f) the
growth rate for CQNLH system (1) when κ = 0 (left panels)
and κ = 0.05 (right panels). The parameters are assigned
such that, s = α = β = 1. Note that middle panels show the
train of ultra-short pulses at z = 2.
eters same as in Figs. 3(a) and 3(b). Here, one observes
that although the MI is absent in and nearby regions
of central perturbation frequency, there is a monotonic
increase in the gain spectra at the higher detuning fre-
quency which hints a trademark signature of nonparaxial
parameter even in such competing CQNLH systems. To
identify the impact of nonparaxial parameter in detail,
we show the behaviour of maximum MI growth rate of
conventional MI symmetric bands and the monotonically
growing spectrum found at the higher detuning frequency
as κ varies, separately in Figs. 3(e) and 3(f) respectively.
As seen in Fig. 3(e), it is quite clear that the nonparaxial
parameter results in decrease of MI spectrum while in-
creasing the former value, which further attests our an-
alytical predictions of Eq. 7(d). For the monotonically
increasing spectrum (see Fig. 3(f)), one can notice that
the maximum MI growth rate blows-up to a certain high
value (≈ 52) when the nonparaxial parameter attains
some critical values (κ > 0.05) and beyond this value,
the nonparaxial parameter leads to a suppression of the
MI growth rate which gets saturated for larger values of
κ. Note that in both two cases, the maximum instabil-
ity growth rate is calculated for a given range of finite
perturbation frequency.
III. MI DYNAMICS OF THE CQNLH SYSTEM
To study the long time behaviour of the perturbed CW
solution, we perform a numerical study of the CQNLH
system (1) in the anomalous dispersion regime (s = 1)
6with focusing nonlinearities (α > 0 and β > 0) by
employing the m-SSF method with the aid of MAT-
LAB 2016b. For the numerical calculations, we choose
∆z = 0.0001 and ∆t = 0.12 with 1024 Fourier points and
performed 10, 000 (sufficient) iterations. In this connec-
tion, we consider the following initial condition of CW
with small periodic perturbation for the CQNLH system
(1)
u(z = 0, t) = A0 [1 +  cos(ωˆt)] . (8)
Here, we assume the perturbation value as  = 10−2 and
ωˆ is the perturbed wave frequency. First, we show the
evolution of perturbed CW solution in the CQNLH sys-
tem (1) in the absence of nonparaxial parameter (κ = 0).
In this case, up to distance z = 1.5, the CW possess con-
stant background but after that, the CW is not stable
against the small perturbation and one can observe the
propagation of the ultra-short pulses in periodic manner
as shown in Figs. 4(a) and 4(c). This implies that the
CQNLS system may have bright solitary wave solutions.
It is well in agreement with the earlier analytical pre-
dictions. The growth rate of the ultra-short train pulses
is shown in Fig. 4(e), where the maximum intensity in-
creases exponentially as the longitudinal distance is in-
creased.
In the second part, we study the role of nonparaxial
parameter on the MI. For this purpose, we perform a
numerical simulation of the evolution of perturbed CW
solution in the CQNLH system (1) with κ 6= 0. Here, the
CW background becomes unstable completely against
the small perturbation, and we get the ultra short non-
paraxial pulses with internal oscillations which are shown
in Figs. 4(b) and 4(d). For this case the ultra-short
pulses are distorted at the wings thereby increasing there
width as shown in Figs. 4(b) and 4(d) which confirms the
gain distortion at the wings discussed in the previous sec-
tion. These are the special signatures of the nonparaxial
parameter as mentioned in Ref.33. However, from Fig.
4(f), we notice that the growth rate is decreased slightly
after reaching the maximum.
IV. CHIRPED NONLINEAR WAVES
In this section, we pay attention to construct the
chirped periodic waves and solitary waves of the system
(1). For this purpose, we consider the following chirped
traveling wave solution
q(z, t) = ψ(ξ) ei(φ(ξ)−kz), ξ = t− uz, u = 1
v
. (9)
where the amplitude ψ and the phase φ are real func-
tions of ξ. The parameter v describes the group velocity
of the wave packet and k is the wave number. The chirp
is expressed as δω = −(∂/∂t)(φ(ξ)−kz) = −dφ/dξ. Sub-
stituting Eq. (9) into Eq. (1) and collecting the imaginary
parts, we obtain
(κu2 +
s
2
)ψ
d2φ
dξ2
+ [2(κu2 +
s
2
)
dφ
dξ
− u+ 2ukκ]dψ
dξ
= 0.(10)
By integrating Eq. (10) twice with respect to ξ, we get
φ(ξ) = c2 +
∫ (
u (1− 2 κ k)/(s+ 2 u2 κ) + c1/ψ2
)
dξ,
where c1 and c2 are integration constants, which result
in the following chirp parameter
δω = −
(
u (1− 2 κ k)
s+ 2 u2 κ
+
c1
ψ2
)
. (11)
According to Eq. (11), the chirp parameter is character-
ized by velocity u, wave number k, group velocity disper-
sion s, nonparaxial parameter κ and the intensity of the
chirped pulse. The first term in Eq. (11) indicates the
constant chirp is free from the intensity of the solitary
waves. However, the second term shows an inverse varia-
tion of chirp with respect to the intensity of the solitary
waves. On the contrary, the chirping of higher order non-
linear system is directly proportional to the intensity of
the resulting wave and it saturates at some finite value as
t → ±∞39,40. Next, we consider the following nonlinear
ordinary differential equation obtained by equating the
real parts after substitution of (9) into (1):
a
d2ψ
dξ2
−
(
k(−1 + k κ)ψ + (−1 + 2 kκ)uψ dφ
dξ
+
(
κ u2 +
s
2
)
ψ
(
dφ
dξ
)2)
+ α ψ3 + β ψ5 = 0. (12)
Here, a =
(
κ u2 + s/2
)
. Substitution of the chirp pa-
rameter (11) into the above equation (12) yields
a
d2ψ
dξ2
+ b ψ − c
2
1
ψ3
+ α ψ3 + β ψ5 = 0, (13)
where b = k (1− κk) + u2(1 − 2κk)2/(s + 2u2κ). After
integrating Eq. (13) followed by a simple manipulation,
we get
1
4
(
d(ψ)2
dξ
)2
= a
′
ψ2 − b′ ψ4 − c′ ψ6 − d′ψ8 + a′0, (14)
where a
′
= 2C (in which C is an integration constant),
b
′
= (b/a), c
′
= (α/a) d
′
= (β/a) and a
′
0 = c
2
1. It should
be noted that in the above equation (14) all the coeffi-
cients contain the nonparaxial parameter (κ) except the
quadratic term. The presence of nonparaxial parameter
7(a) (b)
(c)
(d)
FIG. 5. Here and in all forthcoming figures (except Figs.
7 and 9), top left panel refers to the two-dimensional plots
of solitary/periodic waves while the top right panel indicates
their corresponding two-dimensional chirping profiles. Also,
the evolution of analytically calculated profiles are shown in
the bottom left panel whereas the bottom right panel shows
their corresponding numerical corroborations which are in
good agreement with analytical results. The parameters are
assigned as, α = 1, β = −1, κ = 0.02, k = 0.28, u = 0.01,
s = 1, C = 0.29, c1 = 1 and ξ0 = 0.
makes Eq. (14) to be unique as compared with earlier
works done42. The details of solving Eq. (14) are pro-
vided in Appendix A.
In what follows, we first address the construction of
chirped periodic wave for the CQNLH system with fo-
cusing cubic and defocusing quintic nonlinearities (i.e.,
competing nonlinearities) that features the chirped anti-
dark solitary wave in the hyperbolic limit. Following
that, we construct bright solitary wave for the competing
nonlinearities by tuning the parameters in the anti-dark
solution. The rest of the paper deals with construction of
periodic wave for the CQNLH with defocusing cubic and
quintic nonlinearities. Indeed, by adjusting the solution
parameters of the periodic wave, one can obtain chirped
gray and dark solitary waves in the hyperbolic limit. To
substantiate our analytical results, we present numerical
evolutions of intensity profiles corresponding to the ex-
act analytical nonlinear waves by employing the m-SSF
method as explained in the MI section.
A. Periodic wave for competing CQNLH system with
α > 0 and β < 0
One can obtain the periodic wave solution of the
CQNLH system (1) in the physical setting of the anoma-
lous dispersion counterbalanced by competing (α > 0
and β < 0) nonlinearities by applying the direct integra-
tion method to Eq. (14). The periodic wave solution
obtained in terms of Jacobi elliptic sine function is given
below
q =
(
(v2 − v1α˜2sn2(u˜,m))
1− α˜2sn2(u˜,m)
) 1
2
ei(φ(ξ)−kz). (15)
FIG. 6. Variation of intensity and chirp profile as a function
of nonparaxial parameter. The parameters are same as in Fig.
6
Here, u˜ =
√|d′ |(v2 − v3)(v2 − v4)(ξ − ξ0) and the mod-
ulus parameter can be expressed by m = (v1− v4)/(v2−
v4)α˜
2
(
in which α˜2 = (v2 − v3)/(v1 − v3)
)
and (0 ≤ m ≤
1). One can infer from the expressions of m and α2 and
from the condition on the four roots (vi, i = 1, 2, 3, 4)
that α2 < 1 and hence the denominator in solution (15)
remains to be positive for all choice of system parameters
resulting in roots fullfilling the condition v1 > v2 > v3 ≥
v4. The solution (15) is characterized by four parameters
and its amplitude is determined by these four real roots
(v1 > v2 > v3 ≥ v4). The phase is given by φ(ξ) − kz,
in which φ(ξ) implies the phase modulation during the
propagation of periodic wave. The corresponding chirp-
ing parameter is given below
δω = −
(
u (1− 2 κ k)
s+ 2 u2 κ
+
c1(1− α˜2sn2(u˜,m))
(v2 − v1α˜2sn2(u˜,m))
)
.(16)
For c1 = 0, the periodic wave (15) can have only con-
stant chirp, whereas the chirp is ruled out for the case
of c1 = u = 0. Figures 5(a) and 5(c), respectively, show
the two and three dimensional plots of the periodic wave
given by the exact solution (15) and the associated chirp
given by Eq. (16) is displayed in the top right panel
(Fig. 5(b)) where the chirp parameter behaves recipro-
cal to that of the intensity. In parallel, we demonstrate
the numerical evolution of the intensity profile for the pe-
riodic wave as shown in Fig. 5(d) which well corroborates
with our analytical predictions. The intensity of the pe-
riodic wave diminishes with the increase of the value of
the nonparaxial parameter (κ) while the chirp of the pe-
riodic wave increases for increasing the former as shown
in Fig. 6. Thus by altering chirp, the intensity can be
controlled in this case.
B. Anti-dark and bright solitary waves (α > 0 and β < 0)
In this sub-section, we are going to study the hyper-
bolic limit (m = 1) of the above elliptic solution which
turns out to be an anti-dark wave solution of the CQNLH
system (1) with focusing cubic nonlinearity α > 0 and
defocusing quintic nonlinearity β < 0. We arrive at the
following anti-dark solitary wave which is a bright soliton
8on top of a non vanishing background for the condition
v3 = v4, v1 > v2
48, in (15)
q =
(
(v2 − v1α˜2 tanh2(u˜))
1− α˜2 tanh2(u˜)
) 1
2
ei(φ(ξ)−kz). (17)
where u˜ =
√|d′ |(v2−v4)(ξ−ξ0), in which √|d′ |(v2−v4)
determines the inverse width of the solitary wave, α˜2 =
(v2 − v4)/(v1 − v4) and m = 1. Here vi, i = 1, 2, 3, 4
are dependent on system parameters κ, s, α, and β. The
chirping parameter associated with this anti-dark solitary
wave solution reads as
δω = −
(
u (1− 2 κ k)
s+ 2 u2 κ
+
c1(1− α˜2 tanh2(u˜))(
v2 − v1α˜2 tanh2(u˜)
)) .(18)
In the left panels, the two- and three- dimensional plots of
the anti-dark solitary waves given by (17) are displayed,
respectively, in Figs. 7(a) and 7(c). Their corresponding
two-dimensional plot of the chirping profile is shown in
Fig. 7(b), in which the chirp propagates in the negative
direction. Thus, the anti-dark solitary wave does have
the negative chirping as that of solution (15). Figure 7(d)
shows the corresponding numerical evolution of the anti-
dark solitary wave. Asymptotically (i.e., |ξ| → ∞) the
intensity reaches a constant value given by
(
v2−v1α2
1−α2
)
.
It is interesting to note that this constant value can be
(a) (b)
(c) (d)
FIG. 7. Plots show the intensity profiles of anti-dark solitary
waves and their corresponding chirping profiles. The param-
eters are same as in Fig. 5 except m = 1.
tuned to be zero by choosing the system parameters ap-
propriately such that α2 = v2v1 . This choice will render
a bright solitary wave. Such a bright solitary wave for
the choice of parameters κ = 0.02, k = 0.322, u = 0.01
and C = 0.29 is shown in Fig. 8. The stationary and
propagation of bright solitary wave are portrayed in Figs.
8(a) and 8(c), respectively. Meanwhile, Fig. 8(b) depicts
the corresponding chirp profile. Even though the exact
bright solitary wave has already been studied38 for the
CQNLH system, the present form of bright solitary wave
is unique in a mathematical sense. The reason is that the
present bright solitary wave is obtained from the form of
the shifted bright solitary wave by tuning solution param-
eters. As regards the corresponding chirping profile, as a
striking feature, it exhibits a huge amplification near the
leading and trailing edges of the chirping profile along
with a well expanded flat profile around its maximum
intensity. The numerical corroboration of the intensity
evolution is also presented in Fig. 8(d). As reported in
previous section, the role nonparaxiality does the same
dynamics on the intensity and chirping profiles, which is
not shown here. An important point to notice here is
by altering chirp one can switch from anti-dark solitary
wave to bright solitary wave. For completeness, below
(a) (b)
(c) (d)
FIG. 8. The propagation of bright solitary waves and their
corresponding chirping profiles. Here too, the parameters are
same as in Fig. 6 except m = 1 and k = 0.322.
we present the periodic wave solution of Eq. (1) for the
choice, α < 0 and β > 0:
q =
√
v4 + v1α˜2sn2(u˜,m)
1 + α˜2sn2(u˜,m)
ei(φ(ξ)−kz), (19)
where u˜ =
√|d′ |(v4 − v2)(v4 − v3)(ξ − ξ0) and the mod-
ulus parameter is m = v1−v2v2−v4 α˜
2 (where α˜2 = v2−v4v1−v3 ).
Note that this solution (19) reduces to the solitary waves
solution of the CQNLS system given in Ref.49, for the
choice κ → 0 and m = 1. Apart from these solutions
special bubble solutions of one-dimensional and higher
dimensional CQNLS systems with competing nonlinear-
ities have been reported in Refs.50,51 but found to be
unstable.
C. Periodic wave with defocusing nonlinearities
(α < 0, β < 0)
Next, we move on to construct the periodic waves of
the CQNLH sysem (1) with defocusing nonlinearities i.e.,
α < 0 and β < 0. In order to construct the periodic wave
solution, we adopt the same mathematical procedure as
in the preceding section for Eq. (14) (details are pre-
sented in Appendix B). The obtained periodic wave can
9(a) (b)
(c)
(d)
FIG. 9. Plots depicting periodic waves (20) and their corre-
sponding chirping profiles. The parameters are assigned as
α = β = −1, κ = 0.02, k = 0.26, u = 0.01, s = 1, C = −0.25,
c1 = 1 and ξ0 = 0.
be cast as
q =
(
(v3 − v4α˜2sn2(u˜,m))
1− α˜2sn2(u˜,m)
) 1
2
ei(φ(ξ)−kz). (20)
where the argument of periodic wave is denoted as
u˜ =
√|d′ |(v3 − v1)(v3 − v2)(ξ − ξ0) and the modulus
parameter of the elliptic function sn is expressed as
m = (v1−v4)/(v1−v3)α˜2 (here α˜2 = (v2−v3)/(v2−v4)).
Here too, one can notice that the solution is nonsingular
as in the case of solution (15), for all choice of system
parameters satisfying the condition v1 ≥ v2 > v3 > v4.
Thus, the above periodic wave (20) is characterized by
four parameters. The amplitude is fixed by the four real
roots. One can express the corresponding chirping pa-
rameter using Eq. (11) as
δω = −
(
u (1− 2 κ k)
s+ 2 u2 κ
+
c1(1− α˜2sn2(u˜,m))
(v3 − v4α˜2sn2(u˜,m))
)
.(21)
Figures 9(a) and 9(c), respectively, denote the stationary
and evolution of the periodic wave given by Eq. (20).
The pertinent chirping profile represented by Eq. (21)
is depicted in Fig. 9(b), whereas the numerical evolu-
tion of the periodic wave is shown in Fig. 9(d). The
variation of intensity and chirp against the nonparaxial
parameter is also shown in Fig. 10, where once again we
observe that the chirp (intensity) decreases (increases) as
the nonparaxial parameter increases.
D. Gray and Dark solitary waves (α < 0 and β < 0)
Finally, we study the gray and dark solitary wave so-
lutions of the CQNLH system (1) for α < 0 and β < 0.
The periodic wave noted by Eq. (20) results in two types
of solitary waves in the hyperbolic limit (m = 1) with
specific choice of system parameters. One can now at
arrive the following solution by considering the condition
FIG. 10. The role of nonparaxial parameter on intensity and
chirp profiles, which is obtained when the parameters are
same as given in Fig. 9.
v1 = v2, v3 > v4
48
q =
(
(v3 − v4α˜2 tanh2(u˜))
1− α˜2 tanh2(u˜)
) 1
2
ei(φ(ξ)−kz). (22)
where u˜ =
√|d′ |(v3−v1)(ξ−ξ0) with m = 1. Here the in-
verse width of the solitary wave is given by
√|d′ |(v3−v1)
and the minimum dip of gray solitary wave is given by
v3. Note that v1, v3, and v4 are determined in terms
of system parameters. One can clearly observe that the
solitary wave solution (22) has nonzero asymptotic value
given by ( v3−v4α
2
1−α2 ) when the variable ξ approaches infin-
ity (|ξ| → ∞). The chirping parameter obtained through
Eq. (11) is given below
δω = −
(
u (1− 2 κ k)
s+ 2 u2 κ
+
c1(1− α˜2 tanh2(u˜))(
v3 − v4α˜2 tanh2(u˜)
)) .(23)
The propagation of gray solitary wave is shown in Fig.
11(c) (which is further confirmed numerically in Fig.
11(d)) while the stationary solution is portrayed in Fig.
11(a) (the minimum intensity does not drop to zero at the
dip center). Here too, the solution (20) has the negative
chirping frequency as shown in Figs. 11(b).
We note that for v3 = 0, the minimum dip drops down
to zero thereby resulting in dark solitary wave. Such a
dark solitary wave is dipicted in Fig. 12 for the choice
of parameters κ = 0.02, k = 0.25, u = 0.01, s = 1,
C = −0.378 and c1 = 1. Figures 12(a) and 12(c), respec-
tively, show the stationary and propagating dark solitary
waves in the CQNLH system and the numerical simula-
tion showing the evolution of dark solitary wave is pre-
sented in Fig. 12(d). Indeed, we have verified that the
gray solitary wave remains stable for longer propagation
distance at z = 20. In waveguide geometry z = 10 is suf-
ficient to perform experiments. A remarkable outcome
that one can observe is the unusual chirping profile (see
Fig. 12(b)) pertaining to the dark solitary wave, wherein
the chirped profile undergoes a significant compression
accompanied by a huge amplification in its amplitude
which is not reported anywhere in the literature for the
NLH system.
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(a) (b)
(c)
(d)
FIG. 11. The evolution of gray solitary waves and their corre-
sponding chirping profiles. The parameters are same as given
in Fig. 10 except k = 0.15, C = −0.1 and m = 1.
(a) (b)
(c)
(d)
FIG. 12. Intensity profiles of dark solitary waves and their
corresponding chirping profiles. The parameters are same as
in Fig. 10 except k = 0.25, C = −0.378 and m = 1.
V. CONCLUSION
We have considered a scalar nonlinear envelope equa-
tion with spatio-temporal dispersion and cubic-quintic
nonlinearities. In the first part, we have performed the
MI analysis of a plane wave for the CQNLH system by
using a linear stability analysis. The influence of various
physical parameters such as power, nonlinearities (both
cubic and quintic) and the nonparaxial parameter on the
MI gain spectra have been discussed in detail. In par-
ticular, the study unraveled an interesting feature of the
nonparaxiality, which lead to a suppression in the con-
ventional gain spectrum as the value of nonparaxiality
increases. Also, a nontrivial monotonically increase in
gain spectrum formed near the tails of the conventional
MI band. Besides, we have shown the generation of train
of ultra-short nonparaxial pulses in order to emphasize
the long time behaviour of the perturbed CW solution
by employing systematic numerical simulations.
Secondly, we have obtained a family of periodic waves
for distinct physical settings in the CQNLH system in-
cluding competing (α > 0, β < 0) and defocusing non-
linearities (α < 0, β < 0). In the case of hyperbolic
limit, this set of periodic waves turns out to be the phys-
ically interesting chirped anti-dark, bright and gray, dark
solitary waves. In particular, for the competing non-
linearities the anti-dark solitary results for the chioce
v3 = v4, v1 > v2 which results in bright solitary wave
when α˜2 = ( v2v1 ). Then for the defocusing nonlinearities
the choice v1 = v2, with v3 > v4 lead to gray solitary
wave that turns out to be dark solitary wave for v3 = 0.
The nontrivial phase chirping of these nonlinear waves
that varies inversely as a function of intensity is a dis-
tinct feature of this CQNLH system. Specifically, we have
reported two unusual chirping profiles related to bright
and dark solitary waves experiencing some unusual non-
linear dynamics including compression and amplification,
a novel outcome which is not observed in any NLH sys-
tem. Such a huge chirping even with small nonparaxial
parameter κ is a striking feature of CQNLH system that
will find applications in pulse/beam shaping. Also, we
have shown the intensity (chirp) of the periodic waves
gets decreased (increased) with the increase of the non-
paraxial parameter κ. All of our analytical solutions are
well confirmed by direct numerical simulations. We hope
that these ramifications may find applications in minia-
turized photonic devices, telecommunications fibers and
plasmonics. We note here that in a general perspective,
there arise several future directions in view of the preset
work, for instance, it is of natural interest to investigate
the CQNLH system in the presence of higher order lin-
ear and nonlinear effects including self-steepening, Ra-
man frequency shift and third order dispersion. Then
attempts to modify the CQNLH system in the pres-
ence of the GRIN medium involving spatially or spatio-
temporally modulated nonlinearity and looking for the
possibility of chirped solitons could be of considerable
research interest. Apart from these, one can also con-
sider the chirped nonparaxial solitons and rogue waves
in the multi-component CQNLH system and their gen-
eralizations in higher dimensions. Works are in progress
along these directions.
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Appendix A: Procedure for solving the CQNLH system for
competing nonlinearities (α > 0 and β < 0)
We start by rewriting Eq. (14) with α > 0 and β < 0
1
4
(
d(ψ)2
dξ
)2
= a
′
ψ2 − b′ ψ4 − c′ ψ6 + d′ψ8 + a′0,
(A1)
where a
′
= 2C, C being an integration constant, a
′
0 = c
2
1,
b
′
= (b/a), c
′
= (|α|/a) and d′ = (|β|/a). We arrive at
the following expression by integrating Eq. (A1)
2
√
d′(ξ − ξ0) =
∫
dv√
(v − v1)(v − v2)(v − v3)(v − v4)
,
(A2)
where v = ψ2, ξ0 is an initial value of co-ordinate ξ and
v1, v2, v3 and v4 are the four roots of the following quartic
equation
v4 − c
′
d′
v3 − b
′
d′
v2 +
a
′
d′
v +
a
′
0
d′
= 0. (A3)
In order to solve Eq. (A3), we first perform the transfor-
mation, v = x + c
′
/4d
′
and after regrouping the terms,
we obtain the depressed quartic equation as
x4 + px2 + qx+ r = 0, (A4)
where,
p = − 3c
′2
8d′2
− b
′
d′
, (A5a)
q = − c
′3
8d′3
− c
′
b
′
2d′2
+
a
′
d′
, (A5b)
r =
−3c′4
256d′4
− b
′
c
′2
16d′3
+
a
′
c
′
4d′2
+
a
′
0
d′
. (A5c)
One can easily obtain the following roots by employing
straightforward calculation of the depressed quartic equa-
tion (A4),
x1−4 =
±1
√
2y ±2
√
−(2(p+ y)±1
√
2q√
y )
2
. (A6)
To find the roots of Eq. (A4), we fix the discriminant
q2− 2√(y2 + yp+ p2/4− r)(2y) to be zero, where y is a
root of the equation. Now one can write the four roots
of the quartic equation (A3) as v1−4 =
(
x1−4 + c
′
/4d
′
)
.
Next we assume that v to be real in Eq. (A3) and choose
its four distinct roots as v1 > v2 > v3 ≥ v4. We restrict
the case for which at least three roots are positive v1 >
v2 > v3 > 0 and these roots lie between v2 < v < v1. To
solve the expression (A2), we introduce a new variable
t˜ instead of v in which t˜ =
√
(v2 − v)/(v1 − v) and the
expression (A2) becomes the first kind of elliptic integral
as48
u˜ =
∫ t˜
0
dt˜√
(1− θ2)(1−mθ2) (A7)
where θ = t˜/α˜, the modulus parameter denoted as m =
α˜2(v1−v4)/(v2−v4) (0 ≤ m ≤ 1), α˜2 = (v2−v3)/(v1−v3),
and u˜ =
√|d′ |(v2 − v3)(v2 − v4)(ξ − ξ0). Finally, we can
express the solution of standard elliptic integral Eq. (A7)
in terms of Jacobi elliptic function as follows.
ψ =
√
v2 − v1α2sn2(u˜,m)
1− α2sn2(u˜,m) . (A8)
Then from Eq. (9), the solution of Eq. (1) with compet-
ing nonlinearities is given by
q =
(
(v2 − v1α˜2sn2(u˜,m))
1− α˜2sn2(u˜,m)
) 1
2
ei(φ(ξ)−kz). (A9)
The analysis of this solution is carried out in Sec. IVA.
Appendix B: Procedure for solving the CQNLH with α < 0
and β < 0
Here, we present the procedure to construct periodic
wave solution for the CQNLH system (1) with defocusing
nonlinearities, i.e., (α < 0 and β < 0). In this case Eq.
(14) becomes as
1
4
(
d(ψ)2
dξ
)2
= a
′
ψ2 − b′ ψ4 + c′ ψ6 − d′ψ8 + a′0.
(B1)
Following the mathematical procedure as given in the
preceding section (Appendix A), we solve Eq. (B1).
Then the solution can be expressed in terms of Jacobi
elliptic function as follows.
ψ =
√
v3 − v4α2sn2(u˜,m)
1− α2sn2(u˜,m) . (B2)
During the construction of this solution (B2), we assume
the four distinct roots as v1 ≥ v2 > v3 > v4 and restrict
at least two roots are to be positive (v2 > v3 > 0). Hence
the roots to lie between v ∈ [v2, v3]. Finally, one can
express the periodic wave for this defocusing CQNLH
system as
q =
(
(v3 − v4α˜2sn2(u˜,m))
1− α˜2sn2(u˜,m)
) 1
2
ei(φ(ξ)−kz). (B3)
This solution is also discussed in detail in Sec. IVC.
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