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Abstract
In the context of control of smart structures, we present an approach for state estimation of adaptive buildings
with active load-bearing elements. For obtaining information on structural deformation, a system composed
of a digital camera and optical emitters affixed to selected nodal points is introduced as a complement to
conventional strain gauge sensors. Sensor fusion for this novel combination of sensors is carried out using a
Kalman filter that operates on a reduced-order structure model obtained by modal analysis. Signal delay caused
by image processing is compensated for by an out-of-sequence measurement update which provides for a flexible
and modular estimation algorithm. Since the camera system is very precise, a self-tuning algorithm that adjusts
model along with observer parameters is introduced to reduce discrepancy between system dynamic model and
actual structural behavior. We further employ optimal sensor placement to limit the number of sensors to be
placed on a given structure and examine the impact on estimation accuracy. A laboratory scale model of an
adaptive high-rise with actuated columns and diagonal bracings is used for experimental demonstration of the
proposed estimation scheme.
Keywords: Adaptive structures, structural dynamics, state estimation, sensor fusion, sensor placement,
application
1. Introduction
Equipped with active load-bearing elements, adaptive structures can react to different load cases and distur-
bances. This enables the construction of lightweight structures resulting in a significant decrease of embodied
energy. Senatore et al. [1] recently presented a prototype of an adaptive bridge. Control of a smart shell struc-
ture with actuated supports is demonstrated in [2]. Adaptivity allows those structures to be less massive and
stiff than otherwise admissible. Here, we consider the state estimation problem for tall and lightweight adaptive
buildings. Experimental validation of the proposed sensor systems and methods is conducted on a laboratory
scale prototype.
The control of adaptive structures requires precise knowledge of the state in real-time. Since it is not feasible
to measure the entire state of a complex structure, it needs to be reconstructed from measurements. These
are usually obtained from sensors spanning multiple domains and sampled at different rates. In addition to
conventional strain gauge sensors, we employ a system comprised of a digital camera and emitters attached
to the structures nodal points for displacement monitoring. Optical sensors such as laser Doppler vibrometers
(LDVs) or fiber-Bragg sensors are often used in structural health monitoring; see [3–6] for a range of examples.
Our approach is similar to a motion capture system but uses potentially fewer cameras, can be realized with cost-
effective hardware and is easily expandable and reusable. Due to the high precision of the optical measurements,
the camera system is also suitable for structural parameter estimation.
Numerous methods for state and parameter estimation of mechanical structures have been proposed. An
early review on state estimation in structural dynamics was presented by Waller and Schmidt in [7]. They
introduced the concept of modal observers which operate on systems of smaller order obtained by modal analysis
of finite element (FE) models. Recently, Bayesian approaches to handle model uncertainties such as the Kalman
and particle filter have become widely-used [8]. Smyth and Wu [9] presented a modification of the Kalman filter
to account for data sampled at different rates. The time update step is performed with the fast accelerometer
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measurements acting as system input, whereas the measurement update step is only executed when displacement
data becomes available. Lourens et al. [10] addressed the problem of joint input and state estimation for
mechanical structures when the input forces are unknown. Their algorithm is also based on the Kalman filter,
except that the input forces are replaced by optimal estimates. Azam et al. [11] introduced a dual implementation
of the Kalman filter where the input forces are estimated in a first stage and subsequently used in the second
stage for state estimation. Hernandez and Bernal [12] derived a model-based observer for structural dynamics
assuming that the primary source of error is a mismatch of the real system and the state-space matrices used
to represent it. While considerably simpler to implement than Kalman-based observers, it is only applicable
when displacements or their temporal derivatives are measured.
For the sensor fusion of camera and strain gauge data, we focus on practical aspects. Large spatial distance
between individual sensors, different sampling speeds or transmission delays often give rise to concern. We
use Kalman filters for sensor fusion augmented by an out-of-sequence measurement (OOSM) update step as
proposed by Bar-Shalom [13]. This enables the processing of sensor data from the strain gauges at a higher
sampling rate than the optical measurements and the handling of delays caused by image processing in the
camera system.
The remainder of this contribution is divided into seven sections. First, the adaptive structures test bench
developed in our laboratory is introduced in detail with a focus on the sensors used for observer design. In Sec. 3,
the dynamic model of the structure is derived. Modal analysis is employed to obtain a state space representation
of our system which is suitable for real-time estimation and control. Based on previous contributions, Sec. 4
briefly covers the problem of sensor placement for the test bench. Subsequently, the sensor fusion approach
composed of a Kalman filter with OOSM update is presented. Sec. 6 introduces a simple optimization-based
method for self-tuning of both filter and model parameters. Results are discussed in Sec. 7 followed by concluding
remarks in Sec. 8.
2. Adaptive Structures Test Bench
An adaptive truss structure high-rise is being constructed on the campus of the University of Stuttgart in
the scope of the collaborative research center CRC1244 [14]. It is intended for demonstrating the concept of
actuated truss structures to a larger audience. The test bench, which is introduced in the following, represents a
scale 1:18 version of this demonstrator building. As the name implies, it is used to validate control engineering
methods before they are applied to the actual high-rise demonstrator. The scaled building is designed to have
eigenfrequencies similar to the ones expected for the demonstrator. Thus, only the dimensions are adopted to
scale, while material stiffness and truss diameters are not.
Fig. 1 a) shows a full view of the scale model. Composed of 5 modules of identical size with a footprint of
26× 26 cm and a height of 40 cm each, it extends to a total height of 2m which corresponds to 36m in reality.
Each module represents two stories of the demonstrator building. Intermediate floor plates were not installed to
make room for the control hardware. A module comprises 4 vertical columns, 8 diagonal bracings and a ceiling
plate. Columns are connected to plates via universal joints with two rotational DOFs about the local x- and
y-axes. Rotation about the local z-axis is blocked. Bracings are attached to the structure via a rotational joint
with one DOF at each end. The lowermost module is mounted to a controllable table (7) which can move in a
plane parallel to the ground. Using the table, excitation of the structure as well as the simulation of earthquake
primary waves is possible. Selected columns and bracings of the scale model are actuated, where the number of
active elements differs in each module. The top module is entirely passive. A closeup view of the 3rd module in
Fig. 1 b) reveals how columns and bracings are actuated. When one of the panels of a column is removed (3),
two identical springs are visible inside, which are connected in parallel. For actuated columns, the connecting
point of the two springs can be moved by a motor via a threaded bar. This generates a force, as illustrated
by the schematic drawing on the left of Fig. 1 c). The stiffness of a diagonal bracing is determined by a spring
which, in case of a passive bracing (5), is tautened between corner nodes using a steel cable and a screw system.
One cable end of an active bracing (6) is attached to a guide roller which can be rotated using a DC-motor in
combination with a worm gear. Accordingly, the spring of an active bracing can be directly extended or relaxed.
In order to minimize slackening, all diagonal bracing springs are pretensioned. Each motor is driven by a motor
controller (4) which in turn is controlled by custom signal processing hardware (2). Details on the test bench’s
computational hardware, sensors, actuators and data processing are given in the following.
2.1. Signal Processing and Control of Actuated Components
Fig. 2 depicts the interconnection of sensors, actuators and computational hardware. A rapid prototyping
device (dSpace MicroLabBox DS1202) acts as central processing unit. It is interfaced with the host PC via Eth-
ernet and programmed using a Matlab/Simulink real-time interface in combination with dSpace ControlDesk.
For measuring forces, each column and bracing is equipped with two half bridge strain gauges (Vishay EA-
06-062TZ-350) mounted on opposing sides and connected to form a full bridge circuit. The sensors are attached
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Figure 1: Adaptive structures test bench. a) View of all 5 modules including the controllable table (7) used for exciting the
structure. b) Closer view of the 3rd module showing LED emitters (1), custom signal processing hardware (2), an actuated column
with dismantled cover (3), motor controllers (4) for active elements, passive diagonal bracings (5) and actuated bracings (6).
c) Parallel force actuation of columns (left) and change of pretension/elongation for bracings (right).
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Figure 2: Interconnection of sensors, processing units and actuators for the adaptive structures test bench. Sensor signals from
camera, vibrometer and strain gauges are processed on the host PC, a rapid prototyping device (MicroLabBox) and custom PCBs
respectively. The MicroLabBox acts as CPU and controls table motion via intermediary servo controllers. The DC-motors of active
truss elements are accessed by the signal processing boards story-wise.
to steel components with high flexural rigidity such that forces due to bending can be neglected. Strain gauge
signals are amplified and processed on custom-built printed circuit boards (PCBs) that communicate with the
MicroLabBox via CAN bus. Each story is equipped with one PCB stack that is entrusted with the task of reading
out local sensors and controlling the actuated elements in the respective module. The microcontrollers on the
PCBs can also be used for decentralized preprocessing and control. Motor controllers (Faulhaber MC5010) are
accessed via local CAN buses and brushless DC-motors (Faulhaber 2264W024BP4 3692) are used for active
truss elements. The x/y-motion of the table is controlled by servo amplifiers (Metronix ARS 2105) connected to
analog I/O-ports of the MicroLabBox. Iron-free linear motors (Tecnotion UX 9N) in combination with optical
encoders (Heidenhain LC485) facilitate the table motion.
A digital camera (Ximea MC023MG-SY) attached to a tripod is located at a distance of approximately 2m
from the test bench. It tracks the position of a total of 10 light emitting diodes (LEDs), positioned, as shown in
Fig. 1 a) and Fig. 1 b) (1), in line with the nodal points of one face of the structure. Standard green LEDs with
a diameter of 5mm are used. They are clipped to aluminum slats parallel to the plate edges with custom made
3D printed plastic brackets. The bracket angle can be adjusted such that the emitters point towards the camera.
An optical bandwidth filter (ThorLabs FL05532-10) is mounted in front of the camera. Given the exposure
time is sufficiently short, it passes only the green LED light. Image data is read in via USB and processed on
the host PC. More details on how the emitter positions are determined are provided in the following section.
Besides the strain gauges, three LDVs are connected to the MicroLabBox and provide accurate displacement
information in one axis. They are used as a reference to validate the estimation results in Sec. 7.
2.2. Nodal Position Tracking
Light from the LEDs attached to the scale model is registered by charge-coupled devices (CCDs) in the
camera and needs to be mapped to nodal positions from pixel coordinates. Precise locations are usually
obtained by high integration times which, however, result in low sampling frequencies. Mounting a filter that
matches with the emitter wavelength in front of the camera lens significantly increases the signal-to-noise ratio
(SNR) and allows for shorter sampling periods.
To reconstruct the position of a each tracked point, a commonly used technique is to calculate the center of
gravity (COG) of the corresponding gray values of the image spot. But this widespread technique has physical
limitations which are, amongst other things, lens distortion, discretization errors and electron as well as photon
noise. While the latter limitations cannot be easily overcome, lens distortion is compensated for with the help
of a simple model. The algorithms used are part of the Open Source Computer Vision Library (openCV) [15].
Correction of lens distortion is performed as follows[
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Figure 3: Adaptive truss structure scale model. a) Columns and diagonal bracings are modeled in ANSYS as link elements, module
floor and ceiling plates as shell elements. Node numbers are shown in red. b) Actuated elements (yellow), nodes tracked by the
camera (green) and nodes measured by LDVs (red).
where (v, w) are the image coordinates and r2 = v2 + w2. The image point coordinates are corrected with
radial distortion parameters kn and their tangential counterparts pn using a polynomial fit. In order to obtain
an accurate mapping between object space and image space, the calibration process must involve an object of
known form and dimensions. Printing a check pattern of known square size on a flat surface, the object-positions
(X,Y, Z) of the edges of the squares can be mapped to their image positions. This image sensor coordinate
transformation from 3D-coordinates is done with two transformation matricesvw
1
 =
fx 0 cx0 fx cy
0 0 1

︸ ︷︷ ︸
intrinsic
r11 r12 r13 t1r21 r22 r23 t2
r31 r32 r33 t3

︸ ︷︷ ︸
extrinsic

X
Y
Z
1
 .
The left matrix describes intrinsically how much the image scales (focal lengths fx and fy) and translates (cx
and cy). Extrinsic parameters, namely the camera orientation and its rotation with respect to the object, are
entries of the right matrix. Obtained image positions of the emitters are preprocessed on the host PC, as shown
in Fig. 2. A simple model comprising the expected number of points as well as their approximate location is
used to test for measurement errors and to ensure that the information is always sent to the MicroLabBox in a
predetermined order.
In the following sections, the model used for state estimation and the corresponding sensor fusion algorithm
for the integration of camera system measurements and strain gauge data are presented.
3. Modeling and Model Order Reduction
For the application of engineering methods, a model with finite number of degrees of freedom (DOFs) is
required. Computational load and accordingly hardware cost for model-based estimation and control scales
with the model’s complexity. The scale model dynamics can be described by the following linear second-order
differential equation
Mq¨(t) +Dq˙(t) +Kq(t) = F au(t) +Edz(t), t > 0
q(0) = q0, q˙(0) = q1,
(1)
where q ∈ Rn are the nodal DOFs,M ∈ Rn×n is the mass matrix,D ∈ Rn×n the damping matrix andK ∈ Rn×n
the stiffness matrix. F a ∈ Rn×mu represents the input matrix for forces u(t) exerted by the actuators, where
mu is the number of actuators. The matrix Ed ∈ Rn×md maps deadweight and disturbances z(t) ∈ Rmd , such
as wind- and payloads, to the model’s DOFs. Accurate determination of the matrix D is demanding, due to
the complex interplay of different damping effects. A common approximation is the assumption of Rayleigh
damping with
D = α0M + α1K. (2)
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Coefficients α0 and α1 can be determined through an experiment or by parameter identification as in [16].
Rayleigh damping is not physically motivated, but it has several convenient properties. For instance, it ensures
that the mode shapes remain the same as for the undamped system. This is desirable when performing a modal
analysis of (1) to obtain the eigenmodes of the system.
Mass and stiffness matrix of the structure are calculated using a FE model with element types as indicated in
Fig. 3 a). Columns and diagonal bracings are modeled as rods, module floors and ceilings as shells. Translational
DOFs for nodes one to four are eliminated. Different stiffness values are assumed for active and passive columns
due to constructional differences. In Fig. 3 b) the 31 actuated elements are highlighted in yellow. For the scale
model considered in this contribution, the number of DOFs in (1) amounts to n = 120, which can be prohibitively
high for control applications. We employ a model order reduction based on modal analysis, where higher order
eigenmodes are truncated [17]. This is a widespread technique, as a few low-frequency modes often describe
the system’s behavior sufficiently precise. A modal truncation of the system is even more reasonable when
considering the limited bandwidth of actuators and sensors. Only modes within the respective bandwidths can
be properly controlled or observed.
The generalized eigenvalue problem of the undamped system is formulated by plugging in the harmonic
ansatz q(t) = ϕiejωit with
(K − ω2iM)ϕi = 0, i = 1, 2, . . . n. (3)
The eigenfrequencies are denoted by ωi and the eigenvectors by ϕi. Since the eigenvectors are not unique, we
follow the common approach of choosing the ones that satisfy ΦTMΦ = I, where Φ = [ϕ1, ...,ϕn] and I is the
identity matrix. A reduced order model is obtained by applying the modal transformation
q(t) = Φpηp(t), (4)
where ηp ∈ Rnp comprises the primary modes with Φp = [ϕ1, ...,ϕp] for np < n. Transformation of (1) by left
multiplying with the transposed matrix of primary eigenvectors yields the uncoupled modal equations of motion
η¨p(t) +D∗η˙p(t) +K∗ηp(t) = F ∗au(t) +E∗dz(t), t < 0
ηp(0) = Φ−1p q0, η˙p(0) = Φ−1p q1.
(5)
The modal matrices are diagonal and K∗ = diag[ω1, ..., ωp], D∗ = diag[ζ1, ..., ζp] applies, where the modal
damping parameters amount to ζi = 12
(
α0
ωi
+ α1ωi
)
.
For the application of control engineering methods, the system (5) is transformed to state space by choosing
the state vector as
x(t) =
[
ηp(t)
η˙p
]
, x(t) ∈ R2np . (6)
This allows us to formulate the dynamics of the reduced order model in a state space representation
x˙ =
[
0 I
−K∗ −D∗
]
︸ ︷︷ ︸
A
x+
[
0
F ∗a
]
︸ ︷︷ ︸
B
u+
[
0
E∗d
]
︸ ︷︷ ︸
E
z, t > 0
y =
[
Ct
H0
]
︸ ︷︷ ︸
C
x, x(0) = x0.
(7)
The system output y is comprised of the translational DOFs tracked by the camera and the forces measured
by strain gauge sensors which are related to the state x by Ct and H0 respectively. Both matrices are defined
in Sec. 5. A total of np = 10 eigenmodes are used for state estimation in the following, which is regarded as a
reasonable compromise between bandwidth, accuracy and computational load.
4. Sensor Placement
With respect to more complex structures, equipping each load-bearing element with one or multiple sensors
comes at a considerable cost. We are therefore interested in minimizing the number of required sensors for
full-order state estimation in an optimal way. Knowledge about favorable sensor locations also helps to judge
where higher redundancy, i.e. in terms of the number of sensors placed, makes sense. In [18] and [19], an
optimality-based method for actuator and sensor placement regarding adaptive truss structures was introduced.
Measures derived from the observability and controllability Gramian are employed as optimization criterion
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Figure 4: Observability measure vs. the number of strain gauges used for state estimation. On the right hand side, the sensor
placement for nsg = 40 sensors is shown. Elements for which the axial force is measured are indicated in red.
respectively. Wagner et al. [20] further developed the approach for actuator placement to account for optimal
steady-state disturbance compensability. As in [18], we consider the problem of optimal sensor placement while
using the optimization method described in [20]. Starting with the full sensor configuration for the system
described by (7), we search for the subset of sensors that yields maximum observability given that one sensor
is removed. Removing the strain gauge sensor with least negative impact on system observability from the full
set, the procedure is repeated iteratively until the desired number of strain gauges remain. System observability
is assessed by means of the trace of the observability Gramian.
Results for an optimal distribution of strain gauge sensors on the scale model are shown in Fig. 4. The
observability measure is normalized to the trace of the observability Gramian in case all sensors are used for
state estimation. As expected, the observability decreases monotonically with the number of sensors nsg, where
the segments from nsg = 60 to 40 and nsg = 20 to 0 strain gauges are nearly linear. In case of the scale model,
a feasible choice for the number of sensors would be at nsg = 40. The negative slope approximately doubles in
magnitude after this point and then continues to decrease.
To the right of the graph, the set of sensors that remains for nsg = 40 is indicated in red for a schematic
drawing of the structure. We observe, that no sensors remain on the columns. This is readily explained by
the fact, that both active and passive columns are modeled with a lower stiffness than diagonal bracings in the
example considered and are thus less sensitive to displacements. When further decreasing the number of strain
gauges, sensors on the bracings of the uppermost story are completely removed for nsg < 28. For nsg > 24
all bracings of the lowermost story remain monitored. Thus, we assume that the lowermost bracings are more
important for the observation since they also produce forces in response to displacements of higher nodes. In
the same fashion, the top story bracings yield the least amount of information on the state when only bracings
are considered.
In the following section, the algorithm for state estimation is described. The corresponding results are shown
in Sec. 7. Estimation accuracy with the full set of sensors is compared to the cases when only nsg = 40 and 20
strain gauges are used and distributed on the structure according to the results in this section.
5. State Estimation
For the fusion of camera and strain gauge measurements, a discrete-time Kalman filter approach with OOSM
update is used. An overview of the algorithm is shown in Fig. 5. Conventional prediction and update steps
are performed for the strain gauge signals ysg which are high-pass filtered to eliminate force offsets. The
measurement update of the extended Kalman filter is used to account for discrepancies between the assumed
idle state of the structure and the actual one. Image processing and the calculation of single emitter positions
as described in Sec. 2.2 induce a delay on the camera measurements ycam. Furthermore, the camera system
has a lower sampling rate than the strain gauges, for which the processing delay is considered negligible. The
OOSM update accounts for both issues as it is only executed when new camera data is available and explicitly
incorporates the delay. Other types of sensors sampled at different rates or even with varying delays can be
readily integrated into this modular setup. In the subsequent, the processing of strain gauge data is introduced
first, followed by the one-step update for the l-step OOSM as introduced by Bar-Shalom et al. [21].
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Figure 5: Sensor fusion algorithm. Strain gauge measurements are processed in each time step in the left block (blue), state estimate
xˆ and estimation error covariance P from the previous iteration at k − 1 are forward propagated and corrected using the strain
gauge measurements ysg. The latter are high-pass filtered to eliminate offsets. When new camera data ycam arrives, an OOSM
update is performed on the current state estimate xˆ+
k
and the estimation error covariance P+
k
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5.1. Strain Gauge Measurements
In each iteration of the filter algorithm, the previous state estimate xˆ+k−1 ∈ R2np and its associated error
covariance P+k−1 ∈ R2np×2np are projected forward in time according to the prediction equations as stated e. g.
in [22]
xˆ−k = F xˆ
+
k−1 (8)
P−k = FP
+
k−1F
T +Q,
where F ∈ R2np×2np is the discrete-time version of A in (7) which is obtained according to [22]. Since we
deal only with the state estimation problem here, actuator inputs u are set to zero and the disturbances z are
assumed to be unknown. They can be incorporated into the prediction step using the discrete time versions of
B and Ed. The matrix Q ∈ R2np×2np is the system noise covariance. As we assume the noise on system states
to be uncorrelated, Q is chosen as a diagonal matrix with
Q = q · I (9)
The measurements ysg ∈ Rnsg obtained from the strain gauges are related to the system state by
ysgk = hk(xk,vk) = F e(xk) + vk. (10)
Here, vk is the measurement noise and F e is the corresponding vector of element forces which is calculated for
each element according to
F ie(xk) = γi
(∥∥dixk + ei0∥∥2 − Li0) , i = 1 . . . nsg (11)
with γi the spring constant, L0 the element length and ei0 the i-th element vector for x = 0. The number of
strain gauges used for state estimation is given by nsg. Multiplying di by x yields the displacement vector of the
respective element. We choose not to linearize the expression (10) about an equilibrium, as the initial position
and deformation of the scale model varies between experiments. Also, large deformations can be achieved by
exciting the XY-table, which cannot be tracked with high accuracy when using a linear Kalman filter. Given (10)
and (11), the update for force measurements is performed using the equations of the extended Kalman filter
(EKF) from [22]
Kk = P−kH
T
k
(
HkP
−
kH
T
k +Rsg
)−1
,
xˆ+k = xˆ
−
k +Kk
[
ysgk − hk(xˆ−k ,0)
]
, (12)
P+k = (I −KkHk)P−k ,
with the Kalman gain Kk ∈ R2np×nsg , the a posteriori state estimate xˆ+k and error covariance P+k and
Rsg = (b · rb + c · rc) · I, Hk = ∂h(x,0)
∂x
∣∣∣∣∣
x=xˆ−
k
(13)
where b is a nsg × 1 vector of ones if the corresponding elements are diagonal bracings and zeros for columns.
The vector c is the logical inverse of b. This way, different weights can be assigned to column and bracing forces
assuming uncorrelated measurement noise.
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As the strain gauges were not calibrated for measuring absolute element forces, the predicted forces F e
cannot be directly related to the measured signals. To circumvent this difficulty, both the measured forces ysgk
and the predicted forces are passed through a first-order Butterworth high-pass filter with a cutoff frequency
of fc = 0.1Hz. This removes the constant offset between modeled and measured element forces. Filtering
the predicted measurement is not problematic in the EKF formulation since the deviations from the filtered
measurements are still related to the state vector via Hk the same way. It comes, however, at the cost of
having to rely on the model for estimating the stationary element forces. Previous calibration of each individual
strain gauge sensor is recommended in order to avoid this issue. Data from the strain gauge sensors is acquired
at a sampling frequency of fsg = 200Hz which equals twice the maximum sampling frequency of the optical
measurement system.
5.2. Camera Measurements
Assume a camera measurement ycamκ captured at time instant tκ with κ ∈ [k − l, k − l + 1) with l ∈ N is
received at the current time step k. If the delay is lower or equivalent to one sampling time step, the method
in [13] can be used to incorporate the delayed measurement data. As the delay exceeds a single time step in our
case, the one step solution for the l-step lag OOSM according to the algorithm Bl1 as proposed by Bar-Shalom
et al. in [21] is employed here. The necessary steps are summarized briefly in the following.
First of all, an equivalent measurement Y kk−l+1 = y
sg
k−l+1, . . . ,y
sg
k is defined such that the sequence of
measurements can be replaced by a single leap from k− l to k. The corresponding covariance of the equivalent
innovation is given by
S∗k
−1 = P−1k|k−l − P−1k|k−l
(
P−1k|k−l + P
+
k
−1 − P−1k|k−l
)−1
P−1k|k−l. (14)
where P k|k−l is computed from P+k−l as follows
P k|k−l = F k,k−lP+k−lF
T
k,k−l +Qk,k−l (15)
with the transition matrix F k,k−l that projects the state from k − l to k and the associatec system noise
covariance Qk,k−l. The current estimate and covariance are then retrodicted to κ from k
xˆκ|k = F κ,kxˆ+k ,
P κ|k = F κ,k
(
P+k +Qk,κ − P xv − PTxv
)
FTκ|k,
(16)
where F κ,k = F−1k,κ is the backward transition matrix and Qk,κ the corresponding system noise covariance.
In the above, the retrodicted noise is assumed to be zero which leads to a suboptimal, yet still accurate,
solution [21]. The retrodiction noise covariance is given by
P xv = Qk,κ − P k|k−lS∗k−1. (17)
Given the retrodicted state and covariance, a filter gain for incorporating the OOSM is calculated as follows
W k,κ = P xy
(
CtP κ|kC
T
t +Rcam
)−1
, (18)
where the matrix Ct maps x to the translational DOFs tracked by the camera, Rcam is the camera measurement
noise covariance and the covariance between the state at k and the OOSM is obtained as
P xy =
(
P+k − P xv
)
FTκ,kC
T
t . (19)
Using (18) and (19), the OOSM update can be formulated as
xˆk|κ = xˆ+k +W k,κ
[
p0 − ycamκ −Ctxˆκ|k
]
,
P k|κ = P+k −W k,κPTxy.
(20)
Here, p0 are the node coordinates for x = 0 from which the measured nodal positions are subtracted to obtain
displacements. Rcam in (18) is chosen as
Rcam = rt · I,
assuming the measurement noise to be uncorrelated. The rank of R is 2ne, where ne equals the number of
nodal points tracked by the camera system. For simplicity, we assume in the following, that the camera delay
is constant with κ = k − 3 and set Qk,k−l = Qk,κ =
√
3 ·Q, where Q is defined by (9).
9
6. Self-Tuning Algorithm
With the stiffness and damping parameters initially assumed in the modeling process, state estimation results
are not satisfactory. As it is usually the case, assumed model parameters do not reproduce the behavior of the
real structure exactly. Neglecting friction and additional mass due to motor controllers are possible reasons for
the occurrence of such mismatches. Also, table excitation is not modeled as a disturbance. Even with optimal
filter coefficients, inaccurate estimations are obtained when the parameter deviations are significantly high.
In the following, we present a method for simultaneous tuning of both model parameters and Kalman filter
covariances based on optimization. While the parameters are varied, estimated displacements obtained using
the method described in Sec. 5 are compared to reference measurements aiming to minimize the estimation error.
In order for the algorithm to be self-tuning, selected camera measurements serve as reference measurements and
are consequently not used for state estimation. Camera measurements are comparable to LDV signals in terms
of precision, as visible in Fig. 7. The delay inherent in the camera signals can be compensated for by shifting
the signals forward in time. Although the method presented here cannot be used for real-time adaptation of
parameters, it can be applied for periodic model updating given that a number of accurate measurements are
available during excitation. Considering that structural parameters are not expected to change significantly
over longer periods of time, this is a reasonable option. Online joint state-parameter estimation, on the other
hand, leads to a considerable increase in complexity.
6.1. Optimization Method
In the optimization process, stiffness and damping parameters are adjusted along with the Kalman filter
covariances in order to minimize the estimation error. To avoid calculation of the mass and stiffness matrix
according to the FE model for each parameter set, only the spring constants in Eq. (11) are adapted. Although
less accurate, this grey-box approach ensures physical correctness and allows finding a suitable set of parameters
within reasonable time. We redefine the vector of element spring constants as follows
κ = b · kb + ca · kca + cp · kcp, (21)
where b is the same vector as in Eq. (13) with kb the corresponding spring constant. The column selection
vector c is split into active columns ca and passive columns cp. Including the Rayleigh damping coefficients
and the filter covariance parameters the tunable parameters are summarized in the vector
p =
[
α0 α1 kb kca kcp q rb rc rt
]T
.
For self-tuning, the table is excited with a chirp signal in x-direction. We use a disturbance input for identifi-
cation on purpose since we want want to avoid active excitation of the structure in a real scenario. Considering
an actual building, recorded measurements during disturbance loads such as strong winds can be used. The
tuning algorithm is formulated as an optimization problem
min
p
1
nc ·N
N∑
k=k0
∣∣y¯camk −Cxˆ+k ∣∣ (22)
subject to pl ≤ p ≤ pu
where pl and pu define the upper and lower bounds for the parameter values. The matrix C maps the current
state estimate xˆ+k to the nc camera measurements used as references and N is the number of processed samples.
To reduce errors due to deviations of emitter locations from actual nodal positions, both y¯cam and the estimated
displacements are high-pass-filtered to obtain relative displacements for comparison. All parameters, including
bounds, are normalized to the values initially assumed. The resulting stiffness parameters are adopted in our
FE model and the system matrices are recalculated.
6.2. Results for Model and Filter Parameters
Recorded signals for a table excitation in x-direction with a chirp signal ranging from 0.1 − 6Hz over a
period of 10 s with an amplitude of 2mm are used for parameter identification. The camera measurements for
the x-displacements of nodes 6, 13 and 22 and the z-displacements of nodes 5, 14 and 21 are used as references.
As depicted in Fig. 3 a), node numbers are assigned counter-clockwise and from bottom to top. Fig. 3 b) shows
which nodes are tracked by either camera, LDVs or both measurement systems. When applying the method
described above, we obtain the results shown in Tab. 1. Please note that pl, pu and p are normalized to the
respective initial guess. Values from the spring manufacturer’s data sheets were used as initial guesses for the
spring constants kb, kca and kcp. They are identical to the values used for assembling the dynamic system
model before tuning. The initial guesses for other parameters reflect our beliefs about system and measurement
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Table 1: Parameter tuning results.
Name Initial guess pl pu p
α1 0.5× 10−1 0.01 100 3.43
α2 0.5× 10−2 0.01 100 2.99
kb 18200N/m 0.5 2 1.79
kca 19500N/m 0.5 2 0.70
kcp 22100N/m 0.5 2 1.29
q 1.0× 10−7 0.01 100 3.00
rb 1.0× 10−3 0.01 100 3.14
rc 1.0× 10−3 0.01 100 0.26
rt 1.0× 10−2 0.01 100 2.46
Table 2: Eigenfrequencies full-scale vs. scaled model.
No. Full-scale Scaled Mode shape
1 1.08Hz 0.89Hz 1st bending mode
2 1.08Hz 0.90Hz 2nd bending mode
3 1.84Hz 3.46Hz 1st torsion mode
4 3.87Hz 4.86Hz 3rd bending mode
5 3.87Hz 4.98Hz 4th bending mode
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Figure 6: Sample generated ground acceleration record used for XY-table excitation. The displayed earthquake is of strong intensity
with a peak ground acceleration of about 0.37 g and a dominant frequency of 4Hz. Results in Sec. 7 are shown for the first 5 s
(highlighted).
uncertainty. More weight is put on the diagonal element force measurements as opposed to column signals
because the model is less accurate for diagonal bracings.
After optimization, damping coefficients and filter parameters are within reasonable ranges from their re-
spective initial guesses. For the spring constant of both active columns kca and passive columns kcp, about 30%
deviation from the datasheet value is observed. Motor response to zero input u = 0 is a possible explanation
for the lower stiffness value in case of active columns. Regarding the passive columns, the increase in stiffness
can be explained by friction effects that were neglected in the modeling process. There is no straightforward
explanation for the 79 % increase in diagonal bracing stiffness. Slackening of diagonal cables represents a strong
nonlinearity that is entirely neglected. Pretension and the associated geometric stiffness, which is different in
magnitude for each individual diagonal bracing, also partially explains this result. Since table excitation is re-
garded as an unknown disturbance and thus not included in the model, the estimated parameters also reflect the
disturbance. Furthermore, the initial pose or deformation of the scale model cannot be accurately determined
with the available measurement equipment which also leads to considerable deviations between expected and
measured displacements. Introduction of an additional camera or a stereo vision system for the y-direction is a
potential remedy for the latter problem. A more accurate nonlinear model that includes the slackening effect of
diagonal bracings is another possibility, however, it would lead to a significant increase in calculation time and
a loss of real-time performance. The effect is also not expected to be dominant in case of a full-scale building.
In Tab. 2, a comparison between the expected eigenfrequencies of the full-scale building and the ones obtained
after tuning the stiffness parameters of the scale model is shown. Only the lowest five eigenfrequencies are listed
as the mode shapes differ from the sixth mode onwards. For the demonstrator building, eigenfrequencies are
calculated using a simplified FE model. The values in Tab. 2 require validation after the construction of the
building is finished. Similar frequencies are obtained for the first and second bending mode. The first torsion
mode of the scale model is about 1.6Hz higher in frequency. Its eigenfrequencies are also about 1Hz higher
for the third and fourth bending mode. With different stiffness values for active and passive columns, slight
differences are observed in the bending mode frequencies due to asymmetry. Since the dynamical model of
the scale model neglects some nonlinear effects, the structure’s real eigenfrequencies most likely differ from the
calculated ones. However, they are expected to be in a comparable range and therefore also similar to the
demonstrator’s eigenfrequencies.
7. Estimation Results
Using the model and filter parameters in Tab. 1, performance of the estimation algorithm is evaluated for
earthquake-like excitations of the XY-table. For high-rise buildings, strong wind loads occur more frequently
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Figure 7: Estimated relative displacements (light blue) compared to LDV measurements (dark blue) for nodes 11, 13 (x) or 16 (y)
and 23. The table is excited in both x- and y-direction with the earthquake (to scale) shown in Fig. 6. The camera signal (light
gray) is shown for node 13.
than earthquakes, but are not easily transferable to the test bench. Therefore, we choose to investigate the
structure’s response to earthquakes as representative dynamic loads.
The ground acceleration data of different earthquakes was generated using Matlab code from [23]. Based on
the work of [24] and [25], a non-stationary Kanai-Taijimi Model is used to create artificial earthquake records.
Amongst other parameters, the duration, dominant frequency as well as the standard deviation in the power
spectrum can be adapted. Experiments were conducted on the test bench with various earthquakes that were
downscaled in amplitude to be consistent with the scale of the model. Scaling of a ground motion record is
also done in e. g. [26] where the earthquake is applied to a similar structure model with a height of 1.8m. Fig. 6
shows the ground acceleration record that is used in the following to demonstrate the performance of the state
estimation method. Although several different earthquakes were applied to the structure, the conclusions that
can be drawn from the results are similar, which is why only one representative ground motion is presented in
detail here. The earthquake in Fig. 6 is of strong intensity with a dominant frequency of 4Hz and a standard
deviation of 4Hz. The test bench table was excited with the scaled earthquake in both directions separately.
Fig. 7 depicts the measurement results in both x- and y-direction for a table excitation with the earthquake
depicted in Fig. 6. To enhance readability, only the onset and the first couple of seconds of the earthquake are
shown. Comparative results are obtained for the remaining duration of the motion. A comparison between
LDV measurements and state estimation results for the displacement of nodes 11, 13 (16 for the y-direction)
and 23 is shown. Refer to Sec. 6.2 and Fig. 3 a) for the node numbering scheme. Among the nodes tracked by
LDVs, only node 13 is simultaneously tracked by the camera system, which is why the camera measurement is
also visible for this node. Displacements are shown relative to the deformation before excitation and the table
motion is subtracted from the LDV measurement. A maximum displacement of about 2mm is observed for the
topmost measured node.
Phase and amplitude of the estimated displacements in the x-direction are generally in good agreement
with the LDV measurements, except for slight overshoots that are most pronounced for node 23 (upper left
plot). When comparing the camera measurement for node 13 with the motion recorded by the LDV, sub-mm
deviations as well as the processing delay are clearly visible. The latter is not always constant as it was assumed
for the OOSM update in this contribution. However, the estimated displacement is mostly in phase with the
reference and also tracks the amplitude more accurately. In the y-direction, the estimation accuracy is lower
with respect to the oscillation amplitude. Overshoots are significantly higher for nodes 16 and 23 while the
amplitude is underestimated for node 11. There is no visible difference in phase tracking accuracy between the
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Figure 8: Estimated relative displacements (light blue) compared to LDV measurements (dark blue) for nodes 11, 13 (x) or 16 (y)
and 23. Band-limited white noise was imposed on the table’s velocity controllers in both x- and y-direction separately. The camera
signal (light gray) is shown for node 13.
x- and y-direction. When going from the lowest measured node to the highest, the signal-to-noise ratio (SNR)
decreases noticeably. Taking another look at the camera measurement for node 13, we observe that its SNR is
very high.
The difference between LDV and camera measurement can be attributed to two different factors. First,
distortion is not completely eliminated by the projections involved in the image processing algorithm. Also,
even though the LEDs were carefully positioned, their locations do not exactly match with the nodal points.
Care must be taken in a real application to determine the position of LEDs as exactly as possible, as well as
to ensure accurate camera calibration. With our current test bench setup, the varying camera delay cannot be
determined reliably. More accurate phase tracking is expected when including this information in the OOSM
update step, unleashing the full potential of the method. A straightforward explanation for the lower estimation
accuracy in the y-direction is that the Kalman filter lacks camera measurements in this direction. Parameter
identification in Sec. 6 was done for a motion in the x-direction, which is another reason for the observed
differences. Supplying another camera for the y-direction (or using a stereo vision setup) potentially eliminates
the differences.
Since the camera sensor is observed to be very precise, we conclude that the noise on the displacement
estimations results almost entirely from the strain gauge sensors which have a much lower SNR. The fact that
the SNR decreases for higher stories is attributed to relative impacts of nodal displacements on each other.
When a node in the first module moves, this causes relatively large displacements in the topmost story while
a deformation of the top has little effect on the first floor in terms of displacements. Thus, noise of the strain
gauges in the lower stories is amplified when computing the displacements of higher nodes. This has to be kept
in mind when using strain gauges to estimate the building state, especially when sub-mm accuracy is to be
achieved, which is desirable for a real building. Installing additional acceleration sensors can mitigate, but not
fully eliminate this effect. Using more precise strain gauge sensors and amplifiers is another option. Especially
when the high precision of the optical tracking system is to be fully utilized.
In order to explore the limits of the proposed state estimation algorithm, the velocity controllers of the test
bench’s XY-table were fed with band-limited white noise at a sampling frequency of 1 kHz. Measurement results
are depicted for both x- and y-direction for a representative experiment in Fig. 8. As opposed to Fig. 7, only a
duration of one second is shown to make the comparatively high-frequency motions more discernible.
In the x-direction, the estimation mostly follow the lower frequency motion recorded by the LDVs. High
frequency displacements are not much discernible from noise, especially for the uppermost node. The observer
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Figure 9: Estimation results for the earthquake shown in Fig. 6 when the number of strain gauges is varied. The estimated
displacements for nsg = 40 (light blue) and nsg = 20 (red) strain gauge sensors is compared to LDV measurements (dark blue) for
nodes 11, 13 (x) or 16 (y) and 23.
does not manage to compensate the camera delay which results in a persistent phase shift. Estimation accuracy
is worse in the y-direction, especially for node 16, where considerable phase shift is visible.
Noise-like excitations are not to be expected in a realistic scenario. Neither the reduced order model nor
the estimation algorithm are designed to operate under such conditions. It is therefore not surprising to see a
drop in accuracy. In the y-direction, due to a lack of camera measurements, the displacement of some nodes
can hardly be followed at all for high frequency motion. However, even though the excitation is exaggerated,
the filter still manages to follow the low to middle frequency motion above the noise floor.
In Sec. 4, optimal sensor placement on the scale model is carried out for the stiffness parameters given in
Tab. 1. In order to evaluate the effect of a reduced number of strain gauges on estimation accuracy, we conducted
simulations for various values of nsg. Results for nsg = 40 and 20 strain gauges are shown in Fig. 9. For ease
of comparison, the same excitations as in Fig. 7 are used. When comparing the estimated displacements for
nsg = 40 to the ones visible in the previous figure, they can be seen to be almost identical. On a closer look, the
amplitudes in Fig. 9 are slightly lower. There is, however, no significant difference in terms of accuracy. Contrary
to this observation, considerable deviations from the LDV reference in terms of both amplitude and phase are
visible in case nsg = 20. Especially for the excitation in x-direction, large estimation errors are observed. In
the y-direction, the difference in amplitude is not so prominent, except for node 11 where the amplitude drops
with the number of strain gauges decreasing. A minor increase in phase shift can also be observed. Noise on
the estimated displacements increases in both directions with a reduced number of sensors.
Camera phase shift is not entirely compensated for by the OOSM update. Hence, the more strain gauge
measurements are available, the better can the phase shift be corrected. Furthermore, the noise also decreases by
averaging over a higher number of senors with the filter algorithm. For nsg = 20 strain gauges, the observation
index determined in Sec. 4 is low when compared to nsg = 40 sensors, as visible in Fig. 4. This leads to a
considerable drop in estimation quality. Readjusting the filter coefficients and stiffness parameters according to
the method shown in Sec. 6 does not lead to significant improvements. To obtain more accurate estimation results
for a low number of strain gauge sensors, a more involved system model, especially with respect to diagonal
bracings, is necessary. Determination of a suitable amount of strain gauges depends on the characteristics of the
system under investigation and the requirements on accuracy. Sensor numbers in the range of 90 ± 5 % of the
observability index in Fig. 4 are suggested as acceptable choices here. Applicability to other systems remains to
be investigated.
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8. Conclusion and Outlook
In this contribution, we showed the application of a novel type of optical measurement system tracking
emitters placed on a structure’s facade for the estimation of structural dynamics. Sensor fusion with strain
gauges was carried out using a Kalman filter with OOSM update for dealing with image processing delays. Since
the camera measurements are very precise, they can be used for self-tuning of model and filter parameters. The
proposed estimation algorithm was validated on an adaptive structures test bench with the scale 1:18 model
of a lightweight adaptive high-rise. The latter was subject to scaled earthquake and random excitations for
all available sensors as well as for a limited number of strain gauges selected by means of an optimal sensor
placement algorithm.
Simplifications in the modeling process resulted in a discrepancy between simulated and actual structural
dynamics. Although this was partially compensated for by the self-tuning algorithm, the resulting parameter
mismatch was too high to be entirely justified by friction effects or the neglection of the excitation table’s
dynamics. Slackening of diagonal wires and the unknown initial deformation of the structure are assumed to
be the main causes. In case of the actual building, both effects are less dominant. On the one hand, with
the overall stiffness being significantly higher, assuming zero deformation for the initial pose is less prone to
errors. On the other hand, slackening of diagonal bracings can be mostly avoided by pretensioning the elements
appropriately. This shows the limits of using a scale model to study the behavior of a full-scale building. Effects
that might be negligible in reality might be more dominant in a scaled version. Instead of working on a more
accurate nonlinear model that is not necessary for the full-scale building, we suggest to reduce the effects by
means of modifications to the test bench or the introduction of additional sensors (i. e. an additional camera).
Care must be taken when designing a scaled version of a building in order to avoid those kind of mismatches.
Despite the aforementioned discrepancies, high estimation accuracy was achieved with the proposed sensor
fusion algorithm for earthquake excitations. Camera measurements are only available in the x- and z-direction,
which lead to a lower accuracy concerning y-displacements. Even when the test bench is excited with band-
limited white noise, the motion is mostly followed, although discrepancies in phase and amplitude occurred
for higher frequency displacements. When using strain gauges in a model-based estimation algorithm for
tall buildings with strong physical coupling, we advice to use more accurate sensors in lower stories than in
higher ones. According to the model, small deformation in the lower story trusses causes proportionally larger
displacements in higher stories. Noise on strain gauges located in lower stories is thus increasingly amplified
by the Kalman filter towards the top and interferes with the otherwise very precise measurements obtained
from the optical system. Especially for the sensor combination considered in this contribution, this is of great
importance.
In further work we aim to show control of the scale model on the test bench and to handle faults such as
the occlusion of emitters. We also endeavor to decentralize the state estimation process to obtain a partially
redundant system with a higher fault tolerance.
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