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Using the Stokes solution formula and Lq–Lr estimates of the
Stokes operator semigroup, we establish the weighted decay prop-
erties for the Stokes ﬂow and Navier–Stokes equations including
their spatial derivatives in half spaces. In addition, the unbounded-
ness of the projection operator P : L∞(Rn+) → L∞σ (Rn+) is overcome
by employing a decomposition for the nonlinear term, and L∞-
asymptotic behavior for the second derivatives of Navier–Stokes
ﬂows in half spaces is given.
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1. Introduction and main results
In this paper, we are concerned with the weighted asymptotic behavior for the incompressible
Navier–Stokes equations:⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂tu −u + (u · ∇)u + ∇p = 0 in Rn+ × (0,∞),
∇ · u = 0 in Rn+ × (0,∞),
u(x, t) = 0 on ∂Rn+ × (0,∞),
u(x,0) = u0 in Rn+,
(1.1)
where n 2, and Rn+ = {x = (x′, xn) ∈Rn | xn > 0} is the upper-half space of Rn; u = (u1(x, t),u2(x, t),
. . . ,un(x, t)) and p = p(x, t) denote unknown velocity vector and the pressure respectively, while
initial data u0(x) is assumed to satisfy a compatibility condition: ∇ · u0 = 0 in Rn+ and the normal
component of u0 equals to zero on ∂Rn+ .
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u ∈ L∞(0,∞; L2σ (Rn+))∩ L2loc(0,∞; H10(Rn+)) satisﬁes
−
∞∫
0
∫
R
n+
u∂tϕ dxdt +
∞∫
0
∫
R
n+
∇u · ∇ϕ dxdt +
∞∫
0
∫
R
n+
u · ∇u · ϕ dxdt
=
∫
R
n+
u0ϕ(0)dx for all ϕ ∈ C∞0
([0,∞);C∞0,σ (Rn+)),
where u0 ∈ L2σ (Rn+) = C∞0,σ (Rn+)‖·‖L2 , C∞0,σ (Rn+) = {u ∈ C∞0 (Rn+); ∇ · u = 0 in Rn+}.
Let A denote the Stokes operator −P in Rn+ , where P is the projection: Lr(Rn+) → Lrσ (Rn+),
1< r < ∞. Then the solution u of Stokes problem⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂tu −u + ∇p = 0 in Rn+ × (0,∞),
∇ · u = 0 in Rn+ × (0,∞),
u(x, t) = 0 on ∂Rn+ × (0,∞),
u(x,0) = u0 in Rn+,
can be expressed by u(t) = e−t Au0. In the whole space Rn , the Stokes ﬂow e−t Au0 behaves just
like that of the heat equation with initial data u0. Moreover, for all 1  q ∞, ‖∇e−t Au0‖Lq(Rn) 
Ct− 12 ‖u0‖Lq(Rn) , which is valid for the half space Rn+ with 1 < q < ∞ (see [38]). The Lq–L1 estimate
of the Stokes ﬂow in the half space has been derived by Desch, Hieber and Pruss [13], Borchers and
Miyakawa [11] and Fujigaki and Miyakawa [15] via the semigroup method for 1< q∞. Jin [24] ob-
tained the weighted Lq–L1 estimate of the Stokes ﬂow in the half space with 1< q < ∞. In addition,
Jin [25] derived the spatial and temporal decay estimate of the Stokes solution in the half space when
the prescribed initial data lies in a weighted L1 space.
Fujigaki and Miyakawa [15] derived more rapid Lr-estimate of the Stokes ﬂow with initial data in
the weighted L1 space:
∥∥e−t Au0∥∥Lr(Rn+)  Ct− 12− n2 (1− 1r )‖xnu0‖L1(Rn+)
for any u0 ∈ C∞0,σ (Rn+), whenever 1< r ∞.
Bae [3] considered more rapid L1- and L∞-estimates with an initial data with the special assump-
tion
∫∞
−∞ u0(y)dyi = 0 for some i = 1,2, . . . ,n − 1, and in this case
∥∥e−t Au0∥∥Lr(Rn+)  Ct− 12 ‖xnu0‖Lr(Rn+) for r = 1,∞.
In addition, if the initial data u0 lies in an appropriate weighted space, Bae and Choe [4] showed the
faster decay rate in Lq(Rn+) (1 < q < ∞) of u,∇u. Furthermore, Bae [1,2] estimated the time decay
rates of the gradient of Stokes solutions in Lr(Rn+) with r = 1,∞.
The decay rate for the ﬁrst derivatives of the Stokes ﬂow in Lrσ (R
n+) with r = 1,∞ has been shown
by Giga, Matsui and Shimizu [17] with r = 1, Shimizu [33] with r = ∞ respectively. That is,
∥∥∇e−t Au0∥∥Lr(Rn )  Ct− 12 ‖u0‖Lr(Rn+) for r = 1,∞.+
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Miyakawa [15] and Jin [24,25]. Now we state our main results as follows.
Theorem 1.1. Let u0 = (u01,u02, . . . ,u0n) satisfy ∇ · u0 = 0 in Rn+ (n  2), and u0n|∂Rn+ = 0. Then for any
t > 0
∥∥∇ke−t Au0∥∥Lq(Rn+)  Ct− α2 − k2− n2 ( 1r − 1q )∥∥xαn u0∥∥Lr(Rn+), ∀0 α  1, k = 0,1,2, . . . ,
provided that 1 r < q∞.
There is a great literature on the decay rates for the Navier–Stokes ﬂows of (1.1). Brandolese [10],
Fujigaki and Miyakawa [15], Schonbek [31,32] considered the decay rates of solutions of (1.1) on the
whole space Rn . Bae and Choe [4], Borchers and Miyakawa [11], Kozono [26] studied asymptotic
behavior for weak and strong solutions of (1.1) in Lq(Rn+) with 1< q < ∞. For the exterior domains,
see [5–7,9,20,21,27,28,30] for examples and the references therein.
Bae and Jin [8] showed the weighted energy inequality for weak solutions of the Cauchy prob-
lem under some conditions on the initial data. The situation changes in the case of the domain with
boundary. The diﬃculty comes from the lack of the weighted estimate with respect to pressure be-
cause of the appearance of the boundary. In the case of exterior domain, Farwig [14] constructed
a class of weak solutions such that the weighted energy inequality holds. He and Miyakawa [22]
addressed the time-decay of weighted norms of weak and strong solutions to the Navier–Stokes equa-
tions in a 3D exterior domain under some constraint conditions on the initial data.
While in the half space case, these mentioned arguments cannot be applied because the boundary
is non-compact. Recently, Choe and Jin [12] deduced the decay rates with respect to ‖x3u(t)‖L2(R3+) .
Bae [3] and Fröhlich [16] showed the local existence of strong solution in weighted Lr-spaces, re-
spectively. Under some constraint conditions on the initial data, He and Wang [23] considered the
weighted energy inequality and the L2-weighted decay properties for weak solutions of (1.1). To our
knowledge, few weighted decay results are available on solutions of (1.1) and its ﬁrst derivatives in
Lr(Rn+) with 1< r ∞.
To solve problem (1.1), people usually invoke the projection P onto the solenoidal vector ﬁelds
to eliminate the pressure gradient ∇p in (1.1) and then transform problem (1.1) into the integral
equation: u(t) = e−t Aa − ∫ t0 e−(t−s)A Pu(s) · ∇u(s)ds. In the case of the Cauchy problem, the projec-
tion P commutes with the Laplacian ; so the semigroup {e−t A}t0 is essentially equal to the heat
semigroup {et}t0. Moreover, P can be written in terms of the Riesz transforms. However, all of
these techniques are not applicable to problem (1.1) on the half spaces Rn+ , because the projection
operator P : L∞(Rn+) → L∞σ (Rn+) is unbounded, which results in many diﬃculties in dealing with
L∞-asymptotic behavior of the second derivatives for the strong solution of (1.1).
It is known that if u0 ∈ L2σ (Rn+) ∩ Ln(Rn+) (n  2). There exists a number η0 > 0 such that if‖u0‖Ln(Rn+)  η0 (small condition is unnecessary if n = 2), then problem (1.1) possesses a unique global
strong solution. Whence, in the statement of our main results, we always assume that problem (1.1)
admits a global strong solution.
Theorem 1.2. Let 1 < r ∞ and 0 < β < min{1,n(1 − 1r )} (n  2). Assume u0 ∈ L1(Rn+) ∩ L2σ (Rn+) ∩
W 1,
r
r−1 (Rn+) satisﬁes ‖xnu0‖L2(Rn+) + ‖(1 + xn)∇u0‖L2(Rn+) < ∞. Let u be the strong solution of (1.1). Then
there exists t0 > 0 such that for any t > t0
∥∥xβn u(t)∥∥Lr(Rn+) + ∥∥xβn∇u(t)∥∥Lr(Rn+)  Ct− n2 (1− 1r )+ β2 (1.2)
with any n 3 and 1< r ∞.
Further if u0 satisﬁes ‖xnu0‖L1(Rn+) < ∞. Then the estimate (1.2) holds true for any n 2 and 1< r ∞.
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estimate is main obstacle since we do not have enough information of the pressure on the boundary.
Let 1 < r ∞ and 0 < β < min{1,n(1 − 1r )}, it is unknown whether the weighted energy inequality
for the strong solution u of (1.1) holds:
∥∥xβn u(t)∥∥2Lr(Rn+) +
t∫
0
∥∥xβn∇u(s)∥∥2Lr(Rn+) ds C, ∀t > 0.
Under some additional conditions on the initial data u0, similar energy inequality is proved to be true
for r = 2, n = 3 (see [23] for example).
Theorem 1.3. Assume u0 ∈ L1(Rn+) ∩ Lqσ (Rn+) (n  2) for all 1 < q < ∞. Let u be a strong solution of (1.1)
deﬁned on (0,∞). Then for any t > 0
∥∥∇2u(t)∥∥L∞(Rn+) 
{
Ct− 32 (1+ t−4) if n = 2;
Ct− n+22 (1+ t− 5n−32 ) if n 3.
Further if u0 satisﬁes ‖xnu0‖L1(Rn+) < ∞, it holds for any t > 0∥∥∇2u(t)∥∥L∞(Rn+)  Ct− n+32 (1+ t− 5n+22 ).
Remark. Under the additional assumption: ‖xnu0‖L1(Rn+) < ∞, Theorem 1.3 shows that the L∞-decay
rate of the second derivatives of the strong solution u of (1.1) becomes faster than observed. It should
be pointed out that Theorem 1.3 has been veriﬁed by the author in [19]. However, the proof is in-
complete in [19], because the following crucial estimate is employed in the proof, which in fact is
unknown to us. Let 1< q < ∞. Assume that a = (a1,a2, . . . ,an) ∈ W 1,q(Rn+) (n 2) satisﬁes ∇ · a = 0
in Rn+ and an|∂Rn+ = 0. Then for any t > 0∥∥∇2e−t Aa∥∥L∞(Rn+)  Ct− 12− n2q ‖∇a‖Lq(Rn+).
Up to now, we only can prove the weaker conclusion (see Lemma 3.4 below), which in fact is enough
to the proof of Theorem 1.3.
To conclude this introduction, we explain some notations used in what follows: Let C∞0,σ (Rn+)
denote the set of all C∞ real vector-valued functions φ = (φ1, . . . , φn) with compact support in Rn+ ,
such that ∇ · φ = 0 in Rn+ . Lqσ (Rn+) (1< q < ∞) is the closure of C∞0,σ (Rn+) with respect to ‖ · ‖Lq(Rn+) ,
where Lq(Rn+) represents the usual Lebesgue space of vector-valued functions. The norm of L∞(Rn+) is
denoted by ‖u‖L∞(Rn+) = ess supx∈Rn+ |u(x)|. By symbol C , we denote a generic positive constant whose
value may change from line to line.
2. Weighted Lq–Lr estimates for the Stokes ﬂows in the half spaceRn+
It is well known that the Hardy space Hq(Rn) with 1  q < ∞ (see the deﬁnition in [29,36]
for example) is a Banach space, and Hq(Rn) = Lq(Rn) if 1 < q < ∞; H1(Rn) ⊂ L1(Rn). The crucial
fact for our purpose is the boundedness of the Riesz transforms R j (1  j  n) on all of the spaces
Hq(Rn) with 1  q < ∞. Furthermore, a function f ∈ L1(Rn) belongs to the Hardy space H1(Rn) if
sups>0 |Gs ∗ f (x)| ∈ L1(Rn), where the symbol ∗ denotes the convolution with respect to the space
variable x. The norm of f ∈H1(Rn) is deﬁned by
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∥∥∥ sup
s>0
|Gs ∗ f |
∥∥∥
L1(Rn)
.
It is known (see [29,36]) that an L1-function f is in H1(Rn) if and only if all its Riesz transforms R j f
are in L1(Rn) and that
‖ f ‖H1(Rn) ≈ ‖ f ‖L1(Rn) +
n∑
j=1
‖R j f ‖L1(Rn) (equivalent norm).
The Riesz operator norm of R j on Hq(Rn) (1 q < ∞) is denoted by |||R j|||. The Hardy space on the
half space is denoted by Hq(Rn+) (1 q < ∞), which norm is deﬁned by
‖ f ‖Hq(Rn+)  inf
{‖ f˜ ‖Hq(Rn) ∣∣ f˜ ∈Hq(Rn), f˜ |Rn+ = f }.
Let F be the Fourier transform in Rn:
F f (ξ) =
∫
Rn
e−iξ ·x f (x)dx.
The Riesz operators R j ( j = 1,2, . . . ,n), S j ( j = 1,2, . . . ,n− 1), and the operator Λ are deﬁned by
F(R j f )(ξ) = iξ j|ξ |F f (ξ),
F(S j f )(ξ) = iξ j|ξ ′|F f (ξ),
F(Λ f )(ξ) = ∣∣ξ ′∣∣F f (ξ),
where ξ = (ξ1, ξ2, . . . , ξn−1, ξn) = (ξ ′, ξn) ∈Rn−1 ×R1.
Let r be the restriction operator from Rn to Rn+ , and e is the extension operator from Rn+ to Rn ,
which is deﬁned by
ef (x) =
{
f (x) for xn  0,
0 for xn < 0.
Deﬁne the operators E(t) and F (t) by
E(t) f (x) =
∫
R
n+
[
Gt
(
x′ − y′, xn − yn
)− Gt(x′ − y′, xn + yn)] f (y)dy,
and
F (t) f (x) =
∫
R
n+
[
Gt
(
x′ − y′, xn − yn
)+ Gt(x′ − y′, xn + yn)] f (y)dy,
where Gt is the Gauss kernel Gt(x) = (4πt)− n2 e− |x|
2
4t .
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un = U E(t)V1u0,
u′ = E(t)V2u0 − SU E(t)V1u0, (2.1)
where the operators are deﬁned by U f = rR ′ · S(R ′ · S+ Rn)ef , V1u0 = −S ·u′0+u0n , V2u0 = u′0+ Su0n ,
R ′ = (R1, R2, . . . , Rn−1), S = (S1, S2, . . . , Sn−1), u0 = (u01,u02, . . . ,u0n) = (u′0,u0n).
Note that the Stokes ﬂow u = (u′,un) = e−t Au0 is given as a restriction ru of one vector ﬁeld
u = (u′,un):
un = R ′ · S
(
R ′ · S + Rn
)
eE(t)V1u0
= R ′ · S(R ′ · S + Rn)(−S · eE(t)u′0 + eE(t)u0n); (2.2)
u′ = E(t)V2u0 − SR ′ · S
(
R ′ · S + Rn
)
eE(t)V1u0
= E(t)u′0 + SE(t)u0n − Sun. (2.3)
Lemma 2.1. Assume that u0 = (u01,u02, . . . ,u0n) ∈ L1(Rn+) satisﬁes ∇ · u0 = 0 in Rn+ (n  2), and
u0n|∂Rn+ = 0. Let u = (u′,un) be given in (2.2), (2.3). Then
un =
n−1∑
k=1
RnRkeE(t)u0k −
n−1∑
k=1
R2keE(t)u0n
+
n−1∑
k,m=1
R2m∂kΛ
−1eE(t)u0k +
n−1∑
k=1
RnRk∂kΛ
−1eE(t)u0n; (2.4)
and for any 1 j  n − 1
u j = E(t)u0 j + RnR jeE(t)u0n +
n−1∑
k=1
RkR jeE(t)u0k
− RnRn∂ jΛ−1eE(t)u0n −
n−1∑
k=1
RnRk∂ jΛ
−1eE(t)u0k. (2.5)
Proof. Note that F(∂ j f )(ξ) = iξ jF( f )(ξ) for 1 j  n. It follows from (2.2) that for any t > 0
F(un)(ξ) = iξ
′
|ξ | ·
iξ ′
|ξ ′|
(
iξ ′
|ξ | ·
iξ ′
|ξ ′| +
iξn
|ξ |
)(
− iξ
′
|ξ ′| ·F
(
eE(t)u′0
)+F(eE(t)u0n))
=
(
− iξ
′
|ξ | ·
iξ ′
|ξ | +
iξn
|ξ |
iξ ′
|ξ | ·
iξ ′
|ξ ′|
)(
− iξ
′
|ξ ′| ·F
(
eE(t)u′0
))
+
(
− iξ
′
|ξ | ·
iξ ′
|ξ | +
iξn
|ξ |
iξ ′
|ξ | ·
iξ ′
|ξ ′|
)
F(eE(t)u0n)
=
n−1∑
k=1
iξn
|ξ |
iξk
|ξ |F
(
eE(t)u0k
)+ n−1∑
k,m=1
iξm
|ξ |
iξm
|ξ |
iξk
|ξ ′|F
(
eE(t)u0k
)
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n−1∑
k=1
(
− iξk|ξ |
iξk
|ξ | +
iξn
|ξ |
iξk
|ξ |
iξk
|ξ ′|
)
F(eE(t)u0n),
which implies that (2.4) holds.
From (2.3), (2.4), we get for any 1 j  n− 1 and t > 0
F(u j)(ξ) =F
(
E(t)u0 j
)+F(S j E(t)u0n)−F(S jun)
=F(E(t)u0 j)+ iξ j|ξ ′|F(E(t)u0n)
−
n−1∑
k=1
iξ j
|ξ ′|
(
iξn
|ξ |
iξk
|ξ | +
iξ ′
|ξ | ·
iξ ′
|ξ |
iξk
|ξ ′|
)
F(eE(t)u0k)
+
n−1∑
k=1
iξ j
|ξ ′|
(
iξk
|ξ |
iξk
|ξ | −
iξn
|ξ |
iξk
|ξ |
iξk
|ξ ′|
)
F(eE(t)u0n)
=F(E(t)u0 j)+ iξn|ξ | iξ j|ξ |F(eE(t)u0n)+
n−1∑
k=1
iξk
|ξ |
iξ j
|ξ |F
(
eE(t)u0k
)
− iξn|ξ |
iξn
|ξ |
iξ j
|ξ ′|F
(
eE(t)u0n
)− n−1∑
k=1
iξn
|ξ |
iξk
|ξ |
iξ j
|ξ ′|F
(
eE(t)u0k
)
,
which implies that (2.5) is true. 
Lemma 2.2. Let G(n−1)t denote Gauss kernel in Rn−1 (n 2), which is deﬁned by G
(n−1)
t (x
′) = (4πt)− n−12 ×
e−
|x′ |2
4t , x′ ∈Rn−1 . Then for any 1 j,k n − 1, 0  n − 1, x′ ∈Rn−1 and t > 0∣∣∂ jΛ−1G(n−1)t (x′)∣∣ Ct +1−n2 ∣∣x′∣∣−, ∀0  n − 1;
and ∣∣ΛG(n−1)t (x′)∣∣+ ∣∣∂ j∂kΛ−1G(n−1)t (x′)∣∣ Ct −n2 ∣∣x′∣∣−, ∀0  n.
Proof.
Case 1. n  3. Note that Λ−1 is equal to (−′)− 12 = (∑n−1k=1 ∂2k )− 12 , so the integral kernel of Λ−1 is
cn|x′|−n+2 for n  3, where cn is a positive constant. Therefore we get for n  3, 1  j  n − 1 and
t > 0
∂ jΛ
−1G(n−1)t
(
x′
)= cn∂ j ∫
Rn−1
∣∣x′ − y′∣∣−n+2G(n−1)t (y′)dy′.
Set x′ = t 12 z′ . Then
∂ jΛ
−1G(n−1)t
(
x′
)= cnt− n−12 ∂z j ∫
Rn−1
∣∣z′ − y′∣∣−n+2G(n−1)1 (y′)dy′
= t− n−12 ∂z jΛ−1G(n−1)1
(
z′
)
. (2.6)
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 n − 1 and t > 0∣∣∂z jΛ−1eG(n−1)1 (z′)∣∣ C ∣∣z′∣∣−. (2.7)
In fact, if (2.7) is valid, then for n 3, 1 j  n − 1, 0  n− 1 and t > 0
∣∣∂ jΛ−1G(n−1)t (x′)∣∣= t− n−12 ∣∣∂z jΛ−1G(n−1)1 (z′)∣∣ Ct− n−12 ∣∣z′∣∣− = Ct +1−n2 ∣∣x′∣∣−.
Let ψ1 ∈ C∞0 (Rn−1) be such that 0  ψ1  1, suppψ1 ⊂ {x′ ∈ Rn−1 | |x′| < 1}, and ψ1 ≡ 1 on {x′ ∈
R
n−1 | |x′| < 12 }. Set ψ2 = 1−ψ1. Then
∂z jΛ
−1eG(n−1)1
(
z′
)= cn(4π)− n−12 ∂ j ∫
Rn−1
∣∣z′ − y′∣∣−n+2ψ1(z′ − y′)e− |y′ |24 dy′
+ cn(4π)− n−12 ∂ j
∫
Rn−1
∣∣z′ − y′∣∣−n+2ψ2(z′ − y′)e− |y′ |24 dy′
= I1
(
z′
)+ I2(z′); (2.8)∣∣I1(z′)∣∣= cn(4π)− n−12 ∣∣∣∣∂ j ∫
|y′|1
∣∣y′∣∣−n+2ψ1(y′)e− |z′−y′ |24 dy′∣∣∣∣
= cn(4π)− n−12
∣∣∣∣ ∫
|y′|1
∣∣y′∣∣−n+2ψ1(y′)(− z j − y j
2
)
e−
|z′−y′ |2
4 dy′
∣∣∣∣
 C
∫
|y′|1
∣∣y′∣∣−n+2(∣∣z′∣∣+ 1)e− 14 ( |z′ |22 −1) dy′
 C
∣∣z′∣∣− for any  0; (2.9)
here we have used the fact: |z′ − y′|2  |z′|22 − 1 for any z′, y′ ∈Rn−1 satisfying |y′| 1.
I2
(
z′
)= (4π)− n−12 cn ∫
Rn−1
∣∣z′ − y′∣∣−n+2(∂z jψ2(z′ − y′))e− |y′ |24 dy′
− (4π)− n−12 (n − 2)cn
∫
Rn−1
∣∣z′ − y′∣∣−n(z j − y j)ψ2(z′ − y′)e− |y′ |24 dy′
= J1
(
z′
)+ J2(z′); (2.10)∣∣ J1(z′)∣∣ C‖∇ψ2‖L∞(Rn−1) ∫
1
2|y′|1
∣∣y′∣∣−n+2e− |z′−y′ |24 dy′
 C
∫
1
2|y′|1
∣∣y′∣∣−n+2e− 14 ( |z′ |22 −1) dy′
 C
∣∣z′∣∣− for any  0; (2.11)
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|z′−y′| 12
∣∣z′ − y′∣∣−n+1e− |y′ |24 dy′
 C
∣∣z′∣∣− ∫
|z′−y′| 12
( |z′ − y′|
|z′ − y′|n−1 +
|y′|
|z′ − y′|n−1
)
e−
|y′ |2
4 dy′
 C
∣∣z′∣∣− ∫
|z′−y′| 12
(∣∣z′ − y′∣∣+1−n + ∣∣y′∣∣∣∣z′ − y′∣∣−n+1)e− |y′ |24 dy′
 C
∣∣z′∣∣− ∫
|z′−y′| 12
(
2−−1+n + 2n−1∣∣y′∣∣)e− |y′ |24 dy′
 C
∣∣z′∣∣− for any 0  n − 1. (2.12)
From (2.8)–(2.12), we conclude that for n 3, 1 j  n − 1, 0  n − 1 and t > 0
∣∣∂z jΛ−1eG(n−1)1 (z′)∣∣ C∣∣z′∣∣−, ∀z′ ∈Rn−1,
which is (2.7).
Case 2. n = 2 and j = 1. Note that ∂1Λ−1 = S1. So for any t > 0 (see [37, p. 266])
∂x jΛ
−1G(n−1)t
(
x′
)= ∂1Λ−1G(1)t (x1)
= S1G(1)t (x1)
= 1
π
lim
→0
∫
|y1|>
y−11 G
(1)
t (x1 − y1)dy1
= 1
π
lim
→0
∫
|y1|>
G(1)t (x1 − y1)d log |y1|
= 1
π
lim
→0
{[
G(1)t (x1 − y1) log |y1|
]∣∣∞

+ [G(1)t (x1 − y1) log |y1|]∣∣−−∞
−
∫
|y1|>
(
log |y1|
)
∂y1G
(1)
t (x1 − y1)dy1
}
= 1
π
lim
→0
{[
G(1)t (x1 + )− G(1)t (x1 − )
]
log
+
∫
|y1|>
(
log |y1|
) x1 − y1
2t
G(1)t (x1 − y1)dy1
}
= 1
π
∞∫ (
log |y1|
) x1 − y1
2t
G(1)t (x1 − y1)dy1
−∞
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π
t−
1
2
∞∫
−∞
(
log
√
t + log |y1|
) z1 − y1
2
G(1)1 (z1 − y1)dy1
= 1
π
t−
1
2
∞∫
−∞
(
log |y1|
) z1 − y1
2
G(1)1 (z1 − y1)dy1
= 1
π
t−
1
2
( ∫
|y1|1
+
∫
|y1|>1
)(
log |y1|
) z1 − y1
2
G(1)1 (z1 − y1)dy1
= 1
π
t−
1
2
(
L1(z1)+ L2(z1)
); (2.13)
∣∣L1(z1)∣∣ 1
2
∣∣∣∣ ∫
|y1|1
(
log |y1|
)|z1 − y1|G(1)1 (z1 − y1)dy1∣∣∣∣
 C
(
1+ |z1|
)
e−
|z1 |2
8 + 14
∫
|y1|1
∣∣log |y1|∣∣dy1
 C()|z1|− for any  0. (2.14)
Note that
L2(z1) =
∫
|y1|>1
(
log |y1|
) z1 − y1
2
G(1)1 (z1 − y1)dy1
= −
∫
|y1|>1
(
log |y1|
)
∂y1G
(1)
1 (z1 − y1)dy1
= −[(log |y1|)G(1)1 (z1 − y1)]∣∣∞1 − [(log |y1|)G(1)1 (z1 − y1)]∣∣−1−∞
+
∫
|y1|>1
y−11 G
(1)
1 (z1 − y1)dy1
=
∫
|y1|>1
y−11 G
(1)
1 (z1 − y1)dy1.
Thus for any 0  1 and t > 0
∣∣L2(z1)∣∣ C()|z1|− ∫
|y1|>1
(|y1|−1 + |z1 − y1||y1|−1)e− |z1−y1 |24 dy1  C()|z1|−. (2.15)
Whence from (2.13)–(2.15), we obtain for n = 2, j = 1 and t > 0
∣∣∂ jΛ−1G(n−1)t (x′)∣∣ Ct −12 ∣∣x′∣∣−,
for any 0  1.
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estimate in Lemma 2.2. Note that ∂ j∂kΛ−1 = −Λ for n = 2 and j = k = 1. Similar to the proof of the
above arguments, we can verify the validity of the second estimate in Lemma 2.2, and here we omit
the details. 
Lemma 2.3. Assume that u0 = (u01,u02, . . . ,u0n) satisﬁes ∇ · u0 = 0 in Rn+ (n  2), u0n|∂Rn+ = 0. Then for
any 0 α  1, 1 k n, 1 j  n − 1 and t > 0
∥∥E(t)u0k∥∥Lq(Rn) + ∥∥∂ jΛ−1eE(t)u0k∥∥Lq(Rn)  Ct− α2 − n2 ( 1r − 1q )∥∥xαn u0∥∥Lr(Rn+)
provided that 1 r < q < ∞.
Proof. Let G(n−1)t , G
(1)
t denote Gauss kernels in R
n−1 and R1, respectively:
G(n−1)t
(
x′
)= (4πt)− n−12 e− |x′ |24t , G(1)t (xn) = (4πt)− 12 e− |xn |24t , ∀x′ ∈Rn−1, xn ∈R1.
Then the Gauss kernel Gt(x) in Rn can be written as:
Gt(x) = G(n−1)t
(
x′
)
G(1)t (xn), ∀x =
(
x′, xn
) ∈Rn.
Let 1 k n, 0 α  1. Then for any x = (x′, xn) ∈Rn and t > 0
∣∣[E(t)u0k](x)∣∣= ∣∣∣∣ ∫
Rn
G(n−1)t
(
x′ − y′)(G(1)t (xn − yn)− G(1)t (xn + yn))θ(yn)u0k(y′, yn)dy′ dyn∣∣∣∣

∫
Rn
G(n−1)t
(
x′ − y′)(G(1)t (xn − yn)+ G(1)t (xn + yn))1−α
×
∣∣∣∣∣
1∫
−1
∂xnG
(1)
t (xn − τ yn)dτ
∣∣∣∣∣
α
θ(yn)y
α
n
∣∣u0k(y′, yn)∣∣dy′ dyn

∫
Rn
k1(x, y)θ(yn)y
α
n
∣∣u0k(y′, yn)∣∣dy′ dyn, (2.16)
where
θ(xn) =
{
1 if xn  0,
0 if xn < 0.
Let 1< s < ∞. Then for any 0 α  1 and t > 0∥∥k1(x, y)∥∥Ls(Rnx)  ∥∥G(n−1)t (x′ − y′)(G(1)t (xn − yn)+ G(1)t (xn + yn))∥∥1−αLs(Rnx)
×
∥∥∥∥∥G(n−1)t (x′ − y′)
1∫
−1
∂xnG
(1)
t (xn − τ yn)dτ
∥∥∥∥∥
α
Ls(Rnx)
 Ct− α2 − n2 (1− 1s ). (2.17)
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From (2.16)–(2.18), using Young’s inequality, we conclude for any 1 k n, 0 α  1 and t > 0
∥∥E(t)u0k∥∥Lq(Rn)  Ct− α2 − n2 ( 1r − 1q )∥∥yαn u0k∥∥Lr(Rn+), (2.19)
for any 1 r < q < ∞.
Let 1 k n, 1 j  n− 1, 0 α  1. Set
k2(x, y) = ∂x jΛ−1G(n−1)t
(
x′ − y′)(G(1)t (xn − yn)+ G(1)t (xn + yn))1−α
×
∣∣∣∣∣
1∫
−1
∂xnG
(1)
t (xn − τ yn)dτ
∣∣∣∣∣
α
. (2.20)
From (2.16) and (2.20), we infer that for any 1 k n, 1 j  n − 1, 0 α  1, x = (x′, xn) ∈Rn and
t > 0
∣∣∂x jΛ−1[eE(t)u0k](x)∣∣ ∫
Rn
∣∣k2(x, y)∣∣θ(yn)yαn ∣∣u0k(y′, yn)∣∣dy′ dyn. (2.21)
Let 1< s < ∞. Then for any 1 j  n − 1, 0 α  1, y = (y′, yn) ∈Rn and t > 0∥∥k2(x, y)∥∥Ls(Rnx)  ∥∥∂x jΛ−1G(n−1)t (x′ − y′)(G(1)t (xn − yn)+ G(1)t (xn + yn))∥∥1−αLs(Rnx)
×
∥∥∥∥∥∂x jΛ−1G(n−1)t (x′ − y′)
1∫
−1
∂xnG
(1)
t (xn − τ yn)dτ
∥∥∥∥∥
α
Ls(Rnx)

∥∥∂x jΛ−1G(n−1)t (x′ − y′)∥∥1−αLs(Rn−1
x′ )
∥∥G(1)t (xn − yn)+ G(1)t (xn + yn)∥∥1−αLs(R1xn )
× ∥∥∂x jΛ−1G(n−1)t (x′ − y′)∥∥αLs(Rn−1
x′ )
∥∥∥∥∥
1∫
−1
∂xnG
(1)
t (xn − τ yn)dτ
∥∥∥∥∥
α
Ls(R1xn )
 Ct− α2 − 12 (1− 1s )
∥∥∂ jΛ−1G(n−1)t ∥∥Ls(Rn−1). (2.22)
Let 1< s < ∞. Using Lemma 2.2, we have for any 1 j  n − 1 and t > 0
∥∥∂ jΛ−1G(n−1)t ∥∥sLs(Rn−1) = ( ∫
|x′|t 12
+
∫
|x′|t 12
)∣∣∂ jΛ−1G(n−1)t (x′)∣∣s dx′
 C0t−
(n−1)s
2
∫
|x′|t 12
dx′ + Cn−1
∫
|x′|t 12
∣∣x′∣∣−(n−1)s dx′
 Ct−
(n−1)(s−1)
2 . (2.23)
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Similarly,
∥∥k2(x, y)∥∥Ls(Rny)  Ct− α2 − n2 (1− 1s ). (2.25)
From (2.21), (2.24), (2.25) and using Young’s inequality, we deduce for any 1  k  n, 1 j  n − 1,
0 α  1 and t > 0
∥∥∂ jΛ−1E(t)u0k∥∥Lq(Rn)  Ct− α2 − n2 ( 1r − 1q )∥∥yαn u0k∥∥Lr(Rn+), (2.26)
for any 1 r < q < ∞.
Combining (2.19) and (2.26), we complete the proof of Lemma 2.3. 
Proof of Theorem 1.1. Note that the Riesz operator R j (1  j  n) is bounded in Hq(Rn) = Lq(Rn)
for any 1< q < ∞. e−t Au0 = u|Rn+ , where u (given in (2.2), (2.3)) is the extension of the Stokes ﬂow
e−t Au0 from Rn+ to Rn . From Lemmata 2.1, 2.3, we derive for any 0 α  1 and t > 0∥∥e−t Au0∥∥Lq(Rn+)  ∥∥u(t)∥∥Lq(Rn)  Ct− α2 − n2 ( 1r − 1q )∥∥xαn u0∥∥Lr(Rn+), (2.27)
for any 1 r < q < ∞.
Now we recall the estimates, which can be found in [15]:
∥∥∇ke−t Aa∥∥Lq(Rn+)  Ct− k2− n2 ( 1r − 1q )‖a‖Lr(Rn+), ∀a ∈ Lrσ (Rn+), (2.28)
with k = 0,1, . . . , provided that 1 r < q∞ or 1< r  q < ∞.
Let 1 r < q∞ and take r < r1 < q. Then from (2.27) and (2.28), we conclude for any 0 α  1
and t > 0
∥∥∇ke−t Au0∥∥Lq(Rn+)  Ct− k2− n2 ( 1r1 − 1q )∥∥e− t2 Au0∥∥Lr1 (Rn+)
 Ct−
α
2 − k2− n2 ( 1r − 1q )∥∥xαn u0∥∥Lr(Rn+). 
3. Decay properties for the Navier–Stokes ﬂows in half spaces
Let g =N f denote the solution of the Neumann problem{−g = f in Rn+,
∂ν g|∂Rn+ = 0.
Then (see [18])
N =
∞∫
F (τ )dτ . (3.1)0
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P (u · ∇u) = u · ∇u +
n∑
i, j=1
∇N ∂i∂ j(uiu j). (3.2)
Lemma 3.1. Let 0< θ < 1, 0 α < 1, 1 k n and 1 q∞. Then for any u ∈ C∞0,σ (Rn+)∥∥∥∥∥
n∑
i, j=1
x−θn ∂kN ∂i∂ j(uiu j)
∥∥∥∥∥
Lq(Rn+)
 C
(‖u‖2L2q(Rn+) + ‖∇u‖2L2q(Rn+)); (3.3)∥∥∥∥∥
n∑
i, j=1
xαn ∂kN ∂i∂ j(uiu j)
∥∥∥∥∥
Lq(Rn+)
 C
(‖u‖2L2q(Rn+) + ‖∇u‖2L2q(Rn+) + ∥∥y α2n u∥∥2L2q(Rn+) + ∥∥y α2n ∇u∥∥2L2q(Rn+)). (3.4)
Especially,
∥∥∥∥∥
n∑
i, j=1
∂kN ∂i∂ j(uiu j)
∥∥∥∥∥
Lq(Rn+)
 C
(‖u‖2L2q(Rn+) + ‖∇u‖2L2q(Rn+)).
Proof. Denote the odd and even extensions of a function f from Rn+ to Rn , respectively by
f ∗
(
x′, xn
)= { f (x′, xn) if xn  0,− f (x′,−xn) if xn < 0,
and
f∗
(
x′, xn
)= { f (x′, xn) if xn  0,
f (x′,−xn) if xn < 0.
Recall that the following result holds (see [18]): Let 1  k  n and 1  q ∞, then for any u ∈
C∞0,σ (Rn+) ∥∥∥∥∥
n∑
i, j=1
∂kN ∂i∂ j(uiu j)
∥∥∥∥∥
Lq(Rn+)
 C
(‖u‖2L2q(Rn+) + ‖∇u‖2L2q(Rn+)). (3.5)
Let 1 q∞. From (3.1), (3.5), one has for any 1 k n∥∥∥∥∥
n∑
i, j=1
x−θn ∂kN ∂i∂ j(uiu j)
∥∥∥∥∥
Lq(Rn+)

∥∥∥∥∥
n∑
i, j=1
x−θn ∂k
1∫
Gτ ∗
[
∂i∂ j(uiu j)
]
∗ dτ
∥∥∥∥∥
Lq(Rn−1×(0,1))0
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∥∥∥∥∥
n∑
i, j=1
x−θn ∂k
∞∫
1
Gτ ∗
[
∂i∂ j(uiu j)
]
∗ dτ
∥∥∥∥∥
Lq(Rn−1×(0,1))
+
∥∥∥∥∥
n∑
i, j=1
∂kN ∂i∂ j(uiu j)
∥∥∥∥∥
Lq(Rn+)
 C sup
y∈Rn
∥∥∥∥∥
1∫
0
x−θn ∂kGτ (x− y)dτ
∥∥∥∥∥
L1(Rn−1×(0,1))
∥∥∥∥∥
n∑
i, j=1
∂i∂ j(uiu j)
∥∥∥∥∥
Lq(Rn+)
+ C sup
y∈Rn
n∑
i, j=1
∥∥∥∥∥
∞∫
1
x−θn ∂k∂i∂ jGτ (x− y)dτ
∥∥∥∥∥
L1(Rn−1×(0,1))
‖wij‖Lq(Rn+)
+
∥∥∥∥∥
n∑
i, j=1
∂kN ∂i∂ j(uiu j)
∥∥∥∥∥
Lq(Rn+)
, (3.6)
where wij = (uiu j)∗ if 1  i, j  n − 1 or i = j = n; win = (uiun)∗ if 1  i  n − 1; wnj = (unu j)∗ if
1 j  n − 1.
Let 1  i, j,k  n. 0 < θ < 1, q1,q2 ∈ (1,∞) such that 1q1 + 1q2 = 1 and θq1 < 1. Then for any
y = (y′, yn) ∈Rn
∥∥∥∥∥
1∫
0
x−θn ∂kGτ (x− y)dτ
∥∥∥∥∥
L1(Rn−1×(0,1))

1∫
0
∫
Rn−1
1∫
0
τ−
1
2 x−θn
|xk − yk|
2
√
τ
Gτ (x− y)dxdτ
 C
1∫
0
1∫
0
τ−1x−θn e−
(xn−yn)2
8τ dxn dτ
 C
1∫
0
τ−1
( 1∫
0
x−θq1n dxn
) 1
q1
( 1∫
0
e−
(xn−yn)2q2
8τ dxn
) 1
q2
dτ
 C
1∫
0
τ
−1+ 12q2 dτ
 C; (3.7)
and
∥∥∥∥∥
∞∫
1
x−θn ∂k∂i∂ jGτ (x− y)dτ
∥∥∥∥∥
L1(Rn−1×(0,1))

∞∫
1
τ−
3
2
∫
n−1
1∫
0
x−θn
( |xk − yk|δi, j + |xi − yi|δk, j + |x j − y j|δk,i
4
√
τR
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2
√
τ
|x j − y j|
2
√
τ
|xk − yk|
2
√
τ
)
(4πτ)−
n
2 e−
|x′−y′ |2
4τ e−
|xn−yn |2
4τ dx′ dxn dτ
 C
∞∫
1
1∫
0
τ−2x−θn e−
(xn−yn)2
8τ dxn dτ
 C
∞∫
1
τ−2
( 1∫
0
x−θq1n dxn
) 1
q1
( 1∫
0
e−
(xn−yn)2q2
8τ dxn
) 1
q2
dτ
 C
∞∫
1
τ
−2+ 12q2 dτ
 C . (3.8)
Note that for any 1 q∞
∥∥∥∥∥
n∑
i, j=1
∂i∂ j(uiu j)
∥∥∥∥∥
Lq(Rn+)
+
n∑
i, j=1
‖wij‖Lq(Rn+)  C
(‖u‖2L2q(Rn+) + ‖∇u‖2L2q(Rn+)). (3.9)
From (3.5)–(3.9), we conclude that for 0< θ < 1, 1 k n and 1 q∞
∥∥∥∥∥
n∑
i, j=1
x−θn ∂kN ∂i∂ j(uiu j)
∥∥∥∥∥
Lq(Rn+)
 C
(‖u‖2L2q(Rn+) + ‖∇u‖2L2q(Rn+)),
which is (3.3).
Now we show the validity of (3.4). Let 1  k  n and 0  α < 1. From (3.1), we get for any 1 
q∞
∥∥∥∥∥
n∑
i, j=1
xαn ∂kN ∂i∂ j(uiu j)
∥∥∥∥∥
Lq(Rn+)
=
∥∥∥∥∥
n∑
i, j=1
xαn ∂k
∞∫
0
F (τ )∂i∂ j(uiu j)dτ
∥∥∥∥∥
Lq(Rn+)
= C
∥∥∥∥∥
n∑
i, j=1
θ(xn)x
α
n ∂k
( 1∫
0
+
∞∫
1
)
Gτ ∗
[
∂i∂ j(uiu j)
]
∗ dτ
∥∥∥∥∥
Lq(Rn)
 C
∥∥∥∥∥
1∫
0
∫
Rn
|xn − yn|α
∣∣∂kGτ (x− y)∣∣
∣∣∣∣∣
[
n∑
i, j=1
∂i∂ j(uiu j)
]
∗
(y)
∣∣∣∣∣dy dτ
∥∥∥∥∥
Lq(Rn)
+ C
∥∥∥∥∥
1∫ ∫
n
∣∣∂kGτ (x− y)∣∣|yn|α
∣∣∣∣∣
[
n∑
i, j=1
∂i∂ j(uiu j)
]
∗
(y)
∣∣∣∣∣dy dτ
∥∥∥∥∥
Lq(Rn)0 R
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n∑
i, j=1
∥∥∥∥∥
∞∫
1
∫
Rn
|xn − yn|α
∣∣∂k∂i∂ jGτ (x− y)∣∣∣∣wij(y)∣∣dy dτ
∥∥∥∥∥
Lq(Rn)
+ C
n∑
i, j=1
∥∥∥∥∥
∞∫
1
∫
Rn
∣∣∂k∂i∂ jGτ (x− y)∣∣|yn|α∣∣wij(y)∣∣dy dτ
∥∥∥∥∥
Lq(Rn)
= I1 + I2 + I3 + I4; (3.10)
I1 + I2  C
1∫
0
∥∥|xn|α∂kGτ (x′, xn)∥∥L1(Rn) dτ‖∇u‖2L2q(Rn+) + C
1∫
0
‖∂kGτ ‖L1(Rn) dτ
∥∥y α2n ∇u∥∥2L2q(Rn+)
 C
∥∥|xn|α∂kG1∥∥L1(Rn)
1∫
0
τ
α
2 − 12 dτ‖∇u‖2L2q(Rn+) + C‖∂kG1‖L1(Rn)
1∫
0
τ−
1
2 dτ
∥∥y α2n ∇u∥∥2L2q(Rn+)
 C
(‖∇u‖2L2q(Rn+) + ∥∥y α2n ∇u∥∥2L2q(Rn+)); (3.11)
I3  C
n∑
i, j=1
∞∫
1
∫
Rn
|xn|α
∣∣∂k∂i∂ jGτ (x′, xn)∣∣dxdτ‖wij‖Lq(Rn+)
 C
∞∫
1
τ
α
2 − 32 dτ‖u‖2L2q(Rn+)
n∑
i, j=1
∫
Rn
|xn|α
∣∣∂k∂i∂ jG1(x′, xn)∣∣dx
 C‖u‖2L2q(Rn+); (3.12)
I4  C
n∑
i, j=1
∞∫
1
τ−
3
2 dτ‖∂i∂ j∂kG1‖L1(Rn)
∥∥yαn wij∥∥Lq(Rn+)  C∥∥y α2n u∥∥2L2q(Rn+). (3.13)
From (3.10)–(3.13), we infer that (3.4) holds. 
Lemma 3.2. (See [15,19].) Suppose that u0 ∈ L1(Rn+)∩ L2σ (Rn+)∩ Lr(Rn+) (n 2) for 1< r < ∞. Let u be the
strong solution of (1.1). Then for all t > 0
∥∥u(t)∥∥Lr(Rn+)  C(1+ t)− n2 (1− 1r );∥∥u(t)∥∥L∞(Rn+)  Ct− n2 (1+ t− n−12 );∥∥∇u(t)∥∥Lr(Rn+)  Ct− 12− n2 (1− 1r );∥∥∇2u(t)∥∥Lr(Rn+)  Ct−1− n2 (1− 1r )(1+ t1−n).
Further if u0 satisﬁes ‖xnu0‖L1(Rn+) < ∞. Then for any t > 0,∥∥u(t)∥∥Lr(Rn+)  C(1+ t)− 12− n2 (1− 1r );∥∥u(t)∥∥L∞(Rn )  Ct− n+12 (1+ t− n2 );+
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and ∥∥∇2u(t)∥∥Lr(Rn+)  Ct− 32− n2 (1− 1r )(1+ t−n).
Proof of Theorem 1.2. Let u be the strong solution of (1.1). Then it can be expressed as (see [34,35])
u(x, t) =
∫
R
n+
M(x, y, t)u0(y)dy −
t∫
0
∫
R
n+
M(x, y, t − s)Pu(y, s) · ∇u(y, s)dy ds,
where M= (Mij)i, j=1,2,...,n is deﬁned as follows for 1 i, j  n
Mij(x, y, t) = δi j
(
Gt(x− y)− Gt
(
x− y∗))+ M∗i j(x, y, t) = δi jGt(x− y)+ N∗i j(x, y, t).
Here
M∗i j(x, y, t) = 4(1− δ jn)
∂
∂x j
xn∫
0
∫
Rn−1
∂E(x− z)
∂xi
Gt
(
z − y∗)dz,
and
N∗i j(x, y, t) = −δi jGt
(
x− y∗)+ M∗i j(x, y, t),
y∗ = (y1, y2, . . . ,−yn), Gt(x) = (4πt)− n2 e− |x|
2
4t is the Gauss kernel, and
E(z) =
⎧⎨⎩−
Γ ( n2 )
2(n−2)π n2
1
|z|n−2 if n > 2,
1
2π log |z| if n = 2,
is the fundamental solution of the Laplace equation. In addition, it holds for M∗i j , N
∗
i j :∣∣∂ st ∂x ∂my M∗i j(x, y, t)∣∣+ ∣∣∂ st ∂x ∂my N∗i j(x, y, t)∣∣
 Ct−s−
mn
2
(
t + x2n
)− n2 (∣∣x− y∗∣∣2 + t)− n+|′ |+|m′ |2 e− cy2nt , (3.14)
where m = (m1,m2, . . . ,mn−1,mn) = (m′,mn),  = (1, 2, . . . , n−1, n) = (′, n).
We ﬁrstly verify that (1.2) holds for n 2 under the assumption: ‖xnu0‖L1(Rn+) < ∞. Let 1< r ∞
and 0< β <min{1,n(1− 1r )}, n 2. Then for any t > 0∥∥∥∥ ∫
R
n+
xβnM(·, y, t)u0(y)dy
∥∥∥∥
Lr(Rn+)
 C
∫
R
n
(∥∥|xn − yn|βGt(· − y)∥∥Lr(Rn+) + ‖Gt‖Lr(Rn+) yβn )∣∣u0(y)∣∣dy
+
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y=(y′,yn)∈Rn+
∥∥xβn (∣∣x′ − y′∣∣+ (xn + yn)+ √t )−n∥∥Lr(Rn+)
 C
(
t−
n
2 (1− 1r )+ β2 + t− n2 (1− 1r )); (3.15)
and for any 1 k n
∥∥∥∥ ∫
R
n+
xβn ∂xkM(·, y, t)u0(y)dy
∥∥∥∥
Lr(Rn+)
 C
∫
R
n+
(∥∥|xn − yn|β∂kGt(· − y)∥∥Lr(Rn+) + ‖∂kGt‖Lr(Rn+) yβn )∣∣u0(y)∣∣dy
+ C‖u0‖L1(Rn+) sup
y=(y′,yn)∈Rn+
∥∥xβn (xn + √t)−1n(∣∣x′ − y′∣∣+ (xn + yn)+ √t )−n−|1′| dx∥∥Lr(Rn+)
 C
(
t−
1
2− n2 (1− 1r )+ β2 + t− 12− n2 (1− 1r )) where 1 = ∣∣(1′,1n)∣∣. (3.16)
By (3.2) and Lemmata 3.1, 3.2, one has for any 0< β <min{1,n(1− 1r )}, 1< r < ∞ and t > 0
∥∥∥∥∥xβn
t
2∫
0
∫
R
n+
M(·, y, t − s)Pu(y, s) · ∇u(y, s)dy ds
∥∥∥∥∥
Lr(Rn+)
 C
t
2∫
0
∫
R
n+
∥∥|xn − yn|βGt−s(· − y)∥∥Lr(Rn+)∣∣Pu(y, s) · ∇u(y, s)∣∣dy ds
+ C
t
2∫
0
∫
R
n+
‖Gt−s‖Lr(Rn+) y
β
n
∣∣Pu(y, s) · ∇u(y, s)∣∣dy ds
+ C
t
2∫
0
sup
y∈Rn+
∥∥xβnN ∗(·, y, t − s)∥∥Lr(Rn+)∥∥Pu(s) · ∇u(s)∥∥L1(Rn+) ds
 Ct− n2 (1− 1r )
t
2∫
0
∥∥yβn Pu(s) · ∇u(s)∥∥L1(Rn+) ds
+ Ct− n2 (1− 1r )+ β2
t
2∫
0
(∥∥u(s)∥∥2L2(Rn+) + ∥∥∇u(s)∥∥2L2(Rn+))ds
+ C
t
2∫
sup
y=(y′,yn)∈Rn+
∥∥xβn (∣∣x′ − y′∣∣2 + (xn + yn)2 + t − s)− n2 ∥∥Lr(Rn+)∥∥Pu(s) · ∇u(s)∥∥L1(Rn+) ds
0
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t
2∫
0
(∥∥x β2n u(s)∥∥2L2(Rn+) + ∥∥x β2n ∇u(s)∥∥2L2(Rn+))ds
+ C(t− n2 (1− 1r )+ β2 + t− n2 (1− 1r ))(
t
2∫
0
(1+ s)− n+22 ds +
∞∫
0
∥∥∇u(s)∥∥2L2(Rn+) ds
)
 Ct− n2 (1− 1r )+
β
2
(
1+ t− β2 )+ Ct− n2 (1− 1r )
t
2∫
0
(∥∥xβn u(s)∥∥Lr(Rn+)∥∥u(s)∥∥L rr−1 (Rn+)
+ ∥∥xβn∇u(s)∥∥Lr(Rn+)∥∥∇u(s)∥∥L rr−1 (Rn+))ds
 Ct− n2 (1− 1r )+
β
2
(
1+ t− β2 )+ Ct− n2 (1− 1r ) f1(t)
t
2∫
0
(1+ s)− 12− n2r ds
+ Ct− n2 (1− 1r ) f2(t)
t
2∫
0
(1+ s)−1− n2r ds
 Ct− n2 (1− 1r )+
β
2
(
1+ t− β2 )+ Ct− n2 (1− 1r )(L(t) f1(t)+ f2(t)), (3.17)
where f1(t) = sup0<st ‖xβn u(s)‖Lr (Rn+) , f2(t) = sup0<st ‖x
β
n∇u(s)‖Lr (Rn+) and
L(t) =
⎧⎪⎨⎪⎩
(1+ t) 12 (1− nr ) if r > n,
log(1+ t) if r = n,
1 if r < n.
Similarly, let 1 k n, then for 1< r < ∞ and 0< β <min{1,n(1− 1r )}
∥∥∥∥∥xβn
t
2∫
0
∫
R
n+
∂xkM(·, y, t − s)Pu(y, s) · ∇u(y, s)dy ds
∥∥∥∥∥
Lr(Rn+)
 C
t
2∫
0
∫
R
n+
∥∥|xn − yn|β∂xk Gt−s(· − y)∥∥Lr(Rn+)∣∣Pu(y, s) · ∇u(y, s)∣∣dy ds
+ C
t
2∫
0
∫
R
n+
‖∂kGt−s‖Lr(Rn+) y
β
n
∣∣Pu(y, s) · ∇u(y, s)∣∣dy ds
+ C
t
2∫
sup
y∈Rn+
∥∥xβn ∂xkN ∗(·, y, t − s)∥∥Lr(Rn+)∥∥Pu(s) · ∇u(s)∥∥L1(Rn+) ds
0
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t
2∫
0
∥∥yβn Pu(s) · ∇u(s)∥∥L1(Rn+) ds
+ Ct− 12− n2 (1− 1r )+ β2
t
2∫
0
(∥∥u(s)∥∥2L2(Rn+) + ∥∥∇u(s)∥∥2L2(Rn+))ds
+ C
t
2∫
0
(t − s)− 12− n2 (1− 1r )+ β2 ∥∥Pu(s) · ∇u(s)∥∥L1(Rn+) ds
 Ct− 12− n2 (1− 1r )
t
2∫
0
(∥∥x β2n u(s)∥∥2L2(Rn+) + ∥∥x β2n ∇u(s)∥∥2L2(Rn+))ds
+ C(t− 12− n2 (1− 1r )+ β2 + t− 12− n2 (1− 1r ))(
t
2∫
0
(1+ s)− n+22 ds +
∞∫
0
∥∥∇u(s)∥∥2L2(Rn+) ds
)
 Ct− 12− n2 (1− 1r )+
β
2
(
1+ t− β2 )
+ Ct− 12− n2 (1− 1r )
t
2∫
0
(∥∥xβn u(s)∥∥Lr(Rn+)∥∥u(s)∥∥L rr−1 (Rn+) + ∥∥xβn∇u(s)∥∥Lr(Rn+)∥∥∇u(s)∥∥L rr−1 (Rn+))ds
 Ct− 12− n2 (1− 1r )+
β
2
(
1+ t− β2 )+ Ct− 12− n2 (1− 1r )(L(t) f1(t)+ f2(t)). (3.18)
Let 1< r ∞ and 0< β <min{1,n(1− 1r )}, and take r1, r2 > 1 such that 1+ 1r = 1r1 + 1r2 . Moreover,
1− 2+βn < 1r1 < 1−
β
n . By (3.2), Young’s inequality and Lemmata 3.1, 3.2, we obtain for any t > 0
∥∥∥∥∥xβn
t∫
t
2
∫
R
n+
M(·, y, t − s)Pu(y, s) · ∇u(y, s)dy ds
∥∥∥∥∥
Lr(Rn+)
 C
t∫
t
2
sup
y∈Rn+
∥∥|xn − yn|βGt−s(· − y)∥∥L1(Rn+)∥∥Pu(s) · ∇u(s)∥∥Lr(Rn+) ds
+ C
t∫
t
2
‖Gt−s‖L1(Rn+)
∥∥yβn Pu(s) · ∇u(s)∥∥Lr(Rn+) ds
+ C
t∫
t
sup
y∈Rn+
∥∥xβnN ∗(·, y, t − s)∥∥Lr1 (Rn+)∥∥Pu(s) · ∇u(s)∥∥Lr2 (Rn+) ds
2
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t∫
t
2
(
1+ (t − s) β2 )(∥∥u(s)∥∥2L2r(Rn+) + ∥∥∇u(s)∥∥2L2r(Rn+)
+ ∥∥y β2n u(s)∥∥2L2r(Rn+) + ∥∥y β2n ∇u(s)∥∥2L2r(Rn+))ds
+ C
t∫
t
2
(t − s)− n2 (1− 1r1 )+
β
2
(∥∥u(s)∥∥2L2r2 (Rn+) + ∥∥∇u(s)∥∥2L2r2 (Rn+))ds
 C
t∫
t
2
(
1+ (t − s) β2 )(s−1−n(1− 12r ) + s−2−n(1− 12r ))ds
+ C
t∫
t
2
(
1+ (t − s) β2 )(∥∥xβn u(s)∥∥Lr(Rn+)∥∥u(s)∥∥L∞(Rn+)
+ ∥∥xβn∇u(s)∥∥Lr(Rn+)∥∥∇u(s)∥∥ 12L2n(Rn+)∥∥∇2u(s)∥∥ 12L2n(Rn+))ds
+ C
t∫
t
2
(t − s)− n2 (1− 1r1 )+
β
2
(
s
−1−n(1− 12r2 ) + s−2−n(1− 12r2 ))ds
 Ct− n2− n2 (1− 1r )+
β
2
(
1+ t− β2 )(1+ t−1)
+ Ct− n−12 + β2 (1+ t− β2 )(1+ t− n2 )( f1(t)+ t− 12 f2(t)), (3.19)
where f1(t), f2(t) are given in the proof of (3.17), and we have used the Gagliardo–Nirenberg in-
equality on the half space (see (4.1) in [11] for example): Let f ∈ W 1,s(Rn+), n < s < ∞. Then
‖h‖L∞(Rn+)  C‖h‖
1− ns
Ls(Rn+)
‖∇h‖
n
s
Ls(Rn+)
.
Similarly, let 1 k n, then for 1< r ∞ and 0< β <min{1,n(1− 1r )}
∥∥∥∥∥xβn
t∫
t
2
∫
R
n+
∂xkM(·, y, t − s)Pu(y, s) · ∇u(y, s)dy ds
∥∥∥∥∥
Lr(Rn+)
 C
t∫
t
2
sup
y∈Rn+
∥∥|xn − yn|β∂xk Gt−s(x− y)∥∥L1(Rn+)∥∥Pu(s) · ∇u(s)∥∥Lr(Rn+) ds
+ C
t∫
t
‖∂kGt−s‖L1(Rn+)
∥∥yβn Pu(s) · ∇u(s)∥∥Lr(Rn+) ds2
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t∫
t
2
sup
y∈Rn+
∥∥xβn ∂xkN ∗(x, y, t − s)∥∥L1(Rn+)∥∥Pu(s) · ∇u(s)∥∥Lr(Rn+) ds
 C
t∫
t
2
(
(t − s)− 12 + (t − s)− 12+ β2 )(∥∥u(s)∥∥2L2r(Rn+) + ∥∥∇u(s)∥∥2L2r(Rn+)
+ ∥∥xβn u(s)∥∥Lr(Rn+)∥∥u(s)∥∥L∞(Rn+) + ∥∥xβn∇u(s)∥∥Lr(Rn+)∥∥∇u(s)∥∥ 12L2n(Rn+)∥∥∇2u(s)∥∥ 12L2n(Rn+))ds
 Ct− 12− n2− n2 (1− 1r )+
β
2
(
1+ t− β2 )(1+ t−1)
+ Ct− n2+ β2 (1+ t− β2 )(1+ t− n2 )( f1(t)+ t− 12 f2(t)), (3.20)
where f1(t), f2(t) are given in (3.17).
From (3.15)–(3.20), we obtain for 1< r < ∞ and 0< β <min{1,n(1− 1r )}
f1(t)+ f2(t) Ct− n2 (1− 1r )+ β2
(
1+ t− 12 )(1+ t− β2 )
+ Ct− n2− n2 (1− 1r )+ β2 (1+ t− β2 )(1+ t− 12 )(1+ t−1)
+ Ct− n2 (1− 1r )(1+ t− 12 )(L(t) f1(t)+ f2(t))
+ Ct− n−12 + β2 (1+ t− β2 )(1+ t− 12 )(1+ t− n2 )( f1(t)+ t− 12 f2(t)).
So there exists t0 > 0, which is independent of t , such that for any t  t0
f1(t)+ f2(t) Ct− n2 (1− 1r )+ β2 ,
which implies that for any t  t0, (1.2) holds with n 2 and 1< r < ∞.
Now we verify that (1.2) holds with n  2 and r = ∞ under the assumption: ‖xnu0‖L1(Rn+) < ∞.
Following the proof of (3.17) and using (1.2) with n 2 and r = 2, one has for 0< β < 1 and t > 0
∥∥∥∥∥xβn
t
2∫
0
∫
R
n+
M(·, y, t − s)Pu(y, s) · ∇u(y, s)dy ds
∥∥∥∥∥
L∞(Rn+)
 C
t
2∫
0
∫
R
n+
∥∥|xn − yn|βGt−s(· − y)∥∥L∞(Rn+)∣∣Pu(y, s) · ∇u(y, s)∣∣dy ds
+ C
t
2∫
0
∫
R
n+
‖Gt−s‖L∞(Rn+) y
β
n
∣∣Pu(y, s) · ∇u(y, s)∣∣dy ds
+ C
t
2∫
sup
y∈Rn+
∥∥xβnN ∗(·, y, t − s)∥∥L∞(Rn+)∥∥Pu(s) · ∇u(s)∥∥L1(Rn+) ds
0
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β
2
(
1+ t− β2 )+ Ct− n2
t
2∫
0
(∥∥xβn u(s)∥∥L2(Rn+)∥∥u(s)∥∥L2(Rn+)
+ ∥∥xβn∇u(s)∥∥L2(Rn+)∥∥∇u(s)∥∥L2(Rn+))ds
 Ct− n2+
β
2
(
1+ t− β2 )+ Ct− n2
t
2∫
0
(1+ s)− n+12 + β2 ds
 Ct− n2+
β
2
(
1+ t− β2 ). (3.21)
Similarly, following the proof of (3.18) and using Lemma 3.2, (1.2) with n  2 and r = 2, we get for
any 1 k n, 0< β < 1 and t > 0
∥∥∥∥∥xβn
t
2∫
0
∫
R
n+
∂xkM(·, y, t − s)Pu(y, s) · ∇u(y, s)dy ds
∥∥∥∥∥
L∞(Rn+)
 Ct− 12− n2+
β
2
(
1+ t− β2 ). (3.22)
Note that (3.15), (3.16), (3.19) and (3.20) hold for r = ∞. From (3.21) and (3.22), we conclude for any
t > 0 and 0< β < 1
g1(t)+ g2(t) Ct− n2+ β2
(
1+ t− 12 )(1+ t− β2 )
+ Ct−n+ β2 (1+ t− β2 )(1+ t− 12 )(1+ t−1)
+ Ct− n−12 + β2 (1+ t− β2 )(1+ t− 12 )(1+ t− n2 )(g1(t)+ t− 12 g2(t)),
where g1(t) = sup0<st ‖xβn u(s)‖L∞(Rn+) , g2(t) = sup0<st ‖x
β
n∇u(s)‖L∞(Rn+) .
So there exists t1 > 0, which is independent of t , such that for any t  t1 and 0< β < 1
g1(t)+ g2(t) Ct− n2+ β2 ,
which implies that for any t  t1, (1.2) holds with n 2 and r = ∞.
Now we show that (1.2) is true for n  3 without the assumption: ‖xnu0‖L1(Rn+) < ∞. From
Lemma 3.2, following the proof of (3.17), one has for any 0< β <min{1,n(1− 1r )}, n 3, 1< r < ∞
and t > 0
∥∥∥∥∥xβn
t
2∫
0
∫
R
n+
M(·, y, t − s)Pu(y, s) · ∇u(y, s)dy ds
∥∥∥∥∥
Lr(Rn+)
 Ct− n2 (1− 1r )
t
2∫
0
(∥∥x β2n u(s)∥∥2L2(Rn+) + ∥∥x β2n ∇u(s)∥∥2L2(Rn+))ds
+ C(t− n2 (1− 1r )+ β2 + t− n2 (1− 1r ))(
t
2∫
(1+ s)− n2 ds +
∞∫ ∥∥∇u(s)∥∥2L2(Rn+) ds
)0 0
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β
2
(
1+ t− β2 )+ Ct− n2 (1− 1r )
t
2∫
0
(∥∥xβn u(s)∥∥Lr(Rn+)∥∥u(s)∥∥L rr−1 (Rn+)
+ ∥∥xβn∇u(s)∥∥Lr(Rn+)∥∥∇u(s)∥∥L rr−1 (Rn+))ds
 Ct− n2 (1− 1r )+
β
2
(
1+ t− β2 )+ Ct− n2 (1− 1r ) f1(t)
t
2∫
0
(1+ s)− n2r ds
+ Ct− n2 (1− 1r ) f2(t)
t
2∫
0
(1+ s)− 12− n2r ds
 Ct− n2 (1− 1r )+
β
2
(
1+ t− β2 )+ Ct− n2 (1− 1r )(X(t) f1(t)+ L(t) f2(t)), (3.23)
where f1(t), f2(t), L(t) are given in (3.17); and
X(t) =
⎧⎪⎨⎪⎩
(1+ t)1− n2r if r > n2 ,
log(1+ t) if r = n2 ,
1 if r < n2 .
Similar to the proof of (3.18), we have for n 3, 0< β <min{1,n(1− 1r )}, 1< r < ∞ and t > 0∥∥∥∥∥xβn
t
2∫
0
∫
R
n+
∂xkM(·, y, t − s)Pu(y, s) · ∇u(y, s)dy ds
∥∥∥∥∥
Lr(Rn+)
 Ct− 12− n2 (1− 1r )+
β
2
(
1+ t− β2 )+ Ct− 12− n2 (1− 1r )(X(t) f1(t)+ L(t) f2(t)). (3.24)
Following the proofs of (3.19) and (3.20), we infer that for n 3, 0< β <min{1,n(1− 1r )}, 1< r ∞
and t > 0 ∥∥∥∥∥xβn
t∫
t
2
∫
R
n+
M(·, y, t − s)Pu(y, s) · ∇u(y, s)dy ds
∥∥∥∥∥
Lr(Rn+)
 Ct− n−22 − n2 (1− 1r )+
β
2
(
1+ t− β2 )(1+ t−1)
+ Ct− n−22 + β2 (1+ t− β2 )(1+ t− n−12 )( f1(t)+ t− 12 f2(t)), (3.25)
and ∥∥∥∥∥xβn
t∫
t
2
∫
R
n+
∂xkM(·, y, t − s)Pu(y, s) · ∇u(y, s)dy ds
∥∥∥∥∥
Lr(Rn+)
 Ct− n−12 − n2 (1− 1r )+
β
2
(
1+ t− β2 )(1+ t−1)
+ Ct− n−12 + β2 (1+ t− β2 )(1+ t− n−12 )( f1(t)+ t− 12 f2(t)). (3.26)
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f1(t)+ f2(t) Ct− n2 (1− 1r )+ β2
(
1+ t− β2 )(1+ t− 12 )
+ Ct− n−22 − n2 (1− 1r )+ β2 (1+ t− β2 )(1+ t− 12 )(1+ t−1)
+ Ct− n2 (1− 1r )(1+ t− 12 )(X(t) f1(t)+ L(t) f2(t))
+ Ct− n−22 + β2 (1+ t− β2 )(1+ t− 12 )(1+ t− n−12 )( f1(t)+ t− 12 f2(t)).
So there exists t2 > 0, which is independent of t , such that for n  3, 1 < r < ∞, 0 < β <
min{1,n(1− 1r )} and t  t2
f1(t)+ f2(t) Ct− n2 (1− 1r )+ β2 (3.27)
which implies that for any t  t2, (1.2) holds with n 3 and 1< r < ∞.
Now we show the validity of (1.2) for n 3 and r = ∞ without the assumption: ‖xnu0‖L1(Rn+) < ∞.
Following the proof of (3.17) and using Lemma 3.2, (1.2) with n 3 and r = 2, one has for 0< β < 1
and t > 0
∥∥∥∥∥xβn
t
2∫
0
∫
R
n+
M(·, y, t − s)Pu(y, s) · ∇u(y, s)dy ds
∥∥∥∥∥
L∞(Rn+)
 Ct− n2+
β
2
(
1+ t− β2 )
t
2∫
0
(1+ s)− n2 ds
+ Ct− n2
t
2∫
0
(∥∥xβn u(s)∥∥L2(Rn+)∥∥u(s)∥∥L2(Rn+) + ∥∥xβn∇u(s)∥∥L2(Rn+)∥∥∇u(s)∥∥L2(Rn+))ds
 Ct− n2+
β
2
(
1+ t− β2 )+ Ct− n2
t
2∫
0
(1+ s)− n2+ β2 ds
 Ct− n2+
β
2
(
1+ t− β2 ). (3.28)
Let 1 k  n, following the proof of (3.18) and using Lemma 3.2, (1.2) with n  3 and r = 2, we get
for 0< β < 1 and t > 0
∥∥∥∥∥xβn
t
2∫
0
∫
R
n+
∂xkM(·, y, t − s)Pu(y, s) · ∇u(y, s)dy ds
∥∥∥∥∥
L∞(Rn+)
 Ct− 12− n2+
β
2
(
1+ t− β2 ). (3.29)
Note that (3.15), (3.16), (3.25) and (3.26) hold for r = ∞. Using (3.28) and (3.29), we conclude for any
t > 0 and 0< β < 1
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(
1+ t− β2 )(1+ t− 12 )
+ Ct−n+1+ β2 (1+ t− β2 )(1+ t− 12 )(1+ t−1)
+ Ct− n−22 + β2 (1+ t− β2 )(1+ t− 12 )(1+ t− n−12 )(g1(t)+ t− 12 g2(t)),
where g1(t), g2(t) are given in the above proof of (1.2) with n 2 and r = ∞.
So there exists t3 > 0, which is independent of t , such that for any t  t3 and 0< β < 1
g1(t)+ g2(t) Ct− n2+ β2
which implies that for any t  t3, (1.2) holds with n 3 and r = ∞. 
Lemma 3.3. Let 1< r < ∞ and 1 i, j,k n − 1, n 2. Then the estimates hold for any t > 0
‖ΛeGt‖Lr(Rn) + ‖∂ieGt‖Lr(Rn) +
∥∥∂ j∂kΛ−1eGt∥∥Lr(Rn)  Ct− 12− n2 (1− 1r ). (3.30)
Proof. The following estimates for the Gauss kernel Gt are from [17]: Assume that real parameters 
and m satisfy 0  n and m 0. Then for any t > 0
∣∣∂ jGt(x)∣∣ C,mt +m−n−12 ∣∣x′∣∣−|xn|−m for 1 j  n with n 2;∣∣∂ j∂kΛ−1Gt(x)∣∣ C,mt +m−n−12 ∣∣x′∣∣−|xn|−m for 1 j,k n − 1 with n 3;∣∣ΛGt(x)∣∣ C,mt +m−n−12 ∣∣x′∣∣−|xn|−m with n 2.
Note that ∂ j∂kΛ−1 = −Λ if n = 2, j = k = 1. Let 1 < r < ∞ and 1  i, j,k  n − 1. Then for any
0  n and m 0,
‖ΛeGt‖Lr(Rn) + ‖∂ieGt‖Lr(Rn) +
∥∥∂ j∂kΛ−1eGt∥∥Lr(Rn)
 ‖ΛGt‖Lr(Rn) + ‖∂iGt‖Lr(Rn) + ‖∂ j∂kΛ−1Gt‖Lr(Rn)

4∑
q=1
C,mt
+m−n−1
2
(∫
Ωq
∣∣x′∣∣−r |xn|−mr dx′ dxn) 1r , (3.31)
where Ωq (q = 1,2,3,4) are deﬁned as follows:
Ω1 =
{(
x′, xn
) ∈Rn; ∣∣x′∣∣ t 12 and |xn| t 12 };
Ω2 =
{(
x′, xn
) ∈Rn; ∣∣x′∣∣> t 12 and |xn| t 12 };
Ω3 =
{(
x′, xn
) ∈Rn; ∣∣x′∣∣ t 12 and |xn| > t 12 };
Ω4 =
{(
x′, xn
) ∈Rn; ∣∣x′∣∣> t 12 and |xn| > t 12 }.
For each integration in (3.31), we take suitable  and m such that  = m = 0 in Ω1;  = n, m = 0
in Ω2;  = 0, m = 2 in Ω3; n−1r <  n, m> 1r with 1< r < ∞ in Ω4. Then for any t > 0
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q=1
C,mt
+m−n−1
2
(∫
Ωq
∣∣x′∣∣−r |xn|−mr dx′ dxn) 1r  Ct− 12− n2 (1− 1r ). (3.32)
Combining (3.31) and (3.32), we conclude that (3.30) is true. 
The following lemma plays a crucial role in the proof of the main result, which can make us to
avoid the singularity in considering the decay of the second derivatives of solutions of (1.1).
Lemma 3.4. Let 1 < q < ∞. Assume that a = (a1,a2, . . . ,an) ∈ W 1,q(Rn+) (n  2) satisﬁes ∇ · a = 0 in Rn+
and an|∂Rn+ = 0. Then for any 0< θ < 1 and t > 0
∥∥∇2e−t Aa∥∥L∞(Rn+)  C(θ,q)(t− 12− n2q ‖∇a‖Lq(Rn+) + t−1+ θ2− n2q ∥∥y−θn a∥∥Lq(Rn+)). (3.33)
Proof. Note that the Stokes ﬂow e−t Aa is given as a restriction ru of one vector ﬁeld u = (u′,un),
where un,u′ are given in (2.2), (2.3) respectively. Moreover, from Lemma 1.2 in [17], we conclude for
any 1 k, j  n and t > 0
∂k∂ jun = −R j
{
R ′ · ∂kΛeE(t)a′ − Rn∇′ · ∂keE(t)a′ + R ′ · ∇′∂keE(t)an + Rn∂kΛeE(t)an
}
= −R j
{
R ′ ·ΛeE(t)(1− δkn)∂ka′ + δknRnΛeE(t)∇′ · a′
− Rn∇′ · eE(t)(1− δkn)∂ka′ − δknRn∂neE(t)∇′ · a′
+ R ′ · ∇′eE(t)(1− δkn)∂kan + δknR ′ · ∂neE(t)∇′an
+ RnΛeE(t)(1− δkn)∂kan + δknRnΛeF (t)∂nan
}
, (3.34)
where δkn = 0 if 1 k n − 1; δkn = 1 if k = n; ∇′ = (∂1, ∂2, . . . , ∂n−1).
Let 1 k n. Then for any t > 0
∂k∂nu
′ = ∂k∂nE(t)a′ − ∂k∇′
(∇′Λ−1 · F (t)a′)
+ Rn
{
R ′∇′ · ∂keE(t)a′ − Rn∂k∇′
(∇′Λ−1 · eE(t)a′)− R ′Λ∂keE(t)an + Rn∇′∂keE(t)an}
= ∂nE(t)(1− δkn)∂ka′ + δkn∂n∂nE(t)a′
− ∇′(∇′Λ−1 · F (t)(1− δkn)∂ka′)− ∇′(∇′Λ−1 · E(t)δkn∂na′)
+ Rn
{
R ′∇′ · eE(t)(1− δkn)∂ka′ + R ′δkn∂neE(t)∇′ · a′
− Rn∇′
(∇′Λ−1 · eE(t)(1− δkn)∂ka′)− Rn∇′(∇′Λ−1 · δkn∂neE(t)a′)
− R ′ΛeE(t)(1− δkn)∂kan − R ′ΛδkneF (t)∂nan
+ Rn∇′eE(t)(1− δkn)∂kan + Rnδkn∇′eF (t)∂nan
}
. (3.35)
Let 1 k n, 1 j  n − 1. Then for any t > 0
∂k∂ ju
′ = ∂k∂ j E(t)a′ + ∂ j∂k∇′Λ−1E(t)an
+ Rk
{
R ′∇′ · ∂ jeE(t)a′ − Rn∇′
(
∂ j∇′Λ−1 · eE(t)a′
)
− R ′∂ jΛeE(t)an + Rn∇′∂ jeE(t)an
}
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+ Rk
{
R ′∇′ · eE(t)∂ ja′ − Rn∇′
(∇′Λ−1 · eE(t)∂ ja′)
− R ′ΛeE(t)∂ jan + Rn∇′eE(t)∂ jan
}
. (3.36)
To proceed, we recall a known result, which will be used frequently. Let K be an integral operator
deﬁned by
K f (x) =
∫
Rn
k(x, y) f (y)dy, ∀x ∈Rn.
Note that the Riesz operators R j ( j = 1,2, . . . ,n) are bounded on Hr(Rn) = Lr(Rn) with 1 < r < ∞
(see [36] for example). Using Young’s inequality, we have for all 1 j,m n, 1< q < ∞ and t > 0
‖R j RmK f ‖L∞(Rn) =
∥∥∥∥∫
Rn
Rx j Rxmk(x, y) f (y)dy
∥∥∥∥
L∞(Rnx)
 sup
x∈Rn
∥∥Rx j Rxmk(x, y)∥∥
L
q
q−1 (Rny)
‖ f ‖Lq(Rn)
 |||R j||||||Rm||| sup
x∈Rn
∥∥k(x, y)∥∥
L
q
q−1 (Rny)
‖ f ‖Lq(Rn).
Let 1 < q < ∞ and 1q + 1q′ = 1. From (3.34)–(3.36) and Lemma 3.3, we conclude for any 1  k, j  n
and t > 0
‖∂k∂ jun‖L∞(Rn)  C |||R j|||
{∣∣∣∣∣∣R ′∣∣∣∣∣∣‖ΛeGt‖Lq′ (Rn)∥∥∂ka′∥∥Lq(Rn)
+ |||Rn|||‖ΛeGt‖Lq′ (Rn)
∥∥∇′ · a′∥∥Lq(Rn)
+ |||Rn|||
∥∥∇′eGt∥∥Lq′ (Rn)∥∥∂ka′∥∥Lq(Rn)
+ |||Rn|||‖∂neGt‖Lq′ (Rn)
∥∥∇′ · a′∥∥Lq(Rn)
+ ∣∣∣∣∣∣R ′∣∣∣∣∣∣∥∥∇′eGt∥∥Lq′ (Rn)‖∂kan‖Lq(Rn)
+ ∣∣∣∣∣∣R ′∣∣∣∣∣∣‖∂neGt‖Lq′ (Rn)∥∥∇′an∥∥Lq(Rn)
+ |||Rn|||‖ΛeGt‖Lq′ (Rn)‖∂kan‖Lq(Rn)
+ |||Rn|||‖ΛeGt‖Lq′ (Rn)‖∂nan‖Lq(Rn)
}
 Ct−
1
2− n2q ‖∇a‖Lq(Rn+). (3.37)
Let 1 k n, 1 j  n− 1. Then for any t > 0
∥∥∂k∂ ju′∥∥L∞(Rn)  ‖∂kGt‖Lq′ (Rn)∥∥∂ ja′∥∥Lq(Rn) + ∥∥∂ j∇′Λ−1Gt∥∥Lq′ (Rn)‖∂kan‖Lq(Rn)
+ ∥∥∂ j∇′Λ−1Gt∥∥Lq′ (Rn)‖∂nan‖Lq(Rn)
+ C |||Rk|||
{∣∣∣∣∣∣R ′∣∣∣∣∣∣∥∥∇′eGt∥∥Lq′ (Rn)∥∥∂ ja′∥∥Lq(Rn)
+ |||Rn|||
∥∥∇′∇′Λ−1eGt∥∥ q′ n ∥∥∂ ja′∥∥ q nL (R ) L (R )
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+ |||Rn|||
∥∥∇′eGt∥∥Lq′ (Rn)‖∂ jan‖Lq(Rn)}
 Ct−
1
2− n2q ‖∇a‖Lq(Rn+); (3.38)
and
∥∥∂k∂nu′ − δkn∂n∂nE(t)a′∥∥L∞(Rn)
 C‖∂nGt‖Lq′ (Rn)
∥∥∂ka′∥∥Lq(Rn) + C∥∥∇′∇′Λ−1Gt∥∥Lq′ (Rn)∥∥∂ka′∥∥Lq(Rn)
+ C∥∥∇′∇′Λ−1Gt∥∥Lq′ (Rn)∥∥∂na′∥∥Lq(Rn)
+ C |||Rn|||
{∣∣∣∣∣∣R ′∣∣∣∣∣∣∥∥∇′eGt∥∥Lq′ (Rn)∥∥∂ka′∥∥Lq(Rn)
+ ∣∣∣∣∣∣R ′∣∣∣∣∣∣‖∂neGt‖Lq′ (Rn)∥∥∇′ · a′∥∥Lq(Rn)
+ |||Rn|||
∥∥∇′∇′Λ−1eGt∥∥Lq′ (Rn)∥∥∂ka′∥∥Lq(Rn)
+ ∣∣∣∣∣∣R ′∣∣∣∣∣∣‖ΛeGt‖Lq′ (Rn)‖∂kan‖Lq(Rn)
+ ∣∣∣∣∣∣R ′∣∣∣∣∣∣‖ΛeGt‖Lq′ (Rn)‖∂nan‖Lq(Rn)
+ |||Rn|||
∥∥∇′eGt∥∥Lq′ (Rn)‖∂kan‖Lq(Rn)
+ |||Rn|||
∥∥∇′eGt∥∥Lq′ (Rn)‖∂nan‖Lq(Rn)}
+ ∥∥RnRn∇′(∇′Λ−1 · ∂neE(t)a′)∥∥L∞(Rn)
 Ct−
1
2− n2q ‖∇a‖Lq(Rn+) + C
∥∥RnRn∇′(∇′Λ−1 · ∂neE(t)a′)∥∥L∞(Rn). (3.39)
It follows from (3.39) that for all 1 k n and t > 0
∥∥∂k∂nu′∥∥L∞(Rn)  ∥∥∂k∂nu′ − δkn∂n∂nE(t)a′∥∥L∞(Rn) + ∥∥∂nE(t)∂na′∥∥L∞(Rn)
+ ∥∥∂n∂n[E(t)− F (t)]a′∥∥L∞(Rn+)
 Ct−
1
2− n2q ‖∇a‖Lq(Rn+) + C
∥∥RnRn∇′(∇′Λ−1 · ∂neE(t)a′)∥∥L∞(Rn)
+ ∥∥∂n∂n[E(t)− F (t)]a′∥∥L∞(Rn+). (3.40)
Note that for any 1< q < ∞ and t > 0
∥∥∂n∂n[E(t)− F (t)]a′∥∥L∞(Rn+)  2
∥∥∥∥∥
∫
R
n+
G(n−1)t
(
x′ − y′)∣∣∂xn∂xnG(1)t (xn + yn)∣∣∣∣a′(y)∣∣dy
∥∥∥∥∥
L∞(Rn+)
 Ct−1+ θ2
∥∥∥∥∥
∫
R
n
G(n−1)t
(
x′ − y′)(1+( xn + yn
2
√
t
)2)( xn + yn
2
√
t
)θ
+
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∣∣a′(y)∣∣dy∥∥∥∥∥
L∞(Rn+)
 Ct−1+
θ
2− n2q ∥∥y−θn a′∥∥Lq(Rn+), ∀0< θ < 1; (3.41)
and for any ϕ ∈ C∞0 (Rn) and t > 0〈
∂neE(t)a
′,ϕ
〉= 〈e∂nE(t)a′,ϕ〉= 〈e∂n F (t)a′,ϕ〉+ 〈e∂n(E(t)− F (t))a′,ϕ〉,
which implies that for any t > 0
[
∂neE(t)a
′](x) = [eE(t)∂na′](x) − 2 ∫
Rn−1
∞∫
0
G(n−1)t
(
x′ − y′)θ(xn)∂xnG(1)t (xn + yn)a′(y)dy. (3.42)
It follows from (3.42) that for all 1 j,k n− 1 and t > 0
∥∥∥∥∥RnRn∂ j∂kΛ−1
∫
Rn−1
∞∫
0
G(n−1)t
(
x′ − y′)θ(xn)θ(yn)∂nG(1)t (xn + yn)a′(y)dy
∥∥∥∥∥
L∞(Rn)
 C
∥∥y−θn a′∥∥Lq(Rn+)|||Rn|||2
× sup
y=(y′,yn)∈Rn
∥∥∂ j∂kΛ−1G(n−1)t (x′ − y′)θ(xn)θ(yn)yθn∂nG(1)t (xn + yn)∥∥Lq′ (Rn)
 Ct− 1−θ2
∥∥y−θn a′∥∥Lq(Rn+) supy=(y′,yn)∈Rn
∥∥∥∥∂ j∂kΛ−1G(n−1)t (x′ − y′)
× θ(xn)θ(yn)
(
xn + yn
2
√
t
)1+θ
G(1)t (xn + yn)
∥∥∥∥
Lq′ (Rn)
 Ct−1+
θ
2− n2q ∥∥y−θn a′∥∥Lq(Rn+), ∀0< θ < 1. (3.43)
Here we have used the estimate: Let 1m, j  n− 1 and 0  n. Then (see Lemma 2.2)
∣∣ΛG(n−1)t (x′)∣∣+ ∣∣∂m∂ jΛ−1G(n−1)t (x′)∣∣ Ct −n2 ∣∣x′∣∣−, ∀x′ ∈Rn−1.
Whence, from (3.42) and (3.43), we conclude that for all 1< q < ∞ and t > 0
∥∥RnRn∇′(∇′Λ−1 · ∂neE(t)a′)∥∥L∞(Rn)
 Ct−
1
2− n2q ‖∇a‖Lq(Rn+) + Ct−1+
θ
2− n2q ∥∥y−θn a′∥∥Lq(Rn+), ∀0< θ < 1. (3.44)
From (3.40), (3.41) and (3.44), we conclude for all 1 k n, 1< q < ∞ and t > 0
∥∥∂k∂nu′∥∥L∞(Rn )  Ct− 12− n2q ‖∇a‖Lq(Rn+) + Ct−1+ θ2− n2q ∥∥y−θn a′∥∥Lq(Rn ), ∀0< θ < 1. (3.45)+ +
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∥∥∇2e−t Aa∥∥L∞(Rn+)  Ct− 12− n2q ‖∇a‖Lq(Rn+) + Ct−1+ θ2− n2q ∥∥y−θn a∥∥Lq(Rn+), ∀0< θ < 1. 
To proceed, we need the following known result (see [19]): Let 1  k,m  n, then for all u ∈
C∞0,σ (Rn+) ∥∥∥∥∥
n∑
i, j=1
∂k∂mN ∂i∂ j(uiu j)
∥∥∥∥∥
Lq(Rn+)
 C
(‖u‖2L2q(Rn+) + ‖∇u‖L2q1 (Rn+)∥∥∇2u∥∥L2q2 (Rn+)), (3.46)
for any 1 q∞ and 1q1 + 1q2 = 1q , 1 q1,q2 ∞.
Proof of Theorem 1.3. Let u be the strong solution of (1.1). Then for any 0 < θ < 1, 1 < r < ∞ and
t > 0
∥∥x−θn u(t) · ∇u(t)∥∥Lr(Rn+)

∥∥x−θn u(t)∥∥L2r(Rn−1×(0,1))∥∥∇u(t)∥∥L2r(Rn+) + ∥∥u(t)∥∥L2r(Rn+)∥∥∇u(t)∥∥L2r(Rn+). (3.47)
Note that for any 0< θ < 1, 1< r < ∞ and t > 0
∥∥x−θn u(t)∥∥2rL2r(Rn−1×(0,1)) 
1∫
0
∫
Rn−1
x−2θrn
∣∣u(x′, xn, t)− u(x′,0, t)∣∣2r dx′ dxn

1∫
0
∫
Rn−1
x2r−1−2θrn
xn∫
0
∣∣∂nu(x′, zn, t)∣∣2r dzn dx′ dxn
 1
2r(1− θ)
∫
Rn−1
1∫
0
∣∣∂nu(x′, zn, t)∣∣2r dzn dx′
 C
∥∥∇u(t)∥∥2rL2r(Rn+).
Whence, from (3.47), we obtain for any 1< r < ∞, 0< θ < 1 and t > 0
∥∥x−θn u(t) · ∇u(t)∥∥Lr(Rn+)  C(∥∥u(t)∥∥2L2r(Rn+) + ∥∥∇u(t)∥∥2L2r(Rn+)). (3.48)
Let 0< θ < 1 and n
θ
< r < ∞. From (2.28), (3.46), (3.48) and Lemmata 3.1, 3.2, 3.4, we deduce for any
t > 0
∥∥∇2u(t)∥∥L∞(Rn+) 
∥∥∥∥∇2e− t2 Au( t2
)∥∥∥∥
L∞(Rn+)
+
t∫
t
∥∥∇2e−(t−s)A Pu(s) · ∇u(s)∥∥L∞(Rn+) ds
2
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∥∥∥∥u( t2
)∥∥∥∥
L2(Rn+)
+ C
t∫
t
2
(t − s)− 12− n2r ∥∥∇ Pu(s) · ∇u(s)∥∥Lr(Rn+) ds
+ C
t∫
t
2
(t − s)−1+ θ2− n2r ∥∥x−θn Pu(s) · ∇u(s)∥∥Lr(Rn+) ds
 Ct−1− n4
∥∥∥∥u( t2
)∥∥∥∥
L2(Rn+)
+ C
t∫
t
2
(t − s)− 12− n2r
(∥∥∇(u(s) · ∇u(s))∥∥Lr(Rn+)
+
∥∥∥∥∥∇
(
n∑
i, j=1
∇N ∂i∂ j(uiu j)
)∥∥∥∥∥
Lr(Rn+)
)
ds
+ C
t∫
t
2
(t − s)−1+ θ2− n2r
(∥∥x−θn u(s) · ∇u(s)∥∥Lr(Rn+)
+
∥∥∥∥∥
n∑
i, j=1
x−θn ∇N ∂i∂ j(uiu j)
∥∥∥∥∥
Lr(Rn+)
)
ds
 Ct−1− n4
∥∥∥∥u( t2
)∥∥∥∥
L2(Rn+)
+ C
t∫
t
2
(t − s)− 12− n2r (∥∥u(s)∥∥2L2r(Rn+) + ∥∥∇u(s)∥∥2L2r(Rn+) + ∥∥∇2u(s)∥∥2L2r(Rn+))ds
+ C
t∫
t
2
(t − s)−1+ θ2− n2r (∥∥u(s)∥∥2L2r(Rn+) + ∥∥∇u(s)∥∥2L2r(Rn+))ds
 Ct− n+22 + C
t∫
t
2
(t − s)− 12− n2r ((1+ s)−n(1− 12r ) + s−1−n(1− 12r )
+ s−2−n(1− 12r )(1+ s−2n+2))ds
+ C
t∫
t
2
(t − s)−1+ θ2− n2r ((1+ s)−n(1− 12r ) + s−1−n(1− 12r ))ds

{
Ct− 32 (1+ t−4) if n = 2;
Ct− n+22 (1+ t− 5n−32 ) if n 3.
(3.49)
Assume that the assumption: ‖xnu0‖L1(Rn+) < ∞ holds. Let 0 < θ < 1 and nθ < r < ∞. Following the
proof of (3.49), we conclude that for any t > 0
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∥∥∥∥u( t2
)∥∥∥∥
L2(Rn+)
+ C
t∫
t
2
(t − s)− 12− n2r (∥∥u(s)∥∥2L2r(Rn+) + ∥∥∇u(s)∥∥2L2r(Rn+) + ∥∥∇2u(s)∥∥2L2r(Rn+))ds
+ C
t∫
t
2
(t − s)−1+ θ2− n2r (∥∥u(s)∥∥2L2r(Rn+) + ∥∥∇u(s)∥∥2L2r(Rn+))ds
 Ct− n+32 + C
t∫
t
2
(t − s)− 12− n2r ((1+ s)−1−n(1− 12r ) + s−2−n(1− 12r )
+ s−3−n(1− 12r )(1+ s−2n))ds
+ C
t∫
t
2
(t − s)−1+ θ2− n2r ((1+ s)−1−n(1− 12r ) + s−2−n(1− 12r ))ds
 Ct− n+32
(
1+ t− 5n+22 ). 
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