Abstract. For the 1D Schrödinger equation with a mollified spacetime white noise, we show that the average wave function converges to the equation with an effective potential after an appropriate renormalization.
Main result
Consider the Schrödinger equation driven by a weak stationary spacetime Gaussian potential V (t, x): With appropriate decorrelating assumptions on V , the rescaled large highly oscillatory potential ε −3 2 V (t ε 2 , x ε) converges in distribution to a spacetime white noise, denoted byẆ (t, x). To the best of our knowledge, the asymptotics of φ ε and making sense of the limit of (1.3), which formally reads
is an open problem. The goal of this short note is to take a first step by analyzing E[φ ε ] as ε → 0.
1.1. Assumptions on the randomness. We assume the spacetime white noisė W (t, x) is built on the probability space (Ω, F, P), and
(t − s, x − y)Ẇ (s, y)dyds
for some mollifier with´ = 1. By the scaling property ofẆ , we have
which converges in distribution toẆ independent of the choice of . For simplicity, we choose
We defineR(ω, ξ) as the Fourier transform of R in (t, x):
We usef to denote the Fourier transform of f in the x variable:
, so we have a low frequency wave before rescaling: φ(0, x) = φ 0 (εx). The following is our main result: Theorem 1.1. There exists z 1 , z 2 ∈ C depending on , given by (2.12) and (2.15), such that for any t > 0, ξ ∈ R,
Remark 1.2. The limit in (1.6) is the solution to
written in the Fourier domain:
Remark 1.3. In the parabolic setting, a Wong-Zakai theorem is proved [13, 12, 3, 11] for
The result says that there exists c 1 , c 2 > 0 depending on such that
in distribution, where U solves the stochastic heat equation
with the product U(t, x)Ẇ (t, x) interpreted in the Itô's sense. Since E[U] solves the unperturbed heat equation 
, a homogenization result was proved in [10] : for any t > 0, ξ ∈ R,
in probability, where z 1 is the same constant as in Theorem 1.1. On the other hand, with a high frequency initial data φ(0, x) = φ 0 (x), a kinetic equation was derived [2] :
where W (t, ξ) =´R W (t, x, ξ)dx with W solving the radiative transfer equation
For similar results in the case of a spatial randomness, see [14, 7, 4] . In other words, in the high frequency regime where the wave and the media fully interact, the momentum follows a jump process with the kernelR(
. The real part of the constant z 1 , as in (1.6) and (1.8), describes the total scattering cross-section, i.e., the jumping rate, evaluated at the zero frequency for the equation satisfied by W :
, p) dp 2π .
From this perspective, the renormalization in (1.6) is to compensate the attenuation of wave propagation on the longer time scale of t ε 2 . We emphasize that the average wave function, or more precisely the term Remark 1.6. When the spacetime potential V (t, x) is replaced by a spatial potential V (x), similar problems have been analyzed in [15, 1, 6, 9, 5] 
Proofs
The proof contains two steps. First, we derive a probabilistic representation of the average wave function E[φ(t, ξ)] with some auxiliary Brownian motion {B t } t⩾0 built on another probability space (Σ, A, P B ). Using this probabilistic representation, we pass to the limit using tools from stochastic analysis. Similar proofs have already appeared in [9, 11] .
2.1. Probabilistic representation. Assuming {B t } t⩾0 is a standard Brownian motion starting from the origin, defined on (Σ, A, P B ). We denote the expectation with respect to {B t } t⩾0 by E B .
Lemma 2.1. For the equation
On the formal level, (2.2) comes from an application of the Feynman-Kac formula to (2.1) then averaging with respect to V . We write (2.1) as
and assume the following expression:
Averaging with respect to V and using the Gaussianity yields
which, after taking the Fourier transform, gives (2.2).
Proof. We follow the proof of [9, Proposition 2.1], where a similar formula is derived for spatial random potentials. For the convenience of readers, we provide all the details here. Fix (t, ξ), we define the function
We also define the corresponding Taylor expansion
In the definition of F 1 , we have extended the definition so that R(t, z) =
2 2 for all z ∈ C. We also emphasize thatR(t, p)
is the Fourier transform of R(t, x) in the x−variable:
It is straightforward to check that both F 1 and F 2 are analytic on D 0 and continuous onD 0 . Note that √ i ∈ ∂D 0 . The goal is to show that
For z = x ∈ R, we can apply the Fubini theorem to see that F 1 (x) = F 2 (x). Due to the analyticity and continuity of F 1 and F 2 , we therefore have F 1 (z) = F 2 (z) for all z ∈D 0 . Hence, (2.3) is equivalent to
For a fixed n, we rewrite
Let σ denote the permutations of {1, . . . , 2n}. After a relabeling of the p-variables we can write (2.6)
Let F denote the pairings formed over {1, . . . , 2n}. It is straightforward to check that (2.7)
The pre-factors in (2.6) and (2.7) differ by a factor of 2 n n! since i −2n = (−1) n , and this comes from the mapping between the sets of permutations and pairings: for a given pairing with n pairs, we have n! ways of permutating the pairs, and inside each pair, we have 2 options which leads to the additional factor of 2 n . The phase factor inside the integral in (2.7) can be computed explicitly:
On the other hand, the equation (2.1) is written in the Fourier domain as
where V (t, x) admits the spectral representation V (t, x) =´RV (t,dp) 2π e ipx . Using the above formula, we can write the solutionψ(t, ξ) as an infinite series (2.9)
Evaluating the expectation E[ψ(t, ξ)] in (2.9), using the Wick formula for computing the Gaussian moment E[V (s 1 , dp 1 ) . . .V (s n , dp n )], and the fact that E[V (s i , dp i )V (s j , dp j )] = 2πR(s i − s j , p i )δ(p i + p j )dp i dp j , and comparing the result to (2.7)-(2.8), we conclude that (2.5) holds, which completes the proof.
2.2.
Convergence of Brownian functionals. By Lemma 2.1, the interested quantity is written as
with R ε defined as the covariance function of ε −3 2 V (t ε 2 , x ε):
After a change of variable and using the scaling property of the Brownian motion, we haveˆt
where R η and q were defined in (1.5). Thus, by defining
we have
To pass to the limit of E[φ ε (t, ξ)], it suffices to prove the weak convergence of (εB t ε 2 , X ε t ) and some uniform integrability condition. The proof of Theorem 1.1 reduces to the following three lemmas. 
Remark 2.5. With some extra work as in [11, Proposition 2.3] , the convergence in (2.11) can be upgraded to the process level. To keep the argument short, we only consider the marginal distributions, which is what we need in the proof of Theorem 1.1.
Proof of Lemma 2.2. A straightforward calculation gives
Since R η is compactly supported, it is clear that
where (2.12)
The proof is complete.
Proof of Lemma 2.3. The proof is based on a martingale decomposition. Denote the Brownian filtration by F r and the Malliavin derivative with respect to dB r by D r . An application of the Clark-Ocone formula leads to
A direct calculation gives
. Taking the conditional expectation with respect to F r yields We extend the definition of Y r to r ∈ R by interpreting B as a two-sided Brownian motion. Thus, {Y r } r∈R is a stationary process with a finite range of dependence. It is easy to check that The proof is complete.
