I. Introduction
ecent developments have seen a dramatic increase in the deployment of sensors to observe dynamic terrestrial science events. These assets include spaceborne remote sensors, air, land and water (including subsurface) sensor networks. Because of the explosion in sensor technology and its applications, controlling, allocating, and using these sensor resources is an increasing challenge. As the number and complexity of sensor networks has increased, managing these suites of sensors to extract the answers to key science questions has emerged as a central issue.
In this paper we describe an agent and service oriented approach to automated management of sensor networks designed to alleviate the burdens of managing sensor networks and their commensurate data. In this approach, sensors, alerts, and data processing are presented as services and science campaigns can be achieved using a range of automation from software agents that automatically compose and utilize these services to scientists that manually access the services to conduct their investigations.
These concepts have been embodied in an autonomous, integrated sensorweb linking scores of space and ground sensors in 24/7 operations since 2004. This sensorweb includes space-based elements (MODIS, GOES, and EO-1), space asset retasking (EO-1), ground networks (volcano observatories), and air assets (e.g., UAVSAR testbed). Future plans include extension to marine surface and subsurface sea assets as part of the NSF's ORION Program.
The central theme of the sensorweb is as follows:
"An intelligent sensorweb is a networked set of sensors that modifies its own observation patterns based on the sensor data observed"
The basic rationale of an intelligent sensorweb is that by using the current sensor data to infer information about the science phenomena being studied; one can subsequently observe more effectively by utilizing this understanding of the science phenomena. A key point is that complete understanding of the underlying science phenomena is not 2 required to enhance the sensor network performance -often partial information is sufficient to improve data acquisition.
This general principle applies to an incredibly wide range of potential sensor networks. For example, it applies to various concepts including the following.
1. Directing a pointable satellite to track volcanic activity as measured by ground sensors. 2. Directing a subsurface submersible to investigate a possible eddy event as detected by surface radar. 3. Noting the signature of earthquakes from seismographic and GPS sensors and allocating a higher data rate of acquisition from those best placed to measure the areas likely to have future activity.
Thus, the sensorweb is a tool that enables scientists greater control over observation, measurement, and monitoring of complex natural phenomena. For example, in the science flow described below in Figure 1 , science measurements are used to develop models of science phenomena, enabling characterization and understanding of the phenomena. These models and understanding subsequently enable monitoring and forecasting of said phenomena. The intelligent sensorweb is a tool that enables automation to leverage the scientists' model, understanding, and characterization of the phenomena to direct measurement (sensing) to more effectively monitor and forecast science events.
Figure 1: Science Understanding Flow
In this paper we first describe the extensible sensorweb architecture under development. We then describe project results from operational experiences along with our ongoing efforts to develop web service interfaces to task, retrieve, and process science data. We then describe our future plans for extension of these concepts into new applications and uses.
The Open Geospatial Consortium (OGC) Sensor Web Enablement (SWE) initiative [Botts et al] has been developing general service oriented interfaces to enable networked sources to utilize the sensorweb as generic information and processing resources. Several of these protocols are described below.
1. The Sensor Planning Service (SPS): used to determine if a sensor is available to acquire requested data. For example, using the SPS, an observation request to a space asset can be issued to acquire science data, determine the status of an existing request and cancel a previous request.
2. The Sensor Observation Service (SOS): used to retrieve engineering or science data. This includes access to historical data as well as data requested and acquired from the SPS.
3. The Web Processing Service (WPS): used to perform a calculation on the acquired remote sensing data. This includes processing the raw data into derivative products such as vegetation indices, soil moisture, burn areas, lava flows and effusions rates, etc.
4. The Sensor Alert Service (SAS): used to publish and subscribe to alerts from space, ground, and air assets. Users register with this service and provide conditions for alerts. When these conditions are met by the acquired data, alerts containing the data along with time and location of the event are automatically issued to the user.
5. A description of the space, air, and ground instruments and their associated products and services using the Sensor Model Language (SensorML). SensorML provides a high level description of sensors and observation processes using an XML schema methodology. It also provides the functionality for users to discover instruments on the web along with services to task and acquire sensor data (such as the SPS, SOS, SAS, and WPS).
II. A Space Directed Sensorweb
Thus far our efforts have focused on control of space based assets. Our efforts to date have centered on automated tasking of the Earth Observing-1 Satellite . This control flow is highlighted in Figure  2 and consists of the following steps.
1. Tracking systems for each of the science disciplines automatically acquire and process satellite and ground network data to track science phenomena of interest. These science tracking systems publish their data automatically to the internet in their own format. In some cases this is via the http or ftp protocol; in others, via email subscription and alert protocols. 2. Unless these tracking systems publish alerts conforming to the Sensor Alert Service (SAS) interface, science agents act as the front end web service interface. These science agents either poll these sites (http or ftp) to pull science data or simply receive email notifications of ongoing science events. These science agents then publish these alerts via the SAS to any consumers registered to receive them. Agents also implement a Sensor Observation Service (SOS) to allow clients to retrieve the tracking system's science data. 3. A science event manager, registered to receive alerts, connects to the SAS to retrieve the science alerts, processes the notifications and matches them up with a science campaign. When a match occurs, as specified in the science campaign, a task request is generated and processed. A task request is a list of objectives to be achieved, where the user has the flexibility to specify a wide range of objectives to respond to the alert. These include submitting an observation request to EO-1 to requesting data processing of science data. 4. EO-1 observation requests are processed by the EO-1 Sensor Planning Service (SPS), using the ASPEN automated mission planning system. ASPEN integrates these requests and schedules observations according to priorities and mission constraints. For observations that are feasible, the science event manager issues a request to EO-1, and the uplinks the request to the spacecraft. 5. Onboard EO-1, the Autonomous Sciencecraft software accommodates the observation request if feasible. In some cases onboard software may have additional knowledge of spacecraft resources or may have triggered additional observations so several uplinked requests may not be feasible. 6. Later, the data are downlink, processed, and delivered to the requesting scientist.
This Earth observing sensorweb has been successfully operational since late 2003, responding to five different science disciplines and acquiring data from over 10 different sources. Table 1 This sensorweb has achieved numerous impacts including:
1. Routine re-tasking of assets and sensor reconfiguration based on sensor alerts and scientist-defined campaigns with no human in the loop.
2. Rapid response within hours to changing observation requests based on weather, science phenomena, and operational concerns.
3. Network reconfiguration and observation via triggers from space-borne assets, ground-based in situ instrumentation, and derived sensors (e.g. automatic interpretation of multiple sources and/or automatically generated updates such as aviation advisories).
4. Dramatic reduction in operations costs (over $1M US per year).
The remainder of the paper describes a generalization of this space-driven sensorweb in several respects:
• to include control of a wider range of assets including ground networks, autonomous aerial, land, or marine vehicles • to enable control of passive sensor networks (such as fixed sensors)
• to enable closer integration of science modeling and processing in the control of the network • to enable hierarchical construction of sensor networks with multiple levels of external linkages.
We first describe the general sensorweb architecture. Then we describe a number of applications under development.
III. Generalized Sensorweb Architecture
We are working to generalize our sensorweb architecture as illustrated below in Figure 3 . Key generalizations are:
1. Separation of the general processes or event detection and response. Event detection involves analysis of the sensor data to synthesize it into higher level conclusions such as science events. Response includes the science requests caused by the new data (e.g. requests for new data, changes to the observation strategy, policy, or allocations) as well as prioritization and resolving scheduling conflicts required by limited sensing resources.
2. Explicit consideration of science modeling and its direct influence on both event detection and response. In event detection, the current estimation of the overall physical state of the environment often drives the interpretation of current measurements -hence the centrality of the science model. In response, often the purpose of new observations is to fill gaps in the model or to reduce some uncertainty in the model -again calling for an explicit, central role for the model.
3. Making the sensorweb hierarchical. At one level a local sensor network or installation may have its own event detection, modeling, and closed loop control. This sensorweb may also provide external notifications which may be treated as data to another sensor web. Likewise, this sensorweb may also accept external requests for observation. 
IV. Example Sensorweb Applications
Our Earth observing sensorweb has been operational since late 2003, responding to many science disciplines. In this section, we describe several of our new science tracking systems as well as our targeted deployments of the sensorweb, making use of the generalized sensor web architecture and new web services infrastructure.
Cascade Volcano Observatory
In late 2004, Mt. St. Helens began a process of building a new lava dome within its crater. Hundreds of small tremors were measured as well as the release of ash and steam into the air. Our goal is to acquire high resolution infrared data of Mt. St. Helens when these events occur and provide them to geologists and volcanologists as quickly as possible, with the hope that it also serves as a platform and location to develop an integrated system which is applicable to other less-accessible and less-studied volcanoes.
JPL is collaborating with Washington State University, Vancouver (WSU), and the Cascade Volcano Observatory (CVO) of the United States Geological Survey (USGS) to install a new network of in-situ sensors, ranging from seismometers to acoustic flow monitors on Mt. St. Helens and integrate them into the Earth observing sensorweb.
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We describe two target scenarios, one highlighting the local control of the in-situ sensor network and one highlighting the interaction between the local sensor network and the space sensor network.
Case 1: In-situ Sensor Network Reconfiguration 1. In-situ sensors acquire data and transmit from Mt. St. Helens back to CVO in Vancouver, WA for storage and analysis. 2. At CVO, sensor data are automatically analyzed to assess response conditions. 3. If response conditions are met, the in-situ network may automatically be reconfigured. For example, increased seismographic activity may drive a re-allocation of bandwidth to a geographic area of the volcano of greatest interest. Or degradation of a sensors signal may lead to re-allocation of bandwidth to better performing sensors. 4. Throughout this process the control of the in-situ network proceeds in the context of external requests for data (in this case both raw and derivative data products.
Case 2: In-situ network triggers space segment through web services. 1. In-situ sensors readings are transmitted from Mt. St. Helens back to CVO in Vancouver, WA for storage and analysis. 2. Sensor data are automatically analyzed and if a triggering condition is detected, as setup by the volcanologist and geologists, the EO-1 web services are accessed. 3. Through the SPS, EO-1 is tasked to acquire high resolution data of the target. 4. Through the SOS, EO-1 science data just acquired is transmitted and stored at CVO. 5. These science data are then sent to an available Web Processing Service (WPS), configured to run a thermal detection algorithm to determine the hot-spot regions. These results are also sent back to CVO for storage. 6. Results of the thermal detection algorithm translate to another triggering condition, causing the volcano sensors to be re-configured and reprioritized for transmission. This scenario demonstrates re-tasking of the EO-1 spacecraft, and based on the science data collected, a re-tasking of the ground sensor network. [Davies et al., 2007] .
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NMT has deployed a wide range of sensors to the Mount Erebus summit which provide seismographic, acoustic, tilt, and image data on volcanic activity. These sensors can be maintained and upgraded during the Antarctic summer, but during the remainder of the year, they must be operated remotely from NMT. While the majority of the sensors follow a regular unalterable policy for acquiring data, a remote camera enables both visible and infra-red data to be acquired on demand (this camera is not currently operational due to hardware and environmental issues).
As with the in-situ integration of the CVO assets, our collaboration with MEVO/NMT utilizes both ground and space assets, with each segment potentially causing a change in the operations of the other. For MEVO, acoustic, seismographic, and infrared data can cause an alert of increased activity which then triggers spaceborne observations. Correspondingly, space-based observations can detect activity which then triggers imaging with the remote MEVO camera to provide ground-based imagery of the phenomena.
Another aspect of the NMT/MEVO sensorweb is the integration of science modeling software into the sensorweb. JPL has developed preliminary models to track the evolution of the Erebus lava activity. In this effort infra-red imaging capability (mostly from space) is used to estimate the thermal output of the Erebus volcano, (see Fig. 6 ) which in turn is used to estimate the lava flow. This can be compared to historical data to determine if there is a significant increase in activity (e.g. activity that is above and beyond normal fluctuations). Introducing a physical model can increase the accuracy and reliability of sensorweb triggers. A promising area of work is to continue to enhance the physical models that are used to drive sensorweb operations to realize this potential for improved performance.
Figure 6. Thermal hotspots detected on Mount Erebus

Volcano Processing Workflows
JPL is also developing automated workflow processing for the Volcano sensorweb. In this effort, the following steps occur in response to a volcano alert.
Unpiloted Aerial Vehicle Synthetic Aperture Radar
JPL is developing an onboard autonomy software package to integrate a Synthetic Aperture Radar (SAR) payload on an Uninhabited Aerial Vehicle (UAV) into an Earth observing sensorweb. In the near term, tests are being conducted with a SAR instrument flying on a Gulfstream Jet. The end goal is to develop and demonstrate autonomy software that would enable a UAVSAR to (a) acquire data as directed by other nodes of a sensor network (e.g be tasked as a node in the sensorweb) and (b) based on its own data acquisition, the UAVSAR would make requests of other sensorweb assets, and (c) the UAVSAR also represents an autonomous sensorweb node that may autonomously respond to changing events, goals, and conditions. Specifically, we are working towards demonstration scenarios where:
1. The UAVSAR acquires SAR imagery of an ongoing forest fire. 2. This imagery is processed to develop an updated fuel map and integrated with wind and fuel estimation to derive new areas for observation (e.g. locations to which the fire is likely to spread). 3. The UAVSAR and other assets (space, ground, and air) are automatically tasked to gather additional data of these areas.
In such scenarios the UAVSAR is an autonomous node interacting with other nodes in the sensorweb to achieve the overall sensorweb goals of tracking the forest fire.
V. Related Work and Conclusion
There has been considerable effort devoted towards closed loop science for rovers at NASA Ames [Gulick et al. 2001] , JPL [Castano et al. 2003 ], and Carnegie Mellon University ]. These efforts have some similarity in that they have science, execution, and in some cases mission planning elements. However, because surface operations (e.g. rover) are very different from orbital operations, their focus is on integration with rover path planning and localization, reliable traverse, etc., whereas our efforts focus on reliable registration of remote sensed data, interaction with orbital mechanics, and multiple platforms. The MISUS system [Estlin et al. 1999 ] also describes a closed-loop multi-rover autonomous science architecture.
One closely related effort is led by Keith Golden [Golden et al. 2003 ] at NASA Ames to enable real-time processing of Earth Science data such as weather data. However, this work focuses on the data processing and information gathering aspect of the problem, and thus is complementary to our sensorweb work which focuses on the operations aspect of the problem. Indeed, we have discussed with Golden the possibility of a joint sensorweb information gathering demonstration.
The Autonomous Sciencecraft Experiment on EO-1 demonstrates an integrated autonomous mission using onboard science analysis, replanning, and robust execution. The ASE performs intelligent science data selection and autonomous retargeting Ip et al., 2006] . ASE represents a single spacecraft onboard autonomous capability. In contrast the sensorweb uses multiple assets in concert. This paper has described ongoing work to link together an automated science event tracking system with an autonomous response capability based on automated planning technology. The Earth Observing Sensorweb enables fast response science campaigns and increases the science return of spaceborne assets. These capabilities have been demonstrated since August 2003 and we have described several new deployments as well as the updates to the sensorweb software to support the OGC web services interface.
