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We present several variations of a model of gain control in the retina of the toad Bufo marinus, and 
use them to fit the threshold-vs-intensity data of an actual toad ganglion cell [Donner et al. (1990). 
Journal of General Physiology, 95, 733-753]. Our models are based on a proposal by Donner et al. 
that the gain (neural spike per photon ratio) of toad ganglion cells is set by a sequence of two retinal 
gain control stages. The first stage consists of a Weber gain control mechanism at the level of the red 
rods. The second is a more proximal "noise gain" stage, which multiplies the (incremental) input 
signal by a factor that is inversely proportional to the standard eviation of the random ganglion 
cell input and, under conditions that produce the de Vries-Rose threshold law, is also proportional 
to the standard deviation of the photon fluctuations within the ganglion cell receptive field. We 
demonstrate hat noise gain control arises naturally from modeling anglion cell spike generation 
with either of two common types of spike generation models: integrate-and-fire models or threshold 
accommodation models. We simulate the process of spike generation in both types of models and 
show that either model can account for the basic overall shape of the toad t.v.i, curve. However, 
although integrate-and-fire models appropriately generate noise gain control, they cannot 
quantitatively fit the threshold ata with realistic retinal parameters. Integrate-and-fire models 
also fail to account for the observed relationship between the generator potential of the ganglion cell 
and its spiking probability. A threshold accommodation model with realistic retinal parameters, on 
the other hand, can account for both the threshold data and the generator potential-spike 
probability relationship. When a Weber gain stage is added to the model at the photoreceptor level, 
the resulting two-stage gain control model is shown to account quantitatively for the ganglion cell 
t.v.i, curve of Bufo marinus over the full range of background levels studied by Donner et al. 
© 1997 Elsevier Science Ltd. 
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INTRODUCTION 
Donner et al. (1990) measured the threshold intensities of 
incremental on-step pulses superimposed on full-field 
backgrounds for red rods, horizontal cells and ganglion 
cells in the retina of the toad Bufo marinus. Their data are 
plotted in Fig. 1. In this paper, we present a quantitative 
model of light adaptation in the toad retina which 
accounts for this cellular threshold ata. 
Donner et al. characterized their results in the 
following way. At background levels below about 
-0 .5  log isomerizations/rod-sec (Rh*sec 1), both rod 
and horizontal cell thresholds are approximately constant 
with respect to the background level. At about -0 .5 
log Rh*sec -t ,  the rods begin to adapt o the background. 
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This adaptation is due to a Weber gain control 
mechanism, as evidenced by the fact that the slope (on 
a log-log scale) of the rod threshold curve above this 
point is exactly 1.0. At roughly the same background 
level, the horizontal cells also begin to exhibit Weber 
adaptation, which probably reflects the Weber gain 
mechanism of the rods from which they receive input. 
The ganglion cell t.v.i, curve exhibits three distinct 
segments: at low backgrounds, increment hreshold is 
constant; from about -1.5 to about 1.1 log Rh*sec -1 the 
slope of the t.v.i, function is 0.5; above that range the 
slope is about 1.0. Because the standard eviation of the 
Poisson retinal photon absorptions grows like the square- 
root of the mean illuminance, a t.v.i, curve slope of 0.5 is 
predicted by a model in which threshold is limited by 
photon fluctuations (de Vries, 1943; Rose, 1942, 1948). A 
slope of 1.0, on the other hand, indicates Weber's law 
behavior, or constant contrast at threshold. 
Donner et al. presented a black box model of light 
adaptation within the toad retina to account for this 
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FIGURE 1. Increment thresholds of a ganglion cell (filled circles), a 
rod (open circles), and a horizontal cell (squares) as functions of log 
background intensity (expressed in isomerizations per rod-second). For 
the two latter cells, "threshold" intensities were the intensities needed 
to produce a 2.8-mV criterion response. Step stimuli, full-field 
backgrounds. The abscissa (log background intensity) is common to 
all cells. The ordinate, giving log threshold intensity, refers only to the 
ganglion cell. The rod data have been shifted downwards by 1.75 log 
units and the horizontal cell data by 0.8 log units to facilitate 
comparison between the three increment " hreshold" curves by making 
the Weber ranges coincide. (Thus, in darkness the horizontal cell was 
in fact four times more sensitive than the rod.) The full-drawn curve is 
composed of straight segments with slopes 0, 0.5, and 1, illustrating 
background independence, square-root adaptation, and Weber adapta- 
tion, respectively. Units of luminance are isomerizations per rod- 
second. Figure and caption from Donner et al. (1990). © 1990 by the 
Rockefeller University Press. Reprinted with permission. 
observed pattern of results. Their model assumes that the 
signal-to-noise ratio (SNR) of each cell type is deter- 
mined both by noise (which sets the denominator f the 
SNR) and gain control (which multiplies the level of the 
input signal by a background intensity-dependent gain 
factor to determine the numerator of the SNR). The 
authors assumed that the internal retinal noise was due to 
both spontaneous thermal isomerizations within the 
photoreceptors (dark noise) (Baylor et al., 1984) and 
additive neural noise which further increases the ganglion 
cell input variance. The level of the dark noise was 
assumed to be stimulus-independent. 
Two stages of retinal gain control were proposed: a 
Weber gain stage at the level of the rods, and a noise gain 
stage that acts on a spatially pooled rod signal at a more 
proximal level. The Weber gain factor Gw is given by the 
formula 
kl 
Gw -- 1 +~'  (1) 
where IB is the mean background intensity, and k I and Io 
(the sensitivity-halving background for the red rods) are 
constants. Note that, strictly speaking, the photoreceptor 
gain is only a Weber gain in the limit for IB >> 11). At low 
background levels, the photoreceptor gain exhibits no 
background ependence. I0 can be thought of roughly as 
the background level at which the Weber gain control 
begins to be exhibited. 
The noise gain factor GN is given by the formula 
k2 
,/ , GN ~- GZa (18 + ID) + cr 2 (2) 
where k2 is a constant of proportionality, a is the 
spatiotemporal summation of the ganglion cell (assumed 
by Donner et al. to be approximately constant), ID is the 
thermal isomerization noise variance per area-time 
expressed in units of equivalent retinal illuminance, and 
~o ~ is the neural noise variance per area-time in the 
frequency band of the photoreceptor responses. A 
diagram of this two-stage retinal adaptation model is 
shown in Fig. 2. 
Note that the two gain stages must operate according to 
very different types of mechanisms. The Weber gain 
factor is assumed to be based on the local mean retinal 
illuminance. In practice, the mean illuminance would 
need to be estimated by some statistical procedure not 
explicitly discussed by Donner et al., such as temporal 
averaging. The noise gain factor, however, is not 
assumed to be based on an estimate of the mean 
illuminance, but rather on an estimate of the standard 
deviation of the noise fluctuations in the input to that 
stage; hence the name "noise" gain. Together, the two 
gain control mechanisms act to control the overall gain of 
the retina (i.e., the ganglion cell spike per photon ratio). 
The model accounts for the cellular threshold ata in 
the following way. At low background levels, at which 
the thresholds of all three cell types are independent of
the background level, both the proximal and distal gain 
factors are also background independent. The "Weber" 
gain is independent of the background at low back- 
grounds because 18 << Io. Thus, the rod t.v.i, curve is flat 
at background levels below about Io (which is equal to 
about 1.1 log Rh*sec -1, judging from the rod threshold 
data). Horizontal cell thresholds are assumed to reflect 
the gain factor of the rods which feed them, and are flat 
below a value near Io, as would be expected on the basis 
of that assumption. 
The noise gain is independent of the background at low 
background levels because the photon fluctuation oise is 
swamped by the sum of the spatiotemporally-integrated 
photoreceptor noise and more proximal additive neural 
noise. Thus, ganglion cell threshold is limited by internal, 
rather than external, noise at low backgrounds (Aho et 
al., 1987, 1988). Since the internal noise is assumed to be 
independent of the stimulus, the ganglion cell t.v.i, curve 
2 is flat at background levels below about kla lD + oo 
(which is about -1.5 log Rh*sec 1). 
In general, the ganglion cell gain--and thus ganglion 
cell threshold--depends on both the gain of the rods and 
the noise gain factor. The noise gain begins to attenuate 
the pooled rod signal at a background level which is 
about 2.5 log units below the background intensity at 
which the Weber gain attenuation emerges. At inter- 
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FIGURE 2. Schematic picture of the proposed two-level light adaptation i volving a"Weber" gain box in the rods, and a "noise" gain box in the 
proximal retina. The passage of signal (continuous arrows) and that of noise (broken arrows) through the retina are drawn separately only for 
visual clarity; it should be noted that the arrows do not represent separate "channels"! Variables: Gw, gain of Weber box; GN, gain of noise box; Is, 
stimulus intensity; 1B, background intensity, al, standard eviation of the noise component due to quantal fluctuations; R, response amplitude at 
each respective l vel in the retina. Constants; 1D, "dark" rate of isomerization-like events (~ 0.03 Rh*sec -1 ); Io, sensitivity-halving background 
for rods (~ 1 Rh*sec-1); ~ro, standard eviation of neural noise in the frequency band of photoresponses; k~ and k2, proportionality constants, a
stands for the spatio-temporal summation of the ganglion cell (a = As ti) and may here be thought of as a constant, although strictly speaking it is 
not (see text). The gain of the Weber box Gw is constant (= kl) for very dim backgrounds, but falls as kl/IB when IB >> Io. The gain of the noise 
box GN is set by the total retinal noise, measured by the standard eviation ~ .  For dim backgrounds, GN is essentially determined by 
k2/~l ~ kz/~B. For bright backgrounds, however, Gw and consequently ~1 become very small; then GN approaches the constant value kJ~o, and 
the ganglion cell's response R = GN Gw(als) will be governed by the Weber gain Gw alone. Figure and caption from Donner et al. (1990). © 1990 
by the Rockefeller University Press. Reprinted with permission. 
mediate background levels, the noise gain mechanism 
operates on a spatiotemporal pool of nonattenuated 
quantal rod signals, which closely mirror the individual 
photon absorptions. The noise gain factor is dominated 
by the level of the photon fluctuations within this 
background range. It is inversely proportional to the 
standard eviation of the (Poisson) photon fluctuations, 
and thus to v~8, since the mean and variance of a 
Poisson-distributed random variable are equal. 
At the upper limit of the square-root law region, the rod 
signal begins to be attenuated by a factor which is 
inversely proportional to the background level (Weber 
gain). Above this critical background level, the standard 
deviation of the pooled rod signal will therefore be 
attenuated by a factor proportional to 1~lB. Without 
attenuation, the standard deviation would continue to 
grow like the square-root of the background, but the 
Weber gain multiplies the noise gain by a factor which is 
inversely proportional to the background intensity. The 
net effect is a decrease in the level of the fluctuations in 
the pooled rod output signal--at a rate proportional to 
v '~  --until, at some sufficiently high background level, 
it drops below the level of the proximal neural noise Cro. 
The magnitude of the noise gain at the second stage of the 
retinal adaptation circuit is controlled by the level of the 
fluctuations in the pooled rod signal feeding into it. 
Therefore, above the critical background level at which 
the proximal noise dominates, the noise gain factor is 
constant and the influence of the background on 
increment hreshold is determined entirely by the first 
gain stage: the Weber gain of the photoreceptors. 
In this paper, we will be concerned primarily with the 
noise gain hypothesis--that is, the hypothesis that the 
retinal gain (spike/quantum ratio) is controlled by the 
standard deviation of the pooled rod signal under 
conditions in which the square-root threshold behavior 
is observed--and with the description of a neural 
mechanism which we believe may be responsible for 
the noise gain control. The existence of a Weber gain 
mechanism in the red rods of Bufo marinus is clear from 
the rod threshold curves. Furthermore, Weber gain 
control has been shown to be a general characteristic of
rod photoreceptors in many species (Baylor et al., 1979; 
Demontis et al., 1993; Donner et al., 1990; Kraft et al., 
1993. Tamura et al., 1991), and the biophysical 
mechanisms underlying Weber gain control are now 
fairly well understood (Tamura et al., 1991). We will 
return to a discussion of Weber gain control later, but 
only for the purpose of showing that, in simulations of 
our model, Weber gain control in the rods generates 
Weber-like threshold behavior in the ganglion cells at 
high background levels. 
The proximal noise gain mechanism is more spec- 
ulative, although the possible existence of such a 
mechanism was suggested years ago by Barlow & Levick 
(1969a, 1969b). Unlike the Weber gain mechanism of the 
rods, the neural mechanism by which noise gain might be 
computed is entirely unclear. The idea that psychophy- 
sical increment thresholds might be somehow limited by 
photon fluctuations dates back 50 years to the pioneering 
work of de Vries (1943) and Rose (1942, 1948); however, 
the traditional approach to the signal detection analysis of 
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photon fluctuation-limited threshold performance as- 
sumed that increment threshold increases like the 
square-root of the background because the noise in the 
observer's criterion variable (his photon count) increases 
and the signal, therefore, must be increased in order for it 
to be clearly distinguished from noise fluctuations. The 
noise gain box of Donner et aI. controls threshold in the 
square-root law region of the t.v.i, curve according to a 
fundamentally different mechanism, by which the 
average number of spikes per photon is adjusted on the 
basis of the standard deviation of the fluctuations in a 
spatiotemporal sample of the rod output--a larger 
fluctuation variance producing a smaller retinal gain 
factor. 
Although Donner et al. did not analyze the variability 
in the ganglion cell spiking rate, their noise gain 
hypothesis implicitly assumes that only the mean spike 
rate--and not the variance in the rate--is a function of 
the background level over the intensity range in which the 
square-root law is observed; otherwise, any statistical 
model of ganglion cell threshold would necessarily be 
influenced both by changes in the spike rate variance and 
gain-induced changes in the average rate. And Donner et 
al., appropriately, employed a statistical measure of the 
ganglion cell threshold: the intensity of an increment 
delivered to the on-center of the cell's receptive field that 
produced one or more spikes within a 2-sec period on 
50% of the experimental trials. If the variance in the 
ganglion cell spiking rate was also a function of the 
background intensity, the two-stage gain control model 
would not predict he correct .v.i, slopes. Therefore, the 
variability in the ganglion cell spike rate must be 
assumed to be independent of the background intensity 
in order for the model to function correctly. For evidence 
that the spiking rate variability is, in fact, independent of
retinal illumination in cats, see Reich et al. (1994). 
In the next section, we present several mechanistic 
models of a retinal noise gain mechanism of the type 
envisioned by Donner et al. All of these models are based 
on the same basic idea: that the noise gain control 
property emerges naturally in the process of ganglion cell 
spike generation when the input to the cell is assumed to 
be based on the spatiotemporal integration of quantal 
electrical events in the rods which are generated by an 
additive combination of photon-induced and thermal 
isomerizations. We use the models to quantitatively 
simulate the ganglion cell threshold data, and we 
eliminate all but one of the models on the basis of 
discrepancies between the models and physiological data. 
It is perhaps worth noting that our modeling was not 
originally undertaken for the purpose of simulating the 
results of Donner et al., nor even for the purpose of 
simulating noise gain control, but rather for the purpose 
of modeling ganglion cell spike generation as part of an 
effort to build a psychophysical model of threshold 
detection based on integrate-and-fire neurons (Rudd, 
1988, 1996). Only after the behavior of the spike 
generation model was simulated did we discover 
serendipitously that it had the noise gain control proper- 
ties required by the model of Donner et al. (Rudd & 
Brown, 1993-1996). 
THE INITIAL MODEL 
Spike generation by an idealized retinal ganglion cell 
We will begin by describing, then simulating, our first 
spike generation model. We will then make changes in 
the model as demanded by discrepancies between the 
simulated behavior of the model and that of actual retinal 
ganglion cells. We represent the pattern of light 
impinging on the retina by the function l (x ,y , t ) .  The 
light stimulus consists of Poisson-random photon absorp- 
tions; thus, l(x,y,t) consists of a collection of Dirac delta 
functions, each at the location and time of a quantal 
absorption. 
We assume that the rods faithfully transmit these 
quantal absorptions, producing a quantal output signal in 
response to each quantal input signal (Dodge et al., 
1968). The quantal rod output signals are also modeled as 
Dirac delta functions (although this is admittedly a 
greatly simplified model of the actual rod response to a 
single photon absorption and we will improve upon it by 
the time we arrive at our final model, which is simulated 
in Simulation 6). In addition, the rods produce sponta- 
neous thermal emissions--also modeled as Dirac delta 
functions--which are indistinguishable from the rod 
responses that are produced by photon absorptions 
(Baylor et al., 1984). We denote the thermal isomeriza- 
tions by the random variable e(x, y, t). It is further 
assumed that the thermal emissions are stimulus- 
independent. 
Our goal is to analyze the properties of an idealized 
ganglion cell whose input is a weighted sum of the 
quantal rod events within its receptive field. The weight 
given to these quantal events depends on their location 
with the ganglion cell receptive field; the weight is given 
by the value of the receptive field weighting function w(x, 
y) at the retinal location of the event. The random 
receptive field output per unit time of the idealized 
ganglion cell is given by the integral 
R(t) = w(x,y)[ I (x,y,  t) + e(x,y, t)] dxdy. (3) 
Because the photon absorptions are Poisson-distribu- 
ted, the mean and variance of the photon counts within a 
small neighborhood of (x, y, t) will be equal, and they can 
both be denoted by the pointwise mean illuminance 
] (x,y,t ) .  Let us further assume, for the sake of 
mathematical simplicity, that the thermal isomerizations 
are also Poisson-distributed. This is equivalent to 
assuming that the thermal isomerizations are infrequent 
and that successive thermal isomerizations are statisti- 
cally independent. 
We will also assume for simplicity that the mean 
number of thermal isomerizations per unit area-time are 
constant hroughout he receptive field and time. We 
denote the mean by the same symbol that Donner et al. 
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used to denote it: ID (for "dark rate"). From our 
assumption that the thermal isomerizations are Poisson, 
it follows that the variance in the number of thermal 
isomerizations per area-time (the "dark noise") is also 
given by ID. The mean and variance of the receptive field 
output rate are then given by the equations: 
#R(t) = w(x,y) ~(x,y, t) + ID] dxdy (4) 
- -OC - -  OC,  
and 
~( t )  = w2(x,y)~(x,y,t)+IDldxdy. (5) 
- -0(2,  - -~  
For present purposes, we will restrict our analysis to 
the class of stimuli consisting of disk-shaped incremental 
flashes of mean intensity M, area A, and duration D, 
centered in the on-center of the ganglion cell receptive 
field and added to a uniform background field which 
covers the entire receptive field and has mean illumi- 
nance IB. The average receptive field output rate [Eq. (4)] 
can then be rewritten (after switching to radial coordi- 
nates for convenience) in the form: 
level variable will be approximately Gaussian-distributed 
if summed over a sufficiently long time interval. 
The integrate-and-fire spike generation model is 
formalized mathematically in the following way. Denote 
the activation level at time t by the symbol Z(t). Within 
each small time interval dt, a Gaussian random increment 
R(Odt, having mean PR(Odt and variance aR2(Odt [given 
by Eqs (6) and (7), respectively] is added to Z(t). Thus, 
the activation level undergoes a random walk. If the 
updated activation level, Z(t + dt) = Z(t) + R(t)dt ex- 
ceeds the neural firing threshold 0, then a spike is emitted 
and Z(t + dO is reset o the value zero. 
Allowing dt to become arbitrarily small, we obtain a 
continuous diffusion approximation tothe time evolution 
of the neural activation level (Gerstein & Mandelbrot, 
1964; Glass & Mackey, 1988; Tuckwell, 1989; Rudd, 
1996). In that approximation, Z(t) undergoes Brownian 
motion. The Brownian motion is uniquely characterized 
by an instantaneous drift rate PR(O and diffusion 
coefficient lcr2(t). This stochastic integrate-and-fire me- 
chanism of neural spike generation is illustrated in Fig. 3. 
The stochastic differential equation which describes 
j2~r Ii~ I2~[ V~ 
#R (t) = w(r, 0) [IB + ID] r dr de + ~(t) w (r, 0) fiklr dr dO = Mo [IB +//9] + 6(t)Mafik/, 
o o dO 
(6) 
where 6(t) = 1 at all times t within the interval 0<t <_ D, 
and 6(0 = 0 otherwise; and Mo and Ma are constants 
which depend only on the degree of match between the 
stimulus and receptive field profiles. The receptive field 
profiles of ganglion cells of Bufo marinus have perfectly 
balanced center and surround subfields, as evidenced by 
their very infrequent sustained response to uniform fields 
(Copenhagen et al., 1987); therefore, for these cells 
Mo=O. 
The receptive field output variance per unit time can 
similarly be written in the form 
the evolution of the activation level is 
dZ(t) = IzR(t) dt+ erR(t) dW(t) -- OdN(t), (8) 
where W is a standard Wiener process with unit standard 
deviation per unit time and dN(t) is the number of spikes 
generated [or the change in the time-integrated spike 
count N(t)] during the interval dt and 0 is the firing 
threshold of the neuron. Equation (8) is the stochastic 
differential equation which describes Brownian motion 
(Tuckwell, 1989; Bhattacharya & Waymire, 1990) with 
an additional final term added by us to account for the 
02R(t) = w2(r, ¢) lIB +ID] rd rd¢  + 6(t) w2( r, 0) £drdrd¢ = VO[IB +ID] + 8(t)VA£d, 
dO dO o do 
(7) 
where Vo and VA are constants. 
We model the spike generation mechanism of the 
ganglion cell as a stochastic integrate-and-fire mechan- 
ism (Gerstein & Mandelbrot, 1964; Glass & Mackey, 
1988; Tuckwell, 1989; Rudd, 1996). We assume that the 
ganglion cell perfectly integrates the random receptive 
field output over time until the level of the time- 
integrated receptive field output (hereafter referred to as 
the neural activation level) exceeds the constant value of 
the cell's firing threshold, at which time the cell emits a 
single neural spike and the activation level is reset to 
zero. After the reset, the receptive field output continues 
to be perfectly time-integrated by the ganglion cell until a 
second spike is generated, and so on. 
The neural activation level is a sum of independent and 
identically-distributed random receptive field outputs, 
and therefore, by the central limit theorem, the activation 
effects of the reset mechanism (Rudd & Brown, 1997). 
The reset erm is critical for understanding the adaptation 
properties of the integrate-and-fire n uron, as will be 
demonstrated. 
A large literature xists concerning the mathematical 
properties of Brownian motion. Assuming that the drift 
rate and diffusion coefficient are constant over time, the 
probability density function for first neural threshold 
crossing is (Karlin & Taylor, 1975; Glass & Mackey, 
1988; Tuckwell, 1989): 
_ 0 - z (o )  - (0  - z (o )  -  Rt) 2 
pl(t) ~g~exp , (9) 
where we have dropped the time parameterization f 
#R(0 and an(O, since they are no longer assumed to be 
time-varying. Equation (9) applies to our process, despite 
the fact that we have modified the Brownian motion 
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FIGURE 3. An example of the stochastic evolution of the neural activation level of an integrate-and-fire neuron. The activation 
level undergoes Brownian motion over time until the neural threshold 0 is exceeded, at which time a single neural spike is 
emitted. The activation level is then instantaneously reset o zero. The activation level continues to undergo Brownian motion, 
emitting a spike and resetting each time that the threshold level is crossed. 
equation, because the reset term has no influence on the 
process prior to the first reset (threshold crossing). 
Equation (9) has the form of an inverse Gaussian (Wald) 
distribution (Chhikara & Folks, 1989; Tuckwell, 1989). 
The first threshold crossing time will be referred to as 
the first firing time. Let us denote the random first firing 
time by rl and, more generally, let us denote the Nth 
firing time by ZN. The density function for the Nth firing 
time (Rudd, 1996) is 
NO - Z (O)  - (NO - Z (O)  - ItRt) 2 
pN(t)- aR2V/~-~-~t3 exp 2a2R t (1o) 
Operational definition of threshold 
Donner et al. operationally defined the incremental 
threshold of ganglion cells as the lowest flash intensity at 
which one or more spikes occurred within a fixed 2-sec 
time window (beginning 500 msec after the onset of the 
test flash and ending 2.5 sec after onset) on at least half 
the trials. Note that this definition is equivalent o the 
following one: the threshold intensity of a test flash is that 
intensity which produces a median first firing time of 
2 sec, with the measurement period beginning 500 msec 
after flash onset. Donner et al. presumably began their 
spike counts 500 msec after flash onset in order to avoid 
transient artifacts. 
[ 
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FIGURE 4. Threshold-vs-intensity function of the integrate-and-fire ganglion cell model (filled circles) and physiological 
recordings (open triangles) from a ganglion cell of the toad Bufo rnarinus (Donner et al., 1990). Rh* denotes isomerizations per 
rod. Model parameters: Mo = 0 rods; MA 736 rods; Vo = 759.45 rods; Va = 736 rods; 0 = 1Rh; ID = 0.013 Rh*sec 1; and 
T 98.5 sec. 
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The stimuli were 4-sec pulses, which were not turned 
off until after the threshold measurement was completed; 
therefore, they were effectively on-steps. The ganglion 
cell was adapted to various backgrounds for adaptation 
periods of 6-20 min. The threshold intensity at each 
background level was determined by 10-20 presentations 
of stimuli around the threshold intensity. The interstirau- 
lus interval was 30 sec. All backgrounds were presented 
as large fields. The test area was large enough to cover the 
central summation area of the cell under study (which for. 
toad ganglion cells is on the order of 300/~m in 
diameter); but, an attempt was also made to avoid 
stimulation of the inhibitory surround. Further details of 
the procedure are given in Donner et al. (1990). Since 
ganglion cell threshold is defined as the value of A/that 
gives a median first firing time of 2 sec during a spike 
sampling period beginning 500 msec after stimulus onset, 
we set: 
Median ~Ol(t - 0.5 sec)] = 2 sec. (11) 
From the expression for the first firing time density 
[Eq. (9)] we obtain: 
first begin by investigating the behavior of the simpler 
perfect integrator ganglion cell model. 
By inspection of Eq. (13), we see that other parameters 
of the model that may affect the median first firing time 
are the neural threshold 0, the mean receptive fietd output 
rate PR, and the standard eviation per unit time an of the 
receptive field output, ktR and an, in turn, depend on the 
background level.IB, the incremental f ash intensity A/, 
the flash areaA, the dark rate ID, and thedegree of match 
between the receptive field profile w(x,y) and the mean 
stimulus profile i(x,y,t). Note that the relationship 
between the receptive field and stimulus profile influ- 
ences the model through the parameters Mo, MA, Vo, and 
vA. 
In Simulation 1, we use the model to quantitatively fit
the toad ganglion cell t.v.i, curve of Donner et al. with 
this model. In principle, this requires finding a set of 
model parameters that satisfies Eqs (11) and (13), with a 
pair of intensity values A/and IB given as input. It thus 
appears that the model has a total of eight free 
parameters: A, ID, 0, M0, MA, V0, VA, and the adaptation 
time T. However, we next show that the number of free 
pl[t -- 0.5, Z(0.5)] ---- 
0 - z(0.5) V-(o - z(0.5) - uR(t - 0.5)) 2. 
exp [ err V/27r(t - 0 .5 )  3 
(12) 
In general, however, at the beginning of the sampling 
window (at t = 0.5), the neuron has been firing in a 
random manner for some time; therefore, the activation 
level Z(0.5) is known only statistically. In principle, it 
could take on any value less than or equal to the neural 
threshold 0. It follows that the first firing time density 
function whose median we want to set equal to 2 sec is: 
parameters i  reduced to three by fixing the ganglion cell 
receptive field model, and furthermore that the ranges of 
two of these three free parameters are actually highly 
constrained by experimental data. 
Receptive field model 
The standard ganglion cell receptive field model is the 
p l ( t -  0.5) = I 0 
--0(3 
O-z  
erR V/27r(t - 0.5) 3 
exp [--(0 - z - #n( t  - 0.5))2] jp [z/0.5)= z] dz, (13) 
where p[Z(0.5)= z] is the probability density for the 
neural activation at time 0.5 to be at level z. An integral 
expression for p[Z(0.5) --- z] that may be useful for 
computational purposes is derived in Rudd & Brown 
(1997); however we will not reproduce it here, since the 
expression is bulky, does not lead to closed-form 
expression for Eq. (13), and fails to provide further 
insight into the behavior of the model. We will instead 
rely on computer simulation to study the properties of the 
model. 
As will be demonstrated in our first simulation of the 
model, p[Z(0.5) = z] depends trongly on the length of 
time over which the model neuron adapts to the 
background prior to the beginning of the spike sampling 
period. Thus, indirectly through this density function, 
adaptation time becomes an important implicit parameter 
of the model. This result can be traced to our assumption 
that the neuron is a perfect (nonleaky) integrator of its 
input. We will also present simulations of a model with 
leaky integration; but, for purposes of exposition, we will 
difference-of-Gaussians function (Rodieck, 1965; En- 
roth-Cugell & Robson, 1966). We approximated this 
function by a difference-of-cylinders function, in which 
the positively-weighted cylinder was higher and of 
smaller diameter than the negatively weighted cylinder. 
The threshold of the neuron is not affected much by 
substituting for the difference-of-Gaussians function the 
difference-of-cylinders approximation, which was much 
simpler to work with analytically. 
As mentioned above, the positive and negative regions 
of the receptive fields of Bufo marinus ganglion cells are 
perfectly balanced, as evidenced by the fact that nearly all 
of these cells fail to produce a sustained response to a 
large uniform field (Copenhagen et al., 1987). Designat- 
ing the constant weight in the receptive field center as wc 
and the constant weight in the surround as ws, the 
balanced receptive field constraint is expressed by 
setting: 
wcNc(IB+Io)+wsNs(IB+Io) > O, (14) 
where both background and thermal luminances are 
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given in units of isomerizations per rod-second 
(Rh*sec 1), and Nc and Ns are the numbers of rods in 
the receptive field center and the annular surround, 
respectively. 
Note that, since ID is assumed to be constant and 
nonzero, Eq. (14) implies 
Nc 
w~. : -we - - .  (15) 
Ns 
Either wc or ws can be chosen arbitrarily, because the 
signal-to-noise ratio of the receptive field output 
(integrated over any given time period) is unaffected by 
any simple rescaling of the height of the receptive field 
weighting function. 
The relationship between retinal area and number of 
rods is fixed by the known rod density of about 
15,000 rods mm -2 (Copenhagen et al., 1987). For our 
purposes, it is important o estimate the size of the 
receptive field on-center as accurately as possible, 
because the signal-to-noise ratio of the receptive field 
output is strongly influenced by the size of the target, and 
Donner et al. did not indicate the size of the target other 
than to report that it just filled the on-center of the 
ganglion cell receptive field. Although there is no way of 
knowing the size of the on-center of the receptive field of 
the particular ganglion cell whose t.v.i, function was 
measured by Donner et al., the receptive field sizes of 
several other toad (Copenhagen et al., 1987) and frog 
(Backstrom & Reuter, 1975) ganglion cells have been 
reported, and we chose to scale our model receptive field 
to match the average receptive field dimensions reported 
in those studies. The average receptive field has a center 
that is about 250/~m in diameter and a surround which is 
about four to five times wider than the center. We chose a 
surround whose outer diameter was approximately five 
times that of the center (although the choice of surround 
size makes little difference to the behavior of the model, 
as explained below). Thus, we arrived at a model in 
which Arc - 736 rods and Ns = 16,228 rods. Because we 
had set Wc = 1, by Eq. (15) we then had ws -- -0.0454. 
Given these assumptions, the model is sufficiently 
constrained to calculate the mean and variance of the 
receptive field output. The mean is given by Eq. (6), with 
Mo = 0 rods (because the receptive field is assumed to 
have perfectly balanced excitatory and inhibitory recep- 
tive field subregions) and MA = wcNc= 736 rods. We 
therefore rewrite Eq. (6) as 
#R (t) = wcNcAI 6(t), (16) 
with M given in units of Rh*sec -1. 
It is equally straightforward to calculate aR2(t). To 
obtain the variance of a weighted sum of independent 
random variables, one adds the variances of the variables, 
each weighted by the square of the weight given to that 
variable in computing the sum; thus, we obtain 
c~(t) = (w2cNc + w~N~) (Is + ID) + wZNoAl~(t). (17) 
By direct comparison of Eq. (17) and Eq. (7), we see 
that Vo= wc2Nc+wsZNs = 769.45 rods and VA = wc2Nc = 
736 rods for this particular eceptive field model. From 
Eqs (16) and (17), it can be seen why the precision with 
which we estimate the surround size is not critical. The 
influence of the surround size enters into the model via 
the rod number Ns, but the parameter Ns does not appear 
in the expression for the mean receptive field output rate 
at all, and it has only a very weak influence on the 
variance in the receptive field output, because Ws 2 << Wc 2. 
SIMULATIONS AND REVISIONS OF THE MODEL 
Simulation 1: Ganglion cell T.V.I. curve (perfect 
integrator model) 
The choice of receptive field model fixes the four 
parameters Mo, MA, V0, and VA. It also indirectly fixes the 
stimulus areaA, because all we know about he size of the 
test flashes employed by Donner et al. is that they just 
filled the on-center of the receptive field of the ganglion 
cell whose threshold they measured. This leaves us with 
only three free parameters: the neural threshold 0, the 
mean thermal isomerization rate ID, and the adaptation 
duration T. Both ID and T can be estimated from 
published ata lID from Copenhagen et al. (1987) and T 
from the range of actual adaptation times used by Donner 
et al.], however, we chose to allow all three parameters to
vary freely. Our procedure was to first determine whether 
any combination of these three parameters would allow 
us to fit the ganglion cell t.v.i, curve. After we found such 
a parameter set, we checked to see whether the 
combination of parameter values that produced the best 
fit was consistent with the values of these parameters 
reported in the literature. We thus discovered that the 
model gave a reasonable account of the data in the sense 
that the fitting procedure yielded physiologically-realistic 
parameters. 
Curve-fitting procedure. We began by arbitrarily 
choosing the three free parameters and the initial 
incremental flash intensity AJ. We then simulated the 
spiking behavior of the cell at the values of 18 at which 
Donner et al. measured the threshold of their actual 
ganglion cell. A simulation trial consisted of one random 
walk (beginning at the initial activation level zero) with 
drift rate and diffusion coefficient given by Eqs (16) and 
(17), respectively. On the basis of an ensemble of trials 
run with identical stimulus and model parameters (but 
using a different random seed on each trial), we 
calculated the proportion of trials on which one or more 
threshold crossings (neural spikes) were obtained in a 2- 
sec time window beginning 500 msec after stimulus 
onset. We iteratively adjusted A/ until this proportion 
equaled 0.5. The value of A/ which produced the 
proportion 0.5 defined the threshold of the model 
ganglion cell in exactly the same way that Donner et 
al. operationally defined the threshold of their actual 
ganglion cell. 
At each background level, we typically began by 
making crude adjustments of A/ based on samples of 
about en trials. More trials were required to fine-tune the 
threshold value of A/. As the number of trials was 
increased, the proportion of trials on which we obtained 
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at least one spike during the monitored time window 
converged to an asymptotic value. We discovered that 
about 50,000 trials were required to produce aproportion 
that was stable to a precision of four significant figures 
from trial to trial. Our final 50%-threshold points were 
therefore always computed on the basis of 50,000 
simulated trials. 
After an entire t.v.i, curve had been obtained with the 
initial parameter set using the above procedure, we began 
adjusting the parameters to improve the match between 
the simulated and actual t.v.i, curves. Nonoptimal 
parameters tended to produce theoretical curves whose 
overall shapes obviously did not match the actual 
ganglion cell curves, as judged by eye. 
We quickly discovered that it was impossible to 
produce a realistic curve unless the value of the neural 
threshold was very small, seemingly the smaller the 
better. We therefore decided to set 0 = 1 Rh, where Rh 
denotes isomerizations. There is nothing magical about 
this number; it could just have easily been 2 or 10 -4. But 
a threshold value of 1 definitely worked better than a 
threshold value of 10. 
Once 0 had been fixed, we iteratively adjusted the two 
remaining free parameters, Io and T, until the resulting 
t.v.i, curve closely matched the actual ganglion cell t.v.i. 
curve, as determined by eye. Since small perturbations of
the optimal parameters produced obvious discrepancies 
between the theoretical curve and the data, we did not 
attempt o find the parameter set which minimized the 
least-square error. 
The "best-fitting" model t.v.i, curve is displayed in 
Fig. 4, along with the actual ganglion cell t.v.i, data. 
The model produced an excellent fit to the data with 
the parameter set: 0 = 1 Rh; ID ---- 0.013 Rh*sec-1; and 
T = 98.5 sec. The dark rate value is at the low end of the 
range of published values (Copenhagen et al., 1987), and 
is realistic. The adaptation time required to fit the data 
was, however, about four times shorter than the shortest 
of the actual adaptation times (6-20 min) employed by 
Donner et al. The perfect integrator model suffers from 
the defect that the theorist must artificially set the 
adaptation time of the model in order to fit the threshold 
data quantitatively. In Simulations 5 and 6, we test two 
different modifications of the model in which the 
neuron's memory for its adaptation state is limited. 
Before presenting the modified models, we will first 
present some simulations which help to explain why the 
perfect integrator model exhibits light adaptation. In- 
sights gained from the analysis of the perfect integrator 
model will transfer to the limited-memory models. 
Mathematical analysis of light adaptation in the model 
ganglion cell 
It is perhaps not surprising that the simulated t.v.i curve 
possesses both an absolute threshold region and a de Vries- 
Rose region, since the absolute threshold and de Vries- 
Rose laws are traditionally explained on the basis of 
additive internal noise (Barlow, 1956, 1957) and photon 
fluctuations (de Vries, 1943; Rose, 1942, 1948), respec- 
tively, and both types of noise are included in our model. 
However, the simulation results provide little insight into 
the nature of the mechanism by which light adaptation 
occurs in our model. Equation (6) indicates that the mean 
receptive field output rate is proportional to the incremental 
flash intensity M. The mean output rate is the average rate 
at which the neuron is driven towards threshold. Our 
simulation indicates that, when the variance in the 
receptive field output is large, the cell must be driven 
towards threshold at a faster rate when the increment 
comes on in order to achieve a50% probability of emitting 
a spike within a fixed time period. Intuition suggests that a 
faster drift rate is required because the average distance 
between the activation level and the threshold is larger 
when the noise level has been large during adaptation. 
To clarify this intuition, and to further explore the 
process of light adaptation i  our model ganglion cell, we 
examined the behavior of the mean neural activation 
level through further simulations of the integrate-and-fire 
model. We discovered that, after a sufficiently long 
period of adaptation to a uniform field, the average value 
of the neural activation level is a linearly decreasing 
function of the standard eviation of the receptive field 
output rate. The results of a simulation demonstrating this 
property of the model are plotted in Fig. 5. 
This behavior can be understood in terms of the 
stochastic differential Eq. (8) that describes the probabil- 
istic time-evolution of the neural activation level. Recall 
that this equation is the standard equation for Brownian 
motion (the continuous version of a random walk), with a 
final term added by us to account for the effect of the 
neural reset mechanism on the activation level. The effect 
of the resets is critical for understanding why the average 
neural activation level decreases over time when the 
neuron is adapted to a uniform field, and therefore why 
the integrate-and-fire ganglion cell model exhibits the 
light adaptation behavior that it does. 
Because we have assumed that the toad ganglion cell 
possesses a perfectly balanced center-surround receptive 
field, the average receptive field output rate in response to 
a uniform field will be zero. If there were no resets, the 
activation level would therefore undergo a random walk 
around the level zero. The resets alter this situation. 
Whenever a reset occurs, the activation level is 
decreased; thus, the average activation level is decreased 
relative to the average activation level that would be 
observed in the absence of resets (i.e., zero). The resets 
tend to hyperpolarize the integrate-and-fire n uron (Rudd 
& Brown, 1997). The average amount of hyperpolariza- 
tion occuring in a given time interval is equal to the 
average number of resets in the interval multiplied by the 
magnitude of the activation level decrease associated 
with each reset: 0. 
Light adaptation i  the model results from a statistical 
hyperpolarization of the ganglion cell due to noise- 
induced resets. When the cell is stimulated by a uniform 
field, resets can result only from statistical f uctuations in 
the receptive field output. Since the average output is 
zero, the neural input current has no deterministic com- 
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FIGURE 5. Simulated mean eural activation level Z(T) as a function of the standard deviation crR of the receptive field output 
rate (square-root f variance per unit time). For large values of T, Z(T) is a linearly decreasing function of 6R. Model 
parameters: Mo= 0 rods; Ma -- 736 rods; Vo -- 769.45 rods; VA - 736 rods; 0 = 0.l Rh; lo - 0 Rh*sec-1; T 500 (arbitrary 
units); Z(0) -- 0. 
ponent. The number of resets occuring in a fixed time 
interval--and thus also the amount of hyperpolarization 
over this interval---depends only on the magnitude of the 
fluctuations in the receptive field output. As the 
simulation results in Fig. 5 demonstrate, the average 
amount of hyperpolarization occuring within any given 
time period is proportional to the standard deviation of 
the receptive field output noise. Since the output noise is 
assumed to result from an additive combination of 
thermal and photon-induced isomerizations, the average 
hyperpolarization is proportional to the standard devia- 
tion of this composite noise. 
When the photon-induced isomerization rate is large 
enough to dominate the dark rate, the average hyperpo- 
larization due to a uniform field will depend only on the 
square-root of the background level. Since the average 
hyperpolarization i creases with background intensity, 
the intensity of a subsequently-presented incremental 
flash required to produce a criterion median first firing 
time must also be increased. This mechanism accounts 
for our ability to fit the de Vries-Rose and absolute 
threshold portions of the toad ganglion cell t.v.i, curve 
with the model. 
Through further computer simulations of the model, we 
have discovered that the average amount of hyper- 
polarization is also proportional to the square-root of 
time.* The perfect integrator neuron will therefore 
*A graph of the trajectory of the mean activation level, along with a 
more detailed analysis of the dynamic behavior of the activation 
level, is presented in Rudd and Brown (1997). 
continue to adapt forever! This fact explains why we 
had to artificially fix the adaptation time in order to 
produce the precise amount of adaptation required to fit 
the toad ganglion cell t.v.i, data. The unrealistic perpetual 
adaptation property is eliminated when a membrane leak 
is added to the ganglion cell model in Simulations 5 and 6. 
Simulation 2: Noise gain control property of the model 
In the Introduction, we claimed that our integrate-and- 
fire mechanism had the noise gain control property 
required by the second stage of the retinal light 
adaptation model of Donner et al. We have carried out 
several simulations of the model which indicate that this 
is the case (Rudd & Brown, 1993, 1994, 1995, 1996, 
1997). Here we will present simulation which demon- 
strates that the de Vries-Rose segment of the ganglion 
cell t.v.i, curve is associated with a change in the gain of 
the ganglion cell, rather than the result of an increase in 
the spiking rate variability. 
Before describing the simulation, we will first describe 
how the integrate-and-fire mechanism regulates the gain 
of the ganglion cell spike rate. As discussed in the last 
section, light adaptation in the model results from a 
noise-induced hyperpolarization of the model neuron 
which builds up over time. The more hyperpolarized the 
neuron becomes, the greater the distance between the 
neural threshold and the mean activation level. As has 
already been demonstrated, more noise (i.e., a higher 
background level) produces more hyperpolarization; thus 
a larger incremental f ash intensity is required in order to 
generate a single spike in a fixed amount of time. 
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If, instead of increasing the incremental flash intensity 
to compensate for this increased hyperpolarization due to 
noise, we were to fix the incremental intensity, the time to 
reach the first spike would be lengthened as the amount of 
noise-induced hyperpolarization was increased. A critical 
issue is whether the spike rate continues to be reduced by 
noise even after the first spike is emitted; if so, the model 
ganglion cell could be said to exhibit noise gain control, 
in the sense that noise modulates the spike/photon ratio. 
This is, in fact, what happens; although explaining how 
and why it happens requires further mathematical nalysis 
and computer simulation (Rudd & Brown, 1993, 1994, 
1995, 1996, 1997). Suffice it to say that the noise appears 
to exert a statistical downward pull on the average neural 
activation level even while the incremental stimulus is 
exerting a counteracting upward push. Because it is non- 
trivial to analyze this complex mechanism, investigation of
the noise gain properties of the neuron is deferred to a later 
paper. Here, we present abasic simulation which demon- 
strates that the neuron does exhibit noise gain control. 
The simulated experiment that we performed on the 
perfect integrate-and-fire n uron was modeled after a 
classic psychophysical brightness matching paradigm 
(Heinemann, 1955; Whittle & Challands, 1969; Whittle, 
1994). In the psychophysical experiment, a light stimulus 
of some standard luminance is presented to one eye, 
which is dark-adapted. A test flash is presented on a 
steady uniform background field in the other, light- 
adapted eye. The subject adjusts the intensity of the 
incremental f ash until the test matches the standard in 
brightness. In our simulated experiment with the 
integrate-and-fire n uron, we substituted the criterion of 
fixed spiking rate for brightness. We then found the 
incremental flash intensity required to produce the 
criterion spiking rate as a function of the background level. 
Procedure. At the beginning of the simulation, all 
model parameters were fixed at the values that produced 
the theoretical t.v.i, curve of Fig. 4. We adapted the 
neuron for 98.5 sec to a uniform field whose luminance 
was in the low range of the square-root threshold law 
region. Then we counted the number of spikes produced 
by a test flash of variable intensity At" within a 2 msec 
time window, beginning 3.9 sec after the onset of the test 
stimulus. The incremental f ash intensity was adjusted 
until the average number of spikes within this 2 msec 
window (based on 1000 samples) indicated that the 
model neuron was spiking at a criterion rate of 42 spikes/ 
sec. We then increased the background intensity and 
repeated the procedure to obtain the value of A/ that 
produced an average spiking rate of 42 spikes/sec, 3.9 sec 
after stimulus onset, at this new background level. 
When the values of A/ that produced the criterion 
spiking rate were plotted as a function of IB on a log-log 
plot, the data points fell on a straight line with slope 0:5, 
indicating that: 
LX/ 
a constant, 
for a constant spiking rate. 
If we define the input as the incremental flash intensity, 
then it appears that the output (the spiking rate) is equal to 
the product of the input and a gain factor that is inversely 
proportional to the square-root of the background 
intensity. We conclude that photon fluctuations influence 
the threshold of the model ganglion cell by reducing the 
mean spiking rate, rather than by increasing the spiking 
rate variability. In other words, the integrate-and-fire 
mechanism functions as a "noise gain box" (in Donner 
and colleagues' phrase); the spike per photon ratio is 
automatically adjusted in inverse proportion to the 
standard deviation of the fluctuations of the weighted 
sum of quantal rod events within the ganglion cell 
receptive field. Noise gain control is thus a natural 
byproduct of the integrate-and-fire spike generation 
mechanism. No additional deterministic gain control 
need be assumed in order for the ganglion cell model to 
exhibit this inverse square-root gain control. 
Simulation 3: An alternative measure of neural threshold 
An alternative method of measuring ganglion cell 
threshold that might seem more natural to some readers is 
based on a statistical comparison of the spike count 
generated in the presence of an incremental stimulus with 
the count generated when no incremental stimulus is 
presented. From the sample spike counts produced in the 
test and blank conditions, one can compute the signal-to- 
noise ratio 
d' = v~(~[C~] - p[C.]) (19) 
v/o2[Cs] +  2[Cn] ' 
where Cs and Cn are the spike counts in the signal and 
noise conditions, respectively and N is the number of 
samples collected in each of the two types of experi- 
mental conditions. The statistical threshold of the gang- 
lion cell can then be defined as that value of A/which 
produces ome criterion d', as defined by Eq. (19). In our 
third simulation, we simulated this threshold measure- 
ment procedure with our model ganglion cell to 
investigate whether the dependence of the threshold 
value of AJ on IB is altered when threshold is defined in 
this way. 
Procedure. As in Simulation 2, the neuron was first 
adapted to a uniform field of a given background intensity 
for 98.5 sec. On signal trials, a test flash was then turned 
on. Beginning 3.9 sec after the flash onset, the number of 
spikes generated within a 2 msec time window was 
counted. The 2 msec sampling duration was chosen 
arbitrarily. It was not meant o represent a realistic period 
over which an observer---or the cortex--might sample 
the ganglion cell spike train, but rather to approximate an 
instantaneous measure of the signal-to-noise ratio of the 
neural spike train. The procedure on blank trials was 
identical except hat the flash was not presented. Thirty 
signal trials and thirty blank trials were simulated using a 
different random seed on each trial. The d' value 
corresponding to these 60 samples was computed. The 
procedure was repeated, with adjustments of the flash 
intensity being made each time until a d' of 3.4 was 
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FIGURE 6. Threshold-vs-intensity function of the two-stage retinal adaptation model (filled circles) and physiological 
recordings (open triangles) from a ganglion cell of the toad Bufo marinus (Donner et al., 1990). The first stage of the model 
consists of an instantaneous Weber gain control in the photoreceptors. The second stage consists of a noise gain control which is 
produced by an integrate-and-fire spike generation mechanism at the ganglion cell level. Rh* denotes isomerizations per rod. 
Model parameters: M0 ----- 0 rods; MA = 736 rods; Vo = 769.45 rods; VA-- 736 rods; lo = 0.25 Rh*sec l; 0 = 1 Rh; 
ID -- 0.013 Rh*sec 1; and T -  98.5 sec. 
obtained. This value of d' was chosen arbitrarily, since 
there was no reason to believe that any particular d' is 
preferred as a definition of threshold. 
The log-log plot of the threshold values of A/against 
IB was a straight line with slope 0.5, indicating that A/had 
to be increased in proportion to the square-root of the 
background level in order to maintain a fixed spike count 
reliability. The model thus generates the de Vries-Rose 
law whether the threshold is operationally defined 
according to the threshold measurement procedure of 
Donner et al., or by the method of fixed d'. 
Importantly, the fact that the threshold was still 
proportional to the standard deviations of the quantal 
fluctuations 3.9 sec after stimulus onset indicates that our 
ability to simulate the data of Donner et al. did not result 
from a temporary hyperpolarization f the model cell by 
a uniform field which disappears after the first spike is 
emitted. Furthermore, along with our previous demon- 
stration that the background ependence of threshold is 
due to gain control of the signal rather than to intensity- 
dependent noise in the spiking rate, this simulation lends 
support to the idea that the model has stochastic light 
adaptation properties which generalize to experimental 
paradigms other than the specific threshold measurement 
procedure of Donner et al. 
Simulation 4." Adding Weber gain control at the 
photoreceptor level 
Taken together, the previous three simulations demon- 
strate that the integrate-and-fire spike generation me- 
chanism results in a noise gain control of the type 
assumed by Donner et al. to occur at the second site of 
retinal adaptation. It remains to be demonstrated that the 
addition of a Weber gain control at the photoreceptor 
level results in a two-stage retinal gain control model that 
can account for ganglion cell threshold-vs-intensity 
behavior over the full range of background levels studied 
by Donner et al. We will next show that including an 
additional Weber gain stage at the level of the 
photoreceptors results in a theoretical ganglion cell 
t.v.i, curve that follows the absolute threshold law at 
low background levels, the de Vries-Rose Law at 
medium background levels, and Weber's Law at high 
background levels. Thus, this simulation demonstrates 
that the integrate-and-fire ganglion cell model functions 
appropriately as a noise gain box in the context of the 
two-stage retinal ight adaptation model. 
Procedure. In the simulation, the Weber gain mechan- 
ism was implemented exactly as originally proposed by 
Donner et al. We assumed that both photon absorptions 
and thermal events give rise to signals which are scaled 
by the Weber gain factor: 
1 
Gw - , (20) 
l+t_e 1o 
where Io is the sensitivity-halving background for the red 
rods of Bufo marinus. Note that Eq. (20) is a special case 
of Donner and colleagues' Weber gain factor [Eq. (1)], in 
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which we have arbitrarily set kl = 1. We chose this value 
for kl because Donner et al. did not recommend any 
particular value for this parameter and because fixing kl 
reduces the number of free parameters in the model. The 
other model parameters (0, ID, and 7) were fixed at the 
values which produced the best curve fit in Simulation 1. 
The only free parameter in Simulation 4 was I0. 
When the Weber gain stage is added to the model 
between the input stage and the stochastic integrate-and- 
fire mechanism, the appropriate expressions for the mean 
and variance of the receptive field output rate are 
#R(t) = GwwcN~AI 6(t), (21) 
and 
4(t) = a (w Uc + +to) + a vw cUcat (t) 
(22) 
To fit the ganglion cell threshold ata with the two- 
stage gain control model, we simply repeated Simulation 
1 with Eqs (21) and (22) substituted for Eqs (16) and (17) 
in the model. As in our previous simulations, we chose 
the best-fitting threshold curve by eye. The single free 
parameter Io did not affect the shape of the lower 
(absolute threshold and square-root law) portions of the 
t.v.i, curve; only the background level at which the 
ganglion cell began to exhibit Weber's law threshold 
behavior was affected. 
The two-stage gain control model produced the t.v.i. 
curve displayed in Fig. 6 with the single additional 
parameter Io = 0.25 Rh*sec -1. It is not clear whether the 
value of Io that produced the best fit would have been 
altered by a different choice of the Weber gain parameter 
kl, but the best-fitting value 0.25 Rh*sec -1 is close 
to experimental estimates of Io. Donner et al. reported 
values ranging from 0.42 to 2.41Rh*sec -a for seven 
different rods. They also reported values of Io for seven 
horizontal cells, one of which did in fact have the value 
Io = 0.25 Rh*sec -1. These findings suggest that 
I0 = 0.25 Rh*sec -1 is not an unrealistic value and by 
implication that ka = 1 is not an unrealistic value. In any 
case, the most important conclusion to be drawn from this 
simulation is that the two-stage retinal gain control model 
(with the integrate-and-fire m chanism serving the role of 
the noise gain box) can produce an appropriately-shaped 
t.v.i, curve. 
Light adaptation properties of a model ganglion cell with 
leaky integration 
We have shown that a simple integrate-and-fire model 
of ganglion cell spike generation exhibits ome surprising 
light adaptation behavior, closely mimicking that of 
actual ganglion cells. However, the model has some 
obvious weaknesses both as a neural model and as a 
model of light adaptation. First, real neurons are leaky 
integrators rather than perfect integrators. Second, real 
neurons cannot be hyperpolarized by arbitrarily large 
amounts, as our idealized neuron will be if it is exposed to 
an arbitrarily intense uniform field or, more importantly, 
if it is allowed to adapt for a long time to a uniform field 
of any intensity. 
The fact that the model continues to adapt forever 
stems from our assumption that the neuron is a perfect 
time-integrator f its input. If we alternatively assumed 
leaky rather than perfect integration, the cell could only 
be influenced by past photon absorptions for a time on the 
order of the characteristic time of the leak. Eventually, 
the level of hyperpolarization will reach asymptote. Thus, 
an integrate-and-fire ganglion cell with leaky integration 
will not be hyperpolarized to an arbitrarily large degree, 
even if it is allowed to adapt for an arbitrarily long period 
of time. We demonstrate hat this statement is true by 
simulating the leaky integrate-and-fire n uron in Simula- 
tion 5. 
A related, but lesser, problem with the nonleaky 
integrate-and-fire model stems from the fact that the 
average amount of hyperpolarization i creases as the 
standard eviation of the receptive field output rate, and, 
therefore, as the square-root of the background intensity. 
If the field is made very intense, the neuron may be 
hyperpolarized to a great extent in a short amount of time. 
For arbitrarily intense backgrounds, the amount of 
hyperpolarization becomes arbitrarily large. This pro- 
blem of arbitrarily large hyperpolarization to arbitrarily 
intense backgrounds remains with the leaky integrator 
model. However, as discussed in the Introduction, the 
experimental evidence indicates that the red rods of Bufo 
marinus exhibit Weber adaptation at background levels 
above about 1.1 log Rh*sec -1, and, at still higher back- 
ground levels, the rods saturate. So, in vivo, the ganglion 
cells would be prevented from unbounded hyperpolariza- 
tion (or perhaps, instead, from a saturation of the 
hyperpolarization mechanism) by rod adaptation. This 
suggests the intriguing possibility that one of the 
functions of Weber adaptation in the rods is to reduce 
the magnitude of fluctuations in the pooled rod input to 
the ganglion cells in order to keep the noise adaptation 
mechanism of the ganglion cells in a viable operating 
range, at high background levels. 
Recall that the model used to simulate the toad 
ganglion cell t.v.i, curve had three free parameters: the 
neural threshold, the thermal isomerization rate, and the 
adaptation time. All three parameters had to be "just 
right" in order to fit the threshold curve. The fact that the 
perfect integrator model only fits the data for a particular 
adaptation time clearly seems artificial. The need to 
choose a particular adaptation time for the model to 
work properly is due to the fact that we have assumed 
perfect ime-integration f the ganglion cell input. In a 
leaky neuron model, there is no need to artificially 
choose a particular adaptation time, since the level of 
adaptation eventually reaches asymptote as it does in 
real ganglion cells. It suffices to let the model run to its 
asymptotic adaptation state (assuming that it does this 
within the 6-rain period corresponding to the lower end 
of the range of adaptation times employed by Donner et 
al.). 
Adding a leak to the neuron modifies the diffusion 
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process that leads to spike generation. The effect of the 
leak is to multiply the activation level at the end of each 
small time interval by a constant of proportionality p,
where p < 1. In other words, in each small time step a 
proportion 1-p of the neural activation decays away. 
This results in a diffusion equation describing the change 
in the activation level per unit time which is different 
from the diffusion equation associated with Brownian 
motion [Eq. (8)]. Ignoring the inhibitory (hyperpolariz- 
ing) effect of the reset mechanism, which complicates 
matters, the new equation is 
dU(t) = [-ceU(t) + #R (t)] dt + ~rR (t) dW(t), (23) 
where the reader is reminded that W is a standard 
Wiener process with unit standard deviation per unit 
time. 
A stochastic process whose time evolution is described 
by a differential equation of this form is called an 
Ornstein-Uhlenbeck process (Uhlenbeck & Ornstein, 
1930; Tuckwell, 1989). The level U(t) of the Ornstein- 
Uhlenbeck process (OUP) is Gaussian-distributed with 
mean 
U(t) = #RT(1-  e -t/T) (24) 
and variance 
Var[U(t)] °2"r (1--e -2t/T) (25) =-~-  
(Tuckwell, 1989, p. 46) where z is the characteristic time 
of the leak and it is assumed that fiR(t) and aR2(t) are 
constants with respect o time. 
It is important o realize that, while the OUP is the 
diffusion process which drives the integrate-and-fire 
mechanism, the neural activation level is not itself an 
OUP (Rudd & Brown, 1997). This is because the neural 
activation level is decreased by the amount 0 each time 
that a reset occurs, and this decrease is not taken into 
consideration i  the stochastic differential Eq. (23) for the 
OUP. We therefore write another stochastic differential 
equation that includes aterm which takes into account the 
effect of the reset mechanism to describe the time- 
evolution of the neural activation level of the leaky 
neuron: 
dV(t) = [-c~Y(t) +//R(t)] dt + OR(t ) dW(t) - OdN(t), 
(26) 
where we have used the notation V(t) instead of Z(t) to 
represent the neural activation level, in order to avoid 
confusion between analytic results based on the Brow- 
nian motion-driven neuron and results based on the OUP- 
driven neuron. Note however that V(t)~Z(t) in the limit 
of an infinitely slow leak. 
It can be shown for the perfect integrator neuron that 
the average number of resets N(T) during a sufficiently 
large adaptation period T (and, thus, the average amount 
of hyperpolarization generated uring the adaptation 
period) is proportional to the standard eviation of the 
Brownian motion which drives the resets (Rudd & 
Brown, 1997). More specifically, the average amount of 
hyperpolarization generated uring the interval [0,T] is: 
Hz (T) = aR ~2T (27) 
which is V~/Tr times the standard deviation of the 
Brownian motion process which drives the neuron, 
evaluated at time T. Note that Eq. (27) is consistent with 
our simulation result (Fig. 5) which showed that the mean 
activation level of the integrate-and-fire n uron is a 
linearly decreasing function of aR for sufficiently large 
values of T. 
To reason about the light adaptation behavior of the 
leaky ganglion cell model, we speculated that a similar 
relationship between the average amount of reset- 
induced hyperpolarization a d the standard eviation of 
the noise fluctuations holds for the OUP-driven neuron. If 
so, the average amount of hyperpolarization in the leaky 
integrator neuron would, for large T, be 
Hz(T) = CrRi~ (1 -- e-2~'/~-). (28) 
We have been unable to prove analytically whether or 
not the relationship does hold exactly for the OUP (in 
fact, we now suspect that it does not); however, as will be 
shown, this line of reasoning helped us to fit the ganglion 
cell threshold ata with a leaky integrate-and-fire model 
in Simulation 5. 
Two important conclusions follow from assuming the 
validity of Eq. (28): (1) after any given adaptation time 
the average amount of light adaptation exhibited by the 
leaky integrate-and-fire n uron is proportional to ~ ; 
and (2) after a long adaptation time, the average 
hyperpolarization level of the leaky neuron tends to the 
value 
Thus, according to the assumption (28), the asymptotic 
average amount of hyperpolarization exhibited by a leaky 
integrator neuron with characteristic time z will equal the 
average amount of adaptation exhibited by the perfect 
integrator after some particular adaptation time To if and 
only if: 
or when T = 2To. In order to simulate the ganglion cell 
t.v.i, data of Donner et al. with a leaky integrator model, 
it should therefore suffice to set r =2To,, where 
To = 98.5 sec, the adaptation time that provided the best 
fit to the threshold ata in Simulation 1. Although the 
resulting characteristic time (197 sec) is much too long to 
represent the decay time of a membrane leak, we next 
demonstrate hat this theory does in fact allow us to the fit 
the Bufo marinus ganglion cell t.v.i, data. Discussion of 
the interpretation of the decay parameter in the model 
will be deferred until the results of Simulation 5 have 
been presented. 
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Simulation 5: Ganglion cell threshold-vs-intensity curve 
(leaky integrator model) 
To verify the theory presented in the last section, we 
simulated the threshold behavior of the leaky integrate- 
and-fire ganglion cell model. The characteristic time of 
the leak was set to 197 sec in accordance with our 
computations based on Eq. (29). The two remaining 
parameters of the model--the neural threshold and the 
dark rate--were set to the values that were found to 
provide the best fit to the ganglion cell threshold ata in 
Simulation 1. It was anticipated that a leaky ganglion cell 
model with these parameters would provide a good fit to 
the toad ganglion cell data of Donner et al. 
Procedure. The neuron was adapted to a uniform field 
for an adaptation period of 21 min. Assuming a 
characteristic decay time of 197 sec, the ganglion cell 
should be over 99.9% adapted after 21 min (i.e., Eq. (28) 
will have reached 99.9% of its asymptotic value). 
Therefore, after 21 min of adaptation the neuron should 
act as though it was approximately fully adapted. On the 
basis of Eq. (29), we predicted that the amount of neural 
adaptation at the end of the 21 min adaptation period 
would equal the amount of adaptation achieved by the 
perfect integrator neuron following an adaptation period 
of 98.5 sec. We expected that the median time required 
for the incremental test flash to drive the neuron to 
threshold (2 sec in Simulation 1) would be unaffected by 
the addition of the leak, since 2 sec << 197 sec. There- 
fore, we predicted that the leaky integrate-and-fire model 
with these parameters would reproduce the theoretical 
t.v.i, curve obtained in Simulation 1, and thus fit the 
ganglion cell t.v.i, curve data. 
The results of the simulation supported this reasoning. 
We will not show the data produced by the leaky 
integrator model, since they are indistinguishable from 
the simulation data already presented in Fig. 4. 
The characteristic time of the leaky integrator model 
that was required to fit the data can be directly compared 
to the adaptation time of an actual toad ganglion cell that 
was measured by Donner et al. The time course of both 
light and dark adaptation was measured at low back- 
ground levels. At low backgrounds---in the range where 
rod gain control is not a significant factor--we xpect he 
model simulated in this section to agree with the data. 
The experimenters reported that: "When the background 
was turned on, the maintained firing rate transiently rose; 
correspondingly it dropped transiently when the back- 
ground was decreased. In either case, it returned to the 
original level over a period of 5-10 min. Sensitivity 
required a similar time to stabilize at a new level, while it 
will be recalled that the rods reached their final sensitivity 
within a few seconds" (Donner et al., 1990, p. 744; see 
also their Fig. 5). 
The fact that ganglion cell light and dark adaptation 
both take about the same time is consistent with the idea 
that they both result from the operation of a single light 
adaptation mechanism with an intensity-independent 
characteristic time, such as would characterize a linear 
filter. Our assumption that the receptive field output 
undergoes leaky integration by the ganglion cell is 
equivalent to assuming that it is passed through a linear 
temporal filter with an exponential impulse response 
before being input to the spike generation mechanism. 
Assuming a 197 sec characteristic time, we would expect 
the adaptation level of the ganglion cell to have reached 
78.2% of its asymptotic value after 5 min and 95.2% of 
its asymptotic value after 10 min. So the characteristic 
time required for our model to successfully account for 
the ganglion cell t.v.i, data is consistent with the 
experimental ganglion cell adaptation time data. This 
fact gave us some confidence in the model, despite the 
fact that the assumption of a sluggish 197 sec character- 
istic time for the "leak" seemed impossible to reconcile 
with the natural requirement that the toad be capable of 
responding to transient visual activity. 
After performing Simulation 5, we became aware of an 
experimental test of the integrate-and-fire model of 
ganglion cell spike generation i the cat retina (described 
in the next section) that appeared to rule out any spike 
generation model of the integrate-and-fire type. Con- 
sideration of the successes and failures of the leaky 
integrator model ed us to develop a third and final model 
of noise gain control in the retina of Bufo marinus. This 
model will be described after we briefly review the 
evidence against integrate-and-fire models of the gang- 
lion cell spike generation mechanism. 
Integrate-and-fire vsthreshold accommodation models of 
ganglion cell spike generation 
In order to directly test the integrate-and-fire model of 
ganglion cell spike generation, one needs to find the 
relationship between the probability of generating a spike 
before the intracellular potential level. To our knowledge, 
this relationship has been examined in only one published 
experiment; this is the experiment of Lankheet et al. 
(1989). Those authors pointed out that two general 
classes of mechanisms have been proposed as models of 
spike generation in ganglion cells, and in spiking 
neurons, more generally. The first is the class of 
integrate-and-fire models discussed above. Models be- 
longing to the second class do not assume a reset to the 
resting potential after each spike. Instead, they assume 
that the neural firing threshold is elevated after each 
spike, and then recovers to a resting value. A second 
neural impulse is generated when the variable threshold 
next drops below the level of the intracellular potential, 
and so on. We will refer to spike generation models of 
this type as threshold accommodation models, in order to 
distinguish them from the integrate-and-fire models with 
reset. We are not aware of any other common label for 
this class of models. 
Although the threshold accommodation model of spike 
generation was first described by Adrian (1928), there 
have been few mathematical analyses of its properties. To 
reason about the adaptation properties of the threshold 
accommodation model, we found it helpful to compare its 
behavior to that of the integrate-and-fire model. It is easy 
to see that the spiking rate of a threshold accommodation 
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neuron with infinitely slow membrane and threshold 
decays is equivalent to that of a nonleaky integrate-and- 
fire neuron. Neither model has a leak, and the spiking 
rates must be, identical because it does not matter 
whether the threshold is pulled away from the intracel- 
lular potential by a fixed amount after each spike 
(threshold accommodation model) or the intracellular 
potential is pulled away from the threshold by the same 
fixed amount (reset model). In either case, the probability 
of a spike depends only on the probabilistic laws which 
govern the distance between the threshold and the 
intracellular potential over time. Those laws--and thus 
the spiking rates produced by the two models--must be 
equivalent in this special case. To verify this reasoning, 
we simulated the spiking activity of a threshold 
accommodation model without a membrane or threshold 
decay that was driven by the same Brownian motion 
process used to generate spikes from the integrate-and- 
fire model in Fig. 3. The two models exhibited identical 
spiking patterns. 
In the next section, we will present a simulation of a 
threshold accommodation model with both leaky inte- 
gration and a threshold decay, and use that model to 
simulate the toad ganglion cell threshold data. When 
leaky integration is added to both the integrate-and-fire 
model and the threshold accommodation model, and a 
threshold ecay is also added to the latter, the two models 
are no longer mathematically equivalent. It is not 
intuitively obvious how their spiking behaviors may 
differ; but the fact that they can be made equivalent in the 
special case of no decay leads us to conclude that the two 
models have much in common. In particular, we antici- 
pate that the threshold accommodation model will also 
exhibit noise gain control, as a result of a probabilistic 
threshold elevation that is proportional to the standard 
deviation of the random intracellular potential. In 
analyzing the integrate-and-fire model, we discovered 
that the average amount of hyperpolarization induced by 
a uniform field depends on the number of spikes 
generated uring the adaptation period. In the threshold 
accommodation model, we anticipate that, instead, the 
average threshold elevation will depend on the number of 
spikes generated uring adaptation. Therefore, to the 
extent that the spiking rates of the two models are the 
same, so will be the amount of adaptation. 
To the extent hat the spiking rates of the two models 
are similar, it may be difficult to discriminate the models 
on the basis of spike data alone. To test them against one 
another experimentally, it is also necessary to measure 
the intracellular potential, and to study the relationship 
between the intracellular potential and the instantaneous 
spiking rate. Lankheet et al. (1989) investigated this 
relationship in cat ganglion cells. Two aspects of their 
data argue against integrate-and-fire models of ganglion 
cell spike generation. First, they found no evidence for 
any substantial reset after a spike. Second, spikes 
occurred when the average intracellular potential is at 
various levels, which suggests that ganglion cells have a 
variable threshold. One might possibly counter that this 
last argument against the integrate-and-fire model does 
not take into consideration the potentially important 
contribution of noise fluctuations around the mean 
voltage, but the lack of reset is very difficult to reconcile 
with the integrate-and-fire model. (One would have to 
argue that the reset is very small, and does not lead to a 
complete return of the intracellular potential to the resting 
level, or possibly, that the intracellular potential mea- 
surements were not made close enough to the anatomical 
region of neural spike generation.) For these reasons, 
Lankheet et al. rejected the integrate-and-fire model as a 
plausible model of spike generation i  cat ganglion cells, 
and we find their argument persuasive. 
On the basis of our success at quantitatively modeling 
toad ganglion cell threshold with the leaky integrate-and- 
fire model and our reasoning about the similar behavior 
of the two classes of spike generation models, we decided 
to test the ability of a threshold accommodation model to 
fit the toad t.v.i, data. A realistic threshold accommoda- 
tion model should include both leaky integration and a 
threshold decay. In introducing these decays into the 
model we were forced to abandon our reliance on analytic 
results. We did not know exactly how a threshold 
accommodation model which included both a retinal eak 
and a threshold ecay parameter would behave. 
The adaptation time data of Donner et al. indicate that 
a 3-min adaptation time must emerge from a correct 
model of light adaptation i  the toad retina. In Simulation 
5 we accounted for this time by assuming a 197 sec 
"membrane" decay. In our simulation of the threshold 
accommodation model, we reasoned that a threshold 
decay time of about this same duration would provide an 
alternative account of the ganglion cell adaptation time; 
however, we had no idea of how this decay time might 
interact with the characteristic time of the leaky 
integrator to determine the threshold value. Specifically, 
we did not know if it would be possible to model the data 
with a realistic leak time. 
Furthermore, it is not clear that the characteristic time 
of the leaky integration of the receptive field output 
should be identified with a membrane leak time. To the 
extent that the temporal filtering characteristics of the 
retina as a whole can be modeled by the operation of a 
single linear filter, we would expect the appropriate 
characteristic time for the spike generation model to 
reflect he rate-limiting step in the process of transduction 
from the photon input to the ganglion cell generator 
potential. The rate-limiting step might, for example, be 
decay of the rod signal instead of membrane decay. In 
fact, any number of physiological processes within the 
retina may influence the retinal characteristic time. To 
present a model of the time course of the response of the 
ganglion cell generator potential is beyond the scope of 
this paper. For our purposes, we decided that it would 
suffice to treat the entire retina as one linear temporal 
filter. It furthermore seemed reasonable to identify the 
characteristic time of this filter with the rise time of the 
ganglion cell generator potential. In Bufo marinus, this 
rise time is about 50 msec. 
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We defined a version of the threshold accommodation 
model based on the following assumptions: 
1. The electrical response of the red rods of the toad to 
isomerizations (both spontaneous and photon-in- 
duced) is subject o a Weber gain control, which is 
modeled by Eq. (1). 
2. The output of the ganglion cell receptive field is a 
weighted sum of the Poisson-distributed quantal rod 
events within the receptive field, where the weight- 
ing is determined by the receptive field weighting 
function. The receptive field output is modeled by 
Eq. (3). 
3. The receptive field output is temporally filtered by a 
linear filter having an exponential impulse response. 
The temporal filtering is equivalent to leaky 
integration by a mechanism with a characteristic 
leak time denoted by the symbol ZR. 
4. The intracellular potential V(t) is modeled as the 
output of the temporal filter. Thus, the potential is an 
Ornstein-Uhlenbeck process whose time-evolution 
obeys Eq. (23). For concreteness, in our simulation 
we impose the boundary condition V(0) = 0. 
5. The ganglion cell possesses a variable neural 
threshold 0(t). 
6 .0(0 has a resting value 0o. 0(0) = 0o. When O(t) ¢ 0o, 
0(t) decays exponentially towards the value 0o with 
a characteristic decay time 30. 
7. Spikes are generated whenever V(t) = O(t). 
8. Whenever a spike is generated, the threshold is 
instantaneously elevated by a fixed amount A0. 
Simulation 6: A threshold accommodation oise gain 
control model 
In our sixth simulation, we fit the toad ganglion cell 
threshold data of Donner et al. with the threshold 
accommodation model of ganglion cell spike generation 
defined in the last section. 
Details of the simulation. From Assumptions (1) and 
(2) of the model, it follows that the mean and variance of 
the receptive field output are given by Eqs. (16) and (17), 
respectively. We confined our t.v.i, curve simulation to 
background ranges in the absolute threshold and de 
Vries-Rose ranges of the t.v.i, curve, where gain changes 
in the rods have no effect on ganglion cell threshold, 
since we were primarily interested in exploring the noise 
gain control properties of the threshold accommodation 
model. We therefore set Gw = 1 in Eqs (16) and (17). 
In principle, the idealized ganglion cell has five free 
parameters: the dark rate ID, the resting threshold 0o, the 
threshold elevation A0, the retinal leak time ~R, and the 
threshold ecay time T0. In practice, ID and ~R can both 
be estimated from neural data. Initially, we set 
ID = 0.013 Rh*sec -1, which was the dark rate value that 
had produced agood fit to the toad threshold ata in all of 
our previous imulations. We set the retinal eak time to 
50 msec and adjusted it from that value as required to fit 
the data. We estimated that the threshold ecay time T0 
should be about 3min in order to account for the 
approximate 3 rain adaptation time of the toad ganglion 
cell. We therefore initially set this parameter to 197 sec, 
the value of the characteristic time of the leaky integrate- 
and-fire neuron that produced a good data fit in 
Simulation 5. From some further educated guesses based 
on our experience with stochastic spike generation 
models, we reasoned that the two remaining free 
parameters, 00 and A0, both had to be set to sufficiently 
small values in order for the model to work. We therefore 
set 0o = A0 = 1. 
As in Simulation 5, we measured the threshold value of 
the incremental f ash intensity at a series of background 
levels after first adapting the model neuron to a uniform 
field for a period of 21 min. Recall that threshold was 
defined by Donner et al. as that value of A/that yielded a 
50% probability of generating one or more spikes within 
a time window beginning 500 msec after target onset and 
ending 2 sec later. We carried out our first simulation at a 
background level of 1Rh*sec 1. With the initial 
parameter set, the model neuron produced one or more 
spikes within this interval with a probability of about 
64%. We were able to fit this single data point by 
adjusting the values of both A0 (to 0.2 Rh) and ZR (to 
46.95 msec). We were then able to fit the entire t.v.i. 
curve by further adjusting only ID (to 0.027 Rh*sec-l). 
This new dark rate value is at least as consistent 
with published dark rate values as is the value 
0.013 Rh*sec -1, which provided the best threshold fit 
in our earlier simulations. The value 0.027 Rh*sec -1 is in 
the middle of the published dark rate values; whereas, 
0.013 Rh*sec 1 is at the low end of the range of 
published values (Copenhagen et al., 1987). As in the 
earlier t.v.i, curve simulations, best-fit parameters were 
determined by a visual judgment of the ability of the 
theoretical curve to fit the data. 
The t.v.i, data produced by the threshold accommoda- 
tion model with the final parameter set is plotted in Fig. 7, 
along with the t.v.i, data of the actual ganglion cell. The 
model provides an excellent account of the data. 
DISCUSSION 
Several conclusions can be drawn from the our 
simulation results. First, our results demonstrate that a 
two-stage model of retinal gain control is sufficient o 
account for the t.v.i, data of Donner et al. (1990), as 
originally suggested by those authors. In addition to 
demonstrating this fact through simulations, we have 
described and simulated three mechanistic models of the 
second gain control stage: the stage that Donner et al. 
referred to as the "noise gain box". All three of our 
mechanistic noise gain control models are based on the 
idea that gain control emerges naturally from considera- 
tions of the probabilistic nature of ganglion cell spike 
generation plus the additional assumption that the noise 
in the ganglion cell intracellular potential is primarily due 
to photon fluctuations under stimulus conditions which 
give rise to the de Vries-Rose threshold law. 
We tested the ability of the three spike generation 
models to account for the threshold-vs-intensity data of a 
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FIGURE 7. Threshold-vs-intensity function of the threshold accommodation model of ganglion cell spike generation (filled 
circles) and physiological recordings (open triangles) from a ganglion cell of the toad Bufo marinus (Donner et al., 1990). Rh* 
denotes isomerizations per rod. Model parameters: Mo 0 rods; MA 736 rods; Vo = 769.45 rods; VA-  736 rods; 
Io = 0.027 Rh*sec-1; zn = 46.95 msec; to = 197 sec; 0o = 1 Rh; A0 = 0.2 Rh. 
ganglion cell of the toad Bufo marinus. We fit the data 
with a nonleaky integrate-and-fire model (Simulation 1), 
a leaky integrate-and-fire model (Simulation 5), and a 
threshold accommodation model with both leaky inte- 
gration and a threshold decay (Simulation 6). The 
nonleaky integrate-and-fire model can be ruled out 
because it lacks a necessary component of any realistic 
ganglion cell model (the leak), and for that reason it has 
the unrealistic property of perpetual light adaptation. The 
leaky integrate-and-fire model can also be ruled out 
because it requires that the characteristic time of the leak 
be set to a value that is orders of magnitude larger than 
any realistic retinal characteristic time. The leaky 
integrate-and-fire model also appears to be inconsistent 
with the findings of Lankheet et al. (1989) concerning the 
relationship between the intracellular potential and the 
spiking probability of cat ganglion cells (here we are 
assuming that the mechanism of spike generation in the 
ganglion cells of toads and cats are basically the same). 
Our final, threshold accommodation, model of ganglion 
cell spike generation has none of these deficiencies, and 
we are not aware of any evidence which demands its 
rejection. 
The threshold accommodation spike generation model 
accounts quantitatively for the toad ganglion cell thresh- 
old data--including all three threshold law segments-- 
with six free parameters: the resting threshold, the 
threshold elevation per spike, the rod thermal isomeriza- 
tion level, the characteristic time of the retinal eak (i.e., 
the rise time of the intracellular potential), the character- 
istic time of the threshold decay, and the background 
level at which the Weber adaptation i  the rods becomes 
effective. Two of these six parameters can be directly 
checked against experimental values. The best-fitting 
value of the thermal isomerization parameter is right in 
the middle of the range of published values (Copenhagen 
et al., 1987). The 46.95 msec retinal eak time required to 
fit the threshold ata can be compared to the rise time of 
the ganglion cell intracellular potential in cats (Lankheet 
et al., 1989). By inspection of Fig. 2 of Lankheet et al. 
(1989), the feline intracellular potential rise time appears 
to be roughly in the order of 20 msec. If we attempt o 
model the threshold ata with a 20 msec leak time, the 
model clearly fails to provide an adequate fit. We are not 
absolutely certain whether we could adjust other para- 
meters to make the model work with this leak time, but 
we doubt it. The model is extremely sensitive to changes 
in the value of the leak time. It does not work, for 
example, if the leak time is set to either 40 or 60 msec. 
The fact that the model clearly fails to account for the 
data when the leak time is set to the physiological value 
appropriate for cats might either indicate that there is 
noise in actual ganglion cells that we have failed to 
account for, or simply that the response of the toad retina 
is more sluggish than that of the cat. We think that this 
last idea is a likely possibility, but we do not have any 
data against which to test the idea. In any case, the best- 
fitting value of the retinal eak time is off by a factor of no 
more than three, and it is entirely possible that the leak 
value used in the simulation is close to the typical 
intracellular potential rise time in toad ganglion cells. 
The characteristic time of the threshold ecay must be 
about 3 min to account for the dynamics of ganglion cell 
adaptation measured by Donner et al. We obtained a 
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good fit to the t.v.i, data with a threshold ecay time of 
197 sec. We tried perturbing this parameter and found 
that the model is not too sensitive to its exact value. 
However, if it is set to either 2 or 4 min, the model clearly 
fails to account for the data. Minor changes in the 
threshold decay time might be compensated for by 
changes in the dark rate and the retinal eak time; but the 
former value already matches the experimental data as 
well as can be expected, and changes of the retinal eak 
time appear to require compensatory changes in the dark 
rate. Overall, the model appears to be well-enough 
constrained tomake comparison of the best-fit heoretical 
parameters with physiological measurements meaning- 
ful, and, to the extent that such comparisons can be made, 
the parameter values required to fit the data appear 
reasonable. 
We are not aware of any physiological evidence to 
either support or refute the assumption of a 3-min 
ganglion cell threshold ecay. Nor do we have any very 
specific hypotheses regarding the biophysical mechanism 
underlying the slow threshold decay, other than to 
speculate that a time constant on this order might be 
expected from the action of a neuromodulator. In typical 
applications of the threshold accommodation model, the 
threshold ecay time is set to much smaller values (on the 
order of 100 msec) for the purpose of modeling the neural 
relative refractory period. Toad ganglion cells presum- 
ably do have a relative refractory period; but this is 
ignored in our model. Our 3-min threshold ecay can be 
interpreted as an additional "slow" refractory component, 
which is needed to account for the ganglion cell 
adaptation time. The threshold accommodation model 
could be made more realistic by the inclusion of a 
fast decay component to additionally account for the 
refractory period. The more complex model would thus 
have two threshold ecay components and would reduce 
to the model that we simulated in the limit of a very short 
(instantaneous) refractory period. However, since the 
refractory period of the toad ganglion cell is presumably 
about hree orders of magnitude briefer than the proposed 
slow adaptation component of the threshold ecay, it 
should not matter whether or not the fast component of 
the threshold decay is included in a simulation of 
threshold following a 21-min period of light adaptation. 
As mentioned in the description of Simulation 6, the 
values of the resting threshold and the incremental 
threshold elevation that occurs after each spike must 
both be small in order to make the model work. If they 
are too large, the shape of the t.v.i, curve changes, and 
no amount of adjustment of the other parameters can 
make it match the experimental threshold ata. We have 
little idea of the real values of these parameters. Since we 
know that ganglion cells can fire on the basis of a few 
photon absorptions in the dark-adapted state as measured 
in isomerizations, we must assume that the value of 
the resting threshold is small in actual cells. However, it 
seems particularly difficult to decide how to measure 
the resting threshold of an actual ganglion cell on the 
basis of spike probability measurements in vivo, because, 
according to the theory presented here, time-integrated 
thermal noise will tend to elevate the threshold above its 
resting level, even in the dark. It is even more difficult o 
imagine how to estimate the threshold elevation per spike 
on the basis of measuring spike probabilities without first 
assuming that the threshold accommodation model is 
correct. 
The sixth free parameter of the model is the back- 
ground level at which the Weber adaptation i the rods 
becomes effective. This parameter is a standard para- 
meter of the Weber gain model that is commonly 
employed in the retinal modeling literature (Naka & 
Rushton, 1966; Shapley & Enroth-Cugell, 1984; Donner 
et al., 1990; Walraven et al., 1990). The appropriate 
value of this parameter for a model of the toad retina can 
be directly estimated from the rod threshold data 
presented in Fig. 1. The data indicates that the red rods 
begin adapting at a background level of about 0.5- 
1.1 Rh*sec -1. The value of this parameter that we arrived 
at in Simulation 4 (0.027 Rh*sec -1) is roughly consistent 
with--but a little lower than--the range of values 
indicated by the rod t.v.i, plot. It is difficult to know 
what to conclude from this minor discrepancy, since the 
function of this parameter inour model is simply to cause 
the ganglion cell to begin exhibiting Weber adaptation at
a background level of about 1.1 Rh*sec -1. Perhaps, if the 
Weber gain mechanism was simulated in the context of 
the threshold accommodation model, the best-fitting 
value of I0 would be more consistent with the rod 
threshold ata. 
Most of what we have learned about he probabilistic 
mechanism behind the noise gain control produced by 
the spike generation model was learned by analyzing the 
(apparently incorrect) integrate-and-fire model. We still 
do not understand the nature of noise adaptation i the 
more complex threshold accommodation model in a 
mathematically precise way. However, the basic me- 
chanism of noise gain control is clear: the effective 
threshold is determined by a leaky integration (with an 
approximately 3-rain characteristic time) of quantal 
threshold elevations produced by an Ornstein-Uhlen- 
beck process driving a threshold accommodation 
mechanism, where the OUP models the generator 
potential of the idealized ganglion cell. The generator 
potential results from a leaky integration of the random 
output of the cell's probabilistic receptive field output. 
During a period in which the model neuron adapts to a 
uniform field in the de Vries-Rose range of background 
levels, the mean receptive field output rate is zero and the 
noise in the receptive field output is dominated by 
statistical f uctuations in the number of photon absorp- 
tions with the receptive field. The statistical f uctuations 
result in a probabilistic threshold elevation whose 
average value is proportional to the standard eviation 
of the receptive field output, and is therefore also 
proportional to the square-root f the background level. 
Thus, the model produces both the square-root threshold 
law and noise gain control. 
Although it might seem that the threshold accommo- 
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dation model suffers from the defect that the threshold 
marches inexorably upward over time, this is not in fact 
the case. Since the model includes a membrane l ak, the 
neural activation level reaches an average asymptotic 
level after about 50 msec. After this time, the threshold 
level will only be further increased by spikes due to noise 
fluctuations around this mean level, the number of which 
increases approximately according to a function having 
the same form as the expression on the right-hand side of 
Eq. (28). The spiking rate is proportional to the time- 
derivative of this function, which reaches zero for large t. 
Since the threshold has a limited memory--albeit a long 
one-- it  would seem that these noise-induced spikes, 
which come at a progressively slower rate as time goes 
on, would eventually cease to elevate the threshold. 
The inclusion of a threshold ecay further complicates 
the mathematical nalysis of the model. However, since 
the decay is sluggish, we can reason about he behavior of 
the model following some long period of adaptation to a 
uniform field of fixed intensity by assuming that the 
average value of the threshold will remain fixed (and 
dependent only on the state of adaptation) over any brief 
subsequent ime period. Our understanding of the 
dynamical behavior of the model in response to stimuli 
other than uniform fields is still rudimentary. 
The main contribution of our theoretical results is to 
show how noise gain control is achieved by a stochastic 
ganglion cell spike generation mechanism. The model's 
strengths include the fact that the noise gain properties 
fall out serendipitously from the pairing of the ganglion 
cell spike generation model with a quantitatively precise 
receptive field model. As mentioned in the Introduction, 
we originally simulated the process of ganglion cell spike 
generation driven by weighted photon absorptions for the 
purpose of modeling spike generation i  ganglion cells as 
part of an effort to model psychophysical threshold ata 
with a quasi-physiological photon noise-limited etection 
model (Rudd, 1988, 1996), rather than for the purpose of 
modeling retinal noise gain control per  se. The realiza- 
tion that our initial spike generation model had the noise 
gain properties of Donner and colleagues' second retinal 
gain control stage came later. 
It is important to keep in mind that we did not have to 
add any special properties to the final model that would 
not have been completely natural to include in a model of 
spike generation in order to fit the threshold ata. Most 
importantly, we did not need to add any deterministic 
gain control in order to generate multiplicative gain 
control in the de Vries-Rose law range; nor did we need 
to assume any feedback mechanism in order to generate 
neural adaptation. To our knowledge, all other retinal 
gain control models postulate ither one or both of these 
mechanisms in order to account for changes in visual 
sensitivity. The fact that we could also fit the toad 
ganglion cell threshold ata with retinal parameters that 
are at least roughly consistent with the physiological data 
leads us to suspect hat we have included many of the 
retinal properties that must be included in a realistic 
account of retinal noise gain control. However, our 
experience with Simulations 1 and 5 shows that it is 
certainly possible to fit the data with an incorrect spike 
generation model. Further experimental work will be 
required to adequately test the threshold accommodation 
model presented here. It should be especially easy to 
measure the rise time of the intracellular potential and 
threshold ecay time of the toad ganglion cell in order to 
compare them with the characteristic times required by 
the threshold model. 
Regardless of whether the threshold accommodation 
model of spike generation holds up under experimental 
scrutiny, we believe that our ability to fit the threshold 
data with realistic retinal parameter values argues very 
strongly in favor of the hypothesis that the square-root 
segment of the ganglion cell t.v.i, curve results from 
fluctuations in the photon count within the ganglion cell's 
receptive field. On this point, our model is consistent with 
the classical ideal observer theory of de Vries and Rose; 
however, our spike generation mechanism generates the 
square-root law on the basis of a stochastic gain-control 
as envisioned by Donner et al. (1990), rather than by an 
increase in the variability of the observer's tatistical 
criterion variable (which was the photon count in the de 
Vries-Rose model and is the ganglion cell spiking rate in 
our model). Our model is also consistent with evidence 
that the noise in the ganglion cell spike train of cats is 
independent of mean retinal illuminance (Reich et al., 
1994). 
Our theoretical results suggest that the threshold 
nonlinearity introduced by ganglion cell spike generation 
may interact in previously unforeseen ways with the 
noise in the intracellular potential to control the gain of 
the optic nerve signal, and that this may be the dominant 
retinal gain control mechanism for scotopic vision at 
background levels below the range at which the rods 
exhibit light adaptation. 
In closing we note that, to the extent that either the 
integrate-and-fire model or the threshold accommoda- 
tion model accurately describes the general process of 
spike generation in the central nervous system, noise 
adaptation and noise gain control must be pervasive 
phenomena, having a functional significance that 
extends beyond the domain of light adaptation. What 
is that function? Noise-based sensitivity regulation 
probably serves several purposes. First, by reducing 
the gain of neurons at higher noise levels, noise 
adaptation would protect neurons from response satura- 
tion due to an increase in the number of noise-induced 
spikes. Secondly, as proven in Rudd & Brown (1997), 
noise adaptation dynamically reduces--and, in the 
nonleaky neuron model even totally eliminates--the 
effect of any constant level of neural input noise on the 
mean spiking rate of the integrate-and-fire n uron, thus 
also reducing false positive responses and unconfound- 
ing the effects of signal and noise. Thirdly, we suspect-- 
but have not yet been able to mathematically prove--  
that noise adaptation is associated with a dynamic 
improvement in the signal-to-noise ratio of the neural 
response. 
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