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Abstract 
A perception experiment and a reproduction experiment were conducted to investigate 
whether a longer duration (3000 ms) would require more cognitive resources to be 
represented in working memory than a shorter duration (1500 ms). The amplitudes of 
Event-Related Potentials (ERPs) Slow Waves (SW) were used as an index of memory 
demand. In the perception experiment participants decided whether aS2 duration was 
identical to a SI duration that was separated from S2 by a 2-second delay interval. In the 
reproduction experiment, participants reproduced a sample duration following a 2-second 
delay interval. SW recorded during the delay interval were significantly more positive 
over frontal/central regions in the 3000 ms condition than in the 1500 ms condition 
between 400-800 ms after the SI offset in the perception experiment. However, there 
was no significant difference between the two conditions in the reproduction experiment, 
perhaps due to excessive variance in the ERP data. Though the SW difference obtained 
in the perception experiment was not replicated in the reproduction experiment, and the 
time window for the difference obtained in the perception experiment was shorter than 
that normally found in working memory experiments, we believe that the effect reflects a 
memory load difference. 
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A behavioral and electrophysiological investigation of temporal processing 
Time is an integral part of human life. Everything happens "in time". It is so 
important that we even break it into quantifiable entities so that we can communicate 
about time effectively. Indeed counting time seems a natural tendency that even 5-year 
olds do spontaneously (Wilkenging, Levin & Druyan, 1987). However, unlike other 
information equally vital for survival such as vision and audition, there is no evidence yet 
as to which or "any sense or sense organ by which time can be directly perceived" 
(Pouthas, Garnero, Ferrandez, & Renault, 2000, pp. 50). Instead, there are various kinds 
of time-related events that seem to be controlled by different neural substrates. For 
example, circadian rhythms such as sleep and body temperature cycles, are related to the 
suprachiasmatic nucleus function (e.g., Refinetti, and Menaker, 1992; Moore and Eichler, 
1972); while seasonal rhythms, such as mating and migration are related to pineal gland 
function (e.g. Bartness, Powers, Hastings, Bittman, & Goldman, 1993). The present study 
investigates the neural underpinnings for the perception of time in the seconds-to-minutes 
range that has been referred to as "interval timing" (Matell and Meek, 2000). 
Properties of interval timing 
A number of fundamental properties (see Matell and Meek, 2000) suggest interval 
timing is distinct from the other temporal processes mentioned above. One such property 
is the scalar property. That is, the temporal variability of behavioral outputs grows 
proportionally with the mean interval that the organism has to time (e.g., Rakitin, Gibbon, 
Penney, Malapani, Hinton & Meek, 1998). In other words, the longer the duration, the 
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more variable the behavioral output is and the growth of variance is proportional to the 
growth of the target duration. This is a strong form of Weber's law and its application to 
interval timing implies that interval timing is relatively imprecise. One characteristic of 
this imprecision is that its degree is influenced by a number of factors. For example, the 
modality of the interval being presented to the organism. Auditory signals are often 
judged longer than equivalent visual signals and are timed more accurately in certain 
experimental conditions (e.g., Penney, Gibbon and Meek, 2000). Likewise, the manner in 
which the interval is presented influences the precision of interval timing: Rammsayer 
and Skrandies (1996) found that filled intervals are processed more efficiently than empty 
intervals or intervals interrupted by gaps. However, interval timing's imprecision is offset 
by another property: flexibility. The organism can start timing whenever necessary and 
can time multiple intervals concurrently (Meek & Church, 1984). 
In an attempt to account for these characteristics of interval timing, numerous 
theories have been proposed. They can be distinguished into three main approaches 
according to the proposed "clock type" employed in processing intervals (see Matell and 
Meek, 2000). The process-decay approach theorizes that the passage of time is indicated 
by the initial activation and subsequent inactivation (e.g., habituation) of neurons. The 
oscillator/coincidence-detection approach reasons an interval is timed through the 
detection of coincidental firing of neurons that oscillate at different rates. The pacemaker-
accumulator approach suggests that there is a distinct internal clock that is responsible for 
counting the passage of time. One of the most influential pacemaker-accumulator interval 
timing models, according to Allan (1998), is the Scalar Timing Theory (Gibbon, 1991a, 
Interval Timing 8 
1991b; Gibbon, Church and Meek, 1984), which has its origin in the powerful 
quantitative model, called Scalar Expectancy Theory or SET (Gibbon, 1977). 
The Scalar Timing Theory 
The information processing model that is a companion to Scalar Timing Theory 
consists of three information-processing components: clock, memory, and decision. The 
clock consists of a pacemaker that counts the passage of time via pulses emitted at a 
regular rate; a switch, which is closed when a participant attends to a signal; and an 
accumulator where pulses from the pacemaker are accumulated so its content grows as a 
linear function of objective time (see Allan, 1998 for review). The information from the 
clock is stored in two memory components: working and reference memory. Pulses 
accumulated in the accumulator are loaded into the working memory, which "serves as an 
extended buffer for temporal information from the current trial" (Allan, 1998, pp. 102). 
Reference memory stores important temporal information that participants have 
encountered in past (e.g., training) trials. The temporal decision is made upon comparison 
of current information from working memory and information sampled from reference 
memory. Therefore, it appears that there are three possible kinds of memory processes 
involved in interval timing: the accumulator may be thought of as a short-term memory 
store where current temporal information is temporarily represented; working memory 
allows the current temporal information to be stored and used for online comparison 
(should there be any difference between the two in humans); and reference memory is 
where previous important temporal information is stored long term for later retrieval. 
Though behavioral studies from the past two decades have accumulated a wide-
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range of psychophysical information that allowed researchers to construct theories on the 
nature of interval timing, the neurobiological aspect of interval-timing in humans 
received far less attention until relatively recently. One branch of advancement in 
understanding neurobiology of timing behavior has been achieved through the use of 
non-invasive neuroimaging methodology. 
Neurobiology of interval timing 
A number of non-invasive neuroimaging techniques have been employed in 
studying the neurobiology of interval timing. They include functional magnetic 
resonance imaging (fMRI) and positron emission tomography (PET), which measure 
cerebral blood flow and radioactivity respectively, and offer high spatial resolution, but 
relatively poor temporal resolution. This is because fMRI and PET are indirect measures 
of neural activity (i.e., how much glucose the structure has consumed or blood has flown 
to that area, with higher consumption/blood flow suggesting more activity), thus there is 
a time lag between the actual neural processes and the revealed differences in activity 
level. On the other hand, the application of Event-Related Potentials (ERPs) offer high 
temporal resolution and allows researchers to derive on-line information of how humans 
time durations in the seconds-to-minutes range. The high temporal resolution is of 
particular importance given the small time frame under study. 
As the name implies, event-related potentials are "voltage fluctuations that are 
associated in time with some physical or mental [events]" (Picton, Bentin, Berg, Donchin, 
Hillyard, Johnson, Miller, Ritter, Ruchkin, Rugg, & Taylor, 2000). In other words, ERPs 
are electrical potentials that are time-locked to some internal event such as an emotional 
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state; or external event such as an experimental stimulus. These potentials are recorded 
on human scalp by a number of electrodes and are extracted from the ongoing 
electroencephalogram (EEG). ERPs can be distinguished into numerous components. For 
example, early negativities (waves with a negative polarity between 100-300 ms after 
stimulus onset) are associated with sensory processing of attended stimuli (Fabiani, 
Gratton, & Coles, 2000) while late positivities (e.g., waves with a positive polarity with 
peak amplitude at about 300 ms after onset of stimuli) and negativities (e.g., negative 
amplitude peaking at 400 ms) are associated with cognitive processing of the presented 
stimuli (Fabiani et al., 2000). Another distinct class of potentials is called slow wave 
potentials (SW), which unlike the mentioned phasic, short-lived ERP components, have a 
less distinct peak, but last for at least a few hundred milliseconds and may extend up to a 
few seconds. SW seem to "prevail as long as the system is engaged in a particular 
processing state" (Rosier, Heil & _ e r , 1997, pp. 113). 
Interval timing studies using ERPs have found that right frontal cortex plays a 
critical role in temporal processing. For example, Pouthas, et al. (2000) compared the 
differences in ERPs elicited by a visual intensity task as opposed to a duration task, and 
also obtained PET measures to permit better source analysis. Participants were given 
either one duration or intensity to remember, and then they had to decide whether the test 
stimulus had the same intensity or duration as the target stimulus. The authors found that 
the two tasks differed in the late ERP elicited. The intensity task elicited a positive wave 
with a posterior distribution that peaked around 500 ms after stimulus onset while the 
duration task induced a negative wave with a right anterior-central distribution. Thus, 
they proposed a specific role of the right frontal cortex in temporal judgment. 
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Similarly, Monfort, Pouthas, & Ragot (2000) compared the ERP waveforms elicited 
by encoding versus recognizing temporal stimuli. Participants memorized three visually 
presented durations (short, medium, and long) centered around either 750 ms or 2500 ms. 
In the encoding task, participants were given hints about the upcoming stimulus but no 
such information was available in the recognition task. Their task was to decide whether 
the presented stimulus was short, medium or long. Monfort et al. (2000) found that the 
elicited ERP waveforms had higher amplitude in the recognition task than in the 
encoding task and that the right frontal cortex was active for both tasks while the left 
frontal cortex was more active for recognition than for encoding. They suggested that the 
right frontal cortex was essential for time perception although the left frontal cortex was 
also involved. These results are consistent with the experimental finding that patients 
with right frontal cortex lesions were significantly less accurate than the control group 
(Harrington, Haaland, & Knight, 1998) when required to compare durations of tone pairs 
(two standard durations of 300 and 600 ms). Rao, Mayer and Harrington (2001) also 
found the unique involvement of the right frontal cortex in a duration comparison task 
(standard duration of 1200 ms) in normal subjects using functional magnetic resonance 
imaging (fMRI), after subtracting activations elicited by a pitch comparison task. 
Beside right frontal cortex, other neural structures such as the cerebellum and the 
basal ganglia, which are important for motor responses, have also been implicated in 
combined ERP/PET studies of temporal processing (Pouthas, et al. 2000). This finding is 
compatible with studies using fMRI. For example, Schubotz, Friederici and von Cramon 
(2000) found significant activation of motoric structures (e.g. cerebellum, inferior parietal 
cortex) in rhythm (formed by three components of 300, 900 and 1200 ms) deviant 
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detection tasks. The active role of basal ganglia and frontal cortex in interval time 
perception was identified even when sensory-specific and motor effects are controlled for 
(c.f., Meek and Benson, 2002). Rao and colleagues (2001) found that the basal ganglia 
are mainly responsible for encoding of intervals, the cerebellum for monitoring and 
adjusting input from cortex and for optimizing sensory input from the auditory system in 
order to facilitate the frontal processing and manipulation of these inputs. 
The cited experiments employed filled intervals (i.e., the discriminative stimulus, an 
auditory beep or visual stimulus was presented for the entire duration). However, results 
from an experiment conducted by Rammsayer and Skrandies (1996) suggested that filled 
intervals elicited differing results, both behaviorally and neurologically, from empty 
intervals (i.e., inter-stimulus-interval is indicated by the presence of a stimulus e.g., a 
beep on the earphone, while the target interval is indicated by the absence of any distinct 
stimulus, e.g., the silent period between beeps) or intervals interrupted by a gap. They 
used a 100 ms duration as the standard and 124 ms as the starting comparison duration 
for which the participants had to decide whether the two durations were identical. In 
each block of 32 trials, the test duration was manipulated to result in an accuracy level of 
75% correct for one condition and 25% correct for another condition by narrowing the 
difference between the standard and test durations when the response was correct and 
widening the difference between the two durations when incorrect as necessary. They 
found that filled auditory intervals elicited NlOOs, which they believed to reflect physical 
stimulus characteristics, with larger amplitude and shorter latency at all recording sites 
than empty intervals or intervals interrupted by a gap. Behavioral data from the same 
study showed that performance was significantly better in terms of smaller just noticeable 
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differences for filled intervals (mean = 5.7 土 .4 ms) as compared to empty (mean = 29.7 
土 3.1 ms) or interrupted intervals (mean = 11.3 土 1.2 ms). This suggests stimulus 
characteristics affect how temporal information is processed neurologically and these 
processes bear direct relationship with the timing variability of these processes 
behaviorally. Similarly, the modality of the presented stimuli also exerts influences on 
how temporal information is processed: Schubotz and Friederici (1997) found that 
auditory stimuli induced more positive centroparietal ERPs between 200-500 ms after 
stimulus onset than visual stimuli. Walter, Cooper, Aldridge, McCallum, and Winter 
(1964) found that manipulation of participants' implicit expectations using a classical 
conditioning paradigm (they first paired a flash with a puff of air that induced eye-
blinking response and then systematically varied the probability of air-puff after the 
response was securely conditioned) could systematically alter the ERP pattern of 
Contingent Negative Variation (CNV), a class of ERPs that is known to reflect mental 
activity associated with temporal processes (Walter et al” 1964; Ruckhin, McCalley and 
Glaser, 1977; Macar and Vitton, 1980), which are present even in the absence of any 
motor response (Ruchkin, Sutton, Mahaffey, Glaser, 1986). 
Although a number of neuroimaging studies have attempted to locate the neural 
substrates that are responsible for time perception and the neural processes that are 
related to timing accuracy, relatively little work has been done on the neurobiological 
processes related to memory load in human interval timing. The present study 
investigates the nature of memory representation for time within the framework provided 
by the Scalar Timing Theory. 
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Present research question 
As mentioned earlier, the clock system proposed in the Scalar Timing Theory 
consists of an accumulator, the content of which is loaded to working memory (Allan, 
1998). In light of this, we set out to investigate whether increasing the duration to be 
timed would require an increasing amount of cognitive resources in working memory to 
represent the duration. In other words, we wanted to determine whether more cognitive 
resources are required to represent a longer (e.g., six-second), than a shorter (e.g., a three-
second) interval. The known finding that processing concurrent non-temporal 
information interferes with the processing of temporal information; and that the more 
difficult the non-temporal task, the more interference there would be on the temporal 
processing task (e.g., see Fortin and Couture, 2002); suggests that interval timing 
processes are sensitive to the changes in memory load. Therefore, it is legitimate to 
question whether processing an increased duration would impose a higher memory load 
on the working memory for interval timing. This is a key question concerning memory 
representation of duration magnitudes in the human brain and the answer will contribute 
to constraining neurologically realistic models of memory for time perception in the 
seconds-to-minutes range. 
To answer this question, we used the ERP technique. Specifically, we used slow 
wave potentials (SW) as an index of the effect of duration magnitude on memory load. 
Rosier and her colleagues (1997) demonstrated, in a series of experiments, that the 
amplitude of slow negative waves became larger, extending from one to four seconds 
after the onset of probes for response, as the task became more difficult (learning six as 
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opposed to four associations between probes). Since the absolute amplitude seemed to 
reflect the extent of activation of a particular cell assembly at a particular time, increased 
amplitude was interpreted as increased resources being allocated to the task (Rosier, et al., 
1997). Similarly, McEvoy, Smith and Gevins (1998) manipulated memory load (number 
of interfering slides between the test and target slides) on verbal and spatial tasks and 
found a frontal amplitude difference in the elicited positive slow waves between 400 to 
1300 ms at one of the frontal sites (F3) and a negative parietal slow wave difference 
between 400 to 1400 ms post-target stimulus for both kinds of tasks. A positive wave 
difference in amplitude at the frontal (Fz) and midline (Cz) sites was found for both 
auditory (between 577-630 ms) and visual (between 577-682 ms) modalities when the 
number of probe digits was manipulated as test stimuli (Pdosi, Hayward, and Blumhardt, 
1998). These results suggest that SW are a valid indicator of memory load across 
stimulus modality and task contents. 
Following the same line of reasoning, we address the question of how varying 
durations relate to the allocation of cognitive resources in working memory using a S1-S2 
paradigm (e.g., Haelbig, Mecklinger, Schrieffers & Friederici, 1998). In this procedure, 
the participant is presented with a duration to remember (SI). After a short delay, a 
second duration (S2) is presented. Upon the offset of S2, the participant indicates 
whether the S2 duration was the same or different from SI. With the use of the S1-S2 
procedure, we can compare the SW amplitudes elicited during the interval between SI 
and S2 for various SI duration lengths. If there are significant differences in SW 
amplitudes elicited by a 1500 ms duration as opposed to a 3000 ms duration, we can 
conclude that the human brain allocates differing resources in representing a longer 
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duration as opposed to a shorter one. A SW magnitude difference would suggest that the 
neurobiological nature of working memory representation of time in the seconds-to-
minutes range is consistent with the information processing model associated with the 
Scalar Timing Theory - the content of the working memory grows as a linear function of 
the objective time perceived. In other words, a difference in SW magnitude would 
suggest that there is a representation of the duration held in working memory and that 
representation is modulated by the magnitude of the duration to be remembered. 
Alternatively, a non-significant difference in slow-wave amplitude may suggest that the 
representation of the duration is not sensitive to the magnitude of the duration being 
processed. A possible reason for such insensitivity could be that the interval clock 
system detects coincidental firing of neurons, that oscillate at different rates, and that this 
does not require more allocation of resources to represent a longer duration (Matell and 
Meek, 2000). 
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Method 
Participants. Twenty-five (six males) right-handed students with normal or 
corrected to normal vision aged between 19 to 25 participated in this study. Fifteen 
received course credit and 10 were paid. 
Stimuli. Stimuli were blue and red squares (3.5 x 3.5 cm) presented in the center of a 
17" LCD computer monitor against a white background. 
Procedure. The S1-S2 procedure was adopted. The SI was bracketed by two blue 
squares that flashed on the screen for 50 ms each and then disappeared, leaving the white 
screen blank for a 2-second inter-stimulus interval (the inter-stimulus interval was kept 
constant in this study to keep the paradigm consistent with previous S1-S2 memory load 
studies). Then the S2 (bracketed by 2 red squares each presented for 50 ms) began and 
after it ended, the words "same different" appeared on the screen for 1500 ms and 
participants had to press the left key on a key pad if they thought the duration of S2 
equalled that of SI or the right key if they thought it was different. Feedback was 
presented on the screen for 2500 ms after each response: the word "Correct" if it was a 
hit or correct rejection, "False" if it was a miss or false alarm, and "Hurry Up!" if they 
failed to respond within a 1500 ms response time window. Three standard durations were 
employed: 500 ms, 1500 ms and 3000 ms. There were three blocks with sixty trials in 
each block and participants were given a one-minute break between blocks. For every 
standard duration in each block, there were ten trials where the S2 duration equalled the 
SI duration and ten where it was different, with five S2s being half of the Sis duration 
Interval Timing 18 
(i.e., 250, 750 and 1500 ms) and five being one half longer than that of SI (i.e. 750, 2250 
and 4500 ms). Before the S1 was presented, a fixation cross was presented for 500 ms to 
indicate that the trial had started. The durations between the fixation cross onset and the 
onset of S1 were manipulated so that the amount of time between the fixation cross and 
the offset of SI was the same across all three conditions (see Figure 1). That meant the 
durations between the fixation cross and the SI onset were 3000 ms, 2000 ms and 500 ms 
for the 500 ms, 1500 ms and 3000 ms conditions, respectively. To discourage 
participants from using the duration between the fixation cross and the S1 onset as a cue 
to the SI duration, 6 distractor trials were added for each condition: 500 ms between the 
fixation cross and the SI onset for the 500 ms condition, 3000 ms for the 1500 ms 
condition, and 1500 ms for the 3000 ms condition. Participants were given ten training 
trials prior to the test session. Participants were instructed to begin timing with the signal 
onset for both SI and S2. They were also told to remember the duration of SI during the 
inter-stimulus interv al between the S1 and S2 and not to count. 
Insert Figure 1 about here 
ERP Recording. The electro-encephalographic (EEG) activity was recorded using 
Ag/AgCl electrodes, mounted in an elastic cap (Quikcap, Neuroscan)，from 45 scalp sites 
(FPl, FP2, AF3, AF4, F7, F5, F3, FZ, F4，F6, F8, FC5, FC3, FCl, FCZ, FC2, FC4, FC6, 
T7, T8, C5, C3, CZ, C4, C6, TP7, TPS, CPS, CP3, CPl, CP2, CP4, CP6, P7, P5, P3, P4, 
P6, P8, P03, POZ, P04, 01, OZ, and 02) of the extended 10-20 system. The electro-
oculogram (EOG) was recorded from electrodes positioned at the outer canthus of each 
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eye and just above and below the left eye. The reference electrode was placed on the 
nose and the left mastoid served as the ground. Resistance was kept at or below 5 klQ for 
all electrodes. The EEG and EOG were recorded continuously from 0 to 70 Hz at a 
sampling rate of 256Hz. Event related potentials (ERPs) time-locked to the offset of SI 
were computed at all recording sites for a time window of 2 seconds, with the 100 ms 
immediately prior to the offset of SI serving as the baseline. The ERP data were 
processed using EEProbe software and digitally filtered offline with a 20 Hz low pass 
filter. 
Analysis. Response accuracy was measured for each condition. 
Trials containing blinks and movement artifacts were removed with the result that 
10 out of the 25 subjects were excluded from further analysis because the available 
number of trials was less than twenty per condition. There were on average 36.4 
trials/participant for the 1500 ms condition and 33.6 trials/participant for the 3000 ms 
condition that entered the statistical analysis of the ERPs. 
Statistical analysis. Accuracy rates for each condition were analyzed using repeated 
measures on the 1500 ms and 3000 ms conditions. For the ERP data, the electrodes were 
organized into six regions (ROIs) for statistical analysis. The left frontal region included 
AF3, F3, F5, FCl, FC3, FC5. The right frontal region included AF4, F4, F6, FC2, FC4, 
FC6. The left central region included C3, C5, CPl, CP3, CPS. The right central region 
included C4, C6, CP2, CP4, CP6. The left parietal region included P03, P3, P5, 01. The 
right parietal region included P04, P4, P6, 02. ERP voltages were averaged across all 
electrodes in each region to form one virtual electrode for each region. The 2000 ms time 
Interval Timing 20 
window was broken down into twenty time windows of 100 ms for statistical analysis. 
Mean ERP amplitudes were compared with separate Two-way ANOVAs with repeated 
measures on Condition (two different durations: 1500 and 3000 ms) and Region in each 
of the 100 ms time windows. Huynh-Feldt's correction was used in all cases where there 
were two or more degrees of freedom in the numerator. The 500 ms condition was 
excluded from the statistical analysis because its baseline was not comparable to the other 
two conditions. (D) The incomparability was likely due to the short interval between the 
two squares that bracketed the S1 since the empty interval between the two squares for 
the 500 ms interval was only 400 ms. This interval may have been too brief, in 
comparison with the 1500 and 3000 ms conditions, to allow the neuronal activity elicited 
by the first marker to return to zero before the SI offset marker. As the 100 ms period 
before the S1 offset marker served as the electrical zero reference for the brain response 
during the delay, any brain activity differences between conditions during this reference 
period could lead to spurious ERP differences during the time window of interest. 
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Results 
Behavioral Performance. The mean number of correct responses for the 1500 
ms condition was 45.2 out of 60 (75.34%) and 37.7 out of 60 (62.89%) for the 3000 ms 
condition. A one-way repeated measures ANOVA indicated that accuracy rate was 
significantly higher in the 1500 ms condition, F(l, 204) = 198.02, £<.01. 
ERP results. The ERPs elicited in the 1500 ms and 3000 ms conditions began 
to diverge from about 250 ms after the off-set of SI in the frontal and central but not the 
parietal, regions (Figure 2). The frontal and central amplitude differences between the 
two conditions extended until about 1100 ms post-Sl. After reaching a positive peak 
between 400-600 ms post-Sl, the two waveforms shifted steadily towards the baseline 
level. Separate two-way repeated measures ANOVAs were conducted on the mean 
amplitude for the two conditions and the 6 ROIs in each of the 100 ms time windows of 
the two-second delay interval between S1 and S2 (see Table 1 for mean amplitude and 
standard deviations for the ERPs in each region for each time window). The two 
conditions did not differ in the first 300 ms after the offset of SI. From 400 to 500ms, 
the Condition difference approached significance, F(l, 14)= 3.77, .07 (see Table 2). 
There was also a significant interaction of Condition and Region of Interest, F (5, 70) 二 
3.51, 2 < .05. Post-hoc analysis of the two conditions in each ROI indicated that mean 
amplitudes of the 3000 ms condition were significantly more positive than the 1500 ms 
condition in the frontal and central regions over both hemispheres (see Table 1 and 3). 
Mean amplitudes of the two conditions were significantly different between 500-700 ms 
post-Sl (see Table 3): for the 500-600 ms tine window, F (1,14) =8.42, u < -05; for 600-
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700 ms time window, L(l ,14) = 5.27, p < .05. The interactions of Condition and ROI 
were significant as well: between 500-600 ms, F (5, 70) =4.08, ^<.05; between 600-700 
ms, F (6, 70) =3.46, ^ <.05. Separate post-hoc analysis on the mean amplitudes of the 
two conditions in each ROI indicated that, similar to the 400-500 ms post SI epoch, the 
3000 ms condition elicited significantly more positive mean amplitudes at the frontal and 
central regions of both hemispheres. The amplitude difference for the 700-800 ms post-
Si time-window approached significance, F (1,14) =4.17, £=.06, but the Condition x ROI 
interaction was not significant, F (6, 60) = 1.38, ^ > .05. Thus, the ERP results had two 
main features: 1) the 3000 ms conditions elicited more positive ERPs between 400-800 
ms after the offset of SI; and 2) these differences were focused over the frontal and 
central regions of both hemispheres. 
Insert Figure 2 about here 
Insert Tables 1 to 4 about here 
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Discussion 
This study was designed to test the hypothesis that longer temporal durations (e.g., 
3000 ms) in the seconds-to-minutes range require more cognitive resources to maintain in 
memory than shorter durations (e.g., 1500 ms). Results indicated that there were 
significant amplitude differences between ERPs that were elicited by the 1500 ms stimuli 
and the 3000 ms stimuli at the frontal and central regions between 400 to 800 ms after the 
offset of SI, that is, 1600 to 1200 ms before the onset of S2. These amplitude differences, 
however, were quite different from those found in other studies that also used ERP 
amplitude differences as an index of memory load. For example, the time window of the 
difference was much shorter than that found in tests of memory load differences on 
spatial tasks, which extended from one to four seconds after stimulus onset (Rosier, et al. 
1997). It was also much shorter than the positive frontal SW or the negative parietal SW 
difference between more and less demanding verbal and spatial tasks that developed 
between 400 to 1300/1400 ms post stimulus (McEvoy et al , 1998). Apart from that, the 
amplitude difference found in this study is different from the P300, which usually has a 
parietal focus and occurs earlier in time (e.g., McEvoy et al , 1998). More importantly, it 
is very different from the Contingent Negative Variation (Walter, Cooper, Aldridge and 
McCallum, 1964) that is often associated with processing of temporal information. 
Originally, the CNV was termed as such due to its contingency on the statistical 
relationship between a warning stimulus (or conditional stimulus or SI) and an 
imperative stimulus (or unconditional stimulus or S2) that elicits behavioral responses 
(Walter et al., 1964). The CNV thus represents the expectancy of participants. It was 
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later found that the CNV is composed of two independent components (Rohrbaugh, 
Syndulko and Lindsley, 1976) - an early component (0-wave), with maximum amplitude 
over frontal cortex persisting for about 1.2-1.5 seconds after the onset of SI, seems to be 
sensitive to the physical characteristics of SI (e.g., topographies vary with changing 
modalities of SI and higher amplitude for more intense SI); and a late component (E-
wave), with maximum amplitude over motor areas of the cortex starting to develop at 
about one second before the onset of S2, appears to be related to motor response required 
by S2. In the current study, it seems unlikely that the amplitude differences we found 
reflect the early component of CNV because first, the positive going wave is not 
compatible with the negativity of the CNV; and second, it is difficult to compare results 
from this study with the results obtained in most others studies involving 0-waves. This 
is because in other studies, the 0-wave ends around 1.5 seconds after the onset of SI, 
which is the offset of SI in the 1500 ms condition and before the offset of SI in the 3000 
ms condition. However, the SI in this experiment is quite different from an usual SI in 
the sense that the onset of the SI is an incomplete representation of the stimulus because 
the onset and offset of S1 are separated by an extended duration and it is this duration that 
is the crucial feature of the stimulus. In other studies, all crucial content of the stimulus 
is available at stimulus onset. As the information content of SI in the current study was 
not complete until the onset of the second flash of SI, it is difficult to directly compare 
for the usual patterns of 0-waves. It could be possible that the 0-Wave started to develop 
at the beginning of the S1-S2 interval. However, given the extended temporal nature of 
SI, it cannot be certain as to when exactly the 0-Wave started to unfold if it was 
elicited - it could be before the offset of SI or it could be after. 
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Nonetheless, it is possible that the late component, the E-wave, was present towards 
the end of the S1-S2 interval. Ruchkin et al. (1986) demonstrated that the E-wave, 
although traditionally believed to be largely related to readiness potentials present when 
participants prepare to make a motor response, developed even when participants were 
not required to respond. More importantly, they found that a pre-stimulus E-wave 
developed prior to the presentation of the stimulus whenever the stimulus, whether it was 
SI or S2, was expected to resolve uncertainty in a task. Since in the current study 
participants were asked to determine whether S2 had the same duration as SI, S2 was the 
determining source for resolving the uncertainty of the task, thus it would be possible that 
the negative going waves after the largest positive peak were in fact the E-wave 
component of CNV, suggesting that the participants were anticipating the onset/offset of 
S2. That said, a similar difficulty of pinpointing the onset of E-Wave exists as for the 
onset of 0-Wave mentioned earlier: It is possible that the E-Wave was contingent on the 
closure of uncertainty which could be arrived at before the offset of the S2 and therefore 
the E-Wave could start to develop between the onset and offset of S2, given that they 
were relatively long intervals. The likelihood is lower in this case since for one fourth of 
the trials the S2 was shorter in duration than the S1 and since the order of presentation 
was randomized, the participants could not consistently obtain closure prior to the offset 
of S2. On the other hand, however, the onset of S2 was consistent across all trials, it 
could have served as a warning signal for the arrival of information for obtaining closure, 
thus rendering it more likely that the E-Wave would be contingent to the onset of S2 
rather than offset. 
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Though the amplitude differences found between the two conditions were short-
lived and ended relatively early in time in comparison to other studies using SW as an 
index of memory load, these differences were still likely to be caused by the memory 
load differences between the 1500 and 3000 ms conditions. First, these differences had a 
frontal/central locus as often found during temporal information processing (e.g., 
Monfort, et al., 2000; Harrington et al., 1998; Rao et al., 2001). Second, the ERPs 
obtained were non-phasic in nature and without distinct peaks for the entire S1-S2 
interval after the occurrence of the initial phasic components related to offset of SI. 
Third, there is evidence that memory load differences as indexed by later positivities can 
be short-lived: Pelosi et al. (1998) found a memory load difference where visually 
presented stimuli induced a "late 'positive' [quotation in original] effect" (Pelosi et al., 
1998, pp. 211) in amplitude between 577-682 ms that was larger at FZ and CZ than at PZ 
after the onset of stimulus in a probe-digit paradigm. Taken together, the amplitude 
differences of the two experimental conditions between 400-800 ms appeared to be 
induced by memory load differences. 
However, since there were only two conditions in this experiment and the 
differences between conditions were found in such a short epoch, we conducted a second 
experiment in an attempt to replicate the memory load effect on the allocation of 
cognitive resources in working memory using a different timing paradigm. We were also 
interested in eliminating the possibility that participants were converting the temporal 
information of SI into categorical information (short, medium, and long for the 500 ms, 
1500 ms, and 3000 ms conditions respectively) stored in reference memory because such 
a strategy would allow participants to retrieve information from reference memory and 
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not maintain durations in working memory during the delay. If such was the case, the 
amplitude difference found would reflect a processing difference for recalling a longer 
versus a shorter duration from reference memory rather than a difference due to 
representing a longer versus a shorter duration in working memory as hypothesized. 
Another possibility for involving the use of reference memory in the current design was 
that with the fixed inter-stimulus interval, participants might have used this constant 
interval, which fell between 1500 and 3000 ms, as a reference and completed the task by 
comparing the S2 with the inter-stimulus interval. 
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Experiment Two 
A second experiment was conducted in order to gain extra evidence for the memory 
load difference found in the first experiment using a different paradigm. With the use of 
S1-S2 paradigm, the first experiment was a perception task that required participants to 
perceive similarities and differences between the presented stimuli. In the second 
experiment, participants had to reproduce a duration that matched the SI duration. The 
advantage of using two different tasks was twofold: first it served to increase the 
divergent validity of the obtained results should the finding be replicated. Second, the 
second paradigm was designed to be more engaging and more demanding. It would be 
useful for reducing the likelihood that participants rely on reference memory to solve the 
problem since they would have to reproduce the S2 online and as a result could not rely 
on simply recalling the duration from reference memory for comparison. 
Participants. Twenty-seven (14 males) right-handed students with normal or 
corrected-to-normal vision aged between 19 to 25 participated in this study in return for 
payment. 
Stimuli. Same as experiment one. 
Procedure. The S1 (solid red square) was randomly presented as a continuous 
stimulus for one of five durations (i.e., five conditions): 1000 ms, 1500 ms, 2000 ms, 
2500 ms and 3000 ms. There were four blocks of 75 trials, 15 trials per condition, with a 
one-minute break between blocks. Trial order within a block was randomized. After the 
offset of the SI, there was a two-second delay interval wherein participants were 
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instructed not to blink and to consciously hold the duration of the SI in memory. At the 
end of the delay, a blue square appeared and the participants had to reproduce the SI 
duration by pressing a key on a response box when they believed that the duration of the 
blue square matched the SI duration. Response hand was counter-balanced across 
subjects. Participants were given feedback about their response on each trial - the word 
"Good!" appeared at the center of the screen if the discrepancy of their response was 
within 土 150/0 of the SI duration (i.e., between 850-1150 ms, 1275-1725 ms, 1700-2300 
ms, 2125-2875 ms and 2550-3450 ms for 1000 ms, 1500 ms, 2000 ms, 2500 ms and 3000 
ms conditions respectively); or the words "Too Short!" if they responded before 85% of 
the SI duration had elapsed; or the words "Too Long!" if their response was longer than 
115% of the SI duration; or the word "Missed!" if they failed to respond within 2500 ms 
beyond the duration of SI. The screen was cleared for 1000 ms before the presentation 
of the next S1. 
ERP Recording. As in Experiment 1. 
Analysis. Reaction time of participants was measured. 
Trials containing blinks and movement artifacts were removed with the result that 
seven out of the 27 participants were excluded from further analysis because the available 
number of trials was less than twenty per condition. There were on average 36.6 (out of 
45) trials/participant for the 1500 ms condition and 33.2 trials/participant that entered the 
statistical analysis. 
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Statistical analysis. Mean reaction time was analyzed using repeated measures 
ANOVAs. For the ERP data, the electrodes were organized into the same six regions 
(ROIs) as in the first experiment for statistical analysis, and the two-second interval 
between SI and S2 was divided into twenty 100 ms time windows for each analysis. 
Mean amplitude differences were analyzed with Two-way repeated measures ANOVAs 
on Condition and Region in each of the 100 ms time window separately. Only the 1500 
ms and the 3000 ms condition were considered for the statistical analysis since these 
results would be comparable to those obtained in Experiment 1. Huynh-Feldt's 
correction was used in all cases where there were two or more degrees of freedom in the 
numerator. 
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Results and Discussion 
Behavioral Performance. Mean reaction times of all five conditions were 
significantly different from each other (See Table 4). However, data inspection suggests 
the participants did not discriminate the durations very well: they tended to slightly 
overestimate the 1000, and 1500 ms conditions by about 100 ms and drastically 
underestimate the 2500 and 3000 ms conditions (see Table 5). In fact, it appeared that 
they did not distinguish the 2500 and 3000 ms durations, with the mean reaction time of 
3000 ms condition being 2527 ms. In order to enhance the effect size difference, we 
eliminated 5 additional subjects from the ERP analysis based on their mean reaction time. 
They were eliminated either because adding one standard deviation of their reaction time 
to their mean reaction time for 1500 ms exceeded 2000 
ms, or deducting one standard deviation of their reaction time from their mean reaction 
time for 3000 ms condition was less than 2000 ms. They were removed so that the highly 
variability memory representations of these participants would not represent a potential 
source of contamination in the overall ERP data. The mean reaction time and standard 
deviation of the remaining 15 participants were closer to the standard durations and less 
variable (see Table 6). 
Insert Tables 4 to 6 about here 
As a result, there were on average 33 trials/participant for the 1500 ms condition and 
30.33 trials/participant for the 3000 ms condition that entered the final statistical analysis. 
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ERPs Results. ERP waveforms elicited during the 2-second interval between SI and 
S2 are illustrated at representative electrodes in Figure 3. From the figure, it can be seen 
that the 1500 ms condition did not differ from the 3000 ms condition in the first 600 ms 
after the offset of SI. ERPs elicited by the two durations began to diverge around 600-
700 ms with the 1500 ms wave form being more negative than that for 3000 ms. The 
amplitude difference extended until the end of the delay interval and was more apparent 
at the frontal and central as opposed to the parietal/occipital electrode positions. 
Insert Figure 3 here 
Separate two-way repeated measures ANOVAs were conducted on the mean 
amplitude (see Table 7) for the two conditions and 6 ROIs in each of the segregated 100 
ms time windows of the two-second interval between SI and S2. Surprisingly, results 
from the statistical analysis showed that the amplitude differences apparent in Figure 2 
did not reach statistical significance, nor did their interaction effects (see Table 7 and 8). 
There are two possibilities that can account for our failure to find significant amplitude 
differences even though the mean differences shown in Figure 3 appeared to be larger 
than those obtained in Experiment 1. 
Insert Tables 7 and 8 about here 
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First of all, the differences between the two durations that the participants held in 
memory were smaller than we had originally expected. From the behavioral data of 
mean reaction time, the participants tended to slightly overestimate the 1500 ms duration 
and drastically underestimate the 3000 ms duration. As a result, the intended 1500 ms 
(1500/3000 ms) difference was in reality only a 900 ms (1616/2527ms) difference (see 
Table 5). It is possible that the shorter difference represented was too small to be reliably 
detected with our ERP measure, even after the five participants with highest variability 
were removed from the analysis. In addition, the variability of the reproduced durations 
was relatively high. The large variability around the mean reaction times could be caused 
by the fact that participants were not required to match the exact duration of SI. In fact, 
they were allowed to be off by up to 土 15�/) of the duration of SI without receiving a 
warning. Moreover, it is possible that participants incorporated their own reaction time 
on each trial as reference for future trials together with the standard SI and as a result, 
increased the variability of their response to the target SI. In any case, the large 
variability around the mean reaction time suggested that the spread of variance of the 
memory representation of the two conditions was wide and therefore possibly caused the 
failure to demonstrate a significant ERP amplitude difference. 
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General Discussion 
The results of statistical analysis from Experiment 2 cast doubts on the results 
obtained in Experiment 1. Not only did the second experiment fail to obtain any 
significant results, the resulting ERP waveforms were rather different: most noticeable 
was the extended amplitude difference over time between the 1500 and 3000 ms 
conditions in the second experiment as opposed to the short-lived amplitude difference 
between the two conditions in Experiment 1. However, although we believe that the 
two tasks essentially tapped into the same underlying timing neural substrate, the two 
tasks did differ in a number of respects that could induce differences in the elicited 
ERP waveforms. First, as mentioned, Experiment 1 was a perception task, which 
required the participants to distinguish two durations. Experiment 2, on the other hand, 
was a reproduction task that required the participants to reproduce the duration that 
matched the one presented to them. Similar to the recognition vs. encoding paradigm 
used by Monfort et al. (2000) who found that recognition (deciding whether the 
presented duration was "short" or "medium" or "long" without any clue) was 
cognitively more demanding than encoding (a clue was given at the beginning of each 
trial indicating what duration range the stimulus would fall into) and thus elicited more 
a negative CNV. The reproduction task was more demanding than the perception task 
in the sense that there was no clue in the S2 that would hint whether the S2 was 
temporally long enough — it had to be estimated entirely by the participant. However, 
for the perception task, participants could select (and represent that in memory) a 
certain cut-off point and decide that if the S2 was terminated before this limit was 
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reached, then it was shorter than the S1 and if the S2 exceeded this limit, then the S2 
was longer than the S1 and it was, therefore, unnecessary to pay attention to the entire 
duration of S2. Since participants could not rely on setting one single cut-off point for 
reproducing five durations, it rendered Experiment 2 more demanding than Experiment 
1. 
Another difficulty difference between the two tasks was the temporal duration 
difference between SI and S2 that the participants had to distinguish. For the first 
experiment, the difference between SI and S2 that the participants had to distinguish 
was 50% of the temporal duration (e.g., 750 or 2250 ms for 1500 ms condition), but in 
order to score correctly in Experiment 2, the discrepancy of their response time of S2 
had to fall within the bracket of ±15% of the SI duration (e.g. 1275 and 1725 ms for 
1500 ms condition). The memory demand for the second experiment, therefore, was 
higher than that for Experiment 1. However, it is not entirely clear as to why a task 
with higher memory demand did not yield any significant difference in ERP 
waveforms while a task with lower demand did. 
Related to the bracket for correct response time in Experiment 2 was the 
migration of the mean reaction times towards each other. As stated earlier, the mean 
reaction time was overestimated for the 1500 ms condition and underestimated for the 
3000 ms condition. Interestingly, the overestimation of 1500 ms (1616 ms) was closer 
to the upper-limit (1725 ms) of the bracket for 1500 ms and the underestimation of 
3000 ms (2527 ms) was closer to the lower-limit of the bracket for 3000 ms (2550 ms) 
than their respective standard durations. It suggests that the participants did not only 
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use the current information about SI in each trial. The migration of mean reaction 
time would be possible if they incorporated their own previous reaction times that were 
shorter than the SI (for 3000 ms condition or longer for 1500 ms condition), but was 
still scored as correct and then used that information when responding in latter trials. 
As a result, they may have updated their own mental representation of the correct 
reaction time on each trial and tended to use the upper or lower limit as their standard 
rather than using the presented SI. If that was true, it meant that the participants were 
using reference memory in the second experiment - not only did they have 
representation of the standard duration of SI, they were constantly updating the 
representation with each correct reaction time for the represented S1. The visually 
diverging ERP waveforms, though not statistically significant, could then be reflecting 
the updating process, a process that was not present in Experiment 1. At any rate, it 
appears that the attempt to eliminate the use of reference memory by including more 
durations in Experiment 2 was not achieved so it remains possible that the amplitude 
difference found in Experiment 1 was due to a longer duration requiring more 
cognitive resources to encode, rather than to represent, than a shorter duration. 
Last, the reproduction task required motor preparation for a response as soon as 
S2 came on, as opposed to the purely mental preparation for timing the duration of S1 
in the perception task of Experiment 1. That is, a motor response was not impending 
for the first experiment as there was a specific time window designated for motor 
response after the offset of S2. Consequently, it was not necessary for the participants 
to be prepared for a motor response in the same way as in Experiment 2 where a motor 
response was essential for terminating the S2. 
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However, even if the waveforms from the two experiments looked dissimilar, due 
to the involvement of two different tasks, both experiments tested the same hypothesis 
of whether a longer duration would require more cognitive resources to maintain in 
working memory than a shorter duration by manipulating the duration of SI. 
Moreover, it is possible that the non-significant results from Experiment 2 were due to 
excessive variance in the ERP data and thus should not be discounted entirely. The 
fact that they were two different tasks, but still showed apparent amplitude differences 
and that the 1500 ms condition waveforms were consistently more negative than the 
3000 ms condition in both experiments, suggests to us that the results from Experiment 
1 were reliable and that a longer duration would indeed require more cognitive 
resources to be represented than a shorter duration would. Future studies should target 
isolating the use of reference memory from working memory, maybe through the use 
of a roving SI, thus preventing the formation of reference memory for the tested 
durations. Alternatively, it would be interesting to manipulate the order of presentation 
of the stimuli in the reproduction task and investigate whether the presentation order of 
stimuli would affect the degree of changes in reference memory as expressed in the 
mean reaction times. For example, it would be interesting to study whether one entire 
block of 1500 ms or 3000 ms would push the mean reaction times to their extreme 
lower/upper limits or would it lower the variance in their mean reaction times. In 
addition, as the accuracy rate and the reaction time were not ideal in these two 
experiments, it would be worthwhile for future studies to maximize the motivation of 
participants to respond accurately and with low variability. This might lower both the 
ERP artifact rate and the variance of the obtained ERPs and thus increase the 
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sensitivity of the paradigm. Since it is a study targeted at investigating how differing 
intervals would affect the memory load of working memory in interval timing, wider 
range of durations should be incorporated for better analysis. One possibility is to 
study whether summing the ERP amplitudes would equal that of a longer duration. 
That is, whether the sum of ERP amplitude elicited by a 2000 ms interval and a 3000 
ms interval would equal that of a 5000 ms interval. 
In sum, the two experiments conducted in a quest for understanding the 
neurobiological nature gave somewhat ambiguous results, but these results seemed to 
point to a difference in memory load or cognitive resources used by a shorter temporal 
duration as opposed to a longer duration. The present work represents a tentative first 
step toward understanding the nature of time representation in working memory. It 
appears that duration magnitude may modulate working memory demands in internal 
timing tasks, but additional confirmatory evidence is required before strong statements 
of constraints on timing models can be made. 
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Table 2. F-Values for the Condition and the Condition * ROI interaction effects in each 
IQQ-ms epoch in Experiment 1 
Time Windows Main Effect Interaction Effect 
F (1, 14) F (5，70) 
0-100 ms .71 -
100-200 ms 1.79 -
200-300 ms 2.92 -
300-400 ms 1.13 -
400-500 ms 3.77* 3.51** 
500-600 ms 8.42** 4.08** 
600-700 ms 5.27** 3 . 4 6 " 
700-800 ms 4.17* 1.38 
800-900 ms 1.89 -
900-1000 ms .44 -
1000-1100 ms .01 -
1100-1200 ms .08 -
1200-1300 ms .01 -
1300-1400 ms .00 -
1400-1500 ms .00 -
1500-1600 ms .00 -
1600-1700 ms .37 -
1700-1800 ms .19 -
1800-1900 ms .14 -
1900-2000 ms .00 -
* p < . 0 8 , * * p < . 0 5 
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Table 3. Post Hoc Analyses for the Condition*ROI Interaction Effects in each 100-
ms epoch at each ROI between 400-800 ms in Experiment 1 
Time Windows Post Hoc Analysis 
F (1,14) 
Left Frontal 
400-500 ms 5.13* 
500-600 ms 7.25* 
600-700 ms 8.66* 
700- 800 ms -
Right Frontal 
400-500 ms 6.64* 
500=600 ms 14.02** 
600-700 ms 16.23** 
700- 800 ms -
Left Central 
400-500 ms 6.46* 
500-600 ms 11.21** 
600-700 ms 5.25* 
700- 800 ms -
Right Central 
400-500 ms 3.56 
500-600 ms 7.79* 
600-700 ms 5.59* 
700- 800 ms -
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Left Parietal 
400-500 ms .62 
500-600 ms 2.30 
600-700 ms .24 
700- 800 ms -
Right Parietal 
400-500 ms .08 
500-600 ms .62 
600-700 ms .14 
700- 800 ms -
*p<.05, **p<.01 
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Table 4. Mean Reaction Time (standard deviation) averaged across participants on 
diagonal and mean differences (degree of freedom — 4, 76) for repeated measures 
ANOVAs comparison off diagonal in Experiment 2 (n=20) 
Conditions 1000 ms 1500 ms 2000 ms 2500 ms 3000 ms 
1000 ms 1158.30 458.33* 823.28* 1093.26* 1368.71* 
(127.21) 
1500 ms 1616.63 364.95* 634.93* 910.38* 
(113.14) 
2000 ms 1981.58 269.98* 545.43* 
(138.92) 
2500 ms 2251.55 275.45* 
(174.89) 
3000 ms 2527.00 
(187.61) 
* p < . 0 1 
Interval Timing 51 
Table 5. Mean Reaction Time (Standard Deviation) in each condition for each 
participant in Experiment 2 (n=20) 
Subject number 1000 ms 1500 ms 2000 ms 2500 ms 3000 ms 
I 1212.8(353.8) 1662.1(334.7) 2045.8(451.4) 2278.2(468.0) 2727.7(411.1) 
*2 1443.4(500.7) 1770.8(512.3) 2173.6(411.2) 2377.3(294.9) 2579.2(351.4) 
3 1262.7(304.8) 1661.2(375.3) 2009.9(342.3) 2268.1(297.7) 2495.2(330.1) 
4 1211.9(416.3) 1675.2(401.8) 1939.5(351.5) 2150.0(338.4) 2376.9(388.7) 
5 1022.1(233.2) 1504.1 (398.8) 1876.0(375.7) 2173.6(419.1) 2426.7(410.6) 
6 1064.5(215.7) 1530.4(256.1) 1890.0(289.1) 2209.2(323.8) 2538.9 (540.0) 
7 1052.1(295.8) 1647.5(416.3) 1997.3(356.4) 2307.6(414.7) 2472.8(389.3) 
8 1189.0(324.9) 1654.7(303.5) 2108.7(348.5) 2359.5(413.5) 2674.2(479.2) 
9 1140.2(496.5) 1548.9(496.2) 1958.6(484.1) 2214.4(473.9) 2408.1(473.7) 
10 1320.9(220.3) 1616.3(252.4) 1979.3(271.6) 2134.5(399.1) 2408.1(358.8) 
II 1081.2(315.6) 1457.4(344.6) 2262.3(456.0) 2600.5 (537.0) 2874.6(444.9) 
12 1022.9(324.0) 1533.8(400.2) 1844.8(347.4) 2114.2(323.5) 2325.2(367.2) 
13 1220.0(476.2) 1592.4(368.9) 1985.6(368.5) 2272.4(494.1) 2511.8(533.6) 
*14 1176.5(272.5) 1697.5(416.0) 2171.0(550.9) 2593.9(532.3) 2902.8(642.5) 
15 945.1(251.5) 1644.8(325.8) 1930.4(301.4) 2269.3(355.1) 2773.2(390.4) 
16 1050.5(275.4) 1588.6(298.0) 1839.2(348.5) 2037.7(309.6) 2327.4(306.0) 
17 1120.2(260.5) 1391.3(343.5) 1686.9(295.9) 2039.7(423.0) 2423.2(470.3) 
*18 1386.0(628.0) 1904.8(444.9) 2021.3(304.0) 2267.9(418.1) 2385.8(351.3) 
*19 1150.7(221.9) 1556.5(263.1) 1813.1(417.7) 1901.3(267.5) 2227.1(390.2) 
*20 1093.2(276.5) 1694.2(297.8) 2098.2(327.9) 2461.7(371.0) 2636.1(366.2) 
* participants eliminated from further statistical analyses 
Interval Timing 52 
Table 6. Mean Reaction Time averaged across participants in Experiment 2 after 
removing extra 5 participants (n=15) 
Condition Mean RT SD 
1000 ms 1127.74 105.45 
1500 ms 1580.58 84.61 
2000 ms 1956.95 131.29 
2500 ms 2228.59 139.68 
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Interval Timing 56 
Table 8. F-Values for the Condition and Condition * ROI interaction effects in each 100-
ms Epoch in Experiment 2 
Time Windows Main Effect Interaction Effect 
F (1, 14) F (5, 70) 
0-100 ms ^ -
100-200 ms .47* -
200-300 ms 2.98* -
300-400 ms 1.50* -
400-500 ms .75* -
500-600 ms .00* -
600-700 ms .37* -
700-800 ms .63* -
800-900 ms 1.75* -
900-1000 ms 1.52* -
1000-1100 ms 1.69* -
1100-1200 ms 2.16* -
1200-1300 ms 1.69* -
1300-1400 ms 1.27* -
1400-1500 ms .47* -
1500-1600 ms .77* -
1600-1700 ms .86* -
1700-1800 ms .51* -
1800-1900 ms 1.39* -
1900-2000 ms 1.17* -
*p > .05 
Interval Timing 57 
Figure Caption 
Figure 1: Design for Experiment One 
Amount of time between fixation cross and offset of S1 was the same for all three 
conditions. Six distracter trials were included in each block to discourage 
participants from using the interval between fixation and onset of SI as cue to the 
duration of SI. 
Figure 2: ERPs obtained in Experiment 1 
ERPs recorded during the S1-S2 delay interval for the 1500 ms and 3000 ms 
conditions. Representative electrodes, one from each of the Region of Interest used 
in the statistical analysis. Note that the two conditions did not differ during the first 
250 ms after the offset of SI. The two conditions showed clear amplitude 
differences, with the 1500 ms condition being more negative than the 3000 ms 
condition, between 400 to 1100 ms post-Sl at the frontal and central regions but not 
at the parietal regions. 
Figure 3: ERPs obtained in Experiment 2 
ERPs recorded during the S1-S2 delay interval for the 1500 ms and 3000 ms 
conditions. Representative electrodes, one from each of the Region of Interest used 
in the statistical analysis. Wide spread amplitude differences between the two 
conditions beginning at around 600 ms post-Sl were sustained until the end of the 2-
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