We present the non-local thermodynamic equilibrium (non-LTE) calculations for O I with the updated model atom that includes quantum-mechanical rate coefficients for O I + H I inelastic collisions from the recent study of Barklem (2018) . The non-LTE abundances from the O I lines were determined for the Sun and 46 FG stars in a wide metallicity range, −2.6 < [Fe/H] < 0.2. An application of accurate atomic data leads to larger departures from LTE and lower oxygen abundances compared to that for the Drawin's theoretical approximation. For the infrared O I 7771-5Å triplet lines, the change in the non-LTE abundance is −0.11 dex for the solar atmospheric parameters and decreases in absolute value towards lower metallicity. We revised the 
Introduction
The oxygen abundance in the atmospheres of the Sun and stars is an important quantity for testing the Galactic chemical evolution scenarios and the theory of stellar structure and evolution.
The infrared (IR) O I 7771-5Å triplet lines are the only set of atomic lines observed in spectra of metal-poor stars. Previously, many authors have shown that the IR O I lines are formed under conditions far from local thermodynamic equilibrium (LTE). The oxygen NLTE abundance was first determined by Kodaira and Tanaka (1972) and Johnson (1974) for stars and by Shchukina (1987) for the Sun. Subsequently, more comprehensive oxygen model atoms were constructed by Kiselman (1991) , Carlsson and Judge (1993) , Takeda (1992) , Paunzen et al. (1999) , Reetz (1999) , Mishenina et al. (2000) , and Przybilla et al. (2000) . Non-LTE leads to a strengthening of O I IR lines and, consequently, to a decrease in the abundance derived from these lines.
Having considered atomic and molecular lines in the solar spectrum, Asplund et al. (2004) achieved agreement between the abundances from different lines using a three-dimensional (3D) model atmosphere based on hydrodynamic calculations and the non-LTE corrections calculated with a classical 1D model atmosphere. In Asplund et al. (2004) , the mean abundance from atomic and molecular lines is log ε = 8.66 ± 0.05 1 ; further, obtained log ε = 8.69 by the same method. This value turned out to be lower than log ε = 8.93 ± 0.04 obtained previously by Anders and Grevesse (1989) from OH molecular lines using the semi-empirical HM74 model atmosphere (Holweger and Mueller 1974) . It is worth noted that the models of solar internal structure constructed with the chemical composition from Anders and Grevesse (1989) described well the sound speed and density profiles inferred from helioseismological observations. A revision of the oxygen abundance by 0.27 dex led to a discrepancy between the theory and observations up to 15σ (Bahcall and Serenelli 2005) . This problem still remains unsolved.
In our previous paper (Sitnova et al. 2013) , based on the model atom from Przybilla et al. (2000) improved by including rate coefficients for electron-impact excitation of O I from Barklem (2007) , we derived the mean oxygen abundance log ε = 8.74 ± 0.05 from the O I 6300, 6158, 7771-5, and 8446Å lines in the solar spectrum using a classical plane-parallel solar model atmosphere and log ε +3D = 8. Steenbock and Holweger (1984) using the formalism of Drawin (1968 Drawin ( , 1969 . The authors themselves estimate the accuracy of the formula to be one order of magnitude. A scaling factor (S H ) that can be found empirically by reconciling the abundances from lines with strong and weak departures from LTE is usually introduced in this formula. It is important to note that Belyaev and Yakovleva (2017) proposed a simplified but physically realistic method of estimating the rates of inelastic collisions with hydrogen atoms that is recommended to be applied instead of Drawin's approximation for those elements where accurate data are not available so far. This study was motivated by the appearance of quantum-mechanical rate coefficients for O I + H I inelastic collisions performed by Barklem (2018) . In this paper, we check how the use of data from Barklem (2018) (Zhao et al. 2016) . The model atom and the methods and codes used are described in Section 2. The O I lines in the Sun are analyzed in Section 3. Stellar atmospheric parameters, observations, and the derived oxygen abundance are described in Section 4. Our results are presented in the Conclusions.
Method of oxygen abundance determination
We determined the oxygen abundance from O I lines in the non-LTE case where the population of each level in a model atom is calculated by simultaneously solving the system of statistical equilibrium (SE) and radiative transfer equations. To solve this system of equations in a specified model atmosphere, we use the DETAIL code developed by Butler and Giddings (1985) based on the accelerated Λ-iteration method. The opacity calculation was improved, as described by Mashonkina et al. (2011) . The level populations obtained in DETAIL were then used to compute the line profiles with the synthV_NLTE code (Tsymbal 1996 , updated in Ryabchikova et al. 2016 ). We use O. Kochukhov's binmag 3 code to fit the theoretical spectrum with the observed one.
The technique of our calculations and the mechanism of departures from LTE for O I were described in Sitnova et al. (2013) . We use the multilevel model atom constructed from the most up-to-date atomic data. We adopted the model atom from Przybilla et al. (2000) as a basis; it consists of 51 O I levels and the O II ground state. The level energies were taken from NIST (Kramida et al. 2015) ; the transition oscillator strengths and photoionization cross sections were taken from the Opacity Project (Seaton et al. 1994 ), which are accessible in the TOPbase 4 database. To calculate the rates of bound-bound transitions in collisions with electrons, we use the quantum-mechanical calculations from Barklem (2007) for 153 transitions. For the remaining transitions, where there are no accurate data, we use the formulas from van Regemorter (1962) and Wooley and Allen (1948) for optically allowed and forbidden transitions, respectively. To calculate the rates of bound-free transitions in collisions with electrons, we use the formula from Seaton (1962) with the threshold photoionization cross section from TOPbase. The resonant charge exchange (O I + p ↔ O II + H I) was taken into account as prescribed by Arnaud and Rothenflug (1985) . In this study, we take into account the excitation/deexcitation and ion-pair formation/mutual neutralization processes in collisions with hydrogen atoms according to the data from Barklem (2018) . Previously, we used Drawin's approximation (Drawin 1968 (Drawin , 1969 Steenbock and Holweger 1984) due to the absence of accurate data. Figure 1 shows the transition rates in inelastic collisions with hydrogen atoms and electrons under conditions typical for the solar atmosphere at the O I line formation depths. According to the data from Barklem (2018), the O I + H I excitation rates are systematically lower than those calculated from Drawin's formula. On average, the difference between the rates is about two orders of magnitude. For transitions with energies ∆E = E u -E l < 1.5 eV Barklem's rates for O I + H I collisions are of the same order of magnitude as the rates of collisions with electrons, while, for transitions with higher energies, the electron collisions are much more efficient than the hydrogen ones. An ion pair production in collisions with H I is much more efficient than an ionization in collisions with electrons in the entire range of energies. However, this does not affect the results, because the statistical equilibrium of O I in the range of parameters under consideration is determined by the bound-bound transitions. We performed a test calculation for the Sun neglecting ion-pair formation and mutual neutralization processes in collisions with hydrogen atoms and obtained very small changes in level populations that led to changes in the non-LTE abundance within 0.003 dex for the O I 7771-5Å lines. 
Analysis of O I lines in the solar spectrum
The solar abundance was determined using the spectrum of the Sun as a star (Kurucz et al. 1984) . The model atmosphere has an effective temperature T eff = 5780 K, surface gravity log g = 4.44, and microturbulent velocity ξ t = 0.9 km s −1 . We use the classical 1D models from the MARCS grid (Gustafsson et al. 2008 ).
The list of lines and the derived oxygen abundance are given in Table 1 . The atomic data for transitions, i.e., the wavelength λ, the oscillator strength (log gf), and excitation energy of the lower level (E exc ), were taken from the VALD database (Kupka et al. 1999; Ryabchikova et al. 2015) .
The application of accurate data for collisions with hydrogen atoms led to an increase in the departures from LTE and a strengthening of the IR lines. We obtained the mean non-LTE oxygen abundance log ε(O) = 8.69 ± 0.08, which is lower than that derived in non-LTE with Drawinian rates by 0.07 dex. For the IR triplet lines in the Sun, the non-LTE abundance decreased by 0.11 dex. For the 8446Å lines the change is slightly smaller, 0.07 dex. In comparison with our previous results (Sitnova et al. 2013) , the difference between the non-LTE abundances from the 7771-5 and 8446Å lines increased from 0.02 to 0.05 dex. For the weak 6158 and 6300Å lines in the visible range, the departures from LTE are still negligible, irrespective of the method of calculating the inelastic collisions with hydrogen atoms. The difference of 0.07 dex between the non-LTE abundances from the forbidden [O I] 6300Å line and the 7771-5Å lines obtained in our previous paper decreased to 0.04 dex. The difference in non-LTE abundances from the 6158 and 7771-5Å lines increased from 0.07 to 0.18 dex. It should be noted that the abundance from the 6158Å line is systematically higher than that from the IR triplet not only for the Sun but also for FG dwarfs. According to the data from Zhao et al. 
Oxygen abundance in the sample stars
In this section, we redetermine the non-LTE oxygen abundance based on an improved model atom for 46 FG stars investigated by us previously (Zhao et al. 2016 ).
Stellar sample, observations, and atmospheric parameters
The sample of stars includes 46 unevolved stars, from dwarfs to subgiants. The stars are uniformly distributed in metallicity over a wide range, -2.6 < [Fe/H] < 0.2. High-resolution (λ/∆λ > 45 000) spectra with a signal-to-noise ratio S/N > 60 were obtained at the 3-m telescope of the Lick Observatory with the Hamilton spectrograph or taken from the UVES 5 and ESPaDOnS 6 archives. We also used the spectra obtained at the 2.2-m telescope of the Calar Alto Observatory with the FOCES spectrograph and provided by K. Fuhrmann. The The Hipparcos trigonometric parallaxes (van Leeuwen et al. 2007 ) are available for all sample stars, which allows to calculate log g by a spectroscopy-independent method. For the stars where the Hipparcos parallax error exceeds 10%, surface gravities were refined by analyzing the non-LTE abundances from Fe I and Fe II lines. The statistical equilibrium of Fe I-II was calculated with the model atom developed by Mashonkina et al. (2011) with the scaling factor to the Drawin rates of inelastic collisions with hydrogen atoms S H = 0.5. It is worth noting that, in the first Gaia 7 data release (DR1), parallaxes for 22 stars of our sample became available (Brown et al. 2016 ). We achieved good agreement between our spectroscopic log g and those calculated from the Gaia DR1 parallaxes: ∆log g(Spec -Gaia) = -0.01 ± 0.07, despite the fact that for the same 22 stars the spectroscopic log g differ noticeably from those derived from the Hipparcos data, ∆log g(Spec -Hipparcos) = -0.15 ± 0.12. The differences between log g spec and log g Hipp concern the stars that are 100 pc or more away from the Sun. For the nearest stars, the spectroscopic log g agree well with those calculated from both Hipparcos and Gaia DR1 data.
The microturbulent velocity ξ t and [Fe/H] were derived from Fe I and Fe II lines, respectively. Additionally, T eff , log g, and [Fe/H] were checked using a grid of evolutionary tracks from Yi et al. (2001) . The stars sit on the evolutionary tracks corresponding to their mass, age, and metallicity.
Influence of inelastic collisions with hydrogen atoms on the non-LTE oxygen abundance depending on atmospheric parameters
The non-LTE and LTE oxygen abundances for the sample stars were derived in our earlier study (Zhao et al., 2016) . Here, we redetermined the non-LTE oxygen abundance from the IR 7771-5Å triplet lines using the quantum-mechanical data for inelastic collisions with hydrogen atoms. The mean difference between the non-LTE abundances from the triplet lines obtained in this and the previous paper is shown for each of 46 stars in Fig. 2 as a function of metallicity, effective temperature, and surface gravity. Just as for the Sun, the application of accurate data for the sample stars leads to a lower non-LTE oxygen abundance. The difference in non-LTE abundance ranges from 0.02 to 0.15 dex, depending on the atmospheric parameters. The difference between the non-LTE abundances derived with accurate and approximate data diminishes with decreasing metallicity, because, in metal-poor stars, the O I lines are weak and the non-LTE corrections are small in absolute value. 
The Galactic [O/Fe] trend

Conclusions
We performed non-LTE calculations for O I using the data from Barklem (2018) for collisions with hydrogen atoms. The non-LTE abundances from the O I lines were determined for the Sun and 46 FG stars in a wide metallicity range, −2.6 < [Fe/H] < 0.2.
The application of accurate data leads to a strengthening of the departures from LTE and a decrease in the abundance from the IR lines. The largest changes in the non-LTE abundance we found for the IR 7771-5Å triplet lines. For the Sun, the non-LTE abundance from these lines decreases by 0.11 dex compared to what is obtained with approximate data for collisions with hydrogen atoms. Our new calculations do not affect the non-LTE abundance from weak lines in the visible range (6158, 6300Å).
For the Sun, we obtained the mean non-LTE oxygen abundance log ε(O) = 8.69 ± 0.08, which is lower than that inferred in non-LTE with approximate data for collisions with hydrogen atoms by 0.07 dex. This value is even farther from what is required to reconcile the theoretical and observed density and sound speed profiles.
For 46 stars of the sample, the changes in the non-LTE abundance vary from 0.02 to 0.13 dex, depending on the atmospheric parameters. The change in the solar oxygen abundance and the oxygen abundance for individual stars led to a change in the behavior of the Galactic 
