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in some nontrivial matrix * -algebra T . This means that the Jacobian matrices can be blockdiagonalized simultaneously with a single orthogonal matrix P . If T is explicitly given in advance, e.g., represented by group symmetry, then we can compute P with the aid of group representation theory [7, 8] . It should be noted, however, that we often do not know an explicit representation of T , for example, when we deal with large complex structures. In such a situation, it is natural to pick several Jacobian matrices randomly, and to substitute for P an orthogonal matrixP that diagonalizes the matrix * -subalgebraT generated by these Jacobian matrices. In fact, this idea was recently introduced in [1] to develop a numerical algorithm for computing the deformation of symmetric structures. A motivation of this paper is to analyze this approach theoretically, that is, to estimate the number of Jacobian matrices, which are symmetric, necessary to generate T . This is indeed the problem which this paper deals with.
In this paper, we show that any matrix * -algebra over the real field can be generated with at most four randomly-chosen symmetric matrices (Theorem 3.1). This is optimal in the sense that some matrix * -algebra cannot be generated with any three symmetric matrices. The proof relies on the structure theorem for matrix * -algebras. Since a matrix * -algebra can be decomposed into irreducible components, it suffices to discuss irreducible cases. By providing the explicit minimum number of matrices that are necessary to generate each irreducible case, we obtain Theorem 3.1 for general matrix * -algebras. We remark that large complex structures with group symmetry, such as dihedral or tetrahedral symmetry, yield matrix * -algebras with special irreducible components, which can be generated with only two symmetric matrices. This paper is organized as follows. Section 2 provides some notation and basic results in the theory of matrix * -algebras. Section 3 is devoted to the proof of our main results. Finally, concluding remarks are presented in Section 4.
Matrix * -algebras

Structure theorem
Throughout this paper, we denote by R, C, and H the real field, the complex field, and the quaternion field, respectively. Let M n be the set of matrices of order n over the real field R, and S n be the set of symmetric matrices in M n . We say that T ⊆ M n is a matrix * -algebra if it satisfies (i) I n ∈ T , and (ii) A, B ∈ T ; α, β ∈ R ⇒ αA + βB, AB, A ⊤ ∈ T , where I n is the identity matrix of order n. The value n is called the order of T . Obviously, M n itself is a matrix * -algebra. There are two other basic matrix * -algebras: the real representation of complex matrices C n ⊂ M 2n and the real representation 1 of quaternion matrices H n ⊂ M 4n , which are respectively defined by
Our definition of Hn is slightly different in signs of the entries from those in [12, 15] , but these two are equivalent.
where a + ib ∈ C and a + ib + jc + kd ∈ H.
For two matrix * -algebras T 1 and T 2 , their direct sum, denoted by T 1 ⊕ T 2 , is defined as
where
and their tensor product, denoted by T 1 ⊗ T 2 , is
Note that both T 1 ⊕ T 2 and T 1 ⊗ T 2 are matrix * -algebras. For notational convenience, we sometimes identify the identity matrix I n with the matrix * -algebra {aI n | a ∈ R}. For example, we denote
A matrix * -algebra T is called simple if it has no ideal other than {O} and T itself, where an ideal of T means a submodule I of T such that [A ∈ T , B ∈ I ⇒ AB, BA ∈ I]. We say that T is irreducible if no T -invariant subspace other than {0} and R n exists, where a linear subspace W of R n is T -invariant if AW ⊆ W for every A ∈ T . The matrix * -algebras M n , C n , and H n are typical examples of irreducible matrix * -algebras.
We say that two matrix * -algebras T 1 and T 2 are equivalent if there exists an orthogonal matrix P such that
We denote the equivalence by
From a standard result of the theory of matrix * -algebras [16, 17] , we obtain the following structure theorem for a matrix * -algebra over the real field R. The proof can be found, e.g., in [10, 15] . 
where T j is one of M p j , C p j /2 , and H p j /4 and p j is the order of T j for j = 1, . . . , ℓ.
Note that the decomposition in Theorem 2.1 is uniquely determined by a matrix * -algebra T .
It then follows that, with a single orthogonal matrix P , every matrix X in T can be transformed simultaneously to a block-diagonal form as
for some B j ∈ T j for j = 1, . . . , ℓ.
Commutant algebra
For a matrix * -algebra T , the commutant algebra, denoted by T ′ , is defined to be
Note that T ′ also forms a matrix * -algebra, and that (T ′ ) ′ = T holds. The following lemma is not difficult to see.
Lemma 2.2.
is a (block)-diagonal matrix whose diagonal blocks are in the parentheses. For two matrix * -algebras T 1 and T 2 , it follows from the definition that
Moreover, it can be shown by using Theorem 2.1 and Lemma 2.2 that
Main theorem
Assume that a matrix * -algebra T is generated by symmetric matrices A 1 , . . . , A N . Note that, in our setting, we do not have any information of A 1 , . . . , A N in advance. For a real vector r = (r (1) , . . . , r (N ) ), put
We denote by span{· · · } the set of linear combinations of the matrices in the braces, and by ⟨· · · ⟩ the matrix * -algebra generated by the matrices in the brackets. The main result of this section is the following. To prove Theorem 3.1, it suffices, by Theorem 2.1, to discuss each case of irreducible matrix * -algebras, i.e., M n , C n , and H n . The main part of the proof is to provide the minimum number of symmetric matrices to generate each irreducible matrix * -algebra, which is summarized in Table 1 . Note that C 1 and H 1 cannot be generated by any set of symmetric matrices.
1. M n (n ≥ 2) can be generated with two randomly-chosen symmetric matrices (Lemma 3.4).
2. C 2 cannot be generated with any two symmetric matrices (Lemma 3.7), but can be done with three randomly-chosen symmetric matrices (Lemma 3.9).
3. C n (n ≥ 3) can be generated with two randomly-chosen symmetric matrices (Lemma 3.11).
4. H 2 cannot be generated with any three symmetric matrices (Lemma 3.16), but can be done with four randomly-chosen symmetric matrices (Lemma 3.18).
5. H 3 cannot be generated with any two symmetric matrices (Lemma 3.19), but can be done with three randomly-chosen symmetric matrices (Lemma 3.21).
6. H n (n ≥ 4) can be generated with two randomly-chosen symmetric matrices (Lemma 3.23).
In what follows, we will prove 1-6 above in turn.
Genericity in eigenvalue structure
To obtain our main theorem, we make use of the notion of genericity introduced in [12, 15] . Let X be a symmetric matrix in T . We say that X is generic (more precisely, generic in eigenvalue structure) if the matrices B 1 , . . . , B ℓ appearing in the decomposition in (1) do not share a common eigenvalue, and in addition, for each j = 1, . . . , ℓ, it holds that
, then all the eigenvalues of B j are simple.
• If T j = C p j /2 , then all the eigenvalues of B j have multiplicity two.
, then all the eigenvalues of B j have multiplicity four.
The following lemma can be proved in a similar way to [12, 15] .
Case of M n
In this section, we deal with generating the irreducible matrix * -algebra M n . Note that if n = 1 one nonzero matrix generates M n = M 1 .
The following lemma asserts that if two symmetric matrices satisfy the genericity with some condition, they generate M n . We remark that a single symmetric matrix X ∈ M n does not generate M n if n ≥ 2. Indeed, since X is diagonalized by some orthogonal matrix P , we see
Lemma 3.3. Let X 1 , X 2 be two symmetric matrices in M n with n ≥ 2. If X 1 is generic and there exists an orthogonal matrix Q such that (a) it diagonalizes X 1 and
Proof. It suffices to show that
and (2). This, together with ⟨X
by the assumption, we see that a 11 = a jj for every j, and hence A = αI for some α ∈ R. Therefore,
By Lemma 3.3, together with Lemma 3.2, we have the following lemma, which says that almost all pairs of symmetric matrices generate M n .
Lemma 3.4. Assume that span{I
Proof. Let (r 1 , r 2 ) ∈ R 2N with r 1 , r 2 ∈ R N , and X i = A(r i ) for i = 1, 2. It follows from Lemma 3.3 that if (a) X 1 is generic and (b) there exists an orthogonal matrix Q such that it diagonalizes X 1 and (Q ⊤ X 2 Q) 1j ̸ = 0 for every j = 2, . . . , n, then it holds that ⟨X 1 , X 2 ⟩ = M n . It is not difficult to see from Lemma 3.2 that these conditions are satisfied for any parameter value (r 1 , r 2 ) in some open dense subset R of R 2N . Thus the statement holds.
We may assume that the vectors r 1 and r 2 are both normalized to unit vectors in Lemma 3.4. If r 1 is chosen at random, then A(r 1 ) is generic with probability one by Lemma 3.2. Under this condition, A(r 1 ) and A(r 2 ) generate M n with probability one if r 2 is chosen at random, because A(r 2 ) satisfies for almost all values of r 2 that (Q ⊤ A(r 2 )Q) 1j ̸ = 0 for j = 2, . . . , n for an orthogonal matrix Q that diagonalizes X 1 . Therefore, A(r 1 ) and A(r 2 ) generate M n with probability one if r 1 and r 2 are chosen at random, respectively.
Case of C n
In this section, we provide the explicit number of symmetric matrices to generate the irreducible matrix * -algebra C n . For a matrix A ∈ C n , there exists a matrix B in C n×n such that C(B) = A.
, means the submatrix C(B pq ) of order two, where B pq is the (p, q)-entry of B.
We say that an orthogonal matrix P is C-compatible if P = C(U ) for some unitary matrix U over the complex field. Note that a C-compatible orthogonal matrix P preserves the form of a matrix in C n , that is, P ⊤ C n P = C n .
We first show the following lemma.
Lemma 3.5. For a symmetric matrix X in C n , there exists a C-compatible orthogonal matrix P that diagonalizes X.
Proof. Since X ∈ C n ∩ S 2n , there exists a Hermitian matrix Y ∈ C n×n such that X = C(Y ). Then there exists a unitary matrix U that diagonalizes Y , i.e., U * Y U is a diagonal matrix whose diagonal entries are its eigenvalues. Note that all the eigenvalues of Y are real. Define P = C(U ). Then, since the mapping C from C n×n to C n is isomorphic, we see that
, which is a diagonal matrix all of whose diagonal entries have multiplicity two.
Observe that for any nonzero matrix C(a + ib) ∈ C 1 , the matrix µ −1 C(a + ib) is orthogonal, where µ = √ a 2 + b 2 . This fact gives the following lemma.
Lemma 3.6. Let X 1 , X 2 be two symmetric matrices in C n . Then the following two statements hold.
(ii) If X 1 is generic and there exists a C-compatible orthogonal matrix Q 1 satisfying (a), (b), and (c) µ j ̸ = 0 for every j = 2, . . . , n, then it holds that
Proof. (i) By Lemma 3.5, there exists a C-compatible orthogonal matrix
. . , n. Define D 1 = I 2 , and, for j = 2, . . . , n, define D j to be
is orthogonal and C-compatible, and
q , and in particular, the [1, j] -block is equal to µ j I 2 if C 1j ̸ = O and to O otherwise for every j = 2, . . . , n. Thus the statement holds.
We will show that
Indeed, let A be a matrix such that 
Subcase: n = 2
We first discuss the case of C 2 . The following lemma asserts that C 2 cannot be generated with any two symmetric matrices.
Lemma 3.7. Let X 1 , X 2 be two symmetric matrices in C 2 . Then it holds that
Proof. By Lemma 3.6 (i), there exists a C-compatible orthogonal matrix Q 1 satisfying (a) and
have the forms of
for some real numbers x j , y j (j = 1, 2) and µ. This means that
On the other hand, if we have three symmetric matrices with some condition, they generate C 2 .
Lemma 3.8. Let X 1 , X 2 , X 3 be three symmetric matrices in C 2 . If X 1 is generic and there exists a C-compatible orthogonal matrix Q 1 satisfying (a), (b), and (c) in Lemma 3.6 with an additional condition
Proof.
Then Y 1 and Y 2 take the forms of (3), and Y 3 has the form of
.
holds. We will show that
To see this, let A be a matrix such that
, and moreover the equality holds since ⟨X 1 , X 2 , X 3 ⟩ ⊆ C 2 obviously holds.
It follows from Lemma 3.8 that almost all triples of symmetric matrices in C 2 generate C 2 . Proof. Let (r 1 , r 2 , r 3 ) ∈ R 3N with r i ∈ R N for i = 1, 2, 3, and denote X i = A(r i ). Suppose that the condition of Lemma 3.8 is satisfied, that is, X 1 is generic and there exists a C-compatible orthogonal matrix Q 1 satisfying (a), (b), (c) in Lemma 3.6, and (d) (Q ⊤ 1 X 3 Q 1 ) 1,4 ̸ = 0. Then it follows from Lemma 3.8 that ⟨X 1 , X 2 , X 3 ⟩ = C 2 . By Lemma 3.2, such Q 1 exists for any parameter value (r 1 , r 2 , r 3 ) in some open dense subset R of R 3N . Thus the statement holds.
In a similar way to Lemma 3.4, A(r 1 ), A(r 2 ), and A(r 3 ) generate C 2 with probability one if r 1 , r 2 , and r 3 are chosen at random from normalized vectors. Indeed, if r 1 is chosen at random, then A(r 1 ) is generic for almost all values of r 1 by Lemma 3.2. Under this condition, a C-compatible orthogonal matrix Q 1 with the two conditions (a) and (b) also satisfies (c) for almost all values of r 2 , and, in addition, Q 1 satisfies (Q ⊤ 1 X 3 Q 1 ) 1,4 ̸ = 0 for almost all values of r 3 . Thus A(r 1 ), A(r 2 ), and A(r 3 ) generate C 2 for almost all values of (r 1 , r 2 , r 3 ). We remark that we can apply a similar argument for all the other cases in the rest of this section.
Subcase: n ≥ 3
We next discuss the case where n ≥ 3. The following lemmas correspond to Lemmas 3.8 and 3.9 for n = 2. 
We will show that Proof. This follows in a similar way to the proof of Lemma 3.9.
Case of H n
In this section, we discuss the number of symmetric matrices to generate the irreducible matrix * -algebra H n . The outline of this section is essentially similar to, but more complex than, the case of C n .
We say that an orthogonal matrix P is H-compatible if P = H(U ) for some quaternion unitary matrix U ; recall that a matrix U over the quaternion field H is unitary if U * U = I, where U * denotes the conjugate transpose of U with respect to H, i.e., the (q, p)-entry of U * is a − ib − jc − kd if the (p, q)-entry of U is a + ib + jc + kd. Note that an H-compatible orthogonal matrix P preserves the form of a matrix X in H n , that is, P ⊤ H n P = H n . In a similar way to the case of C n , we have the following lemma. By analogy with Lemma 3.6, we have the following lemma, which follows from the fact that for any nonzero matrix H(a+ib+jc+kd) ∈ H 1 , the matrix µ −1 H(a+ib+jc+kd) is orthogonal, where
Lemma 3.13. Let X 1 , X 2 be two symmetric matrices in H n . Then the following two statements hold.
(ii) If X 1 is generic and there exists an H-compatible orthogonal matrix Q 1 satisfying (a), (b), and (c) µ h ̸ = 0 for every h = 2, . . . , n, then it holds that
We also make the following observations needed later.
Lemma 3.14. For a matrix H 1 in H 1 , there exists an H-compatible orthogonal matrix P such that
for some real numbers a and ν, which implies that
Proof. We denote H 1 = H(a + ib + jc + kd) for some real numbers a, b, c, and d. Note that H 1 has the form of
) .
We may assume that b ̸ = 0 or d ̸ = 0, since otherwise H 1 itself has the form of (4). Without loss of generality, suppose that d ̸ = 0, because a similar argument holds for the case of b ̸ = 0 by symmetry. For an H-compatible orthogonal matrix
Thus the statement holds. 
To see this, let A be a matrix in ⟨G 1 , G 2 ⟩ ′ . Since G 1 A = AG 1 and ν ̸ = 0, the matrix A has the form of
for some matrices B 1 , B 2 of order two. Moreover, since A is commutative with G 2 and all the off-diagonal entries of G 2 are nonzero, we have A ∈ W, and hence
We first discuss the case where n = 2.
Proof. By Lemma 3.13 (i), there exists an H-compatible orthogonal matrix Q 1 satisfying (a) and (b). Then Y h = Q ⊤ 1 X h Q 1 for h = 1, 2 have the forms of
for some real numbers x h , y h (h = 1, 2) and µ. This means that
where H 3 ∈ H 1 . It follows from Lemma 3.14 that there exists an H-compatible orthogonal matrix P such that 
This means that
Proof. We denote
. . , 4. By Lemma 2.2, it suffices to show that Proof. By Lemma 3.13 (i), there exists an H-compatible orthogonal matrix Q 1 satisfying (a) and (b). Let H = (Q ⊤ 1 X 2 Q 1 ) [2, 3] . By Lemma 3.14, there exists an H-compatible orthogonal matrix P such that P ⊤ HP = C ⊗ I 2 for some C ∈ C 1 . Then
is H-compatible and orthogonal, and we have [2, 3] and 
Subcase: n ≥ 4
The case where n ≥ 4 is obtained in a similar way. 
Proof of Theorem 3.1
We can prove Theorem 3.1 by combining Theorem 2.1 with Lemma 3.4 for M n , Lemmas 3.9 and 3.11 for C n , and Lemmas 3.18, 3.21, and 3.23 for H n . It follows from Theorem 2.1 that there exists an orthogonal matrix P such that
with some B h j ∈ T j for j = 1, . . . , ℓ and h = 1, . . . , N . Since A 1 , . . . , A N are symmetric matrices, T j is neither C 1 nor H 1 .
Define A ′ h = P ⊤ A h P . For (r 1 , r 2 , r 3 , r 4 ) ∈ R 4N with r i ∈ R N for i = 1, . . . , 4, let A ′ (r i ) = P ⊤ A(r i )P . Note that the matrix * -algebra generated by A ′ (r 1 ), . . . , A ′ (r 4 ) is the direct sum of the matrix * -algebras generated by the block matrices of A ′ (r 1 ), . . . , A ′ (r 4 ). Therefore, it follows that there exists an open dense subset R ⊆ R 4N such that for any (r 1 , r 2 , r 3 , r 4 ) ∈ R with r i ∈ R N for i = 1, . . . , 4, we have
This implies that ⟨A(r 1 ), A(r 2 ), A(r 3 ), A(r 4 )⟩ = T .
Thus the statement of Theorem 3.1 is proved.
Concluding Remarks
Remark 4.1. It follows from Theorem 3.1 that a matrix * -algebra having no C 1 and H 1 as irreducible components can be generated by symmetric matrices. Thus the following corollary holds. Remark 4.2. For an algebra, the one and a half generation property is the property that every non-zero element can be completed to a pair of elements that generate the algebra. It is known that this property holds for simple Lie algebras over the complex field [9] and a certain class of an algebraically closed field of finite characteristic [3] . The proof of Theorem 3.1 implies that matrix * -algebras over the real field satisfy such kind of property, i.e., every symmetric matrix (which is not a scalar multiple of the identity matrix) can be completed to a tuple of four symmetric matrices that generate the matrix * -algebra. Indeed, assume that a matrix * -algebra is M n (the other cases follow in a similar way). Then, for a given symmetric matrix X 2 , we can take a generic symmetric matrix X 1 diagonalized by an orthogonal matrix satisfying (a) and (b) in Lemma 3.3.
Remark 4.3. The proof of Theorem 3.1 can be adopted to matrix * -algebras over the complex field C. It is known that a matrix * -algebra over C can be decomposed into the direct sum of I m ⊗ M p (C) for some m and p, where M p (C) is the set of matrices of order p over the complex field. See, e.g., [2, 5] for a detailed proof. Hence we only have to discuss the case of M n (C).
Since the proof of Lemma 3.4 works even when we replace the transpose "⊤" by the complex conjugate " * " and "orthogonal" by "unitary," we have the following theorem. 
