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Abstract
Let h =
∏t
i=1
p
si
i be its decomposition into a product of powers of distinct primes,
and Zh be the residue class ring modulo h. Let 1 ≤ r ≤ m ≤ n and Z
m×n
h be the set of
all m× n matrices over Zh. The generalized bilinear forms graph over Zh, denoted by
Bilr(Z
m×n
h ), has the vertex set Z
m×n
h , and two distinct vertices A and B are adjacent if
the inner rank of A−B is less than or equal to r. In this paper, we determine the clique
number and geometric structures of maximum cliques of Bilr(Z
m×n
h ). As a result, the
Erdo˝s-Ko-Rado theorem for Zm×nh is obtained.
AMS classification: 05C50, 05D05
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1 Introduction
Let Z denote the integer ring. For a, b, h ∈ Z, integers a and b are said to be congruent
modulo h if h divides a − b, and denoted by a ≡ b mod h. Suppose that h =
∏t
i=1 p
si
i is
its decomposition into a product of powers of distinct primes. Let Zh denote the residue
class ring modulo h and Z∗h denote its unit group. Then Zh is a principal ideal ring and
|Z∗h| = h
∏t
i=1(1 − p
−1
i ). Note that (pi), where i = 1, 2, . . . , t, are all the maximal ideals of
Zh. By [13], Zh ∼= Zps1
1
⊕ Zps2
2
⊕ · · · ⊕ Zpstt and Z
∗
h
∼= Z∗
p
s1
1
× Z∗
p
s2
2
× · · · × Z∗
p
st
t
. For a ∈ Z,
we denote also by a the congruence class of a modulo h.
For a subset S of Zh, let S
m×n be the set of all m × n matrices over S. Let tA denote
the transpose matrix of a matrix A and det(X) the determinant of a square matrix X over
Zh. Let Ir (I for short) be the r × r identity matrix, and 0m,n (0 for short) the m × n
zero matrix. Let diag(A1, A2, . . . , Ak) denote the block diagonal matrix whose blocks along
the main diagonal are matrices A1, A2, . . . , Ak. The set of n× n invertible matrices forms a
group under matrix multiplication, called the general linear group of degree n over Zh and
denoted by GLn(Zh). For A ∈ Z
n×n
h , by Corollary 2.21 in [2], A ∈ GLn(Zh) if and only if
det(A) ∈ Z∗h.
Let A ∈ Zm×nh be a non-zero matrix. By Cohn’s definition [4], the inner rank of A,
denoted by ρ(A), is the least integer r such that A = BC where B ∈ Zm×rh and C ∈ Z
r×n
h .
∗Corresponding author. guojun−lf@163.com
1
Let ρ(0) = 0. For A ∈ Zm×nh , it is obvious that ρ(A) ≤ min{m,n} and ρ(A) = 0 if and
only if A = 0. For matrices over Zh, by [3, 4], ρ(A) = ρ(SAT ) where S ∈ GLm(Zh) and
T ∈ GLn(Zh), ρ(AB) ≤ min{ρ(A), ρ(B)} and
ρ
(
A11 A12
A21 A22
)
≥ max{ρ(Aij) : 1 ≤ i, j ≤ 2}.
The Erdo˝s-Ko-Rado theorem [5, 20] is a classical result in extremal set theory which
obtained an upper bound on the size of a family of m-subsets of a set that every pairwise
intersection has size at least r and describes exactly which families meet this bound. The
results on Erdo˝s-Ko-Rado theorem have inspired much research [6, 8, 17]. Let 1 ≤ r ≤ m ≤
n. A family F ⊆ Fm×nq is called r-intersecting if rank(A − B) ≤ r for all A,B ∈ F , where
F
m×n
q is the set of all m×n matrices over the q-element finite field Fq. Huang [12] obtained
an upper bound on the size of an r-intersecting family in Fm×nq and describes exactly which
families meet this bound. As a natural extension, a family F ⊆ Zm×nh is called r-intersecting
if ρ(A−B) ≤ r for all A,B ∈ F .
The bilinear forms graph over a finite field plays an important role in geometry and
combinatorics, and it has been extensively studied, see [1, 18, 19]. As a natural extension,
the generalized bilinear forms graph over Zh, denoted by Bilr(Z
m×n
h ), has the vertex set
Z
m×n
h , and two distinct vertices A and B are adjacent if ρ(A−B) ≤ r, where 1 ≤ r ≤ m ≤ n.
Note that Bil1(Z
m×n
h ) is the bilinear forms graph Bil(Z
m×n
h ). When t = 1, Huang et al.
[10, 11] determined the clique number, the independence number and the chromatic number
of Bilr(Z
m×n
h ).
Let V (Γ) denote the vertex set of a graph Γ. For A,B ∈ V (Γ), we write A ∼ B if
vertices A and B are adjacent. A clique of a graph Γ is a complete subgraph of Γ. A clique
C is maximal if there is no clique of Γ which properly contains C as a subset. A maximum
clique of Γ is a clique of Γ which has maximum cardinality. The clique number ω(Γ) of
Γ is the number of vertices in a maximum clique. An independent set of a graph Γ is a
subset of vertices such that no two vertices are adjacent. A largest independent set of Γ is
an independent set of maximum cardinality. The independence number α(Γ) is the number
of vertices in a largest independent set of Γ.
An ℓ-coloring of a graph Γ is a homomorphism from Γ to the complete graph Kℓ. The
chromatic number χ(Γ) of Γ is the least value k for which Γ can be k-colored. A graph Γ is
a core [7] if every endomorphism of Γ is an automorphism. A subgraph ∆ of a graph Γ is a
core of Γ if it is a core and there exists some homomorphism from Γ to ∆. Every graph Γ
has a core, which is an induced subgraph and is unique up to isomorphism, see Lemma 6.2.2
in [7].
The Smith normal forms of matrices over Zh for t = 1, 2 are determined in [9, 14]. In
Section 2, we determine the Smith normal forms of matrices over Zh, and present some
useful results for later reference. Note that every maximum clique of Bilr(Z
m×n
h ) is a largest
r-intersecting family in Zm×nh and vice versa. In Section 3, we determine the clique number,
the independence number and the chromatic number of the generalized bilinear forms graph
Bilr(Z
m×n
h ), and show that cores of both Bilr(Z
m×n
h ) and its complement are maximum
cliques. As a result, the Erdo˝s-Ko-Rado theorem for Zm×nh is obtained.
2 Smith normal forms and ranks of matrices
Let J(α1,α2,...,αt) = (
∏t
i=1 p
αi
i ), where 0 ≤ αi ≤ si for i = 1, 2, . . . , t. For brevity, we write
J(α1) as Jα1 if t = 1.
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Lemma 2.1 Let I be a nonempty proper subset of [t] = {1, 2, . . . , t}. Suppose that αi ≥ si
for each i ∈ I, and 0 ≤ αj < sj for each j ∈ [t] \ I. Then there exists some unit u such that
u
∏t
θ=1 p
αθ
θ =
∏
i∈I p
si
i
∏
j∈[t]\I p
αj
j .
Proof. Without loss of generality, we may assume that I = {1, 2, . . . , |I|}. Note that
pξ +
∏
i∈I\{ξ} pi
∏t
j=|I|+1 p
sj−αj
j is a unit for each ξ ∈ I. From
p1 + |I|∏
i=2
pi
t∏
j=|I|+1
p
sj−αj
j

 ps11
t∏
θ=2
pαθθ = p
1+s1
1
t∏
θ=2
pαθθ ,
we deduce that there exists some unit u1 such that u1
∏t
θ=1 p
αθ
θ = p
s1
1
∏t
θ=2 p
αθ
θ . Similarly,
from 
p2 + ∏
i∈I\{2}
pi
t∏
j=|I|+1
p
sj−αj
j

 ps11 ps22
t∏
θ=3
pαθθ = p
s1
1 p
1+s2
2
t∏
θ=3
pαθθ ,
we deduce that there exists some unit u2 such that u2p
s1
1
∏t
θ=2 p
αθ
θ = p
s1
1 p
s2
2
∏t
θ=3 p
αθ
θ . And
so on, there exists some unit u|I| such that
u|I|
|I|−1∏
i=1
psii
t∏
θ=|I|
pαθθ =
|I|∏
i=1
psii
t∏
θ=|I|+1
pαθθ .
Let u =
∏|I|
i=1 ui. Then
u
t∏
θ=1
pαθθ =
|I|∏
i=1
psii
t∏
θ=|I|+1
pαθθ .
Therefore, the desired result follows. ✷
Lemma 2.2 The principal ideals J(α1,α2,...,αt), where 0 ≤ αi ≤ si for i = 1, 2, . . . , t, are all
the ideals of Zh.
Proof. Since the ring Zh is a principal ideal ring, each ideal has the form (x). If x = 0,
then (0) = J(s1,s2,...,st). Suppose 1 ≤ x <
∏t
i=1 p
si
i . Then there exist the unique u ∈ Z and
the unique vector (β1, β2, . . . , βt) such that x = u
∏t
i=1 p
βi
i and u ∈ Z
∗
h. Since x 6= 0 in Zh,
there exists some βi such that βi < si. By Lemma 2.1, there exists some unit v such that
v
∏t
i=1 p
βi
i =
∏t
i=1 p
min{βi,si}
i . Let αi = min{βi, si} for i = 1, 2, . . . , t. Then 0 ≤ αi ≤ si for
i = 1, 2, . . . , t, and (x) = (
∏t
i=1 p
βi
i ) = (
∏t
i=1 p
αi
i ). ✷
Lemma 2.3 Every non-zero element x in Zh can be written as x = u
∏t
i=1 p
αi
i , where u is
a unit, and 0 ≤ αi ≤ si for i = 1, 2, . . . , t. Moreover, the vector (α1, α2, . . . , αt) is unique
and u is unique modulo the ideal J(s1−α1,s2−α2,...,st−αt).
Proof. Similar to the proof of Lemma 2.2, there exist the unique u1 ∈ Z and the unique
vector (β1, β2, . . . , βt) such that x = u1
∏t
i=1 p
βi
i and u1 ∈ Z
∗
h. Since x 6= 0, there exists
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some i such that βi < si. Write αi = min{βi, si} for i = 1, 2, . . . , t. By Lemma 2.1, there
exists some unit u2 such that
x = u1
t∏
i=1
pβii = u1u2
t∏
i=1
pαii .
Suppose x = u
∏t
i=1 p
αi
i = v
∏t
i=1 p
γi
i , where u and v are units, and 0 ≤ αi, γi ≤ si
for i = 1, 2, . . . , t. We claim that αi = γi for i = 1, 2, . . . , t. If there exists some i such
that αi 6= γi, without loss of generality, we may assume that αi > γi. Since h divides
u
∏t
i=1 p
αi
i − v
∏t
i=1 p
γi
i and αi ≤ si, we deduce that p
αi
i divides u
∏t
i=1 p
αi
i − v
∏t
i=1 p
γi
i ,
which implies that pi divides v
∏
j 6=i p
γj
j , a contradiction.
Suppose x = u
∏t
i=1 p
αi
i = v
∏t
i=1 p
αi
i , where u and v are units. Then h divides
(u − v)
∏t
i=1 p
αi
i , which implies that
∏t
i=1 p
si−αi
i divides u − v. It follows that u − v ∈
(
∏t
i=1 p
si−αi
i ). Therefore, u is unique modulo the ideal J(s1−α1,s2−α2,...,st−αt). ✷
Let a, b ∈ Zh. If there is an element c ∈ Zh such that b = ac, we say that a divides b
and denoted by a|b. Two elements a and b are said to be associates if a = ub for some unit
u ∈ Z∗h.
Lemma 2.4 For a, b ∈ Zh, a and b are associates if and only if πi(a) and πi(b) are associates
for i = 1, 2, . . . , t.
Proof. Suppose that a and b are associates. Then there exists some unit u such that
a = bu. Therefore, we have πi(a) = πi(bu) = πi(b)πi(u) for i = 1, 2, . . . , t, which imply that
πi(a) and πi(b) are associates for i = 1, 2, . . . , t. Conversely, assume that πi(a) and πi(b)
are associates for i = 1, 2, . . . , t. Then there exist ui ∈ Z
∗
p
si
i
such that πi(a) = πi(b)ui for
i = 1, 2, . . . , t. Since Z∗h
∼= Z∗
p
s1
1
×Z∗
p
s2
2
× · · · ×Z∗
p
st
t
, there exists the unique u ∈ Z∗h such that
πi(u) = ui for i = 1, 2, . . . , t. Therefore, we have πi(a − bu) = 0 for i = 1, 2, . . . , t, which
imply that a = bu. Thus a and b are associates. ✷
The matrices A and B in Zm×nh are called equivalent if S
−1AT = B for some S ∈
GLm(Zh) and T ∈ GLn(Zh). The direct product GLm(Zh)×GLn(Zh) acts on the set Z
m×n
h
in the following way:
Z
m×n
h × (GLm(Zh)×GLn(Zh)) → Z
m×n
h ,
(A, (S, T )) 7→ S−1AT.
Clearly, both A and B belong to the same orbit of Zm×nh under the action of GLm(Zh) ×
GLn(Zh) if and only if they are equivalent.
Lemma 2.5 (See [14].) Let m ≤ n. Then every matrix A ∈ Zm×nps is equivalent to
diag (pα1 , pα2 , . . . , pαm),
where 0 ≤ α1 ≤ α2 ≤ · · · ≤ αm ≤ s. Moreover, the vector (α1, α2, . . . , αm) is uniquely
determined by A.
Let πi be the natural surjective homomorphism from Zh to Zpsi
i
for i = 1, 2, . . . , t. For
A = (auv) ∈ Z
m×n
h , let πi(A) = (πi(auv)) for i = 1, 2, . . . , t. Then there is a bijective map π
from Zm×nh to Z
m×n
p
s1
1
× Zm×n
p
s2
2
× · · · × Zm×n
p
st
t
such that π(A) = (π1(A), π2(A), . . . , πt(A)) for
every A ∈ Zm×nh .
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Lemma 2.6 (See [16].) Let πi (resp. π) denote also by the restriction of πi (resp. π) on
GLn(Zh) for i = 1, 2, . . . , t. Then πi is a natural surjective homomorphism from GLn(Zh)
to GLn(Zpsi
i
) for i = 1, 2, . . . , t, and π is an isomorphism from GLn(Zh) to GLn(Zps1
1
) ×
GLn(Zps2
2
)× · · · ×GLn(Zpstt ).
Lemma 2.7 (See Theorem 15.24 in [2].) Let m ≤ n. Then every matrix A ∈ Zm×nh is
equivalent to diag (d1, d2, . . . , dm), where dj |dj+1 for j = 1, 2, . . . ,m − 1. Moreover, if A is
also equivalent to diag (b1, b2, . . . , bm), where bj |bj+1 for j = 1, 2, . . . ,m− 1, then dc and bc
are associates for c = 1, 2, . . . ,m.
Theorem 2.8 (Smith normal form.) Let m ≤ n. Then every matrix A ∈ Zm×nh is equiva-
lent to
D = diag
(
t∏
i=1
pαi1i ,
t∏
i=1
pαi2i , . . . ,
t∏
i=1
pαimi
)
, (1)
where 0 ≤ αi1 ≤ αi2 ≤ · · · ≤ αim ≤ si for i = 1, 2, . . . , t. Moreover, the array
Ω = ((α11, α12, . . . , α1m), (α21, α22, . . . , α2m), . . . , (αt1, αt2, . . . , αtm)) (2)
is uniquely determined by A.
Proof. For each i with 1 ≤ i ≤ t, by Lemma 2.5, there exist invertible matrices Si ∈
GLm(p
si
i ) and Ti ∈ GLn(p
si
i ) such that
Siπi(A)Ti = diag (p
αi1
i , p
αi2
i , . . . , p
αim
i ) = Di,
where 0 ≤ αi1 ≤ αi2 ≤ · · · ≤ αim ≤ si.
By Lemma 2.6, there exists the unique pair of matrices (S, T ) ∈ GLm(Zh) × GLn(Zh)
such that πi(S) = Si and πi(T ) = Ti for i = 1, 2, . . . , t. Therefore, we have
πi(S)πi(A)πi(T )−Di = 0 for i = 1, 2, . . . , t.
Write S = (suv), T = (tuv) and A = (auv). For i = 1, 2, . . . , t, from πi(S)πi(A)πi(T )−Di =
0, we deduce that
πi

 m∑
j=1
n∑
c=1
sujajctcv

 = { pαiui if u = v;
0 otherwise.
Since Zh ∼= Zps1
1
⊕ Zps2
2
⊕ · · · ⊕ Zpstt , there exists the unique element du ∈ Zh such that
πi(du) = p
αiu
i for i = 1, 2, . . . , t, which imply that
m∑
j=1
n∑
c=1
sujajctcv =
{
du if u = v;
0 otherwise.
So, we have SAT = diag (d1, d2, . . . , dm).
For each u with 1 ≤ u ≤ m, since πi(
∏t
i=1 p
αiu
i ) = p
αiu
i πi(
∏
j 6=i p
αju
j ) and πi(
∏
j 6=i p
αju
j ) ∈
Z
∗
p
si
i
, we obtain that πi(
∏t
i=1 p
αiu
i ) and p
αiu
i = πi(du) are associates for i = 1, 2, . . . , t. By
Lemma 2.4, du and
∏t
i=1 p
αiu
i are associates for u = 1, 2, . . . ,m. Then there exist some unit
xu ∈ Z∗h such that du = xu
∏t
i=1 p
αiu
i for u = 1, 2, . . . ,m. Therefore, A is equivalent to D in
(1). By Lemma 2.7, the array Ω in (2) is uniquely determined by A. ✷
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By Theorem 2.8, the vector Ω in (2) is an invariance of A. We call it invariant factor of
A. For a given Ω in (2), let Zm×nh (Ω) denote the orbit of all the matrices A ∈ Z
m×n
h with
the invariant factor Ω. Let Ωi = (αi1, αi2, . . . , αim) for i = 1, 2, . . . , t. Then Z
m×n
p
si
i
(Ωi)
∗ is
an orbit of Zm×n
p
si
i
under the action of GLm(Zpsi
i
)×GLn(Zpsi
i
) for i = 1, 2, . . . , t.
Theorem 2.9 Let m ≤ n. The number of orbits of Zm×nh under the action of GLm(Zh) ×
GLn(Zh) is
∏t
i=1
(
si+m
m
)
.
Proof. By Theorem 2.8, the number of the orbits of Zm×nh under the action of GLm(Zh)×
GLn(Zh) is equal to the number of the invariant factors Ω in (2), where 0 ≤ αi1 ≤ αi2 ≤
· · · ≤ αim ≤ si for i = 1, 2, . . . , t. Note that the number of vectors (αi1, αi2, . . . , αim)
is equal to the number of all the m-multisets from a finite set of cardinality si + 1, i.e.(
si+m
m
)
. Therefore, the number of orbits of Zm×nh under the action of GLm(Zh)×GLn(Zh)
is
∏t
i=1
(
si+m
m
)
. ✷
Theorem 2.10 Let Ω be as in (2). Then the length of Zm×nh (Ω) is equal to
t∏
i=1
|Zm×n
p
si
i
(Ωi)|.
Proof. Let πi (resp. π) denote also the restriction of πi (resp. π) on Z
m×n
h (Ω) for i =
1, 2, . . . , t. Let uij = πi(
∏
c 6=i p
αcj
c ) and Di = diag(ui1, ui2, . . . , uim) for i = 1, 2, . . . , t and
j = 1, 2, . . . ,m. By Lemma 2.6 and Theorem 2.8, π is a bijective map such that
π : Zm×nh (Ω) → D1Z
m×n
p
s1
1
(Ω1)×D2Z
m×n
p
s2
2
(Ω2)× · · · ×DtZ
m×n
p
st
t
(Ωt),
A 7→ (π1(A), π2(A), . . . , πt(A)).
It follows that
|Zm×nh (Ω)| =
t∏
i=1
|DiZ
m×n
p
si
i
(Ωi)| =
t∏
i=1
|Zm×n
p
si
i
(Ωi)|,
as desired. ✷
Lemma 2.11 Let A = SDT ∈ Zm×nh , where S and T are invertible, and D is as in (1).
Then the inner rank of A is max{c : (α1c, α2c, . . . , αtc) 6= (s1, s2, . . . , st)}.
Proof. Let j = max{c : (α1c, α2c, . . . , αtc) 6= (s1, s2, . . . , st)}. Write S = (S1, S2) and
T =
(
T1
T2
)
, where S1 ∈ Z
m×j
h and T1 ∈ Z
j×n
h . Then
A = S1diag
(
t∏
i=1
pαi1i ,
t∏
i=1
pαi2i , . . . ,
t∏
i=1
p
αij
i
)
T1,
which implies that ρ(A) ≤ j.
∗The length of the orbit Zm×n
p
si
i
(Ωi) is given in [9] for i = 1, 2, . . . , t.
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Suppose ρ(A) = ℓ < j. Then A = A1A2 with A1 ∈ Z
m×ℓ
h and A2 ∈ Z
ℓ×n
h . By
Theorem 2.8, there exist invertible matrices S1, T1, S2, T2 and ℓ×ℓ diagonal matricesD1, D2,
such that
A1 = S1
(
D1
0
)
T1 and A2 = S2(D2, 0)T2,
which imply that
A = A1A2 = S1
(
D1T1S2D2
0
)
T2,
a contradiction since j is uniquely determined by A. Therefore, ρ(A) = j. ✷
Let hi = h/p
si
i and θi be the natural surjective homomorphism from Zh to Zhi for
i = 1, 2, . . . , t. For A = (auv) ∈ Z
m×n
h , let θi(A) = (θi(auv)) for i = 1, 2, . . . , t.
Lemma 2.12 Let A ∈ Zm×nh . Then
ρ(A) = max{ρ(πi(A)) : i = 1, 2, . . . , t} = max{ρ(θi(A)) : i = 1, 2, . . . , t}.
Proof. By Theorem 2.8, there exist two invertible matrices S and T such that A = SDT,
whereD is as in (1). Let ρ(A) = ℓ. Write S = (suv) and T = (tuv). For each i with 1 ≤ i ≤ t,
write uc = πi(
∏
j 6=i p
αjc
j ) ∈ Z
∗
p
si
i
for c = 1, 2, . . . , ℓ. Since auv =
∑ℓ
c=1 suctcv
∏t
j=1 p
αjc
j , we
obtain
πi(A) = (πi(auv)) = πi(S)diag (p
αi1
i u1, p
αi2
i u2, . . . , p
αiℓ
i uℓ, 0)πi(T ),
which implies that
ρ(πi(A)) = ρ(diag (p
αi1
i u1, p
αi2
i u2, . . . , p
αiℓ
i uℓ, 0)) ≤ ℓ = ρ(A).
Therefore, ρ(A) ≥ max{ρ(πi(A)) : i = 1, 2, . . . , t}. Since (α1ℓ, α2ℓ, . . . , αtℓ) 6= (s1, s2, . . . , st),
there exists some j such that αjℓ < sj , which implies that ρ(πj(A)) = ℓ = ρ(A).
For each i with 1 ≤ i ≤ t, write vc = θi(p
αic
i ) ∈ Z
∗
hi
for c = 1, 2, . . . , ℓ, where hi = h/p
si
i .
Since auv =
∑ℓ
c=1 suctcv
∏t
j=1 p
αjc
j , we obtain
θi(A) = (θi(auv)) = θi(S)diag

v1∏
j 6=i
p
αj1
j , v2
∏
j 6=i
p
αj2
j , . . . , vℓ
∏
j 6=i
p
αjℓ
j , 0

 θi(T ),
which implies that
ρ(θi(A)) = ρ

diag

v1∏
j 6=i
p
αj1
j , v2
∏
j 6=i
p
αj2
j , . . . , vℓ
∏
j 6=i
p
αjℓ
j , 0



 ≤ ℓ = ρ(A).
Therefore, ρ(A) ≥ max{ρ(θi(A)) : i = 1, 2, . . . , t}. Since (α1ℓ, α2ℓ, . . . , αtℓ) 6= (s1, s2, . . . , st),
there exists some j such that
∏
b6=j p
αbℓ
b 6= 0 in Zhj , which implies that ρ(θj(A)) = ρ(A). ✷
3 Generalized bilinear forms graphs
In this section, we always assume that 1 ≤ r ≤ m ≤ n, and Bilr is the generalized bilinear
forms graph Bilr(Z
m×n
h ). For subsets S1, S2 and S3 of Zh, let(
Sr×r1 S
r×(n−r)
2
S
(m−r)×r
3 0
)
=
{(
X1 X2
X3 0
)
: X1 ∈ S
r×r
1 , X2 ∈ S
r×(n−r)
2 , X3 ∈ S
(m−r)×r
3
}
.
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Theorem 3.1 Bilr is a connected vertex transitive graph.
Proof. Note that the map X 7→ S−1XT + A (X ∈ Zm×nh ) is an automorphism of Bilr for
any S ∈ GLm(Zh), T ∈ GLn(Zh) and A ∈ Z
m×n
h . For any fixed vertex A, since the bijective
map X 7→ X +A is an automorphism of Bilr, Bilr is vertex transitive. ✷
Theorem 3.2 (See [11].) The independence number, the clique number and the chromatic
number of Bilr(Z
m×n
ps ) are
α(Bilr(Z
m×n
ps )) = p
sn(m−r), ω(Bilr(Z
m×n
ps )) = p
snr, χ(Bilr(Z
m×n
ps )) = p
snr.
If Γ is a vertex transitive graph, by Lemma 2.7.2 in [15], we obtain the following inequality
χ(Γ) ≥ |V (Γ)|/α(Γ) ≥ ω(Γ). (3)
Let G be a finite group and C be a subset of G that is closed under taking inverses and
does not contain the identity. The Cayley graph Cay(G,C) is the graph with vertex set G
and two vertices x and y are adjacent if and only if xy−1 ∈ C. A Cayley graph Cay(G,C)
is normal if xCx−1 = C for all x ∈ G. Clearly, Bilr is a normal Cayley graph on the matrix
additive group G of Zm×nh and the inverse closed subset C is the set of all matrices of inner
rank ≤ r excluding 0.
Lemma 3.3 (See Corollary 6.1.3 in [7].) Let Γ be a normal Cayley graph. If α(Γ)ω(Γ) =
|V (Γ)|, then χ(Γ) = ω(Γ).
Theorem 3.4 The independence number, the clique number and the chromatic number of
Bilr are
α(Bilr) = h
n(m−r), ω(Bilr) = h
nr, χ(Bilr) = h
nr.
Proof. By Theorem 3.2, we have
α(Bilr(Z
m×n
p
si
i
)) = p
sin(m−r)
i for i = 1, 2, . . . , t.
Write ξi = p
sin(m−r)
i for i = 1, 2, . . . , t. Let Si = {Si1, Si2, . . . , Siξi} be a largest independent
set of Bilr(Z
m×n
p
si
i
), where Siηi ∈ Z
m×n
p
si
i
for 1 ≤ i ≤ t and 1 ≤ ηi ≤ ξi. Let
S1 × S2 × · · · × St = {(S1η1 , S2η2 , . . . , Stηt) : 1 ≤ ηi ≤ ξi for i = 1, 2, . . . , t}.
Then |S1 × S2 × · · · × St| = hn(m−r).
Note that there is a bijective map π from Zm×nh to Z
m×n
p
s1
1
× Zm×n
p
s2
2
× · · · × Zm×n
p
st
t
such
that π(A) = (π1(A), π2(A), . . . , πt(A)) for every A ∈ Z
m×n
h . Let
S = {π−1(S1η1 , S2η2 , . . . , Stηt) : 1 ≤ ηi ≤ ξi for i = 1, 2, . . . , t}.
Since Si is a largest independent set of Bil(Z
m×n
p
si
i
) for i = 1, 2, . . . , t, by Lemma 2.12, S is a
independent set of Bilr, which implies that α(Bilr) ≥ |S| = h(m−r)n. From (3), we deduce
that ω(Bilr) ≤ hnr. On the other hand,
M =
{(
X
0
)
: X ∈ Zr×nh
}
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is a clique of cardinality hnr. Therefore, we obtain ω(Bilr) = h
nr.
From (3) and ω(Bilr) = h
nr, we deduce that
α(Bilr) ≤
hmn
hnr
= hn(m−r),
which implies that α(Bilr) = h
n(m−r). Since Bilr is a normal Cayley graph, by Lemma 3.3,
χ(Bilr) = h
nr. ✷
Remark. As a natural extension of rank distance code over a finite field, an (m× n, r+ 1)
rank distance code over Zh is a subset S of Z
m×n
h with minimum rank distance r + 1, i.e.
ρ(A − B) ≥ r + 1 for all A,B ∈ S with A 6= B. Every independent set of Bilr is an
(m × n, r + 1) rank distance code over Zh and vice versa. Let S be an (m× n, r + 1) rank
distance code over Zh. By Theorem 3.4, we have |S| ≤ hn(m−r). If a rank distance code S
over Zh satisfies |S| = hn(m−r), then S is called an (m × n, r + 1) maximum rank distance
code over Zh. Then an (m × n, r + 1) maximum rank distance code over Zh is a largest
independent set of Bilr and vice versa.
To determine the geometric structures of maximum cliques of Bilr, we construct the
following set
Cm×nr (α1, α2, . . . , αt) =
(
Z
r×r
h J
r×(n−r)
(α1,α2,...,αt)
J
(m−r)×r
(s1−α1,s2−α2,...,st−αt)
0
)
,
where either αi = 0 or αi = si for i = 1, 2, . . . , t. Then |Cm×nr (α1, α2, . . . , αt)| = h
nr if
α1 = α2 = · · · = αt = 0 or m = n.
Lemma 3.5 Let α1 = α2 = · · · = αt = 0 or m = n. Then Cm×nr (α1, α2, . . . , αt) is a
maximum clique of Bilr.
Proof. By Theorem 3.4, we only need to prove Cm×nr (α1, α2, . . . , αt) is a clique of Bilr. For
any X ∈ Cm×nr (α1, α2, . . . , αt), we have either
πi(X) ∈
(
Z
m×r
p
si
i
0
)
or πi(X) ∈
(
Z
r×n
p
si
i
0
)
,
which implies that ρ(πi(X)) ≤ r for i = 1, 2, . . . , t. By Lemma 2.12, we have ρ(X) ≤ r. Since
X − Y ∈ Cm×nr (α1, α2, . . . , αt) for any X,Y ∈ C
m×n
r (α1, α2, . . . , αt), C
m×n
r (α1, α2, . . . , αt) is
a clique of Bilr. ✷
Theorem 3.6 (See Theorem 4.4 in [11].) Let C be a maximum clique of Bilr(Z
m×n
ps ). Then
C is of the form either
S
(
Z
r×n
ps
0
)
+B0,
or (
Z
m×r
ps 0
)
T +B0 with m = n,
where S, T ∈ GLm(Zps) and B0 ∈ Z
m×n
ps are fixed.
9
Theorem 3.7 Let C be a maximum clique of Bilr. Then C is of the form either
SCm×nr (0, 0, . . . , 0) +B0, (4)
Cm×nr (s1, s2, . . . , st)T +B0 with m = n, (5)
or
SCm×nr (α1, α2, . . . , αt)T +B0 with m = n and (α1, α2, . . . , αt) 6= 0, (s1, s2, . . . , st), (6)
where S, T ∈ GLm(Zh) and B0 ∈ Z
m×n
h are fixed.
Proof. Let C be a maximum clique of Bilr(Z
m×n
h ) containing B0. If t = 1, then this
theorem holds by Theorem 3.6. From now on, we assume that t ≥ 2. By Theorem 3.4, we
have ω = |C| = hnr. By the bijection X 7→ X −B0, we may assume that C contains 0.
By Lemma 2.12, πi(C) is a clique of Bilr(Z
m×n
p
si
i
). Since 0 ∈ C and πi(0) = 0, we have
0 ∈ πi(C). Suppose that πi(C) = {πi(Ai1), πi(Ai2), . . . , πi(Aiωi)}. By Theorem 3.4, we have
ωi ≤ ω(Bilr(Z
m×n
p
si
i
)) = psinri . For any vertex X in πi(C), let π
−1
i (X) = {Y ∈ C : πi(Y ) =
X}. Then C has a partition into ωi cliques C =
⋃ωi
c=1 Cc, where πi(Cc) = {πi(Aic)} for
c = 1, 2, . . . , ωi. Therefore, |C| =
∑ωi
c=1 |Cc| = h
nr.
Let nc = |Cc| for c = 1, 2, . . . , ωi. Then there exists a clique {B1c, B2c, . . . , Bncc} ⊆
Jm×n(0,...,0,si,0,...,0) such that
Cc = {Aic +B1c, Aic +B2c, . . . , Aic +Bncc}
for c = 1, 2, . . . , ωi. By Lemma 2.12, {θi(B1c), θi(B2c), . . . , θi(Bncc)} is a clique of Bilr(Z
m×n
hi
),
where hi = h/p
si
i . By Theorem 3.4, we obtain
nc ≤ ω(Bilr(Z
m×n
hi
)) = hnri for c = 1, 2, . . . , ωi.
Thus hnr = |C| =
∑ωi
c=1 nc ≤ ωih
nr
i , which implies that p
sinr
i ≤ ωi. So, ωi = p
sinr
i .
Therefore, πi(C) is a maximum clique of Bilr(Z
m×n
p
si
i
) containing 0. By Theorem 3.6, we have
either
πi(C) = Si
(
Z
r×n
p
si
i
0
)
or πi(C) =
(
Z
m×r
p
si
i
0
)
Ti with m = n, (7)
where Si, Ti ∈ GLm(Zpsi
i
) are fixed.
Case 1: m < n. By Lemma 2.6, there exists the unique S ∈ GLm(Zh) such that
πi(S) = Si for i = 1, 2, . . . , t. For any subset Ai of Z
m×n
p
si
i
, let π−1i (Ai) =
⋃
X∈Ai
π−1i (X) for
i = 1, 2, . . . , t. Since πi(Zh) = Zpsi
i
, we obtain
πi(C) = πi(S)
(
πi(Zh)
r×n
0
)
= πi
(
S
(
Z
r×n
h
0
))
for i = 1, 2, . . . , t,
which imply that
C ⊆ π−1i
(
πi
(
S
(
Z
r×n
h
0
)))
= S
(
Z
r×n
h
0
)
since Zh ∼= Zps1
1
⊕Zps2
2
⊕· · ·⊕Zpstt . Since C is a maximum clique, by Lemma 3.5, one obtains
C = S
(
Z
r×n
h
0
)
= SCm×nr (0, 0, . . . , 0).
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Thus the original C is of the form (4).
Case 2: m = n. By (7), there exists some subset Π of [t] = {1, 2, . . . , t} such that
πi(C) = Si
(
Z
r×n
p
si
i
0
)
if i ∈ Π and πi(C) =
(
Z
n×r
p
si
i
0
)
Ti if i 6∈ Π.
If Π = [t], similar to the proof of Case 1, we have C = SCn×nr (0, 0, . . . , 0), where S ∈ GLn(Zh).
Thus the original C is of the form (4). If Π = ∅, similar to the proof of Case 1, we have
C = Cn×nr (s1, s2, . . . , st)T , where T ∈ GLn(Zh). Thus the original C is of the form (5).
Assume that Π 6= [t], ∅. By Lemma 2.6, there exists the unique (S, T ) ∈ GLn(Zh)×GLn(Zh)
such that
πi(S) =
{
Si if i ∈ Π;
In if i 6∈ Π,
and πi(T ) =
{
In if i ∈ Π;
Ti if i 6∈ Π.
Without loss of generality, we may assume that Π = {1, 2, . . . , |Π|}. Since
πi(J(0,...,0,s|Π|+1,...,st)) =
{
Zp
si
i
if i ∈ Π;
0 if i 6∈ Π,
and
πi(J(s1,...,s|Π|,0,...,0)) =
{
0 if i ∈ Π;
Zp
si
i
if i 6∈ Π,
we obtain
πi(C) = πi(S)
(
πi(Zh)
r×r πi(J(0,...,0,s|Π|+1,...,st))
r×(n−r)
πi(J(s1,...,s|Π|,0,...,0))
(n−r)×r 0
)
πi(T )
= πi
(
S
(
Z
r×r
h J
r×(n−r)
(0,...,0,s|Π|+1,...,st)
J
(n−r)×r
(s1,...,s|Π|,0,...,0)
0
)
T
)
for i = 1, 2, . . . , t,
which imply that
C ⊆ π−1i
(
πi
(
S
(
Z
r×r
h J
r×(n−r)
(0,...,0,s|Π|+1,...,st)
J
(n−r)×r
(s1,...,s|Π|,0,...,0)
0
)
T
))
= S
(
Z
r×r
h J
r×(n−r)
(0,...,0,s|Π|+1,...,st)
J
(n−r)×r
(s1,...,s|Π|,0,...,0)
0
)
T
since
J(0,...,0,s|Π|+1,...,st)
∼= Zps1
1
⊕ · · · ⊕ Z
p
s|Π|
|Π|
⊕ {0} ⊕ · · · ⊕ {0}
and
J(s1,...,s|Π|,0,...,0)
∼= {0} ⊕ · · · ⊕ {0} ⊕ Z
p
s|Π|+1
|Π|+1
⊕ · · · ⊕ Zpstt .
Since C is a maximum clique, by Lemma 3.5, one obtains
C = S
(
Z
r×r
h J
r×(n−r)
(0,...,0,s|Π|+1,...,st)
J
(n−r)×r
(s1,...,s|Π|,0,...,0)
0
)
T = SCn×nr (0, . . . , 0, s|Π|+1, . . . , st)T.
Thus the original C is of the form (6). ✷
By Theorem 3.7, we obtain the Erdo˝s-Ko-Rado theorem for Zm×nh .
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Theorem 3.8 Let F be an r-intersecting family of Zm×nh . Then |F| ≤ h
nr, and equality
holds if and only if either (a) F = SCm×nr (0, 0, . . . , 0)+B0, (b) F = C
m×n
r (s1, s2, . . . , st)T +
B0 with m = n, or (c) F = SCn×nr (α1, α2, . . . , αt)T +B0 with m = n and (α1, α2, . . . , αt) 6=
0, (s1, s2, . . . , st), where S, T ∈ GLm(Zh) and B0 ∈ Z
m×n
h are fixed.
Now, we discuss cores of both Bilr(Z
m×n
h ) and its complement.
Lemma 3.9 (See Lemma 2.5.9 in [15].) Let Γ be a graph. Then the core of Γ is the complete
graph Kc if and only if ω(Γ) = c = χ(Γ).
Corollary 3.10 The core of Bilr is a maximum clique, and Bilr is a core if and only if
r = m.
Proof. By Theorem 3.4, we have χ(Bilr) = ω(Bilr) = h
nr, which implies that the core of
Bilr is a maximum clique by Lemma 3.9. Since Bilr is a clique if and only if r = m, Bilr is
a core if and only if r = m. ✷
Theorem 3.11 Let Σr denote the complement of Bilr. Then χ(Σr) = α(Γ) = ω(Σr).
Moreover, the core of Σr is a maximum clique, and Σr is not a core.
Proof. Note that α(Bilr) = ω(Σr), α(Σr) = ω(Bilr), χ(Σr) ≥ ω(Σr) = α(Bilr). Let
S = {S1, S2, . . . , Sα} be a largest independent set of Bilr, where α = h(m−r)n and Si ∈ Z
m×n
h
for i = 1, 2, . . . , α. Let Ci = Si + Cm×nr (0, 0, . . . , 0) for i = 1, 2, . . . , α. Then C1, C2, . . . , Cα
are α maximum cliques of Bilr, and Ci ∩ Cj = ∅ for all i 6= j. By Theorem 3.4, we have
|V (Bilr)| = αω(Bilr). So, V (Bilr) has a partition into α maximum cliques: V (Bilr) =⋃α
i=1 Ci. Since Ci is a largest independent set of Σr for i = 1, 2, . . . , α, V (Σr) has a partition
into α largest independent sets: V (Σr) =
⋃α
i=1 Ci. It follows that χ(Σr) ≤ α, which implies
that χ(Σr) = α by χ(Σr) ≥ α. Similar to the proof of Corollary 3.10, the core of Σr is a
maximum clique, and Σr is not a core since Σr is not a clique. ✷
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