Molecular Thermodynamics:
Introduction
The process industries have recognized for many years the importance of thermodynamic and physical properties of solutions in design calculations. Environmental problems in the form of excessively high carbon monoxide levels are attributed mostly to automotive emissions. One of the methods used to reduce CO emissions is the use of oxygenates such as ethanol or methanol in gasoline blends. As these blends are now of more commercial importance, it becomes necessary to understand their behavior and equilibrium characteristics to optimize the processes used for their production and handling. Therefore, thermodynamic informations in the form of vapor-liquid equilibria (VLE) are of particular interest.
Alcohol-hydrocarbon blends, for example, form associated solutions due to hydrogen bonding between the alcohol molecules. The behavior of this type of solutions has been studied by several investigators [1, 7] . The most common model is the linear-association model (LAM) where the consecutive association reactions are assumed to be 'repeatable steps': All • consecutive assotiation reactions are assumed to have the same equilibrium constant (K12=K23=K34 = .... etc.).
In contrast to this simplification, some studies have been reported [4 and 7] where the equilibrium constants depend on the degree of association. A good example is given by Wolff and Hrpfner [4] who studied the system nHexane/Methylamine at several temperatures. Although this work is only concerned with the first three equilibrium constants of the association reaction (1) , it shows that they are not the same; they increase in the order K12 < K23 < K34. With regard to the heat of formation of dimers, trimers and tetramers, the same value (about 1800cal/mol) was found. Considering the equation -lnK = Ah/RT-As/R, the increase of the equilibrium constants is mainly caused by a change in the entropy term.
Usually those models where the equilibrium constant is allowed to depend on the degree of association, require a large number of adjustable parameters. The algebraic complexity is much larger than that for a LAM, unless some effort is made to find a relation between the different association constants.
Derivation'of the Poisson-Association Model
We have a general association reaction Aj + A1 <==> Aj+x (2.1)
We give attention to the relation between an equilibrium constant of the association reaction (2.1) and its association number j. In general, the equilibrium constant can be expressed as
where f(j) is a distribution function that depends on the nature of the associating compound and K is a constant. We use the Poisson distribution function as discussed by Anderko and Prausnitz [8] . If constant K is chosen to be the equilibrium constant of the dimerization reaction (dimerization constant), then f(j) must be normalized to f(1) = 1.
As shown in Appendix 1, II (j), the probability that j molecules form an associate Aj, can be expressed by a Poisson distribution function
where 1<is a constant. From Eq. (2.3) we obtain an expression for f(j)
• Equilibrium constant Kjj.I is then given by
K.J'I
Kj,j+ I =KI, 2. Jl (2.5) Figure 1 shows the distribution function f(j) for different values of 1<.
Activity Coefficients in an Associating Solution
We consider a component i in a binary solution (i = A,B) at constant temperature. In this solution component A can self-associate according to Equation ( The fugacity in the vapor phase is
where ¢ is the fugacity coefficient, y is the mole fraction in the gas phase and P is the total pressure. At low pressure, the fugacity coefficient goes to unity• In this work we set q_i= 1.
For the liquid phase, the fugacity of component A can be written f,_ =,}/_hem .7phys.x A .fpLure A (2.8)
• where _/chem is the activity coefficient caused by the self-association of component A, 7phys is the physical contribution to the activity coefficient,
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XAis the mole fraction of component A in the liquid phase and fpm a is the fugacity of pure component A, all at system temperature•
We now use the general theorem (Appendix VII of [9] ) that the fugacity of an associating component A is equal to the fugacity of its monomer. Equation ( where m is the highest degree of association; each further contribution is assumed to be negligibly small. In this work, m is 12. Table 1 shows that the difference between calculations with m=12 and m=14, for the three (important) true mole fractions ZA10, ZA1 and zB, is always less then 10-5; in most cases it is less then 10-8.
To calculate ZA1 and zgl 0, we use a computer program which solves the set of Equations (3.1) -(3.3) simultaneously and also fits the three parameters K1,2,1¢ and 13to experimental data. A short description and the listing of the computer program are given in Appendix 2.
To fit the three parameter to a specific system, we minimize the deviation of the calculated total pressure, using the relative root-mean-squared errors (rms).
Comparison with Experimental Data
The Poisson-association model is applied to alcohol / hydrocarbon and amine / hydrocarbon mixtures. All the experimental data used here satisfy the two thermodynamic consistency tests (Point test of Van Ness and Integral test of Redlich-Kister), as discussed in the guide of the tables of the data collection of Gmehling and Onken [10] .
Results from the Poisson-association model are compared with those from a three-parameter linear-association model (LAM) that requires a dimerization constant (K1,2), a polymerization constant (K2,3) and physical parameter 13. For this three-parameter LAM, Eqations (3.2) must be written: The activity coefficients are again obtained from Equations (2.13) and (2.14). Table 2 shows results of both models with the optimized three adjustable parameters and the root-mean-squared errors (rms P and rms y). Some illustrative examples are shown in Figures 2 to 6.
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Discussion and Conclusion
The advantage of the calculation procedure presented here is based on a , computer program which solves several algebraic equations simultaneously.
• Table 2 shows some trends concerning the model parameters. Poissonparameter ,: depends strongly on the system. It seems that _: increases with decreasing temperature. Dimerization constant K12 increases slightly with decreasing temperature, as indicated by results for the system Methylamine/n-Hexane at 20, -10 and -40 deg.C, where _:=3.6 and K12=l.1 (20 'C), _:=4.5 and K12=1.4 (-10 'C) and _:=5.3 and K12= 1.8 (-40 'C). This trend is apparent for most of the other systems. The system 1-Propanol/Hexane (50 'C and 25 'C), for example, shows the same trend: " with decreasing temperature, we again find an increase of _cand K12.
Concerning the different alcohols, _ seems to decrease with a rise in the size of the molecules, as shown by results for Ethanol/Benzene (50 'C), 2-Propanol/Benzene (50 'C) and Butanol/Benzene (45 'C).
In addition to the temperature and the size of the alcohol molecules, parameters K1,2, _:and 13also depend on the type of solvent.
These are only rough trends. Unfortunately, the results also depend strongly on the quality of the experimental data. Although all of the systems studied here satisfy the criteria of the two thermodynanic consistency tests, calculated parameters for some systems depend strongly on the initial parameters of the fitting-process; for different sets of initial guesses, we get different sets of 'optimized' parameters. These systems are not listed in Table 2 .
An example of 'high quality' experimental data are those from Wolff and H/Spfner [4] for the system Methylamine/n-Hexane, for several temperatures. In this case, high quality means that, for almost any combination of initial guessed parameters, we converge upon the same final result for K1,2, K:and 13. 
The P0isson Distribution Function
Following Anderko [8] , we assume that a central molecule is surrounded by n molecules and p is the probability that another molecule will join the " central one to form an associate. We assume further that this probability is the same for all n molecules and they are independent from each other. Therefore, rI (j), the probability that j molecules will join the central one to form an associate Aj, is given by the binomial distribution:
We assume that n is a large but finite number and p is necessarily between zero and unity. Thus, the conditions that are necessary to apply the Poisson distribution are satisfied and eq. (AI.1) can be simplified to
where _: is the product (np).
The entropy change for the association reaction (2.1) can be written as
where As+ is the component of the association entropy that is not related to the size of the multimer. Therefore, the Gibbs energy of change of reaction The consecutive association constant Xj,j+l then becomes
For normalization it is convenient to introduce the dimerization constant K1,2 = K K1,2 = exp -
The distribution function ffj) then becomes
and Equation (A1.6) can be written
tcJ-1
Kj,j+I = K1,2. j'--T-(A1.9)
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Appendix 2:
Computer Program
The computer program is written in Fortran 77. It contains the mainprogram ACTIVITY COEFFICIENT and four subroutines. It also uses some 'canned' equation-solver programs from the MINPACK-1 package. This is a package of Fortran subprograms for numerical solution of systems of nonlinear equations and nonlinear least-squares problems.
The main program ACTIVITY COEFFICIENT reads the initial guesses for the model parameter, the system constants (VA,Vs, PA0, PB0 and the number of experimental data 1) and the experimental data (P, x and y). Further, the main program calls the subprogram LMDIF. This MINPACK-1 subprogram LMDIF varies the three model parameter and minimizes an 'user-defined' function, which is, in our case, the deviation of the calculated pressure.
This user-defined function is placed in the first subroutine FUNC. Further, FUNC contains the model equations for the calculation of the equilibrium constants Kj,i+l and it calls the subroutine FCNAL, for calculating the true mole fraction of the pure associating component (Xblal),and the subroutine FCN, for calculating the true mole fraction of the mixture (xA1and xsl).
Finally, FUNC calculates the output data, the activity coefficients (gamaA and gamaB), the pressure (Pcal) and the mole fraction of the vapor phase (ycal); (the mole frations of the liquid phase are given from the experimental data).
The subroutine FCNAL contains the equations (3.1) to (3.3) for the case of the pure association component. The equation solver for these equations is HYBRD1, from the MINPACK-1 package.
The subroutine FCN, together with its subroutine REGFAL is an equation solver, especially written to solve equations (3.1) to (3.3) for the mixture. It is so designed, that it starts at XB-1 (pure associating component); it uses the solution of HYBRD1 (FCNAL) Xblal as initial guess. From this point (XB=I), the subroutine FCN searches stepwise to the next solutions for the ' next given mole fraction from the input file (going from XB=I to XB=0 (pure solvent A)).
An example of the input file, the control files and an output file is attached. Poisson distribution parameter PROGRAM ACTIVITY COEFFICIENT ************************************************************************ C this program fits the three parameter of the Poisson model c c to observed data, by minimizing the root-mean-squared c c error of the calculated vapor pressure c ************************************************************************ func, i, n, x, f, ftol, xtol, gtol, maxfev, epsfcn, diag, mode,  1 factor, nprint, infof, nfev, fjac, ldf jac, ipvt, qtf, wal, 2 wa2, wa3, wa4) goto 99 endif P (2)=K (2) *w(1) **2 P (3)=K (3) *P (2) *w(1) P (4)=K (4) *P (3) *w (i) P (5)=K (5) *P (4) *w(1) P (6) =K (6) *P (5) *w(1) P (7)--K (7) *P (6) *w(1) P (8) =K (8) *P (7) *w(1) P (9)-K (9) *P (8) *w(1) P (i0)=K (I0) *P (9) *w (I) P (II) =K (ii) *P (I0) *w (I) P (12)-K (12) *P (.ii)*w (I) c P (13) =K ( ********************************************************************** (1) in very small steps, c ********************************************************************** C w ( 
.*w (I) **2 P (3)=K(3) *P (2) *w(1) P (4) =K (4) *P (3) *w(1) P (5) =K (5) *P (4) *w (I) P (6)=K(6) *P (5) *w(1) P (7) =K (7) *P (6) *w(1) P (8)=K(8) *P (7) *w(1) P (9) =K (9) *P (8) *w (i) P (I0) =K (i0) *P (9) *w (i) P (Ii)=K (ii) *P (I0) *w (I) P (12)=K (12) *P (II) *w (i) c P (13)=K ( 
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, . P (7)=K (7) *P (6) *w (I) P (8) =K (8) *P (7) *w (i) P (9)-K (9) *P (8) *w (i) P (I0) =K (I0) *P (9) *w (I) P (Ii) =K (11) *P (I0) *w (I) P (12)=K (12) *P (ii) *w(1) c P (13) =K ( P (5)=K(5)*P(4)*A P (6)=K(6) *P (5) *A P (7) =K (7) *P (6) *A P (8)=K (8) *P (7) *A P (9)-K(9) *P (8) *A P (I0)=K (i0) *P (9) *A P(ll)=K(ll)*P(10)*A P (12) =K (12) *P (II) *A c P (13) =K (13) *P (12) *A c P (14)=K (14) *P (13) 
