Abstract. Abduction in Logic Programming started in the late 80s, early 90s, in an attempt to extend logic programming into a framework suitable for a variety of problems in Artificial Intelligence and other areas of Computer Science. This paper aims to chart out the main developments of the field over the last ten years and to take a critical view of these developments from several perspectives: logical, epistemological, computational and suitability to application. The paper attempts to expose some of the challenges and prospects for the further development of the field.
Introduction
Over the last two decades, abduction has been embraced in AI as a non-monotonic reasoning paradigm to address some of the limitations of deductive reasoning in classical logic. The role of abduction has been demonstrated in a variety of applications. It has been proposed as a reasoning paradigm in AI for diagnosis [8, 90] , natural language understanding [8, 39, 4, 93] , default reasoning [81, 29, 25, 50] , planning [28, 110, 71, 59] , knowledge assimilation and belief revision [54, 76] , multi-agent systems [7, 64, 102] and other problems.
In the context of logic programming, the study of abductive inference started at the end of the eighties as an outcome of different attempts to use logic programming for solving AI-problems. Facing the limitations of standard logic programming for solving these problems, different researchers proposed to extend logic programming with abduction. Eshghi [28] introduced abduction in logic programming in order to solve planning problems in the Event Calculus [65] . In this approach, abduction solves a planning goal by explaining it by an ordered sets of events -a plan-that entails the planning goal. This approach was further explored by Shanahan [110] , Missiaen et al. [72, 71] , Denecker [21] , Jung [48] and recently in [59, 60] . Kakas and Mancarella showed the application of abduction in logic programming for deductive database updating and knowledge assimilation [53, 55] . The application of abduction to diagnosis has been studied in [10, 11] within an abductive logic programming framework whose semantics was defined by a suitable extension of the completion semantics of LP.
In parallel to these studies of abduction as an inferential method, Eshghi and Kowalski [29] and later Kakas and Mancarella in [52, 54] and Dung in [25] , used abduction as a semantical device to describe the non-monotonic semantics of Logic Programming (in a way analogous to Poole in [81] ). In [18, 14] , abductive logic programming was investigated from a knowledge representation point of view and its suitability for representing and reasoning on incomplete information and definitional and assertional knowledge was shown.
For these reasons, Abductive Logic Programming 1 (ALP) [50, 51] was recognized as a promising computational paradigm that could resolve many limitations of logic programming with respect to higher level knowledge representation and reasoning tasks. ALP has manifested itself as a framework for declarative problem solving suitable for a broad collection of problems.
Consequently, at the start of the 90s, a number of abductive systems were developed. In [54] , the abductive procedure of [29] for computing negation as failure through abduction was extended to the case of general abductive predicates. Another early abductive procedure was developed in [10] using the completion. [17] proposed SLDNFA, an extension of SLDNF with abduction allowing nonground abductive hypotheses. [21] proposed an extension of SLDNFA with a constraint solver for linear order and demonstrated that this system could be applied correctly for partial order planning in the context of event calculus. Later, the idea of integrating abduction and constraint solving was developed more generally in the ACLP framework [56, 61, 60] ; this procedure is the result of incorporating CLP constraint solving in the abductive procedure of [54] . In [37] an abductive procedure that can be regarded as a hybrid of SLDNFA and the procedure of Console et al has been defined based on explicit rewrite rules with the completion and equality. This has later [66] incorporated constraint solving in a similar way to the ACLP procedure. A bottom up procedure, later combined with some top down refinement, was given in [106] and [42] ; the latter system was an implementation using the Model Generator MGTP developed on the multiprocessor machine developed at ICOT. Another recent abductive procedure in LP is that of AbDual [1] which exploits tabling techniques from XSB.
Despite these efforts and the many potential applications for abduction, it has taken considerable time and effort to develop computationally effective systems based on abduction for practical problems. The field has faced (and to some extend continues to do so) a number of challenges at the logical, methodological and implementational level. In the recent past, important progress has been made on all these levels. The aim of this chapter is to give a comprehensive overview of the state of the art of Abductive Logic Programming, to point to problems and challenges and to sketch recent progress.
Bob Kowalski has been one of the founders of Abductive Logic Programming. Recently, he has, together with others, proposed [64] that ALP can be used as a framework in which we can integrate an agent's knowledge on how to reduce its goal to subgoals and thus plan how to achieve this goal, described in the program part of an abductive theory, together with the agent's obligations, prohibitions and other elements that determine its reactive behaviour, described in the integrity constraints part of its abductive theory. In this suggestion ALP plays a central role in capturing the behaviour of an autonomous agent that feeds from and reacts to its environment.
This together with his view of its role in the way that Logic Programming should evolve more generally as a programming language of the future is described elegantly in his short position statement on the future of Logic Programming in this volume.
The rest of the paper is organized as follows. Section 2 briefly reviews the study of abduction in AI and philosophy and situates Abductive Logic Programming within this broad context. Section 3 gives the formal definition of abduction, and reviews the different formal semantics that have been proposed in the literature. Section 4 reviews the different ALP frameworks that have been developed so far analyzing their potential scope to applications and their links to other extensions of LP. The paper ends with a discussion of future challenges and prospects of development for the field of ALP.
What is abduction?

What is an explanation?
The term abduction was introduced by the logician and philosopher C.S. Pierce (1839-1914) who defined it as the inference process of forming a hypothesis that explains given observed phenomena [77] . Often abduction has been defined broadly as any form of "inference to the best explanation" [47] where best refers to the fact that the generated hypothesis is subjected to some optimality criterion. This very broad definition covers a wide range of different phenomena involving some form of hypothetical reasoning. Studies of "abduction" range from philosophical treatments of human scientific discovery down to formal and computational approaches in different formal logics.
In the context of formal logic, abduction is often defined as follows. Given a logical theory T representing the expert knowledge and a formula Q representing an observation on the problem domain, abductive inference searches for an explanation formula E such that: -E is satisfiable 2 w.r.t. T and -it holds that 3 T |= E → Q In general, E will be subjected to further restrictions such as the aforementioned minimality criteria and criteria restricting the form of the explanation formula (e.g. by restricting the predicates that may appear in it). This view defines an abductive explanation of an observation as a formula which logically entails the observation. However, some have argued, sometimes with good reasons, that it is more natural to view an explanation as a cause for the observation [47] . A well-known example is as follows [92] : the disease paresis is caused by a latent untreated form of syphilis. The probability that latent untreated syphilis leads to paresis is only 25%. Note that in this context, the direction of entailment and causality are opposite: syphilis is the cause of paresis but does not entail it, while paresis entails syphilis but does not cause it. Yet a doctor can explain paresis by the hypothesis of syphilis while paresis cannot account for an explanation for syphilis.
In practice, examples where causation and entailment do not correspond are rare 4 . It turns out that in many applications of abduction in AI, the theory T describes explicit causality information. This is notably the case in model-based diagnosis and in temporal reasoning, where theories describe effects of actions. By restricting the explanation formulas to the predicates describing primitive causes in the domain, an explanation formula which entails an observation gives a cause for the observation. Hence, for this class of theories, the logical entailment view implements the causality view on abductive inference.
Relationship to other reasoning paradigms
As mentioned in the previous section, the definition of abduction is very broad and covers a wide range of hypothetical reasoning inference that could otherwise be formally distinguished. Not surprisingly, there are many different views on what is abduction and how to implement it. Many philosophers and logicians have argued that abduction is a generalization of induction [34] . Induction can be defined as inference of general rules that explain certain data. A simple example illustrating inductive inference is the following derivation:
Hence, induction can also be seen as a form of inference to the best explanation.
The term abduction as used in this paper, refers to a form of reasoning that can be clearly distinguished from inductive inference. In most current applications of abduction the goal is to infer extentional knowledge, knowledge that is specific to the particular state or scenario of the world. In applications of induction, the goal is to infer intentional knowledge, knowledge that universally holds in many different states of affairs and not only in the current state of the world. For example, an abductive solution for the problem that a certain car does not start this morning is the explanation that its battery is empty. This explanation is extentional. On the other hand, an inductive inference is to derive from a set of examples the rule that if the battery is empty then the car will not start. This is intentional knowledge. As a consequence of this distinction, abductive answers and inductive answers have a very different format. In particular, inductive answers are mostly general rules that do not refer to a particular scenario while abductive answers are usually simpler formulas, often sets of ground atoms, that describe the causes of the observation in the current scenario according to a given general theory describing the problem domain. This distinction in the form of the answer induces in turn strong differences in the underlying inference procedures.
Abduction as a form of inference of extentional hypotheses explaining observed phenomena, is a versatile and informative way of reasoning on incomplete or uncertain knowledge. Incomplete knowledge does not entirely fix the state of affairs of the domain of discourse while uncertain knowledge is defeasible in the sense that its truth in the domain of discourse is not entirely certain. In the presence of uncertain knowledge, [81] demonstrated how abductive inference can be used for default reasoning. In the presence of incomplete knowledge, abduction returns an explanation formula corresponding to a (non-empty) collection of possible states of affairs in which the observation would be true or would be caused; on the other hand deduction is the reasoning paradigm to determine whether a statement is true in all possible states of affairs. As such, abduction is strongly related to model generation and satisfiability checking and can be seen as a refinement of these forms of reasoning. By definition, the existence of an abductive answer proves the satisfiability of the observation. But abduction returns more informative answers; answers which describe the properties of a class of possible states of affairs in which the observation is valid.
Abduction and Declarative Knowledge Representation
An important role of logic in AI is that of providing a framework for declarative problem solving. In this, a human expert specifies his knowledge of the problem domain by a descriptive logic theory and uses logical inference systems to solve computational tasks arising in this domain. Although in the early days of logicbased AI, deduction was considered as the unique fundamental problem solving paradigm of declarative logic [70] in the current state of the art deduction has lost this unique place as the central inferential paradigm of logic in AI. Indeed, we argue that a declarative problem solving methodology will often lead to abductive problems. Let us illustrate this with an example problem domain, that of university time tabling.
The process of declarative problem solving starts with the ontology design phase: during this step, an alphabet of symbols denoting the relevant objects, concepts and relationships in the problem domain must be designed. This alphabet defines the ontology of the problem domain. It precedes the knowledge description phase during which the expert expresses his knowledge using the symbols of the alphabet. In the example domain of university timetables we have three important types of objects: lectures, time slots and class rooms. We could represent them using the predicates lecture/1, time slot/1 and room/1. Important relevant relationships between them refer to when and where lectures take place; these relationships could be represented by predicates time of lecture/2 and room of lecture/2.
A key observation is that even though at this stage the knowledge specification has not even started, the choice of the alphabet already determines that certain tasks will be abductive. In particular, the task of computing a correct time table will consist of computing tables for time of lecture/2 and room of lecture/2 that satisfy certain logical constraints imposed on correct schedules. This task is not a deductive task: the "correct" tables will not be deducible from the theory. Rather it is an abductive problem -or a model generation problem 5 -a problem of completing the problem description so that the goal (or "observation") that all lectures are scheduled, holds.
The ontology design phase has a strong impact on the specification phase. If the alphabet is complex and does not have a simple correspondence to the objects, concepts, relations and functions of the domain of discourse, this will complicate the knowledge description phase and lead to a more complex, more verbose, less comprehensive and less modular specification. For example, one simple constraint is that each lecture must be scheduled at some time slot and room:
Another constraint is that two lectures cannot take place in the same room at the same time:
∀t, r, l1, l2. room of lecture(r, l1) ∧ room of lecture(r, l2)∧ time of lecture(t, l1) ∧ time of lecture(t, l2) → l1 = l2
If we had represented the assignments of rooms and time slots to lectures by balanced binary tree structures, this would have complicated significantly the expression of these requirements which are now expressed directly. Thus, an important aspect of the declarative problem solving methodology, is that the ontology and alphabet is designed in a task independent way such that it naturally matches with the types of objects and relationships that occur in the problem domain. The above example illustrates that the choice of the alphabet may enforce the use of a specific type of inference to solve a specific computational task, and that, when we follow a declarative approach this will often lead to the problem tasks to be abductive in nature. Vice versa, the a-priori choice of a specific inferential system such as Prolog or a CLP system to solve a specific computational problem has a strong impact on the choice of the alphabet for that problem domain. In the university time tabling problem, a Prolog or CLP solution will not be based on the use of predicates time of lecture/2 and room of lecture/2 but on another, in this case more complex alphabet, typically one in which predicates range over lists or trees of assignments of lectures, time slots and rooms. This alphabet is more complex and is choosen in a task-dependent way, which results in reduced readability and modularity of the problem specification and in a reduced reusability of the specification to solve other types of tasks. The fact that the alphabet in Prolog (and CLP) programming must be chosen in relation to the provided inference system rather than by its match with the human experts conception of the problem domain is one of the fundamental reasons why even pure Prolog programs are rarely perceived as truly declarative.
There is clearly a trade-off here. On the one hand, the choice of an alphabet in correspondence with the concepts and relations in the mind of the human expert is a prerequisite to obtain a compact, elegant and readable specification. As a result of this often the computational task of problem solving links tightly to abduction. Putting this more directly we would argue that Declarative Knowledge Representation comes hand in hand with abduction. Abduction then emerges as an important computational paradigm that would be needed for certain problem solving tasks within a declarative representation of the problem domain.
On the other hand, in practice the choice of a representation is not governed merely by issues relating to a natural representation but also and sometimes even more by issues of computational effectiveness. Although the use of a more complex ontology may seriously reduce the elegance of the representation, it may be necessary to be able to use a specific system for solving a problem; in some cases this would mean that the pure declarative problem representation needs to be augmented with procedural, heuristic and strategic information on how to solve effectively the computational problem.
Current research on abduction studies how more intelligent search and inference methods in abductive systems can push this trade-off as far as possible in the direction of more declarative representations.
Abductive Logic Programming
This section presents briefly how abduction has been defined in the context of logic programming.
An Abductive Logic Programming theory is defined as a triple (P, A, IC) consisting of a logic program, P , a set of ground abducible atoms A 6 and a set of classical logic formulas IC, called the integrity constraints, such that no atom p ∈ A occurs in the head of a rule of P .
In the field of Abductive Logic Programming, the definition of abduction is usually specialized in the following way: Definition 1. Given an abductive logic theory (P, A, IC), an abductive explanation for a query Q is a set ∆ ⊆ A of ground abducible atoms such that:
Some remarks are in order. First, this definition is generic both in terms of syntax and semantics. Often, the syntax is that of normal logic programs with negation as failure but some have investigated the use of abduction in the context of extended logic programming [43] or constraint logic programming [56, 60, 66] . At the level of semantics, the above definition defines the notion of an abductive solution in terms of any given semantics of standard logic programming. Each particular choice of semantics defines its own entailment relation |=, its own notion of consistent logic programs and hence its own notion of what an abductive solution is. In practice, the three main semantics of logic programming -completion, stable and well-founded semantics -have been used to define different abductive logic frameworks.
A second remark is that an abductive explanation ∆ aims to represent a nonempty collection of states of affairs in which the explanandum Q would hold. This explains the third condition that P ∪ ∆ should be consistent.
Third, when integrity constraints IC are introduced in the formalism, one must define how they constrain the abductive solutions. There are different views on this. Early work on abduction in Theorist in the context of classical logic [81] , was based on the consistency view on constraints. In this view, any extension of the given theory T with an abductive solution ∆ is required to be consistent with the integrity constraints IC: T ∪ IC ∪ ∆ is consistent. The above definition implements the entailment view: the abductive solution ∆ together with P should entail the constraints. This view is the one taken in most versions of ALP and is stronger than the consistency view in the sense that a solution according to the entailment view is a solution according to the consistency view but not vice versa.
The difference between both views can be subtle but in practice the different options usually coincide. E.g. it frequently happens that P ∪ ∆ has a unique model, in which case both views are equivalent. In practice, many ALP systems [20, 61] use the entailment view as this can be easily implemented without the need for any extra specialized procedures for the satisfaction of the integrity constraints since this semantics treats the constraints in the same way as the query.
The above definition aims to define the concept of an abductive solution for a query but does not define abductive logic programming as a logic in its own right as a pair of syntax and semantics. However, a notion of generalized model can be defined, originally proposed in [52] , which suggests the following definition.
Definition 2. M is a model of an abductive logic framework (P, A, IC) iff there exists a set ∆ ⊆ A such that M is a model of P ∪ ∆ (according to some LPsemantics) and M is a classical model of IC, i.e. M |= IC.
The entailment relation between abductive logic frameworks and classical logic formulas is then defined in the standard way as follows:
Note that this definition is also generic in the choice of the semantics of logic programming. This way, abductive extensions of stable semantics [52] , of well-founded semantics [79] and the partial stable model semantics [111] have been defined. Also the completion semantics has been extended [10] to the case of abductive logic programs. The completion semantics of an abductive logic framework (P, A, IC) is defined by the mapping it to its completion. This is the first order logic theory consisting of : -U N , the set of unique names axioms, or Clark's equality theory.
-IC -comp(P, A), the set of completed definitions for all non-abducible predicates.
A recent study [16] that attempts to clarify further the representational and epistemological aspects of ALP, has proposed ID-logic as an appropriate logic for ALP. ID-logic is defined as an extension of classical logic with inductive definitions. Each inductive definition consists of a set of rules defining a specific subset of predicates under the well-founded semantics. This logic gives an epistemological view on ALP in which an abductive logic program is a definition of the set of the non-abducible predicates and abducible predicates are open predicates, i.e. not defined. The integrity constraints in an abductive logic framework are simply classical logic assertions. Thus the program P represents the human expert's strong definitional knowledge and the theory IC represents the human expert's weaker assertional knowledge. Therefore in ID-logic, ALP can be seen as a sort of description logic in which the program is a TBOX consisting of one simultaneous definition of the non-abducible predicates, and the assertions correspond to the ABOX [115] .
Abductive Logic Programming Frameworks
The framework defined in the previous section is generic in syntax and semantics. In the past ten years, the framework has been instantiated (and sometimes has been extended) in different ways. In order to show the wider variety of motivations and approaches that are found in Abductive Logic Programming, this section aims to present briefly a number of these alternative frameworks, implemented systems and applications. These different instantiations differ from each other by using different formal syntax or semantics, or sometimes simply because they use a different inference method and hence induce a different procedural semantics.
Approaches under the completion semantics for LP
Abduction through Deduction. One of the first ALP frameworks is that of [10] . The syntax in this framework is that of hierarchical logic programs 7 with a predefined set of abducible predicates. The formal syntax is an extension of Clark's completion semantics [9] in which only the non-abducible predicates are completed. The main aim of this work was to study the relationship between abduction and deduction in the setting of non-monotonic reasoning.
In particular, many characterizations of non-monotonic reasoning such as circumscription, predicate completion, explanatory closure implement a sort of closure principle allowing to extract implicit negative information out of explicit positive information. What is shown in this work is that for a restricted class of programs, the abductive explanations to a query with respect to a set of (non-recursive) rules can be characterized in a deductive way if we apply the completion semantics as a closure principle. Formally, given a (hierarchical) abductive logic program P with abducibles A, its completion P C consists of iff-definitions for the non-abducible predicates. These equivalences allow to rewrite any observation O to an equivalent formula F in the language of abducible predicates such that P C |= O ↔ F where |= is classical logic entailment. The formula F , called the explanation formula, can be seen as a disjunctive characterization of all abductive solutions of O given P . The restriction to hierarchical programs ensures termination of a procedure to compute the explanation formula. The framework has been extended to handle (a restricted form of)integrity constraints. The above abductive framework has been used to formalize diagnostic problem solving and classification in nonmonotonic inheritance hierarchies [10, 24] , and has been extended to characterize updates in deductive databases [12] . The completion semantics is also the basis for the "knowledge compilation" optimization of abductive problem solving described in [11] . The IFF Framework. The IFF framework is also based on the completion semantics. It was initially developed as a unifying framework integrating abduction and view updating [36, 37] . The IFF proof procedure is defined by a rewriting system in which an initial goal is rewritten to a disjunction of answers. The main rewrite rules are unfolding, namely backward reasoning with the iff definitions, and propagation, namely forward reasoning with the integrity constraints. IFF produces answers to goals in the form of conjunctions of abducible atoms and denial integrity constraints. An extension of it with special treatment of built-in predicates and constraint logic programming was proposed in [120, 66] . Another modification of the IFF proof procedure was developed for applications modeling reasoning of rational agents [64] and management of active rules in databases [96] . The main underlying LP semantics used in this framework is Fitting's three-valued completion semantics but correctness results have been proven also for perfect model semantics and under some restrictions for stable semantics. Prototype implementations of the three instances of the IFF procedure [37, 97] exist and have been applied in many experiments. The original IFF proof procedure has been implemented in Java and was applied within a Voyager extension to the problem of interaction and communication amongst multiple agents, as well as cooperative problem solving. It was also used for information integration from multiple sources [95] , to the management of information networks [112] , and it has been integrated with PROGOL to learn preconditions of actions in the frameworks of the event and situation calculi. The extension presented in [120, 66] has been applied to job-shop scheduling [66] and semantic query optimization [121] . The procedure suggested in [96] was implemented in April, and was used in the context of applications for active databases and agents. Recently, it has been used to study the problem of resource allocation in a multi-agent environment [102] .
Approaches under stable and well-founded semantics
In Logic Programming other semantics have been proposed as refinements of the completion semantics. These include the stable model semantics [38] and the well-founded model semantics [116] . The following ALP frameworks use these semantics for their underlying LP framework.
SLDNFA and ID-logic. SLDNFA [17, 20] is an abductive extension of SLDNFresolution [68] , suitable for abductive reasoning in the context of (possibly recursive) abductive logic programs under the completion semantics. It was proven sound and, under certain restrictions, complete with respect to the 3-valued completion and well-founded semantics. This procedure came out of the early attempts to implement AI-planning using abductive reasoning in the event calculus. It was one of the first procedures that correctly handles non-ground abduction, i.e. abduction of atoms with variables. The procedure was also used in one of the first experiments of integration of abduction and constraint solving. [21] describes an extension of SLDNFA with a constraint solver for the theory of total order and applies it for partial order planning and in the context of temporal reasoning with incomplete knowledge. At the logical level, the work evolved into a study of the role of ALP for knowledge representation and of SLDNFA for abductive and deductive reasoning. A number of subsequent experiments with ALP and SLDNFA demonstrated the role of ALP for knowledge representation of incomplete and temporal knowledge [19, 113, 114, 22] . To explain and clarify the representational and epistemological aspects of ALP, [16] proposed ID-logic, an integration of classical logic with inductive definitions under well-founded semantics. At the computational level, efforts were done to improve the computational performance and expressivity of the original implementation of the SLDNFA procedure. The SLDNFAC system [117] is developed at the K.U.Leuven and implements abduction in the context of ID-Logic, supporting directly general first order classical axioms in the language and higher order aggregates. The system integrates constraint solving with the general purpose abductive resolution SLDNFA. It is implemented as a meta-interpreter on top of Sicstus prolog and is available from http://www.cs.kuleuven.ac.be/ dtai/kt/systems-E.shtml. The SLDNFAC system has been used in the context of prototypical constraint solving problems such as N-queens, logical puzzles, planning problems in the blocks world, etc . . . for proving infinite failure of definite logic programs [5] , failure of planning goals [13] and for semantic interpretation of temporal information in natural language [119] . An extension of the system has also been used in the context of a scheduling application for the maintenance for power units of power plants. This experiment involves the use of higher order aggregates and is described in detail in section 5.1. Recently, [78] compared SLDNFAC with different other approaches for solving constraint problems including CLP, ACLP and the Smodels system [74] and shows that in many problems the system is competitive. Bottom up Abduction. This approach was proposed originally in [107] and aims to develop efficient techniques for computing abductive solutions under the generalized stable model semantics [52] by translating the abductive logic program to a standard logic program and applying efficient bottom up stable model generators to this translation. This approach is based on a translation of Abductive logic programs into pure logic programs with stable model semantics [107] . Abductive solutions w.r.t. the original abductive logic program correspond to stable models of its translation 8 . To compute abductive solutions, [107] also proposed a procedure for bottom-up stable model computation based on truth maintenance techniques. It is an extension of the procedure for computing well-founded models of [33, 94] and dynamically checks integrity constraints during the computation of stable models and uses them to derive facts. Later this bottom up procedure was integrated with a procedure for top-down expectation [108, 46] . This top-down procedure searches for atoms and rules that are relevant for the query (and the integrity constraints) and thus helps to steer the search into the direction of a solution. This procedure has been used for a number of applications in the following two domains.
Legal Reasoning: A dynamic notion of similarity of cases in legal reasoning is implemented using abductive logic programming. The input of this system is legal factors, case bases and the current case and position of user (defendant or plaintiff). The system translates the case bases and the current case into an abductive logic program. Using the top-down proof procedure the system then computes important factors and retrieves a similar case based on the important factors and generates an explanation why the current case is similar to the retrieved case which is preferable to user's position [105] . The system has also been extended so that legal rules and legal cases are combined together for statutory interpretation [103] . Consistency Management in Software Engineering: This system computes a minimal revised logical specification by abductive logic programming. A specification is written in Horn clauses which is translated into an abductive logic program. Given an incompatibility between this spe-cification and new information the system computes by abduction a maximally consistent program that avoids this incompatibility [104] . ACLP: Abductive Constraint Logic Programming. The ACLP framework grew as an attempt to address the problem of providing a high-level declarative programming or modeling environment for problems of Artificial Intelligence which at the same time has an acceptable computational performance. Its roots come from the work on abduction and negation as failure in [29] and the early definitions of Abductive Logic Programming [52, 53, 50] . Its key elements are (i) the support of abduction as a central inference of the system, to facilitate declarative problem solving, and (ii) the use of Constraint Logic Programming techniques to enhance the efficiency of the computational process of abductive inference as this is applied on the high-level representation of the problem at hand.
In an ACLP abductive theory the program, P , and the integrity constraints, IC, are defined over a CLP language with finite domain constraints. Its semantics is given by a form of Generalized Model semantics which extends (in the obvious way) the definition 1 above when our underlying LP framework is that of CLP. Negation in P is given meaning through abduction and is computed in a homogeneous way as any other abducible. The general computation model of ACLP consists of a cooperative interleaving between hypotheses and constraint generation, via abductive inference, with consistency checking of abducible assumptions and constraint satisfaction of the generated constraints. The integration of abductive reasoning with constraint solving in ACLP is cooperative, in the sense that the constraint solver not only solves the final constraint store generated by the abductive reduction but also affects dynamically this abductive search for a solution. It enables abductive reductions to be pruned early by setting new suitable CLP constraints on the abductive solution that is constructed. The framework of ACLP has also been integrated with Inductive Logic Programming to allow a form of machine learning under incomplete information [62]. The ACLP system [60, 49] , developed at the University of Cyprus, implements the ACLP framework of ALP for a restricted sub-language of the full ACLP framework. Currently, the system is implemented as a metainterpreter on top of the CLP language of ECLiPSe using the CLP constraint solver of ECLiPSe to handle constraints over finite domains (integer and atomic elements). The architecture of the system is quite general and can be implemented in a similar way with other constraint solvers. It can be obtained, together with information on how to use it, from the following web address: http://www.cs.ucy.ac.cy/aclp/. Direct comparison experiments [61] of ACLP with the underlying CLP system of ECLiPSe have demonstrated the potential of ALP to provide a high-level modeling environment which is modular and flexible under changes of the problem, without compromising significantly the computational efficiency of the underlying CLP framework. ACLP has been applied to several different types of problems. Initial applications have concentrated on the problems of scheduling, time tabling and planning. Other applications include (i) optical music recognition where ACLP was used to implement a system that can handle recognition under incomplete information, (ii) resolving inconsistencies in software requirements where (a simplified form of) ACLP was used to identify the causes of inconsistency and suggest changes that can restore consistency of the specification and (iii) intelligent information integration where ACLP has been used as a basic framework in the development of information mediators for the semantic integration of information over web page sources. Although most of these applications are not of "industrial scale" (with the notable exception of a crew-scheduling [57] application for the small sized company of Cyprus Airways -see also below 5.2) they have been helpful in indicating some general methodological guidelines that can be followed when one is developing abductive applications (see [57] ). The air-crew scheduling application produced solutions that were judged to be of good quality, comparable to manually generated solutions by experts of many years on the particular problem, while at the same time it provided a flexible platform on which the company could easily experiment with changes in policy and preferences. Extended and Preference Abduction. In order to broaden the applicability of ALP in AI and databases, Inoue and Sakama propose two kinds of extensions of ALP: Extended abduction [43] and Preference abduction [44] . An abductive program in the framework of extended abduction is a pair K, A of logic programs possibly including negation as failure and disjunctions. Each instance of element of A is abducible. An explanation of a ground literal G consists of a pair of sets (I, O) of subsets of A such that (K \ O) ∪ I is consistent and entails G. An anti-explanation of G satisfies the same conditions except that (K \ O) ∪ I does not entail G. Thus, abduction in this framework extends standard abduction by defining not only explanation but also anti-explanations, by allowing solutions in which rules from the program are deleted and by allowing general rules to be abduced or deleted. Several implementation methods have been proposed for computing extended abduction. [45] proposed a model generation method with term rewriting. In [99, 41] , transformation methods are proposed that reduce the problem of computing extended abduction to a standard abductive problem. Extended abduction has several potential applications such as abductive theory revision and abduction in non-monotonic theories, view update in deductive databases, theory update, contradiction removal, system repair problems with model checking, and inductive logic programming (see [43, 99, 41] ). A framework for preference abduction is an abductive logic program K, A augmented with a set Ψ of possible priorities between different literals of the program. For a given goal G, preferred abduction computes a set of abducible atoms I and a subset ψ of Ψ representing some priority relation, such that K ∪ I is consistent and K ∪ I |= ψ G, which means that G is true in every preferred answer set of the prioritized logic program (K ∪ I, ψ) [98] . Hence, preferred abduction not only abduces atoms but also the priority relationship. A procedure to compute preference abduction has been proposed in [44] .
Preference abduction can be used in resolution of the multiple extension problem in non-monotonic reasoning, skeptical abduction, reasoning about rule preference, and preference view update in legal reasoning [44] . ABDUAL: Abduction in extended LP [1] proposes the ABDUAL framework, an abductive framework based on extended logic programs. An abductive logic program in this framework is a tuple < P, A, IC >, where P is an extended logic program (with both explicit and default negation), IC a set of constraints and A a set of ground objective literals i.e. atoms or explicitly negated atoms. The declarative semantics of this formalism is based on the well-founded semantics for extended programs.
The procedure presented in [1] integrates a tabling mechamism in the abductive inference procedure. The procedure solves an abductive query in two stages. First, the program is transformed by grounding it and adding for each non-abducible ground atom p a rule not(p) ← R where R expresses that none of the rules for p applies. The resulting program is called the dual program. In the second step, abductive solutions are computed by an evaluation method that operates on the dual program. The ABDUAL system is currently implemented on top of XSB-Prolog [122] . The system is available from http://www.cs. sunysb.edu/˜tswift. Work is currently being done in order to migrate some of the tabling mechanisms of ABDUAL, now taken care of the meta-interpreter, into the XSB-engine. Work is also underway on the XSB system so that the co-unfounded set removal operation can be implemented at the engine level. The ABDUAL system has been applied in medical psychiatric diagnosis [31] as a result of an investigation into the logical representation and automation of DSM-IV (Diagnostic and Statistical Manual of Mental Disorders). The current user interface of the Diagnostica system (http://medicinerules.com) uses abduction in a simple but clinically relevant way to allow for hypothetical diagnosis: when there is not enough information about a patient for a conclusive diagnosis, the system allows for hypothesizing possible diagnosis on the basis of the limited information available. This is one of the first applications of abduction that is been commercialized. ABDUAL has also been employed to detect specification inconsistencies in model-based diagnosis system for power grid failure [6] . Here abduction is used to abduce hypothetical physically possible events that might cause the diagnosis system to come up with a wrong diagnosis violating the specification constraints. Probabilistic Horn Abduction and Independence Choice Logic. Probabilistic Horn abduction [84] , later extended into the independent choice logic [86] , is a way to combine logical reasoning and belief networks into a simple and coherent framework. Its development has been motivated by the Theorist system [88] but it has been extended into a framework for decision and game-theoretic agents that includes logic programs, belief networks, Markov decision processes and the strategic form of a game as special cases. In particular, it has been shown that it is closely related to Bayesian networks [80] , where all uncertainty is represented as probabilities.
An independent choice logic theory is made up of two parts: -a choice space consisting of disjoint sets of ground atoms. The elements of a choice space are called alternatives. -an acyclic logic program such that no element of an alternative unifies with the head of a clause. The semantics is model-theoretic. There is a possible world for each choice of one element from each alternative. What is true in a possible world is given by the stable model of the atoms chosen and the logic program. Intuitively the logic program gives the consequences of the choices. This framework is abductive in the sense that the explanations of an observation g provide a concise description of the worlds in which g is true. Belief networks can be defined by having independent probability distributions over the alternatives. Intuitively, we can think of nature making the choice of a value for each alternative. In this case Bayesian conditioning corresponds exactly to the reasoning of the above framework of independent choice logic. This can also be extended to decision theory where an agent can make some choices and nature others [86] , and to the game-theoretic case where there are multiple agents who can make choices. Different implementations of the ICL and its various special cases exist. These include Prolog-style implementations that find explanations top-down [83, 89] , bottom-up implementations (for the ground case) that use a probabilistic variant of the conflicts used in model-based diagnosis [85] , and algorithms based on efficient implementations of belief networks that also exploit the context-specific independent inherent in the rule forms [87] . Initial studies of application of ICL have centered around problems of diagnosis and robot control.
Example Applications of Abduction
ALP as a paradigm of declarative problem solving allows us to formalize a wide variety of problems. A survey of the field reveals the potential application of abduction in areas such as databases updates, belief revision, planning, diagnosis, natural language processing, default reasoning, user modeling, legal reasoning, multi-agent systems, scheduling, and software engineering. In this section, two relatively large-scale applications of ALP are presented in some detail in order to illustrate the main features of declarativeness and modularity of an abductive based approach that have been exposed in the previous sections.
Scheduling of maintenance
This experiment is based on a real life problem of a Belgian electricity provider. The problem description is as follows. The company has a network of power plants, distributed over different areas and each containing several power producing units. These units need a fixed number of maintenances during the year. The problem is then to schedule these maintenances so that a number of constraints are satisfied and the risk of power shortage (and hence, import from other providers) is as low as possible. The problem was solved using the SLDNFAC system extended with a restricted yet sufficient form of higher-order aggregates. The system accepts first order constraints which are first compiled to rules using the Lloyd-Topor transformation. Below we given an overview of the problem solution. For a more complete description of the solution and the abductive procedure for reasoning on aggregates, we refer the reader to [117] .
The fact that a maintenance M lasts from week B till week E, is represented by the predicate start (M, B, E) . This is the only abducible predicate in the specification. Other predicates are either defined or are input data and are defined by a table. Some of the main constraints that need to be satisfied are given below 9 .
-Maintenances (maint(M )) and their duration (duration (M, D) ) are given by a table. All maintenances must be scheduled, thus for each maintenance there exists an according start relation. This is specified via a first order logical formula i.e. an integrity constraint as follows:
-A table of prohibited(U, Bp, Ep) facts specify that maintenances M for unit U are not allowed during the period [Bp, Ep]:
-For each week the number of the units in maintenance belonging to a plant P should be less than a maximal number M ax. A table of plant max(P, M ax) atoms defines for each plant the maximal number of units in maintenance simultaneously.
∀P, M ax, W e : plant(P ) ∧ plant max(P, M ax) ∧ week(W e) → ∃OnM aint : card({U | (unit(U ) ∧ unit in plant(U, P )∧ in maint(U, W e))}, OnM aint)∧ OnM aint ≤ M ax.
Note that this constraint uses the cardinality aggregate card. The meaning of the above cardinality atom is that the set of units of plant P in maintenance in week W e contains OnM aint elements. The predicate in maint is defined by an auxiliary program rule specifying that a unit U is in maintenance during a certain week W if a maintenance M of this unit is going on during W :
-Another constraint is that the capacity of the units in maintenance belonging to a certain area should not exceed a given area maximum. To represent this, the summation aggregate is needed. A table of capacity(U, C) describes for each unit its maximum capacity.
In the above constraint, the meaning of the sum aggregate atom is that "the sum of the lambda function over the set expression is CM ". It defines CM as the total capacity of area A in maintenance during week W e.
The above specification describes some of the necessary properties of a correct schedule. However, not all schedules satisfying these properties are desirable. In particular, schedules that minimise the risk of power shortage are preferable. To this end, the company maintains statistical data about the expected peak load per week. Desirable solutions are those that maximise the reserve capacity, that is the difference between the available capacity and the expected peak load. This relation (reserve(W eek, R)) can then be defined as the difference between available capacity (the sum of capacities of all units not in maintenance during this week) and the estimated peak load:
in which total capacity(T ) means the sum of all capacities of all units.
In the SLDNFAC system, the query for the optimal solution for the scheduling problem is It expresses that an optimal abductive solution is desired in which the minimal reserve for one year is as high as possible.
The actual problem, given by the company, consists of scheduling 56 maintenances for 46 units in one year (52 weeks). The size of the search space is of the order of 52 46 . The current implementation reduces the goal and the integrity constraints to a large finite domain constraint store without backtracking points. In the current implementation of SLDNFAC, this reduction phase is completed in less than one minute . Subsequently the CLP solver starts to generate solutions of increasing quality. The current implementation was able to find a solution which is 97% away from the optimal one in 20 minutes.
The same problem was also solved using a CLP system. A comparison between the CLP solution and the ALP solution clearly shows the trade-off between efficiency and flexibility. The pure (optimized) CLP solution will setup its constraint store in several seconds (3 to 4 seconds), and find the same solution as the above specification within 2 minutes (compared to 20 minutes for the SLDNFAC-solver). On the other hand, the CLP solution is a much larger program (400 lines) developed in some weeks of time in which the constraints are hidden within data structures, whereas the above representation in ALP is a simple declarative representation of 11 logical formulae, written down after some hours of discussion.
Air-Crew assignment
The second application of abduction that we present is also based on a reallife problem, namely that of crew-assignment for Cyprus Airways. The problem of air crew-assignment is concerned with the assignment of air-crews to each of the flights that an airline company has to cover over some specific period of time. This allocation of crew to flights has to respect all the necessary constraints (validity) and also try to minimize the crew operating cost (quality). The validity of a solution is defined by a large number of complex constraints, which express governmental and international regulations, union rules, company restrictions etc. The quality of the schedule is specified, not only by its cost, but also by the needs and preferences of the particular company or crew at that specific period of time. In addition, an airline is also interested in the problem of re-assignment or of adapting an existing crew assignment to changes in the application environment such as flight delays or cancellations, new flight additions or crew unavailability etc. These changes often affect the quality of an existing solution or even make an existing solution unacceptable.
This problem for (the pilot crew) of Cyprus Airways was solved within ALP using the ACLP system. The problem was represented entirely as an ALP theory T = (P, A, IC). The program part P describes basic data and defines a number of concepts that allow for encoding particular strategies for decomposing the overall goal to subgoals. Different strategies affect efficiency of the problem solving process and the quality of the solutions with respect to the criteria of cost or fairness of assignment. The solution of the problem is captured via an abducible predicate assigns(Crew, T ask) (the only member of A) which gives the assignment of crew members to different types of duty tasks (eg. flights, standbys, day-offs, etc.). For details of this and for a more complete description of the problem and its abductive-based solution see [58] . Here we will concentrate more on how the complex validity constraints of the problems are represented in the IC part of the theory.
The problem of air crew-assignment has a large variety of complex constraints that need to be respected. These contain simple constraints such as that a pilot can not be assigned to two overlapping flights but also many other quite complex constraints such as that during any period of 6 days (respectively 14 days) a pilot must have one day off (respectively 2 consecutive days off). Lets us illustrate how some of these would be represented as integrity constraints in IC. The following integrity constraint expresses the requirement that for any pilot there must be at least M inRest hours rest period between any two consecutive duties. M inRest is greater than or equal to 12 and it is calculated according to the previous assignments of the crew. (All variables in the integrity constraints below are universally quantified over the whole formula). Here on new duty(Crew, F light) defines whether the flight, F light, is the beginning of a new duty period for Crew and end prev duty(Crew, F light, EndOf Duty) specifies the time of the end of the duty, EndOf Duty, for the crew member, Crew, which is immediately before the departure time of the flight F light. These are defined in the program P of the theory. The requirement that each pilot must have at least 2 consecutive days off during any 14 day period is represented by the integrity constraint:
where consec2 daysof f (Crew, DeptDate, 14) means that the Crew has two consecutive days off within a time window of 14 days centered around the date DeptDate. This is given in the program P with the help of the definition of dayof f as follows: This expresses the definition of a day-off as a non-working day (0:00 -24:00), at base, with one of the following additional requirements. Either the crew begins his/her duty after 8am the next morning, or s/he begins work after 6am but finishes before 10pm (22:00) the day before. During the computation, the satisfaction of this integrity constraint means that whenever a new assumption of assignment of a Crew to a Flight is made we need to ensure that consec2 daysof f for this Crew member remains satisfied. In some cases this would then dynamically generate extra assignments, of the Crew member to day-offs, to ensure that his/her flight assignments are consistent.
Airlines also have their own requirements on the problem stemming from particular policies of the specific company and crew preferences. The abductive formulation, with its modular representation of the problem, facilitates in many cases a direct representation of these with additional integrity constraints in IC. As an example consider a requirement of Cyprus Airways which states that flight managers should not have more than two duties per week. This can be represented by the following integrity constraint:
on new duty(Crew, F light), num of duties(Crew, F light, week period, N Duties), N Duties > 2.
Here num of duties(Crew, F light, week period, N Duties) counts the number of duties N Duties that a crew member has within a week period centered around the date of the flight F light.
With regards to the problem of re-assignment under some new information, given an existing solution, a new module is added to the crew-assignment system which exploits the natural ability of abduction to reason with a given set of hypotheses, in this case the (partial) existing solution. This module follows three steps: (1) remove from the old solution all hypotheses which are affected by these changes. This step is in fact optional, helping only in the efficiency, since hypotheses which make the existing solution inconsistent will be eventually removed automatically by the re-execution of the abductive goal in step 3 below, (2) add the new requirements (changes) of the problem. These may be in the form of integrity constraints or simply as new information in the domain of the application and (3) re-execute the (or part of the) abductive goal of the problem with the set of the hypotheses in step (1) as a given initial set of abducible assumptions.
Given the set of flights which are affected by the change(s), the aim is to reestablish the consistency, and preferably also the quality, of the old solution by re-assigning crew to these flights, without having to recalculate a new solution from the beginning but rather by making the fewest possible changes on the old existing solution, within 48 hours from the time of the change.
The re-assignment module in this application is interactive in the sense that the user can select a crew for a particular flight or decide whether to accept a system proposed selection of crew. Having searched for a crew member, the system informs the user about the particular selection, together with a list of other assignments (secondary changes) on this crew in the old solution, that are affected and would also need to be rescheduled. It then gives him/her the option to reject this choice, in which case the system will look for another possibility. When the selection of a crew is done directly by the user, the system will check if this choice is valid and inform the user of the list (if any) of secondary affected flights, that would also need to be rescheduled, resulting from this choice.
Although Cyprus Airways is a small size airline it contains the full complexity of the problem. During the busy months the flight schedule contains over 500 flight legs per month. The ACLP system was able to produce solutions in a few minutes which were judged by the airline's experts on this problem to be of good quality comparable (and with respect to balancing requirement often better) to the manually generated ones. The system was also judged to be useful due to the flexibility that it allowed to experiment easily with changes in policy and preferences of the company. The re-assignment module was able to suggest solutions on how to adapt the existing roster within at most 5 seconds. It was chosen as the most useful module of the system as it could facilitate the operators to develop and adjust a solution to meet the specific needs and preferences that they have at the time.
Links of ALP to Other Extensions of LP
In parallel with the development of the above frameworks and systems for ALP it has become clear that there exist strong links between some ALP frameworks and other extensions of Logic Programming.
ALP has tight connections to Answer Set Programming [32] . Recall that the ABDUAL framework [1] is an extension of Answer Set Programming with abduction. Standard ALP (with one negation) is strongly related Stable Logic Programming [69, 75] , the restriction of Answer Set Programming [32] to pure logic programs. As mentioned in section 4, an abductive logic framework under the generalized stable semantics can be translated in an equivalent logic program under stable semantics. Consequently, current systems for computing stable models such as SMODELS [75] can be used to compute abduction under the generalized stable semantics. Interestingly, there are significant differences between in computational models that are developed in both areas. Whereas ALP procedures such as SLDNFA, IFF and ACLP are extensions of SLDNF and operate in a top down way on predicate programs, systems like SMODELS are based on bottom up propagation in the propositional grounding of a logic program. More experimentation is needed to assess the strengths and weaknesses of these approaches.
Links have been shown also between ALP and Disjunctive Logic Programming [100, 101, 124] . The hypothetical reasoning of ALP and the reasoning with disjunctive information of DLP can be interchanged. This allows theories in one framework to be transformed to the other framework and thus to be executed in this other framework. For example, it is possible to transform an ALP theory into a DLP one and then use a system such as the recently developed dlv system [27] to answer abductive queries. Vice versa, [124] showed that abductive proof procedures can be used as for reasoning on DLP programs.
Another type of extension of the LP paradigm is Inductive Logic Programming. Currently, several approaches are under investigation synthesizing ALP and ILP [2, 73, 123, 35] . These approaches aim to develop techniques for knowledge intensive learning with complex background theories. One problem to be faced by ILP techniques is that the training data on which the inductive process operates often contain gaps and inconsistencies. The general idea is that abductive reasoning can feed information into the inductive process by using the background theory for inserting new hypotheses and removing inconsistent data. Stated differently, abductive inference is used to complete the training data with hypotheses about missing or inconsistent data that explain the example or training data using the background theory. This process gives alternative possibilities for assimilating and generalizing this data. In another integration of ALP and ILP, ILP is extended to learn ALP theories from incomplete background data [62] . This allows the framework to perform Multiple Predicate Learning in a natural way.
As we have seen in previous sections several approaches to ALP have recognized the importance of linking this together with Constraint Logic Programming. They have shown that the integration of constraint solving in abductive logic programming enhances the practical utility of ALP. Experiments indicate that the use of constraint solving techniques in abductive reasoning make the abductive computation much more efficient. On the other hand, the integrated paradigm of ALP and CLP can be seen as a high-level constraint programming environment that allows more modular and flexible representations of the problem domain. The potential benefits of this paradigm are largely unexplored at the moment.
Challenges and Prospects for ALP
In the past decade, many studies have shown that extending Logic Programming with abduction has many important applications in the context of AI and declarative problem solving. Yet, at this moment the field of ALP faces a number of challenges at the logical, methodological and computational level. In this section we attempt to chart out some of these challenges and point to some promising directions.
Heterogeneity of ALP
As can be seen in section 4, ALP is a very heterogeneous field. On the one hand, this heterogeneity stems from the fact that logic programming itself shows a complex landscape. On the other hand, it stems from the fact the term abduction is defined very broadly and covers a broad class of rather loosely connected reasoning phenomena.
At the conceptual level, abduction is sometimes used to denote concepts at different conceptual levels. For example, in many of the frameworks discussed earlier, abduction is a concept at the inferential level: it is a form of logical inference. In other contexts such as in the abductive semantics for negation as failure [29] , abduction is a concept used at the semantical level, as a specific way of formalizing model semantics. This mismatch between different conceptual levels is confusing and a potential hazard for the field.
At the logical level, there are many different formalisms and different semantics. Various forms of abduction have been introduced in different formalisms including pure logic programming, answer set programming and recently a conditional logic programming formalism [30] . The advantage of this is that the field may act as a forum for integrating and relating a wide variety of different forms of logical reasoning in otherwise distant areas. A disadvantage is that this heterogeneity may hide a lack of coherence in which efforts of researchers to build effective systems are scattered in a wide variety of incompatible views and approaches. To develop a computational logic, a focused effort at different levels is needed: research on semantics to clarify the declarative meaning, research on knowledge representation to clarify the applications of the logic, research to explore the relation with other logics, and research to investigate how to implement efficient problem solvers. These efforts should link together in a constructive and cross supporting way.
Epistemological foundations of ALP
One of the underlying problems of the field is the lack of understanding of the epistemological foundations of ALP. Epistemological questions are what kind of knowledge can be represented by an abductive logic framework and vice versa, what does an ALP theory tell us about the problem domain or equivalently, what information about the domain of discourse is expressed by a given ALP theory? Such questions are fundamental to the understanding of any logic. A clear answer is a prerequisite for developing a well-motivated methodology for declarative problem solving using ALP.
The standard definition of ALP as presented in section 3 does not attempt to answer the above questions. The definition 1 of an abductive solution defines a formal correctness criterion for abductive reasoning, but does not address the question of how the ALP formalism should be interpreted. Also the (generic) definition 2 of the formal model semantics of ALP does not provide answers. In fact, here ALP inherits the ambiguity of logic programming at the epistemological level, as demonstrated recently in [15] . Here are some fundamental questions:
-To understand the meaning of an ALP framework, at the very least we need to understand the meaning of its symbols. How is negation in ALP to be understood? The extended completion semantics defined for ALP by Console, Thorasso and Theseider Dupré [10] maps negation as failure literals to classical negation. On the other hand, in the generalized stable semantics [52] and in the ABDUAL framework [1] , negation as failure literals are interpreted as modal literals ¬Kp in autoepistemic logic or default logic [38] . -What is the relationship between ALP and classical logic? An ALP framework may contain an arbitrary classical logic theory IC of constraints; in ALP's model semantics, models of an ALP framework satisfy the constraints in IC in the standard way of classical logic. This suggests that ALP is an extension of classical logic. On the other hand, ALP is defined as a study of abductive reasoning while classical logic is normally viewed as the study of deductive reasoning. How are these two views reconciled?
The lack of clear epistemological foundations for ALP is one of the causes of ALP's lack of coherence and is a factor blurring the role and status of ALP at the knowledge representation level in the broader context of logic-based AI. An epistemological study of ALP can contribute significantly to the understanding of the field at the logical and methodological level.
Computational Challenges
The computational challenges of the paradigm are considerable. The challenge of building abductive systems for solving a broad class of problems formalized by high-level declarative representations, is extremely difficult to realise.
At the theoretical level of complexity, formal results show that in general the problem of computing abduction is hard [26] . In the datalog case, the problem of computing abductive solutions is in general intractable. In the general case of ALP frameworks with function symbols, the existence of an abductive solution is undecidable. On the implementational level, the problem of implementing abductive reasoning can be seen as an extension of the implementation of CLP systems in which we need to reason about constraints of general first order logic.
Current systems such as ACLP, SLDNFAC and IFF are based on the integration of CLP techniques in high level abductive procedures. These systems operate by reducing the high level constraints in a, in general, nondeterministic process to a constraint store that can be handled efficiently by specialised constraint systems. Recent experiments with the ACLP and SLDNFAC systems have shown that in those cases where the reduction process is deterministic, these procedures can be very performant. However, when the process is nondeterministic, these procedures can start to trash. The reason for this behaviour is that a number of techniques are built in in the current procedures that delay the creation of choice points and perform deterministic computation first. In many applications such as scheduling, these techniques can avoid making choices altogether. In other cases, such as in planning applications, the arsenal of techniques does not suffice to manage these choice points and the current procedures often make uninformed selections of choices leading to uncontrolled depth first execution and trashing.
The above analysis suggests different ways to improve the computational techniques of ALP. One way is to further improve the techniques to discover deterministic subgoals and delay creation of choice points. A second way is to incorporate techniques for smarter and better informed selection of the choice points and choice of alternatives in the choice point. A third way is an improved control to avoid unrestricted depth first reasoning using techniques similar to loop detection and iterative deepening can be used. With respect to the first two problems, different approaches can be followed. One is to further refine the current integration of Constraint Solving in the abductive inference. In the current systems, the CLP solver is a black box that interacts with the abductive solver by returning a solution at the end, or by reporting consistency or inconsistency of the constraint store at different points during the execution. One direction to be examined is how to exploit the information present in the constraint store to steer the search for an abductive solution and make a better informed selection of goals. An alternative direction is to apply techniques from heuristic search in Artificial Intelligence.
An interesting application domain to study the above techniques for abductive reasoning is AI-planning, due to the strong links between abduction and planning and the fact that recently, techniques from constraint solving and heuristic search have been successfully applied in this domain. What we can learn here is how recent developments of constraint and heuristic methods of search in planning could be applied to the more general case of abductive computation.
A complementary approach to address the computational hardness of ALP would be to develop ALP systems in which the user has the facility to incrementally refine her/his model of the problem in a modular way. Starting from a purely declarative problem description, it should be possible to refine the model by adding more and more additional knowledge about the problem, including non-declarative heuristic and operational control knowledge. Again recent work suggests that this is a promising line of development but there is no systematic study of how such a modeling environment would be designed and build in ALP.
A completely different approach is to exploit the kind of techniques used in bottom up abduction [46] (see section 4) based on the computation of stable models of a ground logic program. Techniques like those used by the smodels system [75] which integrates methods from propositional constraint propagation with bottom up application of semantic fixpoint operators of the 3-valued completion semantics and well-founded semantics. In the current state of the art, it seems that while the latter techniques based on reasoning on propositional theories are more robust, the abductive extensions of SLDNF with CLP may outperform the first ones especially as they can take into account more easily additional problem domain specific information. Therefore, extending the latter procedures along the lines suggested above is a promising research direction.
Challenges at the Application level
In the past decade, the potential of the different ALP frameworks have been demonstrated in a wide variety of application domains. However, only a few of the current running applications exceed the level of academic toy examples. Like in many other areas of AI, this potential has not yet been realized in realistic and industrial scale applications. One of the challenges of the domain is to find interesting niche domains with industrial impact in which the current systems can be evaluated and fine-tuned. Experimentation with and evaluation of abductive systems in realistic domains could yield important information at the levels of language constructs, methodology, computational control, integration of heuristic information, etc.. Some prototypical classes of problems that seem good candidates for finetuning ALP methods are Scheduling and Planning domains and Knowledge Intensive Learning where machine learning with a rich background knowledge can be performed only if the inductive methods are integrated with abduction [123, 73, 35 ].
A possible approach to these challenges
In this section, we briefly describe our own views on how to approach the above logical and computational challenges.
The underlying logic for ALP is ID-logic [16, 23] a logic which is appropriate for ALP in the way that it extends classical logic with inductive definitions of a generalized non-monotone kind. As mentioned earlier in section 3, an abductive logic framework (P, A, IC) has a natural embedding in ID-logic. P represents a definition of the non-abducible predicates while IC represents a set of classical logic assertions. In this view, ALP is the study of abduction in the context of ID-logic. ID-logic was defined in an attempt to cope with the epistemological challenges of logic programming and gives answers to the epistemological questions raised in section 7.2.
At the computational level, we are currently developing a system called the A-system [63, 118] integrating features of ACLP and SLDNFAC with special attention to the search in the abductive computation. During the computation, the selection and evaluation of choice points is guided by information obtained from a constraint store associated to the abductive solution. With this information the high level search can avoid deadend branches before entering them. The result is a more robust and modular system which is capable to solve effectively a wider range of problems than the older systems. The application domain of the experiments with the A-system are currently focused on scheduling and planning applications. The A-system is built on top of Sicstus Prolog ( version 3.8.5 or above) and is available at http://www.cs.kuleuven.ac.be/∼dtai/kt/.
Conclusion
Abductive logic programming grew out of attempts to use logic programming techniques for a broad class of problems from AI and other areas of Computer Science. At present Abductive Logic Programming presents itself as a "conservative extension" of Logic Programming that allows more declarative representations of problems. The main emphasis till now has been on setting up different frameworks for abduction and showing how they provide a general approach to declarative problem solving.
ALP faces a number of challenges, at the logical, methodological and computational level typical for a field in an initial stage of development. We are now beginning to understand the contributions of this field and to develop solutions for the problems that the field faces.
At the logical level, ALP aims to be suitable for declarative knowledge representation, thus facilitating maintenance, reusability and graceful modifiability. Yet, ALP retains from logic programming the possibility of embedding high level strategic information in an abductive program which allows us to speed up and fine tune the computation. In this respect, ALP is able to combine the advantages of declarative specification and programming to a greater extent than standard logic programming.
The field has also started to recognize the full extent of the problem and the complexity of developing effective and useable ALP systems. The overall task of ALP of providing a high-level general purpose modeling environment which at the same time is computationally effective is an extremely difficult one. But we are beginning to learn how to analyze and break this task down to appropriate subproblems that are amenable to study within our current understanding of the field. The hope remains that within the high-level programming environment that ALP could provide, the programmer will be able to solve problems effectively in a translucent way.
