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R-matrix theory has been used to analyze a variety of scattering potentials in ballistic
electron waveguides. The S-matrix is the principal result of this method. Here we analyze
ballistic electron scattering in a 1D waveguide with a step potential at its terminus using
Green’s function theory. We calculate the S-matrix for this system, scattering particles’
quasibound states, and the survival probability of a particle initially localized in the step
region. We then apply R-matrix theory to the same problem. In doing so, we demonstrate
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In the late 1940s, Wigner and Eisenbud developed reaction matrix scattering theory
to explain observed nuclear scattering data [1]. In R-matrix theory, the scatterer is confined
to a finite reaction region that is singularly coupled to asymptotic space [2, 3]. Given a set
of fixed boundary conditions, wave functions are expanded in terms of a complete set of
basis states in the reaction region and are then coupled to free particle states in the adjacent
asymptotic space. Procedurally, in R-matrix theory, one calculates the reaction matrix for
a scattering process, from which the S-matrix follows.
In addition to nuclear scattering theory, R-matrix theory has been used to analyze
numerous other scattering applications, most notably ballistic electron waveguides [4–8]. A
ballistic electron waveguide is typically formed at a GaAs/AlxGa1−xAs interface [9–11]. A
two-dimensional gas is located ∼500 Å below the surface of the GaAs/AlxGa1−xAs het-
erostructure. Leads (asymptotic scattering regions) and cavities (reaction regions) of any
shape are formed by attaching metal gates to the heterostructure and applying a negative
voltage. At sufficiently low temperatures (T∼0.1-2.0 K) electron waves travel ballistically
through these cavities and leads, since electron-phonon scattering interactions have a com-
paratively small mean free path and phase decoherence due to electron-electron scattering
is negligible [12].
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One can also use the Green’s function solution to Schrödinger’s equation to study
scattering processes [13]. Like the reaction matrix in R-matrix theory, the Green’s function
(expressed in energy coordinates) can be constructed from a complete set of energy basis
states. Furthermore, the Green’s function for a scattering system can be partitioned across
multiple regions in coordinate space, such as asymptotic and reaction regions. Like in R-
matrix theory, these regions must be singularly coupled. The Green’s function for a scattering
system contains more information than the S-matrix however. From it, one can calculate
a particle’s propagator, energy poles, quasibound states, survival probabilities, and the S-
matrix itself.
In the following sections, we will apply Green’s function theory to study 1D nanoscale
ballistic electron waveguides. Note that we confine our analyses to 1D for demonstration
purposes, but the results that follow are easily generalizable to two dimensions. We begin
with calculating the Green’s function for a particle in a 1D square well in section two. Section
three partitions the square well into two regions. In section four, we add a step potential
and extend the closed well into an open system by an analytic continuation of the Green’s
function. In section five, we calculate the poles and residues of the Green’s functions for
these open and closed systems. In section six, we calculate the survival probability of a
particle placed in the reaction region of the open step potential. In section seven, we derive
the S-matrix for this model. Finally, in section eight, we revisit the same model but use
R-matrix theory to demonstrate its relative simplicity as well as its limitations.
2
Chapter 2
Green’s Function for a Particle in a 1D Square Well
We begin with the classic 1D square well. The theory and machinery laid down here
will serve as a foundation for more nuanced problems later in the paper. We first identify
the energy eigenstates for the 1D square well and then construct the Green’s function that
is unique to this system from these eigenstates. We then show that the poles of the Green’s
function for this particular closed system are the energy eigenvalues associated with the
eigenstates from which we originally calculated the Green’s function. The residues of the
Green’s function will be shown to be related to the eigenstates of the system. Finally, we
demonstrate that taking the limit of the Green’s function for the square well as one wall
goes to infinity produces the Green’s function for a free particle incident on a hard wall.
2.1 Problem Setup
The 1D square well is described by the potential (see figure 2.1)
V (x) =

∞ x ≤ 0
0 0 < x < L+ a
∞ x ≥ L+ a
(2.1)
3
Figure 2.1: 1D Square Well
2.2 Energy Eigenstates
The energy eigenstates of a particle in this potential must satisfy the time-independent
Schrödinger equation,





Ψn (x) = EnΨn (x) (2.2)
subject to the boundary conditions
Ψn (0) = 0 (2.3)
Ψn (L+ a) = 0 (2.4)
Solving, we find that
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These eigenstates are both complete:
∞∑
n=1





dx〈En|x〉〈x|En′〉 = δn,n′ (2.8)
With a discrete, complete, and orthonormal set of basis states in hand, we can now construct
the Green’s function for this system.
2.3 Green’s Function




−HG (t; t0) = δ (t− t0) (2.9)
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The solution to this equation is given by
G (t; t0) = e
− i~H(t−t0)Θ (t− t0) (2.10)
For t > t0 = 0 and z = E + iδ, we can use the Laplace transform of this solution to express











We proceed to calculate the spatial matrix elements of G (z) for x1 > x2 as follows:
〈x1|G (z) |x2〉 =
∑
n,n′






























































































(see 10.1 for details of the summation formula applied in this derivation). If x2 > x1, then


























We can now extract the same information that went into preparing the Green’s func-
tion by looking at its poles and residues in the complex energy plane. While this may not
seem immediately useful, when we later extend a closed system to an open one, we will see
that this same process allows us to calculate quasibound states and survival probabilities.




. These are the eigenvalues of the system.
2.5 Residues
The residues of the Green’s function for this system give us the eigenfunctions in the
square well. If we select the contour to enclose a single pole, then we extract the eigenfunction
associated with that pole:





〈x1|G (z) |x2〉dz (2.19)
= lim
z→En
(z − En) 〈x1|G (z) |x2〉 (2.20)



















































































If x2 = x1, then the square root of the above expression yields the eigenfunctions of this












In the limit that L is large (expanding the right wall of the well to infinity), we can write
lim
L→∞















which is the Green’s function for a particle incident on a hard wall.
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Chapter 3
Green’s Function for a Particle in a Partitioned 1D
Square Well
We now examine the same potential, but partition the well into two regions, Q and
P . While this complicates the mathematics of an otherwise simple problem, it facilities the
substitution of arbitrary potentials into a localized region for study. The goals of this section
are the same as those of the previous one, but require some extra steps to reach. As will be
shown, without a potential in the well, the two partitions of the Green’s function, as well as
the unpartitioned Green’s function for the entire well, are all identical.
3.1 Problem Setup
This time, we describe the well potential as follows (see figure 3.1):
V (x) =

∞ x < 0
0 0 ≤ x < a
0 a ≤ x ≤ L+ a
∞ x > L+ a
(3.1)
and define the regions Q and P such that
Q = {x : x ∈ [0, a]} (3.2)
10
Figure 3.1: 1D Partitioned Square Well
P = {x : x ∈ [a, L+ a]} (3.3)
Meanwhile, Q and P will represent the projection operators for their respective re-
gions. Since the potential is infinite outside the well, for all intents and purposes, Q+P = I.
Furthermore, Q2 = Q and P2 = P. For future purposes, we consider Q to be the reaction
region.
3.2 Energy Eigenstates







Ψn = EΨn (3.4)
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Because the particle is inside an infinite well, it must be the case that
ΨQn (0) = 0 (3.5)
ΨPn (L+ a) = 0 (3.6)
The Wigner-Eisenbud method requires that the eigenfunctions in the reaction region
obey a zero-slope boundary condition at the interface between the reaction region and the
rest of the system (located in this problem at x = a). There is some flexibility in the choice
of boundary condition at x = a in region P, but in this case, we force the eigenfunctions in
P to be zero at x = a in order to mimic the well problem in the previous section. These
boundary conditions can be written
dΨQn
dx
(a) = 0 (3.7)
ΨPn (a) = 0 (3.8)
(3.9)
































n = 1, 2, 3, . . . (3.15)
3.3 GoQ
We now calculate the spatial matrix elements of GoQ, which will be used later when we





This calculation proceeds in the same manner as the one for 〈x1|G (z) |x2〉 in the previous
section, but relies on a different summation formula. If x1 > x2, then


































































































(see 10.2 for details of the summation formula applied in this derivation). If x2 > x1, then

































If x1 > x2, then



















































If x2 > x1, then


























We are now in a position to calculate the projection of the Green’s function, G (z),
in the region Q, thereby obtaining QGQ. We begin the Green’s function solution to
Schrödinger’s equation:
(zI−H) G (z) = I (3.28)
and operate with operator Q to the left and right of both sides of the expression to get
zQGQ−QHGQ = Q2 = Q (3.29)
Next we insert the identity between H and G, and recalling that Q2 = Q and P2 = P, we
write










= GoQ + G
o
QQHPPGQ (3.32)
Returning to 3.28, but this time operating on the left with P and on the right with Q, we
find that
PGQ = GoPPHQQGQ (3.33)
If we insert 3.33 into 3.32, we get that
QGQ = Q [zQ−QHQ−QHPGoPPHQ]
−1 Q (3.34)
We can expand QGQ as follows:











































GoQ|x2〉+ . . .
(3.39)
We have already calculated 〈x1|GoQ|x2〉, and would now like to focus on the second
term in the expansion. To calculate 〈x1|GoQQHPGoPPHQGoQ|x2〉, we insert the identity








The inner bracket, 〈x3|QHPGoPPHQ|x4〉, can also be expanded, but this time the operator
















P∂←x δ (x− a) Q (3.43)
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where the arrows on the partial derivatives indicate the directions in which they should act.




















































, we now return to 3.39 to finish computing 〈x1|QGQ|x2〉:






















































cot [Lσ] sec [aσ]2 sin [x1σ] sin [x2σ]





sin [(L+ a− x1)σ] sin [x2σ]
sin [(L+ a)σ]
(3.51)
This is the projected Green’s function in the region Q, and as you might expect, it matches
the Green’s function found in the previous section.
3.6 PGP
Now we’d like to calculate the projected Green’s function in region P, PGP, and
compare it to the projected Green’s function in region Q, QGQ. Like before, we begin the
Green’s function solution to Schrödinger’s equation:
(zI−H) G (z) = I (3.52)
and operate with operator P to the left and right of both sides of the expression to get
zPGP−PHGP = P2 = P (3.53)
Next we insert the identity between H and G, and recalling that Q2 = Q and P2 = P, we
write










= GoP + G
o
PPHQQGP (3.56)
Returning to 3.52, but this time operating on the left with Q and on the right with P, we
get
zQQGP−QHQQGP−QHPPGP = 0 (3.57)
Rearranging and inserting 3.56 we find that
QGP = (zQ−QHQ−QHPGoPPHQ)
−1 QHPGoP (3.58)
Now inserting this back into 3.56, we arrive at the desired result:





































sin [aσ] sin [(L+ a− x1)σ] sin [(L+ a− x2)]




sin [(L+ a− x1)σ] sin [x2σ]
sin [(L+ a)σ]
(3.65)
Note that we have assumed that x1 > x3 and x2 > x4. We thus see that 〈x1|PGP|x2〉




Green’s Function for a Particle in a 1D Well with a
Step Potential
We now add more complexity to the problem by putting a step potential in the region
Q (thereby motivating our decision to partition the Green’s function in the previous section).
Furthermore, we will expand the well into an open quantum system by moving the right hard
wall to infinity. This new system is a 1D quantum waveguide with a scattering region at
its terminus. We can use this waveguide as a means to investigate properties of various
scattering potentials. For example, in the next two sections, we will investigate the step
potential’s quasibound states as well as scattering particles’ survival probabilities within the
step potential.
4.1 Problem Setup
The well in consideration is described by the potential (see figure 4.1):
V (x) =

∞ x < 0
Vo 0 ≤ x < a
0 a ≤ x ≤ L+ a
∞ x > L+ a
(4.1)
When we extend the right wall of the well to infinity, the potential of the system will be (see
figure 4.2):
22
Figure 4.1: 1D Well with Step Potential




∞ x < 0
Vo 0 ≤ x < a
0 a ≤ x <∞
(4.2)
4.2 Energy Eigenstates
The boundary conditions and eigenfunctions are the same as in the previous section. Only































n = 1, 2, 3, . . . (4.8)
4.3 GoQ
Using the eigenfunctions and eigenvalues that we have selected for the region Q, we can
calculate 〈x|GoQ (z) |x′〉 using the same procedure used previously. If x1 > x2, then
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And if x2 > x1, then




























The calculation for 〈x1|GoP (z) |x2〉 is exactly the same as in the previous section. If x1 > x2,
then

























And if x2 > x1, then





























2m (z − Vo)
~2




























cos [(a− x1)σ′] sin [Lσ] + σσ′ sin [(a− x1)σ
′] cos [Lσ]
sin [Lσ] cos [aσ′] + σ
σ′
sin [aσ′] cos [Lσ]
)
(4.15)
For simplicity, we will only consider the case in which x1 > x2. If we let L → ∞, turning







cos [(a− x1)σ′]− i σσ′ sin [(a− x1)σ
′]









































Using the formula we previously calculated for PGP,
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sin [(L+ a− x1)σ]




csc [Lσ] sin [(L+ a− x1)σ] sin [(L+ a− x2)σ]







sin [(L+ a− x1)σ]
(
sin [(x2 − a)σ] cos [aσ′] + σσ′ cos [(x2 − a)σ] sin [aσ
′]
sin [Lσ] cos [aσ′] + σ
σ′









sin [(x2 − a)σ] cos [aσ′] + σσ′ cos [(x2 − a)σ] sin [aσ
′]









cos [aσ′] + i σ
σ′
sin [aσ′]
































Again, for simplicity, we will only consider the case in which x1 > x2.
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Chapter 5
Poles and Residues of the Green’s Functions for the
1D Well and 1D Waveguide
It is interesting to compare the poles and residues of the the Green’s functions for
the reaction regions of the well and associated waveguide that we have been discussing. As
we will see, the poles of the well are restricted to the real axis of the complex energy plane,
whereas the barrier poles have an imaginary component. The well poles are the energy
eigenvalues in the well, and their associated resides are the eigenfunctions. The residues of
the poles in the waveguide correspond to quasibound states—states that initially resemble
the reaction region eigenstates inside the reaction region but leak probability current into
the continuum.
In the following analysis, we will use parameter values from [4]. The reaction region
is 40 nm long, the step potential is 11.75 x 0.355 meV, and the effective electron mass for a
GaAs substrate is 0.067 x 0.51 MeV.
5.1 Well Poles
The poles of 4.15 and 4.20 are found by searching for values of the complex energy
E = S + iT for which both the real and imaginary components of the denominator (∆W ) of
4.15 (or 4.20) are zero:
28
Figure 5.1: Well poles for L→ 0. Energy is given in units of meV.
Re [∆W ] = Re
[
sin [Lσ] cos [aσ′] +
σ
σ′
sin [aσ′] cos [Lσ]
]
= 0 (5.1)
Im [∆W ] = Im
[
sin [Lσ] cos [aσ′] +
σ
σ′
sin [aσ′] cos [Lσ]
]
= 0 (5.2)
Both 5.1 and 5.2 describe contours in the complex plane. The intersections of these
contours are the poles of the system. If L = 2a, then we find that the first three intersections
are at {5.3354, 0}, {7.7922, 0}, and {11.1931, 0} meV. If L→ 0, the region P is eliminated
and the well becomes a square well, the bottom of which is at potential Vo. The first three
intersections of 5.1 and 5.2 are then at {7.6859, 0}, {18.2297, 0}, and {35.8028, 0} meV (see
figure 5.1), which are equal to the first three eigenvalues in a square well at potential Vo.
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5.2 Waveguide Poles
Similarly, the poles of 4.16 and 4.24 are the values of E = S + iT for which the real
and imaginary components of the denominator (∆B) of 4.16 (or 4.24) are zero:


















The first three intersections between these contours are at {7.0805, -1.6777}, {16.7253,
-5.8853}, and {33.5720, -11.4265} meV. Notice that in figure 5.2, the poles for the waveguide
barrier have moved off the real axis and into the complex plane. The real parts of these poles
are close in value to the poles of the L→ 0 well mentioned above.
5.3 Well Residues
The residues of the Green’s function in the well give us the eigenfunctions of the
system (once again, the contour encloses a single pole p). The Q portion of each eigenfunction
is given by:








(z − p) 〈x|QGQ|x〉 = lim
z→p








Figure 5.2: Waveguide poles. Energy is given in units of meV.
(a) Ground State Probability Distribution (b) First Excited State Probability Distribution
Figure 5.3: These are the first two probability distributions in the L = 2a well. Figure 5.3a
corresponds to the pole at p = {5.3354, 0} meV and figure 5.3b corresponds to the pole at
p = {7.7922, 0} meV. The well stretches from 0 to 120 nm and the step from 0 to 40 nm.
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Equation 5.7 is derived in [15] and is used when g (z) is not easily factorable. A quick glance
at equation 4.15 reveals that




cos [(a− x)σ′] sin [2aσ] + σ
σ′
sin [(a− x)σ′] cos [2aσ]
)
(5.8)
g (z) = sin [2aσ] cos [aσ′] +
σ
σ′
sin [aσ′] cos [2aσ] (5.9)








, we see that





cos [(a− x)σ′] sin [2aσ] + σ
σ′










cos [2aσ] cos [aσ′]− 3ma





sin [aσ′] cos [2aσ]
(5.10)
The portion of each eigenfunction that exists in region P is calculated similarly:








(z − p) 〈x|PGP|x〉 = lim
z→p








u (x, z) = − 2m
σ~2
sin [(L+ a− x1)σ]
(
sin [(x2 − a)σ] cos [aσ′] +
σ
σ′
cos [(x2 − a)σ] sin [aσ′]
)
(5.14)
v (z) = sin [2aσ] cos [aσ′] +
σ
σ′
sin [aσ′] cos [2aσ] (5.15)
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(a) Ground State Probability Distribution (b) First Excited State Probability Distribution
Figure 5.4: These are the first two probability distributions in the L → 0 well. Figure 5.4a
corresponds to the pole at p = {7.6859, 0} meV and figure 5.4b corresponds to the pole at
p = {18.2297, 0} meV. These agree with the ground state and first excited state probability
distributions, respectively, in a square well.
Proceeding, we find that
|ΨP (x) |2 =
2m
σ~2 sin [(3a− x1)σ] sin [(x2 − a)σ] cos [aσ
′] + σ
σ′









cos [2aσ] cos [aσ′]− 3ma





sin [aσ′] cos [2aσ]
(5.16)
The first two residues in the well are graphed in figure 5.3. Notice that the particle
wavelength shrinks outside the step, where the particle has more kinetic energy and therefore
a higher wave number.
Using the poles for the L→ 0 well case, we repeated the above calculation with L = 0
to demonstrate that we can recover the eigenstates of a square well using residues. This is
shown in figure 5.4.
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(a) First Quasibound State in Reaction Region (b) First Quasibound State
Figure 5.5: The first quasibound state probability distribution is shown here. In figure 5.5a,
the first excited state energy eigenfunction in the reaction region is shown for comparison.
As shown in figure 5.5b, the first quasibound state loses meaning and significance far from
the reaction region.
5.4 Waveguide Residues
The residues of the Green’s function for the barrier region of the waveguide give us the Q
portion of the quasibound states in the open system:








(z − p) 〈x|QGQ|x〉 = lim
z→p







Comparing 5.24 with 4.16, we see that
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(a) Second Quasibound State in Reaction Region (b) Second Quasibound State
Figure 5.6: These figures show the second quasibound state probability distribution. In
figure 5.6a, the third excited state energy eigenfunction in the reaction region is shown
for comparison. As shown in figure 5.6b, the second quasibound state loses meaning and
significance far from the reaction region.














































(z − p) 〈x|PGP|x〉 = lim
z→p












sin [(x2 − a)σ] cos [aσ′] +
σ
σ′
cos [(x2 − a)σ] sin [aσ′]
)
(5.26)


























The first two quasibound state probability distributions are graphed in figures 5.5 and
5.6. Two important features to note are their particular deviations from their associated re-
action region eigenstates (included in the figures for comparison) and their behavior far from
the reaction region. The reaction region eigenstates are normalizable, but the quasibound
states are not—they blow up as x → ∞. This phenomenon is well known and is the basis
for rigged Hilbert space.
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Chapter 6
Survival Probabilities of Particles in the Reaction
Region of the 1D Waveguide
In this section, we compute the likelihood that a particle will remain in the reaction
region once placed there over time. The reaction region in consideration will be the same
as the one described in chapter four—namely, a step potential extending from x = 0 nm
to x = 40 nm inside a waveguide. We will consider a Gaussian initial particle state for
demonstration purposes.
6.1 Gaussian Initial State
Recalling that z = E + iδ, the survival probability (Aψ (t)) of a scattering particle can be






























Figure 6.1: Gaussian Initial Particle State. Notice its positioning about the center of the
reaction region and its negligible amplitude outside the reaction region. x is measured in


















































where we have used the Cauchy residue theorem. The contour of integration runs from
(−∞, iδ) to (∞, iδ) and is closed clockwise in the lower half plane. These selections are
required by the forward arrow of time. Note that the poles of 6.4 are the same as those
of 〈x1|QGQ|x2〉 calculated in the previous section. The residues are the quasibound states
multiplied by the decay factor e−
i
~ zt. There are an infinite number of poles in an open
system, but we only include the first dozen in this particular example, since the overlap of
the residues with a Gaussian initial state is highest for lower order energy modes—e.g., the
real part of the eleventh residues’ contribution to Aψ (t) is less than a thousandth of the real
part of the first residues’ contribution.
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Figure 6.2: Survival Probability for a Gaussian initial particle state. Time is given in seconds.
The survival probability, |Aψ|2, is graphed in figure 6.2. Its oscillatory behavior can
be attributed to the composition of a Gaussian. Its overlap with each of the quasibound
states varies in magnitude, and the sum of these overlaps generates the unique curve shown.
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Chapter 7
Calculating the S-matrix for a 1D Step Potential from
the Green’s Function
The S-matrix is useful for storing reflection and transmission amplitudes for incoming
asymptotic scattering waves. It’s especially useful for problems in higher dimensions with
multiple energy channels within two or more waveguide leads. In the case of a single lead
in one dimension however, the S-matrix merely consists of a single element—the reflection
amplitude. It turns out that the S-matrix can be constructed using the Green’s function for
a system. In this section, we will demonstrate how to get the reflection amplitude from the
Green’s function of an incoming matter wave inside a waveguide with a step against a hard
wall at one end.
7.1 Limiting form of GoP
The S-matrix is used for open scattering systems. Since we will be using GoP later in our
calculations, we compute the limit of 4.11 in which L→∞ here.
lim
L→∞







An important note: to calculate the reflection amplitude for this scattering process,
we only want the component of the Green’s function that would time-evolve a particle wave
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function from x1 to x2 via reflection off the step potential and hard wall. The distance
covered by the particle would be x1 + x2, so we neglect the alternative process in which the
wave is simply propagated directly from x1 to x2 and write





In this section, we recast 3.59 in a form that will allow us to directly associate the
Green’s function with an expression for the reflection amplitude in a 1D S-matrix. This
calculation follows the steps outlined in Reichl’s Transition to Chaos [14]. We begin with a
spatial matrix element of 3.59:
〈x1|PGP|x2〉 = 〈x1|GoP |x2〉+ 〈x1|GoPPHQ (zQ−QHQ−QHPGoPPHQ)
−1 QHPGoP |x2〉
(7.3)





Using 7.2, we can write
〈x1|GoPPHQ|x3〉 = e−iaσeix1σδ (x3 − a) (7.5)
〈x4|QHPGoP |x2〉 = e−iaσeix2σδ (x4 − a) (7.6)
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Now let us consider the inner bracket in 7.4. Using the completeness of the eigenstates
in the reaction region (but limiting the number of states to large N rather than infinity for









−1 can be expanded, operated on the left with 〈φi| and on
the right with |φj〉, and then re-summed and converted back into a matrix. The calculation
is equivalent to computing 〈φi|zQ−QHQ−QHPGoPPHQ|φj〉, converting the result into





















φi (a)φj (a) (7.10)
= −iωiωj (7.11)




φi (a). This allows us to write 〈φi|zQ − QHQ −
QHPGoPPHQ|φj〉 as follows:
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Using the orthogonality and completeness of the reaction region basis states, Q|φi〉, we can
now write












|φ1〉, . . . , |φN〉
)
(7.16)























The S-matrix (reflection amplitude) for a 1D waveguide consisting of a single lead
with a single channel and a step potential ending at x = a can be expressed as follows (see
section 8):







If we compare this to equation 7.17, we see that































Like we did with GoP , we take the term that includes reflection off the step potential and




























Substituting this simplified expression for 〈x1|PGP|x2〉 into 7.21, we can finally write







In this section we will use R-matrix theory to calculate the S-matrix and the poles
for a step potential against a hard wall.
8.1 Reaction Function Definition
Following the steps outlined in Reichl’s Transition to Chaos [14], we compute the
reaction function for the potential barrier in section four. We begin with the general form
















































, and k′2 =























where we have used formula 6.1.41 on page 104 of Hansen’s A Table of Series and Products
[16] for the sum. This is the reaction function for the 1D step potential against a hard wall.
8.2 Calculating the S-Matrix from the Reaction Function













But since we’re working in 1D with a single channel,
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S (E) = e−2ika













2m (E − Vo)
~2
. If we let E → z = E + iδ, then k → σ and
k′ → σ′, and we recover the same S-matrix we calculated using the Green’s function for this
system.
8.3 Re-summing the S-matrix












λ1 0 . . . 0





0 0 . . . λN
 (8.13)
ω is an NxM coupling matrix:





























8.4 Poles of the S-matrix
Looking at equation 8.12, we immediately recognize that the poles of the S-matrix are the
eigenvalues of the effective Hamiltonian
Heff = Hin − iωωT (8.16)






These values are determined iteratively by guessing a complex value for E and then
comparing it against the computed eigenvalues from 8.17. If they are different, a new guess
must be made and the process repeated. Note that N must be sufficiently large for a given
energy eigenvalue to converge to its true (N = ∞) value. As a test, we we compared
the first three actual poles (determined graphically in section 5.2) with the complex energy
eigenvalues computed via the method described here. The results are given in table 8.1,
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where N refers to the dimension of the complex Hamiltonian (limited for computational
purposes).
Table 8.1: Numerical comparisons of Poles
Actual Pole (meV) N = 5000 N = 10000
7.08054− 1.67777i 7.0807− 1.6782i 7.08064− 1.67796i
16.7253− 5.88537i 16.7264− 5.8890i 16.7259− 5.8872i




The primary aim of this paper has been to demonstrate the usefulness and versatility
of the Green’s function in quantum waveguides. Its connection to the propagator makes the
Green’s function ideally suited for calculating the S-matrix for a scattering process. With this
comes the usual fruits of the S-matrix—poles and transmission and reflection amplitudes.
However, because it is more general, the Green’s function yields other useful information,
including particle eigenstates for closed systems, or quasibound states for open systems, and
particle survival probabilities. We have also shown that we can derive the S-matrix and poles
for a system using R-matrix theory. However, R-matrix theory does not give us quasibound
states or particle survival probabilities.
We have illustrated a number of Green’s functions calculations for the simple case of
a 1D step potential against a hard wall. This system was chosen for its simplicity, but the
methods outlined in this paper are easily generalizable to higher dimensions and additional
waveguide leads. One begins with a bounded system that is divided into regions with different
potentials. If a complete set of discrete energy eigenstates subject to Wigner-Eisenbud
boundary conditions can be written down for each region, then the Green’s function for that
region can be constructed. The Green’s function for each region is then singularly coupled
to its neighboring regions. This completes the calculation of the Green’s function for the
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entire bounded system. The Green’s function for the corresponding open system is found by
analytic continuation of the Green’s function (L→∞). From this we can get an S-matrix,
quasibound states, and survival probabilities.
If extended to two dimensions, this method yields theoretical results to which exper-
imental nanoscale electron waveguide data can be compared. Furthermore, the scattering
properties of more complicated potentials could be studied in isolation, a particular advan-




10.1 Summation Formula for 2.17
To compute the sum in 2.17, we rely on formula 17.3.9 found on p. 243 of Hansen’s A Table





















where m is an integer,
b
d
is not an integer, and 2πm ≤ x ≤ 2π (m+ 1).
First consider the cosine term in 2.17 that includes (x1 − x2) in its argument. In our case,
we choose Hansen’s x to be
(x1 − x2) π
L+ a













































































10.2 Summation Formula for 3.21
To compute the sum in 3.21, we rely on formula 17.3.13 found on p. 243 of Hansen’s A Table





















where 0 ≤ x ≤ π. If x1 > x2, then we may assign Hansen’s x to be
(x1 − x2) π
2a






































































































5 δ (x5 − a) δ (x3 − x5) 〈x5|GoP |x6〉∂x←6 δ (x6 − a)











dx5dx6δ (x5 − a) δ (x3 − x5) ∂x→5 〈x5|GoP |x6〉∂x←6 δ (x6 − a)











dx5dx6δ (x5 − a) δ (x3 − x5) ∂x5∂x6〈x5|GoP |x6〉δ (x6 − a)

























































































δ (x3 − a) δ (x4 − a) (10.16)






























































































































Note that x1 < a and x2 < a, and that this calculation does not depend on whether x1 is
less or greater than x2.
10.4 Re-summing the S-matrix
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