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1. Coxeter and his groups
Fig. 1 is a photograph of Donald Coxeter the last time that I saw him.
Figure 1: Coxeter at the close of his talk at the Banf Centre, 2001.
c° R.V.Moody
This is the famous H.S.M. Coxeter. His name sounds like a British warship
| there were several ships named H.M.S. Exeter, for instance | but he
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was called Donald by his friends, this coming from the M: Harold Scott
Macdonald Coxeter.
The date was 2001 and he was 94. He had just ¯nished giving a lecture
in which, among other things, he was speaking of his relationship with and
in°uence on the art of Escher. Pretty amazing. And he was in good spirits.
But he looks old, very old.
The fact is that the very ¯rst time I saw him, forty-two years earlier in
1959, he also looked very old. Coxeter was a strict vegetarian, and his long
time colleague and former student Arthur Sherk used to say that what he
really needed was a good steak. But it's all very relative. Being an almost-
vegetarian myself, I perhaps now fall into the same category. Still I will be
amazed if I can give any sort of lecture at age 94!
I was in high school, and entered some MAA mathematics competition
of which, at this point, I remember nothing except being very surprised to
hear that I had done the best in my school and would get a free weekend
trip to visit the University of Toronto. That was 1959 and it was there
that Coxeter gave us a talk on sphere packing, a topic that he often came
back to, and still remains a subject of interest, though mostly in very high
dimensions where the theory of what should exist still far exceeds what we
actually know how to produce. Oddly enough, in the summer of 1964 I had
a summer job with a communications engineer (Gordon Lang, at Ferranti
Electric Ltd.) and his assignment to me was exactly this same question {
look for sphere packings in high dimensions.
It was not until 1962 when I came to the University of Toronto as a
graduate student that I ¯rst had a chance to take classes from Coxeter.
Actually I took four courses from him, one in each of the years that I
was there. One of them was in projective geometry. This meant classical
synthetic projective geometry, and I am glad I took it. The subject has
more or less vanished, subsumed into the geometry of the subspaces of
vector spaces, but it is very beautiful, and I found it very revealing when I
later took a course on the classical groups.
But the most important course I took from Coxeter was his classic grad-
uate course on regular polytopes. This was Coxeter's true domain, and he
was the master at it. I should mention that taking classes from Coxeter
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was a bit strange. I rarely thought that he proved things properly or even
at all. Rather he could see them geometrically, and delighted in the most
succinct of proofs. Those of us limited to a three dimensional world, were
greatly handicapped in this respect, and I found myself continually trying
to ¯nd more algebraic ways of proving things. I think he found my proofs
boring. But for sure Coxeter knew where there was good mathematics to
be had, and of course the important thing about the regular polytopes is
that their symmetry groups are generated by re°ections.
It is only necessary to put together the words re°ective symmetry and
discreteness to arrive in the wonderful world of Coxeter groups. Of course
the most important subjects of Coxeter's work, at least to us as Lie theo-
rists, are the ¯nite and the Euclidean discrete re°ection groups and their
associated Coxeter-Dynkin diagrams.
As far as I know he created his famous diagrams in 1932-33 while he was
a post-doc at Princeton University. They were published by him in 1934.
[Dynkin's independent creation of the diagrams, and for strictly Lie theo-
retical purposes, seems to date from around 1940, so I think that the very
minimum we can do in the name of historical accuracy is to call the dia-
grams Coxeter-Dynkin diagrams instead of just Dynkin diagrams.] The real
Lie theory connection came from his second stay at Princeton in 1934-35
when he sat in on Hermann Weyl's course The structure and representation
of continuous groups. Weyl and Coxeter soon realized the connections be-
tween their mathematics, and Coxeter gave ¯ve lectures during the course
and was invited by Weyl to include his work as an appendix to the course
notes.
Let's take a quick look at the famous diagrams, Fig. 2, as seen in his
Regular Polytopes [4]. He describes them as the fundamental regions (sim-
plexes), re°ections in the sides of which generate the corresponding Coxeter
groups whose orbits produce the regular and other interesting polytopes.
The naming of the diagrams is a bit di®erent from our Lie theoretical names
of today, and there are a few more re°ection groups than there are Lie al-
gebras: notably the groups that he calls G3; G4, and the dihedral groups
Dp2, which are the dihedral groups of the regular polygons of p sides. Only
when p = 3; 4; 6 is there a Lie group involved.
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Figure 2: Kaleidoscopes: the Coxeter diagrams for the ¯nite (left) and
Euclidean (right) re°ection groups, as they appear in Coxeter's Regular
Polytopes. He thought of the diagrams as describing the re°ection hy-
perplanes of a fundamental region for the corresponding Coxeter group.
Kaleidoscopes is a perfect name for them, and one that Coxeter often used.
Coxeter's notation for the various diagrams is given in the center column in
grey. The left hand column gives the standard labelling today. Subscripts
refer to the number of nodes and the dots refer to the continuing in¯nite
families. The right hand column indicates the arrow choices independently
applicable at edges labelled with 4 or 6, which then produce the diagrams
we usually call Dynkin diagrams. I have not provided modern names for
the Euclidean Coxeter diagrams since they are not entirely standardized.
Also note the second column of diagrams in Coxeter's table, the fun-
damental regions, again simplexes, for what he calls tessellations, and we
might call tilings, of Euclidean space. The idea is the same. The group
implied is generated by the re°ections in the sides of the simplex and the
tiling arises by letting the group act on it. All the ¯nite groups have in¯nite
counterparts, except those violating the crystallographic restriction. And
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these missing ones are precisely the ones not associated with Lie groups.
2. Enter Lie theory
I mention all this because I was learning it at the same time that my
supervisor Maria Wonenburger, a former student of Nathan Jacobson, was
teaching a course out of his (Jacobson's) book Lie algebras [5]. The wonder
is, of course, the appearance of (almost) the same diagrams of the ¯nite
re°ection groups in the classi¯cation of the simple Lie algebras.
I well remember waiting impatiently to learn what these diagrams, al-
ready familiar to me, might mean in terms of Lie algebras. I remember
not liking the general theory of Lie algebras too much, UNTIL we got to
the simple and semisimple Lie algebras. The unravelling of the simple Lie
algebras is one of the wonders of mathematics and I was enthralled. And
you can guess what happened next. I asked Maria, where are the Lie alge-
bras for the other half of Coxeter's table? She said, she didn't know, but
if I wanted to have a go at constructing them, I might get some ideas from
looking at Jacobson's Chapter VII on representations. We had not got that
far in the book by the end of term, and Maria vanished, as usual, to her
ancestral home in La Coru~na, Spain (to which she was to retire a few years
later to live out the rest of her life|she died in 2014). It was not much to
go on, but in fact it was the perfect thing to say. Jacobson follows a path
laid down by Harish-Chandra to construct the simple Lie algebras and their
highest weight representations. I followed this route. There were obstacles
{ for instance they use the ¯niteness of the Weyl group, and of course the
action of the a±ne Weyl group is to be linear, not a±ne! Nowadays one
would think of Serre's relations, but I did not know of them. But one ¯nds
them for oneself. Within a couple of days of playing around I knew the
a±ne algebras existed. Of course I called them Euclidean algebras, which
is still a better name than a±ne algebras, but that is not going to change
now.
Perhaps one thing that may not be so obvious is that the Serre relations
on their own are not enough to construct the algebras one is looking for.
There is the question of whether they perhaps collapse the algebra into
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something di®erent than we expect - like the ¯nite dimensional ones, or
even the f0g algebra. The great advantage of the representation approach
is that it creates the (highest weight) representations at the same time, so
one has no doubt that the algebras don't collapse and are indeed in¯nite
dimensional.
The Kac part of this story only revealed itself a number of years later
when I had a letter (in Russian) from Victor. The same algebras, but a
di®erent motivation entirely.
Figure 3: Victor Kac, Ban® Centre, 2001. c° R.V.Moody
It is worthwhile noting that a±ne Lie algebras were ripe for discovery.
My external examiner was George Seligman and his `student' Daya-Nand
Verma was also starting to work on this1. He bowed out once he saw my
thesis, but he had been using the exponential map, which I had not done
up to that point. He and I became good friends and had a lot of adventures
1I say student, but Dayan, as we called him, was really brilliant, and I am sure he
didn't need any ideas or teaching from anyone. It was in his thesis that he introduced the
famous Verma modules and used them to give a very lucid derivation of Weyl's character
formula via the inclusion-exclusion principle.
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in India together. Sadly he died in 2012.
Figure 4: Verma at the blackboard, Tata Institute of Fundamental Re-
search, Mumbai, circa 1995. c° R.V.Moody
Coxeter never had any active part in this and never during his lifetime
did we ever have much of a conversation about them. Still, without his
courses I would never have made these connections. By the way, it is said
that everyone remembers where they were when heard that Jack Kennedy
was assassinated. Maybe for some of you younger people, it would be an
incident like 9/11 or the great tsunami of 2011 in Japan. In the case of
Kennedy, I was in a class that Coxeter was just starting when someone told
us that Kennedy had been shot. Coxeter said, `let's hope he survives' and
then went on to give his lecture. What else could one do?
The story of a±ne Lie algebras is familiar to you all. I want now to
change directions a bit.
3. Chebyshev polynomials
You all know that the Coxeter-Dynkin diagrams show up in other places,
for instance in the theory of quivers and in the study of singularities. But
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over the past few years I have had the pleasure of learning and participating
in a totally surprising connection to the area of approximation theory and
Chebyshev polynomials. For instance there is the recent article Through the
Kaleidoscope; Symmetries, Groups and Chebyshev Approximations from a
Computational Point of View [10]. The word `kaleidoscope' already rings
bells! In a nutshell this can be described as follows.
Suppose we have a simple simply connected compact Lie group G of rank
n. It has n fundamental characters Â1; : : : ; Ân. The ring they generate is
the polynomial ring C[X1; : : : ; Xn]. The approximation theory uses this
ring as though it were just what it is, the ring of polynomials in n vari-
ables, which can of course be used to approximate functions. The character
interpretation allows this all to be seen in terms of functions on a maximal
torus T of G and then on the Lie algebra of t { which is essentially a real
n-dimensional space.
t ¡! T ¡! Cn
t 7! exp 2¼it 7! (Â1(exp 2¼it); : : : ; Ân(exp 2¼it)) :
The amazing thing is that Weyl's character formula is essentially a ver-
sion of a Chebyshev polynomial of the second kind | in the case of A1.
This fact has been known for ages, and connections with further A-type
lattices had been realized, see [10, 6]. J. Patera and I realized that the
nodes under which one gets the famous quadrature formulas, here called
cubature formulas, can be identi¯ed with elements of ¯nite order in G and
the whole thing can be made to work for every type of root lattice arising
from the simple Lie groups. I don't wish to dwell on this, but only to state
what a cubature formula [9] looks like. Fix any non-negative integer M .
Then for all f 2 C[X1; : : : Xn] of m-degree not exceeding 2M + 1,
(2¼)¡n
Z
F
f(X)K1=2(X) dX =
1
cG
µ
2¼
M + h
¶n X
X2FM+h
f(X)K(X) : (1)
The main point is that integration is replaced by ¯nite summing, and the
elements of FM+h over which the summation takes place are very easy to
compute. Here
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² X = (X1; : : : ; Xn) 2 Cn;
² F is the image of the fundamental domain under the mapping t ¡!
Cn;
² FM+h ½ t the set of elements of the fundamental chamber corre-
sponding to the elements of G that have adjoint order equal or less
than M + h;
² h is the Coxeter number;
² cG is the index of connection of the Lie group (the order of its center);
² K is the absolute square of the denominator of Weyl's character for-
mula
² the m-degrees are de¯ned by giving Xj degree mj where
P
mj®
_
j is
the highest root of the dual root system.
As we have noted, the elements of FM+h actually arise from elements
of G of ¯nite order, but in this context they are called the nodes, and
they have a number of special properties. Their number is exactly the di-
mension of the space of polynomials of m-degree at most M . Furthermore,
an important part of the construction of this result is the introduction
of special polynomials (basically coming from the irreducible characters)
X¸ = X(¸1;:::;¸n) of m-degree j¸jm := ¸1m1 + ¢ ¢ ¢ + ¸nmn, which form an
orthogonal basis of C[X1; : : : ; Xn] with respect to the inner product
hf; giK := (2¼)¡n
Z
­
fgK1=2 :
In view of (1) this is
P
X2FM+h f(X)g(X)K(X) if the m-degrees of f; g
do not exceed M . Now, the minimum number of nodes that could pos-
sibly achieve such an orthogonal decomposition of these functions is the
dimension of the space of polynomials of m-degree at most M , and that is
exactly the number of elements in FM+h. This optimal situation is called
Gaussian cubature.
As it turned out the beautiful techniques that we have all learned about
root systems and re°ection groups, work wonderfully well in this work.
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There is no question about how perfectly these cubature formulas ¯t into
the Lie theory. Patera and I were lucky: we blundered into the area because
of a paper by Li/Xu [6] which did the type An cases. Their work was
enormously complicated by the fact that they used orthogonal bases and
did not have a good handle on the Weyl group. But they are experts in
approximation theory and we were complete novices. We introduced the
nodes as elements of ¯nite order and the unexpected (for approximation
people at least) m-degrees (which are all equal to 1 in type A).
However, it is also true that the Lie group G, as a Lie group, still does
not fully enter what we have done. There must be more to be said here,
perhaps an approximation theory at the level of the representations of G
itself. In any case, once again Coxeter's re°ection groups arise in a natural
and important way.
4. Aperiodic crystals
4.1. The non-crystallographic root systems
Now I want to talk about the missing groups | the non-crystallographic
groups.
They say that in ancient Greek there are two words for time: chr¶onos,
referring to measured time, and kair¶os that has more to do with the quality
of time, the right time to do things. At age 50 (1991) I felt that those two
found a common point with me: it was the time, in both senses, to change
areas in mathematics and think about something new. I had no idea where I
would look, but I felt that the change would be healthy. It was around then
that I stumbled across the following type of picture (Fig. 5) in Discovery
Magazine. I remember it well: I was °ying to Toronto and picked up the
magazine at the airport.
This is really a stunning picture, and the fact that it comes from a
natural object is all the more amazing. It doesn't take long to see that it
is perfectly 10-fold symmetric. But what is it? The article was about the
discovery in 1982 by Dan Shechtman (published, after a long struggle, in
1984) of quasicyrstals. And the key point of the discovery was the implicit
icosahedral symmetry of these new `crystals'. Initially greeted with intense
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Figure 5: Di®raction image. c° Conradin Beeli
scepticism, by the early 1990s the majority of crystallographers had come
around to the view that these things really existed! In 2011 Shechtman was
awarded the Nobel Prize for chemistry for his discovery of these materials.
As far as the above image goes, one should know that di®raction images
are always invariant under central inversion, and the image is taken along
the 5-fold axis of symmetry of the quasicrystal. There are similar images
along the 2-fold and 3-fold axes.
Now the icosahedron is, of course, a regular polytope. It is even a central
object in Euclid's Elements. And of course its symmetry group is the
group that we call H3 (called G3 in Coxeter's notation). I didn't know the
¯rst thing about di®raction, but I did know that this group violated the
crystallographic restriction and that whatever sample of material this was
from it involved billions of atoms and was apparently in¯nitely extensible.
Now I think that it is a reasonable supposition that if Nature can produce
such a thing then there is bound to be good mathematics lurking in the
background. This is a vast array of atoms constrained by inter-atomic
quantum and electro-magnetic e®ects representing an extraordinary form
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of long-range order. I also thought that I had been lucky once with Coxeter
groups, maybe I could get lucky twice!
In a very real sense I do think I was lucky. I had originally thought that
there might be algebraic structures, some sort of new Lie-like algebras to
associate with these things. I still think there are, but I can't ¯nd them.
On the other hand, the mathematics associated with these almost periodic
structures and their di®raction is remarkable and it is deeply involved in
the topology and spectral analysis of certain dynamical systems and with
the harmonic analysis of locally compact Abelian groups.
Here is the problem: the thing can't be a crystal. The famous crystal-
lographic restriction that we know so well from Lie theory, that the only
possible rotational orders for crystal lattices in two and three dimensions
are 2; 3; 4; 6, in e®ect forbids 5-fold rotational symmetry. Now, it is true
of course that the bright dots on the image (the Bragg peaks) are a prod-
uct of long-range order the underlying structure { they are not the atoms
themselves. Nonetheless the crystallographic restriction also applies to the
di®raction pattern. As an aside, determining the actual locations of the
atoms in a quasicrystal (in any quasicrystal!) turned out to be extraordi-
narily di±cult: the ¯rst detailed local atomic structure of a quasicrystal
was not accomplished until 2001, and it was done by An-Pang Tsai and his
group right here in Tsukuba's National Institute of Materials Science.
Just to have some idea of what the relation of atomic position to di®rac-
tion might look like, I show here a patch of an aperiodic tiling, due to
Franz GÄahler, called the shield tiling, and its di®raction. The depth of
the kind of intellectual problem that this raises is made clearer if one asks
for the symmetry group of this tiling: it is trivial! There are no rotational
or translational symmetries of a generic shield tiling, except the identity
mapping. Yet look at its di®raction with its perfect twelve-fold symmetry.
And how can one explain the Bragg peaks which can only occur because of
in¯nite and highly precise repetitive structure?
How to get hold of what is going on here? Here is a root system per-
spective. De¯ne a ¯nite root system as a ¯nite set of non-zero vectors ¢
in Euclidean space Rn satisfying
² for all ® 2 ¢, Rn \¢ = f§®g
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Figure 6: The vertices and edges of the shield tiling.
² for all ® 2 ¢, the Eucldean re°ection
r® : x 7! x¡ 2x:®
®:®
®
maps ¢ onto itself.
We have left out the usual crystallographic condition here:
for all ®; ¯ 2 ¢; 2®:¯
®:®
2 Z :
Consider the indecomposable non-crystallographic root systems. There
is only one root length, which we shall always take to be equal to 1. The
classi¯cation is into one in¯nite family of rank 2 root systems, I(p)2 , which
we can take to be plus and minus all the pth roots of 1 in C, where p ¸ 7,
and three other systems H2;H3;H4. We are only interested in these three:
H2: 10 vertices, the same as, I
(5)
2 , the 10th roots of unity { the vertices of
a regular decagon;
H3: 30 vertices forming the vertices of an icosidodecahedon. Its Coxeter
group is the icosahedral group of order 120;
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Figure 7: A di®raction image of the shield tiling. c° R.V.Moody
H4: 120 vectors forming the vertices of the 600-cell (so-called because of
its 600 tetrahedral faces). The Coxeter group has order 1202.
Let's look at the case of H3. Let ¿ := (1+
p
5)=2, and let 0 : Z[¿ ] ¡! Z[¿ ]
be the conjugation de¯ned by ¿ 0 := (1 ¡p5)=2. Here is a standard set of
vectors for H3:
(§1; 0; 0) and all permutations of its coordinates;
(1=2)(§1;§¿ 0;§¿) and all even permutations of these coordinates.
Call this set ¢.
You might wonder about what happens if instead we take the points
obtained from the odd permutations of the coordinates, or equivalently
look at ¢0. The mapping
(¢)0 : ¢ ¡! ¢0
is a bijection that satis¯es
r®0(¯0) = (r®(¯))0 for all ®; ¯ 2 ¢ :
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But ¢[¢0 is not a root system, and the group generated by the re°ections
in all of these vectors is a dense subgroup of O(3).
So how to get something discrete out of this? Here is the trick. The
Z-span M of ¢ is a rank 3 free Z[¿ ] module. So is M 0, the Z-span ¢0.
Something extraordinary happens if we consider the space spanned by the
set fM := fex := (x; x0) : x 2Mg :
This is a Z-module of rank 6, i.e. a lattice. Furthermore, if we de¯ne
± := (¿
p
5)¡1, and a new bilinear form on fM by
(ex j ey) = 2 tr(±x ¢ y) := 2(±x ¢ y + ±0(x ¢ y)0) ;
then we ¯nd that this form is integral and even| in fact it is the D6 root
lattice.
The very same thing happens with the root systems of H2 and H4 where
we get the A4 and E8 lattices respectively. This all best explained by the
diagram of Fig. 8.
Figure 8: folding
4.2. Cut and project: model sets
The bijective mapping of Z[¿ ]3 onto a lattice allows the construction of
what is called a cut and project scheme. In our case it looks like this:
R3 ¼1Ã¡ R3 £ R3 ¼2¡! R3
[
Z[¿ ]3 'Ã! fM
x Ã¡ ex = (x; x0) ¡! x0
(2)
satisfy ¼1jfM is injective and ¼2(fM) is dense in R3.
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Just to see what the context really looks like, here is what a general cut
and project scheme consists of: two locally compact Abelian groups and a
lattice eL ½ G£H so that
G
¼1Ã¡ G£H ¼2¡! H
[
L
'Ã! eL
x Ã¡ ex = (x; x?) ¡! x?
(3)
where the homomorphisms satisfy ¼1jeL is injective (with image L) and
¼2(eL) is dense in H.
Now we can de¯ne a cut and project set to be a subset of the form
¤ = ¤(W ) de¯ned by
¤(W ) = fx 2 Z[¿ ]3 : x0 2Wg ;
where W ½ R3 has a non-empty interior and compact closure. Then ¤ has
many very nice properties:
² It is a Delone set (i.e. it is uniformly discrete and relatively dense).
² It is a Meyer set.2
² If the boundary of W has measure 0 it is pure point di®ractive.
² If the window is icosahedrally symmetric, so is ¤.
² It is aperiodic!! (no translational symmetries at all).
² It is repetitive (a sort of statistical almost periodicity).
These properties likewise emerge in the completely general setting of (3),
though for simplicity in this paper we assume that G = Rn for some n. As
another example, the vertices of the shield tiling, shown above, come from
2Meyer sets are a subject unto themselves. The easiest de¯nition (due to Je® Lagarias)
is that a relatively dense set ¡ ½ Rn is a Meyer set if and only if ¡¡¡ is a Delone set. The
originating work for such sets is [7]. For an extensive discussion of the various equivalent
ways of de¯ning Meyer sets, see [8].
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the lattice of type F4 with a window consisting of a dodecahedron centred
at the origin.
This construction has turned out to be of great importance in the study
of real quasicrystals. Present theoretical and applied methods regularly use
higher space methods and projection to model quasicrystals. Of course it
seems hard to explain why a three dimensional quasicrystal would know
anything about six dimensional space, but I wish here to show that it is
not as physically unintuitive as it may seem. Explaining this also allows us
to see how cut and project schemes ¯t into the really powerful methods of
spectral analysis of dynamical systems.
4.3. Dynamical systems and hulls
Consider the idea of closeness of point sets. Suppose that ¤ is a Delone
set in Rn and let D be the set of all of its translates t+¤ as t runs over Rn.
We wish to put a topology on D that somehow matches our intuition of
what it means for ¤ and t+¤ to be close. Naturally this notion should be
translation invariant, but even so, there is no de¯nition that stands out as
the most obvious one to use. However, suppose also that we wish to take a
physically realizable point of view. Thus we only allow ourselves to look at
a ¯nite part of space, though we don't limit the size. A good way to think
of this is to ask what it would mean to say that a sequence of translates,
fti + ¤g converges to some point set ¡.
Evidently one idea is that ti + ¤ and ¡ are close if they can be made
to agree on a large chunk of space after some little ²-sized adjustments. It
is clear that if t is very small, then t + ¤ will be close to ¤ in this sense.
In fact this is global closeness. But it may be that for very large t, t + ¤
and ¤ can still agree in this sense on a huge amount of space. This is a
totally di®erent topology that is based on the almost periodicity of ¤ (if it
has any).
So we could say that fti + ¤g converges to a point set ¡ if no matter
what sized ball B we place at the origin, and no matter how small an ² > 0
we choose, there is a n(B) > 0 so that for all i > n(B), (ti + ¤) \ B and
¡ \B agree to within ² separations of their points. This idea of closeness
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provides a uniform topology on the space of all translates of ¤ (and in spite
of appearances, it does not depend on which point the balls are chosen to
be centered).
The hull X = X(¤) of ¤ is the completion of D under this topology. It
is compact and closed under the translation action of Rn by construction,
and we have a dynamical system
Rn £ X ¡! X :
X consists entirely of Delone point sets, but one of its hidden aspects is
that it usually contains numerous point sets ¤0 which are not any translate
of ¤. For instance, the famous Penrose tilings based on two arrowed rhombs
arise by assembling the tiles in such a way as to match the arrows along
every common boundary of these tiles. There are an uncountable number
of ways to make this assembly so as to get a complete tiling of the plane,
even after counting each translation class of such tilings as really only being
one tiling.3 The set of vertices of each of these tilings produces a Delone
point set ¤, the hull X(¤) of any one of them is exactly the same as the
hull of any other, and the hull consists precisely of all vertex sets arising
from tilings made from these tiles. The existence of in¯nitely many locally
indistinguishable legal tilings is a typical feature of aperiodic tilings.
One potential defect in this topology (often called the local rubber topol-
ogy) is that it is dependent on the exact point-to-point agreement over large
chunks of space. Even if just one of the in¯nitely many points of a Penrose
tiling were missing, that tiling would not be in Penrose hull X(¤) described
above.
However, there is a second way in which we can describe closeness, based
on agreement at the level of density. For Delone point sets ¤0;¤00, de¯ne
d(¤0;¤00) := lim sup
r!1
#((¤04 ¤00) \Br)
volBr
; (4)
3To be more precise about the tiles, the two rhombs have the same side length but
are determined by one having an interior angle of ¼=5 and the other an interior angle of
¼=10. Each tile is allowed in the 10 di®erent orientations obtained by successive rotations
through ¼=10.
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where 4 is the symmetric di®erence operator. The function d determines
a pseudo-metric (on, say the space Ds of all uniformly discrete point sets
of Rn where the minimum distance between points is at least s > 0), and
it becomes a genuine translation-invariant metric if we identify sets which
di®er on a set of density zero. Then, given a point set ¤, we obtain a
new hull A = A(¤), which is the closure in this topology of the set of all
translates of ¤. Again we have a dynamical system
Rn £ A ¡! A :
There are several interesting features of A(¤): ¯rst that it is a actually
a compact Abelian group. The group part arises by moving the metric
topology d over from the set of translates ft+¤g of ¤ to Rn itself. Being a
compact Abelian group, it comes, of course, with a unique probability Haar
measure, and we use this below in the `almost everywhere' statements.
The second, and crucial, fact is that there is a natural continuous and
surjective Rn-mapping
¯ : X(¤) ¡! A(¤) :
When ¤ is a model set (based on Rn and an internal locally compact
Abelian group H), this mapping ¯ is one-one almost everywhere. Moreover,
the group A(¤) is the compact group (Rn£H)=eL arising from the cut and
project scheme. Under the simple condition that ¤¡¤ is uniformly discrete
(this is the Meyer condition), this implication works the other way around:
if ¯ is one-one almost everywhere, then ¤ is a model set [2].
It is interesting to see that this `one-one everywhere' turns out to be the
critical thing here for aperiodicity: it is actually one-one everywhere if and
only if ¤ is actually fully periodic. This suggests that in the aperiodic cases
the set of singularities (places where the mapping is not one-one) plays a
signi¯cant role. Indeed it does. And this set forms a dense subset of X.
We can now see that the existence of cut and project schemes in qua-
sicrystal theory, or more speci¯cally two copies of R3 in the most common
ones of materials science, is not quite so mysterious: it is an expression of
the two topologies that are in principle quite di®erent, but yet here become
so closely linked. Each topology is relevant and one needs both together to
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capture the long-range aperiodic order of the system.
5. Symmetry
It seems ¯tting to talk about the meaning of the word symmetry here.
It is a curious fact that the model sets that we have been construct-
ing, even when they arise from highly symmetric structures like the non-
crystallographic Coxeter groups, usually have no symmetry at all. For
instance the shield tiling is based on a cut and project scheme with 12-fold
symmetry, and looking at it one is surely impressed with the idea that there
is 12-fold symmetry all over the place, particularly when one looks at its
di®raction. Yet no shield tiling can have full 12-fold symmetry, nor can it
have any translational symmetry either. In fact, for the generic shield tiling,
its symmetry group is totally trivial. How can such a thing be completely
empty of symmetry in the usual sense of the word?
One way out is to notice that although the individual elements of the
hull need not have (and most often do not have) the full rotational symme-
try implicit in the di®raction diagrams, nonetheless the hulls themselves do
have the full symmetry. However, this still does not cope with the transla-
tional almost periodicity. It would be useful to seek other ways to deal with
the question more directly. Below I o®er another perspective on this. But
before doing this, it is worthwhile recalling that the word symmetry itself
has changed its meaning over time. The meaning of the word symmetry
as we now use it in mathematics, with its implicit meaning of invariance
under a group action, is actually quite modern, apparently dating from
the late 19th century. But the word symmetry is Greek in origin, and its
meaning, even in Euclid, was something entirely di®erent. In Book 10 of
The Elements the opening de¯nition is
Those magnitudes measured by the same measure are said (to be) commensurable,
but (those) of which no (magnitude) admits to be a common measure (are said to
be) incommensurable.
and the word for commensurable is summetra (symmetra). And in the same
sentence we have asummetra for incommensurate. In other instances in the
classical Greek literature, the word is used in the sense of harmony and
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shapeliness.4
It is obvious that our aperiodic structures with their deeply almost-
periodic structures and their implicit rotational symmetry that appears
fully in the context of their hulls, are internally harmonious and consis-
tent in a very profound way. They point to a mathematics of symmetry
that goes beyond our present rather restricted meaning. Here then is one
suggestion.
Given the Delone set ¤ and using the pseudo-metric d of (4), we de¯ne
´(t) := den(¤)¡ 1
2
d(t+ ¤;¤) ;
for all t 2 Rn. Here den(¤) is the density of ¤. Then we can view ´(t) as
a measure of how good a translational symmetry t is: the closer ´(t) is to
den(¤), the better it is. Note that ´(t) = 0 unless t 2 ¤¡¤. We can think
of ´ as a detailed picture of the symmetry of ¤, realizing that the sort of
perfect symmetry that we are used to is not the really relevant thing.
Now ´ is a very well known object: it is the autocorrelation function
(measure) under translation of ¤ as a point measure. And its Fourier
transform b´ is the di®raction of ¤. So now we see that beyond being just
an amazingly enticing ¯gure, the di®raction diagram is actually an encoding
of the detailed symmetry of ¤. The fact that it may be pure point is one
particular aspect of this. The spots indicate translational directions with
high repetitivity, the brighter the spot, the more translational coincidence
along that direction. Pure pointedness is a very strong indicator of almost
periodicity.
By now, aperiodic order has blossomed into a mathematical area of its
own. A modern and thorough introduction to the ¯eld can be found in [1].
6. The Coxeter legend
Coxeter was considered as a hero to a really large group of people whose
love in mathematics was strongly geometric and pictorial5. This included a
large following of outstanding artists, scientists, and mathematicians. Some
4I am grateful to Robert Bringhurst for these insights.
5And whose dislike of the algebraic and abstract forms was occasionally equally
intense.
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famous people who greatly admired him were Maurits Escher6, Buckmin-
ster Fuller, Douglas Hofstadter, John Conway, E. Dynkin, V. Arnol'd, and
certainly some members of Bourbaki (including Chevalley, Bruhat, Cartier,
and Serre) who immortalized him in [3]. Obviously H. Weyl held him in
high regard. There is a famous story that at the International Congress of
Mathematicians (I think it would have been in 1954), Chevalley gave a talk
in which he had computed the degrees of the basic invariants of the simple
Lie groups. Coxeter, in the audience, immediately pointed out that each of
these degrees was exactly one more than one of the exponents of the Cox-
eter element of the corresponding Coxeter-Weyl group. The mathematics
behind this previously unknown connection was worked out by John Cole-
man, Fig. 9, another Canadian mathematician and a great fan of Coxeter.
Figure 9: A. John Coleman, Ban® Centre 2001. c° R.V.Moody
Coxeter was at heart a 19th century geometer who went in his own way
towards what he thought was beautiful and worthy of his attention. I can-
6Escher's famous print Angels and Devils is based on a discrete hyperbolic re°ection
group. Escher was led to this type of image through direct contact with Coxeter. Ap-
parently initially he had the absolute circle on the inside and not, as it is in the Poincar¶e
disk model of the hyperbolic plane, on the outside.
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not recall any occasion on which I met him during which he did not bring up
some classical result of geometry about which he was puzzling or which he
was admiring. Around the regular and semi-regular polytopes in Euclidean
and hyperbolic spaces, he was a true master. In spite of his seemingly
antiquated interests, he made profound contributions to twentieth century
mathematics and his book Regular Polytopes remains as well-used today as
it ever was, and by a far wider scienti¯c community too.
I never thought of Coxeter as a guru, and I never got to know him on
a really personal level. He was an unusual character, and always rather
formal in a very British type of way. He was fully aware of who he was,
but never arrogant. It seems somewhat strange to me to see how deeply
in°uenced by his work my mathematical life has turned out to be, but it is
the fact. I am deeply indebted to my interconnections with him.
For more on his life and connections, see his biography [12].
Acknowledgement: Thanks to Michael Baake for reading this paper and
making some very useful comments.
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