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Combinatorial distance geometry in normed spaces
Konrad J. Swanepoel∗
Abstract
We survey problems and results from combinatorial geometry in normed spaces, concentrating
on problems that involve distances. These include various properties of unit-distance graphs,
minimum-distance graphs, diameter graphs, as well as minimum spanning trees and Steiner
minimum trees. In particular, we discuss translative kissing (or Hadwiger) numbers, equilateral
sets, and the Borsuk problem in normed spaces. We show how to use the angular measure of
Peter Brass to prove various statements about Hadwiger and blocking numbers of convex bodies
in the plane, including some new results. We also include some new results on thin cones and
their application to distinct distances and other combinatorial problems for normed spaces.
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1 Introduction
Paul Erdo˝s [57] introduced many combinatorial questions into geometry. Progress in solving these
and many subsequent problems went hand-in-hand with corresponding advances in combinatorics and
combinatorial number theory. Recently, some spectacular results were obtained using the polynomial
method, which introduced strong connections to algebra and algebraic geometry. In this survey, we
would like to explore a different direction, and consider combinatorial questions for other norms.
There have been sporadic attempts at generalising geometric questions of Erdo˝s to other normed
spaces, an early example being a paper of Fullerton [72]. According to Erdo˝s [60], Ulam was also
interested in generalizing certain distance problems to other metrics. This survey is an attempt at
presenting the literature in a systematic way.
We will also present new proofs of known results and give results that have not appeared in
the literature before. Since we will confine ourselves to normed spaces, it is natural that problems
involving distances will play a special role. However, many of these problems have alternative
formulations in terms of packings and coverings of balls, or involve packings and coverings in their
solutions, so there is some overlap with the general theory of packing and covering, as conceived
by László Fejes Tóth [66] and others. Nevertheless, we make no attempt here to give a systematic
treatment of packing and covering, apart from reviewing what is known about Hadwiger numbers (or
translative kissing numbers) of convex bodies and some close relatives, as these numbers show up
when we consider minimum-distance graphs and minimal spanning trees.
We have left out many topics with a combinatorial flavour, due to limitations on space and time.
These include results on vector sums in normed spaces (such as in the papers [6, 14, 104, 120, 185]),
embeddings of metric spaces into normed spaces, a topic with applications in computer science (see
[129, Chapter 15] and [147]), Menger-type results [11, 12, 124], and isometries and variants such as
unit-distance preserving maps and random geometric graphs (for instance [9] and [78]). For recent
surveys on covering and illumination, see Bezdek and Khan [23] and Naszódi [143]. For a recent
survey on discrete geometry in normed spaces, see Alonso, Martini, and Spirova [5].
1.1 Outline
After setting out some terminology in the next subsection, we will survey the Hadwiger number
of a convex body, as well as some variants of this notion in Section 2. In Section 3 we survey
recent results on equilateral sets. Although these two sections may at first not seem central to this
paper, Hadwiger and equilateral numbers are often the best known general estimates for various
combinatorial quantities. Then we consider three graphs that can be defined on a finite point set
in a normed space: the minimum-distance graph, the unit-distance graph and the diameter graph.
Section 4 covers minimum-distance graphs. Since many results on unit-distance and diameter graphs
have a similar flavour, we cover them together in Section 5. We briefly consider some other graphs
such as geometric minimum spanning trees, Steiner minimum trees and sphere-of-influence graphs in
Section 6. Then in Section 7, we present some applications of an angular measure introduced by Brass
[34], in order to give simple proofs of various two-dimensional results on relatives of the Hadwiger
number. In particular, we prove a result of Zong [211] that the blocking number of any planar convex
2
disc equals four. Finally, in Section 8 we give a systematic exposition of thin cones, introduced in
[173] and rediscovered and named in [73]. We build on an idea of Füredi [73] to give an up-to-now
best upper bound for the cardinality of a k-distance set in a d-dimensional normed space when k is
very large compared to d (Theorem 29). (This bound has very recently been improved by Polyanskii
[152].)
1.2 Terminology and Notation
For background on finite-dimensional normed linear spaces from a geometric point of view, see the
survey [128] or the first five chapters of [200]. We denote a normed linear space by X , its unit ball by
BX or just B, and the unit sphere by ∂BX . Our spaces will almost exclusively be finite dimensional. We
will usually refer to these spaces as normed spaces or just spaces when there is no risk of confusion.
If we want to emphasize the dimension d of a normed space, we denote the space by Xd . We will
measure distances exclusively using the norm.
We write x̂ for the normalization 1‖x‖x of a non-zero x ∈ X . If A,B⊆ X and λ ∈ R, then we define,
as usual, A+B := {a+b : a ∈ A,b ∈ B}, λA := {λa : a ∈ A}, −A := (−1)A, and A−B := A+(−B).
The interior, boundary, convex hull, and diameter of A⊆ X are denoted by intA, ∂A, conv(A), and
diam(A), respectively. The translate of A by the vector v ∈ X is denoted by A+ v := A+{v}.
The dual of the normed space X is denoted by X∗. All finite-dimensional normed spaces are
reflexive: (X∗)∗ is canonically isomorphic to X . A norm ‖·‖ is called strictly convex if ‖x+ y‖ <
‖x‖+ ‖y‖ whenever x and y are linearly independent, or equivalently, if ∂BX does not contain a
non-trivial line segment. A norm ‖·‖ is called smooth if it is C1 away from the origin o, or equivalently,
if each boundary point of the unit ball has a unique supporting hyperplane. Recall that a finite-
dimensional normed space is strictly convex if and only if its dual is smooth.
For p ∈ [1,∞), we let `dp = (Rd ,‖·‖p) be the d-dimensional `p space with norm
‖(x1, . . . ,xd)‖p := (
d
∑
i=1
|xi|p)1/p
and denote its unit ball by Bdp. The space `
d
∞ = (Rd ,‖·‖) has norm
‖(x1, . . . ,xd)‖∞ := max |xi| .
We also denote the Euclidean space `d2 by Ed , the Euclidean unit ball Bd2 by Bd , the d-cube Bd∞ by Cd ,
and the d-dimensional cross-polytope Bd1 by O
d . For any two normed spaces X and Y and p ∈ [1,∞],
we define their `p-sum X⊕pY to be the Cartesian product X×Y with norm ‖(x,y)‖p := ‖(‖x‖ ,‖y‖)‖p.
We define λ (X) = λ (BX) to be the largest length (in the norm) of a segment contained in ∂BX .
It is easy to see that 0 6 λ (X) 6 2, that λ (X) = 0 if and only if X is strictly convex, and if X is
finite-dimensional, λ (X) = 2 if and only if X has a 2-dimensional subspace isometric to `2∞ [34].
2 The Hadwiger number (translative kissing number) and relatives
In the next five subsections we discuss the Hadwiger number and four of its variants: the lattice
Hadwiger number, the strict Hadwiger number, the one-sided Hadwiger number and the blocking
number. See also Section 7 for a derivation of these numbers for 2-dimensional spaces.
2.1 The Hadwiger number
Let C be a convex body in a finite-dimensional vector space. A Hadwiger family of C is a collection
of translates of C, all touching C and with pairwise disjoint interiors. The Hadwiger number (or
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translative kissing number) H(C) of C is the maximum number of translates in a Hadwiger family of
C. (The term Hadwiger number was introduced by L. Fejes Tóth [68].)
Denote the central symmetral of C by B := 12(C−C). By a well-known observation of Minkowski,
{vi+C : i ∈ I} is a Hadwiger family if and only if {vi+B : i ∈ I} is a Hadwiger family. Also,
{vi+B : i ∈ I} is a Hadwiger family if and only if {vi : i ∈ I} is a collection of unit vectors in the
normed space with B as unit ball, such that
∥∥vi− v j∥∥ > 1 for all distinct i, j ∈ I. We define the
Hadwiger number H(X) of a finite-dimensional normed space X as the Hadwiger number H(BX) of
the unit ball.
The Hadwiger number of X is known to be a tight upper bound for the maximum degrees of
minimum-distance graphs (Section 4) and spanning trees (Section 6.1) in X , and this is why we survey
what is known about this number, updating the earlier surveys of Zong [217, 218] and Böröczky
Jr. [31, § 9.6].
There is a recent comprehensive survey by Boyvalenkov, Dodunekov and Musin [33] on the
Hadwiger number (also known as kissing number) of Euclidean balls. We only remind the reader
of the following facts. Wyner [206, Section V], improving on Shannon [167], determined the lower
bound of H(Bd)> (2/
√
3)d+o(d) using a greedy argument. This lower bound is essentially still the
best known (see also the end of this Section 2.1 below), as is the upper bound H(Bd)6 20.401d+o(d) by
Kabatiansky and Levenshtein [98]. The following exact numbers are known: H(B3) = 12 (with a long
history culminating in Schütte and Van der Waerden [166]), H(B4) = 24 (Musin [140]), H(B8) = 240
and H(B24) = 196560 (Levenshtein [117] and Odlyzko and Sloane [146]).
Hadwiger [88] showed the upper bound H(C)6 3d−1 for all d-dimensional convex bodies C,
attained by an affine d-cube, and by a result of Groemer [80] only by affine d-cubes. In particular, the
Hadwiger number of a parallelogram is 8. Grünbaum [83], answering a conjecture of Hadwiger [88],
showed that H(C) = 6 for any planar convex body C that is not a parallelogram. The non-trivial part
is showing the upper bound H(C)6 6. In Section 7 we show how this follows from the existence of
an angular measure introduced by Brass [34].
Grünbaum [83] conjectured that H(C) is an even number for all convex bodies, as it is in the
plane, but this turned out to be false. Talata (unpublished) constructed a 3-dimensional polytope with
Hadwiger number 17, and Joós [97] constructed one with Hadwiger number 15.
Robins and Salowe [160] showed that the octahedron has Hadwiger number 18 (this was also
independently discovered by Larman and Zong [113] and Talata [193]). Larman and Zong [113]
showed that the rhombic dodecahedron has Hadwiger number 18, and also gave results for certain
elongated octahedra. Robins and Salowe [160] also obtained lower bounds for `p-balls, in particular
H(`d1) > 20.0312...d−o(d) and H(`dp) > (2− εp)d for all p ∈ (1,∞), where εp ∈ (0,1) and εp → 0 as
p→ ∞; the latter was rediscovered by Xu [207, Theorem 4.2], who also obtained some (weaker)
constructive bounds from algebraic geometry codes. Slightly better bounds for p6 2 and close to 2
can be found in [174]. Larman and Zong [113] also showed H(`dp)> (9/8)d+o(d). It follows from the
main result in Talata [194] that H(`d1)> 1.13488d+o(d) (see the next paragraph).
Proving a conjecture of Zong [214], Talata [190] showed that the Hadwiger number of the
tetrahedron is 18. (This equals the Hadwiger number of the central symmetral of a tetrahedron, which
is the affine cuboctahedron.) Talata [194] found a lower bound of 1.13488d+o(d) for the d-dimensional
simplex and more generally for d-orthoplexes, that is, the intersection of a (d+1)-dimensional cube
with a hyperplane orthogonal to a diagonal). Since the difference body of a d-dimensional simplex is
the hyperplane section of a (d+1)-dimensional cross-polytope through its centre parallel to a facet,
this also gives the best-known lower bound for the `1-norm, as mentioned in the previous paragraph.
Talata [194] conjectured an upper bound of 1.5d−o(d) for the d-dimensional simplex.
The inequality
H(C1×C2)> (H(C1)+1)(H(C2)+1)−1
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for the Cartesian product of the convex bodies C1 and C2 is straightforward. Zong [216] showed that
equality holds if either C1 or C2 is at most 2-dimensional, and presented some more general conditions
where equality holds. Talata [196] gave examples of convex bodies C1 and C2 for any dimensions
larger than 2 for which this inequality is strict. In the same paper he constructed strictly convex
d-dimensional bodies C such that H(C)>Ω(7d/2) and made the following two conjectures:
Conjecture 1 (Talata [196]). In each pair of dimensions d1,d2 > 3 there exist d1-dimensional convex
bodies K1,K′1 and d2-dimensional convex bodies K2,K
′
2 such that H(K1)=H(K
′
1) and H(K2)=H(K
′
2),
but H(K1×K2) 6= H(K′1×K′2).
Conjecture 2 (Talata [196]). There exists a constant c> 0 such that H(C)6 (3− c)d for all strictly
convex d-dimensional convex bodies.
By an old result of Swinnerton-Dyer [188], H(B)> d2+d for all d-dimensional B. For d = 2,3
the Euclidean ball attains this bound. However, for sufficiently large d it turns out that the Hadwiger
number grows exponentially in d, independent of the specific body. Bourgain (as reported in [76])
and Talata [189] showed the existence of an exponential lower bound by using Milman’s Quotient-
Subspace Theorem [137]. An explicit exponential lower bound of H(B) > Ω((2/
√
3)d) for any
d-dimensional convex body B follows from Theorem 1 in Arias-de-Reyna, Ball, and Villa [7]. Note
that this is essentially as large as the best known lower bound for the d-dimensional Euclidean ball
found by Wyner [206].
2.2 Lattice Hadwiger number
The lattice Hadwiger number HL(C) of a convex body C is defined to be the largest size of a Hadwiger
family {vi+C : i ∈ I} of C that is contained in a lattice packing {v+C : v ∈Λ}, where Λ is a full-
dimensional lattice. By the observation of Minkowski mentioned in Section 2.1, HL(C) = HL(B)
where B is the central symmetral of C. We also define the lattice Hadwiger number of a finite-
dimensional normed space X as HL(X) = HL(BX). The lattice Hadwiger number plays a role in
bounding the maximum number of edges of a minimum-distance graph in X (Section 4.1).
Minkowski [110] already showed that HL(C) 6 3d − 1 and HL(C) 6 2(2d − 1) if C is strictly
convex. It is easily observed that H(C) =HL(C) for planar convex bodies C, and for the d-dimensional
cube, HL(Cd) = H(Cd) = 3d−1. The result of Swinnerton-Dyer [188] mentioned earlier, actually
shows that HL(C)> d2+d for all d-dimensional convex bodies C. This seems to be the best-known
lower bound valid for all convex bodies. Zong [218] posed the problem to show that for all d-
dimensional convex bodies C, HL(C)>Ω(cd) for some constant c > 1 independent of d. The best
asymptotic lower bound for the Euclidean ball is HL(Bd) > 2Ω(log
2 d), attained by the Barnes–Wall
lattice, as shown by Leech [116].
Zong [214] determined the lattice Hadwiger number of the tetrahedron T in 3-space: HL(T ) = 18,
and determined a lower bound of d2+d+6bd/3c for simplices. For Euclidean space these numbers
are known up to dimension 9 (Watson [205]): HL(B3) = 12, HL(B4) = 24, HL(B5) = 40, HL(B6) = 72,
HL(B7) = 126, HL(B8) = 240, HL(B9) = 272. In particular, HL(E9) = 272 < 306 6 H(E9) is the
smallest dimension where H and HL differ for a Euclidean ball (although they are equal in dimension
24). Zong [212] showed that in each dimension d > 3 there exists a convex body C such that
H(C)> HL(C). His example is a d-cube with two opposite corners cut off. Recall that Talata [196]
constructed d-dimensional strictly convex bodies C with H(C) > Ω(7d/2). When compared with
Minkowski’s upper bound HL(C)6 2(2d−1) for all strictly convex bodies C, this shows that the gap
between H(C) and HL(C) can be very large, even for strictly convex sets (see also [192]).
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2.3 Strict Hadwiger number
A strict Hadwiger family of C is a collection of translates of C, all touching C and all pairwise
disjoint (that is, no two overlap or touch). The strict Hadwiger number H ′(C) of C is the maximum
number of translates in a strict Hadwiger family of C. We also define the strict Hadwiger number of a
finite-dimensional normed space X as H ′(X) = H ′(BX). Clearly, H ′(C)6 H(C), and it is not difficult
to see that the strict Hadwiger number of the d-dimensional cube is H ′(Cd) = 2d .
Doyle, Lagarias, and Randall [54] showed that H ′(C) = 5 if C is a planar convex body that is not
a parallelogram. (Robins and Salowe [160] observed that H ′(C2) = 4 for the parallelogram C2). See
Section 7 for a simple proof of this fact using angular measures.
Robins and Salowe [160] studied H ′(X) in connection to minimal spanning trees in a finite-
dimensional normed space X ; see Section 6.1. For the 3-dimensional Euclidean ball B3, H ′(B3) = 12,
as demonstrated by the many configurations of 12 pairwise non-touching balls, all touching a central
ball [108]. Robins and Salowe [160] showed that for the regular octahedron O3, 136 H ′(O3)6 14,
and that for each d > 3 there exists p ∈ (1,∞) such that H ′(`dp)> 2d = H ′(Cd). Talata [189] showed
that there is also an exponential lower bound for H ′, and the explicit exponential lower bound of
H ′(C)>Ω((2/
√
3)d) also follows from the results of Arias-de-Reyna, Ball, and Villa [7] mentioned
at the end of Section 2.1.
Talata [196] studied H ′ for Cartesian products of convex bodies. In particular, he showed that if
C1, . . . ,Cn are convex discs, with k parallelograms among them, then
H ′(C1×C2×·· ·×Cn) = 4k(4 ·6n−k +1)/5.
He also showed that there exist d-dimensional convex bodies Kd for which H ′(Kd) =Ω(7d/2), from
which his example of a strictly convex body with Hadwiger number Ω(7d/2) follows. Indeed, given
any convex body with a strict Hadwiger configuration, it is easy to modify the convex body so that
it becomes strictly convex and the Hadwiger configuration stays strict. Hence, Conjecture 2 would
imply that H ′(C)6 (3− c)d for any d-dimensional convex body C.
2.4 One-sided Hadwiger number
The one-sided Hadwiger number H+(C) of a convex body C is the maximum number of translates
in a Hadwiger family {vi+C : i ∈ I} such that {vi : i ∈ I} is contained in a closed half space with
the origin on its boundary. We also define the one-sided Hadwiger number H+(X) of the normed
space X to be the H+(BX). Clearly, for the circular disc B2 we have H+(B2) = 4. It is easy to show
that H+(B) = 4 for any convex disc B except the parallelogram C2, where H+(C2) = 5 (see Section 7
for proofs). The open one-sided Hadwiger number Ho+(C) of C is defined similarly by replacing
‘closed half space’ by ‘open half space’ in the definition. We also define the open one-sided Hadwiger
number Ho+(X) of the normed space X to be the H
o
+(BX). The open one-sided Hadwiger number
bounds the minimum degree of a minimum-distance graph in X (Section 4.2). It is not hard to show
that Ho+(X
2) = 3 for any normed plane X2 with λ (X2) 6 1, and Ho+(X2) = 4 otherwise (see again
Section 7 for proofs). G. Fejes Tóth [64] showed that for the 3-dimensional Euclidean ball B3 we
have H+(B3) = 9 (see also Sachs [162] and A. Bezdek and K. Bezdek [16] for alternative proofs).
Kertész [102] showed that Ho+(B
3) = 8. Musin [141] showed that for the 4-dimensional Euclidean
ball, H+(B4) = 18. (K. Bezdek [18] observed that it follows from Musin’s determination of H(B4)
[140] that 18 6 H+(B4) 6 19.) Bachoc and Vallentin [8] found the exact value H+(B8) = 183 and
upper bounds for Euclidean spaces of dimension up to 10, improving earlier bounds by Musin [142].
K. Bezdek and Brass [21] showed that H+(C)6 2 ·3d−1−1 for any d-dimensional convex body
C, with equality attained only by the affine d-cube Cd . They ask as an open problem for a tight upper
bound of Ho+(C) valid for all d-dimensional convex bodies. Lángi and Naszódi [111] generalized
some of the results in [21].
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2.5 Blocking number
Zong [211] introduced the blocking number of a convex body: the minimum number of non-
overlapping translates of C, all touching C, and such that no other translate can touch C without
overlapping some of these translates. Equivalently, the blocking number B(C) of a convex body C is
the minimum number of translates in a maximal Hadwiger family of C. The strict blocking number
B′(C) of C is the minimum size of a maximal strict Hadwiger family of C. Thus clearly, B(C)6H(C)
and B′(C)6 H ′(C).
Zong [211] showed that the blocking number of any convex disc equals 4. In Section 7 we
give a simple proof of this result, we determine the strict blocking number of all convex discs, and
present some related results, all using angular measures. Dalla, Larman, Mani-Levitska, and Zong
[51] determined the blocking numbers of the 3- and 4-dimensional Euclidean balls and of all cubes:
b(B3) = 6, b(B4) = 9, b(Cd) = 2d . For further results on blocking numbers, see Yu [208], Yu and
Zong [209], and Zong [213, 215, 217, 218].
3 Equilateral sets
A set of S of points in a normed space X is equilateral if ‖x− y‖= 1 for any distinct x,y ∈ S. Let e(X)
denote the largest size of an equilateral set of points in X if it is finite. Here we emphasize results that
appeared after the survey [179].
Petty [150] and Soltan [169] observed that it follows from a celebrated result of Danzer and
Grünbaum [52] that e(X)6 2d for all d-dimensional X , and that equality holds iff X is isometric to
`d∞ (equivalently, iff the unit ball is an affine d-cube).
The following conjecture has been made often [150, 138, 200] (see also [83]):
Conjecture 3 (Petty [150]). For all d-dimensional X, e(X)> d+1.
It is simple to see that this conjecture holds for d = 2. Petty [150] established it for d = 3. He in
fact proved that in any normed space of dimension at least 3, any equilateral set of 3 points can be
extended to an equilateral set of 4 points. His proof uses the topological fact that the plane with a
point removed is not simply connected. Väisälä [203] gave a more elementary proof that only uses
the connectedness of the circle. (Kobos [105] also gave an alternative proof that depends on the
2-dimensional case of the Brouwer Fixed-Point Theorem.) Makeev [123] showed that the conjecture
is true for d = 4. Brass [37] and Dekster [53] used the Brouwer Fixed-Point Theorem to show that
the conjecture holds for spaces sufficiently close to Ed . Swanepoel and Villa [186] used a variant of
that argument to show that it holds for spaces sufficiently close to `d∞. Kobos [106] showed that the
conjecture holds for norms on Rd for which the norm is invariant under permutation of the coordinates,
as well as for d-dimensional subspaces of `d+1∞ and spaces sufficiently close to them. There has also
been work on bounding e(Xd) from below in terms of d. Brass [37] and Dekster [53] combined
their previously mentioned result on spaces close to Euclidean space with Dvoretzky’s Theorem to
show that e(Xd) is bounded below by an unbounded function of the dimension. In fact, their proof,
when combined with the best known dimension [163] in Dvoretzky’s Theorem gives a lower bound
e(Xd)>Ω(
√
logd/ log logd). Swanepoel and Villa [186] showed that e(Xd)> exp(Ω(
√
logd)) by
using, instead of Dvoretzky’s Theorem, a theorem of Alon and Milman [3] on subspaces close to Ed
or `d∞, together with a version of Dvoretzky’s Theorem for spaces not far from Euclidean space, due to
Milman [136]. Roman Karasev (personal communication), in the hope of finding a counterexample to
Conjecture 3, asked whether the above conjecture holds for Ea⊕1Eb, the `1-sum of two Euclidean
spaces. The special case (a,b) = (1,d−1) was considered by Petty [150] (see also Section 3.2 below).
It is not difficult to show that for Petty’s space we have e(R⊕1Ed−1)> d+1 [179]. Joseph Ling [119]
has shown that for this space, e(R⊕1Ed−1) 6 d+ 2 and that equality holds for all d 6 10. Aaron
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Lin [118] showed that e(Ea⊕1Eb)> a+b+1 for all a6 b such that a6 27 or b≡ 0,1,a (mod a+1)
among other cases, with the open cases of lowest dimension being E28⊕1E40 and E29⊕1E39. There
are other results that cast some doubt on Conjecture 3: the existence of small maximal equilateral
sets (Section 3.2) and the existence of infinite-dimensional normed spaces that do not have infinite
equilateral sets, first shown by Terenzi [198, 199]; see also Glakousakis and Mercourakis [79]. (For
more on equilateral sets in infinite-dimensional space, see [71, 107, 131, 132].)
Grünbaum [84] showed that for a strictly convex space of dimension 3, e(X)6 5. Building on
his work, Schürmann and Swanepoel [165] determined e(X) for various 3-dimensional spaces, and
in particular showed the existence of a smooth 3-dimensional space with e(X) = 6. They showed
that 6 is the maximum for smooth norms in dimension 3 and characterized the 3-dimensional norms
that admit equilateral sets of 6 and 7 points (see also Bisztriczky and Böröczky [26] for more general
results).
We say that a set S of points in Rd is strictly antipodal if for any two distinct x,y ∈ S there exist
distinct parallel hyperplanes Hx and Hy such that x ∈ Hx, y ∈ Hy, and A \ {x,y} is contained in the
open slab bounded by Hx and Hy. Let A′(d) denote the largest size of a strictly antipodal set in a
d-dimensional space [125]. It is easy to see that e(Xd)6 A′(d) for all strictly convex Xd , and that there
exists a strictly convex and smooth Xd such that e(Xd) = A′(d). Erdo˝s and Füredi [61] showed that
A′(d)>Ω((2/
√
3)d), thus implying that there exist strictly convex d-dimensional normed spaces Xd
with e(Xd)>Ω(2/
√
3)d . Talata improved this by a construction (described in [31, Lemma 9.11.2])
to A′(d)>Ω(3d/3), and announced that A′(d)>Ω(5d/4) (see [31, p. 271]). Subsequently, Barvinok,
Lee, and Novik [15] found another construction that shows A′(d) > Ω(3d/2). This is currently the
best-known bound for e(Xd) for strictly convex spaces.
Conjecture 4 (Erdo˝s and Füredi [61]). There exists c > 0 such that for all d-dimensional strictly
convex spaces Xd , e(Xd)6 (2− c)d .
In fact, there is no known proof even that e(Xd) 6 2d − 2 for all strictly convex Xd , except in
dimensions d 6 3 (Grünbaum [84]). It might also be interesting to look at rounded cubes such as
the following. For small ε > 0, let Xd have as unit ball the rounded d-cube Bd∞+ εBd2 . This space
is smooth, but not strictly convex. Using results from [165] it can be shown that e(X3) = 5 for all
sufficiently small ε > 0. Thus, there exist three-dimensional smooth spaces arbitrarily close to `3∞,
and with e(`3∞)− e(X3) = 3. It might be that for small ε , e(Xd) is very far from e(`d∞) = 2d , possibly
even linear in d.
Conjecture 5. For some constant C > 0, for each d ∈ N there exists an ε > 0 such that e(Xd)6Cd,
where Xd is the normed space with unit ball Bd∞+ εBd2 .
Note that the dual of `d∞ is `
d
1 , for which Alon and Pudlák [4] has shown e(`
d
1) = O(d logd). We
propose the following conjecture:
Conjecture 6. For any d-dimensional normed space X with dual X∗, e(X)e(X∗)6 2d+o(d).
It would already be interesting to show that e(X)e(X∗) = o(4d).
3.1 Equilateral sets in `∞-sums and the Borsuk problem
We next consider `∞-sums of normed spaces. If X and Y are normed spaces, then the unit ball of
X ⊕∞Y is the Cartesian product BX ×BY . It is easy to see that e(X ⊕∞Y ) > e(X)e(Y ). For certain
X and Y it is possible to show that equality holds. The Borsuk number b(X) of X is defined to
be the smallest k such that any subset of X of diameter 1 can be partitioned into k parts, each of
diameter strictly smaller than 1. This notion was introduced by Grünbaum [82]. The Borsuk number
of Euclidean space received the most attention, ever since Borsuk [30] conjectured that b(Ed) equals
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d+1. It is known that b(Ed) = e(Ed) for d = 2 (Borsuk [30]) and d = 3 (Perkal [149] and Eggleston
[56]), b(Ed) > (1.203 · · ·+ o(1))
√
d (Kahn and Kalai [99]), b(Ed) 6 2d−1 + 1 (Lassak [114]), and
b(Ed) 6 (
√
3/2+ o(1))d (Schramm [164] and Bourgain and Lindenstrauss [32]). Currently, the
smallest dimensions for which Borsuk’s conjecture is known to be false, are b(E65)> 83 (Bondarenko
[29]) and b(E64)> 71 (Jenrich and Brouwer [96]). See Raigorodskii [157] and Kalai [100] for recent
surveys. Clearly, b(X)> e(X), although as is shown by the counterexamples to Borsuk’s conjecture,
these two quantities are very different already for Euclidean spaces. On the other hand, it is easy to see
that b(`d∞) = e(`
d
∞) = 2
d . Grünbaum [82] showed that b(X2) = e(X2) for all 2-dimensional spaces.
Zong [218] asked whether b(Xd) 6 2d for all d-dimensional Xd . It is well known [161] that a
d-dimensional convex body K can be covered by O(2dd logd) translates of −(1− ε)K, where ε > 0
is arbitrarily small. It follows that b(Xd)6 O(2dd logd) for all d-dimensional Xd .
We define the following variant for finite subsets of X . Let the finite Borsuk number b f (X) of X
be the smallest number k such that any finite subset of X of diameter 1 can be partitioned into k parts,
each of diameter strictly smaller than 1. Then b(X)> b f (X), although we have no evidence either
way whether these two quantities can differ for some X or not, although we note that b f (`d∞) = 2
d and
b f (X2) = b(X2) = e(X2) for any two-dimensional space X2.
Proposition 1. For any two finite-dimensional normed spaces X and Y ,
e(X)e(Y )6 e(X⊕∞Y )6 e(X)b f (Y ).
Proof. If S is an equilateral set in X , and T an equilateral set in Y , with equal distances, then S×T
is equilateral in X ⊕∞ Y . This shows the first inequality. For the second inequality, let E be an
equilateral set with distance 1 in X⊕∞Y , and let piY : X⊕∞Y → Y be the projection onto the second
coordinate. Then piY (E) has diameter at most 1 in Y , so can be partitioned into k 6 b f (Y ) parts
E1, . . . ,Ek, each of diameter < 1. It follows that pi−1Y (E1), . . . ,pi
−1
Y (Ek) is a partition of E, and each
piX(pi−1Y (Ei)) is equilateral. Finally, note that
∣∣pi−1Y (Ei)∣∣ = ∣∣piX(pi−1Y (Ei))∣∣ for each i. The second
inequality follows.
Corollary 2. If X and Y are finite-dimensional normed spaces, and one of X or Y is at most 2-
dimensional or Euclidean 3-space E3, then e(X⊕∞Y ) = e(X)e(Y ).
Perhaps the simplest `∞-sum for which this corollary does not determine e(X) is the `∞-sum
of two 4-dimensional Euclidean spaces, with unit ball the Cartesian product of two 4-dimensional
Euclidean balls. If b f (E4) were equal to 5, then Proposition 1 would give that e(E4⊕∞ E4) = 25.
Most likely it would be easier to determine the value of e(E4⊕∞E4) than to settle Borsuk’s conjecture
in Euclidean 4-space.
3.2 Small maximal equilateral sets
Petty [150] showed that it is not always possible to extend an equilateral set of size at least 4 to an
equilateral set properly containing it. In particular, he showed that R⊕1Ed−1 contains a maximal
equilateral set of 4 points for each d > 3. Swanepoel and Villa [187] found many other spaces with
the property of having small maximal equilateral sets. In particular, for any p ∈ [1,2) there exists a
Cp such that `dp and `p have maximal equilateral sets of size at most Cp.
Conjecture 7 ([187]). Any d-dimensional normed space has a maximal equilateral set of size at
most d+1.
This conjecture holds for all `dp, p ∈ [1,∞], and also for all spaces sufficiently close to one of
these spaces [187]. See also Kobos [105], where smooth and strictly convex spaces with maximal
equilateral sets of size 4 are constructed.
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3.3 Subequilateral sets
Lawlor and Morgan [115] used the following weakening of equilateral sets. A polytope P in a
normed space X is called subequilateral if the length of each edge of P equals the diameter of P (in the
norm) [182]. We denote the maximum number of vertices in a subequilateral polytope in Xd by es(Xd).
For any equilateral set S, conv(S) is a subequilateral polytope, hence e(Xd)6 es(Xd). Subequilateral
polytopes were used in [115] to construct certain energy-minimizing cones. These polytopes turn out
to be so-called edge-antipodal polytopes, introduced by Talata [193], who conjectured that an edge-
antipodal 3-polytope has a bounded number of vertices. This was proved by Csikós [48]. K. Bezdek,
Bistriczky and Böröczky [20] determined the tight bound of 8, which implies that es(X3) 6 8 for
any 3-dimensional normed space. Pór [153] proved the generalization of Talata’s conjecture to all
dimensions, by showing that for each d there exists a cd such that any edge-antipodal d-polytope has
at most cd vertices. His proof is non-constructive, and only gives es(Xd)< ∞ for each d. In [182] it is
shown that es(Xd)6 (1+d/2)d . This in turn implies the same bound on the number of vertices of an
edge-antipodal polytope.
Conjecture 8 ([182]). A subequilateral set in a d-dimensional normed space has size at most cd ,
where c> 2 is some absolute constant.
The results of Bisztriczky and Böröczky [26] on edge-antipodal 3-polytopes imply that for a
strictly convex X3, es(X3)6 5.
4 Minimum-distance graphs
Given any finite packing {C+ vi : i = 1, . . .n} of non-overlapping translates of a d-dimensional convex
body C, we define the touching graph of the packing to be the graph with a vertex for each translate,
and with two translates joined by an edge if they intersect (necessarily in boundary points). By
the observation of Minkowski mentioned in Section 2.1, if {C+ vi : i = 1, . . .n} is a packing of non-
overlapping translates of C, then {B+ vi : i = 1, . . .n} is a packing of non-overlapping translates of the
central symmetral B = 12(C−C) of C. Since B is o-symmetric, it is the unit ball of a d-dimensional
normed space. We therefore make the following definition.
Given a finite set V in a normed space X with minimum distance d = minx,y∈V ‖x− y‖, we define
the minimum-distance graph of V to be Gm(V ) = (V,E) by taking all minimum distance pairs xy to
be edges, that is, xy ∈ E whenever ‖x− y‖= d.
We next consider a selection of parameters of these minimum-distance graphs. As a first remark,
the maximum clique number of a minimum-distance graph in X equals e(X), the maximum size
of an equilateral set. Note that in any 2-dimensional normed space in which the unit ball is not a
parallelogram, minimum-distance graphs are always planar. In fact, no edge can intersect another
edge in its relative interior [34].
4.1 Maximum degree and maximum number of edges of minimum-distance graphs
The degree of any vertex in a minimum-distance graph is bounded above by the Hadwiger number
H(X) of X . This bound is sharp when taken over all minimum-distance graphs, since the minimum-
distance graph of a subset of ∂B, pairwise at distance at least 1, together with the origin o, has degree
exactly H(X) at o.
Let m(n,X) denote the maximum possible number of edges of a minimum-distance graph of n
points in X . The above observation immediately gives the bound m(n,X) 6 H(X)n/2. Erdo˝s [57]
mentioned that m(n,E2) = 3n−O(√n). Harborth [92], answering a question of Reutter [159], found
the exact value m(n,E2) = b3n−√12n−3c for all n > 1. Brass [34] showed that the same upper
bound holds for all norms onR2 except those isometric to `2∞. A key tool in his proof is the introduction
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of an angular measure with various properties mimicking the Euclidean angular measure (Section 7).
He also determined the maximum for `2∞: m(n, `
2
∞) = b4n−
√
28n−12c for all n> 1.
K. Bezdek [18] considered the problem of determining m(n,E3), and calls it the combinatorial
Kepler problem. In [19] he showed that 6n− 7.862n2/3 6 m(n,E3) 6 6n− 0.695n2/3, and in [25],
K. Bezdek and Reid improved the upper bound to 6n−0.926n2/3. For more on Euclidean minimum-
distance graphs, see the recent survey of K. Bezdek and Khan [22]. We next show how an isoperimetric
argument gives a slight improvement to the bound m(n,X)6 H(X)n/2.
Proposition 3. For any d-dimensional normed space Xd , m(n,Xd) 6 H(X)n/2− cdn1−1/d , where
cd > 0 depends only on d.
Proof. Consider a set V of n points in Xd with unit ball B = BX . Let G = (V,E) be the minimum-
distance graph of V . Without loss of generality, the minimum distance may be taken as 1. We may
identify Xd with Rd in such a way that the ellipsoid of maximum volume contained in B is the
Euclidean ball Bd . Then a reverse isoperimetric inequality of Ball [10] states that
λd−1(∂B)6 2dλd(B)1−1/d , (1)
where we denote k-dimensional Lebesgue measure in Rd by λk.
Let W ⊆V denote the set of all vertices of degree < H(X). Let S = ⋃v∈V (B+ v). Then clearly,
∂S⊆⋃v∈V (∂B+ v). We claim that ∂S⊆⋃v∈W (∂B+ v). Indeed, let x ∈ ∂S, say x ∈ ∂B+ v0. Since
for each neighbour v of v0, x /∈ intB+ v, we have ‖x− v‖ > 1. It follows that any two points in
{v : vv0 ∈ E}∪{x} ⊂ B+ v0 are at distance at least 1. Therefore, the degree of v0 is strictly smaller
than H(X), hence v0 ∈W .
It follows that
λd−1(∂S)6 |W |λd−1(∂B). (2)
Since the balls
{1
2 B+ v : v ∈V
}
form a packing and are contained in S, we have
λd(S)> |V |λd(B)/2d . (3)
By the isoperimetric inequality,
λd−1(∂S)> dκ1/dd λd(S)1−1/d , (4)
where κd = λd(Bd) is the volume of the Euclidean unit ball. If we put (1)–(4) together, we obtain
|W |> (κ1/dd /2d) |V |1−1/d , and since |E|6 12 (H(X) |V |− |W |), the Proposition follows.
K. Bezdek [17] derived an upper bound with an improved n1−1/d term which also involves the
density of a densest translative packing of BX . The main problem though, already in the Euclidean case,
is the coefficient of n in this upper bound, even when the Hadwiger number is known. Indeed, if we
consider a lattice packing of the unit ball, we obtain the following obvious lower bound in terms of the
lattice Hadwiger number: m(n,X)> HL(X)n/2−Ω(n1−1/d). Therefore, whenever H(X) = HL(X),
we have that m(n,X) = H(X)n/2−Θ(n1−1/d). However, when these numbers differ, for instance in
9-dimensional Euclidean space where HL(E9)< H(E9), we do not even know the main term. When
d > 2 and n is large, it is also not clear if point sets that maximize m(n,X) have to be pieces of lattices
for which HL is attained.
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4.2 Minimum degree of minimum-distance graphs
Let δ (X) denote the largest minimum degree of a minimum-distance graph in X . That is,
δ (X) = max{δ (G) : G is a minimum-distance graph in X} .
We can also define δ (X) as the largest k such that all minimum-distance graphs have a vertex of degree
at most k. Another description found in the literature is the following. A finite packing of translates of
a convex body C is called a k+-neighbour packing if each translate has at least k neighbours. Then
δ (X) is the largest k such that there exists a finite k+-neighbour packing of translates of the unit ball
BX .
By considering a vertex of the convex hull of the set of points, we see that δ (X)6 Ho+(X). Even
in 2-dimensional spaces, there may be strict inequality. For example, if the unit ball is a square with
two opposite corners truncated a bit, then δ (X2) = 3 by a result of Talata [195] (Theorem 21 below),
but Ho+(X
2) = 4 (Proposition 23 below). Also, δ (E3)6 Ho+(E3) = 8 by the result of Kertész [102]
mentioned in Section 2.4, but it is unknown whether equality holds. The best known lower bound
δ (E3)> 6 is due to a construction of G. Wegner of a 6-regular minimum-distance graph on 240 points
in E3, described in [65].
Most of the results on δ (X) were obtained by Talata. In [195] he showed that δ (X2) = 3 if X2 is
not isometric to `2∞, and δ (`2∞) = 4. In Section 7 we give a simple proof of this fact. He also determined
δ (X2⊕∞R) = 10 if X2 is not isometric to `2∞, and δ (`3∞) = 13. In [197] he considered δ (X) for an
arbitrary finite-dimensional normed space, and showed that δ (X) > HL(X)/2, which implies the
above-mentioned result of Wegner that δ (E3) > 6. Talata also showed that δ (X) = HL(X)/2 if X
is the `∞-sum of spaces of dimension at most 2, or equivalently, if the unit ball is the Cartesian
product of segments and centrally symmetric convex discs. In [191] he showed that equality still
holds if X is the `∞ sum of spaces of dimension at most 2 or `31. In particular, δ (`
3
1) = 9 and
δ (`d∞) = (3d − 1)/2. As mentioned in Section 2.2, for high-dimensional Euclidean space the best-
known lower bound for the lattice Hadwiger number is not particularly strong: HL(Ed)> 2Ω(log
2 d).
Alon [2] improved the corresponding bound for δ (Ed) by showing that δ (Ed)> 2
√
d if d is a power
of 4, hence δ (Ed)> 2
√
d/2 in general. (See also the stronger conjecture of Chen [42] in Section 4.3
below). Talata [197] conjectured that δ (X)6 H(X)/2, which holds in dimension 2. In both papers
[195, 197], Talata also estimated the smallest number of points in a minimum-distance graph with
minimum degree δ (X). In [197] he considered a lattice version of δ (X).
4.3 Chromatic number and independence number of minimum-distance graphs
Let χm(X) denote the largest chromatic number of a minimum-distance graph in X and αm(n,X) the
smallest independence number of a minimum-distance graph on n points in X . Then χm(X)αm(n,X)>
n. Also, χm(X) 6 δ (X)+ 1, hence αm(n,X) > n/(δ (X)+ 1) [24, Theorem 2]. Talata’s conjecture
above in Section 4.2 would imply the upper bound χm(X)6 H(X)/2+1. We have no better lower
bound for the chromatic number of a general d-dimensional normed space than χm(Xd)> e(Xd)>
eΩ(
√
logd). The Euclidean minimum-distance graph in Figure 1 has chromatic number 4, which
gives χm(E2) > 4 (Maehara [121]). Maehara observed that the obvious generalization to higher
dimensions gives χm(Ed) > d + 2. Chen [42] used strongly regular graphs to show that for any
d = q3−q2+q, where q is a prime power, χm(Ed)> q3+1. Chen conjectured that χm(Ed)> c
√
d
for some constant c> 1.
Since any minimum-distance graph for `d∞ is a subgraph of the minimum-distance graph (in `
d
∞) of
the lattice Zd (L. Fejes Tóth and Sauer [69]; see also Brass [34]), we obtain χm(`d∞)6 2d . Since also
χm(`d∞)> e(`d∞) = 2d , we obtain the exact value χm(`d∞) = 2d .
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Figure 1: Maehara’s minimum-distance graph with chromatic number 4
By Talata’s result on the minimum degree of 2-dimensional spaces mentioned above, we have
χm(X2) 6 δ (X2)+ 1 = 4 for any X2 not isometric to `2∞. (This also follows from the Four-Colour
Theorem, since in this case the minimum-distance graph is planar.) It is easily seen that Maehara’s
graph in Figure 1 can be realized in any normed plane. Since also χm(`2∞) = 4, we obtain χm(X2) = 4
for all normed planes. Consequently, αm(n,X2)> n/4 for all 2-dimensional X2. This was observed
by Pollack [151] for the Euclidean plane. Csizmadia [50] improved the Euclidean lower bound to
αm(n,E2) > 9n/35 and Swanepoel [178] to αm(n,E2) > 8n/31. Pach and Tóth [148] obtained the
upper bound αm(n,E2) 6 d5n/16e. Swanepoel [178] also showed the lower bound αm(n,X2) >
n/(4− ε), where ε > 0 depends on X2, for each X2 with λ (X2)6 1. Most likely this assumption on
X2 is unnecessary.
Conjecture 9. For each normed plane X2, there exists ε > 0 depending only on λ (X2) such that
the independence number of any minimum-distance graph on n points in X2 is at least αm(n,X2)>
n/(4− ε).
K. Bezdek, Naszódi and Visy [24] introduced a quantity that they call the k-th Petty number
for packings Pm(k,X): this is the largest n such that there exists a minimum-distance graph on n
points in X with independence number < k. Thus, Pm(2,X) = e(X), Pm(k,X)> (k−1)e(X), and by
Ramsey’s Theorem, Pm(k,X) < R(e(X)+ 1,k) 6
(e(X)+k−1
k−1
)
[24, Proposition 1]. Also, Pm(k,X) 6
k(δ (X)+1)−1 [24, Corollary 2] and Pm(k, `d∞) = (k−1)2d [24, Theorem 3].
5 Unit-distance graphs and diameter graphs
We consider unit-distance graphs and diameter graphs together, as they have similar extremal behaviour
in high dimensions. Given a finite set V of points from a normed space X , we define the unit-distance
graph on V to be the graph with vertex set V and edge set
E = {ab : a,b ∈V,‖a−b‖= 1} .
We also define the diameter graph on V to be the graph with vertex set V and edge set
E = {ab : a,b ∈V,‖a−b‖= diam(V )} .
We again consider a selection of parameters of unit-distance and diameter graphs. Note that, as
in the case of minimum-distance graphs, the maximum clique number of a unit-distance graph or a
diameter graph in X equals e(X), the maximum size of an equilateral set.
5.1 Maximum number of edges of unit-distance and diameter graphs
Let U(n,X) denote the maximum number of edges in a unit-distance graph on n points in X , and let
D(n,X) denote the maximum number of edges in a diameter graph on n points in X . It is a difficult
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problem of Erdo˝s [57] to show that U(n,E2) = O(n1+ε) for all ε > 0, with the best upper bound
known U(n,E2) = O(n4/3) due to Spencer, Szemerédi and Trotter [171], and the best known lower
bound U(n,E2) =Ω(n1+c/ log logn) due to Erdo˝s [57]. Erdo˝s [60] stated that U(n, `21) = (n2+n)/4 for
all n> 4 divisible by 4. Brass [34] determined D(n,X2) for all two-dimensional normed spaces X2
and U(n,X2) whenever X2 is not strictly convex:
1. D(n,X2) = n if λ (X2) = 0,
2. U(n,X2) = D(n,X2) = bn2/4c if 0< λ (X2)6 1,
3. U(n,X2) = b(n2+n)/4c and D(n,X2) = bn2/4c+1 if 1< λ (X2)< 2, and
4. U(n,X2) = b(n2+n)/4c and D(n,X2) = bn2/4c+2 if λ (X2) = 2 (that is, for X2 isometric to
`2∞ and `
2
1).
Brass observed that the same proofs from geometric graph theory that give the bounds U(n,E2) =
O(n4/3) and D(n,E2) = n for the Euclidean norm, still go through for all strictly convex norms.
Valtr [204] constructed a strictly convex norm and examples of n points with Ω(n4/3) unit-distance
pairs (improving earlier results of Brass [36]). This norm has a simple description: ‖(x,y)‖ =
|y|+
√
x2+ y2. Its unit ball is bounded by two parabolic arcs with equations y = ±12(1− x2),
−16 x6 1. For this norm, the set{(
i
k
,
j
2k2
)
: i, j ∈ N,−k < i6 k,−k2 < j 6 k2
}
of 4k3 points has Ω(k2) unit-distance pairs. The existence of such a piecewise quadratic norm suggests
that improving the O(n4/3) bound for the Euclidean norm will depend on subtler number-theoretic
properties of the Euclidean norm. (Another phenomenon pointing to the difficulty is the existence of
n points on the 2-sphere of radius 1/
√
2 in E3 with Ω(n4/3) unit-distance pairs [62].)
Matoušek [130] showed the surprising result that for almost all two-dimensional X2, U(n,X2) =
O(n logn log logn). Here, almost all means that the result holds for all norms except a meager subset
of the metric space of all norms, metrized by the Hausdorff distance between their unit balls. This
bound is almost best possible, as for any 2-dimensional normed space X2, a suitable projection of
the vertices and edges of a k-dimensional cube onto the plane gives a set of 2k points with k2k−1
unit-distance pairs, thus implying U(n,X2) =Ω(n logn).
In [38, § 5.2, Problem 4], Brass, Moser, and Pach asks whether there is a general construction of
n points with strictly more than Ω(n logn) unit-distance pairs that can be carried out in all normed
spaces of a given dimension > 3. It might even be that in each dimension d > 2, for almost all
d-dimensional norms, the number of unit-distance pairs is Od(n logn).
The determination of U(n,E3) seems to be as difficult as the planar case, with the best known
bounds being O(n3/2) by Kaplan, Matoušek, Safernová, and Sharir [101] and Zahl [210], and
Ω(n4/3 log logn) (Erdo˝s [58]), although D(n,E3) = 2n−2 is an old result of Grünbaum, Heppes, and
Straszewicz [81, 93, 172].
For d > 4, Erdo˝s [58] determined U(n,Ed) and D(n,Ed) asymptotically. By an observation of
Lenz [58], in Euclidean space of dimension d > 4, the maximum number of unit-distance pairs in a set
of n points is at least 12(1−1/bd/2c)n2+n−bd/2c. By an application of the Erdo˝s–Stone Theorem
and some geometry, Erdo˝s found asymptotically matching upper bounds. In [59] he found exact
values for even d > 4 and all sufficiently large n divisible by 2d, showing that for such n, U(n,Ed) =
1
2(1−1/bd/2c)n2 +n. Brass [35] determined U(n,E4) for all n > 1. Erdo˝s and Pach [63] showed
that U(n,Ed) = 12(1−1/bd/2c)n2+Θ(n4/3) for odd d > 5. In [183], U(n,Ed) is determined exactly
for all even d > 6 and D(n,Ed) for all d > 4, both for sufficiently large n depending on d. The Lenz
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construction can be adapted to give the same lower bound U(n, `dp)> 12(1−1/bd/2c)n2+n−bd/2c
for all p ∈ [1,∞]. For p ∈ (1,∞), this lower bound is most likely the right value asymptotically, but
for p = 1 and p = ∞ the Lenz construction can be modified to give a larger lower bound. To simplify
the discussion of analogues of the Lenz construction in general, we introduce the following notion.
We say that a family of k sets A1, . . . ,Ak ⊂ X is an equilateral family in X if for any two distinct
i, j ∈ {1, . . . ,k} and x ∈ Ai, y ∈ A j, ‖x− y‖= 1. Define a(X) to be the largest k such that for all m ∈N,
there exists an equilateral family of k sets A1, . . . ,Ak ⊂ X , each of cardinality at least m. Note that
U(n,X)> 12(1−1/a(X))n2+O(1).
Proposition 4. Let d > 2. Then a(`d2) = bd/2c, a(`d1) > d, a(`d∞) = 2d−1, and for each p ∈ (1,∞),
a(`dp)> bd/2c. For any d-dimensional normed space Xd , a(Xd)6 2d−1.
Proof. First let 16 p<∞. We describe the Lenz construction [58]. Let e1, . . . ,ed be the standard basis
of Rd . Represent Rd as the direct sum of subspaces V1, . . . ,Vk, where k = bd/2c, Vi = span{e2i−1,e2i},
i = 1, . . . ,k−1, and Vk = span{ed−1,ed} if d is even and Vk = span{ed−2,ed−1,ed} if d is odd. For
each i = 1, . . . ,k, let Ci =Vi∩∂ (2−1/pBdp), the `p-circle (or sphere if d is odd and i = k) in Vi around
the origin and with radius 2−1/p. Let Ai consist of any m points on Ci. Then it is easy to see that
A1, . . . ,Ak form an equilateral family, and we obtain a(`dp)> bd/2c.
The upper bound a(`d2)6 bd/2c is well known [58]. Suppose A1, . . . ,Ak ⊂ `d2 form an equilateral
family with three points in each set. Then a simple calculation shows that the affine hulls of the Ai are
2-dimensional, pairwise orthogonal, and have a point in common. It follows that 2k 6 d.
We next consider the case p = 1. For i = 1, . . . ,k− 1, let A2i−1 consist of any m points on a
segment on ∂Ci (which is the square ∂O2), and A2i any m points on the opposite segment on Ci. If d
is even, do the same for i = k to obtain an equilateral family of 2k = d sets, each of size at least m. If
d is odd, then it is easy to find three edges of the octahedron Ck = O3, such that the distance between
any two points from different edges equals 1. (Any three pairwise disjoint edges will work.) Again
we obtain an equilateral family of 2k+1 = d sets, each of size m, which gives a(`d1)> d.
Next we consider `d∞. As already observed by Grünbaum [85, p. 421] and Makai and Martini [122],
if we choose m points on each of 2d−1 parallel edges of a ball of radius 1/2 in `d∞, we obtain
a(`d∞)> 2d−1. For the upper bound, let A1, . . . ,Ak be an equilateral family with each |Ai|> 3d . Since
the diameter of each Ai is at most 2, we can cover each Ai with a ball of radius 1. Each such ball
can be tiled with 3d balls of radius 1/3, and by the pigeon-hole principle, there are two points of Ai
inside one of these balls of radius 1/3. Therefore, we may replace each Ai by an A′i consisting of two
points at distance < 1. It follows that
⋃k
i=1 A
′
i has diameter 1, so is contained in [0,1]
d , without loss
of generality. For each A′i, the d-cube [0,1]
d has a smallest face Fi that contains A′i. (Each Fi is the
join in the face lattice of [0,1]d of the unique faces that contain the two elements of A′i in their relative
interiors.) Any two of these faces are disjoint, otherwise there would be points from different Ai that
are at distance < 1. Since |A′i|> 2, the dimension of each Fi is at least 1. Therefore, the vertex sets of
F1, . . . ,Fk partition the 2d vertices of [0,1]d into parts of size at least 2. It follows that k 6 2d−1.
For a general Xd , if {A1, . . . ,Ak} is an antipodal family of k = a(Xd) non-empty sets, then for any
choice of pi ∈ Ai, {pi : i = 1, . . . ,k} is an equilateral set, hence k 6 2d . If k = 2d , then Xd is isometric
to `d∞, and a(X
d)6 2d−1 as shown above. Otherwise a(Xd)< 2d .
Theorem 5. The maximum number of edges U(n,X) in a unit-distance graph and the maximum
number of edges D(n,X) in a diameter graph on n points in a d-dimensional normed space X satisfy
the following asymptotics:
lim
n→∞
U(n,X)
n2
= lim
n→∞
D(n,X)
n2
=
1
2
(
1− 1
a(X)
)
.
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Proof. Consider an equilateral family A1, . . . ,Ak in X , with each |Ai| large. Since the diameter of
each Ai is at most 2, and we can cover a ball of radius 2 by a finite number of balls of radius 0.49,
it follows there exist subsets A′i ⊂ Ai such that diam(A′i)< 1 and |A′i|> cX |Ai|. It follows that a(X)
is also the largest k such that there exists an equilateral family of k sets such that each set has
arbitrarily large cardinality and diameter < 1. By choosing n/k points from each A′i, we obtain that
U(n,X)> D(n,X)> 12(1−1/a(X))n2 for all n. It follows that
liminf
n→∞
U(n,X)
n2
> liminf
n→∞
D(n,X)
n2
> 1
2
(
1− 1
a(X)
)
.
Next, it follows from the Erdo˝s–Stone Theorem that for all ε > 0 there exists n0 such that D(n,X)6
U(n,X)6 12(1−a(X)−1+ ε)n2 for all n> n0, that is,
limsup
n→∞
D(n,X)
n2
6 limsup
n→∞
U(n,X)
n2
6 1
2
(
1− 1
a(X)
)
,
and the theorem follows.
Corollary 6. For any d > 1, the maximum number of edges in a unit-distance graph or a diameter
graph on n points in `d∞ is asymptotically U(n, `
d
∞) =
1
2(1− 21−d)n2 + o(n2) and D(n, `d∞) = 12(1−
21−d)n2+o(n2).
Brass conjectured that `d∞ attains the maximum number of unit-distance pairs among n points in a
d-dimensional normed space, for sufficiently large n. We introduce the following terminology for
this maximum number. Let Ud(n) denote the maximum number of edges in a unit-distance graph of
n points in a d-dimensional normed space, where the maximum is taken over all norms. Let Dd(n)
denote the analogous quantity for the maximum number of edges in a diameter graph.
Conjecture 10 (Brass, Moser, Pach [38, § 5.2, Conjecture 6]). For each d ∈N there exists n0(d) such
that for all n> n0(d), Ud(n) =U(n, `d∞).
We also write U ′d(n) and D
′
d(n) for the analogues where we take the maximum only over all
strictly convex d-dimensional spaces. The asymptotics as n→ ∞ of the four quantities Ud(n), Dd(n),
U ′d(n), D
′
d(n) can be described in terms of antipodal families. We say that a family {Ai : i = 1, . . . ,k}
of subsets of Rd is an antipodal family if for any pair j,k of distinct indices and any x ∈ A j, y ∈ Ak
there exist two distinct parallel hyperplanes Hx and Hy, such that x ∈ Hx, y ∈ Hy, and ⋃i Ai is in the
closed slab bounded by Hx and Hy. We denote by a(d) the largest k such that for each m ∈ N there
exists an antipodal family A1, . . . ,Ak in Rd with at least m points in each Ai. We also say that the
family Ai is a strictly antipodal family if for any pair j,k of distinct indices and any x ∈ A j, y ∈ Ak
there exist two distinct parallel hyperplanes Hx and Hy, such that x ∈ Hx, y ∈ Hy, and ⋃i Ai \{x,y} is
in the open slab bounded by Hx and Hy. We denote by a′(d) the largest k such that for each m ∈ N
there exists a strictly antipodal family A1, . . . ,Ak in Rd with at least m points in each Ai. Note that
a′(d)6 A′(d), the largest size of a strictly antipodal set (Section 3). The following two results can be
proved similarly to Theorem 5, using the following two observations: An equilateral family A1, . . . ,Ak
with each diam(Ai)< 1, is an antipodal family, and if the norm is strictly convex, a strictly antipodal
family. Conversely, for any (strictly) antipodal family A1, . . . ,Ak with k > 2 there exists a (strictly
convex) norm that turns the antipodal family into an equilateral family with each diam(Ai)6 2. As in
Section 3, conv(Ai) can be covered by O(3dd logd) translates of −12 conv(Ai) [161, Eq. (6)], so by
replacing the original m by m/O(3dd logd), we may assume that each diam(Ai)6 1.
Theorem 7. The maximum number of edges Ud(n) in a unit-distance graph and maximum number of
edges Dd(n) in a diameter graph on n points in a d-dimensional normed space satisfy the following
asymptotics:
lim
n→∞
Ud(n)
n2
= lim
n→∞
Dd(n)
n2
=
1
2
(
1− 1
a(d)
)
.
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Theorem 8 (Swanepoel and Valtr [184, Theorem 8]). The maximum number of edges U ′d(n) in a
unit-distance graph and maximum number of edges D′d(n) in a diameter graph on n points in a strictly
convex d-dimensional normed space satisfy the following asymptotics:
lim
n→∞
U ′d(n)
n2
= lim
n→∞
D′d(n)
n2
=
1
2
(
1− 1
a′(d)
)
.
In [184] it is also shown that Wd(n) = 12(1−1/a′(d))n2+o(n2), where Wd(n) is the largest number
of pairwise non-parallel unit distance pairs in a set of n points in some strictly convex d-dimensional
normed space. Grünbaum [85, p. 421] and Makai and Martini [122] showed that 2d−1 6 a(d)6 2d−1
(see also Proposition 4). Makai and Martini [122] also showed that a(2) = 2. (This also follows from
Theorem 5 applied to the determination of D(n,X2) for all 2-dimensional X2 of Brass [34].)
Conjecture 11 (Grünbaum [85, p. 421], Makai and Martini [122]). For all d> 1, a(d)6 2d−1. That is,
for each d ∈N there exists m such that mini |Ai|6m for any antipodal family
{
Ai : i = 1, . . . ,2d−1+1
}
in Rd .
Csikós et al. [49] showed that a(3)6 5. In the light of Corollary 6 and Theorem 7, Conjecture 10
would imply Conjecture 11. Makai and Martini [122] showed that a′(3)> 3, and conjectured that
equality holds. Barvinok, Lee, and Novik [15] showed that a′(d)>Ω(3d/2). The best upper bound
known is the almost trivial a′(d)6 2d−1. Conjecture 4 would imply that a′(d)6 (2− c)d for some
constant c> 0.
5.2 Chromatic number
Denote the maximum chromatic number of all the unit-distance graphs in the normed space X by
χu(X) and the maximum chromatic number of all the diameter graphs in X by χD(X).
Recall from Section 3.1 that the finite Borsuk number b f (X) of X is defined to be the smallest k
such that any finite subset of X of diameter 1 can be partitioned into k parts of diameter smaller than
1. It is clear that χu(X) > χD(X) = b f (X) > e(X). In particular, as implied by the observations in
Section 3.1, the chromatic number of any diameter graph in a d-dimensional normed space is at most
(2+o(1))d . The space `d∞ is an example where 2
d is attained. Also, since b(X2) = b f (X2) = e(X2)
for all X2, the maximum chromatic number of a diameter graph in X2 is 3 if X2 is not isometric to `2∞.
By the De Bruijn–Erdo˝s Theorem, χu(X) equals the chromatic number of the infinite unit-distance
graph of the whole space X . Clearly, χu(X)> χm(X). We are not aware of any lower bound for χu(X)
valid for all d-dimensional norms, other than those for χm(X) stated in Section 4.3. The chromatic
number of the Euclidean plane is a famously difficult problem, with the easy bounds 46 χu(E2)6 7
still the best known estimates more than 60 years after this problem was first formulated by Nelson
and Hadwiger [77, 89, 168].
Chilakamarri [43] considered general two-dimensional normed spaces, and showed that the bounds
46 χu(X2)6 7 hold for all X2. The lower bound follows since the so-called Moser spindle (Fig. 2)
still occurs as a unit-distance graph for any norm, and the upper bound comes from an appropriate
tiling of the plane by a hexagon of sides lengths 1/2 inscribed in the circle of radius 1/2. Chilakamarri
notes that the chromatic number is exactly 4 if the unit ball is a parallelogram or a hexagon, and at
most 6 if the unit ball is an octagon. There is no known example of a normed plane for which the
chromatic number is known to be more than 4, and Brass, Moser, and Pach ask as a problem to find
such a plane [38, §5.9, Problem 4].
For Euclidean space, Larman and Rogers [112] showed the exponential upper bound χu(Ed)6
(3+ o(1))d , which is still the best known. Frankl and Wilson [70] were the first to find a lower
bound exponential in d: χu(Ed)> ((1+
√
2)/2+o(1))d . The currently best known lower bound of
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Figure 2: The Moser spindle is a unit-distance graph for any norm in the plane
(1.239 · · ·+o(1))d is due to Raigorodskii [155]. There are many specific upper and lower bounds for
low-dimensional Ed ; see Raigorodskii’s survey [158].
The lower bound of Frankl and Wilson uses {0,1}-vectors, and so also gives a lower bound for all
`dp, or more generally, for any space X
d with a norm that is invariant under permuting and changing
the signs of coordinates: χu(Xd)> ((1+
√
2)/2+o(1))d . It is easy to see that χu(`d∞) = e(`d∞) = 2d .
For `d1 , the best known lower bound is χu(`
d
1)> (1.365+o(1))d due to Raigorodskii [156]. For other
papers on χu(`dp), see Broere [41] and Füredi and Kang [74].
Füredi and Kang [75] showed that χu(Xd)6 5d+o(d) for any d-dimensional Xd . This was improved
by Kupavskiy [109] to χu(Xd)6 4d+o(d). He also showed χu(`dp)6 2(1+cp+o(1))d for all p> 2, where
0< cp < 1 and cp→ 0 as p→ ∞.
5.3 Independence number and minimum degree
We define δu(X) to be the maximum over all minimum degrees of unit-distance graphs in X , if this
maximum exists (otherwise we write δu(X) = ∞). Similarly, let δD(X) be the maximum over all
minimum degrees of diameter graphs in X , if this maximum exists (otherwise δm(X) =∞). In contrast
to the case of minimum-distance graphs, very little is known about δu(X) or δD(X) in a normed space
X . We only make the following general remarks.
If U(n,X) = Ω(n2), or (by Theorem 5) equivalently, D(n,X) = Ω(n2), then the Erdo˝s–Stone
Theorem implies that there is no upper bound for δu(X) or δD(X): if U(n,X) = 12(1− 1/a(X)+
o(1))n2, equivalently, if D(n,X) = 12(1− 1/a(X)+ o(1))n2, then there are diameter graphs on n
vertices with minimum degree ((a−1)/a+o(1))n (and this is sharp).
K. Bezdek, Naszódi, and Visy [24] considered the smallest independence numbers αu(n,X) of a
unit-distance graph on n points in X . We can also define αD(n,X) to be the smallest independence
number of a diameter graph on n points in X . Then αD(n,X) > αu(n,X), and similarly to the
case of the minimum-distance graph, αD(n,X) > n/b f (X) > n/(δD(X) + 1), χu(X)αu(n,X) > n,
χu(X)6 δu(X)+1 and αu(n,X)> n/(δu(X)+1).
They [24] introduced the k-th Petty number P(k,X) of X : the largest n such that there exists a
unit-distance graph on n points in X with independence number < k. This is closely related to their
k-th Petty number for packings (discussed in Section 4.3 above). Thus, P(2,X) = Pm(2,X) = e(X),
Pm(k,X)6 P(k,X), hence (k−1)e(X)6 P(k,X)< R(e(X)+1,k)6
(e(X)+k−1
k−1
)
[24, Proposition 1].
They showed that P(3,Xd)6 2 ·3d , P(k,Xd)6 (k−1)((k−1)3d− (k−2)) for all k > 4, P(k,Xd)6
(k− 1)4d , P(k,X2) 6 8(k− 1), P(k, `d∞) = (k− 1)2d , and P(k,Ed) 6 (k− 1)3d for all k > 2; also
P(k, `dp)6 (k−1)3d for all 1< p< ∞, k > 2 and d 6 2p. They ask whether P(k,Xd)6 (k−1)2d for
all d-dimensional Xd and k > 3 (which would be sharp).
6 Other graphs
Here we briefly mention three other graphs that are defined for finite sets of points in a finite-
dimensional normed space.
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6.1 Minimum spanning trees
For any finite subset S of a normed space X , any tree T with vertex set S and minimum total length
(with the length of an edge measured in the norm) is called a minimum spanning tree of S. For any
finite subset S of a normed space X with minimum spanning tree T (where distances between points
are measured in the norm), let ∆(T ) denote the maximum degree of T . Define ∆(S) = max∆(T )
and ∆ ′(S) = min∆(T ), where the maximum and minimum is taken over all minimum spanning trees
T of S. Finally, let ∆(X) = max∆(S) and ∆ ′(X) = max∆ ′(S), where the maxima are taken over all
finite subsets S of the normed space X . Thus, all minimum spanning trees in X have maximum degree
at most ∆(X), and for each finite subset of X there exists a minimum spanning tree with maximum
degree at most ∆ ′(X). Cieslik [44] showed that ∆(X) = H(X) for all normed spaces X . This was
rediscovered by Robins and Salowe [160], who also showed that ∆ ′(`dp) = H ′(`dp) for 1 6 p < ∞.
Martini and Swanepoel [126] generalized the last result to all normed spaces: ∆ ′(X) = H ′(X) for all
finite-dimensional X . The proof needs a general position argument that is made exact by means of the
Baire Category Theorem.
6.2 Steiner minimal trees
For any finite subset S of a finite-dimensional normed space X , any tree T = (V,E) with S⊆V ⊂ X
and with each vertex in V \S of degree at least 3, is called a Steiner tree of S. The vertices in V \S are
called the Steiner points of T . A Steiner tree of S of minimum total length is called a Steiner minimal
tree (SMT) of S. (Since there are always at most |S|−2 Steiner points in a Steiner tree, there will
always exist a shortest one by compactness.) Steiner minimal trees are well studied, especially in the
Euclidean plane. An overview of the extensive literature on them can be found in the monographs of
Hwang, Richards and Winter [95], Cieslik [46], Prömel and Steger [154], and Brazil and Zachariasen
[40]. For their history, see Boltyanski, Martini, and Soltan [28] and Brazil, Graham, Thomas, and
Zachariasen [39].
Denote the maximum degree of a Steiner point in the SMT T by ∆s(T ) (and set it to 0 if there
are no Steiner points). Also, denote the maximum degree of a non-Steiner points in T by ∆n(T ). Let
∆s(X) = max∆s(T ) and ∆n(X) = max∆n(T ), where both maxima are taken over all SMTs T in the
normed space X . If T is an SMT of S, then T is clearly still an SMT of any S′ such that S⊆ S′ ⊆V (T ).
It follows that ∆s(X)6 ∆n(X).
It is well known that ∆s(Ed) = ∆n(Ed) = 3 for all d > 2 [95, Section 6.1]. Since a Steiner minimal
tree is a minimal spanning tree of its set of vertices, ∆n(X) 6 ∆(X) = H(X) (Cieslik [44]). Since
any edge joining two points in an SMT can be replaced by a piecewise linear path consisting of
segments parallel to the vectors pointing to the extreme points of the unit ball, we obtain the following
well-known lemma, going back to Hanan [90] for X2 = `21.
Lemma 9. If the unit ball of Xd is a polytope with v vertices, then ∆s(Xd)6 ∆n(Xd)6 v.
This gives the upper bounds in ∆s(`d1) = ∆n(`
d
1) = 2d and ∆s(`
d
∞) = ∆n(`d∞) = 2d . For the lower
bound for `d1 , note that the vertex set S of its unit ball O
d is an equilateral set with distance 2, and
that
{
Od + v : v ∈ S} is a packing in 2Od . It follows that for any Steiner tree of S, the total length of
edges or parts of edges in int(Od + v) has to be at least 1 for each v ∈ S, hence the tree that joins each
vertex in S to o is a SMT with o a Steiner point of degree 2d. The lower bound ∆s(`d∞)> 2d is shown
similarly.
We denote the d-dimensional normed space on Rd with unit ball conv([0,1]d ∪ [−1,0]d) by Hd .
The unit ball of H2 is an affine regular hexagon and that of H3 an affine rhombic dodecahedron.
Cieslik [44], [46, Conjecture 4.3.6] made the following conjecture:
19
Conjecture 12 (Cieslik [44, 46]). The maximum degree of a vertex in an SMT in a d-dimensional
normed space Xd satisfies ∆n(Xd) 6 2d+1− 2, with equality if and only if Xd is isometric to the
space Hd .
By Lemma 9, ∆n(Hd) 6 2d+1− 2. Cieslik [45] proved the case d = 2 of Conjecture 12. In
[176] the exact values of ∆n(X2) and ∆s(X2) are determined for all 2-dimensional spaces (see also
Martini, Swanepoel and de Wet [127]). In particular, up to isometry, H2 is the only 2-dimensional
space that attains ∆n(X2) = 6, with all others satisfying ∆n(X2) 6 4. In [181] it is shown that( d+1
b(d+1)/2c
)
6 ∆s(Hd) 6 ∆n(Hd) =
( d+2
b(d+2)/2c
)
< 2d+1− 2 for all d > 3, thus partially disproving
the conjecture. The spaces Hd give the largest known degrees of SMTs in Minkowski spaces of
dimensions 2 to 6, with ∆n(H2) = 6, ∆n(H3) = 10, ∆n(H4) = 20, ∆n(H5) = 35, and ∆n(H6) = 70,
while ∆n(`d∞) = 2d is larger for d > 7. It is not clear whether Hd maximises ∆n(Xd) for 2 6 d 6 6,
and `d∞ maximises ∆n(Xd) for d > 7.
Morgan [138, Section 3], [139, Chapter 10] made a related conjecture.
Conjecture 13 (Morgan [138, 139]). The maximum degree of a Steiner point in an SMT in any
d-dimensional normed space Xd satisfies ∆s(Xd)6 2d .
The space `d∞ shows that this conjecture would be best possible. The asymptotically best known
upper bound for both conjectures is ∆s(Xd) 6 ∆n(Xd) 6 O(2dd2 logd) [180]. It is known that
∆s(X2)6 4 for all X2 [176]. There are many two-dimensional spaces attaining ∆s(X2) = 4, some of
them with a unit circle that is piecewise C∞ [1]. They are characterised in [176].
The sharp upper bound for differentiable norms is ∆s(Xd)6 ∆n(Xd)6 d+1 [1, 115, 175]. For
the `p norm, 1 < p < ∞, we have 36 ∆s(`dp)6 ∆n(`dp)6 7 if p > 2,d > 2, and min{d, p(p−1) ln2}6
∆s(`dp)6 ∆n(`dp)6 2p/(p−1) if 1< p< 2 and d > 3; see [175] for more detailed estimates.
Conger [47] showed that ∆s(R3,‖·‖1 + λ ‖·‖2) > 6 for all 0 < λ 6 1. In [1] it is shown that
∆s(R2,‖·‖1 +λ ‖·‖2) = 4 for all 0 < λ 6 2+
√
2. The value λ = 2+
√
2 is sharp, since it follows
from the results in [176] that ∆s(R2,‖·‖1 +λ ‖·‖2) = 3 for all λ > 2+
√
2. In [181] it was shown
that for the space Xd = (Rd ,‖·‖1+λ ‖·‖2), ∆s(Xd) = ∆n(Xd) = 2d if 0< λ 6 1. Conger made the
following conjecture [138, Section 3], [139, Chapter 10].
Conjecture 14 (Conger). For any Xd = (Rd ,‖·‖) such that for some ε > 0, ‖·‖− ε ‖·‖2 is still a
norm, ∆s(Xd)6 2d.
6.3 Sphere-of-influence graphs
Toussaint [201] introduced the sphere-of-influence graph of a finite set of points in Euclidean space
for application to pattern analysis and image processing. See Toussaint [202] for a recent survey. This
notion was later generalized to so-called closed sphere-of-influence graphs by Harary et al. [91] and
to k-th closed sphere-of-influence graphs by Klein and Zachmann [103]. Some of their properties
have been considered in normed spaces; see [76, 86, 133, 134, 135, 144].
Given k ∈N and a finite set S in X , we define the k-th closed sphere-of-influence graph with vertex
set S as follows. For each p ∈ S, let rk(p) be the smallest r such that {q ∈ S : q 6= p,‖p−q‖6 r}
has at least k elements. Then join two points p,q ∈ S whenever the closed balls p+ rk(p)BX and
q+ rk(q)BX intersect. Although there is no upper bound on the maximum degree of a k-th closed
sphere-of-influence graph, Naszódi et al. [144] showed that the minimum degree is bounded above by
kϑ(X), where ϑ(X) is the largest size of a set of points in 2BX such that the distance between any
two points is at least 1 and one of the points is o. A simple packing argument gives the upper bound
of ϑ(Xd)6 5d , attained by `d∞. This then also gives the upper bound of kϑ(X) |S|/2 on the number
of edges.
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Figure 3: Proof of Lemmas 10 and 19
7 Brass angular measure and applications
7.1 Angular measures
Brass [34] introduced a certain angular measure in any normed plane not isometric to `2∞, and used it
to determine the maximum number of edges in a minimum-distance graph on a set of n points in that
plane (see Section 4.1). Here we demonstrate how some other combinatorial results on translative
packings of a planar convex body can be deduced with minimal effort using this measure.
An angular measure on X2 is a measure µ on the unit circle ∂B of X2 such that µ(∂B) = 2pi ,
µ(A) = µ(−A) for all measurable A⊆ ∂B, and µ({p}) = 0 for all p ∈ ∂B. An angular measure µ
is called proper if µ(A) > 0 for any non-trivial arc A of ∂B. We measure an angle in the obvious
translation invariant way. The following is a list of easily proved properties of angular measures.
Lemma 10. Let µ be an angular measure in any normed plane.
1. The sum of the measures of the interior angles of a simple closed n-gon equals pi(n−2).
2. Two parallel lines are cut at equal angles by a transversal. The converse is also true if the
measure is proper.
3. Let abcd be a simple quadrilateral with ‖a−b‖= ‖b− c‖= ‖c−d‖< ‖d−a‖. Then µ(^b)+
µ(^c)> pi , with strict inequality if the measure is proper.
Proof. Only the last statement needs proof. We first consider the case where abcd is not convex. If
a or d is in the convex hull of the remaining points, say a ∈4bcd, let e = d+b− c. Then bedc is
a parallelogram. Since ‖b− c‖ = ‖b−a‖ = ‖b− e‖, we have a 6∈ int4bce. Then a ∈ 4cde, and
‖a−d‖6max(‖c−d‖ ,‖d− e‖) = ‖c−d‖, a contradiction. Therefore, b or c is in the convex hull
of the remaining points, say b ∈4acd. Then clearly µ(^b)> pi , and also µ(^c)> 0 if µ is proper.
Next we consider the case where abcd is convex. If ab ‖ cd, then abcd is a parallelogram and
‖b− c‖ = ‖a−d‖, a contradiction. Therefore, the lines ab and cd intersect (Fig. 3). Suppose that
ab∩ cd and b are on opposite sides of the line ad. Then the lines ad and bc intersect, otherwise
ad ‖ bc and ‖a−d‖< ‖b− c‖, a contradiction. Assume without loss of generality that ad∩bc and a
are on opposite sides of cd (as in Fig. 3). Let e = a+ c−b. Then ecba is a parallelogram with d in its
interior. Let f = ad∩ ce. Then by the triangle inequality, ‖a−d‖+‖d− c‖6 ‖a− f‖+‖ f − c‖6
‖a− e‖+‖e− c‖= ‖b− c‖+‖a−b‖, a contradiction.
Therefore, lines ab and cd intersect in a point on the same side of line ad as b. Then clearly
µ(^b)+µ(^c)> pi , with strict inequality if µ is proper.
An angular measure is called a Brass measure if equilateral triangles (in the norm) are equiangular
in the measure, that is, µ(^abc) = µ(^bca) = µ(^cab) = pi/3 whenever ‖a−b‖ = ‖b− c‖ =
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‖c−a‖ > 0. Clearly, `2∞ does not have a Brass measure, since in this plane we can find 8 points
a1,a2, . . . ,a8 on ∂B such that4oaiai+1 is equilateral for each i = 1, . . . ,8 (with a9 = a1), and a Brass
measure would give 8 angles of measure pi/3 around the origin. Remarkably, any normed plane not
isometric to `2∞ has a Brass measure.
Theorem 11 (Brass [34]). A normed plane with unit ball B admits a Brass measure iff B is not a
parallelogram.
It is not difficult to construct such a measure if the norm is strictly convex, or more generally,
if λ (X) 6 1 (where λ is as defined in Section 1.2), since then for any given point on ∂B there are
exactly two points on ∂B at distance 1 in the norm from the given point. We sketch the proof of the
slightly stronger Theorem 15 below.
We call a maximal segment contained in ∂B of length strictly greater than 1 a long segment. Thus,
a normed plane X2 has a long segment iff λ (X2)> 1. L. Fejes Tóth [67] calls the direction of a long
segment a critical direction of the unit ball.
Lemma 12 (Brass [34]). Let X2 be a normed plane with unit ball B. Then
1. ∂B contains at most two parallel pairs of long segments, and
2. any long segment on ∂B has length at most 2, with equality iff B is a parallelogram.
We define the ends of a long segment ab to be the two closed subsegments aa′ and bb′ of ab,
where a′ and b′ are the points on ab such that ‖a−b′‖= ‖b−a′‖= 1. The following lemma is easy
to prove.
Lemma 13. For any Brass measure µ on a normed plane, any long segment has µ-measure pi/3, and
the ends of any long segment have µ-measure 0.
We call a Brass measure good if all its non-trivial angles of measure 0 are contained in the ends of
long segments. We note the following straightforward lemma.
Lemma 14. All proper Brass measures on a normed plane X2 are good. All good Brass measures on
X2 are proper if λ (X2)6 1.
Brass’s proof of Theorem 11 actually gives the following strengthening.
Theorem 15 (Brass [34]). Any normed plane X2 for which the unit ball is not a parallelogram, admits
a good Brass measure.
Before we sketch the proof of Theorem 15, we state the following technical result.
Lemma 16. Suppose that the unit ball B of X2 is not a parallelogram. Let S be the union of the
ends of the long segments of ∂B and the vectors parallel to long segments. Then for each x ∈ ∂B\S
there exists a unique y = f (x) ∈ ∂B\S such that ‖x− y‖= 1 and the orientation of ^xoy is positive.
Furthermore, f is a bijection and satisfies f ◦ f ◦ f (x) =−x for all x ∈ ∂B\S.
Proof. For each x∈ ∂B there exists y∈ ∂B such that ‖x− y‖= 1 and the orientation of^xoy is positive.
If x /∈ S, then x is not parallel to a long segment, and y=: f (x) is unique. It also follows from x /∈ S that
x is not on an end of a long segment. Therefore, different x∈ ∂B\S give different y. Thus, f is a strictly
monotone function such that f ◦ f (x) = f (x)− x, hence −x = f ( f (x))− f (x) = f ◦ f ◦ f (x).
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Proof sketch of Theorem 15. Choose a unit vector x not parallel to a long segment and not on an end
of a long segment. (This is possible iff the unit ball B is not a parallelogram.) Consider the set S and
the function f from Lemma 16. Let A be the open arc from x to f (x). Choose any measure µ on A\S
such that µ and the usual length measure on A\S are mutually absolutely continuous with respect
to each other (thus each singleton has measure 0 and each non-trivial subarc has positive measure)
and with total measure pi/3. Note that f yields not only injections, but also surjections among the
six parts of ∂B\S, as can be seen by considering f−1. Use the defining property of f to extend this
measure to the rest of ∂B\S. Finally, define the measure of S to be 0.
We already mentioned the result of Petty [150] and Soltan [169] that a d-dimensional space has an
equilateral set of size at most 2d , with equality iff the unit ball is an affine d-cube. The 2-dimensional
case follows easily from the existence of a Brass measure.
Lemma 17. If the unit ball of a normed plane is not a parallelogram, then there do not exist 4
equidistant points.
Proof. Suppose that {a,b,c,d} is an equilateral set in a normed plane with a Brass measure µ . Then
no 3 of the points are collinear.
If one of the points, say d, is in the convex hull of the other 3, then on the one hand we would
have µ(^adb)+µ(^bdc)+µ(cda) = 2pi from the definition of an angular measure, and on the other
hand µ(^adb) = µ(^bdc) = µ(cda) = pi/3, because µ is a Brass measure. This is a contradiction.
Otherwise, the 4 points form a convex quadrilateral abcd, say. Then the interior angle at each
vertex equals pi/3, but the sum of the 4 interior angles has to equal 2pi by Lemma 10, again a
contradiction.
The following are some useful properties of Brass measures.
Lemma 18. Let X2 be a normed plane with a Brass measure µ . In4oab let ‖o−a‖= ‖o−b‖= 1.
1. If ‖a−b‖> 1, then µ(^aob)> pi/3. If µ(^aob) = pi/3 and µ is a good Brass measure, then
ab is contained in a long segment of ∂BX , with a in one end and b in the other end of the long
segment, both different from the inner endpoints of the ends.
2. If ‖a−b‖< 1, then µ(^aob)6 pi/3. If µ(^aob) = pi/3 and µ is a good Brass measure, then
ab is contained in the relative interior of a long segment of ∂BX , with a in one end and b in the
other end of the long segment.
The proof of the above lemma is straightforward, using the fact that for a ∈ ∂BX , the function
x 7→ ‖x−a‖ is monotone on any of the two arcs of ∂BX from a to −a.
Lemma 19. Let X2 be a normed plane with a Brass measure µ . Let abcd be a quadrilateral with
‖a−b‖= ‖b− c‖= ‖c−d‖= ‖d−a‖6 ‖b−d‖ ,‖c−a‖ .
Then abcd is convex and µ(^b)+µ(^c) = pi .
Proof. Suppose that ‖a−b‖ = ‖b− c‖ = ‖c−d‖ = ‖d−a‖ = 1. The quadrilateral abcd must be
simple, otherwise the triangle inequality would give ‖b−d‖= ‖a− c‖= 1, which would contradict
Lemma 17.
Suppose that the simple quadrilateral abcd is not convex. If b ∈ int4acd, say, then ‖b−d‖ <
max(‖d−a‖ ,‖d− c‖), a contradiction. If b ∈ ∂4acd, then ‖b−d‖ = 1 and ac is a long segment
of length 2 on the unit circle with centre d. By Lemma 12, the unit ball is a parallelogram, which
contradicts the existence of µ .
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It follows that abcd is convex, with all angles less than pi . If ab ‖ dc or bc ‖ ad, then the
result is obvious. Assume without loss of generality that ab and cd intersect on the side of ad
opposite b and c, while bc and da intersect on the side of cd opposite a and b (Fig. 3). Then,
letting e := a+ c− b, eabc is a parallelogram which contains d in its interior. Then the two unit
circles with centres a and c both contain b, d and e on their boundaries. It follows that b,d,e are
collinear, and be is a long segment on both circles, since ‖b−d‖ > 1. Let p = d + c− b. Then
4cd p and 4cep are equilateral, hence µ(^ecp) = µ(^dcp) = pi/3 and µ(^dce) = 0. It follows
that µ(^b)+µ(^c) = pi−µ(^dce) = pi .
7.2 Applications
The most striking application of the Brass measure was the original purpose for which Brass introduced
it (as mentioned in Subsection 4.1). The proof, not repeated here, follows Harborth’s proof [92] for
the Euclidean case.
Theorem 20 (Brass [34]). In a normed plane for which the unit ball is not a parallelogram, the
number of edges of a minimum distance graph on n points is at most b3n−√12n−3c.
The following theorem of Talata can be also proved using the Brass measure.
Theorem 21 (Talata [195]). Let S be a non-empty finite set of points in a two-dimensional normed
space that is not isometric to `2∞. Then the minimum-distance graph on S has a vertex of degree at
most 3. If |S|6 6 then S has a vertex of degree at most 2.
Proof. We assume that S is not collinear, otherwise the result is trivial. Then conv(S) is a polygon
p1 p2 . . . pk, k > 3. Denote the internal angle of pi by ^pi. Let µ be any Brass measure. If pi has
degree d, then by Lemma 18, µ(^pi)> (d−1)pi/3. It follows that if each pi has degree at least 4,
then pi(k−2) = ∑ki=1 µ(^pi)> pik, a contradiction. Therefore, some pi has degree at most 3.
Next, suppose that each pi has degree at least 3 and that |S|6 6. Then µ(^pi)> 2pi/3 for all i,
giving a total angle of pi(k−2)> 2pik/3, hence k> 6. It follows that S = {p1, p2, . . . , p6} and each pi
has degree exactly 3. As mentioned in Section 4, the minimum-distance graph is planar if the space is
not isometric to `2∞. If pi is joined to pi+2, then pi+1 can only be joined to pi and pi+2 without creating
crossing edges. This contradicts that pi+1 has degree 3. Therefore, no pi is joined to pi±2. Hence
pi has to be joined to pi±1 and pi+3. However, the diagonals pi pi+3 and pi+1 pi+4 of the hexagon
intersect, a contradiction.
With some more case analysis, the following can also be shown.
Theorem 22. Let δn(X2) denote the maximum value of the minimum degree δ (G) of a minimum-
distance graph G of n points in the two-dimensional normed space X2. If X2 is not isometric to `2∞,
then
δn(X2) =
{
2, if 36 n6 6 or n = 8,9,
3, if n = 7 or n> 10.
Also,
δn(`2∞) =
{
3, if 46 n6 11 or n = 13,14,15,
4, if n = 12 or n> 16.
Examples demonstrating the lower bounds in Theorem 22 can be found on a triangular lattice
based on an equilateral triangle when X2 is not isometric to `2∞, except when n= 11, where an example
is shown in Fig. 4. Examples for `2∞ can be found on the square lattice Z2.
Next we use Brass measures to give simple proofs of results on the various Hadwiger and blocking
numbers of convex discs that are not parallelograms. We also show some related results that would
also need elaborate proofs without using Brass measures. The assertions in the next proposition were
discussed in Section 2.
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Figure 4: A minimum-distance graph on 11 points with minimum degree 3
Proposition 23. Let C be a convex disc in the plane. The Hadwiger number H(C), strict Hadwiger
number H ′(C), and one-sided Hadwiger number H+(C) of C are given in the following table.
non-parallelogram parallelogram
H(C) 6 [83] 8 [88]
H ′(C) 5 [54] 4 [160]
H+(C) 4 5
The open one-sided Hadwiger number of C is Ho+(C) = 4 if λ (12(C−C)) > 1, and Ho+(C) = 3
otherwise.
Proof. By the observation of Minkowski mentioned in Section 2.1, two translates v+C and w+C
overlap, touch, or are disjoint iff the same holds for the corresponding translates v+ 12(C−C) and
w+ 12(C−C) of the central symmetral of C, so we may assume without loss of generality that C is
o-symmetric and is the unit ball of the normed plane X2. We may then reformulate each of these
quantities in terms of points on the unit circle. For instance, the Hadwiger number is the largest
number of points on the unit circle that are pairwise at distance at least 1.
Note that a convex disc is a parallelogram iff its central symmetral is a parallelogram. The proofs
for C a parallelogram, equivalently, when X2 is isometric to `2∞, are straightforward, and we only give
the proofs for the case when C is not a parallelogram. Let µ be a good Brass measure for X2.
If there are 7 points on ∂C at mutual distances at least 1, then by Lemma 18, the sum of the
angles spanned at o by consecutive points is at least 7pi/3> 2pi , a contradiction. Therefore, H(C)6 6.
Similarly, Ho+(C)6 H+(C)6 4.
The existence of 6 points on ∂C at pairwise distance> 1 may be established using the well-known
continuity argument, or by using a good Brass measure as follows: Choose a point x0 ∈ ∂C not on
a long segment of C, nor with ox0 parallel to a long segment of C (there are infinitely many such
points). Then choose xi ∈ ∂C such that µ(^x0oxi) = ipi/3, for i= 1, . . . ,5. By Lemma 18, the distance
between any two points is at least 1, which shows H(C)> 6. Similarly, the distance between any two
points in {x0,x1,x2,−x0} is at least 1, which shows that H+(C)> 4 and Ho+(C)> 3.
Suppose that Ho+(C)> 4. Then there are 4 points on ∂C in an open half plane bounded by a line
through o, at pairwise distance at least 1. It follows that the Brass measure is not proper, and by
Lemma 15, ∂C contains a long segment. Conversely, if ∂C contains a long segment, then it is easy to
find 4 points on ∂C in an open half plane with pairwise distances at least 1.
We show that H ′(C) = 5 as follows. Suppose there are at least 6 points on ∂C at distance > 1.
By Lemma 18, the angle spanned at o by consecutive points is > pi/3, hence exactly pi/3. Again
by Lemma 18, the line through any two consecutive points is parallel to a long segment. Therefore,
there are at least three parallel pairs of long segments on the unit circle, which contradicts Lemma 12,
hence H ′(C) 6 5. To find 5 points on ∂C at distance > 1, choose any x1, . . . ,x5 ∈ ∂C such that
µ(^xioxi+1) = 2pi/5> pi/3 for all i = 1,2,3,4,5, and apply Lemma 18.
A collection {vi+C : i ∈ I} of translates of a convex disc C that all touch C has a natural cyclic
ordering determined by the cyclic ordering of the translation vectors {vi : i ∈ I} ⊂ ∂ (12(C−C)). We
define a dual Hadwiger family of C to be a collection of translates C+ xi of C, all touching C, and
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such that any two consecutive (in the natural ordering) translates are not disjoint (i.e. they either
touch or overlap), and furthermore, o is in the convex hull of the translation vectors xi. The last
condition is to exclude trivialities. A dual strict Hadwiger family of C is a collection of translates of
C, all touching C, and such that any two consecutive translates overlap, and furthermore, o is in the
convex hull of the translation vectors. The dual Hadwiger number I(C) of C is the minimum size
of a dual Hadwiger family of C. The dual strict Hadwiger number I′(C) of C is the minimum size
of a dual strict Hadwiger family of C. As before, the dual Hadwiger number and its strict version
have equivalent definitions in terms of the norm ‖·‖ with unit ball B = 12(C−C). The dual [strict]
Hadwiger number equals the smallest number of points on ∂B containing o in their convex hull and
such that consecutive points are at distance 6 1 [< 1, respectively]. Dual Hadwiger families in the
plane were considered by Grünbaum [83], where the first part of the next proposition appears without
proof.
Proposition 24. Let C be a convex disc in the plane. The dual Hadwiger number I(C) and dual strict
Hadwiger number I′(C) are given by the following table.
non-parallelogram parallelogram
I(C) 6 4
I′(C) 7 8
Proof. The parallelogram case is easy to prove and we omit it. Without loss of generality, C is
o-symmetric. Let µ be a good Brass measure on the plane X2 with unit ball C. Suppose that there exist
5 points on ∂C with consecutive distances 6 1. Then, by Lemma 18, the angles between consecutive
vectors are all 6 pi/3, a contradiction. Therefore, I(C)> 6. Equality is shown as before by inscribing
a hexagon with sides of unit length to the unit circle.
Suppose there exist 6 unit vectors with consecutive distances < 1. Then, by Lemma 18, all angles
are 6 pi/3, hence = pi/3. As in the proof that H ′(C) 6 5, we obtain at least three parallel pairs
of long segments, contradicting Lemma 12. This shows that I′(C) > 7. To obtain 7 unit vectors
with consecutive distances < 1, choose 7 unit vectors with consecutive angles all < pi/3, and apply
Lemma 18.
Next, we give a simple proof of Zong’s result on the blocking number of convex discs. Zong did
not assume that the translates of the convex disc are non-overlapping, nor that they touch C, only that
they do not overlap C. We prove this stronger result.
Lemma 25 (Zong [211]). Let C1, . . . ,Cm be translates of a convex disc C in the plane, not overlapping
C, such that any translate of C that touches C overlaps with some Ci. Then m> 4.
Proof. We again omit the case where C is a parallelogram. As before, we may assume without loss of
generality that C is o-symmetric, not a parallelogram and the unit ball of the normed plane X2. The
statement of the lemma is equivalent to the following.
Suppose that there exist points x1, . . . ,xm ∈ X2 such that
1. ‖xi‖> 1 for all i = 1, . . . ,m,
2. and for all x ∈ ∂C there exists an i = 1, . . . ,m such that ‖x− xi‖< 1.
Then m> 4.
Consider any x1,x2,x3 ∈ X2 such that ‖x1‖ ,‖x2‖ ,‖x3‖ > 1. To prove the lemma, it is sufficient to
find an x ∈ ∂C such that ‖x− x1‖ ,‖x− x2‖ ,‖x− x3‖> 1.
Let µ be a good Brass measure on X2. Let x̂i := 1‖xi‖xi (i = 1,2,3). Then x̂1, x̂2, x̂3 subdivide ∂C
into three arcs x̂1x̂2, x̂2x̂3, x̂3x̂1.
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Suppose that one of these arcs has Brass measure > 2pi/3, say µ(^x2ox3)> 2pi/3. There exists
x ∈ x̂2x̂3 such that µ(^x2ox) = µ(^x3ox)> pi/3. The angle ^x1ox contains either ^x2ox or ^x3ox,
hence µ(x1ox)> pi/3. By Lemma 18, ‖x− x̂i‖> 1 (i = 1,2,3). By the triangle inequality,
16 ‖x− x̂i‖=
∥∥∥∥ 1‖xi‖(x− xi)+(1− 1‖xi‖)x
∥∥∥∥
6 1‖xi‖ ‖x− xi‖+1−
1
‖xi‖ .
It follows that ‖x− xi‖> 1, i = 1,2,3.
In the remaining case, µ(^xioxi+1) = 2pi/3, i = 1,2,3 (modulo 3). If ‖−x̂3− x̂1‖ > 1 and
‖−x̂3− x̂2‖ > 1, then we have ‖−x̂3− x̂i‖ > 1 for each i = 1,2,3, and it follows from the triangle
inequality as before that ‖−x̂3− xi‖> 1 (i = 1,2,3). Thus, we may assume without loss of generality
that ‖−x̂3− x̂1‖< 1. Since µ(^x1ox3) = 2pi/3, µ(^x1o(−x3)) = pi/3, and by Lemma 18, −x̂3 and
x̂1 are in the relative interior of a long segment S.
Suppose that ‖−x̂2− x̂1‖ < 1. Then, similarly, −x̂2 and x̂1 are in the relative interior of a long
segment. This long segment is necessarily S. However, since S contains the arc from −x̂2 to −x̂3, it
follows that µ(S)> 2pi/3, which contradicts Lemma 13. Therefore, ‖−x̂2− x̂1‖> 1, and similarly,
‖−x̂3− x̂2‖> 1. It follows that ‖−x̂2− x̂i‖> 1 for each i = 1,2,3, and we are done as before.
We conclude that m> 4.
Proposition 26 (Zong [211]). Let C be a convex disc in the plane. The blocking number B(C) and
the strict blocking number B′(C) are given by the following table.
non-parallelogram parallelogram
B(C) 4 4
B′(C) 3 2
Proof. As before, we assume that C is o-symmetric and not a parallelogram, and µ is a good Brass
measure in the normed plane X2 with unit ball C. By Lemma 25, B(C)> 4. Next, we show that this
is sharp. Choose any x1,x2 ∈ ∂C such that µ(^x1ox2) = pi/2. Let x3 =−x1 and x4 =−x2. Then for
any x ∈ ∂C there is an i ∈ {1,2,3,4} such that µ(^xoxi)6 pi/4< pi/3. Hence, ‖x− xi‖< 1. Thus,
{C+ xi : i = 1, . . . ,4} is a maximal Hadwiger family of C, and we conclude that B(C) = 4.
Given any two points x1,x2 ∈ ∂C at distance 1, there exists a point x3 outside the angular do-
main ^x1ox2 with µ(^x1ox2) 6 pi such that µ(^x3ox1) > pi/3 and µ(^x3ox2) > pi/3. As before,
‖x1− x3‖ ,‖x2− x3‖> 1. Thus, B′(C)> 3.
To find three points on ∂C, we take the vertices x0,x2,x4 of the affine regular hexagon x0 · · ·x5
from the proof of H(C)> 6 in the proof of Proposition 23, inscribed in the unit circle. Then the three
angles ^x0ox2, ^x2ox4, ^x4ox0 each has Brass measure 2pi/3. If we take any x ∈ ∂C, it will have an
angle of at most pi/3, hence a distance of at most 1, to one of x0,x2,x4.
We now define the dual blocking number and its strict analogue. In the definitions of the dual
blocking and strict blocking numbers we again make use of the natural ordering of the translates
of C that touch C. The dual blocking number A(C) of a convex disc C is the maximum size of a
minimal dual Hadwiger family of C. The strict dual blocking number A′(C) of C is the maximum
size of a minimal strict dual Hadwiger family of C. Note that for the dual notions we do not need
the non-triviality requirement that o is in the convex hull of the translation vectors, since such trivial
collections of translates will not have the maximum size.
Proposition 27. Let C be a convex disc in the plane. The dual blocking number A(C) and the dual
strict blocking number A′(C) are given by the following table.
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non-parallelogram parallelogram
A(C) 11 8
A′(C) 12 12
Proof. As before, we assume that C is o-symmetric and not a parallelogram, and µ is a good Brass
measure in the normed plane X2 with unit ball C. Suppose that we are given a set of 12 points on ∂C
such that consecutive points are at distance 6 1. If this set is minimal, then the distance between every
second vector is > 1, which gives a strict Hadwiger family of 6 points, contradicting Proposition 23.
Thus, A(C)6 11.
To find 11 points on ∂C such that consecutive points are at distance 6 1 and non-consecutive
points at distance > 1, choose any 11 points with consecutive angles 2pi/11 according to a Brass
measure. Since 2pi/11< pi/3, the distance between consecutive points is < 1. Since 2 ·2pi/11> pi/3,
the distance between non-consecutive points is > 1, and we have obtained a minimal dual Hadwiger
family. We conclude that A(C) = 11.
Next, suppose that we are given a set of 13 points on ∂C such that consecutive points are at
distance < 1. For some two consecutive angles the sum of the angular measures is 6 2 ·2pi/13< pi/3.
It follows that we may remove the point shared among the two angles and still have all consecutive
distances < 1. Therefore, the 13 points do not form a minimal strict dual Hadwiger family, hence
A′(C)6 12.
To find 12 points on ∂C with consecutive points at distance < 1 and non-consecutive points at
distance > 1, choose any x1, let xi, i = 1, . . . ,6, be the vertices of an inscribed affine regular hexagon
with sides of length 1, let y1 be such that µ(^x1oy) = µ(^x2oy) = pi/6, and let yi, i = 1, . . . ,6, be the
vertices of an inscribed affine regular hexagon with sides of length 1. Then {xi}∪{yi} is a minimal
strict dual Hadwiger family, and it follows that A′(C) = 12.
8 Few-distance sets and thin cones
Erdo˝s [57] asked for the minimum number g(n) of distinct distances that can occur in a set of n points
in the plane. We can equivalently ask for the largest number of points in a given space in which
only k non-zero distances occur. We say that a subset S of a finite-dimensional normed space X is a
k-distance set if
|{‖x− y‖ : x,y ∈ S,x 6= y}|6 k.
We have encountered 1-distance sets in Section 3 as equilateral sets. Let
f (k,X) = max{|S| : S is a k-distance subset of X} .
Thus, f (1,X) = e(X).
For the Euclidean plane, Erdo˝s [57] conjectured that f (k,E2) =O(k1+ε) and showed that a square
piece of the integer lattice gives f (k,E2) =Ω(k
√
logk). Recently, Guth and Katz [87] used a striking
combination of classical algebraic geometry and topological and combinatorial methods to show
that f (k,E2) = O(k logk). In higher dimensions, Erdo˝s observed that c1kd/2 < f (k,Ed) < c2kd . It
is conjectured that f (k,Ed) = O(kd/2+ε)). The current best results are due to Solymosi and Vu
[170], which, when combined with the result of Guth and Katz, are f (k,E3) = O(k5/3+o(1)) and
f (k,Ed) = O(k(d2+d−2)/(2d)+o(1)) for fixed d. Bannai, Bannai and Stanton [13] and Blokhuis [27]
showed that f (k,Ed)6
(k+d
k
)
, which is a useful bound if d is large compared to k.
For general 2-dimensional spaces X2 we have the bound f (2,X2) 6 9, with equality iff X2 is
isometric to `2∞ [173]. Düvelmeyer [55] made a computer-assisted classification of all 2-distance sets
in all 2-dimensional normed spaces. This classification is quite involved, but the following general
statements can be inferred from his results.
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Theorem 28 (Düvelmeyer [55]). Let X2 be a normed plane.
1. If the unit ball of X2 is not a polygon, then f (2,X2)6 5.
2. If the unit ball of X2 is not a polygon and f (2,X2) = 5, then any 2-distance set of 5 points is
the vertex set of an affine regular pentagon, the ratio between the two distances is the golden
ratio (1+
√
5)/2, and the unit ball of X2 has an inscribed affine regular decagon.
3. If f (2,X2)> 8, then X2 is isometric to `2∞ and the 2-distance set of eight points corresponds to
a subset of {0,1,2}2 in `2∞.
For general d-dimensional normed spaces Xd , the following conjecture was made in [173].
Conjecture 15 ([173]). For all k > 1 and d > 1, for any d-dimensional normed space Xd we have
f (k,Xd)6 (k+1)d .
This conjecture is known to hold for k = 1 and arbitrary d (by Petty and Soltan’s result on
equilateral sets) and for all k and all 2-dimensional spaces [173]. It is not difficult to show that
f (k, `d∞) = (k + 1)
d , with the section {0,1, . . . ,k}d ⊂ `d∞ of the integer lattice giving the lower
bound [173].
We can partition a k-distance set in Xd into b f (Xd) many (k−1)-distance sets, hence f (k,Xd)6
b f (Xd) f (k−1,Xd). By induction, we obtain that f (k,Xd)6 e(Xd)b f (Xd)k−1 6 (2+ok(1))kd . With
a different inductive argument that involves the triangle inequality we can show that f (k,Xd)6 2kd
[173]. This is the best general upper bound known for fixed k and large d. Next, we present a bound
for fixed d and large k.
Theorem 29. For any d-dimensional normed space Xd , f (k,Xd)6 (k+1)5d+o(d) .
The basic idea of the proof is from [173] and refined by building on an idea of Füredi [73]. In the
next section we present a proof of this theorem, after introducing thin cones and their basic properties.
(We note that very recently Polyanskii [152] showed that f (k,Xd)6 kO(d3d).)
8.1 Thin cones
We recall that an ordered vector space (V,6) is a vector space with a partial order compatible with the
vector space structure in the following sense: If a6 b then a+x6 b+x and λa6 λb for all a,b,x∈V
and λ > 0. We also recall that a subset P of the vector space V is a convex cone if x+ y,λx ∈ P
whenever x,y ∈ P and λ > 0, and that a convex cone P is called proper if P∩ (−P) = {o}. We then
have the well-known correspondence between partial orders on V and proper convex cones in V : If 6
is a partial order then its positive cone P6 = {v ∈V : v> o} is a proper convex cone, and conversely,
if P is a proper convex cone V , we can define a 6P b by b−a ∈ P, and (V,6P) will be an ordered
vector space.
Note that we do not assume that the positive cones of our partial orders are closed, and so cannot
deduce from an 6 b and limn an = a that a 6 b. (For example, the cones defined in the proof of
Theorem 32 below are not necessarily closed.)
We now connect the norm with the partial order. We say that a partial order 6 on a normed space
X is monotone if ‖x+ y‖ > ‖x‖ for all x,y > o with y 6= o. A proper convex cone P in a normed
space (X ,‖·‖) is called a thin cone if ((P∩∂BX)− (P∩∂BX))∩P= {o}, or equivalently, if a−b /∈ P
for any chord ab of the unit sphere inside the cone P. Thin cones were introduced in [173] and
independently in [73].
Lemma 30. A proper convex cone P in X is thin iff 6P is a monotone partial order.
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Proof. Suppose that 6P is monotone. Let a,b ∈ P∩∂BX such that a−b ∈ P. Let x = b and y = a−b.
If y 6= o, then ‖a‖= ‖x+ y‖> ‖x‖= ‖b‖, which contradicts ‖a‖= ‖b‖= 1. Therefore, y= a−b= o,
which shows that the cone P is thin.
Conversely, suppose that P is a thin cone. Let x,y ∈ P with y 6= o and suppose that ‖x+ y‖6 ‖x‖.
Then x 6= o and λ = ‖x+y‖‖x‖ ∈ [0,1]. Also, x+ y 6= o, otherwise x ∈ P∩ (−P) = {o}, a contradiction.
Let a = 1‖x‖x and b =
1
‖x+y‖(x+ y). Since P is a convex cone, a,b,b−a = 1‖x+y‖((1−λ )x+ y) ∈ P.
It follows that b−a ∈ ((P∩ ∂BX)− (P∩ ∂BX))∩P, and since P is thin, b−a = o. However, then
(1−λ )x =−y ∈ P∩−P, which contradicts that P is a proper cone. Therefore, ‖x+ y‖> ‖x‖.
We call a familyP of proper convex cones in a vector space V separating if⋃
P∈P
(
P∪ (−P))=V.
Lemma 31. A familyP of proper convex cones in the vector space V is separating iff for all x,y ∈V
there exists P ∈P such that x and y are comparable in 6P.
We omit the straightforward proof. We also say that a familyO of partial orders on V is separating
if {P6 : 6∈ O} is a separating family of cones. We are particularly interested in separating families
of thin cones. The space `d∞ has a separating family of d thin cones, namely the cones generated
by any d pairwise non-opposite facets of the unit ball Bd∞. More generally, if the unit ball of X is a
polytope with 2 f facets, then X has a separating family of f thin cones.
Theorem 32 ([173]). Any two-dimensional normed space has a separating family of two thin cones.
Proof. Let a,b ∈ ∂B be chosen such that the area of the triangle 4oab is maximized. Then B is
contained in the parallelogram with vertices ±a±b. Let P1 be the cone generated by {a,b}, and P2
the cone generated by {−a,b}. If ∂B does not contain a line segment parallel to oa or ob, then P1 and
P2 are both thin cones.
If, on the other hand, ∂B contains line segments parallel to oa or ob, then we show that a and b
can be chosen in such a way that no line segment on ∂B parallel to oa or ob will intersect the interiors
of both P1 and P2. Indeed, if ∂B contains a maximal line segment cd parallel to oa, then we can
replace b by either endpoint of cd without changing the area of4aob. If ∂B furthermore contains a
maximal line segment e f parallel to the new ob, then we can similarly replace a by either endpoint
of this maximal segment without changing the area of the triangle. Note that changing a in this way
does not create a line segment parallel to the new oa with b in its interior, since then b would be a
smooth point of B, and we would also have two different lines through b that support B, namely the
lines parallel to the old oa and the new oa. It follows that no line segment on ∂B parallel to the new
oa or the new ob will intersect the interiors of both P1 and P2.
We next modify P1 and P2 so that they become thin. If ∂B contains a line segment parallel to oa
inside Pi, then we remove the set {λa : λ > 0} from Pi. And if ∂B contains a line segment parallel to
ob inside Pi, then we remove {λb : λ > 0} from Pi. The family {P1,P2} will stay a separating family,
since we never remove the same set from both P1 and P2.
Unfortunately, there are d-dimensional spaces for which any separating family of thin cones will
have size exponential in d. A simple example is the Euclidean space Ed . It is easily seen that a
proper convex cone P in Ed is thin iff 〈x,y〉> 0 for all x,y ∈ P. The orthants generate a separating
family of 2d−1 thin cones for Ed . Heppes [94] has shown that if the Euclidean unit sphere in R3 is
partitioned into parts of angular diameter at most pi/2, then at least 8 parts are needed. Therefore,
any separating family of thin cones in E3 will contain at least 4 cones. In higher dimensions, we can
make the following simple estimate. By the isodiametric inequality for the Euclidean sphere, any thin
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cone in Ed intersects the unit sphere in a set of surface measure at most that of a spherical cap of
angular diameter pi/2. Since such a spherical cap is easily seen to be contained in a Euclidean ball of
radius 1/
√
2, which moreover covers the convex hull of the spherical cap and the centre of the ball, it
follows that any separating family of thin cones for Ed will contain at least 12(
√
2)d cones.
The following result gives a simple sufficient condition for a convex cone to be thin.
Lemma 33. A convex cone P in X is thin if ‖x− y‖< 1 for all x,y ∈ P∩∂BX .
Proof. The hypothesis immediately implies that P is a proper cone.
Let a,b ∈ P∩∂BX such that a−b ∈ P. Suppose that a−b 6= o. Then
â−b := 1‖a−b‖(a−b) ∈ P∩∂BX .
By hypothesis,
∥∥∥b− â−b∥∥∥< 1. However,∥∥∥b− â−b∥∥∥= ∥∥∥∥b− 1‖a−b‖(a−b)
∥∥∥∥
=
∥∥∥∥(1+ 1‖a−b‖
)
b− 1‖a−b‖a
∥∥∥∥
>
∥∥∥∥(1+ 1‖a−b‖
)
b
∥∥∥∥−∥∥∥∥ 1‖a−b‖a
∥∥∥∥
= 1+
1
‖a−b‖ −
1
‖a−b‖ = 1,
a contradiction. Therefore, a−b = o, and P is a thin cone.
Suppose that S is a subset of the unit sphere of a d-dimensional normed space X contained in
some open ball of radius 1/2. Does it follow that for any p,q ∈ conv(S), ‖p̂− q̂‖< 1? By the above
lemma, a positive answer would imply that the convex cone generated by the intersection of an open
ball of radius 1/2 and the unit sphere is thin. However, this conclusion is false when d > 3 under the
weaker assumption that ‖x− y‖< 1 for all x,y ∈ S, as the following example shows.
Let X be the d-dimensional subspace
{
(α1, . . . ,αd ,β ) : αi,β ∈ R,∑di=1αi = 0
}
of `d+11 . Write
e1, . . . ,ed+1 for the standard basis of `d+11 . Fix ε ∈ (0,1). For each i = 1, . . . ,d, define
xi =
d(1− ε)
2(d−1)ei−
1− ε
2(d−1)
d
∑
j=1
e j + εed+1.
Then simple calculations show that S := {x1, . . . ,xd} is an equilateral set of unit vectors in X where
the distance between any two is∥∥xi− x j∥∥1 = (1− ε)d/(d−1), 16 i< j 6 d.
Also, if we let p = 1d−1 ∑
d−1
i=1 xi and q = xd , then p,q ∈ conv(S) and a calculation shows that ‖p‖1 =
1+(d−2)ε
d−1 , ‖q‖1 = 1, and
‖ p̂− q̂‖1 = 2(1− ε) =
2(d−1)
d
diam(S).
Thus, the diameter of { p̂ : p ∈ conv(S)} is almost double that of S. This example is almost worst
possible, at least for diameters up to about 1/2, as the following theorem shows. We first estimate
the distance to the origin from the convex hull of a set of unit vectors. This lemma is essentially
Lemma 37 in [185]; see also the remark after the proof there.
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Lemma 34. Let X be a d-dimensional normed space and S ⊆ ∂BX with diam(S) < 1+1/d. Then
‖p‖> 1− (1−1/d)diam(S) for all p ∈ conv(S).
Proof. By Carathéodory’s Theorem, it is sufficient to prove the lemma for finite S. Thus, without
loss of generality, S is finite and p is an element of conv(S) of minimum norm. By Carathéodory’s
Theorem, p is in the convex hull of k 6 d+1 points from S. Write p = ∑ki=1λixi where ∑ki=1λi = 1,
λi > 0 and xi ∈ S. Then for any i = 1, . . . ,k, with D := diam(S),
1−‖p‖= ‖xi‖−‖p‖6 ‖xi− p‖=
∥∥∥∥∥ k∑j=1λ j(xi− x j)
∥∥∥∥∥
6∑
j 6=i
λ j
∥∥xi− x j∥∥6 (1−λi)D.
In particular, since D < 1+ 1/d, p 6= o. Since p minimizes the norm of all points from C :=
conv{x1, . . . ,xk}, it follows that o /∈C and either p is in some facet of C or C lies in a hyperplane of
X . Therefore, p is in the convex hull of at most d of these points, and we may suppose that k 6 d. If
we sum the inequality 1−‖p‖6 (1−λi)D over i = 1, . . . ,k, we obtain k(1−‖p‖)6 (k−1)D, hence
‖p‖> 1− (1−1/k)D> 1− (1−1/d)D.
Theorem 35. Let S be a subset of the unit sphere of a d-dimensional normed space (d > 2) and let
0<D6 d/(2d−1) be given such that ‖x− y‖<D for all x,y ∈ S. Then ‖ p̂− q̂‖< (2− 1d )D for any
p,q ∈ conv(S).
Proof. Without loss of generality, ‖p‖6 ‖q‖. Also, since p,q ∈ conv(S), ‖p−q‖< D and ‖q‖6 1.
Lemma 34 and the given bound on D imply that ‖p‖> 1− (1−1/d)D> D. The triangle inequality
then gives
‖q̂− p̂‖=
∥∥∥∥ 1‖q‖(q− p)−
(
1
‖p‖ −
1
‖q‖
)
p
∥∥∥∥
6 1‖q‖ ‖q− p‖+
(
1
‖p‖ −
1
‖q‖
)
‖p‖
<
D
‖q‖ +1−
‖p‖
‖q‖ 6
D−‖p‖
1
+1
6 D−
(
1−
(
1− 1
d
)
D
)
+1 =
(
2− 1
d
)
D.
The same proof shows that for D up to d/(d−1) we have ‖p̂− q̂‖6 D/(1− (1−1/d)D), which
is non-trivial for D up to about 2/3. We do not know whether the bound of this theorem still holds for
D larger than 1/2 or if there are better counterexamples than the one described before Lemma 34. We
need the theorem only for the case of D = 1/2, in the proof of the next corollary.
Corollary 36. Any d-dimensional normed space has a separating family of O(5d+o(d)) thin cones.
Proof. It is well known that the unit sphere ∂BX can be covered by O(5dd logd) open balls Bi
(i = 1, . . . ,n) of radius 1/4 (see [161, Eq. (3)]). We may assume that the collection {Bi} is minimal,
hence o /∈ Bi. Therefore, the convex cone Ci generated by Bi∩∂BX is proper, and {Ci : i = 1, . . . ,n}
is a separating family of cones.
We next show that Ci is a thin cone for each i = 1, . . . ,n. Let a,b ∈Ci∩ ∂BX . Then a = p̂ and
b = q̂ for some p,q ∈ conv(Bi∩∂BX). Theorem 35, applied to S = Bi∩∂BX , D = 1/2 and p,q, gives
that ‖a−b‖< 1. By Lemma 33, Ci is a thin cone.
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Let P be a convex, proper cone and S a finite subset of the vector space V . Then 6P restricted to S
gives a finite poset with height h(S,6P) defined to be the largest cardinality of a chain in (S,6P).
Theorem 37. Let X be a finite-dimensional normed space with a finite separating familyP of thin
cones. Let S be a finite subset of X. Then
|S|6 ∏
P∈P
h(S,6P).
Proof. For each x∈ S and P∈P , let h(x;S,6P) denote the largest h such that there exist x1, . . . ,xh ∈ S
such that x = x1 >P x2 >P · · ·>P xh. Then the mapping
η : S→ ∏
P∈P
{1,2 . . . ,h(S,6 P)}
defined by h(x) = (h(x,S,6P) : P ∈P) is injective. Indeed, for any distinct x,y ∈ X there exists P ∈
P such that y−x ∈ P∪ (−P). Without loss of generality, y−x ∈ P\{o}. Let H = h(x;S,6P). There
exist x1, . . . ,xH ∈ S such that x = x1 >P x2 >P · · ·>P xH . However, then y> x1 >P x2 >P · · ·>P xH ,
hence h(y;S,6P)> H = h(x;S,6P) and η(x) 6= η(y).
8.2 Applications
We can now prove the upper bound on the size of a k-distance set.
Proof of Theorem 29. For any k-distance set S in Xd and any thin cone P, h(S,6P) 6 k+ 1. Now
apply Corollary 36 and Theorem 37 to obtain the result.
As a second application, we obtain an upper bound on the length of a sequence of spheres
pi+ ri∂BX , i = 1, . . . ,n, such that pi+1, . . . , pn ∈ pi+ ri∂BX for each i = 1, . . . ,n−1.
Theorem 38. Let p1, p2, . . . , pn ∈ Xd such that
∥∥pi− p j∥∥ = ‖pi− pk‖ whenever i < j < k. Then
n6 25d+o(d) .
Proof. For S = {p1, p2, . . . , pn} and any thin cone P, we have h(S,6P)6 2. Then apply Corollary 36
and Theorem 37.
Using a different technique, Naszódi, Pach and Swanepoel [145] recently obtained the much better
upper bound of O(6dd2 log2 d) in the above theorem, which was subsequently improved to O(3dd) by
Polyanskii [152].
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