Although deep learning models perform remarkably across a range of tasks such as language translation, parsing, and object recognition, it remains unclear whether, and to what extent, these models follow human-understandable logic or procedures when making predictions. Understanding this can lead to more interpretable models, better model design, and faster experimentation. Recent machine learning research has leveraged statistical methods to identify hidden units that behave (e.g., activate) similarly to human understandable logic such as detecting language features, however each analysis requires considerable manual effort. Our insight is that, from a query processing perspective, this high level logic is a query evaluated over a database of neural network hidden unit behaviors.
INTRODUCTION
Neural networks (NNs) are revolutionizing a wide range of machine intelligence tasks with impressive performance, such as language understanding [23] , image recognition [21] , and program synthesis [17] . This progress is partly driven by the proliferation of deep learning libraries and programming frameworks that drastically reduce the effort to construct, experiment on, and deploy new models [8, 14, 35] .
However, it is still unclear how and why neural networks are so effective [1, 18] . Does a model learn to decompose its task into understandable subtasks? Does it memorize training examples [65] , can it generalize to new situations? Understanding the internal representation of a trained model learns will enable more rapid experimentation and development of NN models, help identify harmful biases, and explain predictions-all critical in real-world deployments.
A prevailing paradigm is to study how individual or groups of hidden units (neurons) behave when the model is evaluated over test data. One approach is to identify if the behavior of a hidden unit mimics a high level functionality-if a unit only activates between opening and closing quotation marks, then it potentially has learned how to recognize quotations. Numerous papers have applied this ideas by manually inspecting visualizations of behaviors [21, 31, 51] or using analysis-specific scripts [7, 56] , and in domains such as detecting syntax and sentiment in language [31, 51] , parts and whole objects from images [21, 37] , image textures [7] , and chimes and tunes in audio [6] .
This class of analysis is ubiquituous in the deep learning literature [4, 7, 9, 28, 32, 42, 45] and we term it Deep Neural Inspection (DNI). Given user-provided hypothesis logic (e.g., "detects nouns", "detects keywords"), DNI seeks to quantify the extent that the behavior of hidden units (e.g., the magnitude or the derivative of their output) is similar to the hypothesis logic when running the model over a test set. Although different instances of DNI may share a common set of operations, each analysis requires considerable engineering resources to implement from scratch, and can execute inefficiently. We believe there is tremendous opportunity to provide a declarative abstraction to easily express, execute, and optimize DNI analyses as queries.
Our main insight is that although DNI analyses may use different NN models, hypotheses, or types of hidden unit behaviors, they all use statistical measures to quantify the affinity between hidden unit behaviors and hypotheses. These measures can then be used to identify groups of hidden units to debug, compare models based on the logic that their hidden units mimic, and better understand how NNs achieve high empirical performance. To this end, we present DeepBase, a system to perform large-scale Deep Neural Inspection through a declarative query interface. Given groups of hidden units, hypotheses, and statistical measures of learn-ability, DeepBase quickly computes the affinity score between each (hidden units group, hypothesis) pair. DeepBase is embedded into SQL using a new INSPECT clause so that users can easily filter, group, and inspect hidden units within a single statement. Section 2.2 describes many previously manual analyses [4, 31, 66] that can be easily expressed as DNI queries.
Designing a fast DNI system is challenging because the cost is a cubic function dependent on the size of the dataset, the number of hidden units, and the number of hypotheses. Even trivial examples are computationally expensive. Consider analyzing simple character-level recurrent neural nets (RNNs) with 128 hidden units over a corpus of 6.2M characters [31] . Assuming each activation is stored as a 4-byte float, each RNN model requires 3.1GB to store its activations. While this fits in memory, the process to extract and materialize these activations, and matching them with hundreds of hypotheses can be incredibly slow.
To address these challenges, DeepBase uses pragmatic optimizations based on existing DNI use cases. First, the users provide hypothesis logic in the form of functions evaluated over input data, which are potentially expensive to compute. When DeepBase is re-run on new models but the hypothesis logic remains unchanged, we cache the output of the hypothesis functions to avoid incurring redundant costs. Second, users can specify convergence thresholds so that DeepBase can terminate quickly while returning accurate but approximate scores. Since many DNI analyses use correlation measures and linear prediction models, DeepBase natively supports those measures. Third, DeepBase reads the dataset, extracts unit behaviors, and evaluates the user-defined hypothesis logic in an online fashion, to avoid unnecessary costs when the affinity scores have converged. Finally, DeepBase leverages GPUs-commonplace in deep learning-to offload the cost of unit behavior extraction and compute expensive affinity metrics such as logistic regression in parallel.
Our primary contribution is to formalize Deep Neural Inspection and develop a declarative query language to specify DNI analyses. We also contribute:
• The design and implementation of an end-to-end DNI system called DeepBase, along with several simple but effective optimizations, including caching, early stopping via convergence criteria, streaming execution, and GPU execution. • A walk-through of how hypothesis functions can be easily generated from existing machine learning libraries (Section 4.2, Appendix B). • A verification procedure based on input perturbation to provide more confidence that a unit group of high affinity scores are indeed affected by the hypothesis function (Section 4.4). • We compare the runtime to inspect a SQL auto-completion RNN model. We show that with all optimizations including hypothesis caching, DeepBase outperforms an implementation based on MADLib [24] by 100 -413×, depending on the specific affinity measure. • Experimental results using DeepBase to analyze a wide variety of RNN models to show the flexibility and effectiveness of the optimizations, along with the analysis of a state-of-the-art Neural Machine Translation model architecture [33] (English to German) that finds results consistent with NLP research [56] (Section 6). This paper focuses the discussion, and application of DeepBase, on Recurrent Neural Networks (RNNs), a widely used class of NNs used for language modeling, program synthesis, image recognition, and more. We do this to simplify the exposition while focusing on an important class of NNs, however the system design and techniques are applicable to other classes such as Convolutional Neural Networks (CNNs).
BACKGROUND AND USE CASES
This section introduces the basic types of neural network models and neural network terminology used in this paper. Further, we describe representative use cases of DNI that are currently implemented and used in an manual manner. These uses cases serve as the motivation for the system described in the rest of the paper.
Neural Network Primer
We provide a brief review of neural networks. For an extensive overview, we refer readers to Goodfellow et al. [22] .
Neural networks are mappings that transform an input vector s to an output vector y. The mapping is parameterized by a vector of weights w, which is learned from data. To capture nonlinear relationships between s and y, we can stack linear transformations followed by nonlinear functions:
where h n is a vector of hidden units in the nth layer that represent intermediate states in the neural network, which are also frequently called activations or "neurons". The function σ must be nonlinear for the model to learn nonlinear mappings, and today most neural networks use the rectified linear unit σ(x) = max(0, x). When interpreting neural networks, we are often interested in understanding what the hidden units h n are learning to detect, which is the focus of this paper. Recurrent neural networks (RNNs) are popular models for operating on sequences, for example processing text as a sequence of words. Given an input sequence where s t is the t-th element in the sequence, a recurrent network follows the recurrence relation:
h 0 = 0 (6) where the intermediate hidden units h t are a function of the tth element in the sequence and the previous hidden units from the previous element in the sequence. Importantly, the parameters w are independent of the position in the sequence, allowing the model to process arbitrary length sequences. Modern recurrent networks use a more sophisticated update mechanism to stabilize optimization, for example with LSTMs [26] , which we use in our experiments. However, the high-level question of interpretation remains the same: we are interested in analyzing and understanding the intermediate activations h i in the network. Recall that h t is a vector with multiple dimensions. For clarity, we refer to a specific dimension in h t as u i , which represents a single hidden unit. We call any value that can be computed for u i at each time step a behavior. For example, we can compute measures such as u i 's gradient with regards to the input (the derivative δu i δx t ).
Motivating Example
We will use an RNN with a single LSTM layer that performs SQL query auto-completion as a motivating example. We use a toy grammar of trivial SELECT statement rules to simplify the exposition, and scale up to more complex grammars in our Experiments section. Given a SQl string, the model reads a window of 100 characters (padded with a null character if necessary) to predict the next character. For a given window, it reads each character as described in the primer. The model can be iteratively run in a generative mode to output full query strings by using the previous prediction to predict
SELECT t ab l e_5 . c o l _00859 FROM t ab l e_9 , t ab l e_1~~~~~~~~~~~~ SELECT t ab l e_5 . c o l _00859 FROM t ab l e_9 , t ab l e_1~~~~~~~~~~~~ SELECT t ab l e_5 . c o l _00859 FROM t ab l e_9 , t ab l e_1~~~~~~~~~~~~ SELECT t ab l e_5 . c o l _00859 FROM t ab l e_9 , t ab l e_1 and emit the next character. The layer contains 128 hidden units and a final fully connected layer makes the prediction. We convert each character into a one-hot vector that indicates the original character, and train the model on a thousand randomly generated queries to predict the next character with the cross-entropy loss function.
The model achieved 80% prediction accuracy on a held-out test set of 1,152 queries, as compared with random guess accuracy of 1 32 . In addition, 75% of its generated queries can be parsed in average. Those statistics indicate that the model can reliably predict the next character. But what did the model really learn? One hypothesis is that the model "memorized" all possible queries. Another is that it learns an N-gram model that uses the previous N -1 characters to predict the next. Or the model learned portions of the SQL grammar. We would also like to check these hypotheses across models with different architectures or training parameters, or for a specific set of units.
Approaches for Interpretation
The machine learning community has developed a variety of approaches for interpretation, which we discuss below. Manual Visual Inspection: Manual approaches [31, 60] , such as LSTMVis [60] , visualize each unit's activations and let users manually check that the units behave as expected. For instance, if a unit only spikes for table names, it suggests that the model behaves akin to that grammar rule and possibly has "learned" it. Unfortunately, visual inspection is difficult, even for simple settings. Figure 1 plots the activations of 4 units on the prefix of a query. We easily observe that units are inactive when reading the padding character "˜". However, interpreting the fluctuations is difficult. u 12 appears to spike down on whitespaces (highlighted), mirrored by u 86 . u 97 tends to activate within the words FROM and table. But those observations are simply guesses on a small string; scaling this manual analysis to all units and all queries is impractical. Ideally, we would express these hypotheses and formally test them at scale. Saliency Analysis: This approach seeks to identify the input symbols that have the largest "effect" on a single or group of units. For instance, an NLP researcher may want to find words that an LSTM's output is sensitive to [38] , or the image pixels that most activates a unit [21] . This analysis may use different behaviors, such as the unit activation or its gradient. Typically, the procedure collects a unit's behaviors, finds the top-k highest value behaviors, and reports the corresponding input symbols. For instance, whitespace and period trigger the five highest activations for u 86 in Figure 1 . This DNI approach has been used to analyze image object detection [55, 57, 67] , NLP [38] , and sentiment [51] . Statistical Analysis: Many datasets are annotated: text documents are annotated with parse trees or linguistic features, while image pixels are annotated with object information. Such annotations can help analyze groups of units. For instance, Kim et. al [32] use logistic regression to predict annotations of high-level concepts from unit activations. NetDissect [7] finds the image pixels that cause a unit to highly activate (similar to saliency analysis), and computes the Jaccard distance between those pixels and annotated pixels of e.g., a dog. In general, these techniques compute a statistical measure between unit behaviors and annotations of the input data, and have been used to e.g., find semantic neurons [42] , find units that learn texture [7] , and evaluate transfer learning [4, 9, 45 ].
Desiderata of a DNI System
DNI analysis using the existing approaches is powerful and spans domains and applications. Unfortunately, each analysis currently requires custom, adhoc implementation despite following a common analysis goal: the user wants measure the extent that groups of hidden units in one or more trained models behave in a manner that is similar to, or indicative of, a humanunderstandable function, when evaluated over the same test dataset. For instance, we may want to measure the extent that the activation behavior of each LSTM unit in our SQL auto-completion model have high correlation with a function that detects the presence SQL keywords by emitting 1 for keyword characters and 0 otherwise. DeepBase is a system that provides a declarative abstraction to efficiently express and execute these analyses. DeepBase takes as input a test set, a trained model, a set of Python functions that encode hypothesizes of what the model may be learning (we call them hypothesis functions), and a scoring function, e.g., a measure of statistical dependency. From those inputs, DeepBase produces a set of scores that quantify the affinity between the hypotheses and the model's hidden units. Such a system should support: Arbitrary Hypothesis Logic: Different applications and domains care about different hypotheses. In autocompletion, does the model learn to count characters? In machine translation, do units learn sentiment or language nuances such as relational dependencies? In visual object recognition, pixels correspond to different types of objects-do units detect pixels containing dogs or cats? A system should be flexible about the types of logic that can be used as queries. Many Models and Units: Modern neural network models can contain tens of thousands of hidden units, and researchers may want to compare across different model architectures, training epochs, parameters, datasets, or groups of units. A DNI system should allow users to easily specify which combination of hidden units and models to inspect. Different Affinity Measures: Different use cases and users may define affinity differently. They may correlate activations of individual units [31] , compute mutual information between a unit's behavior and annotations [42] , use a linear model to predict highlevel logic from unit activations [4, 32] , or use another measure.
A DNI system should be fast for common measures, and support user-defined measures. Mix and Match Users should be able to easily specify the combination of hypothesis functions, models, hidden units, and datasets that they want to inspect. Analyze Quickly Developers use inspection functionality to interactively debug and understand the characteristics of their models. Thus, any system should both scale to a large number of models, test data, and queries, while maintaining acceptable query performance.
PROBLEM DEFINITION
We now define the deep neural inspection problem, using the SQL auto-completion model in Section 2.2 as the example. Problem Setup: Let D = {d 1 , · · · } be a dataset of records, or sequences, where each d i = [s 1 , · · · ] is a sequence of symbols. In our SQL auto-completion example, each record is a window of 100 symbols, and each symbol is a hot-one encoded character. For other data types, a symbol may be an image pixel, word, or vector depending on the model. We assume all records have length n s by padding shorter sequences with Null symbols.
A model M = {u M 1 , · · · , u M n } contains |M| hidden units. Logically, M(d) is evaluated by reading each input symbol s i one at a time, which triggers a single behavior b i ∈ R from each hidden unit u 1 . For instance, each line graph in Figure 1 plots a unit's activations when reading each character in the input query. In this paper, we report results based on unit activation, however DeepBase is agnostic to the specific definition of behavior extracted from the model. This flexibility is important because existing papers may use the gradient of the activations instead of their magnitude [67] . We model high level logic in the form of a Hypothesis Function, h(d) ∈ R n s , that outputs a Hypothesis Behavior when evaluated over d. For instance, a hypothesis that the model has learned to detect the keyword "SELECT" would emit 1 for those characters and 0 otherwise. There is no restriction on the complexity of a hypothesis function and Section 4.2 describes example functions; the only constraint is that the hypothesis behavior is size n s .
So far, we modeled both hidden unit and hypothesis behavior over input data as time series of the same length. We quantify the affinity between each unit u ∈ U in a group of units U and a hypothesis h based on a user-defined statistical affinity measure l(U, h, D) = (R |U| , R) that outputs a scalar affinity score for each unit, along with a score for the group as a whole. Similar to [31] , we may study each unit individually, and compute the correlation between their behavior and a grammar rule such as "SELECT" keyword detection. Alternatively, we may group the units in a layer and measure whether we can predict the occurence of the keyword from their behavior, using a classifier such as logistic regression [4] ; the model's F1 score is the group affinity, and each unit's score is its model coefficient. Although l(U, h, D) is user-defined, commonly used measures exhibit properties that are amenable to optimization.
Basic Problem Definition: Given the above definitions, we are ready to define the basic version of DNI:
Definition 1 (DNI-Basic). Given dataset D, a subset of units U ⊆ M of an RNN model M, hypothesis h, statistical measure l, return the set of tuples (u, s u , s U ) where the score s u is defined as l(U, h, D) = ([s u |u ∈ U], s U ).
Note that we specify as input a set of units U rather than the full model M. This is because the statistical measure l() may assign different affinity scores depending on the group units that it analyzes. For instance, if the user inspects units in a single layer using logistic regression, then only the behaviors of those units will be used to fit the linear model and their coefficients will be different than when inspecting all in the model. This highlights the value of embedding DeepBase within a SQL-like language.
Although the above definition is sufficient to express the existing approaches in Section 2.2, it is both inconvenient and inefficient. Developers often train and want to compare many groups of units to understand e.g., what hypotheses the model learns across training epochs. For space considerations, we present the generalized problem definition in Appendix A.
DECLARATIVE DEEP NEURAL INSPECTION
We first describe the INSPECT clause and example DNI Queries. We then describe how create hypothesis functions, DeepBase native statistical measures, and a verification procedure to assess the quality of highly scored units. The next section describes the system design and optimizations.
The INSPECT Clause Syntax
DeepBase models hidden units, hypotheses, and model inputs as relations (or views) in a database. Let units be a relation representing hidden units (uid) and their models (mid), and hypotheses represent hypothesis functions (h). These relations may contain additional meta-data attributes-e.g., unit layer, training epoch, or the source of the hypothesis function-for filtering and grouping the hidden units.
The INSPECT clause expresses the deep neural inspection operation. We introduce a separate clause rather than use a custom UDF to make it easier to use. DNI is neither a scalar UDF nor an user defined aggregation (UDA). Instead, it outputs a set of records for each input group (UDAs return a single record per group), and the outputs across all groups needs to be flattened into a single relation before further processing. INSPECT performs this flattening automatically.
The syntax specifies unit ids and hypothesis functions to compare, optional affinity measures (e.g., logistic regression), and the dataset of input sequences used to extract unit and hypothesis behaviors. By default, DeepBase measures correlation between individual units and hypotheses:
The clause is evaluated prior to the SELECT clause and outputs a temporary relation with schema (uid, hid, mid, group_score, unit_score) containing unit, hypothesis, and model ids, and two affinity scores. group_score is the affinity between a group of units U and the hypothesis h, whereas unit_score specifies the affinity of each unit u ∈ U; groups are defined using GROUP BY. These scores are interpreted depending on the type of statistical measure. For instance, correlation is computed for individual units (each group is a single unit), so the two scores are the same. In contrast, when using logistic regression, the model F1 score represents the affinity of the group, while the coefficients are the individual unit scores. This relation can be renamed but only referenced in later clauses (e.g., SELECT, HAVING). Users often inspect models as part of debugging. To provide the flexibility to specify combinations of models and hidden units to analyze, we integrate DNI into a SQL-like language. To continue the motivating example (Section 2.2), the following query groups hidden units by the sql parser model's training epochs, computes the correlation between each unit in layer 0 with a hypothesis that recognizes SQL keywords (e.g., "SELECT", "FROM"), and returns the epoch and id of high scoring units: 
Hypotheses
Hypotheses are the cornerstone of DNI analyses, as they encode the logic that we search for. Although numerous language-based models, grammars, parsers, annotations, and other information already exist, many do not fit the hypothesis function abstraction. Parse Trees: A common use of RNNs is for parsing and language models. In these applications, there are decades of research on language parsing, ranging from context free grammars for programming languages to dependency and constituency parsers for natural language. Figure 2 illustrates an example parse tree for a simple algebraic expression within nested parentheses ((1+2)).
The corresponding parse tree contains leaf nodes that represent characters matching terminals, and intermediate nodes that represent non-terminals.
Given a parse tree, we map each node and node type to a hypothesis function. To illustrate, the red root in Figure 2 's parse tree corresponds to the outer () characters. It can be encoded as a timedomain representation that activates throughout the characters within the parentheses (h 3 ), or a signal representation that activates at the beginning and end of the parentheses (h 5 ). Similarly, h 2 and h 4 are time and signal representations generated by hypothesis functions for the inner blue parentheses. Finally, h 1 is a composite of h 2 and h 3 that accounts of the nesting depth for the parentheses rule. Note that a given parse tree generates a large number of hypothesis functions, thus the cost of parsing is amortized across many hypothesis functions.
This form of encoding can be used for other parse structures such as entity-relationship extraction. Annotations: Existing machine models are trained from massive corpa of manually annotated data. This ranges from bounding boxes of objects in images to multi-word annotations for information extraction models. Each annotation type is akin to a node type in a parse tree and can be transformed into a hypothesis function that emits 1 when the annotation is present and 0 otherwise.
Similarly, image datasets (e.g., Coco [39] , ImageNet [15] ) contain annotations in the form of bounding boxes or individual pixel labels. Both can be modeled as hypotheses functions that map a sequence of image pixels to a boolean sequence of whether the pixel is labeled with a specific annotation.
Natively Supported Measures
DeepBase supports two types of statistical measures. Independent Measures measure the affinity between a single unit and a hypothesis function and are commonly used in the RNN interpretation literature. Examples in prior work include Pearson's correlation, mutual information [42] , difference of means, Jaccard coefficient [66] . In general, DeepBase supports any UDF that takes two behavior time series as input. Independent measures are amenable to parallelization across units, which DeepBase enables by default. We currently implement an incremental variant of Pearson's correlation. Joint Measures compute the affinity between a group of units U and a hypothesis h, and scores for each unit u ∈ U. For instance, when using logistic regression, we jointly compute one score for the whole group of units (e.g., prediction accuracy), and we assign individual scores based on model's coefficients. The current implementation supports convex prediction models that implement incremental train and predict methods. If the U's behaviors are predictive of h, then there is evidence that they have learned h [4, 47] . By default, DeepBase uses logistic regression with L1 regularization, and we report the 5-fold F1 cross-validation scores.
Verification
This paper proposes a declarative system to express existing deep neural inspection analyses. DNI is a data mining procedure that computes a large number of pairwise statistical measures between many groups of units and hypotheses. When using the scores to identify high-scoring units, the decision is susceptible to multiple hypothesis testing issues and can generate false positives. Although a complete treatment to address this problem is beyond the scope of this paper, DeepBase implements a perturbation-based verification procedure to ensure that the set of high scoring units indeed have higher affinity to the hypothesis function. To do so, we procedure is akin to randomized control trials, where, for a given input record, we perturb it in a way to swap a single symbol's hypothesis behavior, and measure the difference in activations.
Formally, let h() be a hypothesis function that has high affinity to a set of units U. It generates a sequence of behaviors when evaluated over a sequence of symbols:
After fixing the prefix s 1 , . . . , s k-1 , we want to change the k th symbol in two ways. We swap it with a baseline symbol s b k so that b b k remains the same, and with a treatment symbol s t k so that b t k changes.
Let act(s) be U's activation for symbol s, Δ b k = act(s b k )-act(s k ) be the change activation for a baseline perturbation, and Δ t k be the change for a treatment perturbation. Then the null hypothesis is that Δ t k and Δ b k , across different prefixes and perturbations, are drawn from the same distribution.
For example, consider the input sentence "He watched Rick and Morty.", where the hypothesis function detects coordinating conjunctions (words such as "and", "or", "but"). We then perturb the input words in two ways. The first is consistent with the hypothesis behavior for the symbol "and", by replacing "and" with another conjunction such as "or". The second is inconsistent with the hypothesis behavior, such as replacing "and" with "chicken". We expect that the change in activation of the high scoring units for the replaced symbol (e.g., "and") is higher when making inconsistent than when making consistent changes. To quantify this, we label the activations by the consistency of the perturbation and then measure the Silhouette Score [53] , which scores the difference between the within-and between-cluster distances.
Our verification technique is based on analyzing the effects of input perturbations on unit activations, however there are a number of other possible verification techniques. For instance, by perturbing the model using ablation [31, 42] (removing the high scoring units and retraining the model) and measuring its effects on the model's output. We leave an exploration of these extensions to future work.
SYSTEM DESIGN
This section first describes a baseline system design using an existing ML-in-DB system called MADLib, and its challenge. We then describe the DeepBase system, a set of effective optimizations, and implementation details.
MADLib Approach and Challenges
Our initial implementation used existing ML-in-database systems [20, 36] , specifically the MADLib [24] Postgres extensions, to compute the affinity scores. These systems can express and execute convex optimization problems (such as model training) as user-defined aggregates. For example, the following query trains an SVM model using records in data(X, Y) and outputs the model parameters in the modelname table. Note that the relation name is passed as a parameter, and the UDA internally scans and manipulates the relation.
SELECT SVMTrain('modelname', 'data', 'X', 'Y');
One way to use MADLib is to first extract unit and hypothesis behaviors from the input dataset, and materialize them as relations unitsb and hyposb, respectively. Their schemas (id, unitid/hypoid, symbolid, behavior) contain the behavior value for each unit (or hypothesis) and input symbol . A Python driver then rewrites the INSPECT clause into one or more large SQL aggregation queries to compute the affinity scores. For example, the correlation between each unit and hypothesis can be expressed as: The first challenge is behavior representation. Deep learning frameworks [2, 13, 49] return behaviors in a dense format. Reshaping the matrices into a sparse format is expensive, and this representation is inefficient because it needs to store a hypothesis or unit identifier for each symbol. To avoid this cost, we store the matrices in a dense representation where each unit (U.uid_i) or hypothesis (H.h_j) is an attribute. We compute the metrics as follows: Unfortunately, there can easily be > 100k pairs of units/hypotheses to evaluate, while existing databases typically limit the number of expressions in a clause to e.g., 1,600 in PostgreSQL by default. We could batch the scores (i.e., the subexpressions corr(U.uid, H.h_m)) into smaller groups and run one SELECT statement for each batch, but this would force PosgesSQL to perform hundreds of passes over the behavior relations (one full scan for each query). The problem is even more acute with MADLib's complex user-defined functions, such as SVMTrain, which incurs a full scan of the behavior tables and a full execution of the UDF for every hypothesis (see Section 6.3). This leads to our second challenge: how to efficiently evaluate hundreds, potentially thousands of units/hypotheses pairs without incurring duplicate work?
The third challenge is that extracting the behavior matrices can be expensive [62] . Unit behaviors require running and logging model behaviors for each record, while hypothesis behaviors require running potentially expensive UDFs. For instance, our experiments use NLTK [10] for text parsing, which is slow and ultimately accounts for a substantial portion of execution costs. Furthermore, users often only want to identify high affinity scores, thus the majority of costs may compute low scores that will eventually be filtered out. Thus, it is important to reduce: the number of records that must be read, the number of unit behaviors to extract and materialize, the number of hypotheses that must be evaluated, and affinity score computation that are filtered out.
DeepBase Architecture Overview
The architecture of DeepBase follows a standard query plan, with the exception of the INSPECT operator. Thus, Figure 3 focuses on a naive design of INSPECT, which will be optimized below. The operator first materializes all behaviors from the dataset D. The Unit Behavior Extractor takes one or more unit groups as input, and generates behaviors for each unit in each group-the assumption is that each group is a subset of units from a single RNN model. Similarly, the Hypothesis Behavior Extractor takes a set of hypothesis functions as input and applies them to generate hypothesis behaviors. We concatenate the sequences together, so the extractors output matrices of dimensionality |U| × |D| · n s (for Units) and |H| × |D| · n s (for Hypotheses). Since the number and length of records (|D| · n s ) can dwarf the number of units and hypotheses, these matrices are "skinny and tall". The Inspector takes as input these two matrices, along with a set of statistical measures, and computes affinity scores for each triplet of unit, hypothesis, and measure.
DeepBase is implemented in Python, and DNI analysis of Keras, Tensorflow, and PyTorch models. It extracts unit activations using a GPU, which accelerates activation extraction as compared to a single CPU core. Hypotheses are executed using a single CPU core. DeepBase trains logistic regression models, and more generally all affinity measures based on linear models, as a Keras neural network model on a GPU. Finally, DeepBase can cache the hypothesis behavior matrix in cases where the model repeatedly changes. Our implementation uses simple LRU to pin the matrix in memory, and integrating caching systems such as Mistique [62] for unit and hypothesis behaviors is a direction for future work.
Optimizations
Below we outline the main optimizations.
Shared Computation via Model
Merging. Although affinity score measures are typically implemented as Python user defined aggregates, DeepBase also supports implementations as a Keras computation graph. For instance, the default Logistic Regression measure is implemented as a Keras model. This enables a shared computation optimization we call model merging. The naive approach trains a separate model for every hypothesis, which can be extremely expensive. Instead, DeepBase merges the computation graphs of all |H| hypotheses into a single large composite model. The composite model has one output for each hypothesis rather than |H| models with one output each. This lets DeepBase make better use of Keras' GPU parallel execution. It also amortizes the per-tuple overheads across the hypotheses-such as shuffling and scanning the behavior relations, and data transfer to the GPU.
DeepBase produces one composite model for each affinity measure, by duplicating the intermediate and final layers for each hypothesis and force them to share the same input layer. If the model doesn't have a hidden layer (as in logistic regression), DeepBase can further merge all output layers into a single layer with one or more units (if the categorical output is hot-one encoded) per hypothesis; DeepBase then generates a custom cost function that aggregates the costs for all the hypotheses.
Early
Stopping. Much of machine learning theory assumes that datasets used to train machine learning models are samples from the "true distribution" that the model is attempting to approximate [19] . DeepBase assumes that the dataset D is a further subsample. Thus, the affinity scores are actually empirical estimates based on sample D.
A natural optimization is to allow the user to directly specify stopping criteria to describe when the scores have sufficiently converged. To do so, a statistical measure l() can expose an incremental computation API:
l.process_block(U, h, <rec>)→(<scores>, err)
The API takes a set of records as input and returns both the group and unit scores, as well as an error of the group score. Users can thus specify a minimum threshold for err. If this API is supported, then DeepBase can terminate computation for the pair of units and hypothesis function early. Otherwise, DeepBase ignores the threshold and computes the measure over all of D. We expose an API rather than make formal error guarantees because such guarantees may not available for all statistical measures. For example, tight error bounds are not well understood for training non-convex models (e.g., neural nets), and so in practice machine learning practitioners check if the performance of their model converges with empirical methods (i.e., comparing the last score to the overage over a training window [50] ). There exists however formal error bounds for statistical measures such as correlation [19] . By default DeepBase implements this API for pairwise correlation and logistic regression models. To estimate error of the correlation score, we use Normal-based confidence intervals from the statistical literature (i.e., Fisher transformation [19] ). For logistic regression, we follow established model training procedures and report the difference between the model's current validation score and the average scores over the last N batches, with N set up by default to cover 2,048 tuples.
Early stopping is implemented by iteratively loading and processing blocks of pre-materialized unit and hypothesis behavior matrices in blocks of n b records. It loads for all units in each group U, and for as many hypotheses as will fit into memory, and checks the error for every statistical measure after each block.
Note that the moment the score for a given hypothesis and unit group has converged, then there is no need to continue reading additional blocks for that hypothesis. Thus, there is a natural trade-off between processing very small blocks of rows, which incurs a the overhead of checking convergence more frequently, and large blocks of rows, which may process more behaviors than are needed to converge to ε. Empirically, we find that setting n b = 512 works well because most measures converge within a few thousand records. This optimization ensures that the query latency is bound by the complexity of the statistical measure, rather than the size of the test dataset.
Streaming Behavior Extraction.
A consequence of employing approximation is that DeepBase does not need to read all of the materialized matrices. Our third optimization is to materialize the behavior and hypothesis matrices in an online fashion, so that the amount of test data that is read is bound by how quickly the confidence of the statistical measures converge. To do so, we read input records in blocks of n b and extract unit and hypothesis behaviors from them in parallel. An additional benefit of this approach is that affinity scores can be computed and updated progressively, similar to online aggregation queries, so that the user can stop DeepBase after any block. Figure 3 illustrates streaming execution using the orange blocks. The input D contains 5 blocks of records, and only two blocks of unit and hypothesis behaviors have been extracted so far. When all affinity scores have converged, then DeepBase can stop. Although it is possible to furher optimize by terminating hypothesis extraction for hypotheses that have converged, we find that the gains are negligible. This is because 1) training the composite model from model merging costs the same for one hypothesis as it does for all, and 2) some hypothesis extractors, such as creating a parse tree for NLP, incurs a single cost amortized across all parsing-based hypotheses.
EXPERIMENTS
Our first evaluation challenge is to assess whether the hidden units that DeepBase scores highly are indeed correct. To this end, we first present an accuracy benchmark to study DNI under conditions when we "force" parts of a model to learn a hypothesis function. Following this analysis, we present scalability experiments using a SQL auto-completion RNN model to show how DeepBase (and its optimizations) scales as we vary the number of hidden units, hypotheses, and records. Finally, we run DeepBase on a real world English-to-German translation model from OpenNMT [33] . Additional details and benchmarks are in Appendix C.
Setup
We ran DeepBase on three types of RNN models, and ran verification on the high scoring units. The aim of the first two types of models is to predict the next symbol (character) for strings generated from formal grammars; the third model is a sequence-to-sequence natural language translation model. Datasets: We used three language datasets for our experiments: a simple parentheses grammar for the accuracy benchmark, a SQL grammar for the scalability benchmark, and a publicly available English-to-German translation dataset for the real-world experiment. The grammar-based datasets are generated by sampling from a probabilistic context-free grammar to generate syntactically valid sentences/queries.
The parentheses dataset (used in [59] ) consists of strings such as 0(1()1(2()))0() where a digit representing the current nesting level precedes each balanced parenthesis (up to 4 levels). Its grammar consists of the same production rule (r i → ε|0(r i+1 )r i ) for i < 4 nesting levels, along with a terminating rule (r 4 → ε|4r 4 ) at the 4 th level.
To generate synthetic SQL queries, we sample from a Probabilistic Context Free Grammar (PCFG) of SQL. We choose subsets of the grammar (between 95 to 171 production rules) to vary the language complexity, as well as the number of hypothesis functions. The task is to take a window of 30 characters and predict the last character.
We trained the OpenNMT model on the WMT 2015 dataset 2 . Models: The parentheses and SQL tasks use custom models: a one-hot encoded input layer, a LSTM layer, and a fully connected layer with soft-max loss for final predictions (details below). The OpenNMT model [33] is publicly available, it uses an encoderdecoder architecture, where both the encoder and decoder contain two LSTM layers of 500 units, with an additional attention module for the decoder. Hypotheses: We follow the procedure in Section 4.2 to transform parse trees for each experiment into a set of hypothesis functions. By default, we use the time-domain representations for each node type (e.g., production rule, verb, punctuation). In our experiments, we do not run the parser until one of the hypothesis functions is evaluated; at that point the other hypothesis functions based on the parser do not need to re-parse the input text. For the SQL experiment, to increase the number of hypotheses, we also generate hypothesis functions using the signal representation. We use NLTK's chart parser [10] to sample and parse the SQL grammar, and CoreNLP's [40] constituency and dependency parsers for the OpenNMT experiment.
Accuracy Benchmark
DeepBase is designed to quickly compute affinity scores in order to identify hidden units that are likely to learn and mimic userunderstandable hypotheses. The goal in this subsection is to understand the conditions when high affinity scores are indicative that a group of units have learned a given hypothesis.
To establish ground truth, we specially train a 16-unit RNN model by "specializing" a subset of units S ⊆ M to learn a specific hypothesis h. To do so, we introduce an auxiliary loss function g h that forces the output of the neurons in S to to be close to the output of h. If g h is the auxiliary loss function and g T is the loss function for M based on the next character prediction task, the model's loss function is a weighed average of g M = w × g h + (1 -w) × g T . This setup allows us to vary the number of specialized units |S|, and the specialization weight w for how much the specialized units focus on learning the hypothesis. Their defaults are |S| = 4, w = 0.5.
The challenge in this benchmark is that not all units in S may be needed to learn a given hypothesis. For instance, if the hypothesis is to detect the current input, then one unit may be sufficient. In contrast, all units may be needed to learn a higher level hypothesis. We run DeepBase using logistic regression with L1 regularization, return units with unit_score above 15, and use the perturbationbased verification method in Section 4.4 to assess the quality of the high scoring units. Figure 4a shows an example clustering of the change in activations between the baseline and treatment perturbations (colors). The hypothesis function used to inspect the model recognizes parentheses symbols, thus the baseline perturbations swap '(' for ')' or vice versa. The treatment swaps '(' for a number. Units selected by DeepBase show clear clusters that distinguish baseline and treatment perturbations, while the change in activation for a set random units (the same number of units) overlap considerably (blue and red are indistinguishable). Figure 4b summarizes the cluster separation using the Silhouette score [53] and shows higher separation than random units across all weights. Similar results are shown when varying the number of specialized units in Figure 4c .
We also ran the above for two other hypothesis functions: predicting the current nesting level, and predicting that the current nesting level is 4. The former hypothesis is nearly identical to the model task, and we indeed find that none of the units selected by DeepBase distinguish themselves from random during verification. The latter hypothesis is ambiguous: the specialized units may simply recognize the input character 4, or learn the nesting level. After running verification by swapping 4 with other numbers (baseline) or open parentheses (treatment), we find that the change in activations were indistinguishable. Thus suggests that the specialized units learned to recognize the input 4 rather than the logical nesting level. Takeaways: Although ground truth does not exist for deep neural inspection analyses, unit specialization provides a (weak) form of ground-truth. In general, DNI analyses (using DeepBase or another system) is a form of data mining, and may misinterpret the behavior of hidden units (e.g., if the hypothesis is very similar to the model task or ambiguous). DeepBase's perturbation-based verification method helps us identify these false positives.
Scalability Benchmarks
We now report scalability results on the SQL grammar benchmark. To do so, we vary the number of records in the inspection dataset, hidden units in the model and rules in the grammar used to generate the data and the features. The default setup contains 29,696 records 3 , 512 hidden units and 142 grammar rules. Each record has n s = 30 symbols, so there are 890,880 behaviors for each unit and hypothesis. We build two hypotheses per non-terminal in the grammar-the first one returns "1" for each symbol for which the rule is active, the second only triggers for the first and last symbol, which yields 190 hypotheses. Compared Systems: We start with the naive implementation, then demonstrate the benefits of model merging (Naive) and cumulatively add the optimizations described in Section 5: early stopping (EarlyStop), online extraction (DeepBase). We compare against 3 Recall that each record in DeepBase is a window of symbols of length n s as defined by a sliding window of size n s and stride 5.
the implementation using MADLib [24] (MADLib), which fully materializes the behavior matrices, and then computes affinity scores using PostgreSQL native (for correlation) and MADLib (for logistic regression) function implementations. Setup: We run each experiment three times and report the average runtime. All our experiments are based on 6 Google Cloud virtual machines with 8 virtual CPUs each, where a virtual CPU is implemented a hyper-thread on a 2.3 GHz Intel Xeon E5 CPU. The main memory is 32GB and the OS is Linux Ubuntu 16.04. The virtual machines include nVidia Tesla K80 GPUs with 12 GB GDDR5 memory. All the models are based on Keras with Tensorflow 1.8. MADLib runs on top of PostgreSQL 9.6.9, with the shared buffer size, effective cache size and number of workers tuned following to the manual's guidelines. Hypothesis extraction is performed by creating a parse tree using NLTK, a text analysis Python library, and transforming the tree into hypotheses.
We extract behaviors in blocks of 512 records, and set the Keras batch size to 512 records. All the models are trained for up to 50 epochs with Keras early stopping. Their average classification accuracy is 49.7%, and 53-69% of randomly generated queries can be parsed (based on the grammar complexity). The approximation defaults use ε = 0.025 and confidence to 95% for correlation, and set convergence for logistic regression to 0.01. Model Merging and Hardware: We first evaluate different versions of Naive to highlight the benefits of model merging and the GPU. We use the logistic regression measure using Naive without model merging on the CPU (NoMerge), with model merging on a CPU (Naive+CPU) and GPU (Naive+GPU). The lack of model merging forces multiple scans of the behaviors in order to train models serially (one full scan per hypothesis). Executing on a CPU vs GPU has minor effects for small models containing few units, but the gap increases with larger models. In fact, performance is nearly insensitive to model size due to massive GPU parallelism. Overall, model merging and using the GPU improve upon NoMerge by 6.9× on average, and by up to 14×. For the rest of the experiments, we use Naive to refer to Naive+GPU. Runtime Comparisons: Figure 6 summarizes the system runtime for each optimization as we vary the number of hypotheses, records, and units for the correlation and logistic regression measures. We limited each run to 2 hours. We find that the runtimes for the two measures exhibit considerably different trends due to the number of measures that must be computed, the cost of inspection, and GPU parallelization. Overall, DeepBase outperforms MADLib by ≈ 25× on average, and up to 30×, for the two measures.
Correlation (top row) is expensive because it must be computed for every unit-hypothesis pair (up to 194,560 pairs in the experiments). MADLib incurs a large number of passes over the behavior relations (up to 121), PostgreSQL/Naive incur considerable table scan and aggregation costs due the lack of early stopping, and EarlyStop highlights the cost to fully extract and materialize the behavior matrices. DeepBase avoids unnecessary extraction costs once all the scores have converged. As expected, the techniques are all sensitive to the number of units and hypotheses, while DeepBase converges to 5min as the dataset grows.
Logistic regression (bottom row) is dominated by the cost to fit logistic regression models for each pair of hypothesis and unit group. The model merging optimization using the GPU enables DeepBase and EarlyStop to run independently of the number of hidden units, and increases linearly as the number of records and hypotheses increase (below, we will see this is due to hypothesis extraction overhead). Overall, DeepBase improves upon Naive by 1.6× on average, and by up to 2.4×; it outperforms MADLib by 21× on average, and by up to 30×. Runtime Breakdown: Figure 7 shows the cost breakdown by system component: the hypothesis and unit extractors, and the inspector. The EarlyStop column shows that inspector cost is much higher for correlation, while extraction behave nearly identically. The DeepBase column shows that runtime savings are primarily due to lower extraction costs thanks to online extraction. Cached Hypothesis Extraction: We found that hypothesis extraction due to a slow parsing library can dominate the runtime. However, during model development or retraining, the developer typically has a fixed library of interesting hypothesis functions and wants to continuously inspect how the model behavior is changing. Figure 8 examines this case: the left column incurs all runtime costs, while the right column shows when hypothesis behavior has been cached. We see that it improves correlation somewhat, but its cost is dominated by inspection; whereas for logistic regression, Deep-Base improves to run at constant time of ≈ 20s. Caching improves correlation by 1.9× on average, and logistic regression by 12.4× on average and up to 19.5×. Overall, DeepBase outperforms MADLib by up to 413×. Sensitivity to Error Threshold: Figure 9 examines the sensitivity to varying the error threshold (x-axis) for correlation and logistic regression, using the default experiment parameters. The top row shows correlation: EarlyStop only reduces the inspector costs as the threshold is relaxed, while DeepBase reduces the extraction costs considerably because it only extracts behaviors when necessary. The bottom row shows logistic regression, which exhibits similar trends, though it is far less sensitive to the error threshold because the optimization converges slowly. Takeaways: Independent measures such as correlation are computed on a per-unit basis, and the cost is dominated by inspection costs. In contrast, join measures such as logistic regression are computed for each unit-group are dominated by extraction costs. Early stopping improves indpendent measure performance, while online extraction enables DeepBase to run nearly independently of dataset size. When hypothesis behaviors are cached, DeepBase outperforms MADLib by up to 367×.
Neural Machine Translation
We use DeepBase to inspect an English-German translation model open-sourced by OpenNMT [33] . Each English word is mapped to a 500-dimension vector and fed into the encoder RNN, which produces activations for each time step. At each step, the decoder uses all the activations of the encoder, combined with the decoder's current activation, to predict the next German word. We select and inspect the encoder units using a library of natural language hypotheses generated from CoreNLP. We use one DeepBase query each to inspect individual units, all encoder units, and layer-bylayer; the latter two analyses are the same as in [56] .
We create 56 hypothesis functions. 36 are for different partof-speech tags (DT, CC, CD, etc.) in the Penn Treebank, and 7 for phrase-level structures (NP, VP, PP, etc.). Dependency parsing generates labeled pointers between "head words" and "tail words" that modify the head words. We generate one hypothesis for all head words, and 10 for the tail or the head of five common dependency labels (nmod, nsubj, compound, etc.). Another hypothesis indicates named entities and finally, a hypothesis that acts as a counter for the sentence length. Individual Units: We first use correlation to study individual units. Prior work found individual interpretable units in characterlevel language models [31] , and we find similar units at the wordlevel. They learn low-level features (e.g., periods, commas, etc) along with one unit that tracks the sentence length. Going beyond past studies, we find that high affinity units are only present in the trained model and not in an untrained model of the same architecture ( Figure 10a ). Encoder Level: We then use logistic regression with L2 regularization to study all 1000 units in a trained and untrained model (Figure 10b ). We first confirm recent work showing that model architecture can act as a strong prior [3] . Similarly, the untrained model has high affinity with some low level language features (e.g, periods), but low affinity for almost all high-level features. On the other hand, the trained model has far higher affinity to various POS tags (e.g., CD, RB, VBD, etc.) and phrase structure (e.g., VP, NP) than the untrained model. Unit groups: We now inspect each layer separately, and use Logistic Regression with L1 to identify unit groups with non-zero coefficients. Previous work [9, 56] showed that both encoder layers learn POS features, but layer 0 is slightly more predictive and more distributed (spread over more units). Similarly, we find that layer 0 yields higher F1 scores and selects more units for most hypotheses. Going beyond prior work, we find that the unit group size varies widely depending on the language feature. In layer 1 for example, 372 units are found to detect verbs, 62 units to detect coordinating conjunctions (e.g. 'and', 'or', 'but'), while only 9 units to detect punctuation such as ". ". Verification: Finally, we report verification results for three high affinity POS hypotheses (determiners, coordinating conjunctions, possessive pronouns) in the unit group study. For each hypothesis, we perturbed words in sentences from the WMT 2015 dataset where the hypothesis is non-zero. Figure 10c verifies that the change in activations for the units found by DeepBase are well separated than for randomly selected units. The verification result goes beyond, and validates, those results reported in [56] . Takeaways: DeepBase expresses the types of analyses in recent NLP studies to understand neural activations in machine translation [9, 56] and reports results consistent with [56] using only 3 DeepBase queries. Our library of natural language hypothesis functions automates model inspection for syntactic features that NLP researchers are commonly interested in, and is easy to extend. Integrating with SQL lets users easily inspect and perform different analyses by comparing different models and units, such as at the individual, group, and layer levels.
RELATED WORK
Interpreting Deep Learning Models: Neural network understanding is an active field of research, and there are many proposed approaches towards model interpretation.
In our Background section 2, we reported three methods: visualization of the hidden unit activations [25, 31, 60] , saliency analysis [21, 38, 55, 57, 61, 67] and statistical neural inspection [4, 7, 28, 32, 42, 45] . These methods represent the common approaches in the neural net understanding literature, and motivate the design of DeepBase.
Other approaches including using generative methods [43, 44] that generate synthetic inputs by inverting the transformation induced by the hidden layers of a neural net (the most compelling example reveal e.g., textures, body parts or objects). However, most of the literature focuses on computer vision applications, and the process relies heavily on human visual inspection.
Another form of inspection is occlusion analysis, by which machine learning engineers selectively replace patches of an image by a black area and observe which hidden units are affected as a result [64] . Currently, most studies that fall under this category are ad-hoc and target image analysis. Our verification method 4.4 is an attempt to generalize and automate this process by defining input perturbations (of which occlusion is one type of input perturbation) with respect to the desired hypothesis function. Because the field is still in its infancy [18, 27] , the majority of existing implementations are specialized research prototypes and there is a need for general software systems in the same way TensorFlow and Keras simplify model construction and training. A notable example is Lucid [46] , which bundles feature inversion, saliency analysis, with visualization into a larger grammar. Lucid has similar goals as DeepBase, however its focus is on images and still relies on manual analysis. Visual Neural Network Tools: Our work is related to neural net visual debugging tools. Numerous visualization tools have been developed to inspect the architecture of deep models [29, 58] , do step debugging to check the validity of the computations [12] , visualize the convergence of gradient descent during training [30] and drill into test sets to understand where models make errors [30] . Machine Learning Interpretation: A related field of research seeks to augment machine learning predictions with explanations, to help debugging or augment software produces based on classifier. A common, classifier-oblivious approach is surrogate models, which approximates a complex model by a simpler one (e.g., classification tree or logistic regression). They train a simple, often linear, model over examples in the neighborhood of a test datapoint so that users can interpret the rationale for a specific model decision [5, 52] . Other approaches modify the machine learning model so that predictions are inherently interpretable. For example, PALM [34] uses a decision tree that fits a neural network to data points in each leaf node, so that the decision path constitutes the explanation for a misprediction. In contrast, DeepBase seeks to identify general behaviors with respect to a test dataset by inspecting individual and groups of unit behaviors. Databases and Models: A number of database projects have proposed integrating machine learning models, training, and prediction into the database [11, 16, 20, 24, 35] . Recent projects such as ModelDB [63] and Modelhub [41] propose to manage historically trained models, and can be used by DeepBase to select models and hidden units to inspect. Similarly, systems such as Mistique [62] can be used in conjunction with DeepBase to manage the process of extracting and caching unit activations. Further, fast timeseries analysis algorithms such as KShape [48] can be used in lieu of pearsons correlation to quickly compute per-unit affinity scores.
CONCLUSION AND DISCUSSION
Programming frameworks for deep learning have enabled machine learning to impact a large set of applications, and better NN analysis tools will contribute to a better understanding of how and why neural networks work. Towards this goal, this paper describes DeepBase, a system to quickly inspect neural network behavior through a declarative SQL-like interface. We find that DeepBase can express a large fraction of existing deep neural inspection analyses, but improves the analysis runtime by up to 86× and automates common processes. When applying DeepBase to real-world translation models, we find results consistent with prior NLP-specific research.
We intend to extend DeepBase with more statistical measures (e.g., mutual information), deeper integration with GPUs and fast database engines, and apply DeepBase to a broader range of applications (involving, among others, Convolutional Neural Networks). Looking further, we envision Deep Neural Inspection as a core primitive of a larger neural network verification and inspection framework [54] . DeepBase allows users, or automated processes to query neural network models using high level hypotheses. We imagine curating libraries of hypotheses based on decades of existing models, features, and annotations across application domains. In addition, these tools may be used to identify biases in neural networks, decompose NNs into smaller components, enforce activation behavior for unit groups, and ultimately open up NN black boxes.
A GENERAL DNI PROBLEM DEFINITION
Let U be a set of unit groups. Similarly, users may curate a large corpus of hypotheses H and want to find hypotheses learned by a model. Users may also want to evaluate different or multiple statistical measures L to have different perspectives of the units. We present a more general definition that is amenable to optimizations across models, hypotheses, and measures: 
B HYPOTHESES
The following are additional examples of hypothesis functions that can be generated from finite state machines and iterative programs. Finite State Machines: Regular expressions, simple rules, and pattern detectors are easily expressed as finite state machines that explicitly encode state logic. Since each input symbol triggers a state transition, an FSM can be wrapped into a hypothesis function that emits the current state label after reading the symbol. Similarly, the state labels can be hot-one encoded, so that each state corresponds to a separate hypothesis function that emits 1 when the FSM is in the particular state, and 0 otherwise. General Iterators: More generally, programs that can be modeled as iterative procedures over the input symbols can be featurized to understand if units are learning characteristics of the procedure.
As an example, a shift-reduce parser is a loop that, based on the next input character, decides whether to apply a production rule or read the next character:
initialize stack until done if can_reduce using A->B // reduce pop |B| items from stack push A else // shift push next char Any of the expressions executed, or the state of any variables, between each push next char statement that reads the next character, can be used to generate a label for the corresponding character.
For instance, a feature may label each character with the maximum size of the stack, or represent whether a particular rule was reduced after reading a character.
C SQL AUTO-COMPLETE INSPECTION
This section extends the scalability experiments in Section 6.3 with an analysis of the inspection results. We can use DeepBase to study what the model learns through its training process by executing a query akin to the example in Section 4.1. We train the SQL autocompletion model by performing several passes of gradient descent over the training data, called epochs. We repeat the process until the model's performance converges or starts to decrease (after 13 epochs in our case). We capture a snapshot of the model after random initialization (then the accuracy is 1.1%), 1st epoch (41% acc), and 4th epoch (45% acc), and perform neural inspection to understand what the model learned. Figure 11 shows a few of the highest affinity hypotheses. These hypotheses correspond to fundamental SQL clauses that should be learned in order to generate valid SQL, and the model appears to learn them (rather than arbitrary N-grams) even in the first training epoch. Further, the F1 is higher for detecting the string "ORDER", which we expect is needed to learn the ordering expression ordering_term. 
