In a previous work we have presented a numerical procedure for the calculation of the internal chemical hardness tensor at the molecular orbital resolution level from standard density functional calculations. In this article we describe an improvement of our method using the thermal extensions of density functional theory. Furthermore, new concepts are introduced in the orbitally resolved theory of chemical reactivity. Traditional molecular orbital theories of chemical reactivity are based only on considerations concerning the highest occupied molecular orbitals ͑HOMOs͒ and the lowest unoccupied molecular orbitals ͑LUMOs͒ of molecules, supposed to describe the behavior towards electrophiles, respectively, nucleophiles. By applying our methodology to two test molecular systems, namely water and ferrocene, we show how chemical reactivity can be differentiated against hard and soft electrophiles ͑acids͒ and hard and soft nucleophiles ͑bases͒. As a by-product of the numerical algorithms being used, a self-consistent method for calculating the molecular chemical potential is also described.
I. INTRODUCTION
The density functional theory of chemical reactivity has recently gained a growing interest among theoretical chemists. Since the pioneering work of Parr and Pearson, 1 extended and further developed by Nalewajski, 2 several authors have proposed methods to approach the basic quantity in the chemical sensitivity analysis, namely the hardness tensor. The method used by Baeckelandt et al. 3 closely follows the one of Nalewajski and consists of approximating the hardness tensor elements within semiempirical schemes. Similarly, an atoms in molecule ͑AIM͒ based method can be found in the work of Komorowski. 4 A completely different approach has been proposed by Senet 5 based on the direct calculation of the hardness kernel by using the Thomas-Fermi-Dirac--Weizsäcker ͑TFDW͒ model of the universal Hohenberg-Kohn functional. It has been shown that this method is strictly valid only for gapless systems such as metals. In addition, this approach suffers from the inconvenience that the TFDW functional fails to reproduce satisfactorily the shell structure of quantum systems.
A method very similar to the one we have developed is due to Neshev and Mineva, 6 but within the framework of the X␣ theory. A thorough discussion in the later work is dedicated to the space spanned by the orbital occupation numbers which, following the authors, appears to be a Finsler metric space. This conclusion is of particular interest, giving a geometrical interpretation of the orbitally resolved chemical reactivity theory.
In what follows we would like to critically review the method we have developed and described previously. 7 In this work we proposed to calculate the hardness tensor elements by a scheme reverse to the one originally introduced by Slater, 8 which we have called the inverse Slater transition state approach. This concept allowed us to approximate the hardness tensor elements associated with the zerotemperature ground state of a given molecular system, by integrating between two transition states derived by infinitesimally perturbing a reference molecular system. The reference system, which in our original method was the zerotemperature molecular ground state, is perturbed by subtracting very small amounts of charge ␦ in the occupied or by adding the same amounts of charge to the virtual orbitals. The values of ␦ were chosen small enough to avoid jumps due to the discontinuous behavior of the exchangecorrelation potential, but also sufficiently high to stay outside the numerical noise.
A thorough investigation of the numerical behavior of our method has shown that the hardness tensor submatrix associated with the virtual orbitals loses its symmetrical structure. This trend becomes more and more effective when going to higher energies in the set of the virtual orbitals. One possible explanation is that such effects could be due to the limited basis sets being used, but we found out that the problem remains the same when working with extended basis sets. In our sense, the loss of symmetry in the hardness tensor structure is due to the non-variational and loosely defined nature of the empty virtual orbitals. In a variational procedure such as the Kohn-Sham 9 method, the virtual orbitals have to be occupied in order to give some accuracy to their eigenvalues. In turn, this will contribute to give them a more accurate physical meaning, which can be used when deriving concepts based on orbital properties. One possible way for occupying the orbitals is to consider, instead of the zerotemperature reference system, a thermal ensemble with an electron distribution obeying Fermi statistics at some nonzero, but sufficiently small temperature.
In this work, we first introduce the thermal density functional formalism needed to handle correctly this new reference system. Further, in the third section, we describe some basic concepts in the theory of orbitally resolved charge sensitivity analysis. In the fourth part we discuss some practical issues, while in the fifth section we present some applications to the water and ferrocene molecules.
II. THERMAL DENSITY FUNCTIONAL THEORY
A year after Hohenberg and Kohn had stated their famous theorems, 10 Mermin 11 generalized them to thermal ensembles. Later, Kohn and Vashishta 12 amended the original formulations:
Theorem 1: In a grand canonical ensemble at a fixed temperature , the electron density ͑r͒ uniquely determines the quantity ͑r͒-, where ͑r͒ is the external potential and is the chemical potential. 
͑2.1͒
which reaches an absolute minimum equal to the grand potential ⍀ (r)Ϫ ͓(r)͔ when Ј͑r͒ is equal to the exact electron density ͑r͒ associated with ͑r͒. Here, F ͓(r)͔ is an universal temperature-dependent functional.
The Euler equation associated with the variational problem ͑2.1͒, when non-number conserving changes in the total number of particles are considered, is given following English and English, 13 by
The essential property of the functional F ͓(r)͔ which allows us to write Eq. ͑2.2͒, is its differentiability on the set of the ensemble electron densities. This property is closely related to the question whether these densities are ensemble -representable or not. 13 We have discussed this subject in our previous article 7 and we found that, with good accuracy, the ensemble -representability can be assumed to hold true when ensemble densities are obtained from the frozen orbitals of the ground state system. According to Kohn 
͑2.5͒
where i are the orbital eigenvalues, eff (r) is the effective single-particle potential, and f i are the occupation numbers obeying a Fermi distribution
The entropy functional S s ͓(r)͔ reads
At this stage, Kohn-Sham equations for thermal ensembles are derived following a standard procedure. 9, 12, 14 We would like finally to focus our attention on the exchange-correlation energy functional which, within the local density approximation, is given by 9, 12 F xc
where f xc ͓(r)͔ is the temperature-dependent exchangecorrelation contribution per particle to the free energy of a homogeneous electron gas of density ͑r͒. At low temperatures, this quantity can be represented by the series
where the dominant part is the zero-temperature exchangecorrelation energy xc ͓(r)͔. When fractional occupations are included explicitly in density functional calculations, Weinert and Davenport 15 have shown that the total energy functional should be corrected in order to preserve its variational properties. The resulting energy functional, when occupation numbers obey Fermi statistics, is identical with the grand potential in Eq. ͑2.1͒. The advantage of the interpretation of these authors is that ''no physical significance is necessarily given to the inverse temperature ␤ or to the form of the correction'' to the total energy functional. This correction, depending on the functional form of the occupation numbers, is the result only of the definition of a proper variational functional which '' . . . can be used in situations ͑such as finite systems͒ where the concept of temperature is problematic.'' In particular, when occupation numbers obey Fermi statistics, the first derivative
͑2.10͒
where E͓(r)͔ is the common zero-temperature energy density functional, becomes, by applying the Janak theorem
and by taking the inverse of the Fermi function ͑2.6͒ it reads, finally
͑2.12͒
We have therefore shown that such a variational functional has a gradient vanishing identically for all orbitals at equilibrium, as required in the internal orbitally resolved charge sensitivity approach of Nalewajski. 17 In what follows the hardness tensor elements are calculated according to the definition
This equation elucidates the physical meaning of the hardness tensor elements so they can be interpreted as ''measures'' of the electron-electron interactions when electrons are located in particular partitions of the real space, partitions which are labeled i and j, and which are in this case the molecular orbitals. The diagonal elements of the hardness tensor are the ''measures'' of the electron self-interaction when the electron is located in a given partition of index i. When the partitions being used are the molecular orbitals, each diagonal element, and thus each corresponding column-row pair of the hardness tensor, can be labeled according to a given irreducible representation of the molecular symmetry group. For any other choice of the partitions, i.e., of the basis, in which is represented the hardness tensor, these labels are no longer applicable.
III. DECOUPLED DIAGONAL FORM OF THE HARDNESS TENSOR AND NORMAL ORBITALS
The hardness tensor can be reduced to a normal representation by diagonalization
where h is the diagonal hardness tensor. The eigenvalue spectrum of the diagonalized hardness tensor is characterized by four limit values, namely the highest positive, the smallest positive, the highest negative and the smallest negative. The elements of the tensor are obtained as first-order finite differences of the molecular Hamiltonian eigenvalues. From purely physical considerations, it is well known that the discrete eigenvalues of the molecular Hamiltonian are more and more closely located in the positive semi-space to reach finally the continuum area. As our work concerns only boundelectron systems, i.e., effective electron flows from or towards the molecular system are excluded from consideration, the molecular eigenvalue spectrum can be considered as being bounded in the negative and positive semi-spaces and having finite values. Moreover, in practice, the eigenvalue spectra derived from variational procedures will not exhibit continuum behavior even when going very high in energy, because of the use of limited-size basis sets. Thus we believe that the hardness tensor eigenvalue spectrum is bounded in both the positive and the negative semi-spaces, independently of the size of the molecular system being considered, and its structure, characterized by the four limit values, will be always preserved. The unitary transformation U, defined in Eq. ͑3.1͒, can be applied to the set of molecular orbitals, as proposed first by Nalewajski, 18 in order to obtain the normal orbitals as linear combinations of the molecular orbitals of the system of interest. In graphical applications, orbitals are represented by the associated electron density distributions. In such a case, the electron density ␣ NoO of a given normal orbital ␣ is obtained as a linear combination of all of the molecular orbital electron densities i MO by applying the orbital transformation defined by the unitary matrix U
To deal with the normal orbitals as useful tools in the orbitally resolved theory of chemical reactivity, we propose to order them by decreasing eigenvalues of the hardness tensor, remembering that a particular eigenvalue of the tensor corresponds to a particular eigenvector and thus to a particular normal orbital. Once this is done, because hardness characterizes electron-electron interaction, we suggest that the following four normal orbitals are of greatest interest.
͑1͒
The first one, associated with the highest positive eigenvalue of the hardness tensor, should account for reactivity towards hard electrophiles as it can be interpreted as a hard electron-repulsing mode. ͑2͒ A second one, the orbital associated with the smallest positive eigenvalue of the hardness tensor, should account for reactivity towards soft electrophiles as it can be interpreted as a soft electron-repulsing mode.
͑3͒ Conversely, a third one, the normal orbital associated to the highest negative eigenvalue of the hardness tensor, should account for reactivity against soft nucleophiles as it is basically a soft electron-attracting mode. ͑4͒ Finally the fourth normal orbital, the one with the smallest negative eigenvalue, should account for reactivity towards hard nucleophiles as it is a hard electron-attracting mode.
It should be mentioned here that normal orbitals in the internal orbital resolution do not account for realistic electron flows from or towards the orbitals of the reactants, they only account for polarization of the electron density in the very early stages of chemical reactions. Nonetheless, the method allows us to differentiate the polarization effects when a given molecule is in interaction with four types of reactants: hard acids, soft acids, soft bases and hard bases. As a result, the most probable reactive sites can be revealed.
It is quite interesting to realize that, upon perturbation, the electron density is redistributed according to a finite number of reactive modes, namely the normal orbitals. The normal orbitals cannot be classified according to the irreducible representations of the molecular symmetry point group as the hardness, which is in its main part electron repulsion, couples molecular orbitals of different symmetries. More fundamentally, the molecular Hamiltonian transforming itself according to the irreducible representations of the molecular symmetry point group and the second functional derivative of the universal functional with respect to the electron density, the hardness operator, do not commute. The fact that the normal orbitals are the channels through which the electron density is redistributed upon chemical reactions can thus explain why reactions forbidden by symmetry in the theory of Woodward and Hoffmann, 19 can still be observed.
IV. PRACTICAL IMPLEMENTATION AND COMPUTATIONAL DETAILS
We have attempted to stay as close as possible to the theoretical model presented above and therefore the following methodology was observed when deriving the molecular hardness tensors. Given a molecular system, we first carried out a geometry optimization of the zero-temperature ground state at the local density level of approximation by employing a Vosko-Wilk-Nusair functional 20 for correlation. At this step the molecular orbitals which will be used to build ensemble -representable densities are obtained. Then, a reference state is derived by ''heating'' the zero-temperature ground state to a ''temperature'' ␤ Ϫ1 . This ''temperature'' is chosen small enough to replace the local exchangecorrelation electron free energy f xc ͓(r)͔, by its dominant part, the zero-temperature local exchange-correlation energy xc ͓(r)͔, according to Eq. ͑2.9͒. Consequently, still in the local density level of approximation, the total energy and the orbital eigenvalues of the reference state are computed by freezing the zero-temperature molecular orbitals and by leaving to relax only the orbital occupation numbers. In such a way an ensemble -representable electron density for the reference state is built from the frozen molecular orbitals associated with a ground-state external potential. At this stage, perturbed states are constructed by subtracting or adding small amounts of charge ␦ in the occupied or to the virtual orbitals, respectively. In practice, for a N electron molecular system, we derive 2N perturbed states, and consequently 2N Fock matrices, by using two small charge perturbations ␦ 1 ϭ 0.001 and ␦ 2 ϭ 0.002. Although one may be afraid by the numerical effort necessary for large molecular systems, we would like to stress that self-consistency is reached quite fast as, by using the already computed ''frozen'' molecular orbitals of the zero-temperature ground state for all of the 2N perturbed states, only convergence in the orbital occupation numbers for these is needed. According to a lemma presented by English and English, 21 the set of ensemble -representable densities is dense in the set of all densities. Thus infinitesimal perturbations guarantee that the ensemble -representable nature of the reference state electron density will be preserved in the perturbed states, which in turn allows us to use a variational Kohn-Sham procedure 9 for obtaining the corresponding total energies and orbital eigenvalues. Finally, the hardness tensor elements associated with the reference state are computed by integrating numerically Eq. ͑2.13͒ according to Eq. ͑5.7͒ in our previous work
͑4.1͒
Here ͉ rs stands for reference state and ␦ 1 and ␦ 2 are the TABLE I. General calculational scheme for the modified self-consistent procedure implemented in the deMon package when fully variational calculations with fluctuating occupation numbers are performed.
If iteration 0, initialize the occupation numbers f i
(k) .
1.
At each SCF iteration k calculate the total energy E͓ i ; f i (k) ͔ and eigenvalues i (k) .
2.
Find the chemical potential (k) at iteration k as the zero of the non-linear function of conservation:
͑I.1͒
3.
Recalculate the occupation numbers applying Fermi statistics:
͑I.2͒
4. Calculate the entropic correction:
and add it to the total energy.
5.
If self-consistency in the total energy is reached exit the procedure, otherwise go to step 1.
charge perturbations introduced in the occupied or in the virtual orbitals. Index k runs over all molecular orbitals, while indices i and r run over occupied and over virtual orbitals, respectively. 7 The system of linear Eqs. ͑4.1͒ is clearly overdetermined and we solved it with respect to the unknown hardness tensor elements with the help of the F04AMF routine from the NAG package. 22 Individual hardness tensor elements are calculated as statistical means of N/2 different values. After obtaining the hardness tensor for a given molecule, we diagonalized it using the DGEEV routine from the LAPACK package 23 and we store its eigenvalues and eigenvectors. In order to conduct fully variational calculations with fluctuating occupation numbers for a fixed total number of particles, we have modified the deMon-KS 0.x linear combination of Gaussian-type orbitals program package. 24 The calculational scheme, inspired by the one described by Pederson and Jackson, 25 is presented in Table I . As shown in this table, we have modified the self-consistent field procedure essentially by adding three new steps. The first one consists of calculating the chemical potential from the current iteration orbital occupation numbers by using numerical conservation of the total number of particles. At the second step, new orbital occupations are computed with the chemical potential just derived, and at the third step, the entropic correction to the total energy is obtained. The procedure is repeated until self-consistency is reached.
In Fig. 1 we present the evolution of the chemical potential during the self-consistent energy optimization of the water molecule at a ''temperature'' ␤ Ϫ1 ϭ 0.83 eV
Ϫ1
. The figure was obtained with the help of the xmgr software. 26 In view of the observed evolution it is interesting to notice that the chemical potential can be used to monitor the convergence of the self-consistent procedure. Moreover, by this numerical method one can compute molecular chemical poten- tials in a more realistic way than taking the half sum of the ionization energy and the electron affinity of the molecule as it is currently done in most cases. In the example of a water molecule, the self-consistent value obtained for the chemical potential is Ϫ3.4 eV which is located in the HOMO-LUMO gap, and is quite close to the middle point equal to Ϫ3.6 eV.
All of the figures in this work showing orbital electron density distributions have been obtained with the Molekel Molecular Graphics package. 27 In this package, the electron density is represented by a finite set of electron density values on an equally spaced tridimensional grid surrounding the molecule in consideration. Molecular orbitals were generated FIG. 3 . Normal orbital electron density distributions for the water molecule ordered by decreasing hardness tensor eigenvalues in electron-volts at ''temperature'' ␤ Ϫ1 ϭ 0.83 eV. Positive lobes of the orbital densities are displayed in grey, negative ones are displayed in black. The electron isodensity surfaces shown are at 0.05 a.u. for all normal orbitals, but one, the normal orbital 10, for which the electron isodensity surface is shown at 0.04 a.u .   FIG. 4 . Normal orbital electron density distributions for the water molecule ordered by decreasing hardness tensor eigenvalues in electron-volts at ''temperature'' ␤ Ϫ1 ϭ 1.67 eV. Positive lobes of the orbital densities are displayed in grey, negative ones are displayed in black. The electron isodensity surfaces shown are at 0.05 a.u. for all normal orbitals but one, the normal orbital 10, for which the electron isodensity surface is shown at 0.04 a.u. using the automatic functionality implemented in the software for this purpose. Normal orbitals were obtained by applying a discretized version of Eq. ͑3.2͒ adapted to the above-mentioned grid representation.
V. APPLICATIONS
We have considered the water molecule as a first test case. Two reference states corresponding to two different ''temperatures,'' ␤ Ϫ1 ϭ 0.83 eV and ␤ Ϫ1 ϭ 1.67 eV have been studied. Extended ͑7111/411/1 * ͒ deMon basis sets for the oxygen atom and ͑41/1 * ͒ basis sets for the hydrogen atoms have been used, with ͑5,2;5,2͒ auxiliary basis sets for the oxygen atom and ͑5,1;5,1͒ for the hydrogen atoms, respectively. 28 A 64 points non-random fine integration grid has been used.
The hardness tensors for the two reference systems were calculated and diagonalized as described in Sec. IV. In Fig. 2 the molecular orbitals of the water molecule are presented, whereas in Figs. 3 and 4 the normal orbitals at the two different ''temperatures'' are displayed. A small, but evident, evolution in the shape of the normal orbitals is observed when ''temperature'' is raised. Interestingly, by raising the ''temperature'' all but two of the normal orbitals become softer; the two softest electron-repulsing normal orbitals 5 and 6 become harder. If one assumes that chemical reactions occur by superposition of reactants normal-orbital positive lobes of electron density, then hard electrophiles are expected to attack the oxygen atom as indicated by the shape of normal orbital 1 in Figs. 3 and 4 , while hard nucleophiles will attack only the hydrogen atoms according to the presence of positive lobes of electron density, as can be seen in the same figures. The reactivity towards soft electrophiles and soft nucleophiles is the one predicted from the usual frontier molecular orbitals considerations, as the shapes of normal orbitals 6 and 7 are markedly similar to the shapes of the water molecule HOMO and LUMO orbitals.
As a second test case we have chosen the ferrocene molecule. The reference state for a ''temperature'' ␤ Ϫ1 ϭ 1.0 eV was constructed. We used the ͑63321/5211*/41ϩ͒ orbital and the ͑5,5;5,5͒ auxiliary basis sets for the iron atom, the ͑621/41͒ orbital and the ͑4,3;4,3͒ auxiliary basis sets for the carbon atoms and the ͑41͒ orbital and the ͑3,1;3,1͒ auxiliary basis sets for hydrogen atoms. 28 A 64 point fine integration grid has been used. The full ͑96ϫ96͒ hardness tensor was derived and the corresponding eigenvectors and eigenvalues were obtained by diagonalization. The hardness tensor elements for the set of ferrocene valence molecular orbitals, before diagonalization, are presented in Table II . As explained previously, we have labeled the rows and the columns according to the irreducible representations to which belongs each of the valence molecular orbitals being considered. Interestingly, when considering the occupied molecular orbitals, the electron self-interaction in the even ͑gerade͒ a 1g and e 2g valence orbitals is more repulsive than in the odd ͑ungerade͒ e 1u valence orbital. Another interesting feature is the almost equal interaction ͑0.4 eV͒ of the valence electrons with a charge perturbation localized in the a 1g * virtual molecular orbital. In Fig. 5 are shown the highest occupied molecular orbital ͑HOMO͒ and the lowest unoccupied molecular orbital ͑LUMO͒ of ferrocene, whereas in Fig. 6 the four orbitals expected to describe the reactivity of ferrocene against hard and soft electrophiles ͑acids͒ and soft and hard nucleophiles ͑bases͒, respectively, are presented. In the assumption that chemical reactions occur by superposition of reactants normal-orbital positive lobes of electron density, hard electrophiles will interact predominantly with the metal atom, but attacks on the cyclopentadienyl cycles, both on the endoand exo-sides are also to be expected. One can argue that even agostic interactions can be observed when the hard electrophile, for instance a proton, interacts both with the metal and one of the cyclopentadienyl cycles. These conclusions are in good agreement with several experimental [29] [30] [31] and theoretical 32, 33 studies of ferrocene protonation. Soft electrophiles are expected to interact predominantly with the metal atom, but attacks on the cyclopentadienyl cycles can be observed, as suggested by the shape of normal orbital 2. In turn, soft nucleophiles are supposed to interact predominantly by attacking the hydrogens on the cyclopentadienyl cycles, but an interaction with the metal atom is also possible. Finally, hard nucleophiles are expected to attack preferably the carbon atoms, both on the exo-and endo- FIG. 6 . The four ''frontier'' normal orbital electron density distributions for the ferrocene molecule ordered by decreasing hardness tensor eigenvalues in electron-volts at ''temperature'' ␤ Ϫ1 ϭ 1.0 eV. These four ''frontier'' normal orbital densities, or simply normal orbitals, account for ferrocene reactivity towards hard electrophiles ͑1͒ and soft electrophiles ͑2͒, and conversely, towards soft nucleophiles ͑3͒ and hard nucleophiles ͑4͒. Positive lobes of the orbital densities are displayed in grey, negative ones are displayed in black. The electron isodensity surfaces shown are at 0.01 a.u.
faces. The predicted behavior towards nucleophiles is also in good agreement with the known ferrocene reactivity. 34 
VI. CONCLUSIONS
In the early stages of chemical reactions, when the ground state electron density of a given molecular system is affected by small charge perturbations, an internal redistribution and reorganization occur. This redistribution follows a finite number of well-defined channels which has been established to be, at the orbital resolution level, the normal orbitals, i.e., the eigenvectors of the hardness tensor. These new local orbital reactivity indices allow to differentiate the chemical reactivity towards four fundamental types of reactants, namely the hard and soft electrophiles ͑acids͒ and the hard and soft nucleophiles ͑bases͒. For this purpose, by using molecular graphics packages, one is able to visualize interactions predicted by the well-known Pearson 35 hard and soft acids and bases ͑HSAB͒ principle. In this work we have derived a numerical algorithm to obtain the hardness tensor, and thus the normal orbitals, for a given molecular system by the means of the thermal extensions of the density functional theory. Inherent to this algorithm is a numerical procedure allowing the computation of molecular chemical potentials in a more realistic way than the approximation currently used.
