ABSTRACT Many approaches for studying the transmembrane potential (TMP) induced during the treatment of biological cells with pulsed electric fields have been reported. From the simple analytical models to more complex numerical models requiring significant computational resources, a gamut of methods have been used to recapitulate multicellular environments in silico. Cells have been modeled as simple shapes in two dimensions as well as more complex geometries attempting to replicate realistic cell shapes. In this study, we describe a method for extracting realistic cell morphologies from fluorescence microscopy images to generate the piecewise continuous mesh used to develop a finite element model in two dimensions. The preelectroporation TMP induced in tightly packed cells is analyzed for two sets of pulse parameters inspired by clinical irreversible electroporation treatments. We show that high-frequency bipolar pulse trains are better, and more homogeneously raise the TMP of tightly packed cells to a simulated electroporation threshold than conventional irreversible electroporation pulse trains, at the expense of larger applied potentials. Our results demonstrate the viability of our method and emphasize the importance of considering multicellular effects in the numerical models used for studying the response of biological tissues exposed to electric fields.
INTRODUCTION
The basic units of mammalian tissue are membrane-bound cells consisting of cytoplasm surrounded by a lipid bilayer membrane. The shape of a typical mammalian cell is topologically complex ( Fig. 1) and varies between different cell types (muscle cells, neurons, cancer cells, photoreceptor cells, immune cells, etc.) and over time. Further geometric complexities are introduced when such cells are exposed to exogenous electric fields (1) . In clinical practice, exposing cells to intense electric fields to either outright kill them using irreversible electroporation (IRE) or to enhance drug delivery into the cell using electrochemotherapy and gene electrotransfer has historically required the use of paralytic agents to inhibit muscle contraction during the delivery of electric pulses. Recently, IRE ablation has been extended to utilize bipolar bursts of electrical pulses on the order of the charging time of the cell membrane to mitigate muscle contractions in a process termed ''high-frequency irreversible electroporation'' (H-FIRE). IRE, as well as H-FIRE, are nonthermal focal ablation techniques (2) that depend upon the induced transmembrane potential (TMP) to create nanoscale defects in the cell membrane that lead to cell death with minimal damage to the surrounding tissue structures. The cell membrane is very thin, typically 4-10 nm in thickness (1) , and has incorporated into it high concentrations of proteins in addition to its constituent phospholipids. When the cell is exposed to an exogenous electric field, the induced TMP rises and between 0.2 and 1.0 V, the membrane permeability increases (3, 4) . Analytical descriptions of the TMP induced in spherical cell suspensions (5, 6) provide good descriptions for some types of cells (7) . However, most biologically relevant cellular morphologies cannot be easily described analytically (such as in Fig. 1) , and to accurately model such complex cell morphologies, more advanced tools must be used.
Within this context, many numerical techniques have provided coarse two-dimensional (2D) and three-dimensional (3D) core-shell models of nonaxisymmetric cell shapes (7) . It is generally assumed in the formulation of these techniques that 1) that a continuum description holds for the system; 2) that the electromagnetic wavelength of the radiation probing the system is much larger than the smallest geometric gradient (quasielectrostatic assumption); 3) that the different constituent phases are spatially isotropic, homogeneous, and nondispersive; and 4) that the membrane is passive (i.e., the heterogeneous structure of the cytoskeleton, ion channels/pumps, integral proteins, etc., are ignored). A basic consequence of modeling such heterogeneous morphologies using a steady-state approximation is that the size of these structures cannot be arbitrarily large with respect to the frequency content of the applied electric field. Indeed, based on quasi-electrostatic and penetration depth criteria, this approximation is valid provided that the frequency F of the electromagnetic wave is much smaller than R À1 10 14 mm À1 Hz for a spherical cell or that the electromagnetic wavelength is much larger than all the inhomogeneity length scales, e.g., the cell radius (7) (8) (9) (10) (11) . The intracellular space and even the membrane are spatially heterogeneous regions and, as such, the assumption of homogeneity for biologically relevant mammalian cells is crude. The assumption of membrane passivity does not include the effect of the counterion layer, which may become important under specific conditions such as when cells are surrounded by weak electrolytes.
A more realistic 3D model can be constructed from a sequence of cross sections taken with a light or fluorescence microscope (5, 12, 13) or possibly a confocal microscope to reconstruct a better approximation of the 3D geometry. As was shown in Pucihar et al. (13) , bitmap images of separate cell planes (such as in Fig. 1 ) can be easily manipulated to extract the contours (i.e., cell membrane) and connect planes to obtain a 3D model of the cell. This method provides a good 3D approximation of realistic cell geometries that give valuable insight into differences between realistic morphologies and spheroidal approximations.
Studying the TMP of a single, isolated cell apart from a multicellular cluster or outside of a tissue inherently excludes the effects of local electric field distortions generated by cells clustered in close proximity (13) . Here, we describe a method to develop a realistic finite element (FE) model for a tightly packed multicellular cluster directly from epifluorescence microscopy images. The benefits and challenges of developing such an FE model are discussed, and it is demonstrated how this framework can be effectively implemented for generalized pulse parameters applied to the geometry of an arbitrary multicellular structure (7, 14) . The pulse parameters chosen here were selected to emphasize the effects of two different applied electric fields inspired by pulses used in IRE and H-FIRE (15) . The techniques described here may be extrapolated to account for more complex physical phenomena, such as the inclusion of more organelles or to describe more complex extracellular environments.
MATERIALS AND METHODS

Cell culture, treatment, and imaging
An image of bEnd.3 mouse brain endothelial cells (American Type Culture Collection, Manassas, VA) cultured in a custom-built microfluidic platform developed to study blood-brain barrier disruption was obtained as previously described in Bonakdar et al. (16) . Briefly, cells were cultured in DMEM (American Type Culture Collection) supplemented with 10% (v/v) fetal bovine serum (Atlanta Biologicals, Flowery Branch, GA) and 1% (v/v) penicillin-streptomycin (Life Technologies, Thermo Fisher Scientific, Waltham, MA) at 37 C and 5% CO 2 , passaging them between 70 and 90% confluence. Cells were seeded in the microfluidic channel, which was precoated with 50 mg/mL fibronectin (Trevigen, Gaithersburg, TN) for 1 h in an incubator. The channel was washed with complete growth medium and the device incubated for another 2 h before introduction of cells at a concentration of 40 Â 10 6 cells/mL. Cells were incubated at 37 C and 5% CO 2 for 2 days to allow cells to become confluent in the channel. Before imaging, cell exclusion dye propidium iodide (Life Technologies, Carlsbad, CA) and nuclear stain NucBlue (Life Technologies) were added to the cells in the microfluidic channel. Electroporation was performed as previously described in Bonakdar et al. (16) , with a set magnitude of 1500 V and 10-90 pulses. Fluorescence images were obtained postelectroporation from nucleic acid-bound propidium iodide and NucBlue stains. Images were obtained using an inverted fluorescent microscope (Carl Zeiss, Jena, Germany) equipped with a CoolSNAP HQ2 CCD camera (Photometrics, Tucson, AZ) and a motorized stage. ZEN Pro 2012 software (Carl Zeiss) was used to control the microscope and automate image acquisition.
Image processing and mesh generation
Because the microscope and the staining method did not provide sufficient resolution for automatic shape detection, such as that described in Tsygankov et al. (17) , a manual approach was taken. The bitmap image was imported into GIMP 2.8 (GNU Image Manipulation Program, freeware; http://www.gimp.com) and the edges of 91 cells and their nuclei were manually traced to generate a binary mask (Fig. 2 a) . The binary mask was resized to a final size of 3000 Â 2156 pixels and the subdomains (i.e., extracellular medium, cytoplasm, and nuclei) were separated into (three) separate masks for easier manipulation and segmentation.
The final image was imported into MATLAB (MathWorks, Natick, MA) where the (three) separate masks were used to extract separate subdomains for the (each) cytoplasm, nuclei, and extracellular medium, respectively. The cells, together with the nuclei, covered 59% of the total surface area of the region considered U. A bitmap sufficiently large to recreate each cell and nucleus in turn produced an extremely large number of edge elements for all subdomains. To remedy this issue, a minimum distance of 3 pixels between two edge nodes was used, reducing the overall number of nodes while still providing well detailed and smoother subdomain edges (Fig. 2 c) . The FIGURE 1 Epithelial cell attached to the bottom of a glass chamber (isolated from a full microscopy image used in Bonakdar et al. (16)). To see this figure in color, go online. entire geometry was afterwards scaled to correspond to the realistic dimensions of the cells. Additionally, left and right vertical edges of the domain were cropped to diminish the leakage of the electric field and current around the cells. The final size of the computational domain was 257 mm in the horizontal (x) direction and 215.5 mm in the vertical (y) direction. The FE calculations were performed using COMSOL Multiphysics 4.4 (COMSOL, Burlington, MA) with the aid of the MATLAB-coupled LiveLink interface. The nodes enclosed within each subdomain were treated separately to associate different material properties and governing physics to each cell, nucleus, and extracellular subdomain. In the FE mesh used in the results presented, the number of edge elements on each subdomain ranged from 192 to 1178, with 436 being the average for the cell membrane and from 35 to 164, with 90 being the average for the nucleus membrane. A built-in meshing algorithm with the predefined finer element size parameter setting was used to generate a fitted triangular mesh consisting of 8 Â 10 5 domain elements, 5.1 Â 10 4 boundary elements. Quadratic elements were used throughout the solution domain, giving 1.7 Â 10 6 degrees of freedom.
Governing equations and solution strategy
We consider the computational domain to be composed of three types of subdomains: the interior of the cytoplasm, the nucleus, and the extracellular medium. Considered as purely Ohmic, the Laplace equation
was solved in each subdomain to find the electrostatic potential field. Using this scheme, TMP was extracted on the cell membrane by subtracting the cytoplasmic potential from the extracellular (V ext -V cyt ) on the cytoplasm-extracellular boundaries and on the nuclear membrane by subtracting the nucleic potential from the cytoplasmic potential (V cyt -V nuc ) on the nucleus-cytoplasm boundaries. To avoid large-scale differences between the entire simulation domain and the cell membrane (~200 mm vs. 5 nm) leading to meshing and convergence problems, a distributed impedance boundary condition was used to model the cell and nucleus membrane. This allows the cell membranes to be modeled as thin sheets of leaky dielectric material coupling each subdomain at the interface. The electrical current at each subdomain is coupled at the internal boundary it shares with another subdomain by a relative potential drop without actually building and meshing the thin layer by
where n is the outward-facing normal on each boundary; J ext , J cyt , and J nuc are local current densities (
at each node in the extracellular, cytoplasmic, and nucleus subdomains; and d cel and d num are the thicknesses of the cellular and nuclear membranes with conductivities s cel and s num and permittivities ε cel and ε num , respectively. V ext , V cyt , and V nuc are the potentials at each boundary within the extracellular medium, cytoplasm, and nucleoplasm, respectively. The noflux boundary conditions were enforced on the vertical edges of the solution domain such that vU N˛v U as where n N is the outward facing normal on the domain boundaries containing the no-flux boundary condition vU N. The pulsed electric field was simulated using time-dependent Dirichlet boundary conditions simulating the source and sink for the electrical current on vU D˛v U, enforced as
on the top horizontal edge, and as
on the bottom horizontal edge. Initial conditions on all boundaries and domains were set to zero. The simulation parameters used for the extracellular medium, the cytoplasm, the nucleus and the cell, and the nucleus membrane are given in Table 1 .
The electrical pulses generated with respect to the potential at the bottom boundary were modeled using a smoothed piecewise function V(t) consisting of either one unipolar pulse with a duration of 100 ms (Fig. 3 a) or a bipolar pulse consisting of a 1 ms positive voltage followed by a 1 ms delay with no applied voltage, followed by a 1 ms negative voltage (Fig. 3 c) . The peak voltages used were 21.55 and 64.65 V for the unipolar pulse and the bipolar pulse, respectively. It was shown, e.g., in Sweeney et al. (18) , that pulsed electric field treatments consisting of trains of bipolar pulses on the order of 1 ms require much greater amplitudes to generate similar levels of electroporation compared to longer unipolar pulses on the order of 100 ms. The relative size of the transition zone was set to 0.1 ms for the bipolar pulse and 0.1/3 ms for the unipolar pulse with smoothing sufficient to generate a continuous second derivative. This way, the transition zones were configured to provide equal rise/fall slope inclination (a brief sensitivity analysis of the effect of rise/fall time and the H-FIRE pulse amplitude on the extent of membranes reaching electroporation threshold (ET) can be found in the Supporting Material). For the first pulse, 201 time steps for the time span from 0 to 200 ms were used, while for the second pulse, 120 time steps for the time span from 0 to 6 ms were used.
The study was performed using the multifrontal massively parallel sparse direct solver algorithm to parallelize solving the FE system developed for the potential on each element and backward differentiation formulas for the time stepping. A free time-stepping algorithm was utilized to allow the solver to freely select the time steps during the computation. In case of the IRE pulse, 10 Â 10 À10 s and 10 Â 10 À6 s were the minimal and maximal step sizes, respectively, with 1.6 Â 10 À6 s being the mean value. For the H-FIRE pulse, 1.5 Â 10 À10 s and 3.8 Â 10 À7 s were the minimal and maximal step sizes, respectively, with 3.8 Â 10 À8 s being the mean value.
The mean linear error estimate was 1.8 Â 10 À3 and 0.8 Â 10 À3 for the IRE and H-FIRE pulse, respectively. Simulations were run on a Precision T5600 workstation (Dell, Roundrock, TX) with two Xeon E5-2609 CPUs (Intel, Santa Clara, CA) and 32 GB of RAM, where each numerical experiment took~1 h to solve.
RESULTS AND DISCUSSION
The model we develop here has several advantages in its numerical development and scope. While previous models have incorporated the formation of electropores that allow ionic currents to pass through the cell membrane (19, 20) , we make no such assumptions and limit our analysis to the propagation of the electrical current through our model domain. In this vein, our goal is to characterize the effects of H-FIRE and IRE style electrical pulses on the electrical current propagation and dielectric polarization before electroporation and regard subsequent electropermeabilization phenomena as stochastic processes that are more likely to occur at greater TMPs. We characterized the effect of manipulating pulse width and polarity to explain the differences in H-FIRE and IRE lesion geometry observed experimentally and limit our study to these two clinically relevant treatments. Besides using a novel approach (to our knowledge) to modeling realistic cell geometries, our interest lies in the comparison of the responses of the model to IRE and H-FIRE pulses. Further simulation was performed with only six cells in the model to investigate the difference between the induced TMP when cells are tightly packed and when there are no cells in the immediate vicinity surrounding each cells. The chosen cells to remain in the model are marked in Fig. 2 b. The results of the electric potential calculations are summarized in Fig. 4 , a and c. We observe that the voltage gradient is more uniform in the direction of the electric field gradient during the H-FIRE pulse. Each color band, representing a specific voltage range (see the color bar), is of relatively constant width compared to the corresponding bands generated by the IRE pulse. Several factors contribute to this nonuniformity, including the geometry, orientation, and charging transients associated with each cells. The charging time constant for a typical mammalian cell is 1 ms (18,21,22), and it should be similar for the passive discharge of undamaged membranes. When the pulse width of the applied electric field approaches the charging time of the membrane, a significantly reduced induced transmembrane potential is observed (18) . For the nucleus, the corresponding values are~10 times lower. The cells in this model were highly irregular in shape and subject to an inhomogeneous electric field due to their close proximity to one another, causing the charging time to vary not only from cell to cell, but also by the radial position along the membrane.
Several microseconds after the initiation of an IRE pulse, the cell membranes are already charged to steady state and act to electrically shield the cell interior (12) . Due to this shielding effect, the majority of the electrical current passes through in the extracellular medium, capacitatively decoupled from the cell interior subdomains by the cell membranes (Fig. 4 b) . The H-FIRE pulse is much shorter and is not able to fully charge the cell membrane to a steady-state voltage. During an H-FIRE pulse train, shielding still occurs but to a lesser extent, meaning that more electrical current can flow through the cell interior (Fig. 4 d) . Fig. 5 shows the difference between the current paths during the rise time of both pulses versus the middle point. Fig. 5 a illustrates the current density during the rise of the IRE pulse (t ¼ 10 ms). Although the membrane charging is in progress, this density is larger in the extracellular medium compared to most of the cells with roughly onethird of the cells conducting the current. Conversely, at the middle of the pulse (t ¼ 60 ms), the main part of the current is propagated through extracellular current paths as the transient effects ring out and the cells enter their steadystate TMP. During the rise of the H-FIRE pulse (Fig. 5 c,  t ¼ 1.0 ms) , the cells are invisible to the current as the membrane charging takes longer compared to the pulse length and rise time and toward the middle of the pulse (Fig. 5 d, t ¼ 1.5 ms) ; the situation is similar to the rise time of the IRE pulse (Fig. 5 a) , when the majority of the current is concentrated around the cells. Measuring the amount of current flowing through the electrodes, we see distinct spikes at the beginning and the end of the pulse, characterizing the charging and discharging of dielectric material (Fig. 3, b and d) .
Although our methodology and scope differ from previous studies, our results corroborate previous work. Specifically, the transport lattice models developed by Esser et al. (19, 20) suggest that pore formation, driven by increasing displacement currents, occurs more frequently on the cell membrane when an equivalent potential is applied with increasing pulse widths from 1 to 99 ms (19) and from 2.8 to 270 ns (20) . Similarly, our model also suggests that the displacement currents driving an increased TMP similarly increase with pulse width during pulsed electric field treatment. If electroporation is a stochastic process driven by increasing TMPs, our model would predict similar results if electroporation were explicitly considered. Further, Gowrishankar and Weaver (23) showed that a transport lattice model predicts a more homogeneous electric field and current density distribution when electrical pulses of shorter pulse widths are applied, corroborating experimental results of Sweeney et al. (18) and Bhonsle et al. (24) .
The TMP was extracted for both the cell and nuclear membranes. While a detailed analysis for all cells is beyond the scope of this study, here we focus on the six cells that were also studied separately when isolated from the other cells. The TMP values are extracted from the cell and nuclear membrane FEM solutions for all the cells. The dense packing of cells disrupted the uniform electric field gradient, which can be observed when the (six) cells are isolated (results not shown); it was anticipated that the TMP values for the packed and isolated scenario would be different, and this was indeed the case. A typical distribution of TMP along the cell membrane is shown in Fig. 6 . In case of an isolated cell the TMP is significantly larger compared to the packed cell situation. Fig. 6 illustrates the TMP values 10 ms into the IRE pulse. To see how these experimental values compare to those obtained with the ideal case, we first calculated 
FIGURE 6
The TMP variation along the membrane of a cell (Fig. 2 b,  cell 4) when it is isolated (solid line) and surrounded by other cells (dashed line) during the IRE pulse (t ¼ 20 ms), compared to the analytical calculation based on Schwann's equation (see text) with constant radius (dotted line, circle marker). To see this figure in color, go online. the equivalent radius of the cell, i.e., a circle with the same area as the cell area (25, 26) . Using the equivalent radius, the TMP was calculated using the Schwann equation, TMP ¼ 1:5 ER cos4 ½5; 25, where E is the external electric field, R is the cell radius, and 4 is the polar angle measured from the center of the cell with respect to the direction of the field. The results show that the TMP values using an ideal cell geometry are closer to the TMP values for the isolated cell.
The maximum TMP values were extracted for each of the six isolated cells as well as the tightly packed cells at each time step in the simulation and their absolute values are obtained for all nodes and time steps. The evolution of the maximum TMP for the cell membrane in Fig. 7 a and the nuclear membrane in Fig. 7 b are shown over time for each cell group. A significant difference between the packed and isolated scenario is observed in which the induced TMP is significantly larger when the cells are isolated.
An important consideration with designing an IRE treatment is that of how many cells reach the ET. This threshold is usually cell-/tissue-type dependent, but from a theoretical point of view, a value of 0.2-1.0 V is usually a good generalization and a rudimentary value of 1.0 V was chosen as the ET here. Fig. 8 a plots the maximum induced TMP values of all cells, including the isolated ones. The values for each individual packed cell were sorted from highest to lowest (x axis, black bars) and the values for the isolated ones (gray bars) correspond to the value of their packed counterpart at the same x axis location. In the case of H-FIRE, we observe in Fig. 8 a that all cell membranes reach the ET in at least one point on the membrane during the simulation time frame, while in the case of IRE, 47 of them (roughly half) reach the ET. In contrast, a portion of the membrane on every cell reaches the ET when cells are isolated. Also of interest is the relative amount of total pulse duration TMP reaches or is above ET (Fig. 8 b) . One thing to keep in mind while observing these results is that the total pulse duration is from the beginning of the rise time of the pulse until the end, which includes the passive discharge when the voltage is not applied. Therefore, the total on-time for the IRE pulse is~50% of total pulse duration, and for the H-FIRE, 40% of total pulse duration. It is evident that with the H-FIRE-style pulse delivery schemes it is possible to target more cells, and in addition to that, the cell membranes stay above ET during the passive discharge time too; whereas for IRE, the cell membranes that reach ET do so only during the pulse on-time. Conversely, only three nucleus membranes reach values~20% for H-FIRE when they are isolated and none of the nuclei reach ET when the IRE pulse is used, while all other values for other combinations are of no significance.
Finally, it is of interest to visualize the locations of the membranes where the TMP is above the ET (Fig. 9 ).
During the IRE pulse (Fig. 9 a) , most of the membrane regions exceeding the ET are located at the top and the bottom of the group of cells with some porated areas vertically in the middle of the group. It is worth noting that all these areas correspond to the areas with higher current density shown in Figs. 4 and 5, while in the areas with much lower current densities, the TMP values do not reach the ET. At first glance, the situation is similar during the H-FIRE pulse (Fig. 9 b) . In the region left to the center in Figs. 4 d and 9 b, corresponding to the same time step, there is a higher current density where the amount of porated regions is relatively low. During the H-FIRE pulse, significantly more membrane regions reach the ET compared to the IRE pulse, which is partly due to the higher pulse voltage. Fig. 9 corresponds to the time step at the middle of the pulses and the amount of porated regions is relatively constant throughout the pulse. Only during the rise and fall of the pulses does the extent of porated region gradually increase or decrease, respectively, as the capacitive charging/discharging takes place (Figs. S10 and S11). It has been previously observed that H-FIRE treatment generates more homogenous lesions (2, 24, (27) (28) (29) (30) (31) and in this article, we offer an explanation for that phenomenon.
Additionally, a brief sensitivity analysis was done for the effects of pulse rise/fall time (t rise ), H-FIRE pulse voltage (V terminal ), cell membrane conductivity (s cell ), and an extended delay between the positive and negative applied voltage (1 vs. 2 ms) for the H-FIRE pulse on the extent of all cell membranes reaching the ET. We find that the pulse rise/fall times do not affect the results significantly (Figs. S10 and S11), except for the terminal current during the rise/fall time (i.e., with a shorter t rise we observe a higher transient current peak; results not shown). With respect to V terminal, we find that a threefold increase in the applied voltage corresponds to a 10-fold increase in percentage of all cell membranes that reach ET for the H-FIRE pulse (Fig. S11) . A lower membrane conductivity is found to affect the dielectric discharge times for the IRE pulse, resulting in a slower decay of the percentage of membranes reaching ET after the end of the pulse (Fig. S10) . Lastly, we find that the interpulse delay increases the extent of cell membranes reaching ET in the case of a lower applied voltage (Fig. S11) .
CONCLUSIONS
This work presents a viable method for generating a numerical model of a densely packed layer of cells from a microscopy image. Although the initial results are encouraging for further development, the numerical model at this stage is not without caveats. A more detailed model should also include a variable membrane conductivity dependent upon the induced TMP, which would effectively model pore formation and the fact that different pulse characteristics as well as cell properties affect the threshold at which the pore formation occurs should be taken into account. In addition, resting TMP, even though it is small compared to induced TMP, should also be included.
To summarize, we demonstrate a method to obtain detailed cell and nucleus boundaries for cells that vary in size, shape, and topology. Our model highlights the significant differences between isolated or tightly packed cells. Although we only consider 2D geometries in this work, our results can be leveraged to 3D geometries using a similar protocol and confocal microscopy images. Additionally, our model can be extended to incorporate the pore formation. In developing a method to simulate the electric response of tissues and multicellular arrangements with cells of complex geometry and topology, we have both mechanistically elucidated previously observed phenomena and numerically demonstrated significant clinical promise 
