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Introduction
Quantifying uncertainty is becoming increasingly important in many scientific and engineering applications. This is in part because the accuracy of an answer is now often as critical as the answer itself. Our present motivation is uncertainty prediction for computational fluid dynamics (CFD) applications, specifically in the context of realistic ocean predictions. In ocean dynamics, it is challenging to model multi-scale, intermittent, non-stationary and non-homogeneous uncertainties. Already a single evaluation of an ocean model is costly and straightforward stochastic modeling methods are prohibitively expensive [36, 46] , particularly when dealing with longer-term unsteady nonlinear dynamics. Fortunately, the recently developed Dynamically Orthogonal (DO) field equations [50, 49, 51] provide efficient, tractable equations for uncertainty prediction in large-scale CFD and ocean applications. While these DO equations have been solved numerically using a simple finite-difference scheme, the specific properties of the DO equations warrant novel integration and discretization schemes. Hence, our present goals are to derive efficient computational schemes for the DO methodology applied to unsteady stochastic Navier-Stokes and Boussinesq dynamics, and to illustrate and study the numerical aspects of these schemes. While we are specifically focused on incompressible fluid flows, the use of generalized inversion to deal with singular subspace covariances or deterministic modes, and schemes to maintain orthonormal modes at the numerical level are relevant to any system solved using the DO method.
Stochastic modeling approaches can be categorized as either non-intrusive or intrusive. Non-intrusive approaches have the advantage that the deterministic version of a model can be used to generate an ensemble of sample solutions from which the statistics can be calculated. The disadvantage is that a large number of samples are often required, leading to large computational costs. Intrusive approaches require the update of existing codes or the development of a new code, where the resulting system of equations can be larger than the original, deterministic system. However, intrusive methods are usually computationally less expensive than non-intrusive methods, and the statistics are explicitly available. Below we give a brief review of existing methods, focusing on their computational aspects. For more complete references and reviews we refer to e.g.: Ghanem and Spanos [16] , Kloeden and Platen [24] , Doucet et al. [9] , Mathelin et al. [43] , Eldred et al. [10] , Jakeman and Roberts [22] , Najm [47] , Xiu [66, 67] , Le Maître and Knio [27] .
The non-intrusive Monte-Carlo method provides access to the full statistics of the problem. Its computational cost does not strictly depend on the size of the system, but more on the number of truly independent random variables, and convergence rates are often proportional to the square root of the number of samples. The efficiency can be improved for example by using more elaborate Monte-Carlo schemes [e.g. 9], including particle filters or mixtures of weighted kernels, e.g. Gaussian kernels [5, 45] . Nonetheless, a large number of function evaluations are needed due to the slow (square root) convergence, which can limit accuracy in large-scale applications.
The Polynomial chaos expansion (PCE), pioneered by Ghanem and Spanos [16] and based on the theory by Wiener [64, 2, 65] , has become popular because it can represent and propagate large uncertainties through complex models. Both non-intrusive [e.g. 63, 25, 21, 10] and intrusive [e.g. 7, 26, 61, 42, 47] versions have been employed, but both can suffer from the curse of dimensionality. That is, the PCE of a dynamical model scales as
, where p is the largest degree of the polynomials used, and s is the number of independent random variables. For problems that require large p (e.g. non-Gaussian) and large s (e.g. large ocean or fluid simulations), the number of function evaluations (non-intrusive), or the size of the system of equations (intrusive), can quickly become prohibitive. For s larger than p, the storage of a PCE scales as O(s p ) while its computational cost for Navier-Stokes flows scales as O(s 2p ) due to the quadratic nonlinearity of advection terms. The large cost of these methods have prompted the use of non-Gaussian random variables [48] , the development of generalized PCE [68] to speed up convergence in the polynomial degree (i.e. reduce p), and the development of adaptive schemes that only evaluate the necessary terms in the PCE (Li and Ghanem [38] ).
PCEs have been successful in many CFD applications. In the case of unsteady incompressible fluid dynamics, Le Maître et al. [28] used a PCE scheme to study mixing in a two-dimensional (2D) microchannel and improved the efficiency of their solution scheme by decoupling the velocity-pressure equations using a projection method. Wan and Karniadakis [62] studied the long term behavior of a generalized PCE first using the 1D advection equation and then a 2D noisy flow past a circular cylinder. The authors showed that multielement generalized PCEs can significantly improve the accuracy for long time integration, but caution that the cost for large s remain high. Other applications include fluid-structure interactions, [e.g. 69] , turbulence [e.g. 41] , and aerodynamics [e.g. 54] . Other examples are also studied in the above references.
Motivated by the multi-scale, intermittent and non-homogeneous uncertain ocean fields, the Error Subspace Statistical Estimation (ESSE) method was developed [35, 29, 30] . It uses a Karhunen-Loève (KL) expansion [23, 39] but with time varying and adaptive basis functions. This generalized KL expansion is initialized by a multi-scale scheme [31] and evolved using stochastic, data-assimilative and adaptive, Monte-Carlo ensemble schemes. The computational cost of ESSE predictions scales as the size q of the Monte-Carlo ensemble required, i.e. O(q). This ensemble size q varies with time and is linked to, but a bit larger than, the evolving size of the error subspace itself s (which gives the storage cost scaling in O(s)).
The DO equations for dynamically evolving stochastic fields [50, 49] were derived to approximate the Fokker-Planck equation (or Liouville equation if no stochastic forcing is used) and capture the dominant stochastic subspace while being computationally tractable. The DO methodology also starts from a truncated generalized Karhunen-Loève expansion but derives the governing equations for the mean, the modes and their coefficients. In this derivation, a key condition is imposed: the rate-of-change of the stochastic subspace is dynamically orthogonal to the subspace itself. The DO subspace basis, i.e. the DO modes, as well as the probability density functions (pdfs), i.e. the stochastic coefficients, thus evolve only according to the dynamics of the system. This renders the DO decomposition efficient and limits divergence issues. Consequently, the computational scaling is only dependent on the number of random variables, s, even when dealing with non-Gaussian processes: specifically, the storage scales as O(s) and computational cost as O(s 2 ) for Navier-Stokes equations. The size s is in general a function of time so as to adapt to the dynamically evolving uncertainties and boundary conditions [51] . The DO methodology has been applied to several Navier-Stokes flows and their stochastic dynamics has been studied, including mean-mode and mode-mode energy transfers for 2D flows and heat transfers [49, 52] . However, the DO method has not yet been applied to Boussinesq flows, and the numerical challenges of the DO decomposition for the stochastic Navier-Stokes and Boussinesq equations have not been thoroughly examined nor resolved. This explains the need for the present study.
In what follows, the equations for incompressible stochastic Navier-Stokes and Boussinesq dynamics are given ( §2) and their DO decomposition is outlined in Appendix A. In §3, the discretization in time is developed, discussing explicit and implicit schemes. Importantly, we first combine DO pressure terms and define new "pseudo-stochastic pressures" in the original continuous DO equations. With this new definition, given that the pressure Poisson equa-tions and the corresponding matrix inversions often dominate the computational cost, the cost of DO integration schemes is substantially reduced: instead of scaling as O(s 2 ) [51] , it scales as O(s) (as long as the solution of the pressure dominates the cost of the scheme). The time integration schemes are then derived. For the mean and the modes, we employ projection methods [17] , outlining schemes of first and second order. For the stochastic coefficients, we obtain several time-marching schemes of first to fourth order, and briefly discuss their extension to the cases of additive and multiplicative random forcing. The discretizations of the physical space and stochastic subspace are given in §4. For the former, the discretization of diffusion operators is straightforward. That of advection operators requires special attention: since the deterministic DO modes have arbitrary signs, how to apply upwinding based on total variation diminishing properties is a key question we investigate. For the stochastic subspace, a number of possible discretizations are outlined, including the direct Monte-Carlo scheme. In §5, the questions of how to deal with singular covariances and how to maintain orthonormal modes in the presence of numerical round-off and truncation errors are discussed. For the applications in §6, a set of benchmarks are defined and utilized to illustrate the properties of our DO numerics scheme. Specifically, a verification benchmark based on an asymmetric Dirac-stochastic lock-exchange flow is defined and used to test the implementation. A symmetric stochastic lock-exchange is then employed to evaluate the new advection schemes for DO modes. The spatial and temporal convergence is studied with a stochastic lid-driven cavity flow. The discretization of the stochastic coefficients is examined using a flow over a square cylinder in a confined channel. Each flow benchmark is purposely chosen to be different in part to illustrate the robustness of our DO numerics. We also expect that such benchmarks can serve as standard tests for future schemes and implementations. Lastly, conclusions and discussions are in §7.
We note that a condensed version of this report was submitted to the Journal of Computational Physics, and is currently under peer review.
Stochastic Dynamically Orthogonal Boussinesq Equations
This section defines the differential equations that we solve and then briefly outlines the stochastic DO methodology. The temporal and spatial discretizations are derived in the subsequent section. The deterministic components of the partial differential equations (PDEs) that we solve on a domain D are non-dimensional Boussinesq equations 1 , in the same form as in Härtel 1 The dimensional variables, denoted with a hat, have been non-dimensionalized using:t = t ĥ g ;x = xĥ; u = u ĝ ĥ ;ρ =ρ min + ρ (ρ max −ρ min ) et al. [19] ,
The non-dimensional variables are: u(x, t) = [u, v, w], the velocity in 3D; ρ(x, t), the density; and, p(x, t), the pressure. The vector e g is a unit-vector in the direction of gravity, (x, t) are the non-dimensional space and time variables, Gr =ĝ ĥ3 ν 2 is the Grashof number which is the ratio of buoyancy forces to viscous forces, Sc =ν/K is the Schmidt number which is the ratio of kinematic viscosityν to molecular diffusivityK for the density field,ĝ =ĝ
is the reduced gravity, andĥ is the vertical length-scale. In what follows, we denote the total dynamical rate-of-change in the prognostic eqns. (1) for velocity and density by L u and L ρ , respectively, i.e. = L ρ . The latter prognostic equation for density originates from the thermodynamic energy equation and an equation of state (it arises from another form of the Boussinesq approximation frequently used in ocean modeling which retains the temperature and salinity fields as state variables, e.g. [6, 18] ). We emphasize that for problems without density-driven flows, √ Gr ≡ Re, that is, the square root of the Grashof number is the Reynolds number. The approach and numerical schemes that we derive in this manuscript are directly applicable to the Navier-Stokes equations.
We are interested in solving eqns. (1) in their stochastic form. We thus introduce the set of random events ω belonging to a measurable sample space Ω and consider the stochastic velocity, density and pressure fields: u(x, t; ω); ρ(x, t; ω) and p(x, t; ω). This leads to stochastic dynamical rates-of-change L u and L ρ . If these rate-of-changes are themselves uncertain, for example due to parameter or model uncertainties, then they also depend explicitly on ω. In this study, we mostly focus on uncertainties arising due to uncertain initial conditions. We define general stochastic initial conditions as
and stochastic boundary conditions as
where the boundary conditions are separated into Dirichlet and Neumann conditions for the velocity and density fields (pressure boundary conditions are considered later). The resulting multivariate stochastic eqns.
(1)-(3) define the problem to be solved. As in the deterministic case, specifics of the solution depend on the initial and boundary conditions chosen. The DO decomposition of these equations can be obtained from [49, 50] and a summary is provided in Appendix A. In short, the DO methodology begins with a generalized Karhunen-Loève expansion truncated to s(t) terms [51] . The vector of prognostic state variables Φ(x, t; ω) = [u, ρ] T is decomposed into the sum of a deterministic mean component Φ(x, t), with s deterministic modes Φ i (x, t), each mode multiplied by a stochastic coefficient Y i (t; ω). This decomposition is first substituted into eqns. (1)-(3) . The DO condition, the rate-of-change of the stochastic subspace is dynamically orthogonal to the subspace itself, is then utilized. Orthogonality is defined by the spatial inner-product a,
In general, we note that this definition of the inner product assumes that the different components of the state vector have been properly normalized [33, 52] . This is not guaranteed from the simple deterministic non-dimensionalization used in eqn. (1) . In fact, an additional stochastic normalization is usually needed, reflecting the stochastic initial and boundary conditions. After some manipulation (see Appendix A and [50, 49] ) time-evolution equations for the mean, modes, and stochastic coefficients, which are completely determined by the dynamics, are obtained. A major contribution of this manuscript is to derive efficient discretizations in time and space for these equations and to evaluate the resulting computational schemes through a set of new benchmarks for stochastic Boussinesq dynamics.
Semi-implicit Time Discretization
Solving the deterministic version of the system of equations (1) implicitly in time often requires not only a large matrix inversion at each time-step, but also iterations at each time-step to deal with the non-linear advection terms, e.g. [13] . Discretizing their stochastic version (1)-(3) using a brute-force Monte-Carlo scheme would have similar costs per realizations, hence a total cost equal to that of the deterministic version but multiplied by the size of the ensemble. If a DO decomposition is used, solving the DO system (A.5)-(A.12) implicitly would require a matrix inversion (s 2 + s + 1) times larger than for (1) since the mean and the modes are coupled through the pressure and non-linear advection terms (the number of pressure equations are: s 2 for p ij 's, s for p i 's and 1 forp). While it is possible to solve such systems, our goal here is to discretize (A.5)-(A.12) such that the equations decouple, resulting in an efficient solution scheme. This section describes how this decoupling is achieved. First we explain why we treat some terms explicitly and others implicitly. We then define new pseudo-stochastic pressures that substantially reduce computationl costs, develop Projection methods for DO equations so as to split the velocity and pressure terms, and present time marching schemes for the stochastic coefficients. The complete time discretizations, combining these time marching schemes with the projection schemes, are summarized at the end. The spatial discretizations of physical space and of the stochastic subspace are given in Sect. §4.
Explicitly and Implicitly Treated Terms
Much of the decoupling is achieved by treating some terms explicitly, resulting in a semiimplicit scheme. First, we choose to advance the stochastic coefficients explicitly, because then C Y i Y j and M Y j YmYn can be treated as constants when evolving the mean and the modes, and no iteration is required to solve (A.5), (A.8) and (A.11). Somewhat similarly, we treat the inner product terms Q i , Φ j D Φ j in (A.8) explicitly to avoid iterations. Next, we treat the non-linear advection terms explicitly, which is often done in the Projection method community (e.g. [17] ). This does impose a stability constraint on the time-step size, a Courant -Friedrichs -Lewy (CFL) condition. Third, we treat the linear diffusion terms implicitly because they do not couple the equations and the resulting diagonal-dominant matrices can be inverted efficiently. While they could also be treated explicitly, this imposes a much harsher stability constraint that could result in very small timesteps. Thus, to partially decouple the evolution equations, we advance the stochastic coefficients, inner product terms and non-linear advection explicitly. However, these equations are still coupled through the pressure.
The Pseudo-Stochastic Pressures
In this section we first review the explicit treatment of pressure which results in a scheme requiring s 2 + s + 1 solutions of stochastic Pressure Poisson equations (PPEs) per timestep. Then, we discuss our new definition of pseudo-stochastic pressures that reduces the expense to s + 1 and show that it is a valid definition that does not change the order of accuracy.
One approach for handling the pressure, which was adopted in Sapsis and Lermusiaux [50] , is to treat it explicitly. This approach takes advantage of the fact that the full stochastic pressure can be recovered at any time instant by taking the divergence of (A.5) and (A.8), inserting the decomposition (A.2), and using the divergence-free form on continuity, noting that ∇ · ∂u ∂t = 0. The result gives the stochastic Pressure Poisson equations (PPEs) for our system
A disadvantage of this explicit pressure approach is that it is expensive; to recover the full stochastic pressure, 1 + s + s 2 Poisson equations need to be inverted, and this would often be the dominating cost of the scheme. Oceanic applications are expected to require s ∼ O(10 2 − 10 3 ) [33] , which would be very expensive. Another disadvantage is that the velocity computed with an explicit scheme will not be divergence-free after each timestep.
We can reduce the number of PPEs to s + 1 by defining new pseudo-stochastic pressures. The purpose of the pressure in divergence-free flows is to enforce continuity. In our stochastic equations, continuity needs to be satisfied by the mean and each modal velocity field independently (we assume that the divergence-free continuity equation is exact, without any errors in its form). Also, each of these velocity fields only needs a single scalar field in order to satisfy the continuity constraint. By inspection of equations (A.5) and (A.8), we therefore define new pseudo-stochastic pressures, which are a combination of the mean, linear-, and quadratic-modal pressures:p
With this definition, the quadratic modal pressures are eliminated from (A.5) and (A.8).
Thus, to evolve the mean and modes, we no longer need to solve for the quadratic pressures. However, substituting (5) into the equation for the evolution of the stochastic coefficients (A.11), we find that the second term on the right-hand-side of (A.11),
retains the projection of the quadratic stochastic pressure terms in the subspace. At first, this would indicate that the quadratic modal pressures are still needed, but for commonly used boundary conditions, the projection cancels, i.e. the inner product ∇p mn , u i D is zero (see [52] ). The quadratic stochastic pressure term in (A.11) can be dropped without any penalty. Thus, by defining new pseudo-stochastic pressures (5), we have shown that we reduced the number of PPEs from s 2 + s + 1 to the expected s + 1.
Projection Methods for the Mean and Modes
To obtain a numerically divergence-free velocity, we use a Projection method. A large number of different Projection methods exist; for a recent review, see [17] . Projection methods are known for excellent efficiency, but the proper specification of boundary conditions remains a long-standing issue. While advances in this area are still being made [15, 53] , we have chosen to use the "incremental pressure-correction scheme in rotational form" proposed by Timmermans et al. [58] , which has a proven temporal accuracy [17] . We first summarize the classic versions of the scheme, then adapt them for the mean and modes.
Classic Projection Scheme. Intermediate velocities are first solved for using a first or second order time-accurate discretization. In both cases, the contributions from known velocities (at previous or intermediate timesteps) are written as F(u k , ρ k ), where the time instant t k determines the order of the scheme in time. Specifically, for first order in time,
This is followed by the computation of the pressure correction, θ, so as to satisfy continuity,
where g P is the prescribed pressure difference at the boundary. With this correction, the full pressure and velocity fields can be recovered at the next timestep, i.e.
The first-order time-accurate discretization, k = k−1, uses the contributions from known velocities (at old timesteps) as F(u k−1 , ρ k−1 ). The second-order time integration scheme is obtained by appropriately choosing the guess values (•) k with t k−1 ≤ t k ≤ t k , and using a higher order backwards differencing method. For additional properties of such schemes, we refer to Timmermans et al. [58] , Guermond et al. [17] .
Projection Scheme for the Mean. We evolve the mean fields modifying the classic projection method to account for the moments of the stochastic coefficients and of the chosen explicit and implicit terms (Sect. §3.1). Starting from the PDEs (A.5) for the mean, we obtain:ũ
with deterministic boundary conditions:
In the above, the time instant t k , either previous or intermediate, determines the order of the scheme in time. Specifically, for first order in time, k = k − 1; for second order, we refer to [58, 17] . We note that a difference between a classic projection scheme and the above DO mean scheme is the presence of the covariances and third moments of the coefficients Y i 's (see Sect. §3.4). A related one is the coupling between the differential equations for the mean, mode and coefficients (see Sect. §3.5).
Projection Scheme for the Modes. As for the mean, the modes are evolved by modifying the classic projection method for the eqns. (A.8). We obtain:
with boundary conditions:
where, again, the scheme is first order for k = k − 1. Since we focus on the numerics of the DO differential equations, we assume that the stochastic boundary forcings are null, i.e. g i 's are null in eqns. (9) . In the present study, we do not exemplify problems with stochastic forcing, but we touch on the numerical modifications required in such cases (see §3. 4 and [32] for an example of stochastic ocean models). The time evolution of the Y i 's is discussed next.
Time Integration Scheme for the Stochastic Coefficients
To integrate the Ordinary Differential Equations (ODEs) (A.11) for the stochastic coefficients, we assume that all variables are available at time t k−1 and that we integrate forward to time t k . First, we consider the case where the original governing differential equations only contain uncertain initial conditions, and no stochastic forcing. This case corresponds to the examples and benchmarks we consider later. It allows the use of classic time-marching integration algorithms or, in other words, appropriate ODE solvers. We consider a given realization of a coefficient Y i at time t k−1 . To integrate to time t k , we first define an approximation to the time-rate of change of this coefficient at a given instant t k−1 ≤ t ≤ t k as follows:
where (.) k − indicates that the modal quantities are estimates of their values at time t. The numerically exact option is to choose t k − = t, while the cheapest is to take t k − = t k−1 since at that time, all modal quantities are available from the previous time-step. Using this derivative definition, we have employed several time-marching schemes of varying order to advance the Y i in time, including: a low-storage 4 th -order-accurate explicit Runge-Kutta integrator of the form
where the coefficients a m , b m , c m are given in Carpenter and Kennedy [3] ; a 2 nd -accurate explicit Runge-Kutta scheme (Heun's version)
and the first-order-accurate explicit Euler scheme
For the Euler scheme, k − = k − 1. For each stage of the two RK schemes, dY dt is evaluated using (10) . If t k − = t, the modal quantities (the rates for the Y i 's) are advanced to intermediate times using the modes and mean PDEs above (which is expensive). If k − = k − 1, the mean and modal quantities are not advanced, but the Y m (t)'s are still updated at intermediate times. Of course, the formal order of accuracy of that scheme is limited by these mean/modal terms kept constant as will be shown later ( §6). While C k − YmYn could be recalculated at each time level, our simulations showed better results if they were kept at the same time k − as modal quantities (in that case, coefficients and subspace remain consistent). Second, we consider the case where the original governing equations contain stochastic forcing in the form of zero-mean Wiener processes, added linearly to the deterministic form of the PDEs (1). These stochastic forcings then appear in the governing equation (A.11) for the stochastic coefficients. Without entering details, the above marching schemes are then augmented with stochastic integrals over t k − t k−1 for the contribution of these forcings [24, 20] . If the stochastic forcings are of multiplicative form in the original governing equations, then expectations and coupled integrals of stochastic terms are in general also in the mean and mode equations of Sect. §3.3. This is not considered in the present study.
Complete Time Integration Scheme
We now summarize the complete time-discretization scheme from t k−1 to t k . Since we have decoupled the equations (6), (8), and (10), the order in which they are solved is not important. In fact, (6), (8), and (10) could be solved in parallel. Presently, we employ the following, serial approach:
1. Calculate/extrapolate the statistics (C YmYn , M Y j YmYn ) to the approximated times k , k − and store for later use 2. Calculate/extrapolate the advection terms (∇ūū, ∇ūu i +∇u iū , ∇u i u j ) to the approximated times k , k − and store for later use 3. Advance the Y i 's using (10) , and one of the ODE solvers in §3.4 4. Advance the meanū using (6) 5. Advance the modes u i using (8) .
For the modes and mean, we choose k = k − = k − 1, resulting in a first order accurate scheme for the present applications ( §6). For second order accuracy, we would use k as defined in Timmermans et al. [58] , Guermond et al. [17] . For the stochastic coefficients, a higher order ODE solver may be used in step 3 which may reduce the magnitude of the integration error. However, since DO equations are coupled, the order of accuracy of that step is influenced by the choice of k and k − used for the time-integration of the modes and mean. Hence, if k = k − = k − 1, the overall accuracy of the time-integration is in general expected to be first order.
Spatial Physical and Stochastic Subspace Discretizations
In this section, we start by describing the 2D spatial discretization of (6) and (8) on a structured grid ( §4.1). We employ a standard conservative finite volume discretization of second-order. Special treatment is needed for the advection by the modes since they are basis vectors in the stochastic subspace and thus do not have a preferential direction. We finally discuss the discretization of the s-dimensional probability subspace in §4.2.
Spatial Discretization of the Physical Space
The domain D is discretized into a finite number of non-overlapping control volumes. Presently, we use rectangular control volumes, which form a structured Cartesian grid that has uniform spacing in the x and y directions. Several choices exist for the relative placement of velocity and pressure control volumes. Here we choose to use a standard staggered C-grid [13, 40] , where the u-and v-velocity control volumes are displaced half a grid-cell in the xand y-directions relative to the pressure and density control volumes, respectively.
Diffusion Operator
The diffusion operator ∇ 2 is discretized by using central boundary fluxes. That is, for the field φ at the center (x, y) of a control volume boundary, we have the following boundary flux in the x-direction (similar for y-direction)
which, on a structured grid, is exactly equivalent to the second-order accurate central finitedifference scheme. For the advection operator, the simple second-order central flux is wellknown to be unstable (e.g. [4] ), and needs more careful treatment, as described next.
Advection Operator
For advection by a velocity component u, we use a standard Total Variation Diminishing (TVD) scheme, with an monotonized central (MC) symmetric flux limiter [60] . The scheme can be written for a variable η as:
where the MC slope limiter Ψ(r) is defined as Ψ(r) = max 0, min min 1 + r 2 , 2 , 2r , and the variable r as
,
is used without interpolation for the density advection while a second-order central scheme is used for the non-linear u and v advection. For more on TVD schemes, we refer to the excellent text by [37] .
A possible issue with using this scheme for DO equations arises from the realization that the absolute value of the velocity |u|, is a function of the full velocityū + Y i u i which, depending on the specific realization, may be either positive or negative; in other words, |u| is positive, but stochastic. Fortunately, we never need the full velocity to evolve the mean and modes in (A.5) and (A.8) (see also (6) and (8)). In fact, in the case of the mean velocitȳ u, its absolute value is deterministic. Therefore, the advection of the mean velocity by the mean velocityū · ∇ū, and the advection of the velocity modes by the mean velocityū · ∇u i can use the classic TVD method without modification. Advection of the mean by the modes u i · ∇ū and of the modes by the modes u i · ∇u j , however, need additional consideration. Similar statements apply for the advection of the mean density and of the density modes by either the mean velocity (classic scheme is fine) or by the modes (additional considerations are needed).
Here we propose three arguments for three different advection schemes that can be used for these "advection by the modes" terms. First, if we examine the equations from the perspective of the numerical scheme only, a preferential advection direction will be present. In this case we simply use the TVD scheme unmodified. Next, we argue that, since the stochastic coefficients are zero mean, then the probability of Y i < 0 is equal to the probability that Y i > 0. This suggests that u i should not have a preferential direction of propagation, in which case a central differencing advection scheme (CDS) could be used. Last, recognizing that the CDS scheme may cause oscillations, we still wish to limit the flux in some way. A direct approach, then, is to use the TVD scheme in both directions, and average the results. That is, the present sign of the modal velocity is used first to calculate the advective terms, then the negative of the modal velocity is used, and the two results are averaged. We call this the symmetric TVD or TVD* scheme. Note that the TVD* scheme is not a true TVD scheme and is thus not guaranteed to be oscillation-free for all realizations.
To better understand the behavior of the TVD* scheme, consider three scenarios: when calculating the flux using the negative and positive modal velocities i) neither requires limited, ii) both require full limiting, iii) only one requires full limiting. For i), both use a CDS flux and the average of the two is a CDS flux. For ii), both use their respective UW fluxes, which, when averaged together, again gives a CDS flux. This may appear undesirable but it is sensible since the velocity should be fully up-winded from both sides with equal probability, resulting in no preferential direction of up-winding, which gives CDS. For case iii) we depart from a CDS scheme since here only one side uses an UW flux and the other uses CDS. When averaged together, 75% of the total flux will come from the up-winded side, and only 25% from the CDS side. Since any combination of these three scenarios can happen in practice, the TVD* scheme is a significant departure from the CDS scheme.
The three proposed schemes are tested in §6.2, where we find that the TVD* scheme performs best. Improving this TVD* is still possible, since minor oscillations can remain. A proper flux-limited advection scheme may be derived by looking at the characteristics of the hyperbolic parts of the full system. However, since the system has (s + 1) × d equations, where d is the dimension of the problem, this analysis is left for future research.
Discretization of Stochastic Subspace
The stochastic coefficients exist in an s-dimensional space, which could become large, from O(10) to O(10 3 ) based on our experience. In most cases, there is also no strict bound on the value that a stochastic coefficient can take. Thus, evenly dividing the s-dimensional space is not feasible. To discretize the uncertainty subspace, other schemes are thus used. They include: (a) non-uniform discretizations of the subspace, either using structured or unstructured grids, possibly using schemes based on finite-volumes or finite-elements [16, 41] ; (b) solve a discretized version of the PDEs for the probability densities of the coupled s coefficients, e.g. solve Fokker-Planck equations [50] ; (c) parameterize the probability space, either using Polynomial Chaos [16, 68, 42, 14] , in our case extended to time-dependent polynomials, or other parameterizations such as Gaussian mixtures [44, 56] or particle filters [9] , and (d), use a Monte-Carlo approach [35, 30] .
We have employed a few of these schemes. Here, we only illustrate a Monte-Carlo scheme: for each realization the time-integration of Sect. §3.4 is used. In general, the expected error for the mean and covariance is of O 1 √ q , where q is the number of samples. For efficient results, it is important that samples are generated in regions where the probability is relatively high, based on importance sampling [9] . At initial time t 0 , the distribution of the Y i is generated using the specified initial probability density given by eqns. (2) . Here, our focus is on numerical schemes and we restrict ourselves to simple distributions such as Gaussians or Dirac functions.
Thus, we discretize Y i by generating q samples, and forming a q × s dimensional matrix Y r,i . Each row in Y r,i corresponds to one of the samples, and each column corresponds to one of the modes. During the time-integration step, each sample of Y r,i is then advanced using (10), which is done efficiently. In all cases computed so far, q can be large, e.g.∼ O(10 4 −10 5 ), but still sufficiently small such that advancing (10) for every sample is not the dominating cost of the whole scheme.
A drawback to this Monte-Carlo approach is that rare events will not be captured unless a very large number of samples are used. Alternative methods, such as Gaussian mixtures [55, 56] or other approaches mentioned above can then be used as an alternative.
Implementation Details
In this section we describe selected implementation details that arise due to numerical issues. In particular, we discuss how to deal with possibly poorly conditioned covariance matrices in the stochastic subspace, as well as the orthonormalization of the modes and decorrelation of the stochastic coefficients.
Dealing with a Singular Covariance Matrix
The covariance matrix may be singular or poorly conditioned if one or more of the stochastic coefficients have zero or very small variance compared to other modes. This situation for example arises if a system has deterministic initial conditions, but becomes uncertain through forcing, boundaries, parameters, numerical uncertainties, or other causes. The initial covariance matrix is then simply zero: its inverse is not defined. Special treatment is thus needed for such cases since the inverse of the covariance matrix is required in (8) .
Fortunately, this problem is also common in data assimilation where it is resolved using generalized Moore-Penrose inversions [1, 35] . In the particular case of the DO equations, the inverse of the covariance matrix is multiplied by the third moments in (8),
which, for most physical processes, goes to zero for the eigenvalues of C k Y i Y j that go to zero. However, to ensure a numerically stable estimate of the inverse of the coavariance matrix, we employ a generalized Moore-Penrose inverse, which amounts to truncate the singular values less than a defined tolerance or to set them to that tolerance (with the former, the inverse of a zero covariance, i.e. deterministic initial conditions, is zero). This results in a stable numerical simulation, as exemplified for the Lock Exchange validation benchmark in §6.1.
Orthonormalization
The DO equations enforce orthonormal modes and it is important to maintain this property numerically when integrating over time. Analytically, if modes are orthonormal initially, orthonormality is maintained because
where the DO condition Φ i ,
, . . . , s] was used. At the discrete level, this property is maintained, up to truncation and round-off errors. Even if the modes are orthonormal at a given time-step, not all integration schemes over the next time-step will conserve the discrete orthonormality.
Let's first consider the analytical integration from time t k−1 to t k . For the modes, we have
where the exact time integral is denoted as ∆t
For the inner product at t k , we then have:
, the remaining terms sum to zero,
Considering now a p th -order-accurate discrete approximation of
, its error, ε i , is of O(∆t p ). Assuming that the spatial inner product is computed exactly, this error in the time integration leads to an error, E ij , in the inner product at time k, i.e.
To estimate the magnitude of this E ij made over one time step, we assume an exactly orthonormal inner product at t k−1 . By discrete integration to t k , we then have:
Using (13),
Therefore, the error in the orthonormality will always be ∆t smaller than that of the numerical scheme. The orthornomality can be corrected indirectly by enforcing that the solution and the error are numerically orthonormal, Φ i , Φ j k D + E ij = δ ij , at the end of a time step. This has to be done with care: the summation Y r,i Φ i produces specific realizations, and changing the basis without modifying the coefficients will change the specific realizations. Because Φ i and Y r,i are linked, various schemes for performing the orthonormalization exist. They are described in Appendix B.
Numerical Applications
In this section we present four benchmarks used to verify and study the schemes described above. To ensure that the implementation is solving the desired equations, we compare the stochastic code to a deterministic code ( §6.1) for a version of the lock-exchange dynamical problem [19] . Next, we examine three advection schemes proposed for DO equations in §4.1.2, using a symmetric version of the lock-exchange problem ( §6.2). Then, we evaluate the spatial and temporal convergence using the lid-driven cavity flow ( §6.3). Finally, we study the discretization of the stochastic coefficients using the flow over a square cylinder in a confined channel ( §6.4).
For evaluating errors, we use the L 2 norm. At a single time instance, the norm is 
Lock-Exchange Verification Benchmark
The purpose of this benchmark is to verify the numerical implementation. For example, our use of stochastic pseudo-pressures does not in theory introduce additional errors. However, one needs to verify that their numerical implementation is accurate, solving the correct equations. Ideally, problems with analytical solutions should be used to verify a code, however, constructing a valid analytical solution of (6), (8) and (10) with multiple stochastic modes and coefficients is neither trivial, nor does it lend itself to compact expressions. In this section we address this problem by defining a numerical benchmark and then using it to verify the present DO code.
Lock-Exchange Verification Benchmark: Setup
We verify our stochastic DO code by comparing it to a deterministic NS code which has been thoroughly verified [34, 59] . This deterministic code uses the same second-order Finite volume scheme and first order backwards difference Projection method as the stochastic code. While the DO code is inherently more complicated with coupled equations, the major differences are in the advection scheme for the stochastic modes (see §4.1.2 and §6.2), and in the need to also evolve the stochastic coefficients. The deterministic code is used non-intrusively with a Monte-Carlo method to generate an ensemble of independent realizations. These references are then compared to realizations from the DO code which solves the coupled DO equations. The benchmark (Fig. [1] ) is based on the lock-exchange problem [19] , where uncertainty is introduced by prescribing four possible initial density differences. In other words, while the exact difference between the densities is unknown, it is known that only four possibilities of equal probability exists: i.e. the pdf is initialized as four discrete Dirac delta function. Essentially, we employ a single run of the DO code to try to replicate four independent deterministic runs. While not a practical use of the DO method, it is a challenging benchmark for verifying its numerical implementation.
To capture all of the uncertainty, three DO modes (s = 3) are needed for the stochastic simulation. Four density difference were chosen because three DO modes is the minimum number required to have full energy interactions between the mean and modes of the DO simulation [50, 49] . Also, to fully verify the implementation, we need to ensure that the initial pdf is non-symmetric so that the third moments are non-zero (in (10) for example).
General setup: The Schmidt number is kept constant, Sc = 1, and we present results for Gr = 1.25 × 10 6 and Gr = 4 × 10 4 , (although other Gr were studied). The four density differences of equal probability are ∆ρ = [1, 0.84, 0.74, 0.62], with the initial density profile prescribed by ρ(x, y, t = 0) = ∆ρ 2 tanh(2x/l ρ ), where we take l ρ = 1/64. Initially the velocity is zero everywhere. Free-slip boundary conditions are used at the domain boundaries ( Fig. [1] ). The domain is discretized using ∆x = ∆y = 1/256, and ∆t = 1/512, which is sufficient resolution for these Grashoff numbers [19] . Mean initialization: The mean density profile ( Fig. [2] -a) uses the hyperbolic tan function specified above with a mean density difference ∆ρ = 0.8. The mean pressure and velocity are zero everywhere, initially.
Mode initialization: The density profile for the first mode is the hyperbolic tan profile above ( Fig. [2]-b) , but normalized. The two remaining modes are arbitrary, since they do not introduce initial uncertainty (see below). They are set to: T , where is a small constant chosen such that i Var(Y r,i ) = Var(Y r,1 ) numerically. This means that the inverse of the covariance matrix is very ill-conditioned (or numerically singular), so the pseudo-inverse is required during the initial stages of the simulation (see §5.1). Also, because the pdf is discrete, we calculate moments using the biased estimator
The initial fields and pdf are shown in Fig. [2] .
Lock-Exchange Verification Benchmark: Results and Discussion
The outputs from the stochastic run are reported in Fig. [3] for both Grashoff numbers. Comparisons with the deterministic runs are shown in Fig. [4] and Fig. [5] for Gr = 4 × 10 4 and Gr = 1.25 × 10 6 , respectively. Finally, the evolution of the differences between the stochastic and deterministic runs for both Grashoff numbers are shown in Fig. [6] .
We see excellent agreement between the stochastic realizations and the deterministic runs ( Fig. [5] - Fig. [6] ) for this challenging benchmark. Particularly, for the lower Grashoff number flow, the local error is less than 0.2% everywhere. It is non-trivial that the complex DO implementation is capable of reproducing multiple deterministic runs in a single simulation. Thus, based on these results and many other tests (not shown), we conclude that our implementation is correct, that is, we are solving the intended equations.
The growth of differences between the deterministic and stochastic simulations ( Fig.  [6] ) should be explained by the main differences between the stochastic and deterministic solvers, in particular the advection schemes, and the evolution of the stochastic coefficients. We found that the magnitude of the differences over time is larger for coarser space and time resolution runs. This suggests the error is due to spatial and/or temporal truncation error. The advection scheme does not contribute significantly to the error at the reported resolution, since using a CDS advection scheme instead of the TVD* scheme for the stochastic modes did not change the reported results significantly. Reducing the time-step to ∆t = 1/1024 reduced the error at the final time from ∼2.1% to ∼1.05% for the higher Grashoff number flow. This indicates that the error is dominated by a temporal truncation compounded error of approximtely O(∆t) (as expected, see §6.3). The primary source of this compounded error may be from the evolution of the stochastic coefficients and/or the modes.
We examine the errors more closely to determine the primary source of the small numerical errors. Note that the density differences are either a bit too small (first realization in Fig.  [5] ) or a bit too large (last three realizations in Fig. [5] ), causing phase errors as observed around the density interface. These phase errors can be caused by small errors in the relative magnitudes of the stochastic coefficients. We found that different orthonormalization strategies ( §5.2), which affect the relative magnitudes of the stochastic coefficients, can also impact the magnitude of the phase errors. In particular, when using a Gram-Schmidt orthonormalization, the average difference was greater than 3% (or 50% worse) for the high Gr case at the final time. Also, considering that the larger Gr number flow has larger stochastic coefficients ( Fig. [3] ) than the lower Gr flow, the same relative error in the stochastic coefficients would lead to a larger phase error (observed when comparing Fig. [4] to Fig. [5] ). Thus, this benchmark's results indicate that the primary source of error originates from the time evolution of the stochastic coefficients. The four DO realizations (top row), the deterministic runs (middle row), and the DO realizations minus the deterministic runs normalized by Φ deterministic 2 (bottom row) for Gr = 4 × 10 4 (resolution 256×256 with 512 × 5 time-steps). The stochastic solver result agrees with the deterministic solver results, which validates our DO numerical schemes. Streamlines shown over density in color. The relative errors for both Gr tend to grow over time but can decrease. In both cases, the DO mean field has a smaller error than the average error of the realizations.
In summary, using the proposed benchmark, we have verified the correct implementation of the stochastic code. Also, based on the results, we suggest that the accuracy of the scheme will benefit most from improving the temporal discretization for problems that require long time integration.
Effect of Advection Scheme
The purpose of this benchmark is to test the three different advection schemes proposed ( §4.1.2). We again use a version of the lock-exchange problem because the sharp density interface will highlight numerical oscillations. We modify the problem by introducing symmetry, which should be maintained numerically. Finally, for simplicity we only consider a single stochastic mode with a bimodal continuous pdf.
General setup: The Schmidt number is kept constant, Sc = 1, and we present results for Gr = 1.25 × 10 6 . Initially the velocity is zero everywhere. Free-slip boundary conditions are used at the boundaries of the domain (Fig. [1] ). The domain is discretized using ∆x = ∆y = 1/64, and ∆t = 1/256. A lower resolution is used here compared to the cases in §6.1 in order to highlight the symmetry errors and numerical oscillations
Mean initialization: The mean density, pressure, and velocity are all zero everywhere, initially.
Mode initialization: The density profile for the mode is the same normalized hyperbolic tan profile used in §6.1. The pressure and velocity for this mode are zero everywhere, initially.
Stochastic coefficient initialization: The bimodal Gaussian continuous pdf is represented by 10,000 samples. To ensure that any asymmetry comes from the numerical errors only, we exactly enforce symmetry in the initial conditions as follows. We first generate 2,500 samples (Y r 2500 ) from a zero mean Gaussian distribution with standard deviation σ = 0.01e 1 ≈ 0.027. Next, these samples are duplicated to obtain a representation of the bimodal pdf that is exactly symmetric at the numerical level:
These are the 10,000 samples that we evolve. They are illustrated in the first row of Fig. [7] . Of course, these samples are correlated. The procedure should not be used in general; it is used here solely to evaluate how good are numerical schemes at maintaining symmetry.
Effect of Advection Scheme: Results
The result of this simulation is shown in Fig. [7] for the three advection schemes. While the CDS scheme maintains symmetry of the mean, modes, pdf, and realizations, some clear numerical oscillations are present, particularly evident in the realizations. While there are no oscillations in the TVD scheme, it clearly loses symmetry in the mean, modes, pdf, and realizations, as can be seen (with aid of the dashed guide lines) in Fig. [7] . The TVD* scheme only develops minor oscillations, which can be barely detected when examining the realizations, and completely retains symmetry. Thus, the new TVD* scheme is the preferred scheme among the three.
Initially, we can represent all density realizations exactly with one mode. However, as different densities evolve at different rates, one mode becomes insufficient to represent the ) with grid resolution 64 × 64 and ∆t = 1/256 using various advection schemes for the modes. Only the stochastic density is non-zero initially, with a bi-modal pdf(top row). The two most extreme realizations (largest and smallest stochastic coefficients) are plotted in each case (right column). Our new averaged TVD* scheme only has minor oscillations and retains symmetry (third row), while the CDS advection scheme suffers from large oscillations (white dashed circles, second row), and the one-sided TVD scheme loses symmetry (red dashed circles, last row). Streamlines shown over density in color.
uncertainty. Hence, spurious gradients can appear in the reconstructed realizations. We purposely chose to use only one mode in this benchmark to also illustrate that if the number of modes is fixed, errors occur. In general, we do not keep the number of modes fixed [51] .
In summary, we found that the TVD* scheme performs adequately and that our DO implementation can reproduce vastly different realizations of a given problem.
Numerical Convergence Analysis
The purpose of this benchmark is mainly to show that the implemented scheme is converging. Here we use the classical lid-driven cavity flow, and examine the numerical convergence under spatial and temporal refinement of each component separately. This benchmark does not have a variable density, and so we report the Reynolds number instead of the Grashoff number. We also completed convergence tests with density, with results analogous to those presented below. Figure 8 : The lid-driven cavity flow is a classical benchmark used to verify convergence of numerical implementations. Uncertainty for this case will be introduced through the initial conditions.
Numerical Convergence Analysis: Setup

General setup:
We present results for a Reynolds number of Re = 500, although other Reynolds number cases (Re ∈ [100, 1000]) were also studied, giving similar results. The flow is driven by a deterministic boundary condition at the top of the enclosed box Fig. [8] , with no-slip velocity boundary conditions, and uncertain initial conditions. The finest resolution uses ∆x = ∆y = 1/512, and ∆t = 1/4096, which is sufficient at this Reynolds number [12, 11] , and the order of convergence is approximated as O ≈ log
/ log(2). We examine the difference between the fine and coarse space resolutions by interpolating (using splines) the fine solution onto the coarse resolution grid, and taking the L Mean initialization: For a challenging case, the mean velocity and pressure are initially zero, everywhere.
Mode initialization: The velocity modes are initialized by specifying the stream function 
where (M, N ) = { (1, 1), (1, 2), (1, 3) }. The initial pressure for the modes is specified as zero everywhere.
Stochastic coefficient initialization:
The pdf is created using 5,000 samples of zero mean Gaussian distributions with variances Var(Y r 5000 ,i ) = e (1−M i −N i ) . The number of samples is not critical in this case, since the samples are the same from one run to the next. That is, we only test spatial and temporal convergence, not stochastic convergence. Since this is, again, a numerical test, the Y i samples are purposely created using a procedure as in §6.2,
.
To ensure that the final generated samples have numerical variances exactly as specified, we correct the samples using the numerically calculated variance
where Var q (a r,i ) = 1 q−1 q r=1 a r,i is the calculated sample variance. The initialization for this problem can be seen in the first row of Fig. [9] .
Numerical Convergence Analysis: Results and Discussion
Three time snapshots of the reference solution are shown in Fig. [9] . While the marginal seems to remain approximately Gaussian, the sample-scatter diagram clearly shows the very non-Gaussian behavior for this benchmark. Also, we confirm from Fig. [10] that the variances of the modes are decreasing, which is expected since this problem has a deterministic steadystate solution. Thus, the stochastic solution is behaving as expected.
Next, examining the convergence, we see that the numerical error for all components decrease with temporal and spatial refinement. The convergence is near optimal at large grid sizes for all variables. These results with the velocity components separated are tabulated in Table [1] and Table [ 2], which also shows that the stochastic coefficients are converging optimally. Even though a fourth-order RK method is used to advance the stochastic coefficients, the total-DO convergence is first order (based on choices made in §3.5). Thus, we observe near-optimal convergence for all variables, which suggests that the implementation is correct.
Stochastic Convergence
The purpose of the fourth benchmark is to further assess numerical performance, demonstrate that a significant number of modes can be used, and study the effect of the stochastic discretization. Specifically, we quantify the effects on accuracy of the number of stochastic Here uncertainty originates from the initial conditions and uncertain vortex shedding: depending on the perturbation, the first vortex could either be shed above or below the cylinder. Within a stochastic framework, however, if uncertainties are initially symmetric, the mean and modes should remain symmetric, and this is evaluated with our DO numerics.
. Table 1 : Temporal convergence of lid-driven cavity flow. Tabulated is the error (e = φ 2Nt − φ Nt 2 ) between the solutions using ∆t = 1/(2N t ) and using ∆t = 1/N t , and the approximate order of convergence O. The grid size is fixed at ∆x = 1/512.
N t
samples and of the time-order of integration. To do so, we extend the classic shedding of vortices by a uniform flow as it encounters a symmetric obstacle to stochastic DO computations. Since this problem is symmetric, the stochastic solution can only lose symmetry if numerical or external perturbations initiate the non-symmetric laminar shedding of vortices. However, if perturbations are symmetric, there should be no preferential direction for vortex shedding. Thus, a carefully initialized simulation should be able to capture symmetric directions: this provides an excellent test to assess numerical performance.
Stochastic Convergence: Setup
The benchmark is an open flow in a frictionless pipe with a square cylindrical obstacle ( Fig. [12] ), which is a classic test for deterministic flow solvers.
General setup: We present results for a Reynolds number of Re = 100, although other cases were also studied. The flow is driven by a deterministic uniform inlet boundary condition (left of domain), with slip velocity boundary conditions at the top and bottom, open boundary conditions at the outlet, and symmetric uncertain initial conditions. All simulations use a resolution of 336 × 63 in space, and 63 × 40 in time. We choose to integrate until t = 40 because this allows the statistics to reach steady values. At t = 40 the mean velocity has traveled through the domain 2.5 times.
Mean initialization: The mean velocity and pressure are initially zero, everywhere.
Mode initialization: The exact shape of the initial stochastic perturbations are not important since they are advected out of the domain. However, to maintain symmetry, perturbations have to be symmetric. We initialize the velocity modes by specifying the stream function
. where C M,N is the normalization constant (as in §6 .3), and a = 16, b = 3 are the width and height of the domain respectively. The velocity modes are then specified as iterations. That is, at iteration k
The initial pressure for the modes is specified as zero everywhere.
Stochastic coefficient initialization: To ensure initial symmetry, the samples for the stochastic coefficients are created using the same procedure as in §6.3, using the variances V ar(Y r,i ) = e (2−M i −N i ) (note the difference of +1 in the exponential from §6.3). The reference solution uses 10 5 samples for the stochastic coefficients, and a 4 th order RK time integration scheme ( §3.5). : Marginal probability density functions of first five modes for the flow over a square cylinder benchmark at final time (columns 1-3, increasing sample sizes; columns 4-5, decreasing order in time; column 6, reference). With 10,000 samples for the stochastic coefficients, the continuous marginal pdfs are wellrepresented, although the bimodal peaks lose some symmetry. The marginals have similar shapes for all sample sizes, but the best representations have larger sizes. Overall, the order of the time-integration scheme has less effect than the sample size (the overall order in time is one).
Stochastic Convergence: Results and Discussion
For the reference solution, we find that excellent symmetry is maintained for the first four stochastic modes (Fig. [13] ). From the realizations (Fig. [14] ), the scheme clearly captures both shedding directions. We find that for fewer samples and lower time integration accuracy, the symmetry is not as well maintained (not shown). However, for a sufficient number of samples, symmetry is maintained for all Reynolds numbers we tested. From Fig. [13] , we see that variances seem to reach a steady value after an initial transient period. The smaller variances take longer to reach a steady value; the highest modes still evolve after the final time step.
For our sequential implementation, the reference DO simulation (Fig. [13] ) was computed in about 7.5 hours on a 2.4Ghz computer. Each time-step required the inversion of 11 pressure equations, as opposed to the 111 required for the scheme without the stochastic pseudo pressure. This roughly translates to a 1000 % increase in efficiency, or about 3 days saving in terms of computational time for this computer. Since then, we have used as many as s = 25 modes for data assimilation applications [56, 57] .
Sample sizes: Examining the evolution of the stochastic coefficients for different sample sizes (top of Fig. [15] ), we see that the differences are larger for higher modes. For the most energetic first four coefficients, the results agree well with the reference solution when using > 1, 000 samples. After the 5 th coefficient, the differences become larger, and in the 10 th coefficient, the differences begin sooner and have larger relative magnitudes. Note that the logarithmic scale magnifies smaller errors, and the differences for the 10 th are fully insignificant when compared to the variance of the first mode. Thus, with a relatively small number of samples, it is possible to capture the stochastic coefficient's variances accurately. Also, it appears as though the solution converges when the number of samples increases, which increases our confidence in this approach.
Not only are the evolution of the variances well-represented by a smaller number of samples, the shape of the marginals are also well-reproduced ( Fig. [16] ). We observe that the marginals are well-reproduced using > 1, 000 samples, and for all time integration schemes ( Fig. [16] ). The magnitudes of the bimodal peaks in the first mode are more symmetric with increased sample sizes, which suggests using upwards of 10,000 samples is, perhaps, advised. In fact, using such a number of samples does not affect the overall cost of the solution scheme. That the marginals are well-represented using smaller sizes is encouraging, since it suggests that a small number of samples (that won't negatively impact the efficiency of the scheme) could be used for problems with large s: this would not substantially affect accuracy.
Order in time: We are here only varying the order of the ODE solver used to evolve the stochastic coefficients: the overall order of the DO scheme is kept fixed at first order (see §3.4). Examining results (bottom of Fig. [15] ), we see that the second and fourth order ODE solver agree well for all coefficients. A second order solver thus seems sufficient. In summary, we simulated a stochastic version of the classical flow over a square cylinder benchmark. We found that our DO solver maintains excellent symmetry, and the use of pseudo-pressures reduces the cost by 1000% when using 10 stochastic modes. We also found that the statistics is converging with the number of samples and that accuracy benefits from using a second-order solver for the coefficients, even though the overall DO scheme is limited to first order. Finally, smaller sample sizes for the coefficients still produced accurate time-evolving statistic and marginal pdfs, which is encouraging.
Conclusions and Future Research
We have derived efficient computational schemes for the DO methodology applied to unsteady stochastic Navier-Stokes and Boussinesq equations, and illustrated and studied the numerical aspects of these schemes. For the discretizations in time, we developed semiimplicit projection methods for the mean and the modes, and we employed time-marching schemes of first to fourth order for the stochastic coefficients. For the discretizations of the physical space, we employ conservative second-order finite-volumes, with a special treatment for the advection terms based on a TVD scheme with monotonized central symmetric flux limiter. Several alternate discretizations in time and space were outlined and illustrated by comparisons. We also addressed several numerical issues specific to the DO method for fluid and ocean flows. In particular we have shown: how to define pseudo-stochastic pressures to reduce the number of matrix inversions for the pressure from O(s 2 ) to O(s); how to treat advection by the stochastic modes using symmetric approximate TVD schemes; how to deal with singular subspace covariances by generalized inversion; and how to maintain orthonormal modes at the numerical level and so account for truncation and round-off errors during time integration. Finally, we evaluated our schemes using a varied set of stochastic flows, hence illustrating robustness but also providing benchmarks for future schemes and implementations.
Using an asymmetric Dirac-stochastic lock-exchange benchmark, we found excellent agreement among multiple realizations from a deterministic code and the realizations generated from a single stochastic simulation. This validated our numerical implementation, and confirmed that the pseudo-stochastic pressure approach works in practice. Using a symmetric version of the lock-exchange benchmark, we showed that the symmetric TVD advection scheme (TVD*) works well, while the CDS scheme suffers from numerical oscillations, and the non-symmetric TVD scheme loses symmetry.
Using a lid-driven cavity flow with uncertain initial conditions, we showed that each component converged near-optimally under both time and space refinement. Additionally, we showed that even when a higher-order time integrator is used for the stochastic coefficients, their accuracy is still limited to approximately first order, as discussed in §3.4. This benchmark also demonstrated an expected decay in the variance of the stochastic coefficients, which were shown to be very non-Gaussian.
Finally, using a stochastic flow past a square cylinder in a confined channel, we showed that the stochastic coefficients converged with increased samples sizes and orders of time integration. We found that using > 10, 000 samples and a second order time-integrator yielded adequate performance. This benchmark also demonstrated that our discretized DO methodology successfully captures both vortex shedding directions, resulting in a fully symmetric mean field. Also, we noted that using our newly defined pseudo-stochastic pressure, we were 1000% more efficient computationally when using 10 modes.
Possible future studies include the efficient extension of our present framework to flows with uncertain parameters in the governing equations and with stochastic forcing at the boundary and in the interior. Also, our results suggest that simulations with long time integration will benefit from more accurate time-integration scheme. Then, while our proposed symmetric TVD-based advection and orthonormalization schemes for the stochastic modes were shown to perform adequately, more optimal treatments are possible. Alternative means of discretizing the stochastic coefficients are worth exploring for applications where rare events are important. Finally, specific multi-resolution DO schemes can be derived for multiscale stochastic fluid and ocean flows. Unstructured grids as well as nested approaches [8, 18] will then be useful. The utilization of the present schemes as well as these future advances will allow the prediction of uncertainty in realistic simulations of multi-physics fluid systems, over a wide range of applications, from micro-nano fluid engineering to multiscale ocean and climate studies.
coefficients, in general non-Gaussian. In our notation, we use the Einstein summation exclusively for summations related to the stochastic expansion. The decomposition of pressure into a mean, linear modal and quadratic modal component follows from the Pressure Poisson Equations (see §3.2 or Sapsis and Lermusiaux [50] ). Since both the modes and stochastic coefficients are functions of time, a redundancy arises, which is resolved by the DO condition,
where the inner product is defined as a,
T . Using the DO condition, an exact set of equations can be obtained that governs the evolution of the mean, modes, and stochastic coefficients of the generalized Karhunen-Loève expansion. The only approximation arises from the truncation of the DO expansion to s(t) terms. First substitute (A.1) into eqns. (1)- (3) to obtain (using a Langevin notation):
and DO decomposed versions of (2)-(3). It is from these equations, within which the DO decomposition was inserted, that the equations for the mean, modes and their coefficients are obtained, using the expectation operator, the spatial inner product, and eqns.
(A.2)-(A.3).
Mean. To obtain a rate of change for the mean fields, the idea is to eliminate the random components in the left-hand-sides of eqns. (A.4) . Hence, taking the expectation of eqns. (A.4) it can be found that the evolution of the mean fields are governed by
with the initial and boundary conditions given bȳ
where
is an element of the covariance matrix in the stochastic/error subspace. Deterministic initial and boundary conditions (• quantities) are assigned to the mean. Note that in general the vector
; e.g.,
). Modes. The evolution of the modes is also obtained from eqns. (A.4) . To do so, the idea is to eliminate the random coefficients in front of the time derivatives of the modes. The essential steps are to multiply these equations with a stochastic coefficient Y j , apply the expectation operator, and substitute an expression for E ω ∂Y i ∂t Y j , which is obtained by projecting the equation unto Φ k and imposing the DO condition. From this the following governing evolution equations for the modes can be found:
is a third moment. The right-hand-sides in eqns. (A.8) correspond the total rate of change of the subspace (without a DO condition) minus the projection of this rate of change on the subspace itself (which is subtracted to ensure the DO condition). We note that in general ∇ · (ūu i ) = ∇ · (u iū ) since Coefficients. Finally, to obtain the evolution of the stochastic coefficients from eqns. (A.4), the idea is to eliminate the modes in the term containing the time derivatives of the random coefficients. To do so, project the evolution eqns. (A.4) onto each mode i, apply the DO conditions, and essentially impose that each coefficient is of zero mean. The resulting governing stochastic ODEs are (A.12)
In this Appendix we stated the DO equations for the mean, modes, and stochastic coefficients of the stochastic Boussinesq equations.
Appendix B. Numerical orthonomalization procedure
In this Appendix, we present our newly developed, numerically efficient, orthonormalization procedure based on the discussion in §5.2.
Consider the pictorial analogy showing different strategies when orthonormalizing the basis (Fig. [B.17] ). In case (a), the argument is that the coefficients were evolved correctly, and all the error lies in the basis evolution. This is not true because we evolve the coefficients by taking an inner product of the equations using the bases at the old time-step. In case (b), the argument is that the energy and 'direction' of the realizations were correctly evolved. When correcting the bases, the direction and energy are maintained, but the actual realization is modified. In case (c), the argument is that the realizations were evolved correctly. However, it is unlikely that the errors in the modes and coefficients cancel during the time evolution. Also, while not evident from the pictorial analogy, the energy of the coefficients change in case (c). This is because the length of the basis changes when orthonormalized, and this length change is then accounted for in the coefficients in order to maintain the coordinate of the realization. The case (b) strategy is a compromise between cases (a) and (c), and it results in the lowest error for the lock-exchange cases in §6.1. The errors were the largest for case (a), and the errors for case (c) were marginally larger compared to case (b).
To be clear, case (b) is shown to perform best for the specific cases in §6.1, and these results are not proven to be universally applicable. Also, we made no attempt to provide an exhaustive list of all the orthonormalization strategies. For example, arguing that the coefficients still live in the bases of the old timestep, one can consider projecting the coefficients from this old basis onto the new basis before orthonormalization. Therefore, the issue of the optimal orthonormalization strategy is left open to future research. Nonetheless, we believe our current approach is sufficient for most applications since no strategy will influence the scheme's overall order of accuracy. Any improved strategy will only reduce the size of the error, which will be of order ∆t smaller than the truncation error. Therefore, any accuracy issues due to orthonormalization can be resolved by reducing the size of the timestep when using the current scheme. Our orthonormalization procedure for case (b) is described next.
For case (b), we want the new orthonormalized basis to: approximately recover the specific realizations before the orthonormalization; and exactly maintain the stochastic energy. Mathematically we, ideally, want both: Finally, we decorrelate the samples again, while ensuring that the stochastic energy is preserved: is singular, however it does require a non-singular M ij which will normally be the case if modes are properly initialized. Also, the number of floating point operations is dominated by the calculation of M ij if the number of spatial points exceeds the number of realizations. Nonetheless, the overall cost of the orthonormalization is inexpensive compared to the inversion of the pressure Poisson equations.
