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The IPS consists of finding q E Q, given A(a', a) := A(a', a, k) for all a-', a E S 2. We fix k = 1 without loss of generality.
The general method for a study of inverse scattering problems, based on property C, was introduced in [4] and in [20] a detailed account of this method is given and its many applications are described. (See ). Later [29] [30] [31] 38] the author introduced the notion of property C u,ith constraints and found several applications of this notion in inverse scattering.
Let us define property C: let LN be linear partial differential expressions, 
Letlj=v

+ k S -qj(x), qj E Q.
Theorem 1.1 [29, 30, 38] . The pair {ll,l:} has property C with constraints.
Let Aj be the scattering amplitude corresponding to qj, j = 1, 2. From The- The set {m~} is dens~ in N, := {u,: l,u, = 0 in B~} in C~(B=) norm when u run through all of L2(S2), while the set {w2} has codimension < M in N2 (see [33] Assume that q = q(r), that is, the potential is spherically symmetric, and that all the phase shifts with g > g0 vanish, where f0 is an arbitrary large fixed integer. Then, as follows from Theorem 1. where us is the normal derivative, N is the outer unit normal to ,~'. ~(s) E C(S). It is proved in [41] for Liapunov's boundaries and in [43] for Lipschitz's and even less smooth boundaries (see also [44] ) that 10S has at most one solution. It is proved in [4, 20] that IGS has at most one solution. We do not
give the strongest results from [20] because of the lack of space. For example, in IPS and IOS the uniqueness results are proved in [20, 41] 
Inversion of Noisy Fixed-Energy Discrete Scattering Data
Assume that A~(cd, c~) is known, sup IA5 -A I < 5, so that As(a', a) is the aJ,aES 2 noisy scattering amplitude measured at a fixed energy (k = 1) with 5 > 0 being the noise level. We do not assume any statistical properties of the noise. At the end, it will be clear that only the values of Aa at a discrete set of a', a E S 2 are used in the inversion algorithm. We fix an arbitrary ( E IRa and chose 0', 0 such that Formula (2.4) gives an inversion algorithm and (2.5) is its error estimate. Since calculation of (2.4) by a cubature formula requires the knowledge of Aa(a', a) at a discrete set only, formula (2.4) gives ,inversion procedure for noisy, discrete, fixed-energy, 3-D scattering data,
Variational Principles Equivalent to Inverse Scattering Problems
We give here only the variational principle equivalent to IPS and refer the reader to [21, 42] where similar principles for IGS and IOS are given. The basic idea is to use not only the data fitting, but also the basic equation for the scattering solution, namely,
Consider the variational principle:
. 
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Inversion of Low-Frequency Surface Scattering Data
Consider (1.4) and assume that the data U(x,y,k),Vx,y E P, Vk E (0, k0)
are known, where k0 > 0 is an arbitrary small number. The usual integral equation equivalent to (1.4) (with the radiation condition) is:
It is proved in [41] that (4.1) is uniquely solvable for sufficiently small k and the following limit exists:
The function f(x, y) is known if 0r(x, y) is known Vx, y E P. Equation (4.2) is first kind Fredholm equation for v(z). It is proved in [41] that this equation has at most one solution, this solution is found analytically, and necessary and sufficient condition for a function f(x, y) to be representable by the righthand side of (4.2) are given [20, 21, 41] . Numerical experiments in soh'ing (4.2) are reported in [20] . The problem is highly ill-posed, but it was possible to identify numerically the support of v(x) from noisy discrete surface data.
A number of other geophysical inverse problems were studied by the above methodology (well-to-well exploration, induction logging, etc, see [20, 21, 41] ). However, in many eases it is desirable to get less information about the inhomogeneity v(x), but to get it in a computationally stable and easy (nonintensive computationally) way. Such a way is discussed in the next section.
Asymptotic Inverse Scattering Theory for Small Inhomogeneities
Consider IGS problem and assume that I fD vdxlGiven U(x, y, k) for x and y running through some subsets of P and for k fixed or k running through some finite number of wave numbers, we want to find the location of D and get some idea about its geometry and the intensity vD := fD vdx.
In [1] [2] [3] As above, one can find the first and second moments of q(x) from the scattering data.
Open Problems
We mention just two major problems each of which has been open for about half a century:
1) Do the data A(a', ao, k) (or A(-a, ~, k)) determine q(x) uniquely?
Here a0 6 S 2 is fixed, a',a run through all of S 2 and k runs through (0,oo).
-2) Do the data A(n',a0,k0) determine D uniquely?
Here (~0 E S "2 and k0 > 0 are fixed, ct' runs through an open subset of S 2, and D C IR 3 is a bounded domain with a Lipschitz (or smooth) boundary on which the Dirichlet (or Neumann, or Robin) boundary condition is assumed.
