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COLLAPSIBILITY OF RANDOM CLIQUE COMPLEXES
GREG MALEN
Abstract. We prove a sufficient condition for a finite clique complex to collapse to a
k-dimensional complex, and use this to exhibit thresholds for (k + 1)-collapsibility in a
sparse random clique complex. In particular, if every strongly connected, pure (k + 1)-
dimensional subcomplex of a clique complex X has a vertex of degree at most 2k + 1,
then X is (k + 1)-collapsible. In the random model X(n, p) of clique complexes of an
Erdo˝s–Re´nyi random graph G(n, p), we then show that for any fixed k ≥ 0, if p = n−α
for fixed 1/(k+1) < α < 1/k, then a clique complex X
dist
= X(n, p) is (k+1)-collapsible
with high probability.
1. Introduction
The study of random topological spaces has become an incredibly important tool in a
wide range of research. Of particular interest is the study of phase transitions for structural
and topological properties of discretized spaces. These results were classicly studied for
1-dimensional random graphs, most notably in the Erdo˝s–Re´nyi random graph G(n, p),
the probability space of graphs on n vertices where each edge appears independently with
probability p. Viewing graphs as simply 1-dimensional topological spaces, the search for
analogous results in related high-dimensional models has become increasingly relevant to
modern research.
Here we consider a natural extension of G(n, p), the random model X(n, p). This is the
probability space of clique complexes on n vertices where each edge appears independently
with probability p. A clique complex, also known as a flag complex, is the maximal simplicial
complex supported on a given set of edges, so this is equivalent to taking a graph sampled
from G(n, p) and adding in all simplices whose edge sets appear in full. If X is a complex
sampled from X(n, p), we write X
dist
= X(n, p), and then we say that X has property A with
high probability if P (X ∈ A) → 1 as n → ∞. Property A is said to have a sharp threshold
if there is some pA for which
lim
n→∞
P (X ∈ A) =
{
0 if p ≤ (1− ǫ)pA
1 if p ≥ (1 + ǫ)pA
}
.
Various topological features of this model, such as its homology and fundamental group,
have been studied extensively in the so-called sparse regime in [3], [5], [7], [8], [9], and [10].
Our focus is on the collapsibility of X(n, p). Collapses are an extremely useful tool in
studying simplicial complexes, as they provide a method of reducing both the number of
simplices and the overall dimension, making the computation of topological invariants far
more tractable. Simplicial collapses are also homotopy equivalences, so the reduced complex
has the same topological invariants as the original. We focus specifically on the property of
being k-collapsible. A complex is said to be k-collapsible if all faces of dimension at least
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k can be collapsed, and so the complex is homotopy equivalent to a (k − 1)-dimensional
complex.
Similar collapsibility thresholds were studied previously in another important extension of
G(n, p), the random d-dimensional model Yd(n, p). Collapsibility in this model was initially
studied in [2] and [4]. In [1] Aronshtam and Linial showed that the lower bound for d-
collapsibility in [2] is indeed tight, thus establishing a sharp threshold.
In X(n, p), we exhibit a lower bound for a (k+1)-collapsibility threshold. We use (k+1)-
collapsibility, as opposed to k-collapsibility, in order to align this work with the property
of a random clique complex being k-dimensional and the corresponding discussion of the
Bouquet of Spheres conjecture in Section 4. Our main result is the following.
Theorem 1.1. Fix an integer k ≥ 0 and any ǫ > 0, and let
p ≤ n−1/(k+1)−ǫ.
If X
dist
= X(n, p), then with high probability X is (k + 1)-collapsible.
Homologically speaking, this improves on an earlier result that Hj(X ;Z) = 0 for j ≥
k + 1 [8]. It was also shown in [8] that if p = n−α for a fixed 1/(k + 1) < α < 1/k, then
Hk(X ;Z) 6= 0. Therefore X is not k-collapsible in this range, and Theorem 1.1 is optimal
with respect to the dimension. Since there cannot be torsion in top dimensional homology,
it also rules out torsion in dimension k. And for 1/(k+1) < α < 1/k, the dimension of X is
either 2k or 2k+1 with high probability, so this further asserts that a sparse random clique
complex collapses to middle dimension. The k = 1 case of Theorem 1.1 was done in earlier
work by Costa, Farber and Horak, appearing as Theorem A in [5].
2. Background and Definitions
We first recall a few standard definitions and establish some notation. A simplicial
complex ∆ is a clique complex if it is the maximal simplicial complex supported on its edge
set, where every complete subgraph in its 1-skeleton is filled in with a simplex. Clique
complexes are thus entirely determined by their edge sets, and they are general in the
sense that every simplicial complex is homeomorphic to a clique complex, via barycentric
subdivision.
The faces of a simplicial complex ∆ are merely the simplices it contains, and for a face
σ ∈ ∆ with dim(σ) = k, we call σ a k-face. For a vertex v ∈ ∆, we define the star of v in
∆ to be the set of faces which contain v,
st∆(v) := {τ ∈ ∆: v ∈ τ}.
Similarly, the link of v in ∆ is the simplicial complex made up of the faces of ∆ to which
which v can be added,
lk∆(v) = {σ ∈ ∆ : σ ∪ {v} ∈ ∆}.
These two definitions generalize directly to the star and link of any face of ∆, but will
primarily be used herein with respect to vertices. It is straightforward that if X is a clique
complex, then lkX(v) is also a clique complex for any vertex v ∈ X .
A k-dimensional simplicial complex ∆ is said to be pure if all of the maximal faces of ∆ are
k-dimensional. A pure k-dimensional simplicial complex ∆ is then strongly connected if for
every pair of k-faces σ and τ in ∆, there is a sequence of k-faces in ∆, σ = σ0, σ1, . . . , σj = τ ,
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such that σi ∩ σi+1 is a (k − 1)-face for every i. These conditions are natural to study, as a
minimal representative of a k-dimensional homology class of a simplicial complex is precisely
a closed, pure k-dimensional, strongly connected subcomplex.
Let ∆ be a simplicial complex with σ, τ ∈ ∆ such that τ is maximal in ∆, σ ⊂ τ , and σ is
not contained in any other maximal faces. Then σ is called a free face of τ , or more generally
of ∆, and a simplicial collapse of the interval [σ, τ ] in ∆ is the removal of all faces η ∈ ∆
such that σ ⊆ η ⊆ τ . It is well known that simplicial collapses are homotopy equivalences.
Finally, for a subcomplex S ⊂ ∆ we use vsupp(S) to denote the vertex support of S, i.e.
the set of vertices contained in faces of S. And we use the standard notation ∆i for the
i-skeleton of ∆, i.e. ∆i = {η ∈ ∆ : dim(η) ≤ i}.
3. Proof of Theorem 1.1
The proof of Theorem 1.1 will follow from Theorem 3.1 and Lemma 3.6, which respectively
provide a sufficient condition for (k+1)-collapsibility of a deterministic clique complex, and
show that for p in the given range, this condition is satisfied with high probability.
Theorem 3.1. Fix k ≥ 0. Let X be a finite clique complex such that every strongly con-
nected, pure (k + 1)-dimensional subcomplex S ⊆ X contains at least one vertex v with
degS(v) ≤ 2k + 1. Then X is (k + 1)-collapsible.
For convenience, for any k ≥ 0 we refer to subcomplexes which are both pure k-dimensional
and strongly connected as the relevant k-subcomplexes of X . Note that if σ ∈ X is a face
with dim(σ) ≥ k + 1, then σk+1 is a relevant (k + 1)-subcomplex of X . So each face of
dimension at least k+1 is supported on precisely one maximal relevant (k+1)-subcomplex.
To prove Theorem 3.1, it is then convenient to perform the collapses independently on
each maximal relevant (k + 1)-subcomplex. First we employ a closure operation to include
all high-dimensional faces which need to be collapsed, and then we examine the intersections
of two distinct such subcomplexes.
Definition 3.2. For a simplicial complex ∆, define the flag closure ∆ = ∆∪ {σ : σ1 ⊆ ∆}.
This is equivalent to taking the clique complex of ∆1.
This closure preserves the 1-skeleton and vertex degrees of ∆, so deg∆(v) = deg∆(v) for
every v ∈ ∆. Furthermore, if X is a clique complex with {S1, . . . , Sm} the set of maximal
relevant (k+1)-subcomplexes of X , then the set
{
S1, . . . , Sm
}
forms a partition of the faces
in X of dimension at least k + 1.
A useful property of simplicial collapses is that the collapse of any interval [σ, τ ] can be
factored into a set of elementary collapses of the form [η1, η2] with dim(η2) = dim(η1) + 1.
Thus we can remove faces of dimension at least k + 1 by only collapsing faces of dimension
at least k. In particular, we must be sure that k-faces in the intersection of two maximal
relevant subcomplexes do not interfere with performing collapses in each of the subcomplexes
independently.
Before taking the closures, pure dimensionality forces any k-face in such an intersection to
be a connecting bridge, so for S1 and S2 both maximal, dim (S1 ∩ S2) ≤ k−1. In the closure,
however, there can be arrangements where k-faces which are maximal in X are included in
Si. Lemma 3.3 ensures that any such k-face is only contained in higher dimensional faces
in one of the Si, so it can be collapsed there independently of collapses being performed in
any distinct relevant subcomplexes.
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Lemma 3.3. Let X be a clique complex with S1, S2 ⊂ X distinct, maximal, relevant (k+1)-
subcomplexes. Then dim
(
S1 ∩ S2
)
≤ k, and if σ is a k-dimensional face in the intersection,
then σ is a maximal face in at least one of S1 and S2.
Proof of Lemma 3.3. Suppose η is a (k + 1)-face in S1 ∩ S2. Then also η ∈ S1 ∩ S2, since
by maximality all (k + 1)-faces are included in some Si before applying the closure. But
then η forms a bridge between S1 and S2, and S1 ∪ S2 is strongly connected by transitivity,
contradicting maximality. Hence dim
(
S1 ∩ S2
)
≤ k.
Now suppose that σ is a k-face in the intersection which is not a maximal face in either
S1 or S2, and let η1 ∈ S1 and η2 ∈ S2 be (k + 1)-faces containing σ. As in the above,
we have that in fact η1 ∈ S1 and η2 ∈ S2, and η1 6= η2. But then σ ∈ S1 ∩ S2, and it
forms a bridge between η1 and η2, so by transitivity S1 ∪ S2 is strongly connected, again
contradicting maximality. Hence σ must be maximal in at least one of S1 and S2. 
So for a k-face σ ∈ X , st∆(σ) is contained in at most one of the Si. Therefore collapses
which remove faces of dimension at least k can all be performed independently in the various
Si.
In the induction step in the proof of Theorem 3.1, it will be necessary to perform collapses
in the link of a vertex. Lemma 3.4 provides a mechanism for lifting these to collapses of the
correct dimension in X .
Lemma 3.4. Let X be a clique complex, with S ⊆ X a maximal relevant (k+1)-subcomplex.
For a vertex v ∈ S, if σ, τ ∈ lkS(v) such that σ is a free face of τ and dim(σ) ≥ k − 1, then
σ ∪ {v} is a free face of τ ∪ {v} in X.
Proof of Lemma 3.4. Since dim(σ) ≥ k− 1, we have that dim(σ ∪ {v}) ≥ k. And σ ∪ {v} is
contained in τ ∪ {v}, so it is not maximal in S. Thus by Lemma 3.3, all higher dimensional
faces of X containing σ∪{v} are contained in S, and are not in any other maximal relevant
(k + 1)-subcomplex. Hence
{η ∈ X : σ ∪ {v} ⊆ η ∪ {v}} ⊆ lkS(v).
But σ is a free face of τ in lkS(v), so any such η must also be contained in τ . Therefore
τ ∪ {v} is maximal in X , and σ ∪ {v} is a free face of τ ∪ {v} in X . 
Lemma 3.5 then follows as an immediate corollary of Lemma 3.4.
Lemma 3.5. Let X be a clique complex, with S ⊆ X a maximal relevant (k+1)-subcomplex.
Let v ∈ S be a vertex such that lkS(v) is k-collapsible. Then X collapses to a complex in
which v is not contained in any (k + 1)-dimensional faces of S.
We are now ready to prove Theorem 3.1. We begin by applying Lemma 3.5 in the specific
context where v is a vertex of sufficiently small degree. Upon removing all high-dimensional
faces above v, we will need to find the new maximal relevant (k + 1)-subcomplexes of the
remaining complex, and also narrow our attention to subcomplexes of X which are still
clique complexes. When k ≥ 3, for instance, we are removing faces without changing the
1-skeleton, so X itself will no longer be a clique complex.
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Proof of Theorem 3.1. We proceed by induction on k, and for a fixed k we will further use
induction on a uniform upper bound l ≥ |vsupp(S)| for every maximal relevant (k + 1)-
subcomplex S ⊆ X .
Base Case for k: k = 0. Let X be a finite clique complex which satisfies the conditions
of the theorem for k = 0. By definition, a strongly connected, pure 1-dimensional complex is
merely a connected graph with at least one edge. Thus the degree condition of the theorem
requires that every nontrivial connected subgraph contains a vertex of degree 1. This is
equivalent to requiring that every nontrivial connected subgraph is acyclic, and so X is a
forest. Any vertex of degree 1 can be collapsed along with its incident edge, and thus it is
straightforward that a forest collapses to a set of points.
Inductive Step for k: Now fix k ≥ 1, suppose that the theorem holds for k − 1, and
let X be a finite clique complex such that every relevant (k + 1)-subcomplex S ⊆ X has at
least one vertex v with degS(v) ≤ 2k + 1.
Base Case for l: l = k + 2. Note that k + 2 is the least number of vertices required
to support (k + 1)-dimensional faces. Suppose |vsupp(S)| ≤ k + 2, and thus equal to k + 2,
for every maximal relevant (k + 1)-subcomplex S ⊆ X . Let S be a fixed such subcomplex,
with vsupp(S) = {v1, . . . , vk+2}. Then S consists of a single (k + 1)-face which contains all
of the vertices, σ = {v1, . . . , vk+2}. So S = S, and since S is maximal, σ is also a maximal
face in X .
By Lemma 3.3, the k-faces σi = σ − {vi} are not contained in (k + 1)-faces in any other
maximal relevant subcomplexes, and are thus all free faces of σ in X . So, without loss of
generality, we perform the collapse [σ1, σ]. This reduces S to a k-dimensional subcomplex,
and, again by Lemma 3.3, is independent of collapses performed in any other maximal rel-
evant (k + 1)-subcomplex. Only one such collapse is required for each of the finitely many
such subcomplexes. Therefore X is (k + 1)-collapsible.
Inductive Step for l: Fix l ≥ k + 3. Assume that any finite clique complex is (k + 1)-
collapsible if |vsupp(S)| ≤ l−1 for each of its maximal relevant (k+1)-subcomplexes. Then
suppose X is such that each of its maximal relevant (k + 1)-subcomplexes is supported on
at most l vertices, and let S be a maximal relevant (k+1)-subcomplex on exactly l vertices.
By assumption we have some v ∈ S such that degS(v) ≤ 2k + 1. So lkS(v) is a clique
complex with at most 2k + 1 vertices, and thus its 1-skeleton is isomorphic either to the
complete graph K2k+1, or to a proper subgraph of K2k+1.
Case 1. Suppose the 1-skeleton of lkS(v) is a proper subgraph ofK2k+1. SinceK2k+1 has
uniform vertex degree 2k, every induced subgraph, and hence every subcomplex of lkS(v),
contains a vertex of degree at most 2k − 1. Hence lkS(v) satisfies the hypothesis of the
theorem for k − 1. By induction on k, lkS(v) is k-collapsible.
Case 2. Now suppose the 1-skeleton of lkS(v) is the complete graph K2k+1. This does
not satisfy the degree condition, but X is a clique complex, so lkS(v) is a (2k)-dimensional
simplex. Label the vertices in the link x, v1, . . . , v2k. One may consider the (2k)-dimensional
simplex to be a cone over the (2k − 1)-dimensional simplex with cone point x. So for a
subset σ ⊆ {v1, . . . , v2k}, collapses of the form [σ, σ ∪ {x}] are sufficient to collapse lkS(v)
to a complex of dimension at most k − 1, and thus it is k-collapsible.
We see that in both cases lkS(v) is k-collapsible, and so by Lemma 3.5, X collapses to
a complex in which all faces in stS(v) have dimension at most k. We then narrow our
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attention to S′ = S − stS(v). Since faces were only removed from stS(v), S
′ is a finite
clique complex with vsupp(S′) = vsupp(S) − {v}. The (k + 1)-skeleton of S′ may not be
strongly connected, but all remaining high-dimensional faces from S are now partitioned
by the maximal relevant (k + 1)-subcomplexes of S′. And |vsupp(S′)| ≤ l − 1, so all of it’s
maximal relevant (k + 1)-subcomplexes are supported on at most l − 1 vertices. All of the
relevant (k + 1)-subcomplexes of S′ are also trivially relevant (k + 1)-subcomplexes of the
original complex X , and so by assumption they satisfy the degree condition. Thus S′ is a
finite clique complex satisfying the degree condition, and by the inductive assumption on l,
S′ is (k + 1)-collapsible.
We can then apply the same process to each of the finitely many maximal relevant (k+1)-
subcomplexes of X , and thus X is (k + 1)-collapsible. Finally, by induction, the theorem
holds for any fixed k ≥ 0. 
Lemma 3.6. Fix k ≥ 0 and ǫ > 0, and let
p ≤ n−1/(k+1)−ǫ.
IfX
dist
= X(n, p), then with high probability, every strongly connected, pure (k+1)-dimensional
subcomplex of X has a vertex of degree at most 2k + 1.
Proof. Lemma 3.6 appears as a key argument in the proof of Theorem 3.6 in [8] to show
vanishing homology. We briefly summarize that proof here, for completeness. Let N be
any integer such that N > 1/ǫ. As observed in Lemma 5.1 of [8], with high probability
every strongly connected, pure (k + 1)-dimensional subcomplex of X is supported on at
most N + k + 2 vertices.
Fix any graph H on ℓ vertices with ℓ ≤ N + k + 2, and with minimum degree at least
2k+2. Applying a union bound, an upper bound on the probability of H being an induced
subgraph of our random graph is(
n
ℓ
)
ℓ! p(2k+2)ℓ/2 ≤ nℓp(k+1)ℓ.
By the assumption on p, this function tends to zero as n → ∞. As there are only finitely
many isomorphism types of graphs on at most N + k + 2 vertices, we can apply a union
bound over all of them. 
Proof of Theorem 1.1. By Lemma 3.6, X
dist
= X(n, p) satisfies the degree condition for
strongly connected, pure (k+1)-dimensional subcomplexes with high probability, and there-
fore Theorem 1.1 follows from Theorem 3.1. 
4. The Bouquet of Spheres Conjecture
There is a great deal of inherent interest in collapsibility thresholds in random models,
however the primary motivation for this work is to leverage (k + 1)-collapsibility in X(n, p)
as a step towards Kahle’s “Bouquet of Spheres” conjecture. Specifically, Kahle conjectured
that if X
dist
= X(n, p) for p = n−α with 1/(k + 1) < α < 1/k for a fixed k ≥ 3, then X is
homotopy equivalent to a bouquet of k-spheres with high probability. Since the dimension
of X is either 2k or 2k + 1 in this range, this would also imply that all the nontrivial
homology is in middle dimension, and it would provide a probabilistic explanation for the
overwhelming prevalence of bouquets of spheres in the study of combinatorial topology.
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For k = 2, it is known that X is not homotopy equivalent to a bouquet of 2-spheres,
as Babson [3], and independently Costa, Farber, and Horak [5], showed that with high
probability π1(X) is a nontrivial hyperbolic group for 1/3 < α < 1/2, and thus X is not
simply connected. For k = 1, however, a connected 1-dimensional complex with H1(X ;Z) 6=
0 is known to be homotopy equivalent to a bouquet of 1-spheres. In their classic paper, Erdo˝s
and Re´nyi showed that the threshold for connectivity of a graph sampled from G(n, p) is only
p = log n/n [6], so X is connected with high probability for p ≥ n−1/2+ǫ. And by Corallary
3.7 in [8], H1(X,Z) 6= 0 in this range. Therefore, 2-collapsibility for 1/3 < α < 1/2 implies
that X is indeed homotopy equivalent to a bouquet of 1-spheres with high probability.
For k ≥ 3, the question remains open. However, collapsibility is a significant step in this
direction. A standard method for proving that a topological space is homotopy equivalent to
a bouquet of k-spheres is by showing that it is both k-dimensional and topologically (k− 1)-
connected, i.e. πj(X) = 0 for j ≤ k − 1. By the Hurewicz Theorem, instead of showing
that πj(X) = 0, it is equivalent to show that X is simply connected and Hj(X ;Z) = 0 for
2 ≤ j ≤ k − 1. Through a series of theorems in [8] and [9], Kahle was able to prove that
for p in the appropriate range, X
dist
= X(n, p) is at least rationally homotopy equivalent to
a bouquet of k-spheres with high probability (Corollary 1.3 in [9]). Among these results, he
showed thatX is simply connected if α < 1/3. Therefore, since Theorem 1.1 proves thatX is
homotopy equivalent to a k-dimensional complex with high probability, to prove the conjec-
ture in full it only remains to show that if p≫ n−1/(k+1) for fixed k ≥ 3, then Hk(X ;Z) = 0.
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