We consider the following Colourful generalization of Linear Programming: given sets of points i=1 conv(S i ) then a solution always exists: we describe an e cient iterative approximation algorithm for this problem, that nds a colourful T whose convex hull contains a point -close to b, and analyze its real arithmetic and Turing time complexities. In contrast, we show that Colourful Linear Programming is strongly N P -complete. We consider a class of linear algebraic relatives of Colourful Linear Programming, and give a computational complexity classi cation of the related decision and counting problems that arise. We also introduce and discuss the complexity of a hierarchy of (w 1 ; w 2 )-Matroid-BasisNonbasis problems, and give an application of Colourful Linear Programming to the algorithmic problem of Tverberg's theorem in combinatorial geometry.
Carath eodory's theorem admits a colourful generalization, due to B ar any (1982) . To state it, we use the following terminology: given a family of sets S 1 ; S k IR d , referred to as colours, a colourful set is a set T = fs 1 ; : : :; s k g where s i 2 S i for all i. Theorem 1.1 Colourful Carath eodory's theorem. If each of d + 1 given colours S 0 ; : : :; S d IR d in d-space contains the point b in its convex hull, then b 2 conv(T) for some colourful set T = fs 0 ; : : :; s d g.
A proof of Theorem 1.1 will be given in the next section. The specialization of this theorem to Carath eodory's is obtained when S = S 0 = : : : = S d . The following algorithmic problem suggested by Theorem 1.1 is a natural generalization of the Linear Programming Problem.
Colourful Linear Programming Problem. Given colours S 1 ; ; S k l Q d and a point b 2 l Q d , decide whether there is a colourful T = fs 1 ; : : :; s k g such that b 2 conv(T), and if there is one, nd it. The specialization of this problem to Linear Programming is obtained by taking S = S 1 = : : : = S d+1 .
In this article we study the computational complexity of this problem and its relatives in linear algebra, matroid theory, and combinatorial geometry. Our motivation is twofold. First, the determination of the complexity of the problem (particularly in the case covered by Theorem 1.1) is a very important theoretical issue: our Theorems 4.4 and 6.1 described below provide a step in that direction by giving contrasting positive and negative results on the complexity of the problem. Second, Colourful Linear Programming has various applications. We discuss one such application to combinatorial geometry in Section 7 and brie y mention another in Section 8. A broader account of other applications and consequences of Colourful Linear Programming will appear elsewhere. Related colourful conjectures and determinantal identities can be found in a recent article by Onn (1997) .
An overview of the paper is as follows. In Sections 2 and 3 we provide a rather e cient approximation algorithm for Colourful Linear Programming and analyze its real arithmetic complexity. In Section 4 we analyze the Turing time complexity for rational data. We also show how to use the approximation algorithm to solve Colourful Linear Programming exactly. In Section 5 we give a computational complexity classi cation of a hierarchy of related decision and counting problems in linear algebra. We also introduce and discuss the complexity of a hierarchy of (w 1 ; w 2 )-Matroid-Basis-Nonbasis problems. In Section 6 we show that Colourful Linear Programming is strongly NP-complete. In Section 7 we give an application of Colourful Linear Programming to the algorithmic problem of Tverberg's theorem in combinatorial geometry. We conclude with a brief discussion.
Here is a more detailed description of the contents of the article and the main results. In Sections 2-4 we study an approximation algorithm for Colourful Linear Programming. We concentrate on the case k = d + 1 and b = 0 2 T d+1 i=1 conv(S i ) where a solution is guaranteed to exist, but needs to be found. Given an > 0, the algorithm nds a colourful T which is -close to 0, that is, whose convex hull contains a point which is -close to 0. Interestingly, our algorithm specializes, in the case S 1 = : : : = S d+1 , to an algorithm of von Neumann for Linear Programming. Assuming that each S i contains at most n points, that the points are normalized, and that a ball B(0; ) is contained in T d+1 i=1 conv(S i ), we obtain the following results on the real arithmetic complexity and, for rational data, on the running time on a Turing machine, respectively (see Sections 3-4 for the precise statements):
Theorem 3.1: The number of real arithmetic operations taken by the algorithm to nd a colourful set containing a point -close to 0 is O nd+d 4 2 log 1 : Theorem 4.3: For rational data, the algorithm nds a colourful set containing a point -close to 0 in time which is polynomial in the bit size L of the input points and in log( 1 ) and 1 . We also show that by suitably choosing it is possible to convert the approximation algorithm to an algorithm for an exact solution of Colourful Linear Programming on rational data. We are grateful to a referee for his question which prompted us to derive the following result.
Theorem 4.4: For normalized rational data there is an algorithm that nds a colourful set T containing 0 in its convex hull in time polynomial in the bit size L of the input points and in 1 .
In Sections 5 and 6 we give a computational complexity classi cation of a hierarchy of related problems. Colourful Linear Programming is equivalent to deciding if S 1 ; : : :; S k admit a colourful T which is positively dependent. Replacing \positively" by \linearly" and \dependent" by \independent", we get four decision and related counting problems. We have the following results, the hardness ones holding even if the number k of sets equals the dimension d. We also discuss the complexity of the following hierarchy of Basis-Nonbasis matroid problems, one for each pair (w 1 ; w 2 ) of positive numbers: it is the problem of deciding, given w 1 + w 2 matroids, whether there is a subset which is a basis in the rst w 1 matroids but not in the others. Counting problems related to this hierarchy will be studied elsewhere, in an extension of Kleinschmidt and Onn (1996) .
In Section 7 we turn to an application to a problem from combinatorial geometry motivated by Tverberg's theorem: given a set of points S l Q d and a positive integer k, a colouring (partition) S = U k i=1 S i such that T k i=1 conv(S i ) 6 = ; is sought. Based on a recent result by Sarkaria (1992) ., the following statement is derived (see Section 7 for the precise statement).
Theorem 7.2: The decision, counting, and search Tverberg colouring problems are polynomial time reducible to corresponding suitable problems of Colourful Linear Programming. We conclude with a brief discussion of another application to computational geometry.
Our Theorem 4.4, which guarantees an e cient algorithm for Colourful Linear Programming when k = d+1 and the convex hull of each colour contains a ball of positive volume, stands in contrast with our Theorem 6.1 which asserts that Colourful Linear Programming is strongly NP-complete. This makes us suggest the following question, which in the following form remains open, as an outstanding problem on the border line between tractable and intractable computational problems. Question 1.2 Given colours S 0 ; ; S d l Q d such that 0 2 T d i=0 conv(S i ), is it possible to nd a colourful T = fs 0 ; : : :; s d g such that 0 2 conv(T), which is guaranteed to exist, in polynomial time? 2 Approximating a Colourful Point
As we shall see in following sections, Colourful Linear Programming is computationally hard. Therefore we rst study the problem of approximating the colourful point. This will also lead to an exact solution in Section 4. So, we consider the problem of searching for a colourful set T such that conv(T) contains a point which is -close to 0. In this section and the next two we describe and analyze a certain iterative pivoting algorithm for such an approximation. Interestingly, when S 0 = : : : = S d , our algorithms essentially specializes to an algorithm of von Neumann for Linear Programming (see Dantzig (1992) ). So our algorithm can be regarded as a \colourful" re nement of von Neumann's algorithm.
If any of the input points is the origin then any colourful set containing it is a solution. So, without loss of generality we assume that no input point is 0 and that the input is normalized, that is, the norm of each point s 2 S d i=0 S i satis es 1 jsj 2. The reason we do not simply assume jsj = 1 is that we want to deal with rational data as well. Note that normalizing an arbitrary input is easy to do: with real arithmetic computation simply divide s by its norm jsj; with a Turing machine on rational data, rst scale s 2 l Q d to have integer components, and then divide it by the largest integer n satisfying n 2 jsj 2 . We shall extend the analysis to the situation where we know that a Euclidean ball B(0; ) of radius about 0 is contained in the convex hull of each monochromatic set S i . For positive the convergence turns out to be much faster. So, we address the following problem.
Colourful Point Approximation Problem. Given > 0, 0, and normalized sets S 0 ; : : :; S d of points in IR d , each satisfying B(0; ) conv(S i ), nd a colourful set whose convex hull contains a point x satisfying jxj .
In this section we describe an iterative algorithm for this problem and bound the number of iterations required. Each iteration involves a minimum norm computation over a polytope, which is a fairly heavy task. In the next section we describe a variant of the algorithm which avoids minimum norm computations, discuss the details of its e cient implementation, and analyze its real arithmetic complexity. In Section 4 we analyze the computational complexity on a Turing machine for rational data.
The following algorithm maintains in each intermediate iteration a colourful set T k = ft 0 ; : : :; t d g and approximating point x k 2 conv(T k ).
Algorithm 1:
Initialization. Put k = 1. Pick an arbitrary colourful set T 1 = ft 0 ; : : :; t d g. Let x 1 be the point of minimum norm in conv(T 1 ).
Iteration. If jx k j then stop and output T k and x k . Otherwise update the colourful set as follows: choose a colour i such that x k 2 conv(T k n ft i g); choose a point t 2 S i minimizing the inner product hx k ; ti; update t i := t and let T k+1 = ft 0 ; : : :; t d g be the resulting new colourful set. Let x k+1 be the point of minimum norm in conv(T k+1 ). Increment k and proceed to the next iteration. Note that in the kth iteration either x k = 0 and the algorithm stops, or it is possible to choose a colour i to be exchanged: either conv(T k ) is full dimensional and x k lies on its boundary, or conv(T k ) has a ne dimension less than d; in both cases x k can be expressed as a convex combination of at most d points from T k by the usual Carath eodory theorem. We now derive an upper bound on the number of iterations (Lemma 2.2 below), which turns out to be no worse than for von Neumann's noncolourful algorithm (Dantzig (1992) , Freund (1995) Now hx k ; t i i 0 and p is on the line spanned by x k and t i , so p in fact lies on the line segment x k ; t i ] conv(T k+1 ). Since x k+1 is de ned as the point in conv(T k+1 ) of smallest norm, we have jx k+1 j jpj and the proposition follows.
One consequence of the proposition is the following proof of the Colourful Carath eodory theorem:
Proof of Theorem 1.1. Let S 0 : : :; S d be sets of points in IR d n f0g such that 0 2 T d i=0 conv(S i ). Normalize the points by scaling: for any subset T S d i=0 S i this does not a ect whether or not 0 2 conv(T). Now apply Algorithm 1. By Proposition 2.1 with = 0, as long as x k 6 = 0 we have jx k+1 j < jx k j hence x k+1 6 = x k . Since x k is uniquely de ned from T k and there are only nitely many colourful sets, we will eventually have 0 = x k 2 conv(T k ) proving that the origin is in the convex hull of some colourful set.
Another consequence is the following estimate on the number of iterations of Algorithm 1. 
A Variant of the Algorithm and its Arithmetic Complexity
Finding a point x k+1 of minimum norm in conv(T k+1 ) in the kth iteration of Algorithm 1 is a heavy task which involves the minimization of a quadratic form, and can be solved only approximately.
To avoid this, we present a variant of the algorithm in which only linear algebraic computations (such as solutions of systems of linear equations and computations of determinants ) will be required. Such computations can be easily carried out in strongly polynomial time (i.e., polynomial number of arithmetic operations and polynomial time in Turing computations on rational data) via Gaussian elimination. To arrive at such a variant of the algorithm, we reconsider the choice of the new point x k+1 in the k-th iteration step of the algorithm. If x k+1 is chosen to be any point of conv(T k+1 ) which is expressible as a convex combination of at most d elements, then the next iteration can be carried out -namely a colour can be found in which a new point can replace the old one. If x k+1 is chosen to be any point of conv(T k+1 ) satisfying jx k+1 j jpj, where p is the projection of 0 to the line segment x k ; t i ] as in the proof of Proposition 2.1, then the proposition remains true. So the bound on the number of iterations in Lemma 2.2 will hold for any variant of Algorithm 1 in which, at each iteration k, the point x k+1 is chosen so as to satisfy these two properties. This suggests the following variant of Algorithm 1. In the k-th iteration, the set T k+1 is constructed as before. The following theorem establishes the correctness and the real arithmetic complexity of this algorithm. The proof includes a description of the implementation details. The analysis is for the case of positive , but can easily be adopted to the case = 0 as well. The theorem gives a bound on the number of arithmetic operations performed on normalized data, which depends polynomially on the dimension, the number of points, and log 1 . is the projection of 0 onto the segment x k ; t i ], expressed as a convex combination of T k+1 (see proof of Proposition 2.1). If now p = 0, or j = 0 for some j, then x k+1 can be taken to be p and it is possible to proceed to the next iteration. Otherwise, in
Step 3, using Gaussian elimination it is possible to check if T k+1 is a nely dependent, and if it is, nd a nontrivial a ne relation For each j, if 6 = 0 then compute j by the expression above, whereas if = 0 then set j = 1. Let = maxf j : 0 j d; j < 1g: Then, since p = 1 p is in the interior of conv(T k+1 If p = 0 then the algorithm will terminate in the following iteration, whereas if p 6 = 0 then p is a boundary point of conv(T k+1 ) so some i is zero and it is possible to proceed to the next iteration. The number of arithmetic operations in each iteration can be bounded as follows. In
Step 1, the inner product hx k ; ti is computed and compared for jS i j n points t, which involves O(nd) operations.
Step 2 
Computational Complexity for Rational Data
In this section we discuss the time complexity on a Turing machine when the input consists of rational points, and the possible conversion of the approximation algorithm to one that nds a genuine colourful set containing 0 in its convex hull. The bit size L of the input points Proof. Suppose 0 6 2 conv(V ) and let x be the point of minimumnorm in conv(V ). By Carath eodory's theorem there is a subset U = fu 1 ; ; u k g V of a nely independent points such that x is in the relative interior of conv(U). Thus, x equals the orthogonal projection of 0 onto a (U). To express it let 1 be the vector of all 1 in l Q k and let A be the full column rank matrix
We claim that x = p where p is de ned by which shows that the value of hu i ; pi is the same for all i, so p ? 0 is orthogonal to a (U). Now, the bit size of A (which is the total number of bits needed to encode all of its entries) is at most L, so the common denominator of the entries of A is a positive integer q satisfying q 2 L , and qA is an integer matrix whose entries are of absolute value at most 2 L . Let B be the adjoint matrix of q 2 (A T A). The entries of B are proper minors of q 2 (A T A), so by Hadamard's inequality they are integers of absolute value at most d Proof. Suppose to the contrary that 0 is in the interior of conv(V ) but there is a point x on the boundary of conv(V ) with jxj 2 ?3dL . Let U be a subset of V such that conv(U) is a face of conv(V ) which contains x. Since 0 is interior it does not lie in conv(U). Since the bit size of U V is at most L, Proposition 4.1 implies jxj > 2 ?3dL which is a contradiction.
We now proceed to discuss the complexity of Algorithm 2 for rational data. We need to make sure that the bit size of the numbers involved in the computations throughout the algorithm remains polynomially bounded in the size of the input. This is achieved by replacing Step 5 in the iteration loop of Algorithm 2 by the following rounding step: Rounding step for rational data: let D = We now show that with the rounding step, the running time of Algorithm 2 on a Turing machine when applied to normalized rational input, is pseudopolynomial in and polynomial in the rest of the data. Theorem 4.3 Given > 0, rational > 0 and rational normalized sets S 0 ; : : :; S d l Q d of bit size L, each satisfying B(0; ) conv(S i ), the time taken by Algorithm 2 with the rounding step to nd a colourful set containing a point -close to 0 is polynomial in L, log( 1 ), and 1 .
Proof. First, we show that the bound of Lemma 2.2 on the number of iterations remains valid. Consider the kth iteration of the algorithm, and let and p = P d j=0 j t j be as computed in this iteration before entering the rounding step. Now apply the rounding step and obtain x k+1 and k+1 . Note that the rounded k+1 is nonnegative and satis es P d j=0 k+1 j = 1, so expresses x k+1 as an exact convex combination of the t j . Now, for each i the origin is in the interior of conv(S i ) so by Proposition 4.2 we have B(0; 2 ?3(d+1)L ) conv (S i 2 log 1 = O 1 2 log 1 . Next, we show that the running time per iteration is polynomially bounded in the data. Since the number of arithmetic operations per iteration can be bounded as in the proof of Theorem 3.1, it is enough to show that the bit size of the numbers appearing throughout the iteration remains polynomially bounded in the size of the input. The key point is that the rounding step makes sure that, at the end of the (k ? 1)th iteration, the numerator of each k j is a positive integer not exceeding D, and its denominator is a positive integer not exceeding dD. Since log D = O log d + log 1 + dL ; this guarantees that the bit size of the vector k and the point x k = P d j=0 k j t j used at the beginning of the kth iteration are O d 2 L + d log 1 . Therefore, the data manipulated within each iteration, which consists only of the original data and k and x k , has size polynomially bounded in the input size. So the growth in size of numbers is not accumulated from one iteration to the next. Now the work in the iteration consists of standard computations in Steps 1 and 2, plus O(d) Gaussian eliminations in Steps 3 and 4. Since Gaussian elimination is polynomial time implementable (see Schrijver (1986) ), we conclude that the running time per iteration is polynomial in L and log( 1 ).
Finally, we show that if is speci ed to be small enough then the colourful set found by Algorithm 2 contains 0 in its convex hull, and so provides an exact solution of the Colourful Linear Programming problem. We are grateful to a referee for his question which prompted us to derive the following result. We now consider several algorithmic problems that arise, and that turn out to be hard for the linear-dependency case as well. For each problem, we shall distinguish a Decision problem, a Search problem, and a Counting problem. Here we shall restrict attention to the Turing machine computation model, and to the eld l Q of rational integers. However, these problems have obvious analogs over any eld F and any type of P-dependency (i.e., when the coe cients in the linear relation are required to come from a xed subset P F) and could be studied under other models of computation such as by Blum, Shub and Smale 1989. Colourful Set Problem. Given are k, d, and a family of nonempty colours S 1 ; ; S k l Q d .
Decide if the family has a linearly (positively) dependent (independent) colourful set. Find such a colourful set if one exists. Count the number of such colourful sets.
Note that the positive-dependence version is the same as the Colourful Linear Programming Problem. Also note that if k = d + 1 then any colourful set is linearly dependent, so the linear-dependence version of the problem becomes trivial. If k = d + 1 and each S i is positively dependent, the positivedependence version of the decision problem also becomes trivial by Theorem 1.1. So the following statement is sharp. It would be interesting to determine the complexity of deciding the existence of a positively dependent colourful set when k = d + 1 but the S i are not necessarily positively dependent.
Related is the following hardness statement.
Theorem 5.2 Given two sets S 1 ; S 2 2 l Q d , it is NP-complete to decide whether there is a positively dependent set T of size d with jT \ S 1 j = jT \ S 2 j.
Proof. By reduction from exact partition (Garey and Johnson (1979) Note that by taking d 2 copies of each of S 1 and S 2 above, this implies again the hardness of deciding positively dependent colourful sets.
In contrast with Theorem 5.1 we have the following statement observed together with M. Loebl.
Theorem 5.3 Deciding linearly independent colourful sets can be done in polynomial time.
Proof. Let V be the disjoint union of the S i (so a point of l Q d appearing in several S i will have several copies in V ). De ne two matroids M 1 ; M 2 on V as follows: M 1 will be the matroid of linear dependencies on V , while M 2 will be the matroid whose bases are all colourful sets. Then a k-subset of V is a linearly independent colourful set if and only if it is independent in both M 1 and M 2 , and so the decision (and search) problem reduce to 2-matroid intersection, which can be done in polytime.
This proof raises some questions about matroids, which we discuss later on. But before that, we show that counting is hard for all four variants of the problem.
Theorem 5.4 Counting linearly (respectively, positively) dependent (respectively, independent) colourful sets is #P-complete.
Proof. All problems are clearly in #P. We now reduce the #P-complete problem of computing the permanent of a f0; 1g-matrix (see Valiant (1979) The linear variants of the colourful set problem form a special case of a general hierarchy of Matroid Basis-Nonbasis problems which we now introduce. Given are a pair w = (w 1 ; w 2 ) of nonnegative integers and matroids M 1 ; : : :; M w 1 +w 2 of the same rank d, de ned on the same set. A d-subset of the elements is a w-set if it is a basis in each of the rst w 1 matroids and is not a basis in each of the last w 2 matroids. Note that, for complexity considerations, one has to specify the way in which the matroids are presented -e.g., by an independent set oracle, or by a matrix when the matroids are linear.
Matroid Basis-Nonbasis Problem. Given are a pair w = (w 1 ; w 2 ) of nonnegative integers, positive integers d and n, and w 1 + w 2 matroids of rank d de ned on the same set of n elements.
Decide if there exists a w-set. Find a w-set if one exists. Count the number of w-sets.
The decision and search problems are polynomial time solvable for w = (1; 0) by the so-called greedy algorithm and for w = (2; 0) by the 2-matroid intersection algorithm mentioned before, even if the matroids are given by oracles. For w = (3; 0) the decision problem is known to be NP-complete. The complexity for w = (0; 1), which includes as a special case the problem of checking if n given points in d-space are in general position, is unknown. Theorem 5.1 shows that for w = (1; 1) the decision problem is NP-complete. It would be interesting to settle the complexity of these problems restricted to special classes of matroids.
Another interesting problem related to the colourful set problem concerns common zeros of systems of quadratic forms. 
Strong Hardness of Colourful Linear Programming
Here we show that the Colourful Linear Programming Problem is strongly NP-complete (see Garey and Johnson (1979) ). Thus, even a pseudo-polynomial time algorithm (of running time polynomial in the unary representation of the data -see Garey and Johnson (1979) Proof. The proof is by reduction from 3-satis ability. Let f = c 1^ ^c m be a given Boolean function in 3-conjunctive normal form on variables x 1 ; ; x n , where each c i is a clause of the form c i = l i 1 + l i 2 + l i 3 , with each l r 2 fx r ; x r g being a literal. conv(S j ); and such that there is a colourful T with 0 2 conv(T) if and only if f is satis able (here a colourful set is one that contains one point from each T i and one from each S j ).
For each j = 1; : : :; n we construct below three vectors v j , v j , and u j , and we let S j = fv j ; v j ; u j g. For each i = 1; : : :; m we construct below ve vectors w i;1 , w i;5 , w i;9 , y i , and z i , and we let T i = fw i;1 ; w i;5 ; w i;9 ; y i ; z i g.
Let A (respectively, A) be the m by n incidence matrix of clauses and variables (respectively, negated variables), namely Since the assignment is satisfying, we have r i := P n j=1 s j c i 2 f1; 5; 9g, and we let t i = w i;r i for i = 1; ; m. It is then easy to verify that P m i=1 t i + P n j=1 s j = 0, so that T = ft 1 ; : : :; t m ; s 1 ; : : :; s n g is positively dependent.
For the converse, suppose T = ft 1 ; : : :; t m ; s 1 ; : : :; s n g is a colourful set and i and j are nonnegative numbers, not all zero, such that a = 0 where a := P m i=1 i t i + P n j=1 j s j . By considering the various equations a c i = 0 and a x j = 0 for the various coordinates of a = 0, we will be able to exhibit a satisfying assignment for f. First, note that some j must be nonzero: if not, then 0 = a c i = i t i c i , so whenever i 6 = 0 there must hold t i c i = 0 so t i = z i . But then 0 = a x 1 = P m i=1 i z i x 1 which would imply i = 0 for all i. Next, note that moreover 1 = 2 = = n 6 = 0, and s j = u j either for all j or for no j: this follows by the claim just proved and by considering the equations a x j = 0 for j = 2; ; n.
We now proceed to show that s j 2 fv j ; v j g for all j. Suppose, indirectly, that ; 9 g so is nonzero. Therefore, we must have t i c i 6 = 0, and so t i 6 = z i . The claim will be established once we prove that t i 6 = y i either, which will imply that t i c i < 0 so that we get P l j 2c i s j c i 2 f ; 5 ; 9 g which implies that clause c i is satis ed.
Let I 1 ; I 2 be the partition of f1; : : :; mg given by I 1 = fi : t i 6 = y i g; I 2 = fi : t i = y i g; so we need to show that I 2 = ;. Now, for any i we have This theorem will follow from the proof of Theorem 7.2 below. Note that for k = 2, it reduces to the fact that any set of more than d+1 points in IR d is a nely dependent (Radon's theorem): a 2-partition is given by the signs of the coe cients forming an a ne dependency.
A remark in place here is that this theorem has an analogue over the integers. It says that for every k and d there is a nite number t(k; d) such that any set of more than t(k; d) points in ZZ d IR d has an integer k-colouring, namely a k-colouring such that Recently, Sarkaria (1992) Proof. Let k and S = fv 1 ; : : :; v n g l8 Discussion
Tverberg's theorem 7.1 and the related algorithmic problems reduce to the Colourful theorem 1.1 and to Colourful Linear Programming. Similar reductions are possible for other theorems and related algorithmic problems. One example is that of nding a weak {net, a notion which has various applications in computational geometry: a set T IR d is called a weak {net for a given set S IR d if T intersects the convex hull of every {fraction of points of S. Alon, B ar any, F uredi, and Kleitman (1992) have shown that for every nite set S IR d and > 0, there exists a weak {net T of size at most (d + 1) ?(d+1) ?(d+1) (see Chazelle, Edelsbrunner, Grigni, Guibas, Sharir and Welzl (1995) for improved bounds). This theorem was crucial in the solution of the Hadwiger{Debrunner (p; q){ problem by . It is possible to reduce this theorem and the algorithmic problem of nding a small {net to the Colourful Carath eodory theorem and to Colourful Linear Programming. A broader account of other applications of Colourful Linear Programming will appear elsewhere. Related colourful conjectures and determinantal identities can be found in a recent article by Onn (1997) .
