Abstract An application of a linear multivariate Bayesian regression model to compute pseudoacceleration (SA) ground-motion prediction equations (GMPEs) is presented. The model is able to include the correlation between observations for a given earthquake, the correlation between SA ordinates at different periods, and the correlation between regression coefficients of the ground-motion prediction model. We evaluate the advantages of the Bayesian approach over the traditional regression methods, and we discuss the differences between univariate and multivariate analyses. Because the application of the Bayesian method is in general complex and implies an increase in the numerical effort with respect to the traditional methods, our computer code to perform linear Bayesian analyses is freely available on request.
Introduction
In the past, empirical pseudoacceleration (SA) groundmotion prediction models were constructed by fitting available data to certain functional forms, using the least-squares method. Several authors observed that in some cases the decay of SA with distance could not be correctly determined with this method because it disregarded the correlation between observations recorded at different sites for a given earthquake (Campbell, 1981 (Campbell, , 1985 Boore, 1993, 1994) . The two-stage regression method and the one-stage maximum-likelihood method were then developed to solve this problem (Brillinger and Priesler, 1984; Abrahamson and Youngs, 1992; Boore, 1993, 1994) . The onestage maximum-likelihood approach was introduced by Brillinger and Priesler (1984) , and Abrahamson and Youngs (1992) and Boore (1993, 1994) proposed computational algorithms to implement it.
In many cases, however, the information contained in data sets is not enough to properly constrain all regression coefficients for a given functional form and, in practice, certain coefficients are fixed in order to stabilize the regression analysis. In this approach, which can be considered as the constrained version of the maximum-likelihood method, the fixed values are defined by careful reviews of individual terms of the adopted functional form.
Some ground-motion prediction equations (GMPEs) have been derived using univariate Bayesian analysis (Veneziano and Heidari, 1985; Ordaz et al., 1994; Reyes, 1999; Sibilio, 2006; Wang and Takada, 2009 ). Ordaz et al. (1994) discussed the advantages of the Bayesian analysis with respect to the least-squares method. However, the correlation between observations recorded at different sites for a given earthquake was not included in the model presented by Ordaz et al. (1994) , nor in other similar studies. The model that we present in this article can be considered an extension of the original work of Ordaz et al. (1994) . Nevertheless, our model is more general and is able to include the correlation between observations recorded at different sites for a given earthquake, the correlation between SA ordinates at different periods, and the correlation between regression coefficients of the GMPE. In this article we discuss the theory of the Bayesian model, and we compare a GMPE obtained through the proposed technique with GMPEs obtained with the least-squares and the one-stage maximum-likelihood methods. For the comparisons, we use as a benchmark a set of synthetic SA spectra with predefined statistical parameters. For the presented examples we used only the one-stage maximumlikelihood method because it has been documented that this method and the two-stage method lead essentially to the same results Boore 1993, 1994) . Finally, in the last part of the article we discuss the differences between multivariate and univariate analyses.
The Regression Model
For a given period T, a standard shape shown in equation (1) was adopted as the GMPE, yT α 1 T α 2 TM w 6 α 3 TM w 6 2 α 4 T lnR α 5 TR;
(1) where yT is the natural logarithm of SAT, M w is the moment magnitude, R is the closest distance to the rupture area, and α i T are the coefficients to be determined by regression analysis. Although in this article we have used the functional form shown in equation (1), the procedure presented can be readily applied to other linear functional forms.
The multivariate regression model is defined in equation (2):
where the superscript T stands for transpose, Y is a known n o × n T matrix that includes n o observations of yT for n T periods, X is a known n o × n p matrix that comprises n o observations of n p parameters in the model (note that according to equation 1 the elements of the first column of the matrix X are equal to unity), α is an unknown n T × n p matrix that comprises the coefficients determined by regression analysis (each row of α contains the α i T coefficients for a given T), and E is an unknown n o × n T matrix that is comprised of the regression residuals. It is assumed that the elements of E are correlated, normally distributed random variables, with zero mean. The correlation between elements of E is defined through an unknown n o n T × n o n T matrix Ω, which is defined in equation (3):
where Φ is an unknown n o × n o matrix that accounts for the correlation between the rows of Y, Σ is an unknown n T × n T matrix that accounts for the correlation between spectral ordinates, and the symbol ⊗ stands for Kronecker product.
The One-Stage Maximum-Likelihood Method
In this section we extend the equations proposed by Boore (1993, 1994) for the univariate model to the multivariate case.
For the model described in equation (2), the likelihood of Y is defined in equation (4):
where Tr denotes trace and the symbol ∝ stands for proportionality because we have omitted the normalization constant. Following Boore (1993, 1994) we considered that the elements of E, ε ij , can be expressed as the sum of earthquake-to-earthquake variability (ε e ) and record-torecord variability (ε r ). In addition, the following considerations were made:
1. For a given earthquake and a given site, the coefficient of correlation between residuals for two different periods, say T 1 and T 2 , is equal to ρ T 1 ;T 2 . 2. For a given earthquake, the coefficient of correlation between residuals for the same period at different sites is equal to γ e . 3. For a given earthquake, the coefficient of correlation between residuals for two different periods, say T 1 and T 2 , at different sites is equal to γ e ρ T 1 ;T 2 . 4. Residuals related to different earthquakes are independent.
According to these assumptions, matrix Φ is a block diagonal matrix, 
where n e is the number of earthquakes and the squared submatrix ϕ i related to earthquake i is given by 
The rank of ϕ i is equal to the number of records of the earthquake i. Note that γ e is equal to the γ parameter in Boore (1993, 1994) , and ρ T 1 ;T 2 is the coefficient of correlation between spectral ordinates SAT for a given pair of periods, namely T 1 and T 2 . In summary, we used for the multivariate case the same structure of matrix Φ that was used by Joyner and Boore (1993) for the univariate case. Some authors have identified that the intraevent correlation is a function of the distance between stations (Boore et al., 2003; Kawakami and Mogi, 2003; Wang and Tanaka, 2005) . The model can be extended to include the spatial correlation between observations by using a value of γ e that depends on the distance between stations and performing the Bayesian analysis consistently. This variant, however, has not been pursued in this article.
For a given γ e , the values of α and Σ that maximize the likelihood are the well-known weighted least-squares estimators, defined in equations (7) and (8):
In the one-stage maximum-likelihood method, the value of γ e that maximizes the likelihood is found iteratively. The values of α and Σ for the regression analysis are then computed from equations (7) and (8). Normally, instead of directly maximizing equation (4) the maximization is performed over its natural logarithm, given by
Although not shown, it can be demonstrated that the probability distribution of α is a matrix Student t-distibution. The mean value of α isα, and the covariance matrix ofα V vecα (note, that vec stands for stack) is given by
Note that COVα V exists only if the number of degrees of freedom of the distribution (i.e., n o n p ) is greater than 2. It is also worth noting that, even in the multivariate case, the least-squares method is a particular case of the one-stage maximum-likelihood method. The well-known least-squares estimators can be found setting γ e 0:0 (i.e., Φ I) in equations (4)-(10).
The Bayesian Model
In the Bayesian approach α, Σ, and Φ are regarded as matrix random variables with known joint prior density pα; Σ; Φ. This prior density is updated through Bayes theorem, and the posterior density is given by the product between the likelihood and the prior density, pα; Σ; ΦjX; Y ∝ LYjα; Σ; Φ; Xpα; Σ; Φ: (11) In standard Bayesian analysis, three types of pα; Σ; Φ are commonly used: vague or noninformative densities, conjugate densities, and generalized conjugate densities. Vague densities are used when prior knowledge about parameters is diffuse, and conjugate and generalized conjugate densities are used when prior information about parameters is available. A more detailed description of each family of probability density functions and their implications in the regression analysis can be found elsewhere (see, for example, Broemeling, 1985; Rowe 2002) . In this article, we adopted a generalized conjugate probability density function as basic density. In order to keep the structure of Φ shown in equation (5), we used a scalar beta density for γ e . Thus, the prior density of Φ is not of standard form. The prior joint probability density used in our analysis is given by
According to equation (12), the regression model considers that, a priori, α, Σ, and Φ are independent; note that in equation (12) 
Following Rowe (2002) , we assume that the prior density of α V is the normal density defined in equation (13) with mean α V0 and covariance matrix Δ. Thus, α V0 vecα 0 , where α 0 is the prior mean value of α, and the positive n T n P × n T n P matrix Δ is the prior covariance matrix of α V0 . In other words,
For Σ we used as prior density the inverted Wishart (Rowe, 2002) shown in equation (14) with parameters ν and Q,
According to the properties of the inverted Wishart density, the positive n T × n T matrix Q can be computed from the prior mean value of Σ as follows:
where Σ 0 is the prior mean value of Σ and the scalar ν is a measure of our degree of certainty on Σ 0 . In order to give a finite value to the variance of the elements of Σ, the value of ν should be greater than 2n T 4; the larger the value of ν, the greater the degree of certainty on Σ 0 . In Bayesian analysis, usually an inverted Wishart density is also used for Φ (Rowe, 2002) . However, if it is desired that Φ has the structure shown in equation (5), an inverted Wishart density cannot be used. After noticing that Φ is a function only of γ e , we decided to use a scalar beta density for γ e , pγ e ∝ γ 
where parameters a and b can be computed from the prior mean value and standard deviation of γ e . In summary, the prior information about regression parameters is included in the analysis through α V0 , Δ, Q, ν, a, and b, which are known as hyperparameters, and equations (12)-(16). Substituting equations (4), (13), (14), and (16) into equation (11), we obtain the posterior joint density of the regression parameters,
This joint density should be marginalized in order to obtain the posterior marginal mean values of α, Σ, and γ e . However, for this density, it is not possible to obtain marginal distributions in an analytical closed form. Posterior marginal mean values can only be numerically computed, for which we use the stochastic integration method known as Gibbs sampling.
Gibbs Sampling Method
Given the posterior joint density defined in equation (17), posterior marginal mean values can be estimated by averaging random variates generated from the posterior conditional densities of α, Σ, and γ e , given in equations (18)- (20),
In order to compute posterior marginal mean values, starting values of Σ and γ e must be assumed, say Σ 0 and γ e0 , and then one has to cycle through,
1.
α l1 a random variate from equation (18) with Σ Σ l and Φ Φ l , 2.
Σ l1 a random variate from equation (19) with α α l1 and Φ Φ l , 3.
γ el1 a random variate from equation (20) with α α l1 and Σ Σ l1 , where Φ l is the value of Φ related to γ el . The first s random variates, called the burn in sample, are discarded, and the following K terms are averaged in order to compute the marginal mean values. In addition, the covariance matrix of α can be computed by averaging the covariance matrix related to each term of the Gibbs sampling method. Techniques to generate random variates from the densities shown in equations (18)- (20) can be found elsewhere (Rowe, 2002) . The Gibbs sampling method almost surely converges to the mean value of the population parameter (Rowe, 2002) regardless of the values of Σ and Φ used as starting values. A more detailed discussion about the convergence of the Gibbs sampling can be found in Geman and Geman (1984) . The value of K required to attain convergence of the Gibbs sampling depends on the correlation between observations and on the covariance of the regression parameters, so it has to be defined iteratively. In the computations presented in this article we attained convergence of the Gibbs sampling with K ranging from 200 to 500.
According to equation (18),α V is the mean of the posterior conditional density of α, and it is computed as the weighted average between the prior mean value and the conditional weighted least-squares estimate (see equation 21). Hence, it is interesting to assess the contribution to the final estimate of α of the prior information, in comparison with the contribution of the data. These contributions can be evaluated with vectors W p and W d , defined in equations (27) and (28), respectively,
(27)
where
1 is the inverse of the covariance matrix of the conditional weighted least-squares estimate of α. The posterior marginal mean values of W p and W d can be computed in a way similar to the one used to compute α, Σ, and γ e .
Synthetic Data
In order to assess the performance of the least-squares method, the one-stage maximum-likelihood method, and the Bayesian technique, we generated different sets of synthetic SAT spectra with predefined statistical properties. We considered 25 structural periods ranging between 0 and 5.0 sec. We generated six sets of synthetic spectra assuming the numbers of earthquakes shown in Table 1 , and we assumed that each earthquake was recorded at the number of sites shown in Table 1 . Thus, the number of records for a given set is the product between the number of earthquakes and the number of sites. In order to obtain a reasonable event sample, we considered that M w followed a modified Gutenberg-Richter distribution, with a minimum value of M w equal to 6, a maximum value of M w equal to 8.2, and β 2, where β is the parameter controlling the relative frequencies of earthquakes of different sizes. Also, we assumed that R followed a uniform distribution between 250 and 400 km.
The predefined statistical properties of the set of ground motions were α p , Σ p , and Φ p . We set α p as the value of the GMPE proposed by Reyes (1999) for station CU of Mexico City, whose coefficients are shown in correlation between the residuals of the predictive model is equal to the correlation between the logarithm of spectral ordinates (Baker and Cornell, 2006) , the diagonal terms of Σ p were set as the variances of the residuals (σ 2 ) related to the Reyes (1999) model (which are also presented in Table 2 ), while the off-diagonal terms were computed with the equation proposed by Baker and Cornell (2006) to estimate the coefficient of correlation ρ T 1 ;T 2 . For Φ p , we used the structure shown in equation (5) with γ e 0:2234, which is the value that we infer from the results presented by Boore (1993, 1994) . Given the number of earthquakes and the number of records shown in Table 1 , an n o × n T matrix random variate from a matrix normal distribution was generated. The mean value of the distribution was set equal to α p , and the covariance matrix was obtained from Φ p ⊗Σ p . The attenuation of synthetic SA values with R is presented in Figure 1 for the case of T 0 (i.e., PGA). Note that, regardless of the set considered, α p , Σ p , and Φ p represent the statistical properties of the entire population of SAT spectra; hence these parameters were used as benchmark for the regression analysis presented in the following sections.
Results for the Least-Squares Method
A comparison between regression parameters obtained with the least-squares method and the benchmark is presented in Figure 2 . The least-squares method is able to attain the benchmark values only for the coefficient of the magnitude (α 2 T) and for σ. For n o greater than or equal to 100, reasonable values of α 2 T and σ are observed. On the other hand, very unrealistic values for α 3 T, α 4 T, and α 5 T are observed. Positive values of α 4 T and α 5 T are observed even for n o 1000, while positive values of α 3 T are observed for n o < 500. In some cases we have shortened the vertical axis in order to improve the clarity of the plots; therefore, although not shown, very unrealistic values were observed for n o 12 and n o 50. This is due to the fact that least-squares results are based only on the information contained in the data set, and for n o 12 we have only 3 earthquakes recorded at 4 different stations and for n o 50 we have only 5 earthquakes recorded at 10 different stations. In addition, in Figure 3 we have plotted the standard deviation of the regression coefficients, that is, the square root of the diagonal elements of the covariance matrix defined in equation (10), as a function of T. As n o increases, the scatter of regression parameters decreases.
Results for the One-Stage MaximumLikelihood Method Figure 4 shows a comparison of regression parameters obtained with the one-stage maximum-likelihood method and the benchmark. The results are very similar to those observed for the least-squares method. In general, the onestage maximum-likelihood method is not able to attain the benchmark values, except for α 2 T and σ. The greater differences between least-squares and one-stage maximumlikelihood methods are observed for α 1 T and α 4 T, for which slightly better estimates are obtained with the leastsquares method. In Figure 5 , the standard deviation of the regression coefficients is shown; the trends are similar to those observed for the least-squares method. Slightly larger values of standard deviation are observed for the maximumlikelihood method than those obtained with the least-squares method. In Table 3 estimates of γ e related to different sets are shown; very accurate estimates are observed with n o ≥ 200.
Prior Information for the Bayesian Method
In this section we present a short discussion about how to define the prior information for the Bayesian analysis. We have not included a sound discussion because a synthetic example is presented. In a companion article (Arroyo and Ordaz, 2010) we use a set of actual ground-motion records and we present a complete discussion on how the prior information can be defined.
The elements of α 0 were set as follows. With the amplitude Fourier spectra defined by Brune's model (Brune, 1970) and common attenuation factors, and using random vibration theory, we constructed a set of SA spectra related to several values of M w and R (McGuire and Hanks, 1980; Boore, 1983) . Then, we fit the values so computed to the functional form using the least-squares method in order to compute α 0 ; the elements of α 0 obtained are shown in Table 4 . This implies that a priori we believe that the attenuation of SA spectra can be properly characterized by Brune's model and common attenuation factors.
The block-symmetric matrix Δ is the prior covariance matrix of α V and can be written as Figure 1 . PGA attenuation with distance for the synthetic data used in this study (sixth synthetic set, Table 1 ). 
where δ ij is an n T × n T symmetric matrix defined in equation (30): 
In equation (30) covα iT k ; α jT l is the prior covariance between the coefficient α i T for the period T k and the coefficient α j T for the period T l . The matrix Δ was set as diagonal; therefore, only the diagonal elements of δ 11 , δ 22 , δ 33 , δ 44 , and δ 55 are different from zero. This implies that a priori we believe that the different α i T random variables are uncorrelated. We set that structure for Δ because, from the presented example, we do not have information about correlation between the different α i T. Because the coefficient α 1 T in equation (1) depends on site effects (Ordaz et al., 1994) , we assigned a large value, with respect to the prior mean value of α 1 T, to the diagonal elements of δ 11 . This implies that α 1 T is not controlled by its prior mean value, so it is free to attain the value that yields the best fit in the regression analysis. In the computations we used covα 1T K ; α 1T K 10; 000. For δ 22 , δ 33 , and δ 44 we assigned a value that implies a coefficient of variation of 0.59 to their diagonal elements, as it was done in a previous study (Ordaz et al., 1994) . Similarly to δ 11 , for the diagonal elements of δ 55 , we also used a large value with respect to the prior mean value of α 5 T; in the computations we used covα 5T K ; α 5T K 1. We set the diagonal elements of Σ 0 equal to 0.49, which means that a priori we believe that the expected standard deviation of the residuals is equal to 0.7, independently of T. In addition, the off-diagonal terms were defined through the coefficient of correlation shown in equation (31):
Note that we use a very simple function to define the prior correlation between spectral ordinates of SA. According to equation (31), together with q 1:0, the coefficient of correlation varies from unity, when T 1 and T 2 are equal, to nearly 0.05 when the difference between T 1 and T 2 is about 3 sec. It must be acknowledged that equation (31) is quite arbitrary, and it was created only for the synthetic example presented in this article. When working with actual ground motions it could be more reasonable to use the correlation coefficients defined by Baker and Cornell (2006) as prior values. In the presented example we decided not to use the equations of Baker and Cornell (2006) as prior information because they were used to generate the synthetic data.
The degree of certainty of Σ 0 depends on ν. As it has been discussed, the larger the value of ν, the larger the degree of certainty on Σ 0 . The posterior mean value of Σ can be expressed as a weighted average between the prior mean value and the conditional weighted least-squares estimator. The weighting factors are ν=n o ν for the prior mean value and n o =n o ν for the conditional weighted leastsquares estimate. In the computations we have used a value equal to 55 (the minimum required for n T 25 in order to give a finite value to the covariance of Σ 0 ) because we believe that Σ 0 is very uncertain. For n o 100 the weighting factor for prior information is about 0.35.
Finally, our prior information of γ e is vague, so we have set a b 1:5, which is a very flat density, with mean value equal to 0.5, in order to force γ e to take the value that yields the best fit to data.
Results for the Bayesian Model
In order to exemplify the convergence of the Gibbs sampling, Figure 6 shows a comparison between estimates of regression parameters for K ranging between 50 and 200. As has been stated, any value of Σ 0 and γ e0 could be used as the starting value; for the computations we set γ e0 0 and Σ 0 I. In addition, the prior mean values used in the analysis are plotted in Figure 6 . We observed that the Gibbs sampling method converges for relatively small values of K. Although not shown, similar trends were observed for other values of n o . In Table 5 convergence of the Gibbs sampling regarding γ e is presented; γ e also converges for K between 100 and 200. We note that these trends are valid only for the presented example; for other cases of analysis it is recommended to build plots similar to Figure 6 in order to assess the convergence of the Gibbs sampling. The value of K should be chosen carefully because computation time required for the analysis grows with K. In order to minimize the computational effort, the peak value of K used in the Bayesian analysis was 500.
In Figure 7 the weighting factors computed through Gibbs sampling and equations (27) and (28) are shown for n o 200. As expected, for α 1 T and α 5 T the contribution of the prior mean values is marginal because we set, a priori, a very large value for their covariance. In the case of α 2 T the contribution of the prior mean value is also marginal. However, as can be observed in Figure 6 , the posterior mean values of α 2 T are similar to the prior mean values especially for systems in the range between 0.1 and 1.8 sec. This means that prior mean values of α 2 T are similar to the values obtained from data. On the other hand, greater contribution of prior mean values is observed for α 3 T and α 4 T. For α 3 T the greater contribution of prior mean values is observed for T shorter than 0.6 sec, while for longer periods almost a constant value of 0.4 was observed. For α 4 T a nearly constant value of 0.9 is observed. We note that in both cases the posterior mean values are close to their prior counterparts, independent of W p ; this observation will be discussed later in the article. The results obtained with the Bayesian model are presented in Figures 8 and 9 . Conversely to what happened with other models, the Bayesian model was able to attain benchmark values, except for α 3 T. Note that with n o between 100 and 200 very accurate estimates of the regression parameters are observed. In general, the scatter of the Bayesian regression coefficients is smaller than that observed with other methods, which is an advantage of the Bayesian approach over other methods. In Table 3 estimates of γ e related to different sets are shown; accurate estimates are observed for n o greater than 50. Note that in spite of our use of a prior mean value of γ e 0:5 the data shifted the prior mean value to the correct value of γ e .
As has been stated, the Bayesian method was not able to attain the correct value of α 3 T. According to Figure 8 , as n o increases, slightly better estimates are observed, especially for T larger than 2 sec. However, in general, posterior mean values are close to prior mean values of α 3 T, even if the weighting factor decreases. For example, in Figure 7 it can be seen that for n o 200, W p is about 0.4 in the longperiod range, while for n o 500 (although not shown) a W p Figure 6 . Convergence of Gibbs sampling for the set with n o 200 (prior values are plotted with a thick line). Table 5 Convergence of γ e for n o 200
Prior γ e 0:5 K 12 γ e 0:2367 K 50 γ e 0:2338 K 100 γ e 0:2353 K 200 γ e 0:2351 value about 0.2 was observed. This means that information contained in the data is not enough to completely define α 3 T; in other words, α 3 T has little effect on y and almost any value could have been used. Hence, the Bayesian method, instead of leading to any value of α 3 T (such as other methods) leads to values of α 3 T that are close to its prior mean value.
Discussion
Although it is clear that, at least for the presented example, the Bayesian method usually yields regression parameters that are closer to the population parameters than those obtained with other methods, it must be acknowledged that Bayesian estimates are not related to the minimum standard error. Furthermore, as can be observed in Figures 2, 4 , and 8, the three methods yield very similar values of σ. Hence, we decided to assess the global accuracy of the models as follows. Suppose that a regression analysis is performed with a set of size n o and for a given T we obtain estimates of the regression coefficients. Because for the synthetic example the true coefficients are known, the expected value of the error that would be observed if the estimated coefficients (related to some value of n o ) were applied is given by
where α jR is the true value of the j coefficient of the regression andα j is its corresponding estimate. Note that for a very large setα j tends to α jR ; hence, Ez Eε 0. Furthermore, the variance of z is given by
For a very large set,α j tends to α jR , so Ez 2 Eε 2 , which is the value of σ 2 shown in Table 2 . In order to assess the global accuracy of the predictions related to the three methods, in Figure 10 we present a comparison of σ p Ez 2 p for different values of n o . For small sets (i.e., n o 12 and 50) the global accuracy of the Bayesian method is better than those observed for the other two methods. Nevertheless, for n o greater than 100 the global accuracy of the 3 methods is practically the same. Note that the global accuracy for the least-squares and one-stage maximum-likelihood methods is very similar in all cases and that the same level of accuracy is attained with the three methods regardless of differences observed in the regression coefficients. As reference, in Table 6 the regression coefficients related to different methods are compared for n o 200 and T 0 (i.e., PGA). Hence, it can be concluded that there are multiple solutions for the regression analysis that are close to the minimum error solution, and as can be observed in Figures 2, 4 , and 8 those solutions might be very different. Based on the last observation one might consider that the great computational and analytical work required by the Bayesian model is not warranted. However, the Bayesian approach has some advantages that make its application worthwhile:
1. In the case of few data points, the accuracy of the Bayesian method is greater than that obtained with other methods. Usually, the scatter of the regression coefficients is smaller for the Bayesian model than for other methods, so narrower confidence intervals would be obtained for the Bayesian coefficients. 2. From theoretical grounds α 4 T must be negative.
However, the least-squares and one-stage maximumlikelihood methods yield positive values of this coefficient even for n o 1000, that is, a very large sample. In order to avoid this problem, some authors have fixed α 4 T during regression analysis, normally at a value of 0:5 for far-field ground motions and 1:0 for near-field records. But, even without fixing a predefined value of α 4 T, the Bayesian analysis yielded a value for this coefficient that matches with seismological theory. For instance, regarding the results presented in Table 6 , even when the three methods yield the same level of accuracy, most analysts would definitely not use results obtained with the least-squares and one-stage maximumlikelihood methods because α 2 T and α 4 T are very far from what would be expected from seismological theory. 3. It is true that while values of M and R lie in the ranges observed in the sample, the three methods yield the same level of accuracy, even when some coefficients seem theoretically unacceptable. However, we decided to compare the predicted SA spectra, obtained with coefficients shown in Table 6 , with the corresponding benchmark spectra. For the comparison we choose M 7 and four Figure 9 . Standard deviation of the regression coefficients for Bayesian method (the symbols are the same as in Fig. 8 ).
values of R (150, 200, 450, and 500 km) . These values are out of the range of the data contained in the synthetic set; thus, this comparison can be regarded as an evaluation of the possibility of extrapolating the GMPEs. The results are summarized in Figure 11 . The Bayesian regression yields acceptable results, but the least-squares and one-stage maximum-likelihood methods might lead to very inaccurate results. Note that for R 200, large differences are observed for the least-squares and onestage maximum-likelihood methods, in spite of the fact that this distance is only 20% smaller than the minimum value of R included in the synthetic set.
Based on the results discussed in this section we conclude that the analytical and computational effort required by the Bayesian method is completely warranted. Moreover, in the future, the computation time required by the Bayesian analysis will certainly decrease as more powerful computers will be developed. Table 6 Regression Parameters for n o 200 and T 0 One question that naturally arises after going through a Bayesian analysis is how dependent the results are on the prior information. It has been argued that, because of the inherent subjectivity of the Bayesian approach, it lends itself to the perpetuation of unrecognized error. However, in a previous work of the second author it has been shown that this objection is not justified (see Ordaz et al., 1994 , for further details).
Differences between Univariate and Multivariate Analysis
To finish the article, we discuss differences between performing a multivariate analysis and the common practice of performing the analysis period by period. For the case of the least-squares method it is clear, from equation (6) together with γ e 0, that the results are equal for both types of analysis and that only the diagonal elements of matrix Σ can be estimated through univariate analysis. Conversely, in the case of the one-stage maximum-likelihood and the Bayesian methods, the results obtained are different because the correlation structures of E are also different. For the multivariate analysis the correlations between elements of E are defined in equation (3) (the value of γ e is the same for all values of T), while in the univariate analysis the correlation structure cannot be described by equation (3) because different values of γ e are obtained for each value of T. That is, the covariance matrix Ω is coupled and it cannot be expressed as the Kronecker product of two matrices.
If the matrix Ω cannot be separated, the likelihood function should be written as
Note that Ω is a function of γ e for each period (γ eTi ), of the coefficients of correlation between residuals for different periods, and of the variances of the residuals for each period.
Although not shown, the elements of Ω can be defined according to the following rules:
1. For a given earthquake and a given site, the coefficient of correlation between residuals for two different periods, T 1 and T 2 , is equal to
2. For a given earthquake the coefficient of correlation between residuals for the same period (T i ) at different sites is equal to γ eT i . 3. For a given earthquake the coefficient of correlation between residuals for two different periods, say T 1 and T 2 , at different sites is equal to ρ T 1 ;T 2 γ eT 1 γ eT 2 p . 4. Residuals related to different earthquakes are independent. Figure 11 . Comparison of SA spectra related to different methods (the symbols are the same as in Fig. 10 ). Table 7 Comparison of Results Obtained through Multivariate and Univariate Analysis, T 0 and n o 200 The one-stage maximum-likelihood method for this correlation structure consists of maximizing equation (34). However, the maximization process is much more complex than in the case of a single γ e for all periods because maximization must be carried out considering simultaneously all the coefficients of correlation between residuals, all the γ eT i parameters, and all the variances of the residuals. Also, the Bayesian model becomes very complex if different values of γ e are adopted for each period because prior densities for all γ eT i and those parameters are coupled with the variances of the residuals and with the coefficients of correlation between residuals for different periods. Because we consider that the application of this Bayesian model would be impractical, the complete analysis is not presented in this article. However, the complete analysis can be obtained following the procedure presented in the section titled The Bayesian Model.
Thus, the common practice of performing the analysis period by period implicitly disregards the correlation between residuals for different periods. The influence of this assumption in the accuracy of the GMPE depends on how large this correlation is. In Table 7 we present a comparison of regression parameters obtained through multivariate maximum-likelihood, multivariate Bayesian, univariate onestage maximum-likelihood, and univariate Bayesian methods for n o 200 and T 0 (i.e., PGA). Unsurprisingly, the multivariate results are closer to the benchmark values, especially for γ e , because the synthetic data were generated with the correlation structure defined in equation (3). Nevertheless, in the case of data obtained from actual ground motions, the true correlation structure is unknown; hence, we cannot consider that the multivariate analysis is more accurate than the univariate analysis based only in the results presented in Table 7 . However, from the discussion presented in this section we consider that the multivariate regression model is theoretically more robust than the common practice of performing the analysis period by period.
It is interesting to note that during the computations we observed that the time required in the Bayesian analysis for the univariate and the multivariate cases is almost the same because the rank of matrix Φ is equal in both cases. In practice, an approach that can be used is to perform the univariate analysis and include the correlation between spectral ordinates through the copula technique described in Goda and Atkinson (2009) .
Conclusions
We have presented a linear multivariate Bayesian regression method that includes the correlation between observations for a given earthquake, the correlation between SA ordinates at different periods, and the correlation between regression coefficients of the GMPE. Through comparisons of GMPEs obtained with the least-squares and the one-stage maximum-likelihood methods we have shown that multiple solutions close to minimum error could exist and that the Bayesian method could be used to obtain a GMPE consistent with seismological theory. In addition, for the presented synthetic example, it is shown that GMPEs obtained through Bayesian analysis yield more accurate results than GMPEs related to other methods when the GMPEs are extrapolated. However, the Bayesian method requires significantly more analytical and computational work than traditional methods. Hence, our computer code to perform linear Bayesian analyses is freely available on request.
Data and Resources
No actual data were used in this article. The synthetic data are available on request.
