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Abstract—This paper introduces a new quantization scheme
for real and complex Grassmannian sources. The proposed
approach relies on a structured codebook based on a geometric
construction of a collection of bent grids defined from an initial
mesh on the unit-norm sphere. The associated encoding and
decoding algorithms have very low complexity (equivalent to a
scalar quantizer), while their efficiency (in terms of the achieved
distortion) is on par with the best known structured approaches,
and compares well with the theoretical bounds. These properties
make this codebook suitable for high-resolutions, real-time appli-
cations such as channel state feedback in massive multiple-input
multiple-output (MIMO) wireless communication systems.
I. INTRODUCTION
We address in this paper the quantization of a source
uniformly distributed on a real or complex Grassmannian. An
important performance metric for a quantizer is the resulting
average quantization error, or distortion. For a given number of
quantization bits, theoretical limits on the minimum attainable
distortion have been drawn (see e.g [1]). In order to attain
this bound, some quantizer design strategies which have been
proposed use numerically optimized codebooks (e.g. without
particular structure [2] or incorporating additional structure in
the searched codebook in order to lower the optimization com-
plexity [3]). Unfortunately, the codebook size must increase
exponentially with the Grassmannian dimension in order to
maintain a given effective quantization accuracy [4]. Thus,
since these codebooks require an exhaustive search and large
storage capacity, they are intractable for large dimensions.
More recently, emphasis has been put on high-dimensional
and high-resolution quantizers with less complex encoders and
decoders, while allowing some departure from the theoretical
optimal distortion bounds. In [5], a fast quantization based on
a codebook comprised of Fourier vectors is introduced. How-
ever, the Fourier structure results in poor packing efficiency
(we define efficiency as the ability to achieve the optimal
slope in the distortion vs. codebook size performance plots
at high resolution, i.e. for asymptotically large codebooks).
The method of [6] using a trellis structure to design codebooks
suffers from the same drawback. Codebooks based on project-
ing a lattice onto a sphere (see [7]) or on a lattice combined
with simplices [8] have good efficiency. However, in these
approaches, the quantizer is still exponentially complex with
respect to the number of bits while exhibiting a polynomial
complexity with respect to the dimension of the source.
Product quantizers [9, p. 430] constitute another class of
vector quantizers based on a decomposition or a transforma-
tion of the initial source into one or multiple components
(usually lower-dimensional) that should be easier to quantize.
In the unidimensional case, Bennett proposed so-called com-
panders [10] asymptotically minimizing the distortion, which
have been generalized for vector quantization e.g. in [11], [12].
The Grassmannian quantization problem has important
applications in Massive MIMO (Multiple-Input Multiple-
Output) wireless communication systems. For example,
accurate channel state information (CSI) is required in order
to obtain the large multiplexing gain expected from massive
MIMO systems [13]. In this context, CSI needs to be known
up to a multiplication by a complex value, which corresponds
to a point on the Grassmannian space of complex lines;
hence Grassmannian representations are well adapted to such
applications, as demonstrated by the abundant literature on
this topic (see [14] and references therein).
We propose in the following a quantizer based on compan-
ders for a vector uniformly distributed on a real or complex
Grassmannian space, with the following properties:
• zero storage requirements,
• the complexity of encoding/decoding is equivalent to the
complexity of a scalar quantizer,
• packing efficiency is comparable to the best state of the
art structured approaches.
We start by introducing general notations on the considered
Grassmannian space in Section II and the quantizer design
problem in Section III. Sections IV and V introduce a new
cube split quantizer for both real and complex Grassmannian
sources. We finally present simulated performances results in
Section VI.
II. DEFINITION AND NOTATIONS
Let Kd denote a d-dimensional vector space on a field K,
where K can be either R (real case) or C (complex case).
A Grassmannian space G(Kd, r) is defined as the space of
subspaces of Kd of dimension r. In this article, we focus
on the case r = 1, i.e. the set of lines in Kd. We will use
vectors to represents elements of G(Kd, 1), i.e. the vector
x ∈ Kd represents the set {λx, λ ∈ K}, which is a point in
G(Kd, 1). For simplicity, we will use vectors of unit Euclidean
norm (‖x‖ = 1) as representatives of the Grassmannian
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variable. Thus we can define the chordal distance between two
Grassmannian lines represented by their respective spanning
vectors x and y as
dC(x,y) =

√
1− |xHy|2 if K = C,√
1− |xTy|2 if K = R.
III. QUANTIZER DESIGN PROBLEM
Let us consider a quantization function Q defined on the
Grassmannian G, characterized by a partition (C1, . . . , CN )
of G into N decision regions and a codebook (x1, . . . ,xN ) of
unit-norm vectors in Kd such that for any input vector x, its
quantized version is
Q(x) = xi if x ∈ Ci. (1)
The distortion of a quantizer is measured as the expected
error between the source vector x and its quantized version
Q(x)
Ex [ϕ(dC(x, Q(x)))]
with ϕ an increasing function depending on the considered
problem, and where the expectation is taken over the dis-
tribution of the source. In this article, we focus on sources
uniformly distributed on G , G(Kd, 1). Quantizer design
problems typically revolve around designing quantizers which
operate as close as possible to the minimum distortion for
a fixed bit rate; in other words, for a given codebook size
N and a given source distribution, the choice of the decision
regions Ci and the corresponding reconstruction codewords xi
should minimize the distortion. The properties of the optimal
quantizer that an efficient quantizer should ideally fulfill are
[9]:
1) For a given codebook, the optimal decision regions
Ci correspond to the collection of Voronoi regions Vi
defined as
Vi = {x ∈ G : dC(x,xi) ≤ dC(x,xj) ∀j 6= i} , (2)
i.e. the set of points of G which are closer to xi than to
any other codeword from the codebook.
2) For given decision cells, the codewords xi must corre-
spond to the “barycenter” of the corresponding decision
region defined as
xi = arg min
y
Ex∈Ci [ϕ(dC(x,y))] .
3) In the limit of large N (high-resolution quantizers), and
for uniform source distribution, the limiting distribution
of the codewords x1, . . . ,xN of an optimal quantizer
should be uniform as well for a large family of distortion
measures [15].
The design of minimum distortion quantizers for large di-
mensions d and for large N is a non trivial problem. Numerical
approaches (such as the Linde-Buzo-Gray algorithm [2]) have
been proposed, which strive to achieve optimal efficiency
according to the above criteria. Since numerically optimized
codebooks are generally unstructured, the associated decision
regions (usually chosen to coincide with the Voronoi regions,
Ci = Vi) lack a more tractable definition than the one in (2).
As a consequence, deciding upon the output of the quantizer
(see eq. (1)) involves solving the optimization problem
i = arg min
i=1...N
dC(x,xi), (3)
for each realization of the random variable x. For large
codebooks (e.g. if the index i is encoded using B = 50 bits,
the codebook contains N = 2B ≈ 1015 vectors), it is clear
that both the storage of the codebook and the complexity of
evaluating the N distances involved in (3) are not practical
options.
In order to address this issue, we focus instead on design-
ing quantizers (i.e. codebooks and their associated decision
regions) whose structure greatly reduces both the codebook
storage problem and the computational requirements associ-
ated with the quantization operation, at the cost of a slight loss
of distortion optimality. In particular, in the rest of the article,
we introduce quantizer designs for which the structure of the
decision regions enables a very efficient (low-complexity, zero
storage) computation of (1), at the cost of a slight relaxation
of the optimal efficiency conditions detailed above.
IV. CUBE SPLIT QUANTIZER FOR G(Rd, 1)
Let us first consider the quantization of y uniformly dis-
tributed on G(Rd, 1). The rationale of the proposed quantizer
is the following: first split the considered Grassmannian space
(homogeneous to a sphere) into cells looking like bent hyper-
cubes (hence the cube-split name), and then define on each
cell a bent lattice through a mapping chosen such that the
resulting codewords are approximately uniformly distributed
on the sphere.
More specifically, we propose an encoder that numerically
computes a sequence of bits from y through the following
major steps:
• Step 1: The determination of an initial cell and its
corresponding index as well as its binary representation;
this yields the first bits of the codeword index.
• Step 2: The computation of the remaining bits defining
the relative position of the codeword in the initial cell:
this relative position is captured by d−1 local coordinates
which are successively and independently quantized.
A. Initial mesh
Let e1 = [1, 0, . . . , 0]T , e2 = [0, 1, 0, . . . , 0]T , . . . , ed =
[0, . . . , 0, 1]T denote the elements of the canonical basis in
Rd. The first part (dlog2(d)e bits) of the codeword index is
the index i∗ of the canonical basis vector closest to the source
vector, i.e.
i∗ = arg min
i
dC(y, ei) = arg max
i
|yi|.
This operation defines a coarse quantizer, whereby G(Rd, 1)
is split into d cells C01 . . . C
0
d , defined as
C0i =
{
y ∈ G(Rd, 1) s.t. |yTei| > |yTej | for j 6= i
}
.
for 1 ≤ i ≤ d. Note that this results in splitting the
real unit-sphere into Rd into 2d cells, since colinear vectors
with opposite sign in the real sphere are equivalent in the
Grassmannian space (see Fig. 1 for an illustration in R3).
Let us note that the choice of the canonical basis to build
the initial mesh is arbitrary – indeed, the method can be
generalized to any (possibly overcomplete) basis. However,
it allows to define simple and computationally efficient local
coordinates on each cell, as will be seen in the next section.
Fig. 1: Illustration of the initial cells on G(R3, 1); the three
colors denote C01 , C
0
2 and C
0
3 .
The remaining part of the codeword index is dedicated to
encoding the relative position of y in C0i∗ , as detailed next.
B. Companding of local coordinates
In order to obtain the cube-split quantizer, each cell C0i∗
of the initial mesh is further divided into smaller decision
cells by defining a mapping between C0i∗ and the unit d − 1
dimensional cube, and defining a simple scalar quantization
scheme on each coordinate of the cube. The local coordinates
on C0i∗ are defined as the elements of the vector
t =
(
y1
yi∗
, . . . ,
yi∗−1
yi∗
,
yi∗+1
yi∗
, . . .
yd
yi∗
)T
.
It is clear that t together with i∗ is sufficient to uniquely
identify a point on G(Rd, 1). Furthermore the distribution of
the vector t (conditionally to the fact that i∗ = arg maxi |yi|)
is known as multivariate Cauchy truncated on [−1; 1]d−1.
Neglecting the statistical dependence between the components
of this multivariate distribution (which is hard to compensate
due to the truncation), we choose to independently quantize
each component. Furthermore, in order to approximately ob-
tain an asymptotically (in the high-resolution regime) uniform
distribution of the codewords, we apply a scalar compander
to each component, defined as follows. Let Mi∗ denote the
mapping between C0i∗ and the unit cube by
Mi∗ : C
0
i∗ → [0; 1]d−1
y = (y1, . . . , yd)
T 7→ (a1, . . . , ad−1)T (4)
with for any 1 ≤ i ≤ d− 1
ai =
2
pi
tan−1 (ti) +
1
2
. (5)
(see Appendix A for a proof that the proposed mapping results
in a distribution of the ai with uniform marginals on [0; 1]). It
remains to independently quantize the ai; for this, one defines
a uniform scalar quantizer for each coordinate ai, i = 1 . . . d−
1 where the a scalar quantization in [0; 1] is performed with
Bi bits. In other terms, the sent sequence of bits is the binary
representation of ⌊
2Biai − 1
2
⌉
with b.e denoting the closest integer rounding operator.
Finally, the inverse mapping (required at the decoder) can be
obtained for a = (a1, . . . , ad−1)T ∈ [0; 1]d−1 as
M−1i∗ (a) =
1√
1 +
∑d−1
i=1 u
2
i

u1
...
ui∗−1
1
ui∗
...
ud−1

(6)
where ui = tan
(
pi
2
(
ai − 12
))
for 1 ≤ i ≤ d− 1.
The codewords x1 . . .xN corresponding to a codebook
generated using the proposed cube split design are illustrated
in Fig. 2, together with the corresponding decision regions
and Voronoi cells. The fact that the proposed cube-split
design is only slightly suboptimal according to criteria given
in Section III can be observed on the figure, and will be
confirmed by more extensive simulations in Section VI.
Fig. 2: Illustration of the cube-split codebook on G(R3, 1) for
B1 = B2 = 3 bits. The codebook defines d.2(B1+B2) = 192
lines in R3, each intersecting twice with the unit sphere.
Encoding of the quantized position on the sphere requires
approximately 7.6 bits.
V. CUBE SPLIT QUANTIZER FOR G(CD, 1)
We now generalize the cube-split approach to the complex
case, i.e. one point in the Grassmannian space is one line in
CD of the form {λx, λ ∈ C}, represented by x ∈ CD. We
introduce two possible designs for this case.
A. Scheme 1: Use a real representation
A natural extension of the previously proposed scheme to
the complex case consists in treating the real and imaginary
components of x as two independent real dimensions. For this,
we transform the initial complex vector x into a real vector
in the real Grassmannian G(R2D−1, 1). Let us first denote
x =
 x1...
xD
 ∈ CD. (7)
By noting ϕ = arg(x1), we define a rotated equivalent vector
x(r) as x(r) = xe−iϕ. Note that all codewords will have a real
first coordinate with this scheme (this is acceptable thanks to
the invariance with respect the phase mentioned above); x(r)
can be rewritten as the real vector
y =

Re(x(r)1 )
...
Re(x(r)D )
Im(x(r)2 )
...
Im(x(r)D )

∈ R2D−1. (8)
We then quantize the real vector y in the real Grassmannian of
dimension d = 2D−1 following the scheme from Section IV.
Note however that for x uniformly distributed on G(CD, 1),
the above transformation yields a vector whose first component
Re(x(r)1 ) has different statistics from the remaining 2D − 2
components due to the statistical dependence of ϕ on x1, i.e.
y is not uniformly distributed on G(R2D−1, 1). This hints at a
possible suboptimality of this scheme, which will be verified
in the simulations (Section VI).
B. Scheme 2: complex Grassmannian Cube Split quantizer
Since Scheme 1 is dependent on the choice of the real repre-
sentative, we present an alternative scheme for the quantization
of a complex Grassmannian vector x using different initial
mesh and mapping.
1) Initial mesh: In the same spirit as in Scheme 1, the
first dlog2(D)e bits of the codeword index represent the
index i∗ of the closest vector fi∗ amongst the complex
canonical basis in CD denoted by f1 = [1, 0, . . . , 0]T , f2 =
[0, 1, 0, . . . , 0]T , . . . , fD = [0, . . . , 0, 1]
T . Therefore
i∗ = arg min
i
dC(x, fi) = arg max
i
|xi|.
where |.| denotes the complex modulus. The canonical ba-
sis induces an initial mesh on the complex Grassmannian
G(CD, 1) with D cells defined as
CCi =
{
x ∈ G(CD, 1) such that |xHfi| > |xHfj | for j 6= i
}
.
There remains to define the second part of the codeword index,
which encodes the relative position of x with respect to fi∗ .
2) Companding of local coordinates: For the complex case,
let us define local coordinates through the vector
t =
(
x1
xi∗
, . . . ,
xi∗−1
xi∗
,
xi∗+1
xi∗
, . . .
xD
xi∗
)T
.
Again, it is clear that t together with i∗ is sufficient to identify
a point in G(CD, 1). Furthermore, the distribution of t is
known as complex multivariate Cauchy truncated on DD−11
where D denotes the unit complex disk. We introduce the
mapping MCi∗ such that each complex coordinate of t is
uniformly distributed on [0; 1]2 if x is uniformly distributed on
G(CD, 1). Specifically, for each cell CCi∗ of the initial mesh,
we define
MCi∗ : C
C
i∗ → [0; 1]2D−2
x = (x1, . . . , xD)
T 7→ a = (a1, . . . , a2D−2)T
(9)
with for any 1 ≤ i ≤ D − 1, a2i−1 = N (Re(wi)) and a2i =
N (Im(wi)) where N is the cumulative distribution function
of the standard real univariate Gaussian, i.e.
N (x) =
∫ x
−∞
1√
2pi
e−y
2/2dy
and for 1 ≤ i ≤ D − 1
wi =
√
2 log
(
1 + |ti|2
1− |ti|2
)1/2
ti
|ti| . (10)
For x uniform on G(CD, 1), the resulting a has uniform
marginals (see Proposition 2 in Appendix A) which again
prompts the use of independent scalar quantizers for its
components. More precisely, one then defines a regular grid
on the cube [0; 1]2D−2, i.e. for each coordinate a1, . . . , a2D−2,
a scalar quantization is performed in [0; 1]. The inverse
mapping (required at the decoder) can be obtained from
a = (a1, . . . , a2D−2) as
(MCi∗)
−1(a) =
1√
1 +
∑D−1
i=1 |zi|2

z1
...
zi∗−1
1
zi∗
...
zD−1

(11)
where for all 1 ≤ i ≤ D − 1
zi =
√√√√1− e− |wi|22
1 + e−
|wi|2
2
wi
|wi| and wi = N
−1(a2i−1)+iN−1(a2i).
The encoding (from x ∈ G(CD, 1) to the codeword index)
and decoding (from the codeword index to Q(x)) algorithms
for this scheme are summarized in Algorithm 1.
Algorithm 1 Encoder and decoder of Scheme 2.
Encoder: Compute the sequence of bits representing the
quantized version of a complex vector x in the Grassman-
nian G(CD, 1).
– Compute i∗ = arg max |xi|.
– Initialize the bits sequence: b← binary representation of
(i∗ − 1) computed with dlog2(D)e bits.
– Compute a = MCi∗(x) (Eq. (9) and (10)).
for i = 1 . . . 2D − 2
– Compute the integer representation bi of
⌊
2Biai − 12
⌉
.
– b← [b,bi].
end
Output: the computed sequence of bits b.
Decoder: Compute the quantized vector represented by a
sequence of bits b.
for i = 2D − 2 . . . 1
– Compute ni as the binary representation of the last Bi
bits and remove these bits from b.
– Compute ai = 2−Bi
(
ni +
1
2
)
.
end
– Compute i∗ from the first dlog2(D)e bits of b.
– Compute xˆ = (MCi∗)
−1(a) (Eq. (11)).
Output: the quantized vector xˆ.
VI. SIMULATION RESULTS
In this section, we perform Monte Carlo simulations to
compare the average squared chordal error defined as
D(Q) = Ex[dC(x, Q(x))2]
achieved by different quantizers for a uniform source on the
complex Grassmannian of lines. Note that this metric has
important operational significance in the context of MIMO
communications [7], [16], among others. The following code-
books and quantization approaches are considered:
• Fourier codebooks [5]
• Square lattice angular quantization (SLAQ) [7]
• Scalar quantization
• Cube split quantizers using real representative (Scheme
1) and defined directly in complex (Scheme 2).
In order to give upper and lower bounds on the distortion mea-
sure, we exploit the result from [1, Th. 2] on the performance
of the best codebook of cardinality N = 2B , valid for the
high-resolution (large B) regime:
d− 1
d
2−
B
d−1 ≤ inf
Q∈Q2B
D(Q) ≤ Γ
(
d
d− 1
)
2−
B
d−1 (12)
where QN denotes the set of quantizers with N codewords.
The distortion achieved by the various approaches, together
with the bounds from eq. (12), are depicted in Figs. 3 and
4 for the case of 4 and 64 complex dimensions respectively.
The average number of bits per dimension is computed as
1
D
(
dlog2(D)e+
∑2D−2
i=1 Bi
)
. These results demonstrate that
in terms of distortion, the proposed cube-split quantizers
perform comparably with SLAQ, while they outperform
the other approaches (unstructured codebooks generated
e.g. through the generalized Lloyd algorithm [2] can not
practically be simulated for the considered codebook sizes,
and therefore are not included in the curves).
Table I presents an overview of the available approaches
when also encoder complexity must be taken into account. The
efficiency reported in this table corresponds to the capacity to
achieve the optimal slope in the (logarithmic) chordal error
vs. codebook size curves. Indeed, it may be observed that the
efficiency of Fourier codebooks tends asymptotically to zero
because Fourier codewords do not span the complex Grass-
mannian (since it constrains the modulus of each component of
the quantized vector to be equal to one). From this table, it can
be seen that the cube-split quantization approach is a strong
candidate for complexity-constrained applications, thanks to
the low complexity of its encoder and decoder algorithms
(Algorithm 1), while the achieved distortion remains close to
the theoretical packing bound.
1 2 3 4 5
−30
−20
−10
0
Average number of bits/dimension
D
(Q
)
[d
B
]
Real Cube Split
Complex Cube Split
SLAQ
Fourier codebook
Scalar quantization
Lower bound of optimal codebook
Upper bound of optimal codebook
Fig. 3: Average chordal quantization error (in dB) vs. number
of bits per dimension for codebooks on G(C4, 1).
VII. CONCLUSIONS
In this paper we addressed the problem of quantization of
a Grassmannian element for beamforming applications.
We proposed a new codebook with low-complexity
encoder/decoder allowing a fast quantization even for
high-dimensional, high-resolution quantization applications.
The performance of the new codebook in terms of distortion
is on par with the best state of the art quantization methods
with a complexity equivalent to the simple scalar quantization.
0 1 2 3 4 5
−25
−20
−15
−10
−5
0
Average number of bits/dimension
D
(Q
)
[d
B
]
Real Cube Split
Complex Cube Split
SLAQ
Fourier codebook
Scalar quantization
Lower bound of optimal codebook
Upper bound of optimal codebook
Fig. 4: Average Chordal Error (in dB) vs. number of bits per
dimension for codebooks on G(C64, 1).
TABLE I: Feature summary of the different quantization
approaches in the high-resolution (large D and B) regime.
Method Encoding complexity Efficiency
Fourier
Codebook [5]
polynomial in D and B Tends to 0 for large
codebooks
SLAQ [7] exponential in B; polyno-
mial in D
high
Scalar quantiza-
tion
linear in D; independent
from B
low
Unstructured
codebook
exponential in B high
Cube Split quan-
tizer
linear in D; independent
from B
high
APPENDIX A
PROOFS OF PROPOSITIONS 1 AND 2
Proposition 1 (Real case). Let y ∈ Rd be a random vector
uniformly distributed on C0i∗ for an arbitrary initial cell index
i∗; using the compander defined by eqs. (4) and (5), the
resulting Mi(y) is a random vector on [0; 1]d−1 with uniform
marginals.
Proof. Let y = (y1, . . . , yd)T be a random vector uniformly
distributed on the unit sphere of Rd. Then, if i 6= i∗, the
random variable ti = yiyi∗ is drawn from a Cauchy distribution
whose cumulative distribution function (cdf) is given by x 7→
1
pi tan
−1(x) + 12 . The belonging to the i
∗-th initial cell C0i∗
imposes |ti| < 1. It is then clear that the i-th component of
Mi∗ corresponds to the cdf of the restriction of the Cauchy
distribution to [−1; 1].
Proposition 2 (Complex case). Let y ∈ CD be a random
vector uniformly distributed on the i-th initial cell of the
complex Grassmannian CCi ; using the complex compander
defined by eqs. (9)–(10), the resulting MCi (y) is a random
vector on [0; 1]2D−2 with uniform marginals.
Proof. We will prove that wi defined by Eq. (10) follows a
Gaussian distribution. Let us first note that ti|ti| and |ti| are
independent since ti follows a complex Cauchy distribution
which is complex elliptical (see Th. 4 of [17]). Thus, it
suffices to prove that |wi| =
√
2 log
(
1+|ti|2
1−|ti|2
)1/2
is Rayleigh-
distributed.
On an other hand, since |ti|2 may be seen as the quotient
of two independent χ2 random variables, its distribution is a
Fisher(2, 2) truncated on [0; 1] whose cdf is F : x 7→ 2xx+1 .
Therefore, denoting the quantile of the Rayleigh distribu-
tion as Q : t 7→ √2 log
(
1
1−t
)1/2
, it holds that |wi| =
Q(F (|ti|2)).
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