Structure-adaptive manifold estimation by Puchkin, Nikita & Spokoiny, Vladimir
Structure-adaptive manifold estimation∗
Nikita Puchkin 1,3 and Vladimir Spokoiny 1,2,3
1National Research University Higher School of Economics, Myasnitskaya ulitsa 20, 101000, Moscow, RF.
e-mail: npuchkin@hse.ru
2Weierstrass Institute and Humboldt University, Mohrenstr. 39, 10117 Berlin, Germany.
e-mail: spokoiny@wias-berlin.de
3Institute for Information Transmission Problems RAS, Bolshoy Karetny per. 19,
127051, Moscow, RF.
Abstract: We consider a problem of manifold estimation from noisy observations. Many
manifold learning procedures locally approximate a manifold by a weighted average over a
small neighborhood. However, in the presence of large noise, the assigned weights become
so corrupted that the averaged estimate shows very poor performance. We suggest a novel
computationally efficient structure-adaptive procedure, which simultaneously reconstructs
a smooth manifold and estimates projections of the point cloud onto this manifold. The pro-
posed approach iteratively refines the weights on each step, using the structural information
obtained at previous steps. After several iterations, we obtain nearly “oracle”weights, so that
the final estimates are nearly efficient even in the presence of relatively large noise. In our
theoretical study we establish tight lower and upper bounds proving asymptotic optimality
of the method for manifold estimation under the Hausdorff loss. Our finite sample study
confirms a very reasonable performance of the procedure in comparison with the other
methods of manifold estimation.
MSC 2010 subject classifications: 62G05, 62H12.
Keywords and phrases: manifold learning, manifold denoising, structural adaptation,
adaptive procedures, minimax.
Contents
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 Model assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3 A structure-adaptive manifold estimator (SAME) . . . . . . . . . . . . . . . . . . . . . . 6
4 Numerical experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
5 Theoretical properties of the SAME . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
6 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
6.1 Proof of Theorem 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
6.2 Proof of Theorem 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
6.3 Proof of Theorem 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
A Proof of Lemma 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
B Proof of Lemma 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
∗Financial support by the Russian Academic Excellence Project 5-100 is gratefully acknowledged. Results of
Section 5 have been obtained under support of the RSF grant No. 19-71-30020
1
ar
X
iv
:1
90
6.
05
01
4v
3 
 [m
ath
.ST
]  
7 A
ug
 20
19
N. Puchkin and V. Spokoiny/Structure-adaptive manifold estimation 2
C Proof of Lemma 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
D Proof of Lemma 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
E Proof of Lemma 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1. Introduction
We consider a problem of manifold learning in a model with additive noise. Suppose we are given
an i.i.d. sample Yn = (Y1, . . . , Yn) , where Yi are independent copies of a random vector Y in
RD , generated from the model
Y = X + ε . (1)
Here X is a random element whose distribution is supported on a low-dimensional manifold
M∗ ⊂ RD , dim(M∗) = d < D , and ε is a full dimensional bounded zero-mean random error,
‖ε‖ 6 M almost surely. The goal of a statistician is to recover the corresponding unobserved
variables Xn = {X1, . . . , Xn} , which lie on the manifold M∗ , and estimate M∗ itself. This
problem is of great theoretical and practical interest. For instance, if one deals with a problem
of supervised or semi-supervised regression, the feature vectors, though lying in a very high-
dimensional space, may occupy only a low-dimensional subset. In this case, one can hope to
obtain a rate of prediction, which depends on the intrinsic dimension of the data rather than on
the dimension of ambient space and escape the curse of dimensionality.
At the beginning of the century, the popularity of manifold learning gave rise to several novel
nonlinear dimension reduction procedures, such as Isomap Tenenbaum et al. [2000], LLE Roweis
and Saul [2000] and its modification Zhang and Wang [2007], Laplacian eigenmaps Belkin and
Niyogi [2003], and t-SNE van der Maaten and Hinton [2008]. More recent works include interpola-
tion on manifolds via geometric multi-resolution analysis Maggioni et al. [2016], local polynomial
estimators Aamari and Levrard [2019] and numerical solution of PDE Shi and Sun [2017]. How-
ever, all these works assume that the data points either lie exactly on the manifold or in its
very small vicinity (which shrinks as the sample size n tends to infinity), so the noise ε is so
negligible that it may be ignored and put into a remainder term in Taylor’s expansion. However,
in practice, this assumption does not necessarily hold and the observations typically lie around
a manifold. One may think of this situation as there are unobserved “true” features that lie
exactly on the manifold and the learner observes its corrupted versions. Such noise corruption
leads to a dramatic decrease in the quality of manifold reconstruction for those algorithms, which
misspecify the model and assume that the data lies exactly on the manifold. Therefore, one has to
do a preliminary step, which is called manifold denoising (see e.g. Hein and Maier [2007], Wang
and Carreira-Perpin [2010], Gong et al. [2010]), to first project the data onto the manifold. Such
methods usually act locally, i.e. consider a set of small neighborhoods, determined by a smoothing
parameter (e.g. a number of neighbors or a radius h ), and construct local approximations based
on these neighborhoods. The problem of this approach is that the size of the neighborhood must
be large compared to the noise magnitude M , which may lead to a non-optimal choice of the
smoothing parameter. The exclusion is the class of procedures, based on an optimization problem,
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such as mean-shift Cheng [1995] and its variants Ozertem and Erdogmus [2011], Genovese et al.
[2014]. To our best knowledge, only papers Genovese et al. [2012a,b] consider the case, when the
noise magnitude does not tend to zero as n grows. The approach in Genovese et al. [2012a,b] is
based on singular deconvolution and assumes that the noise distribution is known. For instance,
in the additive model, considered in Genovese et al. [2012a], at the point X ∈ M∗ the noise
ε = ε(X) has a uniform distribution in B(0,M) ∩ (TXM∗)⊥ , where TXM∗ is a tangent space
to M∗ at the point X . Without belittling a significant impact of this paper, the assumption
about the uniform noise is unlikely to hold in practice. Moreover, the authors point out that their
goal was to establish minimax rates rather than propose a practical estimator. Thus, there are
two “poles” in manifold learning, one of which corresponds to the case of totally unknown noise
distribution but extremely small noise magnitude, and another corresponds to the case of large
noise, which distribution is known. We consider the case somewhere in between of these two ex-
tremal cases. Namely, we impose mild assumptions on the noise distribution, such that it belongs
to a wide family of distributions, and assume that its magnitude M = M(n) tends to zero as n
tends to infinity but quite slowly, so the noise has a significant impact and cannot be completely
ignored. More precisely, we allow M to be of order n−α with α > 2/(3d + 8) , which is much
slower than, for instance, n−2/d and (n/ log n)−1/d , considered in Aamari and Levrard [2019] and
Fefferman et al. [2018] respectively. To our best knowledge, there are no papers, which provide a
theoretical study in a similar regime. Even very influential and highly cited papers fail to provide
a rigorous theoretical justification of their algorithms when the noise magnitude is significantly
larger than the optimal width of the neighborhood. The disadvantage of the existing manifold
denoising algorithms is that they construct the localizing weights or the neighborhoods based on
the ratio of the distance between the noisy observations and a bandwidth, which is a parameter to
tune. Therefore, the performance of these algorithms is limited by the noise magnitude, because
when a statistician takes the bandwidth much smaller than the noise magnitude, one gets a wrong
information about the neighborhood or the wrong localizing weights. We propose a simple but
efficient way to adjust the weights and break the noise barrier. We use an idea, which is similar
to one proposed in Hristache et al. [2001b,a] for the problem of effective dimension reduction.
In these papers, the authors suggested to use elliptic neighborhoods with axes shinking in the
direction of the estimated effective dimension reduction (e.d.r.) subspace and stretching in the
orthogonal directions to estimate the e.d.r. subspace. Their estimate turns out to be better than
usual local linear estimates because of this structural adaptation. In our method, we construct
cylindric neighborhoods, which are stretched in a normal direction to the manifold. However, our
paper is not a formal generalization of Hristache et al. [2001b] and Hristache et al. [2001a]. First,
we deal with a non-linear case. Second, we consider the problem of unsupervised learning, while
effective dimension reduction is a supervised learning problem. This fact significantly complicates
the statistical analysis and we have to use more sophisticated machinery to derive the rates of
convergence. Now we briefly describe our procedure. We start with some guesses Π̂
(0)
1 , . . . , Π̂
(0)
n
of the projectors onto the tangent spaces of M∗ at the points X1, . . . , Xn respectively. These
guesses may be in fact very poor. Nevertheless, they give a bit of information, which can be used
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to construct initial estimates X̂
(0)
1 , . . . , X̂
(0)
n . On the other hand, the estimates X̂
(0)
1 , . . . , X̂
(0)
n
help to construct the estimates Π̂
(1)
1 , . . . , Π̂
(1)
n of the projectors onto the tangent spaces of M∗
at the points X1, . . . , Xn , which are better than Π̂
(0)
1 , . . . , Π̂
(0)
n . One can repeat these two steps
to iteratively refine the estimates of X1, . . . , Xn and of the manifold M∗ itself. We call this ap-
proach a structure-adaptive manifold estimation (SAME). We show that SAME constructs such
estimates X̂1, . . . , X̂n of X1, . . . , Xn and a manifold estimate M̂ of M∗ , such that
max
16i6n
‖X̂i −Xi‖ . (Mh ∨ h2) +
√
(h2 ∨M2) log h−1
nhd
, (Theorem 1)
dH(M̂,M∗) . h2 +
√
(h4 ∨M2) log h−1
nhd
, (Theorem 2)
provided that h &
(
(n/ log n)−1/d ∨ (n/(M2 log n))−1/(d+4)) , and both inequalities hold with an
overwhelming probability. Here and everywhere in this paper, the notation f(n) . g(n) means
that there exists a constant c > 0 , which does not depend on n , such that f(n) 6 cg(n) . dH(·, ·)
denotes the Hausdorff distance and it is defined as follows:
dH(M1,M2) = inf {ε > 0 :M1 ⊆M2 ⊕ B(0, ε),M2 ⊆M1 ⊕ B(0, ε)} ,
where ⊕ stands for the Minkowski sum and B(0, r) is a Euclidean ball in RD of radius r .
The parameter h is a characteristic size of the neighborhood, which we are able to control. The
optimal choice of h yields
max
16i6n
‖X̂i −Xi‖ .
((
log n
n
) 2
d+2
∨M
(
M2 log n
n
) 1
d+4
)
and
dH(M̂,M∗) .
(
log n
n
) 2
d
∨
(
M2 log n
n
) 2
d+4
.
Note that the optimal choice of h is much smaller than a possible value n−2/(3d+8) of the
noise magnitude M . As pointed out in Genovese et al. [2012b], the manifold estimation can
be considered as a particular case of the error-in-variables regression problem. Then the rate
(M2/n log n)2/(d+4) makes sense since it corresponds to an optimal accuracy of locally linear
estimation with respect to ‖ · ‖∞ -norm in a nonparametric regression problem. We also prove a
novel lower bound
inf
M̂
sup
M∗
Ed2H(M̂,M∗) &
(
M2
n
) 4
d+4
, (Theorem 3)
where M̂ is an arbitrary estimate of M∗ and M∗ fulfils some regularity conditions, which are
precisely specified in Theorem 3. Theorem 3 improves the currently known results for the case of
large noise (M  n−2/d) and, together with Theorem 7 from Aamari and Levrard [2019], where
the authors managed to obtain the lower bound EdH(M̂,M∗) & n−2/d, claims optimality of our
method.
The main contribution of our paper is a novel procedure for estimation both the manifold and
the projections of the Xi ’s on it, based on the idea of structural adaptation. The proposed method
N. Puchkin and V. Spokoiny/Structure-adaptive manifold estimation 5
is computationally efficient and provides rate optimal “oracle” estimation under the presence of
moderate noise. We justify its optimality by providing a new lower bound for manifold estimation
in the additive model under the Hausdorff loss.
The rest of this paper is organized as follows. In Section 2, we formulate model assumptions
and introduce notations. In Section 3, we provide our algorithm for manifold denoising and then
demonstrate its performance in Section 4. Finally, in Section 5, we give a theoretical justification
of the algorithm and discuss its optimality. The proofs of the main results are collected in Section
6.
2. Model assumptions
Remind that we consider the model (1), where X has a uniform distribution U(M∗) over the
manifoldM∗ and the distribution of the error vector ε will be described a bit later in this section.
First, we require regularity of the underlying manifold M∗ . We assume that it belongs to a class
M dκ of twice differentiable, compact, connected manifolds without a boundary, contained in a
ball B(0, R) , with a reach, bounded below by κ , and a dimension d :
M∗ ∈M dκ =
{M⊂ RD :M is a compact, connected manifold
without a boundary,M∈ C2,M⊆ B(0, R), (A1)
reach (M) > κ,dim(M) = d < D} .
The reach of a manifold M is defined as a supremum of such r that any point in M⊕B(0, r)
has a unique (Euclidean) projection onto M . Here ⊕ stands for the Minkowski sum and B(0, r)
is a Euclidean ball in RD of radius r . One can also use the following equivalent definition of the
reach. For a point x ∈M , let TxM stand for a tangent space1 of M at x and define a fiber
Fr(x) =
(
{x} ⊕ (TxM)⊥) ∩ B(x, r),
where (TxM)⊥ is an orthogonal complement of TxM . Then reach (M) is a supremum of such
r > 0 that for any x, x′ ∈M , x 6= x′ , the sets Fr(x) and Fr(x′) do not intersect:
reach (M) = sup {r > 0 : ∀x, x′ ∈M, x 6= x′, Fr(x) ∩ Fr(x′) = ∅} .
The requirement that the reach is bounded away from zero is the most important assumption and,
in fact, is necessary for statistical inference. Otherwise, if the reach of M∗ can be arbitrarily close
to zero, one can always fit a smooth curve (with a very high curvature) to the points Y1, . . . , Yn
and the considered model becomes unidentifiable.
Besides the aforementioned condition on the manifold M∗ , we require some properties of
the noise ε . We suppose that, given X ∈ M∗ , the conditional distribution (ε |X) fulfils the
1The tangent space TxM of a manifoldM at a point x is the linear space spanned by the derivative vectors of
smooth curves on the manifold passing through x.
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following assumption:
E(ε |X) = 0, (ε |X) ∈ (TXM∗)⊥ ∩ B(0,M) (A2)
almost surely and M < κ .
Note that the condition (ε |X) ∈ (TXM∗)⊥ ∩ B(0,M) , M < κ ensures that Y = piM∗(X),
i.e. the projection of Y onto M∗ is exactly X . Here and further in this paper, for a closed
set M and a point x, piM(x) stands for a Euclidean projection of x onto M. Thus, estimating
X1, . . . , Xn , we estimate the projections of Y1, . . . , Yn onto M∗ .
Finally, we mentioned that we allow that the noise magnitude M = M(n) tends to zero slowly
as n tends to infinity. More precisely, we assume that there exists an absolute constant A > 0 ,
such that
M = M(n) 6 An− 23d+8 . (A3)
Thus, we admit that the noise magnitude may decrease as slow as n−2/(3d+8) . We discuss this
condition in details in Section 5 after Theorem 1 and compare it with other papers to convince
the reader that the assumption (A3) is mild.
3. A structure-adaptive manifold estimator (SAME)
In this section we propose a novel manifold estimation procedure based on a nonparametric
smoothing technique and structural adaptation idea. One of the most popular methods of non-
parametric estimation is the Nadaraya-Watson estimate:
X̂
(NW )
i =
n∑
j=1
w
(NW )
ij Yj
n∑
j=1
w
(NW )
ij
, 1 6 i 6 n (2)
and w
(NW )
ij are the smoothing weights defined by
w
(NW )
ij = K
(‖Yi − Yj‖2
h2
)
, 1 6 i, j 6 n,
where K(·) is a smoothing kernel and the bandwidth h = h(n) is a tuning parameter. In this
paper, we consider the kernel K(t) = e−t but similar calculations can be done for other smooth
second-order kernels. The Nadaraya-Watson estimate (2) has an obvious limitation. Consider a
pair on indices (i, j) such that ‖Xi −Xj‖ < h and h = h(n) is of order (M2/n)1/(d+4) , which
is known to be the optimal choice in the presence of symmetry. If the noise magnitude M is
larger than n−1/(d+2) (which is the case we also consider), then M > h and the weights w(NW )ij
carry wrong information about the neighborhood of Xi , i.e. w
(NW )
ij can be very small even if the
distance ‖Xi −Xj‖ is smaller than h . This leads to a large variance of the estimate (2) when
h is of order (M2/n)1/(d+4) , and one has to increase the bandwidth h , inevitably making the
performance of the estimate worse.
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The argument in the previous paragraph leads to the conclusion that the weights w
(NW )
ij must
be adjusted. Let us fix any i from 1 to n. “Ideal” localizing weights wij are such that they take
into account only those indices j , for which the norm ‖Xi−Xj‖ does not exceed the bandwidth
h too much. Of course, we do not have access to compute the norms ‖Xi − Xj‖ for all pairs
but assume for a second that the projector Π(Xi) onto the tangent space TXiM∗ was known.
Then one would rather use the weights of the form
wij(Π(Xi)) = K
(‖Π(Xi)(Yi − Yj)‖2
h2
)
, 1 6 j 6 n,
instead of the weights w
(NW )
ij , because, due to perpendicularity of the noise,
Π(Xi)(Yi − Yj) ≈ Xi −Xj .
Thus, instead of the ball {Y : ‖Y − Yi‖ 6 h} around Yi , we consider a cylinder {Y : ‖Πi(Yi −
Y )‖ 6 h} , where Πi is a projector, which is assumed to be close to Π(Xi) . One just has to
ensure that the cylinder does not intersect M∗ several times. For this purpose, we introduce the
weights
wij(Πi) = K
(‖Πi(Yi − Yj)‖2
h2
)
1 (‖Yi − Yj‖ 6 τ) , 1 6 j 6 n, (3)
with a constant τ < κ .
The adjusted weights (3) require a “good”guess Πi of the projector Π(Xi) . The question is
how to find this guess. We use the following strategy. We start with poor estimates Π̂
(0)
1 , . . . , Π̂
(0)
n
of Π(X1), . . . ,Π(Xn) and take a large bandwidth h0 . Then we compute the Nadaraya-Watson
estimates X̂
(1)
1 , . . . , X̂
(1)
n with the adjusted weights (3) and the bandwidth h0 . These estimates
can be then used to construct estimates Π̂
(1)
1 , . . . , Π̂
(1)
n of Π(X1), . . . ,Π(Xn) , which are better
than Π̂
(0)
1 , . . . , Π̂
(0)
n . After that, we repeat the described steps with a bandwidth h1 < h0 . This
leads us to an iterative procedure, which is given by Algorithm 1.
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Algorithm 1 Structure-adaptive manifold estimator (SAME)
1: The initial guesses Π̂
(0)
1 , . . . , Π̂
(0)
n of Π(X1), . . . ,Π(Xn) , the number of iterations K + 1 , an initial band-
width h0 , the threshold τ and constants a > 1 and γ > 0 are given.
2: for k from 0 to K do
3: Compute the weights w
(k)
ij according to the formula
w
(k)
ij = K
‖Π̂(k)i (Yi − Yj)‖2
h2k
1 (‖Yi − Yj‖ 6 τ) , 1 6 i, j 6 n .
4: Compute the Nadaraya-Watson estimates
X̂
(k)
i =
n∑
j=1
w
(k)
ij Yj
n∑
j=1
w
(k)
ij
, 1 6 i 6 n .
5: If k < K , for each i from 1 to n, define a set J (k)i = {j : ‖X̂(k)j −X̂(k)i ‖ 6 γhk} and compute the matrices
Σ̂
(k)
i =
∑
j∈J (k)i
(X̂
(k)
j − X̂(k)i )(X̂(k)j − X̂(k)i )T , 1 6 i 6 n .
6: If k < K , for each i from 1 to n, define Π̂
(k+1)
i as a projector onto a linear span of eigenvectors of Σ̂
(k)
i ,
corresponding to the largest d eigenvalues.
7: If k < K , set hk+1 = a
−1hk .
return the estimates X̂1 = X̂
(K)
1 , . . . , X̂n = X̂
(K)
n .
4. Numerical experiments
In this section, we present the performance of SAME on two widely known artificial datasets:
Swiss Roll and S-shape. First, we demonstrate, how our estimator denoises the manifold. We start
with the description of the experiment with the Swiss Roll. We sampled n = 2500 points on a
two-dimensional manifold in R3 and then added a uniform noise with a magnitude M = 2.5 .
In our algorithm, we initialized Π̂
(0)
i = I3 for all i from 1 to n and made 4 iterations with
h2k = 3.5 · 1.25−k , 0 6 k 6 3 , and τ = 3.5, C = 2. The results are shown in Figure 1.
Fig 1. Perfomance of the SAME on the Swiss Roll dataset. Left: noisy observations lying near a two-dimensional
manifold. Center: noisy observations (blue) and the true manifold (green). Right: noisy observations (blue) and
the recovered projections onto the manifold (red).
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The experiment with the S-shape manifold was carried in a similar way. We took n = 1500
points on the manifold and added a uniform noise with a magnitude M = 0.4 . Again, we
initialized Π̂
(0)
i = I3 for all i from 1 to n . Then we put h
2
k = 0.6 · 1.25−k , 0 6 k 6 7 , i. e.
the algorithm ran 8 iterations, and τ = 0.9, C = 2. The result of this experiment is displayed in
Figure 2.
Fig 2. Perfomance of the SAME on the S-shape dataset. Left: noisy observations lying near a two-dimensional
manifold. Center: noisy observations (blue) and the true manifold (green). Right: noisy observations (blue) and
the recovered projections onto the manifold (red).
Next, we show how the preliminary denoising step improves a dimension reduction. We con-
sider the MLLE procedure Zhang and Wang [2007], which is often used in applications due to
its quality and computational efficiency. MLLE puts the global coordinates system into a low-
dimensional space and returns the coordinates of the points in the new coordinate system. In
the case of S-shape and Swiss Roll datasets, one can easily find this map by straightening the
curved surfaces into a plane. In the noiseless case, MLLE solves this task. However, as the other
non-linear dimension reduction procedures based on Taylor’s expansion, this algorithm deterio-
rates its performance in the presence of significant noise. In Figures 3 and 4 (center images) one
can clearly observe that the MLLE procedure is not able to recognize a two-dimensional struc-
ture in the noisy dataset. Instead of a rectangular-like shape, which would be a natural choice
to represent the two-dimensional structure of the S-shape and Swiss Roll datasets, we have a
curve. However, if one first uses SAME for manifold denoising and only after that applies MLLE
for dimension reduction, then one obtains the desired result: both surfaces are straightened into
planes. With this simple example, we demonstrate the important role of manifold denoising for a
successful dimension reduction.
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Fig 3. The role of manifold denoising in a successful dimension reduction for the S-shape dataset. Left: noisy
observations. Center: application of MLLE to the dataset without denoising. Right: application of MLLE to the
dataset with a preliminary denoising via SAME.
Fig 4. The role of manifold denoising in a successful dimension reduction for the Swiss Roll dataset. Left: noisy
observations. Center: application of MLLE to the dataset without denoising. Right: application of MLLE to the
dataset with a preliminary denoising via SAME.
5. Theoretical properties of the SAME
This section states the main results.
Theorem 1. Assume (A1), (A2) and (A3). Let the initial guesses Π̂
(0)
1 , . . . , Π̂
(0)
n of Π(X1), . . . ,Π(Xn)
be such that on an event with probability at least 1− n−1 it holds
max
16i6n
‖Π̂(0)i −Π(Xi)‖ 6 ∆h0
with a constant ∆ , such that ∆h0 6 0.25 , and h0 is a small enough constant. Choose τ < 0.5κ,
set any a ∈ (1, 2] and take γ satisfying the inequalities (27), where β1 is a constant from inequality
(6). If n is larger than a constant N∆ , depending on ∆ , then, after K iterations, Algorithm 1
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produces estimates X̂1, . . . , X̂n , such that with probability at least 1− (5K + 4)/n it holds
max
16i6n
‖X̂i −Xi‖ . (MhK ∨ h2K) +
√
(h2K ∨M2) log h−1K
nhdK
,
provided that hK >
(
(n/ log n)−1/d ∨ (n/(M2 log n))−1/(d+4)) . In particular, if one chooses the
parameter a and the number of iterations K in such a way that hK 
(
(n/ log n)−1/(d+2) ∨ (n/(M2 log n))−1/(d+4))
then
max
16i6n
‖X̂i −Xi‖ .
((
log n
n
) 2
d+2
∨M
(
M2 log n
n
) 1
d+4
)
.
Here and everywhere in this paper, for any matrix A , ‖A‖ denotes its spectral norm. The
notation f(n)  g(n) means f(n) . g(n) . f(n). Also, note that one has to take the number of
iterations K of order log n since the sequence of bandwidths h1, . . . , hK decreases exponentially.
Remark 1. In Theorem 1 we assume that Π̂
(0)
1 , . . . , Π̂
(0)
n may depend on Y1, . . . , Yn. The natural
question is how to construct the initial guesses Π̂
(0)
1 , . . . , Π̂
(0)
n of the projectors Π(X1), . . . ,Π(Xn).
For each Xi, one can consider the sample covariance matrix
Σ˜i =
n∑
j=1
w˜ij(Yj − Yi)(Yj − Yi)T
w˜ij
,
where w˜ij = K(‖Yi − Yj‖2/h20) for all j from 1 to n, and take the projector onto the linear span
of eigenvectors of Σ˜i, corresponding to the largest d eigenvalues, as the initial guess Π̂
(0)
i .
Remark 2. Condition (A3) and the choice of hK in Theorem 1 yield that we M = M(n) can
decrease almost as slow as h
2/3
K = h
2/3
K (n). Thus, we admit the situation when the noise magnitude
M is much larger than the smoothing parameter hK . For instance, in Aamari and Levrard [2019],
the authors require M = O(h2) and h = h(n)  n−1/d; in Fefferman et al. [2018], the authors
assume that M = O((n/ log n)−1/d); finally, in Hein and Maier [2007] and Genovese et al. [2014],
the authors require M = O(h) and M
√
logM−1 = O(h) respectively, where h is the smoothing
parameter. So, we see that our procedure breaks the noise barrier and achieves good rates of
convergence even if M is quite large.
Theorem 1 claims that, despite the relatively large noise, our procedure constructs consistent
estimates of the projections of the sample points onto the manifold M∗. The accuracy of the
projection estimation is a bit worse than the accuracy of manifold estimation, which we provide
in Theorem 2 below. The reason for that is the fact that the estimate X̂i is significantly shifted
with respect to Xi in a tangent direction, while the orthogonal component of (X̂i − Xi) is
small. A similar phenomenon was already known in the problem of efficient dimension reduction.
For instance, in Hristache et al. [2001b], Hristache et al. [2001a] the authors managed to obtain
the rate n−2/3 for the bias of the component, which is orthogonal to the efficient dimension
reduction space, while the rate of the bias in the index estimation was only n−1/2 . Moreover,
the term MhK in Theorem 1 appears because of the correlation between the weights w
(k)
ij and
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the sample points Yj . One may get rid of this term if considers a more tricky kernel, which can
reduce this correlation.
We proceed with upper bounds on the estimation of the manifold M∗.
Theorem 2. Assume conditions of Theorem 1. Consider the piecewise linear manifold estimate
M̂ =
{
X̂i + hKΠ̂
(K)
i u : 1 6 i 6 n, u ∈ B(0, 1) ⊂ RD
}
,
where Π̂
(K)
i is a projector onto d-dimensional space obtained on the K-th iteration of Algorithm
1. Then, as long as hK & (log n/n)1/d, on an event with probability at least 1 − (5K + 5)/n , it
holds
dH(M̂,M∗) . h2K +
√
(h4K ∨M2) log h−1K
nhdK
.
In particular, if a and K are chosen such that hK 
(
(log n/n)1/d ∨ (M2/n log n)1/(d+4)) , then
dH(M̂,M∗) .
(
log n
n
) 2
d
∨
(
M2 log n
n
) 2
d+4
.
Theorem 2 shows that our procedure achieves the classical rate, where the bias and the variance
terms correspond to the best one can hope for when deals with the locally linear estimator. In the
case of small noise (M 6 n−2/d), the result of Theorem 2 matches the lower bound obtained in
Aamari and Levrard [2019]. It is not surprising, because in Aamari and Levrard [2019] the authors
showed that in the case of small noise a piecewise linear estimate, based on local PCA, achieves
the optimal rate. Our algorithm acts in a similar manner and the only significant difference is
hidden in the weights. However, if the noise is very small, there is no need to adjust the weights,
so local PCA and SAME behave comparably in this regime.
Remark 3. The assumption (A2) in Theorems 1 and 2 can be a bit relaxed. Namely, the noise
should not be necessarily perpendicular. The result still holds if there exists a constant α > 0,
such that
E(ε |X) = 0, ‖(ε |X)‖ 6M < κ, ‖Π(X)(ε |X)‖ 6 αMh (A2’)
with h .
(
(n/ log n)−1/d ∨ (n/(M2 log n))−1/(d+4)), and the inequalities hold almost surely. In
this case, one has to replace ∆ by (∆+α) in the conditions and proofs of Theorems 1 and 2 and
all the lemmas.
The result of Theorem 2 cannot be improved for the case of general additive noise, which fulfils
the assumption (A2’). We justify this discussion by the following theorem.
Theorem 3. Let M˜ dκ be a class of compact, connected C2 manifolds, contained in a ball B(0, R) ,
with a reach, bounded below by κ , and a dimension d :
M˜ dκ =
{M⊂ RD :M is a compact, connected manifold,
M∈ C2,M⊆ B(0, R), reach (M) > κ, dim(M) = d < D} .
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Suppose that in the model (1) X has a density qM(x). Let Pκ,d,q0,α,M denote a class of all such
distributions of Y (generated from the model (1)) that supp(qM) =M∈ M˜ dκ, qM(x) > q0 for all
x ∈ supp(qM) and ε fulfils the assumption (A2’) with the constants M and α = κ−1. Then
inf
M̂
sup
PM∗∈Pκ,d,q0,α,M
EPM∗d
2
H(M̂,M∗) &
(
M2κ2
n
) 4
d+4
, (4)
where the infinum is taken with respect to all measurable functions of the sample Yn.
Remark 4. In Theorem 3 we omit the requirement that the manifold must have no boundary.
However, one can prove a similar result for the classM dκ instead of M˜
d
κ using essentially the same
construction as in the proof of Theorem 3, so the lower bound in Theorem 3 is not a boundary
effect. Nevertheless, we get rid of the assumption about the boundary for the ease of exposure.
Theorem 3, together with Theorem 7 from Aamari and Levrard [2019], where the authors
managed to prove the lower bound EdH(M̂,M∗) & n−2/d, yields that SAME is minimax optimal
up to a logarithmic factor. The lower bound (4) is different from the currently known results on
manifold estimation from Genovese et al. [2012a], Kim and Zhou [2015] and Aamari and Levrard
[2019], where the authors studied a perpendicular noise fulfilling (A2). In Genovese et al. [2012a]
and Kim and Zhou [2015], the authors focused on the case of uniform noise and proved that the
rate (M log n/n)2/d+2 is minimax under Hausdorff loss for this case. In Aamari and Levrard [2019],
a case of a general perpendicular noise was considered but the authors also used a uniform noise
in the construction of the lower bounds, so they proved that dH(M̂,M∗) & (M/n)k/(d+k)∨n−k/d
if M∗ is a Ck-manifold and reach (M∗) > κ. All these results are also valid in the case when
the noise fulfils (A2’). However, Theorem (3) guarantees that if one allows tiny deviations of εi’s
in tangent directions then the problem of manifold estimation becomes harder and this fact is
reflected in the minimax rates of convergence.
6. Proofs
This section collects the proof of the main results.
6.1. Proof of Theorem 1
The proof of Theorem 1 is given in several steps. First, we show that the adjusted weights wij(Πi)
are informative, i.e. significant weights correspond only to points Xj , which are close to Xi .
Lemma 1. Let Πi be any projector, such that ‖Πi −Π(Xi)‖ 6 ∆h . Assume that
∆h+
4M
κ
6 1
2
.
Then for any i and j , such that ‖Yi − Yj‖ 6 0.5κ , it holds
1
2
‖Πi(Yi − Yj)‖ − 2M∆h 6 ‖Xi −Xj‖ 6 2‖Πi(Yi − Yj)‖+ 4M∆h,
provided that the sample size n is sufficiently large.
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Second, we prove the regularity of the design points in the following sense.
Lemma 2. Fix any i from 1 to n and let Πi be any projector, such that ‖Πi−Π(Xi)‖ 6 ∆h ,
where h < h0 and
∆h+
4M
κ
6 1
2
.
Suppose that h0 is chosen in a such way that h0 6 0.5τ . Then, on an event with probability at
least 1− n−1 , it holds
n∑
j=1
wij(Πi) > C ′nhd (5)
with an absolute constant C ′ > 0 .
Now, we are ready to make the main step in the proof of Theorem 1.
Lemma 3. Assume conditions of Theorem 1. Let Π1, . . . ,Πn be any projectors, such that
‖Πi −Π(Xi)‖ 6 ∆h < 0.25 and h < h0. Suppose that n > N∆ , where N∆ is a constant,
depending on ∆ . Let wij(Πi) , 1 6 i, j 6 n , be the localizing weights, computed according to
(3). Then, on an event with probability at least 1− 2n−1 , it simultaneously holds
max
16i6n
∥∥∥∥∥∥
n∑
j=1
wij(Πi)(Yj −Xi)
∥∥∥∥∥∥
. (M∆ ∨ h)nhd+1 +
√
(h2 ∨M2)nhd log h−1 ,
max
16i6n
∥∥∥∥∥∥
n∑
j=1
wij(Πi)
(
(I −Π(Xi))(Yj −Xi)
)∥∥∥∥∥∥
. nhd+2 +
√
(h4 ∨M2)nhd log h−1 ,
where the hidden constants do not depend on ∆ .
Proof of Lemma 3 is moved to Appendix C. From now, we are working on the event, on which
(5) holds with h = hk. Note that
‖X̂(k)i −Xi‖ =
∥∥∥∥∥∥∥∥
n∑
j=1
w
(k)
ij Yj
n∑
j=1
w
(k)
ij
−Xi
∥∥∥∥∥∥∥∥ =
∥∥∥∥∥ n∑j=1w(k)ij (Yj −Xi)
∥∥∥∥∥
n∑
j=1
w
(k)
ij
and
d(X̂
(k)
i , {Xi} ⊕ TXiM∗) =
∥∥∥X̂(k)i −Xi −Π(Xi)(X̂(k)i −Xi)∥∥∥
=
∥∥∥∥∥ n∑j=1w(k)ij (Yj −Xi −Π(Xi)(Yj −Xi))
∥∥∥∥∥
n∑
j=1
w
(k)
ij
.
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Here we used the fact that the projection of a point x onto the tangent plane {Xi} ⊕ TXiM∗ is
given by
pi{Xi}⊕TXiM∗(x) = x−Xi −Π(Xi)(x−Xi).
Then Lemma 3 and Lemma 2 immediately yield that, if we have max
16i6n
‖Π̂(k)i −Π(Xi)‖ 6 ∆hk
on the k -th iteration with probability at least 1− (5k + 1)/n, then
max
16i6n
‖X̂(k)i −Xi‖ 6 β1
(
(M∆hk ∨ h2k) +
√
(h2k ∨M2) log h−1k
nhdk
)
, (6)
max
16i6n
d(X̂
(k)
i , {Xi} ⊕ TXiM∗) 6 β2
(
h2k +
√
(h4k ∨M2) log h−1k
nhdk
)
with probability at least 1 − (5k + 1)/n − 3/n = 1 − (5k + 4)/n . It only remains to check that
the projector estimates Π̂
(k+1)
1 , . . . , Π̂
(k+1)
n also satisfy
max
16i6n
‖Π̂(k+1)i −Π(Xi)‖ . hk+1
with high probability. The precise statement is given in the following lemma.
Lemma 4. Assume conditions of Theorem 1. Let Ωk be an event, such that on this event it
holds
max
16i6n
‖X̂(k)i −Xi‖ . hk +
√
(h2k ∨M2) log h−1k
nhdk
,
max
16i6n
d(X̂
(k)
i , {Xi} ⊕ TXiM∗) . h2k +
√
(h4k ∨M2) log h−1k
nhdk
.
Then, with probability at least P(Ωk)− 2n−1, it holds
max
16i6n
‖Π̂(k+1)i −Π(Xi)‖ . hk + h−1k
√
(h4k ∨M2) log h−1k
nhdk
.
The proof of Lemma 4 can be found in Appendix D. From the derivations before Lemma
4, the event Ωk from Lemma 4 has probability at least 1 − (5k + 4)/n. Note that, if hk >(
(n/ log n)−1/d ∨ (n/(M2 log n))−1/(d+4)) , as given in the conditions of Theorem 1, then the bias
term is dominating, i.e.
hk + h
−1
k
√
(h2k ∨M2) log h−1k
nhdk
6 2hk = 2ahk+1.
Clearly, we have a contraction. Starting from a “bad” projector Π
(k)
i , which differs from Π(Xi)
in the spectral norm by ∆hk, where the constant ∆ may be arbitrarily large, on the next iteration
we have a projector Π
(k+1)
i , such that ‖Π(k+1)i −Π(Xi)‖ 6 chk with an absolute constant c,
which is smaller than ∆. Finally, the claim of Theorem 1 follows from the union bound and
the fact, that on each iteration the conditions of Lemma 3 and Lemma 4 will be fulfilled for
Xi = X̂
(k)
i , Πi = Π̂
(k)
i .
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6.2. Proof of Theorem 2
Fix any x ∈ M̂ By definition of M̂ , there exist i and u ∈ B(0, 1) , such that
x = X̂i + hKΠ̂
(K)
i u .
Lemma 2, Lemma 3, Lemma 4 and the union bound imply that
max
16i6n
d(X̂i, {Xi} ⊕ TXiM∗) . h2K +
√
(h4K ∨M2) log h−1K
nhdK
on an event with probability at least 1 − (5K + 4)/n . Moreover, Lemma 4 yields that on this
event
max
16i6n
‖Π̂(K)i −Π(Xi)‖ . hK + h−1K
√
(h4K ∨M2) log h−1K
nhdK
.
Recall that piM (x) denotes the projection of x onto a closed set M. Using the result Lemma 4,
we immediately obtain
d(x, {Xi} ⊕ TXiM∗) = inf
v∈Rd
‖X̂i + hKΠ̂
(K)
i u−Xi −Π(Xi)v‖
6 d(X̂i, {Xi} ⊕ TXiM∗)
+ inf
v∈Rd
∥∥∥∥pi{Xi}⊕TXiM∗ (X̂i)+ hKΠ̂(K)i u−Xi −Π(Xi)v
∥∥∥∥
= d(X̂i, {Xi} ⊕ TXiM∗) + inf
v∈Rd
‖hKΠ̂
(K)
i u−Π(Xi)v‖
6 d(X̂i, {Xi} ⊕ TXiM∗) + ‖hKΠ̂
(K)
i u− hKΠ(Xi)u‖
6 d(X̂i, {Xi} ⊕ TXiM∗) + hK‖Π̂
(K)
i −Π(Xi)‖
. h2K +
√
(h4K ∨M2) log h−1K
nhdK
.
Next, note that, ‖x− X̂i‖ 6 hK and, due to Theorem 1, we have
‖pi{Xi}⊕TXiM∗ (x)−Xi‖ 6 ‖x−Xi‖ 6 ‖x− X̂i‖+ ‖X̂i −Xi‖
. hK +
√
(h2K ∨M2) log h−1K
nhdK
. hK .
The last inequality follows from the fact that hK >
(
(n/ log n)−1/d ∨ (n/(M2 log n))−1/(d+4))
due to the conditions of Theorem 1. Since M∗ is a C2-manifold, it holds
d(pi{Xi}⊕TXiM∗ (x) ,M∗) . ‖pi{Xi}⊕TXiM∗ (x)−Xi‖2 . h2K .
Finally, we obtain
d(x,M∗) 6 d(x, {Xi} ⊕ TXiM∗) + d(pi{Xi}⊕TXiM∗ (x) ,M∗)
. h2K +
√
(h4K ∨M2) log h−1K
nhdK
.
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Thus, M̂ ⊆M∗ ⊕ B(0, r) with
r . h2K +
√
(h4K ∨M2) log h−1K
nhdK
.
It remains to prove that M∗ ⊆ M̂ ⊕ B(0, r) with the same r . Fix x ∈ M∗ . Note that there
exist constants c1 and r0 , such that
PX∼U(M∗) (X /∈ B(x, r)) 6 1− c1rd 6 e−c1r
d
, ∀r < r0
Let Nε(M∗) stand for an ε -net of M∗ . It is known (see, for example, Genovese et al. [2012a],
Lemma 3) that |Nε(M∗)| . ε−d . Then
P (∃x ∈M∗ : ∀ i Xi /∈ B(x, 2ε))
6 P (∃x ∈ Nε(M∗) : ∀ i Xi /∈ B(x, ε))
6
∑
x∈Nε(M∗)
P (∀ i Xi /∈ B(x, ε)) . ε−de−c1nεd .
This implies that with probability at least 1− 1/n
sup
x∈M∗
min
16i6n
‖x−Xi‖ .
(
log n
n
) 1
d
.
Theorem 4.18 in Federer [1959] implies that on the same event
sup
x∈M∗
min
16i6n
d(x, {Xi} ⊕ TXiM∗) .
(
log n
n
) 2
d
.
Now, fix any x ∈ M∗ . Without loss of generality, assume that min
16i6n
d(x, {Xi} ⊕ TXiM∗) is
attained with i = 1 . Let pi{Xi}⊕TX1M∗ (x) be the projection of x onto the tangent plane {Xi}⊕
TX1M∗ . It is clear that ∥∥∥pi{Xi}⊕TX1M∗ (x)−X1∥∥∥ . ( log nn
) 1
d
6 hK
2
.
Then there exists u ∈ B(0, 1) , such that∥∥∥∥X̂1 + hKΠ̂(K)i u− piTX1M∗ (x)∥∥∥∥ . h2K +
√
(h4K ∨M2) log h−1K
nhdK
.
Thus,
d(x, M̂) .
(
log n
n
) 2
d
+ h2K +
√
(h4K ∨M2) log h−1K
nhdK
. h2K +
√
(h4K ∨M2) log h−1K
nhdK
.
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6.3. Proof of Theorem 3
Without loss of generality, we assume D = d+1. Let Z = {(z1, . . . , zd, 0) : (z1, . . . , zd) ∈ B(0, R)}.
We construct manifolds in the following way. Let ψ : Rd → R be a smooth function, such that
maxu ψ(u) = ψ(0) = 1, ψ(u) = 0 for any u /∈ B(0, 1) and supu ‖∇2ψ(u)‖ 6 L for an absolute
constant L. For any |θ| < Bh, introduce a manifold
Mθ =
{
z + θhψ
( z
h
)
ed+1 : z ∈ Z
}
,
where the vector eiis the i-th vector of the canonical basis in Rd+1 with the components e(j)i =
1(i = j). One can notice that, if θ 6= 0,Mθ differs from Z only on the set B(0, h) andM0 coincides
with Z. In other words, we consider a family of manifolds with a small bump in the center of Z.
Show that the family of manifolds M ◦κ = {Mθ : |θ| < h/(κL)} with h = (M2/n log n)2/(d+4) is
contained in the class M˜ dκ , introduced in Theorem 3. It is clear thatMθ is a compact, connected,
smooth d-dimensional manifold. The most important part is to check that the reach of Mθ is
not less than κ. For this purpose, we use Theorem 4.18 from Federer [1959], which states that
reach (M) > κ if and only if for any x, x′ ∈M it holds d(x′, {x} ⊕ TxM) 6 ‖x− x′‖2/(2κ). Fix
arbitrary θ, |θ| < (κL)−1h. Introduce fθ(z) = z + θhψ(z/h)ed+1, z ∈ Z. Then for any x ∈ Mθ
the exists unique z ∈ Z, such that x = fθ(z). By the construction, the inverse function to fθ(z),
z ∈ Z, is given by f−1θ (x) = Π0x, where Π0 is the projector onto the linear span of e1, . . . , ed.
Moreover, the unit normal to Mθ at the point x = fθ(z) is given by
νθ(z) = C
−1
θ
(−θ(∇ψ(z/h))T , 1)T , (7)
where
Cθ =
√
1 + θ2‖∇ψ(z/h)‖2 .
Fix arbitrary x = fθ(z), x0 = fθ(z0) ∈Mθ and check that∣∣νTθ (z0)(x− x0)∣∣ = ∣∣νTθ (z0)(fθ(z)− fθ(z0))∣∣ 6 ‖z − z0‖22κ 6 ‖x− x0‖22κ .
The first and the last inequalities are obvious. It remains to check the second inequality. It holds∣∣νTθ (z0)(fθ(z)− fθ(z0))∣∣
= C−1θ
∣∣−θ∇ψT (z0/h)(z − z0) + θh(ψ(z/h)− ψ(z0/h))∣∣
6
∣∣−θ∇ψT (z0/h)(z − z0) + θh(ψ(z/h)− ψ(z0/h))∣∣
6 θL‖z − z0‖
2
2h
6 ‖z − z0‖
2
2κ
.
Here we used Taylor’s expansion of ψ up to the second order and the fact that ‖∇2ψ‖ 6 L.
Now, we are going to describe distributions of X and ε in the model (1). Let a random
element Z have a uniform distribution on Z. For any fixed θ, we take X = fθ(Z), where fθ(z) =
z+ θhψ(z/h)ed+1, z ∈ Z. Denote a volume of the set Z by VZ . Again, using the fact that, by the
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construction, the inverse function to fθ(z), z ∈ Z, is given by f−1θ (x) = Π0x, the density qθ(x)
of X is defined by the formula
qθ(x) =
1
VZ
(
det∇fθ(f−1θ (x))
)−1
(8)
=
1
VZ
(
det
(
I + θ∇ψ
(
Π0x
h
)
eTd+1
))−1
.
Due to the smoothness of the function ψ, the spectral norm ‖∇ψeTd+1‖ is bounded, and, provided
that n is sufficiently large (i. e. the bandwidth h is sufficiently small), one has qθ(x) > q0 for any
x ∈ Mθ and |θ| 6 h/(κL), where q0 is an absolute constant. Next, we describe the conditional
distribution of Y given X. We generate Y from the model
Y = X + ξed+1, X ∈Mθ, (9)
where P(ξ = 0.5M − X(d+1)|X) = η(X),P(ξ = −0.5M − X(d+1)) = 1 − η(X), η = η(X) =
1/2 +X(d+1)/M and X(d+1) is the (d+ 1)-th component of X. Note that Y belongs either to the
setM+ = {(z1, . . . , zd, 0.5M) : (z1, . . . , zd) ∈ B(0, R)} or to the setM− = {(z1, . . . , zd,−0.5M) :
(z1, . . . , zd) ∈ B(0, R)}. It remains to check the condition (A2’). First, note that the noise magni-
tude is not greater than 0.5M + h2/(κL), which is less than M if n is sufficiently large. Second,
using the expression (7) of the unit normal to Mθ at the point x = fθ(z), we have
‖ξΠ(fθ(z))ed+1‖2 = |ξ|2 − |ξeTd+1νθ(z)|2
= |ξ|2 − |ξ|
2
1 + θ2‖∇ψ(z/h)‖2
=
|ξ|2θ2‖∇ψ(z/h)‖2
1 + θ2‖∇ψ(z/h)‖2 6 L
2|ξ|2θ2 6 M
2h2
κ2
,
and (A2’) holds. Here we used the fact that for any u ∈ B(0, 1)
‖∇ψ(u)‖ = ‖∇ψ(u)−∇ψ(0)‖ 6 max
u′∈B(0,1)
‖∇2ψ(u′)‖‖u‖ 6 L .
The family of manifolds M ◦κ = {Mθ : |θ| 6 h/(κL)} is clearly parametric and the estimation
of the true manifold can be reduced to the estimation of the parameter θ. Let θ̂ be an arbitrary
estimate of θ. Then we prove that
inf
X̂
sup
|θ|6Bh
Eθ(θ̂ − θ)2 > CVZ
M−2nhd+2 + κ2L2h−2
(10)
with a constant CVZ depending on VZ . Throughout the proof, we write Eθ for the expecta-
tion with respect to the probability measure, induced by the parameter θ. The choice h =
(M2κ2L2/n)1/(d+4) yields
inf
θ̂
sup
|θ|6Bh
Eθ(θ̂ − θ)2 > CVZ
(
M2κ2L2
n
) 2
d+4
. (11)
Now we demonstrate how the lower bound (11) implies (4). Let M̂ be an arbitrary estimate
of Mθ. Consider an estimate
θ̂ ∈ argmin
|θ′|<h/(κL)
dH(M̂,Mθ′) .
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If
Eθd2H(M̂,Mθ̂) >
CVZ
4
(
M2κ2L2
n
) 4
d+4
,
then
Eθd2H(M̂,Mθ) > Eθd2H(M̂,Mθ̂) >
CVZ
4
(
M2κ2L2
n
) 4
d+4
.
Now suppose that
Eθd2H(M̂,Mθ̂) <
CVZ
4
(
M2κ2L2
n
) 4
d+4
.
Since ∇ψ(0) = 0, for any θ the normal to Mθ at the point fθ(0) is parallel to ed+1. Then the
projection of the point fθ̂(0) ∈ Mθ̂ onto the manifold Mθ is fθ(0). The distance between these
two points is |θ − θ̂|h. Then
Eθd2H(Mθ,Mθ̂) > Eθ(θ − θ̂)2h2 > CVZ
(
M2κ2L2
n
) 4
d+4
.
On the other hand, we have
Eθd2H(Mθ,Mθ̂) 6 Eθ
(
dH(Mθ̂,M̂) + EθdH(M̂,Mθ)
)2
6 2Eθd2H(Mθ̂,M̂) + 2Eθd2H(M̂,Mθ) ,
and therefore,
Eθd2H(M̂,Mθ) >
1
2
Eθd2H(Mθ,Mθ̂)− Eθd2H(Mθ̂,M̂)
> CVZ
4
(
M2κ2L2
n
) 4
d+4
,
and the claim of Theorem 3 follows.
It remains to prove (10) to finish the proof. The main ingredient we use is the van Trees
inequality (see L Van Trees [1968], p. 72, and Gill and Levit [1995]). Choose a density λ of a prior
distribution on the set of parameters {θ ∈ R : |θ| 6 h/(κL)} of the form
λ(θ) =
κL
h
λ0
(
κLθ
h
)
,
where λ0 is an arbitrary distribution, satisfying the regularity assumptions from Gill and Levit
[1995]. In particular, λ0 is supported on [−1, 1], so the support of λ is contained in [−h/(κL), h/(κL)].
We will write Eλ for the expectation with respect to the density λ. Then for any estimate θ̂ it
holds
sup
|θ|6h/(κL)
Eθ(θ̂ − θ)2 > Eλ,θ(θ̂ − θ)2 > 1
nEλI(θ) + I(λ) , (12)
where
I(θ) = Eθ
(
∂ log pθ(Y )
∂θ
)2
is a Fischer information of one observation, pθ(y) is the density of Y and
I(λ) = Eλ
(
∂ log λ(θ)
∂θ
)2
=
∫
|θ|6h/(κL)
(λ′(θ))2
λ(θ)
dθ .
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The density of Y is given by the formula
log pθ(y) =
log
(
1 + 2θhM ψ
(
y˜
h
))
− log(2VZ), y = (y˜,M) ∈M+,
log
(
1− 2θhM ψ
(
y˜
h
))
− log(2VZ), y = (y˜,−M) ∈M−.
Then we have
∂ log pθ(y, z)
∂θ

(
1 + 2θhM ψ
(
y˜
h
))−1
2h
M ψ
(
y˜
h
)
, y = (y˜,M) ∈M+,
−
(
1− 2θhM ψ
(
y˜
h
))−1
2h
M ψ
(
y˜
h
)
, y = (y˜,−M) ∈M−.
Then
I(θ) = Eθ
(
∂ log pθ
∂θ
)2
=
2h2
M2VZ
∫
‖z‖6h
(
1 +
2θh
M
ψ
( z
h
))−1
ψ2
( z
h
)
dz
+
2h2
M2VZ
∫
‖z‖6h
(
1− 2θh
M
ψ
( z
h
))−1
ψ2
( z
h
)
dz
=
4h2
M2VZ
∫
‖z‖6h
(
1− 4θ
2h2
M2
ψ2
( z
h
))−1
ψ2
( z
h
)
dz
=
hd+2
M2VZ
∫
‖u‖61
(
1− 4θ
2h2
M2
ψ2(u)
)−1
ψ2(u)du . h
d+2
M2
,
and we have
EλI(θ) =
∫
|θ|6h/(κL)
I(θ)λ(θ)dθ = κL
h
∫
|θ|6h/(κL)
I(θ)λ0
(
κLθ
h
)
dθ (13)
=
∫
|u|61
I
(
hu
κL
)
λ0(u)du .
hd+2
M2
,
and
I(λ) = Eλ ((log λ(θ))′)2 =
∫
|θ|6h/(κL)
(λ′(θ))2
λ(θ)
dθ (14)
=
κ3L3
h3
∫
|θ|6h/(κL)
(
λ′0
(κLθ
h
))2
λ0
(κLθ
h
) dθ . κ2L2h−2 .
Plugging (13), (14) into the van Trees inequality (12), we finally obtain
inf
θ̂
sup
|θ|6Bh
Eθ(θ̂ − θ)2 & 1
M−2nhd+2 + κ2L2h−2
.
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Appendix A: Proof of Lemma 1
We have
‖Xj −Xi −Πi(Yj − Yi)‖
6 ‖Xj −Xi −Πi(Xj −Xi)‖+ ‖Πi(εj − εi)‖
6 ‖Xj −Xi −Π(Xi)(Xj −Xi)‖
+ ‖Πi −Π(Xi)‖‖Xj −Xi‖+ ‖Πi(εj − εi)‖ .
Theorem 4.18 in Federer [1959] yields
‖Xj −Xi −Π(Xi)(Xj −Xi)‖ 6 ‖Xj −Xi‖
2
2κ
.
Consider the term ‖Πi(εj − εi)‖. It holds
‖Πi(εj − εi)‖ 6 ‖Πiεj‖+ ‖Πiεi‖
= ‖(Πi −Π(Xj))εj‖+ ‖(Πi −Π(Xi))εi‖
6M‖Πi −Π(Xj)‖+M‖Πi −Π(Xi)‖
6 2M‖Πi −Π(Xi)‖+M‖Π(Xj)−Π(Xi)‖ .
Let Π(x) and Π(x′) be the projectors onto linear subspaces Tx(M∗) and Tx′(M∗) respectively.
Then the spectral norm ‖Π(x)−Π(x′)‖ can be bounded as follows
‖Π(x)−Π(x′)‖ = ‖Π(x)−Π(x)Π(x′) +Π(x)Π(x′)−Π(x′)‖
6 ‖Π(x)(I −Π(x′))‖+ ‖(I −Π(x))Π(x′)‖ .
Consider the latter term. The former one can be bounded in a similar way. Introduce the ma-
trices T (x),T (x′) ∈ RD×d, such that T T (x)T (x) = T T (x′)T (x′) = Id and Π(x) = T (x)T T (x),
Π(x′) = T (x′)T T (x′). Then
‖(I −Π(x))Π(x′)‖ = sup
‖u‖=1
‖(I −Π(x))T (x′)T T (x′)u‖
6 sup
‖u‖61
‖(I −Π(x))T (x′)u‖ = ‖(I −Π(x))T (x′)‖,
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where we used the fact that ‖T T (x′)u‖ = ‖Π(x′)u‖ 6 ‖u‖ = 1. The definition of the angle
between tangent spaces (see e.g. Niyogi et al. [2008], Proposition 6.2) yields that for any u,
‖u‖ = 1, it holds
‖Π(x)T (x′)u‖ = ‖T T (x)T (x′)u‖ = max
‖v‖=1
|vTT T (x)T (x′)u|
> min
‖u‖=1
max
‖v‖=1
|vTT T (x)T (x′)u| = cos∠(TxM∗, Tx′M∗) .
Denote the angle between tangent spaces TxM∗ and Tx′M by φ. Then
‖(I −Π(x))T (x′)‖2 = sup
‖u‖=1
‖(I −Π(x))T (x′)u‖2
= sup
‖u‖=1
(‖T (x′)u‖2 − ‖Π(x)T (x′)u‖2)
6 1− cos2 φ = sin2 φ .
Lemma 3.5 and Lemma 2.5 from Boissonnat et al. [2018] yield
φ 6 dM∗(x, x
′)
κ
6 2 arcsin ‖x− x
′‖
2κ
,
where dM∗(x, x′) stands for the shortest length path between x and x′ along the manifold M∗.
Using the inequality,
arcsin
2t
pi
6 t, ∀ t ∈
[
0,
pi
2
]
,
we conclude that
φ 6 pi
2
· ‖x− x
′‖
κ
6 2‖x− x
′‖
κ
, ∀ ‖x− x′‖ 6 2κ .
Thus,
‖(I −Π(x))Π(x′)‖ 6 sinφ 6 2‖x− x
′‖
κ
.
Applying the same argument to the term ‖Π(x)(I −Π(x′))‖, one obtains
‖Π(x)−Π(x′)‖ 6 4‖x− x
′‖
κ
, ∀x, x′ : ‖x− x′‖ 6 2κ .
Taking into account that ‖Πi −Π(Xi)‖ 6 ∆h, we conclude
‖Xj −Xi −Πi(Yj − Yi)‖ 6 ‖Xj −Xi‖
2
2κ
+∆h‖Xj −Xi‖ (15)
+ 2M∆h+
4M‖Xi −Xj‖
κ
.
Using the triangle inequality
‖Xi −Xj‖ − ‖Πi(Yi − Yj)‖ 6 ‖Xj −Xi −Πi(Yj − Yi)‖
and solving the quadratic inequality
‖Xi −Xj‖ − ‖Πi(Yi − Yj)‖ 6 ‖Xj −Xi‖
2
2κ
+∆h‖Xj −Xi‖
+ 2M∆h+
4M‖Xi −Xj‖
κ
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with respect to ‖Xi −Xj‖, we obtain
‖Xi −Xj‖ 6 ‖Πi(Yi − Yj)‖+ 2M∆h
1−∆h− 4M/κ 6 2‖Πi(Yi − Yj)‖+ 4M∆h .
On the other hand, from (15) we have
‖Xi −Xj‖ − ‖Πi(Yi − Yj)‖ > −‖Xj −Xi‖
2
2κ
−∆h‖Xj −Xi‖
− 2M∆h− 4M‖Xi −Xj‖
κ
.
If
‖Xi −Xj‖2
2κ
+∆h‖Xi −Xj‖+ 4Mκ ‖Xi −Xj‖+ 2M∆h 6
‖Πi(Yj − Yi)‖
2
,
then ‖Xi −Xj‖ > 0.5‖Πi(Yj − Yi)‖. Otherwise, it holds
‖Xi −Xj‖
> κ
−∆h− 4M
κ
+
√(
∆h+
4M
κ
)2
+
‖Πi(Yi − Yj)‖ − 4M∆h
κ
 ,
Introduce a function g(t) =
√
a2 + t− a, a > 0, t > −a2. The function g(t) is concave, increasing
and g(0) = 0. Therefore, for any t0 and any t ∈ [0, t0] it holds
g(t) > g(t0)
t
t0
.
Taking a = ∆h+ 4M/κ and t0 = κ, we immediately obtain
‖Xi −Xj‖ >
−∆h− 4M
κ
+
√(
∆h+
4M
κ
)2
+
κ − 4M∆h
κ

· (‖Πi(Yi − Yj)‖ − 4M∆h) .
Now it is easy to see that, if n is sufficiently large, then
‖Xi −Xj‖ > ‖Πi(Yi − Yj)‖
2
− 2M∆h .
Appendix B: Proof of Lemma 2
Show that for any Πi, such that ‖Πi −Π(Xi)‖ 6 ∆h, it holds
E(−i)wi1(Πi) > C1hd .
Due to Lemma 1, we have
‖Πi(Yi − Y1)‖ 6 2‖Xi −X1‖+ 4M∆h,
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which yields
E(−i)wi1(Πi) = E(−i)e−
‖Πi(Yi−Y1)‖2
h2 1 (‖Yi − Y1‖ 6 τ)
> E(−i)e−4M∆he−
4‖Xi−X1‖2
h2 1 (‖Xi −X1‖ 6 τ − 2M)
> 1
2|M∗|
∫
M∗
e−
4‖Xi−x‖2
h2 dx > 1
2|M∗|
∫
B(Xi,h)
e−
4‖Xi−x‖2
h2 dx
=
1
2|M∗|
∫
E−1(B(Xi,h))
e−
4‖EXi (p)−EXi (0)‖
2
h2
√
det g(p)dp .
Here we used the fact that, due to (A3), M tends to zero as n tends to infinity and, therefore,
e−4M∆h > 12 if n is sufficiently large, and, also, τ−2M > 0.5τ > h0 > h, if h0 is chosen sufficiently
small. Next, Lemma 1 in Aamari and Levrard [2019] yields
‖EXi(p)− EXi(0)− p‖ 6 C⊥‖p‖2 6 C⊥κ‖p‖ .
It is also holds det g(p) > 12 for any p ∈ E−1(B(Xi, h)). Then there exists a constant C ′, such that
E(−i)wi1(Πi) > 2C ′hd
Now, consider the sum
n∑
j=1
wij(Πi)
Given Yi, the weights wij(Πi) are conditionally independent and identically distributed. The
Bernstein’s inequality implies that
P(−i)
 n∑
j=1
wij(Πi) 6 C ′hd
 6 e− C′2nh2d2σ2+2C′hd/3 6 e−C′′nhd ,
and e−C
′′nhd 6 n−1 if n is sufficiently large. Therefore, with probability at least 1−n−1, it holds
n∑
j=1
wij(Πi) > C ′hd .
Appendix C: Proof of Lemma 3
Fix any i from 1 to n and denote E(−i)(·) ≡ E (·|(Xi, Yi)) and P(−i)(·) ≡ P (·|(Xi, Yi)). Also, let
Pi(∆h) be a set of projectors Π onto d-dimensional space, such that ‖Π−Π(Xi)|| 6 ∆h. First,
we study of the supremum of the empirical process
sup
Πi∈Pi(∆h)
∥∥∥∥∥∥
n∑
j=1
wij(Πi)(Yj −Xi)
∥∥∥∥∥∥ = supu∈B(0,1)
Πi∈Pi(∆h)
n∑
j=1
wij(Πi)u
T (Yj −Xi) .
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The rest of the proof can be summarized as follows. First, we fix u ∈ B(0, 1) and Πi ∈ Pi(∆h)
and bound the supremum of the expectation
sup
u∈B(0,1)
Πi∈Pi(∆h)
E(−i)
n∑
j=1
wij(Πi)u
T (Yj −Xi) .
Then we provide uniform bounds on
E(−i) sup
u∈B(0,1)
Πi∈Pi(∆h)
 n∑
j=1
wij(Πi)u
T (Yj −Xi)− E(−i)
n∑
j=1
wij(Πi)u
T (Yj −Xi)
 .
Finally, we derive large deviation results for
sup
u∈B(0,1)
Πi∈Pi(∆h)
n∑
j=1
wij(Πi)u
T (Yj −Xi)− E(−i) sup
u∈B(0,1)
Πi∈Pi(∆h)
n∑
j=1
wij(Πi)u
T (Yj −Xi).
As it was said earlier, we start with bounds on the expectation. The rigorous result is given in
the next lemma.
Lemma 5. Under conditions of Theorem 1 and Lemma 3, for any u ∈ B(0, 1) and Πi ∈Pi(∆h),
it holds
E(−i)
n∑
j=1
wij(Πi)u
T (Xj −Xi) . (M∆ ∨ h)nhd+1, (16)
E(−i)
n∑
j=1
wij(Πi)u
T (I −Π(Xi))(Xj −Xi) . nhd+2, (17)
E(−i)
n∑
j=1
wij(Πi)u
T εj . nhd+2, (18)
where the hidden constant does not depend on ∆.
The proof of Lemma 5 relies only on the Taylor expansion but requires some computations.
Therefore, it is moved to Appendix E. We continue with a uniform bound on the expectation
E sup
u∈B(0,1),
‖Πi−Π(Xi)‖6∆h
n∑
j=1
(
wij(Πi)u
TYj − Ewij(Πi)uTYj
)
.
Introduce the class of functions
Fi =
{
f(y) = K
(‖Πi(Yi − y)‖2
h2
)
1(‖Yi − y‖ 6 τ)uT (y −Xi) :
‖Πi −Π(Xi)‖ 6 ∆h, Yi ∈ B(Xi,M), u ∈ B(0, 1)
}
.
We use the same trick as in Gine´ and Koltchinskii [2006], Section 4. Note that the class
F (1)i =
{
f1(y) = ‖Πi(Yi − y)‖ : (19)
‖Πi −Π(Xi)‖ 6 ∆h, Yi ∈ B(Xi,M)
}
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is VC subgraph, because the stripe {y : ‖Π(Yi − y)‖ 6 t} is an intersection of a finite number of
halfspaces. Theorem 2.6.18 (viii) in van der Vaart and Wellner [1996] yields that the class
F˜ (1)i =
{
f1(y) = K
(‖Πi(Yi − y)‖2
h2
)
:
‖Πi −Π(Xi)‖ 6 ∆h, Yi ∈ B(Xi,M)
}
is also VC subgraph, since K(·) monotonously decreases. The class of balls
F (2)i =
{
f2(y) = 1(‖Yi − y‖ 6 τ) : (20)
‖Πi −Π(Xi)‖ 6 ∆h, Yi ∈ B(Xi,M)
}
and the class of hyperplanes
F (3)i =
{
f3(y) = u
T (y −Xi) : u ∈ B(0, 1)
}
are VC subgraph. The functions from the classes F˜ (1)i ,F (2)i and F (3)i are bounded by 1, 1 and
R+M respectively. Then there exist constants A and ν, depending only on the VC characteristics
of the classes F˜ (1)i ,F (2)i and F (3)i , such that
N (Fi, L2(P(−i)), δ) 6
(A
δ
)ν
,
where N (Fi, L2(P(−i)), δ) is the δ-covering number of Fi with respect to the L2(P(−i)) metric.
Theorem 2.2 from Gine´ and Guillou [2002] implies
E(−i) sup
f∈Fi
n∑
j=1
(
f(Yj)− E(−i)f(Yj)
)
6 Rσ
(√
n log
A
σ
∨ log A
σ
)
, (21)
with an absolute constant R and σ2 > supf∈F Varf(Y1). Lemma 1 yields
‖Xi −Xj‖2 6 4‖Πi(Yj − Yi)‖2 + 32M2∆2h2 .
Using this, we can derive
E(−i)e−
2‖Πi(Yj−Yi)‖2
h2 (uT (Yj −Xi))2
6 E(−i)e32M2∆2h2e−
‖Xj−Xi‖2
2h2 ‖Yj −Xi‖2
6 4E(−i)e−
‖Xj−Xi‖2
2h2 ‖Xj −Xi‖2 + 4E(−i)e−
‖Xj−Xi‖2
2h2 ‖εj‖2
6 4E(−i)e−
‖Xj−Xi‖2
2h2 ‖Xj −Xi‖2 + 4E(−i)e−
‖Xj−Xi‖2
2h2 M2 .
Here we used the fact that M = M(n) tends to zero as n tends to infinity and consequently
M2∆2h2 is small, if the sample size n is sufficiently large. Next, there exist absolute constants
B1 and B2, such that
E(−i)e−
‖Xj−Xi‖2
4h2 ‖Xj −Xi‖2 6 B1hd+2 ,
E(−i)e−
‖Xj−Xi‖2
4h2 6 B2hd .
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Therefore, we can take σ2 = B2(h2 ∨M2)hd with an absolute constant B. Thus, there exists a
constant CR,M,d, depending on R,M and d only (but not on ∆), such that
E(−i) sup
f∈Fi
n∑
j=1
(
f(Yj)− E(−i)f(Yj)
)
6 RB
√
(h2 ∨M2)nhd log A
B2(h2 ∨M2)hd .
Finally, we use the Talagrand’s concentration inequality Talagrand [1996] and obtain bounds on
large deviations of
sup
u∈B(0,1),
‖Πi−Π(Xi)‖6∆h
n∑
j=1
wij(Πi)u
T (Yj −Xi) .
More precisely, we use the version of Talagrand’s inequality from Bousquet [2002], where a devi-
ation bound with nice constants was derived. Denote
Zi = sup
f∈Fi
n∑
j=1
(f(Yj)− Ef(Yj)) .
Then Theorem 2.3 from Bousquet [2002] claims that, on an event with probability 1 − n−2, it
holds
Zi 6 EZi +
√
4v log n+
2 log n
3
,
with v = nσ2 + 2EZi and the same σ as in (21). This, together with (16) and (21), yields
sup
u∈B(0,1),
‖Πi−Π(Xi)‖6∆h
n∑
j=1
wij(Πi)u
T εj 6 B′
(
nhd+2 +
√
(h2 ∨M2)nhd log n
)
,
for a constant B′ on an event with probability at least 1 − n−2. The union bound implies that,
on an event with probability at least 1− n−1, it holds
max
16i6n
∥∥∥∥∥∥
n∑
j=1
wij(Πi)(Yj −Xi)
∥∥∥∥∥∥
6 B′
(
(M∆ ∨ h)nhd+1 +
√
(h2 ∨M2)nhd log n
)
.
The bound
max
16i6n
∥∥∥∥∥∥
n∑
j=1
wij(Πi)
(
(I −Π(Xi))(Yj −Xi)
)∥∥∥∥∥∥
. nhd+2 +
√
(h4 ∨M2)nhd log h−1
can be proven in a completely similar way, except that one can take σ2  hd(h4 ∨M2) in the
uniform expectation bounds and the Talagrand’s inequality. The reason for that is Theorem 4.18
in Federer [1959], which claims
‖(I −Π(Xi))(Xj −Xi)‖ 6 ‖Xj −Xi‖
2
2κ
,
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and then
E(−i)w2ij(Πi)
(
uT (I −Π(Xi))(Yj −Xi)
)2
6 E(−i)w2ij(Πi)‖(I −Π(Xi))(Yj −Xi)‖2
6 2E(−i)w2ij(Πi)‖(I −Π(Xi))(Xj −Xi)‖2
+ 2E(−i)w2ij(Πi)‖εj‖2 . nhd
(
κ−2h4 ∨M2) .
Other parts of the proof are exactly the same as in the first part.
Appendix D: Proof of Lemma 4
Throughout the proof of Lemma 4, we work on the event Ωk, on which (6) holds. Consider
Σ̂
(k)
i =
n∑
j=1
(X̂
(k)
j − X̂(k)i )(X̂(k)j − X̂(k)i )T1
(
‖X̂(k)j − X̂(k)i ‖ 6 γhk
)
.
Denote vij = 1
(
‖X̂(k)j − X̂(k)i ‖ 6 γhk
)
. Let
Zij = pi{Xi}⊕TXiM∗ (Xj) , 1 6 j 6 n,
Ẑ
(k)
ij = pi{Xi}⊕TXiM∗
(
X̂
(k)
j
)
, 1 6 j 6 n,
and introduce a matrix
Ξ̂
(k)
i =
n∑
j=1
vij(Ẑ
(k)
ij − Ẑ(k)ii )(Ẑ(k)ij − Ẑ(k)ii )T .
From the conditions of Lemma 4, we have
max
16j6n
‖Ẑ(k)ij − X̂(k)j ‖ 6 β2
(
h2k +
√
h4 ∨M2
nhdk
log h−1k
)
6 2β2h2k .
This yields
‖Σ̂(k)i − Ξ̂
(k)
i ‖
= sup
u∈B(0,1)
∣∣∣∣∣∣
n∑
j=1
vij
[
(uT (X̂
(k)
j − X̂(k)i ))2 − (uT (Ẑ(k)ij − Ẑ(k)ii ))2
]∣∣∣∣∣∣
6
n∑
j=1
vij
(
‖X̂(k)j − X̂(k)i ‖+ ‖Ẑ(k)ij − Ẑ(k)ii ‖
)
·
(
‖X̂(k)j − Ẑ(k)ij ‖+ ‖X̂(k)i − Ẑ(k)ii ‖
)
.
Since TXiM∗ is a convex set, then
‖Ẑ(k)ij − Ẑ(k)ii ‖ =
∥∥∥pi{Xi}⊕TXiM∗ (X̂(k)j )− pi{Xi}⊕TXiM∗ (X̂(k)i )∥∥∥
6 ‖X̂(k)j − X̂(k)i ‖ .
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Thus,
‖Σ̂(k)i − Ξ̂
(k)
i ‖ 6 8β2h2k
n∑
j=1
vij‖X̂(k)j − X̂(k)i ‖ 6 8γβ2h3k
n∑
j=1
vij .
Next, we are going to prove that, with probability at least 1− n−2,
n∑
j=1
vij 6
n∑
j=1
1 (‖Xj −Xi‖ 6 (γ + 4β1)hk) (22)
6 2C ′n(γ + 4β1)dhdk .
The first inequality follows from the fact that ‖X̂(k)i − X̂(k)j ‖ 6 γhk implies ‖Xi − Xj‖ 6 (γ +
4β1)hk. Next, we have
P(−i) (‖Xj −Xi‖ 6 (γ + 4β1)hk) = 1|M∗|
∫
‖x−Xi‖6(γ+4β1)hk
dx
=
1
|M∗|
∫
‖p‖6(γ+4β1)hk
√
det g(p)dp .
∫
‖p‖6(γ+4β1)hk
dp . (γ + 4β1)dhdk .
Thus, there exists a constant C, such that
P(−i) (‖Xj −Xi‖ 6 (γ + 4β1)hk) 6 C(γ + 4β1)dhdk .
Denote C ′ = C ∨ 16/3. The Bernstein’s inequality yields
P(−i)
 n∑
j=1
1 (‖Xj −Xi‖ 6 2γhk) > 2C ′nhdk
 6 e− (C′nhdk)22·(C′nhdk)+2/3·(C′nhdk)
= e−
3C′nhdk
8 6 e−2nhdk 6 e−2nhdK 6 1
n2
,
and then (22) holds. From now on, we are working on the event, on which (22) holds. On this
event, we have
‖Σ̂(k)i − Ξ̂
(k)
i ‖ 6 8γ(γ + 4β1)dβ2C ′nhd+3k . (23)
Now, consider the matrix Ξ̂
(k)
i . It is clear that all the eigenvectors of Ξ̂
(k)
i belong to the
linear space TXiM∗. Thus, Ξ̂
(k)
i has at most d non-zero eigenvalues. In what follows, we show
that the d-th largest eigenvalue of Ξ̂
(k)
i is non-zero and give a lower bound on the spectral gap
λd(Ξ̂
(k)
i )− λd+1(Ξ̂
(k)
i ). It holds
λd(Ξ̂
(k)
i )− λd+1(Ξ̂
(k)
i ) = min
u∈TXiM∗,‖u‖=1
n∑
j=1
vij(u
T (Ẑ
(k)
ij − Ẑ(k)ii ))2 .
Using the inequality
‖Ẑ(k)ij −Xj‖ 6 ‖Ẑ(k)ij − Zij‖+ ‖Xj − Zij‖
6 ‖X̂(k)j −Xj‖+ ‖Xj − Zij‖ 6 2β1hk +
‖Xj −Xi‖2
2κ
,
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we obtain that for any u it holds
(uT (Ẑ
(k)
ij − Ẑ(k)ii ))2 >
1
2
(uT (Xj −Xi))2 − 8β21h2k −
‖Xj −Xi‖4
2κ2
,
which yields
λd(Ξ̂
(k)
i )− λd+1(Ξ̂
(k)
i ) >
1
2
min
u∈B(0,1)∩TXiM∗
n∑
j=1
vij(u
T (Xj −Xi))2
− 8β21h2k
n∑
j=1
vij −
n∑
j=1
vij
‖Xj −Xi‖4
2κ2
(24)
> 1
2
min
u∈B(0,1)∩TXiM∗
n∑
j=1
vij(u
T (Xj −Xi))2
− 16C ′β21(γ + 4β1)dnhd+2k −
C ′(γ + 4β1)d+4nhd+4k
κ2
.
In the last inequality we used (22) and the fact that ‖Xi−Xj‖ 6 (γ+4β1)hk, if ‖X̂(k)i −X̂(K)j ‖ 6
γhk.
It remains to provide a lower bound for the sum
min
u∈B(0,1)∩TXiM∗
n∑
j=1
vij(u
T (Xj −Xi))2 .
Let Nε stand for a ε-net of the set B(0, 1) ∩ TXiM∗. It is known that |Nε| 6 (3/ε)d. Then, for
any t > 0, it holds minu∈B(0,1)∩TXiM∗
n∑
j=1
vij(u
T (Xj −Xi))2 < t

⊆
minu∈Nε
n∑
j=1
vij(u
T (Xj −Xi))2 < 2t+ 2ε2
n∑
j=1
vij‖Xi −Xj‖2
 (25)
⊆
⋃
u∈Nε

n∑
j=1
vij(u
T (Xj −Xi))2 < 2t+ 4C ′ε2(γ + 4β1)d+2nhd+2k
 .
Fix any u ∈ Nε and consider
P(−i)
 n∑
j=1
vij(u
T (Xj −Xi))2 < 2t+ 4C ′ε2(γ + 4β1)d+2nhd+2k
 .
Note that
n∑
j=1
vij(u
T (Xj −Xi))2
>
n∑
j=1
1 (‖Xi −Xj‖ 6 (γ − 4β1)hk) (uT (Xj −Xi))2,
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so it holds
P(−i)
 n∑
j=1
vij(u
T (Xj −Xi))2 < 2t+ 4C ′ε2(γ + 4β1)d+2nhd+2k

6 P(−i)
( n∑
j=1
1 (‖Xi −Xj‖ 6 (γ − 4β1)hk) (uT (Xj −Xi))2
< 2t+ 4C ′ε2(γ + 4β1)d+2nhd+2k
)
.
Given Xi, the random variables 1 (‖Xi −Xj‖ 6 hk) (uT (Xj −Xi))2, 1 6 j 6 n, are conditionally
independent and identically distributed, and expectation of each of them can be bounded below
by
E(−i)1 (‖Xi −X1‖ 6 (γ − 4β1)hk) (uT (X1 −Xi))2
> 1
4|M∗|
∫
M∗∩B(Xi,hk)∩{|uT (Xi−x)|> 12}
‖x−Xi‖2dx > c(γ − 4β1)d+2hd+2k .
At the same time, the variance of these random variables does not exceed
E(−i)1 (‖Xi −X1‖ 6 (γ − 4β1)hk) (uT (X1 −Xi))4
6 (γ − 4β1)4h4kP(−i)
(‖Xi −X1‖ 6 (γ − 4β1)hk)
6 C(γ − 4β1)d+4hd+4k 6 C ′(γ − 4β1)d+4hd+4k .
Again, using the Bernstein’s inequality, we obtain that for any t˜ it holds
P(−i)
( n∑
j=1
1 (‖Xi −Xj‖ 6 (γ − 4β1)hk) (uT (Xj −Xi))2
< nE(−i)1 (‖Xi −Xj‖ 6 (γ − 4β1)hk) (uT (Xj −Xi))2 − t˜
)
6 exp
{
− t˜
2
2nC ′(γ − 4β1)d+4hd+4k + 2(γ − 4β1)2h2k t˜/3
}
.
Take t˜ = δnE(−i)1 (‖Xi −Xj‖ 6 (γ − 4β1)hk) (uT (Xj −Xi))2. Then
exp
{
− t˜
2
2nC ′(γ − 4β1)d+4hd+4k + 2(γ − 4β1)2h2k t˜/3
}
6 exp
−
c2n2δ2(γ − 4β1)2d+4h2d+4k
2nC ′(γ − 4β1)d+4hd+4k +
2cnδ
3
(γ − 4β1)d+4hd+4k

= exp
−
nc2δ2(γ − 4β1)dhdk
2C ′ +
2cδ
3
 .
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Further, we will choose ε to be a constant, so the size |Nε| of the ε-net is not larger than (3/ε)d 6 n.
Choose δ satisfying the inequality
c2δ2(γ − 4β1)d
2C ′ +
2cδ
3
> 3 .
In particular,
δ =
2
c(γ − 4β1)d +
√
6C ′
c2(γ − 4β1)d
is a suitable choice. Then
exp
{
−nc
2δ2(γ − 4β1)dhdk
2C ′ + 2cδ3
}
6 e−3nhdk
6 e−3 logn 6 e−2 logn−log |Nε| = 1|Nε|n2 .
Thus, with probability at least 1− (|Nε|n2)−1, it holds
n∑
j=1
1 (‖Xi −Xj‖ 6 (γ − 4β1)hk) (uT (Xj −Xi))2
>
(
1− 2
c(γ − 4β1)d −
√
6C ′
c2(γ − 4β1)d
)
c(γ − 4β1)d+2hd+2k .
By the union bound, on an event with probability at least 1− n−2 it holds
min
u∈Nε
n∑
j=1
1 (‖Xi −Xj‖ 6 (γ − 4β1)hk) (uT (Xj −Xi))2 (26)
>
(
1− 2
c(γ − 4β1)d −
√
6C ′
c2(γ − 4β1)d
)
cn(γ − 4β1)d+2hd+2k
Then, due to (25) and (26), on this event
min
u∈B(0,1)∩TXiM∗
n∑
j=1
vij(u
T (Xj −Xi))2
> c
2
(
1− 2
c(γ − 4β1)d −
√
6C ′
c2(γ − 4β1)d
)
(γ − 4β1)d+2nhd+2k
− 2C ′ε2(γ + 4β1)d+2nhd+2k ,
and, together with (24), this yields
λd(Ξ̂i)− λd+1(Ξ̂i)
> c
4
(
1− 2
c(γ − 4β1)d −
√
6C ′
c2(γ − 4β1)d
)
(γ − 4β1)d+2nhd+2k
− C ′ε2(γ + 4β1)d+2nhd+2k − 16C ′β21(γ + 4β1)dnhd+2k
− C
′(γ + 4β1)d+4nhd+4k
κ2
.
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Take γ satisfying the inequalities
(γ − 4β1)d > 8
c
,
(γ − 4β1)d > 96C
′
c2
,
c
32
(γ − 4β1)d+2 > C ′ε2(γ + 4β1)d+2, (27)
c
32
(γ − 4β1)d+2 > 16C ′β21(γ + 4β1)d,
c
32
(γ − 4β1)d+2 > C
′(γ + 4β1)d+4h20
κ2
.
Note that such γ always exists if the constants ε and h0 are sufficiently small. Then
λd(Ξ̂i)− λd+1(Ξ̂i) > c
8
nhd+2k −
3c
32
nhd+2k =
c
32
nhd+2k . (28)
The Davis-Kahan sin θ theorem Davis and Kahan [1970] and the inequalities (23), (28) imply
that for a fixed i from 1 to n with probability at least 1− 2n−2 it holds
‖Π̂(k+1)i −Π(Xi)‖ 6
256γ(γ + 4β1)
dβ2C
′nhd+3k
cnhd+2k
= C˜hk
with C˜ = (256γ(γ + 4β1)
dβ2C
′)/c. Applying the union bound, we have that
max
16i6n
‖Π̂(k+1)i −Π(Xi)‖ 6 C˜hk
with probability at least 1− 2n−1, and the proof of Lemma 4 is finished.
Appendix E: Proof of Lemma 5
The proof of Lemma 5 is divided into three parts for the sake of convenience. On each step we
prove one of the inequalities (16), (17), (18). Throughout the proof we will use that, for any
h = h(n) > hK , it holds M3 = o(h2), n → ∞. This follows from the condition of Theorem 1,
which implies that
lim
n→∞
(M2/n)1/(d+4)
hK
= 0 ,
and from the assumption (A3). Indeed, we have
M3
h2
6 M
3
h2K
=
M3
(M2/n)2/(d+4)
· (M
2/n)2/(d+4)
h2K
= M (3d+8)/(d+4) · n2/(d+4) · (M
2/n)2/(d+4)
h2K
6 A · (M
2/n)2/(d+4)
h2K
→ 0, n→∞ .
Therefore M3/h2K → 0 as n→∞.
Step 1. First, consider the expression
E(−i)wij(Πi)uT (Xj −Xi) .
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Let rL = h
√
8L log h−1 with a constant L to be specified later. Then
E(−i)wij(Πi)uT (Xj −Xi) = E(−i)wij(Πi)uT (Xj −Xi)1 (Xj ∈ B(Xi, rL))
+ E(−i)wij(Πi)uT (Xj −Xi)1 (Xj /∈ B(Xi, rL)) .
Due to Lemma 1,
‖Xi −Xj‖2 6 8‖Πi(Yi − Yj)‖2 + 32M2∆2h2 , (29)
and, if Xj /∈ B(Xi, rL), we conclude
wij(Πi) 6 e−
‖Xi−Xj‖2
8h2
+4M2∆2 6 e4M2∆2hL 6 2hL .
Here we used the fact that, due to (A3), M = M(n) → 0, n → ∞. We see that outside the
ball B(Xi, rL), the weights wij(Πi) become very small, provided that the constant L is chosen
sufficiently large. It remains to consider the event {Xj ∈ B(Xi, rL)}. On this event ‖Yi − Yj‖ 6
2M + rL < τ , which yields
E(−i)wij(Πi)uT (Xj −Xi)1 (Xj ∈ B(Xi, rL))
= E(−i)e−
‖Πi(Yj−Yi)‖2
h2 uT (Xj −Xi)1 (Xj ∈ B(Xi, rL)) .
Using the Taylor’s expansion, one has
e−
‖Πi(Yj−Yi)‖2
h2 = e−
‖Xj−Xi‖2
h2 + e−
‖ξ‖2
h2
(‖Πi(Yj − Yi)‖2 − ‖Xj −Xi‖2
h2
)
, (30)
where ξ = θ(Xj −Xi) + (1− θ)Πi(Yi − Yj) for some θ ∈ (0, 1). Consider the first term in (30):
E(−i)e−
‖Xj−Xi‖2
h2 uT (Xj −Xi)1 (Xj ∈ B(Xi, rL))
=
∫
B(Xi,rL)
e−
‖x−Xi‖2
h2 uT (x−Xi)dx
=
∫
B˜(Xi,rL)
e−
‖EXi (p)−EXi (0)‖
2
h2 uT (EXi(p)− EXi(0))
√
det g(p)dp,
where EXi : TXiM∗ → M∗ denotes the exponential map at the point Xi, g(·) stands for the
metric tensor and B˜(Xi, rL) = E−1Xi (B(Xi, rL)). Introduce functions
ψXi(p) = EXi(p)− EXi(p)− p
and
ϕXi(p) = ‖ψXi(p)‖2 + 2pTψXi(p) .
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Thus, we obtain ∫
B˜(Xi,rL)
e−
‖EXi (p)−EXi (0)‖
2
h2 uT (EXi(p)− EXi(0))
√
det g(p)dp
=
∫
B˜(Xi,rL)
e−
‖p‖2+ϕXi (p)
h2 uT (p+ ψXi(p))
√
det g(p)dp (31)
=
∫
B˜(Xi,rL)
e−
‖p‖2
h2 uT pdp
+
∫
B˜(Xi,rL)
e−
‖p‖2
h2 uT p
(
e−
ϕXi
(p)
h2
√
det g(p)− 1
)
dp
+
∫
B˜(Xi,rL)
e−
‖p‖2+ϕXi (p)
h2 uTψXi(p)
√
det g(p)dp .
We study the terms in the right hand side of (31) one by one. We start with the latter term.
Lemma 1 in Aamari and Levrard [2019] yields
‖EXi(p)− EXi(0)− p‖ = ‖ψXi(p)‖ 6 C ′M∗‖p‖2 (32)
for the constant C ′M∗ = 5/(4κ). This implies that for all p ∈ B˜(Xi, rL) it holds
|ϕXi(p)| 6 ‖ψXi(p)‖2 + 2‖p‖‖ψXi(p)‖ 6 (C ′M∗)2‖p‖4 + 2C ′M∗‖p‖3
6
(
(C ′M∗)
2rL + 2C
′
M∗
) ‖p‖3 ≡ C‖p‖3, (33)
which yields
‖p‖2 + ϕXi(p) > ‖p‖2 −
(
(C ′M∗)
2rL + 2C
′
M∗
) ‖p‖3
>
(
1− CrL
) ‖p‖2 ∀p ∈ B˜(0, rL) . (34)
The right hand side of (34) is not smaller than 0.5‖p‖2, provided that h is sufficiently small. Next,
it is known that the first derivatives of the metric tensor g(·) at zero are equal to zero and the
second derivatives are the components of the Ricci tensor. Proposition 6.1 in Niyogi et al. [2008]
claims that if the reach of C2 manifoldM is not less than κ, then the operator norm of its second
fundamental form IIMx (·, ·) is bounded by 1/κ for all x ∈ M. We then write II(·, ·) for short.
Then, using the formula for the Riemannian curvature tensor
〈R(u, v)w, z〉 = 〈II(u, z), II(v, w)〉 − 〈II(u,w), II(v, z)〉,
where 〈·, ·〉 stands for the usual inner product in RD, we conclude that the absolute values of
components R`·ijk of the Riemannian curvature tensor are bounded by∣∣R`·ijk∣∣ = |〈R(ej , ek)ei, e`〉|
6 |〈II(ej , e`), II(ek, ei)〉|+ |〈II(ej , ei), II(ek, e`)〉| 6 2κ2 .
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Thus, the components of the Ricci curvature tensor are bounded by
|Ricij | =
∑
k
∣∣Rk·ijk∣∣ 6 2Dκ2 ,
and it holds ∣∣∣√det g(p)− 1∣∣∣ 6 2Dκ2 ‖p‖2 . (35)
In particular, (35) yields the boundness of
√
det g(p). This, together with inequalities (32) and
(34), implies ∣∣∣∣∣∣∣
∫
B˜(Xi,rL)
e−
‖p‖2+ϕXi (p)
h2 uTψXi(p)
√
det g(p)dp
∣∣∣∣∣∣∣
.
∫
B˜(Xi,rL)
e−
‖p‖2
2h2 ‖p‖2dp .
∫
Rd
e−
‖p‖2
2h2 ‖p‖2dp . hd+2 . (36)
Now we focus on the second term in the right hand side of (31). From inequalities (33) and (35)
one obtains (
e−
ϕXi
(p)
h2
√
det g(p)− 1
)
. ‖p‖
3
h2
+ ‖p‖2,
and then ∣∣∣∣∣∣∣
∫
B˜(Xi,rL)
e−
‖p‖2
h2 uT p
(
e−
ϕXi
(p)
h2
√
det g(p)− 1
)
dp
∣∣∣∣∣∣∣
.
∫
B˜(Xi,rL)
e−
‖p‖2
h2
(‖p‖4
h2
+ ‖p‖3
)
dp (37)
6
∫
Rd
e−
‖p‖2
h2
(‖p‖4
h2
+ ‖p‖3
)
dp . hd+2 .
Finally, it holds ∣∣∣∣∣∣∣
∫
B˜(Xi,rL)
e−
‖p‖2
h2 uT pdp
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
∫
Rd\B˜(Xi,rL)
e−
‖p‖2
h2 uT pdp
∣∣∣∣∣∣∣
6 e−
‖rL‖2
2h2
∫
Rd
e−
‖p‖2
2h2 ‖p‖dp . hL+d+1, (38)
and the value in the right hand side is smaller than hd+2, provided that L is sufficiently large.
Taking together (36), (37) and (38), we obtain
E(−i)e−
‖Xj−Xi‖2
h2 uT (Xj −Xi)1 (Xj ∈ B(Xi, rL)) . hd+2 . (39)
Next, consider the second term in (30). Note that
‖ξ‖ = ‖θΠi(Yj − Yi) + (1− θ)(Xj −Xi)‖
> ‖Xi −Xj‖ − ‖Πi(Yj − Yi)− (Xj −Xi)‖ .
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From the proof of Lemma 1 we know that
‖Πi(Yj − Yi)− (Xj −Xi)‖
6 ‖Xi −Xj‖
2
2κ
+∆h‖Xi −Xj‖+ 4Mκ ‖Xi −Xj‖ .
Then
‖ξ‖ >
(
1−∆h− 4M
κ
)
‖Xi −Xj‖ − ‖Xi −Xj‖
2
2κ
>
(
1−∆h− 4M
κ
− rL
2κ
)
‖Xi −Xj‖ > 1
4
‖Xi −Xj‖,
where we used that ∆h < 0.25, rL < 0.5κ, M < κ/16. This yields ‖Xi −Xj‖2 6 16‖ξ‖2 and
E(−i)e−
‖ξ‖2
h2
(‖Πi(Yj − Yi)‖2 − ‖Xj −Xi‖2
h2
)
· uT (Xj −Xi)1 (Xj ∈ B(Xi, rL))
6 E(−i)e−
‖Xi−Xj‖2
16h2
∣∣∣∣‖Πi(Yj − Yi)‖2 − ‖Xj −Xi‖2h2
∣∣∣∣
· ∣∣uT (Xj −Xi)∣∣1 (Xj ∈ B(Xi, rL))
6 E(−i)e−
‖Xi−Xj‖2
16h2
‖Πi(εj − εi)‖2
h2
∣∣uT (Xj −Xi)∣∣1 (Xj ∈ B(Xi, rL))
+ E(−i)e−
‖Xi−Xj‖2
16h2
2(εj − εi)TΠi(Xi −Xj)
h2
· ∣∣uT (Xj −Xi)∣∣1 (Xj ∈ B(Xi, rL))
+ E(−i)e−
‖Xi−Xj‖2
16h2
‖(I −Πi)(Xj −Xi)‖2
h2
· ∣∣uT (Xj −Xi)∣∣1 (Xj ∈ B(Xi, rL)) .
Using the same technique, as in the analysis of the former term in (30), we get that the last
expression is bounded by
M2∆2hd+2 +M∆hd+1 + hd+3 . (M∆ ∨ h2)hd+1
up to an absolute multiplicative constant. This, (39), and (A3) yield
E(−i)wij(Πi)uT (Xj −Xi) 6 C3(M∆ ∨ h)hd+1, (40)
with a constant C3, which does not depend on ∆, and provided that n is sufficiently large.
Step 2. Next, consider the expectation
E(−i)
n∑
j=1
wij(Πi)u
T (I −Π(Xi))(Xj −Xi) .
Since for each j 6= i the summand has the same conditional distribution with respect to (Xi, Yi),
it is enough to prove that
E(−i)wij(Πi)uT (I −Π(Xi))(Xj −Xi) . hd+2
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for any distinct j. Using Theorem 4.18 from Federer [1959], we obtain
E(−i)wij(Πi)uT (I −Π(Xi))(Xj −Xi)
6 E(−i)wij(Πi) ‖(I −Π(Xi))(Xj −Xi)‖
6 1
2κ
E(−i)wij(Πi)‖Xj −Xi‖2 .
Again, using (29), we get
wij(Πi) = e
− ‖Πi(Yj−Yi)‖
2
h2 6 e−
‖Xj−Xi‖2
8h2
+4M2∆2 6 2e−
‖Xj−Xi‖2
8h2 .
Thus,
E(−i)wij(Πi)uT (I −Π(Xi))(Xj −Xi)
6 1
κ
E(−i)e−
‖Xj−Xi‖2
8h2 ‖Xj −Xi‖2
=
1
κ|M∗|
∫
M∗
e−
‖x−Xi‖2
8h2 ‖x−Xi‖2dx .
Again, we can to restrict ourselves on the ball B(Xi, rL), because it holds
e−
‖x−Xi‖2
8h2 ‖x−Xi‖2 6 4R2hL, ∀x /∈ B(Xi, rL) .
Then ∫
B(Xi,rL)
e−
‖x−Xi‖2
8h2 ‖x−Xi‖2dx
=
∫
B˜(Xi,rL)
e−
‖EXi (p)−EXi (0)‖
2
8h2 ‖EXi(p)− EXi(0)‖2
√
det g(p)dp .
Inequality (32) yields
‖EXi(p)− EXi(0)‖2 6 2‖p‖2 + 2(C ′M∗)2‖p‖4 6 2
(
1 + (C ′M∗)
2r2L
) ‖p‖2,
and
‖p‖2 6 2‖EXi(p)− EXi(0)‖2 + 2(C ′M∗)2‖p‖4
6 2‖EXi(p)− EXi(0)‖2 + 2(C ′M∗)2r2L‖p‖2 .
We assume that h is small enough, such that 2(C ′M∗)
2r2L 6 1/2. Then we have
‖p‖2 6 4‖EXi(p)− EXi(0)‖2 6 12‖p‖2 .
Taking into account that det g(p) is bounded on B˜(Xi, rL), we obtain∫
B˜(Xi,rL)
e−
‖EXi (p)−EXi (0)‖
2
8h2 ‖EXi(p)− EXi(0)‖2
√
det g(p)dp
.
∫
Rd
e−
‖p‖2
4h2 ‖p‖2dp . hd+2 .
N. Puchkin and V. Spokoiny/Structure-adaptive manifold estimation 42
Step 3. It remains to bound the expectation
E(−i)wij(Πi)uT εj .
Again, use the Taylor’s expansion:
e−
‖Πi(Yi−Yj)‖2
h2 = e−
‖Xi−Xj‖2
h2 + e−
‖Xi−Xj‖2
h2
(‖Πi(Yi − Yj)‖2 − ‖Xi −Xj‖2
h2
)
+ e−
‖ζ‖2
h2
(‖Πi(Yi − Yj)‖2 − ‖Xi −Xj‖2)2
2h4
,
where ζ = ϑΠi(Yj − Yi) + (1− ϑ)(Xj −Xi) for some ϑ ∈ (0, 1). It holds
E(−i)e−
‖Xi−Xj‖2
h2 1(‖Yi − Yj‖ 6 τ)uT εj
= E(−i)e−
‖Xi−Xj‖2
h2 1(‖Yi − Yj‖ 6 τ)1(‖Xi −Xj‖ 6 rL)uT εj
+ E(−i)e−
‖Xi−Xj‖2
h2 1(‖Yi − Yj‖ 6 τ)1(‖Xi −Xj‖ > rL)uT εj .
On the event {‖Xi −Xj‖ 6 rL} it holds ‖Yi − Yj‖ 6 2M + rL 6 τ . This yields
E(−i)e−
‖Xi−Xj‖2
h2 1(‖Yi − Yj‖ 6 τ)1(‖Xi −Xj‖ 6 rL)uT εj
= E(−i)e−
‖Xi−Xj‖2
h2 1(‖Xi −Xj‖ 6 rL)uT εj = 0 .
On the event {‖Xi −Xj‖ > rL} we have
E(−i)e−
‖Xi−Xj‖2
h2 1(‖Yi − Yj‖ 6 τ)1(‖Xi −Xj‖ > rL)uT εj 6Mh2L .
Now, consider the term
E(−i)e−
‖Xi−Xj‖2
h2
(‖Πi(Yi − Yj)‖2 − ‖Xi −Xj‖2
h2
)
1(‖Yi − Yj‖ 6 τ)uT εj .
It holds
E(−i)e−
‖Xi−Xj‖2
h2
(‖Πi(Yi − Yj)‖2 − ‖Xi −Xj‖2
8h2
)
1(‖Yi − Yj‖ 6 τ)uT εj
= E(−i)e−
‖Xi−Xj‖2
h2
(‖Πi(Yi − Yj)‖2 − ‖Xi −Xj‖2
8h2
)
· 1(‖Xi −Xj‖ 6 rL)uT εj
+ E(−i)e−
‖Xi−Xj‖2
h2
(‖Πi(Yi − Yj)‖2 − ‖Xi −Xj‖2
8h2
)
1(‖Yi − Yj‖ 6 τ)
· 1(‖Xi −Xj‖ > rL)uT εj .
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The last term can be easily bounded by 4M(R2 + (R + M)2)h2L−2. It remains to bound the
former term.
E(−i)e−
‖Xi−Xj‖2
h2
(‖Πi(Yi − Yj)‖2 − ‖Xi −Xj‖2
h2
)
1(‖Xi −Xj‖ 6 rL)uT εj
= E(−i)e−
‖Xi−Xj‖2
h2 1(‖Xi −Xj‖ 6 rL)uT εj
·
(‖Πi(εi − εj)‖2 + 2(Xi −Xj)TΠi(εi − εj)− ‖(I −Πi)(Xi −Xj)‖2
h2
)
.
First, note that
E(−i)e−
‖Xi−Xj‖2
h2
‖(I −Πi)(Xi −Xj)‖2
h2
1(‖Xi −Xj‖ 6 rL)uT εj = 0 .
Next,
E(−i)e−
‖Xi−Xj‖2
h2 · ‖Πi(εi − εj)‖
2
h2
1(‖Xi −Xj‖ 6 rL)uT εj
= E(−i)e−
‖Xi−Xj‖2
h2 · ‖Πiεi‖
2
h2
1(‖Xi −Xj‖ 6 rL)uT εj
+ E(−i)e−
‖Xi−Xj‖2
h2 · 2(Πiεj)
T (Πiεi)
h2
1(‖Xi −Xj‖ 6 rL)uT εj (41)
+ E(−i)e−
‖Xi−Xj‖2
h2 · ‖Πiεj‖
2
h2
1(‖Xi −Xj‖ 6 rL)uT εj .
Since
E(−i)e−
‖Xi−Xj‖2
h2
‖Πiεi‖2
h2
1(‖Xi −Xj‖ 6 rL)uT εj = 0,
it remains to consider only the second and the third terms in the right-hand side of (41). On the
event {‖Xi −Xj‖ 6 rL}, it holds
‖2(Πiεj)T (Πiεi)uT εj‖ 6 2‖Πiεj‖ · ‖Πiεi‖ · ‖εj‖
6 2M3 (‖Πi −Π(Xi)‖+ ‖Π(Xi)−Π(Xj)‖) · ‖Πi −Π(Xi)‖
6 2M3∆h
(
∆h+
8‖Xi −Xj‖
κ
)
.
Similarly to the first part of the proof, one can obtain that there exist an absolute constant C5,
such that ∥∥∥∥E(−i)e− ‖Xi−Xj‖2h2 · 2(Πiεj)T (Πiεi)h2 1(‖Xi −Xj‖ 6 rL)uT εj
∥∥∥∥
6 2M3∆h−1E(−i)e−
‖Xi−Xj‖2
h2
(
∆h+
8‖Xi −Xj‖
κ
)
6 C5(M3∆2hd +M3∆hd+1) .
Concerning the third term in the right-hand side of (41), we notice that
‖Πiεj‖ 6 ‖(Πi −Π(Xi))εj‖+ ‖(Π(Xi)−Π(Xj))εj‖
6M‖Πi −Π(Xi)‖+M‖Π(Xi)−Π(Xj)‖ 6M∆h+ 4Mκ ‖Xi −Xj‖ .
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and then
E(−i)e−
‖Xi−Xj‖2
h2
‖Πiεj‖2
h2
1(‖Xi −Xj‖ 6 rL)uT εj
6 E(−i)e−
‖Xi−Xj‖2
h2
(
2M3∆2 +
32M3
κ2h2
‖Xi −Xj‖2
)
1(‖Xi −Xj‖ 6 rL)
.M3∆2hd .
Taking into account that M3  h2, we conclude∣∣∣∣E(−i)e− ‖Xi−Xj‖2h2 ‖Πiεj‖2h2 1(‖Xi −Xj‖ 6 rL)uT εj
∣∣∣∣ . hd+2 .
Finally, consider the expectation
E(−i)e−
‖Xi−Xj‖2
h2 · 2(Xi −Xj)
TΠi(εi − εj)
h2
1(‖Xi −Xj‖ 6 rL)uT εj .
Denote
vij = 2Πi(εi − εj)uT εj .
On the event {‖Xi −Xj‖ 6 rL}, we have
‖vij‖ 6 2M (‖Πiεi‖+ ‖Πiεj‖)
6 2M2 (2‖Πi −Π(Xi)‖+ ‖Π(Xi)−Π(Xj)‖)
6 2M2
(
2∆h+
8‖Xi −Xj‖
κ
)
6 2M2
(
2∆h+
8rL
κ
)
.
Similarly to the first part of the proof, one can obtain∣∣∣∣∣∣∣
∫
x∈B(Xi,rL)∩M∗
e−
‖Xi−x‖2
h2 (Xi − x)T vijdx
∣∣∣∣∣∣∣ 6 C6‖vij‖hd+2 ,
and thus,
E(−i)e−
‖Xi−Xj‖2
h2 · 2(Xi −Xj)
TΠi(εi − εj)
h2
1(‖Xi −Xj‖ 6 rL)uT εj
6 2C6M2
(
2∆h+
8rL
κ
)
hd .
Finally, it remains to bound
E(−i)e−
‖ζ‖2
h2 ·
(‖Πi(Yi − Yj)‖2 − ‖Xi −Xj‖2)2
2h4
1(‖Xi −Xj‖ 6 rL)uT εj
to finish the proof of the lemma. The same argument, as in the analysis of the vector ξ, yields
e−
‖ζ‖2
h2 6 e−
‖Xi−Xj‖2
8h2
+16L2κ−2(log h−1)2h2 . e−
‖Xi−Xj‖2
8h2 ,
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and then it holds
E(−i)e−
‖ζ‖2
h2 ·
(‖Πi(Yi − Yj)‖2 − ‖Xi −Xj‖2)2
8h4
1(‖Xi −Xj‖ 6 rL)uT εj
6 M
2h4
E(−i)e−
‖Xi−Xj‖2
8h2 1(‖Xi −Xj‖ 6 rL)
· (‖Πi(Yi − Yj)‖2 − ‖Xi −Xj‖2)2
=
M
2h4
E(−i)e−
‖Xi−Xj‖2
8h2
(‖Πi(εi − εj)‖2 + 2(Xi −Xj)TΠi(εi − εj)
−‖(I −Πi)(Xi −Xj)‖2
)2
1(‖Xi −Xj‖ 6 rL) .
Using the bound(‖Πi(εi − εj)‖2 + 2(Xi −Xj)TΠi(εi − εj)− ‖(I −Πi)(Xi −Xj)‖2)2
6 3‖Πi(εi − εj)‖4 + 12‖Xi −Xj‖2‖Πi(εi − εj)‖2
+ 3‖(I −Πi)(Xi −Xj)‖4
6 3‖Πi(εi − εj)‖4 + 12‖Xi −Xj‖2‖Πi(εi − εj)‖2
+ 24‖(I −Π(Xi))(Xi −Xj)‖4 + 24‖(Πi −Π(Xi))(Xi −Xj)‖4
6 3M4
(
2∆h+
8‖Xi −Xj‖
κ
)4
+ 12M2‖Xi −Xj‖2
(
2∆h+
8‖Xi −Xj‖
κ
)2
+
3‖Xi −Xj‖8
2κ4
+ 24∆4h4‖Xi −Xj‖4
6 24M4(2∆h)4 + 24M4
(
8‖Xi −Xj‖
κ
)4
+ 24M2‖Xi −Xj‖2(2∆h)2
+ 24M2‖Xi −Xj‖2
(
8‖Xi −Xj‖
κ
)2
+
3‖Xi −Xj‖8
2κ4
+ 24∆4h4‖Xi −Xj‖4,
we can conclude that there exists an absolute constant C7, such that
E(−i)e−
‖ζ‖2
h2 ·
(‖Πi(Yi − Yj)‖2 − ‖Xi −Xj‖2)2
2h4
· 1(‖Xi −Xj‖ 6 rL)uT εj
6 C7M
h4
(
M4∆4hd+4 +M4hd+4 +M2∆2hd+4
+M2hd+4 + hd+8 +∆4hd+8
)
.
Taking into account that M3  h2, we have
E(−i)e−
‖ζ‖2
h2 ·
(‖Πi(Yi − Yj)‖2 − ‖Xi −Xj‖2)2
2h4
· 1(‖Xi −Xj‖ 6 rL)uT εj 6 C8h2
for an absolute constant C8.
