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Abstract
In this paper we construct a family of formal power series––logarithmic solutions to a
matrix non-linear differential-difference equation of both advanced and retarded type. In the
scalar case, this equation represents a self-similar reduction of Kac–van Moerbeke equation.
An interesting type of “non-resonance” conditions that guarantee the existence of formal
power series––logarithmic solutions was determined.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The objective of this paper is construction of formal power series solutions to the
N × N matrix non-linear differential-difference equation (dde)
CV ′(z) = AV (z) − 2V (z)V (z), (1)
where V (z) = 12 [V (z + 1) − V (z − 1)], C, A are complex constant matrices and
z ∈ C. In the case N = 1, solutions to Eq. (1) (both formal and analytic) were studied
in [5]. In particular, it was proven there that, if A /= 0, (1) possesses an analytic
solution whose asymptotic behavior as z → ∞, | arg z| < π , is of the form
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V (z) ∼ Vˆ (z) = 1
2
Az − 1
2
C ln z + C0 +
∞∑
k=1
Pk(ln z)z−k, (2)
where C0 ∈ C is an arbitrary parameter and Pk(x) are polynomials of degree no
more than k. The formal series Vˆ (z) itself satisfies the scalar equation (1). In the
case C = 0 this series does not contain any logarithms and corresponds to a rational
solution, see [4,5] .
Our interest to the matrix equation (1) was driven by several questions: What con-
ditions on matrices A,C guarantee the existence of the formal solution Vˆ (z)? What
happens in the case when A is degenerate (non-invertible)? It would be worth men-
tioning that the study of formal solutions even for a linear matrix dde has not been
completed yet (see [2,3]), and that very few examples of such non-linear equations
have been studied. The main result of the present paper is that in the case when A is
diagonalizable and when non-zero eigenvalues αj , αi of A satisfy “non-resonance”
conditions
αi
αj
/∈ N for all i /= j, i, j = 1, . . . , N, (3)
there exists a family of formal solution to (1) of the type (2). Conditions (3) can
also be written in the logarithmic form as ln αi − lnαj /= ln k for all i /= j , i, j =
1, . . . , N and k ∈ N.
Although the present paper studies only formal solution Vˆ to the matrix equation
(1), it seems that the existence of the corresponding analytic solutions, satisfying (2),
could be obtained similarly to the scalar case, see [5]. Interesting problems of formal
solution to (1) in the resonance cases, as well as in the cases of non-trivial Jordan
blocks of A, are to be addressed separately.
It would be worth mentioning that the scalar equation (1) is a self-similarity reduc-
tion
u(x, t) = [b(x) − At]−1V (z),
where
z = x + d(x) + C
A
ln[b(x) − At]
of the well-known Kac–van Moerbeke (KvM) equation

t
u(x, t) = u(x, t)[u(x + 1, t) − u(x − 1, t)],
where b(x) and d(x) are arbitrary one-periodic functions, and C and A are arbitrary
complex constants, see [4]. Therefore, Eq. (1) is called matrix reduced KvM equa-
tion. Solutions to the KvM equation were discussed, for example, in [1], where an
equivalent equation was obtained as a semi-discretization (spatial discretization) of
the invisid Burger’s equation
t u + uxu = 0.
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2. Reduced matrix KvM equation
We start by stating the following simple lemmas.
Lemma 1. Let A be an N by N diagonalizable matrix over C and let an N by N
matrix X satisfies AX = X2. Then: (1) If λ, v is a pair of a non-zero eigenvalue of X
and of a corresponding eigenvector v, then λ, v is also an eigenvalue–eigenvector
pair of A; (2) If λ is a non-zero eigenvalue of X, then there are no Jordan chains of
length 2 or greater corresponding to λ; (3) There are no Jordan chains of length 3
or greater corresponding to a zero eigenvalue of X.
Proof. (1) Let Xv = λv, where λ /= 0, v /= 0. Then 0 = AXv − X2v = Aλv −
λ2v. Since λ /= 0, we have Av = λv.
(2) Assume now (X − λI)g = v for some g ∈ CN . Then
0 = (A − X)Xg = (A − X)(v + λg)
= Av − Xv + λAg − λv − λ2g = λ(Ag − v − λg).
In other words, we obtained (A − λI)g = v. This contradicts the fact that A is diag-
onalizable.
(3) Assume now that X3g = 0, where g ∈ CN and g /= 0. Let us show that then
X2g = 0. Indeed, we have 0 = X3g = AX2g. Therefore, X2g ∈ ker A. But also,
X2g = AXg ∈ ImA. So, the vector τ = X2g belongs to kerA ∩ ImA. Since A is
diagonalizable, that means X2g = 0. 
Lemma 2 [5]. For any polynomial P(ζ ) of degree d,
(z−kP (ln z)) = z−k
d∑
i=0
[
P (i)(ln z)To(Qik(z))
]
, (4)
where P (i) is the ith derivative; To(f (z)) represents the odd terms in the Taylor
expansion (in z−1) of a function f (z) that is analytic at z = ∞, and;
Qik(z) = ln
i (1 + z−1)
i!(1 + z−1)k .
Let C[[ 1
z
]] denote the algebra of formal power series in 1
z
over C.
Corollary 1. For any polynomial P(ζ ) of degree k,
(z−kP (ln z)) − d
dz
(z−kP (ln z)) = G(z),
where zk+3G(z) is a polynomial in ln z of degree k with coefficients in C[[ 1
z
]].
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Proof. If we expand (4) with d = k, we have
(z−kP (ln z)) = z−k
k∑
i=0
P (i)(ln z)
i! To
×
[(
z−1 − z
−2
2
+ z
−3
3
− · · ·
)i
(1 − z−1 + z−2 − · · ·)k
]
.
So,
(z−kP (ln z))
= z−kP (ln z)To
[
(1 − z−1 + z−2 − · · ·)k
]
+ z−kP ′(ln z)To
[(
z−1 − z
−2
2
+ z
−3
3
− · · ·
)
(1 − z−1 + z−2 − · · ·)k
]
+ z−k
k∑
i=2
P (i)(ln z)
i! To
×
[(
z−1 − z
−2
2
+ z
−3
3
− · · ·
)i
(1 − z−1 + z−2 − · · ·)k
]
,
where we have separated the first two terms of the summation. Let us call the three
terms on the right-hand side A, B, and C, respectively. Since To keeps only the odd
terms, A becomes
−kz−(k+1)P (ln z) + GA(z),
where GA(z) = O(z−(k+3)) and contains powers of ln z that do not exceed k. B,
which is present only if k  1, can be written as
z−(k+1)P ′(ln z) + GB(z),
where GB(z) = O(z−(k+3)) and contains powers of ln z that do not exceed k − 1. C,
which is present only if k  2, is O(z−(k+3)), and contains powers of ln z that do not
exceed k − 2 (we will call this GC(z)). Therefore, for a polynomial P(z) of degree
k, we have
(z−kP (ln z)) = −kz−(k+1)P (ln z) + z−(k+1)P ′(ln z) + G(z),
where G(z) = GA(z) + GB(z) + GC(z) = O(z−(k+3)) and contains powers of ln z
which do not exceed k. The result follows by noting that the first two terms of the
right-hand side above are exactly ddz (z
−kP (ln z)). 
Since the matrix A in the equation
CV ′ = AV − 2VV (5)
is diagonalizable, we can assume A = T −1DT , where T is an invertible matrix and
D = diag (α1, . . . , αn, 0, . . . , 0) , n  N. (6)
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Here αi /= 0, i = 1, 2, . . . , n. The change of variables V = T −1WT reduces Eq. (5)
to EW ′ = DW − 2WW , where E = T CT −1. Thus, without any loss of gener-
ality, we can assume the matrix A in (5) to be diagonal of the form (6). Here and
henceforth, partitions of all N × N matrices in 2 × 2 block-matrices are induced by
(6), and their entries are labeled with upper indices.
Theorem 1. Suppose matrix A in (5) has the form (6). If the non-zero eigenvalues
αi of A satisfy non-resonance conditions αiαj /∈ N for all i /= j, i, j = 1, 2, . . . , n,
then Eq. (5) possesses a family of formal solutions
V (z) = Xz
2
+ B ln z + C0 +
∞∑
k=1
z−kPk(ln z), (7)
where Pk(ζ ) = ∑kd=0 Pk,dζ d are matrix polynomials of degree no more than k and
X, B, C0, as well as all Pk,d , are N × N constant matrices. In particular, we can
choose
X =
[
A11 0
0 X22
]
, B =
[
− C˜112 0
0 0
]
,
(8)
C0 =
[
C110 C
12
0
−C212 C220
]
, Pk,d =
[
P 11k,d 0
P 21k,d 0
]
,
where A11 = diag(α1, . . . , αn);X22 can be any matrix satisfying (X22)2 = 0; C˜ is a
diagonal matrix (diagonal part) of C; C110 is determined up to an arbitrary diagonal;
C120 is fixed; C220 must satisfy (C22 + 2C220 )X22 = 0, and; the leading coefficients
Pk,k of Pk are diagonal matrices given by
Pk,k =
[ 1
2k (C˜
11)k+1(A11)−k 0
0 0
]
. (9)
In the particular case n = N, i.e. when det(A) /= 0, we have X = A and B =
− C˜2 . In this case, there are only N free parameters along the diagonal of C0.
Proof. The substitution of
V (z) = Xz
2
+ B ln z + C0 + U(z)
into (5), where U(z) = ∑∞1 z−kPk(ln z) and Pk(ζ ) is a polynomial of degree no
more than k, yields
AU − UX − XzU ′
= z(X
2 − AX)
2
+ (BX − AB) ln z +
(
CX
2
− AC0 + C0X + XB
)
+ (2B ln z + C + 2C0 + 2U)U ′ + 2UB ln z
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+ (C + 2C0)B 1
z
+ 2B2 ln z ln z + (Xz + 2C0)
[(
 ln z − 1
z
)
B
]
+ (Xz + 2C0 + 2B ln z + 2U)[U − U ′]. (10)
Note that the left-hand side is of the order o(1), whereas the first three terms in
the right-hand side are the linear, the logarithmic and the constant terms respectively.
Therefore, we obtain equations
X2 = AX, (11)
BX = AB, (12)
AC0 − C0X = CX2 + XB. (13)
It is easy to see that, according to Lemma 1, the maximal rank block-diagonal
solution X to (11) satisfies (8). Eq. (12), written in the matrix form, yields[
B11A11 B12X22
B21A11 B22X22
]
=
[
A11B11 A11B12
0 0
]
.
Since A11 is invertible and X22 is nilpotent, hence B12 = 0 and B21 = 0. We also
notice that the matrix B11 must be diagonal. To satisfy the remaining equation, we
just set B22 = 0. This gives us B = diag(B11, 0), where B11 is an arbitrary diagonal
matrix.
Eq. (13) can be written in the matrix form as[
A11C110 − C110 A11 A11C120 − C120 X22
−C210 A11 −C220 X22
]
=
[
C11A11
2 + A11B11 C
12X22
2
C21A11
2
C22X22
2
]
.
Examining entry (1, 1), we consider the operator AdA11(Z) = A11Z − ZA11. It is
well known that Im(AdA11) is the set of all matrices with zero diagonal, and ker
(AdA11) is the set of all diagonal matrices. Since the left-hand side of (1, 1) is
AdA11(C110 ), we set B
11 = − C˜112 so that the right-hand side belongs Im(AdA11).
Then the matrix C110 is determined up to an arbitrary diagonal. The equation in entry
(1, 2) determines a unique solution for C120 . From the (2, 1) and (2, 2) equations, we
have C210 = −C
21
2 , and (C
22 + 2C220 )X22 = 0. This yields the matrix C0 satisfying
(8).
Since the first three leading order Eqs. (11)–(13) in (10) are satisfied, we can
rewrite (10) as
AU − UX − XzU ′ = (2B ln z + C + 2C0 + 2U)U ′ + 2UB ln z
+ (C + 2C0)B 1
z
+ 2B2 ln z ln z
+ (Xz + 2C0)
[(
 ln z − 1
z
)
B
]
+ (Xz + 2C0 + 2B ln z + 2U)[U − U ′]. (14)
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Let us now recall that we are looking for a solution for U(z) to (14) of the form
U(z) =
∞∑
k=1
z−kPk(ln z), (15)
where Pk(ζ ) = ∑kd=0 Pk,dζ d . As a consequence,
zU ′(z) =
∞∑
k=1
z−k
(
P ′k(ln z) − kPk(ln z)
)
. (16)
To solve (14), we equate terms of the order z−k lnd z, where k  1 and 0  d  k
(which we call step (k, d)), and show by induction that the corresponding matri-
ces Pk,d can be chosen to have form (8). The steps will be ordered as follows:
(1, 1), (1, 0), (2, 2), (2, 1), . . . In other words, the step (i, j), j  i, where either
i < k or i = k but j > d , precedes the step (k, d). That means that we will assume
all the matrix coefficients Pi,j , where (i, j) precedes (k, d), to be known and to be
of the form (8), (9) at the step (k, d).
Let us first show that the right-hand side of (14) consists of terms z−j lni z, where
i  j . Indeed, the series U contains only such terms. The condition i  j in the
right-hand side of (14) can be violated only by terms containing ln z explicitly. But all
such terms are multiplied by U ′,  ln z = z−1 + z−3/3 + · · · or U − U ′, respec-
tively, so that multiplication by ln z is, in fact, accompanied by division by z. Thus,
both sides of (14) consist of terms z−j lni z, where i  j .
Equating now terms of the order z−k lnd z with k = d = 1, we obtain
(A + X)P1,1 − P1,1X = 2B2. (17)
It is easy to see that the non-resonance conditions guarantee that spectrums of the
matrices 2A11 and A11 have no common eigenvalues. Thus, Eq. (17) uniquely deter-
mines P 111,1 = 12 (C˜11)2(A11)−1 and P 211,1 = 0. Since the last block column of B is
zero, so we can chose the last block column of P1,1 to be. Thus, the base of induction
is established.
Consider now a step (k, d) that follows the step (1, 1). According to the assump-
tion of induction, we already know all the matrices Pi,j from steps (i, j) preceding
the step (k, d), and these matrices satisfy (8) and (9). Equating now terms of the
order z−k lnd z, k  d , in (14), we obtain
(A + kX)Pk,d − Pk,dX = Gk,d, (18)
where Gk,d = (d + 1)XPk,d+1 plus order z−k lnd z terms of the right-hand side of
(8) if d < k. In the case d = k, the term (d + 1)XPk,d+1 is absent. Taking into
account Corollary 1, it is easy to see that the right-hand side of (14) depends on
the matrices A, B, C, C0 and matrices Pi,j from the preceding steps only. Thus,
Gk,d is known at the step (k, d). Combining (8) and (14) with the assumption of
induction, we see that the last block column of Gk,d is zero. To prove the step of
induction, it remains only to notice that Eq. (18) can be treated similarly to (17). To
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complete the proof, we need to mention that Gk,k = −2(k − 1)BPk−1,k−1. In this
case, Eq. (18) becomes
(A + kX)Pk,k − Pk,kX = −2(k − 1)BPk−1,k−1 (19)
and yields (9). 
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