The Dantzig selector for diffusion processes with covariates by Fujimori, Kou & Nishiyama, Yoichi
ar
X
iv
:1
61
1.
10
01
1v
1 
 [m
ath
.ST
]  
30
 N
ov
 20
16
The Dantzig selector for diffusion processes with
covariates
Kou Fujimori and Yoichi Nishiyama
Waseda University
Abstract
The Dantzig selector for a special parametric model of diffusion pro-
cesses is studied in this paper. In our model, the diffusion coefficient
is given as the exponential of the linear combination of other processes
which are regarded as covariates. We propose an estimation procedure
which is an adaptation of the Dantzig selector for linear regression models
and prove the lq consistency of the estimator for all q ∈ [1,∞].
1 Introduction
The purpose of this paper is to discuss a parametric estimation problem in a
high dimensional and sparse setting for a special parametric model of diffu-
sion processes. We consider the stochastic process which is a solution to the
stochastic differential equation given by
Xt = X0 +
∫ t
0
b(Xs)ds+
∫ t
0
exp(θTZs)dWs, (1)
where {Wt}t≥0 is a standard Brownian motion, b(·) is a nuisance drift function,
{Zt}t≥0 = {(Z1t , Z2t , . . . , Zpt )}t≥0 is a uniformly bounded p dimensional contin-
uous process, which is regarded as a covariate vector, and θ is an unknown
parameter of interest. We observe the process {Xt}t≥0 at n+1 equidistant time
points 0 =: tn0 < t
n
1 < . . . < t
n
n := 1, where t
n
k = k/n for k = 0, 1, . . . , n. Assume
that p = pn ≫ n and the number of non-zero components S in the true value
θ0 is relatively small. In this high dimensional and sparse setting, we consider
the estimation problem of θ0. The covariate processes {Zit}t≥0, i = 1, 2, . . . , pn,
are, for example, some functionals {φi(X it)}t≥0 of solutions to other stochas-
tic differential equations {X it}t≥0, where φi’s are uniformly bounded smooth
functions or random variables which do not depend on t.
The parametric estimation problems in the high dimensional and sparse
setting for various models have been investigated in contemporary statistics. For
example, the regularized methods such as LASSO (Tibshirani (1996), Tibshirani
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(1997), Huang et al. (2013), Bradic et al. (2011), among others) and SCAD (Fan
and Li (2002) and Bradic et al. (2011)) for regression models including Cox’s
proportional hazards model are studied by many researchers. The application
of a relatively new method called the Dantzig selector, which is proposed by
Candes and Tao (2007) for the estimation procedure of linear regression models,
is also studied by Antoniadis et al. (2010) and Fujimori and Nishiyama (2017)
for Cox’s proportional hazards model. We will apply the Dantzig selector to our
newly proposed model (1) for which the procedure works well, and prove the lq
consistency of the estimator for all q ∈ [1,∞]. Our estimation procedure is based
on the quasi-likelihood method for discretely observed data which has been
studied intensively in low-dimensional cases, for example, by Yoshida (1992),
Genon-Catalot and Jacod (1993), and Kessler (1997). Especially, we focus on
the estimation problem of diffusion coefficients for high-frequency observed data
on a fixed time interval, which can be seen in Genon-Catalot and Jacod (1993).
We consider the estimation problem in a high-dimensional and sparse setting,
although all of their results are concerned with low-dimensional cases.
This paper is organized as follows. The settings for the model, some regular-
ity conditions, and the estimation procedure are given in Section 2. In Section 3,
we state our main results. The proofs are presented in Section 4. Our methods of
proofs are similar to Huang et al. (2013) who proved the consistency of LASSO
estimator for Cox’s proportional hazards model and to Fujimori and Nishiyama
(2017) who dealt with the Dantzig selector for the proportional hazards model.
Throughout this paper, for every q ∈ [1,∞], we denote by ‖ · ‖q the lq-norm
of p dimensional vector, which is defined as follows:
‖v‖q =

 p∑
j=1
|vj |q


1
q
, q <∞;
‖v‖∞ = sup
1≤j≤p
|vj |.
Moreover, for a m× n matrix A, where m, n ∈ N, we define ‖A‖∞ by
‖A‖∞ := sup
1≤i≤m
sup
1≤j≤n
|Aji |,
where Aji denotes the (i, j)-component of the matrix A.
2 Preliminaries
Let {Wt}t≥0 be a standard Brownian motion defined on a probability space
(Ω,F , P ), and {Zt}t≥0 := {(Z1t , Z2t , . . . , Zpt )}t≥0 be a uniformly bounded p di-
mensional continuous process. We introduce the filtration {Ft}t≥0 defined by
Ft := F0 ∨ σ(Ws, Zs : s ∈ [0, t]), t ≥ 0,
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where F0 is a σ-field independent of {Wt}t≥0, and {Zt}t≥0. Let us consider the
1 dimensional stochastic differential equation (1):
Xt = X0 +
∫ t
0
b(Xs)ds+
∫ t
0
exp(θTZs)dWs,
where x 7→ b(x) is a nuisance drift function which satisfies appropriate regularity
conditions presented later, and θ ∈ Rpn is an unknown parameter of interest.
We observe the process {Xt}t≥0 at n + 1 discrete time points 0 =: tn0 < tn1 <
tn2 < · · · < tnn := 1, where tnk := k/n. Assume that p = pn ≫ n and the number
of non-zero components S in the true value θ0 is a fixed constant. In this high
dimensional and sparse setting, we consider the estimation problem of θ0. The
quasi-likelihood function Ln(b; θ) is given by
Ln(b; θ) =
n∏
k=1
1√
2π exp(2θTZtn
k−1
)∆n
exp
(
−
|Xtn
k
−Xtn
k−1
− b(Xtn
k−1
)∆n|2
2 exp(2θTZtn
k−1
)∆n
)
,
where ∆n := t
n
k − tnk−1 = 1/n. Put ln(b; θ) := logLn(b; θ), and define the
R
pn -valued function ψn(b; θ) = (ψ
1
n(b; θ), ψ
2
n(b; θ), . . . , ψ
pn
n (b; θ)) by
ψn(b; θ) :=
1
n
l˙n(b; θ)
=
1
n∆n
n∑
k=1
Ztn
k−1
exp(−2θTZtn
k−1
)|Xtn
k
−Xtn
k−1
− b(Xtn
k−1
)∆n|2
−Ztn
k−1
∆n.
Moreover, we define the pn × pn matrix-valued function Vn(b; θ) by
Vn(b; θ) := − 1
n
l¨n(b; θ)
=
2
n∆n
n∑
k=1
Ztn
k−1
ZTtn
k−1
exp(−2θTZtn
k−1
)|Xtn
k
−Xtn
k−1
− b(Xtn
k−1
)∆n|2.
Note that Vn(b; θ) is a nonnegative definite matrix. Hereafter, we assume the
following conditions.
Assumption 2.1. (i) There exists a constant L˜ > 0 such that for all x, y ∈ R,
|b(x)− b(y)| ≤ L˜|x− y|.
(ii) There exists a constant C > 0 such that
sup
t∈[0,1]
sup
1≤i≤∞
|Zit | ≤ C.
(iii) For every r ≥ 1, it holds that
sup
t∈[0,1]
E [|Xt|r] <∞.
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(iv) For every r ∈ N, there exists a constant C˜r such that for every n ∈ N,
i ∈ {1, 2, . . . , pn} and k = 1, 2, . . . , n,
E
[
sup
s∈[tn
k−1
,tn
k
]
|Xs −Xtn
k−1
|r
]
≤ C˜r∆
r
2
n ,
E
[
sup
s∈[tn
k−1
,tn
k
]
|Zis − Zitn
k−1
|r
]
≤ C˜r∆
r
2
n .
Assumption (iv) is satisfied if Zit , i = 1, 2, . . . , pn, are appropriate transfor-
mation of stochastic processes which are solutions to other SDEs as mentioned
in Introduction. In Section 4, we will show that b(·) can be ignored under
Assumption 2.1. We thus define the estimator θˆn by the Dantzig selector as
θˆn := arg min
θ∈Cn
‖θ‖1, Cn := {θ ∈ Rpn : ‖ψn(0; θ)‖∞ ≤ γ},
where γ is a tuning parameter by setting b = 0.
Define the pn × pn matrix Jn by
Jn :=
2
n
n∑
k=1
Ztn
k−1
ZTtn
k−1
,
which will be proved to approximate Vn(0; θ0) in Section 4. We introduce the
following factors (A), (B) and (C) in order to prove the consistency of the
estimator θˆn.
Definition 2.2. For every index set T ⊂ {1, 2, · · · , pn} and h ∈ Rpn , hT is
a R|T | dimensional sub-vector of h constructed by extracting the components of
h corresponding to the indices in T . Define the set CT by
CT := {h ∈ Rpn : ‖hT c‖1 ≤ ‖hT‖1}.
We introduce the following three factors.
(A) Compatibility factor
κ(T0; Jn) := inf
06=h∈CT0
S
1
2 (hT Jnh)
1
2
‖hT0‖1
.
(B) Weak cone invertibility factor
Fq(T0; Jn) := inf
06=h∈CT0
S
1
q (hTJnh)
1
2
‖hT0‖1‖h‖q
, q ∈ [1,∞),
F∞(T0; Jn) := inf
06=h∈CT0
(hT Jnh)
1
2
‖h‖∞ .
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(C) Restricted eigenvalue
RE(T0; Jn) := inf
06=h∈CT0
(hT Jnh)
1
2
‖h‖2 .
We assume the next condition to derive our main results.
Assumption 2.3. For every ǫ > 0, there exist δ > 0 and n0 ∈ N such that for
all n ≥ n0
P (κ(T0; Jn) > δ) ≥ 1− ǫ.
Noting that ‖hT0‖q1 ≥ ‖hT0‖qq for all q ≥ 1, we can see that κ(T0; Jn) ≤
2
√
SRE(T0; Jn), and κ(T0; Jn) ≤ Fq(T0; Jn). So under Assumption 2.3, RE(T0; Jn)
and Fq(T0; Jn) also satisfy the corresponding conditions.
3 The lq consistency of the estimator
The following theorems are our main results. The proofs are provided in Section
4. Hereafter, we assume that γn and pn satisfy that
γn = K0∆
1
2
−α
n , (2)
log(1 + pn) = O(n
ζ), (3)
where K0 > 0, 0 < α < 1/2, 0 < ζ < 2α are some constants.
Theorem 3.1. Suppose that γn and pn satisfy (2) and (3) respectively. Under
Assumptions 2.1 and 2.3, the following (i) and (ii) hold true for some positive
constants K2 and K3.
(i) It holds that
lim
n→∞
P
(
‖θˆn − θ0‖22 ≥
K2γn +K3ǫn
RE2(T0; Jn)
)
= 0.
In particular, it holds that ‖θˆn − θ0‖2 →p 0.
(ii) It holds that
lim
n→∞
P
(
‖θˆn − θ0‖2∞ ≥
K2γn +K3ǫn
F 2∞(T0; Jn)
)
= 0.
In particular, it holds that ‖θˆn − θ0‖∞ →p 0.
Theorem 3.2. Under the same assumption as Theorem 3.1, the following (i)
and (ii) hold true for a positive constant K4.
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(i) It holds that
lim
n→∞
P
(
‖θˆn − θ0‖1 ≥ 4K4Sγn
κ2(T0; Jn)− 4Sǫn
)
= 0.
In particular, it holds that ‖θˆn − θ0‖1 →p 0.
(ii) It holds for every q ∈ (1,∞) that
lim
n→∞
P
(
‖θˆn − θ0‖q ≥ ξn,q
)
= 0,
where
ξn,q :=
2S
1
q ǫn
Fq(T0; Jn)
· 2K4Sγn
κ2(T0; Jn)− 2Sǫn +
2K4S
1
q γn
Fq(T0; Jn)
.
In particular, it holds for all q ∈ (1,∞) that ‖θˆn − θ0‖q →p 0.
4 Proofs
4.1 A stochastic inequality for the gradient of the log-
quasi-likelihood
In this subsection, we will show that under Assumption 2.1,
lim
n→∞
P (‖ψn(b; θ0)‖∞ ≥ γn) = 0
for any b(·) if γn satisfies (2) although we are interested only in the case of b = 0.
First, let us decompose ψin(b; θ0) = A
i
n +B
i
n + C
i
n, where
Ain :=
1
n∆n
n∑
k=1
Zitn
k−1
exp(−2θT0 Ztnk−1)
∣∣∣∣∣
∫ tnk
tn
k−1
{b(Xs)− b(Xtn
k−1
)}ds
∣∣∣∣∣
2
,
Bin :=
2
n∆n
n∑
k=1
Zitn
k−1
exp(−2θT0 Ztnk−1)
(∫ tnk
tn
k−1
{b(Xs)− b(Xtn
k−1
)}ds
)
×
(∫ tnk
tn
k−1
exp(θT0 Zs)dWs
)
and
Cin :=
1
n∆n
n∑
k=1
Zitn
k−1
exp(−2θT0 Ztnk−1)
∣∣∣∣∣
∫ tnk
tn
k−1
exp(θT0 Zs)dWs
∣∣∣∣∣
2
− Zitn
k−1
∆n.
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We further decompose Cin = D
i
n + E
i
n, where
Din :=
1
n∆n
n∑
k=1
Zitn
k−1
exp(−2θT0 Ztnk−1)
∣∣∣∣∣
∫ tnk
tn
k−1
exp(θT0 Zs)dWs
∣∣∣∣∣
2
−Zitn
k−1
(Wtn
k
−Wtn
k−1
)2
and
Ein :=
1
n∆n
n∑
k=1
Zitn
k−1
{(Wtn
k
−Wtn
k−1
)2 −∆n}.
Lemma 4.1. If γn satisfies (2), then it holds that
lim
n→∞
P
(
sup
1≤i≤pn
|Ain| ≥ γn
)
= 0
for any b(·) which satisfies Assumption 2.1.
Proof. It follows from Markov’s inequality and Schwartz’s inequality and As-
sumption 2.1 that
P
(
sup
1≤i≤pn
|Ain| ≥ γn
)
≤ C exp(2C‖θ0‖1)
n∆nγn
n∑
k=1
E


∣∣∣∣∣
∫ tnk
tn
k−1
{b(Xs)− b(Xtn
k−1
)}ds
∣∣∣∣∣
2


≤ C exp(2C‖θ0‖1)
n∆nγn
n∑
k=1
E
[(∫ tnk
tn
k−1
{b(Xs)− b(Xtn
k−1
)}2ds
)
∆n
]
≤ C exp(2C‖θ0‖1)
n∆nγn
n∑
k=1
E
[
∆n
∫ tnk
tn
k−1
L˜2|Xs −Xtn
k−1
|2ds
]
≤ C exp(2C‖θ0‖1)
nγn
n∑
k=1
L˜2
∫ tnk
tn
k−1
E[|Xs −Xtn
k−1
|2]ds
≤ C exp(2C‖θ0‖1)
γn
L˜2C˜2∆
2
n.
Noting that ∆n → 0 and γn = K0∆
1
2
−α
n , we obtain the conclusion. ✷
Lemma 4.2. Under the same assumptions as Lemma 4.1, it holds that
lim
n→∞
P
(
sup
1≤i≤pn
|Bin| ≥ γn
)
= 0.
for any b(·) which satisfies Assumption 2.1.
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Proof. Using Markov’s inequality and Schwartz’s inequality, we have that
P
(
sup
1≤i≤pn
|Bin| ≥ γn
)
≤ 2C exp(2C‖θ0‖1)
n∆nγn
n∑
k=1

E


∣∣∣∣∣
∫ tnk
tn
k−1
{b(Xs)− b(Xtn
k−1
)}ds
∣∣∣∣∣
2




1
2
×

E


∣∣∣∣∣
∫ tnk
tn
k−1
exp(θT0 Zs)dWs
∣∣∣∣∣
2




1
2
≤ 2C exp(2C‖θ0‖1)
n∆nγn
n∑
k=1
(
E
[
∆n
∫ tnk
tn
k−1
|b(Xs)− b(Xtn
k−1
)|2ds
]) 1
2
×
(
E
[∫ tnk
tn
k−1
exp(2θT0 Zs)ds
]) 1
2
≤ 2C exp(2C‖θ0‖1)
n∆nγn
n
(
L˜2C˜2∆
3
n
) 1
2
(exp(2C‖θ0‖1)∆n)
1
2
≤ CL˜C˜
1
2
2 ∆n exp(3C‖θ0‖1)
γn
.
The right-hand side of this inequality tends to 0 as n→∞. ✷
Lemma 4.1, and Lemma 4.2 imply that we can ignore the effect of b(·). So we
may take b(x) = 0 when we define the estimator θˆn. The following lemmas give
some inequalities about Din and E
i
n.
Lemma 4.3. Under the same assumption as Lemma 4.1, it holds that
lim
n→∞
P
(
sup
1≤i≤pn
|Din| ≥ γn
)
= 0.
Proof. It follows from Markov’s inequality and Schwartz’s inequality that
P
(
sup
1≤i≤pn
|Din| ≥ γn
)
≤ C
n∆nγn
n∑
k=1
E [|D1| · |D2|]
≤ C
n∆nγn
n∑
k=1
(E[|D1|2]) 12 (E[|D2|2]) 12 ,
where D1 and D2 are defined as follows
D1 :=
∫ tnk
tn
k−1
{exp(θT0 [Zs − Ztnk−1 ]) + 1}dWs,
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D2 :=
∫ tnk
tn
k−1
{exp(θT0 [Zs − Ztnk−1 ])− 1}dWs.
We can see that
(E[|D1|2]) 12 =
(
E
[∫ tnk
tn
k−1
{exp(θT0 [Zs − Ztnk−1 ]) + 1}2ds
]) 1
2
≤ (exp(2C‖θ0‖1) + 1)∆
1
2
n .
Noting that there exists a positive constant C1 such that
| exp(θT0 [Zs − Ztnk−1 ])− 1| ≤ C1|θT0 [Zs − Ztnk−1 ]|
≤ C1‖θ0‖1max
i∈T0
|Zis − Zitn
k−1
|,
where T0 := {i : θi0 6= 0}, we have that
(E[|D2|2]) 12 =
(
E
[∫ tnk
tn
k−1
{exp(θT0 [Zs − Ztnk−1 ])− 1}2ds
]) 1
2
≤
(
E
[∫ tnk
tn
k−1
C21‖θ0‖21max
i∈T0
|Zis − Zitn
k−1
|2ds
]) 1
2
≤ C1C˜2‖θ0‖1∆n.
Consequently, it holds that
P
(
sup
1≤i≤pn
|Din| ≥ γn
)
≤ CC1C˜2‖θ0‖1(exp(2C‖θ0‖1) + 1)∆
1
2
n
γn
→ 0.
We thus obtain the conclusion. ✷
Lemma 4.4. Suppose that γn and pn satisfy (2) and (3) respectively. Then, it
holds that
lim
n→∞
P
(
sup
1≤i≤pn
|Ein| ≥ 3γn
)
= 0.
Proof. Put Utn
k
:= |Wtn
k
−Wtn
k−1
|2 −∆n and η := ∆1/2+α−βn , where 0 < β <
2α− ζ is a constant. Then, we have that
Ein =
1
n∆n
n∑
k=1
Zitn
k−1
Utn
k
1{|Utn
k
|≤η} +
1
n∆n
n∑
k=1
Zitn
k−1
Utn
k
1{|Utn
k
|>η}
=: F in +G
i
n.
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It is sufficient to prove that P (supi |F in| ≥ 2γn)→ 0 and P (supi |Gin| ≥ γn)→ 0.
Note that
F in =
1
n∆n
n∑
k=1
Zitn
k−1
{Utn
k
1{|Utn
k
|≤η} − E[Utnk 1{|Utnk |≤η}|Ftnk−1 ]}
+Zitn
k−1
E[Utn
k
1{|Utn
k
|≤η}|Ftnk−1 ]
=: Hin + I
i
n.
We can see that for all k and i,
|Zitn
k−1
{Utn
k
1{|Utn
k
|≤η} − E[Utnk 1{|Utnk |≤η}]}| ≤ 2Cη
E[|Zitn
k−1
|2{Utn
k
1{|Utn
k
|≤η} − E[Utnk 1{|Utnk |≤η}]|Ftnk−1 ]}
2|Ftn
k−1
] ≤ C2∆2n.
Now, it follows from Bernstein’s inequality for martingales (See Theorem 1.6
from Freedman (1975).) that
P
(|Hin| ≥ γn) ≤ 2 exp
(
− γ
2
n
2(2Cηγn + C2∆2n)
)
.
Write ‖ · ‖Φ for Orlicz norm with respect to Φ(x) := ex− 1. Lemma 2.2.10 from
van der Vaart and Wellner (1996) implies that there exists a constant L > 0
depending only on Φ such that∥∥∥∥ sup
1≤i≤pn
|Hin|
∥∥∥∥
Φ
≤ L
{
2Cη log(1 + pn) +
√
C2∆2n log(1 + pn)
}
.
Using Markov’s inequality, we have that
P
(
sup
1≤i≤pn
|Hin| ≥ γn
)
= P
(
Φ
(
supi |Hin|
‖supi |Hin|‖Φ
)
≥ Φ
(
γn
‖supi |Hin|‖Φ
))
≤ Φ
(
γn
‖supi |Hin|‖Φ
)−1
≤ Φ

 γn
L
{
2Cη log(1 + pn) +
√
C2∆2n log(1 + pn)
}


−1
→ 0.
On the other hand, it holds that
Iin =
1
n∆n
n∑
k=1
Zitn
k−1
{
E[Utn
k
− Utn
k
1{|Utn
k
|>η}|Ftnk−1 ]
}
=
1
n∆n
n∑
k=1
Zitn
k−1
E[−Utn
k
1{|Utn
k
|>η}|Ftnk−1 ].
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So we thus obtain that
P
(
sup
1≤i≤pn
|Iin| ≥ γn
)
≤ 1
γn
E
[
sup
1≤i≤pn
∣∣∣∣∣ 1n∆n
n∑
k=1
Zitn
k−1
E[Utn
k
1{|Utn
k
|>η}|Ftnk−1 ]
∣∣∣∣∣
]
≤ C
n∆nγn
n∑
k=1
E
[
E
[
|Utn
k
|2
η
|Ftn
k−1
]]
=
2C∆n
γnη
→ 0.
A similar calculation leads us that
P
(
sup
1≤i≤pn
|Gin| ≥ γn
)
→ 0.
This yields the conclusion. ✷
After all, we obtain the next lemma.
Lemma 4.5. Suppose that γn and pn satisfy (2) and (3) respectively. Then, it
holds for any b(·) that
lim
n→∞
P (‖ψn(b; θ0)‖∞ ≥ 6γn) = 0.
This lemma states that the true value θ0 belongs to the constraint set Cn
with large probability when the sample size n is large.
4.2 Some discussions on the Hessian
In this subsection, we prepare two lemmas for Vn(0; θ0). The next lemma states
that Vn(0; θ0) is approximated by Jn.
Lemma 4.6. The random sequence ǫn defined by
ǫn := ‖Vn(0; θ0)− Jn‖∞
converges in probability to 0.
Proof. It holds that
Vn(0; θ0) =
2
n∆n
n∑
k=1
Ztn
k−1
ZTtn
k−1
exp(−2θT0 Ztnk−1)
∣∣∣∣∣
∫ tnk
tn
k−1
exp(θT0 Zs)dWs
∣∣∣∣∣
2
= (I) + (II) + (III),
where
(I) =
2
n∆n
n∑
k=1
Ztn
k−1
ZTtn
k−1
∣∣∣∣∣
∫ tnk
tn
k−1
exp(θT0 [Zs − Ztnk−1 ])dWs
∣∣∣∣∣
2
−Ztn
k−1
ZTtn
k−1
|Wtn
k
−Wtn
k−1
|2,
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(II) =
2
n∆n
n∑
k=1
Ztn
k−1
ZTtn
k−1
{
|Wtn
k
−Wtn
k−1
|2 −∆n
}
,
and
(III) =
2
n∆n
n∑
k=1
Ztn
k−1
ZTtn
k−1
∆n = Jn.
Using triangle inequality, we have that
‖Vn(0; θ0)− Jn‖∞ ≤ ‖(I)‖∞ + ‖(II)‖∞.
As well as the proof of Lemma 4.3 and Lemma 4.4, we can prove that ‖(I)‖∞
and ‖(II)‖∞ are op(1). ✷
The relationship between ψn(0; θˆn)−ψn(0; θ0) and Vn(0; θ0) are provided by the
lemma below.
Lemma 4.7. Define that I := [−2C‖θ0‖1, 2C‖θ0‖1],
g(x) :=
{
e2x−1
x (x 6= 0)
2 (x = 0)
and ν := minx∈I g(x). Then, it holds for h := θ0 − θˆn that
ν
2
hTVn(0; θ0)h ≤ hT [ψn(0; θˆn)− ψn(0; θ0)].
Proof. We have that
hT [ψn(0; θˆn)− ψn(0; θ0)] = 1
n∆n
n∑
k=1
hTZtn
k−1
exp(−2θT0 Ztnk−1)|Xtnk −Xtnk−1 |2
×{exp(2hTZtn
k−1
)− 1}
Note that hTZtn
k−1
∈ I for all k = 1, 2, . . . , n. Noting moreover that x(e2x−1) ≥
νx2, we can see that
hT [ψn(0; θˆn)− ψn(0; θ0)] ≥ 1
n∆n
n∑
k=1
exp(−2θT0 Ztnk−1)|Xtnk −Xtnk−1 |2(νhTZtnk−1)2
=
ν
2
hTVn(0; θ0)h.
We thus obtain the conclusion. ✷
4.3 Proofs of main results
Now, we are ready to prove our main results.
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Proof of Theorem 3.1. It is sufficient to prove that ‖ψn(0; θ0)‖∞ ≤ γn im-
plies that
‖θˆn − θ0‖22 ≤
K2γn +K3ǫn
RE2(T0; Jn)
.
By the construction of the estimator θˆn, we have ‖ψn(0; θˆn)‖∞ ≤ γn, which
implies that
‖ψn(0; θˆn)− ψn(0; θ0)‖∞ ≤ ‖ψn(0; θˆn)‖∞ + ‖ψn(0; θ0)‖∞ ≤ 2γn.
Put h := θ0 − θˆn, then we have that h ∈ CT0 since it holds that
0 ≥ ‖θ0 − h‖1 − ‖θ0‖1 =
∑
j∈T c
0
|hT c
0j
|+
∑
j∈T0
(|θ0j − hT0j | − |θ0j |)
≥
∑
j∈T c
0
|hT c
0j
| −
∑
j∈T0
|hT0j |
= ‖hT c
0
‖1 − ‖hT0‖1.
Notice moreover that ‖h‖1 ≤ ‖θˆn‖1 + ‖θ0‖1 ≤ 2‖θ0‖1 by the definition of θˆn.
Now, we use Lemma 4.3 for h to deduce that
hTVn(0; θ0)h ≤ 2
ν
hT [ψn(0; θˆn)− ψn(0; θ0)]
≤ 4
ν
γn‖h‖1
≤ 8
ν
γn‖θ0‖1
=: K2γn.
Thus it holds that
hTJnh ≤ |hT (Jn − Vn(0; θ0))h|+ hTVn(0; θ0)h
≤ ǫn‖h‖21 +K2γn
≤ ǫn · 4‖θ0‖21 +K2γn
=: K3ǫn +K2γn.
By the definition of the restricted eigenvalue, we have that
RE2(T0; Jn) ≤ h
TJnh
‖θˆn − θ0‖22
≤ K2γn +K3ǫn
‖θˆn − θ0‖22
.
Noting that RE2(T0; Jn) > 0 with large probability when n is sufficiently large,
we obtain that
‖θˆn − θ0‖22 ≤
K2γn +K3ǫn
RE2(T0; Jn)
,
which yields the conclusion in (i). Using the factor F∞(T0; Jn), we obtain the
conclusion in (ii) by the similar way. ✷
13
Proof of Theorem 3.2. It follows from the proof of Theorem 3.1 that
hTVn(0; θ0)h ≤ K4γn‖θˆn − θ0‖1.
Noting that ‖b‖22 ≤ ‖b‖21 for all b ∈ Rpn , we have that
hTJnh ≤ ǫn‖θˆn − θ0‖21 +K4γn‖θˆn − θ0‖1.
The definition of κ(T0; Jn) implies that
κ2(T0; Jn) ≤ Sh
TJnh
‖hT0‖21
≤ Sǫn‖h‖
2
1 +K4Sγn‖h‖1
‖hT0‖21
.
Since ‖h‖1 ≤ 2‖hT0‖1, this yields the conclusion in (i).
On the other hand, using the weak cone invertibility factor for every q ≥ 1,
we have that
Fq(T0; Jn) ≤ S
1
q ǫn‖h‖21 + S
1
qK4γn‖h‖1
‖hT0‖1‖h‖q
,
which implies that
‖θˆn − θ0‖q ≤ 2S
1
q ǫn‖θˆn − θ0‖1 + 2S
1
qK4γn
Fq(T0; Jn)
.
Using the l1 bound derived above, we obtain the conclusion in (ii). ✷
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