S2. Centrality measures
In the main paper, we measure social network positions of individuals in each snapshot via eight centrality measures, each of which aims to capture the importance of a node in a network, often from a complementary perspective compared to others. Definitions of these centrality measures are as follows.
• Eccentricity centrality (ECC) is the reciprocal of the distance of a node to the farthest node in the network. 7 Intuitively, nodes with small shortest path lengths to the furthest node in the network have high centrality according to ECC. • Betweenness centrality (BETWC) measures the number of shortest paths that pass through a given node in the network. 8 Intuitively, nodes that occur in many shortest paths have high centrality according to BETWC. • Closeness centrality (CLOSEC) is the reciprocal of the distance of a node to all other nodes in the network. 9 Intuitively, nodes with small shortest path lengths to all other nodes have high centrality according to CLOSEC. • Eigenvector centrality (EIGENC) measures the influence of a node in the network. A node with high eigenvector centrality value means that the node is connected to many nodes who themselves have high values. 10 • K-core of a network is a maximal subset of nodes in the network such that each node is connected to at least k others in the subset. K-coreness centrality (KC) of a node is k if the node is in k-core. • Degree centrality (DEGC) measures the number of a node's neighbors. The higher the degree of a node, the more central the node in the network according to DEGC. • Graphlet degree centrality (GDC) is an extension of degree centrality. It measures how many graphlets anode participates in, for all 25-node graphlets. 11 Intuitively, the more graphlets a node touches, the more central the node is according to GDC. • Clustering coefficient centrality (CLUSC) measures, for a given node, the number of pairs of neighbors of the node are connected, over the number of all pairs of the node's neighbors. Intuitively, the more interconnected the neighborhood of the node, the higher clustering coefficient centrality.
S3. Network clustering
Network clustering is not a key focus of this study, and any meaningful choice of network clustering strategy will suffice. So, as a proof of concept, for a given centrality measure and an individual i, we capture i's 31 centrality values at the 31 network snapshots into i's 31dimensional vector V i . Then, we compute the dissimilarity between a pair of nodes i and j by calculating the Euclidean distance, a common distance (or equivalently similarity) measure, between V i and V j . We use a popular clustering method, k-medoids clustering, to partition the nodes into groups (i.e., clusters). 12 The k-medoids clustering method requires specifying the number of desired clusters, k. To test the effect of k, we vary k from 2 to 10 (a relatively large number) in increments of 1. In the main paper, for illustration purpose, we report results for k = 4 because using this choice results in the strongest signal in terms of the enrichment significance among all k values that we consider.
S4. Details on classification and 5-fold cross-validation
To evaluate the prediction performance of our considered predictive models, we use 5-fold cross-validation. That is, we randomly divide all individuals into five equal-sized subsets. Each subset contains the same proportion of depressed/anxious individuals as present in the considered pool of individuals. Then, we use one of the subsets as the testing set and the union of the remaining four subsets as the training set. We repeat this process five times until every subset has served as the testing set. We calculate the average and standard deviation of evaluation measures (see below) over the five runs. In each run, a logistic regression classifier outputs a set of probability scores, one score per individual. We choose a probability cutoff where individuals with probability scores above the cutoff value will be classified as depressed/anxious, and those with probability scores below the cutoff value will be classified as non-depressed/non-anxious. As is typically done, we choose a cutoff value such that the proportion of the individuals who are predicted as depressed/anxious is equal to the proportion of the individuals who are actually depressed/anxious. 13 Given a prediction for an individual, taking depression as an example, a true positive (TP) represents an individual who is depressed and is also predicted as depressed. A false positive (FP) represents an individual who is nondepressed but is predicted as depressed. A false negative (FN) represents an individual who is depressed but is predicted as non-depressed. A true negative (TN) represents an individual who is non-depressed and is also predicted as non-depressed. Based on these, we compute four popular evaluation measures: 
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Predictive model Fig. S8 : The performance of the considered predictive models for anxiety with respect to recall, F1 score, and accuracy. For each model, the performance averaged over the five runs of 5-fold cross-validation is shown, along with the corresponding standard deviation. In parentheses, we show whether the feature in a given model is extracted from the dynamic or static network. The red line corresponds to the performance of the random guess model.
