Abstract. This paper introduces a new technique, using the so-called nonlinear heat approximation and BMO preserving homotopy, to investigate regularity properties of BMO weak solutions of strongly coupled nonlinear parabolic systems consisting of more than one equation defined on a domain of any dimension.
Introduction
We consider the following parabolic systems: 2 (Q, R m ) is the set of vector-valued functions whose spatial weak derivatives are in L 2 (Q). It is now a classical result (see [10, 16] ) for the scalar case (m = 1) that bounded weak solutions to (1.1) are Hölder continuous and if A, F are sufficiently smooth, then bounded weak solutions are classical. On the other hand, in the case of systems of equations (i.e. m > 1), one cannot generally expect bounded weak solutions of (1.1) to be Hölder continuous everywhere (see counterexamples, e.g., in [5] ). Partial regularity theory for (1.1), when A is linear in Du, was considered in [2, 3] , where it was shown that bounded weak solutions are Hölder continuous on a full measure subset of Q and the Hausdörff dimension of their singular sets could be estimated. In a recent work, see [11, 14] , we introduced the so-called linear A-heat approximation technique to investigate partial and everywhere regularity for degenerate parabolic systems. However, as pointed out in [1] , it is crucial to establish everywhere Hölder continuity for bounded weak solutions for systems and to control their Hölder norms in order to discuss further important questions in applications (e.g.; see [18] ) such as global existence and dynamics of the solutions. Works in these directions were reported in [6, 7, 8, 12, 17, 20] for systems satisfying DUNG LE intrinsic structural conditions on A, F of (1.1) and seem very hard to verify unless (1.1) consists of only two equations (i.e., m = 2; see [12] ) or the dimension n is small (e.g., n ≤ 4 in [17] or n = 2 in [6] ). The method and conditions in [8] cannot apply here due to the presence of u in A and u is only assumed to have bounded BMO norm.
In this work, we seek for everywhere regularity for systems such as (1.1) given on a domain of R n and consisting of m equations with m, n being arbitrary while structural conditions on A, F are much less restrictive. For the sake of simplicity, we will assume in this paper that A, F depend only on u, Du. However, the case when they depend smoothly on x, t can also be treated modulo minor modifications.
The main theme of our approach here is to embed the considered system (1.1) into a family of nonlinear systems such that if it is continuously homotopic to a member of the family whose everywhere regularity is known, then the same regularity can be carried over to (1.1) . In this homotopy, the main assumption is that a certain BMO, instead of L ∞ , maximum principle remains. As we deal mainly with weak solutions, such a BMO principle is obviously more reasonable, and perhaps easier to obtain under much weaker hypotheses, than its L ∞ versions (see [9] ). In fact, we will need only such a BMO maximum principle for regular solutions to the Cauchy problem of (1.1) with boundary and initial data being smooth. Works in this direction are in progress and some results on BMO maximum principles for systems such as (1.1) will be reported in a forthcoming paper. Meanwhile, some L ∞ maximum principles were studied in an earlier work [13] on nearly triangular systems.
Thus, we will consider a family of parabolic systems parameterized by ν ∈ [0, 1]:
Assume that (1.1) becomes the above system when ν = 1 and that Hölder continuity results are known for the system when ν = 0. It is well known that Hölder continuity of a vector-valued function u is equivalent to a certain decay estimate for its mean oscillation, property D) described in Section 2. We then consider a subset I of parameters in [0, 1] where BMO weak solutions of the above system satisfy this property. The main goal is then to prove that I is both open and closed in [0, 1] so that I = [0, 1] and the desired Hölder continuity for solutions to (1.1) is obtained. Our first two main results concerning the open and closed properties of I will be presented under two sets of conditions as they will be established by using different tools, and they may be independently of interest in applications.
The main vehicles in the proof of I that are open are Proposition 4.1 and Proposition 4.4, which are nonlinear versions of the (linear) heat approximation method in [11] . Basically, they assert that if a vector-valued function u almost and weakly solves a system such as (1.2), with ν ∈ I, then it can be approximated in a certain controllable way by a solution v of the system. By this, regularity properties of v can be carried over to u. The proof of these nonlinear approximation versions is not a simple extension of that for the constant coefficient linear case in [11] and much more is involved. One of the main obstacles here is that the existence of the approximating solution v for the Cauchy problem involving a nonlinear system such as (1.2) is not available if the data u is not smooth, but only BMO. We will have to mollify u to get v and several technicalities will appear.
On the other hand, the above argument is local by nature and cannot be used to prove that I is closed as it lacks certain uniform estimates in order to show that limits of a sequence of regular solutions are also regular. To this end, we will use a different approach deriving uniform and global estimates for the integrals of spatial derivatives of regular solutions with uniform bounded BMO norms.
Combining the above two results we obtain regularity properties for BMO weak solutions to (1.1) via the described homotopy. Obviously, we need to determine candidates for regular systems to which a given (1.1) can be homotopic. Apparently, a natural candidate of such systems is
to which (1.1) can be continuously transformed via
We will study regularity results of (1.3) when A is independent of u. The results in this direction recover those of Necas and Sverak [17] when n ≤ 4 and further extend to the case for larger n. The paper is organized as follows. In Section 2, we will introduce notation and discuss in detail our hypotheses and main theorems. Section 3 collects technical lemmas. Section 4 presents our main vehicles: the nonlinear approximation results. The proof that I is open will be given in Section 5. Finally, Section 6 details the proof of I being closed as well as the study of (1.3) and concludes our paper.
Preliminaries and main theorems
Throughout this paper, for some
, the parabolic boundary of Q R (z 0 ). If the center z 0 was understood, we would simply write Q R , S R for Q R (z 0 ) and S R (z 0 ) respectively.
For any integrable function u : Q R → R m and any measurable subset A of Q R , we write
If A is a cylinder Q R = Q R (z 0 ) and there is no ambiguity, we simply write
with respect to the above norm.
For any cylinder Q in R n+1 , the local BMO space
We also make use of the Morrey and Campanato spaces L p,λ and L p,λ :
As our results are local in nature, without loss of generality, we will simply consider Q as the unit parabolic cylinder B 1 (0) × [−1, 0] throughout this paper. We then consider a family of systems (2.2)
By a BMO weak solution u to this system we mean a BMO function u satisfying
In order to investigate the Hölder regularity of weak solutions, we recall a result in [3] showing that a vector-valued function u is Hölder continuous if and only if it satisfies a mean oscillation decay estimate described in the following property.
where
Our first main result shows that if (2.2), for some ν, is a "nice" system in the sense that its BMO weak solutions are Hölder continuous, then "near by" systems are also nice. The main assumption here is that the "nice" system satisfy a certain BMO maximum principle.
To be more precise, let us describe our assumptions in detail here. We first suppose that the family of systems (2.2) contains at least a "nice" one so that the set of parameters ν, with which the system is nice, makes up a nonempty set I. We then consider the following structural assumptions on the matrices A(ν, u, Du) and the vector-valued functions f (ν, u, Du).
H.1) (Uniform ellipticity) There are positive constants λ, Λ such that for all
for some positive constant C and a function f ∈ L r,n+2−r (Q) with r > 2. Moreover,
for some C, θ, l > 0 and any u ∈ R m , ζ ∈ R nm . The function f in the above is described in H.2). H.4) (Existence) For ν ∈ I, the set of "nice" parameters, and any cylinder
has a BMO weak solution u (see also Remark 2.1 below). H.5) (Uniform BMO estimate) For any ν ∈ I, if g ∈ C 1 (Q R ), then there is a constant C( g BMO(Q R ) ) such that any weak solution u to the system (2.8) is BMO and satisfies the estimate
The assumption that the function f belongs to the Morrey space described in H.2) comes naturally in conjunction with the BMO condition H.5). In fact, by testing the systems with (u − u r )φ 2 , where φ is a cutoff function for any two concentric cylinders Q r and Q 2r of Q, one can quickly see that f should be in such a Morrey space.
Remark 2.1. The condition H.4) differs in this work from those using linear heat approximation arguments, where (2.8) is a linear system with constant coefficients and H.4) is granted even when the Cauchy data g is not smooth, which is not the case here since our reference systems are nonlinear and our Cauchy data are only BMO. However, the work [1] provided local existence and uniqueness results for the Cauchy problem (2.8) if the boundary data is C 1 smooth and the matrices A(ν, u, Du) are regular elliptic. Therefore the assumption H.4) on (2.8), when ν is in the "nice" set I, is justified if Q R is replaced by some cylinder B R × [t 0 − h, t 0 ] with h being sufficiently small. However, it was also shown in [1] that if one can establish a priori estimates for the Hölder norms of these solutions in Q R , then they also (uniquely) exist in Q R . Hence, when ν ∈ I, the condition H.4) is somewhat just a consequence of I), combining with H.5) and our arguments later on, which guarantees such required estimates for Hölder norms of the solutions via the decay property D). In order to use H.4) in the proof of our approximation DUNG LE results in Section 4, we have to mollify the approximated solution, and more delicate arguments will be needed in our proof.
Remark 2.2. From the proof we can easily see that the constants λ, Λ could be allowed to depend on u. We need only assume that the diffusion matrix A is regularly elliptic; i.e., the ratio c 1 ≤ λ/Λ ≤ c 2 and λ ≥ c 3 for some positive constants c i .
Our first main result then asserts that the set I, where the property D) holds, is open. In fact, as corollaries to the above theorem, if A, F are smoother (e.g., C 1 in their variables), then BMO solutions to nice systems (with ν being in I) are C 1 loc (Q). We will discuss these types of results in Section 5.
Next, we will give conditions for the set I to be closed in [0, 1] . To this end, we take a sequence {ν k } in I such that ν k → μ and we will show that μ ∈ I. We first require that any weak BMO solution u to (2.2) can be weakly approximated by "nice" solutions.
II)
For each ν ∈ I, the system (2.2) satisfies the existence condition H.4) and BMO maximum principle H.5). Moreover, if ν k ⊂ I and ν k → μ, then for any weak BMO solution u to (2.2) with ν = μ there is a sequence {v k } of C 1 solutions to (2.2), with ν = ν k , such that Dv k converges weakly to Du in L 1 (Q) and the BMO norms of v k are bounded uniformly in terms of that of u.
Remark 2.4. Although it will be shown in Section 4 that the above assumption holds under H.1)-H.5) via nonlinear heat approximations, we state II) here for our next result so that it is independent of Theorem 2.3. Apparently, II) could also be verified by other means using weaker assumptions than H.1)-H.5).
We then consider ν ∈ I and a C 1 solution v to
The boundary condition g is assumed to be smooth. By II), the above system satisfies the BMO maximum principle and
, we can define
Note that M ν,v is not a uniform bound for every solution v to (2.9). Meanwhile, by the assumed maximum principle for BMO norms in H.5), M B can be taken to be a fixed constant depending only on the BMO norm of g.
We then impose the following assumptions on the structure of (2.9).
M.1) For any
If n > 2, we also assume that
M.2)
For every ν in I and any BMO weak solution v to (2.9), there exists a positive constant a ν,v such that
where σ 0 is a fixed number in (0, 1) and
Note that λ ν,v > 0 due to (2.11). Meanwhile, (2.11) requires that the principal
are not too far apart (when n > 2). On the other hand, situations for the second condition in (2.12) to hold need further discussion. Among them could be the case when
is then possible if the constant coefficient C dominates a 1 (v) and mainly determines the ellipticity constant λ ν,v . We remark here that our conditions M.1) and M.2) concern the relation between the principal eigenvalues of ∂A ∂ξ and they should be compared with those used in [8] . First of all, the method in [8] cannot apply to our more general setting due to the presence of u, which is not assumed to be bounded, in A. Here, we assume only that the matrix A is regularly elliptic, i.e. Λ ν,v , λ ν,v can depend on u and be unbounded (thus [8, (15) ] cannot be verified here) and that the quotient Λ ν,v /λ ν,v is bounded from above and below (recall Remark 2.2). Secondly, our assumptions make use of the ratio Λ ν,v /λ ν,v rather than the constant K describing the dispersion of the eigenvalues as in [8, (*) and (12)]. Our next main result then reads
Theorem 2.5. Assume the conditions II) and M.1)-M.3). The set I is closed in
Combining with the results of the previous theorem, and Remark 2.4, we then have 
DUNG LE
Finally, we would like to provide examples of "nice" (or reference) systems such that I is not empty and the homotopy (2.2) could be realized. A natural candidate of such a family can be
This leads us to the study of the following reference system when ν = 0:
The proof of Theorem 2.5 can be adapted here, without using the condition M.2), to prove the following result. We should remark that the above theorem does not require the dispersion condition (2.11) on the eigenvalues of ∂A ∂ξ but its ellipticity when n ≤ 4.
Some technical lemmas
We collect some technical lemmas in this section. We first recall the following Sobolev imbedding inequality (see [10] ):
where C is a constant depending only on n.
As we will deal with BMO functions, the following fact is well known ([4, Corollary 2.2, p. 57]) and states that they are almost bounded.
The next lemma is a simple calculation fact.
Then, for any l > (n + 2)/2 and −1 < s < r < 0, there exists a constant C such that
Proof. For ε > 0, take φ in (3.2) to be ψ(x)η(t), where ψ ∈ C 1 0 (B) and η ≡ 1 in (s, r), η is linear in (s − ε, s) and (r, r + ε), and η is zero elsewhere. We see that
. Therefore, by letting ε → 0 in the above, we obtain the following estimate:
This gives (3.3).
We then have the following compactness result for the space V (Q).
Assume that there are a constant M and some sequence of positive reals ε k converging to 0 such that:
.
Proof. Arguing as in Lemma 3.2 with G being replaced by
Using the Hölder inequality, we see that
Thus, for any given ε > 0, by choosing μ small and then h small, k large, we see that
In addition, for any t 1 , t 2 in (−1, 0), we see by c.1) that
Thus, the functions
We just established the following:
According to a compactness result by Simon [19] , we see that F is precompact in
Another consequence of Lemma 3.2 is the following reverse Hölder inequality.
Lemma 3.4. Consider a cylinder
Then, for any q ∈ [2n/(n + 2), 2) and ε > 0, there exists a constant C(ε) such that (3.5)
Proof. Let s, t be in (−R 2 , 0). By scaling and arguing as in the proof of Lemma 3.2, we easily see that
Let q be such that 2 * = 2n/(n + 2) ≤ q < 2. We have
, a simple argument by contradiction gives the following interpolation inequality:
Applying this to H(t, s, ·) and using (3.6), we have
It is easy to see that we can choose s such that
We then fix such an s from now on and note that (3.8)
On the other hand, by Sobolev-Poincaré's inequality, we also have
From the facts that
and that |DH(t, s, ·)| ≤ |Du(·, t)| + |Du(·, s)|, we derive from the above and (3.7)
Here, we have used the fact that Du(·, t)
Integrating the above over t ∈ [−R 2 , 0] and dividing by R 2 , we prove the lemma.
Concerning weak solutions to (1.1), we also need the following result on higher integrability of their gradients. The result sharpens that of [3] . Lemma 3.5. Let u ∈ V (Q) be a weak solution to the system
Assume that
where λ, Λ, C are positive constants and f ∈ L r (Q) for some r > 2. Then Du ∈ L p loc (Q) for some p > 2 and there is some constant C such that
Proof. It is easy to see that u satisfies (3.13)
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where G = a(u, Du). We then see that the result of Lemma 3.4 applies here for any
for any q ∈ [2n/(n + 2), 2) and ε > 0. Using the assumptions, we get 1
On the other hand, by testing the equation of u with (u − u(·, t))φ 2 , where φ is a cutoff function for Q R 2 and Q R , we easily get (see [3] ) the following Cacciopoli type inequality:
Combining the above, we obtain the following reverse Hölder inequality:
It is now well known (see [3] ) that the above gives the L p estimate (3.12) for some p > 2.
Remark 3.6. The last term in (3.12) is uniformly bounded for any R > 0 if we assume that f belongs to the Morrey space L r,n+2−r (Q). We will later make use of the above lemma for BMO weak solutions u. In that case, (3.11) can be relaxed to f ∼ |u| q for any q > 0 and the conclusion (3.12) holds with the integral of f being replaced by the BMO norm of u. To see this, we need only recall that u ∈ L r loc (Q) for any r > 1 if u is BMO (see Lemma 3.1). Furthermore, we can also allow F to have quadratic growth in Du and (3.11) to be |F (u, Du)| ≤ ε 0 |Du| 2 + |f | for some sufficiently small ε 0 .
Remark 3.7. The lemma continues to hold for u weakly and approximately solves (3.9) in the following sense:
for any Q R ⊂ Q, φ ∈ C 1 0 (Q) and δ is sufficiently small. We see that Lemma 3.4 still applies here and the Cacciopoli type inequality (3.14) then becomes
The proof can continue, as δ is small, to give the L p estimate for Du.
The approximation
In this section, we establish our main vehicle for the proof of our regularity results. We will show that if a vector-valued function u almost and weakly solves a parabolic system, then it can be approximated by a solution v to the system in a controllable way.
To begin, let us fix a cylinder 
a.3) For any F ∈ F, there are a positive constant C and a function f ∈ L r,n+2−r loc
(R n+1 ) with r > 2 such that
We remark that a.2) is the combination of H.4) and H.5) in the previous section and it will be used later for "nice" systems, with parameters in I. The existence result in a.2) partly comes from Amann's results and ours (see Remark 2.1). Meanwhile, only BMO norms of solutions are assumed to be uniform in a.2).
We will prove the following "nonlinear heat approximation lemma".
Proposition 4.1. Assume a.1)-a.3). For any given M, ε > 0 and β > 1 there exists δ ∈ (0, 1] that depends only on λ, Λ, ε, β such that if A ∈ A and u
(4.10)
Proof. For simplicity we will present the proof when F is identically zero. It is not difficult to see that the presence of F , satisfying our assumptions, will introduce some extra terms, which can be treated by the same argument (see also Remark 4.2 following the proof). The proof is by contradiction. We then assume that there exist ε 0 > 0 and sequences
We then make a change of variables: 0) . By the boundedness assumption (4.6), the norms u k V (Q R k ) are uniformly bounded by M and so are u k V (Q 1 ) . By scaling, we can assume R = 1 in (4.11)-(4.33). This also proves that δ is independent of R.
For any positive real number h and any function f in L 2 (Q 2/3 ), we denote by f h = J h * f the standard mollifier of f . That is, for some smooth nonnegative function J with compact support in the unit ball Q 1 of R n+1 and J L 1 (R n+1 ) = 1, we write
Let {h k } be some sequence of positive reals converging to 0 and
that is the solution of (4.14)
The following claims provide a contradiction to (4.12) and (4.13) and prove our proposition.
Claim I: There is a constant
).
Proof of Claim I. For any Q R ⊂ Q 1 , φ in C 1 0 (Q R ) and any constant vector c ∈ R m , we have from (4.11),
). We replace φ in the above by φ −h k , whose support is in Q 5/6 if h k is sufficiently small, to get for all φ ∈ C 1 0 (Q Q 2 3 ) the following:
) . 
For any sufficiently positive h and t ∈ (−
2 3 , 0), let η(s) be a C 1 function such that η(s) = 0
if s < t, η(s) = 0 if s > t + h and η is almost linear in (t, t + h).

Subtracting this inequality by the equation of U k and testing the result with
) , the above yields
This establishes our first claim. Moreover, because g k V (Q 2
3
) ≤ C(M ), (4.15) also yields (4.17) 
For any ρ, r ∈ (0, 
Testing the equations for V k with Φ = H k φ 2 , and replacing φ in (4.11) by Φ and subtracting the two results, we get
,
As before, the above then yields (4.19)
) .
We consider the second term on the left. We have
We first consider the integral of the second term on the right. We now write
, we have by the Young inequality that
Similarly, as φ t = 0 in Q \ Q t and |φ t | ≤ 1/ρ 2 , we also have
We then deduce from (4.19) and the above estimates that
where (4.21)
Concerning the second term on the left of (4.20), we write
By a.1), we have
where we have used (4.4) and Young's inequality. Applying Hölder's inequality to the integral of the last term, we see that
where 2p is the exponent in the estimate for Du k in Lemma 3.5 and q = p/(p − 1).
Taking any r such that 2q = 2ν + (1 − ν)r for some ν ∈ (0, 1), we recall that u k , V k are BMO so that the L r norms of u k − (u k ) Q 1 and U k are bounded (also thanks to (4.17)). Hence, by interpolation, the first factor on the right of the above can be estimated by ⎛
By our assumptions (4.12) and (4.13), the integral of (H k φ) 2 is bounded from below by some positive constant ε 1 . Therefore, for any given value of τ ∈ (0, 1), the left-hand side of the above estimate is bounded from above by
Hence, using the L 2p estimate for Du k and the Young inequality, we see that
Note that the above argument also holds when Q 3 4 is replaced by Q τ 3 4 for any τ ∈ (0, 1). Thus, (4.20) becomes
Here, F k is given by (4.21). We apply the Gronwall inequality to the above to obtain
We will prove that F k < ε for any given ε > 0 as
), and complete the proof of Claim II. Now, as
By (4.6) and Claim I, the first term on the right tends to 0 as k → ∞. We now show that, for any given ε > 0, if r, ρ are sufficiently small, then for any k large,
Concerning (4.23), as H
), we need only to prove that
uniformly in k if r, ρ is sufficiently small. For the integral on Q t in (4.25), from (4.15), we find that
On the other hand, because U k = g k on the lateral part of S 2
3
, we can use the Poincaré inequality in the x variable to get
By (4.15) again,
Therefore, the left-hand side of (4.25) can be estimated by
By (4.26), the left-hand side of (4.24) is also bounded by the same quantity. Thus, we need only prove that the above quantity can be arbitrarily small if r, ρ are sufficiently small. First of all, since Du k ∈ L p loc (Q 1 ) for some p > 2 and their norms are uniformly bounded, we see that
we see that the last term in (4.27) is also small. Fixing such a ρ, we consider the integrals of |Du k | 2 , |DU k | 2 in (4.27). By the same argument, the integral of |Du k | 2 over the set Q x is small if Q x is thin or r is small. On the other hand, since U k = g k on the lateral boundary of Q 2 3 , it is easy to see that the argument of the proof of Lemma 3.4 gives that
) as well. Again we can conclude that the integral of |DU k | 2 over Q x \ Q t is small if Q x is thin or r is small (r < ρ) and k is large. Therefore, the right-hand side of (4.27) can be arbitrarily small uniformly in large k if r, ρ are sufficiently small. As we mentioned earlier, this gives the proof of Claim II and completes our proof.
Remark 4.2. When F is present, some extra terms will occur in the proof which can be treated in the same way. Nevertheless, we should note that the condition (4.3) on F and Remark 3.6 guarantee that the L p (Q R ) norm of Du k is uniformly bounded and our proof can continue without any major changes.
The first alternative conclusion (4.8) of the above proposition is not very helpful for our main goal of getting the decay estimate D). We then consider the following assumption that A, F are relatively sequentially compact. a.4) For any sequences {A n } in A and {F n } in F there are subsequences {A n k } and {F n k }, a matrix A and a function F , and a sequence of positive reals {ε k } converging to 0 such that 
and (4.30)
Moreover, v satisfies
The proof of this result partly comes from that of Proposition 4.1. We need only consider the alternative (4.8) and show that u can be approximated by a solution v of a system with constant coefficients. This case can be treated via the heat approximation argument in [11] . In fact, a direct proof can be provided by an argument in the proof of [3, Theorem 3.1] . For the convenience of the readers, we sketch the main lines here.
Proof. For simplicity, we assume that F ≡ 0. The proof is by contradiction again and we will assume R = 1 by scaling. Thanks to Proposition 4.1, if (4.31) and (4.32) (compare with (4.9) and (4.10)) do not hold, then there are sequences {A k }, {u k }, {ε k } satisfying (4.11) and (4.33) lim sup
By a.4) we can assume that {A k } converges to some A and (4.28) holds. Let
and derive from (4.11) (due to (4.30)) that (4.34)
We claim that G satisfies the following system:
Letting k → ∞ in (4.34), as Dφ is bounded, we will show thatÂ k →ÂDG weakly in L 1 (Q 1 ) . We writê
and note that (4.28) gives
Hence, the left-hand side integral tends to 0 as k → ∞.
On the other hand, (4.36)
Due to the continuity of ∂A ∂ζ , we can find a concave continuous function ω sat-
By Jensen's inequality,
We conclude that the right-hand side of (4.36) converges to zero and prove (4.35). Now, let z k be the solution in Q 1 2 to (4.37)
and z k = G on the parabolic boundary of Q 1
2
. Since G is a weak solution to a linear system with constant coefficients in Q 1 , G is BMO bounded in Q 1 2 and so is z k (see [3] 
. Of course, v k is a solution to (4.37), a linear system with constant coefficients. Our proof is then complete.
I is open in [0,1]
We are now ready to give the proof of Theorem 2.3 which asserts that I is open under the hypotheses H.1)-H.5). We consider a family of systems
In the proof we will need the following simple result. 
for some positive constants K, γ, ε, κ and τ ∈ (0, τ 1 ).
Then for any α < γ we can find positive numbers τ 0 ≤ τ 1 and ε 0 depending on
Proof. To prove this for ρ = R, we choose τ 0 ≤ τ 1 and ε 0 such that 2Kτ 
This gives the claim for ρ ≤ R if τ ≤ τ 0 and ε ≤ ε 0 .
Proof of Theorem 2.3. From the discussion following our assumptions H.1)-H.5), we need only prove that I is open with respect to the property D). In the proof below, we will make use of Proposition 4.4 and the family A, F will be taken to be {A(ν, u)} ν∈I and {F (ν, u, Du)} ν∈I . It is clear that our assumptions H.1)-H.5) imply those of Proposition 4.4.
Let μ be in I and η be in [0, 1]. We consider a bounded weak solution u of (5.1) with ν = η and M = u BMO(Q) . For any given δ > 0, by (5.1) and H.3), if |η − μ| is sufficiently small, then
Thus, for any given ε > 0 and some β(M ) > 1, we can apply Proposition 4.4 to find a weak solution v satisfying either (5.1) with ν = μ ∈ I or a system with constant coefficients such that (5.3)
In both cases, v BMO(Q R/2 ) ≤ M and the decay estimate (2.3) holds for v because μ ∈ I. That is, for α ∈ (0, α(M )) and 0 < τ < min{τ (M, α), 1/2}, v satisfies (5.4)
We also have
Combining the above facts, (5.3), the Poincaré inequality for v and the Cacciopoli inequality for u, we then have (5.5)
and apply Lemma 5.1 with γ = α 0 , κ = n + 2 + α 0 . We see that φ satisfies (5.2) of the lemma. Thus, if 2K(M, α)τ α) . Therefore, ν ∈ I if μ ∈ I and |ν − μ| < θ(M, α) for some sufficiently small θ(M, α). This shows that I is open with respect to the property D). Our proof is complete.
In fact, once we know that u is Hölder continuous and if F (ν, u, ζ) is smooth in u, ζ, then the exponent α in the property D) can be any number in (0, 2). We have the following result.
Corollary 5.2. Assume further that
If ν ∈ I and R is sufficiently small, then u satisfies the decay estimate (2.3) for any α ∈ (0, 2).
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Proof. We will prove that u can be approximated by a weak solution to a system with constant coefficients. Because u is Hölder continuous, we have
for any given positive ε if R is sufficiently small. We write
is continuous in u and uniformly bounded in ζ, we can find a continuous and concave function ω ν with ω ν (0) = 0 such that 
for all φ ∈ C 1 0 (Q 1 ). Here, δ can be arbitrarily small (because of (5.6)) if we initially choose R small. We then see that Proposition 4.4 applies here so that u can be approximated by a weak solution v to the following linear system with constant coefficients:
It is well known that (see [3] ) v satisfies (2.3) of D) for α = 2. The proof of our Theorem 2.3 can be repeated here to see that u satisfies (2.3) for any α ∈ (0, 2).
Further assumptions on the smoothness of the matrix A will improve the regularity of weak solutions and we will show that 
I is closed
In this section, we will show that the set I is also closed in [0, 1]. To proceed, we take a sequence {ν k } in I such that ν k → μ and we will show that μ ∈ I. Thus, let us consider a weak BMO solution u to (2.2) with ν = μ. By II), there is a sequence of C 1 solutions v k to (6.1)
with ν = ν k and the data g is in C 1 whose BMO norm is controlled by that of u. The BMO norms of v k are bounded uniformly in terms of that of u and Dv k converges weakly in L 1 (Q 1 ) to Du. We will derive uniform estimates for various integral norms of Dv in terms of the BMO norm of g. Once this is established, we obtain estimates for the derivatives of the limiting u and Hölder continuity of u. Thus, μ is in I.
Fixing ν in I and a solution v to (6.1), we will denote a(v, ζ) = A(ν, v, ζ) and F (v, ζ) = F (ν, v, ζ). We will also omit the parameter ν in the subscripts for λ ν,v , Λ ν,v , a ν,v in the sequel. As v is a weak solution to a nice system, v, Dv are Hölder continuous and Dv weakly solves (6.2)
The proof of Theorem 2.5 relies mainly on the following two lemmas which establish uniform bounds for the L q norms of Dv. In the proof, for simplicity, we will assume that F (v, Dv) ≡ 0 and leave the general case to the discussion in Remark 6.3. Proof. Let φ be in C Proof. To proceed, we recall the following facts in [7] : from the ellipticity condition of 
