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ABSTRACT. An explicit combinatorial construction is given for the cellular
bases, in the sense of Graham and Lehrer, for the centraliser algebra for the
mixed tensor representations of the quantum general linear group.
1. INTRODUCTION
Let $9=gl(k, \mathbb{C})$ and $V$ denote the natural representation of $U_{\dot{q}}(\mathfrak{g})$ . If $V^{*}$ is the
dual space of $V$ considered as a $U_{\hat{q}}(\mathrm{g})$ -module then the mixed tensor representation
of $U_{\dot{q}}(\mathrm{g})$ is defined to be the rational representation $T^{m,n}=V^{\otimes m}$ ci $(V^{*})^{\otimes n}$ . Schur-
Weyl duality in this context has been considered by Kosuda and Murakami in [7]
where they constructed ageneralised Hecke algebra $H_{m,n}^{k}(\hat{q})$ such that the action
of $H_{m,n}^{k}(\hat{q})$ on $T^{m,n}$ generates $\mathrm{E}\mathrm{n}\mathrm{d}_{U_{\hat{q}}(\mathfrak{g})}(T^{m}$ ,” $)$ . Subsequently, Leduc [8] has defined
atwo parameter version $A_{m,n}(\hat{r},\hat{q})$ of the generalised Hecke algebra of Kosuda and
Murakami, from which $H_{m,n}^{k}(q)$ is recovered by making the specialisation $\hat{r}=\hat{q}^{k}$ .
The main purpose of this paper is to give an explicit combinatorial construction
of the representations of $A_{m,n}(\hat{r},\hat{q})$ ;it is shown that each cellular basis, in terms
of Graham and Lehrer, for the tensor product of (classical) Iwahori-Hecke algebras
$H_{m}(\hat{q})\otimes H_{n}(\hat{q})$ will give rise to acellular structure on $A_{m,n}(\hat{r},\hat{q})$ . By this means,
we produce for instance, an analogue of the Murphy basis [11] for the algbebra
$A_{m,n}(\hat{r},\hat{q})$ , along with naturally defined cell modules, the basis of which will be
indexed by certain multi-tableau. By Graham and Lehrer, these cell modules (which
generalise the Specht modules from the classical theory of the representations of
the symmetric group), will be absolutely irreducible for generic parameters $\hat{r}$ and
$\hat{q}$ and, in the non-generic setting will have aradical defined in terms of acertain
associative, symmetric bilinear form.
The irreducible representations of $A_{m,n}(\hat{r},\hat{q})$ have also been constructed by KO-
suda [5] by means of an analogue of the Kazhdan-Lusztig basis of the Iwahori-Hecke
algebra of type $A$ , though without reference to Graham and Lehrer’s machinery of
cellular bases. It being that the Kazhdan-Lusztig basis for the Iwahori-Hecke alge-
bra of tyPe $A$ is cellular, the procedures given below, which explicitly relate cellular
structures on $A_{m,n}(\hat{r},\hat{q})$ to cellular structures on the Iwahori-Hecke algebras, allow
us to again recover the results of [5].
The author would like to thank M. Kosuda for bringing the results of [5] to his
attention, G. Benkart and S. Doty for several stimulating discussions, and B. Srini-
vasan for her support and encouragement while this project was undertaken.
2. PRELIMINARIES
In this section we establish the basic notation and state some known results





2.1. The Symmetric Group. Let $\mathfrak{S}_{n}$ denote the symmetric group acting on the
integers $\{$ 1, 2, . . . , $n\}$ on the right. The elementary transpositions in $\mathfrak{S}_{n}$ are the
elements
$S=\{s_{i}=(i, i+1)|1\leq i<n\}$ .
The elementary transpositions, together with the relations
$s_{i}^{2}=1$ for $1\leq i<n$
$s_{i}s_{j}=s_{j}s_{i}$ for $2\leq|i-j|$ and $1\leq i$ , $j<n$
$s_{i}s_{i+1}s_{i}=s_{i+1}s_{i}s_{i+1}$ for $1\leq i<n-1$
give apresentation for $\mathfrak{S}_{n}$ as aCoxeter group. Let $w$ be apermutation in $\mathfrak{S}_{n}$ . An
expression $w=s_{i_{1}}s_{i_{2}}\ldots$ $s_{i_{k}}$ for $w$ in terms of elementary transpositions is said to
be reduced if $w$ cannot be written as aproper sub-expression of $s:_{1}s_{i_{2}}\ldots$ $S:_{k}$ . In
this case we say $w$ is apermutation with length $k$ and write $l(w)=k$ . Note that
while there are usually several reduced expressions for $w$ , the length of ttr will not
depend on this choice. The length function on $\mathfrak{S}_{n}$ is determined by the properties
(1) $l(s_{i}w)=\{$




$l(w)+1$ if $(i)w^{-1}<(i+1)w^{-1}$ ,
$l(w)-1$ otherwise,
together with the normalizing condition $l(1\mathrm{e}_{n})=0$ .
2.2. Compositions and Tableaux. Let $k\geq 0$ be an integer. Apartition of $k$ is
anon-increasing sequence $\nu=$ $(\nu_{1}, \nu_{2}, \ldots)$ of integers such satisfying $\sum_{i\geq 1}\nu_{i}=k$ .
We will write $\nu\vdash k$ to denote the fact that $\nu$ is apartition of $k$ . If $\nu$ is apartition it
will also be convenient to write $|\nu|=k$ whenever $\sum_{i\geq 1}.\nu_{i}=k$ . If $\mu$ , $\nu$ are partitions
of $k$ , then write $\mu\underline{\triangleright}\nu$ and say $\mu$ dominates $\nu$ , if $\sum_{i=1}^{J}\mu_{k}\geq\sum_{i=1}^{j}\nu_{k}$ for all $j\geq 0$ .
The fact that $\mu\underline{\triangleright}\nu$ and $\mu\neq\nu$ will be denoted by $\mu\triangleright\nu$ .
The diagram of apartition $\nu\vdash k$ is the set of nodes
$[\nu]=$ { ( $i$ , $j$ ) $|1\leq j\leq\nu_{i}$ and $i\geq 1$ } $\subset \mathbb{N}\cross$ $\mathrm{N}$
Let $\nu\vdash k$ . A $\nu$-tableau is abijection $\mathrm{t}$ : $[\nu]arrow\{1,2, \ldots, k\}$ ;equivalently a $\nu-$
tableau $\mathrm{t}$ may be regarded as alabeling of the nodes of $[\nu]$ by the integers 1, 2, . . . ’ $k$ .
For example, if $k=7$ and $\nu=(4,2,1)$ , then
(3) $\mathrm{t}$
is a $\nu$-tableau The super-standard tableau $\mathrm{t}^{\nu}$ is the unique $\nu$-tableau in which has
as its entries the integers 12. . . ’ $k$ appearing in increasing sequence from left to
right and top to bottom. In case $k=7$ and $\nu=(4,2,1)$ we have
(4) $\mathrm{t}^{\nu}=$
A $\nu$ tableau $\mathrm{t}$ is said to be row standard if the entries of each row of $\mathrm{t}$ increase when
read from left to right and arow standard $\nu$-tableau $\mathrm{t}$ is said to be standard if the
entries of each column of $\mathrm{t}$ increase when read from top to bottom. The tableau




Let $\nu\vdash k$ be apartition. The symmetric group $\mathfrak{S}_{k}$ acts from the right on the
set of $\nu$-tableaux by permuting entries. Let, for example, $n=5$ and $\nu=(3,2)$ ;
if $\mathrm{t}$ $=\overline{\mathrm{f}^{1}2\mathrm{f}^{3}41^{5}-}$, then $\mathrm{t}(1,2)(4,5)=\frac{\lceil 2\neg_{34}\mathrm{T}^{-}}{\underline{1}\underline{5}}$. If $\mathrm{t}$ is a $\nu$-tableau, then $d(\mathrm{t})$ $\in \mathfrak{S}_{k}$ is the
permutation defined by the equation $\mathrm{t}^{\nu}d(\mathrm{t})=\mathrm{t}$ . The Young subgroup of $\mathfrak{S}_{\nu}\cong$
$\mathfrak{S}_{\nu_{1}}\cross \mathfrak{S}_{\nu_{2}}\cross\ldots \mathfrak{S}_{\nu_{k}}$ will be the row stabiliser of $\mathrm{t}^{\nu}$ in $\mathfrak{S}_{k}$ ; that is
$\mathfrak{S}_{\nu}=\langle$ $s_{i}|i$ , $i+1$ are in the same row of $\mathrm{t}^{\nu}\rangle$ .
For example, when $\nu=(4,2,1)$ and $\mathrm{t}^{\nu}$ is given by (4), then $\mathfrak{S}_{\nu}=\langle s_{1}, s_{2}, s_{3}\rangle\cross\langle s_{5}\rangle$ .
Amulti-partition of $k$ is atuple of partitions $\nu=$ $(\nu^{(1)}, \nu^{(2)}, \ldots)$ satisfying
the condition that $\sum_{i\geq 0}|\nu^{(i)}|$ $=k$ . The diagram of the multi-partition $\nu=$
$(\nu^{(1)}, \nu^{(2)}, \ldots, \nu^{(k)})$ is defined simply to be the corresponding tuple of diagrams
$[\nu]=$ $([\nu^{(1)}], [\nu^{(2)}], \ldots, [\nu^{(k)}])$ . Since our definitions of multi-tableaux will vary ac-
cording to context, we will confine ourselves here to the definition of diagram of a
multi-partition and postpone the introduction of multi-tableaux.
2.3. The Iwahori-Hecke Algebra of the Symmetric Group. Let R be ad0-
main and $q^{2}$ be an invertible element in $R$ . The Iwahori-Hecke algebra $\mathcal{H}_{R,n}(q^{2})$
associated with $\mathfrak{S}_{n}$ is the unital associative $R$-algebra generated by the elements
$\{X_{i}|1\leq i<n\}$ subject to the relations
$(X_{i}-q^{2})(X_{i}+1)=0$ for $1\leq i<n$ ,
$X_{i}X_{i+1}X_{i}=X_{i+1}X_{i}X_{i+1}$ for $1\leq i\leq n-2$ , and,
$X_{i}X_{j}=X_{j}X_{i}$ for $2\leq|i-j|$ and $1\leq i$ , $j<n$ .
If $w$ is apermutation in $\mathfrak{S}_{n}$ with reduced expression $w=s_{i_{1}}\ldots$ $s_{i_{k}}$ , the element
$X_{w}$ of $\mathcal{H}_{R,n}(q^{2})$ is defined by
$X_{w}=X_{i_{1}}\ldots X_{i_{k}}$ .
By Matsumoto’s Theorem (Theorem 1.8 of [9]), $X_{w}$ is awell defined element of
$\mathcal{H}_{R,n}(q^{2})$ . The next statement follows from (1) and (2) together with the defining
relations for $\mathcal{H}_{R,n}(q^{2})$ .
Lemma 2.1. If $w\in \mathfrak{S}_{n}$ and $s$ is an elementary transposition, then
$X_{w}X_{s}=\{$
$X_{ws}$ if 1 $(ws)>l(w)$ ,
$q^{2}X_{w\epsilon}+(q^{2}-1)X_{w}$ if $l(ws)<l(w)$ ;
and,
$X_{s}X_{w}=\{$
$X_{sw}$ if $l(sw)>l(w)$ ,
$q^{2}X_{sw}+(q^{2}-1)X_{w}$ if $l(sw)<l(w)$ .
The next statement is Lemma 2.3 of [11].
Lemma 2.2. Let $*$ , \dagger , $\#$ be the maps defined by:
$*:X_{w}\mapsto X_{w^{-1}}$
\dagger : $X_{w}\mapsto(-q^{2})^{l(w)}X_{w}^{-1}$
$\#$ : $X_{w}\mapsto(-q^{2})^{l(w)}X_{w^{-1}}^{-1}$ ,
for each $w\in \mathfrak{S}_{n}$ , extended to $\mathcal{H}_{R,n}(q^{2})$ by linearity. Then $*$ and \dagger are R-algebra
anti-involutions of $\mathcal{H}_{R,n}(q^{2})$ and $\#$ is an $R$ -algebra automorphism of $\mathcal{H}_{R,n}(q^{2})$ .
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2.4. The Murphy Basis for the Iwahori-Hecke Algebra. In [11] Murphy
gives anice basis for $\mathcal{H}_{R,n}(q^{2})$ indexed by pairs of standard tableaux, abasis which
allows him to define afiltration on $\mathcal{H}_{R,n}(q^{2})$ by tw0-sided ideals and to describe
the representations of $\mathcal{H}_{R,n}(q^{2})$ . In this section we recall Murphy’s construction
and refer the reader to [11] or [9] for the details.
For apartition $\lambda\vdash n$ , Murphy defines the element $m_{\lambda}\in \mathcal{H}_{R,n}(q^{2})$ by
$m_{\lambda}= \sum_{w\in \mathfrak{S}_{\lambda}}X_{w}$
,
and associates to each pair 5, $\mathrm{t}$ of standard A-tableaux the element
$m_{z\mathrm{t}}=X_{d(\epsilon)}^{*}m_{\lambda}X_{d(\mathrm{t})}$ .
Let $N^{\lambda}$ denote the $R$-submodule of $\mathcal{H}_{R,n}(q^{2})$ generated by the elements
{ $m_{\epsilon \mathrm{t}}=X_{d(\epsilon)}^{*}m_{\mu}X_{d(\mathrm{t})}|\epsilon$ , $\mathrm{t}$ $\in \mathrm{S}\mathrm{t}\mathrm{d}(\mu)$ and $\mu\underline{\triangleright}\lambda$}
and $\check{N}^{\lambda}$ be the $R$-submodule of $N^{\lambda}$ generated by
{ $m_{\epsilon \mathrm{t}}=X_{d(\epsilon)}^{*}m_{\mu}X_{d(1)}|\epsilon$ , $\mathrm{t}$ $\in \mathrm{S}\mathrm{t}\mathrm{d}(\mu)$ and $\mu\triangleright\lambda$ }.
The following result is due to Murphy (Theorem 4.17 and Theorem 4.18 of [11] or
Theorem 3.2 of [9] $)$ .
Theorem 2.3. The Iwahori-Hecke algebra $\mathcal{H}_{R,n}(q^{2})$ has a free R-basis
$\ovalbox{\tt\small REJECT}$ $=$ { $m_{\epsilon \mathrm{t}}|\epsilon$ , $\mathrm{t}$ $\in \mathrm{S}\mathrm{t}\mathrm{d}(\lambda)$ and $\lambda\vdash n$ }.
Moreover, the following hold:
(1) The $R$ -linear map determined by $m_{\epsilon \mathrm{t}}\mapsto m_{1\epsilon}$ , for all $m_{\epsilon \mathrm{t}}\in\ovalbox{\tt\small REJECT}$, is an algebra
anti-involution of $\mathcal{H}_{R,n}(q^{2})$ .
(2) Suppose that $h\in \mathcal{H}_{R,n}(q^{2})$ and that $\mathrm{t}$ $\in \mathrm{S}\mathrm{t}\mathrm{d}(\lambda)$ . Then th $ere$ exist $a_{\mathfrak{d}}\in R$ ,




for all $\mathrm{s}$ $\in \mathrm{S}\mathrm{t}\mathrm{d}(\lambda)$ .
The crucial point about (5) is that the elements $\mathfrak{d}$ and $a_{\mathfrak{d}}$ depend on $\mathrm{t}$ and $h$ but
not on 5. Also, as aconsequence of Theorem 2.3, both $N^{\lambda}$ and $\check{N}^{\lambda}$ are two sided
ideals of $\mathcal{H}_{R,n}(q^{2})$ and the dominance order on partitions gives rise to afiltration
of $\mathcal{H}_{R,n}(q^{2})$ by tw0-sided ideals.
The right Specht module $S^{\lambda}$ is defined to be the $\mathcal{H}_{R,n}(q^{2})$ -submodule of $N^{\lambda}/\check{N}^{\lambda}$
generated by the elements
(6) $\{\check{N}^{\lambda}+m_{\mathrm{C}^{\lambda}1}|\mathrm{t} \in \mathrm{S}\mathrm{t}\mathrm{d}(\lambda) \}$ .
By the last item of Theorem 2.3, the set (6) is afree $R$ basis for $S^{\lambda}$ . For
$5\in \mathrm{S}\mathrm{t}\mathrm{d}(\lambda)$ , let $m_{\epsilon}$ denote the element $\check{N}^{\lambda}+m_{\mathrm{t}^{\lambda}\epsilon}\in S^{\lambda}$ . Murphy defines asymmetric
bilinear form $( , )$ : $S^{\lambda}\cross S^{\lambda}arrow \mathrm{f}\mathrm{f}$ by setting
$\langle m_{\mathfrak{B}}, m_{\mathrm{t}}\rangle m_{\lambda}\equiv m_{\mathrm{t}^{\lambda}z}m_{\mathrm{t}^{\lambda}\mathrm{t}}^{*}$ mod $\check{N}^{\lambda}$ .
Since $\langle$ , $\rangle$ satisfies the condition $\langle m_{3}, m_{\mathrm{t}}h\rangle=\langle m_{5}h^{*}, m_{\mathrm{t}}\rangle$ for all $h\in \mathcal{H}_{R,n}(q^{2})$ , it
follows that the set rad(S\lambda ) $=$ { $a\in S^{\lambda}|\langle a$ , $b\rangle=0$ for all $b\in S^{\lambda}$ } will be aright
$\mathcal{H}_{R,n}(q^{2})$ -module. Consequently Murphy defines $D^{\lambda}=S^{\lambda}/\mathrm{r}\mathrm{a}\mathrm{d}(S^{\lambda})$ . The first item
below is Theorem 6.2 of [11] while the second item is Theorem 6.3 of [11].
Theorem 2.4. Let $R$ be a field. Then
(1) Then either $D^{\lambda}=0$ or $D^{\lambda}$ is an absolutely irreducible $\mathcal{H}_{R,n}(q^{2})$ module
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(2) The collection { $D^{\lambda}|$ A $\vdash n$ and $D^{\lambda}\neq 0$ } is a complete set of pairw $ise$ non-
isomorphic absolutely irreducible $\mathcal{H}_{R,n}(q^{2})$ -modules.
2.5. Cellular Algebras. The definition of acellular algebra, due to Graham and
Lehrer in [2] was motivated by Kazhdan-Lusztig theory. In this section we state
the main results of Graham and Lehrer and refer the reader to the exposition in [9]
for amore thorough treatment. For an equivalent but basis free approach to the
subject, the reader is referred to awork of K\"onig and Xi [3].
Definition 2.1. Let $R$ be adomain and $A$ aunital associative $R$ algebra with a
free $R$ basis. Let $\Lambda$ be afinite set with partial order $\leq \mathrm{a}\mathrm{n}\mathrm{d}$ suppose that for each
A6Athere is afinite index set $\mathrm{I}(\lambda)$ such that there exists aset
$\varphi$ $=$ { $c_{\mathfrak{v}\mathrm{u}}^{\lambda}\in A|0$ , $\mathrm{u}\in \mathrm{I}(\lambda)$ and $\lambda\in\Lambda$ }
which is an i2-basis fo$\mathrm{r}$ $A$ . For $\lambda\in\Lambda$ , let $\check{A}^{\lambda}$ denote the $R$-submodule of $A$ generated
by the elements
{ $c_{\mathfrak{v}\mathrm{u}}^{\mu}|0$ , $\mathrm{u}\in \mathrm{I}(\mu)$ where $\mu\in \mathrm{A}$ and $\lambda<\mu$ }.
Then $(\Lambda, \mathscr{C})$ is acellular basis and $A$ acellular algebra if
(1) the $R$-linear map $*:Aarrow A$ determined by $*:c_{\mathfrak{v}\mathrm{u}}^{\lambda}\mapsto c_{\mathrm{u}\mathfrak{o}}^{\lambda}$ for all $\lambda\in\Lambda$ and
$\mathrm{u}$ , $\mathfrak{d}$ $\in \mathrm{I}(\lambda)$ is an algebra anti-automorphism of $A$ ;and,





for all $\mathrm{u}\in \mathrm{I}(\lambda)$ .
The essential feature of the expression (7) is that the elements $\mathrm{t}$ $\in \mathrm{I}(\lambda)$ and the
constants $\alpha_{\mathrm{t}}$ are determined entirely by $a$ and $\mathfrak{d}$ and are independent of $\mathrm{u}$ .
Examples of cellular algebras include Ariki-Koike algebras (including the Iwahori-
Hecke algebras), the Brauer and Temperly-Lieb algebras (Theorem 4.10 and The-
orem 6.7 of [2] $)$ and the Birman-Murakami-Wenzl algebras (Theorem 3.11 of [12]).
Note that acellular algebra may have more than one cellular basis; the Murphy
basis, for instance, makes the Iwahori-Hecke algebra into acellular algebra, as does
the Kazhdan-Lusztig basis for the Iwahori-Hecke algebra (see, for example, TheO-
rem 5.5 of [2] $)$ .
For A $\in\Lambda$ , denote by $A^{\lambda}$ the $R$-submodule of $A$ generated by the elements
$c_{\mathfrak{o}\mathrm{u}}^{\mu}$ where $\mathfrak{d}$ , $\mathrm{u}\in \mathrm{I}(\mu)$ and $\mu\geq$ A. Observe that $\check{A}^{\lambda}\subseteq A^{\lambda}$ and that $A^{\lambda}/\check{A}^{\lambda}$ has
an $R$-basis given by $\check{A}^{\lambda}+c_{\mathfrak{v}\mathrm{u}}^{\lambda}$ where $\mathrm{Q}$ , $\mathrm{u}\in \mathrm{I}(\lambda)$ . The next statement is now a
straightforward consequence of the definitions (Lemma 2.3 of [9]).
Lemma 2.5. Let $(\mathscr{C}, \Lambda)$ be a cellular basis for $A$ and Abe an element of A.
(1) Suppose that $\mathrm{u}\in \mathrm{I}(\lambda)$ and that $a\in A$ . Then for all a $\in \mathrm{X}(\mathrm{A})$ ,
$a^{*}c_{\mathrm{u}\mathfrak{v}}^{\lambda} \equiv\sum_{\mathrm{t}\in \mathrm{I}(\lambda)}\alpha_{\mathrm{t}}c_{\mathrm{t}\mathrm{o}}^{\lambda}$
rnod $\check{A}^{\lambda}$
where, for each $\mathrm{t}$ , $\alpha_{\mathrm{t}}$ is the element of $R$ determined by (7).
(2) The $R$ -modules $A^{\lambda}$ and $\check{A}^{\lambda}$ are twO-sided ideals of $A$ .
(3) If 5, $\mathrm{t}\in \mathrm{I}(\lambda)$ , then there are $\mathrm{a}\mathrm{s}\mathrm{t}\in R$ such that for any $\mathrm{u}$ , $0\in$ $\mathrm{I}(\lambda)$ ,
(8) $c_{\mathfrak{d}\acute{s}}^{\lambda}c_{\mathrm{t}\mathrm{u}}^{\lambda}\equiv\alpha_{z\mathrm{t}}c_{\mathrm{n}\mathrm{u}}^{\lambda}$ mod $\check{A}^{\lambda}$ .
The second item of Lemma 2.5 shows that there is afiltration of $A$ by the ideals
$A^{\lambda}$ ; indeed, the posets of ideals $A^{\lambda}$ ordered by containment is isomorphic to the
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poset $(\Lambda, \leq)$ . The third item shows that each of the quotients $A^{\lambda}/\check{A}^{\lambda}$ is equipped
with abilinear form; this bilinear fo rm will be defined below.
Let A $\in\Lambda$ be fixed. For $\mathfrak{d}$ $\in \mathrm{I}(\lambda)$ , define $C_{\mathfrak{d}}^{\lambda}$ to be the $R$-submodule of $A/\check{A}^{\lambda}$
generated by the elements $\{\check{A}^{\lambda}+c_{\mathrm{n}\mathrm{u}}^{\lambda}|\mathrm{u}\in \mathrm{X}(\mathrm{A})\}$ . By (7), the algebra $A$ has a
well-defined action on $C_{\mathfrak{d}}^{\lambda}$ by right multiplication. Moreover, under this action
$C_{\mathfrak{d}}^{\lambda}\cong C_{\mathrm{u}}^{\lambda}$ whenever $\mathfrak{d}$ , $\mathrm{u}\in \mathrm{I}(\lambda)$ . Given the latter observation, the right cell module
$C^{\lambda}$ is defined to be the right $A$-module which is free as an $R$-module with basis
$\{c_{\mathfrak{d}}^{\lambda}|\mathfrak{o} \in \mathrm{X}(\mathrm{A})\}$ and right $A$-action given by
$c_{\mathfrak{d}}^{\lambda}a= \sum_{\mathrm{t}}\alpha_{1}c_{\mathrm{t}}^{\lambda}$
where the $\alpha_{\mathrm{t}}$ are given by (7). Then the map $C_{\mathrm{u}}^{\lambda}arrow C^{\lambda}$ defined by $c_{\mathrm{u}\mathfrak{v}}^{\lambda}+\check{A}^{\lambda}‘arrow c_{\mathfrak{d}}^{\lambda}$
is an isomorphism of right $A$-modules. The left cell module $C^{*\lambda}$ is defined to be
the left $A$-module which is free as an $R$-module with basis $\{c_{\mathfrak{d}}^{\lambda}|\mathfrak{v} \in \mathrm{I}(\lambda)\}$ and left
$A$-action given by
$a^{*}c_{\mathfrak{d}}^{\lambda}= \sum_{\mathrm{t}}\alpha_{1}c_{\mathrm{t}}^{\lambda}$
where $\alpha_{\mathrm{t}}$ are once more determined by (7). With this definition, it is easy to see
that $C^{*\lambda}\cong \mathrm{H}o\mathrm{m}_{R}(C^{\lambda}, R)$ as left $A$-modules. As aright $A$-module we have the
decompositon
$A/\check{A}\cong C^{*\lambda}\otimes_{R}C^{\lambda}\underline{\simeq}\mathfrak{v}\in \mathrm{I}(\lambda)\oplus C_{\mathfrak{d}}^{\lambda}$
.
By Lemma 2.5 there is abilinear form $(, )$ : $C^{\lambda}\cross C^{\lambda}arrow R$
$\langle c_{\mathrm{B}}^{\lambda}, c_{1}^{\lambda}\rangle=\alpha_{\epsilon 1}$ for all 5, $\mathrm{t}$ $\in \mathrm{I}(\lambda)$ ,
where $\alpha_{\epsilon \mathrm{t}}$ are determined by (8). The following statements follow readily from the
definitions (Proposition 2.9 of [9]).
Proposition 2.6. Let $\lambda\in \mathrm{A}$ and $a\in A$ . Then
(1) $\langle c_{\mathrm{u}}^{\lambda}, c_{\mathfrak{d}}^{\lambda}\rangle=\langle c_{\mathfrak{d}}^{\lambda}, c_{\mathrm{u}}^{\lambda}\rangle$ for all $\mathrm{u}$ , a $\in \mathrm{I}(\lambda)$ .
(2) $\langle c_{\mathrm{u}}^{\lambda}a, c_{\mathrm{I}1}^{\lambda}\rangle=\langle c_{\mathfrak{d}}^{\lambda}, c_{\mathrm{u}}^{\lambda}a^{*}\rangle$ for all $\mathrm{u}$ , $\mathfrak{d}$ $\in \mathrm{I}(\lambda)$ .
(3) $bc_{\mathrm{u}\mathfrak{o}}^{\lambda}=\langle b, c_{\mathrm{u}}^{\lambda}\rangle c_{\mathfrak{d}}^{\lambda}$ for all $\mathrm{u}$ , a $\in \mathrm{I}(\lambda)$ and $b\in C^{\lambda}$ .
The radical of the module $C^{\lambda}$ is defined to be
(9) rad(C
$\lambda$ ) $=$ { $a\in C^{\lambda}|\langle a$ , $b\rangle=0$ for all $b\in C^{\lambda}$ }.
By the second item of Proposition 2.6 , rad(C\lambda ) is an $A$-submodule of $C^{\lambda}$ , motivating
the definition $D^{\lambda}=C^{\lambda}/\mathrm{r}\mathrm{a}\mathrm{d}(C^{\lambda})$ .
Proposition 2.7. Let $R$ be a field and let A $\in \mathrm{A}$ .
(1) If $D^{\lambda}\neq 0$ , then $D^{\lambda}=0$ or $D^{\lambda}$ is absolutely irreducible.
(2) The intersection of the maximal submodules of $C^{\lambda}$ is equal to rad((ll
$\lambda$ ).
In principle at least, the following Theorem of Graham and Lehrer (Theorem 2.19
of [9] $)$ allows us to classify the simple A-modules.
Theorem 2.8. Suppose that $R$ is a field. Then
{ $D^{\lambda}|$ A $\in \mathrm{A}$ and $D^{\lambda}\neq 0$ }
is a complete set of pairwise non-isomorphic irreducible $A$ -module$s$ .
Graham and Lehrer also give the following equivalences (Corollary 2.21 of [9]).
Theorem 2.9. Suppose that $R$ is a field. Then the following are equivalent.
(1) $A$ is (split) semisimple.
(2) $C^{\lambda}=D^{\lambda}$ for all A $\in\Lambda$ .
(3) rad(C\lambda ) $=0$ for all $\lambda\in\Lambda$ .
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Proposition 2.10. Let $A$ and $B$ be $R$ -algebras which are cellular with respect to
the bases $(\yen^{2(1)} , \Lambda^{(1)})$ and $(\epsilon^{(2)}, \Lambda^{()}\underline’)$ respectively. Then $C=A\otimes B$ is cellular with
th $e$ basis $(\varphi, \Lambda)$ , $where$
$\zeta\#=$ { $a_{\mathfrak{v}\mathrm{u}}^{\lambda^{(1)}}\otimes b_{\mathrm{t}\mathrm{s}}^{\lambda^{(2)}}|a_{\mathfrak{v}\mathrm{u}}^{\lambda^{(1)}}\in\not\in(1)$ and $b_{\mathrm{t}\epsilon}^{\lambda^{(2)}}\in\varphi^{(2)}$ },
and $\Lambda=$ { ( $\lambda^{(1)}$ , $\lambda^{(2)}$ ) $|\lambda^{(1)}\in\Lambda^{(1)}$ and $\lambda^{(2)}\in\Lambda^{(2)}$ } is ordered by $(\lambda^{(1)}, \lambda^{(2)})\leq$
$(\mu^{(1)}, \mu^{(2)})$ if $\lambda^{(1)}\leq\mu^{(1)}$ and A(2) $\leq\mu^{(2)}$ .
Proof. Since $\varphi$ is abasis for $C$ over $R$ and the map $*:a_{\mathfrak{v}\mathrm{u}}^{\lambda^{(1)}}\otimes b_{\mathrm{t}\epsilon}^{\lambda^{(2)}}\vdash+a_{\mathrm{u}\mathrm{o}}^{\lambda^{(1)}}\otimes b_{\mathrm{B}1}^{\lambda^{(2)}}$
defines an algebra anti-involution of $C$ , we must now verify that (?, A) satisfies the
condition (2) of Definition 2.1. Let $\lambda=(\lambda^{(1)}, \lambda^{(2)})\in \mathrm{A}$ . If $a\in A$ and $b\in B$ , then
there exist $\alpha_{\mathfrak{h}}$ , $\beta_{9}\in R$ , for I) $\in \mathrm{I}(\lambda^{(1)})$ and $\mathfrak{g}$ $\in \mathrm{I}(\lambda^{(2)})$ , together with $\check{a}\in\check{A}^{\lambda^{(1)}}$ and
$\check{b}\in\check{B}^{\lambda^{(2)}}$ such that
$(a_{\mathrm{o}\mathrm{u}}^{\lambda^{(1)}} \otimes b_{1\epsilon}^{\lambda^{(2)}})(a\otimes b)=a_{\mathrm{o}\mathrm{u}}^{\lambda^{(1)}}a\otimes b_{\mathrm{t}\epsilon}^{\lambda^{(2)}}b=(\sum_{\mathfrak{h}}\alpha_{\mathfrak{h}}a_{\mathfrak{v}\mathfrak{h}}^{\lambda^{(1)}}+\check{a})\otimes(\sum_{\mathfrak{g}}\beta_{\mathfrak{g}}b_{\mathrm{t}\mathfrak{h}}^{\lambda^{(2)}}+\check{b})$
$= \sum_{\mathfrak{h}}\alpha_{\mathfrak{h}}a_{\epsilon \mathfrak{h}}^{\lambda^{(1)}}\otimes \mathrm{I}^{\beta_{\mathfrak{g}}b_{1\mathfrak{h}}^{\lambda^{(2)}}}+\sum_{\mathfrak{h}}\alpha_{\mathfrak{h}}a_{\mathfrak{a}\mathfrak{h}}^{\lambda^{(2)}}\otimes\check{b}+\sum_{\mathfrak{g}}\beta_{\mathfrak{g}}\check{a}\otimes b_{\mathrm{t}\mathfrak{h}}^{\lambda^{(2)}}$
$\equiv\sum_{\mathfrak{h}}\alpha_{\mathfrak{h}}a_{\mathfrak{v}\mathfrak{h}}^{\lambda^{(1)}}\otimes\sum_{\mathfrak{g}}\beta_{\mathfrak{g}}b_{\mathrm{t}\mathfrak{h}}^{\lambda^{(2)}}$
mod $(A^{\lambda^{(1)}}\otimes\check{B}^{\lambda^{(2)}}+\check{A}^{\lambda^{(1)}}\otimes B^{\lambda^{(2)}})$ .
Now observe that $(\lambda^{(1)}, \lambda^{(2)})<(\mu^{(1)}, \mu^{(2)})$ if $\lambda^{(1)}<\mu^{(1)}$ and $\lambda^{(2)}\leq\mu^{(2)}$ or $\mathrm{M}(1)\leq$
$\mu^{(1)}$ and $\lambda^{(2)}<\mu^{(2)}$ ; thus if $\lambda=(\lambda^{(1)}, \lambda^{(2)})$ , then $\check{C}^{\lambda}$ is generated as an $\mathrm{i}\mathrm{J}$-module
by
{ $a_{\mathrm{o}\mathrm{u}}^{\mu^{(1)}}\otimes b_{\mathrm{t}\epsilon}^{\mu^{(2)}}|\lambda^{(1)}<\mu^{(1)}$ and $\lambda^{(2)}\leq\mu^{(2)}$ or $\lambda^{(1)}\leq\mu^{(1)}$ a$\mathrm{n}\mathrm{d}$ A(2) $<\mu^{(2)}$ }
and we have shown that
$(a_{\mathfrak{v}\mathrm{u}}^{\lambda^{(1)}} \otimes b_{\mathrm{t}s}^{\lambda^{(2)}})(a\otimes b)\equiv\sum_{\mathfrak{h},\mathfrak{g}}\alpha_{\mathfrak{h}}\beta_{\mathfrak{g}}a_{\mathfrak{o}\mathfrak{h}}^{\lambda^{(1)}}\otimes b_{\mathrm{t}\mathfrak{h}}^{\lambda^{(2)}}$ mod $\check{C}^{\lambda}$ .
Since $C$ is generated as an $R$ algebra by $a\otimes b$ , for $a\in A$ and $b\in B$ , this completes
the proof of the Proposition. Cl
3. THE ALGEBRA $A_{m,n}(r, q)$
While the algebra $A_{m,n}(\hat{r},\hat{q})$ is an associative algebra over afield $\kappa$ $=\mathbb{C}(\hat{r},\hat{q})$ ,
rather than working over the rational function field $\kappa$ , we produce cellular bases
$\{b_{i}\}$ for ageneric algebra over an appropriate localization $R$ of apolynomial ring
over $\mathbb{Z}$ and then obtain bases for $A_{m,n}(\hat{r},\hat{q})$ by specializations to $\kappa$ .
Let $r$ , $q$ be indeterminates over $\mathbb{Z}$ and $R$ be the localization of $\mathbb{Z}[r^{\pm 1}, q^{\pm 1}]$ at
$(q^{2}-1)$ . Define the element $z$ in $R$ as
$z= \frac{r-r^{-1}}{q-q^{-1}}$
and let $m$ , $n$ be non-negative integers. The generic algebra $A_{m,n}(r, q)$ is the unital
associative algebra with generator




subject to the the following relations:
$(T_{i}-q^{2})(T_{i}+1)=0$ for $1\leq i<m$
$(\hat{T}_{i}-q^{2})(\hat{T}_{i}+1)=0$ for $1\leq i<n$
$T_{i}T_{i+1}T_{i}=T_{i+1}T_{i}T_{i+1}$ for $1\leq i<m$
$\hat{T}_{i}\hat{T}_{i+1}\hat{T}_{i}=\hat{T}_{i+1}\hat{T}_{i}\hat{T}_{i+1,\backslash }$, for $1\leq i<n$
$T_{i}T_{j}=T_{j}T_{i}$ for $|i-j|\geq 2$ and $1\leq i<m$
$\hat{T}_{i}\hat{T}_{j}=\hat{T}_{j}\hat{T}_{i}$ for $|i-j|\geq 2$ and $1\leq i<n$







From the fact that $T_{1}-q^{2}T_{1}^{-1}=(q^{2}-1)$ we have
$ETXE-q^{2}ET_{1}^{-1}E=(q^{2}-1)E^{2}$
$qrE-(qr)^{-1}E=(q^{2}-1)E^{2}$
which yields $E^{2}=zE$ . For $2\leq i\leq m$ and $2\leq j\leq n$ we define the elements $E_{i,j}$
recursively by $E_{1,1}=E$ and
$E_{i,k}=T_{i-1}E_{i-1,k}T_{i-1}$ for $1\leq k\leq n$
and
$E_{k,j}=\hat{T}_{j-1}^{-1}E_{k,j-1}\hat{T}_{j-1}^{-1}$ for $1\leq k\leq m$ .
The following additional relations can be deduced from the defining relations:
$E_{i,j}T_{i}^{\pm 1}E_{i,j}=(qr)^{\pm 1}E_{i,j}$ ,
$E_{i,j}T_{i-1}^{\pm 1}E_{i,j}=(qr)^{\pm 1}E_{i,j}$ ,
$E_{i,j}T_{j}^{\pm 1}E_{i,j}=(qr)^{\pm 1}E_{i,j}$ ,
$E_{i,j}\hat{T}_{j-1}^{\pm 1}E_{i,j}=(qr)^{\pm 1}E_{i,j}$ ,
$E_{i,j}E_{k,l}=E_{k,l}E_{i,j}$ if $i\neq k$ and $j\neq l$ ,
$E_{i,j}E_{i+1,j+1}T_{i}=E_{i,j}E_{i+1,j+1}\hat{T}_{j}$ .
In each case above the indices are chosen from all values of $1\leq i<m$ and $1\leq j<n$
for which the given expression makes sense.
Observe that there is an algebra anti-involution of $A_{m,n}(r, q)$ , defined on gener-
ators by $*:T_{w}\vdash+T_{w^{-1}}$ , $*:\hat{T}_{v}\vdasharrow\hat{T}_{v^{-1}}$ and $*:E\vdash+E$ and that the map $*\mathrm{f}\mathrm{i}\mathrm{x}\mathrm{e}\mathrm{s}$
Eiyj for $1\leq i\leq m$ and $1\leq j\leq n$ .
4. $\mathrm{S}\mathrm{P}$ ECIALIZATIONS OF $A_{m,n}(r, q)$
Later we will use the specializations of $A_{m,n}(r, q)$ to afield $\kappa$ $=\mathbb{C}(\hat{r},\hat{q})$ .
Definition 4.1. Let $\phi$ : $Rarrow \mathbb{C}(\hat{r},\hat{q})$ be the ring homomorphism given by $\phi$ : $r\mapsto\hat{r}$
and $\phi$ : $q\vdash+\hat{q}$ . Then $A_{m,n}(\hat{r},\hat{q})$ is the $\kappa$ algebra $A_{m,n}(r, q)\otimes_{R}\kappa$ .
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5. THE WALLED BRAUER ALGEBRAS
An $(m, n)-Brau/$er diagram is agraph consisting of two horizontal rows of $m+n$
vertices, together with “wall” between the $m$-th pair and the $m+1$-st pair of vertices,
such that (i) each vertex is incident to exactly one edge; (ii) every edge connecting
vertices in the same row must cross the wall, and; (iii) no edge connecting vertices
in different rows crosses the wall. Figure 1is example of a $(5, 3)$ -Brauer diagram.
FIGURE 1. A (5,$3)$ -Brauer diagram.
Let $y$ be an indeterminate over $\mathbb{Z}$ . The generic walled Brauer algebra $B_{m,n}(y)$ is
the $\mathbb{Z}[y]$ -span of the $(m, n)$ -diagrams equipped with the usual product for multiply-
ing Brauer-diagrams (for example see [1]). Using Schur- Weyl duality, Benkart et
$\mathrm{a}1$ , have given adescription the representations of the walled Brauer algebras over
afield of characteristic zero in [1].
The algebra $A_{m,n}(r, q)$ may be regarded as atwo parameter deformations of
the algebra $B_{m,n}(y)$ . In particular, Leduc has shown, in Corollary 2.15 of [8], the
following.
Theorem 5.1. Suppose $\hat{q}$ is not a root of unity and that $\hat{r}\neq\hat{q}^{k}$ , for $k<m+n$ .
If $\hat{y}$ is either an indeterminate over $\mathbb{C}$ or an integer, $m+n\leq\hat{y}$ , then the algebras
$A_{m,n}(\hat{r},\hat{q})=A_{m,n}(r, q)\otimes_{R}\kappa$ and $B_{m,n}(\hat{y})=B_{m,n}(y)\otimes_{\mathbb{Z}[y]}\mathbb{C}(\hat{y})$ are semi-simple
and have the same numerical invariants. Moreover,
$A_{m,n}( \hat{r},\hat{q})\equiv\min\{mn\}\oplus’\oplus C_{f,\lambda}f=0\lambda\in\Gamma_{f}$
where $c_{f,\lambda}$ is a full matrix ring and $\mathrm{r}_{f}$ is the set of $bi$-par titions
(10) $\Gamma_{f}=\{(\lambda^{(1)}, \lambda^{(2)})|\lambda^{(1)}\vdash m-f$ and $\lambda^{(2)}\vdash n-f\}$
for each integer $0 \leq f\leq\min\{m, n\}$ . ’
6. CELLULAR Bases FOR $A_{m,n}(r, q)$
To construct cellular bases for the algebra $A_{m,n}(r, q)$ , let, as in Theorem 5.1, $f$
denote an integer $0 \leq f\leq\min\{m, n\}$ and let I $f$ be the set of $\mathrm{b}\mathrm{i}$-par tions given
by (10). For the purposes of this chapter amulti-partition $\nu$ of $m$ $+n$ will be an
ordered tuple of partions $(\nu^{(1)}, \ldots, \nu^{(4)})$ where $\nu^{(1)}=\nu^{(3)}=(1^{f})$ and $(\nu^{(2)}, \nu^{(4)})\in$
$\Gamma_{f}$ for an integer 0 $\leq f\leq\min\{m, n\}$ . The diagram $[\nu]$ is the ordered tuple of
diagrams $([\nu^{(1)}], . . . , [\nu^{(4)}])$ and ap-multi-tableau $\mathrm{t}$ is pair of bijections $[\nu^{(1)}]\cup$
$[\nu^{(2)}]arrow\{1, \ldots, m\}$ and $[\nu^{(3)}]\cup[\nu^{(4)}]arrow\{1, \ldots, n\}$ such that the nodes $[\nu^{(1)}]\cup[\nu^{(2)}]$
are labelled by the integers $\{$ 1, $\ldots$ , $m\}$ and the nodes $[\nu^{(3)}]\cup[\nu^{(4)}]$ are labelled by the
integers $\{$ 1, $\ldots$ , $n\}$ . For example, if $m=7$ , $n=6$ and $\nu=((1^{2}), (3,2), (1^{\underline{9}}), (2,1^{2}))$
then





are both $\mathrm{z}/$-multi-tableaux. If $\mathrm{t}$ is amulti-tableau we will write $\mathrm{t}^{(i)}$ for the labelled
diagram $\mathrm{t}[\nu^{(i)}]$ for $i=1$ , $\ldots$ , 4. If $\nu=$ $(\nu^{(1)}, \ldots, \nu^{(4)})$ is amulti-partition, the multi-
tableau $\mathrm{t}^{\nu}$ will have the integers 1, 2. . . ’ $f$ appear sequentially from top to bottom
in $[\nu^{(1)}]$ and $[\nu^{(3)}]$ while the integers $f+1$ , $\ldots$ , $m$ appear from left to right and top
to bottom in $[\nu^{(2)}]$ and the integers $f+1$ , $\ldots$ , $n$ appear from left to right and top
to bottom in $[\nu^{(4)}]$ . In the example where $\nu=$ $((1^{} ), (3,2),$(11)$, (2, 1^{2}))$ , then $\mathrm{t}^{\nu}$ is
the multi-tableaux
(11) $\mathrm{t}^{\nu}=(2\mathrm{H}^{1},\overline{\mathrm{f}^{3}6\mathrm{f}^{4}71^{5}-},$ $\mathrm{H}_{2}^{1}$ , $\ovalbox{\tt\small REJECT} 5)364$
A $\mathrm{i}/$-multi-tableau $\mathrm{t}$ is row standard if the entries in each row of $\mathrm{t}^{(i)}$ increase
from left to right for $i=2,4$ . Arow standard v-multi-tableau is standard if
$\mathrm{t}^{(1)}=\mathrm{t}^{(3)}=\mathrm{t}^{\nu^{(1)}}$ and the entries in each column of $\mathrm{t}^{(2)}$ and $\mathrm{t}^{(4)}$ increase read from
top to bottom. Denote by Std $(\nu)$ the collection of standard $\mathrm{i}/$-multi-tableaux.
Given permutations $w\in \mathfrak{S}_{m}$ and $v\in \mathfrak{S}_{n}$ , we let $\mathrm{t}^{\nu}(w, v)$ denote the multi-
tableaux obtained by allowing $w$ to permute the entries of
$\mathrm{t}^{\nu^{(1)}}$ and $\mathrm{t}^{\nu^{(2)}}$ and $v$
to permute the entries of $\mathrm{t}^{\nu^{(3)}}$ and $\mathrm{t}^{\nu^{(4)}}$ For example, if $w=(1,7)(2,5,3,6)$ and
$v=(1, \mathrm{t}’(4)6,5)$ then, referring to the multi-tableaux (11), we have
$\mathrm{t}^{\nu}(w, v)=(_{5}^{7}\mathrm{H},\overline{\mathrm{f}^{6}2\mathrm{f}^{4}11^{3\lrcorner}},\frac{\cap}{\fbox}12$ , $\overline{\mathrm{H}^{-}4})356$ .
Given amulti-partition $\nu$ , write $\mathfrak{S}_{\nu}$ for the direct product $\mathfrak{S}_{\nu^{(2)}}\cross\ \mathrm{u}(4)$ where
$\mathfrak{S}_{\nu^{(2)}}$ is the row stabiliser in $\mathfrak{S}_{m}$ of $\mathrm{t}^{\nu^{(2)}}$ and $\mathfrak{S}_{\nu^{(4)}}$ is the row stabiliser of
$\mathrm{t}^{\nu^{(4)}}$ in
$\mathfrak{S}_{n}$ . Referring to the above example where $\mathrm{t}^{\nu}$ is the multi-tableaux (11),
$\mathfrak{S}_{\nu}=\langle s_{3}, s_{4}, s_{6}\rangle\cross$ $\langle s_{3}\rangle$ .
For 0 $<f \leq\min\{m, n\}$ , let $\mathfrak{D}_{f}$ denote the diagonal subgroup of $\mathfrak{S}_{f}\cross \mathfrak{S}f$ in
$\mathfrak{S}_{m}\cross \mathfrak{S}_{n}$ given by
$\mathfrak{D}_{f}=\langle(s_{i}, s_{i})|1\leq i<f\rangle$
and set $\mathfrak{D}_{f}=\langle 1\rangle$ when $f=0$ .
The next statement generalises the well known result giving aset of distinguished
coset representatives for aparabolic subgroup of the symmetric group (Proposi-
tion 3.3 of [9] $)$ .
Proposition 6.1. Let 0 $\leq f\leq\min\{m, n\}$ and $\nu=$ $(\nu^{(1)}, \ldots, \nu^{(4)})$ be a multi-
partition of $m+n$ with $\nu^{(i)}=(1^{f})$ , for $i=1,3$ . If
$\mathit{9}_{\nu}=\{(w, v)\in \mathfrak{S}_{m}\cross \mathfrak{S}_{n}|(\mathrm{t}_{1}, \ldots,\mathrm{t}_{4})=\mathrm{t}^{\nu}(w, v)isrowstandardandisincreasingreadfromtoptobottom$ $\mathrm{t}_{1}\}$ ,
then $\mathit{9}_{\nu}$ is a complete set of right coset representatives for $\mathfrak{D}_{f}\mathfrak{S}_{\nu}$ in $\mathfrak{S}_{m}\cross \mathfrak{S}_{n}$ .
Moreover, if $(w, v)\in \mathit{9}_{\nu}$ , then $l(uw)=l(u)+l(w)$ and $l(tv)=l(t)+l(v)$ for all
$(u, t)\in \mathfrak{S}_{\nu}$ .
Proof. Suppose that $\mathfrak{D}_{f}\mathfrak{S}_{\nu}(v, u)=\mathfrak{D}_{f}\mathfrak{S}_{\nu}(w, t)$ and let $5=\mathrm{t}^{\nu}(v, u)$ and $\mathrm{u}=\mathrm{t}^{\nu}(w, t)$ .
Then the permutation of rows which takes $\epsilon^{(1)}$ to $\mathrm{u}^{(1)}$ also takes $\epsilon^{(3)}$ to $\mathrm{u}^{(3)}$ , while
$\epsilon^{(2)}$ and $\mathrm{u}^{(2)}$ (resp. $\epsilon^{(4)}$ and $\mathrm{u}^{(4)}$ ) differ by areordering of the entries of each row.
Therefor\’e $\mathit{9}_{\nu}$ is acompete set of coset representatives for $\mathfrak{D}_{f}\mathfrak{S}_{\nu}$ in $\mathfrak{S}_{m}\cross \mathfrak{S}_{n}$ .
Now fix $(w, v)\in\ovalbox{\tt\small REJECT}_{\nu}$ ; then $\mathrm{t}^{\nu}(w, v)$ is row standard so $(j)w<(j+1)w$ (resp.
$(k)v<(k+1)\mathrm{v})$ whenever $j$ and $j+1$ are in the same row of $\mathrm{t}^{\nu^{(2)}}$ (resp. $k$ and
$k+1$ are in the same row of $\mathrm{t}^{\nu^{(4)}}$ ). Thus $l(s_{j}w)=l(w)+1$ (resp. 1 $(s_{k}v)=l(v)+1$ )
whenever $(sj, 1)\in \mathfrak{S}_{\nu}$ (resp. (1, $s_{k})\in \mathfrak{S}_{\nu}$ ).
Now suppose that $(u, t)\in \mathfrak{S}_{\nu}$ and that $1<l(t)$ . Then $t=s_{k}t’$ and $l(t)=l(t’)+1$
for some $s_{k}$ with $(1, s_{k})\in \mathfrak{S}_{\nu}$ ; therefore $(k)t’<(k+1)t’$ . Now $(k)t’$ and $(k+1)t’$
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belong to the same row of $\mathrm{t}^{\nu^{(4)}}$ , so $(k)t’v<(k+1)t’v$ and hence 1 $(s_{k}t’v)$ $=1(\mathrm{t}’ \mathrm{v})+1$ .
By induction therefore
$l(tv)=1(s_{k}t’v)1\mathrm{r}=l(t’v)+1\mathrm{t}=1(\mathrm{t}\mathrm{v})+1(v)+1=1(t)+l(v)\square$.
If $1<1(\mathrm{v})$ , then an identical argument shows that 1 $(uw)=l(u)+1(\mathrm{v})$ .




and set $B^{f}=\{0\}$ if $f>m$ or $f>n$ . We thus obtain afiltration of $Am,n\{r,$ $q)$
(12) $A_{n,n}(r, q)=B^{\mathrm{O}}\supseteq B^{1}\supseteq\cdots\supseteq\{0\}$
by by two sided ideals.
By Theorem 2.3 and Proposition 2.10, the algebra $\mathcal{H}_{R,m-f}(q^{2})\otimes \mathcal{H}_{R,n-f}(q^{2})$ ,
for $0 \leq f\leq\min\{m, n\}$ , is cellular. By identifying $\mathcal{H}_{R,m-f}(q^{2})$ with the subalgebra
of $\mathcal{H}_{R,m}(q^{2})$ generated by $\{X_{i}|f<1<m \}$ and $\mathcal{H}_{R,n-f}(q^{2})$ with the subalgebra
of $\mathcal{H}_{R,n}(q^{2})$ generated by $\{X_{i}|f<1<n\}$ , we define an $R$-module homomorphism
$\iota$ : $\mathcal{H}_{R,m-f}(q^{2})\otimes \mathcal{H}_{R,n-f}(q^{2})arrow B^{f}$ as
$\iota$ : $X_{w} \otimes X_{v}-\succ\prod_{i=1}^{f}E_{i,i}T_{w}\hat{T}_{v}$ .
The map $\iota$ will allow us to produce acellular structure on $B^{f}/B^{f+1}$ corresponding
to acellular structure on $\mathcal{H}_{R,m-f}(q^{2})\otimes \mathcal{H}_{R,n-f}(q^{2})$ . The cellular structure on
$B^{f}/B^{f+1}$ will be used to refine the filtration (12) and so obtain acellular basis for
$A_{m,n}(r, q)$ .
Now fix, for each integer $0 \leq f\leq\min\{m, n\}$ , acellular basis $(\varphi f , \Lambda_{f})$ for the
algebra $\mathcal{H}_{R,m-f}(q^{2})$ ($ $\mathcal{H}_{R,n-f}(q^{2})$ ;that is for each $f$ , the collection
$k_{f}^{2}=$ { $c_{\mathfrak{v}\mathrm{u}}^{\lambda}|\mathfrak{v},$ $\mathrm{u}\in \mathrm{I}_{f}(\lambda)$ , A $\in \mathrm{A}_{f}$ }
is afree $R$ basis for $\mathcal{H}_{R,m-f}(q^{2})\otimes \mathcal{H}_{R,n-f}(q^{2})$ satisfying the Definition 2.1; it will
be necessary to assume that the anti-involution $c_{\mathfrak{v}\mathrm{u}}^{\lambda}arrow c_{\mathrm{u}\mathrm{o}}^{\lambda}$ coincides with the anti-
involution defined by $X_{w}\otimes X_{v}\mapsto X_{w^{-1}}\otimes X_{v^{-1}}$ . For A $\in\Lambda_{f}$ we let $A^{\lambda}$ denote the
$R$-submodule of $\mathcal{H}_{R,m-f}(q^{2})$ @ $\mathcal{H}_{R,n-f}(q^{2})$ generated by the elements
{ $c_{\mathfrak{v}\mathrm{u}}^{\mu}|\mathfrak{v}$ , $\mathrm{u}\in \mathrm{I}_{f}(\mu)$ and $\mu\geq\lambda$ }
so that $\check{A}^{\lambda}=\sum_{\mu>\lambda}A^{\mu}$ . For each $c_{\mathrm{u}\mathrm{u}}=c_{(\mathrm{I}\mathrm{u}}^{\lambda}$ we define the element $b_{\mathfrak{d}\mathrm{u}}\in B^{f}/B^{f+1}$
to be
$b_{\mathfrak{v}\mathrm{u}}=\iota(c_{\mathfrak{v}\mathrm{u}})+B^{f+1}$
and let $B^{\lambda}\subseteq B^{f}/B^{f+1}$ denote the $A_{m,n}(r, q)$ -bimodule generated by the elements
$\{b_{v\mathrm{u}}|\mathfrak{v}, \mathrm{u}\in \mathrm{I}_{f}(\lambda)\}$ .
We set $\check{B}^{\lambda}\subseteq B^{\lambda}$ to be the $A_{m,n}(r, q)$ -bimodule generated by
{ $b_{\mathfrak{o}\mathrm{u}}|0$ , $\mathrm{u}\in \mathrm{I}_{f}(\mu)$ for $\mu>\lambda$ }
and define the right cell module $C_{\mathfrak{d}}^{\lambda}$ to be the right $A_{m,n}(r, q)$-submodule of $B^{\lambda}/\check{B}^{\lambda}$
generated by the elements
$\{\check{B}^{\lambda}+b_{\mathrm{u}\mathrm{u}}|\mathrm{u}\in \mathrm{I}_{f}(\lambda)\}$ .
Our purpose is to construct afree $R$-basis for each of the $B^{\lambda},\check{B}^{\lambda}$ and $C_{\mathfrak{d}}^{\lambda}$ and to
show that $C_{\mathfrak{d}}^{\lambda}$ is acell module for $A_{m,n}(r, q)$ in the sense of Graham and Lehrer.
The next statement is an immediate consequence of the above definitions.
Proposition 6.2. Let $0 \leq f\leq\min\{m, n\}$ and $\lambda\in\Lambda_{f}$ . then
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(1) $B^{f}/B^{f+1}= \sum_{\lambda\in\Lambda_{f}}B^{\lambda}$ ;
(2) $\check{B}^{\lambda}\subseteq B^{\lambda}$ ;
(3) $\iota(A^{\lambda})\subseteq B^{\lambda}$ and $\iota(\check{A}^{\lambda})\subseteq\check{B}^{\lambda}$ .
We now set about constructing bases for the quotients $B^{f}/B^{f+1}$ and hence for
$A_{m,n}(r, q)$ . In each case the basis will be expressed in terms of $\varphi_{f}$ and $\mathit{9}_{\nu}$ where $\nu$
is the multi-partition with $\nu^{(2)}=$ $(m -f)$ and $\nu^{(4)}=(n-f)$ .
Given $(w, v)\in \mathfrak{S}_{m}\cross \mathfrak{S}_{n}$ , it will be convenient to write $T_{w}^{\mathfrak{g}}$ for $(-q^{2})^{l(\mathrm{u}\prime)}T_{w^{-1}}^{-1}$ and
$\hat{T}_{v}\#$ for $(-q^{2})^{l(v)}\hat{T}_{v^{-1}}^{-1}$ . Note that we have not defined $\#$ to be amap of $A_{m,n}(r, q)$ .
Proposition 6.3. Let $1 \leq j<f\leq\min\{m, n\}$ and $(v, w)\in \mathfrak{S}_{m}\cross \mathfrak{S}_{n}$ . If $(j+1)v<$
$(\mathrm{j})\mathrm{w}\leq f$ , then
$\prod_{i=1}^{f}E_{i,i}T_{v}\hat{T}_{w}\#=\{$ $\prod_{i=1}fE_{i,i}T_{vs_{\mathrm{j}}}((q^{2}-1)\hat{T}_{w}-q^{2}\prod i=1E_{i,\alpha}fT_{vs_{\mathrm{j}}}\hat{T}_{s_{\mathrm{j}}w}\#\# -\hat{T}_{s_{j}w}\#)$
if $l(s_{j}w)<l(w)$
if $l(w)<l(s_{j}w)$ .
Proof. If $(j+1)v<(j)v$ , we have $\prod_{i=1}^{f}E_{i,i}T_{v}\hat{T}_{w}\#=\prod_{i=1}^{f\#}E_{i,i}TjT_{s_{\mathrm{j}}v}\hat{T}_{w}$ . Now
$E_{j,j}E_{j+1,j+1}T_{j}T_{s_{\mathrm{j}}v}\hat{T}_{w}\#=E_{j,j}E_{j+1,j+1}\hat{T}_{j}T_{s_{\mathrm{j}}v}\hat{T}_{w}\#=E_{j,j}E_{j+1,j+1}T_{s_{\mathrm{j}}v}\hat{T}_{j}\hat{T}_{w}\#$
so, in case $l(s_{j}w)<l(w)$ , we have
$\prod_{i=1}^{f}E_{i,i}T_{v}\hat{T}_{w}^{\beta}=\prod_{i=1}^{f}E_{i,i}T_{s_{\mathrm{j}}v}\hat{T}_{j}\hat{T}_{j}^{\#}\hat{T}_{s_{\mathrm{j}}w}^{\#}=-q^{2}\prod_{i=1}^{f}E_{i,i}T_{s_{j}v}\hat{T}_{s_{\mathrm{j}}w}^{\#}$ .
If $l(w)<l(s_{j}w)$ we argue similarly, using the fact that $\hat{T}_{j}=(q^{2}-1)-\hat{T}_{j}^{\#}$ ,
$\mathrm{t}\mathrm{o}\square$
complete the proof.
Corollary 6.4. Let $1<f \leq\min\{m, n\}$ and $\lambda$ $\in\Lambda_{f}$ . If $(w, v)\in \mathfrak{S}_{m}\cross$ $\mathfrak{S}_{n}$ and
$\mathrm{u}\in \mathrm{I}_{f}(\lambda)$ then there exist $a_{(\tau r,t)}$ , for $(u, t)\in \mathfrak{S}_{m}\cross \mathfrak{S}_{n}$ , such that $(i)u<(i+1)u$
for $1\leq i<f$ and
$b_{\mathrm{o}\mathrm{u}}T_{w} \hat{T}_{v}^{\#}\equiv\sum_{(u,t)}a_{(u,t)}b_{\mathrm{n}\mathrm{u}}T_{u}\hat{T}_{t}^{\#}$
mod $\check{B}^{\lambda}$ .
Moreover, in this expression, the $(u, t)$ and $a_{(u,t)}$ do not depend on $\mathfrak{d}$ or $\mathrm{u}$ .
Proof. If $(j+1)w<(j)w$ for some $1\leq j<f$ then by Proposition 6.3 we can rewrite
$b_{v\mathrm{u}}T_{w}\hat{T}_{v}\#$ as alinear combination of $b_{\mathrm{n}\mathrm{u}}T_{s_{j}w}\hat{T}_{v}\#$ and $b_{v\mathrm{u}}T_{s_{\mathrm{j}}w}\hat{T}_{s_{\mathrm{j}}v}\#$ . Since $l(sjw)<l(w)$
and the statement holds true in case $l(w)=0$ , we are done by induction. $\square$
Our next observation is that straightening laws in $\mathcal{H}_{R,m-f}(q^{2})\otimes \mathit{7}\{R,n-f$ $(q^{2})$ are
inherited by $B^{f}/B^{f+1}$ .
Lemma 6.5. Let 1 $<f \leq\min\{rrr, n\}$ and A $\in\Lambda_{f}$ . If $(w, v)\in \mathfrak{S}_{m}\cross \mathfrak{S}_{n}$ and
$\mathrm{u}\in \mathrm{I}_{f}(\lambda)$ then there exist $a_{(u,t)}$ , $a_{\epsilon}\in R$ , for $(u, t)\in \mathfrak{S}_{m}\cross \mathfrak{S}_{n}$ and $5\in \mathrm{I}f$ $(\lambda)$ , seech
that $(i)u<(i+1)u$ whenever $f<i<m$ and $(i)t<(i+1)t$ whenever $f<i<n$ ,
and
$b_{v\mathrm{u}}T_{w} \hat{T}_{v}^{\#}\equiv\sum_{(u,t)}a_{(u,t)}\sum_{\epsilon\in \mathrm{I}_{f}(\lambda)}a_{\mathrm{B}}b_{\mathfrak{d}3}T_{u}\hat{T}_{t}^{\#}$
for all $\mathfrak{d}$ $\in \mathrm{I}_{f}(\lambda)$ .
Proof. By Corollary 6.4 we may assume that $(j)w<(j+1)w$ whenever $1\leq j<f$ .
Now suppose that $f<n$ and that $(j+1)w<(j)w$ for some $f<i<n$ . Then




Now there exist $as\in R$ , for $5\in \mathrm{I}_{f}(\lambda)$ , such that for all $\mathfrak{d}\in \mathrm{I}_{f}(\lambda)$ ,
$c_{\mathfrak{o}\mathrm{u}}X_{j} \otimes 1\equiv\sum_{\wedge^{t}\in \mathrm{I}_{f}(\lambda)}a_{\mathrm{a}}tc_{\mathfrak{d}5}$
mod $\check{A}^{\lambda}$ ,





By induction on $l(w)$ we may therefore suppose that
$b_{v\mathrm{u}}T_{w} \hat{T}_{v}^{\#}\equiv\sum_{\epsilon\in \mathrm{I}_{f}(\lambda)}a_{\mathrm{B}}b_{\mathfrak{d}\mathrm{B}}T_{u}\hat{T}_{v}^{\#}$
mod $\check{B}^{\lambda}$ ,
where $(i)u<(i+1)u$ whenever $f<i<m$ . APPlying asimilar argument to $v$
completes the proof of the Lemma. $\square$
Prom Corollary 6.4 and Lemma 6.5 we obtain the following.
Lemma 6.6. Let $0 \leq f\leq\min\{m, n\}$ , $\lambda\in\Lambda_{f}$ and $\nu$ be the multi-partition with
$\nu^{(2)}=$ $(m -f)$ and $\nu^{(4)}=(n-f)$ . If $\mathrm{u}\in \mathrm{I}_{f}(\lambda)$ and $(w, v)\in \mathfrak{S}_{m}\cross \mathfrak{S}_{n}$ then there
exist $a_{(u,t)}$ , $a_{S}\in R$ , for $(u, t)\in \mathit{9}_{\nu}$ , and $5\in \mathrm{I}_{f}(\lambda)$ , such that
$b_{\mathfrak{v}\mathrm{u}}T_{w} \hat{T}_{v}\#\equiv\sum_{(u,t)}a_{(u,t)}\sum_{\mathrm{s}}a_{\epsilon}b_{\mathfrak{o}\epsilon}T_{u}\hat{T}_{t}^{\#}$
$\mathrm{m}\mathrm{o}\mathrm{d} \check{B}^{\lambda}$
for all $\mathfrak{d}$ $\in \mathrm{I}_{f}(\lambda)$ .
The next few Lemmas show that we have the required multiplicative properties
for acellular basis.
Lemma 6.7. Let 0 $<f \leq\min\{m, n\}$ and A $\in\Lambda_{f}$ . If $(w, v)\in \mathfrak{S}_{m}\cross \mathfrak{S}_{n}$ and
$\mathrm{u}\in \mathrm{I}_{f}(\lambda)$ then there exist $a(u,t)$ , $a_{B}\in R$ , for $(u, t)\in \mathit{9}_{\nu}$ , $5\in \mathrm{I}_{f}(\lambda)$ , such that
$b_{\mathfrak{v}\mathrm{u}}T_{w} \hat{T}_{v}^{\#}T_{i}\hat{T}_{j}\equiv\sum_{(u,t)}a_{(u,t)}\sum_{\mathrm{B}}a_{\mathrm{B}}b_{\mathfrak{d}\mathrm{B}}\hat{T}_{u}\hat{T}_{t}^{\#}$
$\mathrm{m}\mathrm{o}\mathrm{d} \check{B}^{\lambda}$
for all $\mathfrak{d}$ $\in \mathrm{I}_{f}(\lambda)$ ,
Proof. Note that
$b_{v\mathrm{u}}T_{w}\hat{T}_{v}^{\#}T_{i}\hat{T}_{j}=\{$
$b_{\mathfrak{v}\mathrm{u}}T_{ws_{i}}\hat{T}_{v}\#\hat{T}_{j}$ if $l(w)<l(ws_{i})$ ,
$q^{2}b_{\mathfrak{o}\mathrm{u}}T_{ws:}\hat{T}_{v}\#\hat{T}_{j}+(q^{2}-1)b_{v\mathrm{u}}T_{w}\hat{T}_{v}\#\hat{T}_{j}$ if $l(wSi)<l(w)$ .
Similarly, by writing $\hat{T}_{j}=(q^{2}-1)-\hat{T}_{j}^{\#}$ , we may eliminate the term $\hat{T}_{j}$ from either
of the above expressions so that
$b_{\mathrm{o}\mathrm{u}}T_{u}\hat{T}_{v}^{\#}\hat{T}_{j}=\{$
$-q^{2}b_{\mathfrak{v}\mathrm{u}}T_{u}\hat{T}_{vs_{\mathrm{j}}}\#$ if $l(vs_{j})<l(v)$ ,
$(q^{2}-1)b_{\mathfrak{v}\mathrm{u}}T_{u}\hat{T}_{v}\#-b_{\mathfrak{v}\mathrm{u}}T_{u}\hat{T}_{vs_{j}}\#$ if $\mathit{1}(v)<l(wSi)$
where $u=w$ or $u=ws_{i}$ . Now use Lemma 6.6 to rewrite each of the resulting
summands in the required form. $\square$
Lemma 6.8. Let $(w, v)\in \mathfrak{S}_{m}\cross \mathfrak{S}_{\mathrm{n}}$ and A $\in\Lambda_{f}$ . Then, for all $\mathfrak{d}$ , $\mathrm{u}\in \mathrm{I}_{f}(\lambda)$ ,
(1) if (1) $w=(1)\mathrm{v}=1$ then $b_{\mathrm{c}\mathrm{u}}T_{w}\hat{T}_{v}^{\mathfrak{g}}B=zb_{\mathrm{o}\mathrm{u}}T_{w}\hat{T}_{v}\#$ ;
(2) if $f<(1)w^{-1}$ and $f<(1)v^{-1}$ , then $b_{\mathrm{r}1\mathrm{U}}T_{w}\hat{T}_{v}\# E\equiv 0$ mod $B^{f+1}$ .
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Proof. We claim that if (1) $w=1$ then $T_{w}E=ET_{w}$ ; if $l(w)=0$ there is nothing to
show, so suppose that $w=s_{i_{1}}\cdots s_{i_{k}}$ is areduced expression for $w$ . Since $s_{i_{k}}\neq s_{1}$ ,
$T_{w}E=T_{ws_{i_{k}}}T_{i_{k}}E=T_{ws_{i_{k}}}ET_{i_{k}}$. $=ET_{ws_{\mathrm{i}_{k}}}.T_{i_{k}}$
where, since $l(ws_{i_{k}})<l(w)$ , the last equality follows by induction on $l(w)$ . This
proves the claim. An identical argument shows that under the hypotheses of
the first item $\hat{T}_{v}\# E=E\hat{T}_{v}\#$ . Therefore, under the same hypotheses, $b_{\mathfrak{o}\mathrm{u}}T_{w}\hat{T}_{v}\# E=$
$b_{\mathrm{o}\mathrm{u}}ET_{w}\hat{T}_{v}\#=zb_{\mathfrak{v}\mathrm{u}}T_{w}\hat{T}_{v}\#$ from which we obtain the first item.
Now for the second item. By Lemma 6.7, there is no harm in supposing that
$(w, v)\in \mathit{9}_{\nu}$ where $\nu$ is the multi-partition $\nu=((1^{f}), (m-f),$ $(1^{f})$ , $(m-f))$ . $\ln$
this case, $(f+1)w=1$ and $(f+1)v=1$ . Therefore $w=SfSf-x\cdots$ $s_{1}u$ and
$v=s_{f}s_{f-1}\cdots s_{1}t$ with 1{ $\mathrm{w})=1\{\mathrm{w}$ ) $+f$ and $l(v)=l(t)+f$ . Moreover, since




where we have used the fact that $E_{1,1}T_{1}\hat{T}_{1}^{-1}E_{1,1}=E_{1,1}E_{2,2}$ . Now, we repeat the
process, using successively the relations $E_{i,i}T_{i}\hat{T}_{i}^{-1}E_{i,i}=E_{i,i}E_{i+1,i+1}$ to eliminate,
for $2\leq i\leq f$ , the terms $T_{i}\hat{T}_{i}^{\#}$ from the above expression, finally obtaining
$\prod_{i=1}^{f}E_{i,i}T_{w}\hat{T}_{v}^{\#}E_{1,1}=(-q^{2})^{f}\prod_{i=1}^{f+1}E_{i,i}T_{u}\hat{T}^{\#}t$
which completes the proof of the second item.
$\square$
Lemma 6.9. Let 0 $<f \leq\min\{m, n\}$ and A $\in\Lambda_{f}$ . If $(w, v)\in \mathfrak{S}_{m}\cross$ $\mathfrak{S}_{n}$ and
$\mathrm{u}\in \mathrm{I}_{f}(\lambda)$ then there exist $a_{(u,t)}$ , $a_{\epsilon}\in R$ , for $(u, t)\in \mathit{9}_{\nu}$ and $5\in \mathrm{I}_{f}(\lambda)$ , such that
$b_{\mathfrak{v}\mathrm{u}}T_{w} \hat{T}_{v}^{\#}E\equiv\sum_{(u,t)}a_{(u,t)}\sum_{g}a_{\mathrm{B}}b_{\mathrm{n}_{\lrcorner}^{r}}\hat{T}_{u}\hat{T}_{t}^{\#}$
mod $\check{B}^{\lambda}$
for all $\mathfrak{d}$ $\in \mathrm{I}_{f}(\lambda)$ .
Proof. By the preceding Lemmas we may suppose that $(w, v)\in \mathit{9}_{\nu}$ where $\nu$ is the
multi-partition $\nu=$ $((1^{f}), (m-f)$ , ( 1), $(n-f))$ . We now have four minor cases to
consider individually. Firstly, if $f<(1)w^{-1}$ and $f<(1)v^{-1}$ then $b_{\mathfrak{v}\mathrm{u}}T_{w}\hat{T}_{v}\# E\equiv 0$
mod $\check{B}^{\lambda}$ by Lemma 6.8. Next, if $1=(1)w^{-1}$ and $1=(1)v^{-1}$ then $b_{\mathrm{o}\mathrm{u}}T_{w}\hat{T}_{v}\# E=$
$zb_{\mathfrak{v}\mathrm{u}}T_{w}\hat{T}_{v}\#$ , also by Lemma 6.8. Now, if $1=(1)w^{-1}$ and $f<(1)v^{-1}$ then
(13) $\prod_{i=1}^{f}E_{i,i}T_{w}\hat{T}_{v}^{\#}E_{1,1}=\prod_{i=2}^{f}E_{i,i}E_{1,1}T_{w}\hat{T}_{v}^{\beta}E_{1,1}=\prod_{i=\underline{9}}^{f}E_{i,i}T_{w}E_{1,1}\hat{T}_{v}^{\#}E_{1,1}$
Since $(w, v)\in \mathit{9}_{\nu}$ and $f<$ (1) $v^{-1}$ , we must have (1)$v=f+1$ . Therefore $v=$











The last expression can now be rewritten, using Lemma 6.7, as an $R$-linear combi-
nation of terms in the required form. Since asimilar argument applies to the case
where $f<(1)w^{-1}$ and $1=(1)v^{-1}$ , the proof of the Lemma is now complete. Cl
Corollary 6.10. Let $0 \leq f\leq\min\{m, n\}$ and $\nu$ be the multi-partition with $\nu^{(2)}=$
$(m-f)$ and $\nu^{(4)}=(n-f)$ and suppose that $\lambda\in\Lambda_{f}$ , $(w, v)\in \mathit{9}_{\nu}$ .
(1) If $b\in A_{m,n}(r, q)$ and $\mathrm{u}\in \mathrm{I}f$ $(\lambda)$ then there exist $(u, t)\in \mathit{9}_{\nu}$ , $5\in \mathrm{I}f$ $(\lambda)$ and
$a_{(u,t)}$ , $a_{\epsilon}\in R$ depending on $\mathrm{u}$ and $(w, v)$ , such that
$b_{\mathfrak{v}\mathrm{u}}T_{w}T_{v}^{\#}b \equiv\sum_{(u,t)\in \mathit{9}_{\nu}}a_{(u,t)}\sum_{\mathrm{r}\in \mathrm{I}_{f}(\lambda)}a_{\epsilon}b_{\mathfrak{d}\mathrm{B}}T_{u}T_{t}^{\#}$
rnod $\check{B}^{\lambda}$
for all $\mathfrak{d}$ $\in \mathrm{I}_{f}(\lambda)$ .
(2) The collection
$\{b_{\mathrm{D}\mathrm{U}}T_{w}\hat{T}_{v}^{\beta}+\check{B}^{\lambda}|(w, v)\in \mathit{9}_{\nu}$ and $\mathrm{u}\in \mathrm{I}_{f}(\lambda)\}$
generates $C_{\mathfrak{d}}^{\lambda}$ as an R-module.
(3) If $\mathrm{t}$ , $\mathfrak{d}$ $\in \mathrm{I}_{f}(\lambda)$ then $C_{\mathrm{t}}^{\lambda}$ and $C_{\mathrm{t}1}^{\lambda}$ are isomorphic as right $A_{m,n}(r, q)$ -modules.
Proof. Since $A_{m,n}(r, q)$ is generated by the $T_{i},\hat{T}j$ and $E$ , the first item is an im-
mediate consequence of Lemmas 6.7 and 6.9. The second and third items of the
Lemma follow directly from the first statement. Cl
Lemma 6.1-1. Let $0 \leq f\leq\min\{m, n\}$ and $\nu$ be the multi-partition with $\nu^{(2)}=$
$(m -f)$ and $\nu^{(4)}=(n-f)$ . Then the set
$\{(T_{u}\hat{T}_{t}^{\#})^{*}b_{\mathrm{r}\mathrm{u}}T_{w}\hat{T}_{v}^{\#}+\check{B}^{\lambda}|(u, t)$ , $(w, v)\in \mathit{9}_{\nu}$ and $\mathfrak{d}$ , $\mathrm{u}\in \mathrm{X}/(\mathrm{A})\}$
generates $B^{\lambda}/\check{B}^{\lambda}$ as an R-module.
Proof. We argue by induction on $\leq$ . Let Abe aminimal element in $(\Lambda, \leq)$ so that
$\check{B}^{\lambda}=\{0\}$ and pick $\mathfrak{v}$ $\in \mathrm{I}_{f}(\lambda)$ . Since
$\{b_{\mathfrak{v}\mathrm{u}}T_{w}\hat{T}_{v}^{\#}+\check{B}^{\lambda}|(w, v)\in \mathit{9}_{\nu}$ and $\mathrm{u}\in \mathrm{I}_{f}(\lambda)\}$
generates $C_{\mathfrak{d}}^{\lambda}$ as aleft $R$-module, whenever $b\in A_{rn,n}(r, q)$ we have $(w’, v’)\in \mathit{9}_{\nu}$
and $5\in \mathrm{I}_{f}(\lambda)$ such that
$(b(T_{u}\hat{T}_{t}^{\#})^{*}b_{\mathrm{n}\mathrm{u}}T_{w}\hat{T}_{v}^{\#})’=(T_{w}\hat{T}_{v}\#)^{*}b_{\mathfrak{d}\mathrm{U}}T_{u}\hat{T}_{t}^{\#}b^{*}$
$\equiv\sum_{(w’,v’)\in \mathit{9}_{\nu}}a_{(w’,v’)}\sum_{\mathrm{B}\in \mathrm{I}_{f}(\lambda)}a_{\mathrm{B}}(T_{w}\hat{T}_{v}^{\#})^{*}b_{\mathfrak{v}\mathrm{u}}T_{w’}\hat{T}_{v}^{\#}$
, vnod $\check{B}^{\lambda}$ .
Since $\check{B}^{\lambda}=\{0\}$ , applying the anti-involution $*\mathrm{o}\mathrm{n}\mathrm{c}\mathrm{e}$ more shows that we have a
generating set for $B^{\lambda}$ as an $R$-module. If $\lambda<\mu$ then proceed by induction on $\leq \mathrm{t}\mathrm{o}$




Proposition 6.12. Let $0\leq f\leq \mathrm{r}\mathrm{n}\mathrm{i}\mathrm{n}\{m, n\}$ and $\nu=$ $((1)^{f}, (m-f)$ , ( 1), $(n-f))$ ,
Then the collection
(14) $\{(T_{u}\hat{T}_{t}^{\#})^{*}b_{\mathfrak{o}\mathrm{u}}T_{w}\hat{T}_{v}^{\#}|(u, t)$ , $(w, v)\in\ovalbox{\tt\small REJECT}_{\nu}$ , $\mathfrak{d}$ , $\mathrm{u}$ $\in \mathrm{I}_{f}(\lambda)$ and $\lambda\in\Lambda_{f}\}$
is $a$ $/ree$ $R$ -basis for $B^{f}/B^{f+1}$ .
Proof. That (14) generates $B^{f}/B^{f+1}$ as an $R$-module follows from Lemma 6.11, so
we show that the collection (14) is linearly independent over $R$ and we do this by
constructing acorresponding $R$-basis for $A_{m,n}(r, q)$ .
For A $\in\Lambda_{f}$ and $\mathfrak{d}$ , $\mathrm{u}\in \mathrm{X},(\mathrm{A})$ , let $a_{\mathfrak{o}\mathrm{u}}^{(w,v)}\in R$ , for $(w, v)\in \mathfrak{S}_{m-2f}\cross \mathfrak{S}_{n-2f}$ , denote
elements satisfying
$c_{\mathfrak{v}\mathrm{u}}^{\lambda}= \sum_{(w,v)\in \mathfrak{S}_{m-2f}\mathrm{x}\mathfrak{S}_{n-2f}}a_{v\mathrm{u}}^{(w,v)}X_{w}\otimes X_{v}$
.
Then the element $\hat{b}_{\mathrm{o}\mathrm{u}}\in B^{f}$ defined by
(15) $\hat{b}_{\mathrm{o}\mathrm{u}}=\prod_{i=1}^{f}E_{i,i}\cdot\sum_{(w,v)\in \mathfrak{S}_{m-2f}\mathrm{x}\mathfrak{S}_{\mathfrak{n}-2f}}a_{\mathfrak{d}\mathrm{u}}^{(w,v)}T_{w}\check{T}_{v}$
will be acoset representative for $b_{\mathfrak{v}\mathrm{u}}$ in $B^{f}$ .
Now recall that, since $B^{f}/B^{f+1}= \sum_{\lambda\in\Lambda_{f}}B^{\lambda}$ , the collection
$\{(T_{u}\hat{T}_{t}^{\#})^{*}b_{\mathrm{n}\mathrm{u}}T_{w}\hat{T}_{v}^{\#}|(u, t)$ , $(w, v)\in \mathit{9}_{\nu}$ , $\mathfrak{d}$ , $\mathrm{u}\in \mathrm{I}_{f}(\lambda)$ and $\lambda$ $\in\Lambda_{f}\}$




$\{(T_{u}\hat{T}_{t}^{\#})^{*}\hat{b}_{\mathrm{r}\mathrm{u}}T_{w}\hat{T}_{v}^{\#}|(u, t)$ , $(w, v)\in \mathit{9}_{\nu}$ , $\mathfrak{d}$ , $\mathrm{u}\in \mathrm{I}_{f}(\lambda)$ and $\lambda\in\Lambda_{f}\}$
generates $A_{m,n}(r, q)$ as an $R$-module and to prove the Proposition, it suffices to
show the linear independence of $\varphi$ . To this end,
$| \varphi|=\sum_{f=0}^{\min\{m,n\}}|\mathit{9}_{\nu}|^{2}\sum_{\lambda\in \mathrm{A}_{f}}|\mathrm{I}_{f}(\lambda)|^{2}$
$= \sum_{f=0}^{\min\{m,n\}}[$ $(\begin{array}{l}mf\end{array})(\begin{array}{l}nf\end{array})$ $f!]^{2}(m-f)$ ! $(n-f)$ !
where, for $0 \leq f\leq\min\{m, n\}$ , $\nu$ is the multi-partition $\nu=((1^{f}), (m -f)$ , $(1^{f})$ , $(n-$
$f))$ . Now each summand in the above expression evaluates the number of walled
diagrams with $f$ horizontal bars in the algebra $B_{m,n}(y)$ . From Theorem 5.1, it
follows that $|*^{2}|=\dim_{R}(A_{m,n}(r, q))$ . This completes the proof of the Proposition.
$\square$
We are now in aposition to show that $A_{m,n}(r, q)$ is cellular. Define
$\Lambda=\bigcup_{f=0}^{\min\{m,n\}}\Lambda_{f}$
and give Aapartial order, writing $\lambda\leq\mu$ if either (i) $\lambda\in\Lambda_{f}$ and $\mu\in\Lambda_{g}$ where
$f\leq g$ or, (ii) $\lambda$ , $\mu\in\Lambda_{f}$ and $\lambda\leq\mu$ in $(\Lambda f, \leq)$ . Set, for each $\lambda\in\Lambda_{f}$ ,
$\mathrm{X}(\mathrm{A})=$ { $(\mathrm{t},$ ( $w$ , $v$ ) $)|\mathrm{t}$ $\in \mathrm{I}_{f}(\lambda)$ and $(w,$ $v)\in\ovalbox{\tt\small REJECT}_{\nu}$ }
where $\nu$ is the multi-partition $\nu=$ $((1^{f}), (m -f)$ , ( 1), $(n-f))$ .
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For $(\mathrm{t}, (w, v))$ , $(\epsilon, (u, t))$ in $\mathrm{I}(\lambda)$ we define
$\hat{b}_{(\mathrm{t},(w,v))(\mathrm{s},(u,t))}:=(T_{u}\hat{T}_{t}^{\#})^{*}\hat{b}_{\mathrm{t}_{\lrcorner}^{\mathrm{p}}}T_{\mathrm{t}[perp]}.\hat{T}_{U}^{\#}$
and let $\check{A}^{\lambda}$ be the $R$-module generated by
$\{\hat{b}(s,(w,v))(\mathrm{s},(\mathrm{w},\mathrm{v}))|\mu>\lambda$ and $(\epsilon, (w, v))(\mathrm{t}, (u, t))\in \mathrm{I}(\mu)\}$ .
Theorem 6.13. For 0 $\leq f\leq\min\{m, n\}$ , let $(\#^{7}f, \Lambda f)$ be a cellular basis for
$\mathcal{H}_{m-f}(q^{2})\otimes \mathcal{H}_{n-f}(q^{2})$ . Then the collection
$\varphi$ $=\{\hat{b}(\epsilon,(w,v))(\mathrm{s},(\mathrm{w},\mathrm{v}))|(\epsilon, (w, v))$ , $(\mathrm{t}, (u, t))\in \mathrm{I}(\lambda)$ aanndd A $\in \mathrm{A}\}$
is a free $R$ basis for $A_{m,n}(r, q)$ . Furthermore, the following hold.
(1) The $R$ -linear map determined by
$\hat{b}_{(\mathrm{s},(w,v))(\mathrm{t},(u,t))}\}arrow\hat{b}_{(1,(u,t))(\epsilon,(w,v))}$
for all $\hat{b}(\underline{\mathrm{p}},(w,v))(1,(u,t))\in\varphi$ is an anti-involution of $A_{m,n}(r, q)$ .
(2) If $\lambda\in\Lambda$ , $(\mathrm{t}, (u, t))\in \mathrm{I}(\lambda)$ and $b\in A_{m,n}(r, q)$ then there exist $a_{(\mathrm{u},(u’,t’))}$ , for
$(\mathrm{u}, (u’, t’))\in \mathrm{I}(\lambda)$ , such that
$( \hat{b}_{(\epsilon,(w,v))(\mathrm{t},(u,t))})b\equiv\sum_{(\mathrm{u},(t’,u))\in \mathrm{I}(\lambda)},a_{(\mathrm{u},(u’,t’))}\hat{b}_{(z,(w,v))(\mathrm{u},(t’,u’))}$ mod $\check{A}^{\lambda}$
for all $(\epsilon, (w, v))\in \mathrm{I}(\lambda)$ .
Consequently $(\#, \Lambda)$ is a cellular basis for for $A_{m,n}(r, q)$ .
Proof By Proposition 6.12, the collection of elements $\hat{b}(\mathrm{t},(w,v))(\mathrm{s},(u,t))$ forms afree
$R$ basis for $A_{m,n}(r, q)$ . Since $\hat{b}(\mathrm{t},(w,v))(\epsilon,(u,t))=(T_{w}\hat{T}_{v}\#)^{*}\hat{b}_{\mathrm{t}\epsilon}T_{u}T_{t}^{\#}$ , we observe from
the definition of $\hat{b}_{\mathrm{t}\epsilon}$ given in (15), that the map defined on generators by $E\mapsto E$ ,
$T_{w}\mapsto T_{w^{-1}}$ and $\hat{T}_{v}\vdash\Rightarrow\hat{T}_{v^{-1}}$ is an algebra anti-involution of $A_{m,n}(r, q)$ which, applied
to the basis ?sends $\hat{b}_{(\mathrm{t},(w,v))(\mathrm{s},(u,t))}\vdasharrow\hat{b}_{(\epsilon,(u,t))(\mathrm{t},(w,v))}$ . $\square$
7. AMuRPHY $\mathrm{B}$ ASIS FOR $A_{m,n}(r, q)$
Recall that $\mathcal{H}_{R,m-f}(q^{2})\otimes \mathcal{H}_{R,n-f}(q^{2})\subseteq \mathcal{H}_{R,m}(q^{2})\otimes \mathcal{H}_{R,n}(q^{2})$ was identified with
the subalgebra generated by the elements { $X_{i}$ (&1, 1c& $X_{j}|f<i<m,$ $f<j<n$ }.
AMurphy basis for $\mathcal{H}_{R,m-f}(q^{2})\otimes \mathcal{H}_{R,n-f}(q^{2})$ can be given using Proposition 2.10.
Let $\Lambda_{f}$ denote the set of multi-partitions
A$f=\{(\lambda^{(1)}, \ldots, \lambda^{(4)})|(\lambda^{(2)}, \lambda^{(4)})\in\Gamma_{f}\}$ .
The set $\Lambda_{f}$ is partially ordered by $\lambda\underline{\triangleleft}\mu$ if
$\sum_{i=1}^{j}\lambda_{i}^{(2)}\leq\sum_{i=1}^{j}\mu_{i}^{(2)}$ and $\sum_{i=1}^{k}\lambda_{i}^{(4)}\leq\sum_{i=1}^{k}\mu_{i}^{(4)}$ for all $j$ , $k\geq 1$ .
To each multi-partition A $\in\Lambda_{f}$ , associate the element
$m_{\lambda}= \sum_{v\in \mathfrak{S}_{\lambda^{(2)}}}X_{v}\otimes\sum_{w\in \mathfrak{S}_{\lambda^{(4)}}}X_{w}$
,
and to each pair $\mathfrak{d}$ , $\mathrm{u}$ of standard A-multi-tableaux we assign the element
(16) $m_{\mathfrak{v}\mathrm{u}}=(X_{d(\mathfrak{o}^{(2)})}^{*}\otimes X_{d(\mathfrak{o}^{(4)})}^{*})m_{\lambda}(.\mathrm{Y}_{d(\mathrm{u}^{(2)}})\otimes X_{d(\mathrm{u}^{(4)})})$
and let $\check{A}^{\lambda}$ be the $R$-submodule of $\mathcal{H}_{R,m-f}(q^{2})$ (& $\mathcal{H}_{R,n-f}(q^{2})$ generated by the
elements
{ $m_{\mathrm{o}\mathrm{u}}|\mathfrak{o}$ , $\mathrm{u}\in \mathrm{S}\mathrm{t}\mathrm{d}(\mu)$ and $\mu\triangleright\lambda$ }.
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The statements below now follow from Proposition 2.10.
(1) The set
$\varphi_{f}=$ { $m\lrcorner$’ 1 $|\epsilon$ , $\mathrm{t}\in \mathrm{S}\mathrm{t}\mathrm{d}$ $(\lambda)$ and A $\in\Lambda_{f}$ }
is an $R$ basis for $\mathcal{H}_{R,m-f}$ $(q^{2})\otimes \mathcal{H}_{R,n-f}(q^{2})$ .
(2) The $\mathrm{m}\mathrm{a}\mathrm{p}*:\mathcal{H}_{R,m-f}(q^{2})\otimes \mathcal{H}_{R,n-f}(q^{2})arrow \mathcal{H}_{R,m-f}(q^{2})\otimes \mathcal{H}_{R,n-f}(q^{2})$defined
on generators by $*$ : $X_{v}\otimes X_{w}\mapsto X_{v^{-1}}\otimes X_{w^{-1}}$ , coincides with the map
$m_{\lrcorner},\iota-\succ m_{1\mathrm{B}}$ for all 5, $\mathrm{t}\in\varphi_{f}$ and extends linearly to an $R$-linear algebra
anti-involution of $\mathcal{H}_{R,m-f}(q^{2})\otimes \mathcal{H}_{R,n-f}(q^{2})$ ;
(3) Let $\lambda\in\Lambda_{f}$ . If $\mathrm{u}\in \mathrm{S}\mathrm{t}\mathrm{d}(\lambda)$ and $h\in \mathcal{H}_{R,m-f}(q^{2})\otimes \mathcal{H}_{R,n-f}(q^{2})$ , then there
exist $a_{\epsilon}\in R$ , for $5\in \mathrm{S}\mathrm{t}\mathrm{d}(\lambda)$ , such that
$m_{\mathfrak{o}\mathrm{u}}h \equiv\sum_{\mathrm{B}}a_{\epsilon}m_{\mathfrak{v}\mathrm{s}}$
$\mathrm{m}\mathrm{o}\mathrm{d} \check{A}^{\lambda}$
for all $\mathfrak{d}$ $\in \mathrm{I}_{f}(\lambda)$ .






and extend the order $\underline{\triangleleft}$ to $\Lambda$ by writing $\lambda\underline{\triangleleft}\mu$ if either (i) $\lambda\in \mathrm{A}_{f}$ and $\mu\in\Lambda_{g}$ where
$f<g$ or, (ii) $\lambda$ , $\mu\in\Lambda_{f}$ and $\lambda\underline{\triangleleft}\mu$ in $(\Lambda f,\underline{\triangleleft})$ .
By Theorem 6.13 the cellular basis for $A_{m,n}(r, q)$ will be indexed by the ordered
pairs
$\mathrm{I}(\lambda)=\min\{m,n\}f=0\cup$ { $(\mathrm{s},$ ( $w$ , $v$ ) $)|\epsilon$ $\in \mathrm{S}\mathrm{t}\mathrm{d}(\lambda)$ , A $\in \mathrm{A}_{f}$ and $(w,$ $v)\in \mathit{9}_{\nu}$ }
where, for each $f$ , $\nu$ is the multi-partition with $\nu^{(2)}=$ $(m -f)$ and $\nu^{(4)}=(n-f)$ .
Each pair $(\epsilon, (w, v))\in \mathrm{I}(\lambda)$ corresponds to aunique A-multi-tableau
(17) $(\epsilon, (w, v))rightarrow \mathfrak{d}$ $=\mathrm{t}^{\lambda}(d(\epsilon^{(2)}), d(\epsilon^{(4)}))(v, w)$ .
There is no harm therefore in identifying $\mathrm{I}(\lambda)$ with the multi-tableaux
$\mathrm{I}(\lambda)=$ { $\mathrm{t}$ $|\mathrm{t}$ $=\mathrm{t}^{\lambda}(d(5^{(2)}),$ $d(\epsilon^{(4)}))(v$ , $w)$ where $5\in \mathrm{S}\mathrm{t}\mathrm{d}(\lambda)$ and $(v,$ $w)\in \mathit{9}_{\nu}$ }.
We now define for each multi-partition Athe element
$\hat{b}_{\lambda}:=\prod_{i=1}^{f}E_{i,i}\sum_{w\in \mathfrak{S}_{\lambda^{(2)}}}T_{w}\sum_{v\in \mathfrak{S}_{\lambda^{(4)}}}T_{v}$
and, for $(\epsilon, (w, v))$ , $(\mathrm{t}, (u, t))\in \mathrm{I}(\lambda)$ , set
$\hat{b}_{(\epsilon,(w,v)),(\mathfrak{t},(u,t))}=(T_{d(\epsilon^{(2)})}T_{w}\check{T}_{d(\mathrm{n}^{(4)})}\check{T}_{v}^{\#})^{*}\hat{b}_{\lambda}(T_{d(1^{(2)})}T_{u}\check{T}_{d(\mathrm{t}^{(41)}}\check{T}_{t}^{\#})$ .
In light of (17) we may write this more compactly as
$\hat{b}_{\mathrm{o}\mathrm{u}}=\hat{b}_{(\epsilon,(w,v)),(\mathrm{t},(u,t))}$
where $\mathfrak{d}$ $=\mathrm{t}^{\lambda}(d(\epsilon^{(2)}), d(\epsilon^{(4)}))(v, w)$ and $\mathrm{u}=\mathrm{t}^{\lambda}(d(\mathrm{t}^{(2)}), d(\mathrm{t}^{(4)}))(u, t)$ .
Let $\check{A}^{\lambda}$ be the $R$-submodule of $A_{m,n}(r, q)$ generated by
{ $b\wedge \mathrm{o}\mathrm{u}|\mathfrak{d}$ , $\mathrm{u}\in \mathrm{I}(\mu)$ and $\mu>\lambda$ }.
Theorem 7.1. The collection
$\ovalbox{\tt\small REJECT}$ $=\{\hat{b}_{\mathfrak{d}\mathrm{U}}|\mathrm{u}$, $\mathfrak{d}$ $\in \mathrm{Z}(\mathrm{A})$ ayrd A $\in\Lambda\}$
defined above is a free $R$ basis for $A_{m,n}(r, q)$ . Furthermore, the following hold
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(1) The $R$ -linear map determined by
$\hat{b}_{\mathfrak{o}\mathrm{u}}\vdasharrow\hat{b}_{\mathrm{u}\mathfrak{v}}$
for all $\hat{b}_{\mathrm{u}\mathrm{u}}\in\ovalbox{\tt\small REJECT}$ is an algebra anti-involution of $Am,n\{r,$ $q)$ .




for all $\mathfrak{d}$ $\in \mathrm{I}(\lambda)$ .
Consequently $(\ovalbox{\tt\small REJECT}, \Lambda)$ is a cellular basis for for $A_{m,n}(r, q)$ .
8. SPECHT MODULES FOR $A_{m,n}(\hat{r},\hat{q})$
Let $A_{m,n}(\hat{r},\hat{q})=A_{m,n}(r, q)\otimes_{R}\kappa$ denote the specialization of $A_{m,n}(r, q)$ to the
field $\kappa=\mathbb{C}(\hat{r},\hat{q})$ and
$\ovalbox{\tt\small REJECT}$ $=\{\hat{b}_{\mathfrak{v}\mathrm{u}}|\mathfrak{d}$ , $\mathrm{u}\in \mathrm{I}(\lambda)$ and A $\in \mathrm{A}\}$
be the specialization to $\kappa$ of the Murphy basis for $A_{m,n}(r, q)$ given by Theorem 7.1.
Then $\ovalbox{\tt\small REJECT}$ will be abasis for $A_{m,n}(\hat{r},\hat{q})$ . For $\lambda\in\Lambda$ , let $N^{\lambda}$ be the $\kappa$-module with
basis
{ $b\wedge \mathrm{o}\mathrm{u}|\mathfrak{v}$ , $\mathrm{u}\in \mathrm{I}(\mu)$ and $\mu\underline{\triangleright}\lambda$ }
and $\check{N}^{\lambda}=\sum_{\mu\triangleright\lambda}N^{\mu}$ . Define $S^{\lambda}$ to be the right $A_{m,n}(\hat{r},\hat{q})$ -submodule of $N^{\lambda}/\check{N}^{\lambda}$
generated by $\check{N}^{\lambda}+\hat{b}_{\lambda}$ . Being isomorphic to aright cell module, $S^{\lambda}$ has ax-basis
{ $\check{N}^{\lambda}+\hat{b}_{\mathrm{t}^{\lambda}\mathfrak{v}}|$ a $\in \mathrm{I}(\lambda)$ }.
For $\mathfrak{d}$ $\in \mathrm{I}(\lambda)$ , let $\hat{b}_{\mathfrak{d}}$ denote the element $\check{N}^{\lambda}+\hat{b}_{1^{\lambda}0}$ in $S^{\lambda}$ . As in Lemma 2.5, there
is asymmetric bilinear form $\langle$ , $)$ : $S^{\lambda}\cross S^{\lambda}arrow\kappa$ defined by
$\langle$
$b\wedge$ , $b\wedge \mathrm{u}\rangle$ $\hat{b}_{\lambda}\equiv\hat{b}_{1^{\lambda}\mathfrak{o}}\hat{b}_{\mathrm{u}\mathrm{t}^{\lambda}}$ mod $N\vee\lambda$
for all multi-tableaux $\mathfrak{d}$ , $\mathrm{u}\in \mathrm{I}(\lambda)$ . Since $\langle$ , $\rangle$ is associative,
rad $S^{\lambda}=$ { $b\in S^{\lambda}|\langle b$ , $b’\rangle=0$ for all $b’\in S^{\lambda}$ }
is a $A_{m,n}(\hat{r},\hat{q})$ -submodule of $S^{\lambda}$ . Naturally, we define $D^{\lambda}$ to be the right $A_{m,n}(\hat{r},\hat{q})-$
module $S^{\lambda}/\mathrm{r}\mathrm{a}\mathrm{d}$ $S^{\lambda}$ . We now have the following consequences of Theorem 2.8 The-
orem 2.9 respectively.
Theorem 8.1. The set
{ $D^{\lambda}$ | A $\in\Lambda_{f}$ such that $D^{\lambda}\neq 0$ }
is a complete set of non-isomorphic absolutely irreducible $A_{rn,n}(\hat{r},\hat{q})$ -modules.
Theorem 8.2. The algebra $A_{m,n}(\hat{r},\hat{q})$ is semisimple if and only if $D^{\lambda}=S^{\lambda}$ for
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