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Abstract
We prove that for every m ∈ N and every δ ∈ (−m, 0), the chromatic number of the preferential
attachment graph PAt(m, δ) is asymptotically almost surely equal to m + 1. The proof relies on a
combinatorial construction of a family of digraphs of chromatic number m+1 followed by a proof that
asymptotically almost surely there is a digraph in this family, which is realised as a subgraph of the
preferential attachment graph.
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1 Introduction
The chromatic number is one of the most basic characteristics of any graph. For a graph G, the chromatic
number of G, denoted by χ(G), is the minimal number of colours needed to colour the vertices of G so
that no monochromatic edges are present. Any colouring of this type is called proper. Some of the first
instances of the graph colouring problem were in connection with colouring planar graphs in the form of
maps. This led to the celebrated Four Colours Theorem stating that any planar graph may be properly
coloured in four colours. The literature on graph colouring problems and their applications has by now
become nearly spanless.
Another line of research was initiated by Erdős and Rényi in their seminal papers [9] and [10], which
introduced the models G(n, p) and G(n,M) for the first time. Later Bollobás proved in [7] that asymp-
totically almost surely
n log
(
1
1−p
)
2 log(n)
(
1 +
log(log(n))
log(n)
)
≤ χ(G(n, p)) ≤
n log
(
1
1−p
)
2 log(n)
(
1 +
3 log(log(n))
log(n)
)
.
Moreover, in the regime p = n−α for every α ∈ (1/2, 1) Bollobás proved that χ(G(n, p)) takes one of only
five values asymptotically almost surely. See also [5].
Another random graph model - the configuration model - was introduced in [4] and further developed
by Bollobás in [5] and by Wormald in [14]. This model is in tight connection with the uniform distribution
on random graphs with bounded degree sequence. Indeed, in the case of random d−regular graphs with
d fixed for example, the uniform distribution on this set of graphs is contiguous with the d−regular
configuration model, see [15]. Concerning the chromatic number of random regular graphs, Achlioptas
and Moore show in [1] that for every d ≥ 3, the chromatic number of the uniform random d−regular
graph is asymptotically almost surely among k, k + 1 and k + 2, where k is the smallest integer such that
d < 2k log(k). Later Coja-Oghlan, Efthymiou and Hetterich prove in [8] that for some k0 ∈ N and for
1
every k > k0 there exists a value dk,col ∈ N, for which, if d > dk,col, the random d−regular graph cannot be
coloured in k colours asymptotically almost surely and if d < dk,col, such a colouring exists asymptotically
almost surely.
A more recent though by now classical random graph model is the preferential attachment model (or
the PA model for short) introduced by Albert and Barabási in [2] and [3] and further formalised by Bollobás
and Riordan in [6]. This model was thouroughly studied since it shares many important characteristics
with real world networks. Many technological, biological and social networks have been empirically proved
to behave like the preferential attachment model with given parameters.
There is a number of variants of the PA model. In this paper, we follow the definition given in [11].
Fix m ≥ 1 and δ > −m. Then (PAt(m, δ))t≥1 is a sequence of random graphs defined as follows:
• for t = 1, PA1(m, δ) consists of a single vertex with no edges;
• for t = 2, PA2(m, δ) consists of two vertices with m edges between them;
• for every t ≥ 3, PAt(m, δ) is defined from PAt−1(m, δ) by adding one vertex vt and m edges
e1t , e
2
t , . . . , e
m
t in a consecutive fashion so that, for every j ∈ [m] and i ∈ [t− 1], the probability that,
ejt = vtvi is given by
dt−1,j−1(vi) + δ
2m(t− 2) + (t− 1)δ + j − 1
,
where dt−1,j−1(vi) is the degree of the vertex vi in the graph PAt−1(m, δ) ∪ (er)r∈[j−1].
The parameter τ = 3+
δ
m
is perhaps the most important characteristic of the model since it describes
the degree distribution in PAt(δ,m). In particular, the fraction of vertices of degree k goes as (1+ok(1))k
−τ
asymptotically as k → +∞. One has empirically observed that in most real world networks τ ∈ (2, 3) and
thus most effort has been directed to understanding the model in this particular regime.
From the point of view of the graph colouring problem, the PA model was studied by Kovalenko in
[12], who showed that for every ε > 0 there is m(ε) ∈ N such that for every m ≥ m(ε) asymptotically
almost surely
m
(4 + ε) log(m)
≤ χ(PAt(m, δ)).
He also gave a deterministic upper bound:
χ(PAt(m, δ)) ≤
log(t)− log(m)
log
(
1 + 1
m
) +m+ 1.
His approach was based on proving lower and upper bounds on the size of the maximal independent set
in the PA graph. This was carried out in a more general class of preferential attachment models, which in
particular include the one described above as a special case.
The main result of this paper improves this result by proving that the chromatic number of the PA
graph converges almost surely to m+ 1.
Theorem 1.1. For every m ∈ N and δ ∈ (−m, 0) the chromatic number of the preferential attachment
graph (PAt(m, δ))t≥1 almost surely converges to m+ 1.
The proof is trivial in the case of m = 1 since in this case PAt(1, δ) is a non-empty tree for every t ≥ 1
and consequently has chromatic number equal to 2. From this point we work with m ≥ 2.
Our approach is largely influenced by the paper [11] of Garavaglia and Stegehuis. There the authors
find the order of the expected value of the number of copies of a given graph H in PAt(m, δ) and prove
that in some cases one has concentration around the expected value. In particular, they compute the
expected number of triangles and prove concentration around this expected value as t → +∞. Rather
than using their results directly, we carefully analyse the proofs of Theorem 2.2 and Lemma 6.1 from the
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paper to obtain some important information about a family of concrete graphs, which we construct in the
sequel.
Our main probabilistic tool in this paper will be the simple but highly efficient second moment method.
It is based on the following lemma, which is also called Paley-Zygmund’s inequality.
Lemma 1.2 ([13], Lemma 19, page 192). For every positive random variable Z with finite second moment
one has
P(Z > 0) ≥
E[Z]2
E[Z2]
.
Notation: In this paper we denote by N the set of positive integers. For every n ≥ 1, we denote
by [n] the set of integers {1, 2, . . . , n}. Unless explicitly stated otherwise, graphs and digraphs will be
denoted by G,H, vertices by u, v, w and edges (oriented or not) by e, possibly with some lower and upper
indices. Edges may also be denoted as concatenation of two vertices, for example uv, where the order
of the vertices is important only if the edge is oriented. We denote by log the logarithm in base e. For
a (di-)graph G, we denote by V (G) the vertex set of G and by E(G) the edge set of G. For a vertex v
in a digraph G, the degree of v in G is the sum of the indegree and the outdegree of v in G. Standard
asymptotic notations like o(·), O(·),Θ(·) are used throughout the paper. When it is not completely clear
which is the limit variable, we add it to the notation and write for example ot(·), Ot(·),Θt(·).
Organisation of the paper: In Section 2 we construct a family of digraphs of chromatic number
m+ 1 and outdegree bounded above by m for every m ≥ 2. In Section 3 we analyse in detail the proof of
Theorem 2.2 from [11] to find the correct order of the probability to find some of the digraphs, constructed
in Section 2, as a subgraph of PAt(m, δ) for every m ≥ 2 and δ ∈ (−m, 0). In Section 4 we prove
Theorem 2.5, which together with Observation 2.4 implies Theorem 1.1 as a direct corollary. We finish
with a discussion and open problems in Section 5.
2 The construction
In this paper we consider digraphs G = (V, ~E) equipped with a bijective map σ = σG : V (G) → [|V (G)|]
with the property that for every directed edge uv ∈ ~E(G) we have that σ(u) > σ(v). We call σ an ordering
ofG. One may construct any such digraph (G,σ) as follows. Let d
(out)
G (σ
−1(1)), d(out)G (σ
−1(2)), . . . , d(out)G (σ
−1(n))
be the sequence of outdegrees of G. Let G0 = ∅. For every i ∈ [n], add the vertex σ
−1(i) to Gi−1 and
construct the d
(out)
G (σ
−1(i)) edges going out of the vertex σ−1(i) to Gi−1 in G. Finally, G = Gn.
We call the graph obtained from a digraph G by forgetting the orientation of every edge of G the
undirected version of G. The chromatic number of a digraph G is the chromatic number of its undirected
version. A digraph G is weakly connected if its undirected version is a connected graph.
Lemma 2.1. The chromatic number of a digraph (G,σ) is at most maxi∈[n] d
(out)
G (σ
−1(i)) + 1.
Proof. We identify colours with positive integers. Colour the vertices of the digraph (G,σ) greedily in
increasing order with respect to σ. When constructing Gi, the vertex σ
−1(i) is incident to d(out)G (σ
−1(i))
other vertices in Gi−1 and therefore there exists a colour in [d
(out)
G (i) + 1], which may be used to colour
the vertex σ−1(i) properly in Gi. It remains to note that for every i ∈ [n] this procedure extends a proper
colouring of Gi−1 to a proper colouring of Gi, which means that there is a proper colouring of G = Gn
with at most maxi∈[n] d
(out)
G (σ
−1(i)) + 1 colours.
Corollary 2.2. For every t,m ∈ N and δ > −m we have χ(PAt(m, δ)) ≤ m+ 1.
For two digraphs (G1, σ1) and (G2, σ2) with G1 ⊆ G2, we say that the ordering σ1 is a restriction of
the ordering σ2 (on G1) and the ordering σ2 is an extension of the ordering σ1 (on G2) if for every vertex
v ∈ V (G1) we have σ1(v) = σ2(v). Also, for two digraphs (G1, σ1) and (G2, σ2) we say that the orderings
3
σ1 and σ2 agree (on G1 ∩ G2) if for every u, v ∈ V (G1 ∩ G2) we have that σ1(u) > σ1(v) if and only if
σ2(u) > σ2(v). In particular, if σ1 is a restriction or an extension of σ2, the two orderings agree, but the
converse is not always true.
Now, for every m ≥ 2 we construct a digraph of chromatic number m + 1, in which the outdegree of
each of its vertices is at most m. We remark that the constructed graph is triangle-free. Fix m ≥ 2 and
define a sequence of digraphs with orderings (H0, π0), (H1, π1), . . . , (Hm−2, πm−2) as follows. Define
H0 = ((vi)1≤i≤7, {v1v2, v2v3, v3v4, v4v5, v5v6, v6v7, v1v7}).
In other words, H0 is an oriented copy of
C7 = (π
−1
0 (1), π
−1
0 (2), π
−1
0 (3), π
−1
0 (4), π
−1
0 (5), π
−1
0 (6), π
−1
0 (7)).
Then, for every i ∈ [m− 2], to define the digraph Hi, consider i+ 2 disjoint copies H
1
i−1,H
2
i−1, . . . ,H
i+2
i−1
of the digraph Hi−1. Then, for any (i + 2)−tuple of vertices (v1, v2, . . . , vi+2) ∈ V (H1i−1) × V (H
2
i−1) ×
· · · × V (H i+2i−1 ), add a vertex w = w(v
1, v2, . . . , vi+2) and directed edges wv1, wv2, . . . , wvi+2. This forms
the graph Hi. Finally, choose an arbitrary bijective map νi : V (Hi \Hi−1)→ [|V (Hi \Hi−1)|] and define
πi(v) =
{
πi−1(v), if v ∈ Hi−1,
νi(v) + |V (Hi−1)|, if v ∈ Hi \Hi−1.
Then πi is an ordering of the vertex set of Hi, which induces the orientation of the edges of Hi given
above.
Lemma 2.3. For every i ∈ 0 ∪ [m− 2], the chromatic number of Hi is i+ 3.
Proof. Identify colours with positive inregers. We prove the statement by induction on i ∈ 0∪ [m−2]. For
i = 0 the statement is true since χ(C7) = 3. Suppose that the claim holds for i− 1 for some i ∈ [m− 2].
Colour properly the graph Hi. If there are at least i+ 3 colours used to colour the vertices in H
1
i−1 ∪
H2i−1 ∪ · · · ∪ H
i+2
i−1 , we are done. If not, by the induction hypothesis χ(Hi−1) = i + 2 and therefore
H1i−1 ∪ H
2
i−1 ∪ · · · ∪ H
i+2
i−1 is coloured in exactly i + 2 colours, say the ones in [i + 2]. Moreover, every
subgraph of Hi among H
1
i−1,H
2
i−1, . . . ,H
i+2
i−1 contains a vertex in colour j for every j ∈ [i + 2]. We
conclude that there is a vertex w = w(v1, v2, . . . , vi+2) in Hi \H
1
i−1 ∪H
2
i−1 ∪ · · · ∪H
i+2
i−1 , whose neighbours
v1, v2, . . . , vi+2 are coloured in different colours. Thus, χ(Hi) ≥ i+ 3.
On the other hand, colouring each of the graphs H1i−1,H
2
i−1, . . . ,H
i+2
i−1 in the colours 1, 2, . . . , i+2 and
colouring all remaining vertices in colour i + 3 gives a proper colouring of Hi. Thus, χ(Hi) = i+ 3. The
induction in finished and the lemma is proved.
Now, for a digraph (H,π) we define the digraph Sn(H,π) = G as the digraph formed from H
by adding, for every two (distinct) vertices v′, v′′ in H, n vertices v1, v2, . . . , vn and 2n directed edges
v1v
′, v2v′, . . . , vnv′, v1v′′, v2v′′, . . . , vnv′′. Informally this construction could be translated as adding n
"cherries" for any pair of vertices of H. Notice that G may be equipped with an ordering σn,H , which
extends π on H, which is constructed as follows. Fix an arbitrary bijective mapping µn : V (G \ H) →
[n|V (H)|]. We define
σn,H(v) =
{
π(v), if v ∈ V (H),
µn(v) + |V (H)|, if v ∈ V (G \H).
See Figure 1.
Observation 2.4. For every n ≥ 1, the chromatic number of Sn(Hm−2, πm−2) is m+ 1.
Proof. For all n ≥ 1 we have Hm−2 ⊂ Sn(Hm−2, πm−2) and χ(Hm−2) = m+ 1 by Lemma 2.3.
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Figure 1: On the left: a digraph H with an ordering π. On the right: the digraph G = S2(H) equipped
with one possible ordering σ, which coincides with π on V (H).
Now, note that the random graph PAt(m, δ) may be naturally seen as a digraph where every edge
is oriented from its "younger" endvertex to the "older" one. Since the graph PAt(m, δ) is increasing in
t with respect to inclusion, the probability to find a digraph (H,π) as a subgraph of PAt(m, δ) is also
increasing in t and therefore limt→+∞ P((H,π) ⊂ PAt(m, δ)) is well defined. Our goal in this paper will
be to prove the following theorem.
Theorem 2.5. For all m ≥ 2 and δ ∈ (−m, 0), the sequence
( lim
t→+∞P(Sn(Hm−2, πm−2) ⊂ PAt(m, δ)))n≥1
converges to one.
Proof of Theorem 1.1 assuming Theorem 2.5. Theorem 1.1 is a direct consequence of Observation 2.4 and
Theorem 2.5.
To prove Theorem 2.5 we analyse in detail the proof of Theorem 2.2 from [11] to compute the first and
the second moment of the number of copies of the digraph Sn(Hm−2, πm−2), equipped with a particular
ordering, in PAt(m, δ) for all n ∈ N. Once having this information, we conclude by an application of the
second moment method using Lemma 1.2.
To prepare the ground, we introduce some definitions from [11] and prove a couple of preliminary
results. Fix m ≥ 2 and δ ∈ (−m, 0) and define τ = 3 +
δ
m
∈ (2, 3). For a vertex v in a weakly connected
digraph (H,π) define the quantity
β(v) = βH(v) = −
τ − 2
τ − 1
d
(out)
H (v)−
1
τ − 1
d
(in)
H (v)
and let
D(H,π) = max
s=0,1,...,|V (H)|


|V (H)|∑
i=s+1
[
1−
τ − 2
τ − 1
d
(out)
H (π
−1(i))−
1
τ − 1
d
(in)
H (π
−1(i))
]

= max
s=0,1,...,|V (H)|


|V (H)|∑
i=s+1
(1 + β(π−1(i)))

 .
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For a digraph (H,π) we say that s1, s2, . . . , sr are themaximisers ofD(H,π) if for every j ∈ {s1, s2, . . . , sr}
we have
D(H,π) =
|V (H)|∑
i=j+1
(1 + β(π−1(i)))
and for every j ∈ [|V (H)|] \ {s1, s2, . . . , sr} we have
D(H,π) >
|V (H)|∑
i=j+1
(1 + β(π−1(i))).
Let the digraph Sn(H,π) be equipped with the ordering σn,H constructed above and assume that H is a
weakly connected digraph with at least two vertices.
Lemma 2.6. For every n > τ − 1, the unique maximiser of D(Sn(H,π), σn,H) is sH = |V (H)|.
Proof. For every n > τ − 1 and for every vertex u ∈ V (H) we have that
βSn(H,pi)(u) = −
τ − 2
τ − 1
d
(out)
Sn(H,pi)
(u)−
1
τ − 1
d
(in)
Sn(H,pi)
(u) ≤ −
n
τ − 1
< −1
and for every vertex v ∈ V (Sn(H,π)) \ V (H) we have that
βSn(H,pi)(v) = −
τ − 2
τ − 1
d
(out)
Sn(H,pi)
(v) −
1
τ − 1
d
(in)
Sn(H,pi)
(v) = −
2(τ − 2)
τ − 1
∈ (−1, 0).
Since for every u, v ∈ V (Sn(H,π)) with u ∈ V (H) and v ∈ V (Sn(H,π))\V (H) we have σn,H(u) < σn,H(v)
we conclude that the only maximiser of D(Sn(H,π)) is |V (H)| independently of n > τ − 1.
From now on we denote for brevity (H,π) = (Hm−2, πm−2), s = |V (H)| ≥ 7 and βn(·) = βSn(H,pi)(·).
Note that |V (Sn(H,π))| = s+
(
s
2
)
n. For every n ∈ N we fix an ordering σn = σn,H of Sn(H,π) and denote
Dn = D(Sn(H,π), σn).
By Lemma 2.6 we conclude that
Dn =
s+(s2)n∑
i=s+1
(1 + βn(σ
−1
n (i))) =
(
s
2
)
n
(
1−
2(τ − 2)
τ − 1
)
=
(
s
2
)
n(3− τ)
τ − 1
.
Let (Sn(H
′, π′), σ′n) and (Sn(H ′′, π′′), σ′′n) be two copies of the digraph with ordering (Sn(H,π), σn),
which may share common vertices and edges, where n ≥ 5 is a fixed integer. We impose the restriction
on n to be sure that every vertex of degree at most four in (Sn(H
′, π′), σ′n) ∪ (Sn(H ′′, π′′), σ′′n) is outside
V (H ′ ∪H ′′). Moreover, assume that:
1. Sn(H
′, π′)∪Sn(H ′′, π′′) is a digraph, which admits an ordering σˆn that agrees with both σ′n and σ′′n.
In particular, the orientations of the common edges of Sn(H
′, π′) and Sn(H ′′, π′′), induced by σ′n
and σ′′n respectively, agree.
2. for every vertex v in Sn(H
′, π′) or in Sn(H ′′, π′′) of degree two in Sn(H ′, π′) ∪ Sn(H ′′, π′′) and
for every vertex w of degree two in Sn(H
′, π′) or in Sn(H ′′, π′′) and of degree at least three in
Sn(H
′, π′) ∪ Sn(H ′′, π′′) we have σˆn(v) > σˆn(w). See Figure 2.
Denote Hˆn = Sn(H
′, π′) ∪ Sn(H ′′, π′′) and Dˆn = D(Sn(H ′, π′) ∪ Sn(H ′′, π′′), σˆn).
Lemma 2.7. For every n ≥ 5 we have that Dˆn ≤ 2Dn and equality holds if and only if Sn(H
′, π′) ∩
Sn(H
′′, π′′) = H ′ ∩H ′′.
6
u1
u2
u4
u3
v1
v2
v3
v4
w
Figure 2: In the figure there are two copies S1(H
′, π′) and S1(H ′′, π′′) of the digraph S1(H,π), where (H,π)
is the oriented triangle graph on the left in Figure 1, whose union forms a digraph with ordering σˆ1. These
are induced by the sets of vertices u1, u2, u4, v1, w, v3 and u1, u3, u4, v2, w, v4 and may be equipped with
the orderings σ′1 : (u4, u2, u1, w, v1, v3) 7→ (1, 2, 3, 4, 5, 6) and σ
′′
1 : (u4, u3, u1, w, v2, v4) 7→ (1, 2, 3, 4, 5, 6).
We may further define σˆ1 : ui 7→ 4 − i, w 7→ 5, vi 7→ i + 5 for every i ∈ [4]. Indeed, we require that the
ordering σˆ1 agrees with both σ
′
1 and σ
′′
1 (assumption 1) and that σˆ1, σ
′
1, σ
′′
1 satisfy σˆ1(ui) < σˆ1(w) < σˆ1(vj)
for all i, j ∈ [4] (assumption 2).
Proof. Remark that for the vertices v of H ′ ∪H ′′ we have
βˆn(v) = βHˆn(v) ≤ −
n(s− 1)
τ − 1
< −1.
On the other hand, the vertices of degree two in Sn(H
′, π′) and in Sn(H ′′, π′′) can be divided into three
types.
1. The vertices of type one are the ones, which appear in exactly one of the digraphs Sn(H
′, π′) and
Sn(H
′′, π′′). For example, in Figure 2 these are v1, v2, v3, v4. For any such vertex v we have βˆn(v) =
−
2(τ − 2)
τ − 1
. Denote the number of vertices of type one by ℓ1,n.
2. The vertices of type two are the ones, which appear in each of the digraphs Sn(H
′, π′) and Sn(H ′′, π′′),
but remain outside H ′ ∪ H ′′. For example, in Figure 2 the vertex w is of type two. For any such
vertex v we have βˆn(v) ≤ −
3(τ − 2)
τ − 1
. Denote the number of vertices of type two by ℓ2,n
3. The vertices of type three are the ones, which appear as degree two vertices in exactly one of the
digraphs Sn(H
′, π′) and Sn(H ′′, π′′) and as vertices of degree at least three in the other digraph.
Any such vertex v participates in H ′ ∪H ′′ and therefore βˆn(v) < −1 by the above computation.
Due to the assumptions 1 and 2 we have
Dˆn ≤ max
{
ℓ1,n
(
1−
2(τ − 2)
τ − 1
)
, ℓ1,n
(
1−
2(τ − 2)
τ − 1
)
+ ℓ2,n
(
1−
3(τ − 2)
τ − 1
)}
≤ (ℓ1,n + ℓ2,n)
(
1−
2(τ − 2)
τ − 1
)
≤ 2
(
s
2
)
n
(
1−
2(τ − 2)
τ − 1
)
= 2Dn.
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We have equality if and only if all vertices of degree two in Sn(H
′, π′) and in Sn(H ′′, π′′) are of type one
or, otherwise said, if and only if the set of vertices of degree two in Hˆn is the union of the sets of vertices
of degree two in Sn(H
′, π′) and in Sn(H ′′, π′′).
Corollary 2.8. Each of the digraphs with ordering (Hˆn, σˆn) obtained as union of two copies Sn(H
′, π′)
and Sn(H
′′, π′′) of S(H,π) with Dˆn = 2Dn may be constructed as follows:
1. Construct the digraph Hˆ0 = H
′ ∪H ′′.
2. Apply Sn(·) to the subgraph H
′ of Hˆ0.
3. Apply Sn(·) to the subgraph H
′′ of Hˆ0.
Corollary 2.9. The number of different digraphs Hˆn obtained as union of two copies Sn(H
′, π′) and
Sn(H
′′, π′′) of Sn(H,π) with Dˆn = 2Dn does not depend on n. Moreover, for every n ≥ 5, each of these
graphs has a unique maximiser of Dˆn given by sˆ = sHˆn = |V (H
′ ∪H ′′)|.
Proof. The first statement is a direct consequence of Corollary 2.8 - indeed, the number of digraphs Hˆn
with Dˆn = 2Dn is equal to the number of digraphs, which may be constructed as union of two copies
(H ′, π′) and (H ′′, π′′) of the digraph (H,π) so that π agrees with both orderings π′ and π′′. For the second
statement, by Corollary 2.8 we have that for every vertex u ∈ H ′ ∪H ′′ we have
βˆn(u) = −
τ − 2
τ − 1
d
(out)
Hˆn
(u)−
1
τ − 1
d
(in)
Hˆn
(u) ≤ −
n(s− 1)
τ − 1
< −1
and for every vertex v ∈ Hˆn \ (H
′ ∪H ′′) we have
βˆn(v) = −
τ − 2
τ − 1
d
(out)
Hˆn
(v)−
1
τ − 1
d
(in)
Hˆn
(v) = −
2(τ − 2)
τ − 1
∈ (−1, 0).
Since σˆn agrees with both σ
′ and σ′′ we know that for every vertex u in H ′ ∪H ′′ and for every vertex v
in Hˆn \ (H
′ ∪H ′′) we have σˆn(u) < σˆn(v). We conclude that sˆ = |V (H ′ ∪H ′′)| is the only maximiser of
Dˆn. The corollary is proved.
3 Building upon the Garavaglia-Stegehuis result
In this part, we mostly follow the notation of the paper [11]. Fix m ∈ N,m ≥ 2 and δ ∈ (−m, 0). A
digraph (G,σ) is said to be attainable in PAt(m, δ) if (G,σ) could be realised as a subgraph of PAt(m, δ)
with positive probability. The following observation is straightforward.
Observation 3.1. The digraph (G,σ) is attainable if maxv∈V (G) d
(out)
G (v) ≤ m.
Now we state one of the main results of [11]. Fix an attainable digraph (G,σ) and let s1, s2, . . . , sr ∈
[|V (G)|] be the maximisers of D(G,σ). We denote by Nt(G,σ) the number of copies of (G,σ) in PAt(m, δ)
i.e. the number of occurrences of the digraph G in PAt(m, δ) so that the ordering σ agrees with the
canonical ordering of the vertices in PAt(m, δ).
Theorem 3.2 ([11], Theorem 2.2). There are constants C1 = C1(G), C2 = C2(G) > 0 such that
C1 ≤ lim
t→+∞
E[Nt(G,σ)]
tD(G,σ) logr−1(t)
≤ C2.
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Our approach requires a closer look in the proof of Theorem 3.2, which will provide more insight about
the behaviour of the constants C1 and C2 as functions of the digraphs (Sn(H,π), σn)n≥1. In particular,
by Lemma 2.6 the unique maximiser s = sH = |V (H)| of Dn remains fixed and independent of n ≥ 5.
In the above setting the proof of Theorem 3.2 from [11] establishes that there are absolute constants
C ′1, C
′
2 > 0, for which
C ′1t
Dn
∫ √t
1
u
βn(σ
−1
n (1))
1
∫ √t
u1
u
βn(σ
−1
n (2))
2 · · ·
∫ √t
us
uβn(σ
−1
n (s))
s dusdus−1 . . . du1
·
∫ 1
1√
t
w
β(σ−1n (s+1))
s+1
∫ 1
ws+1
w
β(σ−1n (s+2))
2 · · ·
∫ 1
w
s+(s2)n−1
w
β(σ−1n (s+(s2)n))
s+(s2)n
dw
s+(s2)n
dw
s+(s2)n−1
. . . dws+1
≤ E[Nt(Sn(H,π), σn)]
≤ C ′2t
Dn
∫ +∞
1
u
βn(σ
−1
n (1))
1
∫ +∞
u1
u
βn(σ
−1
n (2))
2 · · ·
∫ +∞
us
uβn(σ
−1
n (s))
s dusdus−1 . . . du1
·
∫ 1
0
w
β(σ−1n (s+1))
s+1
∫ 1
ws+1
w
β(σ−1n (s+2))
2 · · ·
∫ 1
w
s+(s2)n−1
w
β(σ−1n (s+(s2)n))
s+(s2)n
dws+(s2)n
dws+(s2)n−1
. . . dws+1.
One has that for t→ +∞, the limit of the expression
∫ √t
1
u
βn(σ
−1
n (1))
1
∫ √t
u1
u
βn(σ
−1
n (2))
2 · · ·
∫ √t
us
uβn(σ
−1
n (s))
s dusdus−1 . . . du1
is ∫ +∞
1
u
βn(σ
−1
n (1))
1
∫ +∞
u1
u
βn(σ
−1
n (2))
2 · · ·
∫ +∞
us
uβn(σ
−1
n (s))
s dusdus−1 . . . du1 <∞,
and the limit of the expression∫ 1
1√
t
w
β(σ−1n (s+1))
s+1
∫ 1
ws+1
w
β(σ−1n (s+2))
2 · · ·
∫ 1
w
s+(s2)n−1
w
β(σ−1n (s+(s2)n))
s+(s2)n
dw
s+(s2)n
dw
s+(s2)n−1
. . . dws+1
is ∫ 1
0
w
β(σ−1n (s+1))
s+1
∫ 1
ws+1
w
β(σ−1n (s+2))
2 · · ·
∫ 1
w
s+(s2)n−1
w
β(σ−1n (s+(s2)n))
s+(s2)n
dw
s+(s2)n
dw
s+(s2)n−1
. . . dws+1 <∞.
Of course, these two limits depend on n. We have that∫ +∞
1
u
βn(σ
−1
n (1))
1
∫ +∞
u1
u
βn(σ
−1
n (2))
2 · · ·
∫ +∞
us
uβn(σ
−1
n (s))
s dusdus−1 . . . du1
=
∫ +∞
1
u
β0(σ
−1
0 (1))− 2n(τ−2)τ−1
1
∫ +∞
u1
u
β0(σ
−1
0 (2))− 2n(τ−2)τ−1
2 · · ·
∫ +∞
us
u
β0(σ
−1
n (s))− 2n(τ−2)τ−1
s dusdus−1 . . . du1 = Θ
(
1
ns
)
.
Moreover, since for every i ≥ s+ 1 we have βn(σ
−1
n (i)) = −
2(τ − 2)
τ − 1
,
∫ 1
0
w
β(σ−1n (s+1))
s+1
∫ 1
ws+1
w
β(σ−1n (s+2))
s+2 · · ·
∫ 1
w
s+(s2)n−1
w
β(σ−1n (s+(s2)n))
s+(s2)n
dw
s+(s2)n
dw
s+(s2)n−1
. . . dws+1
=
∫ 1
0
w
− 2(τ−2)
τ−1
s+1
∫ 1
ws+1
w
− 2(τ−2)
τ−1
s+2 · · ·
∫ 1
w
s+(s2)n−1
w
− 2(τ−2)
τ−1
s+(s2)n
dw
s+(s2)n
dw
s+(s2)n−1
. . . dws+1
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Since τ ∈ (2, 3), we know that the function t 7→ t−
2(τ−2)
τ−1 is integrable on the interval (0, 1] and∫ 1
0 t
− 2(τ−2)
τ−1 dt =
1
1− 2(τ−2)
τ−1
=
τ − 1
3− τ
.
Lemma 3.3.∫ 1
0
w
− 2(τ−2)
τ−1
s+1
∫ 1
ws+1
w
− 2(τ−2)
τ−1
s+2 · · ·
∫ 1
w
s+(s2)n−1
w
− 2(τ−2)
τ−1
s+(s2)n
dws+(s2)n
dws+(s2)n−1 . . . dws+1 =
(
τ − 1
3− τ
)(s2)n 1((
s
2
)
n
)
!
.
Proof. By summing the integrals∫ 1
0
w
− τ−2
τ−1
ι(s+1)
∫ 1
wι(s+1)
w
− τ−2
τ−1
ι(s+2)· · ·
∫ 1
w
ι(s+(s2)n−1)
w
− τ−2
τ−1
ι(s+(s2)n)
dw
ι(s+(s2)n)
dw
ι(s+(s2)n−1)
. . . dwι(s+1)
for every permutation ι of [s+
(
s
2
)
n] \ [s], we conclude by symmetry that the expression∫ 1
0
w
− 2(τ−2)
τ−1
s+1
∫ 1
ws+1
w
− 2(τ−2)
τ−1
s+2 · · ·
∫ 1
w
s+(s2)n−1
w
− 2(τ−2)
τ−1
s+(s2)n
dws+(s2)n
dws+(s2)n−1 . . . dws+1
is a
1((
s
2
)
n
)
!
−proportion of the integral
∫ 1
0
w
− 2(τ−2)
τ−1
s+1
∫ 1
0
w
− 2(τ−2)
τ−1
s+2 · · ·
∫ 1
0
w
− 2(τ−2)
τ−1
s+(s2)n
dw
s+(s2)n
dw
s+(s2)n−1
. . . dws+1
=
(∫ 1
0
w
− 2(τ−2)
τ−1
s+1
)(s2)n
=
(
τ − 1
3− τ
)(s2)n
.
The lemma is proved.
Corollary 3.4. There are absolute constants C ′′1 , C
′′
2 > 0, for which, for every n ≥ 5 and for every large
enough t, we have
C ′′1 t
Dn
(
τ − 1
3− τ
)(s2)n 1
ns
((
s
2
)
n
)
!
≤ E[Nt(Sn(H,π), σn)] ≤ C
′′
2 t
Dn
(
τ − 1
3− τ
)(s2)n 1
ns
((
s
2
)
n
)
!
.
By analogous considerations we draw a similar conclusion for every digraph (Hˆn, σˆn) obtained as
union of two copies of Sn(H,π), namely Sn(H
′, π′) and Sn(H ′′, π′′), and satisfying Dˆn = 2Dn. Indeed, by
Corollary 2.9 for every n ≥ 5 we have that sˆ = s
Hˆ
= |V (H ′) ∪ V (H ′′)| is the unique maximiser of Dˆn.
Corollary 3.5. There are absolute constants Cˆ1, Cˆ2 > 0, for which, for every n ≥ 5 and for every large
enough t, we have
Cˆ1t
Dˆn
(
τ − 1
3− τ
)2(s2)n 1
nsˆ
(
2
(
s
2
)
n
)
!
≤ E[Nt(Hˆ, σˆn)] ≤ Cˆ2t
Dˆn
(
τ − 1
3− τ
)2(s2)n 1
nsˆ
(
2
(
s
2
)
n
)
!
.
4 Proof of Theorem 2.5
By ([11], Proof of Lemma 6.1) we know that, first, for any two copies Sn(H
′, π′) and Sn(H ′′, π′′) of Sn(H,π)
without common vertices we have
P({Sn(H
′, π′) ⊆ PAt(m, δ)} ∩ {Sn(H ′′, π′′) ⊆ PAt(m, δ)})
= P(Sn(H
′, π′) ⊆ PAt(m, δ))P({Sn(H ′′, π′′) ⊆ PAt(m, δ)).
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uv
v1
v2
v3
v4
Figure 3: In the figure n = 2 and u, v ∈ H ′ ∩H ′′ have four common neighbours v1, v2, v3, v4 of degree two
in Hˆ2. The arrows outside the circle show the order, in which the vertices in the PA graph are added,
and the short thick segment on the top of the circle marks the beginning and the end. From v1, v2, v3, v4,
any subset of two vertices could have come from S2(H
′, π′) (and the other two vertices respectively from
S2(H
′′, π′′)). The order of the vertices in every group in the ordering σˆ2 fixed in advance as σˆ2 agrees with
both σ′2 and σ
′′
2 .
Therefore, computing the variance of Nt(Sn(H,π), σn) yields
Var[Nt(Sn(H,π), σn)]
= E[Nt(Sn(H,π), σn)
2]− E[Nt(Sn(H,π), σn)]
2
≤ E[Nt(Sn(H,π), σn)] +
∑
Sn(H′,pi′),Sn(H′′,pi′′) copies of Sn(H,pi);
H′∩H′′ 6=∅
P((Sn(H
′, π′) ∪ Sn(H ′′, π′′), σˆn) ⊆ PAt(m, δ)).
(1)
Now, since the number of unions of two copies (H ′, π′) and (H ′′, π′′) of (H,π) is finite, by Corollary 2.9
the number of graphs Hˆn with Dˆn = 2Dn is finite and does not depend on n ≥ 5. However, for fixed
(H ′, π′) and (H ′′, π′′) the graph (Hˆn, σˆn) may be obtained as union of two copies (Sn(H ′, π′), σ′n) and
(Sn(H
′′, π′′), σ′′n) of the digraph (Sn(H,π), σn) in different ways. Indeed, for every pair of vertices u, v in
H ′ ∩H ′′, the digraph Hˆn contains 2n vertices of degree two incident to oriented edges to u and v and any
subset of these 2n vertices could come from Sn(H
′, π′) a priori. Of course, this observation may only lead
to an upper bound due to the condition that σˆn must agree with both σ
′
n and σ
′′
n. See Figure 3.
Therefore, one has that the number of different pairs of copies (Sn(H
′, π′), σ′n) and (Sn(H ′′, π′′), σ′′n) of
the digraph (Sn(H,π), σn), which form the same graph Hˆn, is at most
(
2n
n
)(|V (H′∩H′′)|2 )
=
(
2n
n
)(2s−sˆ2 )
.
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By Corollary 2.9 this gives an upper bound for (1) that yields
E[Nt(Sn(H,π), σn)]
+ (1 + ot(1))
∑
Hˆn: there exist
Sn(H′,σ′),Sn(H′′,σ′′) copies of Sn(H,pi);
Sn(H′,σ′) and Sn(H′′,σ′′) have no common degree two vertices;
Hˆn=Sn(H′,pi′)∪Sn(H′′,pi′′) and H′∩H′′ 6=∅
(
2n
n
)(2s−sˆ2 )
E((Hˆn, σˆn) ⊆ PAt(m, δ))
≤ E[Nt(Sn(H,π), σn)]
+ (1 + ot(1))
∑
Hˆn: there exist
Sn(H′,σ′),Sn(H′′,σ′′) copies of Sn(H,pi);
Sn(H′,σ′) and Sn(H′′,σ′′) have no common degree two vertices;
Hˆn=Sn(H′,pi′)∪Sn(H′′,pi′′) and H′∩H′′ 6=∅
(
2n
n
)(2s−sˆ2 )
Cˆ2t
Dˆn
(
τ − 1
3− τ
)2(s2)n 1
nsˆ
(
2
(
s
2
)
n
)
!
.
(2)
Moreover, since H ′ ∩ H ′′ 6= ∅ we have that s ≤ sˆ = |V (H ′ ∪ H ′′)| < 2|V (H)| = 2s. By direct
application of Stirling’s formula we conclude that
(
2n
n
)(2s−sˆ2 )(τ − 1
3− τ
)2(s2)n 1
nsˆ
(
2
(
s
2
)
n
)
!
=
(
2n
n
)(2s−sˆ2 )
n2s−sˆ
(
(
s
2
)
n)!2
(2
(
s
2
)
n)!
((
τ − 1
3− τ
)(s2)n 1
ns
((
s
2
)
n
)
!
)2
= Θn
(
2(2(
2s−sˆ
2 )−2(s2))nn
2(2s−sˆ)+1−(2s−sˆ2 )
2
)((
τ − 1
3− τ
)(s2)n 1
ns
((
s
2
)
n
)
!
)2
= on(1)
((
τ − 1
3− τ
)(s2)n 1
ns
((
s
2
)
n
)
!
)2
. (3)
The last equality comes from the fact that if sˆ > s, 2(2(
2s−sˆ
2 )−2(s2))n decreases exponentially in n, and
if sˆ = s (in which case H ′ and H ′′ coincide) then
2(2s − sˆ) + 1−
(
2s− sˆ
2
)
= 2s+ 1−
s(s− 1)
2
= 1 +
s(5− s)
2
< 0
for every s ≥ 7. Here we use the fact that for every i ≥ 0 we have |V (Hi)| ≥ |V (H0)| = 7.
Thus, since by Corollary 2.9 the number of terms in sum in (2) depends only on s and not on t and n,
by Corollary 3.4, (2) and (3) we conclude that the limit
lim
t→+∞
E[Nt(Sn(H,π), σn)]
2
E[Nt(Sn(H,π), σn)2]
= lim
t→+∞
E[Nt(Sn(H,π), σn)]
2
E[Nt(Sn(H,π), σn)]2 + Var[Nt(Sn(H,π), σn)]
exists and tends to one with n. This is sufficient to conclude by Lemma 1.2 that
lim
t→+∞P(Sn(H,π) ⊂ PAt(m, δ)) = limt→+∞P(Nt(Sn(H,π)) > 0)
converges to one as n→ +∞. Theorem 2.5 is proved.
5 Conclusion and open problems
In this paper we prove that the chromatic number of the random graph PAt(m, δ) converges almost
surely to m + 1 when t → +∞ for every m ≥ 1 and δ ∈ (−m, 0). To do this, we construct a family of
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digraphs (Sn(H,π))n≥1 and prove that some graph in this family is present as a subgraph of PAt(m, δ)
asymptotically almost surely. It is a natural question to study the speed of convergence to this almost
sure limit. One may also wonder what happens if τ ≥ 3. We conjecture that the same phenomenon takes
place.
Conjecture 5.1. For every m ≥ 1 and every δ > −m, the chromatic number of (PAt(m, δ))t≥1 converges
almost surely to m+ 1.
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