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Abstract
We study the Neumann Laplacian −∆N restricted to a periodic waveguide. In this
situation its spectrum σ(−∆N ) presents a band structure. Our goal and strategy is to
get spectral information from an analysis of the asymptotic behavior of these bands
provided that the waveguide is sufficiently thin.
1 Introduction
Let Λ be a periodic strip (in R2) or a periodic tube (in R3). Denote by −∆ the Laplacian
operator restricted to Λ. At the boundary ∂Λ, consider the Dirichlet or Neumman condi-
tions. An interesting point is to know something about the spectrum σ(−∆) which has a
band structure.
In [17] the author studied the band gap of the spectrum of the Dirichlet Laplacian in
a periodic strip in R2. In a more particular situation, in [9] the authors studied the band
lengths as the diameter of the strip tends to zero. In [15] the authors proved the absolute
continuity for −∆ in a periodic strip with either Dirichlet or Neumann conditions.
In the case of periodic tubes, the absolute continuity was proven in [3, 7, 16]. In [3, 16]
only the Dirichlet boundary condition was considered. In [7] the boundary conditions are
more general, but a symmetry condition is required. In [13], the author established the
existence of gaps in the essential spectrum of the Neumann Laplacian in a periodic tube.
Consider the Neumann Laplacian −∆N restricted to a periodic waveguide in R3. This
work has two goals. The first one, is to obtain information about the absolutely continuous
spectrum of −∆N . The second, is to prove the existence of band gaps in σ(−∆N ); although
this result is proven in [13], we give an alternative proof in this text. We highlight that
our purpose is to prove the results above from an analysis of the asymptotic behavior of
the bands of σ(−∆N ) provided that the waveguide is sufficiently thin. Ahead, we give
more details.
Let r : R → R3 be a simple C3 curve in R3 parametrized by its arc-length parameter
s. Suppose that r is periodic, i.e., there exists L > 0 and a nonzero vector ~u so that
r(s + L) = ~u + r(s),∀s ∈ R. Denote by k(s) and τ(s) the curvature and torsion of r at
the position s, respectively. Pick S 6= ∅; an open, bounded, smooth and connected subset
of R2. Build a waveguide Λ in R3 by properly moving the region S along r(s); at each
point r(s) the cross-section region S may present a (continuously differentiable) rotation
angle α(s). Suppose that α(s) is L-periodic. For each ε > 0 (small enough), one can
perform this same construction with the region εS and so obtaining a thin waveguide Λε.
1
Now, let h : R→ R be a L-periodic and C2 function satisfying
0 < c1 ≤ h(s) ≤ c2, ∀s ∈ R. (1)
We consider the thin waveguide, as presented above, but we deform it by multiplying their
cross sections by the function h(s). Thus, we obtain a deformed thin tube Ωε; see Section
2 for details of this construction.
Let −∆NΩε be the Neumann Laplacian in Ωε, i.e., the self-adjoint operator associated
with the quadratic form
ψ 7→
∫
Ωε
|∇ψ|2d~x, ψ ∈ H1(Ωε). (2)
The first result of this work states that
Theorem 1. For each E > 0, there exists εE > 0 so that the spectrum of −∆
N
Ωε
is
absolutely continuous in the interval [0, E], for all ε ∈ (0, εE).
In [7] the absolute continuity for −∆NΩε was proven under the condition of invariance
under the reflection s 7→ −s.
At first, in this introduction, we present the main steps of the proof of Theorem 1; the
details will be presented along the work. Then, we comment our strategy to guarantee
the existence of gaps in the spectrum σ(−∆NΩε).
Fix a number c > 0. Denote by 1 the identity operator. For technical reasons, we are
going to study the operator −∆NΩε + c1; see Section 7.
A change of coordinates shows that −∆NΩε + c1 is unitarily equivalent to the operator
Tεψ := −
1
h2βε
[(
∂s + divyR
h
) h2
βε
∂Rhs,yψ +
1
ε2
divy (βε∇yψ)
]
+ cψ, (3)
dom Tε :=
{
ψ ∈ H2(R× S) :
∂Rhψ
∂N
= 0 on ∂(R× S)
}
, (4)
acting in the Hilbert space L2(R×S, h2βεdsdy). Here, y := (y1, y2) ∈ S, divy denotes the
divergent of a vector field in S,
βε(s, y) := 1− εk(s)(y1 cosα(s) + y2 sinα(s)), (5)
(∂Rhs,yψ)(s, y) := ∂sψ(s, y) + 〈∇yψ(s, y), R
h(s, y)〉, (6)
Rh(s, y) := (Ry) (τ + α′)(s)− y
h′(s)
h(s)
, (7)
where ∂sψ := ∂ψ/∂s, ∇yψ := (∂ψ/∂y1, ∂ψ/∂y2), and R is the rotation matrix
(
0 1
−1 0
)
.
Furthermore,
∂Rhψ
∂N
(s, y) :=
h2(s)
βε(s, y)
〈Rh(s, y), N(y)〉∂Rhs,y ψ(s, y) +
βε(s, y)
ε2
〈∇yψ(s, y), N(y)〉; (8)
N denotes the outward point unit normal vector field of ∂S.
Since the coefficients of Tε are periodic with respect to s, we utilize the Floquet-Bloch
reduction under the Brillouin zone C := [−π/L, π/L]. More precisely, we show that Tε is
unitarily equivalent to the operator
∫ ⊕
C
T θε dθ, where
T θε ψ := −
1
h2βε
[(
∂s + divyR
h + iθ
) h2
βε
(
∂Rhs,y + iθ
)
ψ +
1
ε2
divy(βε∇yψ)
]
+ cψ, (9)
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with domain
dom T θε =
{
ψ ∈ H2([0, L) × S) :
ψ(0, ·) = ψ(L, ·) and ∂Rhs,yψ(0, ·) = ∂
Rh
s,yψ(L, ·) in L
2(S),
∂Rhψ
∂N
= −iθ
h2
βε
〈Rh, N〉ψ in L2([0, L) × ∂S)
}
.
Although acting in the Hilbert space L2([0, L) × S, h2βεdsdy), ∂
Rh
s,yψ and ∂
Rhψ/∂N have
action given by (6), (7) and (8), respectively. Furthermore, for each θ ∈ C, T θε is self-
adjoint; see Lemma 1 in Section 4 for this decomposition.
Each T θε has compact resolvent and is bounded from below. Thus, σ(T
θ
ε ) is discrete.
Denote by {En(ε, θ)}n∈N the family of all eigenvalues of T
θ
ε and by {ψn(ε, θ)}n∈N family
of the corresponding normalized eigenfunctions, i.e.,
T θε ψn(ε, θ) = En(ε, θ)ψn(ε, θ), n = 1, 2, 3, · · · , θ ∈ C. (10)
We have
σ(−∆NΩε) = ∪
∞
n=1 {En(ε, C)} , where En(ε, C) := ∪θ∈C {En(ε, θ)} . (11)
Thus, in order to study the spectrum σ(−∆NΩε), we need to analyze each En(ε, C) which
is called nth band of σ(−∆NΩε).
For each θ ∈ C, consider the unitary operator Wθ given by (20) in Section 5. Define
T˜ θε := WθT
θ
εW
−1
θ , dom T˜
θ
ε = Wθ(dom T
θ
ε ). Due to the definition of Wθ, each domain
dom T˜ θε is independent of θ. Thus, in that same section, we prove that {T˜
θ
ε , θ ∈ C} is a
type A analytic family. This fact ensures that En(ε, θ), n = 1, 2, 3, · · · , are real analytic
functions. In addition to this information, another important point to prove Theorem 1
is to know an asymptotic behavior of the eigenvalues En(ε, θ) as ε tends to 0. For each
θ ∈ C, consider the one dimensional self-adjoint operator
T θw := (−i∂s + θ)
2w +
h′′(s)
h(s)
w + cw, in L2[0, L), (12)
where the functions in dom T θ satisfy the conditions w(0) = w(L) and w′(0) = w′(L). For
simplicity, write Q := [0, L)×S. Define the closed subspace L := {w(s) 1 : w ∈ L2[0, L)} ⊂
L2(Q). Note that this subspace is directly related to the fact that the first eigenvalue of
the Neumann Laplacian in a bounded region is zero (and the constant function is the
corresponding eigenfunction). Consider the unitary operators Xε and Πε defined by (22)
and (33), respectively, in Section 7. Our main tool to find an asymptotic behavior for
En(ε, θ) is given by
Theorem 2. There exists a number K > 0 so that, for all ε > 0 small enough,
sup
θ∈C
{∥∥∥∥X−1ε (T θε )−1Xε − (Π−1ε (T θ)−1Πε ⊕ 0)
∥∥∥∥
}
≤ K ε,
where 0 is the null operator on the subspace L⊥.
Note that the effective operator T θ depends only on a potential induced by the defor-
mation h(s). The bend and twist effects do not influence T θε . This situation change if the
Dirichlet condition is considered at the boundary ∂Ωε; see [16] for a comparison of results.
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The spectrum of T θ is purely discrete; denote by νn(θ) its nth eigenvalue counted with
multiplicity. Let K be a compact subset of C which contains an open interval and does
not contain the points ±π/L and 0. Given E > 0, without lost of generality, we can
suppose that, for all θ ∈ K, the spectrum of T θε below E consists of exactly n0 eigenvalues
{En(ε, θ)}
n0
n=1. As a consequence of Theorem 2,
Corollary 1. For any n0 ∈ N, there exists εn0 > 0 so that, for all ε ∈ (0, εn0),
En(ε, θ) = νn(θ) +O(ε), (13)
holds for each n = 1, 2, · · · , n0, uniformly in K.
Proof of Theorem 1: Given E > 0 we can suppose that, for all θ ∈ K, the spectrum
of T θε below E consists of exactly n0 eigenvalues {En(ε, θ)}
n0
n=1. As already mentioned,
the considerations of Section 5 ensure that En(ε, θ), n = 1, 2, · · · , n0, are real analityc
functions. The next step is to show that each En(ε, θ) is nonconstant. Consider the
functions νn(θ), θ ∈ K. By Theorem XIII.89 in [14], they are nonconstant. By Corollary
2, there exists εE > 0 so that (14) holds true for n = 1, 2, · · · , n0, uniformly in θ ∈ K, for
all ε ∈ (0, εE). Note that εE > 0 depends on n0, i.e., the thickness of the tube depends on
the length of the energies to be covered. By Section XIII.16 in [14], the conclusion follows.
As already mentioned, the spectrum of −∆NΩε coincides with the union of bands; see
(11). It is natural to question the existence of gaps in its structure. This subject was
studied in [13]. In that work, the author ensured the existence of gaps. However, we give
an alternative proof for this result.
At first, it is possible to organize the eigenvalues {En(ε, θ)}n∈N of T
θ
ε in order to obtain
a non-decreasing sequence. We keep the same notation and write
E1(ε, θ) ≤ E2(ε, θ) ≤ · · · ≤ En(ε, θ) · · · , θ ∈ C.
In this step the functions En(ε, θ) are continuous and piece-wise analytic in C (see Chapter
7 in [11]); each En(ε, C) is either a closed interval or a one point set. In this case, similar
to Corollary 1, we have
Corollary 2. For any n0 ∈ N, there exists εn0 > 0 so that, for all ε ∈ (0, εn0),
En(ε, θ) = νn(θ) +O(ε), (14)
holds for each n = 1, 2, · · · , n0, uniformly in C.
As a consequence
Theorem 3. Suppose that h′′(s)/h(s) is not constant. Then, there exist n1 ∈ N, εn1+1 > 0
and Cn1 > 0 so that, for all ε ∈ (0, εn1+1),
min
θ∈C
En1+1(ε, θ)−max
θ∈C
En1(ε, θ) = Cn1 +O(ε).
Theorem 3 ensures that at least one gap appears in the spectrum σ(−∆NΩε), for all
ε > 0 small enough. We highlighted that the deformation at the boundary ∂Ωε caused by
h(s) generates this effect. The proof of Theorem 3 is based on arguments of [4, 17].
Remark 1. Due to the characteristics of h, if h is not constant, we always have that h′′/h
is not constant. In fact, suppose h′′/h = C. Without loss of generality, assume C > 0. By
condition (1), we must have h′′ > 0, i.e., h′ is strictly increasing. But this does not occur
because h′ is L-periodic.
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Remark 2. Under conditions of Theorems 1 and 3, we have the existence at least one
gap in the absolutely continuous spectrum of −∆NΩε . In fact, it is enough to choose ε > 0
small enough and an appropriate E > 0.
Although we have proved Theorem 1 in this Introduction, the proof of Theorem 3 will
be presented in Section 8.
This work is written as follows. In Section 2 we construct with details the tube Ωε. In
Section 3 we perform a change of coordinates so that Ωε is homeomorphic to the straight
tube R × S; as well as the expression for the quadratic form (2) in the new variables. In
Section 4 we realize the Floquet-Bloch decomposition mentioned in (9). In Section 5 we
discuss analyticity properties of the functions En(ε, θ) an ψn(ε, θ), n = 1, 2, 3, · · · . Section
6 is dedicated to study the Neumann problem in the cross section S. Section 7 is intended
at proofs of Theorem 2 and Corollary 2 (the proof of Corollary 1 is similar to the proof
of Corollary 2, it will omitted in this text). In Section 8 we prove Theorem 3. A long the
text, the symbol K is used to denote different constants and it never depends on θ.
2 Geometry of the domain
Let r : R → R3 be a simple C3 curve in R3 parametrized by its arc-length parameter s.
We suppose that r is periodic, i.e., there exists L > 0 and a nonzero vector ~u so that
r(s+ L) = ~u+ r(s), ∀s ∈ R.
The curvature of r at the position s is k(s) := ‖r′′(s)‖. We choose the usual orthonor-
mal triad of vector fields {T (s), N(s), B(s)}, the so-called Frenet frame, given the tangent,
normal and binormal vectors, respectively, moving along the curve and defined by
T = r′; N = k−1T ′; B = T ×N. (15)
To justify the construction (15), it is assumed that k > 0, but if r has a piece of a straight
line (i.e., k = 0 identically in this piece), usually one can choose a constant Frenet frame
instead. It is possible to combine constant Frenet frames with the Frenet frame (15) and so
obtaining a global C2 Frenet frame; see [12], Theorem 1.3.6. In each situation we assume
that a global Frenet frame exists and that the Frenet equations are satisfied, that is,
 T ′N ′
B′

 =

 0 k 0−k 0 τ
0 −τ 0



 TN
B

 , (16)
where τ(s) is the torsion of r(s), actually defined by (16). Let α : R→ R be a L-periodic
and C2 function so that α(0) = 0, and S an open, bounded, connected and smooth
(nonempty) subset of R2. Let h : R → R be a L-periodic and C2 function satisfying (1);
see Introduction. For ε > 0 small enough and y = (y1, y2) ∈ S, write
~x(s, y) = r(s) + εh(s)y1Nα(s) + εh(s)y2Bα(s)
and consider the domain
Ωε = {~x(s, y) ∈ R
3 : s ∈ R, y = (y1, y2) ∈ S},
where
Nα(s) := cosα(s)N(s) + sinα(s)B(s),
Bα(s) := − sinα(s)N(s) + cosα(s)B(s).
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Roughly speaking, this tube Ωε is obtained by putting the region εh(s)S along the
curve r(s), which is simultaneously rotated by an angle α(s) with respect to the cross
section at the position s = 0.
3 Change of coordinates
Consider the Neumann Laplacian −∆NΩε , i.e., the self-adjoint operator associated with the
quadratic form
bε(ψ) :=
∫
Ωε
|∇ψ|2d~x, dom bε = H
1(Ωε).
Fix a number c > 0. For technical reasons, we consider the quadratic form
dcε(ψ) :=
∫
Ωε
(
|∇ψ|2 + c|ψ|2
)
dsdy, dom dcε = H
1(Ωε). (17)
For simplicity of notation, the symbol c will be omitted; dε(ψ) := d
c
ε(ψ).
In this section we perform a change of the variables so that the integration region in
(17), and consequently the domain of the quadratic form dε(ψ), does not depend on ε.
For this, consider the mapping
Fε : R× S → Ωε
(s, y1, y2) 7→ r(s) + εh(s)y1Nα(s) + εh(s)y2Bα(s)
.
Since h ∈ L∞(R), Fε will be a (global) diffeomorphism for ε > 0 small enough.
In the new variables the domain of dε(ψ) turns to be H
1(R× S). On the other hand,
the price to be paid is a nontrivial Riemannian metric G = Gα,hε which is induced by Fε
i.e.,
G = (Gij), Gij = 〈ei, ej〉, 1 ≤ i, j ≤ 3,
where
e1 =
∂Fε
∂s
, e2 =
∂Fε
∂y1
, e3 =
∂Fε
∂y2
.
Some calculations show that in the Frenet frame
J :=

e1e2
e3

 =

βε σε δε0 εh cosα εh sinα
0 −εh sinα εh cosα

 ,
where βε(s, y) is given by (5) in the Introduction, and
σε(s, y) := −εh(s)(τ + α
′)(s)〈z⊥α (s), y〉+ εh
′(s)〈zα(s), y〉,
δε(s, y) := εh(s)(τ + α
′)(s)〈zα(s), y〉+ εh
′(s)〈z⊥α (s), y〉,
zα(s) := (cosα(s),− sinα(s)),
z⊥α (s) := (sinα(s), cosα(s)).
The inverse matrix of J is given by
J−1 =

β−1ε σ˜ε δ˜ε0 (εh)−1 cosα −(εh)−1 sinα
0 (εh)−1 sinα (εh)−1 cosα

 ,
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where
σ˜ε(s, y) :=
1
βε
[
(τ + α′)(s) y2 −
h′(s)
h(s)
y1
]
, δ˜ε(s, y) := −
1
βε
[
(τ + α′)(s) y1 −
h′(s)
h(s)
y2
]
.
Note that JJ t = G and detJ = |detG|1/2 = ε2h2(s)βε(s, y) > 0. Thus, Fε is a local
diffeomorphism. By requiring that Fε is injective (i.e., the tube is not self-intersecting), a
global diffeomorphism is obtained.
Introducing the notation
‖ψ‖2G :=
∫
R×S
|ψ(s, y)|2h2(s)βε(s, y)dsdy,
we obtain a sequence of quadratic forms
tε(ψ) = ‖J
−1∇ψ‖2G + c‖ψ‖G, dom tε = H
1(R × S). (18)
More precisely, the change of coordinates above is obtained by the unitary transformation
Ψε : L
2(Ωε) → L
2(R× S, h2βεdsdy)
ψ 7→ εψ ◦ Fε
.
After the norms are written out, by (18) we obtain
tε(ψ) =
∫
R×S
(
h2
βε
∣∣∣∂Rhs,yψ∣∣∣2 + βεε2 |∇yψ|2 + c h2βε|ψ|2
)
dsdy,
dom tε = H
1(R× S); recall the definition of ∂Rhs,yψ in the Introduction. Note that dom tε
is a subspace of the Hilbert space L2(R× S, h2βεdsdy).
Denote by Tε the self-adjoint operator associated with the quadratic form tε(ψ). In
fact, Ψε(−∆
N
Ωε
+ c1)Ψ−1ε ψ = Tεψ, dom Tε = Ψε(dom (−∆
N
Ωε
)). Some calculations show
that Tε has action and domain given by (3) and (4), respectively. See Appendix A of this
work for a discussion about quadratic forms and operators associated with them.
4 Floquet-Bloch decomposition
Since the coefficients of Tε are periodic with respect to s, we perform the Floquet -Bloch
reduction over the Brillouin zone C = [−π/L, π/L]. For simplicity of notation, we write
Ω := R× S and
Hε := L
2(Ω, h2βεdsdy), H
′
ε := L
2(Q,h2βεdsdy).
Recall Q = [0, L)×S and, for each θ ∈ C, the operator T θε given by (9) in the Introduction.
Lemma 1. There exists a unitary operator Uε : Hε →
∫ ⊕
C
H′ε dθ, so that,
UεTεU
−1
ε =
∫ ⊕
C
T θε dθ. (19)
Furthermore, for each θ ∈ C, T θε is self-adjoint.
Proof. For (θ, s, y) ∈ C × [0, L) × S and f ∈ Hε consider the unitary operator
Uεf(θ, s, y) :=
∑
n∈Z
√
L
2π
e−inLθ−iθsf(s+ Ln, y).
Some calculations, which will be omitted here, lead to the formula (19). For the claim
that each T θε is self-adjoint, see Appendix A.
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Remark 3. For each θ ∈ C, the quadratic form tθε(ψ) associated with the operator T
θ
ε is
given by
tθε(ψ) =
∫
Q
(
h2
βε
|∂Rhs,yψ + i θψ|
2 +
βε
ε2
|∇yψ|
2 + c h2βε|ψ|
2
)
dsdy,
dom tθε = {ψ ∈ H
1(Q) : ψ(0, ·) = ψ(L, ·) in L2(S)}.
Again, see Appendix A of this work for a discussion about this subject.
5 Analyticity properties
The goal of this section is to ensure that, for each n = 1, 2, · · · , the functions En(ε, θ) and
ψn(ε, θ), defined by (10) in the Introduction, are real analytic functions.
The first step is to perform a change of variables in order to turn the domain dom T θε
independent of the parameter θ.
Recall the definitions of ∂Rh/∂N and Rh given by (8) and (7), respectively; see In-
troduction. Based on [7], let µ : Q → R be a real function, smooth in the closed set Q,
satisfying
(1) µ is L-periodic with respect to s, i.e., µ(0, y) = µ(L, y), for all y ∈ S;
(2)
∂Rhµ
∂N
=
h2
βε
〈Rh, N〉.
Now, define the unitary operator
Wθ : H
′
ε → H
′
ε
η 7→ eiθµ η
, (20)
and the self-adjoint operator
T˜ θε =WθT
θ
εW
−1
θ , dom T˜
θ
ε =Wθ(dom T
θ
ε ).
Recall the action of ∂Rhs,yψ by (6) (again, see Introduction of this work). Some straight-
forward calculations show that
T˜ θε ψ : = −
1
h2βε
(
∂s + divyR
h + iθ(1− ∂Rhs,y µ)
) h2
βε
(
∂Rhs,y + iθ(1− ∂
Rh
s,y µ)
)
ψ
−
1
ε2h2βε
2∑
j=1
(∂yj − iθ∂yjµ)βε(∂yj − iθ∂yjµ)ψ + cψ,
and,
dom T˜ θε =
{
ψ ∈ H2(Q) : ψ(0, ·) = ψ(L, ·) and ∂Rhs,y ψ(0, ·) = ∂
Rh
s,y ψ(L, ·) in L
2(S),
∂Rhψ
∂N
= 0 in L2([0, L) × ∂S)
}
.
Since the domains dom T˜ θε do not depend on θ, we have
Lemma 2. {T˜ θε , θ ∈ C} is a type A analytic family.
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The proof of Lemma 2 follows the same steps of the proof of Lemma 1 in [16]. Because
this, it will not be presented here.
Since the operators T θε and T˜
θ
ε are unitarily equivalent, they have the same spectrum.
Thus, the eigenvalues of T˜ θε are given by En(ε, θ), n = 1, 2, 3, · · · . For each n = 1, 2, 3, · · · ,
the corresponding eigenfunction is
ψ˜n(ε, θ) := e
iθµψn(ε, θ).
Lemma 2 ensures the analyticity of the functions En(ε, θ), ψ˜(ε, θ), n = 1, 2, 3, · · · .
Consequently, the analyticity of ψn(ε, θ), n = 1, 2, 3, · · · .
6 Cross section problem
In this section we investigate the Neumann problem in the cross section S which is an
important step to prove Theorem 2.
For each s ∈ [0, L) and ε > 0 consider the Hilbert space Hsε := L
2(S, βεdy) which is
equipped with the inner product 〈u, v〉Hsε :=
∫
S uvβεdy. Define the quadratic form
qsε(u) :=
∫
S
|∇yu|
2βεdy, dom q
s
ε = H
1(S),
and denote by Qsε the self-adjoint operator associated with it. The geometric features of S
ensure that Qsε has compact resolvent. Denote by λ
n
ε (s) the nth eigenvalue of Q
s
ε counted
with multiplicity and unε (s) the corresponding normalized eigenfunction, i.e.,
0 = λ1ε(s) ≤ λ
2
ε(s) ≤ λ
3
ε(s) ≤ · · · ,
and
Qsεu
n
ε (s) = λ
n
ε (s)u
n
ε (s), n = 1, 2, 3, · · · .
We pay attention that, for each s ∈ [0, L) and ε > 0, λ1ε(s) = 0 and its corresponding
eigenfunction u1ε(s) is constant.
Introduce the unitary operator
Vsε : L
2(S) → Hsε
u 7→ β
−1/2
ε u
,
and define
q˜sε(u) := q
s
ε(V
s
ε u), dom q˜
s
ε := H
1(S).
Some calculations show that
q˜sε(u) :=
∫
S
∣∣∇yu−∇yβε(2βε)−1u∣∣2 dy, dom q˜sε := H1(S).
Let −∆NS be the Neumann Laplacian operator in S, i.e., the self-adjoint operator
associated with the quadratic form
q(u) :=
∫
S
|∇yu|
2dy, dom q = H1(S).
Denote by λn the nth eigenvalue of −∆NS counted with multiplicity and by un the corre-
sponding normalized eigenfunction, i.e.,
0 = λ1 < λ2 ≤ λ3, · · · ,
and
−∆NS u
n = λnun, n = 1, 2, 3, · · · .
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Theorem 4. Fix c3 > 0. There exists K > 0 so that, for all ε > 0 small enough,
sup
s∈[0,L)
{
‖(Vsε )
−1(Qsε + c31)
−1Vsε − (−∆
N
S + c31)
−1‖
}
≤ K ε.
Proof. At first, we add the constant c3 > 0 only due to a technical detail. Some calculations
show that there exists a number K > 0 so that, for all ε > 0 small enough,∣∣(qsε(u) + c3‖u‖L2(S))− (q(u) + c3‖u‖L2(S))∣∣ ≤ εK (q(u) + c3‖u‖L2(S)),
∀u ∈ H1(S),∀s ∈ [0, L). Now, the result follows by Theorem 3 in [2].
As a consequence of Theorem 4, for all ε > 0 small enough,∣∣∣∣ 1λ2ε(s) + c3 −
1
λ2 + c3
∣∣∣∣ ≤ εK, ∀s ∈ [0, L).
Then,
0 < γ(ε) ≤ λ2ε(s), ∀s ∈ [0, L),
where γ(ε) := (λ2 − εc3K(λ
2 + c3))/(1 + εK(λ
2 + c3)) → λ
2 > 0, as ε → 0. Thus, there
exists γ˜ > 0 so that, for all ε > 0 small enough,
0 < γ˜ ≤ γ(ε) ≤ λ2ε(s), ∀s ∈ [0, L). (21)
7 Proof of Theorem 2 and Corollary 2
Recall H′ε = L
2(Q,h2βεdsdy). Consider the Hilbert space H˜ε := L
2(Q,βεdsdy) equipped
with the inner product 〈ψ,ϕ〉
H˜ε
=
∫
Q ψϕβεdsdy. At first, we perform a change of variables
in order to work in H˜ε. This change is given by the unitary operator
Xε : H˜ε → H
′
ε
ψ 7→ h−1ψ
. (22)
We start to study the quadratic form
sθε(ψ) := t
θ
ε(Xε(ψ)), dom s
θ
ε := X
−1
ε (dom t
θ
ε).
One can show
sθε(ψ) =
∫
Q
h2
βε
∣∣∣∂Rhs,y (h−1ψ) + iθh−1ψ∣∣∣2 dsdy
+
∫
Q
βε
ε2
∣∣∇y(h−1ψ)∣∣2 ds dy + c
∫
Q
∣∣h−1ψ∣∣2 h2βεdsdy
=
∫
Q
1
βε
∣∣∣∂Rhs,yψ + hθ(s)ψ∣∣∣2 dsdy
+
∫
Q
βε
ε2 h2
|∇yψ|
2 dsdy + c
∫
Q
|ψ|2 βεdsdy,
where hθ(s) := iθ − (h
′(s)/h(s)).
Since h is a bounded and L-periodic function,
dom sθε = {ψ ∈ H
1(Q) : ψ(0, ·) = ψ(L, ·) in L2(S)}.
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Here, H1(Q) is a subspace of the Hilbert space H˜ε.
Denote by Sθε the self-adjoint operator associated with the quadratic form s
θ
ε(ψ). Ac-
tually, domSθε ⊂ dom s
θ
ε and
X−1ε (T
θ
ε )Xε = S
θ
ε .
On the other hand, we define
mθε(ψ) :=
∫
Q
βε
∣∣∣∂Rhs,yψ + hθ(s)ψ∣∣∣2 dsdy
+
∫
Q
βε
ε2 h2
|∇yψ|
2 dsdy + c
∫
Q
|ψ|2 βεdsdy,
dom mθε := dom s
θ
ε. Denote by M
θ
ε the self-adjoint operator associated with m
θ
ε(ψ).
Proposition 1. There exists a number K > 0 so that, for all ε > 0 small enough,
sup
θ∈C
{
‖(Sθε )
−1 − (Mθε )
−1‖
}
≤ Kε.
The main point in this proposition is that βε → 1 uniformly as ε→ 0. Its proof is very
similar to the proof of Theorem 3.1 in [6] and will be omitted here. For technical reasons,
we start to study the sequence of operators Mθε .
Consider the closed subspace L = {w(s) 1 : w ∈ L2[0, L)} of the Hilbert space H˜ε.
Take the orthogonal decomposition H˜ε = L ⊕ L
⊥. Thus, for ψ ∈ dom mθε, one can write
ψ(s, y) = w(s) 1 + η(s, y), w ∈ H1[0, L), η ∈ dom mθε ∩ L
⊥. (23)
Furthermore, w(0) = w(L).
Define aε(s) :=
∫
S βε(s, y)dy and introduce the Hilbert space Haε := L
2([0, L), aεds)
equipped whit the inner product 〈w1, w2〉Haε =
∫ L
0 w1w2aεds. Acting in Haε , consider the
one dimensional quadratic form
nθε(w) := m
θ
ε(w 1) =
∫
Q
βε
(
|(∂s + hθ)w|
2 + c|w|2
)
dsdy,
=
∫ L
0
(
aε(s)|(∂s + hθ)w|
2 + c aε(s)|w|
2
)
ds,
dom nθε := {w ∈ H
1[0, L);w(0) = w(L)}. Denote by N θε the self-adjoint operator associ-
ated with nθε(w).
Proof of Theorem 2: We begin with some observations. If η ∈ dom mθε ∩ L
⊥,∫
Q
w(s)η(s, y)βεdsdy = 0, ∀w ∈ L. (24)
Consequently, ∫
S
η(s, y)βε(s, y)dy = 0 a.e. s, (25)
and ∫
S
βε(s, y)∂sη(s, y)dy = −
∫
S
∂sβε(s, y)η(s, y)dy a.e. s. (26)
Furthermore, for each s ∈ [0, L), the Min Max Principle ensures that∫
S
|∇yη(s, y)|
2βεdy ≥ λ
2
ε(s)
∫
S
|η|2βεdy; (27)
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see Section 6.
Denote by mθε(ψ1, ψ2) the sesquilinear form associated with the quadratic form m
θ
ε(ψ).
For ψ ∈ dom mθε, we consider the decomposition (23) and write
mθε(ψ) = n
θ
ε(w) +m
θ
ε(w 1, η) +m
θ
ε(η,w 1) +m
θ
ε(η).
We are going to check that there are functions c(ε), 0 ≤ p(ε) and 0 ≤ q(ε), which do
not depend on θ ∈ C, so that nθε(w), m
θ
ε(w 1, η) and m
θ
ε(η) satisfy the following conditions:
nθε(w) ≥ c(ε)‖w‖
2
Haε
, ∀w ∈ dom nθε, c(ε) ≥ c0; (28)
mθε(η) ≥ p(ε)‖η‖
2
H˜ε
, ∀η ∈ dom mθε ∩ L
⊥; (29)
|mθε(w 1, η)|
2 ≤ q(ε)2nθε(w)m
θ
ε(η), ∀ ∈ ψ ∈ dom m
θ
ε; (30)
and with
p(ε)→∞, c(ε) = O(p(ε)), q(ε)→ 0 as ε→ 0. (31)
Thus, Proposition 3.1 in [8], ensures that, for all ε > 0 small enough,
sup
θ∈C
{
‖(Mθε )
−1 − ((N θε )
−1 ⊕ 0)‖
}
≤ p(ε)−1 +K q(ε)c(ε)−1, (32)
for some number K > 0. Recall 0 is the null operator on the subspace L⊥.
Clearly,
nθε(w) ≥ c‖w‖
2
Haε
, ∀w ∈ dom nθε.
By defining c(ε) := c, it follows the condition (28).
Recall the condition (1) in the Introduction. Note that
mθε(η) ≥
1
ε2
∫
Q
βε
h2
|∇yη|
2dsdy ≥
1
ε2c22
∫
Q
βε|∇yη|
2dsdy, ∀η ∈ dom mθε ∩ L
⊥.
By (21) and (27), for all ε > 0 small enough,
mθε(η) ≥
γ˜
ε2c22
∫
Q
|η|2βεdsdy, ∀η ∈ dom m
θ
ε ∩ L
⊥.
Just to take p(ε) := γ˜/ε2c22 and then condition (29) is satisfied.
By polarization identity,
mθε(w 1, η) =
∫
Q
βε
(
∂Rhs,y + hθ
)
w(∂Rhs,y + hθ)η dsdy +
∫
Q
βε
ε2h2
〈∇yw,∇yη〉dsdy,
which, by (24) and (25), is simplified to
mθε(w 1, η) =
∫
Q
βε(∂sw + hθw) ∂sη dsdy +
∫
Q
βε(∂sw + hθw)〈∇yη,R
h〉dsdy.
By (26),
mθε(w1, η) = −
∫
Q
∂s(βε)(∂sw + hθw)η dsdy +
∫
Q
βε(∂sw + hθw)〈∇yη,R
h〉dsdy.
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Note that there exists K > 0 so that |∂(βε)(s, y)| ≤ εK, for all (s, y) ∈ Q. Since R
h
has bounded coordinates, by Ho¨lder inequality,
|mθε(w 1, η)| ≤ K
(
ε
∫
Q
|∂sw + hθw| |η|dsdy +
∫
Q
|∂sw + hθw| |∇yη| dsdy
)
≤ εK
(∫
Q
|∂sw + hθw|
2dsdy
)1/2(∫
Q
|η|2 dsdy
)1/2
+ K
(∫
Q
βε|∂sw + hθw|
2dsdy
)1/2(∫
Q
βε|∇yη|
2 dsdy
)1/2
≤ K
(
nθε(w)
)1/2 [
ε
(
mθε(η)
)1/2
+
(∫
Q
βε
h2
|∇yη|
2 dsdy
)1/2]
,
for all w ∈ dom nθε, for all η ∈ dom m
θ
ε ∩ L
⊥, for some K > 0, for all ε > 0 small enough.
Now, we can see that
|mθε(w 1, η)| ≤ K ε (n
θ
ε(w))
1/2(mθε(η))
1/2, ∀w ∈ dom nθε,∀η ∈ dom m
θ
ε ∩ L
⊥,
for some K > 0, for all ε > 0 small enough.
Then, by taking q(ε) := K ε, it is found that conditions (30) and (31) are satisfied.
Therefore, we finish the proof of (32) where the upper bound in that inequality is K ε.
The next step is to study the sequence of one-dimensional operators N θε .
In order to work in L2[0, L) with the usual measure, we define the unitary operator
Πε : L
2[0, L) → Haε
w 7→ a
−1/2
ε w
, (33)
and the quadratic form
oθε(w) := n
θ
ε(Πε w)
=
∫ L
0
(
|∂sw + hθw − (2 aε)
−1∂s(aε)w|
2 + c|w|2
)
ds,
dom oθε = {w ∈ H
1[0, L);w(0) = w(L)}. Denote by Oθε the self-adjoint operator associated
with oθε(w). Note that O
θ
ε = Π
−1
ε N
θ
ε Πε.
Finally, we define
tθ(w) :=
∫ L
0
(
|∂sw + hθw|
2 + c|w|2
)
ds, dom tθ := dom oθε.
The self-adjoint operator associated with tθ(w) is given by T θ; see (12) in the Introduction.
One can show that there exists K > 0 so that, for all ε > 0 small enough,
|oθε(w)− t
θ(w)| ≤ K ε tθ(w), ∀w ∈ dom tθ,∀θ ∈ C.
Thus, Theorem 3 in [2] ensures that, for all ε > 0 small enough,
sup
θ∈C
{
‖(Oθε)
−1 − (T θ)−1‖
}
≤ Kε. (34)
It is important to mention that the constants K’s, in all this proof, do not depend on
θ ∈ C.
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By Proposition 1, estimates (32) and (34), Theorem 2 is proven.
Proof of Corollary 2: Theorem 2 in the Introduction and Corollary 2.3 of [10] imply∣∣∣∣ 1En(ε, θ) −
1
νn(θ)
∣∣∣∣ ≤ K ε, ∀n ∈ N, ∀θ ∈ C, (35)
for all ε > 0 small enough. Then,
|En(ε, θ)− νn(θ)| ≤ K ε |En(ε, θ)| |νn(θ)|, ∀n ∈ N, ∀θ ∈ C,
for all ε > 0 small enough.
The functions νn(θ) are continuous in C and consequently bounded (see Theorem
XIII.89 in [14]). This fact and the inequality (35) ensure that, for each n˜0 ∈ N, there
exists Kn˜0 > 0, so that,
|En(ε, θ)| ≤ Kn˜0 , ∀θ ∈ C,
for all ε > 0 small enough.
Finally, for each n0 ∈ N, there exists Kn0 > 0 so that
|En(ε, θ)− νn(θ)| ≤ Kn0 ε, n = 1, 2 · · · , n0,∀θ ∈ C,
for all ε > 0 small enough.
8 Existence of band gaps; proof of Theorem 3
This section is dedicated to the proof of Theorem 3. The steps are similar to those in [17].
In that work, the author studied the band gap of the spectrum of the Dirichlet Laplacian
in a planar periodically curved strip.
Consider the operator
Tw = −w′′ +
h′′(s)
h(s)
w + cw, dom T = H2(R).
Recall we have denoted by νn(θ) th nth eigenvalue of T
θ. By Theorem XIII.89 in [14],
each νn(θ) is a continuous function in C. Furthermore,
(a) νn(θ) = νn(−θ), for all θ ∈ C, n = 1, 2, 3, · · · .
(b) For n odd (resp. even), νn(θ) is strictly monotone increasing (resp. decreasing) as θ
increases from 0 to π/L. In particular,
ν1(0) < ν1(π/L) ≤ ν2(π/L) < ν2(0) ≤ · · · ≤ ν2n−1(0) < ν2n−1(π/L)
≤ ν2n(π/L) < ν2n(0) ≤ · · · .
Now, for each n = 1, 2, 3, · · · , define
Bn :=
{
[νn(0), νn(π/L)] , for n odd,
[νn(π/L), νn(0)] , for n even,
and
Gn :=


(νn(π/L), νn+1(π/L)) , for n odd so that νn(π/L) 6= νn+1(π/L),
(νn(0), νn+1(0)) , for n even so that νn(0) 6= νn+1(0),
∅, otherwise.
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By Theorem XIII.90 in [14], we have σ(T ) = ∪∞n=1Bn; Bn is called the jth band of
σ(T ), and Gn the gap of σ(T ) if Bn 6= ∅.
Corollary 2 implies that for any n0 ∈ N, there exists εn0 > 0 so that, for all ε ∈ (0, εn0),
max
θ∈C
En(ε, θ) =
{
νn(π/L) +O(ε), for n odd,
νn(0) +O(ε), for n even,
and
min
θ∈C
En(ε, θ) =
{
νn(0) +O(ε), for n odd,
νn(π/L) +O(ε), for n even,
hold for each n = 1, 2, · · · , n0. Thus, we have
Corollary 3. For any n2 ∈ N, there exists εn2+1 > 0 so that, for all ε ∈ (0, εn2+1),
min
θ∈C
En+1(ε, θ)−max
θ∈C
En(ε, θ) = |Gn|+O(ε),
holds for n = 1, 2, · · · , n2, where | · | is the Lebesgue measure.
Besides Corollary 3, another important point to prove Theorem 3 is the following result
due to Borg [4].
Theorem 5. (Borg) Suppose that W is a real-valued, piecewise continuous function on
[0, L]. Let λ±n be the nth eigenvalue of the following operator counted with multiplicity
respectively
−
d2
ds2
+W (s), in L2(0, L),
with domain
{w ∈ H2(0, L);w(0) = ±w(L), w′(0) = ±w′(L)}. (36)
We suppose that
λ+n = λ
+
n+1, for all even n,
and
λ−n = λ
−
n+1, for all odd n.
Then, W is constant on [0, L].
Proof of Theorem 3: For each θ ∈ C, we define the unitary transformation (uθw)(s) =
e−iθsw(s). In particular, consider the operators T˜ 0 := u0T
0u−10 and T˜
pi/L := upi/LT
pi/Lu−1pi/L
whose eigenvalues are given by {νn(0)}n∈N and {νn(π/L)}n∈N, respectively. Furthermore,
the domains of these operators are given by (36); T˜ 0 (resp. T˜ pi/L) is called operator with
periodic (resp. antiperiodic) boundary conditions.
Since h′′(s)/h(s) is not constant in [0, L], by Borg’s Theorem, without loss of generality,
we can say that there exists n1 ∈ N so that νn1(0) 6= νn1+1(0). Now, the result follows by
Corollary 3.
A Appendix
Let J be a Hilbert space and b : dom b×dom b→ C a sesquilinear form in J . Denote by
b(ψ) = b(ψ,ψ) the quadratic form associated with it. We say that b(ψ) is lower bounded
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if there is β ∈ R with b(ψ) ≥ β‖ψ‖2, for all ψ ∈ dom b. If β > 0, b is called positive. A
sesquilinear form b is called hermitian if b(ψ, η) = b(η, ψ), for all ψ, η ∈ dom b.
Let b be a hermitian form and (ψn) ⊂ dom b. Even though b is not necessarily
positive, this sequence is called a Cauchy sequence with respect to b (or in (dom b, b)) if
b(ψn −ψm)→ 0 as n,m→∞. It is said that (ψn) converges to ψ with respect to b (or in
(dom b, b)) if ψ ∈ dom b and b(ψn − ψ)→ 0 as n→∞.
A sesquilinear form b is closed if for each Cauchy sequence (ψn) in (dom b, b) with
ψn → ψ in J , one has ψ ∈ dom b and ψn → ψ in (dom b, b).
Given a sesquilinear form b, the operator Tb is associated with b is defined as
dom Tb := {ψ ∈ dom b : ∃ζ ∈ J with b(η, ψ) = 〈η, ζ〉,∀η ∈ dom b},
Tbψ := ζ, ψ ∈ dom Tb.
Thus, b(η, ψ) = 〈η, Tbψ〉, for all η ∈ dom b, for all ψ ∈ dom Tb. Such operator is well
defined when dom b is dense in J .
Recall the quadratic form tθε(ψ) and the operator T
θ
ε defined in Section 4. The goal is
to justify that T θε is the self-adjoint operator associated with t
θ
ε(ψ). The proof is separated
in two steps. At first, we prove that tθε(ψ) is a closed quadratic form. Thus, by Theorem
4.2.6 in [5], there exists a self-adjoint operator, denoted by Ttθε , so that,
tθε(η, ψ) = 〈η, Ttθεψ〉, ∀η ∈ dom t
θ
ε,∀ψ ∈ dom Ttθε .
Second, we show that Ttθε = T
θ
ε .
Proposition 2. For each θ ∈ C, the quadratic form tθε(ψ) is closed.
Proof. We are going to consider the particular case where θ = 0 and k(s) = 0, i.e.,
βε(s, y) = 1. The general case is similar.
Let (ψn) be a Cauchy sequence in (dom t
0
ε, t
0
ε) with ψn → ψ in L
2(Q,h2dsdy). In
particularly, since h is a bounded function, (ψn) is a Cauchy sequence in L
2(Q). We also
note that ∫
Q
|∇y(ψn − ψm)|
2dsdy ≤ ε2 t0ε(ψn − ψm),
and∫
Q
|∂s(ψn − ψm)|
2dsdy ≤
1
(inf h(s))2
∫
Q
h2|∂s(ψn − ψm)|
2dsdy
≤
2
(inf h(s))2
∫
Q
h2
∣∣∣∂Rhs,y (ψn − ψm)∣∣∣2 dsdy
+ 2
∫
Q
∣∣∣〈∇y(ψn − ψm), Rh〉∣∣∣2 dsdy
≤ K
(
t0ε(ψn, ψm) +
∫
Q
(
|∇y(ψn − ψm)|
2 + |ψn − ψm|
2
)
dsdy
)
,
for some K > 0.
With theses inequalities, we can see that (ψn) is a Cauchy sequence in the Hilbert
space H1(Q). Thus, there exists η ∈ H1(Q), so that, ψn → η in H
1(Q). We conclude that
η = ψ in L2(Q). Furthermore, ∂sψn → ∂sψ, ∇yψn → ∇yψ in L
2(Q).
Now, we are going to show that ψ(0, y) = ψ(L, y) in L2(S). Define
Vn(y) :=
∫ L
0
∂sψn(s, y)ds, V (y) :=
∫ L
0
∂sψ(s, y)ds,
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and note that∫
s
|Vn(y)− V (y)|dy ≤
∫
Q
|∂sψn − ∂sψ|dsdy
≤ |Q|1/2
(∫
Q
|∂sψn − ∂sψ|
2dsdy
)1/2
→ 0, n→∞.
Thus, Vn → V in L
1(S). Therefore, there exists a subsequence (Vnk) of (Vn), so that,
Vnk(y)→ V (y), a.e. y. More exactly,
lim
k→∞
∫ L
0
∂ψnk(s, y)ds =
∫ L
0
∂sψ(s, y)ds, a.e. y.
Recall ψnk(L, y) = ψnk(0, y). By Fundamental Theorem of Calculus
0 = lim
k→∞
(ψnk(L, y)− ψnk(0, y)) = ψ(L, y)− ψ(0, y), a.e. y.
Thus, ψ ∈ dom t0ε.
Finally, we can see that there exists K > 0, so that,
t0ε(ψn − ψ) ≤ K‖ψn − ψ‖
2
H1(Q) → 0, n→∞,
i.e., ψn → ψ in (dom t
0
ε, t
0
ε).
Proposition 3. For each θ ∈ C, T θε = T
θ
tε .
Proof. Again, consider the particular case θ = 0 and k(s) = 0. Write Rh = (Rh1 , R
h
2 ),
denote by N = (N1, N2) the outward pointing unit normal to S and dA the measure of
area of the region ∂S.
By identity polarization we obtain the sesquilinear form t0ε(η, ψ) associated with the
quadratic form t0ε(ψ). Namely,
t0ε(η, ψ) =
∫
Q
(
h2∂Rhs,y η ∂
Rh
s,y ψ +
1
ε2
〈∇yη,∇yψ〉
)
dsdy
=
∫
Q
h2∂sη ∂
Rh
s,y ψdsdy +
∫
Q
h2〈∇yη,R
h〉∂Rhs,y ψdsdy
+
∫
Q
1
ε2
〈∇yη,∇yψ〉dsdy + c
∫
Q
h2ηψ dsdy.
For each η ∈ dom t0ε and ψ ∈ dom t
0
ε ∩H
2(Q), the Fubini Theorem and an integration
by parts show that∫
Q
h2∂sη ∂
Rh
s,y ψdsdy = −
∫
Q
η ∂s
(
h2∂Rhs,y ψ
)
dsdy +
∫
S
(
η h2∂Rhs,y ψ
)
|L0 dy =
−
∫
Q
η ∂s
(
h2∂Rhs,y ψ
)
dsdy +
∫
S
η(0, y)h2(0)
(
∂Rhs,yψ(L, y) − ∂
Rh
s,yψ(0, y)
)
dy.
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Furthermore, ∫
Q
h2〈∇yη,R
h〉∂Rhs,y ψdsdy =∫
Q
(∂y1η)R
h
1h
2∂Rhs,y ψdsdy +
∫
Q
(∂y2η)R
h
2h
2∂Rhs,y ψdsdy =
−
∫
Q
η ∂y1
(
Rh1h
2∂Rhs,y ψ
)
dsdy +
∫ L
0
∫
∂S
η Rh1h
2∂Rhs,y ψN1 dAds
−
∫
Q
η∂y2
(
Rh2h
2∂Rhs,y ψ
)
dsdy +
∫ L
0
∫
∂S
η Rh2h
2∂Rhs,y ψN2 dAds =
−
∫
Q
η divy
(
Rhh2∂Rhs,y ψ
)
dsdy +
∫ L
0
∫
∂S
η〈Rh, N〉h2∂Rhs,y ψ dAds,
and ∫
Q
1
ε2
〈∇yη,∇yψ〉dsdy = −
∫
Q
1
ε2
η∆yψ dsdy +
∫ L
0
∫
∂S
1
ε2
η〈∇yψ,N〉 dAds.
Thus,
t0ε(η, ψ) = −
∫
Q
η
[(
∂s + divyR
h
)
h2∂Rhs,y ψ +
1
ε2
∆yψ
]
dsdy
+
∫
S
η(0, y)h2(0)
(
∂Rhs,yψ(L, y)− ∂
Rh
s,yψ(0, y)
)
dy
+
∫ L
0
∫
∂S
η
(
h2〈Rh, N〉∂Rhs,y ψ +
1
ε2
〈∇yψ,N〉
)
dAds+ c
∫
Q
h2ηψdsdy.
For ψ ∈ dom t0ε ∩H
2(Q), we define
Z0εψ := −
1
h2
[(
∂s + divyR
h
)
h2∂Rhs,y ψ +
1
ε2
∆yψ
]
+ cψ.
Therefore,
t0ε(η, ψ) = 〈η, Z
0
εψ〉H +
∫
S
η(0, y)h2(0)
(
∂Rhs,yψ(L, y)− ∂
Rh
s,yψ(0, y)
)
dy
+
∫ L
0
∫
∂S
η
∂Rhψ
∂N
dAds, (37)
for all η ∈ dom t0ε, for all ψ ∈ dom t
0
ε ∩H
2(Q).
Step 1: Given ψ ∈ dom T 0ε , we have (∂
Rhψ/∂N) = 0 on [0, L) × ∂S and,
t0ε(η, ψ) = 〈η, T
θ
ε ψ〉H′ε , ∀η ∈ dom t
0
ε.
Thus, ψ ∈ dom Tt0ε and Tt0εψ = T
0
ε ψ.
Step 2: Conversely, take ψ ∈ dom Tt0ε ⊂ dom t
0
ε. Then, there exists ζ ∈ H, so that,
t0ε(η, ψ) = 〈η, ζ〉H′ε , ∀η ∈ dom t
0
ε.
This implies that ψ ∈ H2(Q) (see Chapter 7 in [1]) and, by (37),
〈η, ζ − Z0εψ〉H′ε =
∫
S
η(0, y)h2(0)
(
∂Rhs,yψ(L, y)− ∂
Rh
s,yψ(0, y)
)
dy +
∫ L
0
∫
∂S
η
∂Rhψ
∂N
dAds.
18
In particularly,
〈η, ζ − Z0εψ〉H′ε = 0, ∀η ∈ C
∞
0 (Q) ⊂ dom t
0
ε.
Therefore, ζ = Z0εψ. It remains to show that ψ ∈ dom T
0
ε .
We know that ψ(0, y) = ψ(L, y) in L2(S). On the other hand, since ζ = Z0εψ,∫
S
η(0, y)h2(0)
(
∂Rhs,yψ(L, y) − ∂
Rh
s,yψ(0, y)
)
dy +
∫ L
0
∫
∂S
η
∂Rhψ
∂N
dAds = 0,
for all η ∈ dom t0ε. By taking η(s, y) = w(s)u(y), with w ∈ C
∞
0 (0, L) and u ∈ H
1(S),
∫ L
0
w(s)
∫
∂S
u(y)
∂Rhψ
∂N
dAds = 0, ∀w ∈ C∞0 (0, L),∀u ∈ H
1(S).
Thus,
∂Rhψ
∂N
= 0, in L2(Q). (38)
Consequently,∫
S
η(0, y)h2(0)
(
∂Rhs,yψ(L, y) − ∂
Rh
s,yψ(0, y)
)
dy = 0, ∀η ∈ dom t0ε.
With suitable choices of η, one can show
∂Rhs,yψ(L, y) = ∂
Rh
s,yψ(0, y), in L
2([0, L) × ∂S). (39)
The fact that ψ(0, y) = ψ(L, y) in L2(S), together with the conditions (38) and (39),
ensures that ψ ∈ dom T 0ε .
Remark 4. Recall the quadratic form tε(ψ) and the operator Tε defined in Section 3.
Similarly, one can show that tε(ψ) is a closed quadratic form and Tε is the self-adjoint
operator associated with it. The proof will be omitted in this text.
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