An iterative method of restoring degraded images was developed by treating images, point spread functions, and degraded images as probability-frequency functions and by applying Bayes's theorem. The method functions effectively in the presence of noise and is adaptable to computer operation.
This paper reports the results of applying probability methods to restoration of noisy degraded images. Fourier-transform methods of image restorations 2 have been successful when noise content in the degraded image is moderate or small. At increased noise levels, however, Fourier methods have failed to produce recognizable images.
ASSUMPTIONS
It was assumed that the degraded image H was of the form H= W*S, where W is the original image, S is the point spread function, and * denotes the operation of convolution. It was also assumed that W, S, and H are discrete probability-frequency functions, not necessarily normalized. That is, the numerical value of a point of W, S, or H is considered as a measure of the frequency of the occurrence of an event at that point. S is usually in normalized form. Units of energy (which may be considered unique events) originating at a point in W are distributed at points in H according to the frequencies indicated by S. H then represents the resulting sums of the effects of the units of energy originating at all points of W. In what follows, each of the three letters has two uses when subscripted. For example, Wi indicates either the ith location in the array W or the value associated with the ith location. The unsubscripted letter refers to the entire array or the value associated with the array as in W = E i Wi. The doublesubscripted Wi j in two dimensions is interpreted similarly to Wi in one dimension. In the approximation formulas, a subscript r appears, which is the number of the iteration. DISCUSSION Given the degraded image H, the point spread function S, and the requirement to find the original image W, Bayes's theorem comes readily to mind. In the notation of this problem the usual form of the Bayes's theorem' may be stated as the conditional probability of an event at Wi given an event at Hk,
AdP(Hk I Wj)P(Wj);
where Hk is for the moment an arbitrary cell of H.
Considering all the Hk and their dependence on all Ws in accordance with S, we can say (1) in Eq. (2) gives This results in an iterative procedure where the initial Ps(Wi) is estimated. An estimation often used is Bayes's postulate (also known as the equidistribution of ignorance), which assumes a uniform distribution so that Po(Wi) = 1/I or WiT-= W/I. Equation (4) can be reduced to a more easily workable form by P(Wi)=WiW/ and P(Hk)=Hk/H = H/IW, since the restoration is a conservative process and W = H, and also
As this stands, investigation shows that in programming Eq. (5) 
for the first iteration. In Eq. (6) Equations (6) and (7) An example of the convergence of the process is shown in a simple two-dimensional, noiseless system in Fig. 1 , where 2 10 12 H= 10 60 52 ; S= [2 4] 30 82 56
The undegraded image was C 20 60] 100 140- Figure 2 shows the trend toward unity of the correction factors that gave the results for each iteration. where ftT is the noisy value, H is the noise-iree value, r is the fraction of added noise, and d is the random deviate, normal (0,1). In this example, r is 0.1. The two targets were designed with the idea of simplicity, but including a certain amount of detail. They were designed also to make it difficult to relate either degraded image with either undegraded image. The approximating process appears successful because the restorations are readily identifiable after only 10 iteraations. In the case of no noise, the procedure tends toward a perfect restoration, whereas with noise the restoration continues to improve. Figure 5 shows restoration of the same noisy degraded images by the Fourier-transform method using a leastsquares filter with estimated parameters to reduce the effects of noise. The presence of background noise in the restoration should be noted in contrast to the lack of it in the iterative restorations. This could be a detriment in more-complex images.
The effect of noise introduced after degradation was investigated. One element of a noiseless degraded image was doubled and the resulting image was restored. The undegraded image wvas a square uniform field five points on a side. The point spread function was a square uniform field three points on a side, resulting in a seven-by-seven degraded image. First, successive points for noise addition were chosen on a diagonal of the seven-by-seven degraded image, progressing point by point from a corner to the center of the image. Next, points were chosen on an axis, progressing from the center of a side to the center of the image. Figures 6  and 7 show the results after 10 iterations of the restoration process. This process has been programmed and run extensively on the CDC 3600 computer at the University of California, San Diego, Computer Center. In programming, the massive calculations indicated in Eq. (8) were reduced by a very large factor by removing redundant calculations.
The restorations shown in Figs. 3 and 4 averaged 7.4 s per iteration.
CONCLUSIONS
Although no proof of convergence on a solution has been devised, the process did converge in all cases for which it was used. This seems reasonable because the process is essentially self-correcting in the course of a sequence of interdependent adjustments. In effect, the In the examples of noise added at a single point in the degraded image, a certain amount of disturbance results in the restoration. However, this does not appear to be out of control, as would often be the case with the Fourier type of restoration. In the case of generally distributed random noise, the disturbances tend to compensate each other. On the other hand, the cases in which noise was added at or near the edge of the degraded image give warning of what may happen when a part of a degraded image is processed. Here, the edges of the degraded image may be contaminated by energy coming from an area in the original image outside the area of restoration. In practice, this results in a very bright edge around the restoration, almost entirely confined to the outer row or two. Effects of the extraneous noise in the central part of the restoration are very slight. This result can be countered by eliminating the outer elements of the restored image after restoration or by judicious tapering of values in the edges of the degraded image.
The value of this process is that it can give intelligible results in some cases where the Fourier process cannot, although at higher cost than the Fourier process.
Equations (1)- (4), adapted with the notation of Eqs. (6) and (7), indicate how this type of process may be applied to some statistical uses of Bayes's theorem when the a priori probabilities P(Wj) are not known.
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