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Abstract
In this work, we try to perform Named Entity
Recognition (NER) with external knowledge.
We formulate the NER task as a multi-answer
question answering (MAQA) task, and provide
different knowledge contexts, such as, entity
types, questions, definitions and definitions
with examples. Moreover, the formulation of
the task as a MAQA task, helps reducing other
errors. This formulation (a) enables systems
to jointly learn from varied NER datasets, en-
abling systems to learn more NER specific fea-
tures, (b) can use knowledge-text attention to
identify words having higher similarity to en-
tity type mentioned in the knowledge, improv-
ing performance, (c) reduces confusion in sys-
tems by reducing the classes to be predicted
to be limited to only three (B,I,O), (d) Makes
detection of Nested Entities easier. We per-
form extensive experiments of this Knowledge
Guided NER (KGNER) formulation on 15
Biomedical NER datasets, and through these
experiments we see external knowledge helps.
We will release the code for dataset conversion
and our trained models for replicating experi-
ments.
1 Introduction
There are several tasks in Natural Language Pro-
cessing and Understanding which require ex-
tensive external knowledge for systems to per-
form reasonably well. The external knowl-
edge can be about entities and their relations,
such as in Named Entity Recognition (CoNLL-
2003 (Sang and De Meulder, 2003), OntoNotes
(Weischedel et al., 2011), etc) and Relation Ex-
traction (SEMEval-2010 (Hendrickx et al., 2010),
TACRED (Zhang et al., 2017), etc). External
knowledge can also be about commonsense or sci-
ence, such as in Question Answering tasks (RACE
(Lai et al., 2017), OpenBookQA (Mihaylov et al.,
2018), SocialIQA (Sap et al., 2019)) etc.
Text: Mice lacking the myotonic dystrophy
protein kinase develop a late onset progres-
sive myopathy.
Entity : Disease
Question : What are the diseases mentioned
in the text?
Definition : In medicine, a health problem
with certain characteristics or symptoms
Examples : Diabetes, Malaria, Measles.
Entities : myotonic dystrophy, myopathy
Entity Span : (3, 4), (12, 12)
Table 1: An example of different kind of knowledge
for a given entity type.
In this work, we focus on Named Entity Recog-
nition (NER) for biomedical texts. NER is one
of the core Natural language processing tasks,
in which given a text, systems identify entities
such as Person, Organization, Location, etc. In
biomedical domain, we need to identify different
entities, such as Disease, Treatment, Test, Chemi-
cal, Gene, etc. In biomedical domain, the entities
sometimes differ subtly, and hence require even
more precise knowledge. We incorporate such re-
quired knowledge through sentences or words as
shown in Table 1.
Most of the NER systems, formulate the prob-
lem as a classification task. Given the token Ti,
it is classified to be one of the three tags B-
Ek, I-Ek, O in the BIO-Tagging scheme (Begin-
Intermediate-Other), where k = 1..K, K is the
number of entities and E is the type of entity.
The performance of the problem formulated in this
way degrades due to multiple challenges: (a) La-
belling error, when a token is classified as B-Ek
or I-Ek but the token is actually a B-Ej or I-Ej
where (j! = k), means even though a system was
able to identify the location of an entity, it fails to
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identify the type of the entity, (b) inability to lever-
age more information regarding a particular entity
type, since their task formulation only allows them
to predict all entity types jointly, (c) lack of la-
belled data for each entity type, especially in the
biomedical domain. Challenge (a) and (b) are even
more profound in the presence of Nested named
entities. Challenge (c) affects low resource lan-
guages and other low resource scientific domains.
We try to address these challenges through our
following contributions:
• We address challenge (a) and (c) by mod-
elling the task as a multi-answer question
answering task, where we predict only one
type of entity, given a context. This formu-
lation allows us to avert the issue of Nested
named entities, as we predict only one type
of entities at a time. This generic format, al-
lows us to jointly learn from multiple differ-
ent datasets.
• We address challenge (b) by providing vari-
ous types of external knowledge, and do an
empirical study of which knowledge types
are better.
2 Related Work
2.1 External Knowledge
In the past, there have been several attempts to in-
corporate external knowledge through feature en-
gineering and lexicons (Liu et al., 2019; Borth-
wick et al., 1998; Ciaramita and Altun, 2005;
Kazama and Torisawa, 2007), or incorporating
knowledge in the feature extraction stage (Crich-
ton et al., 2017; Yadav and Bethard, 2018), or us-
ing document context (Devlin et al., 2018). There
have been some attempts to use simple textual
knowledge sentences for solving question answer-
ing tasks, like OpenBookQA (Mihaylov et al.,
2018) and SocialIQA (Sap et al., 2019) in works
like (Mitra et al., 2019; Banerjee et al., 2019). In
our work, we incorporate simple textual knowl-
edge sentences, similar to the attempts done for
incorporating knowledge in question-answering
tasks.
2.2 Multi-Task Learning
There have been multiple attempts to use multi-
task learning to tackle the labelling problem of
NER. For example, multi-task learning with sim-
ple word embedding and CNN (Crichton et al.,
2017), cross-type NER with Bi-LSTM and CRF
(Wang et al., 2018), MTL with private and shared
Bi-LSTM-CRF using character and word2Vec
word embeddings (Wang et al., 2019). In our
work, we do multi-task learning by reducing all
different NER tasks to the same generic format.
2.3 Language Models and Transfer Learning
There have been other attempts to reduce the la-
belling confusion by using a single model to pre-
dict each entity-type (Lee et al., 2019) and also
using transfer-learning (Lee et al., 2019), (Belt-
agy et al., 2019), (Si et al., 2019). Our work is
similar to these works, which also use pre-trained
language models (BERT), and/or predicts different
types of entities separately, but differs in task for-
mulation and use of explicit external knowledge.
2.4 NER as a Question Answering Task
In general domain, researchers have formulated
multiple NLP tasks as question-answering format
in DecaNLP(McCann et al., 2018), semantic-role
labelling as in QASRL (He et al., 2015) and oth-
ers have argued that question-answering is a for-
mat not a task (Gardner et al., 2019). We also use
question-answering format as a part of our task, to
address the aforementioned challenges.
3 Our Approach
In our approach, we try to tackle each of the afore-
mentioned challenges by formulating the NER
task in the following way. Given a text Ti and en-
tity type Ek we create contexts Cj . We then use
Cj to find the entities and their entity types. We
use four types of context. (a) entity types or Ek (b)
separate question created using each entity type
or Q (c) definition of each entity type or D (d) def-
inition with example or D ∪ Eg. For the example
mentioned in Table 1, Ek is Disease, Q is What
are the diseases mentioned in the text?, D is the
definition text, and Eg are the examples Diabetes,
Malaria, Measles.
In the original task formulations, each token of
the text would have been asked to be classified as
either BEi , IEi , and O, where i is different for
different types of entities. For example, “Mice: O,
lacking: O, myotonic: BEk , dystrophy: IEk ..”.
We reformulate the task, to classify each token
Ti only to three classes, BAns, IAns and O. Those
tokens which should answer the query using the
given knowledge, should be classified as BAns or
IAns depending on if they are the first token of
the answer or the intermediate tokens. All other
tokens are to predicted O.
4 Dataset Preparation
We created the dataset using 15 publicly available
biomedical datasets as mentioned in the Table 2.
The types of entities can be seen in Table 2. A
sample of data in this dataset can be seen in Ta-
ble 1. Given a text Ti and its entities along with
entity types Ek provided as labels, we create four
contexts. Context1 is the entity type itself. We
create Context2 that is the question, using simple
rules, like What are the [Ek] mentioned in the text
? We add the definition of the entity type from
UMLS(Bodenreider, 2004) and Wikipedia to cre-
ate Context3.
The distribution of each of the entities across
each of the datasets for Train, Dev and Test sets
can be found in the Table 2. The counts of pos-
itive and negative samples created from the orig-
inal datasets can also be found from the distribu-
tion table. The entity mentions represents the total
number of each entities present for the datasets in-
cluding train, dev and test samples. Since each
sample data can have multiple entities , the num-
ber is higher than the total samples for the dataset.
5 Model Description
We use different pre-trained language models on
biomedical texts, BioBERT (Lee et al., 2019) and
MimicBERT (Si et al., 2019), both of which are
the current state of the art models for NER on
multiple different datasets. We use these different
variants of BERT, for the token classification task.
We choose the BERT base cased version of the
models. We define the input to the BERT model
as follows, the knowledge Context tokens Cj is
prepended to the text tokens, Ti. The sequence of
tokens, {[CLS], Cj , [SEP ], Ti, [SEP ]} is given
as input to the BERT model, and for each token we
predict using a simple feed-forward layer. Figure 1
represents our model for multi-answer knowledge
guided NER (KGNER).
6 Experiments
The training and validation dataset comprises of
all the 18 datasets. The total train samples are
around, 430K and validation samples are 120K.
We use a batch size of 32 and a learning rate of
3e-5. The maximum sequence length of 128/256
Figure 1: BERT for Multi-Answer KGNER
depends on the 99th percentile of the input token
lengths. We train using 4 NVIDIA V100 16GB
GPUs, with a patience of 5 epochs. The training
usually lasts for 14-15 epochs.
Table 3 are our Test set results for the different
datasets.
7 Error Analysis and Discussion
Our preliminary results are present in Table 3. The
scores shown are entity exact match F1 scores.
These show that our approach produces significant
improvements. Even a simple external knowl-
edge of entity name provides significant improve-
ments to baselines. Moreover the ability to use
such a large and varied corpus leads to further
improvements. The F1-Measure drops for defini-
tions considerably for few datasets, showing the
performance is tightly coupled with the precise-
ness of the knowledge provided. For example,
for AnatEM dataset, the knowledge definition is
vague, leading to a large drop in performance. The
SOTA for Linnaeus and AnatEM datasets uses dic-
tionaries developed without a clear train/test split,
hence our scores are not directly comparable.
8 Conclusion and Future Work
We reformulated the NER task as a knowledge
guided, context driven NER task and showed it
has considerable promise. We have tried to solve
the major challenges faced by current NER sys-
tems. Our approach has achieved above state of
the art F1 measures for some of the Biomedical
NER datasets.
In future, we plan to perform more experiments,
such as transfer learning and few-shot learning be-
tween different entity groups, adding specific loss
functions and constraints for NER tasks, and a
deeper study of where our current model fails.
Dataset Entity Entity Mentions Train + Train - Dev + Dev - Test + Test -
AnatEM ANATOMY 13701 3514 2169 1122 959 2308 1405
BC2GM GENE/PROTEIN 24516 6404 6071 1283 1214 2568 2424
BC4CHEMD CHEMICAL 84249 14488 16002 14554 15909 12415 13738
BC5CDR CHEMICAL 2951 1595 3017 1551 3090 1688DISEASE 2658 1888 2727 1841 3090 1688
BioNLP09 GENE/PROTEIN 14963 4711 2716 1014 433 1700 739
BioNLP11EPI GENE/PROTEIN 15881 3797 1896 1241 714 2836 1282
BioNLP11ID
GENE/PROTEIN 6551 1255 1193 446 265 955 977
ORGANISM 3469 1120 1328 270 441 779 1153
CHEMICAL 973 334 2114 77 634 151 1781
REGULON-OPERON 87 9 2439 19 692 43 1889
BioNLP13CG
GENE/PROTEIN 7908 1956 1077 393 610 1185 721
CELL 4061 1388 1645 399 604 714 1192
CHEMICAL 2270 645 2388 274 729 431 1475
CANCER 2582 908 2125 324 679 665 1241
ORGAN 2517 919 2114 305 698 565 1341
ORGANISM 2093 827 2206 267 736 486 1420
TISSUE 587 259 2774 77 926 153 1753
AMINO ACID 135 38 2995 17 986 34 1872
CELLULAR COMPONENT 569 247 2786 78 925 138 1768
ORGANISM SUBSTANCE 283 131 2902 33 970 81 1825
PATHOLOGICAL FORMATION 228 91 2952 35 968 73 1833
ANATOMICAL SYSTEM 41 16 3017 3 1000 17 1889
IMMATERIAL ANATOMICAL 102 47 2986 18 985 29 1877
ORGANISM SUBDIVISION 98 42 2991 12 991 35 1871
MULTI-TISSUE STRUCTURE 857 345 2688 114 889 236 1670
DEVELOPING ANATOMICAL STRUCTURE 35 13 3020 5 998 17 1889
BioNLP13GE GENE/PROTEIN 12031 1499 901 1655 1010 1936 1376
BioNLP13PC
GENE/PROTEIN 10891 2153 346 723 134 1396 298
COMPLEX 1502 542 1957 178 679 398 1296
CHEMICAL 2487 596 1903 244 613 450 1244
CELLULAR/ COMPONENT 1013 373 2126 144 713 263 1431
CRAFT
GENE/PROTEIN 16108 4458 5539 1358 2105 3140 3634
TAXONOMY 6835 2511 7486 994 2469 1710 5064
CHEMICAL 6018 1908 8089 586 2877 1344 5430
CELL LINE 5487 2058 7939 540 2923 1257 5517
SEQUENCE ONTOLOGY 18856 4303 5694 1711 1752 3023 3751
GENE ONTOLOGY 4166 1499 8498 336 3127 1344 5430
Ex-PTM GENE/PROTEIN 4698 857 520 279 158 1160 679
JNLPBA
DNA 10550 4670 12146 553 1218 624 3226
RNA 1061 713 16103 89 1682 102 3748
CELL LINE 4315 2591 14225 285 1486 378 3472
CELL TYPE 8584 4735 12081 415 1356 1403 2447
GENE/PROTEIN 35234 11840 4976 1137 634 2368 1482
Linnaeus SPECIES 4242 1546 9173 520 3300 1029 5381
NCBI-Disease DISEASE 6871 2921 2473 489 434 538 398
Table 2: Data Distribution, with counts of entities, number of positive samples with atleast 1 entity mentions, and
negative samples with no target entity mention
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