We present a new approach to the optimal portfolio problem for an insider with logarithmic utility. Our method is based on white noise theory, stochastic forward integrals, Hida-Malliavin calculus and the Donsker delta function.
Introduction
The purpose of this paper is use concepts and methods from anticipating stochastic calculus, particularly from white noise theory and Hida-Malliavin calculus, to study optimal portfolio problems for an insider in a financial market driven by Brownian motion B(t). Our basic problem setup is related to the setup in [PK] :
We assume that the insider at any time t ∈ [0, T ] has access to the information (σ-algebra) F t generated by the driving Brownian motion up to time t, and in addition knows the value of some F T 0 -measurable random variable Y , where T 0 > T is some given future time. With this information flow H = {H t } t∈ [0,T ] with H t = F t ∨ σ(Y ) to her disposal, she tries to find the H-adapted portfolio π * that maximises the expected logarithmic utility of the corresponding wealth at a given terminal time T < T 0 .
In [PK] is it assumed that the insider filtration H allows an enlargement of filtration, i.e. that there exists an H-adapted process α(s) such that is a Brownian motion with respect to H. If this holds, the original problem, which was a priori a problem with anticipating stochastic calculus, can be transformed back to a semimartingale setting and (in some cases) solved using classical solution methods. In terms of the process α, [PK] prove that the optimal insider portfolio can be written π * (t) = b(t) − r(t) σ 2 (t) + α(t) σ(t) (1.2) {eq1.2}
where r(t) is the interest rate of the risk free asset, and b(t), σ(t) are the drift term and the volatility of the risky asset, respectively. In the present paper, we do not assume (1.1), but in stead we follow the approach in [BØ] and in the recent paper [DrØ1] and work with anticipative stochastic calculus. This means that the stochastic integrals involved in the anticipating insider portfolio are represented by forward integrals. The forward integral, originally introduced in [RV] , is an extension of the Itô integral, in the sense that it coincides with the Itô integral if the integrand is adapted. (See below.) It was first applied to insider trading in [BØ] , where it is pointed out why this integral appears naturally in the modelling of portfolio generated wealth processes in insider trading. In [BØ] a kind of converse to the result in [PK] is proved, namely that if an optimal insider portfolio exists, then the underlying Brownian motion B(t) is indeed a semimartingale with respect to the insider filtration H, and hence (1.1) holds.
The present paper differs also fundamentally from [BØ] , because we use white noise theory and Hida-Malliavin calculus to solve the anticipative optimal portfolio problem directly. The paper closest to ours is [DrØ1] . Indeed, our paper might be regarded as a discussion of a special case in [DrØ1] , although the method used in our paper is different and specially adapted to the logarithmic utility case. One of our main results is that if the Donsker delta function δ Y (y) of Y exists in the Hida space (S) * of stochastic distributions, and the
, where λ is Lebesgue measure on [0, T ] and P is the probability law of B(·), then the optimal insider portfolio is
where D t denotes the Hida-Malliavin derivative at t. See Theorem 3.1. Comparing (1.2) and (1.3) we get the following enlargement of filtration formula, which is of independent interest (see Theorem 3.2):
For more general results in this direction, see [DrØ2] .
For simplicity we only discuss the Brownian motion case in this paper. For more information about Hida-Malliavin calculus in a white noise setting and extensions to Lévy processes and more general insider control problems, see [DrØ1] .
Background in white noise theory and Hida-Malliavin calculus
In this section we summarise the basic notation and results we will need form white noise theory and the associated Hida-Malliavin calculus. For more details see e.g. [BBS] , [DØP] , [DMØP1] , [R] , [DØ] , [DrØ1] and the references therein. For a general introduction to white noise theory see [HKPS] , [HØUZ] and [O] .
List of notation
• F ⋄ G = the Wick product of random variables F and G.
•
The n'th Wick power of F ).
• exp
• ϕ ⋄ (F ) = the Wick version of the random variable ϕ(F )
• D t F = the Hida-Malliavin derivative of F at t with respect to B(·). This is denoted by ∂ t F in [O] , see page 30 there.
• (S), (S) ′ = the Hida stochastic test function space and stochastic distribution space, respectively.
is the set of random variables F with E[F 2 ] < ∞ , where E[·] denotes expectation with respect to the probability measure P .
For more information about the Wick calculus we refer to Section 7 of Chapter 1 in [O] .
2.2
The forward integral with respect to Brownian motion
The forward integral with respect to Brownian motion was first defined in the seminal paper [RV] and further studied in [RV1] , [RV2] . This integral was introduced in the modelling of insider trading in [BØ] and then applied by several authors in questions related to insider trading and stochastic control with advanced information (see, e.g., [DMØP2] ). The forward integral was later extended to Poisson random measure integrals in [DMØP1] .
Definition 2.1 We say that a stochastic process φ = φ(t), t ∈ [0, T ], is forward integrable (in the weak sense) over the interval [0, T ] with respect to B if there exists a process
in probability. In this case we write
and call I(t) the forward integral of φ with respect to B on [0, t].
The following results give a more intuitive interpretation of the forward integral as a limit of Riemann sums:
Lemma 2.2 Suppose φ is càglàd and forward integrable. Then
with convergence in probability. Here the limit is taken over the partitions We now give some useful properties of the forward integral. The following result is an immediate consequence of the definition.
Lemma 2.4 Suppose φ is a forward integrable stochastic process and G a random variable. Then the product Gφ is forward integrable stochastic process and
The next result shows that the forward integral is an extension of the integral with respect to a semimartingale:
B is a semimartingale with respect to the filtration G. 
φ is G-predictable and the integral
We now turn to the Itô formula for forward integrals. In this connection it is convenient to introduce a notation that is analogous to the classical notation for Itô processes.
Definition 2.6 A forward process (with respect to B) is a stochastic process of the form 
Theorem 2.7 The one-dimensional Itô formula for forward integrals.
be a forward process. Let f ∈ C 1,2 ([0, T ] × R) and define
, is also a forward process and
We also need the following forward integral result, which is obtained by an adaptation of the proof of Theorem 8.18 in [DØP] :
Proposition 2.8 Let ϕ be a càglàd and forward integrable process in L 2 (λ × P ). Then
(2.12) {eq2.12}
Similar definitions and results can be obtained in the Poisson random measure case. See [DMØP1] and [DØP] .
The Donsker delta function
As in [P] , Chapter VI, we define the regular conditional distribution with respect to F t of a given real random variable Y , denoted by Q t (dy) = Q t (ω, dy), by the following properties:
• For each fixed ω, Q t (ω), dy) is a probability measure on the Borel subsets of R It is well-known that such a regular conditional distribution always exists. See e. g. [B] , page 79.
From the required properties of Q t (ω, dy) we get the following formula
Comparing with the definition of the Donsker delta function, we obtain the following representation of the regular conditional distribution:
Proposition 2.9 Suppose Q t (ω, dy) is absolutely continuous with respect to Lebesgue measure on R. Then
Explicit formulas for the Donsker delta function are known in many cases. For the Gaussian case, see Section 3.2. For details and more general cases, see [AaØU] , [DØ] , [DiØ] , [MØP] , [MP] , [LP] and [DrØ1] . See also Example 22 in Chapter 1 in [O] .
3 The market model and the optimal portfolio problem for the insider Suppose we have a market with the following two investment possibilities:
• A risk free investment (e.g. a bond or a (safe) bank account), whose unit price S 0 (t) at time t is described by
• A risky investment, whose unit price S(t) at time t is described by a stochastic differential equation (SDE) of the form
Here T is a fixed, given constant terminal time, r(t) = r(t, ω), b(t) = b(t, ω) and σ(t) = σ(t, ω) are given F-adapted processes, and B(t) is a Brownian motion on a filtered probability space (Ω, F = {F t } t≥0 , P ). We assume that σ(t) > 0 is bounded away from 0, and that
The optimal portfolio problem
We consider an optimal portfolio problem for a trader with inside information. Thus we assume that a filtration H = {H t } t≥0 is given, which is an insider filtration, in the sense that
Suppose a trader in this market has the inside information represented by H to her disposal. Thus at any time t she is free to choose the fraction π(t) of her current portfolio wealth X(t) = X π (t) to be invested in the risky asset, and this fraction is allowed to depend on H t , not just F t . If the portfolio is self-financing (which we assume), the the corresponding wealth process X(t) = X π (t) will satisfy the SDE
For simplicity we put X(0) = 1. Since we do not assume that π is F-adapted, the stochastic integrals in (3.4) are anticipating. Following the argument in [BØ] we choose to interpret the stochastic integrals as forward integrals, indicated by dB − (t). By the Itô formula for forward integrals the solution of this SDE (3.4) is
be a given utility function, i.e. a concave function on [0, ∞), smooth on (0, ∞), and let A H be a given family of H-adapted portfolios. The insider optimal portfolio problem we consider, is the following:
In this paper we will restrict ourselves to consider the logarithmic utility U 0 , defined by
We will also assume that the inside filtration is of initial enlargement type, i.e.
for all t, where Y is a given F T 0 -measurable random variable, for some T 0 > T . Thus we assume that the trader at any time t knows all the value of a given F T 0 -measurable random variable Y , together with the values of the underlying noise process B(s) for all s ≤ t. Thus π(t) is assumed to be measurable with respect the σ-algebra H t generated by Y and B(s) for all s ≤ t. In particular, the trader knows at time t the exact values of all the coefficients of the system and the values of the price processes at time t.
From (3.5) and (2.12) we get
Here and in the following we use the notation
where as before D t denotes the Hida-Malliavin derivative at t. Since π is assumed to be H-adapted, it has the form π(t, ω) = f (t, Y, ω) (3.10) {eq4.3}
for some function f :
Thus we can maximize (3.9) over all π ∈ A H by maximizing over all functions f (t, Y ) the integrand
for each s. To this end, suppose the random variable Y has a Hida-Malliavin differentiable Donsker delta function δ Y (y) ∈ (S) ′ , so that
for all functions g such that the integral converges. Then
Substituting this into (3.11) we get
We can maximize this over f (s, y) for each s, y. If we assume that
for all s, y, then we see that the unique maximizing value of f (s, y) is
We have proved the following, which extends a result in [PK] (and is a special case of results in [DrØ1] ):
Suppose Y has a Donsker delta function δ Y (y) satisfying (3.16). Then the optimal insider portfolio is given by
Combining this result with the results of [PK] and [BØ] given in the Introduction, we get the following result of independent interest. It is a special case of results in [DrØ2] 
This result is a special case of semimartingale decomposition results for Lévy processes in [DrØ2] . For information about enlargement of filtration in general, see [JY] and [J] and the references therein. (3.25)
Examples Example 3.1 Consider the special case when Y is a Gaussian random variable of the form
In particular, if Y = B(T 0 ) we get the following result, which was first proved in [PK] (by a different method):
Corollary 3.4 Suppose that Y = B(T 0 ). Then the optimal insider portfolio is given by π * (t) = b(t) − r(t) σ 2 (t) + B(T 0 ) − B(t) σ(t)(T 0 − t) (3.26)
