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Abstract
Classifying items using temporal data, i.e. several readings of the same
attribute in different time points, has many applications in the real world.
The pivotal question which motivates this study is: ”Is it possible to
quantify behavioural change in temporal data? And what is the best ref-
erence point to compare the behaviour change with?”. The focus of this
study will be in applications in economics such as playing many rounds
of public goods games and share price moves in the stock market.
There are many methods for classifying temporal data and many meth-
ods for measuring the change of items’ behaviour in temporal data. How-
ever, the available methods for classifying temporal data produce compli-
cated rules, and their models are buried in deep decision trees or complex
neural networks that are hard for human experts to read and understand.
Moreover, methods of measuring cluster changes do not focus on the in-
dividual item’s behaviour rather; they concentrate on the clusters and
their changes over time.
This research presents methods for classifying temporal data items and
measuring their behavioural changes between time points. As case of
studies, public goods game and stock market price data are used to test
novel methods of classification and behaviour change measure.
To represent the magnitude of the behaviour change, we use cluster va-
lidity measures in a novel way by measuring the difference between item
labels produced by the same clustering algorithm at each time point and
a behaviour reference point. Such a reference point might be the first
time point, the previous time point or a point representing the general
overall behaviour of the items in the temporal data. This method uses
external cluster validity indices to measure the difference between labels
provided by the same clustering method in different time points rather
than using different clustering methods for the same data set as it is the
case for relative clustering indices.
iii
To create a general behavioural reference point in temporal data, we present
a novel temporal rule-based classification method that consists of two
stages. In the first stage, initial rules are generated based on experts’ def-
inition for the classes in the form of aggregated attributes of the temporal
readings. These initial rules are not crisp and may overlap in their repre-
sentation for the classes. This provides flexibility for the rules so that they
can create a pool of classifiers that can be selected from. Then this pool
of classifiers will be optimised in the second stage so that an optimised
classifier will be selected among them. The optimised classifier is a set
of discrete classification rules, which generates the most compact classes
over all time points. Class compactness is measured by using statistical
dispersion measures or Euclidean distance within class items.
The classification results of the public goods game show that the pro-
posed method for classification can produce better results for represent-
ing players than the available methods by economists and general tem-
poral classification methods. Moreover, measuring players’ behaviour
supports economists’ view of the players’ behaviour change during game
rounds. For the stock market data, we present a viable method for clas-
sifying stocks according to their stability which might help to provide
insights for stock market predictability.
iv
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Chapter 1
Introduction
1.1 Introduction
This research can be considered as a study in the field of data mining as
we propose a classifier for the overall behaviour of items in temporal data
and a method to measure changes in items’ behaviour over the length of
the temporal data. Classification is one technique involved in the data
mining. Its task is to predict the class of items in a data set using a certain
model of a classifier. The model is constructed using already-labelled
items of similar data sets. This step allows classification techniques to
be considered as a supervised machine learning method. Data Mining is
the process of finding patterns in a large scale of data which are interest-
ing, new, useful and meaningful [2]. Data mining can be considered as
an interdisciplinary field of study consisting of areas such as databases,
statistics, machine learning and artificial intelligence [12].
The initial goal of this research is to measure the behavioural changes
for groups of subjects, especially for public goods games players over a
period of time. The behaviour of players in public goods game is under
study by economists [11, 13]. Public goods game is a simple experiment
in the form of a game. The game consists of multiple players imitat-
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ing real life situations of public good by contributing to a project which
represents the public good [14]. This goal is accomplished by clustering
all available time points separately without a time dimension by using a
selected clustering method. Then, the change between these clusters is
measured using external cluster validity indices [15] to compare between
the first time point clusters of the data set and the clusters of the remain-
ing time points. However, assigning the first time point as a reference
to measure the change in the subjects’ behaviour for the rest of the time
points raised a concern about the limitations of the method, as the first
time point may not be representative of the rest of the data.
The aforementioned limitation leads us to consider the concept of ”Refer-
ence of behaviour” for items in temporal data. The reference of behaviour
can be defined as the assumed metric behaviour ’standard’ for the items
in the data set. This reference of behaviour can be the first time point,
the previous time point for the current time point, and the general over-
all behaviour of the items in the temporal data (detailed explanation in
chapter 4).
The first two references of behaviour are generated straightforward from
data sets. However, the last reference of behaviour does not directly ex-
ist in the data set, and it had to be created so that we tried to use the
provided classes of players by the economists. However, the economists’
classes are based on static data filled as a questioner by the players in-
stead of the actual players’ behaviour during the game. Therefore a novel
method for temporal rule-based classification is introduced, to classify
players according to the temporal data. This method is based on the ex-
perts’ classification and knowledge, and produces clear rules which can
be dealt with by experts in the field in contrast to the available methods
in which the classifier model lies deep in decision trees or neural net-
work layers. The proposed method consists of two stages. The first stage
generates a pool of classifiers with the help of human experts and the sec-
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ond stage uses optimisation techniques to select the best classifier among
them (detailed explanation in chapter 5).
To use the introduced classifier, and then to measure the behaviour change
of the items in a more generalised context, we tested them with a stock
market data set. Stock market data has the same properties as a public
goods game because both are temporal, and the recorded behaviour of
the items exist at all time points. However, the stock market data is larger
than players data regarding the number of time points and the number
of items at each time point. Given that a heuristic method is used to op-
timise provided rules for classification. The used heuristic is Differential
Evolution, which is developed by Storn et al. [93] (detailed explanation
in chapter 6).
So the focus of this study is to classify and measure changes of individu-
als on a temporal data with a small number of measurements (temporal
attributes). The players of the public goods game data sets have only a
few attributes which are related to the players behaviour through time.
Moreover, these players are not labelled according to their behaviour
through game rounds (time points) so that the available temporal clas-
sification methods which require training sets cannot be used to classify
players of public goods games. So, the data is interested in this work has
these specifications:
• Temporal: the same characteristic is repeatedly measured through
various times
• Distinct time points: each measurement consists of a single value
and not a continuous series of values. This means that there is a
time gap between every two measurements.
• The individuals are recognisable at every time point.
• In each time point, a single or a limited number of characteristics
are measured so that the number of temporal attributes is limited.
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• The individuals have no labels for their class types.
As mentioned before, this work focuses on the public goods games and
stock market data sets. However, similar data sets can be found in many
disciplines because it is easy to record and store a few characteristics of
items in a constant interval. Examples in medicine are like heart beat
rate and temperature of patients every half an hour or so. In this situ-
ation, the proposed classification method can be used to determine the
patients likelihood of recovery using the available readings of the data
and experts’ knowledge about normal body functions. This classification
method can also be used to advise a suitable discipline for the pupil ac-
cording to their grades. Pupils grades are recorded for various subjects
throughout the study years in primary and secondary schools. So that
the individual’s tendency might be determined for the future study and
career according to their achievements in different subjects.
1.2 Research Questions and Hypotheses
The main question which this study attempts to answer is: ”Is it possible
to quantify the behavioural change of items in temporal data? Also, what
is the best reference point to compare the behaviour change with?” This
question led us to introduce methods for quantifying changes and iden-
tifying the general behaviour of items using rule-based temporal classifi-
cation. A series of smaller questions also arose concerning the details of
the proposed methods and the case studies. The questions are:
• How to identify patterns of behaviour at a single time point? To
find patterns of behaviour at each time point, we propose that the
measurements of behaviour (attributes) in that particular time point
should be clustered separately without the effect of time on the clus-
tering. For example, if we need to examine stock price behaviour
at a single time point, it can be clustered into two clusters, decreas-
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ing and rising. As we have different clustering algorithms, we can
hypothesise that:
Hypothesis 1 Using different clustering algorithms will not produce a
significant difference in the final result of quantifying the changes over
time as long as same clustering algorithm is used at both time points.
• How to measure the difference between the produced clusters of
these time points? To quantify the difference between clusters at
any two time points in a temporal data, we propose using existing
methods in cluster validity indices and classification performance
measures such as AUC, as these methods already measure the mag-
nitude of the difference between true classes and clustering/classi-
fication guesses of subjects. According to this proposition, we can
hypothesise that:
Hypothesis 2 The results of different external clustering indices and AUC
for the same data set and using the same clustering algorithm to determine
the patterns of items’ behaviour are consistent.
• What should be the reference point of behaviour to measure the
changes between time points of the temporal data? To find a refer-
ence for items’ behaviour, we propose using temporal classification
or clustering to determine the overall behaviour of a subject and
then comparing the difference of each time point to the general be-
haviour of the item. We can hypothesise that:
Hypothesis 3 Using overall behaviour of a subject in a temporal data
produces more stable results than comparing each time point with the first
time point.
• How to classify public goods game players according to their con-
tribution behaviour? To classify this temporal data and relate their
classes to the rules created by economists, we propose a temporal
rule-based classification method which optimises rules provided by
experts. We can hypothesise that:
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Hypothesis 4 The proposed classification method presents better classes
that can represent players’ behaviour than applying fixed rules to deter-
mine players’ classes.
• Does the length of the public goods game affect player strategy? To
determine the effect of the duration of the game on player strategy,
we propose to classify players according to their behaviour using
data sets of two different lengths of the game, and then check the
number of players in each class. If the number of players is signif-
icantly different, then the game length may influence player strat-
egy. Otherwise, it does not:
Hypothesis 5 The length of the public goods game does not affect overall
player strategy.
• Can the proposed temporal classification method for players of a
public goods game be generalised and used in different areas? To
test the proposed classification method in areas other than a public
goods game, we classify the stock market data according to their
stability and then check whether they stay in the same class or not.
To be able to predict their future values, the majority of stock mar-
kets should follow the same stability class in at least two consecu-
tive time periods:
Hypothesis 6 The majority of the stocks should follow the same stability
class for two consecutive fiscal quarters so that their future behaviour can
be predictable.
1.3 Research Contribution
This research presents two types of contribution for the knowledge. The
first type is directly related to data mining and data analysis. The contri-
butions of this type are:
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• Using external cluster validity indices in a new way for measuring
the amount of change which happens to items in the clusters be-
tween two time points in a temporal data.
• Presenting a novel way for classifying items in temporal data by
combining rule-based algorithms and optimisation. The rules are
provided by experts for the non-temporal attributes of data which
may have been aggregated from the temporal attributes. Then, us-
ing optimisation to find the best classifier based on the agglomera-
tion of the classes measured by the temporal attributes of the data
from the provided pool of classifiers.
• Using the available internal cluster validity indices and other com-
pactness measures like Euclidean to determine the best classifier.
This approach makes it possible to use clustering tools in training
and optimising the classification methods.
• Using different reference of behaviours to compare with the items
behaviour in each time point instead of only using the previous
time point to compare with. This method provides end uses with a
better tool to see the changes in different angles and view points.
The second type of contribution is related to the application areas of the
first type, namely a public goods game and stock market prices. The
contributions of this type are:
• Creating a new method for classifying public goods game players
based on economists’ methods of classifying them. However, the
new classification uses players’ actual contribution behaviour to
classify them instead of relying on a static questionnaire completed
by them before starting the game.
• Present additional evidence that the players’ change in behaviour
over time is smooth and subtle using external cluster validity in-
dices to measure the differences in players’ membership in clusters
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over two time points.
• By classifying the stability of shares and comparing these classes
over two fiscal quarters, we will have contributed to the debate
about the predictability of the stock market and presented yet addi-
tional evidence for the random walk theory.
1.4 Thesis Structure
A detailed literature review is presented in Chapter 2 which covers var-
ious methods and techniques which have been developed to detect and
measure changes in data streams and spatiotemporal data, as we describe
their uses and limitations. A review of classification and clustering meth-
ods are presented highlighting the methods which are used in this re-
search. This is followed by a comprehensive review of the most relevant
available methods for temporal classification and clustering algorithms.
In this piece of research, many performance measures have been used
such as cluster validity indices for clustering and ’Area under the Curve
of ROC’ analysis for classification. A detailed description of these meth-
ods is, therefore, presented. In this research, the data of public goods
games and economists’ classification methods are used for comparison
purposes with our results. Accordingly, a brief review of these classifica-
tions is presented. As one of the tests, we are using stock market data to
measure its stability, so a short review of economists’ findings on stock
market stability is presented.
Chapter 3 starts to fully formalise the issue by providing detailed require-
ments and concerns about measuring changes over time for items in tem-
poral data. The method used for measuring and quantifying changes in
items in temporal data between two time points are explained as well as
the rationales behind the decisions made. Then, a step-by-step explana-
tion of the proposed temporal rule-based classification method is offered
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with a list of compactness measures used for optimising the provided
rules. In this piece of research, three data sets are used, all of which are
listed in this chapter. The first data set is the synthetic data which are
used to measure the change between time points. A detailed explanation
is provided on how it is created and the property of its attributes. The
second data comes with two variations in two different data sets with 10
and 27 rounds of the game completed by players. A detailed description
of its attributes, how the experimental game is constructed and the data
gathered, is presented. The last data set of stock market prices for the
method of gathering, cleaning and reprocessing data is explained.
Chapter 4 tests measuring changes between two time points by clustering
data using different clustering algorithms, and tests various methods for
aligning clusters in the two time points for the AUC of ROC and a one
to one comparison. Also, a number of external cluster validities are used
to quantify changes of measure for items in the data set. The data used
for this test is the synthetic data, and two data sets from a public goods
game.
In Chapter 5 the detailed algorithm for the temporal rule-based classifi-
cation is presented. Then, the two data sets from the public goods game
are used to classify them using the proposed classification. A compari-
son between the results of the classification and provided classes using
experts’ methods for classification is presented, as well as a comparison
between classes of two different data sets. In this chapter, a simple ver-
sion of the classifier is used. This is relatively slow as it uses brute force
to find the best classifier.
In Chapter 6 a new version of the proposed classifier is presented using
Differential Evolution to find the optimum classification rules from the
pool of provided rules for classification. This new version is significantly
faster than the version of Chapter 5 which uses brute force for optimisa-
tion. Proper tests are presented using data sets from public goods games
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to ensure that the results of the heuristic method are not significantly dif-
ferent from the results of the brute force optimisation. Then, the new
version of the classifier is used to address the questions regarding stock
market data set and the hypotheses.
The last chapter presents a conclusion for the use of the presented meth-
ods, and their possible limitations are discussed along with the areas that
could be enhanced in the future. This chapter also reiterates the research
questions, their related hypotheses as well as providing answers to them
as they arise through this study.
10
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Background and Literature
Review
2.1 Introduction
This chapter critically analyses literature related to the background of the
research area and the data mining and analysis methods subsequently
deployed with the proposed temporal rule-based classification method.
This chapter thus covers the topics of traditional and temporal classifica-
tion and assessment measures.
As this thesis also proposes a method for calculating changes over time
using clustering and Cluster validity Indices (VCI), So that the used clus-
tering methods and their features are discussed in this chapter along with
different types of internal and external cluster validity indices.
Multiple real-world data sets are used in this thesis as case studies de-
rived from a public goods game and stock market data. Thus these topics
are also briefly covered in this chapter.
The literature and topics in this chapter are ordered according to their
importance and closeness to the proposed methods.
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2.2 Machine Learning and Pattern Recognition
Pattern recognition is a branch of computer science concerned with the
methods of finding patterns in raw data automatically using computer
algorithms. Due to the complexity of the patterns and irregularities that
can be found among the same group of patterns, it is not trivial to hard
code a machine to find all patterns with acceptable accuracy; it is more
efficient to use machine learning algorithms to recognise patterns in the
raw data [16].
As defined by Samuel [17], computer programs manifest machine learn-
ing by behaving in a way that comprises a learning process similar to that
inherent in human or animal cognition. Examples of learning processes
include learning how to play checkers, identify handwriting and group-
ing similar trends and behaviours in raw data. The data of individual
patterns are called features, which might be stored in the form of a vec-
tor. Machine learning algorithms can be divided into two main categories
according to the type of input they receive: supervised and unsupervised
learning [16].
Supervised learning is a machine learning algorithm which receives fea-
ture vector and the target pattern as an input to build a model. The model
can be used to recognise new patterns and assign a target to them. Ap-
plications of supervised learning include classification (e.g. classifying
players according to their behaviour during a game) and regression (e.g.
predicting household prices according to features) [16].
Unsupervised learning is a machine learning algorithm which only re-
ceives the feature vector as an input, and its task is to find similar groups
of items with comparable features. The essential application of unsuper-
vised learning is clustering, such as determining the distribution of data
items within a multidimensional space [16].
This thesis consists of both methods of machine learning, as measuring
12
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changes over time can be considered as unsupervised learning that in-
corporates clustering for its function, and temporal rule-based classifica-
tion is an instant of classification and can be considered as an example of
supervised. In subsequent sections, both classification and clustering are
discussed in more detail about machine learning and pattern recognition.
2.3 Classification
As mentioned previously, Classification is an instance of supervised learn-
ing. Supervised learning classification process includes a training phase
to create a model (classifier). The entire process of using a supervised
classification method is illustrated by Kotsiantis [1] as shown in Figure
2.1, with the training step being an important part of it.
Different classifier models are created by using different classification al-
gorithms, which can be divided into four main categories: Decision Tree
Classifier, Probabilistic Classification, Support Vector Machines and Lin-
ear Discriminant Analysis [2]. These classifiers are discussed in the fol-
lowing subsections, with particular consideration of Decision Tree Clas-
sifiers deployed in this research.
2.3.1 Decision Trees
As described by Zaki et al. [2], Decision Tree is a classification model
which recursively partitions the data space into two parts. The split can
be considered as a hyperplane parallel to one axis of the data space. The
process repeats by dividing each new part into two smaller parts, and
this process continues until each sub-part mostly contains items of only
one of the target classes. The final result of this partitioning process can
be represented by a tree, where each node is a decision concerning which
part an item belongs to, and the leaves represent one of the target classes.
13
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Figure 2.1: General process of classification methods. From Kotsiantis et
al. [1]
As an example of the decision tree partitioning, consider the iris data set
with 150 entries of three classes. The items are displayed in Figure 2.2(a),
which plots their sepal length and width as X, Y axes. The partitioning
process created six different regions, which are divided by lines instead
of hyperplains, as in two-dimensional data space the hyperplanes can
only have one dimension. Multiple regions might represent one of the
targeted classes. The tree representation of the iris data space partition is
shown in Figure 2.2(b).
C4.5 might be one of the most famous decision tree algorithms for clas-
sification [18]. C4.5 is build on ID3, both of which were introduced by
Quinlan [19]. This algorithm relies on information gained to create its
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(a) Recursive Splits
(b) Decision Trees
Figure 2.2: Decision trees representation for splitting items of the data
by creating hyper-plains which are parallel to one of the axes. (a) A two
dimensional data set has been split recursively to differentiate between
elements of different classes. (b) A tree representation for the values of
the class limits. From Zaki et al. [2]
tree for classification. In this algorithm attributes with higher normalised
information gain are used for decide the splits in the data. The the next
highest attribute is used for subpartitioning the data recursively [19].
This algorithm is superseded by a new version C5.0, which is more ef-
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ficient as it uses less memory and functions more efficiently and effec-
tively, generating a smaller and more concise decision tree, while it is
more general as it can classify more data types than its predecessor. It
also incorporates boosting, which means multiple classifier trees can be
generated and they will vote for predicting items’ classes. Boosting is a
bootstrap aggregate (bagging) mechanism which may improve the stabil-
ity and accuracy of the final result of the classifier [18]. The last aspect of
the algorithm is similar to what is provided by Random Forest algorithm,
which creates many decision trees from random subsets of the training
data [20].
C4.5 has two drawbacks [21], the first of which is overfitting, which might
be solved by pruning the decision tree to be more general. Two types
of pruning can be done on the tree pre-pruning and post-pruning. Pre-
pruning is the operation of preventing particular branches from growing
when information becomes unreliable. Post-pruning is the operation of
cutting branches of a fully grown tree to remove unreliable parts. The
second drawback originates from the very nature of the algorithm by se-
lecting attributes with the highest information gain value. This process
will become bias to the attributes with a large number of values.
Conditional Inference Tree (Ctree) was introduced by Hothorn et al. [21]
to overcome the attribute bias of the information gain based algorithms.
This algorithm uses significance to select covariants of attributes. The sig-
nificance is determined through P-value which is derived from ANOVA
F-statistics. During the training phase, all data permutations will be
tested to calculate the p-value.
Rule-Based Classification
A rule-based classifier uses a set of rules to classify items in a data set.
The rules are formalised in the form of IF-THEN clause. The conditions
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of the IF clause represent the rules that an item should fulfil to be ac-
cepted as a particular class. If the rules are ordered and have priority
they can be represented in nested IF-THEN-ELSE clauses and might be
called decision lists [3].
Figure 2.3a shows a simple data set with items labelled a or b. We can
produce multiple variations of rules to classify items in this data set. It is
possible to filter out all class a items first then all others remaining will
be class b: If x > 1.4 and y < 2.4 then class = a
Otherwise class = b
Conversely, if b class items are filtered out the remaining items will be
classified as a: If x 6 1.2 then class = b
If x > 1.2 and y 6 2.6 then class = b
Otherwise class = a
In most cases, rule-based classification systems and decision trees can be
used interchangeably; C4.5 provides both decision trees and classification
rules [18]. A decision tree representing the rule-based classifier is shown
in Figure 2.3b. The rules above and the decision tree can be considered
as an equivalent classifiers, but most of the time people prefer rule-based
classifiers on decision trees as they are more intuitive for human under-
standing [3], due to being simpler and more concise [18].
Various methods are used to generate rule-based classifiers in different
fields of application. The remainder of this section presents more effec-
tive samples of these works with a brief explanation of their methodolo-
gies.
Rodriguez et al. [22] used rule-based classification to classify power qual-
ity disturbances of signals. They used S-transform to extract features
from signals, as this transform can generate variable window size with
17
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Figure 2.3: Classifying same data set using both rules and a decision tree.
(a) A two dimensional data sets with items of two classes. (b) A tree
representation for a rule based classification. From Witten et al. [3]
the ability to preserve phase information during decomposition [23]. They
used leaner and parabolic lines to separate between classes. The separa-
tion line is produced using a heuristic function to guarantee maximisa-
tion of the number of correctly classified signals from the provided train-
ing set.
Chung et al. [24] use a two-stage classification method to classify power
line signals, in the first of which they used a rule-based classifier to differ-
entiate interrupt signals from others, which were then further classified
using Hidden Markov Model classifier. The rules of the first stage classi-
fier are created by domain experts relying mainly on the IEEE standards
for signal interruption conventions, thus this classifier does not require a
training set, as it is a static set of rules that can be calculated directly.
McAulay et al. [25] used genetic algorithms to create rule-based systems
to identify alphabetical numbers. The system uses a random rule gen-
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erator to create initial rules, which are enhanced through multiple gen-
erations by adjusting the initial rules. However, they notice that genetic
algorithms might override even good rules which can identify specific
characters. To prevent overriding rules, they introduced the concept of
remembering rules for a long time if they succeeded to identify the train-
ing set example correctly.
Orriols-Puig et al. [26] used an evolutionary algorithm to create a rule-
based classification system in which the system initiates with a set of
classifier rules, then evolves online with the environment (new training
items) to produce an accurate classification model. They proved that
their classification method outperforms other methods (including sup-
port vector machine) in classifying data sets with imbalanced class ratios.
Nozaki et al. [27]used fuzzy systems to create a rule-based classifier. Gen-
erating fuzzy rule-based classification system requires two phases, first
partitioning the patron space into fuzzy subspaces and then defining a
fuzzy rule for each of these. Nozaki et al. used a fuzzy grid introduced by
Ishibuchi et al. [28] with triangle-shaped membership function to gener-
ate fuzzy rules from fuzzy subspaces. To enhance the classification results
they introduced two procedures, error correction-based learning and sig-
nificant rule selection. Error correction-based process increases and de-
creases the procedure of increasing or decreasing rule certainty according
to its classification of the items; if a particular rule correctly classified an
item its certainty will increase, otherwise, it will decrease accordingly.
Significant rule selection is a mechanism to prune unnecessary rules to
construct a compact set of a fuzzy rule-based classifier.
As demonstrated above, many domains of computer science and ma-
chine learning are used to generate and optimise rule-based classifica-
tion systems, including expert systems, genetic algorithms, evolutionary
algorithms and fuzzy systems. While these classifiers are efficient and
effective methods to classify underlying data sets, they require a train-
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ing data set for rule generation and optimisation. This means a sufficient
amount of correctly labelled samples should be available to cover all or
most of the aspects and possibilities of situations and characteristics that
have to be classified.
The availability of the training data set might not always be an option
due to the fact that labelling items is a tedious and laborious undertak-
ing requiring a extensive periods of professionals’ valuable time. Experts
might know the general rules for classifying items but they cannot iden-
tify the attributes of the classes individually due to the complexity of the
underlying data sets. Moreover, domain experts might not quite agree
on the fine differences between classes, so that it is hard to have a general
single view for classifying items in the data set (such as in public goods
games case study).
After the training stage these methods create a list of rules that represent
the final rule-based classifier model, which might not cover all differ-
ent opinions for nuanced cases of the classification (i.e. after the training
stage, the classifier might lack the required generalisation). As noted pre-
viously, the generalisation problem might be solved by using rule prun-
ing [27]. However, this generalisation can be called local, as it depends on
the training data, which is probably classified and labelled using expert
single views.
Another aspect which is lacking in the presented methods is that they do
not consider the classification of temporal data sets, as demonstrated in
later sections. However, these methods also require training samples.
2.3.2 Support Vector Machine
Support Vector Machine (SVM) is a binary parametric classifier that clas-
sifies items by creating a hyperplane between classes. This algorithm
tries to find an optimum position for the hyperplane so that it splits the
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classes with the maximum margin between class items and minimum
empirical risk. The items on the edges of the margin are called support
vectors, as each item can be seen as a vector. An example of an SVM
classifier’s hyperplane is shown in Figure 2.4. It can be noticed that in a
two-dimensional data set the hyperplane is represented as a line [4].
Figure 2.4: Hyperplane of support vector machine between items of two
classes showing vector w and points on the dotted lines are support vec-
tors. From Muller et al. [4]
Assume D = {(xi, yi)}ni=1 is a data set to be classified. The data set has n
items in d dimensions, and each item has a set x of d attributes and y as a
class label. For two classes we can assume that y can have one value of 1
or -1. The SVM’s hyperplane h(x) equation is defined as h(x) = wTx+ b.
In this equation, w is a d dimensional weight vector and b (bias) is a
scalar. The points on the hyperplane equal to 0 (h(x) = 0), so that for any
xi if h(xi) > 0 then yi = 1 and if h(xi) < 0 then iy = −1 [2].
One of the advantages of SVM is that it can use kernel trick. For a data set
with nonlinear separation between classes, we can map the d-dimensional
items xi of input space into a high-dimensional feature space using a non-
linear transformation function [2].
SVM has been used as an elementary stage to create rule-based classifiers.
Nunez et al. [29] used rule extraction mechanism to extract rules from an
SVM model generated via training samples. The rules are constructed
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using multiple of ellipsoid equations. While these rules might present
a good visual illustration for the rules, especially for two-dimensional
spaces, these equations have mathematical forms so that the generated
rules are not intuitive and easy to understand as stand alone rules. More-
over, the ellipsoids are not one-to-one maps for the actual hyperplanes of
SVM, so the rule-based classifiers are not as efficient as their SVM coun-
terparts and they have a higher error rate.
2.3.3 K-Nearest Neighbours
The K-Nearest Neighbours (KNN) classifier is a nonparametric lazy clas-
sifier. In nonparametric classification the algorithm does not assume any
specific distribution for the data sets. Lazy classifiers do not generalise
the classification model and calculate the class of the item at the time of
testing instead of training, which makes training very efficient by reduc-
ing the cost of testing time [30].
KNN estimates items’ classes according to their nearest neighbours. The
majority of the K nearest neighbours decide the class of the input item.
An odd number of for K is selected (between 3 to 9) to prevent ties. The
nearest neighbours are decided using one of the distance measures (e.g.
Euclidean distance), as shown in Figure 2.5 [2].
Figure 2.5: K-Nearest Neighbour Classification with K = 5
To prevent attribute bias due to different magnitudes of values it is strongly
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preferred to normalise all attributes before classification. Non-numerical
attributes can also be used with KNN classification, similar attributes
with the K neighbours have zero distance, and different attributes have
the distance of 1 [2].
While this classification algorithm is different from rule-based classifiers,
we used a variation of this classification for temporal attributes, as ex-
plained in chapter six, as a comparison with our proposed classification
algorithm to test the performance difference between the algorithms.
2.3.4 Classification Performance Measures
Multiple methods exist to measure the performance of a classification al-
gorithm and classify a data set into two classes, positive and classified.
The terminology was developed in the medical field, where positive de-
notes the presence of a disease and negative indicates its absence [31].
In a test data set D with n instances, a classifier tries to identify the class
of instances for binary classifiers, whereby four possibilities exist. These
possibilities for any classifier can be demonstrated as a confusion matrix,
which is shown in Table 2.1, and explained below [2]:
• True Positive (TP): Number of correctly identified positive cases by
the classifier.
• False Positive (FP): Number of incorrectly identified cases as posi-
tive but their true labels are negative.
• True Negative (TN): Number of correctly identified negative cases
by the classifier.
• False Negative (FN): Number of incorrectly identified cases as neg-
ative but their true labels are positive.
To measure the overall performance of a classifier directly from the con-
fusion matrix we can calculate the accuracy and error rates. The accu-
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True diagnosis
Positive Negative Total
Screening test
Positive TP FP a+ b
Negative FN TN c+ d
Total a+ c b+ d N
Table 2.1: Confusion Matrix
racy of a classifier is the fraction of correctly classified instances so that:
Accuracy = TP+TN
n
. In contrast, the fraction of all misclassified instances
comprise the error rate which is: ErrorRate = FP+FN
n
[31].
To measure class-specific performance we can use recall and precision.
Recall is the ratio of correctly predicted number of a class labels to the real
number of instances of that class in the data set. Recall for the positive
instances in the data set is called sensitivity. The sensitivity is the ratio of
true positive to the real number of positive cases in the data set so that
sensitivity = TP
TP+FN
. Precision is a class-specific accuracy; it is the ratio
of the number of correctly predicted instances of a class to the number
of predicted instances of the same class. A specific case of precision for
the negative class is called specificity. The specificity is the ratio of true
negative to the real negative cases in the data set so that specificity =
TN
TN+FP
[31].
For a classifier, there is a trade-off between recall and precision; maximis-
ing one of them might cause the other to decline. Consequently, measures
are introduced to overcome this problem and create a balance between
these two measures. F-measure is computing the harmonic mean of the
classes’ recall and precision [2] so that:
F =
2
1
precision
+ 1
recall
=
2× precision× recall
precision+ recall
Area Under the Curve (AUC) of Receiver Operating Characteristic (ROC)
is a measure used to calculate the performance of machine learning algo-
rithms such as classification [32] . The ROC curve is a graph of the true
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positive and false positive rates of the predicted classifier’s result com-
pared to the real class for each item. Figure 2.6 shows ROC curves for
different algorithms with various performances. AUC is the area under
the ROC curve plotted as a performance result of the classifier. Meth-
ods of calculating AUC vary according to the nature of application and
available data. The multi-class AUCs are calculated using the equations
of [33]. auc = 2
c(c−1)
∑
aucs. Where c is number of classes and aucs is a
set of auc between any two classes.
Figure 2.6: Receiver operating characteristic (ROC) curves for various
classifiers. From [5]
2.4 Clustering
Unsupervised machine learning methods aim to find patterns or groups
(clusters) in data sets so that the most similar items in the data set will
be gathered in the same cluster, and dissimilar items will be in differ-
ent clusters. The task of clustering is required in many fields, especially
when little information is known about the data sets, and field experts
have few assumptions about it. Examples of fields in which clustering
is required include data mining, pattern recognition, decision making,
document retrieval and image segmentation [6].
25
2.4. CLUSTERING
In this thesis, multiple clustering algorithms are used to cluster items of
each time point in temporal data. Each time point was used separately, so
there is no time effect on the clustering because each time point is treated
as a separate data set. This clustering process is part of the proposed
method to measure changes over time in temporal data (as presented in
chapter four). We also used clustering multiple temporal clustering algo-
rithms as a comparison with our proposed classification method (chapter
six).
Figure 2.7 shows the main steps of a clustering method. It can be noticed
that unlike supervised methods, clustering methods do not have training
data set to generate their model. Instead, they entirely depend on the
given features of the items in the data set to group them into clusters.
Figure 2.7: General steps of clustering methods. From [6]
The first step in any clustering task is feature selection/extraction. Fea-
ture selection refers to selecting a group of features (attributes) of the
original data set which are most effective and representative for the in-
stances or items which have to be clustered. Feature extraction is the
process of deducing new features by transforming existing ones to ob-
tain more effective features. The aim of feature selection and extraction
is to obtain an effective and efficient clustering method by creating better
quality of clusters in shorter computation time [6].
The second step is detecting pattern similarity by finding the distances
between items in the data set. Multiple distance measures are available
to measure the similarity between any two points in a hyperspace of fea-
tures like Euclidean and Manhattan distances and correlation coefficients
[6].
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The next step is the actual clustering process to identify patterns in data
sets using one of the available clustering algorithms. There are multiple
clustering algorithms which can be classified into four types Centroid-
based clustering, Density-based clustering, Fuzzy clustering and Hierar-
chical clustering [2].
The last step is feedback or clustering evaluation. There are many ways
to evaluate the results of clustering algorithm, including using external
clustering validity indices to compare generated clusters with the true
classes of the items or using internal clustering validity to evaluate the
structure of the clusters and the similarities between items of one cluster
compared with dissimilarities with items of different ones [6, 2].
2.4.1 Centroid-Based Clustering
Centroid-based or representative-based clustering is a method of finding
the best k clusters of items in the D data set. Each cluster contains a rep-
resentative point which might be called centroid [2]. Two examples of
centroid-based clustering discussed below are K–means and PAM clus-
tering methods.
K–means Clustering
K–means clustering is partitional-based and produces k clusters, min-
imising the distance between the centre of the cluster and cluster mem-
bers. The criterion used to calculate the quality of the cluster is the sum
of squared errors to the centroid. The aim of the algorithm is to find cen-
troids that minimise the sum of squared error for all clusters [2].
The process starts by assigning k random items as centroids, after which
each item is appointed to a cluster with the nearest centroid to it. The
location of the centroid is updated according to the existing items in the
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cluster. The process of assigning instances to clusters and updating cen-
troids is reiterated until convergence (i.e. the centroids stabilise) or a fixed
number of iterations has been reached [6].
K–means works as a greedy optimisation algorithm so that it might con-
verge to local optima [2]. Moreover, using the sum of squared error as a
criterion for finding better clusters makes K–means sensitive to outliers,
so that extreme values might distort the distribution of the data [6].
PAM Clustering
Partition Around Medoids (PAM) clustering is another centroid-based
technique, but unlike K–means it uses actual instances of the data set
as representatives for the clusters instead of virtual centroids. It uses a
similarity measure to identify members of a cluster. The members most
similar to a medoid are considered in the same cluster so that the sum of
squared errors can be used with PAM algorithm to identify the quality of
clusters [34].
Similar to K–means, PAM algorithm starts with random k set of medoids,
then each instance is registered as a member of a cluster according to its
similarity distance from the medoid. The sum of squared errors is cal-
culated for the current set of medoids. In the original algorithm, differ-
ent instances are selected as nominees for medoids to optimise the initial
state, and the sum of squared errors is calculated according to the selected
instances [34]. If the selected instances perform better than the original
set of medoids, then they will be replaced with the new ones. This pro-
cess can be repeated multiple times until convergence. However, due to
the large time requirement and complexity of this method, it is usually
used only for small data sets, and for larger data sets a modified version
of the original version is preferable to find optimum medoids in an ac-
ceptable time frame [35].
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2.4.2 Fuzzy Clustering
Fuzzy sets are used in fuzzy logic and can be considered as a generali-
sation of set theory. An element can be a member of a particular set or
not in set theory, while in fuzzy set theory an element can have a gradual
transition membership between sets. Hence, fuzzy clustering uses the
fuzzy set to allow an instance to be in more than one cluster at the same
time [36].
The most well known and used fuzzy clustering is fuzzy c–means al-
gorithm, developed by Dunn [37] and later improved by Bezdek [6] who
introduced the concept of the fuzzifier parameter m. This parameter, also
called ’fuzziness index’, is used to control the fuzziness of the member-
ship of each item in the data set. Usually, m = 2 is used without any par-
ticular theoretical basis for this choice. For m = 1 the fuzzy c–means will
behave as k–means algorithm, and the fuzziness of the system increases
with the larger value of m parameter [38].
The fuzzy c–means algorithm has a similar approach as k–means algo-
rithm. It requires a predefined number of clusters. Both algorithms start
with random initialization of the cluster centres so c–means might have
the same problem as k–means by converging to local optima. The result
of the cmean algorithm is expressed as a membership percentage of each
instance to the available clusters. This fuzzy membership clustering can
be converted into hard clusters by choosing a cluster for each item with
the highest membership ration [36].
2.4.3 Hierarchical Clustering
Hierarchical clustering is a method to group instances of a data set into a
series of nested clusters or a tree of clusters called a dendrogram, which
represents the similarity level between instances in the data set. An ex-
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ample hierarchical clustering is shown in Figure 2.8. The figure shows a
simple two-dimensional data set with three distinctive clusters. The data
set is represented as in a hierarchical clustering model using a dendro-
gram. The dendrogram can be cut at any level (represented as a dotted
horizontal line) to separate different patterns of the data set [6]. The level
of the cutoff line is subjective and may vary from one data set to another.
Cutting a dendrogram from a higher level produces fewer patterns (clus-
ters) [36].
Based on the internal functioning of the hierarchical clustering algorithm,
they can be divided into divisive and agglomerative types. The divisive
method starts by assigning all instances into one cluster then partitions
that cluster into two smaller clusters according to the similarities between
instances. The process of sub-dividing each subcluster into another two
clusters continues until each cluster contains single instance. In contrast,
agglomerative hierarchical clustering starts by assigning each instance of
the data set as a cluster, then starts to combine two most similar clusters
into a single bigger cluster. This process is repeated recursively until a
single cluster is achieved or a certain number of clusters are reached [2].
Whether divisive or agglomerative approach is used, a prerequisite to be-
gin clustering is a proximity matrix, a symmetric matrix containing the
similarity between every point in the data set using a distance function.
This matrix is updated after each iteration to reflect the status of the data
set under the method of clustering. The distance function can be Eu-
clidean, Manhattan or any other distance function [2]. Sections shows
how time-based distance measures can be used to cluster temporal data
sets.
To determine the similarity between clusters using proximity matrix in
agglomerative method, one of the available linkage methods can be used
[36]:
• Single linkage: calculates the minimum distance between any items
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(a) Data set
(b) Dendrogram of the data set
Figure 2.8: A simple data set with a possible dendrogram for hierarchi-
cal clustering algorithm. (a) Two dimensional data set with three obvious
different groups. (b) A dendrogram representation for a hierarchical clus-
tering of the previous data set From [6]
of two different clusters.
• Complete linkage: calculates the maximum distance between any
items of two different clusters.
• Average linkage: calculates the average distance between all items
of two different clusters.
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• Centroid linkage: calculates the distance between centre of two dif-
ferent clusters.
Due to the time complexity hierarchical clustering can not be used with
very large data sets which can not fit the memory. Moreover, the nature of
the algorithm do not allow to reconsider the previous steps of the recur-
sive clustering operation (dividing or joining) in contrast with the other
clustering technique which we see before [36].
2.4.4 Clustering Validation
Many clustering methods exist to be used in different situations accord-
ing to the underlying data to be analysed and clustered. There are many
methods to assess clustering results and their initial configurations, which
can be categorised into three main types: clustering tendency, cluster sta-
bility and cluster evaluation [2].
Clustering tendency or clusterability assesses the suitability of the data
for clustering. The aim is to determine that the data has meaningful pat-
terns to be clustered. The spatial histogram method for cluster tendency
creates a histogram for the input data set and distance distribution by
calculating the pairwise distance between data points. An example of
non-clusterable data is uniform instances of a data set, as shown in Fig-
ure 2.9 [2].
Cluster stability is concerned with the initial parameters of clustering al-
gorithms, like the number of clusters in K–means. The aim of this method
is to determine the optimum initial parameters for the clusters, so that the
cluster of different samples of data from the same underlying population
guarantee comparable results. Methods of determining the stability of
clusters include generating perturbed versions of the data set, using dis-
tance functions (e.g. Euclidean) and similarity measures like Rand index
[39].
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Figure 2.9: An example of uniform data which can not be clustered. From
Zaki et al.[2]
Clustering evaluation can use cluster validity indexes to evaluate the
quality of the produced clusters. This task can be further divided into
three categories [15, 40, 2]:
• External: External validation derives the estimation for the quality
of the generated clusters from sources outside the data set. The
most general case is using true labels of items, provided by field
experts.
• Internal: Internal validation derives the estimation for the quality
of the generated clusters using the structure of the data and the clus-
ters. It computes the compactness of the clusters and the separation
of clusters from each other.
• Relative: External validation compares between the results of two
different clusterings for the same data set. The clusterings might be
generated using different clustering algorithms, or the same clus-
tering algorithm with different initial parameters.
The following subsections focus on the cluster validity indices, especially
those used in this thesis.
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External Criteria
External criteria validate the results of clustering based on some prede-
fined structures of the data which is provided from an external source.
The most well-known example of structural information is labels for the
data provided by experts (called true classes). The main task of this ap-
proach is to determine a statistical measure for the similarity or dissim-
ilarity between obtained clusters and labels [15, 41]. According to the
methods incorporated in the external criteria, they can be divided into
three types: pairwise measures, entropy-based measures and matching
based measures [2].
As mentioned previously, the four types of classification guesses evalu-
ation are true positive, true negative, false positive and false negative.
These terms are used in the terminology of external cluster validity, es-
pecially when using pairwise measures, but with slightly different mean-
ings to enable the evaluation of clusters in the same manner as classifica-
tion [2]:
• True Positives TP: Any two instances with the same label that are
in the same cluster.
• False Negatives FN: Any two instances with the same label that are
not in the same cluster.
• False Positives FP: Any two instances with different labels that are
not in the same cluster.
• True Negatives TN: Any two instances with different labels that are
not in the same cluster.
In this thesis, we use various external cluster validity indices to deter-
mine differences between a reference of behaviour for items in a temporal
data and clusters of items in each time point. The method is discussed in
more detail in chapter three and implemented in chapter four for public
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goods games and chapter six for stock market data. The used criteria in
the thesis are listed below:
Jaccard Coefficient: This coefficient is a pairwise measure representing
the degree of similarity between clusters. With this coefficient, each clus-
ter is treated as a mathematical set, and the coefficient value is calculated
by dividing the cardinality of the intersection of the resultant cluster with
the prior cluster to the cardinality of the union between them [42]:
Jaccard =
TP
TP + FP + FN
With a perfect clustering, when false positives and false negative equal to
zero, the Jaccard coefficient value equals 1. This measure ignores the true
negatives and only focuses on the true positives to evaluate the quality
of the clusters [2].
Rand Statistic: The Rand statistic measures the fraction of true positives
and true negatives over all point pairs; it is defined as
Rand =
TP + TN
N
Where N is the total number of instances in the data set. This measure
is similar to Jaccard Coefficient, so its value equals 1 in perfect clustering
[2].
Fowlkes-Mallows Measure (FM): FM define precision and recall values
for produced clusters [43]
FM =
√
prec.recall =
TP√
(TP + FN)(TP + FP )
Where prec = TP
TP+FP
and recall = TP
TP+FN
. For the perfect clustering this
measure equals 1 too [2].
Variation of Information (VI): This index measure is based on contin-
gency table which is a matrix with r× k , where r is number of produced
clusters and k is the number of externally provided clusters. Each ele-
ment of this matrix contains a number of agreed instances between any
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two clusters of the externally provided and produced clusters. As intro-
duced by Meila [44], this index calculates mutual information and en-
tropy between previously provided and produced clusters derived from
the contingency table:
V I(C, T ) = 2H(T,C)−H(T )−H(C)
WhereC is produced clusters, T is ground truth clusters,H(C) is entropy
of C and H(T ) is entropy of T [2].
Internal Criteria
Internal criteria measure the ’goodness’ of clusters for the data by extract-
ing information from data and clusters alone, such as the compactness of
data points inside one cluster and the separation of clusters from each
other [41]. These criteria were used as part of the cost function, to deter-
mine the quality of the selected classification rules in each time point, and
to compare different clustering algorithms’ performances, as presented in
chapter six.
Dunn Index: This index calculates the ratio of minimum distance be-
tween clusters to the maximum distance between any two instances of
the same cluster [45]:
Dunn = min16i6c
{
min
{
d(ci, cj)
max16i6k(d(Xk))
}}
Where ci, cj ∈ c of size m and the maximum distance can be computed
from the mean or between all pairs. A larger value for Dunn index means,
better clustering output, because it means that the closest instances be-
tween two clusters are larger than the distance between two farthest in-
stances in the same cluster [2].
Davies–Bouldin Index (DB): This measure is introduced by Davies et
al. [46]. It calculates intera cluster compactness and inter cluster separa-
tion by producing the ratio of spreading sample points around mean (i.e.
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variation) to the distance between mean of clusters [41].
DB =
1
k
k∑
i=1
k∑
j=1
max
i 6=j
{
sµi + sµj
δ(µi, µj)
}
Where k is number of clusters, sµi and sµj are the spread of points around
any two clusters cluster mean ”Centroid”, and δ(µi, µj) denotes the mean
of both clusters.
A smaller value of this measure indicates better the clustering, as in such
cases the clusters are well separated and each cluster is well represented
by its mean; in other words, larger values mean better compacted in-
stances in the clusters and clusters that are well separated from each other
[2].
SD: This measure is introduced by Halkidi et al. [47]. It calculates the
average scattering for clustering and total separation among clusters.
SD = a× Scatter +Distribution
Where a is a weighting factor equal to the maximum distance of two in-
stances in the data set. The Scatter indicates the average compactness
of clusters. A smaller value of Scatter is a signal for a compact cluster,
and its the value increases for less compact clusters. The Distribution
is the measure of the total separation between clusters. A larger value
Scatter indicates better clustering and a smaller value of this term in-
dicates greater proximity between clusters to each other. Scatter, and
Distribution have different ranges so that a (the weighting factor) is im-
portant to maintain the balance between them. As SD measure is a total
of Scatterer andDistribution so that the smaller SD value indicates better
clustering [47].
S Dbw: This measure is introduced by Halkidi et al. [48]. The S Dbw
index is similar to SD index as it measures the intracluster and interclus-
ter variances [41]. The definition of S Dbw indicates that both criteria of
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”good” clustering (i.e. compactness and separation) are properly com-
bined, enabling reliable evaluation of clustering results.
SDbw = Scatter +Densbw
As with SD, the Scatter indicates the average compactness of clusters,
smaller Scatter value indicating a compact cluster, with an increased
value for less compact clusters. Dens bw(c) indicates the inter-cluster
density by calculating the average number of points between the clusters
in relation with density within clusters. Thus a small value of Dens bw
means good separation among clusters. As in SD, a smaller value of this
measure is an indication of well defined clustering [48].
Relative Criteria
Relative criteria are used to compare between two clusterings with same
data and clustering algorithm but different initial parameters, like num-
ber of clusters [40]. These criteria mostly use internal clustering validity
indices like Dunn index and Davies-Bouldin Index to compare between
clusterings’ initial parameters [49]. On the other hand Vendramin et al.
[42] proposed a novel method to compare relative criteria, using external
cluster validity indices like Jaccard and Rand.
2.5 Temporal Data Analysis
Temporal data analysis is concerned with mining and analysing sequen-
tial data sets [50]. A sequential data set is ordered according to some
index. A special case of sequential data is temporal data, which is or-
dered according to a time reference. According to Han et al. [51], ”A
time-series database consists of sequences of values or events obtained
over repeated measurements of time.”. In this thesis, we use the terms
”time series” and ”temporal data” interchangeably. Sequential data sets
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can be used in applications to study protein order series, DNA sequence
and lists of moves in a chess game. Examples of temporal data include
stock market data and public goods game data set. Data streams can be
considered as a special case of temporal data with an endless sequence
of flowing data, such as satellite remote sensor, data from electric power
grids and telecommunications data [51].
In the following subsections we discuss methods to measure changes in
temporal data as well as classifying and clustering them.
2.5.1 Measuring Changes in Temporal Data
Spiliopoulou et al. [52] introduced the MONIC model, which finds clus-
ter transition over accumulating data sets, providing an ageing function
for clustering data that prioritises new records over old ones and elimi-
nates records older than two time points. Matching for clusters in one
time point to the next one is carried out by passing a threshold that
determines normalised maximum number of records that exist in both
matched clusters in the two time points. This model defines two kinds of
transitions, external and internal. In external transition, clusters may sur-
vive, split, be absorbed, disappear or emerge, while in internal transition
clusters can change in size, compactness or location.
According to MONIC, each cluster has a lifetime, which is the number
of time points throughout which it can survive. Longer cluster lifetimes
enable more predictable clustering while short lifetimes lead to volatile
and unpredictable clustering.
It can be observed that this model relies on accumulated data over time to
detect cluster matches, therefore it cannot be used with non-accumulated
data. Moreover, it emphases the measurement of cluster changes and
cannot detect changes in cluster membership for individual items clus-
tered over time points.
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Gunnemann et al. [53] introduced a method which traces cluster evolu-
tion as change in behaviour types indicated by the value of objects (e.g.
persons) in high-dimensional data sets. Different types of mapping func-
tion were introduced to map clusters according to their values in different
dimensions and subspaces instead of object identifier.
Using this method cluster evolutions were detected and counted in the
forms of emerge, disappear, converge and diverge. Moreover, the loss
and gain of dimensions of subspace clusters were calculated.
This method counts the number of various changes that occur to clusters
of any high dimensional data set, but it lacks to any mean by which to
quantify the changes themselves; in other words, there is no indication
of the quantity of change that happens to any cluster in two consecutive
time points.
Hawwash et al. [54] proposed a framework for mining, tracking and
validating clusters in a data stream using statistical cluster measures like
cardinality, scale and density of clusters to detect milestones of clusters
change and monitor the behaviour of cluster.
This framework targets accumulative clustering on data streams, but in-
stead of using fixed-time window for clustering it uses milestones to de-
tect the next-best clustering time.
Hawwash et al. [54] used a linear model in their metrics, which cannot
represent real-life situations. They made this concession due to time lim-
itations and the memory complexity of higher degree models. With some
enhanced models this method could be profitably used to determine crit-
ical time points in the data stream clustering and to track clusters be-
haviour in general using statistical measures for representative numbers
pertaining to the situation of clusterings.
Kalnis et al. [55] introduced a method to discover moving objects in the
snapshots of spatio-temporal data using cluster mapping function, treat-
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ing clusters as sets and calculating the cardinality ratio of intersection for
each two time constitutive clusters over their union; if the ratio passes a
certain threshold the cluster is considered to be a moving cluster.
This method detects move in overall clusters and provides visual aids
enabling human experts to grasp changes in the underlying data [56, 57].
This method is excellent for tracking moving cluster change [58] , but
it still lacks a method to quantify the magnitude of change for overall
clustering objects.
Aggarwal [59] introduced a new method to detect changes for single clus-
ters in the data streams that also works for snapshots of data as special
cases. This method uses forward and reverse time slice density estimates
based on fixed length time window to calculate velocity density at time
and space dimensions.
By calculating velocity density three types of change can appear on the
clusters in evolving data streams: 1) they may coagulate if the value
passed a user specified threshold; 2) they may decay if the value does
not pass the threshold; or 3) they may shift their location to another. This
method is particularly germane to visually understanding the character-
istics of underlying data.
In summary, the previously mentioned methods: 1) are mostly designed
to work with data streams or snapshots of spatio-temporal data sets; 2)
detect changes inside data by monitoring cluster change in terms of split,
absorbed, disappear and emerged etc., which is a good indication for
detecting existence of change, but which does not specify the magnitude
of change. Our aim is to create a simple factor (scalar) to express the
magnitude of change among members of clusterings in temporal data
sets.
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2.5.2 Temporal Classification
Temporal and sequence classification is an automatic system that assigns
one of the predefined classes to the time series or sequence input [50].
Many temporal classifications have been introduced that reuse traditional
classification algorithms in terms of criteria and measurements crafted
for temporal data. Three main methods exist for classifying temporal
data set: distance–based, feature extraction–based and model–based [60,
50].
Wang et al. [61] proposed a rule-based classification method for cate-
gorical and high-dimensional data sets that rely on calculating frequent
item sets using frequent pattern mining and association rules, then using
the highest confidence sets covering rules for grouping according to rule
heads (class labels). This method has been found to result in an efficient
and accurate rule-based classifier, but it might produce a very large num-
ber of rules, as they are extracted from association mining, which might
be hard for humans to follow and comprehend. Moreover, to create the
frequent item test, it is required to have training data sets, which might
be expensive and labour intensive to acquire and deploy.
It is possible to use traditional classification algorithms (non-temporal) to
classify temporal data set by using distance measures specially designed
to evaluate distances in a temporal data set. Many temporal supervised
and unsupervised algorithms use Dynamic Time Wrapping (DTW) [62]
to align between two sequences or time series and find the distance be-
tween them. This method was originally used in speech recognition to
identify human speech patterns [63].
Dynamic time wrapping tries to find the best match between two time
series to calculate the smallest distance between them, unlike Euclidean
distance, which uses the one-to-one mapping between the same time
points regardless of any time shift. Figure 2.10 compares these two dis-
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Figure 2.10: Difference between time alignment and Euclidean distance
of two time series. Aligned points are indicated by arrows. From Keogh
et al. [7]
tance measures. Dynamic time wrapping creates wrapping matrix which
consists of Euclidean distances between every two points in both time
series; then a local cost function finds the shortest path between two time
series that represents the best match. Dynamic time wrapping has been
implemented successfully in numerous temporal classification and clus-
tering methods, but it has a drawback in using heuristic methods, which
are inefficient due to searching for the best path in the wrapping matrix
[7]. The wrapping matrix and time wrapping distance between two time
serris are shown in Figure 2.11.
Figure 2.11: Calculating the distance between two time series using
wrapping matrix. (a) Two similar but out of phase sequences. (b) Find-
ing the optimal path (minimum distance) between the sequences which
causes time wrap alignment between different time points of them. (c)
The resulting alignment. From Keogh et al. [7]
43
2.5. TEMPORAL DATA ANALYSIS
Figure 2.12: K-Nearest Neighbour using dynamic time wrapping for time
series classification. From Regan [8]
Distance-based K-Nearest Neighbours classification method (KNN) is used
with temporal and sequential data with Euclidean distance measure [64].
However, for complex time series, Euclidean distance is sensitive to the
time fluctuation; thus DTW has been used [65]. Figure 2.12 illustrates
temporal KNN operation.
It is possible to use feature extraction in order to extract useful features
from time series so that it becomes possible to use traditional classifica-
tion methods to classify temporal data. Agrawal et al. [66] proposed the
use of the Discrete Fourier Transform (DFT) to transform a sequence from
the time domain to the frequency domain. Using DFT allows selection of
the most important frequencies then representing them back in the orig-
inal dimensional space. The DFT has an important property as it can
ignore shifts and find similar sequences because the Fourier coefficient is
invariant for shifts.
Chan et al. [67] used Discrete Wavelet Transform (DWT) to translate each
time series from the time domain into the time/frequency domain. This
transformation is linear as it changes the original time series into various
frequency components in a lossless transformation. The sequence is then
represented by its features, expressed as wavelet coefficients. Only a se-
lected number of coefficients are necessary to represent the original time
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series, which allows a better and efficient use of the available classifica-
tion algorithms.
Douzal-Chouakria et al. [68] used classification trees to classify time se-
ries data by introducing new splits for the tree nodes using time series
proximities, relying on adaptive metrics considering behaviours and val-
ues. Other methods use SVM as a temporal data classifier using different
kernels [69].
Model-based classifiers can also be used for temporal and sequential clas-
sifications, like Naive Bayes sequence classifier [70] and Hidden Markov
Model [71]. In the training step, the parameters of the model are created
and trained depending on some assumptions, and a set of parameters
describing probability distributions. In the classification step, a new se-
quence is assigned to the class with the best possible similarity [72].
2.5.3 Temporal Clustering
Clustering is an unsupervised machine-learning method whose goal is to
find natural groupings (clusters) of instances in data sets. All clustering
methods strive to detect compacted clusters by maximising the total sum
of inter-cluster distance and minimising the total sum of the intra-cluster
distance between instances [73]. The distance can be measured using
Euclidean distance, DTW distance, or any other similarity measures.
Jebara et al. [74] used Hidden Markov Model (HMM) to cluster time se-
ries data, while Oates et al. [71] compared two methods for clustering
time series data sets, first using HMM alone and then using DTW with
HMM.DTW returns the minimised area between two time-series vari-
ables, which can be used as a similarity measure between them. They
concluded that using DTW enhances the efficiency and effectiveness of
the clusterings of the time series data set.
Rodrigues, Gama and Pedroso [75] used hierarchical clustering to cluster
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time series data sets. A hierarchical clustering method works by group-
ing item into a tree of clusters. The tree can be generated in two ways, ei-
ther by starting from single items then agglomerating them into a higher
structure, or starting from the entire data set and dividing it until ends
up with single items in each branch of the tree [76]. Another method
used a scaled-up version of DTW [77] with hierarchical clustering, which
calculates the distance between temporal variables efficiently.
Soheily-Khah et al. [78] proposed k–means-based clustering for tempo-
ral data sets using DTW, the Dynamic Temporal Alignment Kernel, and
the Global Alignment Kernel. Items of a data set are partitioned by k–
means clustering, minimising the total distance of items to a centre of the
clusters chosen randomly at the initial stage, but later recalculated in an
iterative manner, and items are allocated to the nearest centroid to form
clusters with minimum intra-cluster distance [2].
2.6 Applications
In this thesis two types of temporal data sets are used as case studies pub-
lic goods games and stock market data sets. The following subsections
briefly describe each one of them with use cases in the data mining.
2.6.1 Player Types and Behaviour Public Goods Game
The public good is any service or resource that cannot be withheld from
any individuals due to inalienable characteristics relating to citizens’ rights
[79]. Examples of public good resources include city parks, street light-
ing and roads, which are funded by the state but which are available to
all. The public goods game is an experimental game that simulates real
situations of public good in a lab with controlled conditions and focused
purposes of conducting experiments. There are many slightly different
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variations of this game, but the data which has been used in this paper as
a case study is based on the model of Fischbacher et al. [11].
The Public Goods Game (PGG) experiment of Fischbacher et al. [11] con-
sists of four players, each of whom has a choice to contribute to a project
representing the public good. After all players have made their choices
of contribution the game is finished, and their outcomes are revealed to
them. Players are then redistributed to play with other new partners for
another round of the game. Obviously, it is assumed that players might
adjust their strategy of contribution and learn general players’ behaviour
in previous games. For every round, each player has 20 tokens to play
with representing money, which they can contribute with, and after the
end of the experiment they will be exchanged for real money, to ensure
that players are playing thoughtfully.
Gaining the maximum amount of tokens is the main goal of each player,
and it is the basis for determining whether players change their behaviour
in the next round or not. As each player has 20 tokens, they can con-
tribute all, none or any amount to projects representing the public good,
so that the total amount of contribution of all players and its extra ben-
efit is distributed among them evenly. The amount of gain for a player
i (gaini) is demonstrated by the equation gaini = 20 − gi + 0.4
∑4
j=1 gj ,
where gi is the player’s own contribution and gj represents all players’
contributions. To illustrate this equation: (1) if no player contributes in
the project then each will end up with 20 tokens as they started; (2) if all
players contribute with 10 tokens then each player will end up with 20-
10+0.4 (10+10+10+10) = 26 tokens; and (3) if only one player contributes
with all 20 tokens while the others do not contribute, then she will end
up with 8 tokens while all others will gain 28 tokens.
Regardless of players’ potential adjustment of their contribution behaviour
during multiple rounds (10 rounds or more), economists [80] classify
them based on a contribution table of static data filled once by the play-
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ers before the game rounds. This table consists of players’ answers for a
hypothetical rounded average contribution of others. For each possible
contribution from 0 to 20 tokens, as an average from her partners, she
should decide how much she is willing to contribute. Naturally, this ini-
tial willingness for contribution might change due to the factor of learn-
ing about other players’ contribution behaviour, which causes concept
drift throughout game time points (rounds). The classes as defined by
economists are:
• Conditional Co-operator: players who show more willingness to
contribute when other players contribute more.
• Free Riders: players who do not contribute to the project regardless
of other players’ contribution status.
• Triangle Contributors: players whose contribution rises to a point
then starts to decline in relation other players’ contributions.
• Others: players with no clear pattern in their contribution style.
Burlando et al. [81] described another type of player called pure or un-
conditional contributors, who contribute regardless of the behaviour of
the other players. In the model above, This type of contributor is merged
with the others which are unclassifiable group according to the Fischbacher’s
[80] rule for classification. Rustagi et al. [82] split the conditional contrib-
utors into two parts according to the significance of their contributions.
2.6.2 Stock Market Classification
In this thesis the proposed method of classification is deployed to clas-
sify stock market data according to stability; this classification might be
an important tool for market forecasters. The proposed method for rule-
based temporal classification has an advantage of classifying stocks ac-
cording to a set of loosely defined rules presented by human experts
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without the need for a training data set. In addition, we present the pro-
posed method of measuring changes over time as a tool to participate in
the debate of cluster predictability by measuring changes over time and
comparing stability classes of the stocks for two consecutive quarters of
the year.
The economists’ debate on stock market predictability is not settled, with
one group emphasising the essential randomness of the stock market,
thus precluding any possibility of future price prediction-based on his-
torical values [83]; and another group claiming that market prices have
an element of predictability [84].
Subha [85] used KNN to classify the Indian stock markets BSE-SENSEX
and NSE-NIFTY for the period from January 2006 to May 2011. The aim
was to determine the predictability of the stock market by predicting the
future prices. He used Euclidean distance to determine the differences
between any two stocks. He concluded that the square error of the pre-
diction and actual prices was small, so the opportunity for forecasting
market prices is tangible.
2.7 Conclusion
This chapter presented the available, well-known and traditional non-
temporal classification methods as well as classification assessment ap-
proaches, and discussed temporal classification methods including fea-
ture extraction and dynamic time wrapping methods. It can be con-
cluded that most of the available classification algorithms (temporal and
non-temporal) require training data sets to construct their classifier mod-
els. Thus we introduced a temporal classification method which opti-
mises rules provided by field experts.
From the available literature, it is clear that there is no sufficient research
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toward producing understandable rule-based classification algorithms,
especially for temporal data sets. As we pointed out in chapter one, there
is a need for a temporal classification algorithm which economists can
understand and amend its rules easily. This approach of directly col-
laborating between experts and machine learning algorithms to produce
classification rule might open a new way of studying public goods games
players behaviour and other similar behavioural experiments. Moreover,
this proposed algorithm might be generalised to classify other temporal
data sets like stock market data set as we will see in chapter six.
Multiple algorithms are discussed for measuring changes over time (like
MONIC), but these methods are mainly used to determine cluster changes
and focused on changes in the entire pattern. In this thesis, we present a
method which fixes the number of clusters and focuses on the changes of
individual items between time points of a temporal data set. This method
can detect the behaviour change of the public goods game players which
is important determine the strategy change of the players regarding dif-
ferent game set-ups. The proposed method will be used to detect the
amount of change over time for stock market data. Detecting changes in
the stock market might present a tool for economists to settle the argu-
ment on the ability to forecast stocks.
Our proposed method for measuring behavioural changes over time uses
none-temporal clustering algorithms to identify similar groups of be-
haviour at each time point and external cluster validity indices to mea-
sure change between clusters (Will be discussed in more detail in chap-
ter three). So that this chapter also covers well known and widely used
clustering methods and the cluster validity indices which can be used to
implement this method.
Finally, this thesis uses multiple data sets from different fields, namely
the public goods game and the stock market, so a brief introduction to
these two topics was given.
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Methodology
3.1 Introduction
This chapter centres around three main subjects. The first provides a de-
tailed description to the problems and questions posed in the first chap-
ter. The second offers a methodology to solve these problems and propos-
ing methods to implement these solutions. The third introduces a num-
ber of data sets for testing the methodology and proposed methods for
solving the problem.
Our main concern is how to measure the behaviour of the same popula-
tion at two different time points. The first step was acquiring data that
has multiple records for same items’ behaviour at different time points
(This will be discussed in detail later in section 3.6). We had obtained the
data with the aforementioned specification in public goods game exper-
iments as the same players were playing multiple rounds of the experi-
mental game and their contribution behaviour recorded.
To create a scalar which could be used as an indicator for the magni-
tude of the recorded populations’ behavioural difference between any
two time points, we reused the existing methods of cluster validity. The
original purpose behind external cluster validity methods is to find the
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difference between the ground true classes that the items have and the
labels which are provided to them by a particular clustering algorithm.
However, there were concerns about comparing any two time points
among multiple time points as they might not have been an accurate
representation of items’ behaviour. Therefore, the recordings of items be-
haviour had to be compared to an overall general behaviour of the items.
To overcome this concern the items behaviour were classified prior to the
comparison.
The existing items in the data set had to be classified using one of the
temporal classification methods in order to obtain the general behaviour
of the items. However, it might have been challenging to train a classifier
model as the items (players) did not have predefined classes based on
their behaviour over time. To overcome the lack of the label for items we
proposed a method for optimising rule-based temporal classification.
3.2 Formalising the Problem
Consider a Temporal Data (TD) set which consists of T time points and
each time point has records for properties of N items. The main aim of
this study is to find a function which produces a scalar measure M which
can quantify the amount of change that occurs on the items between any
two time points. The aim can be represented in this simple equation M =
δ(TD[i], TD[j]) when i, j are integer numbers representing the time point
order in the data set and TD[i], TD[j] are static data records for items in a
specific time period.
Items can be any object which has recorded properties over time. As
defined by Rafiei [86], time series is a sequence of data with a fixed time
intervals between them. According to this definition, each item in our
temporal data is a time series. Moreover, each item can have single or
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multiple recorded properties they can, therefore, be single dimensional
or multidimensional time series [87]. However, as the problem is to find
a measure of the items’ difference between two time points, it is better to
model the data around time points rather than items and consider each
time point as a snapshot of the specific time for items’ property records.
Figure 3.1 compares between these two different models of the data.
(a) Focusing on time series individuals in the data
(b) Focussing on the time points
Figure 3.1: Two different models focussing on temporal data. The first
one focuses on the individual time series items while the second focuses
on the time points and evaluates items according to their value in that
time point.
Before finding items’ behavioural difference between any two time points,
we had to find the categories for the behaviour of the items and how
to group items according to these categories. It is important to cate-
gorise these behaviours so that neither nuance changes nor the shift of
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all groups are considered as a change in behaviour. For example, if we
have two groups (poor and rich) of people’s behaviour regards annual
expenditure a slight change in the expenditure can not be considered as a
significant change of behaviour, one that changes its status from poor to
rich or vice versa. Moreover, a change of expenditure for the entire cate-
gories’ might not be an indication of the change of behaviour. Instead, it
may be due to inflation.
Another issue which could affect how to measure differences between
time points in a data set with multiple time points (more than two time
points) is what to consider as a normal reference behaviour of the item.
By normal behaviour, we mean the general behaviour throughout in their
data set. The first data point or any particular data points might not be
a representative behaviour of an item. Therefore, this problem has also
been addressed using different approaches in the study.
3.3 Measuring Changes Over Time
As we mentioned in chapter two, the available methods for measuring
changes over time focus on the overall changes in the clusters, agglomer-
ation or the concentration of the of the data. These methods overlook the
changes of the individual elements inside these clusters. In this section,
we try to provide a method to quantify the magnitude of changes which
reflect the change of items in a population. This is important to see the
changes over time for individuals and the effect of an experiment. For
example to measure the effectiveness of a new medicine or new teaching
method can be quantified by measuring the change which individuals
undergo in that process. In our case, it is required to measure the strat-
egy change of players in public goods games which reflects the learning
process that any player might undergo.
Measuring behaviour differences of items between time points requires
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three steps: The first step is to address time points, the second step is
grouping similar behaviour and the last step is to find and measure the
amount of differences between these time points. These steps will be
addressed in the following paragraphs, and will be implemented and
tested on the data in the next chapter.
The temporal data has to be split into separate time points. If the tempo-
ral data has discrete records of time, then each timestamp can represent
a single time point. If the data set has continuous timestamps, then it
might be converted to discrete using fixed intervals of time windows as
used by many studies like [52]. It might be preferable that the time points
have similar intervals between them so that the behavioural change mea-
sure M can represent the difference between any two time points in the
same data set uniformly. Moreover, the items in each times point have to
appear exactly once. This means if the items appear more than once in
each time point an average value can be evaluated for the window. As
an illustration consider t ∈ T and the time intervals between [t-1, t] and
[t, t+1] are equal which makes m1 = δ(t− 1, t) and m2 = δ(t, t+1), so m1
and m2 can represent the two defined time intervals uniformly.
The second step is grouping similar behaviours of the items in the data
so that we can identify each items’ category of behaviour at every par-
ticular time points. As defined by Estivill-Castro [88] clustering is the
task of finding groups of more homogenous (similar)members in a het-
erogeneous group of objects. Each time point is, thus, clustered using
one of the clustering methods to find similarly behaving groups at each
time point. The clustering algorithms used in the process of measuring
the difference between time points in this study are K–means, PAM, and
hierarchical clustering. Please refer to the previous chapter for the defi-
nitions and properties of these clustering methods.
Clustering items in each time point eliminate both the problems intro-
duced in the previous section, namely potential minor changes in be-
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haviour and the shift of all items in the same group. These problems are
solved by clustering each time point separately without being influenced
by other time points. Clustering will ensure that any values attributed
by minor changes in items do not affect their membership in the group,
and clustering each time point’s data independently ensures that the en-
tire movement of a group will not affect the measures of items’ behaviour
change. Please see Figure 3.2 for further illustration.
(a) Original data set (b) Small behaviour changes
(c) Entier group shift
Figure 3.2: Three figures illustrating the small changes and the entire
cluster move between two time points
The last step is to find the number of items which have changed their
behaviour significantly so that they can be counted as they are in other
groups or using the percentage of items’ behaviour change. This means
finding the δ function as described in the previous section. It is also pos-
sible to use AUC of ROC to find the difference between items’ clusters
in any two consequent time points by using cluster labels of t and t+1
instead of true class labels and predicted classes by a classification model
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as inputs to the AUC function so that it finds the difference between these
two time points.
However, straightforward counting of items in clusters or using cluster-
ing labels as classes of the items might not be possible as it is hard to
find one to one matching between clusters in consequent time points as
described by Gunnemann et al. [89] and Xu et al. [90]. Therefore, we
use external cluster validity indices to compare between clusters of two
time points and we replace the external labels with t cluster labels and
guessed clusters by a clustering algorithm with t+1 cluster labels. This
method can present a scalar measure as an indication of how much dif-
ference there exists between any two time points.
Multiple tests are implemented in Chapter four to check that this method
can reflect the change in items’ behaviour which is happening to the clus-
ters (same behaviour grope). The tests include multiple external cluster-
ing indices as well as finding cluster pairs across time points so that other
techniques like AUC can be tested. However to solve the problem of be-
haviour reference for the items as described in the previous section a new
classification method is proposed. This will be elaborated on in the next
section, and the detailed implementation of it in Chapter five.
3.4 Temporal Rule-Based Classification
This section describes and explains the methodology for implementing
the proposed rule-based temporal classification. As it has become obvi-
ous by now, this method targets temporal data with univariate or multi-
variate attributes. However, as stipulated by economists, the experts of
public goods game, the rules should be presented in a simplified way, one
human agents can understand. This provides simplicity and clarity with
regards the rules for classification, and are expressed by using aggregated
attributes which are derived from the temporal attributes. However, the
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final rules are formulated by considering of the temporal origin of these
aggregated attributes.
Figure 3.3: The flowchart of the proposed rule-based temporal classifica-
tion
To achieve the conflicting goals of simplicity and consideration of the
temporal attributes the classification process is divided into two main
steps; rule generation and rule optimisation (as shown in the Figure 3.3).
In the first step, rules are expressed using aggregated attributes of items
with ranges of [min, max] values for each rule. In the second step, this
range is optimised using temporal attributes to find the best cut in the
provided range and select a single value for the rule.
This method might be both more effective and flexible than using ag-
gregated attributes alone to classify items as it provides the flexibility to
optimise rules in various ways: First, the aggregated attributes can be
driven and optimised from different sets of items’ temporal attributes.
Second, it provides a way to include multiple inconsistent or overlap-
ping ideas of experts on boundaries of classes, and by optimising these
rules, the best possible classifier will be produced. This data set might
be beneficial for cases when the items have both temporal and static data
like expenditure behaviour (temporal) and career specialisation. Starting
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with a flexible model of rule-based classification and then determining
the cut with an optimisation process might solve the problem of over-
fitting. This is because there is no requirement for the new data in the
data set to follow the final cut of the old data, and the optimizer might
generate slightly different values for final rules.
3.4.1 Generating Initial Rules
Providing flexible rules for class boundaries is the first step of the tempo-
ral rule-based classification. To obtain these initial rules, this classifica-
tion mainly relies on the experts of the field of knowledge for the data set
and the intended items to be classified to obtain. As mentioned, the rules
should be easy to read and interpret by human experts so that the pro-
vided rules are classifying temporal data sets on the basis of aggregated
functions for each time series. However, the final result will also depend
on the time dimension of the items.
There are numerous ways of using experts’ knowledge to create classes
boundaries to classify items. The most accessible method is to use their
definition for the classes to create the rules for them. However, the def-
initions might not exist or can not be applied directly to the data. The
second method involves asking their opinion on the rules of each class
for the existing data. Experts’ opinion can be developed interactively in
multiple stages by creating profiles for items and viewing the results of
previous rules that they have provided. Items’ profiles illustrate their
properties in a way that experts can create their opinion about the rules
for the underlying data set.
To provide simple rules for classes so that they can be used by human
agents to form definitions from them, complex temporal attributes have
to be aggregated using one of the available functions such as the mini-
mum value, maximum value, mean, mode, median and standard devia-
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tion. Each time series of the temporal data (items’ specific data) can be ag-
gregated using one or more of the aggregation functions so that sufficient
quality and quantity of attributes are created to meet the requirements of
the rules.
By flexible rules, we mean that each rule (or condition) has a range of
candidate values which might fit it. The general form of the rule can be
written asAttribute {OP}V alue. TheAttribute can be any static property
of the items either derived from a temporal attribute of the items using
an aggregation function or other static values which are in the data set
recorded separately from any temporal attribute. The V alue is a vector
which contains all possible cuts between two classes. It can be expressed
as [min, max] pairs to represent the beginning and the end of the range of
the cut between two classes in its dimension. The {OP} can be any of the
comparison operators like {6,>, <,>,= and 6=}. The classes might have
multiple conditions which represent the boundaries of the class. These
conditions can be combined using logical and//or operators. Figure 3.4
shows an illustration for ranges of values created by using flexible rules
for two attributes to split items into different classes.
The range value [min, max] of two neighbouring classes for the same at-
tribute might overlap due to the differences in experts’ opinions about
each class limits or from slightly different definitions for each class. To
prevent an item possibly falling into two classes at the same time due to
the overlapping problem, the classes have to be prioritised. This means
when an item fulfils the condition of the higher priority class, there is
no need to check for lower priority classes. This might be done using
a nested if-else statements. Moreover, the lowest priority class might
be without any condition because if an item does not fall into any class
category, they might be in the last one. However, if conditions are not
used for the least priority class, a careful design for higher priority classes
should be undertaken to prevent ambiguity or it might be better to con-
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Figure 3.4: An illustration of the ranges which splits between neighbor-
ing classes. These ranges will be changed into crisp lines after optimisa-
tion process
sider a non-exclusive label for the last class like others or not-determined.
The next step focuses on changing the ranges of values of rules into single
values by using temporal attributes of the items.
3.4.2 Optimising Initial Rules
The result of the first step of temporal rule-based classification is creating
generalized rules with indeterminate boundaries of classes for classifying
items. In the second stage, the boundaries of classes will be converted
from vector ranges of values to scalers with a single value. Figures 3.4
and 3.5 should be compared to provide an illustration of the task for this
step of classification. To link temporal features of the items and their cor-
responding non-temporal aggregate attributes, which are generated to
create rules for classification, this stage will use temporal data to decide
on choosing a scalar among the provided range of values.
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Figure 3.5: An illustration for the boundaries of classes and how the
ranges are converted into line separators.
For each provided vector in the rules, this step finds the best scalar to
divide adjacent classes. The point is considered as the best dividing point
when it produces the most compacted classes of items at every time point
using the temporal features to measure the distance between items. This
process can be accomplished by iterating through all possibilities of the
value ranges for the rule-based classifiers, as implemented in chapter five
or using a heuristic search algorithm as implemented in chapter six using
Differential Evolution. See algorithm 3.1 for the brute force method to
determine the best classifier.
The classification step uses provided rules with a single value for each
range of the values. If the value ranges are continuous, they should be
discretised into acceptable discrete values. Selecting the acceptable dis-
cretisation intervals is a specific area and underlying data which can be
decided by consulting area specific experts. By iterating though all val-
ues, the classifier tries values to classify underlying data labels items ac-
cordingly and sends them to the next step to be evaluated.
The evaluation step uses item labels provided by the classifier of the pre-
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Algorithm 3.1: Using brute force to optimize rule ranges
Data: Temporal data and aggregated attributes to represent
classification rules
Data: R= set of classification rules which includes discrete value rages
Data: minCost = Inf
1 foreach r in R do
2 c = classify(PG, r);
3 cost = calculateCost(c);
4 if cost ¡ minCost then
5 minCost = cost;
6 bestClassifier = r;
7 end
8 end
9 print bestClassifier;
10 Function calculateCost (C)
11 foreach t in Periods do
12 foreach c in Classes do
13 costs.append(CM(ct ) * count(c));
14 end
15 end
vious step and uses temporal attributes to evaluate compactness of the
classes in each time point. The compactness of classes can be calculated
using different criteria, such as standard deviation, internal clustering in-
dices or measures of distance. To calculate a measure for compactness,
we created a weight function to be used as a cost function for evaluating
the goodness of every classifier, and then returned the best classifier as a
final result for the optimisation process. After this process, the items can
be classified by the best rule-based classifier values.
For a generalised optimisation process, it can be assumed that experts’
definitions and consultations produce N classes for items have to be clas-
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sified using aggregated attributes of temporal data, producing D of pos-
sible classifiers of rule-based classification for different ranges of values
for each class. Our task is to select the best classifier among a set S of
size D classifiers, hence reducing each provided separator range between
neighbouring classes into a single line of separation, using the temporal
attributes of T time points. A cost function for each C ∈ S can be pro-
duced using any Compact Measure (CM) that measures the goodness of
classes in each time point. The can be defined as:
f(C) =
T∑
t=1
N∑
n=1
CM(ctn)× |cn|
where |cn| is number of items in each class to prevent creating single big
classes. The classifier with the smallest f(C) value can be considered as
the best classifier among S.
Evolutionary Algorithms
In nature, evolution consists of two steps, selection and random varia-
tion. A population of individuals living in an environment do not have
the exact same traits. Some of these traits might be more advantageous
and fit better for that specific environment. These individuals have more
chance of surviving and producing offspring while others will die out.
This fitness for the experiment is the natural selection. The surviving in-
dividuals will carry their traits through to the next offspring of the popu-
lation though DNAs. However, the offspring of the surveyed individuals
might not have the exact DNAs as their parents because the operation of
replicating DNAs consists of randomly crossing both parents’ DNAs. The
operation itself might result in some errors which might lead to new mu-
tations. This operation of creating new traits through random crossovers
and mutations is called random variation which might be more beneficial
(best fitting) for the environment [91].
Evolutionary Algorithms are inspired by the natural evolution in biol-
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ogy. Given that, they comprise the same steps as their natural counter-
feits. There are many flavours of the algorithm with slightly different im-
plementations. However, all of them have the same basic components as
shown in shown in Figure 3.6, this figure represents the general flowchart
for evolutionary algorithms [9].
Figure 3.6: General operations of evolutionary algorithms. From Eiben et
al. [9].
In their book [9] Eiben and Smith listed the components of evolutionary
algorithms as follows:
• Representation: Is the operation of mapping the real world into the
Evolutionary Algorithm world. This process consists of translating
phenotypes into genotypes which are typically accomplished by the
domain experts.
• Fitness Function: Also known as evaluation function, this function
assigns a quality measure for each genotype helping the process of
selecting the desired behaviours from the population. Hence this
function acts as the environment for a population which favours
certain phenotypes according to their genotype. The most fitted
behaviours or phenotypes represent the solution for the underlying
optimisation problem of the evolutionary algorithm.
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• Population: The population consists of individuals carrying dif-
ferent genotypes. These genotypes represent a possible solution for
the issue of optimisation. In most evolutionary algorithms, the pop-
ulation size remains constant, which means that after producing a
number of the new generation, the same amount of the individuals
will be eliminated for the next phase of the population.
• Parent Selection: Is a mechanism of selecting individuals to un-
dergo the operation of generating a new individual (child). This
process is statistical; this means, the individuals of a higher qual-
ity will be selected at a higher rate than low-quality individuals.
Nevertheless, the low-quality individuals also have a high chance
of being selected, so that the search does not become greedy and
stuck in a local optimum.
• Variation: Variation consists of two different operations; recombi-
nation and mutation:
– Mutation: Is a stochastic process which changes some values
of the selected children’s’ genotype to mimic the natural muta-
tion. This process might produce individuals with better char-
acteristics than the available population and helps to avoid lo-
cal optima [92].
– Recombination: Also called crossover, it is a process of creat-
ing the genotypes of new offspring using random parts of the
selected parents’ genotypes.
• Survivor: Also called replacement, this is the process of selecting
some new offsprings to survive and pass their genotypes to the next
generation. This process, with parent selection is responsible for
keeping the population size constant.
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Differential Evolution
Differential Evolution is introduced by Storn et al. [93] as a type of evolu-
tionary algorithms. As described by Storn et al. [93], this method can op-
timise nonlinear, none-differentiable continuous and multidimensional
space function.
The obvious difference between differential evolution and other evolu-
tionary algorithms like genetic algorithms is it can operate on real num-
bers rather than integers. Furthermore, differential evolution employs
the components of evolutionary algorithms in a different way as described
below [93]:
• Initialisation: The initial population must cover the entire search
space. This can be accomplished by randomly assigning values for
the individuals. The random values have to be in the range of the
minimum and maximum values of the search space.
• Mutation: Mutation is accomplished by creating a mutant vector
from individuals of the population. This is called target vector. The
mutant vector is a result of a target vector and the difference of two
vectors which might be chosen randomly or from the best quality
individuals.
• Crossover: Is the operation of copying a fraction of the mutant vec-
tor to its corresponding target vector. This ratio of the copy is con-
stant and can be controlled by the end user. If the values of the
resulting individual exceed the range of the search space, this indi-
vidual will be reinitialized.
• Selection: In this stage, the fitness value of the target vector and
resulted vector will be compared. The best fitted vector will survive
and the other one will be eliminated.
In chapter six of this study, we will use Differential Evolution with the
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proposed classification method to optimise a classifier from a pool of clas-
sifiers provided by domain experts. The reason behind choosing differ-
ential evolution for optimising the proposed classification method is its
characteristics as described by Stor et al. [93]. It has been successfully
implemented with multiple data mining methods as listed by Das et al.
[94]. Furthermore, Tusar et al. [95] proved that for most cases differen-
tial evolution is more efficient and effective than other genetic algorithms
that use multiple benchmarks.
3.5 Statistical Measures and Tests
In this thesis, multiple statistical measures and tests are used for different
reasons such as measuring the spread of a variable or finding similari-
ties between resulting samples. In the following subsection, we briefly
introduce some of these statistical tools. They are used across multiple
chapters of the thesis. Other statistical measures, when used, will be in-
troduced in their respective chapters.
3.5.1 Variance and Standard Deviation
Variance measures the spread of random variables around their mean.
It uses the sum of squared difference between readings and the mean to
calculate the amount of spread [96]. For the random variable X which
consists of N readings and its average is X its variance (σ2) will be:
σ2 =
∑
(X −X)2
N − 1
Standard deviation (StDev) measures spread of variables as it is calcu-
lated as a square root of variance σ2. It is denoted as σ. In this thesis, we
refer to standard deviation as StDev. To calculate the standard deviation
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[96]:
σ =
√
σ2 =
√∑
(X −X)2
N − 1
3.5.2 Interquartile Range
Interquartile Range (IQR), also known as H-spread, is the range of the
middle half of a random variable. For a ranked variable, the total range
of the data is divided into four quarters that is Q1, Q2, Q3 and Q4. Each
quartile consists of 25% of the readings. The Interquartile Range can be
calculated as IQR = Q3 − Q3 [97]. This range can be considered as an-
other measure of spread. However this IQR ignores the outliers and ex-
treme readings of the variable.
Quartiles can be graphically represented as boxplots. Normally a box-
plot has a vertical line representing the range of values of the readings in
the variable with horizontal lines cutting through the main vertical line
showing the range of each quartile. The second and third quartile are
placed in a box demonstrating the IQR of the variable as shown in Figure
3.7.
Figure 3.7: An illustration of different parts of a boxplot showing quar-
tiles and their interquartile range. From Kirkman [10]
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3.5.3 Wilcoxon Test
The Wilcoxon ranked test is a statistical method to test the null hypothesis
of median equality between two paired variables [98]That is, the same
sample has been used for two different experiments, in contrast to the
t-test, this test does not assume normality of distribution for data which,
thus, makes it a non-parametric test. However, it assumes that data is
symmetric around median [98].
3.5.4 Friedman Test
The Friedman Test is a statistical non-parametric ranked test which can
treat multiple dependent samples sets [97]. The null hypothesis of the
Friedman Test is that there is no difference between variables. The null
hypothesis can not be rejected if the result of the treated testes is higher
than the pre-appointed significance value [99]. Non-parametric means
that this test does not assume normality in the sample (that is, the condi-
tion of using this test is the data require a normal distribution around the
mean) [97].
This study uses the Friedman test to find the significance of the differ-
ences between the results of the proposed methods, and other available
methods of classification and measuring changes over time. Given the
characteristics of the Friedman test, multiple samples can be compared
without assuming normality. Moreover, this test is used in data mining
and data analysis to compare the results of different algorithms of classi-
fication [100] and methods of concept drift [101].
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3.6 Used Data Sets in This Study
In this study, four data sets are used for different purposes. A synthetic
data is used to evaluate the fitness of the external clustering validity to
measure the differences in the data. Two data sets of the public goods
game are used to measure the players’ behaviour change over time and
classify them using the proposed method. The final data set is that of a
stock market, which is used to test whether the proposed methods can be
generalised to other cases or not.
3.6.1 Creating a Synthetic Data
To check the validity of our method for quantifying behaviour changes of
items over time, we create a simple 2D data set. These items are agglom-
erated to form four distinct clusters with their centres separated around
the origin (0, 0) point. The original data set is mutated to create the next
time point and to simulate the behaviour change of items.
We used the mlbench.2dnormals method of package mlbench of R lan-
guage which is developed by F. Leisch and E. Dimitriadou [102] to create
the original data set1. The data set contains 500 (x, y) items (points) sep-
arated randomly among four clusters. Each cluster’s centre is placed on
a circle with a radius equal to 6, and its centre is point of origin (0, 0).
Items inside each cluster have a Gaussian distribution and spread from
its centre with 1.5 of standard deviation. Please refer to Figure 3.8(a) to
see the produced data set and its items distribution among clusters.
To create the effect of time passing and items behaviour change, the set is
mutated to create the next time point. By repeating the mutation process
on the previously mutated data set, multiple time points are created (for
our tests, 20 time points are created). For the data set DS for time t, D(t+1)
1The R code for creating this synthetic data set is available at https://goo.gl/8DBuII
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(a) First time point (b) Middle time point (c) Last time point
Figure 3.8: Three time points (first, middle and last) from the overall cre-
ated 20 time points. The first time point which contains 500 items sepa-
rated into four clusters is the original data set other time points are cre-
ated by mutating (jumping) items of four clusters from one cluster into
another.
= D(t)’ where D(t)’ is the mutated version of D(t).
Two methods are used to mutate the data and generate the next time
point. First, by changing the x and/or y coordinates sign value from
positive to negative or vice versa of a randomly selected number of items.
This change of sign make items jump from one cluster into another. The
first change of data can be considered as a big change, which leads items
to change their behaviour significantly. The second kind of change is
introduced to all items in the data set by slightly changing their x and
y values so that they will jiggle from their position without leaving the
cluster. The amount of jiggle depends on the x and y values of the item as
each item will be displaced with a random value range from 1% to 2% of
its original value. Please refer to Figure 3.8(b) and 3.8(c) for the mutated
data sets which represent the middle and last time points for the temporal
data set.
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3.6.2 Public Goods Games Data
There are many variations and set-ups for the public goods game exper-
iment (cite), However, the data which has been used in this study is col-
lected through experiments conducted by Fischbacher et al. [11]. Their
experiment for public goods game consists of two sub-experiments; P-
Experiment and C-Experiment, both of which every participant (player)
has to accomplish. In the following sections, we will explain how these
two sub-experiments are conducted, and then describe the collected data
which will be used in later chapters.
Game Set-up
Prior to each sub-experiment of P-experiment and C-Experiment, experi-
menters explain the rules of the game for the participants so that they un-
derstand the rules, and how their decision will affect their result and the
number of points available. Participants should answer a number of con-
trol questions correctly to demonstrate their comprehension of the game.
Experimenters make every effort to ensure that the players are paying
attention and playing thoughtfully by rewarding them extra points for
correct guesses and well-thought out decisions during the game.
In P-experiment, four players start the game with 20 points each in their
private account and they can contribute any amount they deem necessary
to a project which represents public good. The amount which they do not
contribute in the project will be kept only for the players themselves. The
collected amount from the project will be distributed among all players
regardless of their contribution to the project. The amount of points each
player can accrue from the project is determined by this equation:
PlayerShareFromProject = TotalAmountOfAllP layersContribution∗0.4
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So that each players total point after the game will be:
Player′sPoints = (20−ContributionInTheProject)+PlayerShareFromProject
In P-Experiment, players are asked to make two kind of contribution;
conditional and unconditional. In conditional contribution, players are
asked to decide what amount of points they wish to contribute in re-
sponse to the rounded average of other players’ contributions. This con-
tribution will be filled out by the player in a form called the contribution
table as shown in Figure 3.9. The unconditional contribution players will
input the amount of contributions which they require in a single field
without any conditions. Please see Figure 3.10 for unconditional contri-
bution.
Figure 3.9: P-experiment’s unconditional contributions user interface.
which the user can enter their amount of contribution. From Fischbacher
et al. [11]
For each player, only one of the two contributions will be selected by the
computer as their final contribution to the project. One of the four play-
ers’ conditional contribution will be randomly chosen to be used as their
final contribution. while for the other three players their unconditional
contribution will be used. This random selection of players’ contributions
is one of the mechanisms that experimenters have used to make sure that
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Figure 3.10: P-experiment Contribution table user interface in which the
user can enter their contribution for all possible conditions. From Fis-
chbacher et al. [11]
players are thinking thoroughly about their decision for the contribution
to the project.
When the P-experiment is completed, players start C-experiment. C-
experiment is similar to a repeated sequence of unconditional contribu-
tion except
this time the player, in addition to their own contribution, will be asked to
guess other players’ rounded average of contribution. After each round
of the game, players will be notified of their total points in that particu-
lar game. The sequence length of the games can vary from one experi-
ment to another. In this study, we will use data sets with 10 and 27 series
of rounds of the game. In each round, four different random players
will play the game so that players can not predict others’ contributions
in advance. Players will gain extra points if they make correct guesses
about other players’ rounded contributions. They will, therefore, not fill
in the boxes randomly. Please refer to Figure 3.11 for the interface of C-
experiment.
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Figure 3.11: C-experiment user interface has two fields. One for the
amount of players own contribution and the other for guessing other
players rounded average contribution. From Fischbacher et al. [11]
Data Set Attributes
To measure and classify the behaviour of players in public goods games,
this study used two different data sets. These experiments are conducted
on different samples of players, so the first data set has 140 players and
the second data set 128 players. These data sets have the same attributes
and follow exactly the same experiment procedures, except for the P-
experiment length, as the first one consists of 10 rounds while the other
has 27 rounds.
Due to the limitations in space and equipment, all players in these exper-
iments did not play at the same time. Instead they were distributed into
multiple sessions. However, each session consisted of sufficient number
of players meaning that the random selection of each four players play-
ing with each other is unbiased. The behaviour of each player will not
be affected by the session which they are in, as they are experiencing the
game for for the first time and develop their understanding of the dif-
ferent strategies during P-experiment. Therefore, we are able to consider
that the experiment has been conducted in one big session with all play-
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ers playing the rounds of the P-experiment at the same time. This means
for the first data set, we consider that all 140 players have played the first
round of P-experiment at the same time.
The attributes of the data sets can be divided into two types the tempo-
ral and non-temporal attributes. The temporal attributes are generated
in the P-experiment as it contains multiple rounds and non-temporal at-
tributes are generated in C-experiment. The following is the list of all the
attributes of the data sets. Please notice that the temporal attributes are
underlined:
• Idtyp: labels for players categories assigned by experts. The cat-
egories are: conditional contributors = 1, free riders = 2, triangle
contributors = 3, and others = 4. These categories are generated
depending entirely on the b0-b20 attributes. Figure 3.12 shows the
average contribution behaviour of players in each category. Please
refer to the previous chapter for the detailed description of these
categories.
• Idsubj: a unique identifier for each player during both C and P
experiments.
• b0-b20: twenty one attributes representing the contribution table
for each player as their response in C-experiment to every possible
rounded average of other players’ contribution.
• u: the unconditional contribution of the player for C-experiment
during the actual game.
• Predictedcontribution: Players’ prediction about other co-players
rounded average of contribution to the project.
• Period: the session number for P-experiment. As P-experiment for
each player consists of multiple rounds, each players’ playing times
are recorded to keep track of the number of games played.
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• Contribution: players’ actual contribution to the project in each
round of the P-experiment.
• Belief: players’ beliefs about other players average contribution in
each session.
• Otherscontrib: Other co-players’ rounded average contribution.
Figure 3.12: Four type of players average own contribution according to
co-players average contribution
Preliminary Behaviour Analysis of the Players
As mentioned before, experts use C-experiment data to classify players’
strategies. However, we are using the P-experiment data to classify play-
ers’ behaviour over time and measure their overall change in contribu-
tion. So before starting the analysis for classification, it is beneficial to
see the general trend of players’ behaviour over time and gain an overall
idea about them. Heat maps are used to identify the density of players’
contribution at each round of the game with regards their beliefs about
other co-players’ contribution. The heat map shows the percentage of
players who have the same contribution and belief. The more similar the
behaviour is of the players, the darker the box of that value becomes.
Figures 3.13, 3.14 and 3.15 represent players contribution-belief heat maps
generated for the first, mid and last rounds of the first data set. As can be
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noticed, the overall players’ contribution for the project and their belief of
co-players contribution drop significantly from the first to the last round.
However, it can also be noticed that the players contribution drops faster
than their belief as more dark boxes can be seen at the bottom of Fig-
ure 3.14. This indicates players are starting to contribute less than what
they believe the other players will contribute to the project to obtain more
points from the project than contributing in it.
Figure 3.13: Heat map for players contribution according to their belief
in round 1
3.6.3 Stock Market Data
We further tested the proposed classification and measuring methods us-
ing different data sets with similar required properties. The stock market
data set was chosen as it contains elements (stock) in a temporal data
with varying behaviour (prices). One advantage of the stock market data
set is that we can select a larger set of unique items to be classified and
longer time points to observe their behaviour change. This might be a
good way to test the proposed methods to their full extent. However,
the downside of the collected stock market data is that there are no pre-
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Figure 3.14: Heat map for players contribution according to their belief
in round 5
Figure 3.15: Heat map for players contribution according to their belief
in round 10
classified labels for the items in the data to be able to compare with in our
findings. Therefore, we should rely on some other measures to evaluate
our results.
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Figure 3.16: Selected heat maps for players contribution according to
their belief in rounds 1, 5, 10, 15, 20 and 25 in the 27 rounds data set
Data Harvesting
For this study, we have selected Standard and Poors 500 (S&P 500) stock
market to run our tests as they contain a sufficient amount of items at
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each time point (502 items [103]). In addition, it is publicly listed and this
enables us to harvest long periods of their data freely. S&P 500, or histor-
ically known as Composite Index [104] is designed to represent the large
cap for domestic companies in United States [105]. This index comprises
very diverse stocks which can be considered as a better representation of
the U.S. market than Dow Jones . The large cap, in this context, refers to
companies with more than 10 billion dollars worth of stocks [106].
We used the available symbols for the companies listed in S&P 500 in-
dex from cobe website as it is specialised in market analysis. Symbol (or
ticker) is a standard representation for a company in the stock market.
We have used the list of S&P 500 symbols to download historic data of
the companies from Yahoo Finance website using an R script 2.
A sample data for all companies listed in S&P 500’s index from 1-1-2015
to 1-7-2015, which represents a half year, are collected from the Yahoo
finance website. The number of time points which are collected for this
time period is 125 days, and the attributes for the collected data are:
• Date: The date of the stock price. Each date can be considered as a
time point and converted to a sequence of integer numbers.
• Symbol: The standard symbol which identifies companies’ stocks.
• Open: The price of the stock at the opening time for that date.
• High: The highest price that the stock reached on that date.
• Low: The lowest price that the stock hit at that date.
• Close: The price of the stock at the close time of stock market at that
date.
• Volume: The number of shares which are traded at that date.
• Adj.Close: The closing price of each stock might be amended to
2The Symbols list, R script for fetching the data and manipulating it, and a sample of
the data are available at https://goo.gl/U0STqJ
82
CHAPTER 3. METHODOLOGY
that date because of one of multiple reasons that might affect the
price such as Stock Splits, dividends and Rights Offerings [107].
Data Preprocessing
The harvested data should be cleaned and pre-processed before using it
to test the proposed methods. The unknown fields should be handled
properly so that they do not subsequently affect the algorithms. The un-
known fields are not the only problem as the stock price values from one
company to another varies significantly. As this may affect the classifica-
tion process, they should be normalised. Moreover, for the sake of sim-
plifying the classification rules later, it is advisable to convert normalized
data into integers. Table 3.1 shows a sample of the data with its headers
after the pre-processing stage.
Date Open High Low Close Vol Adj.Cls Symbol
1 587 567 489 482 73 473 A
2 440 406 367 351 137 344 A
3 352 322 243 243 141 239 A
4 303 282 292 333 300 327 A
5 426 504 454 539 146 529 A
6 556 508 474 487 87 479 A
7 489 455 412 404 227 397 A
Table 3.1: A sample of the S&P 500 data set after cleaning and manipula-
tion.
A small number of the companies does not have the complete list of val-
ues for the specified date range on the Yahoo Finance website. As the
proposed algorithm, cannot handle unknown data, they have to be han-
dled prior to their use in the algorithms. One solution could be removing
them from the data series so that we have different lengths of data series.
However, this is not an option because we cannot properly study their
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behaviour for the full length. The second solution might be filling them
with the average price from the available days prices. However, this will
not reflect the proper behaviour of the stock. Therefore, we decided to re-
move these companies from the list as there is a limited number of them.
The remaining symbols (companies) in the final list after removal is 497
companies.
We have converted dates into integers of absolute time points as the exact
dates are irrelevant. Not all dates exist as there are stock prices only for
working days in the week, and the proposed classification and analysis
are concerned with the flow of consequent time points. Thus, the dates
are ordered and each corresponding date is converted to an integer from
1 to 125. In this way, we preserve the correct sequence of the time points
and simplify dates to a series of integers.
As the share price for companies varies, the effect of the same change
in the price might have impacts on them. To eliminate the effect of this
difference in share price, the data is normalised. The variables of each
share price are normalized separately so that they scale from 0 to 1. For
any variable (Close price, Open price, etc.) of share price x the equation
of normalisation is used.
x′ =
⌊
x−min(x)
max(x)−min(x) × 1000
⌋
(3.1)
The normalisation results for the shares are real numbers. To convert
these numbers into integer numbers without losing their precision, each
value is multiplied by 1000 and then its floor value is computed. As
mentioned beforehand, converting price values to integer simplifies their
analysis and classification rules. Moreover, by using integer values, we
can compare the performance of the proposed algorithms between all
available data sets.
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3.7 Testing Environment
The machine used for carrying out the tests is a ThinkPad laptop with
these properties:
• Processor: Intel(R) Core(TM) i3-4000M CPU @ 2.40 GHz 2.40 GHz
• RAM: 8 GB
• System type: 64 bit Windows OS
• Storge: 100 GB of SSD
We used R language version 3.2.4 with IDE software RStudio V 0.99.893.
The packages utilised for the R language is listed in Table 3.2.
We also used Java programming JRE8update92, JDK1.8.092with Eclipse
”Marse.2” IDE Version 4.5.2 to compare our results of measuring items
behaviour change over time points with MONIC [52] results.
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package version authors Usage
clv 0.3.2.1 Nieweglowski [108] For validating clusters. Specially
internal and external validity inde-
ces methods
DEoptim 2.2.3 Ardia et al [109] For differential evolution optimisa-
tion
dplyr 0.4.3 Wickham et al [110] For data manipulation
dtw 1.18.1 Giorgino [111] For dynamic time wrapping algo-
rithm
gplots 3.0.1 Warnes et al [112] To create Heat maps
Hmisc 3.17.4 Harrell JR [113]
mcclust 1.0 Fritsch [114] For multiple clustering algorithms
mlbench 2.1.1 Leisch [102] To generate data for tests
pROC 1.8 Robin et al [115] For classification evaluation spe-
cially AUC or ROC
stargazer 5.2 Hlavac [116] To create latex tables directly from
R results
Table 3.2: The R packages which are used in this study
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Chapter 4
Measuring Items’ Behavioural
Change
4.1 Introduction
This chapter addresses the research questions raised in chapter one re-
garding the use of clustering and cluster validity indices as a method to
measure items behaviour through multiple time points. The questions
and hypothesis will be tested using the methods mentioned in Chapter
three Section 3.3 and related to items’ behaviour measurement in tempo-
ral data.
The Hypothesis 1 in chapter one indicates that the result of quantifying
the behavioural change will not be affected by using various clustering
algorithms as long as all time points are clustered using the same algo-
rithm. To test this hypothesis, we use multiple clustering algorithms like
k–means, c–means, PAM and hierarchical clustering in this chapter to
cluster the temporal data. Each clustering algorithm is used to cluster
all time points of the temporal data set separately from each other and
without the effect of the time attribute.
Hypothesis 2 indicates that different external cluster validity indices will
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produce similar results in measuring items’ behavioural change between
the various time points. To check the validity of this hypothesis, we used
different external cluster validity indices to measure changes between
any two time points. However, not all external cluster validity indices
might be suitable to be utilised for this task as we, later in this chap-
ter, will explain the essential characteristics of the measure which can be
used. Moreover, we have used Area Under the Curve AUC of ROC anal-
ysis to measure changes over time for comparison purposes with external
cluster validity indices.
This chapter also partially addresses the reference of behaviour for items
in temporal data (Hypothesis 3). Reference of behaviour can be defined
as a typical collective behaviour of elements of a temporal data set. Refer-
ence of behaviour can be used to compare other time point behaviours of
items. In this chapter, we will use and test two different Reference of be-
haviours for items. However, after we introduce the proposed temporal
classification method in the next chapter, we will use it to classify items
in the data sets and use these classes as a reference of behaviour for all
time points.
Three data sets are used in our tests one synthetic data set to check the
feasibility of using the proposed method as a measure of quantifying
change over time and two different public goods games PGG data sets
(as mentioned in chapter three, section 3.6.2). Moreover, this chapter par-
ticipates in the argument of the players’ strategy change during the PGG
rounds [117, 118] by presenting a quantifiable method to measure the
change in strategy by players.
Finally, the results are compared with the MONIC model as it developed
by Spiliopoulou et al. [52] to measure the cluster changes in the data
streams (Further details on the MONIC method are provided in chap-
ter two). The appropriate statistical analysis is presented to provide evi-
dence supporting or rejecting the hypotheses of the first chapter.
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4.2 Background
In economics, there is an interest in how players of public goods game
change their strategy during multiple rounds of the game and jump from
one strategy to another [119], such as changing from conditional cooper-
ator to free rider behaviour. This change can be seen as a drift from the
original label assigned to the players.
There are many methods for classification in machine learning, with the
existence of concept drift [120, 121, 122] and methods to detect it [123,
124]. Moreover, measuring changes in clusters for different time points
have been thoroughly studied in data analysis, especially for data streams
[56, 125, 126]. However, these methods aim to find overall patterns of
change in clusters’ location, size, merging, emerging and/or dissipating
rather than presenting a measure of how much change has occurred in
each cluster (that is, in which ratio items change their membership from
one cluster into another).
External cluster validity is primarily used to check the performance of
clustering algorithms by measuring the difference between ground truth
labels given to the items by experts and the group in which they have
been placed by a clustering algorithm [15]. This study uses external
cluster validity measures such as variation of information [127] VI and
area under the curve of the receiver operating characteristic AUC [32]
as scaler measures, to show the magnitude of items that jumped from
one cluster to another between two consequent time points. To accom-
plish this measurement the items should be clustered separately in ev-
ery time point. As the clustering is performed at a single time point,
which eliminates the time dimension for the collected data on items, any
traditional (non-temporal) clustering algorithm should theoretically be
sufficient. After clustering, an external clustering validity measure can
quantify the amount of changes between clusters at any two time points.
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4.3 Approach
As has been explained in the previous chapter, to be able to measure the
difference in behaviour of a population of items from their collected char-
acteristics in a temporal data, the items should be clustered in each time
point. Then their change in behaviour can be measured using cluster va-
lidity indices CVI or Aria Under the Curve AUC of ROC analysis. How-
ever, to implement the available methodology on a specific data, certain
decisions have to be made to ensure that appropriate treatments are ap-
plied to the underlying data. In the following sub-sections, the ratio-
nale and reasons for selecting data set attributes, choosing the number
of clusters, clustering algorithms and various cluster validity indices is
explained.
4.3.1 Preparing Data Sets for Clustering
Before starting with clustering, the temporal data sets have to be sepa-
rated by their time points. In this chapter, three data sets are used for the
tests. The first data set is the synthetic data set as mentioned in section
3.6.1. The second and third data sets are public goods game data sets
with different players and various length of time points.
The synthetic data set is straight forward as it has 20 time points. So, the
data will be split into 20 separate data sets with each subset representing
one time point. The subsets are labelled so that the order of consequent
subsets are preserved. The data has two temporal attributes in each sub-
data set representing x and y coordinates.
The first public goods game data set has 10 time points as presented by
the ”period” attribute so that it will be split into 10 subsets of data sets
with each containing 140 items as the number of players in this data set.
The second data set contains records of 27 rounds for 128 players so that
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this data set will be split into 27 subsets with each containing information
of 128 players at a particular time point (round of the game).
Both public goods game data sets have multiple static attributes and do
not contain any temporal information. These static attributes are Idsubj,
b0 to b20, u and Predictedcontribution. The temporal attributes are con-
tribution, belief and otherscontrib. However, the otherscontrib is not di-
rectly related to the players’ behaviour. Thus it is also not used in the
clusterings. The only two attributes used are players contribution and
belief of P-Experiment as these two attributes reflect the players learning
the process for the game and the change in their ideas and strategies as
the game progresses through rounds.
4.3.2 Choosing Clustering Algorithms
As each of the produced subsets of data represents one time point of the
temporal data set, each subset alone, therefore, does not carry any in-
formation about the time dimension. This means it is possible to use
non-temporal clustering algorithms to cluster items in each subset of the
temporal data sets.
Clustering algorithms can be categorised according to their method of
finding similarities between items in the data. These categories are parti-
tional, hierarchical, density-based, grid-based and fuzzy clustering [128].
However, the main clustering categories which we used are partition
based clustering, hierarchical clustering and fuzzy algorithms. For the
tests in this chapter, we used k–means and PAM as methods of parti-
tioning clustering, hierarchical clustering with Euclidean distance and c–
means as fuzzy clustering. As we aim to find similarities between items
according to their distance from each other, we, therefore, did not use
density-based and grid-based clustering methods. Please refer to chapter
two for further details on these clustering algorithms.
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To find similarities between items, clustering methods can use linear dis-
tance measures such as Euclidean distance or use non-linear kernels to
cluster complicated patterns in the data items. In the tests, we only used
linear distance-based clustering methods because the aim was to find the
similarity in behaviour based on the overall proximity of the attribute
values of items. For the same reason, we did not use density-based clus-
terings such as DBSCAN and grid-based clustering such as STING since
these methods do not depend on the mutual proximity of cluster items to
a centroid. This represents a behaviour category.
4.3.3 Choosing Number of Clusters
Most of the clustering algorithms require the number of clusters as an
apriori condition to cluster the underlying data. This might be a chal-
lenging task especially for the data sets as there are no known patterns
to start with [129]. Economists have classified players of public goods
game data sets used in this chapter into four classes [80]. However, as
explained in chapter three, these classes are dependent on the static at-
tributes of the data rather than temporal attributes.
Numerous methods exist to estimate the appropriate number of clusters
in the data [130, 131]. We used the elbow method [132] to determine
the number of clusters in the temporal attributes of the PGG data sets.
This method involves clustering the data set repeatedly with an incre-
mental number of clusters and then calculating the sum of square error
or variance of items within clusters. By plotting the produced values, an
appropriate number of clusters for the underlying data can be found.
We used the ten round game data set to find the number of clusters in
the temporal attributes of the public goods game data. The data is split
into ten subsets with each subset representing one time point. Each time
point is clustered repeatedly using k–means clustering, starting with 2
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clusters up to 15 clusters. The sum of square errors within each cluster
is calculated and plotted. The results in Figure 4.1 indicates that there is
no absolute number for clustering. However, four clusters might be an
accepted number of clusters for the data.
Figure 4.1: Using elbow method and calculating the sum of squared er-
rors within groups to find appropriate number of clusters for the public
goods game data in each time point.
We implemented an extra test to evaluate the group memberships of
players which are predicted by the clustering algorithm for cluster num-
bers from 2 to 15. Each of the previously clustering results was com-
pared with economists’ classifications using Rand external cluster valid-
ity. Please refer to chapter two for more information about Rand index
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for external cluster validity. Using the elbow method once again, the re-
sults indicate, as shown in Figure 4.2, which economists’ classes are ade-
quately represented by using four clusters. Moreover, using four clusters
is also beneficial for comparison reasons with the available classification
from economists.
Figure 4.2: Using rand index to find the best member ship matches be-
tween clusters and classes.
The synthetic data set is created with distinct four clusters, so its results
can be comparable with the results of the public goods game data sets.
94
CHAPTER 4. MEASURING ITEMS’ BEHAVIOURAL CHANGE
4.3.4 Choosing External Cluster Validity Indices
As explained in the methodology section of chapter three, we propose
using external cluster validity indices and area under the curve AUC to
measure the changes which might occur in the behaviour of the items
between multiple time points in a temporal data. Many external clus-
ter validity indices are available [133] to measure the validity of clusters
produced by clustering methods compared with the natural partitions
that exist. In chapter 17 of their book, Zaki et al. [2] categorised the ex-
ternal clustering validities into three types: matching based measures,
entropy-based measures and pairwise measures. For more information
on external cluster validity indices, please refer to chapter two.
As is the case for matching-based measures, external cluster validity in-
dices calculate the match of the clusters to the partitions. This means this
measure is not concerned about individual element differences between
clusters and partition. This category might, therefore, not be beneficial in
calculating the changes over time.
The second category of external cluster validity indices, entropy-based
measures, calculates the difference of entropy between clusters and ground
truth partitions. This method is not concerned about individual items in
the clusters and partitions. However, we used one measure of this cat-
egory, Variation of Information VI, because the entropy of the clusters
might be affected by the change of items within the clusters. We also
used VI for comparison purposes with other indices.
The last category, pairwise measures, measures cluster validity by com-
paring the produced clusters and original labels of items’ classes. As
this category calculates the validity using all elements of the data set, it
may, therefore, be the most appropriate category to calculate the items’
changes over time points. Three instances of pairwise measures are used
in this chapter: the Jaccard Coefficient, Rand Statistic and the Fowlkes-
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Mallows Measure. Please refer to chapter two for more details on each of
these measures.
Standard criteria for different external cluster validity indices must be
maintained so that the final result which quantifies the amount of change
in each time point reflects the actual change in the groups’ items regard-
less of the measure used. To ensure the measures are standard, they
should follow two rules (1) the scale of the measure should be between 0
and 1 (2) with 0 being the total change and 1 the perfect match between
any time point and reference of behaviour. However, not all measures
follow these rules. For example, in the selected measures the VI is not
bound to any scale, and zero is considered as a perfect match. Thus, the
results of this measure should be (1) scaled to the range of [0-1] (2) then
reversed, by subtracting the current time points’ result from the maxi-
mum change which can be obtained from the data set.
4.3.5 Using Internal Cluster Validity Indices
We have considered using internal cluster Validity Indices alongside ex-
ternal cluster validity indices. We tested multiple internal cluster validity
indices such as Davies Bouldin index [46], and Dunn index [37]. How-
ever, all internal cluster validity indices are designed to measure the va-
lidity of the clusters using an Items’ Agglomeration in the clusters and
distances among clusters. This means that the Internal cluster validity
indices can detect changes which are happening to the clusters in gen-
eral but not the individual changes in items. We, therefore, dismissed the
results produced by this method.
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4.3.6 Using Area Under the Curve
As explained by Fawcett [31], AUC calculates the area under the Receiver
Operating Characteristic ROC curve and is plotted as a relationship be-
tween true positive rate and false positive rate. As this criterion uses an
element-wise comparison to find the number of true positive and false
positives, this measure might be useful in calculating the changes be-
tween two time points. Originally, this measure was used to demonstrate
the quality of binary classification. However, a generalised method of
multiple classes is presented by Hand et al. [33]. Please refer to chapter
two for more details on AUC.
AUC is designed to measure how well a classifier performs in predicting
classes of elements compared with the true labels of the elements. This
means, unlike pairwise external cluster validity measures, before using
AUC to measure the change over time, the cluster labels of time points
should be matched. There are a number of methods to match clusters
[134, 15]. We have used these methods:
• Using the cluster centroids of n time point to be the suggested start
centroid for the n+1 time point. However, this method only works
with k–means and PAM, but it is not an option for hierarchical clus-
tering.
• Using distances between centroids of the produced clusters in both
time points as a reference for matching between clusters.
• Comparing the elements’ membership in clusters between these
two time points to find the matches between clusters.
4.3.7 Different Reference of Behaviours for Items
This study considers three different references of behaviours. However,
in this chapter, we will test two. They are 1) the first time point is used as a
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reference of behaviour for all other time points 2) The previous time point
is used to be the reference of behaviour for the current time point. In
the next chapter, a new classification method will be proposed to classify
items in temporal data sets. This classification will be used as a reference
of the items’ behaviour in chapter six.
Each of these different references of behaviour brings different meaning
and can be used in various ways. The first time point can be used as a
reference of behaviour to quantify the progress of change which happens
to the items in any later time points in the data set. An example of that is if
we want to quantify the change of behaviour of players in PGG from the
first round of the game to any round of the game. Using the previous time
point as a reference for the current time point means we aim to stepwise
measure changes in items’ behaviour between any time point. This can
be used to measure the stability of change over time. An example of
using this method is when we want to check the stability of changes that
can occur in player behaviour between time points. Items’ classes such
as reference of behaviour can be used to quantify items’ deviation from
their own generalised behaviour at any time point.
4.4 Testing the Proposed Method
We conducted this experiment to show that the proposed method can be
used for measuring changes among various groups over time in temporal
data. The synthetic data is created so that obvious changes of behaviour
can be observed by introducing jumps for items from one group to an-
other. The item set contains 500 items grouped into four distinct groups.
The data is mutated repeatedly using jumps and jiggles 19 times to create
20 time points (the original data set is the first one). To illustrate the orig-
inal and mutated data three time points are shown in Figure 4.3. Please
refer to section 3.6.1 in chapter three for a detailed explanation of the
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method of creating the data set.
(a) First time point (b) Middle time point (c) Last time point
Figure 4.3: Three time points (first, middle and last) from the 20 time
points created overall. The first time point, contains 500 items and sepa-
rated into four clusters, is the original data set other time points are cre-
ated by mutating (jumping) items of four clusters from one cluster into
another.
To test Hypothesis 1, multiple clustering methods are used in this exper-
iment to group items in each time point of the synthetic data set. The
clustering methods are chosen based on the criteria discussed in section
4.3.2. Moreover to test Hypothesis 2, multiple external cluster validity in-
dices and the AUC of ROC are used to measure the magnitude of changes
happening to the items in the produced groups using different clustering
methods. The choice of external cluster validity indices are based on the
prior discussion in section 4.3.4. We also tested the two types of reference
of behaviour for items. To do so, all tests are run twice. The first occasion
considered the first time point as the reference of behaviour and then all
time points were compared with it. The second time considered previous
time point as the reference of behaviour for the current time point. Please
refer to section 4.3.7 for more details.
Using this method, both clustering techniques, external cluster validity
indices, and reference of behaviour, produce a result of an array of values
which quantify the difference between each time point and the reference
of behaviour. These values can be reported as a list of values, or a table.
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However, to obtain an idea of the degree of change of items of groups
through time points, an x,y chart can be used with time points as x-axes
and the magnitude of change values scaling from 0 to 1 as y-axes. Figure
4.4 shows results of k–means, PAM, c–means and hierarchical clustering
methods using the first time point as the reference of behaviour to cal-
culate the magnitude of changes which happen to the groups of items
in consequent time points in the test data set. The amount of change is
measured by using different external cluster validity indices and AUC of
ROC. Moreover, Figure 4.5 shows results for the proposed method us-
ing the same clustering techniques and external cluster validity indices
although it uses the previous time point as the reference of behaviour for
the current one.
Figure 4.4 shows a gradual shift from the first time point as each new
time point introduces further mutations for the data set and, hence, fur-
ther drifting from the original location of the items. While all measures
confirm the gradual change of progressing time points, however, not all
of them react in the same way. The major noticeable difference is that
FM and Jaccard are overreacting to the changes and show high sensi-
tivity to it. As the VI values are scaled and flipped, they correspond to
fit the rules laid out in section 4.3.4. Results are, therefore, shown in a
very saturated scale as the lowest point become zero due to the scaling
and flipping. However, the actual changes are a small percentage of the
overall items suggesting that these scales of change by the two measures
could be due to the original design of these two measures to show the
difference between clusterings and real classes. Moreover, all results of
the hierarchical clustering show a slightly different change pattern than
other clustering methods. Another noticeable result is that k means clus-
tering shows an increased sensitivity to the changes between 14 and 15
time points. The same sensitivity is not depicted by other clustering al-
gorithms.
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(a) K–means Clustering (b) PAM Clustering
(c) C–means Clustering (d) Hierarchical Clustering
Figure 4.4: Results of various clustering methods using the first time
point as a reference of behaviour to calculate the magnitude of changes
which happen to the groups of items in consequent time points in the test
data set. The amount of change is measured by using different external
cluster validity indices and AUC of ROC.
Figure 4.5 shows the difference between any two consequent time points.
PAM and c–means clustering methods created visually similar results
while k–means and hierarchical clustering produced very different re-
sults. While all clustering methods are producing a greater change be-
tween time points 13-15, k–means, however, shows an extreme change in
the same time periods. In these results, VI shows exaggerated differences
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between time points. However, FM and Jaccard results display the dif-
ference between time points more than AUC and Rand. AUC and Rand
results might reflect the reality of the changes, but the changes become
unnoticeable due to the small scaling.
(a) K–means Clustering (b) PAM Clustering
(c) C–means Clustering (d) Hierarchical Clustering
Figure 4.5: Results of various clustering methods using the previous time
point as reference of behaviour to calculate the magnitude of changes
which happen to the groups of items in consequent time points in the
test data set.
The Friedman test is used to validate Hypothesis 1 on the proposed method
for measuring changes over time using acquired results from the syn-
thetic data set. The p.value of the four samples for measuring changes of
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time points against the original data set is 4.947325e-14 and p.value for
measuring changes of current time points against the previous time point
is 1.895672e-14. This means, in both cases, we can not reject the null hy-
pothesis, and hence, the samples are different. However, a closer look at
the results by comparing every two samples of different clustering meth-
ods using Wilcoxon tests reveals (see Table 4.1) that all p.values are higher
than 0.05 for the samples used the first time point as the reference of be-
haviour. For those samples which using previous time point as the ref-
erence of behaviour, only hierarchical clustering produced p.values less
than 0.05 when compared with other samples. This means all three clus-
tering methods are producing the same results for measuring changes
over time. Given that, we can consider Hypothesis 1 to hold true espe-
cially given all clustering methods are confirming that the items inside
the groups are changing gradually over time. The difference is only in
the sensitivity to the change, an aspect of the clustering method.
Clustering1 Clustering2 p-Value First p-Value Consequent
k–means c–means 0.9778971 0.6262925
k–means PAM 0.7868127 0.8050843
k–means hierarchical 0.5369699 0.000704285
c–means PAM 0.7555338 0.7776328
c–means hierarchical 0.4877342 3.17E-05
PAM hierarchical 0.6903287 4.68E-05
Table 4.1: P-values of Wilcoxon-test for each pair of clusters.
To validate Hypothesis 2, the similarity of result samples produced by
different external cluster validity indices have to be measured. We used
the Friedman test to check if all the results are similar to the null hy-
pothesis that assumes similarity for the produced results in measuring
the amount of change for all time points using different external cluster
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validity indices or AUC. Two p-values are produced. The first p-value =
5.232651e-44 for the samples which are produced by measuring the be-
haviour of each time point compared to the first time point. The second
p-value = 1.416841e-53 for the results which are produced by comparing
each time point with its successor. In both cases, p-values are smaller than
0.05. The null hypotheses should, therefore, be rejected as the samples
are different. Moreover, we conducted a Wilcoxon test on the samples to
take a closer look at the results of every pair of two samples produced
with different measures. As shown in Table 4.2, the p-values (except for
the AUC and Rand pair) are smaller than 0.05 which indicates that these
pairs are different from each other. This means that different measures
are producing significantly different results. Hence, Hypothesis 2 can
not be true. So, further examination of the results is required to check
whether the proposed method can be used to measure changes over time
or not.
However, despite the measures producing different results, as proved by
using different statistical tests, we can see from figures 4.4 and 4.5 that
all measures indicate the gradual change in the data with different sen-
sitivities to the amount of change. As the data is synthesised and new
time points are created by mutating the current time point, we can, thus,
confirm that the results reflect the gradual change which already exists
in the data. Therefore, the difference between samples might be a direct
result of the different sensitivities which each measure is created for, and
included in its method of calculating differences in group similarities be-
tween predicted results and true labels of the items.
Measures with different sensitivities proved to be a positive aspect of the
proposed method for measuring changes over time in various situations
as it enables us to control the amount of sensitivity needed for a specific
situation or application. For example in Figure 4.4, Rand and AUC mea-
sures reflect the amount of change well, while in Figure 4.5 Jaccard and
104
CHAPTER 4. MEASURING ITEMS’ BEHAVIOURAL CHANGE
FM can highlight changes which can not be detected by the previous two
measures.
Clustering1 Clustering2 p-Value First p-Value Consequent
Rand Jaccard 1.947533e-17 2.182083e-13
Rand FM 1.857682e-11 4.051658e-07
Rand VI 4.131331e-13 9.372113e-24
Rand AUC 0.9251302 0.5177034
Jaccard FM 3.865308e-08 3.565382e-06
Jaccard VI 1.977779e-18 1.242547e-22
Jaccard AUC 1.103106e-17 2.012194e-13
FM VI 1.956715e-15 3.196178e-23
FM AUC 2.114171e-11 1.110287e-06
VI AUC 3.718286e-13 1.051501e-23
Table 4.2: P-values of Wilcoxon-test for each pair of external cluster va-
lidity indices and AUC.
To be able to use the proposed method for measuring changes over time
in temporal data, it should, at least, be proven that each measure inde-
pendently from other measures can produce consistent results for differ-
ent clustering methods. Another test is conducted to check if a measure
can produce consistent results across multiple clustering methods. The
results for each measure produced by different clustering algorithms are
compared, and the p-value for the Wilcoxon test is produced as shown in
Table 4.3. P-values of each pair of the produced samples are higher than
0.05 except for hierarchical clustering when using previous time point
as a reference of behaviour (consequent test). This means we can not
reject the null hypothesis because the results of measures are consistent
across multiple clustering methods. That the p-value is not smaller than
105
4.4. TESTING THE PROPOSED METHOD
0.05 in hierarchical clustering might be because hierarchical clustering it-
self produces different groups than other clustering methods as has been
previously proven in this section.
Cluster1 Cluster2 Rand Jaccard FM VI AUC
First
k–means c–means 0.930085 0.930085 0.930085 1 0.941807
k–means PAM 0.883816 0.906934 0.906934 0.906934 0.165448
k–means hierar 0.704262 0.704262 0.682708 0.704262 0.085021
c–means PAM 0.965026 0.988339 0.988339 0.91851 0.188877
c–means hierar 0.579058 0.579058 0.579058 0.682708 0.08502
PAM hierar 0.579058 0.579058 0.579058 0.682708 0.539772
Consequent
k–means c–means 0.558817 0.558817 0.558817 0.619407 0.609161
k–means PAM 0.529826 0.539462 0.539462 0.640234 0.578892
k–means hierar 0.00319 0.003505 0.003504 0.018246 9.14E-05
c–means PAM 0.976681 0.98834 0.98834 0.98834 0.214412
c–means hierar 6.34E-05 6.34E-05 6.34E-05 0.000787 8.05E-07
PAM hierar 4.94E-05 4.94E-05 4.94E-05 0.001192 6.92E-06
Table 4.3: P-values of Wilcoxon-test for each pair of external cluster va-
lidity indices or AUC.
In this section, we demonstrated and proved that using different cluster-
ing techniques will produce similar results for measuring changes over
time. We also proved that using the same measure (that is external clus-
ter validity indices or AUC of ROC) produces consistent results across all
clustering methods. This is an indication that the proposed method can
be used to measure changes over time and produce a single value which
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indicates the amount of change that happens to items’ membership in the
available groups at different time points.
4.5 Measuring Players’ Strategy Change over Time
The main objective of this experiment is to quantify how players’ change
in strategy in the public goods game can contribute to the understanding
of the players’ behaviour and present a tool for economists to measure
the amount of change for different set-ups of their experiment. Another
objective of this experiment is to demonstrate the ability of the proposed
method to produce quantifiable measures for changes in items. In the
temporal data and provide interpretable results. We compare the results
and findings of our method with the MONIC method which is originally
used to measure cluster changes in a data stream [52].
In section 3.6.2 of chapter three, two data sets of PGG are introduced. For
this experiment, both data sets are used to measure players behaviour
and strategy change during the consequent rounds of the game. The at-
tribute of players own contribution and their expectation of other play-
ers’ contribution at each time point are used by this method to find the
magnitude of the change. These two data sets have different groups of
players and different lengths as the first data set is 10 rounds length and
the second is 27. Therefore, these two data sets are used separately and
treated as different data sets in this experiment. Based on the previous
discussion in section 4.3.3, we used four clusters to cluster players in
each time point using k–means, PAM, c–means and hierarchical cluster-
ing methods.These methods were selected based on our discussion in
section 4.3.2.
As both data sets of PGG share the same experiment settings and setup,
it can be hypothesised that the results of the behaviour change should be
consistent with regards to the length of the experiment which, in turn,
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might affect the behaviour of players [135]. While we use all previously
selected external cluster validity indices as in section 4.3.4 and AUC of
ROC. We will, however, depend on AUC and Rand results to compare the
behaviour of players in these two different data sets as we demonstrated
that these two measures produce more consistent results than the rest of
the measures.
4.5.1 Using Proposed Method
Prior to the analysis of the players’ behaviour, we checked both Hypoth-
esis 1 and 2 using real data sets. Using p-value, as described in the pre-
vious section, similarities between results of different clustering and ex-
ternal cluster validity indices are tested. P-value results are shown in
Appendix A. While slightly different results are produced especially for
27 period data set, the results are consistent with the results of synthetic
data. This can be considered as additional evidence that the presented
method for measuring changes over time can be used with real data sets.
Different types of reference point reveal different aspects of players’ strat-
egy change. By using the first time point as the reference of behaviour,
we can detect drift of players’ behaviour from the initial expectation and
contribution. As shown in Figure 4.6 for 10 rounds data set and Figure
4.8 for 27 rounds, players in both data sets are gradually drifting away
from their initial game plan and expectation. This trend can be seen with
all four clustering methods with the different measurement methods of
external cluster validity indices and AUC. Because the results of AUC
and Rand are consistent across all clustering methods, we used AUC to
calculate the linear regression of the results. The negative results of linear
regression is an indication that players increase their behaviour of drift-
ing away from their original gameplay.
By using the previous time point as the reference of behaviour, we can
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measure the amount of change between any two consecutive time points.
This allows detection of players’ behaviour transition from one time point
to another. Figure 4.7 of the 10 rounds data set shows that players strat-
egy change from one time point to another is constant. This is indicated
by the linear regression of AUC and Rand measures. In contrast Figure
4.9 of 27 rounds shows that the change between time points is decreasing
throughout the progress of the game.
At first glance, the results of 10 and 27 rounds data sets are not consistent.
However, after taking a closer look at the results, we can detect that the
players’ behaviour change in 27 rounds data set is stable without any de-
crease until round 10 of the game. As shown in Figure 3.16 this decrease
might be due to the fact that most of the players dropped their contribu-
tion to zero when they reached round 10. This means there is no room
for further change left in the game except some players randomly start
to increase their contribution again but the rise is not constant, so after
round 10 we detect less change than expected.
As we hypothesised in the previous section, player behaviour has to be
consistent in both data sets. The results for measuring changes using the
first time point as the reference of behaviour are compatible as players’
contribution drops gradually in both cases. The results of using the pre-
vious time point as the reference of behaviour show that players strategy
change is constant until round 10. In 27 rounds data set, most players’
contribution after round 10 dropped to zero meaning there is no room
for further change in their strategy. Hence, the amount of change in
their strategy decreases and their game pattern starts to become simi-
lar between any two consequent time points. These results show that the
proposed hypothesis holds true. This is yet another indication that the
proposed method produces consistent results for similar situations.
The results of the proposed method for both data sets are compatible
with the findings of economists [119, 136, 137]. However, this method
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(a) K–means Clustering (b) PAM Clustering
(c) C–means Clustering (d) Hirarchical Clustering
Figure 4.6: Results of various clustering methods using the first time
point as reference of behaviour to calculate the magnitude of changes
which happen to the groups of items in consequent time points in the 10
rounds PGG data set.
provides a tool which enables them to quantify changes in players be-
haviour. Quantifying behaviour change is important so they can measure
the nuanced differences between various gameplay setups like the length
of the rounds, the percentage of the rewards from the public project, and
knowing the identity of other players.
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(a) K–means Clustering (b) PAM Clustering
(c) C–means Clustering (d) Hirarchical Clustering
Figure 4.7: Results of various clustering methods using the previous time
point as reference of behaviour to calculate the magnitude of changes
which happen to the groups of items in consequent time points in the 10
rounds PGG data set.
4.5.2 Using MONIC
We used MONIC1 to gain more insight into the public goods games data
and to compare our results with the existing methods of measuring clus-
ter changes in different time points. The data for each time period were
clustered separately using k–means with four clusters. The clustering
was carried out on the main temporal attributes of the data, namely be-
1Available at http://infolab.cs.unipi.gr/people/ntoutsi/monic.html
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(a) K–means Clustering (b) PAM Clustering
(c) C–means Clustering (d) Hirarchical Clustering
Figure 4.8: Results of various clustering methods using the first time
point as reference of behaviour to calculate the magnitude of changes
which happen to the groups of items in consequent time points in the 27
rounds PGG data set.
lief and contribution. Then the data and cluster labels of items in each
consequent pair of time points were fed to the MONIC algorithm to cal-
culate changes to clusters from one time point to another. The method
calculated the number of survived, appeared and disappeared clusters,
as shown in figures 4.10 and 4.11, for the ten rounds of the game.
In the 10 rounds data set, the number of survived clusters reduced from
four clusters between the first and second time points until it reached
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(a) K–means Clustering (b) PAM Clustering
(c) C–means Clustering (d) Hirarchical Clustering
Figure 4.9: Results of various clustering methods using the previous time
point as reference of behaviour to calculate the magnitude of changes
which happen to the groups of items in consequent time points in the 27
rounds PGG data set.
zero, while new clusters appeared in the middle of the fifth and sixth
game rounds. Then the number rose again until the end of the game.
This might be due to the fact that players are changing their strategies and
exploring new options until they ultimately settle on a certain strategic
pattern. This change is consistent with our findings, as the measures
slightly increase between the fifth and seventh time points, which might
be an indication of players changing their strategy back to their original
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one. As Keser and Winden [138] suggest, this change might be due to the
players responding to the average contribution of other players in the
previous round.
Figure 4.10: Number of survival, appearance and disappearance of clus-
ters between every tow consequent time points for ten rounds public
goods game as measured by MONIC.
The results for the 27 rounds data set is not straightforward as the num-
bers of cluster survivals, appearances and disappearances change more
frequently. However, the cyclic pattern of increasing and decreasing num-
ber of survived clusters might be an effect of changing players’ strategies
or due to the underlying algorithm, as it provides an ageing factor to the
items.
Figure 4.11: Number of survival, appearance and disappearance of clus-
ters between every tow consequent time points for 27 rounds public
goods game as measured by MONIC.
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As the MONIC algorithm was originally introduced to detect cluster changes
in data streams, it uses an ageing factor which reduces the effect of older
items in the cluster and removes items older than two time points [52].
This ageing factor is essential for the algorithm to keep up-to-date with
the flowing data stream and provide the right results for the current sta-
tus of the clusters. However, this might not be useful for public goods
games data, as there is a fixed number of players. This might result in the
removal of players who stay in the same cluster for long time points. The
effect of the ageing might not be obvious in the 10 rounds game due to
the limited number of time points, but it might still undermine players’
strategies.
While the proposed method assumes a fixed number of clusters to calcu-
late the change in items membership, the MONIC algorithm is an effec-
tive method for gaining insights into the available clusters and their sta-
bility by measuring the number of survived clusters between two time
points. However, it does not measure a number of items drifting from
one cluster into another, which can be detected by the proposed method,
as it introduces a specific ratio between each consequent time point, indi-
cating the amount of change was happening to the items in the clusters
by calculating their membership change among clusters.
MONIC can be compared with the proposed method especially the case
of previous time point as a reference of behaviour as both of these meth-
ods compare the current clusters with the previous time point. The re-
gression result for the average of cluster moves (appear, disappear and
survive) is near to zero, which is compatible with the proposed method
results using the previous time point as a reference of behaviour except
for 27 rounds clustered by PAM and hierarchical clustering. By com-
paring results from the proposed method and MONIC, we can conclude
that the players slightly and gradually change their cluster membership.
However, the magnitude of change is stable from one time point to an-
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other. The proposed method provides an exact number for the change
while the MONIC presents overall clusters movement and change.
4.6 Summary
The primary purpose of this chapter is to answer two of the main ques-
tions of the study. The first question is: Can we use the proposed method
in chapter three to measure changes over time? The second question is:
Do players of PGG behave as predicted by economists? As presented
in chapter three, the proposed method consists of two main steps. The
first step is to cluster items at each time point, and the second step is to
measure changes happening in the clusters of each time point using a ref-
erence of behaviour. Many types of reference of behaviour for items in
the data set can exist; in this chapter, we tested two, namely the first time
point and previous time point.
To answer the first question we checked the validity of hypothesis 1 and
2. Laid out in the first chapter, they are:
• To prove that the above proposition is valid the results of different
external clustering indices and AUC should be consistent.
• Using different clustering algorithms will not produce a significant
difference in the final result of quantifying the changes over time as
long as same clustering algorithm is used at both time points.
These two hypotheses examine the main aspects of the proposed method
for measuring items’ changes over time in temporal data. If these two
hold true, then they can be presented as evidence which proves that the
proposed method is working adequately and consistently.
To check the validity of these two hypotheses, we used the synthetic data
which was introduced in chapter three. Prior to the experiment of test-
ing the proposed method, the rationale for selecting certain clustering
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methods and external cluster validity indices is presented. It is crucial
to make sure that the appropriate range of clustering methods are used
so that items at each time point are clustered appropriately. We chose
clustering methods which mainly separate items according to their dis-
tance from each other; the clusterings used are k–means, c–means, PAM
and hierarchical clustering for this purpose. For external cluster valid-
ity indices, we have mainly used the matching based methods of Jaccard
Coefficient, Rand Statistic and Fowlkes-Mallows Measure. We have also
used the Variation of Information VI method, which is an example of a
statistical-based model, and AUC of ROC with players to measure the
efficiency of classification.
Tests of the synthetic data using the proposed method with suggested
clustering and external cluster validity indices multiple sample sets of re-
sults are produced. By using p-value for Wilcoxon-test, we demonstrated
that each pair of results is similar to each other except for some hierarchi-
cal clustering cases. This similarity proves that the results of proposed
method are consistent regardless of the clustering method used. This,
therefore, verifies the validity of hypothesis 1. While the similarity be-
tween different external cluster validity indices did not hold true, each
external cluster validity indices result, however, proved to be similar
across different clustering algorithms meaning the results of the exter-
nal cluster validity indices are consistent but with different sensitivities
to the change of items. After conducting these tests, it can be concluded
that the proposed method can be successfully used to measure and quan-
tify changes of items in temporal data.
To answer the second question, we used the proposed method on both
PGG data sets introduced in chapter three. The same choice of clustering
methods and external cluster validity indices are used in the process of
quantifying players’ strategy change. Four clusters are used of players
in each time point because economists have categorised players into four
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groups in their studies. The four-cluster model was a viable choice as
we tested the data using the Elbow method to determine the number of
clusters in the data sets. The results showed that the players’ strategy
change when approaching the end of the game. However, the change
itself between any two time point is constant on average. This result
corresponds with economists’ conclusions.
To gain another perspective on the players’ strategy change, we used
the MONIC method which was created to detect cluster change in data
streams. The results showed that the clusters periodically appear and
disappear through data points in the temporal data of PGG. This is an
indication that the players’ strategy changes as new clusters are emerg-
ing and others vanishing. Moreover, the unstable number of survived
clusters is an indication that the players are not changing their strat-
egy homogeneously and their reaction varies from each other. While
the MONIC method provides a new perspective on the data set, how-
ever, it is not possible to directly compare it with the results of our pro-
posed method because they consider different aspects of the data. The
proposed method quantifies the amount of individual items exchange
between clusters while MONIC shows the changes which are happening
to the clusters in general.
In this chapter, we made a comparison between two different references
of behaviour for items in temporal data, namely the first time point and
the previous time point of the temporal data set. However, another ref-
erence of rehavior is proposed in chapter three which is the general be-
haviour across all time points. This type of reference of rehavior is possi-
ble if the class of each item is known in the temporal data. In chapter five,
we propose a new algorithm to classify items in a temporal data by opti-
mising rules for classes provided by experts or human agents. In chapter
six, we will use the produced classes of items as the reference of rehavior
to measure changes in items.
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Chapter 5
Optimizing Temporal Rule-Based
Classification
5.1 Introduction
This chapter answers the question posed in chapter one regarding the
players’ classification in the Public Goods Game data sets. The aim is to
compare the Optimizing Temporal Rule-Based Classification proposed in
chapter three section 3.4 against the available classification method which
is used by economists [80]. This comparison is formed into a Hypothesis
4 in chapter one. If this hypothesis holds true, this means our proposed
method is performing better than the available classification method.
After classifying players with the proposed method, we use their new
classes to answer two more questions about players behaviour. The first
question concerns consistency of players strategy in various length of the
game. To answer this question, we will check the validity of Hypothesis
5 as it states that the length of the game does not affect player strategy.
The second question concerns using the overall general behaviour as Ref-
erence of Behaviour as our Hypothesis 3 in chapter one states that using
overall behaviour as a reference of behaviour is more stable than the other
119
5.1. INTRODUCTION
two methods; the first time point and the previous time point. If this hy-
pothesis holds true, so measuring changes over time can be performed
reliably regardless of the underlying clustering and external cluster va-
lidity indices.
Hypothesis 4 indicates that using flexible rules by experts and then later
optimising and specifying these rules will generate classes which are
more representative of player’s behaviour during the game. While this
hypothesis is specific about the domain of the data set namely a public
goods game, the proposed classification method can, however, be used
on data sets with similar properties. For example, stock market price
data, students’ performance over the years and effects of drugs on pa-
tients. In chapter six, we will classify stock market data using the pro-
posed classification method.
The proposed classification method has two main steps. The first step
uses specific definitions from field experts for classes which exist for items.
These definitions are based on aggregated attributes of the temporal data.
The second step is the optimisation process. In this step, the best possible
classifier for the items will be selected. The best classifier is a classifier
which can produce the most compacted classes of items (players) at each
time point in the temporal data. The compactness of the classes is calcu-
lated by using a cost function which is based on the overall dispersal of
items in each class. Classes’ dispersal can be measured by using inter-
nal cluster validity indices like the Dunn Index, distance measures like
Euclidean distance or statistical measures such as standard deviation.
In this chapter, we use brute force to find the best classifier. Brute force
is simple and can solve classification in a relatively reasonable time for
the available public goods game data sets. However, it can not perform
optimally with a larger amount of data. Therefore, in the next chapter, we
will replace the brute force with a heuristic method, namely differential
evolutionary algorithm DEA, to optimise rules of the classifier.
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5.2 Background
Most rule-based classifications use the ’if..else..’ form to classify under-
lying data, which is conducive for easier comprehension [139]. The rules
can be learned through examples or provided by an expert [140]. As
explained below, many different data mining and analysis methods use
rule-based systems for classification.
Rule-based classifications are used in fuzzy systems. For example Cor-
don et al. [141] proposed a new Fussy Reasoning Method (FRM) with bet-
ter optimisation for the system, whereby the rules do not lose their com-
prehensibility. Ishibuchi [142] compared two kinds of voting schemes for
fuzzy rule-based classification.
Experts use common sense and vague terms to solve problems and clas-
sify situations/items, while an expert system that tries to simulate human
experts uses logic to conclude decisions instead of hard programmed so-
lutions [139]. A number of expert systems that rely on rule-based logic
have been introduced [143].
Many other methods have been introduced that use rule-based systems
for classification, like [144], which proposed a generic classifier construc-
tion algorithm (ICCA). [145] proposed an algorithm for a rule-based clas-
sifier that can extract rules from uncertain data, and used probability esti-
mation for rule learning, inspired by the use of probabilities to construct
decision trees.
To classify players in the public goods data sets, economists use players’
contribution tables [80]. In this table, players state their intent for con-
tribution in response to the rounded average contribution of other co-
players. Thus, this table consists of players intended contribution condi-
tioned by the contribution of other players ranging from 0 to 20. Accord-
ing to the players’ response, economists classify them into four classes
which are conditional co-operator, free riders, triangle contributors and
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others.
However, classifying players according to the contribution table which
has been completed by the players prior to the game rounds might not
represent players’ actual behaviour during the game. This table ignores
players’ real contribution in the game rounds, which might change dur-
ing games due to the change in their strategy as a result of their experi-
ence from previous game rounds.
There are many well known temporal classification methods which use
either dynamic time warping DTW [62] or Euclidean distance to classify
time series data sets. Examples of temporal classifiers such as Douzal-
Chouakria et al. [68] used decision trees, Vincent S. Tseng et al. used
Naive Bayes sequence classifier [70] and Ranganatha Sitaram et al. used
Support Vector Machine SVM as a temporal classifier with different ker-
nels [69]. However, all these methods require training set samples which
are necessary to build their classifier instead of following experts defini-
tion to classify items in the temporal data.
The available data sets for public goods games do not contain labels for
players that reflect their behaviour during the game because experts use
contribution tables to classify players. However, these tables are not di-
rectly related to their behaviour. Using a static contribution table is eas-
ier for economists to classify players as they can follow players answers
manually or using simple methods. This simplified method can not be
done with the temporal data even though it better reflects player be-
haviour. In chapter two, multiple examples are presented for methods
of extracting rule-based classifiers using genetic [25], evolutionary algo-
rithms [26] and SVM [29]. However, these methods require training data
sets to build the classifier.
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5.3 Approach
The proposed classification method consists of two main steps; rule gen-
eration and rule optimisation, as shown in figure 5.1. The optimised rules
can be reconstructed as a decision tree. As explained in chapter two, de-
cision trees and rule-based classifiers can interchangeably represent each
other. However, rule-based representation is preferable to humans as
they are more intuitive and they might also be more efficient than their
counterparts of decision trees.
In the subsections below we will detail the process of the rule genera-
tion and the methods of determining the number of classes and limits
of each class. Then, we discuss the optimisation process and the pa-
rameters which are to be optimised as well as methods for measuring
the optimum classifier such as using internal cluster validity indices and
Euclidean distance among items. Finally, we will lay out a comparison
method between the results of the proposed classification method and
available classification for players of the public goods game.
Figure 5.1: An illustration of the proposed classification algorithm and
its relation with temporal data and their aggregates.
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5.3.1 Choosing Initial Limits for Classes
For a selected number of classes, every class has a limit in each of the
aggregated (non-temporal) attributes which are used in the classification
rules. A limit is start and end values of a class of a certain attribute or di-
mension, and these can be represented by [min, max] pairs. As we men-
tioned in chapter three section 3.4.1, classification rules are formulated in
a nested if-else fashion to evaluate items’ class as well as classes of priori-
ties. The class limits for the attributes are represented in the if conditions
of the classification rules using logical operations like 6 and >.
A general template for class rules is shown in algorithm 5.1. The classes
priority is embedded through multi if-else statements. In the practical
implementation, for the sake of clarity and simplicity, the rule of each
class can be represented in a method which returns true value if the at-
tributes of an instance satisfy the conditions of the class or false other-
wise. The last branch of the nested statement can be one of these options:
• An else statement which represents a class with extreme values
which can always be satisfied after all other classes are tested
• An else statement which represents ”others” or elements which can
not be classified by the given set of rules.
• An elseif statement represents one of the classes. In this case, any
outlier with extreme values will be ignored and not classified.
To produce initial rules for classes with their range of values for each
class limit in the aggregated attributes, the knowledge of experts in the
specific field is required. However, experts might need specific types of
aggregated attributes which should be created to formulate these rules.
Moreover, to visualise data as an aid for the human expert to make more
informed decisions about the class rules, an item profile should be cre-
ated. In later subsections, we will discuss the methods of formulating
rules through human experts, data manipulation and item profiling.
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Algorithm 5.1: Simple Multi if-else statements to priorities classes
1 if Conditions for Class A then
2 Item is class A;
3 end
4 else if Conditions for Class B then
5 Item is class B;
6 end
7 else if Conditions for Class C then
8 Item is class C;
9 end
10 else
11 Item is Class Others;
12 end
Data Manipulation
The final classification rules are expressed in the form of aggregated at-
tributes or any available static (none-temporal) attributes. These aggre-
gated attributes are derived from temporal attributes of the available
items in the data set. Each items’ temporal attribute can be aggregated in
many ways as required by the classification rules. Possible aggregations
for temporal attributes can be originated from basic statistical analyses
such as:
• Total: Returns the summation of all available time points’ values.
• Mean: Returns the total of a temporal attribute divided by the num-
ber of time points.
• Median: Returns the middle value of a temporal attribute after sort-
ing all values of the available time points.
• Mode: Returns the most frequent value from available time points
of a temporal attribute.
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• Count: The occurrence number (frequency) of a value or targeted
values. For example, the number of zero contribution in all rounds
for each player in public goods games or the number of failed sub-
jects for each student in the entirety of their study.
• Minimum: Returns the lowest value of a temporal attribute among
all values of the available time points.
• Maximum: Returns the highest value of a temporal attribute among
all values of the available time points.
Player ID Time Belief Contribution Belief Contribution |Zero|
1 1 4 0 3 5 1
1 2 1 7 3 5 1
2 1 3 2 6 7 0
2 2 9 12 6 7 0
3 1 5 0 8 0 2
3 2 10 0 8 0 2
Table 5.1: Sample of the public goods game data with three aggregated
attributes which are derived from temporal attributes. The aggregated
attribute headers are denoted by their respective mathematical notation.
According to the classes’ definitions, the behaviour of players is deter-
mined by their contribution and their beliefs on their co-players’ contri-
bution. Given this, the required aggregations for classifying players of
public goods game using the proposed classification method are mean of
contribution, mean of belief and count number of zero contributions. Ta-
ble 5.1 shows a simplified sample of the public goods game data set with
the three newly-created aggregated attributes.
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Visual Profiling
Visual profile for an item is its important attributes (temporal and non-
temporal) displayed for human experts in a simple graph(s). These items’
profiles can be used as an aid for experts to make better decisions for
the class rules, and the start and end limits of each class for the used
attributes in these rules. These profiles can provide a visual tool for dis-
playing the quality of the classes generated after the optimisation step.
This allows for further enhancement of the initial limits for classes. By
experts being able to modify these ranges iteratively, better classes can be
created for the items intended to be classified.
Figure 5.2 shows three samples of players profiles. Each profile displays
two graphs. The first graph shows a player’s contribution table with its
mean and regression, features which are used by economists as a base
for classifying players of public goods game. The second graph shows
players actual contribution and belief in all 10 rounds with their respec-
tive mean and regression. The proposed classification method relies on
the data of the second graph to classify players of the public goods game.
From these three samples and the rest of players’ profiles, we can notice
two points:
• Players might change their strategy from their contribution table.
Given that, using a contribution table to classify players might not
reflect their actual behaviour during the game.
• The regression value of most players’ contribution and beliefs are
negative, which indicates their decline while progressing through
game rounds.
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Figure 5.2: Three samples of player’s profiles of the public goods game
10 rounds data set.
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Driving Classes from Experts’ Knowledge
Classifying items using human experts’ knowledge can be accomplished
by two methods. The first method is directly acquiring classes’ rules from
experts of the field of the data as example [146]. The second method is in-
directly driving classes from existing common knowledge about the data
and the items which have to be classified. Experts’ definition for classes
can be used to generate rules. In other cases, rules can be generated from
other classification methods as in [147] or numerically analysing the data
to generate rules as in [148]. However, in this study, we will combine
these two methods to generate initial classes. The rules are derived from
a modified version of the available definitions for classes [80]. To finalise
these rules we asked experts iteratively their opinion on the produced
classes for players using players’ profiles for a visual aid of their deci-
sions. As a reminder for the available classes, we list them here:
• Conditional Co-Operator: these players increase their contribution
when other players’ contribution increases.
• Free Riders: these players do not contribute to the project regard-
less of other players’ contribution.
• Triangle Contributors: these players’ contribution will increase to a
point with the rise of other players’ contribution to a certain point.
Then their contribution starts to decline a while other players in-
crease their amount of contribution.
• Others: these players are contributing in a random and unexpected
pattern.
The above experts’ definitions for public goods game players are based
on the static data of (contribution table) [119]. Therefore, we worked
closely with Professor Gaechter 1 and Doctor Kolle 2 to present a mod-
1Simon Gaechter: School of Economics, the University of Nottingham
2Felix Kolle: School of Economics, the University of Nottingham
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ified version of definitions with the aid of visual profiling of players’ be-
haviour across all rounds of the game.
From the visual profiling, we concluded that the behaviour of members
of class others do not reflect their actual contribution. This means de-
spite the randomness of their answers in contribution-table the learning
factor is affecting their behaviour so that they behaviour become more
predictable and follows one of the known classes so that we removed
this class for the temporal classification. The visual profiling for the tri-
angular contributor also shows that there is no correlation between play-
ers answers in contribution table and their later behaviour in the game
rounds so that we removed this class too. As it is known (please see
chapter three) that the conditional contributor’s class is a large class and
contain slightly different behaviours which can all be considered as con-
ditional so that this class is divided into three smaller classes which they
are weak contributors, normal contributors and strong contributors. The
modified version of classes for players’ classes in the public goods game
with 20 points as the maximum available contribution points are:
• Free Riders: players who contribute by equal or less than one point
on average for all rounds or who are not contributing in most rounds.
This class corresponds to the traditional category of Free Riders.
• Weak Contributors: players who contribute between 1 and 5 or
those not contributing in half of the rounds. In the old categoriza-
tion, this class loosely relates to conditional contributors.
• Normal Contributors: players who contribute on average around
5 points. This class is strongly related to conditional contributors as
it fits the same criteria.
• Strong Contributors: players who contribute more than 10 points
on average. This class relates to conditional comparators and others
in the classical categories.
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However, these class definitions can be vague and lead to imprecise deci-
sions for the final limits of classes. Hence generating imprecise rules for
the classes or as described by L. Zadeh [146] ”Much of the uncertainty in
the knowledge base of a typical expert system derives from the fuzziness
and incompleteness of data, rather than from its randomness”. To over-
come this imprecision the [min, max] range of each class limit is proposed
as described earlier.
Contribution Belief |Zero|
FR WC NC FR WC NC FR WC
10
R
ou
nd
s
Min 0 1 2 2 4 2 6 5
Max 1 4 6 9 9 9 9 7
27
R
ou
nd
s
Min 0 1 2 2 4 2 20 15
Max 1 4 6 9 9 9 25 20
Table 5.2: The attributes’ [min, max] values for classification rules
For the two public goods game data sets used in this experiment, the
[min, max] boundaries are determined using the above definitions with
multiple iterations of classification to enhance boundaries through do-
main experts’ decisions. The initial boundaries of the classes are an av-
erage of the cutting lines between own contribution and others contribu-
tion as shown in figure 5.3. The classification rules are prioritised so that
the Free Rider FR class has the highest priority followed by Weak Con-
tributor WC, then Normal Contributor NC while Strong Contributor has
the lowest priority. The attribute boundaries for classes are distributed
so that all values from the lowest to highest values are covered. This
means there are no rules for SC class as players who are not classified
with higher priorities will be classified as SC by the ’else’ statement. Ta-
ble 5.2 shows these range boundaries for attributes which are used to
classify players in the public goods game data sets. It can be noticed that
the boundaries for both 10 and 27 rounds data sets are similar except for
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the number of zero contributions, which is different due to the different
lengths of the games. The second step of classification will reduce these
ranges into scalar values by using optimisation as detailed in the next
section.
Figure 5.3: Initial estimated range of values of each class.
5.3.2 Selecting Best Classifier
By selecting a single value from each proposed [min, max] range for the
classification rules, we can create a classifier with defined crisp edges.
However, the initial classification rules with the proposed range of values
for each attribute produce numerous slightly different crisp classification
rules. As mentioned in chapter three section 3.4.2, the best classifier will
produce the most compacted classes for items at each time point. The
compactness of classes is calculated by this equation which we use as a
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cost function with the aim of minimising it.
f(C) =
T∑
t=1
N∑
n=1
CM(ctn)× |cn| (5.1)
In this function T represents the number of available time points, N is the
number of clusters, |cn| is the cardinality number of items in cluster n,
and CM(ctn) is a Compact Measure for cluster n in t time point.
There are many ways to measure the compactness of classes such as Eu-
clidean distances between items, statistical measures, and internal clus-
tering validity measures. To use all of these different compactness mea-
sures a general cost function is created with the place holder for the com-
pact measure function as shown in Algorithm 5.2.
However, not all the presented compactness measures can calculate mul-
tivariate data such as standard deviation. For this reason, another general
function is created to calculate the sum of individual attributes to ensure
that all compactness measures can operate in multivariate temporal data.
In the next subsections, we will discuss each type of compactness mea-
sure.
Algorithm 5.2: General cost function with a place holder for different
types of compact measures CM
1 Function cost
Input: CM = Compactness function
Input: Temporal data with classification informarion
2 foreach t in Times do
3 foreach c in Classes do
4 costs.append(CM(c[t]) * count(c));
5 end
6 end
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Statistical Measures
There are many statistical measures which can calculate the compactness
of a single variate data [149]. There are also other variations of these mea-
sures which can analyse multivariate data sets [150]. However, we pre-
ferred to use the former as they are more widely used and have built-in
implementations in most programming languages. For multivariate tem-
poral data sets, we simply calculate the total sum of all single temporal
attributes as the final cost function.
For the tests of statistical measures as cost functions, we used standard
deviation sd and interquartile range IQR. Sd calculates the dispersion of
data around the mean [149]. This measure assumes normality of data, so
it is not always possible for it to be used as a cost function. IQR is the
distance of the middle 50% of data which lies between the first and last
quarter [97]. As this measure ignores the first and fourth quartiles, it is
insusceptible to outlier values. On the other hand, it might ignore them
all together which also might not be a desired characteristic. These two
statistical functions are not tailored specifically to calculate compactness
of data, but they can capture the magnitude of data spread.
Euclidean Distance
Euclidean distance is the shortest length between any two points [151].
Euclidean distance can calculate the distance of two points n and m from
one dimension to any D dimension using this equation:
len(n,m) =
√√√√ D∑
i=1
(ni −mi)2 (5.2)
To compare results of Euclidean distance based cost function with the sta-
tistical results we use the naive method in our experiments as described
by Keogh et al. [152]. In this method, the total sum of distances for each
134
CHAPTER 5. OPTIMIZING TEMPORAL RULE-BASED
CLASSIFICATION
dimension is calculated by simply looping through all dimensions sepa-
rately. This loop will change the Euclidean equation to:
len(n,m) =
D∑
i=1
√
(ni −mi)2 (5.3)
We used two cost functions based on Euclidean distance. The first cost
function is ’Complete Distance’ which is the total distance of each item
in any class to all other items in the same class. The second cost func-
tion is ’centroid distance’ which is the total distance of items in one class
to the centre of that class. This method uses a similar technique which
exists in k–means clustering to find the best clusters. Therefore, it may
have the same drawbacks of k–means clustering including its sensitivity
to extreme values (or outliers) [153].
Internal Cluster Validity Indices
Internal cluster validity indices are a range of measures designed specif-
ically to validate the results of clustering algorithms using structural in-
formation of the proposed clusters by the algorithm. The structure of the
clustering includes both 1) compactness of clusters. That is, how close
items are to each other inside one cluster and 2) separation between clus-
ters which means how far each cluster is from other clusters. A better
clustering algorithm generates closer items in each cluster and more dis-
tant clusters from each other [154]. Please refer to chapter two for more
detail on Internal cluster validity indices.
While most of the Internal cluster validity indices are specially designed
to measure the compactness of clusters, they calculate the distances of
items in the clusters and the distance between clusters at the same time
[2] and then returns a single value to describe the status of the clusters.
While this feature is proven to be important to validate the quality of clus-
tering, it also creates a challenge for embedding them in our cost function
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which requires multiplying compactness of the cluster to its size. So for
our tests with Internal cluster validity indices, we will use a modified
version of the proposed cost function which is:
f(C) =
T∑
t=1
N∑
n=1
CM(ctn) (5.4)
This modified cost function does not multiply Compactness Measures
CM function with |cn| this might lead the algorithm to create only one or
two big clusters. This characteristic of the Internal cluster validity indices
might limit their use as CM in our cost functions.
There are many available Internal cluster validity indices [155]. However,
for the experiments of the proposed classification method, we selected
four Internal cluster validity indices which directly calculate compact-
ness of items in the clusters:
• Dunn Index (Dunn): is calculated as a ratio of the minimum dis-
tance between items of different clusters and maximum distance
between items inside a cluster [37].
• Davies.Bouldin (DB): is calculated as the average of all clusters’
maximum variance around the mean of their cluster. [46]
• SD: is calculated by using the average scattering of items in each
cluster and the total separation between clusters [40].
• S Dbw: is calculated by using intra-cluster variance and inter-cluster
density to identify very compact clusters with the highest separa-
tion between clusters [40].
In the next section, we will compare our results with economists classifi-
cation to determine the performance of the proposed method using new
derived attributes from available attributes of the 10 round public goods
game data set.
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5.4 Performance of the Proposed Classification
To test the performance of the proposed classification the ten rounds of
public goods game data set are used for comparison. We compare our
classification results with the labels of players produced by economists
using class definitions provided by Fischbacher et al. [80] for players’
strategy types. However, the data set does not provide a ground truth
of player types, so it is challenging to make a direct comparison between
two methods. To overcome this issue, we compare both results in two
ways:
• By comparing players’ contribution behaviour of each class in all
ten rounds. We can assume that this better classification process
will produce more homogeneity, hence more compact contribution,
at each time point.
• By using 75% of the players’ data to build two classifiers for an-
other classification model such as SVM. The first classifier is built
by using economists’ labels for players and the second using the
proposed classes in this study. Then, we predict the remaining
players’ labels and classes using their respective models. The classi-
fier model with a higher level accuracy to predict players’ labels or
classes is an indication of a better underlying classification method
with more consistent results for players’ behaviour. The choice of
75% training and 25% test are decided by considering two facts.
First, there are sufficient data for the classification model to be set
due to the fact there are 10 and 27 rounds of the game and then treat-
ing each round as a separate dataset. Second, a sufficient amount of
test data is required so that we can determine which classification
method performs better.
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5.4.1 Optimizing Classification Rules
To compare the proposed temporal rule-based classification method with
economists’ labels for players the rules have to be optimised so that all
ranges of [min, max] discussed in detail in section 5.3.1 become a single
value. All possibilities of the range combinations are enumerated using
brute force to find the best classifier. The best classifier is selected accord-
ing to the proposed cost functions in section 5.3.2 and its subsections. The
base of the cost functions might be a statistical measure (IQR or Stdev),
Euclidean distance (Complete or centroid), or internal cluster validity in-
dices (Dunn, DB, SD or S Dbw)
Table 5.3 displays the best values as selected by the optimisation process
using different cost functions. After this point, each range can be replaced
with a single value. For example, the classification rules which determine
whether a player is a free rider or not is provided by the experts are as
follows:
i f ( ( meanContrib < [0 ,1 ] && meanBelief < [ 2 , 9 ] ) | | zeroContrib > [ 6 , 9 ] )
item = 1
After optimising this rule using one of the cost functions such as IQR it
becomes:
i f ( ( meanContrib<1 && meanBelief <2) | | zeroContrib >6)
item = 1
To assess the impact of different cost functions on the classification rules
the number of players in each class is calculated and listed in Table 5.3. As
we anticipated in section 5.3.2, the cost functions which are based on in-
ternal cluster validity indices produce imbalanced classes with one large
class except for SD. This is due to the underlying equation for these Inter-
nal cluster validity indices. Moreover, the Euclidean based centroid dis-
tance creates an empty class, and stdev also creates imbalanced classes,
despite multiplying CM with the cardinality of classes to prevent the cre-
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Contribution Belief |Zero|
FR WC NC FR WC NC FR WC
St
at
is
ti
cs IQR 1 3 5 2 4 2 6 5
Stdev 1 1 6 2 4 2 9 6
Eu
cl
id
ea
n
Complete 1 3 6 2 4 2 7 5
Centroid 1 2 2 2 4 2 6 5
IC
V
I
Dunn 1 3 2 7 7 2 6 6
DB 1 4 2 2 5 2 5 6
SD 1 4 6 7 4 2 9 6
S Dbw 1 4 4 2 4 2 8 6
Table 5.3: The attributes’ best values for the ranges of the initial classifi-
cation rules of 10 rounds the public goods game data set using different
cost functions.
ation of a large class.
These cost functions might be modified to work in different situations
with different data sets. Moreover, domain specific cost functions can be
crafted to fulfil the requirements of the provided initial rules. For the
public goods game, we consider that the remaining three cost functions
(IQR, Complete Distance and SD) are the best-suited to be used for clas-
sifying players in the data. These cost functions do not allow for big
classes to form which might be a result of their mathematical equations
rather than similarity of players’ behaviour. We will, therefore, only use
them for later comparisons for the public goods game data sets.
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Cost Function Fr Wc Nc Sc
St
at
is
ti
cs IQR 46 22 22 50
Stdev 36 10 58 36
Eu
cl
id
ea
n
Complete 38 30 37 35
Centroid 46 10 0 84
IC
V
I
Dunn 42 4 9 85
DB 37 34 2 67
SD 28 48 28 36
S Dbw 37 40 1 62
Table 5.4: Number of players in each class (Cardinality number of classes)
in 10 rounds of the public goods game data set using different cost func-
tions.
5.4.2 Comparing Contribution Behaviour of the Players
The essence of classifying the strategy of players is to describe their con-
tribution behaviour pattern [80] because the only attribute which matters
at the end of each round is how much a player will contribute and then
how this contribution changes in the next rounds. Therefore, any classifi-
cation which can create more similar players with the same contribution
behaviour at each time point is a better classification method. To deter-
mine which classification method performs better at classifying players’
according to their behaviour, we compare each class’s contribution dis-
tribution at each time point for both our proposed classification and the
available classification for the public goods game.
We use two methods for comparing the distribution of classes’ contribu-
tion. The first is to use the visual method of box-plots and means, and
the second involves using the average of standard deviation. We com-
pare contribution behaviour of economists’ labels against our classifica-
tion method according to the three selected cost functions.
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Figure 5.4: Boxplots of the players’ contribution behaviour of different
player labels in the 10 rounds data set of the public goods game. The
labels are generated using economists’ definitions for various strategy
types.
Figure 5.4 shows boxplots of the public goods game players’ contribution
at all time points (rounds) for each label of players separately. Players are
classified using economists method for classifying players which depend
on the contribution table (none-temporal attributes). In this figure, we
can observe that:
• The median of free riders is almost always zero (except round two).
However, the first five rounds show a very high IQR values which
can be interpreted as there is a large difference in players’ behaviour.
• The median of the players’ contribution is gradually dropping as
expected. However, all rounds have a large value for IQR, which
might be an indication that player strategy varies from contribution
table to and actual contributions.
• There is no significant difference between behaviours of triangular
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contributors and conditional contributors except starting with a lit-
tle higher contribution, and there is a steeper drop for it during the
rounds.
• The others class players do not follow any pattern for their contri-
bution.
Figure 5.5: Boxplots of the players’ contribution behaviour in different
classes which are generated using proposed classification method with
IQR as a CM for the cost function.
Figures 5.5, 5.6 and 5.7 show the public goods game players’ contribu-
tions boxplots for different classes using proposed classification with cost
functions IQR, Complete Distance and SD respectively. In these figures,
we can observe that:
• Free riders’ median is always zero with very low IQR values mean
that players contribution in these classes is mostly zero as expected.
• Except for strong contributors, the IQR values for other classes at
all time points are lower than economists classes.
• There is a noticeable difference in the players’ contribution median
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Figure 5.6: Boxplots of the players’ contribution behaviour in different
classes which are generated using proposed classification method with
Euclidean complete Dist. as a CM for the cost function.
Figure 5.7: Boxplots of the players’ contribution behaviour in different
classes which are generated using proposed classification method with
SD as a CM for the cost function.
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from one class to the next as the contribution of the same time point
rises from free rider to weak contributor and so on.
• Except for the free rider class, all other classes’ contribution median
gradually drops as expected.
According to these observations, we can conclude that the proposed clas-
sification method can produce better classes for players according to their
behaviour with more homogeneous contributions among the same class.
To check these observations, we calculated the average of the standard
deviation of the ten rounds for each classes’ contribution.
Cost Function FR WC NC SC Mean
IQR 4 3.3 3.3 5.5 4
Complete 2.1 4.6 3.7 5.6 4
SD 1.7 3.9 3.9 5.7 3.8
Economists’- CC FR TC OT Mean
Classification 5.7 4.5 4.2 6.3 5.2
Table 5.5: The ten rounds’ average of standard deviation for players’ con-
tribution of each class using various cost functions to produce players’
classes which are compared with the economist labels.
Table 5.5 shows that the classes of the proposed classification method
with different cost functions have smaller standard deviation on aver-
age in comparison to the economists’ labels for players. This means less
spread of contribution at each time point which might be an indication of
better class models for the players’ actual contribution behaviour.
5.4.3 Using Third Classifier for Comparison
We use a third classification algorithm to compare the proposed classifi-
cation method and the existing economists’ labels. In this experiment, we
selected SVM classification as the third classifier due to its proven success
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and wide acceptance [156]. SVM uses optimised hyperplanes to classify
data. Hyperplanes can be linear or nonlinear according to the used ker-
nel in training. These hyperplanes are optimised through training using
pre-classified data sets.
Four SVM classifiers are created using 75% of the players’ data and class
labels. Each of these classifiers used different labels of players which are
originally generated by using either the economists’ classification or our
proposed classification with different cost functions (IQR, CompleteDist
or SD). Then, we used the remaining 25% of the players to test the accu-
racy of the different SVM classifiers. The more accurate these classifiers
are, the better reliable and consistent labels are presented to them in the
training and testing sessions. Hence, the better classifier has produced
the train/test labels in the first place. We used each time point of the
public goods game data set separately to avoid a temporal dimension for
the SVM classifier and to check how consistent the provided labels are at
each time point. Moreover, multiple new attributes are derived from ex-
isting attributes and used for the classification to determine the accuracy
of the classifiers with attributes which have not been used to generate
train/test labels. The new attributes are:
• Payoff : The number of points an individual player gathers during
each round. This can be calculated by points that they kept + public
goods project returns. The payoff value may have a high impact on
the players’ behaviour for the next rounds.
• ContribTab: The average of ’contribution table’ which is indicated
by attributes [b0-b20]. This attribute is important in estimating the
overall level of players’ initial willingness to contribute.
• Contrib: The average of players’ contribution in all rounds. This
field is important to ascertain the general level of contribution dur-
ing the game.
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• InitialDiff : Difference between actual contribution and supposed
contribution according to the players’ contribution table. The im-
portance of this attribute is to determine the amount of players’
strategy change during the game rounds.
• initialDiff : Average of InitialDiff during all game rounds. This
attribute validates player’s initial claim of willingness for contribu-
tion.
• PredecAcc: Accuracy of players’ prediction. This attribute is calcu-
lated as the difference between player’s belief about other players
contribution and their actual contribution.
• PredecAccSD: Standard Deviation of PredecAcc for each player in all
rounds of the game. This attribute detects how much a player cor-
rectly anticipates their co-players’ strategy.
The new attributes which are derived from existing data may raise con-
cerns about the level of correlation between them as they might affect
the performance of the classification. Table 5.6 addresses all correlation
values among these attributes.
Contrib 0.549
Payoff -0.135 -0.58
ContribTab 0.048 0.208 -0.169
Contrib 0.263 0.684 -0.486 0.296
InitialDiff 0.235 0.511 -0.285 0.251 0.361
initialDiff 0.097 0.332 -0.218 0.34 0.489 0.743
Belief Contrib Payoff ContribTab Contrib InitialDiff
Table 5.6: Correlation value among created attributes
The average of AUC of ROC analysis is used to measure the accuracy of
the SVM classifiers. To train the classifiers and then test their accuracies
different attribute sets are used to create these classifiers. The first set is
both contribution and belief of players, the second is original attributes
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of players, the third attribute set is the derived attributes above, and the
last attribute set contains all available attributes.
The accuracy results of the SVM classifier with different sets of attributes
and different classes for players are shown in Table 5.7. It can be noticed
that the SVM classifier for all proposed classes with different cost func-
tions perform better than economists’ labels for players in predicting the
test set except in the case of IQR cost function when original attributes are
used. Moreover, the SVM classifier is more accurate for all attribute sets
using proposed classes with SD cost function. This result aligns with the
previous test results of the players’ contribution behaviour compactness
in each time point as the SD cost function produced the most compacted
behaviours with minimum standard deviation.
The results of the last two tests indicate that the proposed temporal clas-
sification method with different cost functions can classify players better
than the available method which means Hypothesis 4 holds true. Vari-
ous cost functions and initial ranges for classification rules provide more
flexibility so that the best classifier can be selected for the temporal items.
We showed that, by combining human expertise and computer optimi-
sation, we can create better classes than the domain specific classifier, yet
with simple rules which can be understood by experts. Rule simplic-
ity is a positive point in this classifier as it allows experts to adjust their
initial rules further to create better classes in a reiterated classification.
Simple rules might be necessary to gain a better understanding for items
behaviour in the underlying complex temporal data.
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Attributes
Economists’ Proposed Classes
labels IQR Complete SD
Belief+Contrib 0.497 0.755 0.787 0.798
Original 0.723 0.685 0.758 0.768
Derived 0.650 0.824 0.832 0.861
All 0.703 0.726 0.790 0.814
Table 5.7: Mean of AUC for SVM using different attribute sets to compare
proposed classification and existing labels
5.5 Analysing the Behaviour of Public Goods Games
Players
After successfully testing and comparing the proposed classification method
with the existing method of classifying players of public goods game, we
will use created classes through this method to study players’ behaviour
further. In this section, we will conduct two more analyses. First, we will
compare both public goods game data sets players to determine the effect
of the game’s length on the players’ behaviour. Second, we will use play-
ers’ classes as the reference of behaviour for measuring their behaviour
change over time.
5.5.1 Players’ Strategy in Different Lengths of the Game
To determine the effect that the duration of the game rounds may have on
the players’ behaviour and to check the validity of Hypothesis 5, we com-
pare players’ class membership from both public goods game data sets
(10 and 27 rounds). If both data sets produce comparable class member-
ships, then the number of rounds may not affect the players. Otherwise,
players’ behaviour may change due to the longer game rounds.
In this experiment, we will classify players of 27 rounds data set of public
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goods game and then compare the cardinality number of classes with
players of 10 rounds game using Wilcoxon-test. We will compare the
class cardinality of the proposed classes of all three selected cost functions
(IQR, Complete Distance and SD). If the samples from the experiments
are considered to have the same population mean rank, then there might
be no effect of the length of the game on the players’ behaviour.
Before starting the comparison, the initial rules of section 5.3.1 for 27
rounds of the public goods game are optimised using the same brute
force method as the 10 rounds game. The results of the best values for
the ranges of the rules are shown in Table 5.8. The cardinality number of
each class is given in Table 5.9. It can be noticed that the SD cost func-
tion creates imbalanced classes. This means that, despite the best results
which are produced by SD in the 10 rounds of the public goods game data
set, it is specific to that particular data. The SD result indicates that our
initial prediction about the internal classification indices was accurate as
they may produce imbalanced and empty classes. However, as SD cost
function proved its ability to perform well in specific situations, they can,
therefore, be used for specific data sets if they can fit them.
Contribution Belief |Zero|
FR WC NC FR WC NC FR WC
IQR 1 3 3 2 4 2 20 15
Complete 1 1 3 3 4 2 24 17
SD 1 4 6 4 9 2 20 20
Table 5.8: The attributes’ best values for the ranges of the initial classifi-
cation rules of 27 rounds of the public goods game data set using selected
cost functions.
We used each classes’ percentage for comparison purposes between two
different data sets as they do not contain the same number of players.
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The p-value of Wilcoxon-test equals 0.4942, which suggests that the null
hypothesis is true and the two samples have the same population mean
Rand. This might be an indication that the duration of the game does
not affect the players’ strategy. Moreover, this result is aligned with our
findings in chapter four that the behaviour of the players in both data
sets is consistent.
Cost Function Fr Wc Nc Sc
IQR 48 29 31 20
Complete 67 29 14 18
SD 63 1 61 3
Table 5.9: Number of players in each class (Cardinality number of classes)
in 27 rounds of the public goods game data set using different cost func-
tions.
5.5.2 New Players Classes’ as Reference of Behaviour
After players were classified according to their temporal attributes which
reflect their contribution behaviour, we can use the new players’ classes
as a reference of behaviour to check the validity of Hypothesis 3. In chap-
ter four, we examined two different reference of behaviours; the first time
point as a reference of behaviour and the previous time point. In this
section, we will continue with the last proposed reference of behaviour,
which is players’ universal behaviour during the game. As the proposed
classification uses aggregations of temporal attributes to create classifica-
tion rules and then optimises them through each time point of the tem-
poral data, it is, therefore, suitable to be used as a general (universal)
reference of behaviour for players.
As shown in Figures 5.8 and 5.9, there are significant differences between
players’ classes and the their temporal behaviour. This difference can
be seen with the low value of the behavioural change measures across
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all clusterings and all different external cluster validity indices (less than
0.6). This indicates that the players do not always employ the same strat-
egy. Instead, they try and explore other strategies which contribute to
their learning process to different strategy results. However, the regres-
sion of the behavioural change for all cases is small (near zero), which in-
dicates the difference is stable throughout all time points. This is another
indication that, despite their temporary strategy change, these changes
do not affect their general behaviour when playing.
(a) K–means Clustering (b) PAM Clustering
(c) C–means Clustering (d) Hierarchical Clustering
Figure 5.8: Results of various clustering methods using proposed classes
as a reference of behaviour to calculate the magnitude of changes which
happen to the groups of items in consequent time points in the test
dataset. The amount of change is measured by using different external
cluster validity indices and AUC of ROC.
Despite the sensitivity difference between external cluster validity in-
dices, all the results of different clusterings and external cluster validity
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indices are similar to regression slope being equal to zero. This might be
an indication that using items’ overall general behaviour in the temporal
attributes can create more stable predictions than other two reference of
behaviours on the items’ behavioural change. However, each reference of
behaviour can be useful for certain situations. This means that Hypoth-
esis 3 holds true. Using the first time point as the reference of behaviour
will demonstrate how items are deviating from their initial behaviour.
Using the previous time point shows the stability of the items during dif-
ferent stages of the temporal data. Using players’ temporal classes as
the reference of behaviour demonstrates items behavioural variability in
various stages related to their overall behaviour across all time points.
5.6 Summary
In this chapter, we answered the three questions posed in chapter one.
The first question concerned the ability to classify players of public goods
game to use their temporal attributes during the game rounds. The other
two questions were dependent on the first question as temporal classes
of the players were required to answer the remaining two questions re-
garding players’ behaviour in the public goods game.
To answer the first question, we proposed a rule-based temporal classifi-
cation method as mentioned in chapter three section 3.4. The proposed
classification is based on optimising rules which are provided by human
experts. For the sake of simplicity, these rules are generated through ag-
gregating the temporal attributes so that domain experts can handle and
understand them. The provided rules contain ranges of values which
have to be optimised to create the best compacted classes of items at each
time point.
To optimise the initial rules we used brute force to enumerate all possibil-
ities and find the best classifier. The best classifier is determined through
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(a) K–means Clustering (b) PAM Clustering
(c) C–means Clustering (d) Hierarchical Clustering
Figure 5.9: Results of various clustering methods using proposed classes
as the reference of behaviour to calculate the magnitude of changes which
happen to the groups of items in consequent time points in the test
dataset. The amount of change is measured by using different external
cluster validity indices and AUC of ROC.
a cost function which assures the most compacted classes in each time
point. We tested multiple compactness measures CM in the optimisation
process including statistical, Euclidean distance and internal clustering
validity indices. The best CM were IQR and the complete Euclidean dis-
tance between items. As we anticipated, all the Internal cluster validity
indices except for SD in one situation (with 10 rounds of the public goods
game) were proven to create large imbalanced classes, as their cost func-
tion could not adjust the size of the groups. This was not a concern for
the original use of these measures.
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To check the validity of Hypothesis 4, we classified the players of the ten
rounds of public goods game data set with the new proposed classes.
Then, we compared the new classes of players with the labels provided
by economists in two ways. First, by comparing the contribution be-
haviour of the players in each class and label for all ten rounds. We
used IQR and standard deviation ’stdev’ to measure the spread of play-
ers contribution in the classes at each time point. For all cases, our pro-
posed classes created more similar behaviours among players of the same
class than the economists’ labels. Second, we trained SVM classifier us-
ing our classes and economists’ labels with 75% of the players and tested
them to determine the rest of the players at each time point. The results
showed that the SVM classifiers, which are trained with the proposed
classes, could detect the classes of the rest of players with a higher level
of accuracy than the classifier which is trained and tested using existing
players’ labels. The results of both tests indicate that the proposed clas-
sification method can produce better classes for players of PGG than the
available method.
To answer the second question, which concerns players behaviour in dif-
ferent length of public goods game, and to validate Hypothesis 5 which
suggests that there is no effect of the games’ duration on players be-
haviour. We classified 27 rounds of the public goods games data set and
compared the percentage of players in each class with the 10 rounds of
public goods game. We determined that there is no significant differ-
ence between the two samples which proves the validity of Hypothesis
5. Moreover, a closer examination of the optimised rules shows that these
rules are not identical. However, they are close to each other and similar
especially if we rule out the differences which are mainly caused by the
duration of the game, such as the number of zero contributions.
To answer the last question about the overall behaviour change of the
players, we used the produced players’ classes of both data sets as the
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reference of behaviour. The results for both data sets indicate that the
players’ change over time is stable with near zero regression for all dif-
ferent measures using different clustering methods. This proves that Hy-
pothesis 3 holds true.
In the next chapter, we will classify a larger data set of stock market using
our proposed classification method. To reduce the time required for the
optimisation process, we will use a heuristic method called differential
evolution.
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Chapter 6
Testing the Stability of the Stock
Market
6.1 Introduction
This chapter answerers the question of capability of being able to gener-
alise the use of the temporal rule-based classification which is proposed
to classify players of the public goods game. In this chapter, we will
check the validity of Hypothesis 6 regarding stock market predictability
by classifying them into different stability classes. To be able to classify a
larger data than public goods game, a heuristic algorithm has to be used
for optimising the initial rules instead of enumerating all possible rule
combinations.
In this chapter we will validate Hypothesis 6 by classifying stock mar-
ket data set for two consecutive quarters of the financial year and then
comparing an individual stock’s stability classes. The hypothesis indi-
cates that to be able to predict the stock market, at least half of the stocks
should follow the same stability class. We also use the proposed method
in chapter four for measuring changes over time to determine the stabil-
ity of the stock markets using different reference of behaviours.
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The presented stock market data set of S&P 500 in chapter three is classi-
fied to validate Hypothesis 6. The stocks are classified into four different
stability classes: very stable; smooth stable; rough stable; and unstable.
Profiles for each stock are created to construct the initial rules and deter-
mine the [min, max] range of the rule values.
For optimisation process, we use the differential evolution algorithm,
which is developed by Storn et al. [93], as a heuristic function to improve
the speed of the process. To check the efficiency of the differential evolu-
tionary algorithm, we compare the brute force results of the public goods
games data sets with the heuristic results. Then, the classification results
of the proposed method for the public goods games will be compared
with common classification algorithms like SVM.
The stability test for the stock market might be controversial. However,
we have to point out that the concluded result in this chapter is not the
main point of this study. Rather, the classification tests are mainly about
checking the ability of the proposed classification method to classify var-
ious temporal data sets. However, the results indicate that there is a sig-
nificant difference in the stability classes between the first and second
quarters of the financial year for S&P 500stocks. It can, therefore, be con-
cluded that according to the available data and the proposed method,
stock market prices cannot be predicted by entirely relying on their his-
torical data.
6.2 Background
6.2.1 Stock Market Predictability
Many algorithms and methods have been developed to predict stock
market prices [157]. However, there is a debate among economists on the
accuracy of these predictions. The first group emphasises the essential
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randomness of the stock market, thus precluding any possibility of fu-
ture price predictions based on historical values [83]. The second group
claims market prices have an element of predictability [84]. In this chap-
ter, we will present a method of how to determine the predictability of
the stock market by classifying two consecutive quarters of a financial
year and then counting the number of stocks which have not changed. If
as Hypothesis 6 states that if more than half of the stocks’ stability classes
change between these two quarters, then the stock market might be ran-
dom and, therefore, not possible to predict their prices.
6.2.2 Temporal Data Mining
Classification is a type of supervised machine learning concerned with
predicting one of the predefined finite classes for items subject to clas-
sification [2]. Temporal and sequence classification is an automatic sys-
tem which assigns one of the predefined classes to the time series or se-
quence input [50]. Many temporal classifications have been introduced
that reuse traditional classification algorithms using criteria and mea-
surements crafted for temporal data.
Many temporal supervised and unsupervised algorithms use dynamic
time warping (DTW) [62] to align between two sequences or time series
and find the distance between them. This method was originally used in
speech recognition to find human speech patterns [63]. For complex time
series, Euclidean distance is sensitive to the time fluctuation; so DTW is
more preferred for use [65]. DTW can be used with KNN classification
to determine the distance between items in temporal data. It can also be
used with clustering algorithms such as hierarchical clustering to create
confusion matrix, meaning the distances between any two time series
will be calculated according to their best match. In this chapter, we use
this method to confirm the results of the classification stability between
two quarters of a financial year.
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Douzal-Chouakria et al. [68] used classification trees to classify time se-
ries data by introducing new splits for the tree nodes using time series
proximities relying on adaptive metrics considering behaviours and val-
ues. Distance-based K-nearest neighbours classification method (KNN)
is used with temporal and sequential data with Euclidean distance mea-
sure [64]. Other methods use Support Vector Machine (SVM) as a tem-
poral data classifier using different kernels [69]. SVM classifies items by
separating each class using optimal hyperplanes between them [2].
Model-based classifiers can also be used for temporal and sequential clas-
sifications such as Naive Bayes sequence classifier [70] and Hidden Markov
Model [71]. In the training step, the parameters of the model are created
and trained depending on some assumptions, and a set of parameters
describing probability distributions. In the classification step, a new se-
quence is assigned to the class with the best possible similarity [72].
6.3 Approach
To classify stock market data sets to test their stability, we use the pro-
posed method for temporal rule-based classification. To classify the stock
market data set, we follow the two steps as proposed in chapter three
and tested in chapter five for creating initial rules via profiles of the data
items. Then, the initial rules are optimised to obtain a crisp classification
rule. However, due to the larger size of the data (more items and time
points), using brute force to optimise the initial becomes extremely time
consuming, so we will use the heuristic function of differential evolution
for the optimisation process. To ensure that the results of differential evo-
lution are comparable to the brute force, we will compare classification
results of both methods. Moreover, to test the ability of the proposed
classification to operate on more general areas other than public goods
games we will compare it with more firmly-established methods of clas-
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sification such as SVM and ctree.
The stock market data set consists of two quarters of the year; we will
use the first quarter to create the optimised rules for classification and
then use these rules to classify both quarters. Hypothesis 6 may prove
valid if more than half of the items in the data set are classified as the
same class. Furthermore, we will use the proposed method for measur-
ing changes over time to study the behaviour of the stocks with different
reference points, including the temporal classification of the items for the
first quarter of the year.
6.3.1 Producing Initial Rules for Classes
To create the initial rules for the classes, we aid human experts with vi-
sual profiles and create required aggregated attributes for the rules. The
provided initial rules by the experts might contain ranges of values which
have to be optimised at a later stage.
Data Manipulation
The main objective of the data manipulation is to create aggregated at-
tributes for the stock data set to create the initial rules for classification.
As mentioned in chapter five section 5.3.1, there are multiple possibilities
of aggregating temporal attributes such as total, mean, median, mode,
count, minimum, maximum and standard deviation. The original at-
tributes of the stock market as listed in chapter three are:
• Date: The date of the stock price. Each date can be considered as a
time point and converted to a sequence of integer numbers.
• Symbol: The standard symbol which identifies companies’ stocks.
• Open: The price of the stock at the opening time for that date.
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• High: The highest price reached by the stock on that date.
• Low: The lowest price the stock hit on that date.
• Close: The price of the stock at the close of the stock market on that
date.
• Volume: The number of shares which are traded on that date.
The stock market data set is similar to the public goods games data set
by having discrete time points for each entry (working days for the stock
market and rounds for public goods games). Therefore, there is no need
to use any windowing technique to slice data into separate, distinct time
points. Contrary to the public goods game, the values of the stock prices
might be decimal and have different minimum and maximum values for
each stock. Consequently, the values are standardised and coerced to
integers. For classifying the stock market data set, we focus on the close
attribute to create three attributes which are:
• StdevClose: Standard deviation of the closing price for each stock.
• CloseDiff: The difference of the closing price between any two con-
secutive days. This attribute is not aggregated as it changes with
time. It will, however, be used to create the next attribute.
• StdevCloseDiff: The standard deviation for the closeDiff.
The other attributes might be effective for predicting and analysing the
next day or short range price [158]. However, we assume that they do
not have the same impact for the quarter based analysis as in our case.
Moreover, there are multiple studies which rely on the closing price such
as [159]. For these reasons, our focus is only on the closing price for
stability classification.
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Stocks Profiling
The aim of profiling is to aid human experts in finding the initial classi-
fication rules with a range of overlapping areas separating classes from
each other in each attribute. A profile for each stock’s first quarter data is
created. The profile consists of two main parts. The left part represents
the stock’s closing price, and its standard deviation and regression line.
The right plot represents the stock’s price difference between each con-
secutive days with its standard deviation multiplied by 10. We multiply
the standard deviation by 10 to enable more accuracy for its rounded in-
teger. Three samples of the profiles are shown in Figure 6.1. From the
provided samples, it can be noticed that a rapidly-changing stock mar-
ket price might create a fairly stable difference in prices between any two
days. This might be due to the consistency of the change itself, so Stde-
vCloseDiff might shape the difference between the rough and smooth
changes in the prices.
Driving Classes from Stock’s Profiles
To create classes for stocks, we used the visual profiles of the stocks to
help experts to decide the final number of classes and the limits of each
class. The very obvious classes are dividing the stocks into stable and
unstable parts. However, after carefully examining classes, we can deter-
mine that the stable class can be further split into two classes: the very
stable; and the rest. It is also true for the unstable class to be divided into
two parts, the unstable and slightly stable classes. So, the final number of
classes become four. They are:
• Very stable: the price of this class of stocks experiences a relatively
small change over time.
• Smooth stable: the price fluctuation of this class of stocks is larger
than very stable class, with a small difference in price between two
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Figure 6.1: Three samples of stocks’s profiles of S&P 500 data set.
consecutive days on average.
• Rough stable: the price of this class of stocks is larger than that of
the very stable class, with a large difference in price between two
consecutive days on average.
• Unstable: the price of this class of stocks experiences relatively
large changes over time.
While other class numbers might be possible, classifying stock market
into four classes, however, gives it an advantage of becoming comparable
with public goods games data set as it also has four classes.
The initial rules for classification were produced by human experts, with
ranges in the forms of [min, max] values. Both aggregated attributes
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generated in section 6.3 are used to express these rules. The rules are
designed and prioritised so that the obvious stocks will be classified first
(unstable and very stable), then rough stable stocks are labelled; finally,
any remaining stock will be classified as smooth stable. The class rules
with their priority order are shown in Table 6.1. These rules will be op-
timised, and a single value will be chosen for each range. These are as
described in the next subsection.
Class Rule
Very Stable stdevClose > [1100, 1300] && stdevCloseDiff > [500, 750]
Unstable stdevClose < [1600, 2000] && stdevCloseDiff < [650, 1000]
Rouged Stable stdevCloseDiff < [550, 800]
Smooth Stable All remaining instance after the above filters (Others)
Table 6.1: Initial classification rules of stock market data set
6.3.2 Optimising Rules Using Heuristic
Differential Evolution (DE) is a heuristic search algorithm introduced by
Storn et al. [93], who described it as simple and efficient. Differential
Evolution is a type of evolutionary algorithm that uses crossover and
mutation while producing the next generation. This happens according
to the nature of DNA and derives natural evolution from creating solu-
tions (species) that are optimised for the environment. This algorithm
has proved to be successful, and it has been used in many different ar-
eas [160]. In this study, we used Differential Evolution to optimise pro-
vided rules by a human classifier. The optimisation focuses on minimis-
ing the distance between items within classes according to their temporal
attributes. Please see chapter three for more details about DE.
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6.4 Testing With Public Goods Game Data Sets
In this section, we will compare the results of classifying public goods
games using brute force and differential evolution according to their speed
and similarity. Then, we compare the proposed method with well-known
classification methods such as ctree, SVM and c50. The comparison will
be run on the 10 rounds of public goods games data set as it contains more
players than the 27 rounds data set, as the number of items is more im-
portant for the training and testing of classifiers than longer time points.
These two comparisons are necessary to demonstrate the ability of the
proposed classification method to function in more of a general scope
than only be restricted to the public goods games data sets with an ac-
ceptable efficiency of speed and accuracy.
6.4.1 Comparing Brute Force and Heuristic Results
The main advantage of using heuristic functions to solve the problem of
optimisation is to reduce the required search time to find an optimum
solution. However, it is important to check the heuristic function results
to ensure that they are not radically different from the brute force results.
To accomplish the comparison, we use the differential evolution package
[109] of R language. The maximum iteration is set on 200 iterations with
50 chromosomes in each generation. By default, the result of each itera-
tion is real numbers. It can, however, be changed to produce only integer
numbers. The speed and optimisation result of the algorithm is mainly
dependent on the maximum-allowed number of iterations. For our tests,
the average rounded speed of the results were 7 minutes compared to 48
for the brute force which makes it nearly seven times faster.
Table 6.2 shows the optimum classification results of both brute force and
differential evolution for different cost functions. The four player classes
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are Free Rider FR, Weak Contributor WC, Normal Contributor NC and
Strong Contributor SC. The optimum classification rules generated by the
different methods are mostly similar with two exceptions:
• The values for the rules of belief attribute for normal contributors
are different for all cost functions.
• There are many differences between brute force generated rules and
differential evolution ones for centroid distance cost function.
Despite these differences, Table 6.3 shows that there is no difference be-
tween classification results of both methods of optimisation except for the
test where centroid distance is used as a cost function. From these two
tables (Table 6.2 and Table 6.3) we can arrive at three conclusions:
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• The rule of the belief attribute for Normal Contributor class might
be more flexible than accepting only one value, or it is irrelevant,
and the rule can be further simplified.
• For the centroid-distance cost function, the heuristic failed to reach
the most optimum value in 200 iterations as it did not generate the
exact results as the brute force function. However, the result is not
very far from the most optimum value as AUC measure of ROC
analysis scored 0.94 which can be considered as an acceptable re-
sult.
• From the above, we can conclude that the differential evolution
function can optimise the rules for the proposed classification at a
faster rate with exact or acceptable results. Hence, we can use this
heuristic method for future tests with larger data sets confident that
it will produce an acceptable optimisation result.
Brute force Heuristic (DE)
Cost Function Fr Wc Nc Sc Fr Wc Nc Sc AUC
St
at
is
ti
cs IQR 46 22 22 50 46 22 22 50 1
Stdev 36 10 58 36 36 10 58 36 1
Eu
cl
id
ea
n
Complete 38 30 37 35 38 30 37 35 1
Centroid 46 10 0 84 30 25 6 79 0.94
IC
V
I
Dunn 42 4 9 85 42 4 9 85 1
DB 37 34 2 67 37 34 2 67 1
SD 28 48 28 36 28 48 28 36 1
S Dbw 37 40 1 62 37 40 1 62 1
Table 6.3: Comparing class membership results of the brute force and
differential evolution in 10 rounds of public goods game data set using
different cost functions.
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6.4.2 Comparing Results with Other Classification Meth-
ods
In this section, we will test the proposed temporal classification method’s
ability to operate at a comparable efficiency (i.e. classifying items cor-
rectly) with general and popular classification algorithms. If we demon-
strate the ability of the proposed classifier to classify items as effective
as other classification algorithms, it might be an indication that the pro-
posed algorithm can be used in more general areas rather than only be
restricted to the public goods game data sets.
There are many classification methods which can operate on temporal
data in various ways [60]. However, we chose three classification meth-
ods to compare the proposed method with. The first classification method
is Support Vector Machine SVM, which is one of the most successful
classification algorithms [156]. Besides its success, SVM is a partition
based classification method which classifies items through creating hy-
perplanes between classes. This feature is similar to the initial rule con-
struction of the proposed classification. The second classification method
is C5.0 which is an extension of C4.5 which is, in turn, an extension of It-
erative Dichotomiser 3 ID3 [161]. This algorithm was selected as the best
algorithm for data mining and classification by [18] for 2008 and ever
since, its popularity and success have grown. This algorithm with all its
variations is considered as a decision tree and rule-based classification
method [144] which makes it a perfect candidate for comparison with
the proposed classification algorithm. The final classification algorithm
is conditional inference trees ctree which is considered a statistical deci-
sion tree classifier. This algorithm uses tree-structured regression models
to classify items in the data set [162].
These classification methods were originally designed to work with none-
temporal data sets. However, it is possible to use these classifiers with
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temporal data sets by preprocessing the temporal data before building
the classification model [163]. There are multiple methods of extracting
features from the temporal data in the preprocessing stage such as Singu-
lar Value Decomposition, Discrete Fourier Transform, Discrete Wavelet
Transform and Piecewise Aggregate Approximation [164]. In this test,
we will use Discrete Wavelet Transform which was introduced by Zhang
et al. [165], due to its popularity and acceptance in many areas which
require temporal data mining [166]. Moreover, it is also possible to use
the plain temporal data of items directly for the tests by converting each
time point into a separate feature (attribute) of the items. These attributes
are created by transposing a single temporal attribute (i.e. contribution)
which means for the 10 rounds data set 10 attributes are used, and 27
attributes are created for the 27 rounds of public goods game data set.
One of the advantages of the proposed classification method is its abil-
ity to classify items from optimised rules provided by a human expert.
However, this might create a challenge when we want to assess it in com-
parison with other classification methods especially when these methods
require pre-labelled data records to train their classifier model.
To be able to test the accuracy of these classification methods, we first use
the existing labels which are provided by the economists. Although these
labels are not based on the temporal data of the players, it might still offer
a valuable insight into how well these labels are related to their tempo-
ral behaviour. The second types of labels are driven from the [min, max]
attribute limits which are provided as initial rules by experts. Instead of
using optimisation for [min, max] pairs, we use the rounded average of
each pair (i.e. the middle) as it might represent the best guess if the ex-
perts manually labelled the players. We use the average of the [min, max]
spectrum because normal distribution is assumed for the players’ contri-
bution in the public goods games [167, 168]. Hence the natural dividing
line between two classes might be in the middle of the spectrum.
171
6.4. TESTING WITH PUBLIC GOODS GAME DATA SETS
Classification Labels Classes
Method
Temporal
attributes
DWT
attributes
Temporal
attributes
DWT
attributes
SVM 0.602 0.504 0.877 0.797
Ctree 0.704 0.583 0.841 0.848
C5.0 0.735 0.654 0.858 0.892
Proposed IQR Complet Dist SD
0.959 0.965 0.972
Table 6.4: AUC of ROC analysis for different classes and the proposed
classification method of 10 rounds of public goods games.
We use 10 fold cross validation [169] to create 10 different classifier mod-
els for each classification algorithm by using 90% of the players’ data.
Then we tested the models with the remaining 10% of the data to detect
the accuracy of the classifiers. These (90/10) portions of the players are
randomly selected for each fold, and the 10% of the test players are al-
ways different from one fold to another. We use this method as the num-
ber of players for both data sets are limited. In this way, we can repeat
the test multiple times using the same data sets.
For the proposed classification method, we used the optimised rules which
are generated by using all the data set without splitting them into train-
ing/test portions. These classes are used as the reference for compar-
ing the accuracy of the classifiers, which are optimised by using only the
training portion of the data, 90% to classify the remaining 10%. For these
comparisons, we selected three cost functions: IQR, Complete Distance
and SD.
The AUC of the ROC analysis of all classification methods for both data
sets are shown in Table 6.4 and Table 6.5. The AUC results of classifica-
tion models which are created based on the economists’ labels score very
low, especially with SVM and ctree. These results came as no surprise
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Classification Labels Classes
Method
Temporal
attributes
DWT
attributes
Temporal
attributes
DWT
attributes
SVM 0.658 0.495 0.819 0.725
Ctree 0.665 0.5 0.781 0.864
C5.0 0.597 0.671 0.852 0.818
Proposed IQR Complet Dist SD
0.957 0.921 0.914
Table 6.5: AUC of ROC analysis for different classes and the proposed
classification method of 27 rounds of public goods games.
because the labels are not intended to represent the temporal behaviour
of the players. The importance of these results is to present yet further
evidence that the players change their strategy during the game and do
not follow the static contribution table. This creates the need to classify
players using their temporal contribution attributes directly.
We also used both data sets to create classifier models for the generated
classes by using the experts’ initial rules. It can be noticed that the av-
erage of AUC of the 10 fold cross-validation for each classification algo-
rithm (SVM, ctree and C5.0) is less than (0.1). These results might be
an indication that the different data sets (i.e. transposed and wavelet
transformed for the temporal attribute) do not affect the accuracy of the
classifier significantly for the public goods games data sets.
The results from the proposed classification method using different cost
functions produced a higher average of AUCs than the traditional clas-
sification methods. This result came as no surprise as these classifica-
tion algorithms used classes which are produced by the average of the
provided [min, max] while the proposed classification used the optimum
value for each class limits. This means that the available classifiers are not
necessarily performing worse than the proposed classification method.
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However, it might be an indication that optimising initial ranges for class
rules provided by experts can perform better than when using crisp rules
directly for classes.
The results indicate that the proposed method can perform better than
available common classification algorithms without sacrificing the un-
derstandability of the rules. As these algorithms might create complex
models possibly incomprehensible for humans especially for temporal
data sets, data transformation from time domain to frequency domain
may be necessary. The clarity of the rules might lead to better under-
standing of the underlying data. This understanding might enable ex-
perts to provide even more accurate initial rules through multiple iter-
ations of rule generation and optimisation as described in chapter five.
On the other hand for complex data sets with the availability of well-
established training data sets and accurate classes for the items (for ex-
ample, classifying cancer cases using protein biomarkers [170]), it might
be difficult for the experts to construct an efficient initial classifier by fol-
lowing the effects of hundreds of proteins.
6.5 Testing Stock Market Stability
To test the stability of the stock market and check the validity of Hy-
pothesis 6, we use the introduced data set in chapter three of Standard
& Poor’s 500 (S&P 500) stock market. The whole data set contains stock
records between 1-1-2015 to 1-7-2017. Two kinds of experiments are run
on the data: In the first experiment, we measure stock changes over time
for the first quarter using different references of behaviour to obtain an
understanding of how stocks’ stability changes over time. In the second
experiment, we split the data into two parts; each part represents one
quarter of the financial year. We used the first part to optimise a classifier
based on the provided initial rules by the experts, and then we used this
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classifier to classify both quarters of the fiscal year to compare the class
membership of each stock between these quarters and test the validity of
Hypothesis 6.
6.5.1 Analysing Stocks’ Behaviour
To gain a better understanding of the presented stock market data set in
chapter three and analyse the behaviour of the stocks between different
time points, we measure changes over time for the entire stock market
data using the proposed method in chapter three. Three different refer-
ences of behaviour are used in the experiments: the first time point, the
previous time point and the stocks’ overall behaviour in the data set.
Each reference of behaviour can highlight different aspects of the stocks.
By using the first time point as the reference of behaviour, we might be
able to determine the level accuracy in predicting any future time point
of the stock market by using the last available time point. Using the pre-
vious time point as the reference of behaviour, we can determine the sta-
bility of the stocks for the next day and hence, the ability to predict the
stock market only for the next day. Using stocks’ stability classes as the
reference of behaviour, we can determine the overall stability of the stock
market and its predictability in general.
Using the first and previous time points as references of behaviour are
straight forward as these time points can be clustered alongside with
other time points using one of the selected clustering algorithms (k–means,
c–means, PAM and hierarchical). They can then be compared with other
time points using external cluster validity indices as has been imple-
mented in chapter four. However, to use the general behaviour of the
stocks in the overall time points, they have to be classified according to
their stability using their temporal attributes (closing price). To classify
stocks in the data sets, we use the proposed rule-based temporal clas-
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sification method. As explained beforehand, the proposed classification
consists of two steps: initial rule generation and rule optimisation. We
optimise the initial rules which are provided in section 6.3.1, Table 6.1, by
using Differential Evolution algorithm to accelerate the process of rule
optimisation. For this experiment, we used IQR as the cost function. The
final rules are shown in Table 6.6 after optimisation.
Class Rule
Very Stable stdevClose > 1246 && stdevCloseDiff > 584
Unstable stdevClose < 1996 && stdevCloseDiff < 797
Rouged Stable stdevCloseDiff < 759
Smooth Stable All remains
Table 6.6: Optimised classification rules of stock market data set, using
IQR as cost function for optimisation process.
Figure 6.2 shows the results of the change in the stocks over time com-
pared with the first time point. The stocks are clustered in each time point
using different clustering algorithms (k–means, c–means, PAM, hierar-
chical) and then compared with the first time point by various external
cluster validity criteria (Rand, Jaccard, FM, VI and AUC). It can be no-
ticed that the results for all clustering algorithms show a rapid change
of stocks’ clusters between the first time point and other consecutive
time points until it nearly reaches the 20th time point. It then starts to
straighten with some minor changes. This is an indication that further
the distance from the current time point will produce less accurate pre-
dictions as the changes over time become more significant until the sat-
uration point is reached near the 20th time point. At that point (20th),
changes in the stock market cancel each other out. We can, therefore, see
this stability in much lower rates of similarity.
Figure 6.3 shows the results of the change between in stocks every cur-
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(a) K–means Clustering (b) PAM Clustering
(c) C–means Clustering (d) Hierarchical Clustering
Figure 6.2: Using the first time point as reference of behaviour.
rent and next time points. The similarity between every consequent time
point is high as indicated by the high regression line for the AUC mea-
sure. It can be noticed that, despite the high regression line, there is a
sharp transition between any time point. This might be an indication
that the overall stability classes do not change significantly between any
two time points. However, individual stocks might change their classes
more rapidly. This means that the overall status of the stock market can
be predictable for the next day. However, individual stocks might not
follow the trend of their class.
Figure 6.3 shows the results of the change in stocks over time compared
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(a) K–means Clustering (b) PAM Clustering
(c) C–means Clustering (d) Hierarchical Clustering
Figure 6.3: Using the previous time point as the reference of behaviour.
with their overall stability classes. From the results, we can determine
that there is a consistent difference between stocks’ classes and their tem-
poral behaviour. However, the difference is rather large. For example, the
regression line for AUC is near 0.5 for all clustering methods, although it
is flat. That is, its slope is close to zero. This might be an indication that
it is difficult to predict stocks by only using their overall past behaviour.
The three results achieved by comparing stock market behaviour by us-
ing different reference of behaviours lead us to conclude that it might be
possible to predict stock market prices for the next day reasonably accu-
rately. However, the accuracy of the prediction rapidly becomes lower
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(a) K–means Clustering (b) PAM Clustering
(c) C–means Clustering (d) Hierarchical Clustering
Figure 6.4: Using the proposed classes as reference of behaviour.
for each other next day until it gets to a point where it might be equiv-
alent to a random guess. This finding is aligned with the random walk
hypothesis in stock market predictability which is supported by a group
of economists [83]. This hypothesis states that the further walking away
from a known stock price there is, the more inaccurate the prediction will
become.
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6.5.2 Comparing Stocks’ Class Memberships
To verify Hypothesis 6 and further check the ability to predict stock price
by solely using historical prices of the stocks. We conduct an experi-
ment to compare stocks’ membership to one of the proposed stability
classes (very-stable VS, smooth-stable SS, rough-stable RS, and the un-
stable US) in two consequent quarters of the fiscal year. If the majority of
the stocks are classified as the same class for both quarters, Hypothesis
refhypo:pridictabilityOfStocks is valid. This then might be an indication
that the first quarter’s price can be used to predict the second quarter. In
this experiment, we only test the ability of any prediction system to pre-
dict the market price for the next quarter, and not for the price the next
day. Moreover, the test is solely concerned about predictors which use
previous price data for their predictions, and not any other factors [171].
The first quarter’s closing price of stocks is used to optimise the initial
rules which are derived from profiles of stocks in section 6.3.1. Differ-
ent cost functions are used in the optimisation process (Stdev, IQR, and
Complete Distance) so that various classifiers are produced. The opti-
mised classifiers are used to classify both quarters separately. Then the
class membership of stocks in both quarters is compared to calculate the
percentage of the stocks with identical classes in both quarters. Table
6.7 shows the percentage and the number of stocks in each class in both
quarters. The three results indicate that the majority of the stocks do not
necessarily follow the same stability class in both quarters.
To compare the results of the stock classification in both quarters and
confirm the results, we used various clustering algorithms to cluster each
quarter separately. We then calculated the percentage of the stocks in the
same cluster in both fiscal years’ quarters. However, the percentage of
agreement between clusters might not be sufficient for clustering meth-
ods due to the risk of instability of cluster labels. So, two external cluster
validity indices (Jaccard index and Folkes-Mallows FM-index) are also
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Compactness
Measures
Quarters
Items in Classes/Clusters Quarters
AgreementVS US RS SS
Stdev
Qt1 42 172 99 184
34%
Qt2 112 59 79 247
IQR
Qt1 87 245 30 135
37%
Qt2 197 119 19 162
Complete Dist
Qt1 120 123 128 126
34%
Qt2 242 43 83 129
Table 6.7: Number of stocks in each class and percentage of compatible
results between two quarters of the fiscal year using different cost func-
tions
used to measure the similarities between clusterings of the two quarters
of the fiscal year. Three methods of clustering are used for this experi-
ment, and they are:
• K–means for aggregated attributes: In this method, we used k–
means with two aggregated attributes which are derived from ’close’
attribute. The attributes are ’StdevClose’ which is the standard de-
viation of the close attribute for each item and StdevCloseDiff which
is the standard deviation of closing price differences every two days.
Please refer to section 6.3for more information.
• K–means for temporal attributes: In this method, we used the trans-
posed close attribute with k–means clustering. By transposing the
close attribute, each time point of the temporal data become a sep-
arate attribute and contributes in the computation of choosing the
optimum cluster for the stocks.
• Hierarchical for temporal attributes: In this method, we use hier-
archical clustering with the ’close’ temporal attribute directly by
using Dynamic Time Wrapping DTW [62] distance. This method
is more advantageous then Euclidean distance, and for time series
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data sets, it is less subject to time distortion.
The results in Table 6.8 shows that the stocks in similar clusters for both
quarters of the financial year are less than 50%. This can also be seen
in the results of the Jaccard and FM indices. It can be noticed that the
hierarchical clustering using dynamic time wrapping is noticeably high
(47%). This may be the effect of the DTW. However, this high percentage
of similarity result between two clusters might not be a representative
figure as the dynamic time wrapping method shifts the time of items to
find the smallest possible distance between two stocks’ prices. However,
this shift distorts the actual time of price change, which is crucial in the
stock market data set.
Clustering Methods Cl1 Cl2 Cl3 Cl4 Jaccard FM %
k–means
Aggregated
Qt1 89 81 176 151
0.17 0.30 27
Qt2 175 34 182 106
k–means
Temporal
Qt1 141 155 83 118
0.28 0.43 16
Qt2 53 138 164 142
Hierarchical
Temporal(DTW)
Qt1 103 134 191 69
0.31 0.48 47
Qt2 102 251 113 31
Table 6.8: Number of stocks in each cluster and the percentage of com-
patible results between two quarters using different clustering methods.
The results of both classification and clustering methods show the sta-
bility of stock price between the first and second quarters of the fiscal
year are less than 50%. This might suggest different stability behaviour
for each stock price. This is an indication that Hypothesis 6 has not been
proven, which means it might not be possible to use one quarter’s stock
prices to predict the next quarter’s prices. This conclusion does not in-
clude predicting the next day prices either using other factors to enhance
the accuracy of the prediction.
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6.6 Summary
In this chapter, we answered the question of stock market predictability
only using prices of stocks by verifying the validity of Hypothesis 6. Ac-
cording to this hypothesis, 50% of stock market prices do follow the same
classification of their stability. To validate this hypothesis, we had to clas-
sify stocks according to their stability. However, the harvested data for
this purpose have no pre-classified labels according to their stability.
To classify the stock market data set, we used the proposed rule-based
temporal classification. However, this method had only been used to
classify public goods games data set beforehand. To be able to use this
classification method, we had to adjust its speed so that it can classify
larger data sets, that is, more items in the data set and longer time points.
We replaced the brute force optimisation with differential evolution, which
might shorten the required time for the optimisation process. Moreover,
to be able to use the proposed method in more general areas than solely
public goods games, we had to demonstrate that the produced classifier
after the optimisation process is comparable to the brute force method
and with other more general classification methods such as SVM, ctree,
and C5.0.
We used the 10-round public goods games data set to compare results of
both the brute force and differential evolution algorithm. The optimised
classifiers had limited differences which ultimately did not affect the fi-
nal result of classifying players, except slightly in the case of using the
Euclidean distance of items from classes centroid as a cost function.
We then used both data sets of public goods games to compare results
between three popular classifiers and the proposed method. We used
two different sets of data attributes: 1none-temporal, contribution table
attributes and 2temporal contribution and belief attributes. Furthermore,
we used different labels to train the classifier models for each set of at-
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tributes as we used the economist’s labels with non-temporal attributes
and the midpoint between every [min, max] rule of the initial rules pre-
sented by the experts using player profiles. In all cases, the proposed clas-
sification method performed better than other classifiers; this might be
mainly due to the advantage of optimising the rules which are presented
by the experts instead of directly using labels to train classifiers. How-
ever, as we have argued before, for a data set with complex attributes and
a sufficient training data set, the proposed classification method might
not be so advantageous when used.
By using profiles of the stocks for their price behaviour, four classes are
created: 1) stable, 2) smooth stable, 3) rough stable and 4) unstable. Initial
rules for each class are created using aggregated attributes derived from
the close price of the stocks. These rules contained a range of [min, max]
values which had to be later optimised by using differential evolution to
find the best classifier according to one of the available cost functions.
Before validating Hypothesis 6, we studied stock market behaviour in
the data set using the proposed method for measuring changes over time
in temporal data sets. Three different references of behaviour were used
for this purpose: 1first time point, 2previous time point, and 3temporal
class of the stocks. The first two references of behaviours were clustered
alongside other time points for the comparison, while for the last one the
proposed classification method is used to classify the stocks according to
their price.
Different clustering methods were used to cluster stocks in each time
point. Moreover, external cluster validity indices were used to measure
the differences between each time point and its reference of behaviour. It
might be concluded from the results that the stock price similarity drops
from each next day until it gets to a point before then starting to level out.
To validate Hypothesis 6, three different cost functions were used the
first part of the data set, which represents one quarter, to optimise initial
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classification rules. Then, we classified both quarters with the optimised
classifiers to produce class labels for each stock according to their stability
in each quarter separately. After that, we computed the percentage of
stocks with the identical classes in both quarters. The results suggested
that under 50% of the stocks have similar classes in both quarters. This
might be an indication that Hypothesis 6 has not been proven and it is not
possible to predict stocks behaviour in one quarter based on the previous
quarter’s price. This result was confirmed by using different clustering
methods to cluster stocks in both quarters of the fiscal year as the results
also suggested that most of the stocks not follow the same group in both
cases.
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Chapter 7
Conclusion and Future Work
7.1 Thesis Summary
Chapter 1 presented the main motivation behind which this thesis de-
rives and the main questions to arise during the implementation of this
research. The motivation to undertake this study was to find a method
to measure and study the change in item behaviour change in temporal
data sets. This motivation led to the discovery of the need for a method
to classify items in temporal data using relatively simple rules provided
by domain experts.
Chapter 2 started to cover background materials used in this thesis such
as classification, clustering, cluster validity indices and classification per-
formance measures. After that, a more detailed review was presented for
the temporal classification and clustering methods. Moreover, domain
specific materials of the used data sets were covered. These areas include
the public goods game and its players’ behaviour, as well as stock mar-
ket classification, prediction and predictability. This chapter presented
a variety of existing methods for measuring changes and concept drift
in data streams and a spatiotemporal data sets alongside their uses and
limitations.
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Chapter 3 consisted of four parts. The first part formalised the problem
by specifying the expected behaviour changes of items in the temporal
data which we were interested in measuring, and the way we classify
these items to produce a reference of behaviour for them. The second
part proposed a method to measure change over time using existing clus-
tering methods and cluster validity indices. The third part proposed a
method to obtain generalised classification rules from experts and sug-
gested methods of how to optimise them using different compactness
measures for minimising the distance between items at each time point.
The last part introduced the domain specific data sets which are used in
this thesis as case studies. It also presented the method of collecting these
data sets.
Chapter 4was dedicated to implementing and testing the proposed method
of how to measure behavioural change.Various clustering methods were
used to cluster items at each time point (k–means, c–means, PAM and
ctree). Moreover, multiple clustering indices were used to measure dif-
ferences of item membership in these clusters. These differences repre-
sented the change over time. In this chapter, two references of behaviour
were used for the first time point and the previous time point.
Chapter 5 implemented the proposed method for rule-based temporal
classification. It presented multiple compactness factors which can be
used to minimise the distance between items of each time point. A de-
tailed explanation of the optimisation process was presented as for how
to select the optimum classifier among all provided ranges of classifiers
by domain experts. Then the implemented method was tested with the
synthetic data for validation purposes. After validation, we used the
method to measure players’ behaviour change during rounds of the game.
Chapter 6 used a heuristic method (Differential Evolution) to optimise
the provided rules instead of brute force which had been used in Chapter
5. It was important to increase its performance so that the classification
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method can be generalised and used with larger data sets. The results
of the heuristic were validated by using previous results from the brute
force method on public goods games data set. Then, the new classifier
was used to classify the stock market data set to show the method’s via-
bility of working in more general areas rather than restricting it to public
goods games players.
7.2 Main Results
The primary motivation behind this study is to answer the question”
How can we measure items’ behaviour change over time in temporal
data?”. To answer this question, it is required to determine the reference
point (called reference of behaviour) by which we can compare items be-
haviour with it at each time point. So, multiple references of behaviour
are introduced including the classes of the items generated using items’
overall behaviour through all time points of the temporal data. To clas-
sify items in the temporal data with no training set, we proposed the
rule-based temporal classification method. The main question and the
proposed classification method led to multiple sub-questions which are
listed in Chapter One. The questions, their related hypotheses and our
conclusions are listed below:
• How to find patterns of behaviour at a single time point?
To answer this question, we propose clustering each time points’
items independently from the effects of the time factor. To ensure
the clusters can detect behaviour patterns of the items, we used
multiple clustering algorithms. Then we hypothesised in Hypoth-
esis 1 that ” Using different clustering algorithms will not produce
a significant difference in the final result of quantifying the changes
over time as long as same clustering algorithm is used at both time
points.”.
189
7.2. MAIN RESULTS
In Chapter 4, we conducted experiments to answer the question
above and its related hypothesis. We used clustering k–means, fuzzy
c–means, PAM, and hierarchical clustering algorithms to address
that issue. The results indicated that the hypothesis was correct,
which means that we can use clustering algorithms to detect items’
behaviour at each time point. This step is important when it comes
to answering the main researchers’ question as detecting items’ be-
haviour at individual time points will prepare them for the later
stage of detecting changes in their behaviour.
• How to measure the difference between the produced clusters of
these time points?
To answer this question, we proposed using cluster validity indices
and area under the curve of ROC analysis as these measures are
originally designed to compare the true labels of items and their
guessed clusters and classes. To examine the ability of the pro-
posed measures to detect the difference of behaviour between any
time point and a reference of behaviour, we proposed Hypothesis 2.
This hypothesis states that ” The results of different external clus-
tering indices and AUC for the same data set and using the same
clustering algorithm to determine the patterns of items’ behaviour
are consistent.”.
We answered the question above and tested its related hypothesis in
Chapter 4. Different external clustering validity indices were used
for the tests as well as AUC of ROC. According to the statistical
analysis that we conducted, it was discovered that the hypothesis
is not correct. However, the results of the single measure proved to
be consistent with all the different clustering methods. So, we con-
cluded that different measures have different levels of sensitivity to
the changes of time point. Supported by evidence from the public
goods games and synthetic data, we concluded that despite differ-
ent results of the measures due to the various sensitivity levels they
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possess, they produce consistent results but in various magnitude.
When using this proposed method, understanding the characteris-
tics of the measures might prevent any confusion or misinterpreta-
tion of the results.
• What should be the reference point of behaviour to measure the
changes between time points of the temporal data?
In this study, three various references of behaviours were used to
answer this question, and each reveals different aspects of the be-
havioural change of items in the temporal data. The first reference
of behaviour was the first time point of the temporal data. The sec-
ond reference of behaviour was the previous time point for the cur-
rent time point. The last was the overall behaviour of the items
throughout all time points. To answer the question above, we pro-
posed Hypothesis 3 in Chapter One which states that ”Using over-
all behaviour of a subject in a temporal data produces more stable
results than comparing each time point with the first time point.”.
In Chapter 4, we tested the first two references of the behaviour us-
ing synthetic data. The results of both cases reflected the changes
which are embedded in the items of the data and demonstrated dif-
ferent aspects of the items change over time. For the last reference
of behaviour, we used items’ classes in the temporal data. These are
implemented in Chapter 5 as general items behaviour. We used the
public goods games data sets to compare all three proposed refer-
ences. The results indicated that the related hypothesis to the above
question is correct.
• How to classify public goods games’ players according to their
contribution behaviour?
To answer this question, we proposed a temporal rule-based classi-
fication method by optimising rules which are provided by experts
in Chapter Three. The original motivation behind this question was
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to create a reference of behaviour. However, the proposed classifier
proved to be a viable method of classification for temporal data. To
answer the question, we proposed Hypothesis 4 which states that”
The proposed classification method presents better classes that can
represent players’ behaviour than applying fixed rules to determine
players’ classes.”
We implemented the proposed classification method in Chapter Six.
The results of the classification of public goods games data sets
were compared with the labels provided by economists. The com-
parison showed that the classes of the proposed classification method
are more representative for players’ behaviour during game rounds
than the labels provided by economists. This proved the related hy-
pothesis to the question to be correct.
• Does the length of the public goods game affects players strategy?
To answer this question, we used the proposed classification method
to classify players of two different games with various lengths (10
and 27 rounds). To establish a test for this question, we hypothe-
sised in Chapter One Hypothesis 5 ”The length of the public goods
game does not affect the overall players’ strategy.”.
In Chapter 5, after validating the proposed classification method,
we classified both public goods game data sets. Then, we compared
the results of both data sets; we did not find any significant differ-
ence between players’ classification. Therefore, we concluded that
it might be an indication that the length of the game does not affect
player behaviour.
• Can the proposed temporal classification method for players’ of
public goods game be generalised and used in different areas?
To answer this question, we used stock market data of S&P 500 for
the period between 1-1-2015 and 1-7-2015. The data set was classi-
fied according to the stability of the stocks’ closing price. We used
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produced classes to participate in the debate of the ability to predict
future prices of stocks from existing trends of stock prices. We ar-
gued that to be able to predict future values of stocks, the majority
of stock prices should follow the same stability class in at least two
consecutive time periods. Thus, we presented Hypothesis 6 which
states ”The majority of the stocks should follow the same stabil-
ity class for two consecutive fiscal quarters so that their future be-
haviour can be predictable.”. This does not mean that we used the
proposed classification method to predict future prices. Instead, we
used it to participate in the argument of price predictability.
In Chapter 6, classified the stocks of S&P 500 into four classes: sta-
ble, smooth stable, rough stable and unstable. To validate the hy-
pothesis of this question the data was split into two parts, and each
part was classified separately from each other. Then, we compared
the classes of stocks in both parts to determine whether they had
changed their classes or not. We used multiple compactness mea-
sures to classify both parts of the data set (Euclidean distance, IQR,
and Internal cluster validity indices) and calculated the percentage
of the stocks with the same classes in both parts. Moreover, we
used the different clustering methods to support our finding in the
classification. Both classification and clustering methods showed
that 50% of the stocks change their classes between these two parts.
We, therefore, concluded that Hypothesis 6 were not correct. This
conclusion might indicate that it is not possible to predict stock
prices only by using their historic price. However, this experiment
answered the main question which is the ability of the proposed
classifier to operate in additional areas other than classifying public
goods game players. Therefore, the proposed method can be gen-
eralised.
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7.3 Contributions
To summarise, this thesis has presented two main contributions in the
field data of mining and analysis and four contributions in the applied
fields of the used data:
• Temporal rule-based classification: We have proposed this classifi-
cation method and tested its ability with three data sets. We com-
pared the results of this classification with other well-known clas-
sification methods (C5.0, SVM and ctree). The proposed method
proved to be better at determining items classes for the used tem-
poral data sets.
• Measuring items’ behaviour change: We have proposed a new method
that uses existing clustering and external cluster validity methods
to measure the magnitude of the change. We tested the validity
of the proposed method and compared its results with the MONIC
method. The proposed method has proved to determine the magni-
tude direction of the behaviour change for the items in the temporal
data sets.
• Classifying players of public goods game: We have presented a
new classification for the players of the public goods game using
their temporal data rather than the existing method which used
their contribution table. We have proved that the new method re-
flects players’ behaviour during game rounds better than the exist-
ing classification method used by economists.
• Determining players’ behaviour change during public goods games:
We have used the proposed method to measure player behaviour
during game rounds. The results indicated that their behaviour
gradually changes. Moreover, we also proved that length of the
game (number of rounds) has a little or no impact on player be-
haviour.
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• Classifying stocks of the stock market: We have used the proposed
classification method to classify stocks according to their stability.
This may help with subsequent analysis of the stock market predic-
tions as most stable stocks might be able to be better predicted than
the rest, and the prediction for this particular group might be better
than the random walk.
• Contribution in stock price predictability debate: Using the pro-
posed methods measuring items behaviour change and classifying
temporal data set, we have presented a tool for economists to help
them in determining the predictability of the stock market.
It can be seen from the proposed classification method that the produced
results from collaboration between human experts and machine learning
systems can outperform both while operating individually. As was seen
from the classification results of specially-tailored classifier methods de-
vised by human experts for public goods games players and classification
results from fully automated classification systems, classes could not be
generated to represent players’ behaviour as the proposed method. This
understanding might open an opportunity for entirely new approaches
to data mining. These could be regarded as a form of merging between
experts’ knowledge and machines fast calculation and optimisation by
allowing the experts to have more access to the created models so that
they can adjust them in some ways (such as changing initial boundaries
of classes in our case studies).
7.4 Limitations
The proposed methods of this study have limitations which we may be
able to address in the future. These limitations are:
• The stock market data set were larger than public goods game data
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sets. However, none of the used datasets for tests can be considered
as large datasets.
• Due to the speed limitation of the proposed classification algorithm,
it might not be possible to function in reasonable time frame with
big data.
• While it is possible to use multi-dimensional temporal data sets
with the proposed classification algorithm, we only used one or two
temporal attributes due to the limitations of the data sets.
• The proposed classification has been only tested with the integer
numbers.
7.5 Future Work
While conducting this research, this study, it became obvious that multi-
ple areas could be further pursued an investigated in future. These areas
focus might vary from being an extension of this work or a further sepa-
rate study in the field. The suggestions for future works are:
• Develop a specific criterion to measure items’ behavioural change:
in this study, we used the area under the curve of the receiver oper-
ating characteristic analysis and multiple external validity indices
like VI, Jaccard and Rand to determine the amount of behaviour
change of items in temporal data sets. However, these criteria were
not specially tailored for this purpose. Consequently, each of them
reacted differently (different sensitivities) to the same amount of
change. It might, therefore, be beneficial if we could create criteria
which are specially designed to quantify differences between any
two time points. Another solution to the sensitivity problem might
be to appoint one of the existing criteria which can be proved to be
less affected by the outliers and noise.
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• Create a degree to measure the confidence of the change in measur-
ing behaviour while creating a measure for items’ behaviour change
using external cluster validity, it might be possible to produce a
confidence degree for that measure using internal cluster validity
indices. The internal validity indices calculate the dispersion of
the clusters so that the further-dispersed clusters in each time point
might be an indication of the irregularity of the groups’ behaviour
which might then lead to a decrease in the confidence of the change
measure.
• Introduce a single criterion to describe items’ behaviour in the data
set: in this study, we used regression to describe the general be-
haviour movement for items at all time points of the temporal data
set. However, more investigations are needed to compare it with
other criteria that may be available and ones that can be both be
more expressive, and also better represent the movements of the
behaviour of items at all time points.
• Creating a specialised cost function for the proposed rule-based
temporal classification: In this study, different compactness mea-
sures were tested to create a cost function to minimise the distance
among the same group of items at each time point. However, the
used methods might not be the ideal way to measure the compact-
ness of the group items to show the homogeneity of their behaviour.
For example, IQR completely ignores the outliers, Euclidean dis-
tance is affected by the outliers, and internal cluster validity indices
lead to empty cluster creation. It might be possible to create a cost
function by amending the internal cluster validity equations to dis-
courage the creation of empty or low population groups of items.
• Increase the speed of the temporal classification: In this study, we
used differential evolution to optimise the classification rules. Dif-
ferential evolution was used to replace the brute force method of
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finding an optimum solution in a reasonable time. However, it
might be possible to further increase the speed of the optimisation
process by using an enhanced cost function to evaluate classifiers
faster and calculating the dispersion of items in groups at all time
points with one operation instead of looping through time points
and evaluating each of them individually. It may also be possible
to use multidimensional matrices to model the data and matrix op-
erations to find the cost of all time points at once and, therefore,
increasing the speed of the classifier.
• Creating a framework: In this study, we used R programming lan-
guage to implement the proposed methods of the study. However,
each method was implemented as a stand-alone solution separately.
However, while this point can be considered a technical detail, to
make the proposed methods accessible for further researches and
development, it is important to create a framework which com-
bines both proposed methods (the rule-based temporal classifier
and measuring items behaviour). The framework can be imple-
mented in a single package in different programming languages
like R, SAS and Python as they are leading languages in data sci-
ence [172].
• Using more data sets: In this study, two data sets were used for the
public goods games tests and one data set was used for the stock
markets tests. While these data sets were sufficient for this study,
further data sets might, however, be used to support the findings.
Different game setups for public goods games can be used to com-
pare player behaviour with different rules and environments. The
results of the stock market (its instability) can be confirmed by using
data sets from various stocks other than S&P 500 and using prices
in different years.
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Appendix A
P-Values for Public Goods Game
A.1 Public Goods Game 10
Clustering1 Clustering2 p-Value First p-Value Consequent
kmeans cmeans 0.9232418 0.7602488
kmeans pam 0.862259 0.4645937
kmeans hierarchical 0.8221081 0.2435835
cmeans pam 0.9615768 0.624153
cmeans hierarchical 0.9168674 0.1469612
pam hierarchical 0.9935938 0.06095961
Friedman 0.7819042 0.1059157
Table A.1: P-value results for testing the effect of using different cluster-
ing methods for grouping each time point as preparation for measuring
their behaviour using first and previous (consecutive) time point as refer-
ence of behaviour on 10 rounds PGG data set. P-values for Wilcoxon-test
are presented for each pair of clusters for one to one comparison and the
p-value for Friedman-test is presented as comparison for entire samples.
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A.2 Public Goods Game 27
Clustering1 Clustering2 p-Value First p-Value Consequent
kmeans cmeans 0.9244413 0.9362404
kmeans pam 0.7766422 0.767808
kmeans hierarchical 0.4931374 0.0057171
cmeans pam 0.8813398 0.792489
cmeans hierarchical 0.5959155 0.007159
pam hierarchical 0.6952552 0.0036869
Friedman 0.9089858 0.005215256
Table A.3: P-value results for testing the effect of using different cluster-
ing methods for grouping each time point as preparation for measuring
their behaviour using first and previous (consecutive) time point as refer-
ence of behaviour on 27 rounds PGG data set. P-values for Wilcoxon-test
are presented for each pair of clusters for one to one comparison and the
p-value for Friedman-test is presented as comparison for entire samples.
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