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ABSTRACT
The process of coherently demodulating a suppressed carrier
AM-baseband is analyzed.
	 Carrier synthesis from a pilot and from
AM modulated carriers is considered in the presence of additive noise
and baseband recorder flutter. 	 The results illustrate the magnitude
of phase error in the demodulation carrier arising from each source,
and the design parameters which minimize this error.
The manner in which automatic-gain-control affects an AM-baseband
issystem	 studied for first- and second-order loops.	 Tracking error
is investigated using an analytical approach for the first-order loop
and computer simulation for both first- and second-order loops.
Results presented include curves which illustrate the relationship
between tracking error and various system parameters.
	 Steady-state
dependenceerrors and the	 of the time constants upon the loop input
are also investigated.
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' CHAPTER I
INTRODUCTION
In the past, most of the analog aerospace telemetry systems have
been FM/FM.	 Today, the need for a large number of wideband channels on
the same telemetry link has increased interest in AM/FM systems, such as
those which have been used in telephone transmission. 	 It has been shown
that a multiplex of 10 or more wideband DSB channels requires about one-
fifth of the baseband bandwidth that would be required for FM channels,
if equivalent noise performance is required. 1	If the baseband contains
SSB or quadrature DSB channels, the bandwidth saving is even greater.
in	 linkPower is usually limited
	
a typical aerospace telemetry
because of size and weight restrictions placed on the airborne package;
therefore, suppressed carrier modulation is used to form the baseband.
This leads to problems at the baseband demodulator since the carriers
necessary for demodulation must first be synthesized.
There
	
two basic	 for	 demodulationare	 techniques	 synthesizing the
carriers in an AM/FM system.
	 The first technique is to transmit a
pilot, which has	 : fixed phase relationship with the channel carriers,
along with the baseband. 	 At the demodulator this pilot can be divided
or multiplied in frequency to yield the required demodulation car-
ofrier.	 The basic block diagram for this type 	 system is illustrated
in Figure 1-1.
	 For clarity only a single channel is shown. 	 Other
channels can be included by the addition of an amplitude modulator,
1 Superscripts refer to numbered referencag.
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' AM demodulator, and data filter for each channel.
	 All channel car-
riers and the pilot are derived from a master oscillator to insure
that they have the required phase relationship.
The other technique of carrier synthesis is to perform a non-
linear operation on the modulated channel carrier to produce a fre-
quency component at either the channel carrier or some harmonic of
the channel carrier, which can then be divided in frequency to give
the required demodulation carrier. 	 A general system using this tech-
nique is illustrated in Figure 1-2.
In this work, several problems associated with carrier-synthesis
in the presence of noise and tape recorder flutter are investigated.
Both techniques of carrier-synthesis are studied.	 Analysis is per-
formed to determine the effect of various system parameters on de-
modulation phase error due to both noise and tape recorder flutter.
Techniques for reducing this error are also investigated.
Automatic-gain-control (AGC) can be useful in AM-baseband sys-
tems when the demodulated channel output signal-to-noise ratio is
to be maximized.	 However, the use of AGC results in both static and
t;
dynamic errors being introduced into the demodulated data. 	 These
errors are investigated for both first- and second-order AGC loops,
and curves are given which show the dependency of these errors on
the system parameters.	 Additionally, the relationship between the
AGC-loop time constant and the loop input is studied.
Several appendices are included to provide additional informa-
tion and to help the reader in following certain developments.
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CHAPTER II
CARRIER SYNTHESIS FROM A COMWN PILOT
In a suppressed carrier system, the synthesized demodulation
Icarrier must be phase coherent with the carrier position in the chan-
nel to be demodulated if the error in the demodulated output is to
be minimized. The reduction of demodulation phase errors requires
careful attention if the baseband is perturbed in some manner. In
this chapter the effect of baseband recorder flutter is investigated
for the case where the demodulation carriers are derived from a com-
mon pilot. The effect of pilot noise is also investigated, since
high pilot phase stability is a requirement for good system perfor-
mance. The analysis will yield the design requirements necessary
to minimize the effect of tape
 
recorder flutter, the mean-squareP	 ^ q
value of waveform distortion resulting from flutter, and the pilot
signal-to-noise ratio necessary for a given degree of pilot phase
stability.
Before the analysis can be performed, a mathematical model of the
system must be developed. This is easily done after showing that the
tape recorder can be represented as a phase modulator. Also, when
a pilot is used for synthesis of all demodulation carriers, the phase
characteristic of the RF link and the baseband crest factor are of
interest. These parameters will also be investigated in this chapter.
A. REPRESENTATION OF TAPE RECORDER FLUTTER
Flutter arises from variations in the instantaneous speed of the
4'	 tape across the record and playback heads in an instrumentation
6recorder. The major effect of these speed variations is to intro-
duce a time-base error (TBE) in the signals which the recorder pro-
cesses, 2 In mathematical terms, if a signal is recorded, the recorder
output, upon playback, can be approximated as
ep (t) = e rCt +h(t) 1  ,	 ( 2.1)
where h(t) represents the composite TBE due to both record and play-
back flutter. It is shown in Appendix A that if the peak value of
flutter is small, (2.1) can be used to describe both pre-detection
and post-detection recording. If the recorded signal is
m
er(t) = E sin wit
j=1
(2.1) yields
m
ep(t) = T. sin wj rt + h(t),
j=1	 L
which becomes
m
ep(t) = 2: sin In  + e i(t)]
j=1 
by defining
(2.2)
(2.3)
(2.4)
0 i (t) = wjh(t) .	 (2.5)
The effect of the recorder is to impart a phase perturbation, ei (t), to
each of the components in the recorded spectrum. Each of these per-
turbations has the same waveshape and a magnitude directly proportional
to the recorded frequency. Thus, the tape recorder can be modeled
by a phase modulator having the appropriate inputs.
B.	 DEVELOPMENT OF THE SYSTEM MODEL,
The Channel-n carrier, e n(t), is obtained by dividing the fre-
quency of a master oscillator, w o , by wo/wn , to yield
en(t) = cos wnt ,	 (2,6)
If the modulation signal em(t) is assumed to be
em(t) = 2 cos wmt ,	 (2.7)
the modulator output is
eDSB(t) = cos (wn + m)t + cos (wn n m)t
	
(2,8)
for DSB modulation and
e
	 (t) = cos (wn + m)t	 (2.9)SSB
for SSB modulation .	The decision to work with the upper sideband is
arbitrary.
After the individual carriers have been modulated by the infor-
mation-carrying signals, they are added to the
	 which is formedpilot,
by dividing the master oscillator frequency by o/wp , to form the
baseband,	 The resulting signal is transmitted to the ground station
through an RE link which is assumed distortionless.
A single-channel model is illustrated in Figure 2-1 for the
AM-portion of the system without the tape recorder. 	 Comparison with
Figure 1-1 makes the weaning of each block evident. 	 Demodulation-
carrier synthesis is accomplished by dividing the pilot frequency,
wp , by wp/wr .	 The AM demodulator is represented by a product device
and a lowpass filter.
' The tape recorder model is derived by first considering a re-
' corded SSB signal,	 Since the phase perturbations due to flutter are
8t
9proportional to the recorded frequency, the perturbation of the upper-
sideband SSB signal is
W +W
W
P
where 8(t) is the phase perturbation of the pilot due to flutter.
Therefore, after the SSB signal given in (2.9) is recorded and played
back, the expression describing it can be expressed as
w +w
e  (t) = cos I (Wn + wm)t + m e(t)1	 (2.10)
P
Thus, the tape recorder can be represented by a phase modulator with
modulation input [(wn +
 
ID) /cap ,8(t). This representation yields the
model illustrated in Figure 2-2. The symbols used in this Figure
will be described in the following paragraphs.
C. ANALYSIS OF THE MDDEL FOR SSB AND DSB
A first-order analysis of the model for SSB can be made neg-
lecting the effect of the data filter and the pilot filter. For this
case the inputs to the demodulator are
'0+ caeSSB(t) = cos [(wn + wm)t + n- w-=°
 
e(t)] (2.11)
P
and
esc(t) = cos 
w l
Wpt + 8(t),	 (2.12)
P
Therefore, the output of the demodulator is
W
ed = 2 cosrwmt + w ®(t),	 (2.13)
`
`	 P
Frow the above expression it is observed that the effect of the re-
corder is to impart a phase error proportional to the modulating fre-
quency. There is no interaction between the modulation process and
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the recorder,since (2.13) would be unchanged if the modulating signal
were directly recorded and played back.
A more complete analysis requires that the effect of the bandpass
channel and pilot filters be considered, which involves determining
the response of a linear network to a phase-modulated signal. The out-
put of the filters will be determined using the quasi-steady-state
approximation. 3 As shown in Appendix.. B, the quasi-steady-state
approximation of the output for a sinusoidal input is
e 
out (t) = ein(t)H[ n+ ^(t),	 (2.14)
where
ein(t) = Re exp f j 1% t  + p.(t), ,
I'[  , = network transfer function,
w  = carrier frequency,
µ(t) = instantaneous phase deviation, and
^(t) = instantaneous frequency deviation.
Using (2.14) the channel filter output, e cf (t), can be written as
ec f (t) = Re [exp j 1(b) n + m)t +wnw m 6(t),
P	 (2.15)
X Hn 
1( 
wn + wm) + wnw m 8(t)] 1 ,
 P
where H  [	 is the channel filter transfer function. Assuming
that this filter has linear phase with slope S n, unit amplitude in
the passjand, and phase 6n
 at wn, as shown in Figure 2-3, the trans-
fer function can be written as
Hn(w) = exp j 
Isn 
(W -wn) + 0n J .	 (2.16)

ITherefore, from (2.15) and (2.16)
13
W +w
ecf(t) = Re exp jjC n+ m)t+ nW m0
P
(2.17)
w +w
X exp [
en + Sn m+ 
n  
m Sne(t),
P
Combining the exponential terms and taking the real part yields
W
	
wecf (t) = cosI( n + m) t + 
en + Sn m +nw m e(t) + nw m Sne(t),	 (2.18)P	 P
'	 The output of the pilot filter, epf (t), can be computed in exactly
the same manner yielding
	
epf (t) = Cos Ica pt + 6(t) + Spe(t) J ,	 (2.19)
where Sp is the slope of the phase characteristic of the pilot fil-
ter. A term analogous to en does not appear because the pilot signal
is assumed to be centered in the pilot filter passband; therefore there
is no phase shift at the carrier frequency. The synthesized demodulation
carrier, esc(t), is obtained by dividing the instantaneous frequency of
w
epf (t) by	 -^ , a process which is discussed in detail in Appendix F.
n
The result is
w	 w
	
esc (t) = Cos^wnt + fin e(t) + wn Sp e(t),	 (2.20)
P	 P
Multiplying (2.18) by (2.20) yields, after lowpass filtering,
W
ed (t) = 2 cos[Wmt  + w e(t) + Sn m
 p	 (2.21)
W
	
w .
+ (Sn -SP) w e(t) +Sn ^ e(t) + en
P	 P
which becomes
A	 B	 C	 D	 Ei	 I	 I	 I	 I
w	 w
ed (t• ) = 2 cost mt+e
n
+Sn^+^ e(t)+w Sne(t),
	 (2.22)
l	 P	 P
' 14
A.;` if the phase slopes of the linear-phase filters are equal. 	 This
4»
_
condition essentially requires that the time delay through the data
channel and the pilot channel be equal. Term A is the desired term,
since the modulating signal is	 cos W nt. Terms B and C do not cause
distortion, since B can be eliminated by passing the pilot through
a constant phase-shift network, and C is a phase shift proportional
to frequency, i.e., a constant time delay. Term D represents distor-
tion caused by flutter without consideration of the filters, i.e.,
the distortion term in (2.13), and finally, Term E represents distortion
caused by the interaction of the flutter perturbation with the data
filter. Therefore, the effect of flutter on an SSB system can be
reduced to the two distortion terms D and E if the proper linear-phase
filters are used and if a phase-shift network is used to compensate
for the carrier frequency not being centered in the data filter pass-
band.
A DSB system can be analyzed by using the model for upper and
lower sideband SSB and applying superposition. Thus, for a DSB system,
the output of the channel filter can be written by adding a cosine
term to (2.18) to account for the lower sideband. Additionally, the
0n
 term can be eliminated by assuming the DSB signal to be centered
in the channel filter passband. The result of these operations is
	
W +W
	
W +W
ecf (t) = Cos [(Wn+(am)t+ n  m A(t)+Snm+Sn nCO m e<t),
P	 P (2.23)
+ cos [(Wn
 - m)t + WnW m A(t) -S (0 +S n nW m 8(t),
	
P	 P
The synthesized demodulation carrier is the same for DSB as for SSB.
Thus, the demodulated output is determined by multiplying (2.20) by
(2.23) and filtering to eliminate the 2w  components. The result is
w	 w	 w .
ed(t) = 2 cost mt + wP 0(t) + Sn m + ( Sn - Sp) 
P 
0(t) + Sn 
-w! 0(t),
(2.24)
1 [-W m	 wn'	 m'+ 2 cosm t - wP 0(t) - Sn m + ( Sn - Sp) 
wp 0(t) - Sn wp e(t)i
for the demodulated output. If S  = S p , the sidebands add coherently
in the demodulation process, and (2.24) becomes
	
ed (t) = cos 
IWM
t+ Sn ro + w0(t) +S n
 w0(t) ,	 (2.25)
P	 P
which is identical with the result obtained for SSB except for the
do term. Thus, assuming that the synthesized demodulation carrier
perfectly tracks the channel carrier position, the distortion in
ed (t) is the same for both SSB and DSB modulation. It is important
to note that if S  does not equal Sp , coherent addition of the side-
bands does not occur, and additional distortion results.
D. DBGREE OF WAVEFORM DISTORTION
The degree of waveform distortion resulting from flutter, which
remains after matching S  and S p , can be determined by comparing
(2.25) and
cos ( mt + Sn0)
the ideal demodulated output. This residual distortion is
E(t) = cos (w t + S w )
M n 
(2.26)
	W 	 w
-cos [WMt  + S  ^+ w 0(t) + Sn w 0(t),
	
P	 P
S ince
16
w	 w
	
cos [)mt + Snwm + w 0(t) + Sn	0(t),
P	 P
w
17MP
cos(wmt+Sn w m)Cos0(t) + Sn w0(t)	 (2.27)
 P
w	 w
-sin(wnt + Snwm)sin w e(t) + Sn W 0(t)	 ,
P	 P
(2.26) becomes
E(t` = 1 -cos l w 0(t) +S 	 0(t)l cos(wmt + Sn m)
` P	 P	 JJ
(2.28)
w	 w
+ sin m 0(t) + S m 0(t) sin(ww t + S w)
w	 nw	 m nm
P	 P
In a practical system the maximum value of
w	 w .
0(t) + Sn W 0(t)
P	 P
is sufficiently small to permit the approximations
w	 w .
cos 1 0(t) + S m 0(t)	 1
P	 n wp
and
w	 w	 w	 w .
sin m 0(t)+S m 0(t) x m 0(t) + S 1A 8(t)
P	 n wp	 	 n P
Thus, (2.28) becomes
E(t) =	 m 0(t) + S	 0(t) sin(w t +S(2.29)( .29)
w P
	 P
n 	 m	 nm
The mean-square error, E 2 (t), is
w	 w	 2
E2 (t) = 2	 e(t) + Sn 
w
 0(t)	 (2.30)
P	 P
17
since the mean-square value of a unit amplitude sinusoid is 1/2.
It has been shown that samples of flutter and TBE approximate sam-
ple functions of a zero-mean, Gaussian, process. 4 Therefore, 0(t)
and 0(t) are uncorrelated; hence, they are statistically independent.5
This allows (2.30) to be written
w 2 .._,	 .
E2 (t) = 2 W
	
02(t) + Sn2 0(t)	 ,	 (2.31)
P
which, from (2.5) and (A.4) is
	
E2 (t) = 2 wm2 h2 (t) + Sn2 g2 (t)	 (2.32)
In many wideband systems S  can be sufficiently small to allow
(2.32) to be approximated by
E2 (t) = 2 m2 6h2 	 (2.33)
where ah2 is the variance of TBE.
As an example of the above expression, if the modulation fre-
quency is 1 kHz and the mean-square error is to be kept below 0.01,
then the rms TBE, Qh , will be less than 22.3 Vs. This is easily
accomplished with present-day recorders using servo speed control
and high tape speeds. It should be noted that if S
n 
is such that
(2.32) must be used, then mean-square error will be larger because
of the additional term.
E. EFFECT OF PILOT NOISE
Since the pilot is used for synthesis of all demodulation car-
riers, it must have high phase Stability if errors in the demodu-
lated output are to be avoided. In Appendix D the effect of phase
errors in the demodulation carrier are studied for DSB, SSB, and
quadrature DSB systems.
The analysis to determine the effect of noise on the pilot phase
stability will assume that the pilot is perturbed by additive Gaussian
noise, which, by virture of the pilot filter, is narrowband. Thus,
the problem is the familiar one of a sinewave plus Gaussian noise,
first solved by S. 0. Rice. 6 The general expression for the pilot,
after having been perturbed by noise is
ep (t) + n ( t) = R(t)cos IMP t + W)]	 (2.34)
where ^ ( t) is a slowly -varying phase deviation.7
From the properties of narrowband noise, the statistics of R(t)
and ^(t) can be determined. The behavior of R(t) is of no interest
since variations in the envelope of the pilot can be removed by a
limiter in the carrier synthesis loop, i.e., the carrier synthesis
process is not amplitude sensitive. However, the density function
for ^ W , q(^), must be examined since it gives the degree of phase
perturbation of the pilot due to noise.
The density function q(^) is obtained by determining the joint
density q (R,^) and integrating over all R. The result is 
-p	 2
q(^) = 2n 1 + 4trp (cos ^)'F( -g2p cos ^)ep cos	 (2.35)
where T(x) is the normalized probability integral defined by
x 2
TW = 1 	 r	 e -t /2 dt ,	 (2.36)
2trJoo
and p is the pilot signal -to-noise ratio.
18
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Equation (2.35) is plotted in Figure 2-4 for three values of
p.	 For convenience, the abscissa is plotted in degrees.	 For p equal
to zero the density function, q(^), is uniform, and as p increases,
the probability of large phase perturbations decreases.	 As p con-
tinues to increase, the phase perturbations decrease and the density
function, q(^), begins to approximate a Gaussian distribution. This
can be seen by noting that, for x> 2.5, the approximation
/2x2
T(x) = 1 - e (2.37)
2n x
can be made with an.. error of less than 0.001.	 Thus, for 112p cos ^>2.5
-p cost
T(	 2p cos ^) = 1 - e 	, (2.38)
2	 zrp cos
and
_
-
-p	 2	 -p cost
	 l
q() =	 1 + 2	 trp cos	 ep cos	 1 -e • (2.39)2n 2'\ p cos	 J
which becomes
q(0) =-cos 0 e -p sing ^, (2.40)
:. For large p most of the density function will lie in the region
of p equal to zero.	 Thus, for sufficiently large	 (2.40) can be
written as
2
q(^) z	
P-0
	
, (2,41)
which is a normal distribution with zero mean and variance
Q 2 = 1 (2.42).
2p
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This expression is useful because the standard deviation,
j^ ' 1 — ,	 (2.43)^
is the rms phase error. The above equation is plotted in Figure 2-51
where ^ is expressed in degrees. This phase error is divided in phase
for channel carrier frequencies less than the pilot frequency anA mul-
tiplied for higher carrier frequencies. In other words, if a pilot on
Channel 16 has a phase error of 6 degrees, the Channel 8 demodulation
carrier would have a phase error of 3 degrees. The mechanism by which
this occurs is illustrated in Appendix F. As stated previously, the
effect of these phase errors is given in Appendix D for several modu-
lation schemes.
F. OTHER CONSIDERATIONS
RF phase linearity and the baseband crest factor are of interest
when the demodulation carriers are to be synthesized from a common
pilot. Both of these problems arise because in order to derive the
demodulation carrier from the pilot, all carriers must be harmonically
related and have a known phase relationship. This relationship is
established prior to transmission and must be maintained through the
RF link. Also, because of this fixed phase relationship, the crest
factor of the baseband can be adversely affected.
RF Phase Linearity. Since the exact phase characteristic of a
typical RF link is unknown, the assumption of linear phase was verified
experimentally using standard telemetry hardware. 9 Typical results
are illustrated in Figures 2-6 and 2-7. As the IF and output fil-
ters in the receiver were changed, the slope of the phase character-
istic also changed, but all filters exhibited excellent linearity
to approximately 150 kHz.
22
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Baseband Crest Factor. Since the baseband rignal is used to
deviate the FM transmitter, the crest factor of the baseband signal
determines the peak deviation; thus, it is an important parameter.
If the crest factor is high the transmitter sensitivity must be suf-
ficiently low so that the signal peaks do not deviate the transmitter
beyond its linear region. This yields 	 a low rms deviation
resulting in a lower signal-to-noise ratio.
The baseband crest factor was determined by programming a digital
computer to represent a 15 channel baseband with statistically in-
dependent random modulation on each channel. The channel carriers
were harmonically related and had a fixed phase relationship. The
modulation signal for a given channel was represented by 10 sinusoids
having random initial phase. The peak value of the total baseband
signal, S(t), was defined as that value which IS(t)I exceeded one
percent of the time.
Since pre-emphasis is usually used in FM links to compensate
for the triangular noise spectrum at the output of the FM receiver,
this was also considered. The pre-emphasis characteristic was as-
sumed to have a breakpoint midway in the baseband with a slope of
6 dB per octave.
The results of the investigation are illustrated in the table,
where *n is the initial phase of the Channel-n carrier. The values
given in the table represent an average obtained from six computer
runs. This was done to compensate round-off errors and the initial
phase effects of the modulation. For random modulation it is con-
eluded that the carrier phase is unimportant. This is expected,
since in a suppressed carrier system the carrier phase is masked
s	 26
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by the modulation, i.e., there is no component in the baseband spec-
trum having identically the channel carrier phase.	 It is also clear
from the results that pre -emphasis has little effect on the crest
factor.
For random modulation without pre -emphasis, the theoretical
value of the crest factor is approximately 2.58.	 This follows from
t the fact that S(t) will be nearly Gaussian since S (t) will be the
t( sum of a large number of statistically independent sinusoids.	 With
[
the definition of peak value, assuming a Gaussian distribution yields
z	 _ 2
P . fexp dt = 0.99
-z
or
z
r
	
_t 2
l^	 J	 exp	 dt = 0.495
Y 2n	 4
where z is the crest factor.	 The value of z is found from a normal
probability table to be 2.58, a value agreeing well with the experi-
mental results.
For the case of do modulation, the modulation was assumed to
be 1 unit in amplitude and, as expected, the crest factor is a strong
{ function of carrier phase.
G.	 SUMMARY
The results of the analysis show that even if the synthesized
demodulation carrier perfectly tracks the carrier position in the
channel, an error due to flutter occurs in both SSB and DSB systems.
The error is identical in both systems and can only be reduced by
28
using recorders having lower flutter or by employing a scheme for
TBE compensation.
In order to minimize distortion of the demodulated output, the
time delay of the pilot and data channels must be matched. It
should be noted that this does not require that the channel and
pilot filters be identical, but only that their phase characteris-
tics be matched.
In the SSB system a phase correction is needed to compensate
for the phase imparted to the channel carrier. For the DSB case the
channel carrier is assumed centered in the data channel filter re-
sulting in no phase shift of the carrier. Therefore, the only dif-
ference in the implementation of the demodulation portion of the
two systems is a phase compensation network.
Pilot noise yields a demodulation phase error which, for a given
pilot signal-to-noise ratio, is a function of the channel carrier
frequency relative to the pilot frequency. The pilot phase error
can be determined for a given signal-to-noise ratio using Figure 2-5.
In Appendix D it is shown that these errors are much more severe
for SSB and QDSB than for DSB.
If all demodulation carriers in a frequency multiplexed system
are to be derived from a common pilot, the phase characteristic of
the RF link must be linear. The results of measurements performed
on typical modern telemetry hardware indicates that basebands in
excess of 150 kHz are possible before this effect becomes significant.
Finally, it appears that the phase coherence necessary between
the channel carriers will not result in a high crest factor, hence
no large transmitter deviations, as long as the majority of channels
E
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are modulated with statistically independent random data. if dc
modulation is expected on a large number of channels, the channel
carrier phases should be chosen to minimize the baseband crest
factor.
e.	
F.
V.
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' CHAPTER III
CARRIER SYNTHESIS FROM AM MODULATED CARRIERS
The carriers necessary for demodulation of a suppressed carrier
AM baseband can be constructed from the modulated channel carriers
instead of using a pilot. 	 However, it will be shown that this tech-
nique is only applicable to DSB channels. 	 In this chapter several
different methods of deriving demodulation carriers will be investi-
gated, and it will be shown that these methods have common problem
areas.
A.	 SQUARING
One of the simplest methods of generating the carrier component
from a DSB signal is to use a nonlinear network to generate a com-
ponent at a harmonic of the carrier frequency, which can be divided
in frequency to give the required carrier. 	 As an example of this
process consider the network defined by
y(t) _ P lx(t) + P 2x2 (t) +P 3x3 (t) + ,..	 (3.1)
to have as an input
x(t) = m(t) cos cant •	 (3.2)
Substitution of (3.2) into (3.1) yields the output
y(t) = RIM(t)cos nt + 
P2 
m2 (t) rl + cos 2 nt1
`	 1
+ ^4 m3 (t) 13 cos nt + cos 3(j) t + • • •^.	 (3.3)
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For k even, mk (t) has a positive do value; consequently, 	 even har-
monics of the Channel-n carrier are always present at the nonlinear
network output. One of these components can be extracted from y(t)
by a narrow bandwidth filter or a zero detection scheme, which will
be discussed in a following section. After extraction, the frequency
of the selected harmonic is divided by the appropriate integer to
yield the required demodulation carrier.
There are two general problems resulting from this method of car-
rier synthesis, which can be illustrated by assuming the nonlinear
network to be a square-law device, i.e.,
0	 n 2
^n
1	 n = 2
For this special case
y(t) = eDSB(t) = 2 m2 (t) +y m2 (t)cos 2wnt	 (3.4)
The second term in (3.4) is equivalent to a carrier, cos 2wnt, ampli-
tude modulated by a signal 2 m2 (t). Since m2 (t) has a positive do
value, the modulation is not suppressed carrier, i . e., a carrier com-
ponent is present at 2 n.
The first problem is that if m(t) is zero, the DSB signal vanishes,
and the carrier synthesis system ceases to operate resulting in a loss
of the demodulation carrier. When the modulation, m(t), again becomes
nonzero, the carrier synthesis system takes a finite time to restore
the demodulation carrier, and during this acquisition time, which can
be several ms., data can be lost. One method of correcting this prob-
lem is to place a pilot on each channel, having a frequency higher
than the highest modulation frequency, as shown in Figure 3-1(a).
The DSB signal for this case is
eDSB ( t ) = [Cos  pt + m(t)] cos wnt ,
	 (3.5)
a signal having components at w  + wp and w  -w 
p  
independent of the
modulation. Thus, if m(t) becomes zero, the carrier synthesis por-
tion of the system can still operate. The main difficulty with this
approach lies in the pilot position relative to the modulation spec-
trum, since the pilot must be removed from the data in the demodu-
lator. If the pilot is placed too close to the data spectrum, the
filtering problem for removing the pilo t, becomes difficult. Placing
the pilot at a higher frequency results in poor spectrum utilization
because of the bandwidth requirements. Spectrum utilization becomes
quite important when a large number of channels are frequency multi-
plexed to form a baseband, as illustrated in Figure 3-1(b).
The second problem arises because the carrier is formed from
its second harmonic. This gives rise to a phase ambiguity in the
synthesized carrier because the initial phase of the synthesized car-
rier can be in error by n radians if only second harmonic information
is available. Mathematically, this can be seen in the following man-
ner. If cqR wt is squared the result is
cos t
 wt = 2 + 2 co s 2wt ,	 (3.6)
and squaring cosrwt + nl yields
cos 2
 pt +nl = 2 + 2 co sr2wt + 2Tr^
2 + 2 co s 2wt ,
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which is an identical result. Thus, given the signal
2 (t) - 2 + 2e 	 cos 2wt ,	 (3.3)
there is no way of determining the phase of e(t) without additional
information. A n radian phase ambiguity in the demodulation carrier
is equivalent to a polarity ambiguity in the demodulated data.
It should be noted that a phase ambiguity exists in any system
in which the demodulation carrier is derived by dividing some har-
monic of the carrier. The degree A ambiguity depends upon which
harmonic is used to generate the demodulation carrier. As we have
seen, using the second harmonic led to a situation where two initial
phases of the fundamental gave the same second harmonic. Four dif-
ferent phases will give the same fourth harmonic, and so on. Thus,
the hig"rer the harmonic used for synthesis, the more difficult
ambiguity resolution becomes. This ambiguity must be removed prior
to demodulation.
In order to completely remove all phase ambiguities the funda-
mental carrier, usually the Channel -1 carrier, must be established.
This can be accomplished by letting the Channel-1 carrier be unmodu-
lated, modulated such that the modulation index of the Channel-1
signal is less than unity, or by using pilots on two adjacent channels
such that their beat frequency is the Channel-1 carrier.
B. COSTAS DEMODULATORS
The Costas demodulator, 10 often referred to as the Costas or
quadrature phase-lock. loop (PLL), is a scheme by which a DSB signal
is demodulated with a carrier generated from the sidebands of a DSB
35
(VCO).	 The VCOsignal with a voltage-controlled oscillator	 output
is the demodulation carrier.
In order to investigate the operation of the Costas demodulator,
illustrated in Figure 3-2, assume that the input to the loop is
ein (t) = m(t) cos Wnt ,	 (3.9)
where m(t) represents the :modulation. 	 The nominal VCO frequency is
equal to the carrier frequency, n, and'its output can be expressed as
eVCO (t) = cos[w nt +0 e (t)]  (3.10)
where A (t) is a time-varying phase error.	 The action of the loop is
e
generate	 proportionalto	 a signal	 to 8e (t), which is then applied
to the VCO input in order to correct the VCO phase.	 Thus, Ae (t) is
driven to zero.
The manner in which this is accomplished is easily explained.
The output of the first phase detector is [e in(t) eVCO (t),, with the
high frequency term filtered out.
	
Now
ein(t)eVCO (t) = m(t) cos COnt Cos (Cont+ 0e(01 ,	 (3.11)
which, after filtering, yields
1
e	 (t) =	 m(t) cos A (t)	 (3.12)
4	 2	 e
In the same manner, e^2 (t) is given by	 e in(t) e 2 (t)	 with the high
frequency term filtered out, where e 2 (t) is eV 
CO 	
shifted 90° in
phase.
	 The result is
ew2 (t) = 2m (t) sin Ae (t)	 (3.13)
The output of the product device preceding the loop filter can be
written as
d
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ell W e^2 (t) = 8 m2 (t) sin 20e (t)	 ,	 (3.14)
which is
8 m2 (t) 20 (t)
for small values of 0e(t).	 The phase error, 0e (t), is a slowly varying
function of time, while m2 (t) has much higher spectral content. 	 The
loop filter is a lowpass filter which ideally passes 0 e (t) but not
the	 Thusmodulation.
e1(t)
	
= K 0e (t)	 ,	 (3.15)
which controls the VCO in such a manner as to reduce 0 e (t).	 Therefore,
the output of the first phase detector is the demodulated output for
the channel.
One disadvantage of this scheme is that modulating signals having
near do components are passed by the loop filter and adversely af-
fect the VCO control voltage.	 This effect limits the low-frequency
response of the channel using this type of demodulator.
There are also two other problems of interest, both of which also
arise in the squaring scheme. 	 These are phase ambiguity and the
effect of zero modulation.
	
Equation (3.17) shows that the error
control voltage is proportional to sin 20 e (t); thus the error vol-
tage is the same for incremental changes in 0 e (t) about zero as for
incremental changes about Tr radians.	 This is equivalent to stating
that a Tr-radian phase ambiguity exists in the synthesizsd demodula-
tion carrier.	 As with the squaring scheme, resolution of the am-
biguity requires additional information such as could be obtained
from a pilot.
tAnother problem with the Costas loop, as with the squaring scheme,
is that if m(t) should go to zero and remain there for several cycles
of the channel carrier, the input to the loop would fall to zero,
and consequently the loop would cease operating properly. The loop
would have to re-acquire lock when m(t) becomes nonzero, the result
being lost data. This problem can be eliminated by using pilots
for each channel as discussed previously. In the absence of modu-
lation, the pilot signal remains as an input to the Costas loop,
allowing continuous operation.
C. THE LDRM SCHEME
Since the output of a DSB modulator is given by the product of
the modulation and carrier signals, the DSB signal has zero crossings
at both the carrier and modulation zeros. The carrier necessary for
demodulation can be synthesized from these zero crossings. 
11,12,13
The demodulation system is illustrated in Figure 3-3. The chan-
nel filter selects the proper charnel from the baseband spectrum.
The output of the channel filter is the DSB sigt:al to be demodulated
and to be used for synthesis of the demodulation carrier. The oper-
atiov of the carrier synthesis loop can be explained using Figure 3-4,
which illustrates the waveforms present at various points in the loop.
rThe DSB signal is first amplitude limited to form a pulse train.
'	 Differentiating this pulse train forms a series of impulse functions
which mark the time of the carrier and modulation zero crossings.
The full-wave rectifier gives all impulses a positive polarity and
provides triggers for a monostable-multivibrator (MSMV) of duty cy-
cle b, which is defined as
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6 = MSMV "on" time
	 (3.16)MSMV period
The MSMV output is a pulse train having a nominal repetition rate
equal to twice the channel carrier frequency.
The "leading edges of the MSMV output exactly marks the time of
the carrier zero crossings, except perhaps upon the occurrence of a
modulation zero crossing. The modulation zero crossings perturb
the MSMV output only when they occur during the MSMV "off" times.
This perturbation, when present, takes the form of a MSMV pulse
shifted to the left. If 6 is 0.5 or greater, no additional pulses
can appear in the MSMV output.
Since perturbations result only when modulation zeros occur
during the MSMV "off" time, the action of the MSMV is to eliminate
the effect of a certain percentage of modulation zeros„ This per-
centage is directly dependent upon 6. As 6 approaches one, the per-
centage of perturbations resulting from modulation zero becomes small.
The result of this action will be discussed in Chapter IV, where it
will be shown that large duty cycles in the presence of noise can
lead to undesirable results.
The PL'L is assumed to track the fundamental of the MSMV output
pulse train. The signal formed, after phase correction and division
by two, yields the demodulation carrier. The frequency division is
neceosary because the MSMV is triggered twice every carrier period
making the MSMV fundamental twice the carrier frequency. The need
for phase correction results from the inherent 90° phase shift in
the PLL, and the phase shift caused by the MSMV if 6 is different
from 0.5. The action of the divide-by-two network will be discussed
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in the following chapter when a signal is carried through the carrier-
synthesis system to determine the effect of recorder flutter.
Because of the cascade connection of a limiter, differentiator,
rectifier and MSMV, this carrier synthesis technique will be referred
to as the LDRM scheme.
D. SIGNAL RESTRICTIONS
In o.'er for the LDRM synthesis scheme to operate properly, there
must exist a one-to-one correspondence between the carrier zero
crossings and the zero crossings of the signal present at the input
to the carrier-synthesis loop. Since a DSB signal is given by
	
eDSB (t) = m(t)c(t) ,	 (3.17)
it is clear that zero crossings of both m(t) and c(t) yield zero
crossings of eDSB(t). If the carrier frequency is much larger than
the highest frequency contained in m(t), most of the zero crossings
will be due to the carrier and the scheme will not function properly.
The effect of the zero crossings of m(t) will be investigated in
Chapter IV.
The zero crossings of a single-sideband signal do not in general
correspond to the carrier zero crossings. This can be seen by con-
sidering the SSB signal
	
eSSB(t) = cos( n + W)t	 (3.18)
Since (w l + wm) is not the carrier frequ ancy, the zeros of a B(t)
are not those of the channel carrier.
Similarly, demodulation carriers cannot be derived from the
QDSB signal
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eQ(t)
where m1 (t) and m2(t)
quadrature carriers.
eQ(t)
where
ml(t) cos wnt +m2(t) sin cent ,	 (3.1_9)
are the modulating signals on the direct and
The above expression can be written as
mI 2 (t) + m22(t) cos[O)nt  + $(t)^ ,
	
(3.20)
m (t)
^(t) = - tan-1 
ml. (t) . (3.21)
Since ^(t) is zero only if m2 (t) is zero, the QDSB signal does not in
general have zeros independent of the modulation; therefore, the de-
modulation carriers cannot be synthesized = row a quadrature multi-
plexed signal.
There are special .cases where a demodulation carrier can be
synthesized from a QDSB signal. For example, when the spectra of
one modulating signal has significant frequency content in a region
where the spectra of the other modulating signal is zero, filtering
can be utilized to yield a DSB signal. This is illustrated in Fig-
ure 3 -5 for the case where m2 (t) has no low frequency content. V.1-
tering eQ(t) yields a DSB signal from which a demodulation carrier
can be synthesized. When m1 (t) and m2 (t) have similar spectra, a
pilot can be added to one of the Signals. The pilot can then be
filtered out to yield a DSB signal.
It has been shown that demodulation carriers can only be derived
from modulated channel carriers if the modulation is DSB. In the
following chapter the LDRM synthesis technique will be analyzed to
determine the effect of tape recorder flutter, noise and modulation
zeros.
w
n wn
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(Filtering with a filter having'
the illustrated chatacteristic
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Figure 3-5	 Carrier Synthesis from a Quadrature DSB Signali
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CHAPTER IV
ANALYSIS OF THE LDRM CARRIER SYNTHESIS METHOD
The effect of flutter, modulation zeros and noise on the LDRM
carrier synthesis system will be determined in this chapter. The
analysis will yield the demodulation carrier phase error due to each
of these effects, and the design techniques necessary to minimize
this phase error. The rms error in the demodulated data output is
related to the demodulation phase error in the DSB analysis in Ap-
pendix D. The analysis will consider only DSB signals since, as
shown in Chapter III, the LDRM technique can only be used for car-
rier synthesis if DSB modulation is used to form the channel carrier.
A. EFFECT OF FLUTTER FOR SINUSOIDAL MODULATION
As stated in Chapter II, the major effect of tape recorder flut-
ter is to impart a time-base error (TBE) to the signal being recorded.
The TBE results in a phase modulation of each component in the re-
corded spectrum, the magnitude of which is proportional to the fre-
quency of the recorded signal. The ChannFl-n signal is therefore
^ +w
e	 ca(t) = cos `( + W
	
^)t + n m 0(t)n	 n	 1
n
(4.1)
W -w
+ cos [(W - m)t + nw m 0(t),
n
where 0(t) is the phase perturbation of the ebannel carrier due to
flutter. Since the expression for the channel pilots will be (4.1)
with the modulating frequency, wm, replaced by the pilot frequency,
p, the pilots can be neglected with no loss in generality.
If the pilots are neglected, (4.1) becomes the expression for
the Channel-n portion of the channel filter input illustrated in
Figure 2-4. The channel filter output is computed using the quasi-
state approximation, as was done in Chapter II. Since (4.1) is the
DSB signal assumed in Chapter II, the channel filter output, ecf(t),
is (2.23) with 
P 
replaced by n. This yields
	
W +ld	 CO +W
ec f (z) = cos [(n + m)t + W co ® 9(t) + Sn m + Sn nw m @(t),
n	 n
(4.2)
W
+ cos [(W _ W )t + ^nm m 8(t) - Sn ID 
+S nw 
m G(t)l
	
n	 n
	
.
	
	 where S  is the slope of the phase 	 characteristic of the	 channel
filter. This is the signal which is to be demodulated, and the sig-
nal from which the demodulation carrier is to be synthesized.
1	 The response of the carrier synthesis loop to e cf (t) is easily
explained. The limiter removes all amplitude information from the
filter output and retains only carrier and modulation zero crossings.
The effect of modulation zero crossings on the carrier-synthesis
loop will be determined in the next section so that here 
m 
will
be assumed zero. Under this assumption, the input to the limiter is
ecf (t) = 2 cos [nt + 0(t) + S n 0(t) 
	
(4.3)
As illustrated in Figure 3-4, the leading edges of the MSMV output
are at the zero crossings of ecf W.
Figure 4-1 illustrates three zero crossings of the carrier and
consequently three MSMV output pulses. The MSMV duty cycle, b, is
0.50 in the illustration; therefore, the positive-going zero crossings
of the MSMV fundamental frequency are coincident with the channel-
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carrier zero cro.-sings. If b is not 0.50, the zero crossings of the
MSMV fundamental are offset by a fixed value, which can be compen-
sated in the phase-correction network following the PLL. Assuming
thht the PLL bandwidth is sufficiently large to track the phase per-
turbations due to tape recorder flutter, the PLL output will be the
input shifted by it/2 radians 14 This phase shift can also be compen-
sated by the phase-correction network. Thus, assuming perfect tracking,
the output of the phase-correction network will be the MSMV funda-
mental. This is, after frequency division
esc (t) = cos twnt + 0(t) + Sn0(t)l ,	 (4.4)l
which is the demodulation carrier.
The divide-by-two network is the source of a tr radian phase am-
biguity which exists in the squaring process and in the Costas demodu-
lator. This ambiguity arises from the rectification process which
doubles the fundamental frequency of the MSMV output. This '-
illustrated in Figure 4-2. It can be seen that there are two pos-
sible carriers which can be derived from this divider input. The
result is a rr radian phase ambiguity in the synthesized demodulation
	
carrier; consequently,	 a polarity ambiguity in the demodulated
output.
Multiplying (4.2) by (4.4) and filtering the components centered
at 2w  yields
A	 B	 C	 DI	 I	 I	 i
	
w	 w .
ed(t) = Cos	 +S
+Sn m + w 
0(t) + Sn	0(t)^	 (4.5)
	
``	 n	 n
for the demodulated output. As in (2.25), the last two terms are
the distortion terms. Comparison of (4.5) and (2.25) illustrates
4J
J
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that there is no difference in the two demodulation schemes under
the conditions assumed.
Equation (4.5) was developed assuming perfect tracking of the
PLL. If the bandwidth of the PLL is too small, imperfect tracking
of the PLL results. If 2*(t) is the dynamic phase error due to this
effect, the demodulated output becomes
ed (t) = cos *(t) cos [Wnt  +--W 4(t) +Sn m +Sna— 6(t),	 (4.6)
 n	 n
The effect of a non-zero *(t) on a DSB signal is studied in Appendix
D and the effect of flutter on *(t) is developed in Appendix E. The
result of Appendix D illustrates that a system accuracy of one per-
cent dictates that *(t) must not exceed approximately eight degrees.
As shown in Appendix E, *(t) is reduced by increasing the PLL band-
width. However, as will be shown in the following sections, when
the effect of modulation zeros and noise are to be reduced, the PLL
bandwidth should be as small as possible. With typical recorders,
the results show that a PLL bandwidth of 200-500 Hz offers a good
compromise.
B. MODULATION ZEROS
An understanding of the mechanism by which modulation zeros
affect the carrier-synthesis scheme can be obtained from Figure 3-4.
The limited DSB signal is a periodic pulse train except in the region
of a modulation zero crossing. When the limiter output is differ-
entiated and rectified, a series of impulses are formed, which trig-
ger the MSMV. The MSMV output consists of a pulse train whose leadii.g
edges correspond to the carrier zero crossings except for the pulses
perturbed by modulation zeros. Observation reveals that modulation
t
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zeros result in shifted pulses when they occur during the MSMV "off"
time and have no effect otherwise. The shift is always in the same
direction, and the PLL responds to these pulses in a manner dependent
upon the loop bandwidth. If the loop bandwidth is sufficiently large,
significant phase errors in the demodulation carrier can result.
The probability that a pulse in the MSMV output will be shifted
can be determined by considering the modulating waveform to have an
"ideal" lowpass spectrum of bandwidth B  Rz. For this case the aver-
age number of zero crossings per second can be written as is
z = 1.155 B
	
(4.7)
m	 m
If the MSMV duty cycle, b, is 50 percent or greater, no additional
pulses can be inserted in the MSMV output by modulation zeros, and
the number of pulses per second in the output is constant at 2f n.
Therefore, the probability of a shifted pulse, P(SP), is the ratio
of perturbed pulses to total pulses in the output or
P(SP) = Number modulation zeros MSMV "off" timeNumber of carrier zeros	 MSMV period
This yields
1.155 B
P(SP) =	
2f	
m (1 - b) ,	 (4.8)
n
which is plotted i-i Figure 4-3 for three different values of MSMV
duty :cycle.
It is necessary to examine the behavior of the PLL to deter-
mine the effect of a shifted pulse on the demodulation carrier. A
modulation zero has equal pro vability of falling anywhere in a car-
rier period since the modulation signal and the carrier are statis-
tically independent. Therefore, the probability density function
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describing the time shift will be uniform from zero to the total
MSMv "off" time, (1 -6)/2f n . The average time shift is therefore
(1 -6)/4f n, which corresponds to a phase shift of n(1 -6) radians
at 2f n.
The peak phase shift of the PLL output corresponding to a phase
shift of an input pulse can be obtained by considering the perturbed
pulse to be a phase pulse, of 1/2f n duration, applied directly to
the input of the PLL. The response by a second-order PLL to a phase
pulse is16
ell-t
eo (t) = Kp 1 -e-	 cos	 1 -^2 t -	 sin	 1 -^2 t (4.9)V1 -^
where K  is the magnitude: of the step input, e. is the PLL damping
factor and u^ is the PLL natural frequency. The dynamic phase error,
e (t), of the PLL ise
ee	 i(t) = e(t) -e o (t)	 (4.10)
and is illustrated in Figure 4-4 for two values of ?,. Also shown
is the function
em(t) = K  expr-"(DNtl	 (4.11)
which is used to approximate the envelope of 0e(t).
Using the envelope approximation, the PLL output can be written
as
eo(t) = n(1 - b) 11 -exp[^t] 1	 (4.12)
for
0 < t < 21
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Thus, for the vvcrage phase shift the peak phase error, P p , in the
--modulation carrier at f isn	
r
	
6p = Z (1 - E) 1 -eAD I- 2 1	 ,	 (4.13)
l	 n^
which in plotted in Figure 4-5 for ^: = 0,107, w  = 2n(500), and
several values of E. A,s the product 
^wN 
iicreases, the PLL has less
of a smoothing effect, and the peak phase :tors become correspond-
ingly higher. This inalysis is based upon '.:te linear model of the
PLL, from which (4. 9) is eass ily derived; tf•.refore, lock must be
maintained in order for the results to be va,ld.
Figure 4-3 indicates that for values of f /B greater than 10,
m
the probability of a shifted pulse is less th::,; 0.03. Figure 4-5 indi-
cates that when a shifted pulse does occur, the peak phase error for
the average shift is less than 3 degrees if the deity cycle is 0.50
or higher. As 1 rough rule it is concluded that the effect of modu
lation zeros T•7ill be negligible, i.e., the peak p h ase error will be
less than approximately 3 degrees, if f
n
 is greatc- than both 15 kHz
and 5 Bm , aM if E is greater than 70 percent:.
C. MSMV PERTURBATIONS DUE TO NOISE
Increasing E to minimize the effect of modulation zeros can add
to other difficulties, the most important of which results from addi-
tive noise in the )aseband. This difficulty can be explained by
assuming the modulating signal to be a unit do level. Under this
condition, the DSB signal 'becomes a sinusoid at the channel carrier
frequency, L
.
.
 The input to the limiter can be written as
	
ecf (t) = Cos Iwnt +n(t) 
11 
	
(4.14)
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where n(t) represents additive noise whicr is narrowband by vir-
ture of the channel filter. Since n (t) is narrowband, (4.14) can
be placed in the form 17
ecf (t) = R(t)cosrwnt+ ^(tl ,	 (4.15)
where R (t) represents the envelopell and $(t) represents phase
deviation due to noise. Both R (t) and ^(t) are slowly varying
functions compared to n. The quantity of interest is the instan-
taneous frequency
W.3. = wn + ^(t)
	
(4.16)
The MSMV output pulse train is illustrated in Figure 4-6, where
the impulse functions, 6k , represent the MSMV triggers. As the
instantaneous frequency increases, due to an increase in ;(t) re-
sulting from noise, the zero crossings, and hence the MSMV triggers,
move closer together. This effectively increases the MSMV duty
cycle since the MSMV "on" time is fixed. This is illustrated in
Figure 4-7.
At a particular point, the zero crossings are separated by an
amount equal to the "on" time of the MSMV, and any increase in fre-
quency above this value results in a condition called pulse dropout
(PDO). The frequency at which PDO first occurs is denoted f PDO , and
is illustrated in Figure 4-6. The carrier period, T
c , 
is
Tc
 = f
	
(4.17)
n
and the MSMV on-time, T
0 , 
is
r^
T2
	
2f	
(4.18)
n
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2T - b (4.19)
0
The instantaneous frequency in hertz is given by
f.fn + I ;(t) , (4.20)1
which, at the threshold of PDO, becomes
f n = f
+ 
1 (t) (4.21)f 2tt	 ,n
or
;(t) = 21r fn(l	 8^	 ) . (4.22)^i
Thus, PDO occurs when
;(t) > 2Tr rn(1 b^
	
) . (4.23)
Since PLO can have an adverse effect on the PU such as
causing it to lose lock, it is of interest to determine the proba-
bility of PDO, P(PDO), given f n , 6, and the noise statistics. Be-
cause of the complexity of the general analysis, this will be done
only for do modulation.
(t) is a sine wave perturbed by addi-For do modulation cf 
tive, narrowband noise. S. 0. Rice has developed a curve which
yields the probability that ^ is less than some particular value
when the signal-to-noise ratio, p, and the noise bandwidth, B n, are
known. 18 Equation (4.23) can be used to adapt Rice's curve to the
one illustrated in Figure 4-8.
Figure 4-8 illustrates that P(PDO) is highly dependent upon
the ratio of the channel carrier frequency to the noise bandwidth,
as would be expected. Thus, this effect is greatest in wideband,
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low-carrier-frequency channels. 	 The effect on such channels is
illustrated in Figure 4-9 for a data channel having a bandwidth of
3 kHz and a carrier of 15 kHz.	 As the signal-to-noise ratio and the
channel carrier frequency increase, the effect becomes negligible.
D.	 MSMV PERTURBATIO1 14S DUE TO FLUTTER
In the preceding section it was shown that MSMV pulse dropout
occurred when additive noise deviated the carrier frequency by an
amount such that the distance between adjacent carrier zero crossings
is less than the MSMV "on" time. 	 Since flutter also results in
such deviations, there is a non-zero probability of pulse dropout,
i.e., finite P(PDO), due to flutter. 	 The work which follows proves
that the probability of this occurrence is negligibly small.
The analysis will be performed by assuming flutter to approxi-
mate a Gaussian distribution of zero mean, an assumption supported
by experimental evidence. 
19 
The frequency deviation of a fre-
quency w
n
 , due to flutter, can be written as
0(t)	 W	 g(t)	 (4.24)
n
where 0(t) and g(t) represent frequency deviation and flutter,
respectively.	 If a 3a approximation is employed to relate the
N4
peak and rms values of 0(t), the result is
3cr= ;peak	 n gpeak	 (4.25)
where a represents the rms value of ;(t), and Speak and g peak repre-
sent the peak values of ;(t) and g(t), respectively. 	 As before,
P(PDO) is given by
P(PDO)	 P(; >W	 (4.26)
n
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or since p (A) is assumed Gaussian with zero mean
w
P(PDO) _ -	 r expr-x2/2a ,dx	 (4.27)
2ncT 
w = b -
n b
This is equivalent to
n
P(PDO) = 2 - - 1----	 exp x2 /2 ldx	 (4.28)
12Tra
r_	
o
If the preceding is placed into the form of a normal distribution,
the result is
r
P(PDO) = 1 - --1--•	exp -x2A dx ,	 (4.29)
Z	 2n 1 t
where
wn 1-b
=
—Cr ( 6 )	 (4.30)
The expression for P(PDO) can be stated in terms of flutter by
substituting (4.25) into (4.30) to yield
^ = ' 3 ( 1-= ^ 	 (4.31)
gpeak
It is easily shown that P(PDO) is negligible by picking worst
`r
'.
	
case values in (4.31). In a typical system 6 would be less than 0.9
and modern tape recorders have less than one percent peak flutter.
Substituting these values in (4.31) yields = 33.3, which when sub-
stituted into (4.29) illustrates that P(PDO) is negligible. In a
typical application b and 
gpeak will be such that an even smaller
P(PDO) results.
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E. PHASE -LOCK LOOP PERTURBATIONS DUE TO NOISE
Noise which falls within the channel bandwidth perturbs the car-
rier phase and affects the stability of the demodulation carrier.
Since the output of the channel filter is amplitude limited, only
phase perturbations are of interest. The phase perturbations of the
channel zero crossings have an approximate Gaussian density function
for high signal -to-noise ratios and the rms value of these perturba-
tions is given by
a^ =	
1— r
	 (4.32)
SIN
where SIN represents the average signal-to-noise ratio in the data
channel. Equation (4.32) is plotted in Figure 4-10. The runs value
of phase jitter on the PLL output is less than that given by (4.32)
because of the additional bandlimiting action of the PLL. The vari-
ance of the PLL output can be written as
cs
2 a
out
	
.
B J IH(w),2 2= ,	 (4.33)
0
where 
out2 and ain2 represent the phase variances of the PLL output
and input, H(w) is the PLL transfer function, and B is the input
noise bandwidth. The integral is simply the noise bandwidth of the
20
PLL.
F. SUMMARY
In the LDRM carrier synthesis system, perturbations result from
modulation zeros, flutter and noise. Modulation zeros cause per-
turbations in the form of shifted pulses in the MSMV output, which
yield phase errors in the demodulation carrier. The analysis illus-
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trates that this effect is worst on 1(w-frequency, wideband channels.
Ek	 The probability of a shifted pulse is less than 0.04 if the carrier
frequency is five times the bandwidth of the data signal and if the
MSMV duty is 70 percent or greater. For a carrier frequency greater
than 15 kHz the phase-lock loop error is negligible if the bandwidth
of the phase-lock loop is made only large enough for flutter compen-
sation. In a physical system, the effect of modulation zeros restricts
the lowest channel carrier frequency so that if the LDRM technique is
utilized, approximately the first 15 kHz of the baseband cannot be
used is the phase error is to be kept below 3 degrees.
For low signal-to-noise ratios problems arise because of exces-
sive ph;^, jitter in the synthesized demodulation carrier and because
ofulse dropout in the MSMV output. The probability of pulse dropoutP	 P	 P	 P	 Y	 P	 P
is less than 0.01 for duty cycles less than 80 percent, signal-to-
noise r:tAos greater than 10 dB and channel carrier frequencies greater
than 15 kHz.
Pulse dropout due to flutter is a negligible effect. However,
dynamic er.• :,r, in the demodulated data due to TBS is essentially the
same in the LDRM system as in the common pilot system. The need for
'•	 recorders with low peak TBE is evident.
CHAPTER V
AGC IN AM-BASEBAND SYSTEMS
Automatic-gain-control (AGO can be used in any AM/FM system
and is sometimes desirable when the receiver output signal-to-noise
ratio is considered. This follows from the fact that the signal-to-
noise ratio at the output of an FM receiver is proportional to the
mean-square value of transmitter deviation? 1e  2  Thus, the transmitter
deviation must be kept close to its maximum permissible value if the
average individual channel signal-to-noise ratio at the receiver
output is to be maximized. This is easily accomplished if the data
being transmitted is stationary, i.e., if the data statistics do
not change with time. However, a multichannel system can be required
to carry non-stationary data in which it is likely that all channels
in the multiplex will be at maximum activity simultaneously. If the
system parameters are chosen so that maximum permissible rms trans-
mitter deviation occurs at these periods of maximum activity, serious
degradation of the individual channel output signal-to-noise ratio
will result when the baseband activity is low. Using a higher,
constant transmitter sensitivity can result in either nonlinear
transmitter operation or in an excessively wide RF spectrum during
periods of high activity.
These difficulties can be overcome by employing an AGC loop
at the FM link input to hold the rms value of the baseband signal
constant and a second loop at the output to restore data calibra-
tion. Hereafter, the input and output loops will 13 referred to as
68
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the transmitter and receiver loops, respectively. However, using
AGC results in system errors because, in general, the receiver loop
does not perfectly track gain variations in the transmitter loop.
This type of error is known as tracking error. Also, errors result
because of additive noise perturbations of the pilot amplitude, which
are tracked by the receiver AGC loop. Additionally, the tracking
error can have a steady-state value. These errors are studied using
theoretical analysis and simulation.
A. SIGNAL-TO-NOISE RATIO INCREASE DUE TO AGC
A block diagram of a baseband AGC system is shown in Figure 5-1.
The increase in the output signal-to-noise ratio of an individual
channel can be determined from a consideration of mean-square trans-
mitter deviation. Let S i (t) represent the instantaneous value of
the Channel-j signal so that the baseband signal, S(t), is given by
n
S(t) 	 Sj(t)	 (5.1)
j-1
If all the channel signals are statistically independent, the rms
value of S(t), S, is
n	 2 1/2
S =	 S 	 (5.2)
j=1
where S  is the rms value of S jW . The rms transmitter deviation,
D, is determined by S. Therefore, maximum rms transmitter deviation,
D Q , results when S assumes maximum value, Sm , so that
	
D = S Dm = LDm ,	 (5.3)
m
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where L = S/ 
m 
is the load factor 42 It follows that if a controlled
amplifier with gain p(t) = L -1 is placed ahead of the FM link, the
rms transmitter deviation will be maintained constant at D . Since
m
the individual channel signal-to-noise ratio is proportional to the
mean-square transmitter deviation, this ratio is increased by a fac-
tor of (L-1 ) 2 . This gain represents the actual signal-to-noise ratio
increase which results from using AGC over the case where no AGC is
used and the transmitter is adjusted for maximum deviation when the
load factor is one.
B. TRACKING ERROR
The mechanism by which tracking error occurs can be demonstrated
by considering a change in baseband load factor from 0.5 to 1.0 at
time tc . In order for the transmitter deviation to remain constant,
the transmitter amplifier gain, µ(t), should change instantaneously
from two to one. However, the gain actually changes as shown in
Figure 5-2(a) with time constant T  dependent upon the bandwidth of
the transmitter loop. It follows that the pilot amplitude at the
receiver loop output is, assuming a perfect FM link, E pµ(t), where
E  is the nominal pilot amplitude. If the gain of the receiver loop
amplifier, K(t), were V-1 (t), no error would exist since the pilot
amplitude at the receiver loop output would be constant at E P . How-
ever, this would require that the receiver loop respond instantaneously
to charges in Ep^t,(t), which would necessitate an infinite loop band-
width. Therefore, in a practical system the pilot will be returned
to its proper level, E
P , 
as illustrated in Figure 5-2(b), yielding
a tracking error, eT , as shown in Figures 5-2(b) and 5-2(c).
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This error for a step increase in baseband load factor can be
used to define the AGC system settling tin*te as illustrated in Fig-
ure 5-2(c), where the tolerance is the desired system accuracy. Since
tracking error only depends upon the ability of the receiver loop to
track changes in the transmitter loop gain, the error can be made
arbitrarily small by increasing the bandwidth of the receiver loop
or decreasing the bandwidth of the transmitter loop. Thus, the time
constant ratio
_ transmitter loop time constant_ Tt
receiver loop time constant 	 Tr	 (5.4)
is the parameter which controls tracking error. However, A may not
be freely varied in a practical system because increasing the trans-
mitter-loop time constant can result in errors due to transmitter
overdeviation, while decreasing the receiver-loop time constant can
result in errors due to interference from data channels adjacent to
the pilot in the baseband.
C. THEORETICAL ANALYSIS
Because of the variable gain element, an AGC loop is described
by a differential equation which has time-varying coefficients. This
complicates determination of the general loop response; however, an
exact solution is obtainable for the first-order case. This solu-
tion can be utilized to determine the loop time constant, the steady-
state error, and the system tracking error. Additionally, the analysis
provides insight which is helpful in understanding the operation of
baseband AGC. In an analysis of tracking error, the only concern
is how well the receiver loop tracks the transmitter loop gain vari-
ations. If these gain variations are specified, only the receiver
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loop need be considered in the analysis. Therefore, the transmitter
E^-
ate•
loop will be assumed to be first-order in the following analysis.
Since the receiver loop responds only to variations in the pilot
- amplitude, the pilot frequency can be translated to do for purposes
of analysis.	 This results in the reduction of the receiver loop in
: Figure 5-1 to the simplified model shown in Figure 5-3.	 The lowpass
filter represents the cascade combination of the loop lowpass filter
and the lowpass equivalent of the pilot bandpass filter.	 Usually,
the pilot bandpass filter will have a much larger bandwidth than the
-. loop lowpass filter and can be neglected in an analysis not concerned
with noise and interference. 	 Also, the position of the comparison
device has been changed for simplicity. 	 The loop input, e (t), isi
the assumed pilot envelope at the transmitter loop output.
General Solution. In order to compute the output, eo (t), of
--	 the system in Figure 5-3, an expression for the gain, K(t), is neces-
sary. Then eo (t) can be computed from
eo(t) = K(t)e i(t) .	 (5.5)
The gain is assumed to be a linear function of the error signal,
e(t), so that
	
K(t) = 1 + s(t)	 (5.6)
Since the analysis is for a first-order loop filter, let the loop
filter impulse response be
y(t) ^t	 (5.7)
Since the input to the filter is E _e (t) and the filter outputp o
is e (t), the differential equation describing e(t) is
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dal ) + Pe(t) = AS[Ep - eo (t)]	 (5.8)
Substituting (5.5) and (5.6) into (5.8), this equation can be written
in the standard form
	
dKdtt + ^[1 +Ae i (t)IK(t) - P [1 +AEp]	 (5.9)
Using the integrating factor	 J
exp
 I
t
P [1 + Ae i (x)] dx
0
allows ( 5. 9) to be solved yielding
t
K(t)exp r IP[l+ Aei (x)] dx
°	 (5.10)
t	 fti
r P[1+Aep]exp 
	
P[1 +Aei (x)]dx dti+C
0	 0
where C is the constant of integration which is unity if the initial
condition g(0) = 0 is assumed. Accordingly, (5.10) can be simplified
to yield the general first -order solution 23
t
K(t) = exp - a P [1 + Ae i (x)1 dx
l	 J
0
(5.11)
t	
ft
+P [1 
+ AE
PJ]r exp - 	 P [1 + Ae i(x)] dx dti .
o	 ti
This expression can be used to determine the loop time constant, the
steady-state error, and the tracking error.
Time Constants. The time constant of an AGC loop is defined in
the conventional manner from the step-function response. To determine
the time constant of the receiver loop, let
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(5.12)e i(t) a B
p 
+4 .
Substituting (5.12) in (5.11) yields
t
K (t) = exp - J p [l + Agp + AA] dx
0
(5.13)
+ P 11 + ASp J J exp' - J P11 + A8p + AAj d dr
o	 L Ir
which, after performing the integrations, becomes
	
K(t) =1 +A(8 +a) (1 +ASp) +AA exp -rP + PA(Rp + Q)jtl	 (5.14)
P	 `	 J
From this equation, the time constant of the receiver loop is, by
definition,
_	 1
Tr 
P + PA(Ep + d)	
(5.15)
The preceding expression illustrates that the time constant of
the receiver loop is dependent upon both the magnitude and polarity
of the step. It should be kept in mind that a positive Q corres-
ponds to a step decrease in load factor, since A represents the change
in pilot amplitude. The dependency of T r on the loop input signal
makes it extremely difficult to specify the loop time constant or
the effective loop bandwidth for a general input signal.
It follows from the similarity of the transmitter and receiver
loops that if a step function is applied to the input of a first-
order transmitter loop, the pilot amplitude at the loop output will
be of the form
f_= 78
,. ei(t)	 Ep + all - e 	 0(t )	 (5.16)
By definition, the time constant of the transmitter loop, T t , is
e Tt = 1	 (5.17) 
iSteadv -State Errors.	 If the steady-state value of a (t) is dif-------
ferent from Ep , then e(t) cannot be zero and a steady-state error
will result.
	
Assuming that e i(t) = Ep + S, the steady-state value
of K(t), i.e., K( 00, can be computed from (5.9). 	 By definition of
IV
steady-state, d/dt K(t) 	 at t = OD is zero.	 Thus,
1 4-
K(O0) =	 y	 (5.18)1 +A(Ep
 +A)
The steady-state error, ess , is given by
-_
ess = eo (00) - P = K(0D)( P + 6) -Ep
 = 1 +A(Ep + ^)	 (5.19)
In a practical system this value can be made negligible by making A
sufficiently large.	 Of course, the steady-state error in no way
depends upon the loop lowpass filter if H(0) is unity. 	 Thus, un-
like the general solution and the expression derived for the time
AT
constants, (5.19) is valid for any choice of !;;op filter.
Tracking Error for Ste$ Chanties in Load 	 From Figure 5-2
^r
the tracking error, eT , of an ACC system is given by
E  = K(t) e i(t) -Ep 	(5.20)
For	 from (5.11),a first -order system e 	 c3n be obtained	 the general
solution for K ( t).	 If ei(t) results from a step change in load fac-
tor at the input of a first-order transmitter loo 	 it will have theP	 Ps
form given by (5.16).	 Substituting ( 5.16) into ( 5.11) yields
s^—
7 9
Y.
t1	 PexpK(t) =	 -	 1 + A[E + A - Ae x]]d] 
(5.21)
t	 t
+ rl+ AEPIf exp' - r 1 + A [EP + A - Ae x^ dx d r
l	 o	 l Jti
which can be written as
K(t) =exp^•Pt — AP (EP +A)t -
	
(e ^t•1)^
t
+ 1 + AEP^exp - Pt -AP(EP + A)t -	 e-fi	 (5.22)
	
_	 t
Xf exp PT + aA(EP + A)T +'	 e• 
.cr d- .
J0
Using (5:15) and letting T r = r to simplify notation allows (5.22)
to be written as
	
K(t) = exp[-T 	 (e- At 1)^
+P rl + AE ,exp t- r -
	 e ^tJ	 ( 5.23)
`l	 P	 `L
If t 	 A .c ti
X f irp
ePi
+	 edti
 
.c
	
_	
o
This equation can be expressed as
	
K(t) = exp r-= - be-' t J eb+fir +AEP]g(b;t)	 (5.24)
where b = AAA/-c and
t
g(b;t) =
	
exp r + be- A dti .
	 ( 5.25)f
_	
O
:`..
A simpler form for g(b;t) can be obtained by making theW.
change of variable
y - be (5.26)
MOP
I
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A =	 = rTt (5.27)
r
(5.25) cart be placed in the form
b
g(b;t) _	 b"y-(1 + A)eydy
f
(5.28)
-( t
e-
Replacing ey by its series expansion yields
b	 OD	 (k -1 -X)
Yg(b;t) = 1 b"
	 dy (5.29)k^
--<t	
-
be	 k-0
The term in which k = A must be integrated separately since it yields
a ln(y) term.
	
Thus, (5.28) becomes
00bk -A
g(b;t) _
	
b^
E k! (k - X) + 5	 In y , (5.30)
k=0
-d tk # X be
which can be written
b
g(b;t) _	 b^
0o k
i + y-X L (5.31)k!(k -x)
k=0
- k # X	 be--<t
Substituting (5.31) into (5.24) yields the final result for K(t)
K(t) = exp - t ]- t - be d
 T[
r e 
b 
r
b
+	
b^^ ^l +
	 ,
k
! + y' . (5.32).c	 p A	 k! (k - A)
k=0 _ dt
k	 a be
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From this expression K(t) can be determined for any choice of sys-
tem parameters. Tracking error is then determined using (5.20).
Tracking Error for Low-Frequency Modrilation. Tracking error can
also result from low-frequency modulation which produces dominant
low-frequency components in the transmitter error L ,aal, e'(t).
There are several ways in which this can occur, the simplest being
when a single channel is modulated by a low-frequency sinusoid. If
all other channels in the baseband are unmodulated, the input to the
transmitter is
s(t) = cos to cos mt + cos pt 	 (5.33)
where to , m and w  are the channel carrier, modulating, and pilot
frequencies, respectively. The output of the squaring network is
s 2 (t) = 4 + 4 co s 2o) t + 0(t) 	 (5.34)
where ©(t) contains only higher frequency terms. The do term is the
desired term since it is proportional to the meat.-square value of the
transmitter input. If the frequency 2w is sufficiently low to be
passed by the lowpass filter in the transmitter loop, the gain of the
transmitter loop will be perturbed and tracking errors can result.
However, if the frequency is sufficiently low, the receiver can track
the variation and no error results, and if the frequency is much
higher than the cutoff frequency of the transmitter-loop lowpass fil-
ter, there will be no transmitter loop response.
Sind the gain of the transmitter loop will be cos 2w t, the
tracking error can be obtained by substituting this for e i (t) in
(5.11) and solving for K(t). Tracking error can then be determined
from (5.20). However, since the input is now a function of time, the
Si
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is far	 than for	 in load factor.analysis	 more complex	 step changes
Thus, simulation is used to determine tracking error curves.
D.	 SIMULATION RESULTS
In the previous section the tracking error due to step-type
changes in load factor was determined for a first-order loop.
	
Since
the analysis for higher order loops is much more difficult, simulation
was used to obtain results for a second-order loop. 	 Also, for con-
venience a first-order loop was simulated. 	 Additionally, a simulation
was used to yield tracking error due to low-frequency modulation for
first-order and second-order loops.	 In the simulation the transmitter
loop was replaced by a lowpass filter to give the proper pilot respons;:
with a step-function input. 	 The receiver loop was simulated as rep-
resented in Figure 5-3.
Figure 5-4 shows the tracking error for a step in load factor at
the transmitter loop input for a first-order system.	 The curves were
described mathematically in the previous section. 	 Figure 5-5 gives
the results for a second-order system. 	 These families of curves pro-
vide the designer with information concerning the effect of the time
constant ratio, A, on the magnitude and duration of the peaks in
tracking error resulting from step inputs.	 A comparison of the first-
and second-order results indicate that the second-order loop has a
lower peak tracking error than the first-order loop,	 However, the
second-order loop has the disadvantage of requiring compensation to
prevent excessive ringing and long settling times.	 The compensator
utilized was a first-order lead network placed in cascade with the low-
filterpass	 and was designed to yield minimum settling time.
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The tracking error resulting from low-frequency modulation is
illustrated in Figure 5-6 for a first-order system. The abscissa
represents the frequency 2o)  normalized to the transmitter-loop cut-
off frequency, which is the reciprocal of the transmitter-loop time
constant for the first-order case. The frequency 2co is used because,
as shown in (5.34), this is the frequency at which the transmitter-
loop gain, µ(t), is perturbed. The same curves for a second-order
system are illustrated in Figure 5-7. In the second-order loop the
peak tracking error is lower in amplitude and occurs at approximatelyf"
twice the transmitter-loop cutoff frequency. For both systems, the
effect of low-frequency modulation can be significant.
E. SUmmARY
The use of AGC yields an increase in the individual channel sig-
nal-to-noise ratio when data is non-stationary, but the AGC system
itself introduces errors which can decrease system accuracy. These
are primarily tracking errors which result from rapid changes in
baseband load factor or from low-frequency modulation. The magnitude
of the tracking error is a decreasing function of the ratio of trans-
mitter-to-receiver time constants. Additionally, steady-state errors
result in the tracking process, but these can be made negligihle by
using sufficient loop gain.
Because the AGC loop is defined by a differential equation having
coefficients dependent upon the input signal, which is time varying,
the loop time constant is a function of the input signal. This fact
makes it difficult to specify effective AGC bandwidth when differing
types of rapid transients or steps of different magnitude are likely
to be encountered.
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CHAPTER VI
CONCLUSIONS
The results of the various analyses are summarized at the end
of the chapters, and these results will not be repeated here.	 How-
ever, several general conclusions should be mentioned.
If the baseband of an AM/FM telemetry system contains only DSB
channels, the carriers necessary for demodulation can be derived
from either a common pilot or from the modulated channel carrier.
However, if the baseband contains SSB or QDSB channels, a pilot must
usually be used for synthesis. 	 If a common pilot is used for syn-
thesis of all demodulation carriers, then the carrier synthesis por-
tion of the system is common to all channels.
In both techniques of carrier synthesis, errors result from
baseband recorder flutter. 	 These errors can be minimized by matching
the time delays through the data path and the carrier synthesis path,
but	 Thisthese errors can never be completely eliminated.	 effect
imposes a restriction on the baseband tape recorder when the system
is required to operate with a given- accuracy.q	 P	 g
There are several effects of noise which are of particular
interest.	 In the LDRM technique of carrier synthesis, noise can
dropout	 the MSMV	 However, this effect hascause pulse
	 of	 output.
a negligible probability of occurrence for practical signal-to-noise
ratios.	 One important consideration in the common pilot system is
that if a pilot phase error occurs, an error results in all demodu-
lated outputs.	 This means that sufficient power should be used in
' 89
the pilot to insure the required phase stability, which is much
X .V greater in SSB and QDSB systems than in DSB systems.
Baeeband AGC is particularly attractive if the majority of
the channels are changing slowly in rms value so that large tracking
errors can be avoided.	 However, if high accuracy data is required
the tracking error can outweigh the potential improvement of a higher
signal-to-noise ratio resulting from the use of AGC.	 When this is
the case, a system is desirable in which channels carrying critical
signals are not subjected to the AGC process.	 Such a system can be
easily implemented by summing together some of the channels ahead
of the transmitter AGC loop and the remaining channels after the loop.
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APPENDIX A
FLUTTER AND TIME-BASE ERROR IN TAPE RECORDING
In this appendix the effect of flutter is determined for both
direct and FM recording, and the conditions under which the effect
of flutter is a simple TBE are investigated. 24
A. FLUTTER IN DIRECT RECORDING
In the recording process the instantaneous flutter, gr (t), is
defined as
V (t) -V
r
where vr(t) is the instantaneous tape velocity and V  is the mean tape
velocity. From (A.1)
vr (t) = V  ['+ gr(t)] .	 (A.2)
Distance along the tape, w(ti), can be obtained by integrating (A.2) to
give
(T
w(ti) = Vr ti + J gr (t) dt	 (A.3)
0
If time-base error (TBE) is defined as
ti
fh
r 	gr(t) dt ,	 (A.4)
0
(A.3) can be written
(A.5)
r
F
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Since the peak value of TBE is typically on the order of a millisecond
K= or less, the second term in (A.5) is usually negligible compared to
the first term.	 Thus r can be approximated by w/V r in the argument
of hr(ti), where w is understood to be a function of -r.	 Thus,
ti = V - hr
 -
!L
	
(A.6)
r	 r
The record circuit will be assumed to result in a tape flux, 9,r),
proportional to the recorded signal, or
$(ti) = K 1er(T) ,	 (A.7)
= where K1 is a recorder constant having units of webers per volt. 	 Sub-
stituting (A.6) into (A.7) yields 
A:
$(w) = K 1 e r V^ - hr [V-X-] (A.8) , 
an expression for flux along the tape as a function of distance.
Upon playback, the voltage at the output of the read head, eo(t),
is given by
IS
eo(t) = 
K2 dt ^(w) ,	 (A.9)
where K2 is a recorder constant having units of volts -seconds per
weber.	 Substituting (A.8) into (A.9) yields
.° de (ti)Y
eo(t) = K	
r	
,	 (A.10)
where K is the overall recorder constant, K1K2 ,and T is related to w
by (A.6).	 Application of the chain rule yields
der (ti) dc dw
eo(t) = K	 (A.11)r	 dw dt
	
'
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which, with the use of (A.6) can be evaluated as
ep(t) = V d 1 -h' `V er V - hr l^ 1 (A.12)r	 r1r r
I- analogy to (A.5) the expression relating time and distance
along the tape during playback is
w(t) = Vp[t + hp (t)] (A,13),
where hp (t) is the playback TBE and V 	 is the mean tape velocity
during playback.	 Substituting (A,13) into (A.12) and letting V 
equal V 	 yields
eo (t) = KJ1 +h' (t) -h' t+hp (t)] - h' (t) h' t+h(t)]p
X [ e^r ft	 hp (t)] -hr rt +h(t)] _ (A,14)` `t
tIf an overall TBE is defined as
h(t) = hp (t) -hr [t +hp (t)] (A.15)
it follows that the overall flutter; g(t), is given by
g(t) = dt h(t) = hP( t) -h'r t + h 	- hP(t) 	hrrt + hp(t)]p (t)] (A.16)
Substituting (A.15) and (A.16) into (A.14) yields`
eo (t) = K11 + g(t)] erjt + h(t)]
	 , (A.17)
which indicates that flutter results in both a perturbed time base and
amplitude,	 However, if the peak flutter is small, (A,17) can be
approximated as 
e (t) = K e' 
It + h(t)] (A.18)o	 r
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The derivative indicates that the playback signal must be integrated to
yield the output signal
ep (t)	 = K er 1t + h(t) 1 ,	 (A.19)
which is the recorded signal perturbed by TBE.
B. FLUTTER IN FM RECORDING
If a (t) is assumed to have the form
r
w
t
er (t) = Ec sin wct + Ea J em(t) dt	 ,	 (A.20)
M
0
the playback signal can be obtained using (A.17) to yield
Jwdem^t+ h(t
ep(t) = K Ecwl + g(t), C1 +63 	E ----
M
(A.21)
t + h(t)
^^dX cos art + h(t), + E f
o	
em(t) dt
I`m 
Demodulation of the playback signal yields the output signal, eb(t),
corresponding to the input signal, em(t). Thus, determining the
instantaneous frequency of the argument of the cosine term in (A.21)
yields
	
eb(t) = Kd d emrt + h(t), + g(t)[EM + em rt + h(t),	 (A.22)
m	 lL
where Kd is a discriminator constant having units of volts per hertz.
If g(t) is small (A.22) may be approximated as
eb(t) = KEd emrt + h(t),
	
W,23)
M	 l
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As for direct recording the effect of flutter in FM recording is
a time-base perturbation, provided the flutter is sufficiently small
to allow the additive noise term in W-22) to be ignored.ON
:;gam.
s3:
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APPENDIX B
RESPONSE OF A LINEAR NETWORK TO A VARIABLE FREQUENCY INPUT
The output of a linear network to a frequency modulated input can
determined by using the spectral approach,, 5 or the dynamic approach. 26
spectral approach has the disadvantage of yielding an infinite
-ies for the output, which usually cannot be expressed in closed
.m. For this reason, the dynamic approach is used in the analysis.
itionally, the quasi-stead , -state approximation is made in order
achieve results which are easily interpreted. In this appendix,
quasi-steady-state approximation and the conditions which must
d for it to be valid are developed.
Consider a network where
e in (t)	 input to the network...
e 
out 
(t) output of the network,
y(t) = unit impulse response, and
Y(s) = the Laplace transform of y(t).
the input to the network be written as
e in (t) = exp jO(t) = exp Ij f tai (t)dt]	 (B.1)
re ca.(t) represents the instantaneous frequency of the input.
2.
uming all poles to be first-order, the transfer function of the
-work Y(s), can be written as
Y(s) = Z	 `Ak
k 
S -S k
(B. 2)
be
The
se
fo
A&
to
the
hol
Let
whe
Ass
ne
06
where the sk's are the poles of the function Y(s). Consistent with
(B.2), the unit impulse response can be written as
^	
s ktAke	 t>0
Y(t) =	 k (B.3)
0	 t<0
The output of the network can be obtained by using the convolution
integral
t
e out (t) =f
 y(t -ti) e i ( ,V) dti	 (B.4)
0
Substituting (B.3) in (B.4) yields
e 
out (t) = E ek(t) ,	 (B. 5)
k
whe re
skt t -skti
ek (t) = Ake f e	 ei('^') dti	 (B.6)
O
Using (B.1), ek(t) can be written in terms of the instantaneous input
frequency as
_	
s ktft
ek = Ake 	 exp 
L
-skti+ j rwi(T)I dti	 (B.7)
O	 L	 J
I
In order to perform the integration indicated in (B.7), it is con-
venient to introduce a function p(ti), defined as
	
P(T) _ - skti + if 	 dti	 (B.8)
Equation (B.7) then becomes
	 J
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s t t
e (t) = A e k fep(^)duk
0
which can be integrated by parts by considering
t	 t p (ti) ^^)
	
J 
ep (r) du - f a du (ti) ^	 du
o	 o	 di
and by defining
'-	 v p(^)
dv = ep (ti) dam) dtidT
U = dl (T) , and
dT
-d2u (T)
d 2du =
	
dti2
Thus,
-
f
t
ep(ti) d _ p t+ (t?p(ti) dti
 dA ( ^^	 J	 dti2	 d (ti) 2o	 7	 o o	 ^---dti
Since
ddETti)
	 -sk + jwi(ti)
and
d2 (^	 dwi(T)
^2 _ _ 3 
dT
dti
The first term of (B.12) becomes
(B.9)
(B.10)
(B.11)
(B.12)
(B.13)
(B.14)
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t
r
t	
exp skt + jwi (ti) dti
ep  0	 1
 + jwi(o)	 (8.15) a  + jwi(t)	 - - Skdti	 o
and the second term of (B.12) becomes
t	 texp .. sk + j	 wi( r) d rf
f
d2 (ti	 ep(T)	 dwi(ti)	 o
---^	 dti = f j --dti--	 ---11--2----- dti
o	 dti ft (T) [' sk + jwiCti)di o	 J	 (B.16)
Therefore,
1
exp I j
t
j  J	 w(ti) dti
J s
o	 k 	 le= A^	 ^	 ek	 Ak	 -sk+ jwi(t)	 ^	 -sk+ jwi(o)
exp
t
- s k + j	 r w. (ti) dti
1skt	 dwi(ti) o
+A e
	 j(	 ---	 dti	 (B.17)k	 dl	 2o ^ - sk+ jwi(T
Jr	 ^
The steady-state response to a sinusoidal input can now be found.
_ The second term in (B,17) is the transient term which tends to be zero
- as t gets large, provided that the real part of s k is negative for
#^ all k.	 For a stable network, this is true since all poles are located
in the left-half plane,
	 The third term is negligible if
dw.
dti
< < 1
	
(B.18)
for all k and T.,	 If this is true, we are left with the quasi-steady-
- state solution
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t
exp iW (T) dT,
_1_
 
A	 0	 (B-19)k	 k	 _s k +,._ jW
Since e out (t) is the sum of all e k (t) terms
t
e out (t) =	
i o
exp f W i ('r) dI s k +
_ 	 j(O 
i	
(B.20)
k	 1 
Referring to (B.2). (B.20) can be written► as
t
e out (t) exp j f W (T) do Y(W i	 (B.21)
0
where it is understood that w. is a function of t.
If Y(w.) is represented as
Y(W.I)	 Y(CO	 e	 M22)
then
t
e out (t) Y(W i exp	 (0 ( 10 dr + ^(w i)	 (B.23)
0
The term
t
f w.(1) d-CL
0
is the instantaneous input phase, which can be represented as
t
fW
	
d-,, = %t + 8(t)	 (B.24)
0
where w11 is the nominal carrier frequency and G(t) is the phase per-
turbation on that carrier. Using this substitution., (B.23) becomes
J[W t + e(t) + ^(w ),
e out (t)	 ^Y(wi)je 	 ni	 (B.25)
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If the network is such that
Y(wi) I = 1
	
(B.26)
for all wi , then
j[w
n 
t+8(t) "(w.1),
eout(t) = e 	 (B.27)
for
j[W n t + 6(t)]
e in(t) = e	 (B.28)
The assumption that this is true forms the basis for the analysis
carried out in Chapters II and IV,
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APPENDIX C
QUASI-STEADY-STATE ANALYSIS OF A NONLINEAR PHASE NETWORK
The analysis in Chapters II and IV is based on the assumption
that the filters had unit amplitude and linear phase in the pass-
band.	 This appendix illustrates the difficulty encountered when this
assumption is not made.
Consider a simple bandpass filter of the form
H(w) =	 jo)B---	 (C.1)2
n + jwB -to
where B is the bandwidth and w 
	 is the center frequency of the fil-
ter.	 The input to the filter is assumed to be the general angle
modulated signal
_ ein(t) = cos [(jn t + µ(t), (C.2)
Using the quasi-steady-state approximation developed in Appendix B
J yields
j jw t + µ(t))
eout(t)	 Re H(wi)e ` n (C.3)
for the filter output.
The term H(w ) is determined from (C,1),
	
the	 isand	 resulti
3Brw + µ(t)]
H(w-
	
(C.4)i j (wn + µ(t), .2- 2 nµ(t) -µ (t)
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which can be written
H(wi) _	 .I. -.._W__ _ .	 (C.5)
1+3
n + µ(t)
In most practical systems, the deviation is small compared to the
center frequency, so that
2w + µ(t) 2w
	
--=--r- = -= = 2	 (C.6)
n
+µ(t) On
This yields
	
H(wi) _ -^__^__..	 (C.7)
1+j2^Z
or
B	 -3 tan-1 H µ(t)
, a	 (C.8)
^ B2
 +4µ2(t)
Thus, the filter output is
eout(t) =	
Bw2
cos 	 + µ(t) - tan-,  B ;(t) j	 (C.9)
B2 + 4µ (t)	
(cont
t
Both the amplitude and the phase are perturbed by µ(t).
In order to undue=stand the complications of the above expres-
sion, it will be used to analyze the system studied in Chapter II.
The following definitions are made
8(t) = phase perturbation of the pilot,
Bp = pilot filter bandwidth,
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B  m channel filter  bandwidth, and
w = modulating frequency.M
The assumed pilot is given by
enp (t) = coo 16)p t + 9(t),	 (C.10)
so that the output of the pilot filter is
Bw
epf (t) =	 ._ 	 cosPp t + e(t) -tan 1 B 0(t))
	
(C.11)
VBP2 +4@2(t) 	 p
The frequency divider is assumed to operate only on zero crossings;
therefore, the amplitude perturbation is of no interest. The synthe-
sized demodulation carrier, e sc ( •i), is
esc(t) = cos wnt+WT`
 e(t) -^° tan-1 	 e(t)	 (C.12)
F	 P	 P
4	 The Channel n signal, ens(t), which is to be demodulated, is assumed to be
the SSB signal
W +CO
ens (t) = cos (n+ ID)t+n- 
(a
	
e(t)]	 (C.13)
P
The instantaneous frequency deviation of this signal, µ(t), is
µ(t) = m + w - = 9(t) ,	 (C.14)
P
so that the output of the channel filter, ecf (t), is
t
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B
e (t) =	 n	 cos[6)nt+
cfw +w ;(t)] 
VB n 2 +4 wm w
+ n m	 2
P (C.15)
+w
	
n m 9(t) -ta:^ 1 ? w +-n-	 A(t)
w	 BnIm wP	 P
This is demodulated using (C.12) so that the demodulated output ed(t)?
becomes
B	 w
e (t) =
	
n	 cosw t + m 8(t) +
d	 w +w -	 IM P
VB n 2 +4[cam+ nw m 9(t) 2
P
w +w	 w
tan 1 2 l m+ 
nw m 8 (t)] - m tan 1 B 9 (t)
P	 P	 P
Let
w +w
E, = tan-1 B r m+ 
nw m @(t)
n l	 p
to
w tan-1 B 8(t)
P	 P
Since
ao
=1	 n+l x2n -1
	
tan x = x+ E (-1)
	 (2n -1)'
n=2
(C.17) can be written
(C.16)
(C.17)
(C.18)
W +W	 W .
W?	 +—n-- 1° 8(t) -? n 8(t) +	 (C.19)
Bn ` I m	 Wp	
BP P
ao 
(-1) 2n -1 2 f
	
CO + m .	 2n ..t
	
(2n -1) B  1 m+ lop eCt)	 -
n=2	
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00	 2n -1
Wn	
20(t)
w	 B
P n=2 P
which is
W .
B m + B m 
0(t) +
n	 n p	 (r. -;0)
2 _	 W2 n ;(t) +^
B B w
n	 p	 p
where r} represents the higher order terms
CO
L
(-1) 2n -1 2 w + Wn+ iQ 0(t), 
2n -1
(2n 1) [Bn I m	 wp	
-
n=2
Win 2 8 (t)12a -1
W [P Bp	 J
If these terms are neglected._ the demodulated output becomes
B	 med(t) =	 n	 cos Wt + w 0(t) +
1WM W 
+w	 2	 pB2	
m+ 4 + n—
P 	I
mm 6(tn 
(C.21)
W	 W
B m+B W 0(t) + B " B Wn 0C^)
n	 n p	 n	 p p
If the filters are 'watched" and the amplitude perturbation is neglected,
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(C.21) becomes
ed (t) = cos mt + w 0(t) + Snwm + Sn 
-w! 0(t)	 (C.22)
P	 P
for
Sn = B
	
(C.23)
n
This is the result obtained in Chapter II.
If the Channel n signal is DSB, a term can be added to (C.13) to
account for the other sideband. The channel filter output for this
case will be (C.15) with a lower eideband term added. This additional
term will be (C-15) with 
wm 
replaced by m. Thus, the amplitude of
the upper and lower sideband components will not be equal and co-
herent addition will be impossible. This further complicates an
exact analysis.
Several observations can be made which strengthen the assumDtions
made in obtaining the result given in (C.22). In general the carrier
synthesis loop will consist of digital dividers or phase-lock loops
preceded by limiters, neither of which are amplitude sensitive. Thus,
(C.12) is generally valid. Filters usually have sufficient bandwidth
to pass the sidebands of a modulated signal with negligible distor-
tion. If this is not the case, the system is of poor design. Finally,
the nonlinear phase. characteristics of practical filters are negli-
gible in the passband. Thus, the only region where (C.22) is likely
not to accurately describe the demodulated output is when the channel
signal has a high amplitude component on the channel filter skirt and
0(t) is large,
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APPENDIX D
EFFECT OF DEMODULATION PHASE ERRORS
In surpressed carrier systems errors result in the demodulated
waveform if a phase error exists in the synthesized carrier used for
demodulation-,	 The manner in which this phase error affects the de-
modulated output is of considerable practical importance. 	 In this
appendix, the effect of demodulation phase error is determined for
DSB, SSB, and QDSB modulation.
A DSBA.	 PHASE ERRORS IN	 SYSTEM
A general DSB signal, prior to demodulation, can be expressed as
e
	 (t) = m(t) cos nt ,
	 (D.1)DSB
where w
	 is the carrier frequency and m(t) is the information bearing
n
signal.
	 The demodulation carrier, e sc (t), can be expressed as
esc (t) = 2 cos (03nt + ^Wj ,	 (D.2)
where ^(t) represents the phase error,
	
Multiplying(D.1) and (D.2)P	 P
and filtering out the components centered about 2n yields
ed(t) = m(t) cos ^(t)
	
(D.3)
for the demodulated output.
In order to investigate the error introduced by a nonzero ^W ,
an error function, E(t) is defined as the difference between ed(t),
the actual demodulated output, and m(t), the ideal demodulated out-
put.	 For the DSB case the error function, E DSB (t), is
I	 .. l ^, expF_^2/2a^2),	 (D.10)
2n
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EDSB(t) 11 -Cos ¢(t) I m(t) .
	
(D.4)
In practical cases, ^(t) will be small since this is a requirement
for good system performance. Thus without great loss of generality,
^(t) can be assumed sufficiently small to make e(t) negligible for
n >3. This assumption allows cos ^(t) to be replaced by the first
two terms of its series expansion so that
EDSB (t) z 2 ^ (t)m(t)	 (D.5)
The mean -square error, EDSB2 (t), can be written as
EDSB2(t) = 4 4^ ( t)m2 (t)	 (D.6)
In general ^(t) and m (t) will be statistically independent so that
EDSB2 (t) = 4 ^4 ( t) m2 (t)	 (D.7)
Both the modulating signal, m(t), and the phase error, ^(t), are
assumed to be zero mean Gaussian random variables with variances
fit
 and 6^2 , respectively. Thus,
2(t)	
2
= am
	 (D.8)
m
In order to simplify the integration, the value of ^4 (t) will be
determined by defining
V O = ^2 (t)	 (D. 9)
and determining the mean square value of ^. Since the density func-
tion for ^(t) is
}
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t the density function for	 ia27
PW =	 1--	 exp F^/Q¢2 ,, (D.11)cr	 2Tr^
which yields
00
f
3/2
^-^_,
=
(t) _ -
	 t	 exp	 a02^ d (D.12)
a^2 n	 0 a
From (DF9) this becomes
00 =
^4 (t) = 1	 ^3e	 -^xpr 2/2a^2,2^ a^
f	 `Cy 	2 Tr`
(D.13)
^•	 0
-
which can be integrated to yield
^4 (t) = 3a (D.14)
I _
Substituting (D,8) and (D.14) into (D.7) yields
EDSB (t) - 4 a,4am2 CD.15)
for the system mean-square error, or
p_
_	 3	 4
Ell
	 v	 4	 ^^	 '
3(D.16)
_ a
where EN(DSB) is the system mean -square error normalized with res-
pect to the mean-square value of m(t).
	
The function
E•	 YN(DSB)	 4	 a 2 (D.17)
is the normalized rms error and is the usual quantity of interest.
B.	 PHASE ERRORS It' A QDSB SYSTEM
A general QDSB signal, prior to demodulation, can be expressed as
eQ(t) = ml ( t) cos wtt+m2 ( t) sin wit , (D.18)
e
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where m1 (t) and m2 (t) represent the two information bearing signals
on the two quadrature carriers. 	 Multiplying (D.18) and (D.2) will
.
demodulateml (
t), and in like manner, a demodulation carrier of
2 sin [wnt+ e(t),
will demodulate m2 (t).	 Because of the symmetry involved, it is neces-
sary only to consider one of these processes.	 If the mean-square
;falues of ml (0 and m2 (t)are equal, the error expression will be the
same for both cases,
h	 :s` Multiplying (D,14) and (D.2) yields
ed(t) = m(t) cos ^(t) +m2 (t) sin 0(t)	 (D.19)
after the 2w 	 terms are filtered.	 Using the approximation that 	 n(t)
is negligible for n >3 yields
ed(t)
	
ml (t) rl - 2 ^2 (t ) ^ +m2(t OW	 (D.20)
for the demodulated output.	 Thus, the error function for QDSB, EQ(t),
= is
i
EQ(t) = 2 ^2 (t)m1 (t) - ^(t)m2 (t)	 (D.21)
>>: and the mean-square error is	 ..-
EQ2 (t) = 4 $4(t)m12(t)
-^3(t)ml(t)m2(t) + ^2 (t)m2 1 (t)	 (D.22)
The functions ^(t), m1 (t), and 
m2 (
t)are all assumed statistically
_ independent random variables with zero means.	 From (D.22) and (D.14)
-sir we have
n2 + 
Q,2 m2
	
(D.30)
111
	
E 2 (t) = 3 Q 4a 2 + Q 2Q	 (D, 23)2.Q	 o ml	 m2 
If the signals m
1 
(t) and m2(t) have equal variances (D.23) can be
written
EQ2(t) _ { 4 a4 + a 2) a2
	
(D.24)
where
v 2 = a 2= a 2	 (D.25)
m	 ml	 m2
This yields a normalized rms error of
'y ENC4) = 6^	 Q,2 + 1	 (D.26)
C. PHASE ERRORS IN A SSB SYSTEM
If in (D.19) ml (t) is set equal to m(t) and m 2 (t) is set equal to
m(t), the Hilbert transform of m(t), the result is the SSB signal 28
e 
SSB 
(t) = m(t) cos wnt +m(t) sin wnt	 (D.27)
^r
Comparison of (D.27) with (D.22) shows that
ESSB(t) _	 $4{t) m2(t)
-^3 (t) m(t)m(t) + ^ (t) m2 (t)	 (D.28)
since 0(t) and m(t) are assumed statistically independent. It is
easily shown that 29
m2(t) = m2 (t)	 (D.29)
so that (D,28) can be written
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Comparison of (D.30) with (D.24) shows that the mean-square error for
SSB is exactly the same as the mean-square error in a QDSB system if
all modulating signals have the same mean-square value.
In Figure D-1 the normalized rms error is illustrated for the
three cases of interest. The curve clearly illustrates that DSB is
much less sensitive to a phase error in the demodulation carrier than
either SSB or QDSB.
I
t
.^^--
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APPENDIX E
PHASE-LUCK LOOP BEHAVIOR IN THE PRESENCE OF FLUTTER
In order for the demodulation phase error to be minimized, the
synthesized demodulation carrier must follow the baseband TBE, as shown
in Chapter II. The carrier syn^hesis loop will usually contain a PLL,
and the bandwidth of the PLL must be adjusted such that the phase er-
ror, due to imperfect tracking of the loop, is less than some chosen
value. In a practical system the allowable phase error is much less
than 90 degrees, 5 degrees being a typical value, so that the linear
model of the PLL is valid for analysis. 30
In order to compute the necessary bandwidth of the PLL for a
given error ;
 the TBE spectrum must be known as well as the phase-error
transfer function of the PLL. Assuming a second -order PLL with a
e (f)
damping ratio of 0.707 yields a phase transfer function, 
ee(f which
31 1
can be approximated by the one given in Figure E-1(a). The flutter
spectrum of most modern recorders, with servo speed control, is reason-
ably flat. This mans that the TBE spectrum can often be approximated
by K/f 2 , which yields K2 /f4 for the TBE power spectrum as shown i*.
Figure E-10).
Since the phase error is the TBE scaled by frequency, the phase
error spectrum has the same shape as the TBE spectrum. Thus, the
time-base-error spectrum at the PLL output is
e (f) 2
^he(f) = ei(f	
^h(f) ,
	
(8.1)

oc
2
ahe2 
= 4 (fN) +K2 1 d4 	 (9.2)
fN	 fN f
which reduces to
2
ahe2 3 K3	 (E.3)
f 
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Data taken on modern recorders indicates a typical value of K is
10 -7/4. This yields
_	 -7
vhe2 13	
13	 (E•4)
f 
and the value of fN, the natural frequency of the PLL is chosen to make
this ahe2 sufficiently small.
For example, if a 50 kHz pilot is to have an rms phase error of
E	 5 degrees or less, the allowable rms time error is
k-Y
cr0.278 p s.he
E- Using this value in (E.4) yields
FEi
t
f  = 75 Hz .
Thus, the required PLL bandwidth is approximately 75 Hz.
Since tape recorders differ greatly in TBE characteristics, (E.4)
should not be taken as a general result. The expected TBE spectrum
should be carefully considered before a PLL bandwidth is chosen.
APPENDIX F
CARRIER SYNTHESIS BY FREQUENCY DIVIS70N
In Chapter II it was stated that if • 11 channel carriers are
harmonically related, they can be synthesized from a master oscillator
by dividing the proper master oscillator frequency by an appropriate
number. There are many ways by which this can be accomplished. The
purpose of this appendix is to illustrate one of these methods in
order to make the system model clearer, and to give a technique for
performing the division.
A. CARRIER SYNTHESIS
For purposes of illustration, assume that the baseband is a 16
channel format with the pilot at Channel-16. The frequency of the
Channel -I carrier is wl , and
n = na)l ,	 (F.1)
where w
n 
is the Channel- n carrier frequency. The pilot frequency, P,
is given by (F.1) with n equal to 16.
A synthesis scheme is shown in Figure F-1 which allows the Channel
16,15,12,10,8,6,5,4, and 3 carriers to be synthesized directly from a
master oscillator running at a frequency of 480 wl . The remaining chan-
nel carriers can be synthesized by the multiplication technique illus-
trated where the multipliers are followed by bandpass filters having
appropriate center frequencies. The frequency division process is
illustrated in Figure F-2 where
lla

e01 (s)	 KIA1FI(s)
8 i^1 (s) s + K1A1F1(s)rya (F.2)
t
t
t
t
t
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sin (wt+2 )
is divided by two and by four.
B. FREQUENCY DIVISION USING TWO PHASE-LOCK LW 3
One of the many techniques of performing' frequency division is
illustrated in Figure F-3. The two phase-lock loops illustrated are
conventional loops with one exception, the VCO in the first loop is
running at the fundamental frequency, wl . The output of this VCO
is a pulse train with duty cycle chosen to provide components with
adequate power at eaih channel carrier frequency. These components
are then tracked by the second PLL.
The operation can be explained in the following manner. Assume
that the pilot frequency is KwI . The output of the lowpass filter is
the product of the Kth harmonic of the VCO output and the pilot with
all but the do term filtered out. The loop then operates in the con-
ventional manner such that the pilot is tracked by the PLL. The it
component of the VCO output is then tracked by the second PLL.
Since good system performance requires low phase errors, the
33
linear model of the phase-lock loop is assumed valid.	 The linear
model for the cascade PLL is simply the linear model of the two PLL's
placed in cascade. This is illustrated in Figure F-4, where K1 and K2
are the VCO constants, Al and A2 are the loop aiuplifier gains and F1(s)
and F 2 (s) are the total loop filter transfer functions. The function
G(s) and the summer in the second loop will be discussed later.
From Figure F-3 it follows that
'a
Pit
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3
Figure F-3 Cascade Phase-Lock Loops
eil
Figure F-4 Model of Cascade Phase-Leek Loops
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} ' and if G(s) is zero
e02 (s)	 K2A2F2(s)
==y
-
s + K	 (s)A 2 F001(s)
(F.3)
2	 2
This yields
e02(s)
	
KIK2A1A2F1(s)F2(s)
i_ 1._6.	 (s) Is +K1A1 Fl (s)s +K2A2F2(s),
(F.4)
-= for the complete transfer function. 	 This transfer function can be
used to determine the loop characteristics.
A perhaps useful design technique is to make the transfer func-
tion of the cascade combination of the two loops independent of the
second loop.	 This can be accomplished by the proper choice of G(s).
r = If G(s) is not zero, then
/K
	
G(s)e02 (s)
	
K2A2F2(s) 
+9 K1 2
-
801 s	 s +K2A2F2(s)
(F.5)
x This yields
-	
_
602(s)
	
KIA1F1(s)
	 K2A2F2(s) + s[K2/K1,G(s)
-
0(s)	 s +F. A1F1 (s)	 w	s +K2A2F2(9)01 (F.6)
- for the overall transfer function. 	 Inspection of (F.6) shows that if
G(s) = (F.7)
K2
the overall transfer function reduces to
e02 (S) K1A1F1(a)
eil( 	 - s +K A F (a) 
(F.8)
which is simply the transfer function of the first loop. 	 This greatly
simplifies the design problem.
-	
a
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