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Resumo
O presente trabalho tem como objetivo central melhorar os Testes Adap-
tativos Informatizados (Computerized Adaptative Tests, CATs na sigla, em ingleˆs)
cla´ssicos, que sa˜o aqueles administrados por computador e que ajustam os itens do
teste a` medida que ele e´ realizado. Isso e´ poss´ıvel, pois, dada a resposta do res-
pondente, estima-se a sua habilidade momentaˆnea, obtendo-se o pro´ximo item a ser
administrado, com base em um crite´rio estat´ıstico (Ma´xima Informac¸a˜o, Ma´xima
Informac¸a˜o Global ou Ma´xima Informac¸a˜o Esperada).
Para isso, inseriu-se a covaria´vel Tempo de Resposta ao modelo. Pois, acreditou-
se que ha´ informac¸a˜o nessa covaria´vel e, portanto, ao se considera´-la, o teste pode
ser encurtado, melhorando, assim, a convergeˆncia do algoritmo.
Nessa perspectiva, fez-se uma revisa˜o bibliogra´fica de TRI (sigla de Teoria de
Resposta ao Item) e CAT, para se estruturar o novo modelo com a covaria´vel Tempo
de Resposta, calculando-se todas as equac¸o˜es que sera˜o utilizadas na aplicac¸a˜o.
Por fim, a aplicac¸a˜o com dados simulados concluiu nosso estudo, pois, ao
comparar a convergeˆncia do algoritmo de um CAT tradicional em relac¸a˜o ao novo
CAT, observou-se que os objetivos do presente trabalho foram cumpridos.
Palavras-chaves: CAT. TRI. Tempo de Resposta.
Abstract
Computerized adaptive tests (CATs) are tests administered by computer
which adjust the test items as the test is carried out. This work proposes to improve
CATs by taking into account the time that the respondents use to answer the
different questions to obtain provisional estimates of their ability in order to choose
the next item.
This information is used to modify the classical criteria (maximal infor-
mation, overall maximum information or maximum information expected). It is
believed that the use of this covariate may improve the convergence of the CAT
algorithm, thus allowing for shorter tests.
The dissertation presents a review of TRI and CAT and the new model
which takes into account the response time time.
An application using simulated data is used to compare the convergence of
a traditional CAT algorithm and that of the model using the response time.
Key-words: TRI. CAT. Response Time
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Introduc¸a˜o
Tem-se percebido, nos u´ltimos anos, a disseminac¸a˜o em larga escala de computa-
dores. E, naturalmente, o uso desse recurso e´ fundamental nos mais diversos setores de
atividades.
Com a inserc¸a˜o de um ambiente informatizado nas escolas, o desenvolvimento de
novas ferramentas de ensino-aprendizagem tornou-se prop´ıcio. A criac¸a˜o de testes assisti-
dos por computador e´ um exemplo de iniciativas que esta˜o avanc¸ando bastante.
As crescentes pesquisas para a implementac¸a˜o desses testes fizeram surgir os Testes
Adaptativos Informatizados, que denominaremos de CAT, no presente trabalho.
Veja a reportagem da Folha de Sa˜o Paulo, em Janeiro de 2015:
“O novo ministro da Educac¸a˜o esta´ disposto a promover uma verdadeira revoluc¸a˜o
no Exame Nacional do Ensino Me´dio. Ele declarou em entrevista a` Folha que pretende
levar a` presidente Dilma Rousseff um projeto que torna o ENEM uma prova online, ale´m
da possibilidade de aplica´-la mais de uma vez durante o ano. A proposta tem como objetivo
principal acabar com o ENEM da forma que e´ aplicado hoje, em um u´nico fim de semana
para todos os candidatos. Ao digitalizar a prova, o aluno teria uma janela de va´rios dias
para comparecer a um posto credenciado e prestar a prova em um computador, abolindo
de vez o exame em papel. Ao tornar o ENEM digital o sistema de ensino teria outro
ganho, que e´ a minimizac¸a˜o de fraudes e a objetivac¸a˜o do exame: cada prova seria u´nica,
composta por questo˜es escolhidas em um enorme banco de dados do MEC.”
O grande objetivo em um CAT e´ montar uma avaliac¸a˜o adaptativa que na˜o pre-
judique nenhum respondente e cujo tamanho seja o ideal para estimarmos a habilidade
do participante. Nesse sentido, a prova precisa ser personalizada para cada participante e
ela precisa ser compara´vel com todas as outras provas dos demais respondentes.
O presente trabalho objetiva contribuir no aprimoramento desses testes, inserindo
a covaria´vel Tempo de Resposta. Em um CAT tradicional, a escolha de um pro´ximo item
depende exclusivamente das respostas dos itens anteriores. E a nossa pesquisa pretende
demonstrar que ha´ informac¸a˜o tambe´m no tempo de resposta do respondente nos itens





Criar um modelo estat´ıstico que leve em conta a covaria´vel Tempo de Resposta,
calculando a nova func¸a˜o de verossilhanc¸a, a informac¸a˜o esperada e observada assim como
a medida de Kullback-Leibler.
Objetivos Espec´ıficos
∙ Implementar 2 algoritmos de testes adaptativos informatizados: um sem utilizar a
covaria´vel Tempo de Resposta e outro utilizando tal covaria´vel.
∙ Comparar a convergeˆncia desses dois algoritmos (atrave´s do nu´mero de questo˜es
necessa´rias para a parada do teste), utilizando como crite´rio de parada a precisa˜o
do estimador.
Organizac¸a˜o do trabalho
O presente trabalho foi dividido em 2 partes. Na primeira, fez-se uma revisa˜o
da Teoria de Resposta ao Item (TRI) e de um Teste Adaptativo Informatizado (CAT).
Na segunda, propo˜e-se uma nova modelagem, uma aplicac¸a˜o com dados simulados e o
desenvolvimento da programac¸a˜o utilizada na simulac¸a˜o. A primeira parte foi subdividida
em 2 cap´ıtulos, a segunda parte em 3.
Teoria de Resposta ao Item
A Teoria de Resposta ao Item reu´ne um conjunto de modelos estat´ısticos que rela-
cionam um ou mais trac¸os latentes (na˜o observados) de um indiv´ıduo com a probabilidade
deste dar uma certa resposta a um item. Como nosso estudo de TRI sera´ voltado para
a a´rea educacional, entenderemos o trac¸o latente como a habilidade ou proficieˆncia em
alguma a´rea. Por exemplo, matema´tica, portugueˆs, f´ısica, dentre outras. Para padronizar
a linguagem deste trabalho, substituiremos a expressa˜o trac¸o latente por habilidade1 e
representaremo-la por 𝜃.
A probabilidade de um respondente acertar um item e´ modelada como func¸a˜o da ha-
bilidade do respondente e dos paraˆmetros que expressam certa propriedade dos itens.
Respondentes e itens sa˜o posicionados na mesma escala, como se fosse em uma mesma
re´gua. Quanto maior a habilidade do candidato, maior a probabilidade de ele acertar o
1 E´ proficieˆncia do respondente, ou seja, caracter´ıstica do indiv´ıduo que na˜o pode ser observada dire-
tamente. Esse tipo de varia´vel deve ser inferida a partir da observac¸a˜o de varia´veis secunda´rias que
estejam relacionadas a ela.
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Figura 1: Curva Caracter´ıstica do Item - CCI
item, chamado de modelo acumulativo, na literatura. Um modelo adequado, que contem-
pla todas essas propriedades e que utilizaremos em nosso trabalho e´ o modelo log´ıstico
unidimensional de 3 paraˆmetros (ML3), tambe´m conhecido como modelo de Birnbaum de
3 paraˆmetros (1968), e ele e´ expresso por
𝑃 (𝑈𝑗𝑖 = 1|𝜃𝑗) = 𝑐𝑖 + (1− 𝑐𝑖) 11 + 𝑒−𝐷𝑎𝑖(𝜃𝑗−𝑏𝑖) , (1)
com 𝑖 = 1, 2, ..., 𝐼 e 𝑗 = 1, 2, ..., 𝑁 , onde:
∙ 𝑈𝑗𝑖 e´ uma varia´vel dicotoˆmica que assume os valores 1, quando o indiv´ıduo 𝑗 responde
corretamente o item 𝑖, ou 0 quando o indiv´ıduo 𝑗 na˜o responde corretamente ao item
𝑖;
∙ 𝜃𝑗 representa a habilidade do 𝑗-e´simo respondente;
∙ 𝑃 (𝑈𝑗𝑖 = 1|𝜃𝑗) e´ a probabilidade de um indiv´ıduo 𝑗 com habilidade 𝜃𝑗 responder
corretamente o item 𝑖;
∙ 𝑎𝑖 e´ o paraˆmetro de discriminac¸a˜o do item 𝑖 (observemos o posicionamento de 𝑎
na figura 1), com valor proporcional a` declividade da Curva Caracter´ıstica do Item
(CCI) no ponto de inflexa˜o 𝑏𝑖. Assim, itens com 𝑎 < 0 na˜o sa˜o esperados com esse
modelo, uma vez que indicariam que a probabilidade de responder corretamente o
item diminui com o aumento da habilidade. Baixos valores de 𝑎𝑖 indicam que o item
tem pouco poder de discriminac¸a˜o, uma vez que habilidades bastante diferentes em
torno de 𝑏𝑖 teˆm probabilidades bem pro´ximas de acertar o item. Em contrapartida,
valores altos de 𝑎𝑖 fazem com a CCI do item 𝑖 seja bem ı´ngrime, fazendo com que
o poder de discriminac¸a˜o seja fort´ıssimo, pois, basicamente, os respondentes sa˜o
subdivididos em dois grupos: os que possuem habilidade abaixo e acima de 𝑏𝑖;
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Figura 2: Curva caracter´ıstica de treˆs itens em que (i) a curva 1 apresenta 𝑎 = 1, 5, 𝑏 = 1
e 𝑐 = 0, 05; (ii) a curva 2 apresenta 𝑎 = 1, 𝑏 = 0 e 𝑐 = 0, 1; (iii) e a curva 3 apresenta
𝑎 = 2, 5, 𝑏 = 1 e 𝑐 = 0, 2
∙ 𝑏𝑖 e´ o paraˆmetro de dificuldade do item 𝑖, medido na mesma escala da habilidade
𝜃𝑗 (observemos a indicac¸a˜o de 𝑏 na figura 1, percebamos que esta´ no mesmo eixo
de 𝜃 e que ele e´ a abscissa relacionada a` mudanc¸a de concavidade da CCI). Uma
interpretac¸a˜o interessante e´ que ele representa o ponto na escala da habilidade onde a
probabilidade de acertar o item 𝑖 e´ 0, 5, desde que 𝑐𝑖, paraˆmetro que sera´ comentado
a seguir, seja igual a zero;
∙ 𝑐𝑖 e´ o paraˆmetro do item que representa a probabilidade de indiv´ıduos com baixa
habilidade responderem corretamente o item 𝑖 (muitas vezes referido como a proba-
bilidade de acerto casual, observemos na figura 1, que respondentes com baix´ıssima
habilidade, teˆm a probabilidade 𝑐 de acertar o item, e que em um item com 5 al-
ternativas, 𝑐 sera´ 0, 2). 𝐷 e´ um fator de escala, constante e igual a 1. Utiliza-se o
valor 1,702 quando desejamos que a func¸a˜o log´ıstica fornec¸a resultados semelhantes
ao da func¸a˜o Ogiva Normal.
Observemos a figura 2, que possui curvas caracter´ısticas de 3 itens, e percebamos
a influeˆncia dos paraˆmetros 𝑎, 𝑏 e 𝑐 nos correspondentes gra´ficos.
Va´rios pesquisadores destacam-se no estudo de TRI, mas sem du´vida, a obra de
Andrade, Tavares e Valle (2000) merece atenc¸a˜o especial, pelas inu´meras citac¸o˜es em
outros artigos, dissertac¸o˜es e teses, pela clareza como os temas sa˜o abordados, pelas re-
fereˆncias bibliogra´ficas, pelo cuidado com a notac¸a˜o e com a escrita. Aos interessados em
estudar TRI, recomenda-se iniciar por essa obra. O trabalho de Embretson (2013) tam-
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be´m merece destaque, pois e´ um livro recente que ale´m de ter a teoria necessa´ria para se
aprofundar nesse estudo, ainda possui 4 cap´ıtulos destinados a` aplicac¸a˜o.
No Cap´ıtulo 1, o estudo de TRI sera´ mais detalhado.
Teste Adaptativo Informatizado
Segundo Costa (2009), um Teste Adaptativo Informatizado, Computerized Adap-
tative Test (CAT), em ingleˆs e´ aquele administrado pelo computador que pretende encon-
trar um teste o´timo para cada respondente. Para atingir isso, a habilidade do respondente
e´ estimada iterativamente durante a administrac¸a˜o do teste.
Como citado por Wainer (2000), “a noc¸a˜o ba´sica de um CAT e´ imitar o que um
sa´bio examinador faria”. Um CAT tem por finalidade administrar itens, de um banco de
itens previamente calibrados (esse assunto sera´ aprofundado na sec¸a˜o 1.2.1). No presente
trabalho, esses itens sa˜o selecionados de acordo com o modelo TRI. Ao contra´rio dos
testes tradicionais (papel-e-caneta), em um CAT, diferentes respondentes podem receber
diferentes testes de tamanhos variados.
Diversos CATs esta˜o em pleno funcionamento, tais como o Graduate Record Exa-
mination (GRE), o Test of English as a Foreign Language (TOEFL), a Armed Services
Vocational Aptitude Test Battery (ASBAV). No Brasil, os DETRANs de SC e SP fazem
uso de CAT em algumas avaliac¸o˜es e o MEC da´ sinais de que em breve o maior teste
aplicado em um u´nico dia no mundo, o ENEM, devera´ seguir o modelo de um CAT.
Maiores detalhes sobre CAT sera˜o abordados no cap´ıtulo 2 desse trabalho.
Modelo com a Covaria´vel Tempo de Resposta
O terceiro cap´ıtulo tem como proposta estruturar um modelo que leve em conta
o Tempo de Resposta do item no modelo TRI, calculando-se a nova func¸a˜o de verossi-
milhanc¸a e recalculando-se as medidas de informac¸o˜es de Fisher, Kullback Leibler e a
Ma´xima Informac¸a˜o Esperada para essa nova abordagem. Essa nova modelagem objetiva
melhorar a escolha do pro´ximo item em um CAT, utilizando ale´m da resposta dada em
itens anteriores, a informac¸a˜o do tempo de resposta que o candidato levou para acertar
os itens respondidos ate´ enta˜o.
Aplicac¸a˜o com Dados Simulados
No quarto cap´ıtulo do presente trabalho, fez-se uma aplicac¸a˜o por meio de dados
simulados para comparar a convergeˆncia do algoritmo de um CAT tradicional (sem a
utilizac¸a˜o do tempo) com a de um CAT implementado com a nova modelagem.
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Programac¸a˜o e Estrutura dos Algoritmos Utilizados
No Anexo deste trabalho, disponibilizaram-se os algoritmos utilizados bem como
a estruturac¸a˜o e comenta´rio dos mesmos para cumprirem-se os objetivos desse estudo.
Parte I
Revisa˜o Teo´rica de TRI e CAT
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1 Teoria de Resposta ao Item
Com base no modelo de TRI proposto na introduc¸a˜o desse trabalho, desenvolveu-
se o seguinte estudo, que sera´ sucinto e pretende fazer apenas uma ambientac¸a˜o da teoria
de resposta ao item. Para um estudo mais aprofundado, ale´m das refereˆncias ja´ citadas,
recomenda-se o trabalho de Linden e Hambleton (2013), que reu´ne um conjunto de artigos
cient´ıficos recentes de Teoria de Resposta ao Item.
1.1 Func¸a˜o de Informac¸a˜o do Item
Uma medida bastante utilizada em conjunto com a Curva Caracter´ıstica do Item
- CCI e´ a func¸a˜o de informac¸a˜o do item. Ela permite analisar quanto um item conte´m
de informac¸a˜o para a medida de habilidade. Acompanhemos o seguinte racioc´ınio para a
obtenc¸a˜o da func¸a˜o de informac¸a˜o de um item.
A Func¸a˜o de Verossimilhanc¸a associada a` resposta do 𝑖-e´simo item e´ dada por
𝐿(𝜃;𝑢𝑖) = 𝑃 (𝑈𝑖 = 𝑢𝑖|𝜃) = [𝑃𝑖(𝜃)]𝑢𝑖 [1− 𝑃𝑖(𝜃)]1−𝑢𝑖 . (1.1)
O Logaritmo da Func¸a˜o de Verossimilhanc¸a sera´ dado por
𝑙(𝜃;𝑢𝑖) = log(𝐿(𝜃;𝑢𝑖)) = 𝑢𝑖 log[𝑃𝑖(𝜃)] + (1− 𝑢𝑖) log[1− 𝑃𝑖(𝜃)]. (1.2)
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𝑃𝑖(𝜃)[1− 𝑃𝑖(𝜃)] . (1.4)
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𝑃𝑖(𝜃)[1− 𝑃𝑖(𝜃)] = [𝑃
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[1 + 𝑒−𝐷𝑎𝑖(𝜃−𝑏𝑖)]2 [𝑐𝑖 + 𝑒𝐷𝑎𝑖(𝜃𝑏𝑖)]
. (1.6)
Observando a figura 3, percebemos que o item discrimina bem o candidato em
uma regia˜o limitada, em torno da inflexa˜o 𝑏 e que o resultado da equac¸a˜o (1.6) mostra
que a informac¸a˜o depende diretamente de 𝑎2. Observamos nessa figura, que quanto maior
𝑎, mais informac¸a˜o em torno de 𝑏 o item possui. Portanto, 𝑎 sera´ considerado o paraˆmetro
de qualidade do item. Diminuindo 𝑎, perde-se informac¸a˜o do item.
Segundo Andrade, Tavares e Valle (2000), o teste (conjunto dos itens) possui uma
infomac¸a˜o, chamada Func¸a˜o de Informac¸a˜o do Teste - 𝐹𝐼𝑇 (𝜃), que e´ simplesmente a soma
das informac¸o˜es de todos os itens que compo˜em o teste, dada por 𝐹𝐼𝑇 (𝜃) = ∑︀𝐼𝑖=1 𝐼𝑈𝑖(𝜃).
Pode-se mostrar que o erro-padra˜o da estimativa de 𝜃 e´ expresso por 𝐸𝑃 (𝜃) = 1√
𝐹𝐼𝑇 (𝜃)
.
O modelo proposto (ML3) pressupo˜e a unidimensionalidade do teste, isto e´, a
homogeneidade do conjunto de itens que supostamente devem estar medindo um u´nico
trac¸o latente (𝜃). Em outras palavras, deve haver apenas uma habilidade responsa´vel pela
realizac¸a˜o de todos os itens da prova. Segundo Andrade, Tavares e Valle (2000) parece
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Figura 3: A curva cont´ınua representa a CCI e a tracejada a Curva de Informac¸a˜o de 4
itens
claro que qualquer desempenho humano e´ sempre multideterminado ou multimotivado,
dado que mais de um trac¸o latente entra na execuc¸a˜o de qualquer tarefa. Contudo, para
satisfazer o postulado da unidimensionalidade, e´ suficiente admitir que haja uma habi-
lidade dominante (um fator dominante) responsa´vel pelo conjunto de itens. Uma outra
suposic¸a˜o do modelo e´ a chamada independeˆncia local (ou independeˆncia condicional), a
qual assume que, para uma dada habilidade, as respostas aos diferentes itens da prova
sa˜o independentes. Essa suposic¸a˜o sera´ fundamental para o processo de estimac¸a˜o dos
paraˆmetros do modelo. Segundo Hambleton et al. (2001), a unidimensionalidade implica
independeˆncia local. Portanto, itens devem ser elaborados de modo a satisfazer a suposic¸a˜o
de unidimensionalidade.
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1.2 Estimac¸a˜o dos Paraˆmetros
Essa e´ uma das etapas mais importantes da TRI e, como vimos no ML3, a proba-
bilidade de acertar um determinado item depende de dois tipos de paraˆmetros. Um tipo
relacionado ao item (𝑎, 𝑏 e 𝑐) e outro tipo relacionado ao respondente (𝜃). Dependendo da
situac¸a˜o, o estat´ıstico pode receber treˆs situac¸o˜es-problema no processo de estimac¸a˜o dos
paraˆmetros: i) se ja´ conhece os paraˆmetros dos itens, basta estimar as habilidades dos res-
pondentes; ii) se ja´ conhece as habilidades dos respondentes, basta estimar os paraˆmetros
dos itens1 e iii) estimar os paraˆmetros dos itens e as habilidades dos indiv´ıduos simulta-
neamente. Em grandes exames (como o ENEM, por exemplo), conduz-se o processo para
a situac¸a˜o i), pois os itens ja´ foram calibrados com os chamados pre´-testes. Isso tambe´m
acontecera´ nos Testes Adaptativos Informatizados (CATs), que sera´ estudado no pro´ximo
cap´ıtulo. Nesse sentido, e´ fundamental a construc¸a˜o de um banco de itens.
1.2.1 Construc¸a˜o do Banco de Itens
Entendemos que um banco de itens e´ considerado bem calibrado se as estimativas
dos paraˆmetros dos itens forem adequadas e seus respectivos erros padro˜es forem baixos.
Olea et al. (1999) destaca sete passos para a elaborac¸a˜o de um banco de itens:
1. Definic¸a˜o da estrutura do banco de itens: definem-se os tipos e os formatos de itens
de acordo com as diferentes a´reas de conteu´do;
2. Desenvolvimento dos itens: elaborac¸a˜o dos itens, onde podem-se aproveitar itens
pre´-existentes ou constru´ırem-se novos itens, procedendo com a ana´lise de conteu´do
cla´ssica, segundo Pasquali (1996) e Pasquali (1998);
3. Coleta de dados: definic¸a˜o do processo de coleta de dados para a calibrac¸a˜o dos
paraˆmetros dos itens por meio da TRI;
4. Administrac¸a˜o dos itens: todos os itens devera˜o ser respondidos para a calibra-
c¸a˜o dos paraˆmetros, mas na˜o necessariamente pelos mesmos indiv´ıduos, ainda mais
porque, em geral, o banco de itens e´ extenso. Essa aplicac¸a˜o podera´ ser feita por
um teste administrado por computador ou por um teste tradicional “papel e la´pis”.
Segundo Segall (2005), va´rios estudos encontraram diferenc¸as insignificantes no fun-
cionamento da resposta do item devido ao modo de administrac¸a˜o (computador ou
teste tradicional “papel e la´pis”). Segall (2005) destaca ainda que o modo de coleta
de dados por meio do formato tradicional “papel e la´pis” e´ mais ra´pido e tem um
custo menor do que a coleta feita por meio do computador;
1 Em TRI, o processo de estimac¸a˜o dos paraˆmetros dos itens e´ conhecido como calibrac¸a˜o
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Figura 4: Representac¸a˜o gra´fica das seis formas diferentes de aplicac¸o˜es de testes (Fonte:
Andrade, Tavares e Valle (2000))
5. Ana´lise dos itens: apo´s a coleta de uma amostra suficiente de respostas, e´ realizada
uma ana´lise preliminar dos itens utilizando-se recursos da TRI;
6. Calibrac¸a˜o dos itens: processo de estimac¸a˜o dos paraˆmetros dos itens por meio da
TRI, o qual sera´ melhor detalhado na Sec¸a˜o 1.3;
7. Armazenamento de informac¸a˜o: os paraˆmetros estimados dos itens pela TRI devem
ser armazenados juntamente com os itens no banco de itens.
Para calibrar os itens, e´ necessa´rio que eles ja´ tenham sido aplicados segundo um
teste tradicional. De acordo com Andrade, Tavares e Valle (2000), seis formas diferentes de
aplicac¸o˜es de testes podem ser encontradas na pra´tica, as quais sa˜o ilustradas na Figura
4 para uma e duas populac¸o˜es (ou grupos):
1. Uma u´nica populac¸a˜o fazendo uma u´nica prova;
2. Uma u´nica populac¸a˜o, dividida em dois ou mais subgrupos, fazendo duas provas
totalmente distintas (nenhum item comum);
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3. Uma u´nica populac¸a˜o, dividida em dois ou mais subgrupos, fazendo duas provas
parcialmente distintas (com alguns itens comuns);
4. Duas ou mais populac¸o˜es, com caracter´ısticas diferentes, fazendo uma u´nica prova;
5. Duas ou mais populac¸o˜es, com caracter´ısticas diferentes, fazendo duas provas total-
mente distintas (nenhum item comum);
6. Duas ou mais populac¸o˜es, com caracter´ısticas diferentes, fazendo duas provas par-
cialmente distintas (com alguns itens comuns).
Maiores detalhes podem ser encontrados no cap´ıtulo 4 do trabalho de Andrade,
Tavares e Valle (2000). Em geral, os casos 3 e 6 sa˜o mais utilizados e recomenda-se pelo
menos 20% de itens comuns para obter-se um bom resultado na equalizac¸a˜o 2, segundo
Navas (1996). O caso 6, segundo Andrade, Tavares e Valle (2000) representa o melhor
exemplo do uso e da importaˆncia da equalizac¸a˜o e sem du´vida, ilustra o maior avanc¸o da
TRI sobre a Teoria Cla´ssica dos Testes (TCT).
O tamanho da amostra necessa´rio para calibrac¸a˜o depende da quantidade de itens
do banco, da quantidade de paraˆmetros do modelo da TRI a ser utilizado e do padra˜o de
respostas da pro´pria amostra, ou seja, e´ necessa´rio que todas as categorias de respostas
tenham uma quantidade de respostas suficientes para a estimac¸a˜o dos paraˆmetros dos
itens.
Segundo Moreira (2011), devem-se eliminar do banco os itens com propriedades
psicome´tricas inadequadas (item pouco discriminativo, com erro padra˜o alto ou que na˜o
se ajusta adequadamente). Por outro lado, a inclusa˜o de novos itens pode ser feita gradu-
almente, sendo adicionados a um teste juntamente com os demais itens calibrados, onde
eles na˜o seriam utilizados para avaliar o respondente, mas apenas para serem calibrados.
A calibrac¸a˜o dos itens do banco pode ser atualizada quando se dispuser de mais respostas.
1.2.2 Me´todos de Estimac¸a˜o dos Paraˆmetros dos Itens e das Habilidades
O processo de calibrac¸a˜o dos itens e´ muito importante para o bom desempenho do
uso da TRI. Existem treˆs me´todos para Estimac¸a˜o dos paraˆmetros na TRI frequentemente
usados na literatura: Me´todo da Ma´xima Verossimilhanc¸a, Me´todos Bayesianos e Me´todos
Bayesianos com MCMC (Markov Chain Monte Carlo).
2 Equalizac¸a˜o e´ um dos conceitos mais importantes da TRI e um dos grandes objetivos das Avaliac¸o˜es
Educacionais. Equalizar significa equiparar, tornar compara´vel, o que no caso da TRI significa colocar
paraˆmetros de itens vindos de provas distintas ou habilidades de respondentes de diferentes grupos,
na mesma me´trica, isto e´, numa escala comum, tornando os itens e/ou as habilidades compara´veis.
Existem dois tipos de equalizac¸a˜o: via populac¸a˜o e a via itens comuns
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Em todos esses me´todos, que demonstraremos a seguir, algumas notac¸o˜es e suposi-
c¸o˜es sera˜o necessa´rias para o desenvolvimento do modelo. Em particular, sejam 𝜃𝑗 a habi-
lidade e 𝑈𝑗𝑖 a varia´vel aleato´ria que representa a resposta do indiv´ıduo 𝑗 ao item 𝑖. Sejam
U𝑗· = (𝑈𝑗1, 𝑈𝑗2, · · · , 𝑈𝑗𝐼) o vetor aleato´rio de respostas bina´rias (1 para correta e 0 para in-
correta) do respondente 𝑗 e U·· = (U1·,U2·, · · · ,U𝑁 ·) o conjunto integral de respostas. De
forma similar, representaremos as observac¸o˜es por 𝑢𝑗𝑖, u𝑗· e u··. Ainda 𝜃 = (𝜃1, 𝜃2, · · · , 𝜃𝑁)
representara´ o vetor de habilidades dos 𝑁 respondentes e 𝜁 = (𝜁1, 𝜁2, · · · , 𝜁𝐼) o conjunto
dos paraˆmetros dos itens, onde 𝜁𝑖 = (𝑎𝑖, 𝑏𝑖, 𝑐𝑖).
Na pro´xima sec¸a˜o detalharemos os Me´todos de Estimac¸a˜o mais utilizados na lite-
ratura e nos algoritmos atuais.
1.3 Me´todos de Estimac¸a˜o
Nos primeiros estudos de TRI, os paraˆmetros dos itens e das habilidades eram
estimados e maximizados simultaneamente (era o Me´todo da Ma´xima Verossimilhanc¸a
Conjunta). Entretanto, por envolver uma quantidade muito grande de paraˆmetros a serem
estimados, existem grandes problemas computacionais na utilizac¸a˜o desse me´todo. Com
o objetivo de resolver esse problema, foi proposto o Me´todo da Ma´xima Verossimilhanc¸a
Marginal (MVM) para a estimac¸a˜o dos paraˆmetros.
Conforme Andrade, Tavares e Valle (2000), o me´todo da MVM pode apresentar
problemas de indeterminac¸a˜o e problemas na estimac¸a˜o do paraˆmetro de acerto casual,
obtendo valores fora do intervalo [0, 1], e da discriminac¸a˜o, obtendo valores negativos.
Ale´m disso, esse me´todo na˜o esta´ definido para alguns padro˜es de resposta (itens respon-
didos corretamente ou incorretamente por todos os respondentes).
Estimac¸a˜o dos Paraˆmetros dos Itens
Pela independeˆncia entre as respostas de diferentes respondentes e a independeˆncia
local, podemos escrever a verossimilhanc¸a como














𝑗𝑖 [1− 𝑃𝑗𝑖]1−𝑢𝑗𝑖 , (1.7)
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𝑢𝑗𝑖 log𝑃𝑗𝑖 + (1− 𝑢𝑗𝑖) log(1− 𝑃𝑗𝑖). (1.8)




= 0, 𝑖 = 1, · · · , 𝐼. (1.9)






























Como essas equac¸o˜es na˜o apresentam soluc¸o˜es expl´ıcitas para 𝑎𝑖, 𝑏𝑖 e 𝑐𝑖, utiliza-
se um me´todo iterativo para obterem-se as estimativas desejadas. Andrade, Tavares e
Valle (2000) descrevem o desenvolvimento para a aplicac¸a˜o dos processos iterativos de
Newton-Raphson e “Scoring” de Fisher.
Estimac¸a˜o das Habilidades
Para a estimac¸a˜o das habilidades considera-se 𝑙(𝜃) = ∑︀𝑛𝑗=1∑︀𝐼𝑖=1 𝑢𝑗𝑖 log𝑃𝑗𝑖 + (1 −




𝑎𝑖(1− 𝑐1)(𝑢𝑗𝑖 − 𝑃𝑗𝑖)𝑊𝑗𝑖 = 0 (1.13)
Novamente, esta equac¸a˜o na˜o apresenta soluc¸a˜o expl´ıcita para 𝜃𝑗 e, por isso, precisamos
de algum me´todo iterativo para obter as estimativas desejadas. Andrade, Tavares e Valle
(2000) descrevem o desenvolvimento para a aplicac¸a˜o dos processos iterativos de Newton-
Raphson e “Scoring” de Fisher.
1.3.1 Me´todo da Ma´xima Verossimilhanc¸a Marginal
O me´todo da MVM propo˜e fazer a estimac¸a˜o em duas etapas: na primeira, estimam-
se os paraˆmetros dos itens assumindo-se uma certa distribuic¸a˜o para as habilidades (consi-
deremos uma densidade 𝑔(𝜃|𝜂) para 𝜃. Ao supor que 𝜃 ∼ 𝑁(𝜇, 𝜎2), temos 𝜂 = (𝜇, 𝜎2), por
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exemplo). Agora, utiliza-se um artif´ıcio relativamente simples para eliminar as habilida-
des na verossimilhanc¸a: basta marginalizar a verossimilhanc¸a, integrando-a com respeito
a` distribuic¸a˜o da habilidade; e em seguida, estimam-se as habilidades assumindo-se os
paraˆmetros dos itens conhecidos (esse ponto ja´ foi resolvido anteriormente).
Para chegarmos a`s equac¸o˜es da primeira etapa, vamos considerar a seguinte abor-
dagem de Andrade, Tavares e Valle (2000): quando o nu´mero de respondentes e´ grande
com relac¸a˜o ao nu´mero de itens, existem vantagens computacionais em trabalhar com o
nu´mero de ocorreˆncias dos diferentes padro˜es de resposta. Neste sentido, daqui em diante
vamos trabalhar considerando este racioc´ınio. O ı´ndice 𝑗 na˜o mais representara´ um indiv´ı-
duo, mas sim um padra˜o de resposta. Seja 𝑟𝑗 o nu´mero de ocorreˆncias distintas do padra˜o
de resposta 𝑗, e ainda 𝑠 ≤ 𝑚𝑖𝑛(𝑛, 𝑆) o nu´mero de padro˜es de resposta com 𝑟𝑗 > 0. Segue
disso que
∑︀𝑠
𝑗=1 𝑟𝑗 = 𝑛. Pela independeˆncia entre as respostas dos diferentes indiv´ıduos, os





[𝑃 (𝑢𝑗|𝜁,𝜂)]𝑟𝑗 . (1.14)









𝑟𝑗 log𝑃 (𝑢𝑗|𝜁,𝜂). (1.15)
As equac¸o˜es de estimac¸a˜o para os paraˆmetros dos itens sera˜o obtidas a partir de
𝜕𝑙(𝜁,𝜂)
𝜕𝜁𝑖
= 0, 𝑖 = 1, · · · , 𝐼. (1.16)































𝑔*𝑗 (𝜃)𝑑𝜃 = 0. (1.19)
E para evitar que todos os paraˆmetros dos itens sejam estimados simultaneamente utiliza-
se o algoritmo EM (um processo iterativo para determinac¸a˜o de estimativas de ma´xima
verossimilhanc¸a) que permite que os itens possam ter seus paraˆmetros estimados em sepa-
rado, facilitando em muito o aspecto computacional do processo de estimac¸a˜o (Andrade,
Tavares e Valle (2000), pa´gina 64). Para isso, algumas alterac¸o˜es nas expresso˜es anteriores
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Mais recentemente, os Me´todos Bayesianos foram propostos para, entre outras coi-
sas, resolver dois problemas das estimac¸o˜es por Ma´xima Verossimilhanc¸a: (1) estimac¸a˜o
dos paraˆmetros dos itens respondidos corretamente ou incorretamente por todos os res-
pondentes, (2) estimac¸a˜o das proficieˆncias dos respondentes que acertaram ou erraram
todos os itens da prova.
Nos me´todos de Ma´xima Verossimilhanc¸a tambe´m ha´ a possibilidade de que as
estimativas dos paraˆmetros dos itens fiquem fora do intervalo esperado, por exemplo,
valores negativos para a discriminac¸a˜o ou valores estimados para o acerto casual fora do
intervalo [0, 1]. A utilizac¸a˜o de prioris adequadas nos me´todos bayesianos e´ uma soluc¸a˜o
para esses problemas.
A estimac¸a˜o bayesiana consiste em estabelecer distribuic¸o˜es a priori para os pa-
raˆmetros, construir uma nova func¸a˜o denominada distribuic¸a˜o a posteriori e estimar os
paraˆmetros de interesse com base em alguma caracter´ıstica dessa distribuic¸a˜o. Os me´to-
dos bayesianos mais utilizados para estimar os paraˆmetros sa˜o o da Me´dia a posteriori
(EAP), que utiliza a me´dia da distribuic¸a˜o a posteriori ; e o da Moda a posteriori (MAP),
que utiliza a moda da distribuic¸a˜o a posteriori.
Conforme Andrade, Tavares e Valle (2000), para tornar o tratamento mais geral,
considera-se que a distribuic¸a˜o da habilidade e´ func¸a˜o de um vetor de paraˆmetros 𝜂, com
densidade 𝑔(𝜃|𝜂), e que a distribuic¸a˜o de 𝜁𝑖, 𝑖 = 1, · · · , 𝐼 e´ a func¸a˜o de um vetor de
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paraˆmetros 𝜏 , com densidade 𝑓(𝜁|𝜏 ). Definem-se, ainda, distribuic¸o˜es a priori para os
paraˆmetros 𝜏 e 𝜂: 𝑓(𝜏 ) e 𝑔(𝜂).
Considerando a func¸a˜o de verossimilhanc¸a
𝐿(𝑢··|𝜃,𝜂)
e a distribuic¸a˜o a priori









⎤⎦ 𝑓(𝜏 )𝑔(𝜂), (1.23)
a distribuic¸a˜o a posteriori sera´ proporcional a
𝑓(𝜃, 𝜁,𝜂, 𝜏 |𝑢··) ∝ 𝐿(𝑢··|𝜃,𝜂)𝑓(𝜁|𝜏 )𝑔(𝜃|𝜂)𝑓(𝜏 )𝑔(𝜂). (1.24)
Estimac¸a˜o dos Paraˆmetros dos Itens
Para se fazer infereˆncias com relac¸a˜o aos paraˆmetros dos itens, marginaliza-se a











Para o estimador de 𝜁, podemos escolher alguma caracter´ıstica de 𝑓 *(𝜁,𝜂|𝑢··), por exem-
plo, a moda ou a me´dia. Segue-se, pois, com o desenvolvimento da moda a posteriori -
MAP
log 𝑓 *(𝜁,𝜂|𝑢··) = 𝐶 + log 𝑔(𝜂) + log 𝑓(𝜁) + log𝐿(𝑢··|𝜁,𝜂) (1.26)
𝜕 log 𝑓 *(𝜁,𝜂|𝑢··)
𝜕𝜁𝑖





Comparando esta u´ltima equac¸a˜o com a (1.16), observa-se que a abordagem bayesiana
adiciona uma nova parcela - a primeira parcela da equac¸a˜o (1.27), 𝜕 log 𝑓(𝜁)
𝜕𝜁𝑖
, relativa a` dis-
tribuic¸a˜o a priori associada aos paraˆmetros dos itens. Ja´ a segunda parcela da equac¸a˜o
(1.27): 𝜕𝑙(𝜁,𝜂)
𝜕𝜁𝑖
foi desenvolvida pelas equac¸o˜es (1.17), (1.18) e (1.19).
Assumindo independeˆncia a priori e levando em conta todas as limitac¸o˜es dos
paraˆmetros dos itens, escolhemos as seguintes prioris para o nosso trabalho:
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∙ 𝑏𝑖 segue uma distribuic¸a˜o Normal com o paraˆmetro 𝜏 = (𝜇𝑏, 𝜎2𝑏 ) (pois 𝑏𝑖 tem que ter
a mesma escala das habilidades)











𝜕 log 𝑓(𝑏𝑖|𝜇𝑏, 𝜎2𝑏 )
𝜕𝑏𝑖
= −𝑏𝑖 − 𝜇𝑏
𝜎2𝑏
. (1.31)
∙ 𝑐𝑖 segue uma distribuic¸a˜o Beta com o paraˆmetro 𝜏 = (𝛼 − 1, 𝛽 − 1) (pois 𝑐𝑖 deve
estar no intervalo [0, 1])
𝑓(𝑐𝑖|𝛼, 𝛽) = Γ(𝛼 + 𝛽 − 2)Γ(𝛼− 1)Γ(𝛽 − 1)𝑐
𝛼−2
𝑖 (1− 𝑐𝑖)𝛽−2, (1.32)
onde Γ(·) e´ a func¸a˜o Gama.




− 𝛽 − 21− 𝑐𝑖 . (1.33)
Com as parcelas obtidas com as equac¸o˜es (1.29), (1.31) e (1.33), completamos as equac¸o˜es




(𝜃 − 𝑏𝑖) [𝑟𝑖(𝜃)− 𝑃𝑖𝑓𝑖(𝜃)]𝑊𝑖𝑑𝜃 − 1
𝑎𝑖
[︃














𝑑𝜃 + 𝛼− 2
𝑐𝑖
− 𝛽 − 21− 𝑐𝑖 = 0. (1.36)
Estimac¸a˜o das Habilidades
De maneira ana´loga ao me´todo de MVM, a estimac¸a˜o bayesiana das habilidades e´
feita em uma segunda etapa, considerando os paraˆmetros dos itens fixos.
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Vamos supor que a distribuic¸a˜o a priori para 𝜃𝑗 e´ Normal, com vetor de paraˆmetros
𝜂 = (𝜇, 𝜎2). Sabemos, ainda, que a verossimilhanc¸a e´ dada por 𝐿(𝑢𝑗·|𝜃𝑗, 𝜁) e, portanto, a
distribuic¸a˜o a posteriori para a habilidade do respondente 𝑗 pode ser escrita como

















∙ Estimac¸a˜o pela moda a posteriori - MAP.
Por facilidade alge´brica, trabalharemos com o logaritmo da posteriori de 𝜃𝑗




log𝑃 (𝑢𝑗𝑖|𝜃𝑗, 𝜁𝑖)− log 𝜎 − 12𝜎2 (𝜃𝑗 − 𝜇)
2. (1.38)
Derivando a equac¸a˜o (1.38) com respeito a 𝜃𝑗 e igualando-a a 0, obtemos a equac¸a˜o
de estimac¸a˜o para 𝜃𝑗 observando o resultado da equac¸a˜o (1.13)
𝜕 log 𝑔*𝑗 (𝜃𝑗)
𝜕𝜃𝑗
= 𝜕 log𝐿(𝑢𝑗·|𝜃𝑗, 𝜁)
𝜕𝜃𝑗





𝜕 log𝑃 (𝑢𝑗𝑖|𝜃𝑗, 𝜁𝑖)
𝜕𝜃𝑗





𝑎𝑖(1− 𝑐1)(𝑢𝑗𝑖 − 𝑃𝑗𝑖)𝑊𝑗𝑖 − 𝜃𝑗 − 𝜇
𝜎2
= 0. (1.39)
Como esse resultado na˜o tem soluc¸a˜o expl´ıcita, utiliza-se um me´todo iterativo, tal
como o me´todo “Scoring” de Fisher.
∙ Estimac¸a˜o pela me´dia a posteriori - EAP.





Alguns autores, como Andrade, Tavares e Valle (2000) e Mislevy e Stocking (1989),
por exemplo, recomendam o me´todo EAP, pois na˜o ha´ necessidade de me´todos
iterativos para a estimac¸a˜o.
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Como as equac¸o˜es de estimac¸a˜o possuem integrais que na˜o apresentam soluc¸o˜es
anal´ıticas, algum meio deve ser encontrado para a soluc¸a˜o (aproximac¸a˜o) nume´-
rica delas. Embora existam muitos me´todos de aproximac¸o˜es de integrais, na TRI
teˆm sido frequente, segundo Andrade, Tavares e Valle (2000), a aplicac¸a˜o do me´-
todo Hermite-Gauss, usualmente denominado me´todo de quadratura. Dessa forma,
o problema de obter a integral de uma func¸a˜o cont´ınua e´ substitu´ıdo pela obtenc¸a˜o
da soma das a´reas de um nu´mero finito de rataˆngulos.
Uma outra alternativa utilizada em TRI para efetuar tais aproximac¸o˜es e´ a utiliza-
c¸a˜o de me´todos Bayesianos com MCMC, onde realiza-se um conjunto de simulac¸o˜es
de amostras aleato´rias da distribuic¸a˜o a posteriori, baseada na construc¸a˜o de uma
cadeia de Markov cuja distribuic¸a˜o estaciona´ria e´ a distribuic¸a˜o de interesse, con-
forme o trabalho de Bazan (2005) explicita. A pesquisa de Azevedo (2008) destaca
que os me´todos MCMC permitem obter, de forma emp´ırica, a estrutura de distri-
buic¸o˜es a posteriori conjuntas e marginais que sa˜o complicadas ou imposs´ıveis de
serem obtidas de maneira expl´ıcita.
No nosso trabalho, utilizaremos o me´todo de quadratura proposto por Gray (2001),
que apesar de ser um me´todo cla´ssico, e´ considerado por muitos estudiosos o “estado
da arte” para se obter estimadores em TRI. Para tanto, basta considerar a seguinte
aproximac¸a˜o nume´rica do estimador EAP de 𝜃𝑗
𝜃𝑏𝑎𝑦𝑒𝑠𝑗 =
∫︀
R 𝜃𝑗𝐿(𝜃𝑗|𝑢1, · · · , 𝑢𝑘−1)𝑔(𝜃𝑗)𝑑𝜃𝑗∫︀
R 𝐿(𝜃𝑗|𝑢1, · · · , 𝑢𝑘−1)𝑔(𝜃𝑗)𝑑𝜃𝑗
≈
∑︀𝑞
𝑡=1 𝜃𝑡𝐿(𝜃𝑡|𝑢1, · · · , 𝑢𝑘−1)𝐴𝑡∑︀𝑞
𝑡=1 𝐿(𝜃𝑡|𝑢1, · · · , 𝑢𝑘−1)𝐴𝑡
, (1.41)
em que 𝜃𝑡 representa os pontos de quadratura e 𝐴𝑡, o peso associado a 𝜃𝑡. Para mais
detalhes, vide Gray (2001).
A variaˆncia a posteriori associada ao me´todo EAP e´ dada por
𝑉 𝑎𝑟[𝜃𝑗|𝑢1, · · · , 𝑢𝑘−1] =
∫︀
R[𝜃𝑗 − 𝜃𝑏𝑎𝑦𝑒𝑠𝑗 ]2𝐿(𝜃𝑗|𝑢1, · · · , 𝑢𝑘−1)𝑔(𝜃𝑗)𝑑𝜃𝑗∫︀
R 𝐿(𝜃𝑗|𝑢1, · · · , 𝑢𝑘−1)𝑔(𝜃𝑗)𝑑𝜃𝑗
≈
∑︀𝑞
𝑡=1[𝜃𝑡 − 𝜃𝑏𝑎𝑦𝑒𝑠𝑗 ]2𝐿(𝜃𝑡|𝑢1, · · · , 𝑢𝑘−1)𝐴𝑡∑︀𝑞
𝑡=1 𝐿(𝜃𝑡|𝑢1, · · · , 𝑢𝑘−1)𝐴𝑡
. (1.42)
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2 Teste Adapatativo Informatizado - CAT
2.1 Visa˜o Geral de um CAT
Quando se realizam exames avaliativos com muitos respondentes, o examinador
deve se responder a seguinte questa˜o: Como avaliar a habilidade de milhares de candidatos,
sem perder a comparabilidade de seus resultados?
Se a resposta for Utilizando uma mesma prova, o examinador estara´ utilizando o
modelo cla´ssico de avaliac¸a˜o e necessitara´ de um teste grande (com muitos itens), desgas-
tando o candidato, tornando o teste pouco atrativo. Por exemplo, o Exame Nacional do
Ensino Me´dio - ENEM, utiliza dois dias de provas com 180 questo˜es ao todo. Provas de
concursos pu´blicos na˜o se afastam muito desse modelo, pois os candidatos se submetem
a provas u´nicas e sa˜o muito longas.
Se a resposta for Utilizando provas diferentes, o examinador fara´ uso de um CAT,
que mesmo com itens diferentes em diversos testes submetidos a diversos candidatos, pode
comparar as diferentes habilidades dos respondentes (e com alta precisa˜o). Nesse caso, os
testes sa˜o bem menores (mais ra´pidos) que os testes cla´ssicos e podem ser muito eficientes.
Para a segunda resposta (realizac¸a˜o de um CAT), estabelece-se um primeiro pro-
blema: Como montar um teste ideal para um candidato? Para um candidato com alta
habilidade na˜o perder tempo com itens fa´ceis, seria conveniente que ele responda um
teste com itens mais dif´ıceis. Analogamente, um respondente com baixa habilidade pre-
cisa ser submetido a um teste com itens mais fa´ceis. No fundo, um teste eficiente precisa
fornecer ao candidato itens com n´ıvel de dificuldade condizente com sua habilidade.
Precisamos, portanto, montar uma avaliac¸a˜o adaptativa que na˜o prejudique ne-
nhum respondente e cujo tamanho seja o ideal para estimarmos a habilidade do parti-
cipante. Temos que ter atenc¸a˜o com o nu´mero de itens no teste. Por um lado, forc¸amos
para que o teste seja o menor poss´ıvel para que ele seja atrativo, por outro, um nu´mero
insuficiente de itens em cada um dos n´ıveis coloca a avaliac¸a˜o em risco. Nesse sentido, a
prova precisa ser personalizada para cada participante e ela precisa ser compara´vel com
todas as outras provas dos demais respondentes.
Para avanc¸armos com a construc¸a˜o de um CAT, vale a pena estabelecermos a
seguinte reflexa˜o:
Se um aluno do terceiro ano acertou 8 questo˜es de uma prova de 10 questo˜es e um
outro, do segundo ano, acertou 6 das 10 questo˜es de uma outra prova. Podemos afirmar
que o primeiro apresenta uma habilidade maior do que o segundo?
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Na˜o. Sa˜o provas diferentes e para compara´-las, na˜o podemos nos basear apenas
no nu´mero de acertos. Na˜o e´ uma medida apropriada. Afinal estamos estudando duas
populac¸o˜es distintas (terceiro ano e segundo ano) que foram submetidas a duas avaliac¸o˜es
distintas e a comparac¸a˜o entre as habilidades dos alunos dessas duas populac¸o˜es na˜o e´
recomendada com a metodologia cla´ssica. Mas se utilizarmos a metodologia estudada
no cap´ıtulo anterior, a Teoria da Resposta ao Item (TRI), em que todos os itens ja´
estariam calibrados e o banco de itens devidamente equalizado, os itens poderiam ser
colocados numa mesma re´gua, numa mesma escala (por exemplo, em ordem crescente
de dificuldade - 𝑏𝑖) e assim, a informac¸a˜o do teste sera´ maior, pois perceberemos se o
candidato esta´ acertando itens mais dif´ıceis (alto valor de 𝑏𝑖) ou se ele esta´ acertando
itens mais fa´ceis (baixo valor de 𝑏𝑖). Desse modo conseguir´ıamos classificar e comparar
esses dois participantes.
Nessa perspectiva, temos que ter um banco de itens rico, robusto, com muitos itens
e com um alto poder de discriminac¸a˜o (𝑎𝑖′𝑠 superiores a 0, 8, por exemplo). Ou seja, o
banco de itens precisa ter qualidade e para isso e´ necessa´rio fazer pre´-testes, descartando
itens com baixa qualidade. Por isso os itens precisam ser calibrados.
Percebe-se, portanto, que o objetivo de um CAT e´ apresentar itens ao indiv´ıduo
que sejam adequados ao seu n´ıvel de habilidade. A consequeˆncia disso e´ uma estimac¸a˜o
mais precisa da proficieˆncia com menos itens aplicados e em menos tempo do que nos
testes convencionais do tipo “papel e la´pis” onde todos os indiv´ıduos devem responder
todas as questo˜es de um mesmo teste.
Observemos a Figura 5, que apresenta um exemplo t´ıpico de um CAT para um teste
com itens dicotoˆmicos do tipo acerta/erra. Para isso, precisamos estruturar um algoritmo
para construir um CAT.
2.2 Construc¸a˜o de um CAT
A prova na˜o e´ definida a priori. Ela e´ constru´ıda a` medida que o indiv´ıduo vai
respondendo a`s questo˜es. Precisamos apresentar a prova mais apropriada para cada res-
pondente (a prova e´ adaptada a cada indiv´ıduo). Para implementarmos um CAT necessi-
tamos:
∙ Banco de itens calibrados (na mesma re´gua)
Utiliza-se a TRI, fazendo pre´-testes para que o banco seja rico em itens com quali-
dade e que seja suficientemente grande para contemplar itens com diversas profici-
eˆncias. Na˜o e´ uma amostra aleato´ria e sim intencional.
∙ Selec¸a˜o do primeiro item ou dos primeiros itens do CAT
Por exemplo, iniciaremos os testes com item de dificuldade mediana (ou alguns itens,
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Figura 5: Exemplo de um CAT em que o examinando inicia o teste com uma habilidade
mediana, considerando a escala (0, 1). O primeiro item e´ administrado, o examinando
acerta e sua habilidade estimada aumenta. O segundo item e´ administrado, o examinando
acerta e sua habilidade estimada aumenta. O terceiro e´ administrado, o examinando erra
e sua habilidade estimada diminui. O teste continua seguindo essa lo´gica ate´ que seja
encontrado um ponto de equil´ıbrio, onde o examinando domina o conhecimento que esta´
abaixo desse ponto, mas na˜o domina o conhecimento que esta´ acima. E´ nesse ponto de
equil´ıbrio que a sua habilidade devera´ estar situada.
por exemplo 5, em torno da dificuldade mediana). Nos testes com ponto de corte,
podem-se selecionar os primeiros itens com dificuldade pro´xima ao ponto de corte.
∙ Algoritmo de selec¸a˜o dos pro´ximos itens
Um dos componentes mais importantes do CAT consiste nos procedimentos de se-
lec¸a˜o dos itens ao longo do teste. De acordo com Lord (1980), um examinando e´
avaliado mais eficientemente quando os itens dos testes na˜o sa˜o muito dif´ıceis nem
muito fa´ceis para este candidato. Contudo, os me´todos de selec¸a˜o adaptativa na˜o
so´ avaliam o n´ıvel de dificuldade dos itens, mas procuram encontrar uma Medida
de Informac¸a˜o (que e´ uma combinac¸a˜o dos paraˆmetros dos itens e da estimativa da
habilidade) em busca de uma melhor escolha dos itens para a estimac¸a˜o das pro-
ficieˆncias. Existem treˆs crite´rios muito utilizados na literatura e nos algoritmos de
selec¸a˜o dos pro´ximos itens e que sera˜o apresentados na sec¸a˜o 2.3.
∙ Me´todo de Estimac¸a˜o da Habilidade
Cap´ıtulo 2. Teste Adaptativo Informatizado - CAT 35
Toda vez que um item e´ selecionado e aplicado num teste, a habilidade do exa-
minando e´ reestimada juntamente com o seu erro padra˜o. Os principais me´todos
utilizados na estimac¸a˜o da habilidade foram mencionados na sec¸a˜o 1.3. Entretanto,
existem diversas adaptac¸o˜es, alterac¸o˜es ou combinac¸o˜es desses me´todos no contexto
de um CAT, ale´m da criac¸a˜o de novos me´todos.
Por exemplo, Abad et al. (2004) utilizaram a seguinte estrate´gia para estimar a
habilidade: se ocorre um padra˜o inicial de resposta constante (ate´ o quinto item),
utiliza-se a me´dia entre a u´ltima habilidade estimada e 2 (se acerta) ou −2 (se erra).
Apo´s o quinto item aplica-se o procedimento de Herrando (1989) se o padra˜o se
mante´m constante, caso contra´rio, utiliza-se o me´todo da ma´xima verossimilhanc¸a.
E´ comum utilizar um me´todo no in´ıcio do teste, quando o erro padra˜o da estimativa
da habilidade ainda e´ grande e pode ocorrer um padra˜o de resposta constante, e
outro me´todo durante o teste, quando o erro padra˜o e´ menor.
No contexto de um CAT, a literatura afirma que o Me´todo MV (Ma´xima Verossi-
milhanc¸a) apresenta, em relac¸a˜o aos Me´todos Bayesianos, maior erro padra˜o (espe-
cialmente para valores extremos da habilidade, tanto para cima, como para baixo),
menor vie´s, menor fidelidade (correlac¸o˜es entre valores estimados e paraˆmetros),
menor eficieˆncia (precisa de mais itens para alcanc¸ar a mesma precisa˜o), e maior
tempo para os ca´lculos computacionais. Ha´ autores que consideram mais adequado
utilizar o me´todo MV, pelo fato de a estimativa da habilidade na˜o ser afetada por
qualquer outra coisa que na˜o seja o desempenho no teste atual. Mas essa e´ uma
opinia˜o minorita´ria.
Segundo Segall (2005), em um CAT, as estimativas bayesianas tendem a ter a van-
tagem de erros-padra˜o condicionais menores, mas possuem a desvantagem de ter
vie´s da estimativa da habilidade condicional maior, especialmente para os n´ıveis ex-
tremos de 𝜃. Assim, a escolha do me´todo de estimac¸a˜o deve levar em conta tanto a
variaˆncia pequena (das estimativas bayesianas) quanto o vie´s pequeno (das estima-
tivas por MV). Os procedimentos Bayesianos oferecem um menor erro quadra´tico
me´dio (que e´ uma func¸a˜o de ambos variaˆncia e vie´s condicionais) do que o Me´todo
MV. Isto sugere que as estimativas Bayesianas podem fornecer uma classificac¸a˜o
mais precisa da ordenac¸a˜o dos examinandos ao longo da escala do trac¸o latente. Es-
tudiosos que esta˜o preocupados com os efeitos do vie´s ou que na˜o teˆm informac¸o˜es
sobre a distribuic¸a˜o da habilidade tendem a utilizar a abordagem MV. Por outro
lado, estudiosos cujo principal objetivo e´ minimizar o erro-padra˜o me´dio ou a vari-
aˆncia condicional tendem a utilizar abordagens Bayesianas.
∙ Crite´rio de Parada do Teste
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Uma importante caracter´ıstica de Testes Adaptativos Informatizados e´ que o cri-
te´rio que finaliza o teste pode depender dos objetivos do teste. Alguns testes sa˜o
usados para selec¸a˜o ou classificac¸a˜o, por exemplo, para classificar o indiv´ıduo em
uma escala do conhecimento ou para selecionar quais estudantes sera˜o admitidos na
universidade ou em um processo seletivo para um trabalho. Outros testes sa˜o usa-
dos para pesquisas me´dicas, por exemplo. Para o nosso trabalho, vamos considerar
o objetivo de classificac¸a˜o.
Para esse fim, a habilidade de um examinando e´ comparada com algum valor de
corte. A literatura indica que, para implementac¸a˜o no CAT, tanto a estimativa da
habilidade como o erro-padra˜o da medida associado devem ser usados. No caso
da estimac¸a˜o das habilidades pelo me´todo EAP, PSD e´ o erro-padra˜o associado a`
medida. Um indiv´ıduo pode ser classificado como sendo acima do valor de corte
(expresso na escala do trac¸o latente, 𝜃) se a estimativa da habilidade e seu intervalo
de 95% de confianc¸a (calculada como sendo mais ou menos duas vezes o erro-padra˜o
da medida) esta˜o acima ou abaixo do escore de corte. Apo´s a decisa˜o sobre o ponto
de corte, o teste pode ser finalizado quando esta condic¸a˜o for satisfeita. O resultado
de cada teste sera´ um conjunto de classificac¸o˜es feito por um grupo de examinados
que tem pelo menos uma taxa de 5% de erro. A taxa de erro pode ser controlada
pela mudanc¸a do tamanho do intervalo de confianc¸a do erro-padra˜o da medida em
torno da estimativa da habilidade.
Alguns algoritmos em CAT sa˜o finalizados pelo administrador quando atingirem
um nu´mero fixo de itens ou por imposic¸a˜o de um tempo limite. Ambos os casos sa˜o
usados por convenieˆncia do administrador do teste o que na˜o e´ considerada uma boa
pra´tica. No nosso caso (em que o CAT e´ utilizado para classificac¸a˜o), a qualidade
do teste pode prejudicar a estimativa de alguns examinandos. Para obter o ma´ximo
de benef´ıcios de um CAT, nem o tempo limite nem o tamanho do teste deveriam
ser impostos como crite´rios de parada.
∙ Controle na Exposic¸a˜o do Item
Muitos programas operacionais de testes adaptativos encontram necessariamente
uma base para selec¸a˜o de itens na˜o somente nos procedimentos estat´ısticos mas
tambe´m impondo restric¸o˜es ao procedimento de selec¸a˜o de itens. Essas restric¸o˜es
visam controlar certos atributos como balanceamento do conteu´do ou frequeˆncia de
exposic¸a˜o do item.
A imposic¸a˜o de restric¸o˜es torna-se necessa´ria para melhor aproveitamento das es-
truturas presentes nos bancos de itens. De fato, a ide´ia principal na implementac¸a˜o
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de algoritmos e´ poder realizar um Teste Adaptativo Informatizado com as mesmas
especificac¸o˜es (e a mesma validade) de um teste comum de “papel e la´pis” e ainda
fornecer um menor nu´mero de itens. O nu´mero de restric¸o˜es no procedimento de
selec¸a˜o de itens para se alcanc¸ar esse ideal pode chegar a centenas facilmente. Cabe,
portanto, a ana´lise cuidadosa dos objetivos a serem atingidos ao se implementar um
CAT.
A restric¸a˜o em relac¸a˜o a` frequeˆncia de exposic¸a˜o do item e´ muito importante em
CAT, pois ao se usar o crite´rio de Ma´xima Informac¸a˜o, por exemplo, os itens de
maior paraˆmetro 𝑎 tendem a ser administrados diversas vezes no CAT, o que pode
levar muitos examinandos a memoriza´-los, adicionando assim um erro na estimativa
da habilidade e, consequentemente, prejudicando a validade do teste.
Georgiadou et al. (2007) cita diversas estrate´gias para controle da exposic¸a˜o de itens
com pesquisas realizadas entre 1983 e 2005. Destacaremos uma delas, o Procedi-
mento Probabil´ıstico, em que, a exposic¸a˜o de itens pode ser controlada sobre a abor-
dagem da selec¸a˜o condicional dos itens. O procedimento condicional para selec¸a˜o de
itens foi originalmente proposto por Hetter e Sympson em 1997 e ainda continua
sendo um dos me´todos mais utilizados na pra´tica. O procedimento Sympson-Hetter
(SH) calcula paraˆmetros de exposic¸a˜o do item para controlar probabilisticamente a
frequeˆncia com a qual o item e´ selecionado.
Para reduzir a quantidade de itens superexpostos e satisfazer aos requisitos de se-
guranc¸a operacionais de um CAT, Hetter e Sympson (1997) desenvolveram um al-
goritmo que pode ser visto no trabalho de Costa (2009).
∙ Balanceamento do Conteu´do
A restric¸a˜o sobre o balanceamento de conteu´do permite a divisa˜o do banco de itens
em va´rias sec¸o˜es, sendo que cada uma delas representara´ um conteu´do (tambe´m
conhecido, na Pedagogia, como habilidade, competeˆncia, descritor) que se deseja
avaliar no CAT. Dessa forma, o teste adaptativo contera´ uma boa variedade de
itens de diferentes competeˆncias da mesma forma que no teste “papel e la´pis”.
Em muitas situac¸o˜es, o delineamento em CAT tenta levar em considerac¸a˜o algu-
mas restric¸o˜es adicionais para a selec¸a˜o de itens, tal como o balanceamento pelo
conteu´do. Imaginemos o seguinte exemplo: um estudo piloto em CAT foi realizado
para ana´lise das habilidades dos estudantes do Ensino Fundamental em Matema´-
tica. Dessa maneira, foram considerados quatro descritores para avaliar essa a´rea
do conhecimento (essa etapa de ser feita em conjunto com um profissional da a´rea
de Pedagogia). Para assegurar que cada teste adaptativo mensure todos os quatro
descritores, alguns mecanismos sa˜o necessa´rios.
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Um me´todo proposto por Kingsbury e Zara (1989) leva em considerac¸a˜o o balance-
amento do conteu´do. Este algoritmo e´ uma modificac¸a˜o do procedimento de selec¸a˜o
do item pela Ma´xima Informac¸a˜o levando tambe´m em conta a categoria do conteu´do
de cada item no processo de selec¸a˜o. Uma vez que o item e´ selecionado pela Ma´-
xima Informac¸a˜o para o corrente examinando, se o item selecionado representa um
descritor da a´rea do conhecimento que ainda na˜o foi representado no teste, o item
e´ administrado. Caso contra´rio, o item que oferece a pro´xima maior informac¸a˜o e´
avaliado em relac¸a˜o aos descritores estabelecidos e o processo e´ repetido ate´ que os
itens de uma matriz de descritores estabelecidos sejam identificados.
2.3 Crite´rios para o Algoritmo de Selec¸a˜o dos Pro´ximos Itens
2.3.1 Crite´rio de Ma´xima Informac¸a˜o (MI)
Lord (1980) propoˆs o crite´rio de Ma´xima Informac¸a˜o (MI) para o CAT que se
tornou um dos mais utilizados procedimentos para selec¸a˜o dos itens. Basicamente, esse
me´todo consiste em selecionar o pro´ximo item no CAT com base na medida de Informac¸a˜o
de Fisher avaliada na proficieˆncia corrente. Conforme os ca´lculos apresentados na sec¸a˜o
1.1, equac¸a˜o (1.6).
Segundo Costa (2009), a Informac¸a˜o de Fisher e´ naturalmente relacionada a` esti-
mac¸a˜o da habilidade pela MV e e´ inversamente proporcional ao erro-padra˜o do estimador
MV. Maximizar a 𝐼𝑈𝑖(𝜃) significa intuitivamente selecionar um item de dificuldade que
corresponda exatamente ao n´ıvel de habilidade do examinando. Em relac¸a˜o ao CAT, a
𝐼𝑈𝑖(𝜃) serve como refereˆncia para selec¸a˜o de itens quando existe conhecimento suficiente
sobre a localizac¸a˜o da habilidade. Nas aplicac¸o˜es atuais, esse crite´rio tem sido o mais uti-
lizado porque, entre outras vantagens, permite estabelecer previamente tabelas calculadas
de informac¸o˜es, chamadas infotable.
Itens com maior discriminac¸a˜o sera˜o preferencialmente selecionados pelo algoritmo,
o que pode causar dois tipos de problemas no in´ıcio do CAT, quando a quantidade de
itens do teste ainda e´ muito pequena para se avaliar com precisa˜o o valor verdadeiro da
habilidade: Primeiro, a aplicac¸a˜o do me´todo da Informac¸a˜o de Fisher pode ser pouco efici-
ente se a estimativa da habilidade na˜o estiver pro´xima do valor verdadeiro. Por exemplo,
a Figura 6 mostra o que Linden (1998) e Linden e Glas (2010) chamam de paradoxo,
onde dois itens esta˜o posicionados no valor atual estimado da habilidade. O crite´rio de
MI selecionaria o item mais informativo para a habilidade atual estimada, 𝜃, que seria
o Item 1, entretanto esse item praticamente na˜o fornece informac¸a˜o onde o verdadeiro
valor da habilidade, 𝜃*, esta´. No in´ıcio do CAT, crite´rios de selec¸a˜o de itens que na˜o se
baseiam na estimativa proviso´ria de 𝜃 podem ser mais eficientes do que os crite´rios de
MI. A` medida que o teste avanc¸a, a estimac¸a˜o da habilidade se torna mais precisa, de
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conhecimento suficiente sobre a localização da proficiência. Nas 
aplicações atuais, esse critério tem sido o mais utilizado porque, entre 
outras vantagens, permite estabelecer previamente tabelas calculadas de 
informações, chamadas infotable (THISSEN; MISLEVY, 2000).  
Itens com maior discriminação serão preferencialmente 
selecionados pelo algoritmo, o que pode causar dois tipos de problemas 
no início do TAI, quando a quantidade de itens do teste ainda é muito 
pequena para se avaliar com precisão o valor verdadeiro da proficiência. 
Primeiro, a aplicação do método da IF pode ser pouco eficiente se a 
estimativa da proficiência não estiver próxima do valor verdadeiro. Por 
exemplo, a Figura 10 mostra o que Van de Linden e Glas (2010) 
chamam de paradoxo, onde dois itens estão posicionados no valor atual 
estimado da proficiência. O critério MI selecionaria o item mais 
informativo para a proficiência atual estimada (Item1), entretanto esse 
item praticamente não fornece informação onde o verdadeiro valor da 
proficiência está. No início do TAI, critérios de seleção de itens que não 
se baseiam na estimativa provisória de T podem ser mais eficientes do 
que os critérios de Máxima Informação. À medida que o teste avança, a 
estimação da habilidade se torna mais precisa, de modo que os critérios 
de seleção que consideram a estimativa provisória de T serão mais 
eficientes. Segundo, esses itens deveriam ser utilizados no final do teste, 
para estimar a habilidade de indivíduos que realmente estejam nesse 
nível de habilidade. 
 
Figura 10. Paradoxo na seleção de itens em TAI (Fonte: Van der Linden 
e Glas (2010)) 
 
Figura 6: Paradoxo na selec¸a˜o de itens de um CAT (Fonte: Linden e Glas (2010)
modo que os crite´rios de selec¸a˜o que consideram a estimativa proviso´ria de 𝜃 sera˜o mais
eficientes; Segundo, esses itens deveriam ser utilizados no final do teste, para estimar a
habilidade de indiv´ıduos que realmente estejam nesse n´ıvel de habilidade.
O crite´rio de MI seleciona como melhor item aquele que produz a menor variaˆn-
cia das estimativas. A efica´cia dessa estrate´gia nos CAT’s tem sido comprovada atrave´s
de estudos de simulac¸a˜o, onde se verificou que e´ poss´ıvel obter uma boa estimac¸a˜o da
habilidade com um nu´mero reduzido de itens, em me´dia, 20 itens Olea et al. (1999).
A utilizac¸a˜o “pura” desse crite´rio selecionara´ sempre os mesmos itens para indiv´ı-
duos que apresentarem as mesmas respostas. Isso causara´ um problema de superexposic¸a˜o
dos itens, principalmente os primeiros, que podera˜o tornar-se conhecidos. Para eliminar
esse problema, outros me´todos que podem ser combinados com esse crite´rio foram men-
cionados na sec¸a˜o 2.2.
2.3.2 Crite´rio de Ma´xima Informac¸a˜o Global (MIG)
Chang e Ying (1996) sugerem substituir a medida de Informac¸a˜o de Fisher pela
Informac¸a˜o de Kullback-Leibler (KL). A motivac¸a˜o para o uso de KL e´ que a aplicac¸a˜o da
Informac¸a˜o de Fisher pode ser pouco eficiente se a estimativa da proficieˆncia na˜o estiver
pro´xima ao valor verdadeiro, especialmente na fase inicial do CAT quando a quantidade
de itens do teste ainda e´ muito pequena para se avaliar com acura´cia o valor verdadeiro da
proficieˆncia. O maior objetivo do CAT consiste em estimar eficientemente 𝜃 com poucos
itens. A reduc¸a˜o da quantidade de itens no teste adaptativo faz com que a escolha de
itens de qualidade na fase inicial do teste seja crucial. Segundo esses autores, a medida
de Kullback-Leibler fornece uma Informac¸a˜o Global, ideal para selec¸a˜o de itens quando a
amostra das respostas do examinando ainda e´ pequena. A medida de informac¸a˜o de KL
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com base na func¸a˜o de verossimilhanc¸a dada na equac¸a˜o (1.1) pode ser expressa por:
















onde 𝜃0 e´ o valor verdadeiro da habilidade. 𝐾 e´ uma superf´ıcie de informac¸a˜o e representa
o poder discriminato´rio de um item nos dois n´ıveis 𝜃 e 𝜃0, resumindo a informac¸a˜o contida
no item com respeito a uma amplo intervalo de 𝜃. Se 𝜃0 varia ao longo da escala, 𝐾 se
torna uma superf´ıcie de informac¸a˜o global num espac¸o tridimensional.
2.3.3 Crite´rio de Ma´xima Informac¸a˜o Esperada (MIE)
O MIE e´ um dos procedimentos Bayesianos mais empregados em CAT para selec¸a˜o
de itens. De fato, testes adaptativos parecem ser naturalmente ajustados por uma abor-
dagem Bayesiana emp´ırica ou sequencial. Por exemplo: a distribuic¸a˜o a posteriori de 𝜃
estimada apo´s 𝑘−1 itens pode ser prontamente usada para selecionar o k-e´simo item e ser
utilizada como distribuic¸a˜o a priori para a obtenc¸a˜o da pro´xima distribuic¸a˜o a posteriori.
Todos os crite´rios Bayesianos para selec¸a˜o de itens no CAT envolvem alguma forma de
ponderac¸a˜o baseada na distribuic¸a˜o a posteriori de 𝜃. Como a distribuic¸a˜o a posteriori e´
uma combinac¸a˜o da func¸a˜o de Verossimilhanc¸a e uma distribuic¸a˜o a priori, a diferenc¸a
ba´sica entre os crite´rios ja´ mencionados e´ que esta faz uso de uma distribuic¸a˜o a priori. O
me´todo da Ma´xima Informac¸a˜o Esperada baseia-se na ana´lise preditiva. A ana´lise predi-
tiva em Estat´ıstica consiste em se fazer infereˆncias probabil´ısticas sobre uma quantidade a
ser observada no futuro Migon e Gamerman (2009). Em CAT, deseja-se prever a resposta
aos itens ainda na˜o administrados no teste, depois de 𝑘 − 1 respostas e, enta˜o, escolher o
pro´ximo item de acordo com as atualizac¸o˜es de uma quantidade a posteriori para essas
respostas. O elemento chave dessa ana´lise esta´ na distribuic¸a˜o a posteriori preditiva para
a resposta ao item 𝑠, com func¸a˜o de probabilidade dada por
𝑃𝑠(𝑢𝑠|𝑢1, · · · , 𝑢𝑘−1) =
∫︁
𝑃𝑠(𝑢𝑠|𝜃)𝑔(𝜃|𝑢1, · · · , 𝑢𝑘−1)𝑑𝜃, (2.2)
onde, 𝑃𝑠(𝑢𝑠|𝜃) e´ a probabilidade preditiva da resposta 𝑢𝑠 ao item 𝑠 dado 𝜃 e 𝑔(𝜃|𝑢1, · · · , 𝑢𝑘−1)
e´ a densidade a posteriori apo´s 𝑘 − 1 itens.
Suponha que o item 𝑘 sera´ selecionado. O examinando respondera´ a esse item
com probabilidade 𝑃𝑘(1|𝑢1, · · · , 𝑢𝑘−1). Uma correta resposta ira´ atualizar as seguintes
quantidades: a distribuic¸a˜o completa a posteriori de 𝜃; a estimativa pontual do valor da
habilidade do respondente 𝜃; e a variaˆncia a posteriori de 𝜃. Uma resposta incorreta tem
probabilidade 𝑃𝑘(0|𝑢1, · · · , 𝑢𝑘−1) e ira´ atualizar as mesmas quantidades.
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A motivac¸a˜o para a adoc¸a˜o do crite´rio MIE vem de Linden (1998). Como destaca
o autor, se o 𝑘-e´simo item e´ selecionado, respostas para os 𝑘 − 1 itens ja´ sa˜o conhecidas.
Logo, os dados na˜o podem ser considerados como varia´veis aleato´rias mas somente como
valores fixos da realizac¸a˜o dessa varia´vel aleato´ria. Como consequeˆncia, a Informac¸a˜o de
Fisher, definida como o valor esperado da varia´vel aleato´ria 𝑈 na˜o e´ uma medida va´lida.






que reflete a curvatura da func¸a˜o de Verossimilhanc¸a observada para o 𝜃 O objetivo do
crite´rio MIE consiste em maximizar a Informac¸a˜o Observada sobre as respostas preditas
ao 𝑘-e´simo item. Formalmente, a escolha do pro´ximo item que sera´ administrado no CAT
pelo crite´rio MIE levara´ em conta a medida de Informac¸a˜o Observada dos itens no ponto
𝜃. Dessa forma, seja 𝑖 o i-e´simo item do banco, 𝑖 = 1, ..., 𝐼, e 𝑘, a posic¸a˜o do 𝑖-e´simo item
no teste adaptativo. Suponha que 𝑘 − 1 itens foram administrados no CAT. Os ı´ndices
dos itens administrados formam o conjunto 𝑆𝑘−1 = {1, 2, · · · , 𝑘 − 1}, enquanto os itens
restantes formam o conjunto 𝑅𝑘 = {1, · · · , 𝐼}∖𝑆𝑘−1. A selec¸a˜o do k-e´simo obedecera´ a`
seguinte regra:
𝑖𝑘 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑠{𝑃𝑠(0|𝑢1, · · · , 𝑢𝑘−1)𝐽𝑢1,··· ,𝑢𝑘−1, 𝑈𝑠 = 0(𝜃𝑢1,...,𝑢𝑘−1, 𝑈𝑠 = 0)
+𝑃𝑠(1|𝑢1, · · · , 𝑢𝑘−1)𝐽𝑢1,··· ,𝑢𝑘−1, 𝑈𝑠 = 1(𝜃𝑢1,...,𝑢𝑘−1, 𝑈𝑠 = 1) : 𝑠 ∈ 𝑅𝑘}. (2.3)
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3 Modelo com a Covaria´vel Tempo de Res-
posta
Apo´s analisar os atuais me´todos de construc¸a˜o de um CAT, especialmente os crite´-
rios de selec¸a˜o do pro´ximo item, percebemos que uma covaria´vel na˜o estava sendo levada
em considerac¸a˜o: o Tempo de Resposta no item.
Isto e´, nos atuais crite´rios (observar sec¸a˜o 2.3), apo´s o candidato responder ao
𝑘-e´simo item, com base exclusivamente na sua resposta, escolhe-se o pro´ximo item.
Na˜o encontramos, ate´ agora, nenhum trabalho que tenha levado em considerac¸a˜o a
influeˆncia do tempo de resposta em um item, na habilidade do respondente e, consequen-
temente, na selec¸a˜o da pro´xima questa˜o de um CAT. Essa foi uma das grandes motivac¸o˜es
do presente trabalho, afinal acredita-se que o tempo com que um indiv´ıduo responde um
item esta´ fortemente ligado a` sua habilidade e, por isso, essa covaria´vel precisa, de alguma
forma, ser considerada na modelagem.
Por exemplo, se dois candidatos C1 e C2 resolvem uma mesma questa˜o 𝑘, ambos
acertam e C1 for mais ra´pido que C2, enta˜o, agregando-se essa informac¸a˜o do tempo de
resposta (𝑡𝐶1 < 𝑡𝐶2), reestimamos as habilidades dos candidatos (provavelmente, 𝜃𝐶1 >
𝜃𝐶2) e definimos a questa˜o 𝑘 + 1 mais apropriada para C1 e a mais apropriada para C2.
Espera-se que a pro´xima questa˜o de C1 possua o paraˆmetro de dificuldade (𝑏𝑗) maior que
a de C2.
Esse sera´ o ponto chave do presente estudo, agregando-se essa covaria´vel em um
novo modelo para estimar a habilidade do candidato. Acredita-se que o tamanho do teste
(consequentemente o tempo total do teste) sera´ diminu´ıdo. Como essa e´ uma pesquisa
nova, sera˜o necessa´rias algumas simulac¸o˜es atrave´s de algoritmos constru´ıdos de maneira
espec´ıfica para se validar essas suposic¸o˜es. O Cap´ıtulo 4 tratara´ da simulac¸a˜o dos dados
e o 5 da estrutura dos algoritmos utilizados. No anexo deste trabalho, colocou-se, na ı´n-
tegra, os correspondentes algoritmos.
3.1 Modelo Proposto
Inicialmente, padronizou-se a notac¸a˜o. Imaginou-se que o 𝑗-e´simo respondente leva,
para responder o 𝑖-e´simo item, o tempo 𝑡𝑖𝑗 e a sua resposta seja 𝑢𝑖𝑗. Se o Tempo de
Resposta no item na˜o for levado em considerac¸a˜o, a modelagem e´ aquela apresentada na
Introduc¸a˜o e Sec¸a˜o 1.1 deste trabalho, em que a sa´ıda e´ (𝑢𝑖𝑗) e 𝑃 (𝑢𝑖𝑗|𝜃𝑗) segue o modelo
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ML3. Com a covaria´vel Tempo de Resposta, a sa´ıda e´ do tipo (𝑢𝑖𝑗, 𝑡𝑖𝑗) e 𝑃 (𝑢𝑖𝑗, 𝑡𝑖𝑗|𝜃𝑗)
precisa ser modelada. Pode-se escrever
𝑃 (𝑢𝑖𝑗, 𝑡𝑖𝑗|𝜃𝑗) = 𝑃 (𝑡𝑖𝑗|𝜃𝑗, 𝑢𝑖𝑗)𝑃 (𝑢𝑖𝑗|𝜃𝑗). (3.1)
Conforme apresentado na Introduc¸a˜o deste trabalho, usou-se o ML3 para 𝑃 (𝑢𝑖𝑗|𝜃𝑗)
e para simplificac¸a˜o de notac¸a˜o ela sera´ denotada por 𝑃𝑖(𝜃).
Precisa-se agora estudar 𝑃 (𝑡𝑖𝑗|𝜃𝑗, 𝑢𝑖𝑗). Assume-se que na˜o existe informac¸a˜o no
Tempo de Resposta do item quando ele e´ respondido de forma errada pelo candidato. Em
outras palavras, 𝑃 (𝑡𝑖𝑗|𝜃𝑗, 𝑢𝑖𝑗 = 0) na˜o depende de 𝜃𝑗. Por outro lado, tem-se informac¸a˜o
no Tempo de Resposta quando o candidato acerta o item, isto e´, 𝑃 (𝑡𝑖𝑗|𝜃𝑗, 𝑢𝑖𝑗 = 1) depende
de 𝜃𝑗. Mais especificamente, imaginamos que, quanto maior 𝜃𝑗, menor sera´ 𝑡𝑖𝑗 e, portanto,
precisa-se escolher um modelo razoa´vel para essa relac¸a˜o. Por simplicidade, escolher-se-a´
a distribuic¸a˜o exponencial para tal modelagem, isto e´
𝑡𝑖𝑗|𝜃𝑗, 𝑢𝑖𝑗 = 1 ∼ 𝐸𝑥𝑝(𝜆𝑖𝑗), (3.2)
com log(𝜆𝑖𝑗) = 𝑟𝑖+ 𝑠𝑖(𝜃𝑗 − 𝑏𝑖). Uma simplicac¸a˜o adicional pode ocorrer se fizermos 𝑟𝑖 = 𝑟
e 𝑠𝑖 = 𝑠. Nesse caso
𝑡𝑖𝑗|𝜃𝑗, 𝑢𝑖𝑗 = 1 ∼ 𝐸𝑥𝑝(𝜆𝑖𝑗 = 𝑒𝑟+𝑠(𝜃𝑗−𝑏𝑖)) (3.3)
e
𝑃 (𝑡𝑖𝑗|𝜃𝑗, 𝑢𝑖𝑗 = 1) = 𝜆𝑖𝑗𝑒−𝜆𝑖𝑗𝑡𝑖𝑗 , (3.4)
com





Assim, se 𝑢𝑖𝑗 = 0,
𝑃 (𝑢𝑖𝑗 = 0, 𝑡𝑖𝑗|𝜃𝑗) = 1− 𝑃𝑖(𝜃)
e se 𝑢𝑖𝑗 = 1,
𝑃 (𝑢𝑖𝑗 = 1, 𝑡𝑖𝑗|𝜃𝑗) = 𝑃𝑖(𝜃)𝜆𝑖𝑗𝑒−𝜆𝑖𝑗𝑡𝑖𝑗 .
3.1.1 Func¸a˜o de Verossimilhanc¸a do Novo Modelo
A Func¸a˜o de Verossimilhanc¸a dessa nova modelagem sera´ expressa por
𝐿(𝜃|𝑢𝑖𝑗, 𝑡𝑖𝑗) = [𝑃𝑖(𝜃)𝜆𝑖𝑗𝑒−𝜆𝑖𝑗𝑡𝑖𝑗 ]𝑢𝑖 [1− 𝑃𝑖(𝜃)]1−𝑢𝑖
= [𝜆𝑖𝑗𝑒−𝜆𝑖𝑗𝑡𝑖𝑗 ]𝑢𝑖 [1− 𝑃𝑖(𝜃)]1−𝑢𝑖 [𝑃𝑖(𝜃)]𝑢𝑖 . (3.6)
O Logaritmo da Verossimilhanc¸a sera´ dado por
𝑙(𝜃|𝑢𝑖𝑗, 𝑡𝑖𝑗) = 𝑢𝑖[log(𝜆𝑖𝑗)− 𝜆𝑖𝑗𝑡𝑖𝑗] + (1− 𝑢𝑖) log(1− 𝑃𝑖(𝜃)) + 𝑢𝑖 log(𝑃𝑖(𝜃))
= 𝑢𝑖 log(𝑃𝑖(𝜃)) + (1− 𝑢𝑖) log(1− 𝑃𝑖(𝜃)) + 𝑢𝑖[𝑟 + 𝑠(𝜃𝑗 − 𝑏𝑖)− 𝑡𝑖𝑗𝑒𝑟+𝑠(𝜃𝑗−𝑏𝑖)]. (3.7)
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3.1.2 Informac¸a˜o de Fisher do novo modelo
A medida de informac¸a˜o observada 𝐽𝑢𝑖𝑗 ,𝑡𝑖𝑗(𝜃𝑗) e´ dada por
𝐽𝑢𝑖𝑗 ,𝑡𝑖𝑗(𝜃𝑗) = −
𝜕2
𝜕𝜃2𝑗




[𝑢𝑖 log(𝑃𝑖(𝜃)) + (1− 𝑢𝑖) log(1− 𝑃𝑖(𝜃))] + 𝑢𝑖𝑠2𝑡𝑖𝑗𝑒𝑟+𝑠(𝜃𝑗−𝑏𝑖). (3.8)
3.2 Ca´lculos para os crite´rios de parada do CAT no novo modelo
Conforme apresentado na sec¸a˜o 2.3, em um CAT, precisa-se definir o crite´rio de
selec¸a˜o dos pro´ximos itens e contemplou-se 3 me´todos: Ma´xima Informac¸a˜o (Informac¸a˜o de
Fisher), Ma´xima Informac¸a˜o Global (Kullback Leibler) e Ma´xima Informac¸a˜o Esperada
(Me´todo Bayesiano). Nos algoritmos desenvolvidos nesse trabalho, utilizou-se apenas o
primeiro me´todo, mas a seguir apresenta-se o desenvolvimento teo´rico de todos esses treˆs
crite´rios para a nova modelagem, a fim de facilitar o estudo em futuros trabalhos.
3.2.1 Ma´xima Informac¸a˜o
Como visto na sec¸a˜o 2.3.1, esse me´todo consiste em selecionar o pro´ximo item
no CAT com base na medida de Informac¸a˜o de Fisher avaliada na habilidade corrente.
Apesar de ja´ se ter apresentado definic¸o˜es sobre a medida de Informac¸a˜o, nesta sec¸a˜o
dar-se-a´ maiores detalhes considerando a func¸a˜o de verossimilhanc¸a da nova modelagem
(Equac¸a˜o 1.41). A medida de informac¸a˜o esperada ou informac¸a˜o de Fisher do 𝑖-e´simo
item sera´ dada por



















𝑃𝑖(𝜃)[1− 𝑃𝑖(𝜃)] + 𝐸𝑈𝑖𝑗
[︁
𝑢𝑖𝑗𝑠













𝑃𝑖(𝜃)[1− 𝑃𝑖(𝜃)] + 𝑃𝑖(𝜃)𝑠
2. (3.9)
A primeira parcela dessa equac¸a˜o e´ a medida de informac¸a˜o que se tinha obtido na equac¸a˜o
1.4, enquanto que a segunda parcela surgiu devido a` covaria´vel 𝑡𝑖𝑗. E´ como se a Medida
de Informac¸a˜o sofresse uma atualizac¸a˜o quando se utiliza tal covaria´vel.
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3.2.2 Ma´xima Informac¸a˜o Global
Como visto na sec¸a˜o 2.3.2, esse crite´rio utiliza a medida de informac¸a˜o de Kullback-
Leibler. Utilizando a func¸a˜o de verossimilhanc¸a dada na equac¸a˜o 3.6 e denotando 𝜃0 como
o valor verdadeiro da habilidade, para qualquer valor de 𝜃, a informac¸a˜o de Kullback-
Leibler para o 𝑖-e´simo item (com resposta 𝑢𝑖) e´







[𝑃𝑖(𝜃0)]𝑢𝑖 [1− 𝑃𝑖(𝜃0)]1−𝑢𝑖 [𝜆𝑖𝑗(𝜃0)𝑒−𝜆𝑖𝑗(𝜃0)𝑡𝑖𝑗 ]








































𝑠(𝜃0 − 𝜃) + 𝑒−𝑠(𝜃0−𝜃) − 1
]︁
(3.10)
As duas primeiras parcelas dessa equac¸a˜o sa˜o a Medida de Informac¸a˜o Global que
se tinha obtido na equac¸a˜o 2.1, enquanto que a terceira parcela surgiu devido a` covaria´vel
𝑡𝑖𝑗. E´ como se a Medida de Informac¸a˜o Global sofresse uma atualizac¸a˜o com a nova
modelagem.
3.2.3 Ma´xima Informac¸a˜o Esperada
Como visto na sec¸a˜o 2.3.3, a selec¸a˜o do 𝑘-e´simo obedecera´ a` seguinte regra:
𝑖𝑘 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑠{𝑃𝑠(0|𝑢1, · · · , 𝑢𝑘−1)𝐽𝑢1,··· ,𝑢𝑘−1, 𝑈𝑠 = 0(𝜃𝑢1,...,𝑢𝑘−1, 𝑈𝑠 = 0)
+𝑃𝑠(1|𝑢1, · · · , 𝑢𝑘−1)𝐽𝑢1,··· ,𝑢𝑘−1, 𝑈𝑠 = 1(𝜃𝑢1,...,𝑢𝑘−1, 𝑈𝑠 = 1) : 𝑠 ∈ 𝑅𝑘}, (3.11)
em que 𝐽𝑢𝑖𝑗 ,𝑡𝑖𝑗(𝜃𝑗) = − 𝜕
2
𝜕𝜃2𝑗
[𝑢𝑖 log(𝑃𝑖(𝜃)) + (1− 𝑢𝑖) log(1−𝑃𝑖(𝜃))] + 𝑢𝑖𝑠2𝑡𝑖𝑗𝑒𝑟+𝑠(𝜃𝑗−𝑏𝑖)
3.2.4 Considerac¸o˜es sobre o CAT com o novo modelo
O objetivo do nosso trabalho e´ estudar a influeˆncia do Tempo de Resposta de
em um item na selec¸a˜o dos pro´ximos itens do CAT. Para isso, o ideal seria contar com
um banco de itens real que contemplasse todas as propriedades citadas na sec¸a˜o 1.2.1 e
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tambe´m que tivesse armazenado o Tempo de Resposta dos itens para toda a amostra que
foi utilizada para calibrar o banco.
No entanto, considerando que a construc¸a˜o de um banco de itens com essas ca-
racter´ısticas levaria um tempo incompat´ıvel para a conclusa˜o e defesa da Dissertac¸a˜o que
este trabalho gerara´, utilizar-se-a´, portanto, um banco de itens simulado.
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4 Aplicac¸a˜o com Dados Simulados
A partir de um banco simulado com 500 itens distintos, fizeram-se dois estudos:
no primeiro, Estudo I, estruturou-se um algoritmo de CAT sem levar em considerac¸a˜o
a covaria´vel Tempo de Resposta (CAT tradicional) e submeteu-se uma amostra de 100
candidatos tambe´m simulados e colheu-se o nu´mero me´dio de itens nos diversos CATs
realizados (cada respondente foi submetido a 6 testes adaptativos, variando-se o crite´rio
de parada em 6 preciso˜es espec´ıficas para o estimador). No segundo, Estudo II, estruturou-
se outro algoritmo levando-se em conta a covaria´vel Tempo de Resposta que os candidatos
levaram em cada item acertado ao longo do teste, colhendo-se tambe´m o nu´mero me´dio
de itens nos diversos CATs realizados.
Para se cumprir o objetivo do presente estudo e´ necessa´rio comparar os resultados
entre os dois primeiros estudos e perceber a convergeˆncia dos dois algoritmos. A grande
motivac¸a˜o dessa pesquisa consiste na otimizac¸a˜o do algoritmo do CAT, pois acreditou-
se que a inserc¸a˜o da covaria´vel Tempo de Resposta reduzira´ de maneira significativa o
tamanho do teste e sabemos que quanto menor e´ um teste, mais atrativo ele e´. E se isso
for feito de maneira que a precisa˜o do exame fique controlada, o objetivo do estudo sera´
cumprido.
Ale´m de tudo isso, foi proposto um estudo especial, Estudo III, para a repetic¸a˜o dos
algoritmos para um mesmo examinando. Para isso, escolheram-se 3 alunos com habilidades
verdadeiras distintas (−0, 8, 0 e 0, 8) para realizarem 100 testes cada um com os dois
programas (com e sem a utilizac¸a˜o da covaria´vel tempo de resposta), estimando, assim,
suas respectivas habilidades.
4.1 Estudo I - CAT sem a covaria´vel Tempo de Resposta
Simularam-se os paraˆmetros dos 500 itens da seguinte forma:
∙ Paraˆmetro 𝑎𝑖: As distribuic¸o˜es mais adotadas para o paraˆmetro 𝑎𝑖 sa˜o Log-Normal e
Qui-Quadrado. A justificativa teo´rica para o uso dessas distribuic¸o˜es reside no fato
de que valores de 𝑎𝑖 sa˜o tipicamente maiores que zero, sugerindo que a distribuic¸a˜o
de 𝑎𝑖 pode ser modelada por uma distribuic¸a˜o unimodal e positivamente assime´-
trica (Mislevy, 1986). Neste estudo, sera´ assumida a distribuic¸a˜o Log-Normal com
paraˆmetros (0, 0.35)
∙ Paraˆmetro 𝑏𝑖: Como o paraˆmetro de dificuldade do item pertence ao intervalo −∞ <
𝑏𝑖 < +∞ e este esta´ medido na mesma escala de distribuic¸a˜o das habilidades dos
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candidatos, pode-se adotar a distribuic¸a˜o Normal 𝑁(0, 1)
∙ Paraˆmetro 𝑐𝑖: Como este paraˆmetro representa a probabilidade de acerto ao acaso,
seu valor so´ pode pertencer ao intervalo [0, 1]. No presente estudo, adotou-se a
distribuic¸a˜o Beta (2, 5).
Com os respectivos paraˆmetros dos itens simulados 𝑎1 . . . 𝑎500, 𝑏1 . . . 𝑏500 e 𝑐1 . . . 𝑐500,
simularam-se as habilidades de 100 alunos, aleatoriamente atribu´ıdas, a partir da distri-
buic¸a˜o Normal padra˜o, isto e´, 𝜃𝑗 ∼ 𝑁(0, 1), 𝑗 = 1 . . . 100.
A aplicac¸a˜o foi implementada a partir de um programa desenvolvido na lingua-
rem R. Na primeira parte do programa e´ criada uma func¸a˜o para calcular os pontos de
quadratura e seus respectivos pesos. Esses comandos foram retirados do trabalho de Gray
(2001) e constam no Anexo A do presente trabalho.
As habilidades dos 100 alunos sa˜o geradas, bem como os paraˆmetros dos itens.
Com essas informac¸o˜es, os acertos e erros de cada item por respondente sa˜o poss´ıveis de
serem obtidos, pois utilizou-se o ML3, descrito pela Equac¸a˜o 1, em que 𝐷 = 1, 7 para
que os resultados sejam ana´logos a` Ogiva Normal e, assim, fiquem equivalentes ao modelo
utilizado para estimar os paraˆmetros dos itens. A partir das probabilidades geradas, aplica-
se a distribuic¸a˜o Bernoulli para se obter os zeros e uns, definindo o acerto ou erro de cada
item por respondente. E isso sera´ feito a` medida que o programa for rodando, isto e´, em
tempo real.
As estimativas iniciais das habilidades de todos os respondentes sa˜o igualadas a
zero (me´dia da distribuic¸a˜o). Para cada respondente, o programa inicia um loop, que e´ en-
cerrado quando o crite´rio de parada for atingido. Na primeira iterac¸a˜o do loop, cinco itens
com dificuldades pro´ximos a` me´dia sa˜o selecionados aleatoriamente (itens cujos paraˆme-
tros de dificuldade, 𝑏, estejam entre −0, 5 e 0, 5). Ja´ nas demais iterac¸o˜es, a informac¸a˜o
de cada item e´ calculada pelo Crite´rio de Ma´xima Informac¸a˜o (Equac¸a˜o 1.6), e o item de
maior informac¸a˜o, dada a atual habilidade estimada do respondente, e´ selecionado. Vale
ressaltar que na˜o ha´ repetic¸a˜o de itens para um mesmo aluno e, dessa forma, os itens
que ja´ foram expostos sa˜o retirados do banco antes do referido ca´lculo. Obte´m-se, em
tempo real (online), os acertos ou erros do examinando e guarda-os em um vetor cujo
comprimento e´ igual a quantidade de itens respondidos pelo aluno.
A habilidade do examinando e´ estimada pelo me´todo EAP, levando em con-
siderac¸a˜o o me´todo da quadratura (equac¸a˜o 1.41). Para a mensurac¸a˜o da habilidade,
consideram-se todos os itens, com seus respectivos paraˆmetros e respostas previamente
estimadas, ja´ expostos aos respondentes. Junto com o ca´lculo da habilidade, tambe´m e´
calculada a variaˆncia a posteriori associada a` estimativa obtida, equac¸a˜o 1.42. Uma vez
atendido o crite´rio de parada, finaliza-se o programa e a estimativa da habilidade do
candidato e´ a u´ltima obtida.
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Tabela 1: Simulac¸a˜o I
Precisa˜o Erro Nu´mero Me´dio % de na˜o
do Estimador verdadeiro de Itens convergeˆncia
0,35 0,015 12,6 (3,34) 0
0,30 0,010 18,3 (7,13) 0
0,25 0,008 26,9 (12,49) 1
0,20 0,010 42,1 (17,59) 7
0,15 0,021 58,9 (22,14) 33
0,10 0,034 68,1 (19,51) 62
O crite´rio de parada utilizado no algoritmo foi a precisa˜o do estimador (ou o limite
de 100 itens para se concluir o teste), que e´ a raiz quadrada da variaˆncia a posteriori
(equac¸a˜o 1.42). Foram feitos 6 testes para cada candidato com preciso˜es predefinidas
em 0,35, 0,30, 0,25, 0,20, 0,15 e 0,10. Desse modo, a habilidade de cada respondente foi
estimada uma u´nica vez para cada uma dessas 6 preciso˜es e se obteve a quantidade de itens
necessa´rios para a convergeˆncia do algoritmo, a medida erro verdadeiro1 e tambe´m a taxa
de na˜o convergeˆncia do algoritmo, isto e´, representa o % de candidatos que precisaram
responder as 100 questo˜es limites do teste, ou seja, a precisa˜o do estimador na˜o foi o
crite´rio de parada para esses respondentes. Com isso, geraram-se os dados apresentados
na tabela 1, que estara˜o representados nas linhas vermelhas dos gra´ficos da sec¸a˜o 4.3.
4.2 Estudo II - CAT com a Covaria´vel Tempo de Resposta
O grande objetivo de nosso estudo e´ a melhora do algoritmo de um CAT. Para
isso estabeleceu-se uma nova modelagem (Cap´ıtulo 3), que leva em conta o Tempo de
Resposta no item.
Para esse estudo, simularam-se os 𝑡𝑖𝑗 a partir dos paraˆmetros 𝑟 e 𝑠 da modela-
gem proposta na equac¸a˜o 3.3. Para tanto, precisou-se fixar valores para os paraˆmetros e
utilizou-se o seguinte crite´rio:
Imaginou-se um candidato respondendo o CAT e encontrando um item com difi-
culdade muito pro´xima a` sua habilidade (𝜃𝑗 ≈ 𝑏𝑖). Imaginou-se, de maneira subjetiva, que
o tempo aproximado para o respondente resolver o item esta´ entre 3 e 10 min. Ou seja,
3 ≤ 𝐸(𝑡𝑖𝑗|𝑢𝑖𝑗 = 1; 𝜃𝑗 = 𝑏𝑖) ≤ 10.




𝑗=1(𝜃 − 𝜃𝑗)2, onde 𝑁 e´ o total de respondentes que fizeram o teste sem atingir o limite de
100 questo˜es, 𝜃 e´ a estimac¸a˜o da habilidade do respondente e 𝜃𝑗 e´ a habilidade verdadeira, que so´
se conhece porque houve a simulac¸a˜o dos dados. Na pra´tica, em um estudo com dados reais, na˜o se
conhecera´ tal informac¸a˜o.
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Como 𝐸(𝑡𝑖𝑗|𝜃𝑗, 𝑢𝑖𝑗 = 1) = 1
𝑒𝑟+𝑠(𝜃𝑗−𝑏𝑖)





−2, 3 ≤ 𝑟 ≤ −1, 1.
Em seguida, imaginou-se um candidato com habilidade superior a` dificuldade do
item em uma unidade de desvio-padra˜o (𝜃𝑗 − 𝑏𝑖 = 1). Imaginou-se, de maneira subjetiva,
que o tempo aproximado sera´ menor que o caso anterior. Ou seja,
𝐸(𝑡𝑖𝑗|𝑢𝑖𝑗 = 1; 𝜃𝑗 − 𝑏𝑖 = 1) ≤ 3.









𝑠 = −1− 𝑟.
Com isso e fixando os valores de 𝑟 entre −2, 3 a −1, 1 obtem-se os seguintes valores
para 𝑠, constantes na tabela 2.
Consideraram-se os 7 pares de valores da tabela 2 para fixar os paraˆmetros da nova
modelagem, obtendo assim os dados simulados dos 𝑡𝑖𝑗.
Os resultados encontram-se nas tabelas 3-9.
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Tabela 3: Caso 1
Precisa˜o Erro Nu´mero Me´dio % de na˜o
do Estimador verdadeiro de Itens convergeˆncia
0,35 0,027 5 (0,17) 0
0,30 0,025 5,3 (0,53) 0
0,25 0,021 7,3 (0,91) 0
0,20 0,018 14,7 (7,68) 0
0,15 0,021 27,4 (19,63) 12
0,10 0,023 37,3 (22,25) 21
Tabela 4: Caso 2
Precisa˜o Erro Nu´mero Me´dio % de na˜o
do Estimador verdadeiro de Itens convergeˆncia
0,35 0,031 5,1 (0,31) 0
0,30 0,026 6,6 (0,96) 0
0,25 0,021 10,1 (1,14) 0
0,20 0,019 19,4 (10,03) 0
0,15 0,023 34,9 (20,77) 21
0,10 0,029 47,1 (25,15) 39
Tabela 5: Caso 3
Precisa˜o Erro Nu´mero Me´dio % de na˜o
do Estimador verdadeiro de Itens convergeˆncia
0,35 0,027 6,3 (1,61) 0
0,30 0,018 9,9 (2,16) 0
0,25 0,015 14,3 (3,12) 0
0,20 0,015 23,4 (7,68) 0
0,15 0,023 38,1 (19,11) 22
0,10 0,027 52,2 (21,54) 42
Tabela 6: Caso 4
Precisa˜o Erro Nu´mero Me´dio % de na˜o
do Estimador verdadeiro de Itens convergeˆncia
0,35 0,015 9,4 (2,85) 0
0,30 0,009 13,1 (3,81) 0
0,25 0,008 18,8 (5,71) 0
0,20 0,009 31,4 (15,19) 0
0,15 0,015 43,6 (18,04) 22
0,10 0,022 56,8 (20,86) 45
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Tabela 7: Caso 5
Precisa˜o Erro Nu´mero Me´dio % de na˜o
do Estimador verdadeiro de Itens convergeˆncia
0,35 0,017 11,2 (3,11) 0
0,30 0,008 15,8 (5,37) 0
0,25 0,008 22,8 (8,70) 0
0,20 0,006 35,8 (13,88) 1
0,15 0,012 53,8 (21,72) 23
0,10 0,017 65,2 (21,50) 44
Tabela 8: Caso 6
Precisa˜o Erro Nu´mero Me´dio % de na˜o
do Estimador verdadeiro de Itens convergeˆncia
0,35 0,019 11,9 (3,50) 0
0,30 0,014 16,9 (6,63) 0
0,25 0,012 25,1 (11,58) 0
0,20 0,009 41,1 (16,81) 4
0,15 0,012 53,2 (22,31) 29
0,10 0,020 61,9 (19,32) 56
Tabela 9: Caso 7
Precisa˜o Erro Nu´mero Me´dio % de na˜o
do Estimador verdadeiro de Itens convergeˆncia
0,35 0,021 12,8 (3,79) 0
0,30 0,016 17,9 (7,55) 0
0,25 0,014 26,1 (14,19) 1
0,20 0,011 40,1 (18,05) 5
0,15 0,013 59,5 (22,59) 37
0,10 0,020 66,7 (18,38) 58
4.3 Comparac¸a˜o Gra´fica dos Estudos I e II
Os resultados obtidos no Estudo I (CAT sem a covaria´vel Tempo de Resposta) sa˜o
representados pelo gra´fico vermelho e sera˜o comparados com os resultados dos 7 casos do
Estudo II (CAT com a covaria´vel Tempo de Resposta), linha azul dos gra´ficos.
Nesses gra´ficos, o eixo das abscissas representa a precisa˜o do estimador, que, nos
estudos, foi o crite´rio de parada do algoritmo; ja´ o eixo das ordenadas representa o nu´mero
me´dio de questo˜es que os respondentes tiveram ao atingirem o crite´rio de parada.
Nota-se, em todos os gra´ficos, a linha azul bem abaixo da linha vermelha. Demons-
trando como o algoritmo utilizado no Estudo II e´ mais eficiente, pois convergiu utilizando
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um nu´mero significativamente menor de questo˜es quando comparado com o algoritmo do
Estudo I.
Figura 7: Comparac¸a˜o entre o Estudo I e o caso 1 do Estudo II
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Figura 8: Comparac¸a˜o entre o Estudo I e o caso 2 do Estudo II
Figura 9: Comparac¸a˜o entre o Estudo I e o caso 3 do Estudo II
Figura 10: Comparac¸a˜o entre o Estudo I e o caso 4 do Estudo II
Cap´ıtulo 4. Aplicac¸a˜o com Dados Simulados 56
Figura 11: Comparac¸a˜o entre o Estudo I e o caso 5 do Estudo II
Figura 12: Comparac¸a˜o entre o Estudo I e o caso 6 do Estudo II
Figura 13: Comparac¸a˜o entre o Estudo I e o caso 7 do Estudo II
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4.4 Estudo III
Apo´s a ana´lise desses dados (Estudos I e II), sentiu-se a necessidade de repetir
os testes para o mesmo candidato algumas vezes a fim de perceber a consisteˆncia da
convergeˆncia dos dois algoritmos desenvolvidos nesse trabalho (um com e o outro sem a
Covaria´vel Tempo de Resposta). Nesse sentido, escolheram-se 3 candidatos com habilida-
des verdadeiras conhecidas (Aluno 1: 𝜃 = −0, 8, Aluno 2: 𝜃 = 0 e Aluno 3: 𝜃 = 0, 8) e
repetiram-se as simulac¸o˜es dos testes adaptativos 100 vezes, utilizando como crite´rio de
parada 6 preciso˜es distintas (0, 3, 0, 25, 0, 2, 0, 15, 0, 1 e 0, 05) para os dois programas
estudados. Para a simulac¸a˜o dos testes com o algoritmo que utilizou a nova modelagem,
foram utilizados os paraˆmetros 𝑟 = −2, 1 e 𝑠 = 1, 1.
Para apresentar os resultados, fizeram-se 2 tipos de gra´ficos. No primeiro tipo (gra´-
ficos 14a-b, 15a-b, 16a-b), esboc¸aram-se as 100 habilidades estimadas versus a quantidade
de itens administrados nesses 100 testes, para cada uma das 6 preciso˜es, para cada um
dos programas. No segundo tipo (gra´ficos 14c, 15c e 16c), esboc¸ou-se a evoluc¸a˜o da habi-
lidade estimada a` medida que os itens eram admistrados no CAT. Nesse caso utilizou-se
como crite´rio de parada o nu´mero limite de 100 questo˜es. Como foram 100 repetic¸o˜es,
esboc¸ou-se uma linha cont´ınua representando a me´dia das estimativas das habilidades e
uma linha tracejada com o correspondente Intervalo de Confianc¸a de 90%. Naturalmente,
os dois programas foram utilizados. A cor azul representa os resultados do algoritmo com
a covaria´vel tempo de resposta e a cor vermelha o algoritmo sem a covaria´vel tempo de
resposta.
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4.4.1 Estudo III, Aluno 1 (𝜃 = −0, 8)
Aluno 1 Com a Covaria´vel Tempo Sem a Covaria´vel Tempo
Precisa˜o Nu´mero me´dio Me´dia da Nu´mero me´dio Me´dia da
(Crite´rio de parada) de questo˜es estimativa de 𝜃 de questo˜es estimativa de 𝜃
0,30 15,9 -0,317 (0,427) 20,1 -0,492 (0,277)
0,25 26,3 -0,472 (0,349) 33,7 -0,573 (0,242)
0,20 42,9 -0,515 (0,27) 63,6 -0,663 (0,222)
0,15 65,1 -0,517 (0,228) 84,8 -0,61 (0,154)
0,10 84,8 -0,469 (0,201) - - ( - )
0,05 96 -0,201 (0,003) - - ( - )
(a) Sem a Covaria´vel Tempo de Resposta
(b) Com a Covaria´vel Tempo de Resposta
(c) Evoluc¸a˜o do CAT para o Aluno 1
Figura 14: Estudo III, Aluno 1 (𝜃 = −0, 8)
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4.4.2 Estudo III, Aluno 2 (𝜃 = 0)
Aluno 2 Com a Covaria´vel Tempo Sem a Covaria´vel Tempo
Precisa˜o Nu´mero me´dio Me´dia da Nu´mero me´dio Me´dia da
(Crite´rio de parada) de questo˜es estimativa de 𝜃 de questo˜es estimativa de 𝜃
0,30 12,5 0,097 (0,439) 15,1 0,102 (0,262)
0,25 18,7 0,034 (0,386) 23,1 0,088 (0,203)
0,20 29,7 -0,005 (0,327) 39,6 0,069 (0,187)
0,15 45,1 0,018 (0,259) 63,2 0,053 (0,183)
0,10 64,1 0,034 (0,224) 84,1 0,057 (0,205)
0,05 84,8 0,113 (0,197) - - ( - )
(a) Sem a Covaria´vel Tempo de Resposta
(b) Com a Covaria´vel Tempo de Resposta
(c) Evoluc¸a˜o do CAT para o Aluno 2
Figura 15: Estudo III, Aluno 2 (𝜃 = 0)
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4.4.3 Estudo III, Aluno 3 (𝜃 = 0, 8)
Aluno 3 Com a Covaria´vel Tempo Sem a Covaria´vel Tempo
Precisa˜o Nu´mero me´dio Me´dia da Nu´mero me´dio Me´dia da
(Crite´rio de parada) de questo˜es estimativa de 𝜃 de questo˜es estimativa de 𝜃
0,30 9 0,719 (0,478) 13,2 0,704 (0,269)
0,25 12,4 0,67 (0,364) 18,9 0,736 (0,223)
0,20 18,3 0,623 (0,317) 30,5 0,769 (0,194)
0,15 26,1 0,603 (0,304) 51,7 0,764 (0,187)
0,10 38,4 0,627 (0,262) 68,3 0,748 (0,198)
0,05 57,1 0,632 (0,147) 91,4 0,743 (0,195)
(a) Sem a Covaria´vel Tempo de Resposta
(b) Com a Covaria´vel Tempo de Resposta
(c) Evoluc¸a˜o do CAT para o Aluno 3
Figura 16: Estudo III, Aluno 3 (𝜃 = 0, 8)
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5 Conclusa˜o e Trabalhos Futuros
A possibilidade de se obter um teste personalizado para estimarmos, com precisa˜o
controlada, a habilidade de cada candidato e que elas sejam compara´veis entre si, faz
com que o nu´mero de pesquisas em Testes Adaptativos Informatizados (CAT) venham
crescendo. Diferentemente dos testes tradicionais (papel e caneta), o CAT administra
itens adequados a cada respondente. Essa selec¸a˜o baseia-se na caracter´ıstica dos itens
e na estimativa da habilidade do examinando. Para isso, a construc¸a˜o de um banco de
itens e o desenvolvimento de um algoritmo para a selec¸a˜o adaptativa dos itens se fazem
necessa´rios. Este trabalho se propoˆs a discutir me´todos estat´ısticos que envolvam esses
assuntos, especialmente a selec¸a˜o adaptativa de itens no CAT.
A selec¸a˜o adaptativa de itens depende da estimativa da habilidade corrente do
candidato. E esse foi o grande foco da pesquisa.
Inicialmente, criou-se um modelo estat´ıstico que levou em conta a covaria´vel Tempo
de Resposta. Fez-se todo o estudo teo´rico necessa´rio para utilizac¸a˜o desse modelo. Implementou-
se dois algoritmos de Testes Adaptativos Informatizados: o primeiro, um programa tradi-
cional de CAT, que utilizava apenas a resposta do candidato para a estimac¸a˜o iterativa
de sua habilidade, escolhendo as pro´ximas questo˜es do teste com o crite´rio da Ma´xima
Informac¸a˜o, ate´ a convergeˆncia do algoritmo. O segundo, que representa a aplicac¸a˜o do
estudo principal dessa pesquisa, que, ale´m de levar em conta a resposta do respondente,
tambe´m considerou o Tempo de Resposta das questo˜es acertadas por ele, estimando, mais
eficientemente, a habilidade corrente do respondente, escolhendo melhor a pro´xima ques-
ta˜o do teste com o crite´rio de Ma´xima Informac¸a˜o, fazendo isso de maneira iterativa ate´
que o crite´rio de parada fosse atingido mais rapidamente em comparac¸a˜o com o primeiro
algoritmo.
Nos Estudos I e II, fez-se uma simulac¸a˜o dos respondentes e do banco de itens,
aplicando-se esses dois algoritmos e comparou-se a convergeˆncia desses programas por
meio do nu´mero me´dio de questo˜es necessa´rias para finalizar o teste, utilizando como
crite´rio de parada a precisa˜o do estimador. Percebeu-se uma considera´vel melhora nos
resultados do segundo algoritmo em comparac¸a˜o aos do primeiro, pois foram necessa´rias
menos questo˜es para se estimar as habilidades dos respondentes. No entanto, quando os
dados foram simulados com o paraˆmetro 𝑠 pro´ximo a 0 (como 0, 1 e 0, 3), os resultados
entre os dois algoritmos foram muito pro´ximos, com uma discreta melhora do programa
que utilizou a covaria´vel tempo de resposta. E, de certa forma, isso ja´ era esperado, pois
no estudo teo´rico da nova modelagem, percebeu-se que as novas equac¸o˜es (3.9 e 3.10)
sofriam uma “atualizac¸a˜o”, em relac¸a˜o a` modelagem tradicional, acrescentando-se uma
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parcela que dependia diretamente do paraˆmetro 𝑠. Portanto, quanto mais pro´ximo de 0
e´ o valor de 𝑠, menor e´ a “atualizac¸a˜o” sofrida na nova modelagem, fazendo com que os
dois modelos se aproximem.
Ja´ no Estudo III, estimou-se a habilidade de 3 determinados examinandos 100
vezes nos dois programas e percebeu-se que o algoritmo da nova modelagem convergia
mais ra´pido do que o tradicional para os 3 alunos, pois o nu´mero me´dio de questo˜es era
consideravelmente menor. No entanto, comparando-se a me´dia das estimativas das ha-
bilidades, com as respectivas habilidades verdadeiras, percebeu-se que para o aluno 2, o
programa que utilizava a covaria´vel tempo de resposta era ligeiramente melhor. Ja´, para
os alunos 1 e 3, o outro programa apresentava melhores estimativas me´dias. Observou-se
tambe´m que ao utilizar como crite´rio de parada estimadores mais precisos (precisa˜o 0, 10
ou 0, 05), os algoritmos tradicionais na˜o convergiam ate´ o nu´mero limite de 100 questo˜es.
Ainda nesse estudo, os gra´ficos 14c, 15c e 16c apresentam a evoluc¸a˜o das me´dias das esti-
mativas das habilidades dos alunos 1, 2 e 3, respectivamente, em func¸a˜o da administrac¸a˜o
dos itens. Percebeu-se, de maneira geral, que se o crite´rio de parada e´ o nu´mero de itens
administrados, quanto menor esse nu´mero (testes mais curtos), a me´dia das estimativas
quando comparada ao valor verdadeiro fica melhor no programa que leva em conta a cova-
ria´vel tempo de resposta. E quanto maior aquele nu´mero (testes mais longos), o programa
tradicional leva vantagem.
Nessa perspectiva, conclui-se que a utilizac¸a˜o da covaria´vel tempo de resposta,
indica um caminho de que pesquisas nessa a´rea podem melhorar a convergeˆncia dos al-
goritmos de Testes Adaptativos Informatizados, no entanto ha´ necessidade de se apro-
fundar os estudos, implementando novos modelos com a covaria´vel tempo de resposta,
comparando-se os resultados obtidos neste trabalho. Entende-se tambe´m que a utilizac¸a˜o
de dados reais e´ fundamental para a evoluc¸a˜o desse estudo.
Com isso os objetivos do presente trabalho foram cumpridos.
Para futuros trabalhos, sugere-se o aprofundamento nos estudos ligados ao novo
modelo, que, por simplicidade, adotamos a distribuic¸a˜o exponencial e cujos paraˆmetros
ainda foram simplificados. Sugere-se tambe´m que sejam desenvolvidos algoritmos que ale´m
de utilizarem a Ma´xima Informac¸a˜o como crite´rio de selec¸a˜o dos pro´ximos itens, utilizem
tambe´m a Ma´xima Informac¸a˜o Global e a Ma´xima Informac¸a˜o Esperada.
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ANEXO A – Algoritmos Utilizados
A.1 Algoritmo da Func¸a˜o Gauher
gauher <- function(n) {# Gauss -Hermite: returns x,w so that




m <- trunc ((n+1)/2)
x <- w <- rep(-1,n)
for (i in 1:m) {
if (i==1) {
z <- sqrt(2*n+1) -1.85575*(2*n+1)^( -.16667)
} else if(i==2) {
z <- z -1.14*n^.426/z
} else if (i==3) {
z <- 1.86*z-.86*x[1]





for (its in 1:MAXIT) {
p1 <- PIM4
p2 <- 0
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A.2 Algoritmo de um CAT sem a Covaria´vel Tempo de Resposta







preci <-seq(from =0.35,to=0.10,by= -0.05)




















#8) Calculo das probabilidades de acertos
for (i in 1:ni) {
for (j in 1:na) {
mp[i,j]<-quest[i,3]+(1 - quest[i,3])/(1+exp(-d*quest[i,1]*(theta[j]-quest[i ,2])))
}
}
#9) Matriz de acertos/erros
for (i in 1:ni) {





theta_mat <-matrix(NA,nrow=na,ncol =6) #tabela de apoio
#10) Inicializacao do teste
ninit <-5
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matriz <-matrix(NA,nrow=length(preci),ncol =4)
for (e in 1: length(preci )){
pp<-preci[e]
for (j in 1:na){
nq<-ninit
quest_j<-subset(quest , par.b > -0.5 & par.b < 0.5)
iq<-sample(nrow(quest_j),size=ninit ,replace=FALSE)
a<-which(quest$Item %in% quest_j[iq ,]$Item)
quest_jj<-quest[-a,]
resp <-ma[a,j]








for (k in 1:nn){














#12) Criterio de parada:
while ((erro > pp | erro < -pp) & nq <101){
nq<-nq+1
#13) Informacao de Fisher e escolha da proxima questao
Ii <- rep(NA ,(nrow(quest_jj)))
for (i2 in 1:nrow(quest_jj)){
pij <-quest_jj[i2 ,3]+(1 - quest_jj[i2 ,3])/
(1+exp(-d*quest_jj[i2 ,1]
*(theta_est -quest_jj[i2 ,2])))
Ii[i2] <- d^2*(quest_jj[i2 ,1])^2*((1-pij)/pij)
*((pij -quest_jj[i2 ,3])/(1-quest_jj[i2 ,3]))^2
}
lin <- which(Ii==max(Ii, na.rm=T))
a<-c(a,which(quest$Item %in% quest_jj[lin ,]$Item))
quest_jj<-quest_jj[-lin ,]
resp <-ma[a,j]









for (k in 1:nn){
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A.3 Algoritmo de um CAT com a Covaria´vel Tempo de Resposta







preci <-seq(from =0.35,to=0.1,by= -0.05)














mt<-matrix(NA ,ncol=na,nrow=ni) #matriz dos tempos
mlam <-matrix(NA,ncol=na,nrow=ni) #matriz dos lambdas






#8) Calculo das probabilidades de acertos
for (i in 1:ni) {
for (j in 1:na) {
mp[i,j]<-quest[i,3]+(1 - quest[i,3])/(1+exp(-d*quest[i,1]*(theta[j]-quest[i ,2])))
}
}
#9) Matriz de acertos/erros
for (i in 1:ni) {





theta_mat <-matrix(NA,nrow=na,ncol =6) #Tabela de apoio
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#10) Indice das questoes acertadas
I<-which(ma==1, arr.ind=TRUE)
#11) Simulacao dos tempos de resposta para as questoes acertadas
r<- seq(-2.3, -1.1,0.2) #parametro r
matriz <-matrix(NA,nrow=length(preci)*length(r),ncol =6) #Tabela final
row <-1
for (rr in 1: length(r)) {
s<-1-r[rr] #parametro s
for (z in 1:nrow(I)){
bj<-quest$par.b[I[z,1]] #parametro b das questoes acertadas
lambda <- r[rr]+s*(theta[I[z,2]]-bj) #lambda
mlam[I[z,1],I[z,2]] <-exp(lambda)
set.seed(seed)
mt[I[z,1],I[z,2]] <-rexp(1,exp(lambda )) #simulacao dos tempos para itens corretos
}
mt[which(mt >500,arr.ind=TRUE)]<-500 #limitacao com o tempo da prova
#12) Inicializacao do teste
ninit <-5 #numero inicial de questoes
for (e in 1: length(preci )){ #precisoes/criterio de parada
pp<-preci[e]
for (j in 1:na){ #por aluno
nq<-ninit
quest_j<-subset(quest , par.b > -0.5 & par.b < 0.5)
set.seed(seed)
iq<-sample(nrow(quest_j),size=ninit ,replace=FALSE) #selecao das questoes iniciais
a<-which(quest$Item %in% quest_j[iq ,]$Item)












for (k in 1:nn){
for (c2 in 1:nq){
if (resp[c2 ]==0){ #se errou
pij <-quest$par.c[a[c2]]+(1- quest$par.c[a[c2]])/(1+exp(-d*quest$par.a[a[c2]]
*(u$x[k]-quest$par.b[a[c2]]))) #p_i(\theta)
L[k]<-L[k]+resp[c2]*log(pij)+(1- resp[c2])*log(1-pij) #log -verossimilhanca
} else { #se acertou
pij <-quest$par.c[a[c2]]+(1- quest$par.c[a[c2]])/(1+exp(-d*quest$par.a[a[c2]]
















#14) Criterio de parada:
while ((erro > pp | erro < -pp) & nq <101){
nq<-nq+1
#15) Informacao de Fisher e escolha da proxima questao
Ii <- rep(NA ,(nrow(quest_jj))) #Informacao de Fisher
for (i2 in 1:nrow(quest_jj)){
pij <-quest_jj[i2 ,3]+(1 - quest_jj[i2 ,3])/(1+exp(-d*quest_jj[i2 ,1]
*(theta_est -quest_jj[i2 ,2])))
Ii[i2] <- d^2*(quest_jj[i2 ,1])^2*((1-pij)/pij)
*((pij -quest_jj[i2 ,3])/(1-quest_jj[i2 ,3]))^2 + pij*(s^2)
}
lin <- which(Ii==max(Ii, na.rm=T))













for (k in 1:nn){






























yyy <-which(theta_mat[,4]<pp) #Alunos que alcancaram a precisao
matriz[row ,1] <-preci[e]
matriz[row ,2] <-sqrt(sum(theta_mat[yyy ,3]))/length(yyy)








B Estrutura dos Algoritmos Utilizados
A grande dificuldade, no primeiro momento de nossa pesquisa, esteve pautada em
encontrar algum algoritmo de CAT para que pude´ssemos inserir a covaria´vel Tempo de
Resposta, criando assim, outro algoritmo. Ja´ existem, atualmente, pacotes no R para
implementar Testes Adaptativos Informatizados. O mais completo e robusto e´ o “catSim”.
No entanto, ele na˜o contempla a covaria´vel Tempo de Resposta.
Continuando com a nossa pesquisa, encontramos o artigo Labarrere et al. (2011),
em que os autores compararam a convergeˆncia do algoritmo proposto por eles, a` medida
que se alterava a precisa˜o do estimador. E esse foi o in´ıcio de nossos trabalhos com a
programac¸a˜o.
Para contribuir com as futuras pesquisas nessa a´rea, diponibilizou-se, no anexo
desse trabalho, os algoritmos utilizados e, nesse cap´ıtulo, comentar-se-a´ as principais es-
truturas, paraˆmetros, varia´veis e func¸o˜es utilizadas neles.
B.1 Algoritmo do CAT sem a Covaria´vel Tempo de Resposta
No anexo A.2, colocou-se o algoritmo (em linguagem R) na ı´ntegra. E´ o algoritmo
de simulac¸a˜o de Testes Adaptativos Informatizados sem a covaria´vel Tempo de Resposta.
Para se entender bem o programa, sugere-se que a explicac¸a˜o a seguir seja acompanhada
pelo co´digo que se encontra no anexo A.2.
∙ 1) Quantidade de alunos: Por meio da varia´vel “na”, define-se a quantidade de res-
pondentes que sera˜o submetidos aos testes.
∙ 2) Habilidades: Adotou-se que a habilidade dos mesmos, representada no algoritmo
por “theta”, segue uma distribuic¸a˜o 𝜃 ∼ 𝑁(0, 1)
∙ 3) Precisa˜o: Realizaram-se 6 testes para cada respondente, utilizando como crite´rio
de parada a precisa˜o do estimador, variando-a de 10% a 35%.
∙ 4) Simulac¸a˜o dos paraˆmetros dos itens: Simularam-se 500 itens, com os seguintes
paraˆmetros 𝑎𝑖 ∼ 𝐿𝑂𝐺𝑁𝑂𝑅𝑀(0, 0.35), 𝑏𝑖 ∼ 𝑁(0, 1) e 𝑐𝑖 ∼ 𝐵𝐸𝑇𝐴(2, 5).
∙ 5) Matrizes importantes: Criou-se duas matrizes fundamentais, “mp” e “ma”. Na
primeira guardaram-se as probabilidades de acertos dos 500 itens pelos 100 respon-
dentes, segundo o ML3 (equac¸a˜o, 1). Na segunda guardaram-se as respostas (0 para
itens errados e 1 para itens acertados) dos 100 respondentes nos 500 itens.
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∙ 6) Nu´mero de pontos de quadratura e func¸a˜o Gauher: Definiu-se a quantidade de
pontos de quadratura por meio da varia´vel “nn”. Nesse momento do algoritmo,
habilita-se a func¸a˜o Gauher, retirada de Gray (2001). Ela calcula a estimac¸a˜o da
habilidade, com base no me´todo de quadratura gaussiana. Para maiores detalhes,
ver Andrade, Tavares e Valle (2000), a partir da pa´gina 59.
∙ 7) Modelo normal: Fixa-se a varia´vel “d” em 1,7 para que o curva log´ıstica se asse-
melhe a` Ogiva Normal.
∙ 8) Ca´lculo das probabilidades de acertos: Preencheu-se a matriz “mp”, definida ante-
riormente, com as probabilidades de acertos de todos os respondentes (de 1 a “na”)
para todas as questo˜es (de 1 a “ni”) do banco, por meio do Modelo Log´ıstico de 3
paraˆmetros, ML3 (equac¸a˜o, 1).
∙ 9) Matriz de acertos/erros: Preencheu-se a matriz“ma”, definida anteriormente, com
zeros e uns. A obtenc¸a˜o desses dados foi feita atrave´s da func¸a˜o“rbinom(1,1,mp[i,j])”.
Essa matriz sera´ muito utilizada na simulac¸a˜o, pois ela informa se o aluno“j”acertou
ou errou a questa˜o “i”.
∙ 10) Inicializac¸a˜o do teste: A varia´vel “ninit” define a quantidade de questo˜es que
iniciara˜o o CAT antes de se fazer a primeira estimativa da habilidade do respondente.
Elas sa˜o escolhidas aleatoriamente do banco, dentre as questo˜es que possuem o
paraˆmetro “b” entre -0,5 e 0,5. Essas questo˜es sa˜o retiradas do banco e e´ feita a
estimac¸a˜o inicial da habilidade.
∙ 11) Estimac¸a˜o inicial de theta: Com as respostas das 5 primeiras questo˜es (varia´vel
“resp” do co´digo), estimou-se a habilidade do candidato (“theta.est”) e a precisa˜o do
estimador (“erro”) com base no me´todo de quadratura.
∙ 12) Crite´rio de parada: O teste avanc¸a enquanto a precisa˜o do estimador (varia´vel
“erro” do co´digo) esta´ superior ao crite´rio de parada fixado (varia´vel “pp”, que, em
nosso estudo, assume os valores 10%, 15%, 20%, 25%, 30% e 35% para cada um dos
respondentes). Caso o teste na˜o pare ate´ 100 questo˜es, o algoritmo tambe´m para o
teste e a habilidade do candidato assume o valor da u´ltima iterac¸a˜o.
∙ 13) Informac¸a˜o de Fisher e escolha da pro´xima questa˜o: Com a estimativa inicial da
habilidade do respondente e excluindo-se as questo˜es utilizadas ate´ enta˜o, calculam-
se as medidas de Informac¸a˜o de Fisher para todas as demais questo˜es do banco,
escolhendo como pro´xima questa˜o aquela que tem a maior Informac¸a˜o de Fisher.
Isso e´ feito de maneira iterativa ate´ atingir o crite´rio de parada.
∙ 14) Estimac¸a˜o de theta: Uma vez atingido o crite´rio de parada, a u´ltima estimativa
obtida sera´ a estimac¸a˜o considerada da habilidade, com sua respectiva precisa˜o.
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B.2 Algoritmo do CAT com a Covaria´vel Tempo de Resposta
No anexo A.3, colocou-se o algoritmo (em linguagem R) na ı´ntegra. E´ o algoritmo
de simulac¸a˜o de Testes Adaptativos Informatizados com a covaria´vel Tempo de Resposta.
Para se entender bem o programa, sugere-se que a explicac¸a˜o a seguir seja acopanhada
pelo co´digo que se encontra no anexo A.3. Boa parte do programa e´ ideˆntico ao ja´ mostrado
anteriormente. Portanto, comentar-se-a´ os novos co´digos.
∙ 1), 2), 3) e 4) Esses itens sa˜o ideˆnticos aos mesmos itens do algoritmo anterior.
∙ 5) Matrizes importantes: Ale´m das matrizes “mp” e “ma”, estrutura-se tambe´m as
matrizes “mt” e “mlam”. Em “mt” guardaram-se os tempos dos itens acertados pelos
100 respondentes. Em “mlam”, guardaram-se os paraˆmetros da func¸a˜o exponencial
utilizada para simular os tempos.
∙ 6), 7), 8) e 9) Esses itens sa˜o ideˆnticos aos mesmos itens do algoritmo anterior.
∙ 10) I´ndice das questo˜es acertadas: Como a informac¸a˜o do Tempo de Resposta so´ sera´
considerada para as questo˜es em que o respondente acertou, precisou-se marca´-las
com o ı´ndice “I”.
∙ 11) Simulac¸a˜o dos tempos de resposta para as questo˜es acertadas: De acordo com o
estudo feito no cap´ıtulo anterior (Sec¸a˜o 4.2), a simulac¸a˜o dos tempos de respostas
para as questo˜es acertadas depende dos paraˆmetros “r” e “s”. Consideraram-se, por-
tanto, 7 pares (𝑟, 𝑠) para simular os tempos de respostas. Estabeleceu-se tambe´m
o tempo ma´ximo de resposta a uma questa˜o sendo 500, evitando assim algumas
distorc¸o˜es na simulac¸a˜o dos tempos.
∙ 12) Inicializac¸a˜o do teste: Esse item e´ ideˆntico ao item 10 do algoritmo anterior,
com uma ligeira alterac¸a˜o no final do co´digo para habilitar os tempos de resposta
das questo˜es iniciais do teste, com as matrizes “t” e “lam”.
∙ 13) Estimac¸a˜o inicial de theta: Com as respostas das 5 primeiras questo˜es (matriz
“resp” do co´digo) e o Tempo de Resposta das questo˜es acertadas (matriz “t” do
co´digo), estimou-se a habilidade do candidato (“theta.est”) e a precisa˜o do estimador
(“erro”) com base no me´todo de quadratura. Vale a pena ressaltar que quando o
respondente errava a questa˜o, a estimativa da habilidade na˜o levava em considerac¸a˜o
o Tempo de Resposta, ou seja, o me´todo de quadratura ficou ideˆntico ao do algoritmo
anterior. No entanto, quando o respondente acertava a questa˜o, o Tempo de Resposta
foi levado em considerac¸a˜o, atualizando a func¸a˜o de verossimilhanc¸a “L(k)” com a
varia´vel “aaa”.
∙ 14) Crite´rio de parada: Esse item e´ ideˆntico ao item 12 do algoritmo anterior.
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∙ 15) Informac¸a˜o de Fisher e escolha da pro´xima questa˜o: Com a estimativa inicial da
habilidade do respondente e excluindo-se as questo˜es utilizadas ate´ enta˜o, calculam-
se as medidas de Informac¸a˜o de Fisher para todas as demais questo˜es do banco,
escolhendo como pro´xima questa˜o aquela que tem a maior Informac¸a˜o de Fisher.
Isso e´ feito de maneira iterativa ate´ atingir o crite´rio de parada.
∙ 16) Estimac¸a˜o de theta: Uma vez atingido o crite´rio de parada, a u´ltima estimativa
obtida sera´ a estimac¸a˜o considerada da habilidade, com sua respectiva precisa˜o.
