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Resumen
En este proyecto fin de carrera se ha estudiado el problema de la
localizacio´n en interiores empleando redes de sensores. Se han evaluado varios
me´todos de modelizacio´n de datos y distintos algoritmos de localizacio´n y
navegacio´n.
Las redes de sensores son una tecnolog´ıa emergente caracterizada
principalmente porque los nodos que componen este tipo de redes son
pequen˜os, baratos y con una autonomı´a relativamente grande. Esto permite
nuevas aplicaciones que antes estaban limitadas por el taman˜o, el precio o
por la duracio´n de la bater´ıa de los terminales.
El tipo de solucio´n que se ha analizado es la localizacio´n con balizas fijas
a partir de observaciones de potencia de la sen˜al recibida. Se puede estimar la
posicio´n de un nodo en una red de sensores en la que existe una serie de nodos
baliza que transmiten sen˜ales, mediante mediciones de potencia recibida por
el nodo objetivo, porque e´stas dependen de la distancia. Sin embargo, existe
incertidumbre tanto en la forma de esta dependencia como en las propias
mediciones debido al ruido observacional.
Para este estudio se ha dispuesto de dos conjuntos de datos experimentales
obtenidos en una campan˜a de mediciones con una red de sensores formada
por varios nodos baliza activos y un nodo objetivo a localizar.
El primer conjunto se ha usado para modelar el comportamiento
de la potencia recibida para cada baliza segu´n la posicio´n del nodo
objetivo, utilizando un modelo de propagacio´n log-normal y un modelo de
aproximacio´n polino´mica. Se han utilizado estos modelos porque el primero
es un modelo cla´sico de propagacio´n en espacio libre, mientras que el
segundo permite conseguir un menor o mayor ajuste a los datos simplemente
cambiando el grado del polinomio.
El segundo conjunto de datos experimentales se ha utilizado para evaluar
estos modelos utilizando dos algoritmos de localizacio´n y navegacio´n, el filtro
de Kalman extendido y el filtro de part´ıculas.
Los resultados de este estudio son, en primer lugar, que el modelo de
observacio´n que mejor ajusta los datos es un modelo polino´mico de tercer
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orden, pues con un orden mayor se produce un indeseado sobreajuste a los
datos. Adema´s, con este modelo es con el que mejores resultados se obtienen
al utilizarlo con el filtro de Kalman extendido con datos sinte´ticos y esta´ entre
los que mejores resultados dan al utilizarlo con el filtro de part´ıculas. El
modelo log-normal es con el que peores estimaciones se realizan con los datos
sinte´ticos, sin embargo, con los datos experimentales, se hace una estimacio´n
ligeramente mejor con este modelo al utilizar el filtro de part´ıculas.
En cuanto a los algoritmos de localizacio´n y seguimiento, el filtro de
Kalman extendido necesita de una linealizacio´n del sistema y asume ruidos
gaussianos de media nula. Este algoritmo tiende a realizar estimaciones
correctas pero es algo inestable segu´n el modelo de observacio´n utilizado.
Sobre el filtro de part´ıculas se ha concluido que no necesita linealizar el
sistema, que admite especificar cualquier tipo de distribucio´n de ruido, que
hace una estimacio´n inicial ma´s precisa que la del filtro de Kalman extendido
y que realiza un mejor seguimiento de la posicio´n del nodo que el filtro de
Kalman extendido si se utiliza un nu´mero adecuado de part´ıculas.
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Cap´ıtulo 1
Introduccio´n
En el presente proyecto se va a tratar el problema de localizacio´n
en interiores empleando redes de sensores, evaluando varios me´todos de
modelizacio´n de datos y distintos algoritmos de localizacio´n y navegacio´n.
Para ello, se dispone de un conjunto de datos experimentales obtenidos
con una red formada por varios nodos baliza activos y un nodo objetivo
a localizar. Estos datos experimentales van a ser utilizados para modelar el
comportamiento de la sen˜al recibida de cada baliza segu´n la posicio´n del nodo
objetivo y para despue´s aplicar estos modelos en algoritmos de localizacio´n y
seguimiento con el objetivo de comprobar su validez utilizando un conjunto
de datos de prueba.
1.1. Redes de sensores
Una red de sensores se puede definir como un conjunto de nodos con
capacidad computacional y de monitorizacio´n del entorno, que colaboran en
una tarea comu´n.
Los nodos de las redes de sensores disponen de comunicacio´n inala´mbrica
y pueden utilizarse en cualquier momento tanto como transmisores o
receptores. Esto permiten formar redes ad hoc sin infraestructura f´ısica
preestablecida ni administracio´n central.
La principal diferencia de estas redes respecto a las redes celulares
tradicionales esta´ en que los nodos de las redes de sensores son, en general,
ma´s pequen˜os y baratos, con una gestio´n eficiente de energ´ıa que les permite
obtener una elevada autonomı´a.
Existen mu´ltiples aplicaciones de estas redes en entornos industriales y
militares, en medicina, en domo´tica y en monitorizacio´n ambiental. Algunos
ejemplos pueden ser la utilizacio´n de redes de sensores para la deteccio´n de
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intrusiones en el campo de batalla o para la monitorizacio´n de animales en
una granja o de mercanc´ıas en una fa´brica.
Muchas de estas aplicaciones no son posibles con las redes tradicionales
por el elevado precio de los terminales (pues en ocasiones se necesita una
gran cantidad de estos) y por la necesidad de contar con una autonomı´a que
permita no tener que cambiar o recargar la bater´ıa de los nodos en mucho
tiempo. Las actuales redes de sensores hacen esto posible.
1.2. Localizacio´n y navegacio´n
En muchas ocasiones la ubicacio´n de un sensor debe ser conocida para
que la informacio´n que contienen los datos recogidos sea significativa. Esto
se conoce como el Problema de localizacio´n en las redes de sensores.
Al desconocerse en muchos casos la estructura de la red de sensores, es
necesario extraer informacio´n de localizacio´n de los nodos con el objetivo de
ubicar la procedencia de los datos y tambie´n para posibilitar la utilizacio´n
de protocolos de enrutamiento necesarios para la difusio´n de la informacio´n.
Los tipos de soluciones de localizacio´n pueden clasificarse en tres
categor´ıas: localizacio´n con balizas, localizacio´n con balizas mo´viles y
localizacio´n sin balizas.
Las balizas son nodos que conocen su propia localizacio´n, normalmente
por configuracio´n manual. Un nodo cualquiera puede conocer su localizacio´n
si dispone de tres o ma´s balizas que ofrezcan una cobertura en dos
dimensiones (2-D). La localizacio´n con balizas mo´viles puede reducir
significativamente el consumo de potencia y el coste respecto a la localizacio´n
con balizas fijas. La localizacio´n sin balizas es una solucio´n descentralizada
donde los nodos cooperan entre s´ı para estimar localmente las distancias
entre los mismos, necesitando un post-procesado para obtener las posiciones
absolutas a partir de estas posiciones relativas.
Se pueden utilizar varios tipos de datos para localizar a un nodo. Estos
datos necesarios para la localizacio´n pueden tratarse de cualquier medida
f´ısica que indique distancia o posicio´n relativa. Los principales tipos de
informacio´n utilizada para la localizacio´n en redes de sensores son los
siguientes:
Tiempo de llegada o TOA (“Time Of Arrival”): es el tiempo que tarda
en llegar al receptor una sen˜al.
A´ngulo de llegada o AOA (“Angle Of Arrival”): es la direccio´n en la
que llega al receptor una sen˜al.
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Intensidad de la sen˜al recibida o RSS (Received Signal Strength): es la
potencia de la sen˜al recibida.
Actualmente se esta´n llevando a cabo muchas investigaciones en el a´mbito
de la localizacio´n en redes de sensores, sin la existencia au´n de soluciones
cerraras al problema, con el fin de disen˜ar sistemas de posicionamiento
ra´pidos, robustos y precisos, y que adema´s sean baratos y con una gran
autonomı´a.
1.3. Objetivos del proyecto
En este proyecto se va a estudiar el problema de la localizacio´n
en interiores empleando redes de sensores, centra´ndose en comprobar la
viabilidad y la precisio´n de una solucio´n de localizacio´n por balizas fijas
a partir de observaciones de intensidad de la sen˜al recibida (RSS).
Los principales objetivos son:
Hacer un estudio del comportamiento de las sen˜ales transmitidas y
recibidas por los nodos de una red de sensores real y ver las virtudes y
carencias de este tipo de sistemas.
Comparar diferentes me´todos de modelizacio´n de datos y ver
que´ modelos realizan una mejor aproximacio´n de los datos
experimentales.
Realizar una comparacio´n entre distintos algoritmos de localizacio´n y
seguimiento.
1.4. Organizacio´n de la memoria
La memoria del proyecto esta´ compuesta por varios cap´ıtulos divididos
en apartados.
En el Cap´ıtulo 2: Escenario Experimental, se expondra´ el problema de
la localizacio´n en redes de sensores, se describira´ el escenario experimental
donde se han tomado los datos necesarios para afrontar el problema. Tambie´n
se describira´ la estructura de la red de sensores y el tipo de sensores utilizados.
Tambie´n se comentara´ la forma en la que se han obtenido los datos y los tipos
de observaciones que se van a considerar.
En el Cap´ıtulo 3: Descripcio´n de los datos experimentales, se detallara´n
los conjuntos de datos experimentales: los datos a partir de los cuales se van
a construir los modelos del sistema y los datos que van a servir para validar
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estos modelos. En primer lugar se va a describir co´mo son los ficheros en
donde esta´n almacenados los registros de datos. Para el conjunto de datos
para modelizacio´n, se analizara´ el comportamiento de las observaciones de
potencia recibida en relacio´n a la distancia y se caracterizara´n mediante
distribuciones de probabilidad. Finalmente se van a describir los datos del
conjunto de prueba.
En el Cap´ıtulo 4: Modelos nume´ricos, se comentara´n las ecuaciones que
describen el estado del nodo objetivo (su posicio´n y su velocidad en cada
instante) y la relacio´n de este estado con las observaciones de potencia. Se
detallara´ el modelo de movimiento del nodo y el modelo de observaciones.
Adema´s, se realizara´ un ajuste de las observaciones experimentales siguiendo
un modelo de propagacio´n log-normal cla´sico y un modelo polino´mico de
diferentes grados, y se realizara´ una interpolacio´n de la varianza muestral en
funcio´n de la distancia.
A continuacio´n, en el Cap´ıtulo 5: Algoritmos de localizacio´n y navegacio´n,
se estudiara´n los algoritmos de localizacio´n y seguimiento que van a utilizarse:
el filtro de Kalman extendido y el filtro de part´ıculas. En este cap´ıtulo se
hara´ una pequen˜a introduccio´n a cada uno de estos filtros y se explicara´n los
pasos que siguen para realizar el seguimiento. Se vera´n dos ejemplos simples
del uso de estos algoritmo y finalmente se realizara´ una linealizacio´n de los
modelos de observacio´n del sistema planteado para poder utilizarlos con el
filtro de Kalman extendido.
En el Cap´ıtulo 6: Simulaciones, se van a realizar varias simulaciones con
los diferentes modelos de datos, utilizando los dos tipos de algoritmos. En
primer lugar se va a calcular el error de estimacio´n del filtro de part´ıculas
en funcio´n del nu´mero de part´ıculas con el objetivo de escoger un nu´mero
adecuado. Despue´s se calculara´ el error de estimacio´n cometido por los
algoritmos de localizacio´n y seguimiento para la estimacio´n de la posicio´n
de un nodo mo´vil que sigue diferentes tipos de trayectorias, generando
sinte´ticamente las observaciones de potencia recibida a partir de los modelos
de observacio´n. Seguidamente se presentara´n ejemplos de los resultados
obtenidos con estas trayectorias para algunos de los modelos de observacio´n.
Por u´ltimo, se empleara´n los algoritmos de localizacio´n utilizando las
observaciones experimentales de prueba y se comparara´n estos resultados
con los obtenidos usando las observaciones generadas sinte´ticamente a partir
de los modelos.
Finalmente, en el Cap´ıtulo 7: Conclusiones y l´ıneas futuras de trabajo, se
hara´ un repaso de las conclusiones a las que se ha llegado a lo largo de la
realizacio´n del proyecto y se tratara´n posibles extensiones de este trabajo.
Cap´ıtulo 2
Escenario experimental
2.1. Contexto del experimento
Las redes de sensores son una tecnolog´ıa emergente caracterizada
principalmente porque los nodos que componen este tipo de redes son
pequen˜os, baratos y con una autonomı´a relativamente grande. Esto permite
nuevas aplicaciones que antes estaban limitadas por el taman˜o, el precio o
por la duracio´n de la bater´ıa de los terminales.
Los nodos de una red de sensores recogen informacio´n del entorno, siendo
importante conocer la ubicacio´n de estos nodos para localizar la procedencia
de la informacio´n obtenida y para poder utilizar protocolos de enrutamiento
que permitan su difusio´n.
El tipo de solucio´n que se va a analizar para el problema de ubicacio´n
de un nodo es la localizacio´n con balizas fijas a partir de observaciones de
potencia de la sen˜al recibida.
En este cap´ıtulo se va a describir el escenario experimental donde se
encuentra la red de sensores que se va a estudiar. Se va a detallar co´mo es
la estructura de la red de sensores, as´ı como el tipo de sensores usados y las
datos utilizados para la localizacio´n. Adema´s se va a explicar el procedimiento
de obtencio´n de los diferentes conjuntos de datos experimentales.
2.2. Descripcio´n del escenario
El escenario donde se han obtenido los datos experimentales es el patio
interior (cubierto) de un edificio, utilizado en momentos de poco tra´nsito,
donde se han colocado una serie de nodos baliza y un nodo objetivo al cual
se quiere localizar y seguir. El patio puede considerarse como una pasillo
ancho con bastantes irregularidades, como balcones y escaleras, aunque en
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la medida de lo posible esta´ despejado de mobiliario, exceptuando las mesas
que sirven de sujecio´n de los sensores.
Para simplificar el experimento, se va a suponer bidimensionalidad en
la posicio´n de los nodos. Esto conlleva una aproximacio´n del escenario
tridimensional, que se expande en longitud, anchura y altura, a un espacio
plano donde so´lo se van a considerar las coordenadas en longitud y anchura.
Por tanto, van a existir ciertos errores al considerar que todos los nodos esta´n
exactamente a la misma altura.
Todos los nodos constan de una pequen˜a placa formada por un
circuito, un microprocesador y un sistema de transmisio´n que implementa
el esta´ndar IEEE 802.15.4 para redes inala´mbricas de a´rea personal WPAN
(Wireless Personal Area Network) y el conjunto de protocolos de capas
superiores definidas por ZigBee Alliance para sistemas de bajo consumo.
Las plataformas utilizadas son de Crossbow y una combinacio´n del sistema
de microprocesador Arduino con chipsets de Xbee.
Las balizas son nodos fijos cuya posicio´n es conocida, que emiten tramas
de informacio´n broadcast sobre la red que pueden recibirse por cualquier otro
nodo. El nodo objetivo es el terminal mo´vil al que se quiere localizar, el
cual muestrea perio´dicamente las tramas que recibe de los nodos baliza para
extraer niveles de potencia de la sen˜al recibida.
Se dispone de un total de seis nodos baliza dispuestos a lo largo del pasillo,
alineados sobre un recta´ngulo de 10 metros de largo por 6 metros de ancho:
cuatro de ellos situados en cada una de las esquinas del recta´ngulo y, los dos
restantes, a la mitad de las dos lados ma´s largos. Esta disposicio´n se puede
ver en la Figura 2.1, donde las balizas aparecen como c´ırculos azules y el
nodo mo´vil objetivo de la localizacio´n se muestra como un c´ırculo rojo.
2.3. Obtencio´n de las observaciones para
modelizacio´n
Para obtener un modelo funcional del comportamiento de las sen˜ales
recibidas por el terminal en funcio´n de su posicio´n relativa respecto a las
balizas transmisoras, se ha colocado el terminal en diferentes posiciones
fijas del escenario y, para cada una de esas posiciones, se han registrado
observaciones experimentales de potencia recibida. Todas las mediciones,
tanto las de modelizacio´n como las de prueba, han sido realizadas por
el Grupo de Tecnolog´ıa Electro´nica y Comunicaciones (GTEC) de la
Universidad de La Corun˜a.
Las observaciones recogidas sirven para relacionar la potencia recibida
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Figura 2.1: Escenario experimental.
por el nodo objetivo en funcio´n de la distancia a las balizas. La relacio´n
entre estos dos datos viene dada porque, en el espacio libre, la potencia de la
sen˜al decae de forma proporcional a d−2, es decir, a la inversa de la distancia
entre el transmisor y el receptor al cuadrado. Las observaciones de potencia
recibida son equivalentes a observaciones de intensidad de la sen˜al recibida o
RSS (Received Signal Strength), pues la potencia de la sen˜al es la magnitud
al cuadrado de la intensidad de la sen˜al. La potencia de las sen˜ales de RF
(Radio Frecuencia) se pueden medir en un receptor durante la comunicacio´n
normal de datos sin necesitar un ancho de banda adicional o requerimientos
de energ´ıa adicionales.
Los datos recogidos en el escenario experimental esta´n almacenados en
varios ficheros, los cuales se describen en el Apartado 3.2.1. Existe un fichero
de datos experimentales por cada posicio´n fija del nodo mo´vil, con una media
de 8.872 observaciones por fichero (1.478 observaciones de media por cada
uno de los seis nodos baliza).
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Las posiciones del nodo mo´vil esta´n repartidas sobre una malla de 6
metros de ancho por 10 metros de largo que cubre el escenario, con una
separacio´n entre nodos de 2 metros en ambas dimensiones. Esto har´ıa un
total de 24 posiciones distintas, pero debido a la falta de datos sobre tres
posiciones (cuyos ficheros no fueron proporcionados), so´lo hay 21 posiciones.
En la Figura 2.2, se muestran las distintas posiciones donde se ha fijado el
nodo mo´vil para obtener las observaciones experimentales. Los nodos baliza
esta´n representados como c´ırculos azules y las posiciones del nodo mo´vil
como c´ırculos rojos ma´s pequen˜os. Se puede ver que faltan las posiciones
correspondientes a las coordenadas (0,4), (0,8) y (4,6). Adema´s se observa
que las posiciones que esta´n en las esquinas del escenario coinciden con la
ubicacio´n de cuatro de las balizas.
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Figura 2.2: Posiciones del nodo objetivo para la obtencio´n de observaciones.
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2.4. Trayectorias experimentales
El problema de seguimiento de un nodo de una red de sensores es
inherentemente dina´mico. El nodo mo´vil puede desplazarse por el escenario
y, para conocer su ubicacio´n en todo momento, primero hay que localizar al
nodo y despue´s realizar su seguimiento.
Para evaluar los modelos funcionales y de ruido que van a elaborarse a
partir de los datos de modelizacio´n anteriores se han obtenido unos datos
experimentales de prueba en los cuales el nodo esta´ en movimiento.
Se dispone de observaciones experimentales de dos trayectorias distintas
del nodo mo´vil. En ambas, el nodo se mueve a una velocidad constante. El
terminal mide la potencia recibida a una tasa aproximada de 10 observaciones
por segundo (por baliza), obtenie´ndose un fichero de muestras para cada
trayectoria, descritos en el Apartado 3.2.2.
−2 −1 0 1 2 3 4 5 6 7 8
−2
−1
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
x
y
Trayectoria 1
 
 
Nodos Baliza
Nodo Objetivo
Trayectoria
−2 −1 0 1 2 3 4 5 6 7 8
−2
−1
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
x
y
Trayectoria 2
 
 
Nodos Baliza
Nodo Objetivo
Trayectoria
Figura 2.3: Trayectorias experimentales del objetivo.
La Figura 2.3 muestra en la parte izquierda la primera trayectoria y en
la parte derecha la segunda. De nuevo, los nodos baliza esta´n representados
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como c´ırculos azules. El nodo mo´vil aparece como un c´ırculo rojo, situado en
el inicio de cada trayectoria. Las trayectorias esta´n representadas por varias
flechas negras correspondientes a cada tramo recto de la trayectoria, donde
la direccio´n de la flecha indica la direccio´n del movimiento en el tramo.
La primera trayectoria, de 20 metros de longitud, es la ma´s corta de las
dos, cubriendo so´lamente la parte inferior del escenario. El nodo tarda 50,265
segundos en hacer el trayecto, por lo que suponiendo velocidad constante, el
nodo se mueve a 0,398 m/s. Se tienen un total de 2.964 observaciones, con
una media de 494 observaciones por baliza. El recorrido que hace el nodo
objetivo es cerrado y pasa por los siguientes puntos:
(0, 4)→ (0, 0)→ (6, 0)→ (6, 4)→ (0, 4)
La segunda trayectoria, de 32 metros de longitud, tiene un recorrido no
cerrado que cubre pra´cticamente todo el escenario. El tiempo que tarda
el nodo mo´vil en recorrer esta trayectoria es de 52,281 segundos, lo cual
significa que el nodo se mueve a una velocidad de 0,612 m/s, algo ma´s de
un 50% ma´s ra´pido que en el caso anterior. En este caso se tiene un total
de 3.088 observaciones, con una media de 515 observaciones por baliza. Las
coordenadas seguidas son las siguientes:
(0, 0)→ (6, 0)→ (6, 10)→ (0, 10)→ (0, 6)→ (6, 6)
Cap´ıtulo 3
Descripcio´n de los datos
experimentales
3.1. Conjuntos de datos
En este cap´ıtulo se van a estudiar los conjuntos de datos experimentales
obtenidos en el escenario descrito en el Cap´ıtulo 2.
Como ya se ha visto, existen dos conjuntos de datos experimentales: los
datos de modelizacio´n y los datos de prueba.
Los datos de modelizacio´n van a servir para elaborar los modelos
funcionales que relacionen la potencia recibida por el nodo mo´vil con la
distancia a las balizas transmisoras. Estas observaciones experimentales se
han obtenido con el nodo mo´vil situado en posiciones fijas respecto a las
balizas.
Los datos de prueba van a servir para evaluar los modelos funcionales al
utilizarlos con los algoritmos de localizacio´n y seguimiento. Este conjunto de
datos esta´ tomado con el terminal en movimiento siguiendo unas trayectorias
predeterminadas.
Se va a comenzar describiendo los ficheros en donde esta´n almacenados los
registros de datos experimentales. Para el conjunto de datos de modelizacio´n,
se analiza el comportamiento de las observaciones de potencia recibida en
relacio´n a la distancia y se caracterizan sus distribuciones probabil´ısticas. Se
terminara´ el cap´ıtulo describiendo los datos del conjunto de prueba.
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3.2. Descripcio´n de los ficheros de datos
3.2.1. Ficheros de datos de modelizacio´n
Este conjunto de datos experimentales se va a emplear para ajustar
distintos modelos funcionales y de ruido que relacionen las observaciones
de potencia recibida con la distancia entre el nodo mo´vil y las balizas.
Estas observaciones se han obtenido ubicando el nodo objetivo en
diferentes posiciones fijas del escenario. Para cada posicio´n, mostradas en
la Figura 2.2, se han obtenido un gran nu´mero de mediciones para ajustar lo
mejor posible los modelos al escenario real.
Se dispone de un fichero de datos experimentales por cada una de las 21
posiciones fijas del nodo. Cada l´ınea de los ficheros corresponde al registro
de una observacio´n, siguiendo el siguiente formato:
baliza Pt Pr coordX coordY t
Tabla 3.1: Formato de los ficheros de datos
donde:
baliza es el nu´mero identificativo del nodo baliza al que corresponde la
observacio´n (del 1 al 6);
Pt es la potencia transmitida por las balizas, en dB;
Pr es la potencia recibida por el nodo objetivo, en dB;
coordX es la coordenada X de la posicio´n donde se encuentra el nodo
objetivo, en metros;
coordY es la coordenada Y de la posicio´n donde se encuentra el nodo
objetivo, en metros;
t es el instante en el que se realiza la medicio´n, en segundos.
El para´metro Pt vale siempre 5 dB en todos los registros, que es la potencia
teo´rica con la que transmiten todas las balizas. Los valores de coordX y
coordY son constantes en cada fichero, pues indican la posicio´n del terminal.
Por cada posicio´n se tiene una media de 8.872 observaciones, con un
mı´nimo de 8.494 observaciones y un ma´ximo de 9.936. Esto da lugar a una
media aproximada de 1.478 observaciones por baliza y posicio´n para construir
los modelos.
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3.2.2. Ficheros de datos de prueba
Los datos experimentales de prueba obtenidos con el terminal en
movimiento van a servir para evaluar los modelos funcionales construidos.
Se tiene un fichero de registros para cada una de las dos trayectorias
predeterminadas del terminal. El formato de los registros es el mismo que
en los datos de modelizacio´n, con la salvedad de que coordX y coordY valen
siempre cero en este caso, pues aunque se conocen las trayectorias, no se sabe
la posicio´n exacta del terminal en cada instante.
En el caso de la primera trayectoria, se disponen de 2.964 registros
de observaciones a lo largo del recorrido, mientras que para la segunda
trayectoria, hay un total de 3.088 observaciones.
3.3. Estudio de los datos de modelizacio´n
Para el problema de localizacio´n es necesario modelar la potencia recibida
por el nodo que se quiere localizar en funcio´n de la distancia a cada una de
las balizas.
En este apartado se va a estudiar la relacio´n entre la potencia recibida
y la distancia a cada baliza transmisora a partir del conjunto de datos de
modelizacio´n, visualizando las observaciones de potencia frente a la distancia,
calculando la media y la varianza de la potencia recibida en funcio´n de la
distancia y representando los histogramas de las observaciones.
3.3.1. Potencia recibida frente a distancia
La potencia de una sen˜al y la distancia recorrida por e´sta esta´n
relacionadas en el espacio libre de forma que la potencia decae
proporcionalmente a la inversa de la distancia al cuadrado (d−2).
El conjunto de datos de modelizacio´n contiene informacio´n sobre la
potencia recibida de la sen˜al de cada baliza para diferentes posiciones fijas
del terminal mo´vil. Conociendo las coordenadas si = [si,1 si,2]
T , de la baliza
i, y las coordenadas rj = [rj,1 rj,2]
T , del terminal para la posicio´n j, se puede
obtener la distancia dj,i entre la baliza i y el terminal en la posicio´n j como
dj−i = ||rj − si|| =
√
(rj,1 − si,1)2 + (rj,2 − si,2)2 (3.1)
En la Figura 3.1 se muestra, con una gra´fica para la sen˜al recibida de
cada baliza, la potencia recibida en funcio´n de la distancia entre terminal
y baliza, mostra´ndose cada observacio´n de potencia como un punto negro.
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Para facilitar su visio´n, las gra´ficas esta´n colocadas con la misma disposicio´n
que las balizas en el escenario.
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Figura 3.1: Potencia recibida por el nodo objetivo en funcio´n de la distancia
Se puede observar claramente que el comportamiento de la potencia
recibida es diferente para la sen˜al de cada baliza, tenie´ndose ma´s intensidad
de sen˜al en general en algunos casos respecto a otros. Por ejemplo, la sen˜al
de la baliza 4 se recibe con una potencia aproximadamente 15dB menor que
la de la baliza 3. Por esta razo´n, se va a necesitar un modelo diferente para
aproximar el comportamiento para cada baliza.
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Se puede observar que para la sen˜al de una baliza, el rango de potencias
recibidas para una misma distancia puede variar considerablemente. Por
ejemplo, en la baliza 1, el rango de potencias recibidas a una distancia de 2
metros va desde -45 dB a -73 dB (una diferencia de 28 dB), mientras que
para una distancia de 2,83 metros, va desde -54 dB a -62 dB (que son so´lo
8 dB de diferencia). Esto va a dar lugar a que la varianza muestral va a ser
distinta para cada distancia.
Las observaciones esta´n concentradas sobre un nu´mero finito de
distancias. Una misma distancia entre el terminal y la baliza puede contener
observaciones de distintas posiciones del terminal. Por ejemplo, para la baliza
1 situada en las coordenadas (0,0), una distancia de 2 metros al terminal
recoge las observaciones de potencia de las posiciones (0,2) y (2,0). Por este
motivo hay menos distancias diferentes que posiciones del nodo.
El rango de distancias es de 2 m hasta 11,66 m para las balizas de las
esquinas (balizas 1, 2, 3 y 4), y de 1 m a 7,81 m para las balizas centrales
(balizas 5 y 6). Aunque las balizas de las esquinas coinciden con posiciones
del terminal, no existen mediciones a distancia de 0 metros, pues no tendr´ıan
sentido, por tanto, la distancia mı´nima es de 2 metros, que corresponde
a la separacio´n de las posiciones en la malla de posiciones experimentales
del terminal. La distancia mı´nima para las balizas centrales es de 1 metro
por encontrarse entre dos posiciones de la malla. Este valor mı´nimo hace
que se desconozca el comportamiento de la sen˜al de las balizas a distancias
ma´s cortas, que es donde ma´s ra´pido decae la potencia con la distancia. La
distancia ma´xima es menor para las balizas centrales por estar ma´s centradas
en el escenario.
3.3.2. Media y varianza muestral de las observaciones
Se va a estudiar a continuacio´n la media muestral de las observaciones
de potencia recibida para las sen˜ales de cada baliza en funcio´n de la
distancia, as´ı como su desviacio´n t´ıpica y su varianza, para caracterizar ma´s
detalladamente la aleatoriedad de estas observaciones.
En primer lugar, en la Figura 3.2 se muestra, en una gra´fica para cada
baliza, la media muestral de las observaciones para cada distancia unidas
por una l´ınea negra. Para cada una de estas medias, se muestra en rojo la
desviacio´n t´ıpica de las observaciones, por encima y por debajo de la media.
Cuanto mayor es la desviacio´n t´ıpica, ma´s dispersas esta´n las observaciones
respecto a la media.
Con esta´s gra´ficas se ve ma´s claramente que para las balizas 2, 3 y 6, se
tiene una potencia ma´s alta que para las otras balizas. Para las distancias
ma´s cortas, la potencia media de estas balizas ronda los -40 dB, mientras que
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para las balizas 1, 4 y 5 esta´ en torno a los -60 dB.
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Figura 3.2: Potencia recibida media y desviacio´n t´ıpica frente a distancia
Se puede observar que para las balizas 1 y 3, existe una considerable
ca´ıda de la potencia media de hasta 20 dB a una distancia que ronda los 8,5
metros en ambos casos, volviendo a una potencia ma´s alta al aumentar la
distancia. La potencia de la baliza 2 decae de forma algo irregular pero sin
tener ninguna desviacio´n t´ıpica demasiada alta. Para la baliza 5 en cambio,
la potencia media decae de forma bastante regular, pero tiene una desviacio´n
t´ıpica bastante alta (de ± 6,48 dB) para una distancia de 6,4 metros. En la
baliza 4 se tiene una gran desviacio´n t´ıpica en distancias de 4 y 10 metros,
de ± 6,48 dB y ± 6,47 dB respectivamente, y en la baliza 6 pasa lo mismo,
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con una desviacio´n de ± 4,7 dB en la distancia ma´s alejada, 7,8 metros.
En la Figura 3.3 esta´n representadas como c´ırculos negros las varianzas
muestrales de las observaciones para cada baliza en funcio´n de la distancia.
La varianza muestral es la desviacio´n t´ıpica al cuadrado, por lo que se ven
acentuados los puntos donde hab´ıa una desviacio´n t´ıpica alta. Estos picos de
varianza elevada los podemos localizar en las gra´ficas de las balizas 4, 5 y 6.
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Figura 3.3: Varianza de la potencia recibida en funcio´n de la distancia
Todos estos picos de varianza elevada y las irregularidades en la ca´ıda de la
potencia con la distancia van a suponer una dificultad a la hora de estimar la
posicio´n del terminal, pues dan lugar a que una determinada potencia pueda
corresponder a diferentes distancias y, por lo tanto, a distintas posiciones.
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3.3.3. Histogramas de las observaciones
Para buscar las modas estad´ısticas de las observaciones de potencia o, lo
que es lo mismo, los valores de potencia recibida que aparecen con mayor
frecuencia para una misma distancia, se van a mostrar a continuacio´n los
histogramas de potencia recibida por el terminal para la sen˜al de cada baliza.
Se incluye un histograma diferente para cada distancia entre la baliza y el
nodo objetivo (esta distancia se indica en metros en el t´ıtulo de cada gra´fica
en las Figuras 3.4 a 3.9).
Cada histograma muestra el numero de ocurrencias (en el eje de
ordenadas) de la observacio´n de una potencia recibida (en el eje de abscisas).
No´tese que cada histograma tiene un rango de potencias en el eje de abscisas
distinto para que sea posible apreciar la forma de la distribucio´n.
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Figura 3.4: Histogramas de las observaciones para la baliza 1
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Figura 3.5: Histogramas de las observaciones para la baliza 2
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Figura 3.6: Histogramas de las observaciones para la baliza 3
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Figura 3.7: Histogramas de las observaciones para la baliza 4
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Figura 3.8: Histogramas de las observaciones para la baliza 5
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Figura 3.9: Histogramas de las observaciones para la baliza 6
En tabla 3.2 se muestra, para cada baliza, el nu´mero total de
observaciones (sumando las de todas las distancias) y los histogramas con
menor y mayor nu´mero de mediciones, donde Ntot es el numero total de
observaciones, dmin y Nmin son la distancia con menos observaciones y
el nu´mero mı´nimo de observaciones, respectivamente, y dmax y Nmax son
la distancia con mayor nu´mero de observaciones y el nu´mero ma´ximo de
observaciones.
Baliza Ntot dmin[m] Nmin dmax[m] Nmax
1 30.093 8,25 1.191 6,00 3.091
2 29.795 10,77 1.459 4,47 3.210
3 31.341 8,94 1.411 4,00 3.297
4 29.605 8,00 1330 2,00 3.180
5 27.920 3,00 1502 5,00 6.050
6 30.158 6,71 1.589 5,00 6.274
Tabla 3.2: Mı´nimo y ma´ximo nu´mero de observaciones por baliza.
Globalmente, la distancia con menos observaciones es la de 8,25 m para la
baliza 1, con 1.191 observaciones, y la distancia que cuenta con mayor nu´mero
de observaciones es la de 5 m para la baliza 6, con 6.274 observaciones. La
baliza con mayor nu´mero de mediciones en total es la baliza 3, con 31.341
observaciones, siendo la baliza 5 la que cuenta con menos, con so´lo 27.920
observaciones.
Se puede observar en los histogramas anteriores que en muchos casos
existe ma´s de una moda. Esto se debe a la dependencia de la sen˜al con el
entorno, que da lugar a que se produzcan multitrayectos o efectos de sombra.
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Este efecto se puede ver claramente, por ejemplo, en el histograma para
distancia de 4 metros de la baliza 4 (correspondiente a una de las distancias
con gran varianza), donde existen dos modas, una en -66 dB y otra en -80 dB,
dos niveles de potencia bastante diferentes responsables de esa alta varianza.
En los histogramas de la baliza 6 se puede ver el caso de una misma
potencia que es una moda para varias distancias, por ejemplo, la potencia
de -47 dB es una moda para las distancias de 3,6 m y 6,4 m. Esto da lugar
a una incertidumbre a la hora de asignar una distancia a esas potencias,
dificultando la labor de localizacio´n.
3.4. Estudio de los datos de prueba
Debido a la falta de informacio´n en los datos de entrenamiento para
distancias cortas, se van a mostrar, en las Figuras 3.10 y 3.11, las
observaciones experimentales de la potencia recibida por el nodo objetivo
de la sen˜al de cada baliza durante el transcurso de las dos trayectorias de
prueba.
En las figuras esta´n representadas las observaciones de cada baliza en un
color diferente, mostra´ndose el valor de potencia en el eje de ordenadas y su
evolucio´n en el tiempo en el eje de abscisas.
Se puede ver como, para cada baliza, la potencia crece paulatinamente,
llegando a un ma´ximo, y despue´s decrece. Esto se debe a que las trayectorias
pasan muy cerca de las balizas, lo que conlleva un ma´ximo de potencia a su
paso por e´stas. Por ejemplo, en la segunda trayectoria, se puede ver con los
ma´ximos de potencia que el nodo comienza muy cerca del la baliza 1, se va
acercando a la baliza 2 para luego girar hacia la baliza 6, siguiendo hasta la
baliza 4, donde gira hacia la baliza 3, y cuando llega a e´sta gira para acercarse
hacia la baliza 5, girando otra vez antes de llegar a e´sta para acerca´ndose de
nuevo a la baliza 6.
En estas figuras parece que existe una saturacio´n en la potencia ma´xima
que alcanzan las sen˜ales. Este efecto en realidad se debe a que el terminal
mo´vil se encuentra sobre una mesa-carrito con ruedas y el cambio de direccio´n
no es instanta´neo, sino que se tardan unos pocos segundos en girar el carrito,
tiempo en el que el terminal permanece casi en la misma posicio´n y por lo
tanto mantenie´ndose, aproximadamente, el nivel de sen˜al.
Se observa en las figuras que el nivel de sen˜al recibido a cortas distancias
es muy diferente para cada baliza, alcanzando un valor similar para las
balizas 2, 3 y 6, mayor que para el resto. En la Tabla 3.3 se recoge de forma
aproximada el nivel ma´ximo de las sen˜ales de cada baliza. Cabe considerar
que las trayectorias no pasan tan cerca de la baliza 5 como del resto de las
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balizas, queda´ndose el terminal a 1 metro de e´sta, por lo que la potencia
ma´xima que pueda alcanzarse sera´ mayor que la mostrada.
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Figura 3.10: Potencias recibidas durante la trayectoria 1 para cada baliza.
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Figura 3.11: Potencias recibidas durante la trayectoria 2 para cada baliza.
Baliza 1 2 3 4 5 6
Pr,max[dB] -39 -29 -26 -53 -55 -28
Tabla 3.3: Potencia ma´xima para cada baliza
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3.5. Conclusiones
Gracias al estudio de los datos experimentales se ha podido llegar
a algunas conclusiones importantes sobre el comportamiento de las
observaciones de potencia recibida en funcio´n de la distancia entre el terminal
que se quiere localizar y los nodos baliza que transmiten la sen˜al.
Se ha visto en este cap´ıtulo que los niveles de potencia recibida son muy
diferente para cada baliza, alcanzando un nivel mucho ma´s alto en unos casos
respecto a otros.
Tambie´n se ha observado que para algunas distancias se tienen
observaciones con una varianza mucho ma´s alta que para otras.
A su vez se ha detectado que existe multimodalidad en las observaciones
de potencia para una misma distancia.
Tanto las altas varianzas como la existencia de mu´ltiples modas van a
suponer un problema a la hora de decidir a que´ distancia corresponde una
potencia dada, lo cual va a dificultar la labor de localizacio´n.
Por u´ltimo, tambie´n se ha visto que existe un desconocimiento del
comportamiento de los sensores a corta distancia por faltar esta informacio´n
en los datos de modelizacio´n.
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Cap´ıtulo 4
Modelos nume´ricos
Se puede estimar la posicio´n de un nodo en una red de sensores en
la que existe una serie de nodos baliza que transmiten sen˜ales mediante
mediciones de potencia recibida por el nodo objetivo, porque e´stas dependen
de la distancia. Sin embargo, existe incertidumbre tanto en la forma de esta
dependencia como en las propias mediciones debido al ruido observacional.
En este cap´ıtulo, para afrontar el problema de localizacio´n de un nodo
mo´vil en una red de sensores a partir de mediciones de potencia de sen˜ales
enviadas por nodos baliza, se van a caracterizar tanto el comportamiento
dina´mico del nodo objetivo como la forma de las observaciones de potencia
en funcio´n de la distancia a las balizas. Para ello se va a considerar un modelo
dina´mico que represente el movimiento del nodo y se van a representar las
observaciones experimentales mediante distintos me´todos.
En primer lugar se van a ver las ecuaciones que describen el estado del
nodo objetivo (su posicio´n y su velocidad en cada instante) y la relacio´n de
este estado con las observaciones de potencia. A continuacio´n, se explicara´ el
modelo de movimiento del nodo y, posteriormente, se detallara´ el modelo de
observaciones. Profundizando en el modelado de la observaciones en funcio´n
de la distancia, se ajustaran e´stas a un modelo de propagacio´n log-normal
cla´sico y a modelos polino´micos de diferentes grados. Adema´s, se hara´ un
modelado de la varianza de las observaciones en funcio´n de la distancia.
4.1. Definicio´n de las ecuaciones del sistema
La mayor´ıa de las aplicaciones de navegacio´n y seguimiento tienen en
comu´n el uso de modelos de movimiento y de observacio´n que pueden
ser utilizados en varios tipos de algoritmos, con los cuales se realiza la
localizacio´n.
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Vamos a considerar sistemas que se pueden caracterizar mediante modelos
dina´micos aleatorios en formato de espacio de estados [1]. Estos modelos se
pueden representar por las ecuaciones en diferencias
xt = f (xt−1) + ut, (4.1)
yt = h (xt) + nt, (4.2)
que son conocidas, respectivamente, como ecuacio´n de estado y ecuacio´n de
observacio´n, donde
xt es el vector de estado del sistema;
ut es el vector de ruido del proceso;
yt es el vector de observaciones;
nt es el vector de ruido de observacio´n.
La ecuacio´n de estado relaciona el estado actual del sistema, xt, con el
estado en el instante anterior, xt−1 (no´tese que el modelo es, por tanto,
markoviano). El ruido del proceso, ut, representa el factor aleatorio del estado
dentro de la ecuacio´n en diferencias.
La ecuacio´n de observacio´n relaciona las observaciones del sistema, yt,
con el estado del mismo, xt, donde el ruido de observacio´n, nt, representa la
aleatoriedad de las observaciones.
En los siguiente apartados se desarrollara´n estas ecuaciones, aplica´ndolas
al sistema de localizacio´n del nodo objetivo en la red de sensores.
4.2. Modelo de movimiento
Para definir la ecuacio´n de estado de un sistema dina´mico, es comu´n
modelar el movimiento de un objetivo como un proceso estoca´stico de Markov
en tiempo discreto.
Se parte de las siguientes ecuaciones en diferencias [2]
r1,t = r1,t−1 + Ttv1,t−1 +
(
T 2t /2
)
z1,t, (4.3)
r2,t = r2,t−1 + Ttv2,t−1 +
(
T 2t /2
)
z2,t, (4.4)
v1,t = v1,t−1 + Ttv1,t−1 + Ttz1,t, (4.5)
v2,t = v2,t−1 + Ttv2,t−1 + Ttz2,t, (4.6)
donde
t ∈ N;
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r1,t y r2,t son las coordenadas de la posicio´n del nodo mo´vil en cada eje
del plano en el instante t;
v1,t y v2,t indican la velocidad del nodo en la direccio´n de cada eje del
plano en el instante t;
Tt es la diferencia de tiempo entre el instante t y el instante t− 1;
z1,t y z2,t son variables aleatorias independientes que representan la
aleatoriedad del movimiento en cada eje de coordenadas, siguiendo una
distribucio´n normal de media cero y varianza σ2z : zi,t ∼ N(0, σ
2
z) para
i = 1, 2.
Estas ecuaciones en diferencias se pueden escribir de forma matricial con
la siguiente expresio´n:
r1,t
r2,t
v1,t
v2,t

︸ ︷︷ ︸
xt
=

1 0 Tt 0
0 1 0 Tt
0 0 1 0
0 0 0 1

︸ ︷︷ ︸
At

r1,t−1
r2,t−1
v1,t−1
v2,t−1

︸ ︷︷ ︸
xt−1
+

T 2
t
2
z1,t
T 2
t
2
z2,t
Ttz1,t
Ttz2,t

︸ ︷︷ ︸
ut
. (4.7)
De esta manera, se llega finalmente a la ecuacio´n de estado lineal
xt = Atxt−1 + ut. (4.8)
No´tese que en esta ecuacio´n de movimiento se define el vector de estado
xt = [x1,t, x2,t, x3,t, x4,t]
T (4 × 1), compuesto por el vector de posicio´n
rt = [r1,t, r2,t]
T (2 × 1) y el vector de velocidad vt = [v1,t, v2,t]
T (2 × 1),
i.e.,
xt =
[
rt
vt
]
. (4.9)
Por comodidad, se usara´ tambie´n la siguiente notacio´n alternativa para las
variables de estado:
rt =
[
r1,t r2,t
]T
=
[
x1,t x2,t
]T
, (4.10)
vt =
[
v1,t v2,t
]T
=
[
x3,t x4,t
]T
. (4.11)
A su vez, At es una matriz 4 × 4 que relaciona de forma lineal el estado
actual y el anterior,
At =

1 0 Tt 0
0 1 0 Tt
0 0 1 0
0 0 0 1
 . (4.12)
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Por u´ltimo, queda por definir el vector de ruido del proceso ut (4 × 1),
que representa los efectos de aceleraciones desconocidas,
ut =

T 2
t
2
z1,t
T 2
t
2
z2,t
Ttz1,t
Ttz2,t
 =
[
T 2
t
2
I
TtI
] [
z1,t
z2,t
]
, (4.13)
donde I es una matriz identidad 2× 2.
En relacio´n con la ecuacio´n de estado (4.1), la matriz At es una
particularizacio´n lineal de la funcio´n general f(xt−1), i.e.,
xt = f(xt−1) + ut = Atxt−1 + ut.
4.3. Modelo de observacio´n
4.3.1. Ecuacio´n de observacio´n
Las observaciones de potencia recibida en funcio´n del estado del nodo
objetivo en el instante t ∈ N siguen una relacio´n que queda definida por la
ecuacio´n de observacio´n yt = h(xt) + nt.
Como se ha visto en la descripcio´n del modelo de movimiento, en este caso
particular el estado del nodo se define como un vector 4 × 1 xt compuesto
por un vector 2× 1 de posicio´n rt y de otro vector 2× 1 de velocidad vt.
Las observaciones del sistema estudiado son mediciones de potencia
recibida por el nodo objetivo de las sen˜ales que transmiten los nodos baliza.
El vector de observaciones tiene una componente por cada baliza activa en
el instante t, pues no en todos los instantes se recibe una trama de todas las
balizas. Por lo tanto, si el nu´mero de balizas activas es Nt, el vector tiene
dimensiones Nt×1, siendo el nu´mero ma´ximo de balizas N = 6. En concreto,
se obtiene
yt =
[
y1,t y2,t ... yNt,t
]T
. (4.14)
El vector de ruido de observacio´n, que representa la aleatoriedad de las
mediciones, tambie´n es un vector Nt × 1,
nt =
[
n1,t n2,t ... nNt,t
]T
. (4.15)
Cada componente del vector de ruido de observacio´n es una variable aleatoria
(supuestas independientes) que sigue una distribucio´n de probabilidad
normal de media cero y varianza σ2n,i(di,t) dependiente de la distancia entre
la baliza i y el objetivo a localizar, ni,t ∼ N(0, σ
2
n,i(di,t)).
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La funcio´n que relaciona las observaciones con el estado es una aplicacio´n
no lineal ht : R
4 → RNt ,
ht(xt) =
[
h1(xt) h2(xt) ... hNt(xt)
]T
, (4.16)
de modo que se puede reescribir la ecuacio´n de observacio´n como
y1,t
y2,t
...
yNt,t
 =

h1(xt)
h2(xt)
...
hNt(xt)
+

n1,t
n2,t
...
nNt,t
 . (4.17)
Las funciones hi(xt), donde i indica el nu´mero de baliza a la que
corresponde la observacio´n yi,t, van a modelarse a partir de las observaciones
experimentales estudiadas en el Cap´ıtulo 3. Se van a usar dos aproximaciones
para este modelado, en primer lugar se va a hacer una aproximacio´n log-
normal, obteniendo las funciones hlogi (xt), y en segundo lugar, se utilizara´ una
aproximacio´n polino´mica utilizando polinomios de grado m, obteniendo en
este caso las funciones hpol,mi (xt):
Estos modelos relacionan potencia recibida con la distancia entre el
objetivo y la baliza. Para obtener su relacio´n con el estado xt, so´lo hay
que expresar la distancia entre la baliza i y el nodo objetivo en funcio´n de la
posicio´n del nodo rt en el instante t y de la posicio´n fija de la baliza si, en
concreto
di,t = ||rt − si|| =
√
(r1,t − si,1)2 + (r2,t − si,2)2, (4.18)
donde se define el vector si que representa las coordenadas de la baliza i,
como
si =
[
si,1 si,2
]T
. (4.19)
A continuacio´n se van a obtener los diferentes modelos de observacio´n a
partir de las muestras experimentales. Tambie´n se realizara´ un modelado de
la varianza de las observaciones en funcio´n de la distancia.
4.3.2. Modelo logar´ıtmico
Se va a utilizar un modelo log-normal para aproximar los datos de
potencia recibida frente a la distancia. E´ste es un modelo cla´sico de
propagacio´n en espacio libre, donde la potencia decae proporcionalmente a
la inversa de la distancia al cuadrado (d−2) [3].
En primer lugar se van a definir las caracter´ısticas del modelo y sus
para´metros, para despue´s ajustar estos para´metros usando las observaciones
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experimentales de cada baliza, de forma que se minimice el error de
aproximacio´n. Finalmente se representara´n las curvas de potencia de los
modelos obtenidos y se calculara´ el error de aproximacio´n resultante en cada
caso.
Definicio´n del modelo
El modelo logar´ıtmico de propagacio´n relaciona la potencia recibida con
la distancia de la siguiente manera:
hlog(d) = 10 log10
(
P0
dγ
)
(4.20)
siendo
P0 la potencia a distancia cero,
d la distancia y
γ el factor de atenuacio´n de la potencia.
Al desconocerse la potencia a distancia cero, se puede utilizar una
distancia de referencia d0, resultando
hlog(d) = 10 log10
(
P0
dγ
)
= 10 log10
(
P0
dγ
·
dγ0
dγ0
)
= 10 log10
(
P0
dγ0
)
︸ ︷︷ ︸
L0
+10 log10
(
dγ0
dγ
) (4.21)
siendo L0 la potencia recibida a una distancia d0. Por lo tanto, el modelo
logar´ıtmico queda definido por la ecuacio´n
hlog(d) = L0 + 10γ log10
(
d0
d
)
. (4.22)
El modelo logar´ıtmico se caracteriza por los para´metros d0, L0, γ. El
para´metro d0 puede ser elegido como una distancia de observacio´n cualquiera
y, a partir de e´ste, se obtienen los para´metros L0 y γ de forma que se minimice
el error de aproximacio´n a las observaciones, como se describe a continuacio´n.
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Ca´lculo de los para´metros del modelo
Para poder ajustar un modelo logar´ıtmico a las observaciones
experimentales, se van a calcular los para´metros L̂0 y γ̂ que minimizan el
error de aproximacio´n cuadra´tico
J(L0, γ) =
l∑
i=1
(
yi − h
log(di)
)2
=
l∑
i=1
(
yi − L0 − 10γ log10
(
d0
d
))2
, (4.23)
i.e., se calculan L̂0 y γ̂ como(
L̂0, γ̂
)
= argmı´n
L0,γ
J(L0, γ). (4.24)
donde yi es la observacio´n experimental correspondiente a la distancia entre
la baliza y el objetivo di y l es el nu´mero de observaciones.
Para obtener los para´metros que minimizan este error, las derivadas
parciales de la funcio´n de error J(L0, γ) respecto a los para´metros deben
ser iguales a cero.
Derivando primero la funcio´n de error respecto a L̂0 e igualando a cero,
se puede despejar el primer para´metro del modelo, i.e.,
∂J
∂L̂0
=
l∑
i=1
2
(
yi − L̂0 − 10γ̂ log10
(
d0
di
))
· (−1) = 0 (4.25)
que implica
L̂0 =
1
l
l∑
i=1
(yi)− γ̂
1
l
l∑
i=1
(
10 log10
(
d0
di
))
. (4.26)
Derivando ahora la funcio´n de error respecto a γ e igualando a cero
∂J
∂γ̂
=
l∑
i=1
(
2
(
yi − L̂0 − 10γ log10
(
d0
di
))
·
(
10 log10
(
d0
di
)))
= 0 (4.27)
se obtiene
l∑
i=1
yi10 log10
(
d0
di
)
− L̂0
l∑
j=1
10 log10
(
d0
dj
)
− γ
l∑
k=1
(
10 log10
(
d0
dk
))2
= 0
y sustituyendo L̂0 en esta ecuacio´n por la expresio´n obtenida y despejando
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γ̂, se obtiene el segundo para´metro del modelo,
γ̂ =
1
l
l∑
i=1
yi
l∑
j=1
10 log10
(
d0
dj
)
−
l∑
k=1
yk10 log10
(
d0
dk
)
1
l
(
l∑
i=1
10 log10
(
d0
di
))2
−
l∑
j=1
(
10 log10
(
d0
dj
))2 . (4.28)
Curvas de ajuste
Aplicando las ecuaciones de los para´metros del modelo logar´ıtmico a las
observaciones experimentales de cada baliza se han obtenido los para´metros
que se muestran en la Tabla 4.1.
Baliza d0[m] L̂0[dB] γ̂
1 2 -56,09 1,88
2 2 -43,88 1,92
3 2 -45,04 2,09
4 2 -61,78 1,83
5 1 -53,99 1,64
6 1 -35,41 2,28
Tabla 4.1: Para´metros experimentales del modelo de observacio´n logar´ıtmico.
Aplicando la expresio´n del modelo logar´ıtmico (4.22) y utilizando los
para´metros experimentales para un rango de distancias entre 0 y 12 metros,
se obtienen las curvas de ajuste que relacionan la potencia recibida con la
distancia al objetivo para las observaciones de cada baliza. Estas curvas
se muestran en la Figura 4.1, en una gra´fica para cada baliza, donde las
observaciones experimentales se muestran como puntos negros y las curvas
de ajuste se muestran en l´ınea continua azul.
Se puede observar como las curvas de ajuste de los modelos pasan por
encima de las nubes de puntos de las observaciones, adapta´ndose a los
diferentes niveles de potencia de las balizas. Se ve que, en este modelo, donde
ma´s ra´pido decae la potencia de la sen˜al con la distancia es para distancias
menores a 1 metro. Al no haber observaciones a distancias ma´s cortas de 1 o
2 metros, el ajuste en este rango de distancias no necesariamente va a reflejar
fielmente el comportamiento real de las sen˜ales.
Para conocer si el ajuste del modelo a las observaciones experimentales
es bueno, se ha calculado el error de aproximacio´n medio (la media del valor
4.3. MODELO DE OBSERVACIO´N 33
absoluto de la diferencia entre cada observacio´n a una distancia d, con el
valor del modelo para esa misma distancia), mostra´ndose en la Tabla 4.2.
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Figura 4.1: Curvas de ajuste del modelo logar´ıtmico
Baliza 1 Baliza 2 Baliza 3 Baliza 4 Baliza 5 Baliza 6
20,798 8,455 22,437 14,554 7,438 11,111
Tabla 4.2: Error de aproximacio´n medio de los modelos logar´ıtmicos en
metros.
34 CAPI´TULO 4. MODELOS NUME´RICOS
Se aprecia en estos datos que el error de aproximacio´n var´ıa mucho entre
distintas balizas, siendo el error mı´nimo para el ajuste de las observaciones
el de la baliza 5 y el ma´ximo el de las observaciones de la baliza 3. El alto
error de la baliza 3 se debe principalmente a las observaciones experimentales
para la distancia de 8,94 metros, cuyos valores quedan bastante por debajo
del valor de potencia del modelo, pues como se vio al analizar las medias
muestrales, en esa distancia hab´ıa una brusca ca´ıda de potencia en las balizas
1 y 3 (precisamente siendo el error de la baliza 1 el segundo mayor).
4.3.3. Modelos Polino´micos
En este apartado se va a utilizar un modelo polino´mico para aproximar
las observaciones experimentales, debido a la mayor capacidad de adaptacio´n
a los datos que tienen estos modelos respecto al modelo logar´ıtmico,
pudie´ndose modificar el nivel de adaptacio´n simplemente cambiando el grado
del polinomio.
Como se hecho para el modelo logar´ıtmico, se comenzara´ definiendo las
caracter´ısticas del modelo y sus para´metros, para despue´s calcular estos
para´metros a partir de las observaciones experimentales utilizando diferentes
grados para el polinomio. Por u´ltimo se representara´n las curvas de potencia
de los modelos obtenidos para las observaciones experimentales de cada baliza
y se calculara´ el error de aproximacio´n de cada modelo.
Definicio´n del modelo
Un modelo polino´mico que relacione la potencia recibida con la distancia
al transmisor seguira´ una ecuacio´n del tipo
hpol,m(d) =
m∑
k=0
(
akd
k
)
= a0 + a1d+ a2d
2 + ...+ amd
m, (4.29)
siendo
a0, a1, a2, ..., am los para´metros del modelo,
m el grado del polinomio y
d la distancia.
Se van a calcular a continuacio´n los para´metros del modelo polino´mico
de forma que se minimice el error de aproximacio´n a las observaciones
experimentales.
4.3. MODELO DE OBSERVACIO´N 35
Ca´lculo de los para´metros del modelo
Se van a calcular los para´metros â0, â1, â2, ..., âm que minimizan la funcio´n
cuadra´tica de error de aproximacio´n
J(a0, a1, a2, ..., am) =
D∑
i=1
Ki∑
j=1
|hpol,m(di)− y
(j)
i |
2, (4.30)
i.e., se van a seleccionar
(â0, â1, â2, ..., âm) = arg mı´n
a0,...,am
J(a0, a1, a2, ..., am), (4.31)
donde D es el nu´mero de distancias distintas (correspondientes a las
diferentes posiciones del nodo objetivo en el escenario experimental), Ki es
el nu´mero de observaciones existentes para cada una de esas distancias, di
son las diferentes distancias e y
(j)
i son cada una de las observaciones para la
distancia di.
Se obtiene el mı´nimo error de aproximacio´n igualando a cero las derivadas
parciales de la funcio´n de error respecto a cada uno de los para´metros. El
sistema de ecuaciones que se tiene que resolver es
∂J
∂â0
=
∂
∂â0
[
D∑
i=1
Ki∑
j=1
(
â0 + â1di + â2d
2
i + ... + âmd
m − y
(j)
i
)2
]
=
D∑
i=1
Ki∑
j=1
2
(
â0 + â1di + â2d
2
i + ...+ âmd
m − y
(j)
i
)
= 0, (4.32)
∂J
∂â1
=
D∑
i=1
Ki∑
j=1
2
(
â0 + â1di + â2d
2
i + ...+ âmd
m − y
(j)
i
)
di = 0, (4.33)
∂J
∂â2
=
D∑
i=1
Ki∑
j=1
2
(
â0 + â1di + â2d
2
i + ...+ âmd
m − y
(j)
i
)
d2i = 0, (4.34)
...
∂J
∂âm
=
D∑
i=1
Ki∑
j=1
2
(
â0 + â1di + â2d
2
i + ...+ âmd
m − y
(j)
i
)
dmi = 0. (4.35)
Para simplificar la notacio´n, se van a expresan las ecuaciones en formato
vectorial. Para ello se definen los vectores
a = [a0 a1 a2 ... am]
T , (4.36)
di = [1 di d
2
i ... d
m
i ]
T , (4.37)
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de forma que la funcio´n de error se reduce a
J(a) =
D∑
i=1
Ki∑
j=1
(
aTdi − y
(j)
i
)2
=
D∑
i=1
Ki∑
j=1
(
aTdid
T
i a− a
Tdiy
(j)
i − y
(j)
i a
Tdi + y
(j)2
i
)
. (4.38)
La matriz de derivadas parciales de la funcio´n de error respecto a los
para´metros se escribe ahora como
∇âJ(â) =
D∑
i=1
Ki∑
j=1
(
2did
T
i â− 2diy
(j)
i
)
, (4.39)
y resolviendo ∇âJ(â) = 0 se obtiene
â =
(
D∑
i=1
Kidid
T
i
)
−1( D∑
i=1
Ki∑
j=1
diy
(j)
i
)
. (4.40)
Curvas de ajuste
Aplicando la ecuacio´n de los para´metros del modelo polino´mico de la
ecuacio´n (4.40) a las observaciones experimentales de cada baliza, se han
obtenido los para´metros para polinomios de grado 1 hasta grado 5, pues
para modelos de mayor grado empiezan a presentarse problemas nume´ricos
cuando se invierten las matrices
∑D
i=1 did
T
i .
Utilizando la expresio´n del modelo polino´mico (4.29) utilizando los
para´metros experimentales para un rango de distancias entre 0 y 12 metros,
se obtienen las curvas de ajuste que relacionan la potencia recibida con la
distancia al objetivo para las observaciones de cada baliza. Estas curvas
se muestran en la Figura 4.2 en una gra´fica para cada baliza, donde las
observaciones experimentales se muestran como puntos negros y las curvas
de ajuste de los modelos polino´micos de diferentes grados se muestran en
l´ınea continua de diferentes colores (azul para grado 1, verde para grado 2,
rojo para grado 3, cian para grado 4 y morado para grado 5).
Se puede observar que para distancias fuera del rango de distancias en
las que existen observaciones, en muchos casos los modelos suelen tender
hacia potencias altas o bajas, aumenta´ndose este efecto al incrementar el
grado del polinomio. Para distancias mayores que la distancia ma´xima, este
comportamiento no va a importar demasiado, porque son zonas fuera del
escenario experimental. Para distancias menores a la mı´nima observada, este
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efecto s´ı que va a ser importante, porque caracteriza a la potencia recibida
a distancias cercanas a las balizas. Por ejemplo, para las observaciones de la
baliza 1, con un modelo polino´mico de orden 4 se tiene el efecto de que a
cortas distancias se modela una potencia recibida menor que a la distancia
mı´nima de observacio´n, algo que no tiene sentido f´ısico. Lo mismo pasa con
este modelo para la baliza 6 y con el modelo de grado 5 para las balizas 4 y
5.
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Figura 4.2: Curvas de ajuste de los modelos polino´micos
El error de aproximacio´n de los modelos polino´micos de distintos grados
para cada una de las balizas se muestra en la Tabla 4.3.
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Orden Baliza 1 Baliza 2 Baliza 3 Baliza 4 Baliza 5 Baliza 6
1 19,436 10,301 25,131 16,971 6,843 11,420
2 19,434 8,810 20,467 15,328 6,750 10,954
3 19,434 8,513 19,686 12,895 6,741 9,399
4 19,144 7,237 19,064 12,204 6,735 8,356
5 15,578 7,219 18,498 11,876 6,712 7,554
Tabla 4.3: Error de aproximacio´n medio de los modelos polino´micos en
metros.
Observando estos datos se puede ver que al aumentar el grado del
polinomio el error disminuye en todos los casos, pues los modelos tienen
mayor capacidad de adaptacio´n.
Comparando estos errores con los cometidos con el modelo logar´ıtmico,
vemos que ya con un modelo polino´mico de orden 2 se mejora la aproximacio´n
logar´ıtmica para casi todas las balizas, siendo a partir de un orden 4 cuando
se mejora todos los casos.
Hay que tener en cuenta que aunque el error de aproximacio´n sea cada vez
menor, se corre el riesgo de sobreajustar a los datos, perdie´ndose generalidad
en el modelo.
4.3.4. Interpolacio´n de la varianza de observacio´n
Como se ha visto en la ecuacio´n de observacio´n, cada componente del
vector de ruido de observacio´n es una variable aleatoria que sigue una
distribucio´n de probabilidad normal de media cero y varianza σ2n,i(di,t)
dependiente de la distancia de la observacio´n i.
Esta varianza para los modelos de observacio´n se va a obtener
interpolando la varianza emp´ırica de las observaciones de cada distancia
disponible, para cada baliza, para poder tener una relacio´n continua de la
varianza con la distancia.
Se va a utilizar la varianza calculada respecto a la media muestral de las
observaciones, en lugar de hacerlo respecto al valor de potencia marcado por
los modelos obtenidos en la seccio´n anterior, puesto que en este segundo caso
las varianzas resultantes son en muchos casos demasiado elevadas, resultando
poco u´tiles para utilizarlas con los algoritmos de seguimiento.
Se va a realizar concretamente una interpolacio´n polino´mica por splines
cu´bicos [4], un tipo de interpolacio´n polino´mica segmentaria que proporciona
una suavizacio´n de la funcio´n.
Por la falta de informacio´n de los modelos a distancias menores de un
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metro o dos metros, segu´n el caso, se va a fijar una varianza σ20 = 2
para distancia cero, para tener un valor de referencia en la interpolacio´n.
Adema´s se fija una varianza mı´nima σ2min = 0, 1, para contar siempre con
una varianza lo suficientemente alta que permita el correcto funcionamiento
de los algoritmos de seguimiento.
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Figura 4.3: Interpolacio´n de las varianzas
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En la Figura 4.3 se muestran la interpolacio´n de las varianzas muestrales
de cada uno de las balizas con las restricciones antes mencionadas. Se
representa la varianza muestral de las observaciones para cada distancia como
c´ırculos negros y la interpolacio´n por splines con una l´ınea continua de color
rojo.
Se puede observar que con la interpolacio´n por splines se suavizan los
picos de varianza elevada. Por ejemplo, para las observaciones de la baliza
5, en 6,4 metros el pico de varianza pasa de valer 42 sin interpolar a 19 con
interpolacio´n por splines.
4.4. Conclusiones
En este cap´ıtulo se ha caracterizado el comportamiento dina´mico del nodo
objetivo y se ha modelado el comportamiento de las observaciones de potencia
en funcio´n de la distancia a las balizas.
Se ha visto que el modelo dina´mico del sistema viene definido por la
ecuacio´n de estado que relaciona el estado actual del sistema (su posicio´n y
su velocidad en cada instante) con el estado en el instante anterior, y que el
ruido del proceso representa los efectos de aceleraciones desconocidas.
Tambie´n se ha explicado co´mo relaciona la ecuacio´n de observacio´n las
observaciones de potencia recibida por el nodo objetivo con el estado del
mismo. Se han calculado varios modelos para la ecuacio´n de observacio´n y se
ha interpolado la varianza muestral de las observaciones para utilizarla con
el modelo.
Se ha utilizado primero un modelo log-normal para aproximar los datos
de potencia recibida frente a la distancia, por ser un modelo cla´sico de
propagacio´n en espacio libre [3]. En este modelo, donde ma´s ra´pido decae
la potencia de la sen˜al con la distancia es para distancia menores a 1
metro, rango para el cual no hay observaciones, por lo que los modelos
no necesariamente reflejan fielmente la potencia recibida en este tramo de
distancia.
En segundo lugar se ha utilizado un modelo polino´mico por su capacidad
de adaptacio´n a los datos. Se han probado varios grados para el polinomio
de aproximacio´n, obtenie´ndose diferentes modelos. Se ha visto que para
distancias fuera del rango de distancias en las que existen observaciones, los
modelos suelen tender hacia potencias altas o bajas, aumenta´ndose este efecto
al incrementar el grado del polinomio. Para distancias menores a la mı´nima,
este efecto es importante porque se puede modelar una potencia recibida a
cortas distancias menor que a la distancia mı´nima de observacio´n, algo que
no tiene sentido f´ısico. Se ha comprobado adema´s que al aumentar el grado
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del polinomio el error de aproximacio´n disminuye, pero se corre el riesgo de
sobreajustar a los datos, perdie´ndose generalidad en el modelo. Comparando
los dos tipos de modelos, se ha observado que un modelo polino´mico de orden
2 aproxima mejor los datos de casi todos los sensores y que con uno de orden
4 se comete un error menor que con modelo logar´ıtmico en todos los casos.
Finalmente, respecto a la interpolacio´n de la varianza del modelo de
observacio´n para cada baliza en funcio´n de la distancia, se ha utilizado la
varianza respecto a la media muestral, por tener unos valores ma´s razonables
que la varianza respecto a los modelos y se ha realizado una interpolacio´n
polino´mica por splines cu´bicos que suaviza las varianzas altas.
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Cap´ıtulo 5
Algoritmos de localizacio´n y
navegacio´n
Para localizar y seguir la posicio´n de un nodo en una red de sensores
se utilizan algoritmos que estiman el estado del sistema a partir de las
observaciones disponibles.
En este cap´ıtulo se van estudiar dos algoritmos de filtrado para estimar
la posicio´n y la velocidad de un nodo objetivo a partir de observaciones de
potencia: el filtro de Kalman en su versio´n extendida y un filtro de part´ıculas.
Estos filtros utilizan las ecuaciones de estado y de observacio´n que
gobiernan el sistema, vistas en el Cap´ıtulo 4,
xt = f(xt−1) + ut, (5.1)
yt = h(xt) + nt, (5.2)
para estimar la posicio´n del nodo.
De forma general, los filtros estiman el estado xt de un proceso que cambia
con el tiempo a partir de las observaciones yt. Los te´rminos ut y nt son
vectores aleatorios que representan, respectivamente, el ruido del proceso y
el ruido de la observacio´n.
En primer lugar, se van a desarrollar los algoritmos de localizacio´n y
seguimiento que van a utilizarse, el filtro de Kalman extendido y el filtro
de part´ıculas, hacie´ndose una introduccio´n a cada uno de estos filtros
y detallando los pasos que siguen para estimar el estado del sistema.
A continuacio´n se vera´n dos ejemplos simples del uso de los algoritmos.
Finalmente se adaptara´n las ecuaciones de estado y de observacio´n espec´ıficas
del problema de localizacio´n planteado, realiza´ndose una linealizacio´n de
los modelos de observacio´n para poder utilizarse con el filtro de Kalman
extendido.
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5.1. Filtro de Kalman Extendido
5.1.1. Introduccio´n al Filtro de Kalman
El filtro de Kalman, o KF (Kalman Filter), es una solucio´n recursiva al
problema de filtrado lineal de datos discretos, publicado por R.E. Kalman en
el an˜o 1960 [5]. Este filtro ha sido muy utilizado en sistemas de navegacio´n
asistida.
El Filtro de Kalman consiste en una serie de ecuaciones matema´ticas que
proporcionan una eficiente solucio´n computacional recursiva al problema de
filtrado en un sistema lineal, soportando la estimacio´n de estados pasados,
presentes y futuros, aun cuando se desconoce de manera precisa la naturaleza
del sistema modelado.
Con este algoritmo se puede afrontar el problema general de estimar el
estado de un sistema estoca´stico lineal gobernado por las ecuaciones de estado
y observacio´n
xt = Axt−1 + ut−1, (5.3)
yt = Hxt + nt, (5.4)
donde
xt ∈ R
n es el estado de un proceso discreto que cambia con el tiempo;
yt ∈ R
m son las observaciones del sistema;
A es una matriz n× n que relaciona el estado anterior con el actual;
H es una matriz m × n que relaciona el estado actual y con las
observaciones;
ut es el ruido del proceso, con distribucio´n de probabilidad normal de
media nula y matriz de covarianza Qt: p(ut) = N(ut|0,Qt);
nt es el ruido de observacio´n, con distribucio´n de probabilidad normal
de media nula y matriz de covarianza Rt: p(nt) = N(nt|0,Rt).
El problema de este tipo de filtro se tiene cuando el sistema que se quiere
estimar no es lineal, ya sea en la ecuacio´n de estado, o como es nuestro caso,
en la ecuacio´n de observacio´n.
El filtro de Kalman basado en linealizar las relaciones del sistema es
conocido como filtro de Kalman extendido o EKF (Extended Kalman Filter)
[1].
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Se puede linealizar la estimacio´n, de forma parecida a una serie de Taylor,
alrededor de la estimacio´n actual, utilizando las derivadas parciales de la
ecuaciones de estado y de observacio´n.
Partiendo de las ecuaciones del sistema no lineal (ecuaciones (5.1) y (5.2)),
se pueden aproximar los vectores de estado y observacio´n como
x˜t = f(x̂t−1), (5.5)
y˜t = h(x̂t), (5.6)
donde x̂t se conoce como la estimacio´n a posteriori del estado, a partir del
estado en el instante anterior.
As´ı, el sistema de ecuaciones que gobierna el sistema queda de la siguiente
forma:
xt ≃ x˜t + Ft(xt−1 − x˜t−1) + ut−1, (5.7)
yt ≃ y˜t +Ht(xt − x˜t) + nt. (5.8)
En las ecuaciones anteriores, Ft yHt son las matrices Jacobianas de derivadas
parciales de f y h respecto al estado estimado a priori, es decir, son una
linealizacio´n de estas funciones. Las componentes de estas matrices se pueden
definir como
Ft[i,j] =
∂f[i]
∂x[j]
(x˜t−1), (5.9)
Ht[i,j] =
∂h[i]
∂x[j]
(x˜t). (5.10)
donde Ft[i,j] y Ht[i,j] son las componentes correspondientes a la fila i y
columna j de las matrices Ft y Ht, f[i] y h[i] son las componentes i de las
funciones f y h y, finalmente, x[j] es la componente j del vector de estado.
5.1.2. Fases del algoritmo
Suponiendo una funcio´n densidad de probabilidad a priori gaussiana y
conocida para el estado inicial, x0 ∼ N(x0|x̂0,P0), el algoritmo que sigue el
filtro de Kalman extendido es el siguiente:
Actualizacio´n del tiempo (o “Prediccio´n”)
1. Ca´lculo del estado actual x̂t a priori :
x̂−t = f(x̂t−1) (5.11)
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2. Ca´lculo de la covarianza del error actual Pt a priori:
P−t = FtPt−1F
T
t +Qt−1 (5.12)
Actualizacio´n de la observacio´n (o “Correccio´n”)
1. Obtencio´n de la ganancia de Kalman Kt:
Kt = P
−
t H
T
t (HtP
−
t H
T
t +Rt)
−1 (5.13)
2. Actualizacio´n de la estimacio´n x̂t con la observacio´n yt:
x̂t = x̂
−
t +Kt(yt − h(x̂
−
t )) (5.14)
3. Actualizacio´n de la covarianza del error:
Pt = (I−KtHt)P
−
t (5.15)
5.2. Filtro de part´ıculas
5.2.1. Introduccio´n al filtro de part´ıculas
El filtro de part´ıculas (PF, Particle Filter) [6] es un me´todo para el
procesamiento secuencial de sen˜ales, basado en la teor´ıa Bayesiana, empleado
para estimar el estado de un sistema que cambia a lo largo del tiempo.
Esta te´cnica tiene muchas aplicaciones en la ciencia y en la ingenier´ıa y
es adema´s especialmente u´til para su aplicacio´n en procesos no lineales y/o
no Gaussianos.
Se trata de un me´todo secuencial de Monte Carlo cuya idea ba´sica es el
ca´lculo recursivo de distribuciones de probabilidad relevantes utilizando los
conceptos de muestreo enfatizado (importance sampling) y de aproximacio´n
de distribuciones de probabilidad a partir de muestras discretas aleatorias.
El me´todo de filtrado de part´ıculas se ha convertido en un importante
alternativa al filtro de Kalman extendido. La ventaja del filtro de part´ıculas
sobre otros me´todos es que no implica linealizaciones alrededor de las
estimaciones actuales, sino aproximaciones en la representacio´n de las
distribuciones.
El objetivo del filtro es estimar la distribucio´n del estado xt de forma
recursiva a partir de las observaciones y1:t = y1, ...,yt del sistema definido por
las ecuaciones (5.1) y (5.2), i.e., se calcula recursivamente una aproximacio´n
de p(xt|y1:t) para t = 1, 2, . . ..
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En el filtro de part´ıculas, las distribuciones se aproximan por muestras
discretas aleatorias definidas por part´ıculas o muestras x
(i)
t , y por los pesos
ω
(i)
t asociados a esas part´ıculas. Si la distribucio´n de intere´s es p(x), su
aproximacio´n es
Xt = {x
(i)
t , ω
(i)
t }
M
i=1, (5.16)
donde M es el nu´mero de part´ıculas. De esta manera, Xt aproxima a la
distribucio´n p(xt) como
p(xt) ≃ pM(xt|y1:t) =
M∑
i=1
ω
(i)
t δ(xt − x
(i)
t ). (5.17)
donde δ(.) representa la funcio´n generalizada delta de Dirac. Con esta
aproximacio´n, el ca´lculo de la esperanza E[h(xt)], que implica integraciones
complicadas, queda reducido a simples sumas,
E[h(xt)] =
∫
x
h(xt)p(xt|y1:t)dxt
≃
∫
x
h(xt)pM(xt|y1:t)dxt
=
∫
x
h(xt)(
M∑
i=1
ω
(i)
t δ(xt − x
(i)
t ))dxt
=
M∑
i=1
ω
(i)
t
∫
X
h(xt)δ(xt − x
(i)
t )dxt
=
M∑
i=1
ω
(i)
t h(x
(i)
t ),
(5.18)
donde se cumple que
M∑
i=1
ω
(i)
t = 1. (5.19)
Para obtener el filtro de part´ıculas esta´ndar (Bootstrap Filter) [7], se
puede hacer el siguiente desarrollo de la distribucio´n de probabilidad a
posteriori. En primer lugar, siguiendo el teorema de Bayes, la distribucio´n de
probabilidad a posteriori de xt es
p(xt|y1:t) =
p(yt|xt,y1:t−1)p(xt|y1:t−1)
p(yt|y1:t−1)
, (5.20)
y puesto que p(yt|y1:t−1) es constante respecto a xt,
p(xt|y1:t) ∝ p(yt|xt,y1:t−1)p(xt|y1:t−1), (5.21)
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As´ı mismo, por la independencia condicional de las observaciones, se obtiene
que
p(xt|y1:t) ∝ p(yt|xt)p(xt|y1:t−1). (5.22)
Desarrollando la distribucio´n marginal de p(xt|y1:t−1),
p(xt|y1:t) ∝ p(yt|xt)
∫
p(xt,xt−1|y1:t−1)dxt−1, (5.23)
y, por la definicio´n de probabilidad condicional,
p(xt|y1:t) ∝ p(yt|xt)
∫
p(xt|xt−1,y1:t−1)p(xt−1|y1:t−1)dxt−1. (5.24)
Finalmente, al ser el proceso xt markoviano de primer orden, se obtiene la
expresio´n
p(xt|y1:t) ∝ p(yt|xt)
∫
p(xt|xt−1)p(xt−1|y1:t−1)dxt−1. (5.25)
Si en el instante t− 1 se tiene la aproximacio´n
pM(xt−1|y1:t−1) =
M∑
i=1
ω
(i)
t−1δ(xt−1 − x
(i)
t−1), (5.26)
entonces en el instante t se puede construir una aproximacio´n de la funcio´n
de densidad de probabilidad de filtrado de la forma
p(xt|y1:t) ∝ p(yt|xt)
∫
p(xt|xt−1)
M∑
i=1
ω
(i)
t−1δ(xt−1 − x
(i)
t−1)dxt−1
= p(yt|xt)
M∑
i=1
ω
(i)
t−1
∫
δ(xt−1 − x
(i)
t−1)p(xt|xt−1)dxt−1
= p(yt|xt)
M∑
i=1
ω
(i)
t−1p(xt|x
(i)
t−1). (5.27)
5.2.2. Fases del algoritmo
Los pasos que sigue el filtro de part´ıculas, para i = 1, ...,M y para cada
instante t, son los siguientes:
1. Inicializacio´n: Muestreo de la distribucio´n a priori,
x
(i)
0 ∼ p(x0), i = 1, ...,M, (5.28)
ω
(i)
t =
1
M
. (5.29)
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2. Etapa recursiva: Se da ma´s peso a las part´ıculas con mayor
verosimilitud (Importance Sampling),
ω˜
(i)
t = p(yt|x
(i)
t ), (5.30)
ω
(i)
t =
ω˜
(i)
t∑M
k=1 ω˜
(k)
t
. (5.31)
3. Estimacio´n: Se estima el estado a partir de las part´ıculas y sus pesos,
x̂t =
M∑
i=1
ω
(i)
t x
(i)
t . (5.32)
4. Prediccio´n: Se calculan las part´ıculas del siguiente paso,
x
(i)
t+1 ∼
M∑
k=1
ω
(k)
t p(xt+1|x
(k)
t ). (5.33)
5.3. Ejemplos de aplicacio´n de los algoritmos
A continuacio´n se van a aplicar el filtros de Kalman y el filtro de
part´ıculas en dos ejemplos simples en el que el estado y las observaciones
son unidimensionales. El primer ejemplo es un caso en el que tanto la
ecuacio´n de estado y la ecuacio´n de observacio´n son lineales, por lo que
se podra´ utilizar el filtro de Kalman. En segundo ejemplo, sin embargo, la
ecuacio´n de observacio´n es no lineal, por lo que se tendra´ que utilizar el filtro
de Kalman extendido.
5.3.1. Ejemplo unidimensional lineal
El primer ejemplo que se va a ver del uso de los algoritmos es un caso lineal
y discreto, donde el estado xk y las observaciones yk son unidimensionales,
en un sistema gobernado por las ecuaciones
xk = xk−1 + uk−1, (5.34)
yk =
1
5
xk + nk, (5.35)
donde el ruido del proceso y de las observaciones tienen una distribucio´n de
probabilidad normal de media cero y varianza unidad.
p(uk) = N(uk|0, 1) (5.36)
p(nk) = N(nk|0, 1) (5.37)
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En la Figura 5.1 se representa una simulacio´n, de 500 instantes de tiempo
(eje de abscisas), de la estimacio´n para el sistema descrito, utilizando un filtro
de Kalman simple y un filtro de part´ıculas de 1000 part´ıculas. En la figura se
muestra el estado del sistema en el tiempo como una l´ınea negra continua, las
observaciones como puntos amarillos, y las estimaciones del estado utilizando
el filtro de Kalman y el filtro de part´ıculas, respectivamente, como una l´ınea
roja y como una l´ınea azul.
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Figura 5.1: Ejemplo unidimensional lineal.
Realizando 500 simulaciones y calculando la media del error de estimacio´n
de cada filtro, se obtienen los errores mostrados en la Tabla 5.1.
Se puede ver que para este sistema, el error es muy similar utilizando
ambos algoritmos, al ser un sistema lineal muy sencillo.
Filtro Error Varianza del error
KF 1,689 0,0149
PF 1,695 0,0153
Tabla 5.1: Error ejemplo lineal
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5.3.2. Ejemplo unidimensional no lineal
El segundo ejemplo es un caso no lineal donde el estado xk y las
observaciones yk son tambie´n unidimensionales, en un sistema gobernado
por las ecuaciones
xk = xk−1 + uk−1, (5.38)
yk = e
xk + nk, (5.39)
donde el ruido del proceso y de las observaciones tienen una distribucio´n de
probabilidad normal de media cero y varianza Q y R, respectivamente,
p(uk) = N(uk|0, Q = 0,1), (5.40)
p(nk) = N(nk|0, R = 1). (5.41)
Al ser un sistema no lineal (por la ecuacio´n de observacio´n), se tendra´ que
hacer uso del filtro de Kalman extendido y para ello habra´ que linealizar el
sistema.
Las funciones f y h que relacionan, respectivamente, el estado anterior
con el estado actual, y el estado actual con la observacio´n, son
f(xk−1) = xk−1, (5.42)
h(xk) = e
xk . (5.43)
Como las funciones son unidimensionales y no cambian con el tiempo, se
tienen las matrices Jacobianas de derivadas parciales F yH respectivamente,
ambas de dimensio´n 1× 1, por la unidimensionalidad del vector de estado y
del vector de observacio´n
F =
∂f
∂x
(x̂−k−1) = x̂
−
k−1, (5.44)
H =
∂h
∂x
(x̂−k ) = e
x̂−
k , (5.45)
siendo x̂−k la estimacio´n del estado actual a priori definida por la ecuacio´n
(5.11).
Al igual que en el ejemplo anterior, en la Figura 5.2 se muestra una
simulacio´n, de 500 instantes de tiempo, de la estimacio´n para el sistema
descrito, utilizando un filtro de Kalman extendido y un filtro de part´ıculas
de 1000 part´ıculas.
Como se puede observar en la figura, debido al disen˜o el sistema, cuando
el estado toma valores negativos, las observaciones tienden a cero, perdiendo
mucha precisio´n en la estimacio´n del estado.
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Figura 5.2: Ejemplo unidimensional no lineal.
Realizando 500 simulaciones y calculando la media del error de estimacio´n
de cada filtro, se obtienen los errores mostrados en la Tabla 5.2. En este
caso el error de estimacio´n del filtro de part´ıculas es menor que el del filtro
de Kalman extendido al no tener que linealizar la ecuacio´n de observacio´n.
Adema´s en este caso la varianza del error es mucho mayor que en el caso
lineal, debido a que hay casos en que se las observaciones tienden a cero y
en otros no, variando considerablemente el error segu´n el caso.
Filtro Error Varianza del error
EKF 0,984 1,2899
PF 0,949 0,907
Tabla 5.2: Error ejemplo no lineal
5.4. Linealizacio´n de los modelos de
observacio´n para el EKF
El objetivo de los filtros estudiados en este cap´ıtulo es utilizarlos,
particulariza´ndolos para el modelo dina´mico y los modelos de observacio´n
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vistos en el Cap´ıtulo 4, con el fin de estimar la posicio´n del nodo objetivo en
la red de sensores.
Como el sistema definido no es lineal, se necesita linealizar las ecuaciones
que lo definen para poder utilizar el filtro de Kalman extendido. Se deben
linealizar las funciones f y h que relacionan, respectivamente, el estado en el
instante anterior con el estado actual y el estado actual con las observaciones,
calculando las matrices Jacobianas Ft y Ht de derivadas parciales respecto
al estado estimado a priori siguiendo las expresiones de las ecuaciones (5.9)
y (5.10).
Como la ecuacio´n de estado es lineal, se puede obtener directamente la
primera matriz,
Ft = At, (5.46)
donde At es la matriz 4 × 4 que relaciona de forma lineal el estado actual y
el anterior (ecuacio´n (4.12)).
Para la ecuacio´n de las observaciones, se van a linealizar a continuacio´n
cada uno de los dos modelos de observaciones utilizados, el modelo
logar´ıtmico y el modelo polino´mico, que se han obtenido a partir de las
observaciones experimentales.
5.4.1. Modelo logar´ıtmico
Particularizando la ecuacio´n (4.22), la funcio´n que relaciona el estado del
nodo con las observaciones utilizando un modelo logar´ıtmico es:
hlogi (xt) =L0 + 10γ log10
(
d0
di,t
)
, (5.47)
donde L0, d0 y γ son los para´metros del modelo y di,t es la distancia entre el
nodo objetivo y la baliza i (ecuacio´n (4.18)),
di,t = ||rt − si|| =
√
(x1,t − si,1)2 + (x2,t − si,2)2,
siendo x1,t y x2,t las componentes del vector de estado que corresponden a la
posicio´n del nodo, y si = [si,1, si,2]
T las coordenadas de la baliza i.
Se puede observar que la funcio´n so´lo depende de la posicio´n del nodo
y no de la velocidad del mismo. Al no depender del vector de velocidad
vt = [v1,t, v2,t]
T = [x3,t, x4,t]
T , las derivadas parciales correspondientes a estas
componentes del vector de estado son iguales a cero,
Hlog
t[i,j] =
∂hlogi
∂xj
(x˜t) = 0 (j = 3, 4). (5.48)
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La derivada parcial de la distancia respecto a xj,t, para j = 1, 2 es
∂di,t
∂xj,t
=
1
2
√
(x1,t − si,1)2 + (x2,t − si,2)2
2(xj,t − si,j) =
xj,t − si,j
di,t
. (5.49)
Calculando las derivadas parciales de hlogi respecto a xj,t, para j = [1, 2], se
obtienen el resto de las componentes de la matriz Ht:
Hlog
t[i,j] =
∂hlogi
∂xj
(x˜t)
= 10γ log10(e)
−d0/d˜
2
i,t
d0/d˜i,t
·
∂di,t
∂xj
(x˜t)
= 10γ log10(e)
−d0/d˜
2
i,t
d0/d˜i,t
·
x˜j,t − si,j
d˜i,t
= −10γ log10(e) ·
x˜j,t − si,j
d˜2i,t
(j = 1, 2),
siendo
d˜i,t =
√
(x˜1,t − si,1)2 + (x˜2,t − si,2)2. (5.50)
la distancia entre la posicio´n estimada del objetivo y la baliza i.
5.4.2. Modelo Polino´mico
En este caso, particularizando la ecuacio´n (4.29), la funcio´n que relaciona
el estado anterior con la observacio´n en el caso de utilizar un modelo
polino´mico es
hpol,mi (xt) =
m∑
k=0
(akd
k
i,t) = a0 + a1di,t + a2d
2
i,t + ...+ amd
m
i,t,
donde ak son los para´metros del modelo, m el grado del polinomio y di,t la
distancia entre el nodo objetivo y la baliza i (ecuacio´n (4.18)),
di,t = ||rt − si|| =
√
(x1,t − si,1)2 + (x2,t − si,2)2.
Como en el modelo logar´ıtmico, al no depender de x3,t ni de x4,t, las
derivadas parciales correspondientes son iguales a cero:
Hpol
t[i,j] =
∂hpoli
∂xj
(x˜t) = 0 (j = 3, 4). (5.51)
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Calculando las derivadas parciales de hpol,mi respecto a xj,t, para j = 1, 2,
se obtienen el resto de las componentes de la matriz Ht:
Hpol
t[i,j] =
∂hpoli
∂xj
(x˜t)
= a1
∂di,t
∂xj
(x˜t) + 2a2d
∂di,t
∂xj
(x˜t) + ...+mamd˜
m−1
i,t
∂di,t
∂xj
(x˜t)
= (a1 + 2a2d˜i,t + ...+mamd˜
m−1)
∂di,t
∂xj
(x˜t)
= (a1 + 2a2d˜i,t + ...+mamd˜
m−1
i,t )
x˜j − si,j
d˜i,t
(j = 1, 2),
o, de forma ma´s compacta,
Hpol
t[i,j] =
m∑
k=1
(
kakd˜
k−1
i,t
) x˜j − si,j
d˜i,t
(j = 1, 2). (5.52)
5.5. Conclusiones
En este cap´ıtulo se han estudiado dos algoritmos de localizacio´n y
seguimiento, el filtro de Kalman extendido y el filtro de part´ıculas, se han
ensen˜ado dos ejemplos simples de su uso y se han linealizado las ecuaciones
de estado y de observacio´n espec´ıficas del problema de localizacio´n planteado
para poder utilizarse con el filtro de Kalman extendido.
Se ha visto que el primero de los algoritmos, el filtro de Kalman, so´lo
puede ser utilizado en sistemas lineales. Para su uso en sistemas no lineales,
se requiere el filtro de Kalman extendido. Adema´s, el ruido del proceso y de
la observacio´n deben ser gaussianos de media nula en las dos versiones del
filtro. En cambio, el filtro de part´ıculas puede ser utilizado en cualquier caso
de linealidad y de distribucio´n de probabilidad del ruido.
La principal ventaja del filtro de part´ıculas sobre el filtro de Kalman
extendido es que no implica linealizaciones alrededor de las estimaciones
actuales, sino aproximaciones en la representacio´n de las distribuciones.
En los ejemplos mostrados en este cap´ıtulo, el error de estimacio´n
cometido por los algoritmos es similar, pero mientras que en el caso lineal se
comete menos error con el filtro de Kalman, en el caso no lineal se obtienen
mejores resultados con el filtro de part´ıculas. Esto es debido a que, en el
sistema no lineal, hay que linealizar las ecuaciones al utilizar el filtro de
Kalman extendido, introducie´ndose as´ı un error de linealizacio´n.
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Cap´ıtulo 6
Simulaciones
En este cap´ıtulo se van a representar varias simulaciones con los diferentes
modelos y algoritmos de localizacio´n y seguimiento estudiados en los cap´ıtulos
anteriores, con el fin de evaluarlos.
En primer lugar se va a calcular el error de estimacio´n del filtro de
part´ıculas en funcio´n del nu´mero de part´ıculas con el objetivo de escoger
un nu´mero adecuado y as´ı utilizarlo en adelante.
Una vez fijado el nu´mero de part´ıculas, se calculara´ el error de estimacio´n
cometido por los algoritmos de localizacio´n y seguimiento vistos en el
Cap´ıtulo 5 para la estimacio´n de la posicio´n de un nodo mo´vil que sigue
diferentes tipos de trayectorias, generando las observaciones de potencia
recibida a partir de los modelos de observacio´n obtenidos en el Cap´ıtulo
4. Se utilizara´n tres tipos de trayectorias: trayectorias aleatorias siguiendo
el modelo dina´mico planteado en el Cap´ıtulo 4 y trayectorias que tratan de
reproducir las dos trayectorias experimentales vistas en los Cap´ıtulos 2 y 3.
Seguidamente se presentara´n ejemplos de los resultados obtenidos con estas
trayectorias para algunos de los modelos de observacio´n.
Finalmente se empleara´n los algoritmos de localizacio´n utilizando las
observaciones experimentales de prueba y se comparara´n estos resultados con
los obtenidos usando las observaciones generadas a partir de los modelos.
6.1. Simulaciones con datos sinte´ticos
6.1.1. Nu´mero de part´ıculas
En primer lugar, dado uno de los modelos de observacio´n de entre los
obtenidos en el Cap´ıtulo 4, se van a generar trayectorias aleatorias del nodo
objetivo siguiendo el modelo de movimiento visto en el mismo cap´ıtulo,
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con observaciones de potencia recibida generadas mediante el modelo de
observacio´n. Para cada simulacio´n, se va a calcular el error cometido tanto
por el filtro de Kalman extendido como por el filtro de part´ıculas. Para el
filtro de part´ıculas, en particular, se va a estudiar co´mo cambia el error de
estimacio´n en funcio´n del nu´mero de part´ıculas del algoritmo.
Se ha utilizado concretamente un modelo de observacio´n polino´mico de
orden 2. La varianza de observaciones σ2n,i(di,t) para cada baliza i en funcio´n
de la distancia es la calculada en el Apartado 4.3.4 a partir de la varianza
muestral de las observaciones experimentales. El periodo de tiempo entre
observaciones es constante, T = 0, 2 segundos, y la varianza de las variables
aleatorias de la ecuacio´n de movimiento (4.7), z1,t y z2,t, es σ
2
z = 1.
Para el ca´lculo del error de estimacio´n se han realizado 500 simulaciones
de 500 instantes de tiempo para cada valor de M , siendo M el nu´mero de
part´ıculas, obteniendo primero el error medio absoluto para cada simulacio´n
y luego promediando el error medio del conjunto de simulaciones. Para
comparar con el error de estimacio´n del filtro de Kalman extendido, tambie´n
se han realizado 500 simulaciones de 500 instantes de tiempo para este
algoritmo.
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Figura 6.1: Error de estimacio´n en funcio´n del nu´mero de part´ıculas.
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En la Figura 6.1 se muestra la variacio´n del promedio del error de
estimacio´n del filtro de part´ıculas con una l´ınea roja, donde el eje de abscisas
corresponde al nu´mero de part´ıculas. Adema´s aparece en azul el promedio
del error del filtro de Kalman extendido, siendo este constante al no depender
del nu´mero de part´ıculas.
Se puede observar como el error del filtro de part´ıculas desciende
al aumentar el nu´mero de part´ıculas, disminuyendo ra´pidamente cuando
se tienen todav´ıa pocas part´ıculas y despue´s reducie´ndose cada vez ma´s
lentamente. El filtro de part´ıculas comienza con un error de 1,55 metros
con 200 part´ıculas, mejorando al error de 0,51 metros del filtro de Kalman
extendido a partir de 950 part´ıculas y llegando a un error de 0,27 metros
al utilizar 2.000 part´ıculas. Este error continuara´ bajando al aumentar el
nu´mero de part´ıculas hasta alcanzar un l´ımite a partir del cual no se consiguen
mejoras apreciables. Esta cota del error se puede calcular nume´ricamente
usando los me´todos en [8].
Se debe encontrar un te´rmino adecuado para el nu´mero de part´ıculas a
utilizar, pues aunque al aumentar la cantidad de part´ıculas el error cometido
es menor, tambie´n aumenta la carga computacional del algoritmo. Se van a
utilizar de aqu´ı en adelante 2.000 part´ıculas para el filtro, pues es un nu´mero
aceptable por su carga computacional, con el se consigue buena estimacio´n,
con un error menor que el filtro de Kalman extendido.
6.1.2. Error de estimacio´n de los algoritmos
Una vez escogido el nu´mero de part´ıculas, se ha calculado el error
cometido por el filtro de part´ıculas y el filtro de Kalman extendido para
la estimacio´n de la posicio´n de un nodo mo´vil que sigue diferentes tipos de
trayectorias.
El primer tipo de trayectoria del nodo mo´vil es un movimiento aleatorio
que sigue el modelo dina´mico planteado por la ecuacio´n de estado (4.7).
El segundo y tercer tipo de trayectorias reproducen las dos trayectorias de
prueba con las que se recogieron las observaciones experimentales.
Se han realizado 100 simulaciones de cada tipo de trayectoria para
cada uno de los modelos de observaciones. Los modelos utilizados han sido
un modelo logar´ıtmico y varios modelos polino´micos, donde el grado del
polinomio va desde orden 1 hasta orden 5.
En estas simulaciones, la varianza de las observaciones para cada baliza
en funcio´n de la distancia tambie´n es la calculada a partir de la varianza
muestral de las observaciones experimentales. El periodo de tiempo entre
observaciones es T = 0, 2 segundos y la varianza de las variables aleatorias
de la ecuacio´n de movimiento es σ2z = 1.
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Tras realizar las 100 simulaciones para cada caso, se ha calculado el
promedio del error de estimacio´n medio de cada simulacio´n, en metros, y
la varianza de este error, mostra´ndose dichos valores en la Tabla 6.1 para
las estimaciones del filtro de Kalman extendido y en la Tabla 6.2 para las
estimaciones del filtro de part´ıculas, utilizando 2.000 part´ıculas en todos los
casos. El nu´mero de instantes de tiempo depende de la trayectoria, siendo
de 500 instantes para las trayectorias aleatorias y de 250 y 260 instantes,
respectivamente, para la primera y la segunda trayectorias experimentales,
para alcanzar en estos casos el total de 50 y 52 segundos que duran al utilizar
una separacio´n entre las observaciones de 0,2 segundos.
EKF
Mov. Aleatorio Trayectoria 1 Trayectoria 2
Error Var. Error Var. Error Var.
Mod. Logar´ıt. 0,459 0,0122 0,510 0,0260 0,855 0,0686
Mod. Pol. (1) 0,348 0,0045 0,402 0,0030 0,433 0,0055
Mod. Pol. (2) 0,402 0,0116 0,404 0,0028 0,449 0,0123
Mod. Pol. (3) 0,325 0,0134 0,369 0,0020 0,417 0,0087
Mod. Pol. (4) 0,554 0,5709 0,464 0,0594 1,317 2,9132
Mod. Pol. (5) 0,548 0,6680 0,548 0,1131 2,525 3,5609
Tabla 6.1: Error de estimacio´n (en metros) y varianza del error para el EKF.
PF
Mov. Aleatorio Trayectoria 1 Trayectoria 2
Error Var. Error Var. Error Var.
Mod. Logar´ıt. 0,364 0,6377 0,401 0,0012 0,327 0,0013
Mod. Pol. (1) 0,243 0,5070 0,396 0,0010 0,350 0,0005
Mod. Pol. (2) 0,229 0,5898 0,398 0,0011 0,321 0,0007
Mod. Pol. (3) 0,242 0,5189 0,395 0,0010 0,332 0,0057
Mod. Pol. (4) 0,279 0,6012 0,378 0,0010 0,430 0,5658
Mod. Pol. (5) 0,309 0,8050 0,379 0,1331 0,319 0,3510
Tabla 6.2: Error de estimacio´n (en metros) y varianza del error para el PF.
Adema´s, en la Figura 6.2, se muestran los histogramas del error absoluto
medio para las trayectorias aleatorias, donde los histogramas de la izquierda,
en azul, representan la frecuencia del error para el filtro de Kalman extendido
y, los de la derecha, en rojo, para el filtro de part´ıculas, con un histograma
para cada uno de los modelos de observacio´n cuyo nombre esta´ indicado
en el nombre del histograma. En el eje de abscisas esta´ representado el error
absoluto medio en metros y, en el eje de ordenadas, la frecuencia de aparicio´n.
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Figura 6.2: Histogramas de error para las trayectorias aleatorias.
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A partir de los resultados de las tablas, se puede concluir que el
filtro de part´ıculas realiza una mejor estimacio´n de la posicio´n del nodo
objetivo pra´cticamente para todos los casos de modelos de observacio´n y
de trayectorias.
Se puede observar en los histogramas de las trayectorias aleatorias para
el modelo logar´ıtmico y para los modelos polino´micos de orden 1 a 3, que la
varianza del error es baja con el filtro de Kalman extendido, mientras que
para los otros modelos con este algoritmo y para todos los modelos con el
filtro de part´ıculas, existen valores at´ıpicos que hacen que se incremente la
varianza del error.
En te´rminos de error medio, el modelo de observacio´n con que mejor
funciona el filtro de Kalman extendido es el modelo polino´mico de orden 3, ya
que se consigue el menor error para los tres tipos de trayectorias. Para el filtro
de part´ıculas no esta´ tan claro, pues para la trayectoria aleatoria, el menor
error se consigue cuando se trata con un modelo polino´mico de orden 2, para
la primera trayectorias experimental se consigue para el modelo polino´mico
de orden 4 y, para la segunda trayectoria experimental, se consigue tambie´n
con el modelo polino´mico de orden 2, pues aunque el de orden 5 tiene un error
medio menor, su varianza es mucho ma´s alta que el de orden 2. Aun as´ı, el
modelo polino´mico de orden 3 se encuentra entre los que mejores resultados
dan para el filtro de part´ıculas, siendo el segundo mejor para las trayectorias
aleatorias y para la primera trayectoria de prueba y, el tercer mejor, para la
segunda trayectoria. Con el filtro de Kalman extendido los peores resultados
se producen al utilizar los modelos polino´micos de orden 4 y orden 5. Esto
puede deberse a que en estos casos la potencia recibida para algunas balizas
se modela de tal forma que para distancias cortas se tiene una potencia
menor que para distancias ma´s largas, pudiendo ser ma´s robusto el filtro de
part´ıculas ante este problema.
Para el filtro de part´ıculas, el modelo logar´ıtmico es el que peores
resultados da con las trayectorias aleatorias y con la primera trayectoria
de prueba, despue´s del modelo polino´mico de orden 5 en ambos casos, sin
destacar en los resultados de la segunda trayectoria de prueba. Con el filtro
de Kalman extendido el resultado es en general peor que al utilizar modelos
polino´micos de primer, segundo y tercer orden.
De forma general, la varianza del error es menor para el filtro de part´ıculas
que para el filtro de Kalman extendido con las dos trayectorias de prueba,
mientras que para las trayectorias aleatorias, el filtro de part´ıculas parece
tener mayor varianza en el error medio.
Se puede observar que, en general, el error de estimacio´n medio es menor
con las trayectoria aleatorias que con las trayectorias experimentales. Esto es
debido a que los algoritmos trabajan con la misma ecuacio´n dina´mica con la
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cual se genera el movimiento del nodo objetivo en las trayectorias aleatorias,
mientras que las trayectorias experimentales simuladas esta´n generadas de
forma que el nodo avanza siempre a la misma velocidad en l´ınea recta,
realizando cambios de direccio´n instanta´neos que suponen no linealidades
que no recogen los modelos de movimiento utilizados.
Algo llamativo es que con el filtro de Kalman extendido el error para la
primera trayectoria experimental es menor que para la segunda trayectoria
con todos los modelos de datos, mientras que con el filtro de part´ıculas ocurre
justamente lo contrario.
Se va a escoger el modelo polino´mico de orden 3 para los ejemplos de
las trayectorias y para las pruebas con observaciones experimentales por
funcionar relativamente bien al utilizarlo con ambos algoritmos y, adema´s, el
modelo logar´ıtmico para hacer una comparacio´n con el modelo polino´mico.
Seguidamente se van a representar un ejemplo para cada uno de los tres tipos
de trayectorias para los dos modelos de observaciones mencionados, donde
el resto de para´metros de simulacio´n son los mismos que los usados para
calcular los errores de las tablas anteriores.
6.1.3. Ejemplo: una trayectoria aleatoria
El primer ejemplo que se va a mostrar es un caso de trayectoria aleatoria
siguiendo el modelo dina´mico planteado por la ecuacio´n de estado donde las
observaciones de potencia se generan sinte´ticamente a partir del modelo de
observacio´n polino´mico de orden 3 y del modelo logar´ıtmico.
En las simulaciones realizadas con trayectorias aleatorias existe una no
linealidad en la ecuacio´n de movimiento del nodo objetivo, dado que se
esta´ limitando la posicio´n del mismo dentro de un recinto ligeramente mayor
que el escenario para que el objetivo no se aleje de la zona abarcada por
observaciones experimentales, de forma que se acota esta posicio´n en ambos
ejes de coordenadas, imponie´ndose que x1,t ∈ [−1 , 7] y x2,t ∈ [−1 , 11].
Modelo polino´mico de tercer orden
La Figura 6.3 corresponde a una simulacio´n de 500 instantes de tiempo
donde el nodo objetivo se mueve siguiendo una trayectoria aleatoria, para
el modelo de observacio´n polino´mico de orden 3. En la gra´fica izquierda se
muestra el escenario experimental donde los nodos baliza esta´n representados
como c´ırculos de color azul oscuro, la trayectoria seguida por el nodo objetivo
esta´ representada por una l´ınea continua negra y las estimaciones de la
posicio´n del nodo en cada instante de tiempo realizadas con los algoritmos
de seguimiento se muestran como una l´ınea continua de color azul para el
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caso del filtro de Kalman extendido y como una l´ınea continua de color rojo
en el caso del filtro de part´ıculas. En la gra´fica derecha se muestra el error
de estimacio´n absoluto correspondiente para cada instante de tiempo (eje de
abscisas) para cada uno de los algoritmos, que al igual que en la otra gra´fica,
se muestran con una l´ınea azul para el error del filtro de Kalman extendido
y como una l´ınea continua roja para el error del filtro de part´ıculas.
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Figura 6.3: Ejemplo de trayectoria aleatoria, modelo polino´mico de orden 3.
El movimiento aleatorio del nodo objetivo a dado lugar en esta simulacio´n
a una trayectoria que comienza en las coordenadas (2, 5 , 9, 5), en metros,
movie´ndose hacia abajo y hacia la izquierda de la figura hasta llegar a las
coordenadas (−1, 4), zona l´ımite del escenario por su izquierda, continuando
hacia abajo de forma casi recta debido a dichos l´ımites hasta llegar a la
esquina inferior izquierda, de coordenadas (−1, −1), dirigie´ndose despue´s
hacia la esquina inferior derecha, de coordenadas (7, −1), finalmente yendo
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hacia arriba hasta llegar a la esquina superior derecha de la figura, de
coordenadas (7 , 11).
El error medio de estimacio´n en este ejemplo es de 0,194 metros para el
filtro de Kalman extendido y de 0,081 metros para el filtro de part´ıculas. El
error promedio mostrado en las tablas para este caso era de 0,325 metros
para el primer algoritmo y de 0,242 metros para el segundo, mientras que la
varianza de los mismos era respectivamente de 0,0134 y 0,5189, por lo cual
el error es algo menor de lo esperado.
Se puede observar que la estimacio´n de la localizacio´n inicial del nodo
objetivo en el primer instante es ma´s precisa para el filtro de part´ıculas,
con un error en la estimacio´n inicial en este caso de 0,4 metros, mientras
que con el filtro de Kalman extendido se tarda cierto tiempo hasta que se
alcanza aproximadamente la posicio´n del nodo objetivo, comenzando en este
caso con un error de 1,14 metros y tardando unos 2 segundos en reducir el
error de estimacio´n hasta un valor aceptable. Esto se debe a que el filtro de
part´ıculas utiliza un conjunto de part´ıculas cuya inicializacio´n sigue la misma
distribucio´n que el estado inicial del nodo objetivo (posicio´n y velocidad),
dando ma´s peso a las part´ıculas con mayor verosimilitud a partir de las
observaciones de potencia recibida y estimando la posicio´n inicial a partir de
las part´ıculas de mayor peso, con un error relativamente bajo si el nu´mero de
part´ıculas es lo suficientemente elevado de forma que se cubran casi todas las
posibles inicializaciones del estado del nodo. El filtro de Kalman se inicializa
con un estado inicial centrado en el escenario, en las coordenadas (3, 5), con
una matriz de covarianza alta, con lo que se consigue una buena localizacio´n
inicial pero no tan precisa como el filtro de part´ıculas, realiza´ndose en cada
iteracio´n del algoritmo una correccio´n de la posicio´n que mejora poco a poco
la estimacio´n.
La no linealidad existente por la limitacio´n de la posicio´n del nodo
objetivo dentro del recinto se puede expresar en las ecuaciones del filtro
de part´ıculas pero no en las del filtro de Kalman extendido. Por este motivo,
cuando la posicio´n del nodo se acerca a estos l´ımites, el error de estimacio´n
del filtro de part´ıculas se reduce considerablemente mientras que el del filtro
de Kalman extendido aumenta al no tener en cuenta las no linealidades.
Los dos picos de error del filtro de part´ıculas en 49 segundos y en 64
segundos se deben al cambio de direccio´n del nodo objetivo tras estar un
cierto tiempo “parado” en las esquinas inferior izquierda e inferior derecha.
Modelo logar´ıtmico
La Figura 6.4 corresponde a una simulacio´n de 500 instantes de tiempo
donde el nodo objetivo se mueve siguiendo una trayectoria aleatoria,
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para el modelo de observacio´n logar´ıtmico. La notacio´n seguida para la
representacio´n de balizas, de la trayectoria del nodo y de las posiciones
estimadas por cada algoritmo en la gra´fica izquierda y, para los errores de
estimacio´n de la gra´fica derecha, es la misma que la utilizada en la Figura
6.3.
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Figura 6.4: Ejemplo de trayectoria aleatoria, modelo logar´ıtmico.
El movimiento aleatorio del nodo objetivo ha dado lugar en esta ocasio´n
a una trayectoria que comienza en las coordenadas (0, 7 , 4, 6), en metros,
movie´ndose de forma irregular hacia la derecha de la figura, con tendencia
a ir hacia la parte superior, hasta llegar a las coordenadas (7, 7), zona
l´ımite del escenario por su derecha, continuando ligeramente arriba hasta
las coordenadas (7, 8, 5), donde vuelve a ir hacia la izquierda del escenario
adema´s de seguir tendiendo hacia la parte superior, hasta llegar al l´ımite del
escenario por la parte izquierda, en las coordenadas (−1, 10, 5), dirigie´ndose
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finalmente hacia la parte inferior izquierda de la figura, de coordenadas (−1
, −1), en linea recta debido a los l´ımites del lado izquierdo del escenario.
El error medio de estimacio´n en este segundo ejemplo es de 0,512 metros
para el filtro de Kalman extendido y de 0,126 metros para el filtro de
part´ıculas. El error promedio mostrado en las tablas para este caso era de
0,459 metros para el primer algoritmo y de 0,364 metros para el segundo,
mientras que la varianza de los mismos era respectivamente de 0,0122 y
0,6377, por lo cual el error entra dentro del error esperable.
La estimacio´n de la localizacio´n inicial del nodo objetivo en el primer
instante en esta ocasio´n es de 0.48 metros para el filtro de part´ıculas y de
0,72 metros para el filtro de Kalman extendido tardando alrededor de 6
segundos en reducir el error de estimacio´n. Se puede observar que aunque el
error de estimacio´n inicial del filtro de Kalman extendido no es muy alto, en
las primeras iteraciones aumenta considerablemente antes de reducirse, pues
empieza aleja´ndose de la posicio´n real del nodo.
Se puede comprobar que para el modelo de observaciones logar´ıtmico el
error de estimacio´n es peor que para el modelo polino´mico de tercer orden,
realiza´ndose una estimacio´n de error menos constante con ambos algoritmos.
6.1.4. Primera trayectoria de prueba
Se van a mostrar a continuacio´n los resultados de una simulacio´n en la
que el nodo objetivo sigue en linea recta y velocidad constante la primera
trayectoria de prueba, con observaciones generadas en primer lugar a partir
del modelo polino´mico de orden 3, y en segundo lugar, del modelo logar´ıtmico.
El recorrido que hace el nodo objetivo en esta trayectoria es cerrado,
comenzando en las coordenadas (0,4), pasando por las coordenadas (0,0),
(6,0) y (6,4) y volviendo finalmente a (0,4).
Modelo polino´mico de tercer orden
En la Figura 6.5 se muestra una simulacio´n de 250 instantes de tiempo
donde el nodo objetivo se mueve recreando la primera trayectoria de prueba
con observaciones generadas a partir del modelo polino´mico de orden 3. La
notacio´n seguida para la representacio´n de balizas, de la trayectoria del nodo
y de las posiciones estimadas por cada algoritmo en la gra´fica izquierda y,
para los errores de estimacio´n de la gra´fica derecha, es la misma que la
utilizada en los ejemplos anteriores.
El error medio de estimacio´n en este ejemplo es de 0,410 metros para el
filtro de Kalman extendido y de 0,434 metros para el filtro de part´ıculas,
errores algo ma´s altos que los errores promedio pero que esta´n dentro de lo
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esperable, pues el error promedio mostrado en las tablas para este caso era
de 0,369 metros para el primer algoritmo y de 0,395 metros para el segundo,
siendo la varianza de los mismos respectivamente de 0,0020 y 0,0010. El
error medio del filtro de part´ıculas es ligeramente superior que el del filtro
de Kalman extendido utilizando esta trayectoria de prueba y este modelo de
observacio´n, cosa que no ocurre con los dema´s modelos.
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Figura 6.5: Primera trayectoria de prueba, modelo polino´mico de orden 3.
La estimacio´n de la localizacio´n inicial del nodo objetivo en el primer
instante, al igual que en el ejemplo anterior, es bastante precisa para el filtro
de part´ıculas, con un error en la estimacio´n inicial en este caso de 0,65 metros,
mientras que con el filtro de Kalman extendido se comienza con un error de
1,09 metros y se tarda alrededor de 3,8 segundos en estabilizar el error de
estimacio´n.
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En este caso se producen picos de error en ambos filtros en los instantes
de 18 segundos, 29 segundos y en 38 segundos, debidos al cambio brusco de
direccio´n del nodo objetivo en las coordenadas (0,0), (6,0) y (6,4). Mientras
que estos picos de error son ma´s elevados para el filtro de part´ıculas en los
dos primeros cambios de direccio´n, en el tercer cambio de direccio´n es el filtro
de Kalman extendido el que mayor error alcanza.
El filtro de Kalman extendido tiene adema´s un pico de error poco
antes de llegar al primer cambio de direccio´n, en 7,6 segundos, al alejarse
momenta´neamente de la trayectoria.
Modelo logar´ıtmico
Para los modelos de observacio´n logar´ıtmicos, se muestra en la Figura 6.6
una simulacio´n de 250 instantes de tiempo donde el nodo objetivo se mueve
recreando la primera trayectoria de prueba. La notacio´n seguida es la misma
que en el resto de los ejemplos anteriores.
El error medio de estimacio´n en este ejemplo es de 0,440 metros para el
filtro de Kalman extendido y de 0,418 metros para el filtro de part´ıculas,
valores de error esperables al ser los errores promedio mostrado en las tablas
para este caso de 0,510 metros para el primer algoritmo y de 0,401 metros
para el segundo, siendo la varianza de los mismos, respectivamente, de 0,0260
y 0,0012. El error con el modelo logar´ıtmico es mayor con ambos algoritmos
que con el modelo polino´mico de orden 3, cosa que puede observarse en la
gra´fica del error, pues hay mayor inestabilidad en la estimacio´n.
El error en la estimacio´n inicial en este caso es de 0,37 metros para el filtro
de part´ıculas, mientras que con el filtro de Kalman extendido se comienza
con un error de 0,73 metros, tardando en esta ocasio´n so´lo 1 segundo en
estabilizarse.
En este caso tambie´n se producen picos de error en los instantes de
18 segundos, 29 segundos y en 38 segundos, debidos al cambio brusco de
direccio´n del nodo objetivo en las coordenadas (0,0), (6,0) y (6,4), siendo en
esta ocasio´n picos de error ma´s elevados para el filtro de Kalman extendido.
Se puede observar adema´s que el filtro de Kalman extendido se aleja hasta
en tres ocasiones de la posicio´n del nodo. Esto hace que el error del filtro de
Kalman extendido tenga una media de error mayor.
Al igual que con las trayectorias aleatorias, con el modelo de observaciones
logar´ıtmico el error de estimacio´n es peor que con el modelo polino´mico de
tercer orden, realiza´ndose una estimacio´n de error ma´s inestable con ambos
algoritmos.
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Figura 6.6: Primera trayectoria de prueba, modelo logar´ıtmico.
6.1.5. Segunda trayectoria de prueba
Seguidamente se van a mostrar los resultados de una simulacio´n en la
que el nodo objetivo sigue en linea recta y velocidad constante la segunda
trayectoria de prueba, con observaciones generadas sinte´ticamente, en primer
lugar, a partir del modelo polino´mico de orden 3 y, en segundo lugar, a
partir del modelo logar´ıtmico. El recorrido que hace el nodo objetivo en esta
trayectoria comienza en las coordenadas (0,0), pasando por las coordenadas
(6,0), (6,10), (0,10) y (0,6) y acabando finalmente en las coordenadas (6,6).
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Modelo polino´mico de tercer orden
En la Figura 6.7 se muestra una simulacio´n de 260 instantes de tiempo
donde el nodo objetivo se mueve recreando esta segunda trayectoria de prueba
para el modelo de observaciones polino´mico de orden 3. La notacio´n seguida
es la misma que en las figuras anteriores.
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Figura 6.7: Segunda trayectoria de prueba, modelo polino´mico de orden 3.
El error medio de estimacio´n en este ejemplo es de 0,375 metros para
el filtro de Kalman extendido y de 0,348 metros para el filtro de part´ıculas,
errores dentro de lo esperable, siendo el error promedio mostrado en las tablas
para este caso de 0,417 metros para el filtro de Kalman extendido y de 0,332
metros para el filtro de part´ıculas, con una varianza de 0,0087 y 0,0057,
respectivamente.
La estimacio´n de la localizacio´n inicial del nodo objetivo en el primer
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instante en esta ocasio´n es de 0,19 metros para el filtro de part´ıculas y de
1,04 metros para el filtro de Kalman extendido tardando e´ste casi 2 segundos
en estabilizar el error de estimacio´n.
Se puede observar que en el tramo entre las coordenadas (6,0) y (6,5), las
estimaciones de ambos algoritmos oscilan primero hacia la parte izquierda
de la figura y despue´s hacia la derecha. Algo parecido ocurr´ıa en la primera
trayectoria cuando el objetivo pasaba por esta zona del escenario, con ambos
modelos de observaciones. Esto puede ser debido a la combinacio´n entre los
modelos de observacio´n y el modelado de la varianza de observacio´n, que
produce este efecto indeseable en la estimacio´n.
Los cambios instanta´neos de direccio´n en esta trayectoria, al tener el
nodo mo´vil una velocidad constante, se producen en los instantes de tiempo
de 9,75, 26, 35,75 y 42,25 segundos, siendo el primer cambio de direccio´n en
parte culpable de lo mencionado en el pa´rrafo anterior.
Se puede observar adema´s que el filtro de Kalman extendido tambie´n se
aleja en otras ocasiones de la trayectoria del nodo, en los instantes 37, 40 y
45, obtenie´ndose finalmente un error medio menor con el filtro de part´ıculas.
Modelo logar´ıtmico
En la Figura 6.8 se muestra una simulacio´n de 260 instantes de tiempo
donde el nodo objetivo se mueve recreando esta segunda trayectoria de prueba
para el modelo de observaciones logar´ıtmico, con la misma notacio´n que
anteriormente.
El error medio de estimacio´n en este ejemplo es de 0,682 metros para el
filtro de Kalman extendido y de 0,327 metros para el filtro de part´ıculas,
errores que tambie´n esta´n dentro de los valores esperados al ser el error
promedio para este caso de 0,855 metros para el primer algoritmo y de 0,327
metros para el segundo, siendo la varianza de los mismos de 0,0686 y 0,0013
respectivamente.
La estimacio´n de la localizacio´n inicial del nodo objetivo en el primer
instante en esta ocasio´n es de 0,23 metros para el filtro de part´ıculas y de
6,29 metros para el filtro de Kalman extendido tardando e´ste casi 7 segundos
en estabilizar el error de estimacio´n, un tiempo bastante alto.
Con este modelo de observaciones se ve adema´s que hay una gran
inestabilidad en la estimacio´n del filtro de Kalman extendido que eleva el
error medio.
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Figura 6.8: Segunda trayectoria de prueba, modelo logar´ıtmico.
6.2. Pruebas con datos experimentales
En este u´ltimo apartado se van a utilizar los algoritmos de localizacio´n
y seguimiento con las observaciones experimentales de las dos trayectorias
de prueba para hacer una comparacio´n de los resultados obtenidos con los
resultantes al usar las observaciones generadas sinte´ticamente a partir de los
modelos de observacio´n. Se va a utilizar el modelo de observacio´n polino´mico
de orden 3 y el modelo logar´ıtmico para calcular las verosimilitudes de las
part´ıculas del filtro de part´ıculas y para la actualizacio´n de la estimacio´n del
estado para el filtro de Kalman extendido.
El periodo de tiempo entre estimaciones va a considerarse constante, de
T = 0, 2 segundos al igual que en las simulaciones anteriores, acumulando las
observaciones que se recojan para cada baliza en dicho periodo. La varianza
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de las variables aleatorias de la ecuacio´n de movimiento va a considerarse
tambie´n σ2z = 1. Adema´s, el filtro de part´ıculas utilizado tiene un total de
2.000 part´ıculas.
La primera conclusio´n a la que se llega utilizando los datos experimentales
de las trayectorias de prueba con los modelos de observacio´n desarrollados,
es que utilizar la varianza de las observaciones en funcio´n de la distancia
calculada a partir de la varianza muestral de las observaciones experimentales
para cada baliza no es una buena aproximacio´n del comportamiento de
las observaciones de potencia recibida, afectando considerablemente a la
estimacio´n en el filtro de part´ıculas. Por ejemplo, utilizando este modelo
de varianza, la estimacio´n de la posicio´n inicial del filtro de part´ıculas dista
bastante de la posicio´n real, obteniendo una verosimilitud alta para part´ıculas
en posiciones bastante distantes entre s´ı y de la posicio´n inicial del nodo
objetivo. El filtro de Kalman es en cambio ma´s robusto frente a una mala
aproximacio´n del comportamiento de la varianza de las observaciones.
Esto se puede observar en la Figura 6.9, donde se muestra una ejecucio´n de
los algoritmos con un total de 260 instantes de tiempo para las observaciones
experimentales de la segunda trayectoria de prueba, utilizando un modelo
de observacio´n polino´mico de tercer orden y el modelo de la varianza de
observacio´n en funcio´n de la distancia calculado a partir de la varianza
muestral de las observaciones experimentales para cada baliza, con la misma
notacio´n que en las figuras anteriores.
El filtro de Kalman extendido parece que estima de una forma ma´s o
menos acertada la trayectoria del nodo mo´vil, pero viendo la representacio´n
del error de estimacio´n en el tiempo, se puede decir que la suposicio´n de
que se conoce la posicio´n real del nodo objetivo para el ca´lculo del error de
estimacio´n en cada instante no es correcta, observa´ndose unos extran˜os picos
de error a lo largo del tiempo. Esto se debe a que se esta´ suponiendo que el
objeto se mueve a una velocidad constante a lo largo de toda la trayectoria
y que realiza cambios de direccio´n instanta´neos de 90 grados, cuando en
realidad lo que ocurre es que el nodo mo´vil se para en las esquinas de la
trayectoria, tarda cierto tiempo en girar sobre si mismo y despue´s reanuda la
marcha. Por lo tanto, el error de estimacio´n calculado no aporta demasiada
informacio´n.
Por estos motivos, en vez de utilizar el modelo de varianza de las
observaciones obtenido a partir de la varianza muestral, se va a utilizado
una varianza constante σ2n,i(di,t) = 2 y, adema´s, no se va a representar el
error de estimacio´n calculado al suponer que el nodo avanza a velocidad
constante haciendo cambios de direccio´n perfectos, al no ser demasiado u´til
para valorar las estimaciones.
En la Figura 6.10 se muestra una ejecucio´n de los algoritmos de
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Figura 6.9: Simulacio´n con datos experimentales con modelo de varianza en
funcio´n de la distancia.
localizacio´n y seguimiento con un total de 250 instantes de tiempo, para
las observaciones experimentales de la primera trayectoria de prueba. En
las gra´ficas se muestra el escenario experimental utilizando, en la gra´fica
izquierda, el modelo de observacio´n polino´mico de orden 3 y, en la gra´fica
derecha, el modelo logar´ıtmico, donde los nodos baliza esta´n representados
como c´ırculos de color azul oscuro, la trayectoria seguida por el nodo objetivo
esta´ representada por una l´ınea continua negra y las estimaciones de la
posicio´n del nodo en cada instante de tiempo realizadas con los algoritmos
de seguimiento se muestran como una l´ınea continua de color azul para el
caso del filtro de Kalman extendido y como una l´ınea continua de color rojo
en el caso del filtro de part´ıculas.
Se puede observar que para el tramo de las trayectorias que va desde la
coordenada (6,0) a (6,4), la estimacio´n de la posicio´n esta´ desplazada entre 1
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Figura 6.10: Simulacio´n con datos experimentales de la trayectoria 1, modelo
polino´mico de tercer orden a la izquierda, modelo logar´ıtmico a la derecha.
y 2 metros hacia el centro del escenario respecto a la trayectoria con ambos
modelos, siendo mayor el efecto con el modelo polino´mico de orden 3 y el
filtro de Kalman extendido. Por tanto, el modelado en esta zona no se ajusta
del todo al comportamiento real. Ocurre algo parecido en el tramo entre
(0,0) y (0,3), pero en este caso es el modelo logar´ıtmico el que ma´s error de
estimacio´n comete, independientemente del algoritmo utilizado.
En la Figura 6.11 se muestra a su vez una ejecucio´n de los algoritmos con
un total de 260 instantes de tiempo para las observaciones experimentales
de la segunda trayectoria de prueba. En la gra´fica izquierda se ha utilizado
el modelo de observacio´n polino´mico de orden 3 y, en la gra´fica derecha, el
modelo logar´ıtmico, siguiendo la misma notacio´n que en la Figura 6.10 .
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Figura 6.11: Simulacio´n con datos experimentales de la trayectoria 2, modelo
polino´mico de tercer orden a la izquierda, modelo logar´ıtmico a la derecha.
Se observa con esta trayectoria el mismo efecto en los tramos entre las
coordenadas (6,0) y (6,4) y entre (0,0) y (0,3), tendiendo la estimacio´n hacia
el centro del escenario. Lo mismo pasa ahora en los tramos entre (6,6) y
(6,10) y entre (0,10) y (0,7). En el tramo entre (6,10) y (0,10), el modelo
de observaciones con el que mejor se estima la trayectoria es el modelo
logar´ıtmico.
La estimacio´n de la posicio´n del nodo cerca de las balizas parece mucho
ma´s constante y precisa con el filtro de part´ıculas que con el filtro de Kalman
extendido.
En general, con las observaciones experimentales se estiman unas
trayectorias bastante parecidas a las esperadas, por lo que se podr´ıa
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concluir que todos estos modelos son un aproximacio´n bastante buena del
comportamiento real de la potencia recibida por el nodo objetivo de las
sen˜ales transmitidas por los nodos baliza.
Los resultados obtenidos con estos modelos de observacio´n son similares
a los obtenidos al utilizar los modelos polino´micos de orden 1 y 2. Para los
modelos polino´micos de orden 4 y 5 las trayectorias estimadas son bastante
peores que en los otros casos. Esto se debe a que estos modelos de observacio´n
modelan en algunos casos una potencia recibida que disminuye en vez de
aumentar a distancias cortas, algo que dista mucho de la realidad.
6.3. Conclusiones
En este cap´ıtulo en primer lugar se ha calculado el error de estimacio´n del
filtro de part´ıculas en funcio´n del nu´mero de part´ıculas, viendo que este error
desciende al aumentar el nu´mero de part´ıculas, disminuyendo ra´pidamente al
principio y reducie´ndose despue´s cada vez ma´s lentamente hasta estabilizarse
en un mı´nimo. Para encontrar un te´rmino adecuado para el nu´mero de
part´ıculas a utilizar, se debe tener en cuenta que aunque se obtenga un
error cada vez menor tambie´n aumenta la carga computacional del algoritmo.
Finalmente se ha escogido la cantidad de 2.000 part´ıculas para el filtro, con
lo que se consigue buena estimacio´n, con un error menor que el del filtro de
Kalman extendido.
Una vez fijado el nu´mero de part´ıculas, se ha calculado el error de
estimacio´n cometido por los algoritmos de localizacio´n y seguimiento para
la estimacio´n de la posicio´n de un nodo mo´vil que se mueve en un unos casos
con una trayectoria aleatoria siguiendo el modelo dina´mico planteado y en
otros casos con las trayectorias experimentales de prueba, generando en todos
estos casos las observaciones de potencia recibida a partir de los modelos de
observacio´n calculados.
A partir de los resultados, se ha visto que el filtro de part´ıculas realiza
una mejor estimacio´n de la posicio´n del nodo objetivo pra´cticamente para
todos los casos de modelos de observacio´n y de trayectorias.
El error de estimacio´n es menor con las trayectoria aleatorias sinte´ticas
que con las trayectorias experimentales debido a que los algoritmos trabajan
con la misma ecuacio´n dina´mica con la cual se genera el movimiento del
nodo objetivo en las trayectorias aleatorias, mientras que las trayectorias
experimentales esta´n generadas de forma que el nodo avanza siempre a la
misma velocidad en l´ınea recta, realizando cambios de direccio´n instanta´neos
que suponen no linealidades que no recogen los modelos de los algoritmos.
Para el filtro de part´ıculas, el modelo logar´ıtmico es el que peores
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resultados da con las trayectorias experimentales y para la primera
trayectoria de prueba, despue´s del modelo polino´mico de orden 5 en ambos
casos, sin destacar en los resultados de la segunda trayectoria de prueba. Con
el filtro de Kalman extendido el resultado es en general peor que al utilizar
modelos polino´micos de primer, segundo y tercer orden.
Se ha escogido finalmente el modelo polino´mico de orden 3 para
los ejemplos de las trayectorias y para las pruebas con observaciones
experimentales por funcionar bastante bien al utilizarlo con ambos algoritmos
y, adema´s, el modelo logar´ıtmico para hacer una comparacio´n con este modelo
polino´mico.
Seguidamente se han representado ejemplos de los resultados obtenidos
con los tres tipos de trayectorias. La no linealidad existente en las trayectorias
aleatorias por la limitacio´n de la posicio´n del nodo objetivo dentro del recinto
se puede expresar en las ecuaciones del filtro de part´ıculas pero no en las del
filtro de Kalman extendido, por lo que el error de estimacio´n del filtro de
part´ıculas se reduce en estas zonas, mientras que el del filtro de Kalman
extendido aumenta.
En todos los casos la estimacio´n de la localizacio´n inicial del nodo objetivo
en el primer instante es ma´s precisa con el filtro de part´ıculas.
Por u´ltimo se han utilizado los algoritmos de localizacio´n y seguimiento
con las observaciones experimentales de las dos trayectorias de prueba. Se ha
visto que el modelado de la varianza de las observaciones en funcio´n de la
distancia a partir de la varianza muestral de las observaciones experimentales
para cada baliza no es una buena aproximacio´n del comportamiento de
las observaciones de potencia recibida, afectando mucho a la estimacio´n
en el filtro de part´ıculas. El filtro de Kalman sin embargo es ma´s robusto
frente a una mala aproximacio´n del comportamiento de la varianza de
las observaciones. Finalmente se ha optado por utilizar una varianza de
observacio´n constante, con la que se realizan mejores estimaciones.
Tambie´n se ha observado que la suposicio´n de que se conoce la posicio´n
real del nodo objetivo para el ca´lculo del error de estimacio´n en cada instante
no es correcta, pues se esta´ suponiendo que el objeto se mueve a una velocidad
constante a lo largo de toda la trayectoria y que realiza cambios de direccio´n
instanta´neos de 90 grados, cuando en realidad el nodo mo´vil se para en las
esquinas de la trayectoria y tarda un tiempo en girar sobre si mismo.
La estimacio´n de la posicio´n del nodo cerca de las balizas es ma´s estable
y precisa con el filtro de part´ıculas que con el filtro de Kalman extendido.
Se ha observado adema´s una tendencia a estimarse una posicio´n desplazada
hacia el centro del escenario en los tramos entre balizas, siendo este efecto
mayor o menor segu´n el modelo de observacio´n y el algoritmo utilizado.
En general, con las observaciones experimentales se estiman unas
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trayectorias bastante parecidas a las esperadas, por lo que se puede decir que
los modelos de observacio´n utilizados son un aproximacio´n bastante buena del
comportamiento real de la potencia recibida, con unos resultados similares
con los modelos polino´micos de orden 1 a 3 y con el modelo logar´ıtmico.
Para los modelos polino´micos de orden 4 y 5, sin embargo, las trayectorias
estimadas son bastante peores.
Cap´ıtulo 7
Conclusiones y l´ıneas futuras
de trabajo
7.1. Conclusiones
Las redes de sensores son una tecnolog´ıa caracterizada por contar con
nodos pequen˜os, baratos y con una autonomı´a relativamente grande. En este
proyecto se ha tratado el problema de localizacio´n en interiores empleando
redes de sensores, evaluando varios me´todos de modelizacio´n de datos y
distintos algoritmos de localizacio´n y navegacio´n.
El tipo de solucio´n que se ha utilizado para el problema de ubicacio´n de los
nodos es la localizacio´n con balizas fijas a partir de observaciones de potencia
de la sen˜al recibida. Se puede estimar la posicio´n de un nodo en una red de
sensores en la que existe una serie de nodos baliza que transmiten sen˜ales
mediante mediciones de potencia recibida por el nodo objetivo, porque e´stas
dependen de la distancia. Sin embargo, existe incertidumbre tanto en la
forma de esta dependencia como en las propias mediciones debido al ruido
observacional.
El punto de partida para este estudio ha sido un conjunto de datos
experimentales obtenidos en una campan˜a de mediciones con una red formada
por varios nodos baliza activos y un nodo objetivo a localizar. Las balizas son
nodos fijos cuya posicio´n es conocida y que emiten tramas de informacio´n
sobre la red que pueden recibirse por cualquier otro nodo. El nodo objetivo es
el terminal mo´vil al que se quiere localizar, el cual muestrea perio´dicamente
las tramas que recibe de los nodos baliza para extraer niveles de potencia
de la sen˜al recibida. Se han utilizado dos conjuntos de datos experimentales,
uno de modelizacio´n de las observaciones y otro para validacio´n. Estos datos
experimentales se han utilizado para modelar el comportamiento de la sen˜al
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recibida de cada baliza segu´n la posicio´n del nodo objetivo y para despue´s
aplicar estos modelos en algoritmos de localizacio´n y seguimiento con el
objetivo de comprobar su validez utilizando el conjunto de datos de prueba.
Gracias al estudio de los datos experimentales se ha podido conocer el
comportamiento de las observaciones de potencia recibida en funcio´n de la
distancia. Se ha visto que los niveles de potencia recibida son muy diferentes
para cada baliza, alcanzando un nivel mucho ma´s alto en unos casos respecto
a otros. Tambie´n se ha observado que para algunas distancias se tienen
observaciones con una varianza mucho ma´s alta que para otras. A su vez
se ha detectado que existe multimodalidad en las observaciones de potencia
para una misma distancia. Tanto las altas varianzas como la existencia de
mu´ltiples modas suponen un problema a la hora de decidir a que´ distancia
corresponde una potencia dada, dificultando la labor de localizacio´n. Tambie´n
se ha visto que existe un desconocimiento del comportamiento de los sensores
a corta distancia por faltar esta informacio´n en los datos de modelizacio´n.
7.1.1. Modelos
Para caracterizar el comportamiento dina´mico del nodo objetivo se ha
especificado un modelo de movimiento definido por la ecuacio´n de estado
que relaciona el estado actual del sistema (su posicio´n y su velocidad en cada
instante) con el estado en el instante anterior, con un ruido del proceso que
representa los efectos de aceleraciones desconocidas.
Tambie´n se ha definido la ecuacio´n que relaciona las observaciones de
potencia recibida por el nodo objetivo con el estado del mismo. Se han
calculado varios modelos de observacio´n y se ha interpolado la varianza
muestral de las observaciones para utilizarla con el modelo.
Se ha utilizado primero un modelo log-normal para aproximar los datos
de potencia recibida frente a la distancia, por ser un modelo cla´sico de
propagacio´n en espacio libre [3]. En este modelo, donde ma´s ra´pido decae
la potencia de la sen˜al con la distancia es para distancia menores a 1
metro, rango para el cual no hay observaciones, por lo que los modelos
no necesariamente reflejan fielmente la potencia recibida en este tramo de
distancia.
En segundo lugar se ha utilizado un modelo polino´mico por su capacidad
de adaptacio´n a los datos. Se han probado varios grados para el polinomio
de aproximacio´n, obtenie´ndose diferentes modelos. Se ha visto que para
distancias fuera del rango en el que existen observaciones, los modelos
suelen tender hacia potencias muy altas o bajas, aumenta´ndose este efecto al
incrementar el grado del polinomio. Para distancias menores a la mı´nima, este
efecto es importante porque se puede modelar una potencia recibida a cortas
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distancias como si fuera menor que a la distancia mı´nima de observacio´n,
algo que no tiene sentido f´ısico. Se ha comprobado adema´s que al aumentar
el grado del polinomio el error de aproximacio´n disminuye, pero se corre el
riesgo de sobreajustar a los datos, perdie´ndose generalidad en el modelo.
Comparando los dos tipos de modelos, se ha observado que un modelo
polino´mico de orden 2 aproxima mejor los datos de casi todos los sensores y
que con uno de orden 4 se comete un error menor que con modelo logar´ıtmico
en todos los casos.
Para obtener un modelo de la varianza de las observaciones se ha
interpolado la varianza del modelo de observacio´n para cada baliza en funcio´n
de la distancia, utiliza´ndose la varianza respecto a la media muestral, por
tener unos valores ma´s razonables que la varianza respecto a los modelos y
se ha realizado una interpolacio´n polino´mica por splines cu´bicos que suaviza
las varianzas altas.
7.1.2. Algoritmos
El siguiente paso ha sido el estudio de dos algoritmos de localizacio´n y
seguimiento, el filtro de Kalman extendido y el filtro de part´ıculas. Se han
ensen˜ado dos ejemplos simples de su uso y se han linealizado las ecuaciones
de estado y de observacio´n espec´ıficas del problema de localizacio´n planteado
para poder utilizarse con el filtro de Kalman extendido.
El filtro de Kalman so´lo puede ser utilizado en sistemas lineales. Para su
uso en sistemas no lineales, se requiere el filtro de Kalman extendido. Adema´s,
el ruido del proceso y de la observacio´n se asumen gaussianos de media nula
en las dos versiones del filtro. En cambio, el filtro de part´ıculas puede ser
utilizado en cualquier caso de linealidad y de distribucio´n de probabilidad del
ruido. La principal ventaja del filtro de part´ıculas sobre el filtro de Kalman
extendido es que no implica linealizaciones alrededor de las estimaciones
actuales, sino aproximaciones en la representacio´n de las distribuciones. En
los ejemplos de los algoritmos, el error de estimacio´n cometido por los ambos
es similar, pero mientras que en el caso lineal se comete menos error con
el filtro de Kalman, en el caso no lineal se obtienen mejores resultados
con el filtro de part´ıculas. Esto es debido a que, en el sistema no lineal,
hay que linealizar las ecuaciones al utilizar el filtro de Kalman extendido,
introducie´ndose as´ı un error de linealizacio´n.
7.1.3. Simulaciones
Finalmente, para evaluar los modelos obtenidos y los algoritmos de
seguimiento, se han realizado varias simulaciones con los diferentes modelos
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de datos, utilizando los dos tipos de algoritmos.
Primero se ha calculado el error de estimacio´n del filtro de part´ıculas
en funcio´n del nu´mero de part´ıculas, viendo que este error desciende al
aumentar el nu´mero de part´ıculas, disminuyendo ra´pidamente al principio
y reducie´ndose despue´s cada vez ma´s lentamente hasta estabilizarse en un
mı´nimo. Para encontrar un te´rmino adecuado para el nu´mero de part´ıculas
a utilizar, se ha tenido en cuenta que, aunque se obtenga un error cada vez
menor, tambie´n aumenta la carga computacional del algoritmo, escogie´ndose
la cantidad de 2.000 part´ıculas para el filtro.
Despue´s se ha calculado el error de estimacio´n cometido por los algoritmos
de localizacio´n y seguimiento para la estimacio´n de la posicio´n de un
nodo mo´vil que se mueve en un unos casos con una trayectoria aleatoria
siguiendo el modelo dina´mico planteado y en otros casos con las trayectorias
experimentales de prueba, generando en todos estos casos las observaciones
de potencia recibida sinte´ticamente a partir de los modelos de observacio´n
calculados.
A partir de los resultados, se ha visto que el filtro de part´ıculas realiza
una mejor estimacio´n de la posicio´n del nodo objetivo pra´cticamente para
todos los casos de modelos de observacio´n y de trayectorias.
El error de estimacio´n es menor con las trayectoria aleatorias sinte´ticas
que con las trayectorias experimentales porque los algoritmos trabajan
con la misma ecuacio´n dina´mica con la cual se genera el movimiento del
nodo objetivo en las trayectorias aleatorias, mientras que las trayectorias
experimentales esta´n generadas de forma que el nodo avanza siempre a la
misma velocidad en l´ınea recta, realizando cambios de direccio´n instanta´neos
que suponen no linealidades que no recogen los modelos de los algoritmos.
La no linealidad existente en las trayectorias aleatorias por la limitacio´n
de la posicio´n del nodo objetivo dentro del recinto se puede expresar en
las ecuaciones del filtro de part´ıculas pero no en las del filtro de Kalman
extendido, por lo que el error de estimacio´n del filtro de part´ıculas se reduce
en estas zonas, mientras que el del filtro de Kalman extendido aumenta.
Para el filtro de part´ıculas, el modelo logar´ıtmico es el que peores
resultados da con las trayectorias experimentales y para la primera
trayectoria de prueba, despue´s del modelo polino´mico de orden 5 en ambos
casos, sin destacar en los resultados de la segunda trayectoria de prueba. Con
el filtro de Kalman extendido el resultado es en general peor que al utilizar
modelos polino´micos de primer, segundo y tercer orden.
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7.1.4. Pruebas experimentales
Se ha escogido el modelo polino´mico de orden 3 para los ejemplos de
las trayectorias y para las pruebas con observaciones experimentales por
funcionar bastante bien al utilizarlo con ambos algoritmos y, adema´s, el
modelo logar´ıtmico para hacer una comparacio´n con el anterior modelo
polino´mico.
En todos los casos la estimacio´n de la localizacio´n inicial del nodo objetivo
en el primer instante es ma´s precisa con el filtro de part´ıculas.
Por u´ltimo se han utilizado los algoritmos de localizacio´n y seguimiento
con las observaciones experimentales de las dos trayectorias de prueba, con
lo que se ha visto que el modelado de la varianza de las observaciones
en funcio´n de la distancia a partir de la varianza muestral de las
observaciones experimentales para cada baliza no es una buena aproximacio´n
del comportamiento de las observaciones de potencia recibida, afectando
mucho a la estimacio´n en el filtro de part´ıculas, siendo el filtro de Kalman ma´s
robusto frente a esto. Se ha optado por utilizar una varianza de observacio´n
constante, con la que se realizan mejores estimaciones.
Tambie´n se ha observado que considerar que se conoce la posicio´n real
del nodo objetivo para el ca´lculo del error de estimacio´n en cada instante no
es correcto, pues se esta´ suponiendo que el objeto se mueve a una velocidad
constante a lo largo de toda la trayectoria y que realiza cambios de direccio´n
instanta´neos de 90 grados, cuando en realidad parece que el nodo mo´vil se
para en las esquinas de la trayectoria y tarda un tiempo en girar sobre si
mismo.
La estimacio´n de la posicio´n del nodo cerca de las balizas parece mucho
ma´s constante y precisa con el filtro de part´ıculas que con el filtro de Kalman
extendido. Se ha observado adema´s una tendencia a estimarse una posicio´n
desplazada hacia el centro del escenario en los tramos entre balizas, siendo
este efecto mayor o menor segu´n el modelo de observacio´n y el algoritmo
utilizado.
En general, con las observaciones experimentales se estiman unas
trayectorias bastante parecidas a las esperadas, por lo que se puede concluir
que los modelos de observacio´n utilizados son un aproximacio´n bastante
buena del comportamiento real de la potencia recibida, con unos resultados
similares con los modelos polino´micos de orden 1 a 3 y con el modelo
logar´ıtmico, mientras que para las estimaciones con los modelos polino´micos
de orden 4 y 5 son bastante peores.
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7.1.5. Resumen
A modo de resumen, las conclusiones ma´s importantes a las que se
ha llegado sobre los algoritmos de localizacio´n y seguimiento durante el
desarrollo de este proyecto de investigacio´n son las siguientes.
Filtro de Kalman extendido:
 Necesita de linealizacio´n del sistema.
 No puede reflejar algunos tipos de no linealidades, concretamente
cuando e´stas no son derivables.
 Asume ruido gaussiano de media nula.
 Estimacio´n buena pero algo inestable.
Filtro de part´ıculas:
 No necesita linealizacio´n del sistema.
 Admite especificar cualquier tipo de distribucio´n de ruido.
 Realiza una buena estimacio´n inicial.
 Mejor estimacio´n de la posicio´n que el filtro de Kalman extendido
a partir de un determinado nu´mero de part´ıculas.
En cuanto a los modelos de observacio´n que relacionan la posicio´n del
nodo objetivo con la potencia recibida, se ha comprobado lo siguiente:
Modelo logar´ıtmico:
 Realiza un correcto ajuste a los datos.
 Peores resultados con los algoritmos con datos sinte´ticos que los
modelos polino´micos.
 Buena aproximacio´n del comportamiento real de las observaciones.
Modelos polino´micos:
 Mejor aproximacio´n a los datos que el modelo logar´ıtmico.
 A partir de un polinomio de tercer orden puede sobreajustar a los
datos.
 Buena aproximacio´n del comportamiento real de las observaciones,
hasta tercer orden.
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7.2. L´ıneas futuras de trabajo
Se han identificado las siguientes l´ıneas de trabajo para una extensio´n de
los resultados obtenidos en este proyecto.
Se pueden probar a usar nuevos modelos de ruido que no sean
necesariamente gaussianos, como los utilizados hasta ahora, para
intentar realizar una mejor estimacio´n de la posicio´n del nodo objetivo
al modelar ma´s fielmente el comportamiento del sistema. Estos modelos
so´lo podr´ıan aplicarse estrictamente con el filtro de part´ıculas, pues
como se ha visto, el filtro de Kalman extendido asume ruido gaussiano
de media nula, mientras que con el filtro de part´ıculas puede modelarse
el ruido de muchas formas distintas.
En lugar de realizar una estimacio´n MMSE (Minimum Mean Squared
Error) que minimiza el error cuadra´tico medio, otra posible mejora
del filtro de part´ıculas es utilizar una estimacio´n MAP (Maximum
a posteriori) [9], pudie´ndose obtener mejores resultados cuando la
distribucio´n de probabilidad a posteriori de la posicio´n del objetivo
es multimodal.
El funcionamiento de la red de sensores depende en gran medida
de las condiciones del entorno, lo que puede conllevar problemas de
rendimiento en funcio´n de las condiciones ambientales. Por ejemplo,
la potencia recibida para una posicio´n del nodo objetivo puede ser
muy diferente en un d´ıa seco que en un d´ıa en el que haya llovido
y exista mucha humedad en el ambiente. Por este motivo, se podr´ıa
estudiar un sistema de calibracio´n automa´tica de los modelos de
observacio´n que se efectu´e al arrancar la red de sensores. Se podr´ıa
asumir, por ejemplo, un modelo de observacio´n logar´ıtmico y calcular
los para´metros caracter´ısticos del modelo a partir de un conjunto
de observaciones obtenidas por los nodos de la red que transmiten
informacio´n en el momento en el que se inicializa la red.
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Ape´ndice A
Presupuesto
En este ape´ndice se van a valorar tanto los recursos materiales como
los recursos humanos que han sido necesarios para la elaboracio´n de este
proyecto. Al ser un trabajo de investigacio´n, so´lo se va a cuantificar los
recursos que han sido utilizados, sin entrar en el coste monetario.
En primer lugar se va a detallar el material necesario para la obtencio´n
de las observaciones y el equipamiento hardware y software empleado para
su estudio. En segundo lugar, se estimara´ el esfuerzo humano necesario
para realizar la campan˜a de mediciones inicial y para la elaboracio´n de la
investigacio´n y de la memoria del proyecto.
A.1. Recursos materiales
La red de sensores en la que se han obtenido los conjuntos de observaciones
de potencia esta´ formada por siete nodos, seis de ellos utilizados como nodos
baliza y uno empleado como nodo mo´vil objetivo. Todos estos nodos constan
de una pequen˜a placa formada por un circuito, un microprocesador y un
sistema de transmisio´n que implementa el esta´ndar IEEE 802.15.4 y el
conjunto de protocolos de capas superiores definidas por ZigBee Alliance.
Las plataformas utilizadas son de Crossbow y una combinacio´n del sistema
de microprocesador Arduino con chipsets de Xbee.
Adema´s se ha tenido que habilitar un patio interior de un edifico para
utilizarlo como escenario durante toda la campan˜a de mediciones. A su vez
se ha necesitado un conjunto de soportes fijos para los nodos baliza y un
soporte mo´vil para el nodo objetivo.
Para la recoleccio´n de las observaciones se ha necesitado tambie´n un
equipo informa´tico y un software de recoleccio´n con el que se ha dado formato
a los conjuntos de datos obtenidos.
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Para el ajuste de los modelos de observacio´n a partir de los datos
de modelizacio´n y para la ejecucio´n de los algoritmos de localizacio´n y
navegacio´n ha sido necesario un ordenador personal, un sistema operativo
para el mismo y una licencia del software de ca´lculo nume´rico MATLAB.
A.2. Recursos humanos
En primer lugar, en la campan˜a de mediciones ha sido necesario un equipo
de dos personas trabajando a tiempo completo durante una semana para la
obtencio´n de los conjuntos de observaciones experimentales.
En segundo lugar, para la elaboracio´n de los modelos, los algoritmos y
las pruebas comparativas, se ha necesitado el esfuerzo de un ingeniero de
telecomunicaciones trabajando un tiempo equivalente a seis meses a jornada
completa. Para la redaccio´n de esta memoria se ha necesitado de un mes
adicional de trabajo.
Finalmente, tambie´n se ha necesitado un tutor como director de proyecto,
que ha realizado una labor de apoyo y consultor´ıa.
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