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Abstract
In this paper, we present a novel framework that can achieve
multimodal image-to-image translation by simply encourag-
ing the statistical dependence between the latent code and
the output image in conditional generative adversarial net-
works. In addition, by incorporating a U-net generator into
our framework, our method only needs to train a one-sided
translation model from the source image domain to the target
image domain for both supervised and unsupervised multi-
modal image-to-image translation. Furthermore, our method
also achieves disentanglement between the source domain
content and the target domain style for free. We conduct
experiments under supervised and unsupervised settings on
various benchmark image-to-image translation datasets com-
pared with the state-of-the-art methods, showing the effec-
tiveness and simplicity of our method to achieve multimodal
and high-quality results.
Introduction
In recent years, Generative Adversarial Networks (GANs)
(Goodfellow et al. 2014) have emerged as a promis-
ing generative model that can capture complex and high-
dimensional image data distributions. Extended on GANs,
conditional GANs (cGANs) (Mirza and Osindero 2014)
which take extra contextual information as input are widely
used in conditional image synthesis and achieve great suc-
cess, such as (Pathak et al. 2016; Isola et al. 2017; Ledig et
al. 2017; Zhang et al. 2017; Brock, Donahue, and Simonyan
2018), to name a few.
Image-to-image translation aims to map images in source
domain to images in target domain while maintaining the
underlying spatial information in the input image. As the
central problem in conditional image synthesis, many con-
ditional image synthesis problems can be seen as special
cases of image-to-image translation, for example, super res-
olution (Ledig et al. 2017), image inpainting (Pathak et al.
2016), and style transfer (Gatys, Ecker, and Bethge 2016).
The problem is considered supervised or unsupervised ac-
cording to whether paired images are available. Many pi-
oneering works (Isola et al. 2017; Wang et al. 2018) on
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image-to-image translation only learn a deterministic map-
ping function under a supervised setting. Further, for the
unsupervised problem, cycle consistency (Zhu et al. 2017a;
Kim et al. 2017; Yi et al. 2017) is proposed to guarantee
the maintenance of the underlying spatial information in
the input image by mapping the translated images back to
their inputs. Therefore, bidirectional mappings between the
source image domain and the target image domain need to
be learned simultaneously under an unsupervised setting. On
the other hand, image translation should be capable of pro-
ducing multiple possible outputs even for a single input im-
age, for example, a Yosemite winter photo may correspond
to multiple summer photos that vary in light, the amount
of clouds, and the luxuriance of vegetation. A straightfor-
ward way to produce diverse results for cGANs is to dis-
till such variations in latent noise that can be sampled from
a simple distribution, such as an isotropic Gaussian. How-
ever, it has been reported in the literature (Isola et al. 2017;
Zhu et al. 2017b; Mathieu, Couprie, and LeCun 2015) that
cGANs are prone to ignore the variation of the latent noise,
which is also known as the problem of mode collapse (Good-
fellow et al. 2014; Metz et al. 2016; Goodfellow 2016).
Many previous works (Zhu et al. 2017b; Lee et al. 2018;
Huang et al. 2018; Almahairi et al. 2018) solve the diver-
sity problem for image-to-image translation by introducing
encoders in their frameworks to learn a one-to-one map-
ping between the latent code space and the output image
space, which amounts to implicitly maximizing a variational
lower bound of the mutual information between the latent
code and the output image (Chen et al. 2016). Some of them
(Huang et al. 2018; Lee et al. 2018) further disentangle the
latent space of the image to a shared content space and a
domain-specific style space. But they (Huang et al. 2018;
Lee et al. 2018) have complicated network structures and
multiple training losses to finetune.
In this paper, we take a fundamentally different route and
design a much simpler unified model to solve the diversity
problem for multimodal image-to-image translation under
both supervised and unsupervised settings. In order to pre-
vent the mode collapse case from happening and strengthen
the connection between the latent noise and the output im-
age, we propose Statistics Ehanced GAN (SEGAN) that ex-
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plicitly estimates and maximizes the mutual information be-
tween them in this paper. Also, we design a novel frame-
work that only learns the mapping from source image do-
main to target image domain for both supervised and unsu-
pervised multimodal image-to-image translation by using a
U-net generator to preserve the underlying spatial informa-
tion in the input image. Moreover, our method realizes the
disentanglement between the source domain content and the
target domain style for free as a result of the mutual infor-
mation maximization. At last, we conduct extensive exper-
iments on benchmark image-to-image translation datasets
under supervised and unsupervised settings and compare our
method with the state-of-the-art methods qualitatively and
quantitatively, which shows the superiority of our method.
Our contributions in this paper are summarized as fol-
lows:
• We propose SEGAN that explicitly estimates and max-
imizes the mutual information between the latent noise
and the output image to solve the mode collapse issue in
cGANs for multimodal image-to-image translation.
• By using a U-net generator, our SEGAN directly learns
the mapping from the source image domain to the target
image domain for both supervised and unsupervised mul-
timodal image-to-image translation.
• Our method also achieves disentanglement between the
source domain content and the target domain style for free
as a result of the mutual information maximization.
• We perform supervised and unsupervised image-to-image
translation tasks on various benchmark datasets and com-
pare our method with the state-of-the-art methods, which
demonstrates the effectiveness and simplicity of our
method.
Related Works
Generative adversarial networks
Generative Adversarial Networks (GANs) (Goodfellow et
al. 2014) compose of two modules: a discriminator that tries
to distinguish real data samples from generated samples, and
a generator that tries to generate samples to fool the discrim-
inator. There are many works proposed to improve the orig-
inal GANs for more stabilized training and producing high-
quality samples by better loss functions (Arjovsky, Chintala,
and Bottou 2017; Zhao, Mathieu, and LeCun 2016; Berth-
elot, Schumm, and Metz 2017; Mao et al. 2017; Miyato et al.
2018), structure changes (Radford, Metz, and Chintala 2015;
Denton et al. 2015; Karras et al. 2017; Huang et al. 2017;
Zhang et al. 2019; Karras, Laine, and Aila 2019), or combin-
ing autoencoders (Larsen et al. 2016; Dumoulin et al. 2016;
Donahue, Kra¨henbu¨hl, and Darrell 2016; Che et al. 2016;
Srivastava et al. 2017; Ulyanov, Vedaldi, and Lempitsky
2018). In this work, we rely on GANs to synthesize realistic
images for image-to-image translation.
Image-to-image translation
Isola et al. first design a pix2pix framework based on cGANs
for image-to-image translation. Then it is extended to pro-
duce high-resolution images by a coarse-to-fine way (Wang
et al. 2018; Chen and Koltun 2017). But most of them need
paired datasets and only produce deterministic results. For
tackling the two problems, on the one hand, many works
are proposed to solve the unpaired issue by semantic con-
sistency (Taigman, Polyak, and Wolf 2016), a shared latent
space (Liu, Breuel, and Kautz 2017), adversarial consistency
loss (Zhao, Wu, and Dong 2020), council loss (Nizan and Tal
2020), or the commonly used cycle consistency (Zhu et al.
2017a; Kim et al. 2017; Yi et al. 2017). On the other hand,
for solving the diversity problem, a lot of works propose
to generate multiple discrete results and encourage them
to be different (Chen and Koltun 2017; Ghosh et al. 2018;
Nizan and Tal 2020). For modeling continuous multimodal
results, BicycleGAN (Zhu et al. 2017b) proposes to combine
cVAEGAN (Larsen et al. 2016) with cLRGAN (Chen et al.
2016) to produce multimodal results under a supervised set-
ting. Further, MUNIT (Huang et al. 2018) and DRIT (Lee
et al. 2018) propose to disentangle the latent space of the
image to a shared content space and a domain-specific style
space for multimodal unsupervised image-to-image transla-
tion. In addition, Almahairi et al. extend CycleGAN (Zhu et
al. 2017a) to unsupervised many-to-many translation. Mao
et al. and Yang et al. simultaneously propose a regularization
that maximizes the pairwise distance between the images
and their corresponding latent codes to encourage diversity
in cGANs, which can be easily embedded in many image-to-
image translation frameworks, such as pix2pix (Isola et al.
2017) and DRIT (Lee et al. 2018). Recently, Zhu et al. intro-
duce a Group Decreasing Network to generate multimodal
results at the semantic level for translating semantic map to
image. Zhao et al. propose UCTGAN that learns unsuper-
vised cross-space translation to achieve multimodal image
inpainting results. Besides, Alharbi, Smith, and Wonka in-
troduce variations for unsupervised image-to-image trans-
lation by scaling the filters of the generator. To the best
of our knowledge, the state-of-the-art multimodal image-to-
image translation methods are still BicycleGAN (Zhu et al.
2017b) or MSGAN (Mao et al. 2019) (which is built upon
pix2pix (Isola et al. 2017)) under a supervised setting, and
MUNIT (Huang et al. 2018), DRIT (Lee et al. 2018) or MS-
GAN (Mao et al. 2019) (which is built upon DRIT (Lee et
al. 2018)) under an unsupervised setting, respectively. These
methods will be put as baselines in the experiments.
Disentangled representation learning
In recent years, InfoGAN (Chen et al. 2016) and β-VAE
(Higgins et al. 2016) are proposed to learn disentangled rep-
resentation in unconditional image generation. In particu-
lar, InfoGAN shares a similar idea with our method about
maximizing the Mutual Information (MI). However, our
method is significantly different from InfoGAN in two as-
pects. First, InfoGAN minimizes a varitional upper bound
on the conditional entropy and ignores the sample entropy
of the MI, while our method explicitly estimates and max-
imizes the whole MI term simultaneously. Second, Info-
GAN aims to learn disentangled representation in uncondi-
tional image generation, while our method focuses on the
diversity of conditional image synthesis in which the latent
noise is usually ignored by the generator (Isola et al. 2017;
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Figure 1: The network architecture and training losses of our model. Z and Bˆ represent the correlated random variables with
their realizations as the positive samples drawn from the joint distribution p(z, bˆ), and Z ′′ and B¯ are the uncorrelated random
variables with their realizations as the negative samples drawn from the product of marginals p(z)p(bˆ) respectively. Note that
without the statistics network, our model is merely pix2pix+noise framework.
Zhu et al. 2017b; Mathieu, Couprie, and LeCun 2015).
Mutual information
Methods based on Mutual Information (MI) can date back
to the infomax principle (Linsker 1988; Bell and Sejnowski
1995), which advocates maximizing MI between the input
and output of neural networks. Some neural estimators of
MI have been proposed recently, for instance, MINE (Belg-
hazi et al. 2018) and InfoNCE (Oord, Li, and Vinyals 2018).
Intuitively, these methods estimate MI between X and Y by
training a classifier to distinguish between postive samples
drawn from the joint distribution p(x, y) and negative sam-
ples drawn from the product of marginals p(x)p(y). In this
work, we adopt the MINE based estimator to estimate and
maximize the MI between the latent noise and the generated
image in cGANs.
Method
Preliminaries
Suppose we have a source image domainA ⊂ RH×W×C and
a target image domain B ⊂ RH×W×C, image-to-image trans-
lation refers to learning a generator’s function G(·) such
that a ∈ A, bˆ = G(a) ∈ B and bˆ preserves some un-
derlying spatial information in a1. Under a supervised set-
ting where paired data (a, b) are available, the adversar-
1We denote the random variables with upper-case letters and
their realizations with lower-case letters in this paper.
ial loss and pixel-wise loss between a and b can be com-
bined together to learn such mapping, which is exactly the
pix2pix (Isola et al. 2017) framework. To scale this frame-
work to multimodal case, we need to introduce latent noise
Z as the source of stochasticity to the generator where the
generator’s function changes to G(a, z). For simplicity, the
latent noise often follows an isotripic Gaussian such that
z ∼ N (0, I). We call this model pix2pix+noise as illus-
trated in Fig.1. However, several works (Isola et al. 2017;
Zhu et al. 2017b; Mathieu, Couprie, and LeCun 2015) have
reported that naively adding the noise can hardly produce di-
verse results. In addition, when it comes to an unsupervised
setting where no paired data (a, b) are available, the preser-
vation of the underlying spatial information in the input im-
age also needs to be taken into consideration. In the next, we
will present our Statistics Enhanced GAN (SEGAN) frame-
work that solves both problems.
Statistics Enhanced GAN
In this work, we propose to strengthen the connection be-
tween the latent noise Z and the output image Bˆ in a sta-
tistical manner to solve the diversity problem for image-
to-image translation, therefore we call our proposed model
Statistics Ehanced GAN (SEGAN). Unlike previous meth-
ods (Zhu et al. 2017b; Huang et al. 2018; Lee et al. 2018)
which inlcude multiple autoencoder and latent regression
losses, SEGAN is simple and neat in its architecture. It
is merely pix2pix+noise framework with an extension of
a statistics network as shown in Fig.1. In case the latent
noise Z is ignored by the generator, the generator’s func-
tion G(a, z) and the conditional distribution p(bˆ|a, z) mod-
eled by cGANs degenerate to G(a) and p(bˆ|a) respectively,
which means the latent noise Z is independent of the output
image Bˆ and the results of the translation become determin-
istic. In order to prevent such situation from happening, we
use a statistics network to explicitly estimate and maximize
the Mutual Information (MI) between the latent noise Z and
the generated image Bˆ in SEGAN. Here, the MI
I(Bˆ;Z) = H(Bˆ)−H(Bˆ|Z) = H(Z)−H(Z|Bˆ) (1)
quantifies the “amount of information” of Bˆ through ob-
serving Z. To achieve diverse results, we are definitely hop-
ing the latent noise Z can affect the output image Bˆ in a
reasonable underlying way. If the latent nosie Z is ignored
by the generator (which means Z is indepedent of Bˆ), then
the MI attains its minimal value 0, because knowing Z re-
veals nothing about Bˆ under such circumstances. On the
contrary, if Z and Bˆ are closely related, for example, Z is
utilized by the generator to represent different styles of the
target image domain, then the MI has a high value. From
another perspective, the direct way to encourage the multi-
modality of a random variable is to maximize its entropy.
As the generated sample’s entropy H(Bˆ) is intractable, we
use the MI between Bˆ and Z as a proxy. As shown in
Eq.1, the MI can be seen as a lower bound of H(Bˆ), since
I(Bˆ;Z) = H(Bˆ)−H(Bˆ|Z).
Content-preserving effect of the U-net generator
Many previous methods use constraints like cycle consis-
tency (Zhu et al. 2017a; Kim et al. 2017; Yi et al. 2017) to
solve the unpaired problem for image-to-image translation.
As a result, bidirectional mappings between the source im-
age domain and the target image domain need to be learned
simultaneously. However, we find that only a little incen-
tive is enough for preserving the underlying spatial informa-
tion in the input image. We empirically find that by using
a U-net generator, which skip-connects the different layers’
features of the encoder to the corresponding layers’ features
of the decoder, we can preserve the underlying spatial in-
formation in the input image well. Since the encoded fea-
tures from a low to a high semantic level of the input image
are now highly involved in the generation process of the de-
coder, strong connection between the spatial information of
the input image and the translated image is built. To the best
of our knowledge, we are the first to propose to use a U-
net generator to preserve the underlying spatial information
for unsupervised image-to-image translation. We adopt a U-
net generator in our method to train a one-sided translation
model from source image domain to target image domain
for multimodal image-to-image translation under both su-
pervised and unsupervised settings.
Training losses
The training losses of our framework are mainly composed
of an adversarial loss and a Mutual Information (MI) loss. If
paired data (a, b) are available, we also use an L1 loss in our
method like many other supervised image-to-image transla-
tion methods. The adversarial loss is used to make sure that
the translated images look like real images in target domain,
while the MI loss is actually pushing the output image Bˆ
to cover the possible modes of the conditional distribution
p(bˆ|a, z). The adversarial loss and the L1 loss (only exists
under a supervised setting) are shown as follows
LGAN = arg max
Dθ
arg min
Gγ
Eb∼p(b)[logDθ(b)]+
Ea∼p(a),z∼p(z)[log(1−Dθ(Gγ(a, z)))]
(2)
LL1 = arg min
Gγ
E(a,b)∼p(a,b),z∼p(z)||Gγ(a, z)− b||1 (3)
where D, D(·), θ, G, G(·, ·) and γ are the discriminator,
the discriminator’s critic function, the paramaters of the dis-
criminator, the generator, the generator’s function and the
parameters of the generator respectively.
Formally, the MI between X and Y is defined as the
Kullback-Leibler (KL) divergence between the joint distri-
bution p(x, y) and the product of the marginals p(x)p(y)
I(X;Y ) = DKL [p (x, y) ‖p (x) p (y)]
= Ep(x,y)
[
log
p(x, y)
p(x)p(y)
]
(4)
Belghazi et al. propose a neural estimator of the MI based
on the dual formulations of the KL-divergence (Ruderman
et al. 2012), such as the Donsker-Varadhan (DV) representa-
tion (Donsker and Varadhan 1983):
I(X;Y ) := DKL(J‖M) ≥ IˆDV (X;Y )
:= EJ [Tω(x, y)]− logEM
[
eTω(x,y)
] (5)
where Tω : X × Y → R is a critic function modeled by
a neural network with parameters ω, J is the joint and M
is the product of the mariginals of random variables X and
Y . This estimator is trainable through back-prop and highly
consistent (Belghazi et al. 2018). We switch between opti-
mizing the statistics network Tω to obtain the estimated MI
between Z and Bˆ and maximizing their MI w.r.t. the gener-
ator’s parameters γ during training, which is similar to the
adversarial training betweenD andG in GANs. The MI loss
is defined as
LMI = arg max
Gγ
max
Tω
Iˆ (Z;Gγ (·, Z)) (6)
where Iˆ denotes the MI estimator.
However, the DV MI estimator which is based on the
KL divergence between the joint and the products of the
marginals has some problems such as biased estimate of
the batch gradient, possibility of overflow and unbounded
value (Belghazi et al. 2018) during training. And as our
goal is to maximize the MI, not concerned about its precise
value, we adopt a Jensen-Shannon Divergence (JSD) MI es-
timator (following the formulation of (Nowozin, Cseke, and
Tomioka 2016), refer to the Appendix for more details about
the relation between the MI and the JSD MI estimator)
IˆJSD(Z;G(·, Z)) =Epz [−sp (−Tω (z,Gγ (·, z)))]−
Epˆz×p˜z [sp (Tω (z′′, G (·, z′)))]
(7)
where pz = pˆz = p˜z = N (0, I), z′ and z′′ are the samples
from pˆz and p˜z respectively, and sp(z) = log(1 + ez) is the
softplus function. The mathematical form of the JSD MI es-
timator is equal to the familiar binary cross-entropy, which
has been well-developed as the loss function for binary clas-
sification through neural networks. Besides, we find the JSD
MI estimator is more stable during training than the DV MI
estimator. We treat the correlated samples (z, bˆ = G(·, z))
drawn from the joint distribution p(z, bˆ) as the postive sam-
ples and the uncorrelated samples (z′′, b¯ = G(·, z′)) drawn
from the product of marginals p(z)p(bˆ) as the negative sam-
ples respectively as shown in Fig.1. The final objective func-
tion of our model is as follows (L1 loss only exits under a
supervised setting)
L = LGAN + λ1LMI + λ2LL1 (8)
where λ1 and λ2 are the weights controlling the importance
of the corresponding losses.
Disentanglement between content and style
Since the Mutual Information (MI) between the latent noise
Z and the output image Bˆ is maximized regardless of the
input image A as shown in Eq.6, the latent code affects the
output image in a global way and has nothing to do with the
input content. Therefore, unlike previous models (Huang et
al. 2018; Lee et al. 2018) which explicitly disentangle the
latent space of the image to a shared content space and a
domain-specific style space, our model achieves the disen-
tanglement between the source domain content and the tar-
get domain style for free as a result of the MI maximization.
Experiments
Datasets
We evaluate our model on facades and maps (Zhu et
al. 2017b) datasets under a supervised setting, and on
edges2shoes (Yu and Grauman 2014; Zhu et al. 2016),
Yosemite winter2summer (Zhu et al. 2017a) and cat2dog
(Lee et al. 2018) datasets under an unsupervised setting.
Note that even under an unsupervised setting, our method
only need to train a one-sided translation model from the
source image domain to the target image domain, which
is different from most existing unsupervised methods on
image-to-image translation.
Compared methods
We compare our method with several state-of-the-art meth-
ods for multimodal image-to-image translation, such as Bi-
cycleGAN (Zhu et al. 2017b), MSGAN (Mao et al. 2019),
MUNIT (Huang et al. 2018) and DRIT (Lee et al. 2018).
Input
pix2pix+noise
BicycleGAN
M
SGAN
SEGAN
SEGAN
BicycleGAN
M
SGAN
Input
Ground truth
pix2pix+noise
fac
ad
es
ma
ps
Ground truth
Figure 2: The qualitative results on facades and maps
datasets. Our method achieves both diverse and high-quality
resutls. Zoom in to see more details.
Evaluation metrics
We follow the settings of previous methods (Zhu et al.
2017b; Huang et al. 2018; Lee et al. 2018; Mao et al. 2019)
and mainly use two metrics for quantitative evaluation: user
study and LPIPS (Zhang et al. 2018) . We measure the im-
age quality by user study which reports the likelihood of im-
ages generated by our method to be preferred over another
method. We also adopt LPIPS to measure the diversity of
the generated images. More details of the evaluation can be
found in the Appendix.
We also present the translated samples of different meth-
ods for qualitative comparation. More qualitative results of
our method can be found in the Appendix.
Supervised results
We conduct the experiments for our method on facades and
maps datasets under a supervised setting and compare our
method with BicycleGAN (Zhu et al. 2017b) and MSGAN
(Mao et al. 2019). The translated samples of these meth-
ods are depicted in Fig.2. We can find that pix2pix+noise is
prone to run into mode collapse, while our model SEGAN
can produce both diverse and high-quality results. The quan-
titative results on these datasets are shown in Tab.1. Despite
much higher LPIPS scores obtained by MSGAN than ours,
we find it often produces samples with frequent patterns of
artifacts as shown in the rightmost samples of MSGAN in
Translated samples (synchronized latent codes)Input
Figure 3: The qualitative results of our method on Yosemite winter2summer dataset. Each column’s images are produced by
the same latent code.
facades maps
Quality Diversity Quality Diversity
MSGAN (Mao et al. 2019) 79.2% 0.189 80.6% 0.219
BicycleGAN (Zhu et al. 2017b) 68.8% 0.144 65.6% 0.115
SEGAN (ours) N/A 0.156 N/A 0.130
Table 1: Quantitative results of different methods on facades
and maps datasets under a supervised setting. The diversity
score is the average LPIPS distance (Zhang et al. 2018). The
quality score is the human preference score, the likelihood
our method is preferred over another method. For both met-
rics, the higher the better. The reason why MSGAN achieves
much higher diversity scores can be found in the main text
of supervised results.
Fig.2. This phenomenon is much worser on maps dataset.
We suspect this may be the reason why MSGAN reports
much higher LPIPS scores on both datasets. It is also veri-
fied by the quality likelihood in Tab.1 as our method is much
more preferred over MSGAN. Also, our method is superior
to BicycleGAN in both diversity and quality as shown in
Tab.1.
edges2shoes winter2summer
Quality Diversity Quality Diversity
MUNIT (Huang et al. 2018) 46.4% 0.109 58.3% 0.044
DRIT (Lee et al. 2018) N/A N/A 55.6% 0.097
MSGAN (Mao et al. 2019) N/A N/A 58.8% 0.118
BicycleGAN (Zhu et al. 2017b) 43.6% 0.144 N/A N/A
SEGAN (ours) N/A 0.156 N/A 0.170
Table 2: Quantitative results of different methods on
edges2shoes and winter2summer datasets under an unsuper-
vised setting. Note that BicycleGAN is trained with super-
vision on edges2shoes dataset. The diversity score is the av-
erage LPIPS distance (Zhang et al. 2018). The quality score
is the human preference score, the likelihood our method is
preferred over another method. For both metrics, the higher
the better.
Unsupervised results
We present our experimental results on edges2shoes,
Yosemite winter2summer and cat2dog datasets under an un-
supervised setting. We do not use any content-preserving
constraints like cycle consistency (Zhu et al. 2017a; Kim
et al. 2017; Yi et al. 2017) and only rely on a U-net
Input&GT pix2pix+noise MUNIT BicycleGAN SEGAN
edges2shes
Input SEGAN translated tamples
cat2dog
Input SEGAN translated samples (synchronized latent codes)
Figure 4: The qualitative results on edges2shoes and cat2dog datasets. In the middle, we show the translated samples produced
by the same latent code on edges2shoes dataset by our method.
Latent code 1 Latent code 2Input
Figure 5: The results of latent space interpolation on cat2dog and Yosemite winter2summer datasets.
generator to preserve the underlying spatial information in
the input image. With paired information, we also put the
results of BicycleGAN on edges2shoes dataset in Tab.2.
The translated samples on Yosemite winter2summer, and
edges2shoes and cat2dog datasets are shown in Fig.3 and
Fig.4 respectively. The sources of variations learned from
our model on Yosemite winter2summer dataset include the
light, the amount of clouds and the luxuriance of vegetation
as shown in Fig.3. Also, our method generates diverse and
high-quality samples on edges2shoes dataset. In addition,
we can clearly see that even on the shape-variant dataset like
cat2dog, the underlying spatial information (which is pose in
this case) in the input images is well preserved. The quan-
titative results on edges2shoes and winter2summer datasets
are depicted in Tab.2, which show that our method achieves
comparable quality and higher diversity compared with the
state-of-the-art methods.
Interpolation of latent space
We also perform linear interpolation between two given
latent codes and generate corresponding images to show
the generalization of our model to capture the full con-
ditional distribution. We perform the interpolation experi-
ments on cat2dog and Yosemite winter2summer datasets.
We can find that the interpolation in latent space results in
smooth changes in semantic level as shown in Fig.5.
Disentanglement between content and style
To show our model achieves the disentanglement between
the source domain content and the target domain style for
free as a result of mutual information maximization. We
show the samples generated from the synchronized latent
codes on different input images on Yosemite winter2summer
and edges2shoes datasets in Fig.3 and Fig.4 respectively. We
can find that the latent code does not interfere with the con-
tent of the input images and controls the styles of the output
images.
Conclusion
In this paper, we present Statistics Enhanced GAN
(SEGAN) that solves the mode collapse issue in cGANs
for multimodal image-to-image translation. In addition, we
provide a new perspective of preserving the input image’s
spatial information for unsupervised image-to-image trans-
lation by simply using a U-net generator. More researches on
unsupervised image-to-image translation based on the U-net
generator are encouraged. Moreover, our method achieves
disentanglement between the source domain content and the
target domain style for free as a result of the mutual informa-
tion maximization. In the end, our extensive experiments on
various image-to-image translation datasets demonstrate the
effectiveness and simplicity of SEGAN to achieve diverse
and high-quality results.
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The Jensen-Shannon Divergence Mutual
Information estimator
We show that postive correlation exists between the Mutual
Information (MI) and the Jensen-Shannon Divergence (JSD)
MI estimator. They are related by Pointwise Mutual Infor-
mation (PMI)
PMI(x; y) ≡ log p(x, y)
p(x)p(y)
= log
p(y|x)
p(y)
(9)
MI ≡ I(X;Y ) = DKL [p(x, y)‖p(x)p(y)]
= Ep(x,y)
[
log
p (x, y)
p (x) p (y)
]
= Ep(x,y) [PMI (x; y)]
(10)
Derivation from (Hjelm et al. 2018), we have
JSD (p (x, y) ‖p (x) p (y)) ∝
Ep(x,y)
[
log
p (y|x)
p (y)
−
(
1 +
p(y)
p(y|x)
)
log
(
1 +
p (y|x)
p (y)
)]
(11)
The quantity inside the expectation of Eq.11 is a concave,
monotonically increasing function of the ratio p(y|x)p(y) , which
is ePMI(x,y). Therefore, the positive correlation exists be-
tween the MI and the JSD MI estimator.
Training details
We set λ1 = 1 in all our experiments and λ2 = 3 under
a supervised setting. We use a U-net generator and a multi-
scale patch discriminator similar to (Isola et al. 2017) in our
framework. The noise is injected into every layer of the U-
net generator’s encoder like BicycleGAN (Zhu et al. 2017b).
The statistics network in our framework is a Convolutional
Neural Network (CNN) with a few layers of MLP (Multi-
layer Perceptron) which takes the latent noise as input. We
use a latent code dimension of 8 in all our experiments. For
estimating the MI by using Monte Carlo sampling, we need
a reasonable sample size to avoid large variance, therefore
we use a batch size of 32 for the neural estimator (a batch
size of 4 for input images and 8 translated images per input
image). We also find that increasing the ratio of the negative
samples to the positive samples may help stabilize training
and obtain higher diversity results. We train on facades and
maps dataset with image size 256×256 and on other datasets
with image size 128×128 respectively. We show the archi-
tecture of the statistics network for image size 256×256 and
128×128 in Tab.3 and Tab.4 respectively.
Evaluation details
For the user study, similar to (Huang et al. 2018; Wang et al.
2018), the workers are given an input image and two trans-
lated images from different methods. They are then given
unlimited time to select which translated sample looks accu-
rate and higher quality. For each comparison, we randomly
generate 100 questions and each question is answered by 5
different individuals.
For the LPIPS distance, we follow the settings from (Zhu
et al. 2017b). We use 100 input images from the test set and
sample 20 translated images for each input image. Then we
compute all possible pairs of the images sampled from the
same image and average over them on 100 input images.
More qualitative results
Here we display more qualitative results of our method
on the Yosemite winter2summer, cat2dog, edges2shoes, fa-
cades and maps datasets on Fig.6, Fig.7, Fig.8, Fig.9 and
Fig.10 respectively. All the translated samples are produced
by synchronized latent codes on different input images.
Covolutional Neural Network Multilayer Perceptron
Input 256×256 Input latent code with a dimension of 8
4×4 conv. 32 ELU. stride 2 N/A
4×4 conv. 64 ELU. stride 2 N/A
4×4 conv. 128 ELU. stride 2 N/A
4×4 conv. 256 ELU. stride 2 N/A
4×4 conv. 512 ELU. stride 2 N/A
4×4 conv. 1024 ELU. stride 2 FC. 512 ELU
FC. 1024 ELU FC. 1024 ELU
FC. 1 none (add the previous layers together)
Table 3: The statistics network’s architecture for image size
256×256.
Covolutional Neural Network Multilayer Perceptron
Input 128×128 Input latent code with a dimension of 8
4×4 conv. 32 ELU. stride 2 N/A
4×4 conv. 64 ELU. stride 2 N/A
4×4 conv. 128 ELU. stride 2 N/A
4×4 conv. 256 ELU. stride 2 N/A
4×4 conv. 512 ELU. stride 2 FC. 512 ELU
FC. 1024 ELU FC. 1024 ELU
FC. 1 none (add the previous layers together)
Table 4: The statistics network’s architecture for image size
128×128.
Input Translated samples (synchronized latent codes)
Figure 6: More qualitative results of our method on Yosemite winter2summer dataset.
Input Translated samples (synchronized latent codes)
Figure 7: More qualitative results of our method on cat2dog dataset.
Input Ground truth Translated samples (synchronized latent codes)
Figure 8: More qualitative results of our method on edges2shoes dataset.
Input Ground truth Translated samples (synchronized latent codes)
Figure 9: More qualitative results of our method on facades dataset.
Input Ground truth Translated samples (synchronized latent codes)
Figure 10: More qualitative results of our method on maps dataset.
