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ON THE MONODROMY ACTION ON MILNOR FIBERS OF
GRAPHIC ARRANGEMENTS
ANCA DANIELA MA˘CINIC∗ AND S¸TEFAN PAPADIMA∗
Abstract. We analyze the monodromy action, over the rationals, on the first
homology group of the Milnor fiber, for arbitrary subarrangements of Coxeter
arrangements. We propose a combinatorial formula for the monodromy action,
involving Aomoto complexes in positive characteristic. We verify the formula,
in cases A, B and D.
1. Introduction and statement of results
Let A = {H1, . . . , Hn} be an arrangement of complex hyperplanes in Cl, with
complement MA = Cl \
⋃n
i=1Hi, and intersection lattice L(A), consisting of the
various intersections of hyperplanes from A, ordered by reverse inclusion. A fun-
damental result in arrangement theory, due to Orlik and Solomon [17], relates
the topology and the combinatorics of A, by saying that the homology of MA
with arbitrary untwisted coefficients is combinatorial, i.e., is determined by the
intersection lattice. More precisely, they proved that the cohomology ring with
arbitrary coefficients, H∗(MA, k), is isomorphic to the Orlik-Solomon algebra of
A over k, A∗k(A), which depends only on the lattice L(A).
Assuming A to be central, with homogeneous defining polynomial, fA, there
is a well-known global Milnor fibration, FA →֒ MA fA→ C∗, where FA := f−1A (1)
is the Milnor fiber. Milnor fibers of polynomials and their homology, especially
the structure of the monodromy action on homology, play a key role in singularity
theory, see for instance [8] and the references therein. An important problem in
arrangement theory is to decide whether H∗(FA,Q) is combinatorially determined.
To our best knowledge, the problem is open, even in degree ∗ = 1. (Libgober’s
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description [14, 15] of the monodromy action, in terms of superabundance of
curves, is apriori non-combinatorial.)
The finite graphs Γ we consider in this paper, with vertex set V and edges E,
have at most double edges connecting two distinct vertices, and at most one loop
at each point. The presence of a loop at i will be denoted by
⊙
i. Edges are
labeled with signs: double edges are indicated by the label ±, positive simple
edges by +, and the absence of a label indicates a negative edge.
An unsigned graph means an ordinary finite simplicial graph (with no double
edges or loops), where all edges are negative. A signed graph is a graph without
loops. The graphs Γ we are considering here encode subarrangements of Coxeter
arrangements of type B, called graphic arrangements and denoted by A(Γ). The
signed graphs correspond to subarrangements of Coxeter arrangements of type D,
while the unsigned ones parametrize type A subarrangements. The definition of
A(Γ) is the obvious one; see Definition 4.3.
For example, in the figure below Γ is unsigned, whereas Γ′ has a double edge,
5 negative edges, 4 positive edges, and 3 loops.
+
+ +
±
Γ Γ′
Figure 1. Two graphs
Since the geometric monodromy action on FA has order n, it follows that one has
an equivariant decomposition (with respect to the homology monodromy action),
(1.1) Hq(FA,Q) =
⊕
d|n
(Q[t]
Φd
)bqd(A)
for all q, where Φd is the dth cyclotomic polynomial; see [18, 13].
The numbers bq1(A), q ≥ 0, are combinatorially determined, being equal to the
corresponding Betti numbers of the associated projective arrangement A; see [18].
In particular, b11(A) = n − 1. We may also assume in (1.1) that r := rk(A) ≥ 3
(if r = 1, FA is a point, and the rank 2 case is treated in [18, Proposition 5.125]).
Our main result in this paper establishes a combinatorial formula for the num-
bers bd(Γ) := b1d(A(Γ)), in the case of graphic arrangements. To describe it,
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we need to recall the general definition of Aomoto complexes associated to Orlik-
Solomon algebras, A∗k(A). Let ω ∈ A1k(A) be an arbitrary element. Since A∗
is a quotient of an exterior algebra, the square ω · ω vanishes. Denoting by µω
left-multiplication by ω in A∗, we thus obtain a cochain complex,
(1.2)
(
A∗k(A), µω
)
= {A∗k(A) µω−→ A∗+1k (A)}∗≥0 ,
called the Aomoto complex of ω, introduced by Aomoto in [1], and studied by
Falk in [12], from the point of view of resonance varieties of arrangements.
By definition, A1k(A) is freely generated by {aH}H∈A. So, ω =
∑
H∈A λHaH ,
with λH ∈ k. Denote by ω1 the distinguished element ω1 :=
∑
H aH , and abbre-
viate µω1 by µ1. Let k be a field, char k = p. Set
(1.3) βqp(A) := dimkHq(A∗k(A), µ1) for q ≥ 0 .
One knows [26] that βq0(A) = 0, for all q. When A = A(Γ) is a graphic arrange-
ment, set βp(Γ) := β1p(A(Γ)), for each prime p.
The off-diagonal elements different from 2 of type A − I Coxeter matrices, in
rank ≥ 3, are 3, 4 and 5 [2]. All of them are of the form pk, with p ∈ {2, 3, 5}.
The theorem below relates the numbers bd(Γ) from (1.1) to the numbers βp(Γ)
coming from (1.2).
Theorem A. Let A(Γ) be an arbitrary graphic arrangement of rank at least 3,
with n hyperplanes, and let d 6= 1 be a divisor of n.
(1) If d 6= 3, then bd(Γ) = 0.
(2) If p 6= 3 is prime, then βp(Γ) = 0.
(3) If n ≡ 0 (mod 3), then b3(Γ) = β3(Γ). If n 6≡ 0 (mod 3), then β3(Γ) = 0.
(4) The following formula holds for the Milnor fiber FΓ:
H1(FΓ,Q) =
( Q[t]
t− 1
)n−1 ⊕ (Q[t]
Φ2
⊕ Q[t]
Φ4
)β2(Γ) ⊕ (Q[t]
Φ3
)β3(Γ) ⊕ (Q[t]
Φ5
)β5(Γ) .
We conjecture that the above formula (4) actually holds for all subarrangements
A of rank at least 3 of arbitrary Coxeter arrangements.
A useful fact is that the Q[t]–module structure of H∗(FA,Q) depends only on
the lattice-isotopy type (in the sense of Randell [21]) of the arrangement A; see
Section 2 for more details. With this remark, (1.1) takes the following explicit
form, when A is graphic.
Theorem B. Let A(Γ) be an arbitrary graphic arrangement of rank at least 3,
with Milnor fiber FΓ. Set n := |E(Γ)|.
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(1) If A(Γ) is lattice-isotopic to either D3 or D4 (the full Coxeter arrangements
of type D and rank 3 or 4), then
H1(FΓ,Q) =
( Q[t]
t− 1
)n−1 ⊕ ( Q[t]
t2 + t + 1
)
.
(2) Otherwise, H1(FΓ,Q) =
(
Q[t]
t−1
)n−1
.
Similar results (proving the asymptotic triviality of the monodromy action on
Hq(FΓ,Q)) have been obtained by Settepanella, in the particular case of complete
graphic arrangements on v ≫ q vertices, of types A, B and D; see [23].
However, the methods are completely different. The main tool from [23] is the
Salvetti complex associated to a Coxeter group. This technique does not seem
to extend to arbitrary subarrangements of Coxeter arrangements. Our strategy
is to use the known relationship between Milnor fibers and twisted homology, see
for instance Cohen-Suciu [5]. To compute the latter, via Aomoto complexes, we
rely on three key results: the first in characteristic zero ([11, 22]), the second
in arbitrary characteristic ([26]), and the last in positive characteristic ([3, 20]).
These techniques are available for arbitrary arrangements A.
Based on a method due to Deligne [7], Esnault-Schechtman-Viehweg [11] and
Schechtman-Terao-Varchenko [22] showed that twisted homology on MA may be
computed by Aomoto complexes in characteristic zero, for certain local systems.
Unfortunately, this approach does not always work, see e.g. Example 3.12. When
the Deligne method is available, it may be combined with general results on Ao-
moto complexes, due to Yuzvinsky [26], to obtain vanishing results. We use this
approach in Theorem A (1), for d 6= 2, 3, 4.
To settle the remaining cases, we resort to modular upper bounds, for the dimen-
sion over C of twisted homology with rational local systems whose denominator
is a prime power, pk. Improving a result due to Cohen and Orlik [3] for k = 1,
it is shown in [20] that these dimensions are bounded above by numbers coming
from objects in characteristic p; in the equimonodromical case, these numbers are
defined by (1.3). This method yields Theorem B (2).
In all previously known (sporadic) examples, the modular inequalities become
equalities, for equimonodromical rational local systems with k = 1; see [4, Section
7]. We may add the following new large class of examples to the list.
Theorem C. Let A(Γ) be a graphic arrangement (of arbitrary rank). The modular
upper bound for equimonodromical rational local systems on MA(Γ) with denomi-
nator p is equal to the dimension of the corresponding twisted homology in degree
one, for every prime p.
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Our approach also leads to a partial verification of formula (4) from Theorem
A, for arbitrary subarrangements of arbitrary Coxeter type; see Corollary 3.15.
2. Homology of Milnor fibers and twisted homology
In this section, we will review the relationship between the cyclotomic decompo-
sition ofH∗(FA,Q), and the (co)homology of the complement ofA with coefficients
in rank one local systems.
Assume A is an arrangement in Cl, defined as the zero set of the homoge-
neous polynomial fA. There is an action on Cl, given by the multiplication with
u = exp 2π
√−1
n
, where n = |A|, which induces an action on the fiber FA (since
fA is homogeneous of degree n). We call this action on the Milnor fiber the geo-
metric monodromy, denoted by h : FA −→ FA. The induced action on homology,
h∗ : H∗(FA,Q)→ H∗(FA,Q), corresponds to multiplication by t, in equation (1.1).
2.1. This may be conveniently reinterpreted in terms of twisted homology, as
follows. The complement MA is a connected, 1–marked, finite type CW–space.
That is, it is endowed with a Z–basis ofH1(MA), denoted by {a∗H}H∈A, dual to the
canonical basis of A1Z(A). The marking defines a Z–character, ν : H1(MA) → Z,
which sends each a∗H to 1. This character induces on group rings a homomorphism,
ν : Zπ1(MA)→ Z[t±1], which gives rise to a Zπ1(MA)–module (alias a local system
on MA), denoted by Q[t±1]ν . There is an equivariant isomorphism
(2.1) H∗(FA,Q) ∼= H∗(MA,Q[t±1]ν) ,
see [8, p.106–107] and [25, Ch.VI].
2.2. One may consider arbitrary ring homomorphisms ν : Zπ1(MA)→ R, where
R is a commutative ring, with group of units R∗. These morphisms are natu-
rally identified with elements of Hom(H1(MA), R∗) ≡ (R∗)n. The associated local
system, Rν , is called equimonodromical if ν is constant on the distinguished ba-
sis {a∗H}. It follows from [19, p.497-498] that the equivariant isomorphism type
of H∗(MA, Rν) depends only on the lattice-isotopy type of A, in the equimon-
odromical case. From the definitions, we also see that the cochain isomorphism
type of the Aomoto complex (A∗k(A), µ1) defined in the Introduction depends only
on lattice-isotopy type.
2.3. Twisted homology with coefficients in rank one local systems, H∗(MA,Cρ),
is a very active research area in arrangement theory. Here, ρ ∈ Hom(H1(MA),C∗)
denotes an arbitrary character. The rational characters play an important role.
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Definition 2.4. Let k = (kH)H∈A be a collection of integers, with g.c.d. equal
to 1. Let u ∈ C∗ be a primitive d–root of unity. The character ρ defined by
ρ(a∗H) = u
kH is called rational. If k = 1, ρ is called rational and equimonodromical,
with denominator d.
Set bq(A, kd ) := dimCHq(MA,Cρ). (This is well-defined, by Galois theory.) As
is well-known (see e.g. [9]), one has the following recurrence formula, for d | n:
(2.2) bq(A, 1
d
) = bqd(A) + bq−1,d(A) , ∀q .
In particular, bd(A) := b1d(A) = b1(A, 1d ), for 1 6= d | n.
2.5. We close this section by describing a method for computing twisted homol-
ogy on MA, by using generic sections.
We will need the following version of twisted Betti numbers, for arbitrary Ao-
moto complexes. Given ω ∈ A1k(A), k a field, set
(2.3) βq(A, ω) := dimkHq(A•k(A), µω) for q ≥ 0 .
We may now spell out our result.
Proposition 2.6. Let A be a rank r ≥ 3 arrangement in Cl. Let U ⊂ Cl be a
subspace of dimension k + 1, 2 ≤ k < r. Denote by AU the restriction, and by
j : MA∩U →֒ MA the inclusion map between complements. If U is Lk(A)–generic,
in the sense of [10, §5(1)], the following hold.
(1) The map induced by j on π1 is an isomorphism, preserving the natural
1–markings upon abelianization.
(2) The map induced on Aomoto complexes, j∗ : (A∗k(A), µω)→ (A∗k(AU), µω),
is an isomorphism for ∗ ≤ k. In particular, βq(A, ω) = βq(AU , ω), for any
ω and every q < k.
(3) The map induced on twisted homology, j∗ : H∗(MA∩U, j∗R)→ H∗(MA, R),
is an isomorphism for ∗ < k and an epimorphism for ∗ = k, for arbi-
trary coefficients. Moreover, j∗R ≡ R, if R comes from a representation,
ν : Zπ1(MA)→ R, where R is a commutative ring.
Proof. By [10, Proposition 5.14], j induces an isomorphism on πq, for q < k, and
a surjection on πk.
(1) Remember that k ≥ 2, to obtain the assertion on π1. The claim on markings
is obvious. Put together, these two properties show that j∗R ≡ R, if R comes
from an abelian representation.
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(2) Follows from the fact that AU and A have the same dependent subarrange-
ments, up to cardinality k + 1.
(3) The first claim is a standard consequence of the properties of j♯ on π≤k, see
[25, Ch.VI], and the second was already clarified in the proof of (1). 
We will prove that, for almost all graphic arrangements, the only nontrivial
component from decomposition (1.1) in degree 1 is the part corresponding to Φ1.
To do this, we turn to combinatorial computations.
3. Twisted homology and Aomoto complexes
Let ω ∈ A1C(A) be a degree one element of the Orlik–Solomon algebra of A
with complex coefficients. Write ω =
∑
H∈A λHaH , with λH ∈ C. Consider the
character torus, TA := Hom(π1(MA),C∗) = Hom(H1(MA),C∗) ≡ (C∗)n, and the
rank one complex local system associated to ω, ρω := (exp(2π
√−1λH))H∈A ∈ TA.
Clearly, ρω = ρω+α, for all α ∈ Zn.
3.1. Basic results from [11, 22] establish a deep connection between the twisted
cohomology of MA, H∗(MA, ρωC), and the cohomology of the Aomoto complex of
ω, (A•C(A), µω), for nonresonant ω.
Definition 3.2. An element X ∈ L(A) is called dense if the arrangement AX is
not decomposable as a nontrivial product.
Example 3.3. (i) All hyperplanes are dense elements.
(ii) An element X of rank 2 is dense if and only if |AX | ≥ 3.
For X ∈ L(A), set mX := |AX|. For ω =
∑
H∈A λHaH ∈ A1k(A) and X ∈ L(A),
set ωX :=
∑
H⊃X λHaH ∈ A1k(AX), and ΣXω :=
∑
H⊃X λH ∈ k. For a central
arrangement A, let C := ∩H∈AH be the center of A.
Definition 3.4. Let A be a central arrangement. An element ω =∑H∈A λHaH ∈
A1C(A) is called nonresonant if ΣXω /∈ Z>0, for all dense elements X ∈ L(A), and
ΣCω /∈ Z<0.
One may reduce the computation of twisted homology to a combinatorial prob-
lem, under a nonresonance assumption, via the following result.
Theorem 3.5 ([11, 22]). Let ω ∈ A1C(A) be a nonresonant element. Then
dimCHq(MA,Cρω) = βq(A, ω) , ∀q .
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3.6. We define now a partial nonresonance condition.
Definition 3.7. An element ω =
∑
H∈A λHaH ∈ A1C(A) is called k–nonresonant
(k ≥ 1), if ΣXω /∈ Z>0, for all dense elements X ∈ L(A) of rank ≤ k + 1, and
ΣCω = 0.
This definition leads to a refinement of Theorem 3.5.
Proposition 3.8. Let A be a central arrangement, of rank r ≥ 3. If ω ∈ A1C(A)
is k–nonresonant, 1 ≤ k < r − 1, then
(3.1) dimCHq(MA,Cρω) = βq(A, ω) , ∀ q ≤ k .
Proof. Pick a subspace U , (k+2)–dimensional and Lk+1(A)–generic. By Proposi-
tion 2.6, we may replace A by AU in (3.1) above. Note also that rk(AU) = k+ 2.
Once we have checked that ω ∈ A1C(AU) is nonresonant, our claim follows from
Theorem 3.5.
To do this, we start by observing that the correspondence X  X ∩ U gives a
bijection between L(A) and L(AU), in rank≤ k+1. This is a direct consequence of
the fact that U is Lk+1(A)–generic. Moreover, it is straightforward to verify that
this bijection is order and rank preserving, and induces a bijection AX ∼→ AUX∩U ,
if rk(X) ≤ k + 1.
To check that the bijection also preserves dense elements, it is enough to recall
from [6, Theorem 2] that X ∈ L(A) is dense if and only if (1+ t)2 does not divide
the Poincare´ polynomial PAX (t).
Finally, just note that the partial nonresonance conditions for A coincide with
the nonresonance conditions for AU , in rank ≤ k+1, while the remaining nonres-
onance condition(s), for the center of AU , take(s) a stronger form in A; compare
Definitions 3.4 and 3.7. 
3.9. We would like to apply the above proposition to 1
d
:=
∑
H∈A
aH
d
. But the
1–nonresonance condition is clearly violated, as soon as X has rank 2, mX > 2
and d | mX ; see Example 3.3(ii). This prompts the next definition.
Definition 3.10. An element ω ∈ A1C(A) is k–admissible if there is α ∈ Zn such
that ω + α is k–nonresonant.
Corollary 3.11. Assume rk(A) ≥ 3. Let ρ ∈ TA be a rational character. If kd is
k–admissible, then bq(A, kd ) = βq(A, kd + α), ∀ q ≤ k, where α is as in Definition
3.10.
Unfortunately, there are simple nonadmissible examples.
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Example 3.12. Let A be the full Coxeter arrangement Av−1, corresponding to
the complete unsigned graph on v vertices. When v ≥ 5, 1
3
is not 1–admissible.
Assuming the contrary, we may find αij ∈ Z, 1 ≤ i 6= j ≤ v, with the property
that αij + αjk + αki ≥ 1, for all distinct i, j, k, and ΣCα = v(v−1)6 . Summing
the inequalities, we get (v − 2)ΣCα ≥
(
v
3
)
. Therefore, all inequalities must be
equalities. Solving the system for v = 4, we find out that necessarily αij = αkl, if
i, j, k, l are distinct. If v ≥ 5, this implies that αij = αjk = αki = 13 , for all distinct
i, j, k, a contradiction.
Nevertheless, Corollary 3.11 turns out to be very useful to obtain vanishing
results. To make this statement precise, we need the following definitions. For a
given arrangement A and for each k ≥ 2, set
(3.2) mk(A) := {mX | X ∈ L(A) dense and 2 ≤ rk(X) ≤ k} .
For a fixed hyperplane K ∈ A, set also
(3.3) mKk (A) := {mX | X ∈ L(A) dense , X 6⊂ K and 2 ≤ rk(X) ≤ k} .
We may now state our result.
Theorem 3.13. Let A be a central arrangement of rank r ≥ 3, with n hyperplanes,
and 1 ≤ k < r − 1. If 1 6= d | n is such that d does not divide m, for any
m ∈mKk+1(A), for some K ∈ A, then bqd(A) = 0, for all q ≤ k.
Proof. Define α ∈ Zn by: αH = 0 (for H 6= K), and αK = nd . We claim that
ω := 1
d
− α is k–nonresonant. Plainly, ΣCω = 0. The rank one nonresonance
conditions involve ΣHω, which equals either
1
d
(if H 6= K), which is not an integer,
or 1−n
d
< 0 (if H = K). For X dense, X 6⊂ K, with 2 ≤ rk(X) ≤ k + 1,
ΣXω =
mX
d
− ΣXα cannot be an integer, since d does not divide mX . If X ⊂ K,
then ΣXω = (mX − n)/d ≤ 0. Thus, the k–nonresonance claim is established.
Hence, Proposition 3.8 applies, and guarantees that bq(A, 1/d) = βq(A, ω), for
all q ≤ k. Our next claim is that βq(A, ω) = 0, if q ≤ k. This may be seen
by using [26, Theorem 4.1(ii)], as follows. Pick a (k + 2)–subspace U , which is
Lk+1(A)–generic. Due to Proposition 2.6 (2), we may replace A by AU .
Let us check now, for AU , the hypotheses needed in the abovementioned result
of Yuzvinsky. As we have seen before, ΣCω = 0. The remaining conditions involve
ΣXω, forX ∈ L(AU) with 1 ≤ rk(X) ≤ k+1. Recall from the proof of Proposition
3.8 that these elements X are identified with the elements X from L(A) of rank
at most k + 1; moreover, ΣXω takes the same value in AU as in A.
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There are two cases to be considered. If X ⊂ K, then ΣXω = (mX − n)/d < 0
(since AUX∩U 6= AU). Otherwise, ΣXω = mX/d > 0. In both cases, ΣXω 6= 0, and
we are done.
We may conclude by deducing inductively from bq(A, 1/d) = 0, for q ≤ k, that
bqd(A) = 0, for q ≤ k, as stated, via (2.2). 
3.14. Our theorem above complements a similar result obtained by Libgober,
who proved in [15], with a different method, that the non-divisibility conditions
for all X ∈ L(A), dense, with rank between 2 and k + 1, and contained in some
K ∈ A, imply the same conclusion. Either vanishing criterion may be used to
deduce the following consequence, that led us to the formula from Theorem A (4).
Corollary 3.15. Let A be an arbitrary subarrangement, with n hyperplanes and
of rank ≥ 3, of a Coxeter arrangement. If d | n and d 6∈ {1, 2, 3, 4, 5}, then
b1d(A) = 0.
Proof. We know thatA ⊂ T , where T is a full Coxeter arrangement and rk(T ) ≥ 3.
Pick any rank two element X ∈ L(A). Plainly, AX ⊂ TX . Inspecting the tables
from [18], we conclude that mX ≤ 5. Therefore, the m2–list of A defined in
(3.2) is contained in {3, 4, 5}. Our assertion becomes then a direct consequence
of Theorem 3.13. 
4. Mod p Aomoto complexes of graphic arrangements (p 6= 3)
4.1. We will use the following terminology and notation. Denote by [ℓ] the set of
points {1, . . . , l}. We say that Γ is a graph in [ℓ] if the set of edges of Γ decomposes,
E(Γ) = E1(Γ) ⊔ E2(Γ), where E1(Γ) ⊂ [ℓ] is the set of loops and E2(Γ), the set of
signed edges, consists of elements of the form ijǫ, with {i 6= j} ⊂ [ℓ] and ǫ ∈ {±1}.
Definition 4.2. If Γ is a graph in [ℓ], we denote by Γ the ordinary simplicial
graph with set of edges E(Γ) = {ij := {i 6= j} | ∃ ǫ such that ijǫ ∈ E2(Γ)}. We
also denote by V(Γ) = V(Γ) := {i ∈ [ℓ] | ∃ e ∈ E(Γ) such that i ∈ e}, the set of
vertices of Γ (Γ).
Here is the definition of the arrangement associated to a graph.
Definition 4.3. Let Γ be a graph in [ℓ]. We denote by A(Γ) the arrangement in
Cl, with hyperplanes given by the equations xi + ǫxj = 0, for each signed edge
ijǫ ∈ E2(Γ), and xi = 0, for each loop i ∈ E1(Γ).
Example 4.4. Complete graphs.
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(i) If Γ is the complete unsigned graph on l vertices, then A(Γ) is the braid
arrangement of rank l − 1, with defining equation ∏1≤i<j≤l(xi − xj) = 0.
(ii) If Γ is the complete signed graph on l vertices, then A(Γ) is the arrangement
of hyperplanes corresponding to the Coxeter group Dl, with defining equation∏
1≤i<j≤l(xi ± xj) = 0.
(iii) If in addition to that the graph has a loop at each vertex, then we get
the arrangement corresponding to the Coxeter group Bl, defined by
∏l
i=1 xi ·∏
1≤i<j≤l(xi ± xj) = 0.
4.5. Rank 2 elements in a graphic arrangement. In what follows we will
refer mainly to graphic arrangements, so it will be convenient to use the label Γ
for objects associated to the arrangement A(Γ); for instance, the lattice L(A(Γ))
is denoted simply by L(Γ), and so on.
(1)
±
i
j
ǫ
i
j
(2)
ǫ′
k
l
j
i k
ǫ′ǫ
(3) (4)
ǫ
i
j
(5)
ǫ
i
j
k
i
j
(6)
Figure 2. Pairs of edges
(1)
ǫi j
(2)
±i j
(3)
ǫ
ǫ′ ǫ′′
i j
k
±i j
(4)
Figure 3. Dense elements
For reasons that will become clear from subsection §4.10 on, we draw up a
complete inventory of rank 2 elements X ∈ L(Γ), by representing the subgraphs
corresponding to the associated subarrangements, AX(Γ). See figures 2 and 3.
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Remark 4.6. Recall from §3.1 that mX denotes the number of hyperplanes in
the subarrangement AX , for X ∈ L(A). In Figure 2, mX = 2, while mX = 3 or
4, in Figure 3. In Figure 2, the configuration (3) means that ik−ǫǫ
′
/∈ E2(Γ). In
Figure 2(4), ij is a simple edge of Γ (identified with the corresponding edge, ijǫ,
of Γ), that is, ij−ǫ /∈ E2(Γ). In Figure 3(2), ij is a double edge of Γ (identified
with the corresponding pair of edges in Γ, ij±). In Figure 3(3), the signs on the
edges must be such that ǫǫ′ǫ′′ = −1. Such a triangle is called negative (otherwise
the triangle is called positive).
4.7. Weighted graphs. An element η ∈ A1k(Γ), k a field, may be viewed as a
collection of weights, that is, a set of coefficients, ηk ∈ k, one for each k ∈ E1(Γ),
and ηǫij ∈ k, one for each ijǫ ∈ E2(Γ). If k = Fp, we will abbreviate Fp by p, when
referring to the coefficient field; for instance, A1p(Γ) := A
1
Fp
(Γ).
Remark 4.8. Denote by Zp(Γ) the set of 1–cocycles in (A
∗
p(Γ), µ1) (see (1.2)).
Then βp(Γ) = 0 if and only if the weights of η are constant on E(Γ), for any
η ∈ Zp(Γ).
The following well-known result will be extensively used in computing βp(Γ),
for p a prime.
Lemma 4.9. Let A be an arbitrary central arrangement, p be a prime. If η ∈
A1p(A), η =
∑
H∈A ηHaH , then ηω1 = 0 if and only if one has
(4.1) ΣXη :=
∑
H⊃X
ηH = 0, if p | mX ,
or
(4.2) ηH = ηK , ∀ H 6= K ∈ AX , if p ∤ mX ,
for every rank 2 element X ∈ L2(A).
Proof. See for instance [16, Lemma 3.3]. 
4.10. Graphic arrangements at primes different from 3. We will need to
compute the numbers βp(Γ), for arbitrary Γ and p, when rk A(Γ) > 2. We end
this section by showing that these numbers are zero, for p 6= 3.
Lemma 4.11. If p 6= 2, 3, then βp(Γ) = 0.
Proof. Let H 6= K be arbitrary hyperplanes in A(Γ). Set X = X(H,K) :=
H∩K ∈ L2(Γ). Consider η ∈ Zp(Γ), η =
∑
H∈A(Γ) ηHaH . By inspecting Figures 2
and 3 from subsection 4.5, we see that the condition p ∤ mX from (4.2) is satisfied,
so ηH = ηK , as needed (see Remark 4.8). 
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The same argument actually proves the following analog of Theorem 3.13.
Proposition 4.12. Let A be an arbitrary central arrangement. If a prime p does
not divide m, for any m ∈m2(A), then β1p(A) = 0.
Corollary 4.13. Let A be an arbitrary subarrangement, of rank ≥ 3, of an arbi-
trary Coxeter arrangement. Then β1p(A) = 0, for p /∈ {2, 3, 5}.
Proof. Recall from the proof of Corollary 3.15 that m2(A) ⊂ {3, 4, 5}. 
Proposition 4.14. Assume rk A(Γ) > 2. Then β2(Γ) = 0.
Proof. Consider an arbitrary element η ∈ Z2(Γ). We have to show that ηH = ηK ,
∀H 6= K ∈ A(Γ). Set X = H ∩K ∈ L2(Γ). If mX ∈ {2, 3}, then we are done, by
resorting to Lemma 4.9.
Otherwise, mX = 4, that is, the subarrangement AX(Γ) is given by a subgraph
of the type depicted in Figure 3(4), where say i = 1 and j = 2.
Then the weights of η on AX(Γ) must satisfy
(4.3) η+12 + η
−
12 + η1 + η2 = 0 ,
by Lemma 4.9. Since rkA(Γ) > 2, there must be an edge e (of weight say a) in
E(Γ), corresponding to a hyperplane that does not contain X .
Two cases may occur:
Case (a) There is an edge e ∈ E2(Γ), different from 12±.
Subcase (a.1) Both endpoints of e are different from 1 and 2. In this case, figures
2(2) and 2(5) imply, via Lemma 4.9, that η has constant weight, equal to a, on
AX(Γ). In particular, ηH = ηK , as asserted.
Subcase (a.2) Otherwise, we may assume e = 13ǫ ∈ E2(Γ). Then η2 = a (see
figure 2(5) and Lemma 4.9). Moreover, η−12 = η
+
12 = a, as follows from figure 2(3)
or figure 3(3), again by Lemma 4.9. We infer then from (4.3) that η has constant
weight on AX(Γ), and we are done.
Case (b) There are no other edges in E2(Γ), except 12
±, but there is a loop e in
E1(Γ), at k 6= 1, 2. Then η±12 = a, and η1 = η2 = a, by Lemma 4.9 (see figure 2(5)
and figure 2(6) respectively). 
5. Mod 3 graphic Aomoto complexes
We analyze now what happens at the prime 3.
Proposition 5.1. Assume rk A(Γ) > 2.
(1) If β3(Γ) 6= 0, then Γ must be one of the graphs from Figures 4 and 5.
(2) If Γ is exceptional, then β3(Γ) = 1.
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5.2. Preliminary lemmas. The proof of Proposition 5.1 will occupy the rest of
this section, where the coefficient field is understood to be F3.
(1)
±
± ±
(2)
−ǫǫ′
ǫ′ ǫ
(3)
ǫ
± ±
Figure 4. Exceptional graphs
(4)
−ǫ′ǫ′′
−ǫǫ′ −ǫǫ′′
ǫ
ǫ′′ǫ′
(5)
±
± ±
±
±±
Figure 5. More exceptional graphs
Lemma 5.3. Let Γ′ ⊂ Γ be a subgraph such that Γ′ is a triangle. Assume that
E2(Γ
′) contains a simple edge of Γ, and a double edge of Γ. Assume also that Γ
has no loops at the vertices of the triangle. If η ∈ Z(Γ), then the weights of η are
constant, on all edges of Γ′.
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Proof. Let the subgraph be as in the picture below. Here the edge 13 is double
(13± ∈ E2(Γ′)), the edge 12 is simple (12ǫ ∈ E2(Γ′), 12−ǫ /∈ E2(Γ)), and 23ǫ′ is one
of the (at most two) edges from E2(Γ
′) corresponding to 23 ∈ E(Γ′). Denote η+13
by a. We have to show that η−13 = η
ǫ
12 = η
ǫ′
23 = a.
ǫ
± ǫ′
1 2
3
Since there are no Γ–loops in [3], we infer from figure 2(1) and Lemma 4.9 that
η+13 = η
−
13 = a.
Set ǫ′′ = ǫǫ′. Then ηǫ
′
23 = η
ǫ′′
13 = a, since 12
−ǫ /∈ E2(Γ) (see figure 2(3) and (4.2)).
Next, we obtain from figure 3(3) and (4.1) that ηǫ12 + η
−ǫ′′
13 + η
ǫ′
23 = 0. Therefore,
ηǫ12 + 2a = 0, whence η
ǫ
12 = a. Consequently, all weights of η from the triangle
above are equal to a. 
The following definition will be convenient for our purposes: the full subgraph
Γ′ of Γ, determined by V′ ⊂ V(Γ), has edges E(Γ′) = E2(Γ′) := {ijǫ ∈ E2(Γ) |
i, j ∈ V′}.
Lemma 5.4. Let Γ be a graph whose associated unsigned graph, Γ, is complete on
4 vertices. If η ∈ Z(Γ) has constant weight on E2(Γ′), where Γ′ is a full subgraph
of Γ on 3 vertices, then η has constant weight on E2(Γ).
Proof. Set V(Γ′) = [3] ⊂ [4] = V(Γ). We know that η has weight a, on E2(Γ′).
Pick any edge e = ijǫ ∈ E2(Γ) \ E2(Γ′). Clearly, |{i, j} ∩ [3]| = 1, since Γ′ is
the full subgraph of Γ determined by [3]. Hence, we may find another edge,
f = klǫ
′ ∈ E2(Γ′), such that {i, j} ∩ {k, l} = ∅. Figure 2(2) and (4.2) together
imply that ηǫij = η
ǫ′
kl = a. 
Lemma 5.5. Let Γ be a graph whose associated unsigned graph, Γ, is complete
on 4 vertices. If E1(Γ) 6= ∅, then the weights of η on Γ are constant, for any
η ∈ Z(Γ).
Proof. Let i ∈ E1(Γ) be an arbitrary loop, with weight a. We have to show that
η has constant weight a on E2(Γ). We may assume that V(Γ) = [4], and i = 4.
(Indeed, if i /∈ V(Γ), then figure 2(5) and Lemma 4.9 give the desired conclusion.)
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Then ηǫij = a, for any edge ij
ǫ of the full subgraph of Γ determined by [3] (use
figure 2(5) and (4.2)). Lemma 5.4 yields then the desired conclusion. 
5.6. We begin the proof of Proposition 5.1(1) by a few preliminary remarks.
Remark 5.7. The assumption β3(Γ) 6= 0 guarantees the existence of η ∈ Z3(Γ)
with the property that the weights of η are not constant on AX(Γ), for some
X ∈ L2(Γ). By Lemma 4.9(4.2), this forces mX = 3. In other words, the subar-
rangement AX(Γ) is represented by one of the first three graphs from Figure 3.
So, there are three cases to be examined.
Remark 5.8. For each of the above configurations, the fact that two out of the
three weights of η on AX(Γ) are equal is equivalent to the fact that η has constant
weight on AX(Γ) (use (4.1) and remember that we are working modulo 3).
Remark 5.9. Due to our assumption on rkA(Γ), there must be an edge e ∈ E(Γ),
different from those of AX(Γ).
5.10. Proof of Proposition 5.1(1). We proceed to the analysis of the 3 above-
mentioned cases. Whenever possible without creating any ambiguity, we will omit
the non-relevant signs of edges from E2(Γ), to avoid making the exposition too
heavy.
Case (a): Suppose AX(Γ) corresponds to a subgraph in Γ of the type described
in Figure 3(3), with vertices labeled i = 1,j = 2,k = 3. We know that η12 + η23 +
η13 = 0, from Lemma 4.9(4.1).
(a.0) We may assume in case (a) that there is no edge in Γ of the form e = ij,
with {i, j} ∩ [3] = ∅. Indeed, otherwise figure 2(2) and (4.2) would imply that all
weights of η on AX(Γ) are equal to the weight of e, in contradiction with Remark
5.7.
Our discussion splits now, according to the number of vertices of Γ: either
|V(Γ)| > 3, or |V(Γ)| = 3.
Case (a.1): |V(Γ)| > 3. We first claim that ij ∈ E(Γ), for every vertex j of Γ,
j /∈ [3], and for all i ∈ [3].
Indeed, denoting j by 4, we may resort to (a.0) to assume that say 14 is an
edge of Γ, with weight a. Then η23 = a (by Lemma 4.9, applied to figure 2(2)).
If there is no edge in Γ connecting the vertices 2 and 4, or 3 and 4, we may apply
Lemma 4.9 to figure 2(3) to deduce that a = η12 (respectively a = η13). Hence,
η must be constant on AX(Γ) (see Remark 5.8), which contradicts Remark 5.7.
The claim is thus verified.
Again, there are two possibilities: either |V(Γ)| > 4, or |V(Γ)| = 4.
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Subcase (a.1.1): There are another vertices, say 4 and 5, of Γ. Due to the
previous claim, ij ∈ E(Γ), for all i ∈ [3] and j = 4, 5. It follows that η12 =
η35, η13 = η24, and η24 = η35, see figure 2(2) and (4.2). Therefore, η12 = η13,
contradicting again Remark 5.7, via Remark 5.8.
Subcase (a.1.2): V(Γ) = [4]. We already know that Γ is a complete graph.
If there exists a loop in Γ, we obtain a contradiction by applying Lemma 5.5.
So, there are no loops in Γ. Now, if Γ contains a full subgraph on 3 vertices,
having both simple and double edges, we may invoke lemmas 5.3 and 5.4 to infer
that η has constant weight on Γ, which leads to the same contradiction as before.
If not, it follows that Γ must be one of the graphs from Figure 5.
Indeed, this is clear if all edges of Γ are double. Otherwise, they must be all
simple. Now, if there is a positive triangle in Γ, then η must have constant weight
on it (see figure 2(3)). Again, Lemma 5.4 leads to a contradiction.
This completes the discussion of Case (a.1).
Case (a.2): V(Γ) = [3]. In this case, we may suppose E1(Γ) ⊂ [3] (otherwise,
the equations provided by figure 2(5) would force η to have constant weight on
E2(Γ), in particular on AX(Γ)). In what follows, the discussion naturally splits
according to the number of loops in Γ.
Subcase (a.2.0): There are no loops in Γ. By virtue of Lemma 5.3, all edges
must be double (see Remark 5.9). Thus, Γ = D3, the first graph from Figure 4.
Subcase (a.2.1): |E1(Γ)| = 1. Let 1 be the unique loop, with weight a. Then
a = η23 (by Lemma 4.9 and figure 2(5)). At this point, two possibilities may
occur.
Subcase (a.2.1′): One of the edges 12 or 13 is simple. In this situation, we may
apply Lemma 4.9 to figure 2(4), deducing that either η12 = a or η13 = a, which
contradicts Remark 5.7 (see Remark 5.8).
Subcase (a.2.1′′): Otherwise, both edges 12 and 13 are double. When all edges
are double, Γ is entirely determined; a routine application of Lemma 4.9 shows
then that β3(Γ) = 0. When the edge 23 is simple, we obtain the graph from Figure
4(3).
Subcase (a.2.2): |E1(Γ)| = 2, i.e., E1(Γ) is say {1, 2}.
Subcase (a.2.2′): The edge 12 is double. Then it follows from Lemma 4.9 (4.2)
that all 4 edges of the configuration from Figure 3(4) (where ij = 12) have the
same weight, say a.
If one of the other edges, say 23, is simple, Lemma 4.9(4.2) may be applied to
figure 2(4), to infer that η23 = a. By Remark 5.8, this contradicts Remark 5.7.
Finally, if all edges are double, a straightforward computation shows that
β3(Γ) = 0, like in subcase (a.2.1
′′).
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Subcase (a.2.2′′): The edge 12 is simple. This implies that η1 + η2 + η12 = 0
(see figure 3(1)). If the edge 13 is also simple, we obtain η1 = η13 (see figure
2(4)). We also get, by using figure 2(5), that η2 = η13. Putting these facts
together, we deduce that η12 = η13, a contradiction. If the edge 13 is double, then
η1 + η
+
13 + η
−
13 = 0 (see figure 3(2)), and η
±
13 = η2 (see figure 2(5)). Hence, the
weights η1, η2, η12 and η
±
13 are all equal. In particular, η12 = η
ǫ′
13, a contradiction.
Subcase (a.2.3): E1(Γ) = [3].
Subcase (a.2.3′): There is a simple edge, say 12, and a double edge, say 13. In
this case, we have: η1 = η3 = η
±
13 (see figure 3(4)), and η3 = η12 (see figure 2(5)).
These facts yield η12 = η
ǫ′
13, a contradiction, as before.
Subcase (a.2.3′′): Either all edges are simple, i.e., Γ is the graph from Figure
4(2), or all edges are double, and then it is easy to see that β3(Γ) = 0.
The analysis of case (a) is thus complete.
In the remaining two cases, AX(Γ) = A(Γ′), where Γ′ is a subgraph with shape
described in figure 3(1)–(2), with say ij = 12. We begin by two remarks, valid in
both these cases.
(bc.1) We may assume that there is no edge ij in Γ disjoint from 12. Indeed,
otherwise figures 2(2) and 2(5) would imply, via Lemma 4.9, that all weights of η
on AX(Γ) are equal to the weight of ij, a contradiction.
(bc.2) We may also assume that E2(Γ) 6= E2(Γ′). If not, Remark 5.9 guarantees
the existence of a loop of Γ away from [2], say 3. Using this time figures 2(5) and
2(6), we arrive again at a contradiction, as before.
Case (b): AX(Γ) corresponds to a subgraph in Γ of the type from figure 3(1).
We know from Lemma 4.9 that η1 + η2 + η12 = 0.
It follows from (bc.1) − (bc.2) above that we may suppose 13 ∈ E(Γ). If 23 /∈
E(Γ), we infer from lemma 4.9 that η12 = η13 and η2 = η13 (see figure 2, (3) and
(5) respectively), thus contradicting Remark 5.7, via Remark 5.8. It follows that
13ǫ
′
, 23ǫ
′′ ∈ E2(Γ), for some signs, ǫ′ and ǫ′′.
Subcase (b+): The triangle 123 is positive. Then ηǫ
′
13 = η
ǫ′′
23 (see figure 2(3)).
Moreover, η1 = η
ǫ′′
23 and η2 = η
ǫ′
13 (see figure 2(5)). Hence, η1 = η2, a contradiction
again.
Subcase (b−): The triangle 123 is negative. If the weights of η on this triangle
are not constant, we are back in case (a), and we are done. Otherwise, denoting by
a their common value, we may use figure 2(5) to deduce that η must have constant
weight a on AX(Γ), which contradicts our initial assumption from Remark 5.7.
The analysis of Case (b) is thus completed.
MILNOR FIBERS OF GRAPHIC ARRANGEMENTS 19
Case (c): AX(Γ) corresponds to a subgraph in Γ of the type from figure 3(2).
Lemma 4.9 implies that η1 + η
+
12 + η
−
12 = 0.
As before, we know that either 13 or 23 is an edge of Γ, of weight say a. If
they do not both belong to E(Γ), then figure 2(3) forces η±12 = a, a contradiction.
Consequently, we may find a negative triangle in Γ, with edges 13ǫ
′
, 23ǫ
′′
and 12ǫ.
Moreover, η1 = η
ǫ′′
23 (see figure 2(5)).
If η has constant weight a on this triangle, then η1 = η
ǫ
12 = a. Therefore, η
must also have constant weight a on AX(Γ), by Remark 5.8, which is impossible.
Otherwise, we are again back in case (a), and we are done.
This finishes the proof of Proposition 5.1(1).
5.11. Proposition 5.1(2) will follow from the next two lemmas.
Lemma 5.12. β3(D3) = β3(D4) = 1.
Proof. Direct computation, using Lemma 4.9. 
Lemma 5.13. The exceptional graphic arrangements from Figures 4(2)-(3) and
5(4) are lattice–isotopic to D3.
Proof. We begin with the simplest case: the graph Γ from figure 5(4). By a
convenient change of signs of the variables from C4, we can transform A(Γ) into
A3 = D3. Similarly, we may assume that ǫ = ǫ
′ = −1, for the graphic arrangement
A(Γ) from figure 4(2); by an obvious linear change of coordinates, we can finally
make A(Γ) projectively equivalent, hence lattice–isotopic, to D3.
By a preliminary change of signs, the last arrangement A(Γ) (see figure 4(3))
becomes defined by the equation x1(x1 ± x2)(x1 ± x3)(x2 − x3) = 0. Next, we
make the change of variables x1 = z2+ z3; x1+x2 = z1+ z3; x1+x3 = z1+ z2. We
arrive at a defining equation that corresponds to the value t = −1 in the family
below (where t 6= 1)
(z1 + z2)(z1 + z3)(z2 ± z3)[(z1 − z2) + t(z2 + z3)][(z1 − z3) + t(z2 + z3)] = 0 .
It is straightforward to see that this family defines a lattice–isotopy from A(Γ) to
D3. 
6. Proof of Theorems A, B and C
We need one more ingredient: modular inequalities.
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6.1. These inequalities may be formulated for arbitrary connected CW–spaces
of finite type, M , endowed with a 1–marking, that is, a distinguished Z–basis of
H1(M). The marking allows us to extend Definition 2.4 verbatim, to this more
general context, as well as the definition of bq(M,k/d).
Consider next the prime field k = Fp. In the presence of the marking, we may
speak about the element ωk ∈ H1(M,Fp), defined by taking the mod p reduction
of k. Hence, there is an associated Aomoto complex, (H•(M,Fp), µk), defined
exactly as in (1.2), leading to the numbers βqp(M,k); see (1.3). When M = MA
is an arrangement complement, βqp(MA, 1) = βqp(A).
Theorem 6.2 ([20]). Assume that the connected, finite type, 1–marked CW–space
M has torsion–free integral homology. Let ρ be a rational local system on M , with
denominator d = ps, where p is prime and s ≥ 1. Then
bq(M,k/d) ≤ βqp(M,k) , ∀ q .
This extends a result from [3], where M is an arrangement complement, and
s = 1.
Corollary 6.3. Let A be a central arrangement of n hyperplanes, and p be a
prime such that d := ps divides n. If βqp(A) = 0, for q ≤ k, then bqd(A) = 0, for
q ≤ k.
Proof. By Theorem 6.2, bq(A, 1/d) = 0, for q ≤ k. Hence, bqd(A) = 0, for q ≤ k,
by (2.2) and induction. 
6.4. Proof of Theorem A.
Part (1). Use figure 3 to infer that the m2–list of A(Γ) from (3.2) must be
contained in {3, 4}. Therefore, Theorem 3.13 implies that bd(Γ) = 0, if d 6= 2, 3, 4.
For d = 2 or 4, recall from Proposition 4.14 that β2(Γ) = 0, and use Corollary 6.3
to obtain again the vanishing of bd(Γ), as asserted.
Part (2). Follows from Lemma 4.11 and Proposition 4.14.
Part (3). By inspecting the graphs from Figures 4 and 5, we deduce from
Proposition 5.1, in conjunction with Corollary 6.3, that either Γ is not exceptional,
and then β3(Γ) = 0, hence b3(Γ) = β3(Γ) = 0 for n ≡ 0 (mod 3), or Γ is
exceptional, and then n ≡ 0 (mod 3) and β3(Γ) = 1. Therefore, the proof of Part
(3) is reduced, via Lemma 5.13, to checking that b3(D3) = b3(D4) = 1.
This in turn may be easily done by using the Deligne method, as follows. Choose
integers a, b and c such that a+b+c = −1. Next, set α±12 = α±34 = a, α±13 = α±24 = b,
and α±23 = α
±
14 = c. View {α±ij}1≤i<j≤v as an element α ∈ A1Z(Dv), for v = 3, 4. It is
easy to verify that 1
3
+α ∈ A1C(Dv) is 1–nonresonant, in the sense of Definition 3.7.
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Hence, Proposition 3.8 applies and gives that b3(Dv) = b1(Dv,
1
3
) = β1(Dv,
1
3
+α).
The Aomoto Betti number β1(Dv,
1
3
+ α) is then computed directly from the
definition (2.3), by easy linear algebra, as explained in [16, Lemma 3.3].
Part (4). Let us inspect the equivariant decomposition of H1(FΓ,Q) from (1.1).
As recalled in the Introduction, the divisor d = 1 contributes with exponent n−1.
No other divisors can contribute, excepting d = 3, by Part (1); at the same time,
β2(Γ) = β5(Γ) = 0, by Part (2). Finally, b3(Γ) = β3(Γ), by Part (3).
6.5. Proof of Theorem B. We know from §6.4 above that
H1(FΓ,Q) =
( Q[t]
t− 1
)n−1 ⊕ ( Q[t]
t2 + t+ 1
)β3(Γ)
.
Theorem B follows then from Proposition 5.1 and Lemma 5.13.
6.6. Proof of Theorem C. Theorem 6.2 predicts inequalities
(6.1) b1(A(Γ), 1/ps) ≤ βp(Γ) , for s ≥ 1 ,
at each prime p. We have to show that they all are actually equalities, if s = 1.
In rank ≥ 3, this follows from Theorem A(2)–(3).
This is equally true for an arbitrary rank 2 arrangement A. Indeed, in this case
one knows that
(6.2) b1(A, 1/d) =
{
0, if d ∤ n;
n− 2, if d | n,
where n = |A| and d 6= 1, see for instance [24, Example 10.1]. As an immediate
consequence of Lemma 4.9, we also have
(6.3) βp(A) =
{
0, if p ∤ n;
n− 2, if p | n,
for every prime p. Our assertion follows then by comparing (6.2) (for d = p) and
(6.3).
The proof of Theorem C is thus completed.
Remark 6.7. When n = |A| is prime, equations (6.2) and (6.3) above also show
that the inequality (6.1) may well be strict, if s > 1.
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