The U.S. Census Bureau is investigating nonrespondent subsampling strategies for use in the 2017 Economic Census. In previous research, we developed an optimized allocation procedure for subsampling nonrespondents that selects larger systematic samples in domains with lower initial response. This article expands on our previous research by exploring improvements to the optimal allocation method; we investigate refinements to the previous procedure that incorporate measures of respondent balance with respect to the original sample. The revised allocation procedures have simultaneous objectives of allocating high proportions of sample in domains that indicate potential nonresponse bias and of equalizing response rates across domains. We examine the effects of the alternative allocation approaches on Horvitz-Thompson estimates via a simulation study using data from the 2014 Annual Survey of Manufactures.
Introduction
The U.S. Census Bureau is investigating adaptive nonresponse follow-up (NRFU) strategies for small businesses in the 2017 Economic Census. One considered approach is the selection of a probability subsample of small businesses for NRFU. For this, the nonrespondent subsampling design must be robust to the sample design and estimators to the largest extent possible; the Economic Census is a multi-purpose collection with a key set of general statistics items collected from all surveyed units in a sector (e.g., annual payroll, total receipts) as well as industry-specific items (e.g., product sales). Missing data treatments and estimation procedures differ by type of item. The term census is a bit misleading, as many sectors include a probability sample of small establishments. The sample design can likewise differ by sector. Consequently, we consider a systematic sample of small nonresponding establishments sorted by a measure of size (MOS), a sampling design known to be as efficient as stratified simple random sample without replacement if the list is in random order and more efficient if the list is monotonic increasing or decreasing (Lohr 2010) . Within sectors/industries, the largest establishments are deemed ineligible for nonrespondent subsampling, because of their large contribution to industry totals.
Often, the primary motivation for selecting a subsample of nonrespondents for followup is to save cost without inducing additional nonresponse bias. In a business survey setting, the contention that the realized respondent set of small businesses remains a probability sample is debatable given the (traditional) emphasis on obtaining responses from the larger sampled units. In this setting, one could argue that sampled smaller units "opt in" to respond. In fact, several discussions of the summary report of the AAPOR Task Force on non-probability sampling (Baker et al. 2013 ) specifically question whether "a probability sample with less than full coverage and high nonresponse should still be considered a probability sample." Selecting a probability subsample of nonrespondents may limit this phenomenon, especially if the subsampling is combined with contact strategies known to be effective (especially for "hard-to-reach" populations). In addition, with a probability subsample, one can use accepted quality measures, such as sampling error or response rates for evaluation.
In this article, we propose a subsampling design that can be implemented at any stage of the data collection process and with any sample design, making it quite flexible although not necessarily optimal for selected sample designs and estimators. For this, we introduce an optimized allocation procedure for nonrespondent subsampling that has simultaneous objectives of allocating high proportions of sample in domains that indicate potential nonresponse bias and of equalizing response rates across domains. This procedure builds on earlier work presented in Kaputa et al. (2014) . The earlier allocation strategies focused on equalizing response rates in specified domains. If the nonrespondents comprise a random subsample, this strategy should work well when combined with a systematic sample. However, if the nonrespondents differ systematically from the respondents in selected domains, then the earlier allocation strategies will be unlikely to reduce nonresponse bias. Särndal (2011) discusses the concept of a "balanced" sample where the realized respondent set "has the same or almost the same characteristics as the whole population" for selected items. Of course, attaining such a balanced sample would be a primary goal of any adaptive collection design and nonrespondent subsampling by extension. If the auxiliary variable is positively correlated with several survey outcomes, then the modified allocation procedure should be effective in reducing the nonresponse bias in the survey estimates, especially when combined with a robust sampling procedure.
This article expands upon previous research listed above by exploring improvements to the optimized allocation method that minimizes deviations between domain response rates incorporating the balance indicator and distance measure presented in Särndal and Lundquist (2014) . This proposed refinement attempts to remediate nonresponse bias effects while maintaining the simple computational structure of the earlier allocation procedures. The nonrespondent subsampling strategy discussed here is based on the deterministic model of nonresponse bias, which partitions the population into a respondent stratum and a nonrespondent stratum (and the two strata are static). These are necessary conditions for specifying a probability subsample. As one referee noted, adaptive design implicitly relies on the stochastic model of nonresponse bias and aims to affect the correlation between the response propensity and the outcome variable. At best, the proposed subsample design will select a balanced subsample of nonrespondents. However, determining the appropriate contact strategies to obtain responses from the selected units requires additional research (e.g., Thompson and Kaputa 2017) . In Section 2, we present the subsample design and introduce the revised allocation procedures. The new allocation procedures have simultaneous objectives of allocating high proportions of sample in domains that indicate potential nonresponse bias and of equalizing response rates across domains. In Section 3, we examine the effects of the alternative allocations on Horvitz-Thompson estimates via a simulation study using data from the 2014 Annual Survey of Manufactures. We conclude in Section 4 with general comments and ideas for future research.
Allocation Procedure

Two-Phase Subsample Design
Given a stratified probability sample of n units divided into disjoint domains (h ¼ 1, : : : , H), we are interested in selecting a probability subsample of nonrespondents of a fixed size at predetermined NRFU phase (t). Domains can be sampling strata, groups of sampling strata, or any characteristics related to nonresponse and known for all units. All sampled units receive an initial contact, and one or more nonresponse follow-ups may be attempted before subsampling.
In this framework, some units are not included on the nonrespondent subsampling frame; instead, these units are treated as the certainty component of the nonrespondent subsample. For example, the largest units will always receive NRFU because of their expected influence on an industry total. Hereafter, we refer to the units that are excluded from consideration for nonrespondent subsampling as ineligible units. Because the optimal allocation procedure attempts to equalize domain response rates, all unitsincluding the ineligible units -are included in the allocation procedure, although the subsampling is only performed on the frame constructed from eligible nonresponding units. This division of units within a domain into eligible and ineligible categories complicates the optimization procedures described below, but is an unfortunate reality. If all units in a given domain are eligible for subsampling (none excluded/ineligible) then the optimization problem is considerably simplified.
To summarize, the original sample comprises H disjoint domains. 
Allocation Strategies
The minURR allocation method introduced in Kaputa et al. (2014) equalizes response rates across domains. If the units within a domain have the same mean and these means differ by domain, then the similar response rates can be indicative of a representative sample (Wagner 2012) . Similarly, if the variables used to define the allocation domains are predictive of response, this allocation strategy will reduce nonresponse bias.
We formulate the allocation as a quadratic program that minimizes the squared deviation in predicted domain response rate from a target unit response rate subject to linear constraints on the size of the nonrespondent sample. First, we introduce the following notation: where the predicted domain level unit response rate (URR) and the target response rate are
with the constraints that all K h are bounded between zero and one (zero ¼ no subsampling, and one ¼ 100 percent NRFU) and the subsample size is equal to K P h m e 1h . We use the SAS w PROC NLP procedure to minimize the objective function, obtaining the set of K h used for subsampling (Note: The data analysis for this article was generated using SAS software. Copyright, SAS Institute Inc. SAS and all other SAS Institute Inc. product or service names are registered trademarks or trademarks of SAS Institute Inc., Cary, NC, USA).
The predicted domain level and target response rates incorporate assumed or estimated conditional response propensities. These estimates can differ for the eligible and ineligible groups within domains. If the same -or similar -NRFU procedures are used for adjacent collections, then conversion rates can be estimated from historic data and possibly adjusted for anticipated changes in response patterns or collection strategies. Otherwise, we recommend using constant values in the allocation, but performing a sensitivity analysis by repeating the procedure with different assumed rates.
Although response rates are easy to compute, they are not necessarily predictors of nonresponse bias; for example, see Peytcheva and Groves (2009) . Nevertheless, the response rate is a component in the degree of nonresponse bias on an outcome variable (Andridge and Little 2011; Andridge and Thompson 2015) . However, the degree of difference on outcome means of respondents and nonrespondents is an equally important component in the assessment of nonresponse bias. Of course, such measures are not available for collected survey data. Instead, Särndal and Lundquist (2014) present measures that assess the degree to which the response set is similar to the full sample and the degree of difference between respondents and nonrespondents with respect to auxiliary variables or paradata available to all units on the frame. Let y hi ¼ characteristic of interest, subject to nonresponse x hi ¼ auxiliary variable available for all sampled units
where I hi is a unit response indicator and w hi is the design weight. Assume that y hi < b h x hi þ 1 hi ;where 1 hi is a random error term.
. This measure is bounded between 0 and 1, with values close to 1 indicating balance on the respondent sample for the studied variable.
Distance
The difference between mean value for respondents and mean value for nonrespondents on variable x in domain h. This is measured as
Examined together, these indicators can assess the "representativeness" of the realized respondent sample on selected characteristics. For a given domain, a balance indicator BI xh near one combined with a distance measure D xh near zero are indicative of low nonresponse bias as measured on the auxiliary variable (serving as a proxy for the characteristics of interest). Examined separately, each has its limitation: the balance indicator tends to overestimate the degree of balance between the original sample and respondent sample, and the distance measure is highly sensitive to differences in respondent and nonrespondent sample sizes. This sensitivity can be very apparent in highly skewed business populations.
A domain with a high response rate can have a low balance indicator or a large distance measure, especially if the respondent set comprises primarily the larger or smaller units. In this case, the minURR allocation would be very small (if not zero), and the domain estimates would be subject to high nonresponse bias. We address this deficiency in the minURR allocation procedure by incorporating the balance indicators or distance measures as domain weights into the objective function, proposing the two new objective functions below (the constraints are unchanged).
Notice the modification to the target response rate (2.6) in these quadratic programs. The minURR method uses a target response rate given a fixed subsample size and response propensity model. For a given domain, if the predicted response rate is equal to the target response rate, then the squared difference is zero. This is a common occurrence and can mute the effect of the domain weights in the BminURR and DminURR allocations. Of course, the objective of the minURR allocation procedure is to equalize response rates in all domains. Consequently, here we need to create slack in the objective function to allow for the possibility of subsampling in "unbalanced" domains that satisfy the original response rate target. Therefore, we set the target for the BminURR and DminURR allocation methods as the final response rate, given full NRFU (for eligible and ineligible units) under the assumed response propensity models.
In the quadratic programs specified by (2.4) and (2.5), domains with larger weights will have a larger impact on the summed squared difference of the objective function. Since this is a minimization problem, the intent is to allocate the majority of the subsample in domains with lower than desired response rates or poorer than desired representativeness on the measures for the studied auxiliary variable. One major limitation of this approach is that the balance indicator and distance measure use a single auxiliary variable that may not be positively correlated with all of the characteristics of interest. Consequently, it may not be possible to improve the representativeness of the respondent subsample for all survey variables. Additional auxiliary variables can easily be incorporated into these measures. However, as is often the case with business surveys, we have a limited number of possible covariates, and they tend to be highly collinear (e.g., frame measure size based on census payroll and administrative payroll for the current year).
These optimized allocation procedures (minURR, BminURR, and DminURR) have obtained feasible solutions on all of our studied datasets. Although equal domain size (in terms of total number of units) is not a requirement, domains should be relatively similar in size for maximum benefit. When domains vary widely in size, these optimizations often designate the smaller domains for the largest subsamples and may not require subsampling in the largest domains. Timing is also important. Early in the collection stage, when few units have provided responses, there will be little difference between the three realized allocations, and any advantages of incorporating the respondent sample measures might be lost, especially if the earlier responders differ consistently with later responders on distinct characteristics. If performed late in the collection stage, then weighted allocation procedures may do little to correct nonresponse bias; theoretically, the DminURR allocation could overcompensate for artificially high distances if (1) the URR is high in selected domains and (2) the data are highly skewed.
Simulation Study
ASM Background
We examine the effects of the alternative allocation approaches on Horvitz-Thompson estimates via simulation study using microdata from the 2014 Annual Survey of Manufactures (ASM). The ASM is an establishment survey designed to produce "sample estimates of statistics for all manufacturing establishments with one or more paid employee(s)" (http://www.census.gov/manufacturing/asm/). Sampled ASM establishments are surveyed for the four years between censuses. Strata are defined by a six-digit industry code using the North American Industry Classification System (NAICS). Each industry stratum is subdivided into certainty and noncertainty substrata. Approximately 20,000 establishments are included with certainty, and the remaining 30,000 establishments are selected with probability proportional to a composite frame measure of size (MOS) primarily based on annual payroll. The ASM uses composite imputation to account for unit and item nonresponse, imputing complete records. The ASM publishes totals for a variety of characteristics, including annual payroll, total shipments, cost of materials, and inventories, and uses a difference estimator for totals (Särndal et al. 1992, 221 -225) .
Because the items collected by the ASM questionnaire are a subset of the Economic Census' manufacturing sector items, the ASM is often used to pretest new Economic Census processing or data collection procedures. The ASM NRFU procedures are very similar to the Economic Census procedures. Initial contact and all four rounds of NRFU are conducted via mail, but the largest establishments in each industry have the highest priority for phone follow-up. Furthermore, because a large company can comprise several establishments, sets of multi-unit (MU) establishments corresponding to the company can be designated for phone follow-up. The remaining nonresponding cases receive some reminders, but the noncertainty single unit (SU) establishments are very unlikely to receive a personal phone call.
Simulation Study Design
Our simulation study uses frame data from the 2014 ASM. Consistent with the planned procedures for upcoming embedded experiments and the 2017 Economic Census, multi-unit establishments are ineligible for nonrespondent sampling; eligible units are restricted to single unit establishments. We use three-digit NAICS industry (NAICS3) as subsampling domains: these larger classifications include several six-digit NAICS industries, each containing both certainty and noncertainty strata. The ASM publishes at the NAICS3 and an aggregated industry level, and all NAICS3 industries are considered equally important for publication.
With the ASM, the first NRFU attempt is historically very effective. The planned nonrespondent subsample selection occurs immediately before the second NRFU attempt. The second NRFU attempt for the single unit establishments is generally the most expensive (certified mail compared to standard mail). The ASM implements four rounds of NRFU after an initial collection period that lasts twelve days. After that, the length of the NRFU periods differ: the first round of NRFU lasts 48 days; the second and third NRFU rounds each last 35 days; the last round lasts 88 days. We incorporate these differing time-lengths into the response propensity modeling described in Subsection 3.3. Note that we do not attempt to incorporate any logistic regression model variability into the simulation. Consequently, our results are conditional on our assumed response mechanism.
Our simulation mimics the ASM NRFU. The simulation independently repeated the following procedure 3,000 times for each allocation procedure including full NRFU (no nonrespondent subsampling):
1. Randomly induce initial response and a single round of NRFU response in the complete dataset using the predicted response propensities described in Subsection 3.3., generating an average response rate of 43 percent. 2. Construct a frame of eligible nonrespondents.
a. Compute balance and distance indicators and allocation response rates (response rates used in the optimized allocation procedures) within domain using all sampled units (eligible and ineligible). b. Perform optimized allocation procedures (minURR, BminURR, DminURR). 3. Sort eligible units within domain by frame measure of size (MOS) and select a systematic subsample of eligible nonresponding units using the nonrespondent subsampling rate determined above (minURR, BminURR, and DminURR). 4. Simulate unit response for the remaining three NRFU rounds in each sample. After assigning response status, compute cumulative cost, URR, and sample estimates obtained using each allocation method, along with 100 percent NRFU.
After each round of NRFU, we computed estimates using a nonresponse reweighted Horvitz-Thompson estimator. Within eligible domains, original responders' values r e 1h
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were weighted by their sample weights. All subsampled responding units were weighted by the product of their original sampling weight and the subsampling interval (K h ). In addition, subsampled respondents' weights were adjusted to account for remaining nonrespondents at each NRFU round using the unweighted inverse response rate within domain; see Little and Vartivarian (2005) . If an eligible domain was not subsampled or less than two units in the subsample responded, then the original responders' weights were adjusted to account for nonresponse at each round of NRFU. Ineligible responders were always adjusted separately by their sample weight and inverse response rate within ineligible domain.
This estimation method does not match the ASM methodology, nor is it necessarily our recommended approach. Instead, we simplified the ASM estimation and imputation procedures to highlight differences in estimate quality obtained under the different allocations.
We compute the relative bias and the mean squared error of the final estimates for payroll (Y 1 ) and receipts (Y 2 ) to evaluate the statistical properties of the estimates obtained via each allocation over repeated samples. The relative bias of an estimate (Ŷ) at NRFU round t for a given allocation method a (Full NRFU, minURR, BminURR, DminURR) is given by The mean squared error at NRFU round t for a given allocation method a is whereŶ ats is the estimated total for sample s and Y is the population total for the studied variable.
Response Propensity Modeling
To obtain unit-level response propensities, we fit logistic regression models on ASM survey data by NAIC3 industry, creating separate models by eligibility subdomain (i.e., for single and multi-units). Each model uses frame MOS as the independent variable and response status of unit i at time t as dependent variable. Frame MOS is available for all sampled units and is highly correlated with response because the ASM subject matter experts emphasize larger sampled units in the NRFU efforts. We did not include survey weights in the propensity modeling, using analogous reasoning to Phipps and Toth (2012) , who emphasized that "the main objective is to identify and understand the characteristics of an establishment that are most strongly associated with the propensity to respond to the : : : survey and not to adjust the estimator for nonresponse bias." We fit five response propensity models per NAICS3 industry/subdomain using the multi-unit data (the ineligible units in the simulation) and the single unit data (the eligible units in the simulation). The initial model defines a respondent as a unit that provided a completed questionnaire during the first twelve days of collection. To fit the next model, we removed the units that responded during the initial collection period and defined a respondent as a unit that provided a completed questionnaire between the first and second round of NRFU. We continued this iterative process until we obtained five separate models. Ultimately, five different response propensity probabilities were assigned to each unit on the frame, each conditional on having not responded at a prior cycle.
We validated our models by comparing the predicted response propensities within domain to the observed response propensities from the ASM sample. For this, we created four size-category cells within domain using MOS quartiles and compared the average predicted response propensities to their observed counterparts from the ASM sample. Table 1 provides the final averaged conditional response propensities by NAICS3 code and subdomain (eligible and ineligible). The conditional averaged response propensities show a clear decline in overall probability of responding at each stage of NRFU, except for the last round, which contains the longest collection period.
These response propensity estimates should not be used for inference about the ASM. They are simply valuable inputs to the simulation.
Results
Allocations
As mentioned above, the ASM NRFU procedures are changing, beginning with the 2015 collection, and the effects of these changes on conversion rates are difficult to predict. Instead, we have fixed the nonrespondent conversion rates used in allocation (Equations 2.2 and 2.3) at 0.50 for the eligible and ineligible units (q e h and q i h , respectively). These rates are not inconsistent with the historic conversion rates used in a prior study (Kaputa et al. 2014) . Moreover, using constant values in the allocations removes a source of confounding in the analyses; differences in allocation are entirely due to domain sample sizes, allocation response rates, and balance/distance measures (both obtained with frame MOS). Table 2 presents the average response rates, allocation weights, and subsampling rates for each allocation method. The second column (URR before subsampling) provides the ratio of the count of units that provided a questionnaire prior to nonrespondent subsampling to the total count of ASM sampled units (may include out-of-scope units). Technically, these are check-in rates, not unit response rates, as the quality of the completed response data is not validated at this point in the ASM survey data collection. See Thompson and Oliver (2012) . For simplicity, hereafter the term URR refers to the proxy rates.
The allocation URR in Table 2 is the predicted final response rate for all units, assuming the eligible units receive no further NRFU. The target URR for the minURR allocation procedure method is 0.68 and the target URR for the weighted allocation methods (BminURR and DminURR) is 0.72.
Subsampling rates range from zero to one, where zero indicates all eligible units that will receive no further NRFU and one indicates all eligible units that will receive further NRFU (full NRFU). In general, the ASM is well-balanced on MOS (Thompson and . If the allocation URR is greater than the target URR, then the domain subsampling rate is zero. For example, see domain 322, whose allocation URR is 73 percent. . The minURR method always takes larger subsamples in low responding domains and smaller subsamples in high responding domains. . The weighted allocations methods more often select larger subsamples in unbalanced domains than their minURR counterpart. For example, NAICS3 323 has highest imbalance measure. The minURR subsampling rate is 0.61, whereas the BminURR and DminURR subsampling rates are 0.86 and 0.89, respectively. Table 3 contains the survey-level RBE, MSE, average final response rates and an estimate of cost from each allocation method for all units (which includes the responses from eligible and ineligible units) and from the eligible units (which comprises single unit establishment responses prior to subsampling and responses from subsampled units).
Quality Measures
Detailed industry-level results can be provided upon request. We use the full NRFU results as our quality baseline. Note that this baseline is not the "gold standard", but provides a frame of reference. The same NRFU procedures are used in all allocation scenarios, and the estimates that include subsamples will have higher sampling variance by design. Obviously, full NRFU is more costly. Unfortunately, we cannot provide an accurate estimate of cost, so we provide a relative cost. Due to the bulk mailing procedures, combined follow-up with other surveys, and ongoing changes in collection procedures, the subject matter experts could not provide detailed cost-per-unit estimates. Instead, we used an unrealistic cost model: cost of USD 1/mailed letter and cost of USD 2/certified letter. Therefore, the presented average cost does not reflect real survey cost. It simply illustrates the effect of nonrespondent subsampling on total survey cost in our scenario. For the eligible units, the URRs decrease by approximately 13 percent. Still, including the ineligible subdomain units in the URR greatly mitigates this effect overall.
For payroll, the RBEs and MSEs are similar at the survey (all-unit) level for the three allocation methods. At first glance, it appears that the full NRFU estimates are clearly superior. Technically, this is true. However, it is important to note the differences in respondent sample composition for eligible units and all units (survey level). Notice that the subsampling reduces the magnitude of the nonresponse bias for eligible units. Interestingly in the eligible subdomains, the full NRFU estimates are more negatively biased than their subsampled counterparts when aggregated across all domains. This is an outcome of the allocation procedure, which uses all of the units (eligible and ineligible) to compute the allocation response rates, balance measures, and distance measures. Here, these survey level measures tend to indicate positive bias. The BminURR and DminURR procedures attempt to reduce the bias at the survey level by allocating units to imbalanced domains as well as to domains with low response rates. In an imbalanced domain, the respondents are systematically different from the nonrespondents. In our application, the positive bias and the non-zero distance in these domains indicate that their respondents are larger than the nonrespondents (in terms of MOS). These domains are identified in the weighted allocation procedures -they may not be by the minURR procedure -and the resultant subsampled domains will tend to contain smaller cases. An example of this occurs with NAICS 324. Recall from Table 2 that the minURR method subsamples at a rate of 0.03, nearly ending follow-up, whereas the BminURR and DminURR subsample at a rate of 0.50 and 0.32 respectively. These larger subsamples reduced the relative bias in this domain substantially for payroll and receipts when compared to those obtained using the minURR method; in fact the BminURR method nearly produces results equivalent to full NRFU. On the other hand, using the weighted allocation does not detrimentally affect the relative bias in NAICS 327, where there was no strong evidence of a sample imbalance prior to subsampling. Although the realized subsampling rates are different with the three allocations -0.80 (minURR method), 0.47 (BminURR), and 0.29 (DminURR) -the ultimate result was relative bias estimates below 1 percent for all methods and variables.
Recall that the allocation procedures are all designed to reduce nonresponse bias. A consequence of the quadratic program is that the domain subsampling rates can be quite variable, in turn increasing the sampling variance. The subsampling rates obtained with the weighted allocations tend be more homogeneous, since the procedures use two different criteria for allocation. In our application, all estimates include a constant sampling variance term (for the original sample). With payroll, the full NRFU MSE can be viewed as the sum of the sampling variance plus a squared bias term (nonresponse). The minURR payroll MSE includes the sampling variance from both stages, but has reduced bias squared component. Here, the subsampling variance component is large due to the variable subsampling rates. In contrast, the weighted allocations exhibit a better balance between reduced survey level bias and increased variance due to subsampling.
With receipts, the results are slightly different. First, the full NRFU estimates in the eligible unit subdomains are nearly unbiased (0.18%), whereas the survey level estimate is biased. Again, it appears that the ineligible unit estimates are positively biased. Intuitively, this makes sense given the emphasis on obtaining responses from larger units in the contact strategies. Receipts are positively correlated with payroll (Thompson and Kaputa (2017) report average correlations of approximately 85% for single unit strata), and one would generally expect units with large payroll to have large receipts. The majority of the nonresponse bias in the receipts estimate comes from these larger ineligible unit subdomains. In contrast, the units in the eligible subdomains are more homogeneous with respect to receipts.
Interestingly, the subsamples from weighted allocations are more balanced than those obtained from the unweighted allocation, accordingly reducing the RBE and MSE values. This is probably a function of both the allocation procedures and the systematic sampling. We suspect but cannot prove that the measure of sample imbalance on payroll underestimates the corresponding measures for receipts. In other words, an apparently small imbalance for payroll could be much larger for receipts. The BminURR allocation selects slightly larger subsamples in domains with relatively large imbalances. Recall that the units within sampling domain are sorted by MOS (essentially payroll) before systematic subsampling. Of course, receipts are not always a strictly increasing function of payroll: large businesses can operate at loss; small businesses could have unexpectedly good revenue. A realized systematic subsample for receipts could contain an atypically high proportion of large or small units. If this happens, then the unweighted (minURR) allocation would yield subsamples with equal response rates but unrepresentative samples on receipts. In contrast, the BminURR allocation would be more robust, as it appears to be here. Finally, we hypothesize that improvements shown by the BminURR allocation over the DminURR allocation may be a consequence of the distance measure's sensitivity to differences in sample size between respondents and nonrespondents within domain.
Conclusion
Nonrespondent subsampling was originally proposed over sixty years ago in Hansen and Hurwitz (1946) . From the beginning, the driving motivation for the subsampling was cost savings, but the allocation strategies were designed to minimize the expected increases in sampling error caused by the additional stage of subsampling, and these increases were estimated under the assumption of 100 percent response from the subsampled units. This latter assumption is generally not true. In reality, additional or different outreach efforts are used to convert nonrespondents, especially in hard-to-reach populations. This is the central tenet of the responsive design approach introduced in Groves and Heeringa (2006) .
In this article, we are concerned with the sample design aspect of a response or adaptive design. For this, we use response propensities modeled from historic data and assumed nonrespondent conversion rates in our optimal allocation. We do not alter the underlying response propensity models for the subsampled units, implicitly assuming unchanged contact strategies. The objective of the allocation is to obtain a balanced sample of respondents in all survey domains for a multi-purpose survey, noting that other optimal allocation strategies may be preferable for a survey with one or two key items or with more auxiliary information. We are encouraged by the promising results from our simulation study. Of course, if the respondent set is balanced on a characteristic before subsampling, then the simpler allocation approach presented in earlier work might be preferable. That said, our example shows the benefits of taking the respondent sample balance and distance into account in the allocation, even when the respondent set appears to be fairly balanced. In our application, guarding against potential imbalance ultimately improved the subsampled estimate quality for both items. Moreover, if the respondent sample is truly balanced before subsampling occurs, then the domain weights will be approximately equal, which effectively yields the unweighted allocation.
We find it difficult to make a general recommendation on the choice of weights in the optimization. The balance indicator tends to be overly optimistic and distance measure is very sensitive to sample size, especially with skewed populations. Based on our results, we are inclined to favor the weighted allocation that makes use of the balance indicator, which tends to favor equalizing response rates but does not ignore deficiencies in very imbalanced domains. In practice, however, we prefer to produce both allocations and investigate the cases where large differences exist.
The increased variability in design weights and reduction in response rates are less than desirable effects caused by subsampling. Moreover, an adaptive or responsive design would apply different contact strategies to the subsampled units (e.g., Schouten et al. 2013) , such as personal contact or certified mailings. If these contact strategies are expensive, then any cost savings could be lost. And of course, if cost is not greatly reduced, then the sacrifice in precision may not be justified.
