This paper focuses on consensus problems for high-order, linear multi-agent systems. Undirected communication topologies and fixed, uniform communication time delay are taken into account. This class of problems has been widely study in the literature, but there are still gaps concerning the exact delay stability bounds in the domain of the delays. The more common analysis employed is based on LyapunovKrasowskii functionals, which produce very conservative results that are cumbersome to apply. As an alternative, we employ the Cluster Treatment of Characteristic Roots paradigm to study the stability of the system in the space of the delay. This allows the generation of exact and exhaustive delay bounds in an efficient manner. Before the stability analysis, a state transformation is performed to decouple the system and simplify the problem, as it was previously done for consensus problem of agents with simpler dynamics. Simulation results are presented to support the analytical claims.
Introduction
In the past two decades considerable research effort has been placed in the multi-agent systems area. Within this field, the particular topic of consensus has received a great deal of attention. In a consensus problem the member of a team aim at reaching an agreement among them. This problem is treated by [31] in the early on, where agents try to align their headings using discrete-time representation. Later, [20] introduced a formal framework for the consensus problem for agents driven by first-order dynamics. That study considers directed communication topologies, both for fixed and switching types, and introduces some graph theoretical results useful for the stability analysis of such agreement protocols. Under the simplifying features of firstorder dynamics, they also consider time-delayed communications in the case of a fixed topology. Many other researchers suggest further extensions to this work, proposing consensus protocols for agents driven by second-order dynamics [26, 27] without time delays in the communication channels.
The works by Lin and his co-workers include the study of agents driven by second-order discrete [13] and continuous [14] dynamics, and applications of different control laws, ranging from a basic P-D-like (proportional and Derivative) control logic [15] to H ∞ structure [16] . Most of these works entail time-delayed communications and directed topologies. Sun and Wang also consider the consensus problem with fixed [29] and time-varying delays [30] . [25] study a leader follower case, also with time-varying delays. [18] present a comparison study among several different swarm control laws, including first-and second-order agents and considering two time delays. A more detailed review of the recent results and open challenges in this topic can be found in the work of [3] .
Most of the works mentioned study systems with very simple dynamics. On the contrary, [32] is one of the few works that address the problem of state consensus on networks of agents driven by higher-order, general linear dynamics under undirected communications and affected by constant time delays. By transforming the consensus problem into a robust stability problem for an uncertain system, they arrive to an allowable delay bound for systems with fixed and switching interconnection topologies.
When it comes to the stability analysis of consensus systems with time delays, almost all the previous works rely on methodologies based on Lyapunov/Krasovskii or Razhumikin theorems [13-16, 18, 32] or on the generalised Nyquist criterion [17, 19] . All of these treatments provide only sufficient conditions on the delays to achieve asymptotic stability. They produce only very conservative results, leading to stability bounds for very small delays. In addition, because these results are based on the solutions of some Linear Matrix Inequalities (LMI), they are always imprecise, conservative and, very critically, cumbersome to deploy.
As a different way to analyse the consensus problem with respect to the delay, [4, 5] introduced a methodology for the analysis of consensus protocols with single and multiple, rationally independent time delays. This earlier work is based on the combination of a simplifying factorization procedure over the characteristic equation of the system and the deployment of a crucial stability paradigm, which is called the Cluster Treatment of Characteristic roots CTCR [9, 10, 23] . The CTCR provides a tool for assessing the stability of linear time-invariant (LTI) systems with multiple rationally independent delays. This new method uniquely creates exact, exhaustive and explicit stability regions in the domain of the delays.
All of our earlier investigations [4] [5] [6] have focused on agents driven by very simple, double integrator dynamics. In the present work, we deploy our methodology of state decomposition and stability analysis using CTCR to the problem of state consensus for higher order, linear systems. We show that this methodology provides exact stability bounds in the domain of the delay, and its deployment is straight forward. We compare our results to those of [32] to show the advantages of our method.
The rest of the paper is organized as follows. Section 2 presents the system under study and the state transformation that simplifies its stability analysis. Section 3 presents the stability analysis with respect to the time delay, including a revision of the CTCR paradigm. Simulation results to support the analytical claims are presented in section 4, whereas Section 5 makes some comments on the switching topologies case. Finally, concluding remarks and directions for future research are given in section 6. There is also an appendix that introduces the Kronecker summation operation and some of its properties.
Problem Statement
In this paper, we consider a network of n agents, each one with continuoustime linear dynamics given bẏ
where x ∈ R p being the state of the agent and u ∈ R q its control input. The matrices A ∈ R p×p and B ∈ R p×q are assumed to be constant. Furthermore, A is assumed to be not Hurwitz, to prevent the agents from reaching consensus at x i = 0 without cooperation. We state that the agents reach consensus if lim t→∞ x i − x k = 0 for any i, k ∈ [1, n]. In order to reach consensus, the n agents exchange state information through bidirectional communication channels. Their communication topology, therefore, can be described by an undirected graph. The adjacency matrix of this graph is denoted by A = [a ik ] ∈ R n×n . It has elements a ik = 1 if there is a communication channel among agents i and k and a ik = 0 otherwise. The diagonal elements are assumed as zero, i.e., a ii = 0, for i = 1, 2, . . . , n. The Laplacian matrix of the communication topology, L = [l ik ] ∈ R n×n , is defined such that its diagonal elements are equal to sum of the corresponding row of the adjacency matrix, l ii = n k=1 a ik , and its off-diagonal elements are the negative of the elements in A,
It is assumed that in every communication channel there is a time delay, τ , which is constant and uniform through the network. With this delay, the agents implement a control law given by:
in which K ∈ R q×p is a constant gain matrix.
Using this control law, the dynamics of the complete system of n agents is given by:ẋ
where the full state vector is formed by the concatenation of the states vectors of the individual systems,
n is the identity matrix of size n × n and ⊗ represents the Kronecker product [28] . A well established practice in the consensus literature is the transformation of the full dynamics (3) into a stability analysis problem. A straightforward approach that decomposes (3) into a set of reduced order system with identical structure but different parametric values, was introduced by [5] and is used in this work. This method is based on the diagonalization of the Laplacian matrix.
Since the Laplacian is a symmetric matrix, there is an orthogonal matrix T ∈ R n×n such that Λ = T T LT. Here Λ ∈ R n×n is a diagonal matrix that contains the eigenvalues of L, which are all real. A known fact from algebraic graph theory [11] states that the smallest eigenvalue of L is zero whenever the communication topology is connected. According to this and without loss of generality, we sort the eigenvalues of the Laplacian as 0 = λ 1 < λ 2 ≤ λ 3 ≤ · · · ≤ λ n . The i-th column of the matrix T, denoted as t i ∈ R n is the normalized eigenvector corresponding to the i-th eigenvalue. Following the theory, this implies that when the topology is connected, t 1 , the first column of T, equals 1/ √ n1 n , where 1 n is a n × 1 vector with all its elements equal to one. Using the definitions and results of the previous paragraph, a state transformation is defined using T:
When (4) is used in (3), after a few manipulations using the properties of the Kronecker product, we arrive to:
Since Λ is a diagonal matrix, the system in (5) is actually composed by n decoupled subsystems of order q with dynamics of the form:
where the state of the individual subsystems is ξ i = t T i ⊗ I q x. Paying close attention to the properties of the Laplacian and the definition of the subsystems, we can see that for i = 1 we have ξ 1 = 1/ √ n n i=1 x i and:ξ This leads to the conclusions that the first subsystem dictates the dynamics of the average of the state of the members of the group and that it is not affected by the time delay. Indeed, this subsystem dictates the group decision value, i.e., the value of the states upon which the agents agree if they reach consensus.
The remaining n − 1 subsystems in (6) are related to the dynamics of different linear combinations of the states of the original agents. They represent the so called disagreement dynamics. These systems must be all simultaneously stable for the agents to reach consensus. These facts have been formally stated and proven for several different consensus protocols. The interested reader can look at the works of [6] , [20] , [30] , [32] and others.
In the work of [32] an uncertain system is defined based on the distribution of the n − 1 non-zero eigenvalues of L. Using a Lyapunov-Krasowskii type of analysis, they find a delay stability bound that guaranties stability for the uncertain system. This, in turns, guarantees stability for all the n − 1 disagreement subsystems in (6) . This approach, however, has several disadvantages. First, the delay bound found is extremely conservative. This conservatism is introduced by the consideration of the uncertain system and by the very nature of the Lyapunov-Krasowskii approach. The second disadvantage is that the delay bound is not easy to calculate. In order to find the bound, several matrices must be defined, and they mus satisfy a set of Linear Matrix Inequalities. Finding such matrices is not an easy task. The third main disadvantage is connected to this. For the same system, changing the definition of one of the matrices involved in the computation of the delay bound can change its value. Therefore, the delay bound is not unique for a given system.
As a way to overcome these difficulties, in the following section we present an analysis methodology based on the Cluster Treatment of Characteristic Roots paradigm. This is a very efficient approach that allows us to find, in an explicit manner, the exact stability bound for a given system in a very short time.
3 Stability Analysis Using CTCR
The CTCR Paradigm
Consider a linear, time-invariant, time delay system (lti-tds) with dynamics:
It is well known that the characteristic equation of this class of systems, given by:
exhibits an infinite number of roots, due to the transcendental term e −s τ introduced by the delay. For the system (8) to be stable, all those roots must have negative real part. To assure this, is a complex task. The Cluster Treatment of Characteristic Roots, CTCR, paradigm [22] [23] [24] is a mathematical tool that enables us to solve this task in an exact and explicit manner. It builds upon the D-subdivision method, also known as the continuity argument [12] . This argument states that for a retarded system (a system in which the highest derivative of the state is not affected by the delay) like (8) the solutions of (9) are a continuous function of the delay. Because of this, a change in the stability posture of the system with respect to the delay is only possible when, for a given value of the delay, τ c , the system exhibits a conjugated pair of purely imaginary characteristic roots, s = ±jω c . Therefore, the delay space, τ ∈ R + is divided in pockets in which the number of unstable characteristic roots of the system remains constant.
Another important and well known fact is that the purely imaginary roots of (9) are periodic with respect to the delay. This means that is s = jω c is a root of (9) for τ = τ c , the same root appears when τ = τ c + 2π/ω c .
With this two facts at hand, we present three important definitions, before moving to the main propositions of CTCR.
Definition 1 Kernel ℘ 0 : The points on the positive real line R + that consist exhaustively of all the points τ values which cause a pair of imaginary characteristic roots of (9) at s = ±jω c and satisfy the constraint 0 < τ ω c < 2π, are called the kernel points. These are the smallest possible delay values that create the given pair of imaginary roots at the frequency ω c .
Definition 2 Offspring ℘:
The points obtained from the kernel by using the periodicity of the imaginary roots with respect to the delay: τ = τ + 2kπ/ω c are called the offspring.
Definition 3 Root Tendency, RT : At any point τ ∈ ℘ 0 ∪℘ an infinitesimal increase in the delay creates a transition of the root. Such transition can be to the right or to the left half of the complex plane. The Root Tendency, RT , indicates the direction of this transition:
Clearly these root tendencies are −1 for stabilizing and +1 for destabilizing root crossings on the imaginary axis.
The two key propositions of CTCR follow.
Proposition 3.1 Finite Number of Kernel Points A given LTI-MTDS can exhibit only a finite number, m, of kernel points. This number is upperbounded by the square of the order of the system: m < n 2 [9] .
Proposition 3.2 Invariance of the Root Tendency
Take an imaginary characteristic root, s = jω c , caused by any one of the infinitely many grid points in the kernel and offspring sets. The root tendency of these imaginary roots remains invariant so long as offspring points are obtained from the same point in the kernel. That is, the root tendency with respect to the variations of τ is invariant from the kernel to the corresponding offspring, τ = τ + 2kπ/ω c .
Remark 1
It is important to highlight that the definitions and propositions presented here are tailored for a system with single time delay, as (8) . CTCR, however, is a very powerful tool that can handle linear systems with any number of delays (within computational feasibility). The full definitions and proofs for these cases can be found in the works of [23] , [10] and [9] .
Jointly the kernel and the offspring sets contain all the points in the delay space where the system in (9) has imaginary characteristic roots and therefore can change its stability posture. This complete set constitutes the departure point of the CTCR paradigm. Once this set is known, the number of unstable roots of the system at τ = 0 is found. This is the number of unstable roots for the first pocket. Then, moving along the real line, the number of unstable roots is increased by two when a point in ℘ 0 ∪ ℘ with RT = 1 is reached or decreased by two when such a point has RT = −1. The pockets in which the number of unstable roots is zero are declared as stable operating regions for the system.
It is crucial that an appropriate computational tool is used to capture all the kernel points exhaustively. Several different methods have been developed for this task. A simple algebraic approach can be used when the system has a single time delay with no commensurate (integer multiples of the delay) elements, as it was done for the Delay Resonator active vibration absorber [21] as well as in previous applications of CTCR to consensus problems with single delay [5] [6] [7] . The Rekasius substitution can be used when there are commensurate delays [22, 24] or even multiple delays [23] . The Building Block concept [10] is also useful to simplify the task when there are multiple delays, and it can be deployed using the Rekasius substitution [10] or a half-angle tangent substitution, as used in previous works concerning consensus under multiple time delays [4, 8] .
Because of its easy implementation, the Kronecker summation method introduced by [9] is used in this study to find the stability regions of the subsystems (6) for i = 2, 3 . . . , n. This analysis is presented in the following subsection.
Analysis of the Individual Systems
The systems in (6) have the generic form:
with C = −λ i BK. The characteristic equation of this system has the form:
where z = e −s τ . Finding the roots of this equation is equivalent to finding the eigenvalues of the matrix:
Given that the system matrices A and C are real valued, the solutions to (12) come in complex conjugate terms. This implies that (12) is also satisfied by the complex conjugates of s and z:
This equation, in turn, is equivalent to determining the eigenvalues of:
Since we are interested in finding the kernel and offspring sets, i.e. the purely imaginary characteristic roots of the system, we focus on those solutions to (12) that have s = jω, and z = e −jω τ . Then z is a unitary complex number and z * = z −1 .
When there is a common solution to (12) and (14) s = jω is an eigenvalue of D 1 while D 2 has s * = −jω as an eigenvalue. Obviously, the sum of these two eigenvalues is zero, which implies that the Kronecker summation D 1 ⊕ D 2 must have one eigenvalue equal to zero (see appendix 6 and the works of [2] and [1] for a definition and properties of the Kronecker summation operation). Since D 1 ⊕ D 2 has a zero eigenvalue, its determinant must be zero, and this leads to the definition of the auxiliary characteristic equation for system (11) :
Notice that (16) is an algebraic equation in z, which can be efficiently solved by several numerical tools. The order of this equation depends on the rank of C, but can be at most rank (C) 2 . This is a proof of proposition 3.1. From the solutions z to (16) we extract those that have unit norm. This results are then used in (12) to find the values of ω, and from z = e −jωτ the values of the delay are obtained. When finding the delays, one must be sure to obtain the minimum positive value, to make sure it corresponds to a kernel point. The root tendencies are obtained from they definition in (10) and this completes the construction of the kernel. The periodicity of the roots and the D-subdivision concept are then applied to find the stable and unstable operating regions in the space of the delay.
The stability analysis method is described in the following algorithm.
Algorithm 3.3 For a system in the form (11).
1. Define the auxiliary variable z.
2. Construct the auxiliary characteristic equation, ACE(z), in (16), and find its solutions.
3. From the solutions to (16) extract those with |z| = 1.
4.
Replace these values of z, together with s = jω in (12) and solve for ω.
5. Using z = e −jωτ and the periodicity property, find the kernel delay points.
6. Using (10) find the root tendency.
7. Extend the kernels to obtain the offspring.
8. Start from the roots of the system for τ = 0 and deploy the D-Subdivision concept to obtain the full stability map in the space of the delay.
The repeated application of the previous algorithm to the n−1 individual disagreement systems of the form (6) can be performed very efficiently. Once the stability regions of each subsystem are found, they are intersected to obtain the stability regions for the complete system, and the exact delay bound of the consensus system.
Numerical Examples
We test our methodology on the same example presented by [32] . Consider 5 agents driven by (1) and its corresponding Laplacian matrix has three different eigenvalues: 0, 1.3820 and 3.6180, the last two of them have multiplicity equal to two. We use the same 1 feedback gain reported by [32] :
With all this elements set up, we perform the stability analysis of two individual systems, one for each eigenvalue different than zero, following the discussions in section 3. The kernels of both subsystems have a size of three. For the system corresponding to λ = 1.3820, the kernel delays are 1.3213, 3.2785 and 6.5033 s. The root tendencies of the first two crossings are +1, indicating a destabilizing effect, whereas the last delay is stabilizing, it has RT = −1. The system corresponding to λ = 3.6180 has kernel delays of value 0.9010, 1.3971 and 10.0999 s, with root tendencies of +1, +1, and −1, respectively. Just from this results alone, we can conclude that the exact stability bound of the system is τ * = 0.901 seconds. This is 2.5 times the value of 0.35 seconds reported by [32] .
To finalize the result, we deploy th D-subdivision concept and obtain N U , the number of unstable characteristic roots of the complete system as a function of the delay. This is shown in Figure 2 . As we can see in this plot, there is only one interval for which N U = 0. This is the only stable operating region for this case. At each transition point the number of unstable root changes by four because there are two subsystems created by each eigenvalue. Each subsystem contributes with two new roots at the transition point.
To confirm the exactitude of the delay bound obtained we present simulation results with delay values smaller than the bound (τ = 0.7 seconds), exactly at the bound (τ = 0.9010 seconds) and larger than the bound (τ = 1. seconds). Rather than plotting the complete 15 states of the agents, we only show the results of the three states of the transformed disagreement subsystem (6) corresponding to λ = 3.6180, which is the one that introduces the instability first. This is done to avoid overcrowding the plot and to allow a better visualization of the qualitative features of the results, which would be obscured if over the disagreement states we plotted the average value, which is always increasing. The three plots can be seen in Figure 3 The code used in the examples is available at https://db.tt/Ew1JWnES or can be requested via email to the author.
Discusion on Switching Topologies and the Most Exigent Eigenvalue
The work of [32] includes the analysis of the delay bound for a system in which the communication structure is switching among a set of N known different topologies. Finding a delay bound for this case is as simple as it was for the fixed topology case. The eigenvalues of the N Laplacian matrices are found, and the analysis of section 3 is repeated for the different eigenvalues, which can be at most N (n − 1) once we rule out the zero eigenvalue common to all Laplacians. Since this analysis does not take much time once it is programmed, this is done very efficiently using CTCR, and the exact stability bound for the system under switching topologies can be found. In fact, for the example case on switching topologies presented by [32] , in which all the communication networks are star topologies with 50 agents, only two different eigenvalues must be analysed. A further simplification of the task, however, can be achieved by studying the concept of most exigent eigenvalue, introduced by [6] , for this class of systems. The most exigent eigenvalue is an eigenvalue of a certain matrix related to the communication topology that creates the most restrictive stability bound in the domain of the delay. For the consensus protocol studied by [6] , it is proven that the most exigent eigenvalue is the smallest eigenvalue of a weighted adjacency matrix of the system. For delayed consensus protocols described by Laplacians, [5] observed that the most exigent eigenvalue is the largest eigenvalue of the Laplacian matrix. As we can see in Section 4, this is also the case in the present paper, the largest eigenvalue of the Laplacian is also the most exigent. If this fact is proven strictly, a fantastic reduction in the complexity of the problem would be achieved: it would be sufficient to study only one system like (6) to obtain an exact stability bound. This topic is a matter of further research.
Conclusions
This paper treated the problem of finding an exact bound for the delay that can be tolerated by a group of agents before it loses the ability to reach consensus. The agents are assumed to be driven by generic high order linear dynamics. We revisit a consensus algorithm recently proposed for this class of systems and revisit it using the Cluster Treatment of Characteristic Roots paradigm for its stability analysis. The analysis consists in two steps. The firs one is a diagonalization of the systems, which decomposes it into individual systems of reduced order easier to analyse. The exact delay bound for each system is found using CTCR. The crucial first step of CTCR, the determination of the kernel and offspring sets, an approach based on the Kronecker summation operation is employed. The stability regions of all subsystems are intersected to obtain the allowable delay bound for the whole system. When compared to other approaches to the same problem, the results of this work present the advantages of being exact (there is no conservatism), exhaustive (no stability region is undetected) and straightforward.
Avenues for further research include a detailed study of the most exigent eigenvalue for this class of systems and a more detailed exploration of the switching topologies case.
