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RELAXED STABILITY CONDITIONS FOR INTERVAL
TYPE-2 FUZZY-MODEL-BASED CONTROL SYSTEMS
Tao Zhao, Jian Xiao, Jialin Ding, Xuesong Deng and Song Wang
This paper proposes new stability conditions for interval type-2 fuzzy-model-based (FMB)
control systems. The type-1 T-S fuzzy model has been widely studied because it can represent
a wide class of nonlinear systems. Many favorable results for type-1 T-S fuzzy model have
been reported. However, most of conclusions for type-1 T-S fuzzy model can not be applied to
nonlinear systems subject to parameter uncertainties. In fact, Most of the practical applications
are subject to parameters uncertainties. To address above problem, an interval type-2 T-S fuzzy
model has been proposed to approximate nonlinear systems subject to parameter uncertainties,
and stability conditions for interval type-2 FMB control systems have also been presented in
the form of linear matrix inequalities (LMIs). The aim of this paper is to relax the existing
stability conditions. The new stability conditions in terms of LMIs are derived to guarantee
the stability of interval type-2 FMB control systems. The theoretical poof is given to show
the proposed conditions reduce the conservativeness in stability analysis. Several numerical
examples are also provided to illustrate the effectiveness of the proposed conditions.




Nonlinear system control has important applications in real life [23, 24]. Type-1 T-S
fuzzy model provides a powerful tool for modeling complex nonlinear systems. Based on
parallel-distributed-compensation (PDC) control scheme, type-1 FMB control systems
have been proposed. Many stability results for type-1 FMB control systems have been
presented by using Lyapunov stability theory. Tanaka and his colleagues did a pioneering
work on the stability analysis of type-1 T-S fuzzy systems, and the basic stability condi-
tion for ensuring stability of type-1 T-S fuzzy systems was given in [19]. To reduce the
conservatism in stability analysis of type-1 FMB control systems, many valuable stability
conditions for type-1 FMB control systems were obtained in [3,6,13,14,16,20,21,25]. It
is seen that the common quadratic Lyapunov function is used to investigate the stability
of type-1 FMB control systems in [3, 6, 13, 14, 16, 20, 21, 25]. However, it is recognized
that the common quadratic Lyapunov function is independent of membership functions,
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which may lead to conservativeness. To further reduce the conservatism in stability anal-
ysis, several non- quadratic Lyapunov functions have been proposed, such as piecewise
Lyapunov functions [4, 5, 22] and fuzzy Lyapunov functions [1, 2, 8, 12,15,17,18].
It is noted that parameter uncertainties were not considered in the aforementioned
stability results. The grades of membership of the T-S fuzzy systems may become un-
certain in value if the original nonlinear plants have uncertain parameters. Hence, the
stability results obtained by PDC technique would vanish. Of course, the aforemen-
tioned type-1 stability results cannot also applied in this situation. However, Most
of the practical applications are subject to parameters uncertainties. Consequently, a
type-1 non-PDC fuzzy controller was proposed to handle these systems subject to pa-
rameters uncertainties, and the stability conditions in the form of LMIs were also derived
in [7]. Another solution is to utilize interval type-2 T-S fuzzy systems to represent the
nonlinear systems subject to parameters uncertainties [11]. The interval type-2 fuzzy
controller was also designed to stabilize the interval type-2 T-S fuzzy systems in [11].
The stability conditions for interval type-2 FMB control systems were presented in the
form of LMIs. It is proved that the interval type-2 T-S fuzzy systems are more suitable
to handle nonlinear systems subject to parameters uncertainties because these param-
eters uncertainties can be captured by the footprint of uncertainty (FOU) of interval
type-2 fuzzy sets. As a result, less conservative results may be obtained because the
information of the lower and upper membership functions can be applied in stability
analysis. Furthermore, the stability conditions of interval type-2 fuzzy control systems
under imperfect premise matching were presented in [10].
In this paper, new stability conditions for interval type-2 FMB control systems are
presented. It is proved that the proposed conditions include those of [11] as a particular
case. This paper is organized as follows. The interval type-2 T-S fuzzy model and the
interval type-2 fuzzy controller proposed in [11] are reviewed briefly in Section 2. New
stability conditions for interval type-2 FMB control systems are derived in Section 3.
Several numerical examples used to illustrate the effectiveness of the proposed conditions
are presented in Section 4. The last section concludes this paper.
2. INTERVAL TTYPE-2 FMB CONTROL SYSTEMS
In this section, the interval type-2 T-S fuzzy model which can represent a class of
nonlinear plants subject to parameters uncertainties is recalled.
2.1. interval type-2 T-S fuzzy model
The interval type-2 T-S fuzzy model was proposed in [11]. It can be described by a set
of fuzzy IF-THEN rules:
Rule i: if f1(x(t)) is M̃ i1 and,. . . , and fψ(x(t)) is M̃
i
ψ, then
ẋ(t) = Aix(t) + Biu(t) (1)
where M̃ ia is an interval type-2 fuzzy set, a = 1, 2, . . . , ψ; i = 1, 2, . . . , p; ψ is a positive
integer; Ai ∈ <n×n and Bi ∈ <n×m are known constant matrices; x(t) ∈ <n×1 is the
system state vector; and x(t) ∈ <m×1 is the input vector. The firing strength of the th
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rule is the following interval sets:




ωLi (x(t)) = ugMi1(f1(x(t)))× ugMi2(f2(x(t)))× · · · × ugMiψ (fψ(x(t))),
ωUi (x(t)) = ūgMi1(f1(x(t)))× ūgMi2(f2(x(t)))× · · · × ūgMiψ (fψ(x(t)))
in which ugMia(fa(x(t))) ∈ [0, 1] and ūgMia(fa(x(t))) ∈ [0, 1] denote the lower and upper
grades of membership, respectively.




ωi(x(t))(Aix(t) + Biu(t)) (2)
where





ωi(x(t)) = 1 (3)
in which vi(x(t)) ∈ [0, 1] and v̄i(x(t)) ∈ [0, 1] are nonlinear functions and satisfy
vi(x(t)) + v̄i(x(t)) = 1 for all i.
2.2. interval type-2 fuzzy controller
The interval type-2 fuzzy controller proposed in [11] can be represented by the following
format: Rule j: if f1(x(t)) is M̃
j
1 and, . . . , and fψ(x(t)) is M̃
j
ψ then
u(t) = Gjx(t) (4)
where Gj ∈ <m×n, j = 1, 2, . . . , p are the feedback gains to be determined. The final






















(ωj(x(t)) + ω̄j(x(t))) = 1. (6)
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In the following analysis, ωi(x(t)), ωi(x(t)) and ω̄i(x(t)) are denoted as ωi , ωi and
ω̄i, respectively, for simplicity. Thus, the interval type-2 FMB control system formed by














ωi(ωj + ω̄j) (Ai + BiGj)x(t). (7)
3. MAIN RESULTS
In this section, new stability conditions for interval type-2 FMB control systems are
presented in the form of LMIs. To investigate the system stability of (7), the following
Lyapunov function candidate is considered:
V (t) = x(t)TPx(t) (8)
where P = PT ∈ <n×n > 0. From (7) and (8), we have










TP + P(Ai + BiGj)
)
x(t). (9)
Denote M = P−1, z(t) = M−1x(t) and Gj = NjM−1, where Nj ∈ <m×n for all j.













j=1 ωi(ωj + ω̄j)Qij and Qij = AiM + MA
T





It is seen from (10) that Π < 0 implies V̇ (t) < 0. The shape information of member-
ship functions was introduced in [23] to reduce the conservativeness. This information is





j=1(ωj + ω̄j) = 1, it follows that
∑p







(ωi − ωi − ω̄i)× (ωj(Cj + CTj ) + ωj(Dj + DTj ) + ω̄j(Ej + ETj ))
=0 (11)
where Cj ,Dj ,Ej ∈ <n×n are the slack matrices to reduce the conservativeness.
−ωi + ρi1ωi + σi1ω̄i + γi1 ≥ 0 for all i, x(t) and system parameters,
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ωi − ρi2ωi − σi2ω̄i + γi2 ≥ 0 for all i, x(t) and system parameters,
where ρi1, σi1, γi1, ρi2, σi2 and γi2 are scalars to be determined. Defining Rij +RTij ≥ 0,







(−ωi+ρi1ωi+σi1ω̄i+γi1)×(ωj−ρj2ωj−σj2ω̄j+γj2)(Rij+RTij) ≥ 0. (12)
Thus, it follows that Π ≤ Π + Ξ + Φ from (10), (11) and (12). Therefore,















































σj2(Rij + RijT ) + σj1(Rji + RjiT )−
p∑
k=1































σi1σj2(Rij + RijT ) + Ej + EjT
)
. (13)
For simplicity, some special matrices are introduced to represent the complex matrices
of (13). Define Ψuvij ∈ <n×n, i, j = 1, 2, . . . , p, u, v = 1, 2, . . . , 3. Let
Ψ11ij =−
(
Rij + RijT +
p∑
k=1
γk2(Rik + RikT )−
p∑
k=1






γk1γl2(Rkl + RklT )−Cj −CjT
}
, i, j = 1, 2, . . . , p






ρj2(Rij + RijT ) + ρj1(Rji + RjiT )−
p∑
k=1




γk2ρj1(Rjk + RjkT ) + Qij + Dj + DjT −Ci −CiT
)
, (15)






σj2(Rij + RijT ) + σj1(Rji + RjiT )−
p∑
k=1




γk2σj1(Rjk + RjkT ) + Qij + Ej + EjT −Ci −CiT
)
, (16)
i, j = 1, 2, . . . , p
Ψ22ij =−
(
ρi1ρj2(Rij + RijT ) + Dj + DjT
)






ρi1σj2(Rij + RijT ) + σj1ρi2(Rji + RjiT ) (18)
+Ej + EjT + Di + DiT
)
, i, j = 1, 2, . . . , p
Ψ33ij =−
(
σi1σj2(Rij + RijT ) + Ej + EjT
)
, i, j = 1, 2, . . . , p. (19)
From (14) to (19), (13) can be rewritten as:
















































It can be seen that (20) has been presented in [11]. New stability results for interval
type-2 FMB control systems are derived on the basis of (20) in the following analysis.
Theorem 3.1. The interval type-2 FMB control system (7) is asymptotically stable
if there exist predefined scalars of ρi1, σi1, γi1, ρi2, σi2 and γi2 such that −ωi + ρi1ωi +
σi1ω̄i + γi1 ≥ 0 and ωi − ρi2ωi − σi2ω̄i + γi2 ≥ 0 are satisfied, and there exist matrices
Cj ,Dj ,Ej ∈ <m×n, j = 1, . . . , p; Nj ∈ <m×n, j = 1, . . . , p; M = MT ∈ <n×n; Rij =
RjiT ∈ <n×n, i, j = 1, · · · , p; Sljii = (Sliij)T ,Sliji = (Sliji)T ,Yljii = (Yliij)T ,Yliji =
(Yliji)
T ,Zljii = (Z
l
iij)
T ,Zliji = (Z
l
iji)
T ∈ <n×n, i = 1, . . . , p, j 6= i, j = 1, . . . , p, l =
52 T. ZHAO, J. XIAO, J. DING, X. DENG AND S. WANG
1, 2, 3; Sliii = (S
l
iii)
T ,Yliii = (Y
l
iii)
T ,Zliii = (Z
l
iii)




T ,Slijk = (S
l
kji)
T ,Slikj = (S
l
jki)
T ,Yljik = (Y
l
kij)





T ,Zljik = (Z
l
kij)
T ,Zlijk = (Z
l
kji)
T ,Zlikj = (Z
l
jki)
T , i = 1, . . . , p−1, j = i+1, . . . , p−




ijk, i, j, k = 1, 2, . . . , p; 1 = 1, 2, 3 such that
the following LMIs are satisfied: Rij + RijT ≥ 0, i, j = 1, 2, . . . P ; M > 0; and
Ψ11ii <S
1
iii, i = 1, . . . , p (21)
Ψ22ii <S
2
iii, i = 1, . . . , p (22)
Ψ33ii <S
3































































≤S1jik + (S1jik)T + S1ijk + (S1ijk)T + S1ikj + (S1ikj)T ,












≤S2ikj + (S2ikj)T + T1ijk + (T1ijk)T + T1jik + (T1jik)T












≤S3ikj + (S3ikj)T + U1ijk + (U1ijk)T + U1jik + (U1jik)T












≤Y1jik + (Y1jik)T + T2ijk + (T2ijk)T + T2ikj + (T2ikj)T











≤W1jik + (W1jik)T + U2ijk + (U2ijk)T + T3ikj + (T 3ikj)T












≤Z1jik + (Z1jik)T + U3ijk + (U3ijk)T + U3ikj + (U3ikj)T
Relaxed stability conditions for interval type-2 fuzzy-model-based control systems 53












≤Y2jik + (Y2jik)T + Y2ijk + (Y2ijk)T + Y2ikj + (Y2ikj)T












≤Y3ikj + (Y3ikj)T + W2jik + (W2jik)T + W2ijk + (W2ijk)T












≤Z2jik + (Z2jik)T + W3ijk + (W3ijk)T + W3ikj + (W3ikj)T












≤Z3jik + (Z3jik)T + Z3ijk + (Z3ijk)T + Z3ikj + (Z3ikj)T






















1i2 · · · Sl1ip
Sl2i1 S
l







pi2 · · · Slpip




1i2 · · · Yl1ip
Yl2i1 Y
l













1i2 · · · Zl1ip
Zl2i1 Z
l







pi2 · · · Zlpip




1i2 · · · Tl1ip
Tl2i1 T
l













1i2 · · · Ul1ip
Ul2i1 U
l







pi2 · · · Ulpip




1i2 · · · Wl1ip
Wl2i1 W
l







pi2 · · · Wlpip
 .
The feedback gains are defined as: Gj = NjM−1, j = 1, 2, . . . , p.





ω̄j) = 1, it is clear that 12
∑p







































































































































































































































































































T + Ψ13ik + (Ψ
13
ik )































































































































































































































































































T + T1ijk + (T
1
ijk)
















T + U1ijk + (U
1
ijk)
















T + T2ijk + (T
2
ijk)
















T + U2ijk + (U
2
ijk)
















T + U3ijk + (U
3
ijk)
















T + Y2ijk + (Y
2
ijk)
















T + W2jik + (W
2
jik)
















T + W3ijk + (W
3
ijk)










































































































































































































































where r = [ω1I . . . ωpI ω1I . . . ωpI ω̄1I . . . ω̄pI]. Thus, the conditions (43) implies
Ξ < 0. The whole proof is completed. 
Remark 1. The conservativeness of stability analysis results can be reduced by intro-
ducing several slack matrices. However, too many variables would increase computation
burden. Thus, it is very important to develop fast algorithm to reduce the computation
time in future work.
To illustrate that the conditions of Theorem 3.1 reduce the conservativeness in sta-
bility analysis, the results of [11] are firstly recalled with some modified notations in
Lemma 3.2. The theoretical poof is also given to show that the conditions of Theorem
3.1 obtain more relaxed results than those of Lemma 3.2.
Lemma 3.2. (Lam and Seneviratne [11]) The interval type-2 FMB control system of
(7) is asymptotically stable if there exist predefined scalars of ρi1, σi1, γi1, ρi2, σi2, and
γi1 such that −ωi + ρi1ωi + σi1ω̄i + γi1 ≥ 0 and ωi − ρi2ωi − σi2ω̄i + γi2 ≥ 0 are
satisfied, and there exist matrices of Cj ,Dj ,Ej ∈ Re, j = 1, . . . p; M = MT ∈ <n×n;
Rij = RjiT ,Sij = SjiT ,Yij = YjiT ,Zij = ZjiT ,Tij ,Tij ,Wij ∈ <, i, j = 1, . . . , p such
that the following LMIs are satisfied: Rij + RijT ≥ 0, i, j = 1, 2, . . . .p;M > 0;
Ψ11ii < Sii, i = 1, 2, . . . , p. (46)
Ψ11ij + Ψ
11








T ≤ Uij + (Uij)T , i = 1, 2, . . . , p. (49)
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Ψ22ii < Yii, i = 1, 2, . . . , p. (50)
Ψ22ij + Ψ
22




T ≤ Wij + (Wij)T , i, j = 1, 2, . . . , p. (52)
Ψ33ii < Zii, i = 1, 2, . . . , p. (53)
Ψ33ij + Ψ
33
ji ≤ Zij + (Zij)T , j = 1, 2, . . . , p, i < j. (54) S T UTT Y W
UT WT Z




S11 S12 · · · S1p





Sp1 Sp2 · · · Spp
37775 ,Y =
26664
Y11 Y12 · · · Y1p





Yp1 Yp2 · · · Ypp
37775 ,Z =
26664
Z11 Z12 · · · Z1p









T11 T12 · · · T1p





Tp1 Tp2 · · · Tpp
37775 ,U =
26664
U11 U12 · · · U1p





Up1 Up2 · · · Upp
37775 ,W =
26664
W11 W12 · · · W1p





Wp1 Wp2 · · · Wpp
37775 .
The feedback gains are defined as Gj = NjM−1, j = 1, 2, . . . , p.
It is proved that Theorem 3.1 always offers more relaxed results than Lemma 3.2 in
the next Theorem.
Theorem 3.3. The set of solutions to LMIs in Lemma 3.2 is a subset of solutions to
LMIs in Theorem 3.1.
P r o o f . Assume Sij = SjiT ,Yij = YjiT ,Zij = ZjiT ,Tij ∈ Uji, and Wij ∈ <n×n is




iji = Sii, i = 1, . . . , p, j 6= i, j = 1, . . . , p, l = 1, 2, 3 (56)





ikj = Sij , i = 1, . . . , p− 2, j = i+ 1, . . . , p− 1, (58)
k = j + 1, . . . , p, l = 1, 2, 3
Yljii = Yji,Y
l
iji = Yii, i = 1, . . . , p, j 6= i, j = 1, . . . , p, l = 1, 2, 3 (59)





ikj = Yij , i = 1, . . . , p− 2, j = i+ 1, . . . , p− 1, (61)
k = j + 1, . . . , p, l = 1, 2, 3
Zljii = Zji,Z
l
iji = Zii, i = 1, . . . , p, j 6= i, j = 1, . . . , p, l = 1, 2, 3 (62)
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ikj = Zij , i = 1, . . . , p− 2, j = i+ 1, . . . , p− 1, (64)
k = j + 1, . . . , p, l = 1, 2, 3
Tlijk = Tik, i, j, k = 1, . . . .p, l = 1, 2, 3 (65)
Ulijk = Uik, i, j, k = 1, . . . .p, l = 1, 2, 3 (66)
Wlijk = Wik, i, j, k = 1, . . . .p, l = 1, 2, 3. (67)
With the particular choice of (57), (60) and (63), the inequalities (21), (22) and (23)
coincide with (46), (50) and (53), respectively.
In Lemma 3.2, (47) can be equivalently written as
Ψ11ij + Ψ
11
ji ≤ Sij + Sji, i = 1, . . . , p, j 6= i, j = 1, . . . , p. (68)





ji < Sii + Sij + Sji, i = 1, . . . , p, j 6= i, j = 1, . . . , p. (69)












T , i = 1, . . . , p, j 6= i, j = 1, . . . , p. (70)
It is clear that the feasibility of (46) and (47) implies that of (70). On the other hand,
the solutions to (70) are the subset of solutions to (24). Thus, the solutions to (46) and
(47) are the subset of solutions to (24).
Similarly, it can be derived that the solutions to (46) and (48) – (54) are also the
subset of solutions to (25) – (32).
Select 1 ≤ i < j < k ≤ p. From (47), the following inequalities hold:
Ψ11ij + Ψ
11
ji ≤ Sij + (Sij)T (71)
Ψ11ik + Ψ
11
ki ≤ Sik + (Sik)T (72)
Ψ11jk + Ψ
11
kj ≤ Sjk + (Sjk)T . (73)











kj ≤ Sij + (Sij)T +Sik + (Sik)T +Sjk + (Sjk)T . (74)
Obviously, (74) is equal to (33) with the particular choice of (58). It is sure that the
feasibility of (47) implies that of (33).
Similarly, it can be checked that the feasibility of (47) – (49), (51), (52) and (54)
implies that of (34) – (42).
With the particular choice of (56) – (67), the inequality (43) is reduced as (55).
Thus, we can conclude that the set of solutions to (46) – (55) is a subset of solutions
to (21) – (43). The whole proof is completed. 
It can be seen form Theorem 3.3 that Theorem 3.1 obtains more relaxed results than
Lemma 3.2.
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4. SIMULATION EXAMPLE
In this section, several simulation examples are introduced to illustrate the effectiveness
of the proposed conditions.
Example 4.1. Consider an interval type-2 T-S fuzzy system with the following rules:
Rule 1: if x1(t) is M̃1, then ẋ(t) = A1x(t) + B1u(t);
Rule 2: if x1(t) is M̃2, then ẋ(t) = A2x(t) + B2u(t);
where
x1(t) ∈ [−10, 10],A1 =
[
2− a −1.5


















It is assumed that 10.40 ≤ a ≤ 10.60, 5.92 ≤ b ≤ 6.00. The control rules are as follows:
Rule 1: if x1(t) is M̃1, then u(t) = G1x(t);
Rule 2: if x1(t) is M̃2, then u(t) = G2x(t).
The lower and upper membership functions are listed as follows:
ωL1 (x1(t)) = 0.25 + 0.25× e−((x−5)
2/2), ωU1 (x1(t)) = 0.25 + 0.25× e−((x−5)
2/8),
ωL2 (x1(t)) = 1− ωU1 (x1(t)), ωU2 (x1(t)) = 1− ωL1 (x1(t)).











Fig. 1: Stability region for Theorem 3.1 and Lemma 3.2.
The same scalars satisfying the assumptions are adopted for both Theorem 3.1 and
Lemma 1 to make an unbiased comparison. It can be shown that the assumptions hold
with ρi1 = σi1 = 2, ρi2 = σi2 = 0.1, γi1 = −0.1 and γi2 = −0.1, for i = 1, 2. By employ-
ing Lemma 3.2, the stability region is shown in Figure 1 indicated by crosses. Based
on the conditions in Theorem 3.1, the stability region is shown in Figure 1 indicated by
open circles. It can be found from Figure 1 that Theorem 3.1 provides a larger stability
region than Lemma 3.2. Hence, the proposed conditions obtain more relaxed results.
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Example 4.2. Consider the following nonlinear system:
ẋ1(t) = sin(x2(t)) + (Mpx12(t) + 1)u(t)
ẋ1(t) = sin(x2(t)) + (Mpx12(t) + 1)u(t)
where x1(t) ∈ [−a, a], x2(t) ∈ [−b, b],Mp ∈ [1, 2], a = 1 and b = 1. Mp is regarded as
parameter uncertainty. The above nonlinear system subject to parameter uncertainty
can be represented by the following interval type-2 T-S fuzzy model:
Rule 1: if x1(t) is M̃11 and x2(t) is M̃
1
2 , then ẋ(t) = A1x(t) + B1u(t);
Rule 2: if x1(t) is M̃11 and x2(t) is M̃
2
2 , then ẋ(t) = A2x(t) + B2u(t);
Rule 3: if x1(t) is M̃21 and x2(t) is M̃
1
2 , then ẋ(t) = A3x(t) + B3u(t);
Rule 4: if x1(t) is M̃21 and x2(t) is M̃
2










































































× b sin(x2)− x2 sin(b)
x2(b− sin(b))
) x2 = 0









× b sin(x2)− x2 sin(b)
x2(b− sin(b))
) x2 = 0

































)× (1− b sin(x2)− x2 sin(b)
x2(b− sin(b))
) x2 6= 0
0 x2 = 0,











0 x2 = 0.
To stabilize the original system, the interval type-2 fuzzy controller is designed as follows:
Rule 1: if x1(t) is M̃11 and x2(t) is M̃
1
2 , then u(t) = G1x(t);
Rule 2: if x1(t) is M̃11 and x2(t) is M̃
2
2 , then u(t) = G2x(t);
Rule 3: if x1(t) is M̃21 and x2(t) is M̃
1
2 , then u(t) = G3x(t);
Rule 4: if x1(t) is M̃21 and x2(t) is M̃
2
2 , then u(t) = G4x(t).
It is noted that ρi1 = σi1 = 2, ρi2 = σi2 = 0.01, γi1 = −0.01 and γi2 = −0.1, i =
1, 2, 3, 4 satisfy the assumptions in Theorem 3.1. Based on the Theorem 3.1, the control-



















The system-state responses of the closed-loop system with Mp = 1 under the initial
states of x2(0) = −0.5 and x2(0) = −0.5 are shown in Figure 2. Figure 3 shows the
system-state responses of the closed-loop system with Mp = 2 under initial states of
x2(0) = −0.5 and x2(0) = −0.5. It can be seen from Figures 2 and 3 that the proposed
conditions are effective for different parameter values.












Fig. 2: State responses with Mp = 1.











Fig. 3: State responses with Mp = 2.
Example 4.3. Consider the inverted pendulum subject to parameter uncertainties.
The dynamic equation is described as:
θ̈(t) =
g sin(θ(t))− ampLθ̇(t)2 sin(2θ(t))/2− a cos(θ(t))u(t)
4L/3− ampLcos2(θ(t))
where g = 9.8,mp ∈ [2, 3] and mc ∈ [8, 16] are regarded as the parameter uncertainties,
a = 1/(mc +mp), 2L = 1, θ(t) is the angular displacement of the pendulum, and µ(t) is
the force applied to the cart.
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Rule i: if x1(t) is M̃ i1 and x2(t) is M̃
i


























, f1min = 10.0078, f1max = 18.4800, f2min = −0.1765,
f2max = −0.0261.
It is assumed that the inverted pendulum works in the operating domain x1(t) =
θ(t) ∈ [− 512π,
5
12π] and x2(t) = θ̇(t) ∈ [−5, 5] in this example. The lower and upper
membership functions are defined as follows:
ugM11 (x1(t)) = 1− e
−x1(t)
2
1.2 ;ugM21 (x1(t)) = 1− e
−x1(t)
2




ugM41 (x1(t)) = 0.23e
−x1(t)
2
0.25 ;ugM12 (x1(t)) = 0.5e
−x1(t)
2




ugM32 (x1(t)) = 0.5e
−x1(t)
2
0.25 ;ugM42 (x1(t)) = 1− e
−x1(t)
2




ūgM21 (x1(t)) = 1− 0.23e
−x1(t)
2
0.25 ; ūgM31 (x1(t)) = e
−x1(t)
2




ūgM12 (x1(t)) = e
−x1(t)
2
1.5 ; ūgM22 (x1(t)) = 1− 0.5e
−x1(t)
2








To stabilize the inverted pendulum subject to parameter uncertainties, the interval
type-2 fuzzy controller is proposed with the following four rules:
Rule j: if x1(t) is M̃
j
1 and x1(t) is M̃
j
2 , then u(t) = Gjx(t), j = 1, 2, 3, 4.
It is noted that ρik = 1, σik = 0.01, γ11 = 0.456, γ21 = 0.27, γ31 = 0.565, γ41 =
0.195, γi2 = 0.001, i = 1, 2, 3, 4; k = 1, 2, satisfy the assumptions in Theorem 3.1. Using




















Figure 4 shows the states responses of the closed-loop systems with different initial
states and different values of system parameters. It can be seen from Figure 4 that the
proposed conditions are efficient for the inverted pendulum subject to different values
of system parameters.
5. CONCLUSIONS
New LMI-based stability conditions for interval type-2 FMB control systems have been
proposed in this paper. These proposed conditions have relaxed the existing results by
using right-hand-side slack variables technique. The theoretical proof have illustrated
that the obtained results have less conservativeness. Several simulation examples have
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Fig. 4: State responses. Solid lines: mp = mpmax ,mc = mcmax ; Dotted lines: mp =
mpmin ,mc = mcmin .
also demonstrated the effectiveness of the proposed conditions. However, it should be
noted that too many slack variables may increase computation burden. Thus, it is very
important to develop fast algorithm to reduce the computation time and further work
will focus on this issue.
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