In this paper, we demonstrate our approach for identification of events, time expressions and temporal relations among them. This work was carried out as part of SemEval-2016 Challenge Task 12: Clinical TempEval. The task comprises six sub-tasks: identification of event spans, time spans and their attributes, document time relation and the narrative container relations among events and time expressions. We have participated in all six subtasks. We have provided with a manually annotated dataset which comprises of training dataset (293 documents), development dataset (147 documents) and 151 documents as test dataset. We have submitted our work as two systems for the challenge. One system is developed using machine learning techniques, Conditional Random Fields (CRF) and Support Vector machines (SVM) and the other system is developed using deep neural network (DNN) techniques. The results show that both systems have given relatively same performance on these tasks.
Introduction
The interest on extracting temporal information is well versed from the creation of time bank corpus (Pustejovsky et al., 2003b) in 2003. A specification language has been developed, TimeML (Markup Language for Temporal and Event Expressions) (Pustejovsky et al., 2003a) to conceptualize the events, time expressions and temporal relations using tags (EVENT, TIMEX, TLINKS, ALINKS, SLINKS). Various algorithms have been developed to tag events and time expressions on time bank corpus. Initial works used machine learning algorithms with manually extracted features (Mani et al., 2006) , syntax and clausal features on inter-sentential events. Later, automated feature selection were used for extracting events and finding the temporal relation (Chambers et al., 2007; Lapata and Lascarides, 2006) . TARSQI (Verhagen and Pustejovsky, 2008 ) is a project employed by the creators of TimeML to develop algorithms for tagging these tags in text.
A series of challenges have been organized on TempEval comprising evaluation tasks on events, time expressions and temporal relations on news data. I2b2 2012 (Sun et al., 2013 ) is the first conference to study the temporal information extraction in clinical domain using THYME corpus. It is followed by Clinical TempEval tasks in semEval2015. Most of the participants of these challenges used CRF and SVM for event extraction with features including the information gathered from different resources like UMLS (Unified Medical Language System), output of TARSQI toolkit, Brown Clustering, Wikipedia and Metamap (Aronson and Lang, 2010) . For time expression extraction, various existing tools like SUTIME (Chang and Manning, 2012) , HeidelTime (Strötgen and Gertz, 2010) and GUTIME were used. And for temporal relation extraction various machine learning methods ranging from MaxEnt, Bayesian and SVM to CRF were used incorporating the heuristics and rule based components. Out of many participants of these challenges/workshops, the top performing systems used hybrid approaches with machine learning techniques and rule based tools.
Methods
The SemEval 2016 Clinical TempEval challenge (Bethard et al., 2016 ) is on identification of event spans (ES), time spans (TS) and their attirbutes (EA and TA), document time relation (DR) and narrative container relations (CR) among events and time expressions. In this paper, we describe two approaches using machine learning techniques for these tasks. First, we broadly classify the tasks into three tasks:
1. Sequence labeling tasks: These tasks involves tagging the sequence of words with the output tags. For example, tasks like part of speech tagging (POS), Named Entity recognition (NER) are sequence labeling tasks.
2. Classification tasks: Classification tasks focuses on classifying the entities into one of the output classes.
3. Relation Extraction Tasks : These tasks involves extracting relation of the entities with the other entities. That is, identifying temporal relations among event/time expressions.
In the following sections, we group the SemEval tasks into one of the above three tasks and provide the methodology dealt with each of these tasks. (Chang and Lin, 2011) for each of the attributes to classify in to their respective classes. We use word representations or word embeddings as the features for training the SVM classifier. The word representations are generated based on the co-occurrence count modeling using Stanford Glove tool (Pennington et al., 2014) . We trained this count-based model on a text window size of 5, to obtain words vector representations of dimension 25. These word representations are used to train separate SVM classifier for each attribute.
Identify Document Time Relation (DR) and Narrative Container Relation (CR)
Document Time Relation (DR) is the temporal relation of the entities with respect to the document create time. The document relations can take BEFORE, OVERLAP, BEFORE-OVERLAP or AFTER temporal relations.
Temporal links are used to identify the temporal ordering of the events in the timeline. These links are only provided for the events that happen within a temporal bucket, called narrative container, to avoid (Styler IV et al., 2014) . In an example sentence, "When compared with ECG of yesterday no significant change is found.". Here, temporal link "BEFORE" is used to notify the event "ECG" is occurred BEFORE the event "compared". The temporal relations BEFORE, OVERLAP, BEGINS-ON and CONTAINS are used for Narrative Container Relation (CR). We train CRF model similar to that of event span (ES) model to identify DR and CR.
Another Approach using Deep Neural Networks (DNN)
Recent advances in deep learning architecture made us to try an another approach for this challenge. We have used deep neural networks (DNN) for all of the six sub-tasks of the challenge. Given a input sentence and output tags, the neural network learns the weights of nodes of each word of the sentence. The input words are represented as word embeddings which are same as that of word representations used for SVM classifier. A separate neural network is trained for each of the tasks using deepnl (Attardi, 2015) library. This neural network architecture follows the convolution method used for natural language processing (Collobert et al., 2011) .
Results
The dataset used for the challenge comprises of de-identified cancer patient records from the Mayo Clinic with train dataset (195 clinical notes and 98 pathology reports), development dataset (98 clinical notes and 49 pathology reports) and test dataset (100 clinical notes and 51 pathology reports). All of the above described machine learning models are trained on the train and development dataset (340 documents) of THYME-corpus. The evaluation of the task is carried out in two phases. In the first phase, only plain clinical documents are provided. In the second phase, events and time expressions of clinical document are provided and the task is to find the document creation relation and narrative container relation. The results on extracting event, attributes and temporal relations on the test dataset (151 documents) are given in Table 2 . Even though the values of DocTime Relation and Container relation are relatively less, they are comparable with the top performing system of SemEval challenge (Bethard et al., 2015) . As the phase 2 of evaluation, we are provided with events, time expressions and their attributes, the results on extracting temporal relations are shown in Table 3 .
Conclusion
In this paper, we present our work on Clinical TemEval task of SemEval 2016 challenge. We have used two approaches, first approach is based on CRF and SVM, and the second approach uses deep neural network to solve the tasks of the challenge. The results show that both approaches relatively same performance on the provided train and test datasets of the challenge.
