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1. Introduction
We consider the following nonlinear Schrödinger equation{
iut = −u − |u|pu,
u(0, ·) = u0(·). (1)
When p = 4N , the equation is mass critical. In this case, for any η > 0, η
2
p u(η2t, ηx) is also a solution (with different initial
data) and preserves L2-norm. The − sign before the nonlinear term corresponds to the focusing case.
The equation has the following Duhamel’s formula
u(t) = T (t)u0 + i
t∫
0
T (t − s)(|u|pu)(s)ds
where T (t) is the semigroup by i. On the whole space RN , we can write T (t) = eit . eit is pseudo-differential operator,
deﬁned by
F
(
eit f
)= e−it|ξ |2F ( f )
and F is Fourier transform. And in this case, there hold Strichartz’s estimates, which give us great convenience.
By the result of Ginibre and Velo [4], the problem is locally well-posed in H1(RN ) and thus satisﬁes the following
blow-up alternative (here we only consider the case t > 0, t < 0 is similar): there exist T ∈ (0,+∞] and a solution u ∈
C([0, T ), H1(RN )) such that one of the following two cases must occur:
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(ii) T < ∞, u blows up at T , i.e. ‖∇u(t, ·)‖L2 → +∞ as t → T .
For this nonlinear problem, there are the following useful conservations:
Mass:
∫ ∣∣u(t, x)∣∣2 dx = ∫ ∣∣u0(x)∣∣2 dx, (2)
Momentum: Im
(∫
∇u(t, x)u¯(t, x)dx
)
= Im
(∫
∇u0(x)u¯0(x)dx
)
, (3)
Energy: E(u(t))=: 1
2
∫ ∣∣∇u(t, x)∣∣2 dx− 1
p + 2
∫ ∣∣u(t, x)∣∣p+2 dx = E(u0). (4)
By these conservations, it is proved that:
1. If p < 4N , then the solution of (1) is global.
2. If p  4N , then the solution of (1) is also global, if the initial data u0 satisﬁes that ‖u0‖H1 is small enough. On the other
hand, the solution u(t, x) must blow up, if u0 ∈ Σ = H1 ∩ {v(x) | xv(x) ∈ L2(RN )}, and ‖u0‖H1 is large enough.
From now on, we only consider the case p = 4N .
As is known, special solutions play an important role in the study of Eq. (1). An important type of solutions is solitary
waves, which have the form u(t, x) = eiωtWω(x), ω > 0; then Wω(x) is a solution of the following elliptic equation
Wω + |Wω| 4N Wω = ωWω.
Up to a scaling, we can set ω = 1, then W = W1 satisﬁes
W + |W | 4N W = W . (5)
W (x) is called a bound state if W (x) is a nontrivial solution of Eq. (5). Easily, we have E(W ) = 0. An important kind of
bound states is ground states, which have minimal mass. Furthermore, from [1,3,6], the ground state is unique up to a trans-
lation and a rotation. Let Q (x) be the unique positive radial solution (for the existence, see H. Berestycki and P.L. Lions [1]).
According to Winstein’s result in [18], we have the following Gagliardo–Nirenberg inequality with the best constant
1
4
N + 2
∫
|u| 4N +2 dx 1
2
(∫ |u|2 dx∫
Q 2
) 2
N
∫
|∇u|2 dx. (6)
As a consequence,
E(u) 1
2
(∫
|∇u|2 dx
)(
1−
(∫ |u|2 dx∫
Q 2
) 2
N
)
, ∀u ∈ H1(RN). (7)
From the inequality (7), if ‖u‖L2 < ‖Q ‖L2 , then solution u is global in H1 from the conservation of mass, so blow-up
solution can only happen in the case ‖u‖L2  ‖Q ‖L2 . Besides, there exists an initial data u0 ∈ H1(RN ) with ‖u0‖L2 = ‖Q ‖L2
such that the corresponding solution u of (1) blows up in ﬁnite time. Indeed, F. Merle proved in [10] that such solutions
have the following form:
u(t, x) =
(
ω
T − t
) N
2
Exp
(
iθ − i|x− x1|
2 − 4iω2
4(T − t)
)
Q
(
ω
T − t
(
(x− x1)− (T − t)x0
))
for some θ ∈ R, ω ∈ R+ , x0, x1 ∈ RN . T. Hmidi and S. Keraani gave a short proof of this result in [5]. Therefore, the constant
‖Q ‖L2 is sharp in this sense.
Until now, very little is known about the blow-up result for Eq. (1). Only Cauchy problem with initial data u0 such that
‖u0‖L2 is near ‖Q ‖L2 is clear. In [13], F. Merle and P. Raphael proposed the following conjecture.
Conjecture. Let u(t, x) ∈ H1 be a solution to (1), which blows up in ﬁnite time T ∈ (0,+∞). Then there exist {xi}1iL ∈ RN with
L 
∫ |u0|2∫
Q 2
and u∗ ∈ L2 such that: ∀R > 0,
u(t, x) → u∗ in L2
(
R
N −
⋃
B(xi, R)
)
, as t → T1iL
90 S. Gao / J. Math. Anal. Appl. 377 (2011) 88–109and
∣∣u(t, x)∣∣2 ⇀ L∑
i=1
miδx=xi +
∣∣u∗∣∣2 in the sense of distribution,
with mi ∈ [
∫
Q 2, +∞).
Existence of solutions satisfying properties listed in the conjecture was obtained by F. Merle in [9]. While in [13], F. Merle
and P. Raphael proved the conjecture with initial data u0 satisfying ‖u0‖L2 > ‖Q ‖L2 but ‖u0‖L2 − ‖Q ‖L2 small.
In this paper, we try to start the ﬁrst step toward the conjecture based on a decomposition theorem. Furthermore, we
prove the conjecture for some special cases during the analysis and we don’t need the assumption that the initial data u0
satisﬁes that ‖u0‖L2 is near ‖Q ‖L2 .
The paper is organized as follows: in Section 2 we give the main results of our paper and some remarks; in Section 3 we
show some compactness results for the radial case and a concentration compactness tool; in Section 4 we prove the main
result using compactness results given in Section 3.
2. Main results
In this paper we prove the following results, which is the ﬁrst step toward the conjecture. More precisely, we have
Theorem 2.1. Let N  1, let u0 be a function in H1(RN ) and u(t, x) be the solution to (1) with initial data u0 . If u(t, x) blows up in
ﬁnite time T > 0, then for any positive sequence tn → T , there exist a subsequence of {tn}, still denote by {tn}, a sequence of functions
{V i(x)} in H1(RN ) and sequences of points {xin}∞n=1 ⊂ RN such that, for any K  1,
u(tn, x) =
K∑
i=1
(
1
λi,n
) N
2
V i
(
x
λi,n
− xin
)
+ uKn (x)
where u0n(x) = un(x) = u(tn, x), λ j,n = 1‖∇u j−1n ‖L2
, u jn(x) = un(x) −
∑ j
i=1(
1
λi,n
)
N
2 V i( x
λi,n
− xin) for any j  1. In addition, the decom-
position satisﬁes:
(i) We have, as n → ∞,
(λi,n)
N
2 u
(
tn, λi,nx+ λi,nxin
)→ V i(x), (λi,n) N2 uin(λi,nx+ λi,nxin)→ 0 weakly in H1,
(λi,n)
N
2 u
(
tn, λi,nx+ λi,nxin
)→ V i(x), (λi,n) N2 uin(λi,nx+ λi,nxin)→ 0 a.e. in RN .
(ii) If i < j and V j ≡ 0, then λ j,n → 0, λi,nλ j,n  1 and the following orthogonality condition holds:
λ j,n
λi,n
+ ∣∣xin − x jn∣∣→ ∞ as n → ∞.
(iii) ‖V 1‖L2  ‖Q ‖L2 , and
‖u0‖2L2 =
K∑
i=1
∥∥V i∥∥2L2 + ∥∥uKn ∥∥2L2 + o(1),
where o(1) denote the quantities which converge to 0 as n → ∞.
(iv) If λi,n
λi+1,n → C for some constant 0< C  1 (by (ii)), then ‖V i‖L2  ‖V i+1‖L2 .
(v) If for some k ∈ {1,2, . . . , K }, ‖∇ukn‖L2 → ∞ and if there exists a sequence of points {yn}∞n=1 such that (λk+1,n)
N
2 ukn(λk+1,nx +
yn) → V˜ (x) weakly in H1 , ‖V˜ ‖L2 > 0, then V k+1 ≡ 0.
Theorem 2.1 provides a decomposition result to the solution u(t, x). We observe from Theorem 2.1 that if we want to
prove the conjecture, we have to conquer the following four diﬃculties. Firstly, we need to prove the solution u(t, x) don’t
concentrate at inﬁnity. That is, |λi,nxin| are bounded with respect to n for all 1  i  K0. Secondly, we have to prove the
mass concentrate at each point is larger than ‖Q ‖L2 , then the solution only concentrates at ﬁnite points. Thirdly, we must
deal with the remainder term and think about its properties as t → T . Finally, the most important one is that we must
consider all the time sequences that have limit T . Unfortunately, each one is very diﬃcult. In the following of the paper, we
make a ﬁrst effort and obtain some basic results. Now, we give some remarks to Theorem 2.1.
S. Gao / J. Math. Anal. Appl. 377 (2011) 88–109 91Remark 2.2. In Theorem 2.1 and the following, we can only state the result for sequences of tn and not for all time t . Indeed,
take the famous blow-up solution S(t, x) for example, where
S(t, x) = 1
(−t) N2
Q
(
x
t
)
ei
|x|2
4t − it , t < 0.
S(t, x) is obtained by using pseudoconformal transformation to solitary waves, which blows up at T = 0. Then for S(t, x),
tn → 0, λ1,n = |tn| and
(λ1,n)
N
2 S(λ1,nx, tn) = Q (x)eitn|x|2−
i
tn .
If (λ1,n)
N
2 S(tn, λ1,nx) has weak limit in H1, then the sequence e
− itn must have a limit in C. However, for any γ ∈ R, eiγ can
be the limit of e−
i
tn for some sequence tn → 0. Therefore, for different sequences of tn , (λ1,n) N2 u(λ1,nx, tn) can have different
weak limits in H1.
On the other hand, for any radial solution of Eq. (1) with blow-up time T , if tn and t¯n are two different sequences such
that tn → T , t¯n → T , and
(λ1,n)
N
2 u(tn, λ1,nx) → V 1(x), (λ¯1,n) N2 u(t¯n, λ¯1,nx) → V¯ 1(x) weakly in H1
where λ1,n = ‖∇u(tn)‖−1L2 , λ¯1,n = ‖∇u(t¯n)‖−1L2 , then we can prove ‖V 1‖L2+ 4N = ‖V¯
1‖
L2+
4
N
. This follows from
(λ1,n)
N
2 u(tn, λ1,nx) → V 1(x), (λ¯1,n) N2 u(t¯n, λ¯1,nx) → V¯ 1(x) in L2+ 4N (by Lemma 3.1)
and
E
(
(λ1,n)
N
2 u(tn, λ1,nx)
)→ 0, E((λ¯1,n) N2 u(t¯n, λ¯1,nx))→ 0.
From the arguments above, it is reasonable to guess that for two different time sequence, V i = eiθ V¯ i may hold for some
constant θ .
Remark 2.3. Each term ( 1
λi,n
)
N
2 V i( x
λi,n
− xin) in the decomposition of the solution concentrate at ﬁnite point or inﬁnity and
λ−1i,n is its concentrating speed. From (ii), we observe that there may be inﬁnite terms with the same speed. Note that λ
−1
1,n
decides the blow-up rate of the solution. If there are only ﬁnite terms with concentrating speed λ−11,n , then we can ﬁnd the
ones with slower concentrating speed.
Remark 2.4. Property (iv) says that the mass of the terms with the same concentrating speed decrease. But for the ones
with different concentrating speed it is not true.
Remark 2.5. Because blow-up terms concentrate at some point (including inﬁnity), then, for any i  0, uin have the same
weak limits.
For the general solution, it is not easy to obtain further results. Now, we consider the radial case for which there are
some better properties. The most important is that there is only one blow-up point x = 0. Due to this, the second diﬃculty
stated above is trivial and the ﬁrst one also becomes easier. Thus Theorem 2.1 also becomes much simpler for radial case.
Theorem 2.6. Let N  2, let u0 be a radial function in H1(RN ) and u(t, x) be a solution to (1) with initial data u0 . If u(t, x) blows up
in ﬁnite time T > 0, then for any positive sequence tn → T , there exist a subsequence of {tn}, still denoted by {tn}, and a sequence of
radial functions {V i(x)} in H1(RN ) such that, for any integer K  1,
u(tn, x) =
K∑
i=1
(
1
λi,n
) N
2
V i
(
x
λi,n
)
+ uKn (x)
where u0n(x) = un(x) = u(tn, x), λ j,n = 1‖∇u j−1n ‖L2
, u jn(x) = un(x)−
∑ j
i=1(
1
λi,n
)
N
2 V i( x
λi,n
) for any j  1. In addition, the decomposition
satisﬁes:
(i) We have, as n → ∞, ∀p ∈ (2,2∗),
(λi,n)
N
2 u(tn, λi,nx) → V i(x), (λi,n) N2 uin(λi,nx) → 0 weakly in H1 and strongly in Lp,
(λi,n)
N
2 u(tn, λi,nx) → V i(x), (λi,n) N2 uin(λi,nx) → 0 a.e. in RN .
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(iii) E(V 1) 0, ‖V 1‖L2  ‖Q ‖L2 and
‖u0‖2L2 =
K∑
i=1
∥∥V i∥∥2L2 + ∥∥uKn ∥∥2L2 + o(1)
where o(1) denote the quantities which converge to 0 as n → ∞.
Remark 2.7. The results of Theorem 2.1 should be also true for N = 1. In this paper we will not discuss this case. This
restriction is only used in Lemma 3.1 that is necessary in the proof of Theorem 2.6.
Remark 2.8. Theorem 2.6 gives us a decomposition to the radial solution. From (ii), each term ( 1
λi,n
)
N
2 V i( x
λi,n
) concentrates
at the origin with different speed if V i ≡ 0.
Remark 2.9. Once the sequence of time {tn} is given, if we take V k ≡ 0 for the case that ‖∇ukn‖L2 being bounded, then the
decomposition is unique. In the following corollary, we will use this remark.
Based on Theorem 2.6, we can analyze further study on each blow-up term. We have the following corollary.
Corollary 2.10. Letting {un} = {u(tn, x)} be the sequence in Theorem 2.6, for any K  1, we have
∣∣un − uKn ∣∣2 ⇀
(
K∑
i=1
∥∥V i∥∥2L2
)
δx=0 in the sense of distribution
and there exists a radial function u∗ ∈ L2 such that (pass to a subsequence if necessary)
uKn → u∗ and un → u∗ a.e. in RN and weakly in L2.
Moreover, we have:
(i) If there exists an integer j0  1 such that limn→∞ E(v j0n ) 0 and E(V j0 ) < 0, where v j0n (x) = λ
N
2
j0,n
u j0−1n (λ j0,nx), then for any
j > j0 , V j ≡ 0 and u j0n satisﬁes∥∥∇u j0−1n ∥∥L2 ∼ ∥∥∇u j0n ∥∥L2 as n large enough,
λ
N
2
j0+1,nu
j0
n (λ j0+1,nx) → 0 weakly in H1 and strongly in Lp, ∀p ∈
(
2,2∗
)
.
(ii) If there exists an integer i0  2 such that for any 1 i  i0 −1, V i ≡ 0, E(V i) = 0 and V i satisﬁes the following decay conditions∣∣V i(x)∣∣= o(r− N2 ), ∣∣∇V i(x)∣∣= o(r− N2 −1) for r large enough, (8)
where r = |x|, then we have
lim
n→∞ E
(
vi0n
)= lim
R→0 limn→∞ E
(
v˜ i0n
∣∣|x|R)
and
−1
2
(‖u0‖2L2 −∑i0−1i=1 ‖V i‖2L2
‖Q ‖2
L2
) 2
N
 lim
n→∞ E
(
vi0n
)
 1
2
, E
(
V i0
)
 lim
n→∞ E
(
vi0n
)
where vi0n (x) = λ
N
2
i0,n
ui0−1n (λi0,nx) and v˜
i0
n (x) = λ
N
2
i0,n
un(λi0,nx).
If there also have V i0 ≡ 0 and ‖∇ui0−1n ‖L2 → ∞, then λi0,nλi0−1,n → ∞ and
λ
N
2
i0,n
ui0−1n (λi0,nx) → 0 weakly in H1 and strongly in Lp, ∀p ∈
(
2,2∗
)
.
(iii) If there exists an integer k0  1 such that ‖∇uk0n ‖L2 are bounded, then we can take V i ≡ 0 for any i > k0 and there exists a radial
function u∗ ∈ H1 such that (take a subsequence if necessary)
uk0n → u∗ weakly in H1 and strongly in Lp, ∀p ∈
(
2,2∗
)
.
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tions (8) for V 1 when E(V 1) = 0, then one of (i) or (ii) must occur for V 1.
Remark 2.12. From (i), if the sequence {‖∇u1n‖L2} is bounded, then E(V 1) = 0. But this is only a suﬃcient condition. In other
words, there may be the case that E(V 1) = 0 but ‖∇u1n‖L2 aren’t bounded. Indeed, for example, let u(t, x) be a solution
with initial data kQ (x), where k > 1 and k is close to 1 enough. Then kQ is close to Q enough and ‖kQ ‖L2 > ‖Q ‖L2 . By
the results of [11–16], u(t, x) blows up in ﬁnite time and V 1 = eiθ Q for some constant θ . Moreover,
u1n(x) → u∗ in L2
and u∗ does not belong to Lp for any p > 2. Then there must be ‖∇u1n‖L2 → ∞.
Remark 2.13. For a radial function f (x) ∈ H1 and N  2, there holds the following decay naturally
∣∣ f (x)∣∣= O (|x|− N−12 ).
Unfortunately, this natural decay is not enough for our results.
Remark 2.14. For case (i) and the case V i0 ≡ 0 and ‖∇ui0−1n ‖L2 → ∞ of (ii) in Corollary 2.10, comparing with the conjecture
stated before, there may be the corresponding cases. That is, there exists a radial function u∗ ∈ L2 and u∗ /∈ H1 such that
|un|2 ⇀
(
l∑
i=1
∥∥V i∥∥2L2
)
δx=0 +
∣∣u∗∣∣2 in the sense of distribution,
un → u∗ in L2
(|x| R),
for any R > 0, where l = j0 for case (i) and l = i0 − 1 for the case V i0 ≡ 0 and ‖∇ui0−1n ‖L2 → ∞ of (ii).
Remark 2.15. If the case (iii) happens for all sequences tn → T and a uniform condition is satisﬁed, then we can prove the
conjecture. See Corollary 4.1 in Section 4. Note that we don’t need the assumption that the initial data u0 satisﬁes that
‖u0‖L2 is near ‖Q ‖L2 .
Up to now, all the ﬁnite time blow-up solutions with explicit form we know are related to bound states. A special case
for Corollary 2.10 is the following.
Corollary 2.16. Let {un} be the sequence in Theorem 2.6, if there exists an integer i0 such that for 1 i  i0 −1, η
N
2
i V
i(ηi x) are bound
states of Eq. (5) for some positive constants ηi ; then the results of Corollary 2.10 are true.
3. Preliminary results
For the usual function space on RN , it always loses compactness caused by kinds of symmetry like translation, rotation. In
order to pass to the limit in certain problem, we must use some speciﬁc tools that take into account the lack of compactness.
In this section, we give some compactness tools. The ﬁrst one is concerning radial functions.
Lemma 3.1. Let {un} ⊂ H1(RN ) be a bounded sequence of radial functions. If N  2 or if un(x) is a nonincreasing function of |x| for
every n  0, then there exist a subsequence {unk } and u ∈ H1(RN ) such that unk → u as k → ∞ in Lp(RN ) for every 2 < p < 2∗
(2< p ∞ if N = 1).
Proof. See [2,17] or [1]. 
Next, we introduce a decomposition result for bounded sequences in H1(RN ) given in [5] by T. Hmidi and S. Keraani. It
is closely related to the concentration compactness theory of P.L. Lions [7] and [8].
Lemma 3.2. Let ν = {νn} be a bounded sequence in H1(RN ). Then there exist a subsequence of {νn} (still denoted by {νn}), sequences
of points {xin}∞ in RN for all i  1 and a sequence {V j} of functions in H1 , such thatn=1
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= j, |xkn − x jn| → +∞, as n → ∞;
(ii) for every l 1 and every x ∈ RN ,
νn(x) =
l∑
j=1
V j
(
x− x jn
)+ νln(x), (9)
with
limsup
n→∞
∥∥νln∥∥Lp(RN ) → 0 as l → ∞, for every p ∈ (2,2∗). (10)
Moreover, as n → +∞,
‖νn‖2L2 =
l∑
j=1
∥∥V j∥∥2L2 + ∥∥νln∥∥2L2 + o(1), (11)
‖∇νn‖2L2 =
l∑
j=1
∥∥∇V j∥∥2L2 + ∥∥∇νln∥∥2L2 + o(1). (12)
Indeed, Lemma 3.2 is an application of the concentration compactness theory. It provides a good description of concen-
tration phenomena for the bounded sequence in H1(RN ). It is necessary to give the proof of the lemma in Appendix A. We
now give a corollary of Lemma 3.2. First we state a useful elementary inequality. For q  2, there exists a constant C > 0
such that for any ai  0, i = 1,2, . . . ,n,(
n∑
i=1
ai
)q

n∑
i=1
aqi + C
∑
i = j
aq−1i a j. (13)
Corollary 3.3.With the same assumption as in Lemma 3.2, we have the following results.
(i) For any p ∈ (2,2∗) and any integer l 0, we have
‖νn‖pLp =
l∑
j=1
∥∥V j∥∥pLp + ∥∥νln∥∥pLp + o(1).
As a consequence
E(νn) =
l∑
j=1
E
(
V j
)+ E(νln)+ o(1).
(ii) For any integer i0  1, the sequence {νn} in Lemma 3.2 satisﬁes
νn
(
x+ xi0n
)→ V i0(x) weakly in H1.
Proof.
Step 1 (Proof of (i)). By Lemma 3.2, taking a subsequence if necessary, we have
lim
l→∞
lim
n→∞
∥∥νln∥∥Lp → 0.
Thus for any ε > 0 there exist positive integers K = K (ε) and N1 = N1(K ) such that when n N1∥∥νKn ∥∥Lp < ε.
From (13), there exists a constant C > 0 such that∣∣∣∣∣∣∣νn − νKn ∣∣p −
K∑∣∣V j(x− x jn)∣∣p
∣∣∣∣∣ C
K∑∣∣V i(x− xin)∣∣p−1∣∣V j(x− x jn)∣∣
j=1 i = j
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∣∣νln − νKn ∣∣p −
K∑
j=l+1
∣∣V j(x− x jn)∣∣p
∣∣∣∣∣ C
K∑
i = j, i, j>l
∣∣V i(x− xin)∣∣p−1∣∣V j(x− x jn)∣∣.
Then ∣∣∣∣∣∥∥νn − νKn ∥∥pLp −
K∑
j=1
∥∥V j∥∥pLp
∣∣∣∣∣ C
K∑
i = j
∫ ∣∣V i(x− xin)∣∣p−1∣∣V j(x− x jn)∣∣dx
and ∣∣∣∣∣∥∥νln − νKn ∥∥pLp −
K∑
j=l+1
∥∥V j∥∥pLp
∣∣∣∣∣ C
K∑
i = j, i, j>l
∫ ∣∣V i(x− xin)∣∣p−1∣∣V j(x− x jn)∣∣dx.
By orthogonality of {V j(x− x jn)} when i = j, there exists a positive integer N2 = N2(ε) N1 such that
K∑
i = j
∫ ∣∣V i(x− xin)∣∣p−1∣∣V j(x− x jn)∣∣< ε,
if n N2. Because
νn
(
x+ x jn
)→ V j a.e. in RN and weakly in H1 (14)
then ∥∥V j∥∥Lp  lim infn→∞ ‖νn‖Lp .
From (9), there exists a constant C(l) > 0, such that∥∥νln∥∥Lp  C(l).
Using inequality (13) and Hölder’s inequality, we get∣∣∣∣
∫
|νn|pd x−
∫ ∣∣νn − νKn ∣∣p dx
∣∣∣∣ C∥∥νKn ∥∥Lp = Cε
and ∣∣∣∣
∫ ∣∣νln∣∣p dx−
∫ ∣∣νln − νKn ∣∣p dx
∣∣∣∣ C(l)∥∥νKn ∥∥Lp = C(l)ε.
Note that∣∣∣∣∣‖νn‖pLp −
l∑
j=1
∥∥V j∥∥pLp − ∥∥νln∥∥pLp
∣∣∣∣∣ ∣∣‖νn‖pLp − ∥∥νn − νKn ∥∥pLp ∣∣+
∣∣∣∣∣∥∥νn − νKn ∥∥pLp −
K∑
j=1
∥∥V j∥∥pLp
∣∣∣∣∣
+
∣∣∣∣∣∥∥νln − νKn ∥∥pLp −
K∑
j=l+1
∥∥V j∥∥pLp
∣∣∣∣∣+ ∣∣∥∥νln∥∥pLp − ∥∥νln − νKn ∥∥pLp ∣∣.
Consequently,∣∣∣∣∣‖νn‖pLp −
l∑
j=1
∥∥V j∥∥pLp − ∥∥νln∥∥pLp
∣∣∣∣∣ C(l)ε
when n N2.
The result
E(νn) =
l∑
j=1
E
(
V j
)+ E(νln)+ o(1)
follows from (14) and Brézis–Lieb lemma.
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νn(x) =
l∑
i=1
V i
(
x− xin
)+ νln(x).
Thus
νn
(
x+ xi0n
)= ∑
1il,i =i0
V i
(
x− xin + xi0n
)+ V i0(x)+ νln(x+ xi0n ).
From (i) of Lemma 3.2, we have for any i = i0
V i
(
x− xin + xi0n
)→ 0 weakly in H1.
Hence, we get
νn
(
x+ xi0n
)→ V i0(x) + ν˜l(x) weakly in H1,
where ν˜l(x) denotes the weak limit of {νln(x+ xi0n )} in H1. However, we have for any p ∈ (2,2∗)∥∥ν˜l∥∥Lp  limsupn→∞
∥∥νln∥∥Lp −→l→∞0.
Thus by uniqueness of weak limit, for every l i0, we have ν˜l ≡ 0 and we get the result. 
4. Proof of the main results
In this section, we will prove all the results stated in Section 2. First we prove Theorem 2.1.
Proof of Theorem 2.1. Let us denote un = u(tn, x), λ1,n = 1‖∇un‖L2 and v
1
n(x) = λ
N
2
1,nun(λ1,nx), then∥∥∇v1n∥∥L2 = 1, ∥∥v1n∥∥L2 = ‖un‖L2 = ‖u0‖L2
and
E
(
v1n
)= λ21,nE(un) = λ21,nE(u0) → 0 as n → ∞. (15)
Applying Lemma 3.2 and Corollary 3.3 to {v1n(x)}, then up to a subsequence, there exist a sequence of functions {V˜ i(x)} in
H1 and a family of sequences of points {x˜ jn}∞j=1 in RN such that as n → ∞
v1n
(
x+ x jn
)→ V˜ j(x) a.e. in RN and weakly in H1 for any j  1, (16)
v1n(x) =
l∑
j=1
V˜ j
(
x− x˜ jn
)+ v˜ln(x), (17)
∥∥v1n∥∥2L2 =
l∑
j=1
∥∥V˜ j∥∥2L2 + ∥∥v˜ln∥∥2L2 + o(1), (18)
∥∥∇v1n∥∥2L2 =
l∑
j=1
∥∥∇ V˜ j∥∥2L2 + ∥∥∇ v˜ln∥∥2L2 + o(1), (19)
E
(
v1n
)= l∑
j=1
E
(
V˜ j
)+ E(v˜ jn)+ o(1). (20)
From (18), we can rearrange {V˜ i(x)} so that ‖V˜ i‖L2  ‖V˜ j‖L2 , for i < j. We choose V 1 = V˜ 1 and {x1n} = {x˜1n}.
By Corollary 3.3,
lim inf
n→∞
∥∥v1n∥∥2+ 4N
L2+
4
N
=
∞∑∥∥V˜ i∥∥2+ 4N
L2+
4
N
.i=1
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∞∑
i=1
∥∥V˜ i∥∥2+ 4N
L2+
4
N
 2+ N
N
(
supi ‖V˜ i‖L2
‖Q ‖L2
) 4
N ∞∑
i=1
∥∥∇ V˜ i∥∥2L2  2+ NN
(‖V 1‖L2
‖Q ‖L2
) 4
N ∞∑
i=1
∥∥∇ V˜ i∥∥2L2 .
From (19), we obtain
∞∑
i=1
∥∥∇ V˜ i∥∥2L2  limsupn→∞
∥∥∇v1n∥∥2L2 = 1.
In addition, from (15), we have
lim inf
n→∞
∥∥v1n∥∥ 4N +2
L
4
N +2
= 2+ N
N
.
Therefore
‖V 1‖L2
‖Q ‖L2
 1,
namely ‖V 1‖L2  ‖Q ‖L2 .
Set w1n(x) = v1n(x)− V 1(x− x1n), then
v1n
(
x+ x1n
)→ V 1(x), w1n(x+ x1n)→ 0 weakly in H1,
v1n
(
x+ x1n
)→ V 1(x), w1n(x+ x1n)→ 0 a.e. in RN ,
‖u0‖2L2 =
∥∥V 1∥∥2L2 + ∥∥w1n∥∥2L2 + o(1), (21)∥∥∇v1n∥∥2L2 = ∥∥∇V 1∥∥2L2 + ∥∥∇w1n∥∥2L2 + o(1), (22)
E
(
v1n
)= E(V 1)+ E(w1n)+ o(1). (23)
Such V 1 satisﬁes Theorem 2.1 and
un(x) = λ−
N
2
1,n V
1
(
x
λ1,n
− x1n
)
+ λ−
N
2
1,n w
1
n
(
x
λ1,n
)
.
Denote u1n(x) = λ−
N
2
1,n w
1
n(
x
λ1,n
). If there exists a constant C > 0 such that ‖∇u1n‖L2  C , then we can take V 2 = V 3 = · · · =
V K = 0 and we complete the proof.
Now suppose ‖∇u1n‖L2 → ∞. Setting λ2,n = 1‖∇u1n‖L2 and v
2
n(x) = λ
N
2
2,nu
1
n(λ2,nx), then we have∥∥∇v2n∥∥L2 = 1, ∥∥v2n∥∥L2 = ∥∥u1n∥∥L2 = ∥∥w1n∥∥L2  C .
Using Lemma 3.2, Corollary 3.3 again and with the same process, there exist a function V 2 ∈ H1 and a sequence of points
{x2n} ⊂ RN such that (pass to a subsequence if necessary)
v2n(x) = V 2
(
x− x2n
)+ w2n(x) (24)
where w2n(x) = v2n(x)− V 2(x− x2n), and the decomposition satisﬁes
v2n
(
x+ x2n
)→ V 2(x), w2n(x+ x2n)→ 0 weakly in H1,
v2n
(
x+ x2n
)→ V 2(x), w2n(x+ x2n)→ 0 a.e. in RN ,∥∥v2n∥∥2L2 = ∥∥V 2∥∥2L2 + ∥∥w2n∥∥2L2 + o(1), (25)∥∥∇v2n∥∥2L2 = ∥∥∇V 2∥∥2L2 + ∥∥∇w2n∥∥2L2 + o(1); (26)
then (i) follows for K = 2. From (21) and (25) we get
‖u0‖2L2 =
∥∥V 1∥∥2L2 + ∥∥V 2∥∥2L2 + ∥∥w2n∥∥2L2 + o(1),
and we obtain (iii) for K = 2.
From (22), we easily get λ1,n
λ2,n
= ‖∇w1n‖L2  1. If V 2 ≡ 0 and suppose that C1  λ2,nλ1,n  C2 for some positive constants C1,
C2, we claim that |x1n − x2n| → ∞.
98 S. Gao / J. Math. Anal. Appl. 377 (2011) 88–109Otherwise, by choosing a subsequence, we can suppose
x1n − x2n → x0 as n → ∞
for some x0 ∈ RN . Because
v2n
(
x+ x1n
)= (λ2,n
λ1,n
) N
2
w1n
(
λ2,n
λ1,n
(
x+ x1n
))
and
w1n
(
x+ x1n
)→ 0 weakly in H1,
we have
v2n
(
x+ x1n
)→ 0 weakly in H1.
Since
v2n
(
x+ x2n
)= v2n(x+ (x2n − x1n)+ x1n),
we have V 2 ≡ 0, a contradiction. Therefore (ii) holds for K = 2.
Repeating the above process, we can obtain that there exist functions V 1, V 2, . . . , V K in H1 and K sequences of points
{xin}Ki=1 ⊂ RN such that
u(tn, x) =
K∑
i=1
(
1
λi,n
) N
2
V i
(
x
λi,n
− xin
)
+ uKn (x)
and that (i), (ii), (iii) of the theorem are satisﬁed.
We still need to prove (iv), (v). Indeed, we select V i as the function with the largest mass from the following set
Ai =:
{
V (x) ∈ H1 ∣∣ vin(x+ xn) → V (x) weakly in H1 for some sequence {xn} ⊂ RN}.
If λi,n
λi+1,n → C for some C > 0, then
Ai+1 =
{
V (x) ∈ H1 ∣∣ V (x) = C N2 Vˆ (Cx), Vˆ (x) ∈ Ai, Vˆ (x) = V i(x)}.
Thus there exists a function Vˆ0(x) ∈ Ai such that∥∥V i+1∥∥L2 = ∥∥C N2 Vˆ0(C ·)∥∥L2 = ‖Vˆ0‖L2  ∥∥V i∥∥L2 .
Hence (iv) is true. For property (v), V˜ ∈ Ak+1, then Ak+1 is not empty and thus∥∥V k+1∥∥L2  ‖V˜ ‖L2 > 0,
hence V k+1 ≡ 0. We ﬁnish the proof. 
Proof of Theorem 2.6. Because in the assumption of Theorem 2.6, u0 is a radial function. By uniqueness of solution, solution
u(t, x) is also a radial function with respect to x. Furthermore, all functions in Theorem 2.6 are radial. Therefore suppose
that solution u(t, x) to (1) blows up in ﬁnite time, it only blows up at the origin. Thus all xin in Theorem 2.1 are 0.
We only need to prove E(V 1)  0, and other results can be deduced directly from Theorem 2.1. By Theorem 2.1, we
know
E
(
v1n
)= λ21,nE(un) = λ21,nE(u0) → 0 as n → ∞,
v1n(x) = V 1(x)+ w1n(x),
v1n → V 1, w1n → 0 weakly in H1.
Then by Lemma 3.1, for any 2< p < 2∗
v1n → V 1 strongly in Lp .
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E
(
V 1
)= 1
2
∥∥∇V 1∥∥2L2 − 12+ 4N
∥∥V 1∥∥2+ 4N
L2+
4
N
 1
2
lim inf
n→∞
∥∥∇v1n∥∥2L2 − 12+ 4N limn→∞
∥∥v1n∥∥2+ 4N
L2+
4
N
= lim inf
n→∞ E
(
v1n
)= 0.
Theorem 2.6 is a delicate analysis of the blow-up solution near the blow-up time T . The ﬁrst blow-up term λ
− N2
1,n V
1( x
λ1,n
)
is the most important, which decides the blow-up rate of the solution. Moreover, the mass of the ﬁrst term has a lower
bound. Then, as a classical result, blow-up mass of the solution also has a lower bound. However, we don’t know whether
other blow-up terms have the same property and it is an interesting problem.
Now using Theorem 2.6, we prove Corollary 2.10. 
Proof of Corollary 2.10. We use the same notation as in the proof of Theorem 2.6. According to Theorem 2.6
un(x) =
K∑
i=1
λ
− N2
i,n V
i
(
x
λi,n
)
+ uKn (x)
and
‖u0‖2L2 =
K∑
i=1
∥∥V i∥∥2L2 + ∥∥uKn ∥∥2L2 + o(1).
Then there exists a radial function u∗ ∈ L2 such that (pass to a subsequence if necessary) uKn → u∗ weakly in L2. If V i ≡ 0,
then from (ii) of Theorem 2.6, λi,n → 0, and we easily obtain∣∣∣∣λ− N2i,n V i
(
x
λi,n
)∣∣∣∣
2
⇀
∥∥V i∥∥2L2δx=0 in the sense of distribution.
Hence un → u∗ weakly in L2 and
∣∣un − uKn ∣∣2 ⇀
(
K∑
i=1
∥∥V i∥∥2L2
)
δx=0 in the sense of distribution.
We will complete our proof in the following three steps.
Step 1 (Proof of (i)). If limn→∞ E(v j0n ) 0 and E(V j0 ) < 0, as
E
(
v j0n
)= E(V j0)+ E(w j0n )+ o(1),
we have
lim
n→∞ E
(
w j0n
)
> 0. (27)
Thus, there exists a constant C > 0, such that for n large enough∥∥∇w j0n ∥∥L2  C .
Therefore∥∥∇u j0n ∥∥2L2 = λ−2j0,n∥∥∇w j0n ∥∥L2 → ∞.
Set λ j0+1,n = ‖∇u j0n ‖−1L2 , v
j0+1
n (x) = λ
N
2
j0+1,nu
j0
n (λ j0+1,nx). We have∥∥∇v j0+1n ∥∥L2 = 1, ∥∥v j0+1n ∥∥L2 = ∥∥w j0n ∥∥L2 .
Using Lemma 3.2 again, there exist radial functions V j0+1 ∈ H1 and {w j0+1n (x)} ⊂ H1 such that
v j0+1n (x) = V j0+1(x) + w j0+1n (x),
v j0+1n ⇀ V j0+1, w
j0+1
n ⇀ 0 weakly in H
1, as n → ∞.
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E
(
v j0+1n
)= (λ j0+1,n
λ j0,n
)2
E
(
w j0n
)
(28)
from (27), we have
0 E
(
v j0+1n
)
 1
2
∥∥∇v j0+1n ∥∥2L2 = 12
and there exists a constant C > 0, such that | λ j0+1,n
λ j0,n
| C .
If
λ j0+1,n
λ j0,n
→ 0 (take a subsequence if necessary), we have
‖∇u j0−1n ‖2L2
‖∇u j0n ‖2L2
= ‖∇u
j0−1
n ‖2L2
‖∇u j0−1n ‖2L2‖∇w
j0
n ‖2L2
= 1
‖∇w j0n ‖2L2
→ 0,
then ∥∥∇w j0n ∥∥L2 → ∞,
which is a contradiction. So
λ j0+1,n
λ j0,n
→ C , for some C > 0, namely
λ j0+1,n ∼ λ j0,n as n large enough.
Thus V j0+1 ≡ 0 and
un =
j0∑
i=1
λ
− N2
i,n V
i
(
x
λi,n
)
+ u j0n ,
∥∥∇u j0−1n ∥∥L2 ∼ ∥∥∇u j0n ∥∥L2 as n large enough.
Furthermore, we have V j0+2 ≡ V j0+3 ≡ · · · ≡ 0.
Step 2 (Proof of (ii)). If for any 1 i  i0 − 1, E(V i) = 0 and∣∣V i(x)∣∣= o(r− N2 ), ∣∣∇V i(x)∣∣= o(r− N2 −1) as r large enough,
we consider the case ‖∇ui0−1n ‖L2 → ∞.
As for any 1 i  i0 − 1∥∥∇vin∥∥2L2 = ∥∥∇V i∥∥2L2 + ∥∥∇win∥∥2L2 + o(1)
and
E
(
V i
)= 0, ∥∥V i∥∥2+ 4N
L2+
4
N
= N + 2
N
(the second formula is deduced from the strong convergence in L2+ 4N ) then ‖∇V i‖L2 = 1 and we have ‖∇win‖2L2 → 0. Since∥∥∇ui0−1n ∥∥2L2 = λ−2i0−1,n∥∥∇wi0−1n ∥∥2L2 = ∥∥∇ui0−2n ∥∥2L2∥∥∇wi0−1n ∥∥2L2
we get
‖∇ui0−1n ‖L2
‖∇ui0−2n ‖L2
→ 0. Set
λi0,n =
∥∥∇ui0−1n ∥∥L2 , vi0n (x) = λ N2i0,nui0−1n (λi0,nx),
then
λi0,n
λi0−1,n
→ ∞ and there exist radial functions V i0 ∈ H1 and {wi0n (x)} ⊂ H1 such that
vi0n (x) = V i0(x) + wi0n (x) (29)
and
vi0n ⇀ V
i0 , wi0n ⇀ 0 weakly in H
1.
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i0
n , we obtain
v˜ i0n (x) =
i0−1∑
i=1
(
λi0,n
λi,n
) N
2
V i
(
λi0,n
λi,n
x
)
+ vi0n (x) =
i0−1∑
i=1
P i,i0n (x)+ vi0n (x), (30)
where we denote P i,i0n (x) = ( λi0 ,nλi,n )
N
2 V i(
λi0 ,n
λi,n
x), then
E
(
v˜ i0n
)= i0−1∑
i=1
(
λi0,n
λi,n
)2
E
(
V i
)+ E(vi0n )
+
∑
1i, j<i0, i = j
Re
∫
∇ P i,i0n (x) · ∇ P j,i0n (x)dx+
i0−1∑
i=1
Re
∫
∇ P i,i0n (x) · ∇vi0n (x)dx
− 1
2+ 4N
∫ (∣∣v˜ i0n (x)∣∣2+ 4N − i0−1∑
i=1
∣∣P i,i0n (x)∣∣2+ 4N − ∣∣vi0n (x)∣∣2+ 4N
)
dx
= E(vi0n )+
∫
An(x)dx−
∫
Bn(x)dx,
where
An(x) =
∑
1i, j<i0, i = j
Re∇ P i,i0n (x) · ∇ P j,i0n (x) +
i0−1∑
i=1
Re∇ P i,i0n (x) · ∇vi0n (x) (31)
and
Bn(x) = 1
2+ 4N
(∣∣v˜ i0n (x)∣∣2+ 4N − i0−1∑
i=1
∣∣P i,i0n (x)∣∣2+ 4N − ∣∣vi0n (x)∣∣2+ 4N
)
. (32)
Obviously, there exists a constant C > 0 such that∣∣∣∣
∫ [
An(x)− Bn(x)
]
dx
∣∣∣∣ C .
For any i < i0, R > 0 and for n large enough, by the decay assumption, we have∫
|x|R
∣∣∇ P i,i0n (x)∣∣2 dx =
∫
|x|R
∣∣∣∣∇
((
λi0,n
λi,n
) N
2
V i
(
λi0,n
λi,n
x
))∣∣∣∣
2
dx
=
(
λi0,n
λi,n
)2 ∫
|x| λi0,n R
λi,n
∣∣∇V i(x)∣∣2 dx
=
(
λi0,n
λi,n
)2( ∞∫
λi0,n
R
λi,n
o
(
r−N−2
)
rN−1 dr
)
=
(
λi0,n
λi,n
)2( ∞∫
λi0,n
R
λi,n
o
(
r−3
)
dr
)
= C(R)o(1). (33)
Hence, for 1 i, j < i0, i = j, by Hölder’s inequality∣∣∣∣
∫
∇ P i,i0n (x) · ∇ P j,i0n (x)dx
∣∣∣∣ C
( ∫
|x|R
∣∣∇ P i,i0n (x)∣∣2 dx
) 1
2
( ∫
|x|R
∣∣∇ P j,i0n (x)∣∣2 dx
) 1
2
 C(R)o(1) (34)
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∫
∇ P i,i0n (x) · ∇vi0n (x)dx
∣∣∣∣ C
( ∫
|x|R
∣∣∇vi0n (x)∣∣2 dx
) 1
2
( ∫
|x|R
∣∣∇ P i,i0n (x)∣∣2 dx
) 1
2
 C
( ∫
|x|R
∣∣∇ P i,i0n (x)∣∣2 dx
) 1
2
= C(R)o(1). (35)
Thus ∣∣∣∣
∫
|x|R
An(x)dx
∣∣∣∣ C(R)o(1). (36)
Similarly, we have
∫
|x|R
∣∣P i,i0n (x)∣∣2+ 4N dx =
∫
|x|R
∣∣∣∣
(
λi0,n
λi,n
) N
2
V i
(
λi0,n
λi,n
x
)∣∣∣∣
2+ 4N
dx
=
(
λi0,n
λi,n
)2 ∫
|x| λi0,n R
λi,n
∣∣V i(x)∣∣2+ 4N dx
=
(
λi0,n
λi,n
)2( ∞∫
λi0,n
R
λi,n
o
(
r−N−2
)
rN−1 dr
)
=
(
λi0,n
λi,n
)2( ∞∫
λi0,n
R
λi,n
o
(
r−3
)
dr
)
= C(R)o(1), (37)
then for 1 i, j < i0, i = j using Hölder’s inequality, we have
∫
|x|R
∣∣P i,i0n (x)∣∣1+ 4N ∣∣P j,i0n (x)∣∣dx C
[ ∫
|x|R
∣∣P i,i0n (x)∣∣2+ 4N dx
] 1+ 4N
2+ 4N
[ ∫
|x|R
∣∣P j,i0n (x)∣∣2+ 4N dx
] 1
2+ 4N
 C(R)o(1), (38)
and ∫
|x|R
∣∣P i,i0n (x)∣∣1+ 4N ∣∣vi0n (x)∣∣+ ∣∣P i,i0n (x)∣∣∣∣vi0n (x)∣∣1+ 4N dx
 C
[ ∫
|x|R
∣∣P i,i0n (x)∣∣2+ 4N dx
] 1+ 4N
2+ 4N
[ ∫
|x|R
∣∣vi0n (x)∣∣2+ 4N dx
] 1
2+ 4N
+ C
[ ∫
|x|R
∣∣P i,i0n (x)∣∣2+ 4N dx
] 1
2+ 4N
[ ∫
|x|R
∣∣vi0n (x)∣∣2+ 4N dx
] 1+ 4N
2+ 4N
 C
[ ∫
|x|R
∣∣P i,i0n (x)∣∣2+ 4N dx
] 1+ 4N
2+ 4N + C
[ ∫
|x|R
∣∣P i,i0n (x)∣∣2+ 4N dx
] 1
2+ 4N
 C(R)o(1). (39)
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∫
|x|R
Bn(x)dx
∣∣∣∣ C
∫
|x|R
∑
1i, j<i0, i = j
∣∣P i,i0n (x)∣∣1+ 4N ∣∣P j,i0n (x)∣∣dx
+ C
∫
|x|R
i0−1∑
i=1
(∣∣P i,i0n (x)∣∣1+ 4N ∣∣vi0n (x)∣∣+ ∣∣P i,i0n (x)∣∣∣∣vi0n (x)∣∣1+ 4N )dx
= C(R)o(1). (40)
Using (30) again, we have
E
(
v˜ i0n
∣∣|x|R)= E(vi0n ∣∣|x|R)+
i0−1∑
i=1
E
(
P i,i0n (x)
∣∣|x|R)+
∫
|x|R
[
An(x)− Bn(x)
]
dx.
From (36), (40)
lim
n→∞
∫
|x|R
[
An(x)− Bn(x)
]
dx = 0
and from (33), (37) for 1 i < i0
lim
n→∞ E
(
P i,i0n (x)
∣∣|x|R)= 0.
Therefore
lim
n→∞ E
(
vi0n
∣∣|x|R)= limn→∞ E(v˜ i0n ∣∣|x|R).
As ‖∇vi0n ‖L2 and ‖vi0n ‖L2 are uniformly bounded,
lim
R→0 limn→∞ E
(
v˜ i0n
∣∣|x|R)= limR→0 limn→∞ E(vi0n
∣∣|x|R)= limn→∞ limR→0 E(vi0n
∣∣|x|R)= limn→∞ E(vi0n ).
Now we give the lower and upper bound for limn→∞ E(vi0n ). Obviously
E
(
vi0n
)= 1
2
∫ ∣∣∇vi0n (x)∣∣2 dx− N2N + 4
∫ ∣∣vi0n (x)∣∣2+ 4N dx 12
∫ ∣∣∇vi0n (x)∣∣2 dx = 12
and
E
(
vi0n
)
− N
2N + 4
∫ ∣∣vi0n (x)∣∣2+ 4N dx.
By the best constant Gagliardo–Nirenberg inequality and Corollary 3.3, we have
N
2N + 4
∫ ∣∣vi0n (x)∣∣2+ 4N dx 12
(‖vi0n ‖2L2
‖Q ‖2
L2
) 2
N ∥∥∇v2n∥∥2L2
= 1
2
(‖u0‖2L2 −∑i0−1i=1 ‖V i‖2L2 + o(1)
‖Q ‖2
L2
) 2
N
.
Thus
−1
2
(‖u0‖2L2 −∑i0−1i=1 ‖V i‖2L2 + o(1)
‖Q ‖2
L2
) 2
N
 E
(
vi0n
)
 1
2
.
Letting n → ∞, we get the result.
Because vi0n → V i0 weakly in H1 and strongly in L2+ 4N , we easily obtain
E
(
V i0
)
 lim
n→∞ E
(
vi0n
)
.
If V i0 ≡ 0, then
λ
N
2
i0,n
ui0−1n (λi0,nx) → 0 weakly in H1 and hence strongly in Lp, p ∈
(
2,2∗
)
.
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such that (pass to a subsequence if necessary)
uk0n → u∗ weakly in H1, as n → ∞,
thus, by Lemma 3.1
uk0n → u∗ strongly in Lp, as n → ∞
for any p ∈ (2,2∗). We can take V i0+1 ≡ 0 and hence V i ≡ 0 for i > k0. We proved the corollary completely. 
If we give a uniform condition, then we can get a result for all time t . We have the following corollary.
Corollary 4.1. Let N  2, let u0 be a radial function in H1(RN ) and u(t, x) be the corresponding solution to (1) with ﬁnite blow-up
time T > 0. If {tn} is any sequence of time satisfying tn → T and there exists an integer l dependent on the time sequence such that
u(tn, x) =
l∑
i=1
λ
− N2
i,n V
i
l
(
x
λi,n
)
+ uln(x)
where un, λi,n, V il , u
l
n are deﬁned as before. If there exists a constant C independent of the time sequence such that ‖∇uln‖L2  C and
|∇V il (x)| = o(|x|−
N
2 −1) for any 1 i  l and |x| large, then there exists a radial function u∗ ∈ H1 such that when t → T
∣∣u(t, x)∣∣2 →
(
l∑
i=1
∥∥V il ∥∥2L2
)
δx=0 +
∣∣u∗∣∣2 in the sense of distribution,
u(t, x) → u∗ in Lp(|x| R), p ∈ [2,2∗)
for any R > 0.
Proof. Suppose tn → T , t¯n → T are two different sequences of time such that
un(x) =
l∑
i=1
λ
− N2
i,n V
i
l
(
x
λi,n
)
+ uln(x), u¯n(x) =
l¯∑
i=1
λ¯
− N2
i,n V¯
i
l¯
(
x
λ¯i,n
)
+ u¯l¯n(x),
where un = u(tn, x), u¯n = u(t¯n, x). By the assumption of the corollary, ‖∇uln‖L2 and ‖∇u¯l¯n‖L2 are bounded, then there exist
two radial functions u∗, u¯∗ ∈ H1 such that (take a subsequence if necessary)
uln → u∗, u¯l¯n → u¯∗ weakly in H1, as n → ∞,
thus, by Lemma 3.1
uln → u∗, u¯l¯n → u¯∗ strongly in Lp, as n → ∞
for any p ∈ (2,2∗).
By Corollary 2.10, we need only to prove
l∑
i=1
∥∥V il ∥∥2L2 =
l¯∑
i=1
∥∥V¯ i
l¯
∥∥2
L2 , (41)
and u∗ = u¯∗ such that
un → u∗, u¯n → u∗ in Lp
(|x| R), p ∈ [2,2∗).
We ﬁrst claim that for any R > 0,
T∫
0
∫
|x|>R
∣∣∇u(t, x)∣∣2 dxdt < ∞. (42)
Indeed, by the assumption, for any sequence {tn} satisfying tn → T
u(tn, x) =
l∑
λ
− N2
i,n V
i
l
(
x
λi,n
)
+ uln(x),i=1
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∫
|x|R
|∇un|2dx =
∫
|x|R
∣∣∣∣∣∇
[
l∑
i=1
λ
− N2
i,n V
i
l
(
x
λi,n
)
+ uln(x)
]∣∣∣∣∣
2
dx
 2
( ∫
|x|R
∣∣∣∣∣∇
[
l∑
i=1
λ
− N2
i,n V
i
l
(
x
λi,n
)]∣∣∣∣∣
2
dx+
∫
|x|R
∣∣∇uln∣∣2 dx
)
.
Similar to the argument of (33), we have
∫
|x|R
∣∣∣∣∣∇
[
l∑
i=1
λ
− N2
i,n V
i
l
(
x
λi,n
)]∣∣∣∣∣
2
dx C(R)o(1). (43)
By the arbitrary of the sequence, we get the claim.
From (42), for any ε > 0, there exists s = s(R) close enough to T such that
T∫
s
∫
|x|>R
∣∣∇u(t, x)∣∣2 dxdt < ε.
We now use a similar method used in [13] to prove that u(t) is a Cauchy sequence in L2(|x| R) as t → T .
For a ﬁx parameter τ > 0, let
vτ (t, x) = u(t + τ , x) − u(t, x).
u(t, x) is strongly continuous in L2 at time s, so there exists τ0 such that, for any τ ∈ [0, τ0],∫ ∣∣vτ (s, x)∣∣2 dx< ε.
We now claim for any τ ∈ [0, τ0] and any t ∈ [s, T − τ ),∫
|x| R4
∣∣vτ (t, x)∣∣2 dx< Cε,
for some constant C > 0. This implies that u(t, x) is a Cauchy sequence in L2(|x| R).
We prove the claim. By the deﬁnition of vτ (t, x),
ivτt = −vτ −
(|u| 4N u(t + τ )− |u| 4N u(t)).
Let φ(x) be a cut-off function such that φ(x) = 1 for |x| 2, φ(x) = 0 for |x| 1. We have
1
2
(∫
φ
(
x
R
)∣∣vτ (t, x)∣∣2 dx)
t
= 1
R
Im
(∫
∇φ
(
x
R
)
· ∇vτ (t, x)vτ (t, x)dx
)
+ Im
(∫
φ
(
x
R
)
vτ (t, x)
(|u| 4N u¯(t + τ , x) − |u| 4N u¯(t, x))dx).
By conservation of mass and Hölder’s inequality, we have∣∣∣∣
∫
∇φ
(
x
R
)
· ∇vτ vτ dx
∣∣∣∣ C(R)+ C(R)
( ∫
|x| R10
∣∣∇u(t, x)∣∣2 + ∣∣∇u(t + τ , x)∣∣2 dx).
Next, obviously
∣∣vτ (t, x)∣∣(∣∣u(t + τ , x)∣∣1+ 4N + ∣∣u(t, x)∣∣1+ 4N ) C(∣∣u(t + τ , x)∣∣2+ 4N + ∣∣u(t, x)∣∣2+ 4N ).
We may assume the cut-off function φ = φ˜ 4N +2 and φ˜ is regular. Then for the second term, by Gagliardo–Nirenberg inequal-
ity and conservation of mass, we have
106 S. Gao / J. Math. Anal. Appl. 377 (2011) 88–109∫
φ
(
x
R
)∣∣u(t, x)∣∣2+ 4N dx = ∫ ∣∣∣∣φ˜
(
x
R
)
u(t, x)
∣∣∣∣
2+ 4N
dx
 C
(∫ ∣∣∣∣∇
(
φ˜
(
x
R
)
u(t, x)
)∣∣∣∣
2
dx
)(∫ ∣∣∣∣φ˜
(
x
R
)
u(t, x)
∣∣∣∣
2
dx
) 2
N
 C(R)
(
1+
∫
|x| R10
∣∣∇u(t, x)∣∣2 dx).
Thus we have for any τ ∈ [0, τ0] and any t with [t, t + τ ] ⊂ [s, T )(∫
φ
(
x
R
)∣∣vτ (t, x)∣∣2 dx)
t
 C(R)
(
1+
∫
|x| R10
∣∣∇u(t, x)∣∣2 + ∣∣∇u(t + τ , x)∣∣2 dx).
Integrating this we get the claim.
Since u(t, x) is a Cauchy sequence in L2(|x| R) as t → T , there exists a radial function v∗ ∈ H1 such that
un → v∗, u¯n → v∗ in L2
(|x| R),
for the two sequences {un} and {u¯n}.
We prove u∗ = v∗ and uln → u∗ in L2. Obviously,
uln → v∗ weakly in L2
(|x| R).
In addition,
uln → u∗ weakly in H1, (44)
then
uln → u∗ weakly in L2
(|x| R).
By uniqueness of weak limit, we have v∗ = u∗ .
On the other hand, from (44)
uln → u∗ strongly in L2loc,
then
uln → u∗ in L2
(|x| R).
Therefore
uln → u∗ in L2.
Similarly, we can prove u¯∗ = v∗ and u¯l¯n → u∗ in L2.
We still need to prove (41). Indeed, by Corollary 3.3, we have
‖u0‖2L2 =
l∑
i=1
∥∥V il ∥∥2L2 + ∥∥uln∥∥2L2 + o(1)
and
‖u0‖2L2 =
l¯∑
i=1
∥∥V¯ i
l¯
∥∥2
L2 +
∥∥u¯l¯n∥∥2L2 + o(1).
Therefore
l∑
i=1
∥∥V il ∥∥2L2 =
l¯∑
i=1
∥∥V¯ i
l¯
∥∥2
L2 .
Hence we complete our proof of Corollary 4.1. 
Proof of Corollary 2.16. For 1 i  i0−1, η
N
2
i V
i(ηi x) are bound states for some positive constants ηi , then V i = 0, E(V i) = 0
and each has exponential decay. By Corollary 2.10, we obtain the result. 
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Proof of Lemma 3.2. Let V(ν) be the set of functions obtained as weak limits of subsequences of the translated ν(· + xn)
with {xn}∞n=1 ⊂ RN . We denote
η(ν) =: sup{‖V ‖H1 , V ∈ V(ν)}.
Clearly,
η(ν) limsup
n→∞
‖V ‖H1 .
We will prove the existence of a sequence {V j}∞j=1 of V(ν) and a family {x j}∞j=1 of sequences of RN such that
k = j ⇒ ∣∣xkn − x jn∣∣ −→n→∞+∞
and, up to extracting a subsequence, the sequence {νn}∞n=1 can be written as
νn(x) =
l∑
j=1
V j
(
x− x jn
)+ νln(x), η(νl)−→
l→∞
0
such that the inequalities (11), (12) hold.
If η(ν) = 0, we can take V j ≡ 0 for all j. This in fact is the vanishing case in concentration compact theory of P. Lions,
i.e. ∀R > 0, x ∈ RN ,
limsup
n→∞
∫
|y−x|R
|νn|2 dy = 0,
thus ∫
|νn|p → 0 as n → ∞
for any p ∈ (2,2∗).
We prove this. Or else, we set
α = limsup
n→∞
∫
|y−x|R
|νn|2 dy
then there exists a subsequence, still denoted by {νn}∞n=1, and a sequence {xn}∞n=1 ⊂ RN , R > 0 s.t.∫
BR (xn)
|νn|2 dy  α
2
.
Set ν˜n = νn(x+ xn), then∫
BR (0)
|νn|2 dy  α
2
;
therefore, there exist an H1 function ν0 and
ν˜n → ν0 weakly in H1
(
BR(0)
)
,
then ∫
BR (0)
|ν0|2 dy  α
2
.
Thus, η(ν) > 0, a contradiction.
If η(ν) > 0, we can choose V 1 ∈ V(ν) such that
∥∥V 1∥∥H1  1η(ν) > 0.2
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νn
(· + x1n)→ V 1 weakly in H1.
We set
ν1n = νn − V 1
(· − x1n).
Since ν1n (· + x1n) → 0 weakly in H1, we get, as n → ∞,
‖νn‖2L2 =
∥∥V 1∥∥2L2 + ∥∥ν1n∥∥2L2 + o(1),
‖∇νn‖2L2 =
∥∥∇V 1∥∥2L2 + ∥∥∇ν1n∥∥2L2 + o(1).
Now, we replace ν by ν1 and repeat the same process. If η(ν1) > 0, we can get V 2(x), x2n and ν
2(x). Moreover, we have∣∣x1n − x2n∣∣→ ∞ as n → ∞.
Or else, up to a subsequence, we get
x1n − x2n → x0 as n → ∞
for some x0 ∈ RN . Since
ν1n
(· + x2n)= ν1n (· + (x2n − x1n)+ x1n)
and ν1n (· + x1n) converges weakly to 0, then V 2 = 0, a contradiction. An argument of iteration and orthogonal extraction
allows us to construct the families {x j}∞j=1 and {V j}∞j=1 satisfying the claims above. Furthermore, the convergence of the
series
∑∞
j=1 ‖V j‖2H1 implies that∥∥V j∥∥H1 −→j→∞0.
However, by contradiction, we have
η
(
ν j
)
 2
∥∥V j−1∥∥H1 ,
which proves that η(ν j) → 0 as claimed. To complete the proof, we remain to prove (10). For that purpose let us introduce
χR ∈ S(RN ) such that
χˆR(ξ) =
{
1 if |ξ | R,
0 if |ξ | 2R.
Here ˆ denotes the Fourier transform. One has
νln = χR ∗ νln + (δ − χR) ∗ νln,
where ∗ stands for the convolution and δ for the Dirac distribution.
Let p ∈ (2,2∗). On the one hand, using Sobolev embedding theory, we get∥∥(δ − χR) ∗ νln∥∥Lp  C∥∥(δ − χR) ∗ νln∥∥H˙β  C Rβ−1∥∥νln∥∥H1 ,
for β = N( 12 − 1p ) < 1. On the other hand, one can estimate
∥∥χR ∗ νln∥∥Lp  C∥∥χR ∗ νln∥∥ 2pL2∥∥χR ∗ νln∥∥1−
2
p
L∞
 C
∥∥νln∥∥ 2pL2∥∥χR ∗ νln∥∥1−
2
p
L∞ .
Now, observe that
limsup
n→∞
∥∥χR ∗ νln∥∥L∞(RN ) = sup{xn}∞n=1 limsupn→∞
∣∣χR ∗ νln(xn)∣∣.
Thus, in view of the deﬁnition of V(νl), we infer
limsup
n→∞
∥∥χR ∗ νln∥∥L∞(RN )  sup
{∣∣∣∣
∫
N
χR(−x)V (x)dx
∣∣∣∣, V ∈ V(νl)
}
.R
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limsup
n→∞
∥∥χR ∗ νln∥∥L∞(RN )  C(R) sup{‖V ‖L2(RN ), V ∈ V(νl)}.
Thus, we obtain
limsup
n→∞
∥∥χR ∗ νln∥∥L∞(RN )  C(R)η(νl)
for every l 1. Finally, we get
∥∥νln∥∥Lp  C Rβ−1∥∥νln∥∥H1 + C(R)∥∥νln∥∥ 2pL2η(νl)1− 2p .
We let successively l and R go to inﬁnity, and since η(νl)−→
l→∞
0 and the family of sequences {νln} are uniformly bounded in
H1(RN ), we infer
limsup
n→∞
∥∥νln∥∥Lp −→l→∞0
as claimed. This completes the proof. 
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