Although attention has been given to obtaining reliable standard errors for the plugin estimator of the Gini index, all standard errors suggested until now are either complicated or quite unreliable. An approximation is derived for the estimator by which it is expressed as a sum of IID random variables. This approximation allows us to develop a reliable standard error that is simple to compute. A simple but effective bias correction is also derived. The quality of inference based on the approximation is checked in a number of simulation experiments, and is found to be very good unless the tail of the underlying distribution is heavy. Bootstrap methods are presented which alleviate this problem except in cases in which the variance is very large or fails to exist. Similar methods can be used to find reliable standard errors of other indices which are not simply linear functionals of the distribution function, such as Sen's poverty index and its modification known as the Sen-Shorrocks-Thon index.
Introduction
Some attention has been given recently to the standard error of a Gini index estimated by a plug-in estimator with no distributional assumptions. Quite a number of techniques for computing an asymptotically valid standard error have been proposed, of varying degrees of complexity or computational intensiveness. Sandström, Wretman, and Waldén (1988) discuss estimation of the Gini coefficient with arbitrary probability sampling design, and then propose three ways to compute a standard error. The first is from a complicated analytic formula, the second is based on the jackknife, and the third is discarded as "quite useless".
More recently, Bishop, Formby, and Zheng (1997) have given a discussion of the variance of the Gini index in the context of estimating Sen's index of poverty; their approach is based on U-statistics, as is also that of Xu (2007) . Ogwang (2000) provided a method for computing the Gini index by an OLS regression, and discussed how to use this regression to simplify the computation of the jackknife standard error. Then Giles (2004) claimed that the OLS standard error from this regression could be used directly in order to compute the standard error of the Gini index itself. See also the reply by Ogwang (2004) .
Subsequently, Modarres and Gastwirth (2006) struck a cautionary note on the use of Giles's approach, showing by simulation that the standard errors it produces are quite inaccurate. They recommended a return to the complex or computationally intensive methods used previously, and, in their replies, Ogwang (2006) and Giles (2006) did not fundamentally disagree with the criticism. More recently still, Bhattacharya (2007) has developed techniques of asymptotic inference for Lorenz curves and the Gini index with stratified and clustered survey data. These techniques are based on sample empirical process theory and the functional delta method, and they lead to a formula for the variance of an estimated Gini index, which is however not at all easy to implement. This paper shows how to compute an asymptotically correct standard error for an estimated Gini index, based on a reasonably simple formula that is very easy to compute. The proposed standard error is based on the delta method, but makes no use of empirical process theory. The approach also provides a simple and effective bias correction for the estimate of the index. The methods used can be extended to other commonly used indices, including Sen's (1976) poverty index, and the modification of it proposed by Shorrocks (1995) , often referred to as the Sen-Shorrocks-Thon (SST) index.
In section 2, we review some well-known properties of the Gini index, and give an expression for the Gini index of a sample. This is then related to the regression proposed by Ogwang (2000) . Then, in section 3, an asymptotic approximation for the usual plug-in estimator of the index is derived. This approximation shows that the estimator is asymptotically normal, since it takes the form of a sum of IID random variables. In section 4, inference based on the estimate is investigated. The asymptotic variance is easily found from the approximation, and it is shown how it can easily be estimated from the sample. Bias is studied next, and a simple bias correction proposed.
-1 -Section 5 considers the jackknife as an alternative way of doing bias correction and variance estimation. It is found that the jackknife does not give reliable inference. The bootstrap is discussed briefly in section 6. Unlike the jackknife, the bootstrap can yield reasonably reliable inference. Section 7 provides simulation evidence that bears out the main conclusions of the paper, and reveals their limitations when used with heavy-tailed distributions. The empirical study given in Giles (2004) is redone in section 8 so as to make clear how the methods of this paper differ from those used by Giles. In section 9, the methods of the paper are used to find the asymptotic variance of Sen's (1976) poverty index and the SST variant. Section 10 concludes.
Properties of the Gini index
The classical definition of the Gini index of inequality is twice the area between the 45
• -line and the Lorenz curve. If we denote by F the cumulative distribution function (CDF) of the incomes under study, the Lorenz curve is defined implicitly by the equation
where µ ≡ 
Using the definition (1) in (2), we find that
Then, on interchanging the order of integration and simplifying, we obtain 
The last expression above corresponds to a result cited in Modarres and Gastwirth (2006) according to which G is 2/µ times the covariance of Y and F (Y ), where Y denotes the random variable "income" of which the CDF is F . There are of course numerous other ways of expressing the index G, but (3) is most convenient for present purposes. See Appendix A for further discussion of this point.
Suppose now that an IID sample of size n is drawn randomly from the population, and let its empirical distribution function (EDF) be denoted asF . The natural plug-in estimator of G is thenĜ, defined aŝ
EvaluatingĜ using (4) reveals an ambiguity: different answers are obtained if the EDF is defined to be right-or left-continuous. The ambiguity can be resolved by splitting the difference, or by noting that we can writê
Here the y (i) , i = 1, . . . , n, are the order statistics. The definition (5) has the advantage over alternative possibilities that, when y (i) =μ for every i,Ĝ = 0.
In order to computeĜ itself, Ogwang (2000) suggested the use of the regression
estimated by weighted least squares under the assumption that the variance of u i is proportional to 1/y (i) . The parameter estimateθ is then
iy (i) .
It is easy to check thatĜ, as given by (5), is equal to 2θ/n − 1 − 1/n. Giles (2004) reformulated the weighted regression as i y (i) = θ y (i) + v i , i = 1, . . . , n,
now to be estimated by OLS. His proposal was then simply to use the OLS standard error, multiplied by 2/n, as the standard error ofĜ. As pointed out by Modarres and Gastwirth (2006) , however, the fact that the order statistics are correlated means that the OLS standard error may be unreliable.
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An asymptotic expression for the Gini index
Standard arguments show that the estimator (4) is consistent under weak regularity conditions. Among these, we require the existence of the second moment of the distribution characterised by F . This is not quite enough, as the class of admissible CDFs F must be further restricted so as to avoid the Bahadur-Savage problem; see Bahadur and Savage (1956) . Asymptotic normality calls for a little more regularity, but not a great deal. In this section, we examine the quantity n 1/2 (Ĝ − G) that should be asymptotically normal under the required regularity, and derive the variance of its limiting distribution as n → ∞.
Notice that the integral defining I exists if we assume that the first moment of F exists, since F (y) is bounded above by 1. Then we have
Our assumed regularity ensures that both n 1/2 (μ − µ) and n 1/2 (Î − I) are of order 1 in probability. To leading order, then, we may approximate (9) by replacing µμ in the denominator by µ 2 . Next, we note that
Clearly this is an asymptotically normal random variable. For n 1/2 (Î −I), we calculate as follows.
The last term above is of order n
as n → ∞, and so will be ignored for the purposes of our asymptotic approximation.
The first term in the rightmost member of (10) is
-4 -note from (8) that I = E Y F (Y ) . Evidently, this is asymptotically normal, since the terms are IID, the expectation of each term in the sum is 0, and the variance exists. The second term is
where I(·) is an indicator function, equal to 1 if its argument is true, and to 0 if not. Define the deterministic function m(y) ≡ y 0
x dF (x). We see that
Consequently,
Thus (12) becomes
which is again asymptotically normal. It follows that n 1/2 (Î − I) is also asymptotically normal, and, from (10), (11), and (13),
Finally, we obtain from (9) an approximate expression for n
This expression can of course be regarded as resulting from the application of the delta method to expression (4). It is useful to express (15) as the sum of contributions from the individual observations, as follows:
is expressed approximately as the normalised sum of a set of IID random variables of expectation zero, so that asymptotic normality is an immediate consequence. Since from (3) and (8) we have G = 2I/µ−1, the variance of the limiting distribution of n
The random variable
can with some effort be shown to be same as that used by Bhattacharya (2007) in the influence function he uses to derive the asymptotic variance ofĜ. 
Inference for the Gini index
To estimate the variance (16), one can replace µ byμ and G byĜ. But the functions F and m are normally unknown, and so they, too, must be estimated. The value of F (y (i) ) at the order statistic y (i) is estimated byF (y (i) ) = (2i − 1)/(2n), where we continue to evaluateF at its points of discontinuity by the average of the lower and upper limits. Since by definition m(
If y j = y (i) , then we see thatm(
ThenZ ≡ n −1 n i=1Ẑ i is an estimate of E(Z i ), and n
is an estimate of Var(Z i ). Since the sum in (16) can be rewritten as the sum of the variances of the Z i , i = 1, . . . , n, the variance ofĜ can be estimated by
Having a reasonable estimate of the variance ofĜ is only one part of getting reasonable inference, sinceĜ can be quite severely biased. First, we note that, since E(μ) = µ, 1 I am grateful to an anonymous referee for suggesting this comparison.
-6 -the expectation of the first term on the right-hand side of (15) vanishes. Therefore we need consider only E(Î − I) in order to approximate E(Ĝ − G).
Replacing population values by estimates, we see thatÎ =μ(Ĝ + 1)/2, and, from the expression (5) forĜ, it follows that
In order to compute the expectation ofÎ, we need the expectations of the order statistics y (i) . It is known that, if the order statistics are those of an IID sample of size n drawn from the continuous distribution F with density f ≡ F , then the density of y (i) is
Now it is easy to check that
If i = 1, the first term on the right-hand side of the second equation above is replaced by 0. We see that
where the last step follows from the binomial theorem. Similarly, from (21) along with (22), we have
-7 -Thus, with (22) and (23), (20) becomes
From (15) we can now obtain an approximate expression for the bias ofĜ:
It follows from this thatG ≡ nĜ/(n − 1) is a bias-corrected estimator of G. Although still biased, its bias is of order smaller than n −1 .
It may be helpful here to summarise the steps needed in the computation of (19) and (24). After computingμ as the sample mean, the steps are as follows.
• Sort the sample in increasing order, so as to obtain the series of order statistics y (i) .
• Form the two series
. ThenÎ =w, the mean of the w i .
• Compute the bias-corrected estimate of the Gini index as n(2Î/μ − 1)/(n − 1).
• Form the seriesẐ i = −(G + 1)y (i) + 2(w i − v i ), and compute the meanZ. The estimated variance ofG is the sum of the squares of theẐ i −Z, divided by (nμ) 2 , as in (19) . The standard error is the square root of the estimated variance.
It is often of considerable interest to test whether the Gini indices for two populations are the same. If independent samples are drawn from both populations, one can compute the two estimated indices,Ĝ 1 andĜ 2 say, or, preferably, the almost unbiased estimatesG 1 andG 2 , along with two standard errorsσ G1 andσ G2 . For simplicity, we will use the notationĜ for either of the possible estimators. A suitable test statistic is then τ ≡ (Ĝ 1 −Ĝ 2 )/ σ 2 G1 +σ 2 G2 . If correlated samples are available, the covariance of the two estimated indices should be taken into account. In order to do so, two series, with elementsẐ 1i andẐ 2i say, should be formed, using (18), for each sample. Then, after making sure that the elements of the two series are ordered in the same way, the covariance ofĜ 1 andĜ 2 is estimated by
where n is the size of each sample,μ k , k = 1, 2, are the sample means, andZ k , k = 1, 2, the means of theẐ ki . The same technique can be used to estimate covariances of a set of more than two estimated Gini indices.
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The jackknife
Among the various "computationally intensive" suggestions for obtaining a standard error for the Gini index is the jackknife; it is proposed by Modarres and Gastwirth (2006) among others. However, we will see in this section that the jackknife does not yield a reliable estimate of the standard error, and further that it is not even appropriate for its usual main function, namely bias correction.
A first remark is called for here. Given the regression (6) proposed by Ogwang (2000) as modified by Giles (2004) to take the form (7) that can be estimated by OLS, implementation of the jackknife is by no means computationally intensive. Consider Giles's regression modified further as follows:
where the term "residual" is used to emphasise the fact that this regression is a computational tool, and has no direct statistical interpretation. It is straightforward to check that the OLS estimateθ from this regression is equal to the (biased) estimatorĜ given by (5).
If we denote byθ
the estimate obtained by leaving out observation i, then the jackknife estimate of G isĜ
).
The jackknife bias estimator is thus n −1 times the negative of
From the result of the previous section, this should be an estimate of G for the jackknife to correct properly for bias.
For the general linear regression
estimated by OLS, with X i a 1 × k vector of regressors and θ a k × 1 vector of parameters, the vector θ
of OLS estimates found by omitting observation i is related to the full-sample estimateθ by the equation
where X is the n × k matrix with i th row X i ,û i is the OLS residual for observation i, and h i = (P X ) ii , the i th diagonal element of the orthogonal projection matrix
X . See Davidson and MacKinnon (2004) , section 2.6, for details.
-9 -In order to specialise (29) for use with regression (26), we note that X becomes a vector with typical component y (i) , and h i = y (i) /(nμ). The residual iŝ
Thus, noting thatθ =Ĝ, we see that
Since this is trivially easy to compute after computingĜ, by running regression (26) or otherwise, implementing the formula (27) is also very simple.
Let us take a closer look at expression (28). From (30), we find that
Since n (5)), and n
Thus we have
Now n
is the sample variance, while
where we define e 2 = E Y 2 F (Y ) . Substituting these results into (32), we find that
which is a consistent estimator of the rather complicated functional defined by the same expression without the hats. In general, b J is not, therefore, a consistent estimator of G,
. It may well be thatĜ J is less biased thanĜ, but its bias converges to 0 as n → ∞ no faster. Since the properly bias-corrected estimator nĜ/(n − 1) is even easier to compute than the jackknife estimatorĜ J , there is no need to bother with the latter.
The jackknife estimator of the variance ofĜ is
with theθ
given by (30). The calculations needed to analyse (34) are similar in spirit to those above for the jackknife estimator itself, but a good deal more complicated, and so we omit them here. They show that it is not a consistent estimator of the asymptotic variance ofĜ. This fact also emerges very clearly from some of the simulations reported in section 7.
The bootstrap
Unlike the jackknife, the bootstrap can reasonably be expected to yield fairly reliable inference about the Gini index. Indeed, if used in combination with the asymptotic standard error derived from (19), it should give rise to asymptotic refinements relative to inference based on the variance estimate (19); see Beran (1988) . This fact means that the bootstrap method described in this section has an asymptotic refinement relative to that proposed in Mills and Zandvakili (1997) , who, in the absence of a convenient analytical expression for the standard error, made use of the percentile bootstrap rather than the percentile-t bootstrap now described.
Specifically, in order to test the hypothesis that the population value of the Gini index is G 0 , one first computes the statistic τ ≡ (Ĝ − G 0 )/σ G , where hereĜ is the almost unbiased estimate n(2Î/μ − 1)/(n − 1), and the standard errorσ G is the square root of the variance estimate (19). Then one generates B bootstrap samples of size n by resampling with replacement from the observed sample (assumed to be also of size n). For bootstrap sample j, one computes a bootstrap statistic τ * j , in exactly the same way as τ was computed from the original data, but with G 0 replaced byĜ, in order that the hypothesis tested should be true of the bootstrap data-generating process. The bootstrap P value is then the proportion of the τ * j that are more extreme than τ . For a test at significance level α, rejection occurs if the bootstrap P value is less than α. For such a test, it is also desirable to choose B such that α(B + 1) is an integer; see, among other references, Davidson and MacKinnon (2000) .
Bootstrap confidence intervals can also be based on the empirical distribution of the bootstrap statistics τ * j . For an interval at nominal confidence level 1−α, one estimates the α/2 and 1 − α/2 quantiles of the empirical distribution, normally as the αB/2 and (1−α/2)B order statistics of the τ q α/2 and q 1−α/2 respectively. Then the bootstrap confidence interval is constructed as
It is of the sort referred to as a percentile-t, or bootstrap-t, confidence interval; see for instance Hall (1992) .
In order to test a hypothesis that the Gini indices are the same for two populations from which two independent samples have been observed, a suitable test statistic is
For each bootstrap repetition, a bootstrap sample is generated by resampling with replacement from each of the two samples, and then the bootstrap statistic is computed as (G *
) 2 in what should be obvious notation. If the samples are correlated, the denominator of the statistic should take account of the covariance, which can be estimated using the formula (25). Bootstrap samples are then generated by resampling pairs of observations.
Simulation evidence
In this section, we study by simulation to what extent the methods proposed here give reliable inference, and we compare them with methods previously proposed.
First, in order to see whether the asymptotic normality assumption yields a good approximation, simulations were undertaken with drawings from the exponential distribution, with CDF F (x) = 1 − e −x , x ≥ 0. The true value G 0 of the Gini index for this distribution is easily shown to be one half. In Figure 1 , graphs are shown of the EDF of 10,000 realisations of the statistic τ = (Ĝ − G 0 )/σ G , using the bias-corrected version ofĜ and the standard errorσ G derived from (19), for sample sizes n = 10 and 100. The graph of the standard normal CDF is also given as a benchmark. It can be seen that, even for a very small sample size, the asymptotic standard normal approximation is good. The estimated bias ofĜ was −0.000444 for n = 10, and −0.000717 for n = 100. Thus the promise of an approximately unbiased estimator is borne out in these examples. The means of the realised τ were −0.1262 and −0.0478 for n = 10 and n = 100, and the variances were 1.3709 and 1.0879. The greatest absolute differences between the empirical distributions of the τ and the standard normal CDF were 0.0331 and 0.0208.
In contrast, Figure 2 shows the empirical distributions for n = 100 of the statistics
Hereσ OLS is the standard error from regression (7),σ J is the square root of the variance (34), andĜ J is given by (27). The exponential distribution may well be fairly characteristic of distributions encountered in practice, but its tail is not heavy. Heavy-tailed distributions are notorious for causing problems for both asymptotic and bootstrap inference, and so in Figure 3 we show empirical distributions for our preferred statistic τ with data generated by the Pareto distribution, of which the CDF is F Pareto (x) = 1 − x −λ , x ≥ 1, λ > 1. The second moment of the distribution is λ/(λ − 2), provided that λ > 2, so that, if λ ≤ 2, no reasonable inference about the Gini index is possible. If λ > 1, the true Gini index is 1/(2λ − 1). Plots of the distribution of τ are shown in Figure 3 for n = 100 and λ = 100, 5, 3, 2. For values of λ greater than about 50, the distribution does not -13 -change much, which implies that there is a distortion of the standard error with the heavy tail even if the tail index is large. The actual index estimateĜ, however, is not significantly biased for any value of λ considered. It is plain that the usual difficulties with heavy-tailed distributions are just as present here as in other circumstances.
The lognormal distribution is not usually considered as heavy-tailed, since it has all its moments. It is nonetheless often used in the modelling of income distributions. Since the Gini index is scale invariant, we consider only lognormal variables of the form e σW , where W is standard normal. In Figure 4 the distribution of τ is shown for n = 100 and σ = 0, 5, 1.0, 1.5. We can see that, as σ increases, distortion is about as bad as with the genuinely heavy-tailed Pareto distribution. The comparison is perhaps not entirely fair, since, even for the worst case with λ = 2 for the Pareto distribution, -14 - Figure 4 . Distribution of τ for the lognormal distribution G = 1/3. However, for σ = 1, the index for the lognormal distribution is 0.521, and for σ = 1.5 there is a great deal of inequality, with G = 0.711.
We end this section with some evidence about the behaviour of the bootstrap. In Table 2 , coverage rates of percentile-t bootstrap confidence intervals are given for n = 100 and for nominal confidence levels from 90% to 99%. The successive rows of the table correspond, first, to the exponential distribution, then to the Pareto distribution for λ = 10, 5, 2, and finally to the lognormal distribution for σ = 0.5, 1.0, 1.5. The numbers are based on 10,000 replications with 399 bootstrap repetitions each. Apart from the expected serious distortions when λ = 2, and when σ = 1.5, the coverage rate of these confidence intervals is remarkably close to nominal. It seems that, unless the tails are very heavy indeed, or the Gini index itself large, the bootstrap can yield acceptably reliable inference in circumstances in which the asymptotic distribution does not.
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Empirical illustration
Giles (2004) uses his proposed methods, including the jackknife, in order to estimate the Gini index and associated standard error for consumption data for 133 countries, data extracted from the Penn World Tables; see Summers and Heston (1995) . The tables in this section compare Giles's results with those obtained using the methods of this paper.
The data are measures of real consumption per capita, in constant dollars, expressed in international prices, base year 1985, for four years, 1970, 1975, 1980, and 1985 . The Gini index is therefore a measure of dispersion of consumption across the 133 countries for which data are available. Table 3 shows the estimated index for each of the four years, first as computed using formula (5) (or equivalently, by Giles's regression (7) or (26)), second with the simple bias correction proposed here, and third using the jackknife formula (27). The standard errors associated with these estimates are, respectively, the standard error from regression (26), the square root of the variance estimate (19), and the jackknife standard error, given by the square root of (34). Table 3 . Estimates and standard errors of G It can be seen that the jackknife does a very good job of bias correction with these data, at least according to the theory-based bias correction. On the other hand, the jackknife standard errors are similar to those produced by regression (26), and are quite different from those given by (19).
There are slight numerical discrepancies between the results given here and those given by Giles. They affect only the last two decimal places. I think that the numbers here are correct. Table 4 gives three 95%-nominal confidence intervals for each year of data. The first is based on the standard errors from (19), along with critical values from the standard normal distribution; the second uses the jackknife standard errors with N(0,1) critical -16 -values; the third is the percentile-t bootstrap confidence interval. The asymptotic intervals with the best standard error are very similar indeed to the bootstrap intervals, and both are very much narrower than those computed with the jackknife standard errors. Table 4 . Confidence intervals for G Whatever confidence intervals are used, they all overlap, and so it is not possible to reject the hypothesis that the indices are the same for all four years, unless one takes into account the fact that the series are strongly correlated. By estimating the covariance of the estimated indices for 1970 and 1985 by (25) , an asymptotically standard normal statistic can be computed for the hypothesis that the indices are the same for both years. Its value is 2.462, which allows us to reject the hypothesis at conventional significance levels.
Extensions: Sen's poverty index and the SST index
In this section, we sketch briefly how the methods of this paper can be used to obtain an asymptotically valid standard error of Sen's poverty index; see Sen (1976) . This index makes use of the Gini index of the poor in the population, that is, those whose income is less than a specified poverty line, which we here treat as exogenously given. For a poverty line z, Sen justifies the use of the following index as a reasonable measure of poverty:
Sen's definition is for a discrete population. His notation is as follows. H is the headcount ratio, which can generally be expressed as F (z), where F is the population CDF, discrete or continuous. His I -not the same as our I defined in (8) -is given by 1 q
where q = nF (z) is the number of the poor. Here we have used the function m(y) = y 0
x dF (x) defined in section 3. The last two expressions in (36) can apply to either a discrete or continuous population. Sen's I is interpreted as the income-gap ratio. The Gini index of the poor, G p , is defined by Sen as
-17 -where µ p is the average income of the poor. The above expression can also be written as
which corresponds exactly with our definition (5) for the Gini index of everyone in a discrete sample or population. In terms of the CDF F , we have
It follows that (37) can be expressed as
and so, from (35) along with (36) and (38), we find that
We use (39) as our definition of Sen's index for both continuous and discrete populations, in the latter case resolving the ambiguity of a left-or right-continuous CDF by splitting the difference, as in (5) and (37).
We now consider the problem of estimating S(z) on the basis of a sample of size n drawn from a population characterised by the CDF F . As usual, we denote byF the empirical distribution function of the sample. The natural plug-in estimator iŝ
Letq be the number of individuals in the sample whose incomes are below the poverty line z; we haveq = nF (z). Then a short calculation shows that
It is of interest to observe that the estimate (41) does not coincide exactly with Sen's own definition for a discrete population, which can be written as
This point is discussed further in Appendix A.
The algorithm for computingŜ(z) along with its standard error from a sample of size n can be summarised as follows.
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• Determine the numberq of individuals with income less than the poverty line z.
• For i = 1, . . . ,q, form the series s i ≡ (z − y (i) )(q − i + The calculations that lead to this algorithm are found in Appendix B. Simulations show clearly thatŜ(z) is downward biased. Unfortunately, estimating the bias is not as straightforward as forĜ.
The SST index is defined by Shorrocks (1995) as
(2n − 2i + 1)(z − y (i) ).
Arguments like those leading to (39) show that this formula can be extended to deal with both continuous discrete distributions by using the definition
The plug-in estimator obtained by replacing F byF in (44) does in this case coincide exactly with (43). The algorithm for computingŜ SST (z) using a sample of size n is much like that forŜ(z). The last three steps are replaced by Again, details are found in Appendix B.
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Conclusion
An expression for the asymptotic distribution of the plug-in estimator of the Gini index has been found that behaves at least as well as other proposed distributions. It is based on an approximation of the estimator as a sum of IID random variables. This approximation allows us to derive a reliable formula for the asymptotic variance. A somewhat more complicated argument leads to an expression for the bias of the estimator. Both bias and variance are easy to estimate in a distribution-free manner.
Similar methods can be used to estimate the variance of Sen's (1976) index of poverty, for arbitrary poverty line z. Unfortunately, it does not seem to be easy to find an expression for the bias of the estimator. This is not the case for the Sen-ShorrocksThon modification of the index, for which the standard error and bias are easy to estimate.
Simulations demonstrate that the asymptotic distribution derived for the Gini index is good even for quite small sample sizes, and, unless the tails of the underlying distribution are heavy, is thoroughly reliable for sample sizes greater than around 100. With heavy tails, or with a lognormal distribution with a large variance, the asymptotic distribution is a less good approximation. Use of the bootstrap, however, allows us to obtain reliable inference unless the tails are so heavy that the variance is huge or fails to exist.
