Abstract. We define a map of simplicial presheaves, the Chern character, that assigns to every sequence of composable non connection preserving isomorphisms of vector bundles with holomorphic connections an appropriate sequence of holomorphic forms. We apply this Chern character map to theČech nerve of a good cover of a complex manifold and assemble the data by passing to the totalization to obtain a map of simplicial sets.
Let HVB(U ) = N (HVB ∇ (U )) be the simplicial presheaf that assigns to a complex manifold U the nerve of the category whose objects are holomorphic vector bundles endowed with holomorphic connections, and whose morphisms are holomorphic bundle isomorphisms that ignore the connections. Let Ω • hol (U ) [u] •≤0 be the non-positively graded complex obtained by first tensoring holomorphic differential forms (Ω • hol (U ), d = 0), with the polynomial ring in u of degree −2, and then quotienting out by all elements in positive degrees. Then, Ω(U ) = DK(Ω • hol (U ) [u] •≤0 ) is the underlying simplicial set of the Dold-Kan functor applied to Ω • hol (U ) [u] •≤0 . Simply, this is the simplicial set whose k-simplices are decorations of all i-dimensional faces of the standard k-simplex with sequences of forms, all even for i even, and all odd for i odd, in such a way that the alternating sum of all forms sitting on the (i − 1)-dimensional faces of any i-dimensional face add up to 0. The assignment U → Ω • hol (U ) [u] •≤0 defines a simplicial presheaf Ω.
We construct a map of simplicial presheaves Ch : HVB → Ω, as follows. In simplicial degree 0, we assign to a holomorphic bundle and a holomorphic connection (E, ∇) the decoration of the standard 0-simplex by the sum dim(E) + 0 · u + 0 · u 2 + . . . , where dim(E) is the dimension of the fiber of E and the j th zero denotes the zero 2j-form.
In simplicial degree 1, we assign to a bundle isomorphism g : (E 0 , ∇ 0 ) → (E 1 , ∇ 1 ) that ignores the holomorphic connections ∇ 0 and ∇ 1 , the decoration of the standard 1-simplex obtained by the trace of the bundle endomorphism valued Maurer-Cartan form (g −1 dg)u. Here, dg represents the derivative of g obtained by pre and post composition with the operators ∇ 0 and ∇ 1 on the domain and the range.
In simplicial degree 2, we assign to a pair of compossible morphisms (E 0 , ∇ 0 ) → (E 1 , ∇ 1 ) → (E 2 , ∇ 2 ) the labelling of the 7 faces of the standard 2-simplex by formulae, where the 0-codimension face, which is the body of the triangle, is labeled by the trace of the product of the left and right invariant Maurer-Cartan forms. Similarly, we decorate higher simplices with appropriate forms, all of which are compatibly encompassed in the following statement.
Theorem 2.4. The above map is a map Ch : HVB → Ω is a map of simplicial presheaves.
We note that in this paper we have chosen a situation with vanishing differential, i.e., (Ω • hol (U ), d = 0). In a sequel paper, this construction is completed to a map of presheaves whose target is similarly built out of holomorphic forms but now with the differential ∂ instead of the zero differential. These discussions are closely related by appropriate Hodge-to-de Rham spectral sequences. In addition, a complete analog of this story in the smooth category, wherein flat connections on smooth vector bundles play the role of holomorphic connections on holomorphic bundles, follows naturally from this description.
In section 3, we apply the simplicial presheaf HVB to theČech nerve simplicial manifoldŇU of a cover U of a complex manifold X to obtain a cosimplicial simplicial set. The totalization of this cosimplicial simplicial set is a simplicial set whose vertices are the vector bundles on X endowed with non-matching holomorphic connections on each open set of the cover U . The edges are bundle isomorphisms, which do not necessarily respect the locally chosen connections, etc.
Similarly, we can evaluate the simplicial presheaf Ω on theČech nerve of U and pass to the totalization to obtain a simplicial set. The vertices of the simplicial set are closed elements of theČech complex of holomorphic forms with the zero internal differential. We refer to thisČech complex as theČech-Hodge complex, in contrast to theČech-de Rham complex, which has the ∂ operator on the holomorphic forms. The edges of the totalization are witnesses to two such closed elements in theČech-Hodge complex representing the same Hodge cohomology class, and similarly for higher simplices, with further elements witnessing how a sum of witnesses in the previous simplicial degree is realized as a coboundary.
We then look at the map induced by Ch on the totalization. On the 0-simplices, the totalized map gives a combinatorial formula for the Chern character of a bundle in theČech-Hodge complex, in terms of its transition functions. Over the 1-simplices, we obtain a formula for the Hodge-Chern-Simons invariant of bundle isomorphisms in theČech complex, with respect to the domain and range connections, and in terms of the transition functions of the bundle. Similar invariants are obtained from the higher simplices.
We note that that totalization has an interesting effect. Before totalization, the map on the vertices was rather trivial, encoding only the rank of the vector bundle. After totalization, the map on vertices becomes a cocycle representative of the total Chern character of the holomorphic bundle in theČech-Hodge complex, which is quite non trivial. The following statement summarizes the above.
Corollary 3.3. Given a complex manifold M with a cover U = {U i } i∈I , the map Ch(ŇU ) : HVB(ŇU ) → Ω(ŇU ) is a map of cosimplicial simplicial sets, and thus induces a simplicial set map on the totalization, i.e., a map Tot(Ch(ŇU )) : Tot(HVB(ŇU )) → Tot(Ω(ŇU ))
When transition functions take values in G = GL(n, C), there is a more direct description of the Hodge Chern character analyzed in the diagram below, which we describe in section 4.
Theorem 4.17. There is a commutative diagram of simplicial sets, CMan ∆ op (ŇU [•] , BG)
Tot(HVB(ŇU ))
Tot(Ch(ŇU )) (Č • (U [•] ,
The above picture relates to the fact that on complex Lie group with a linear n-dimensional representation, there is a sequence of forms living on the Cartesian products of G ×p , for every p = 0, 1, 2, . . . given by Ch := (n, tr(g∂(g −1 )), tr(g 1 g 2 ∂(g
2 )∂(g −1 1 )), . . . ). These forms assemble into a single closed element in the complex of Hodge forms on the stack BG = [ * /G] represented by the following simplicial manifold:
As mentioned, this simplicial presheaf point of view leads to a map of simplicial sets whose value on the vertices reproduces the Chern character formulae. The value on the 1-simplices is the Chern character of a map of bundles and higher dimensional simplices of the totalization are new invariants that should be thought of as an infinite hierarchy of Chern character type invariants for composable sequences of bundle maps. We give a description of the sequence of holomorphic invariants in theČech-Hodge cochain complex that correctly mirror the sequence of the Chern-Simons invariants present in the smooth picture for bundles.
In section 5, a further application to equivariant theories, and more generally bundles on simplicial manifolds, is worked out. Applying Ch to the stack [M/G], we obtain an induced map of simplicial sets as follows.
Tot(Ch([M/G])) : Tot(HVB([M/G])) → Tot(Ω([M/G])).
We describe Tot(HVB([M/G])) more explicitly. (1) A 0-cell in Tot(HVB([M/G])) consists precisely of a G-equivariant bundle, E, with connection, ∇, where ∇ is not required to satisfy any condition with respect to the G-action. (2) An n-cell in Tot(HVB([M/G])) consists precisely of a sequence of G-equivariant bundles, E (0) , . . . , E (n) , and G-equivariant maps, α 0 , . . . , α n−1 ,
where each bundle E i → M has a connection ∇ i , which are not required to satisfy any conditions with respect to the G-action or the bundle maps.
The following corollary states that we can use the map Tot(Ch([M/G])) from equation (5.1) as a measure for the connection ∇ to be G-invariant.
Corollary 5.5. Let (E, M, π, ρ, ϕ) be a G-equivariant bundle with connection ∇, which, by proposition 5.3(1), we may interpret as a 0-simplex in Tot(
applied to this is zero in all positive holomorphic form degrees.
There is also an infinity homotopy coherent version of all of this, where vector bundles are replaced by derived families whose clutching functions fit together only up to an infinite system of coherent homotopies. This relates to the work of [OTT] , which in fact motivated us and was the starting point of our project. Here, we have avoided discussing this homotopy coherent generalization because the strict case is sufficiently rich by itself. The homotopy coherent story, which will be discussed in a forthcoming paper, will be employed to obtain invariants of the derived automorphisms of coherent sheaves on complex manifolds.
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A map of simplicial presheaves Ch
In this section, we define two simplicial presheaves and a map between them. First, HVB(U ) = N (HVB ∇ (U )) is the nerve of holomorphic vector bundles on a complex manifold U and, second,
) is the Dold-Kan dual of holomorphic forms on U . We produce a map Ch : HVB → Ω of simplicial presheaves between those, which we will show in section 3 to be closely related to the Atiyah class.
Definition 2.1. We start by defining the functor HVB ∇ : CMan op → Cat l of holomorphic vector bundles with connection of a complex manifold. For a complex manifold U ∈ Obj(CMan), denote by HVB ∇ (U ) ∈ Cat l the (large) groupoid whose objects are finite dimensional holomorphic vector bundles E → U over U together with holomorphic connection ∇ E on E, and whose morphisms f ∈ HVB ∇ (E 0 , E 1 ) consist of holomorphic bundle isomorphisms f : E 0 → E 1 , which need not to respect the connections ∇ E 0 and ∇ E 1 in any way. Any map of complex manifolds ϕ : U → U ′ induces a functor HVB ∇ (ϕ) : 
) is a chain complex with zero differential, and, by theorem B.3, the Dold-Kan functor yields a simplicial abelian group DK(Ω • hol (U ) [u] •≤0 ), which we think of as a simplicial set,
). Since holomorphic forms pull back via a holomorphic map ϕ : U → U ′ , this assignment defines a simplicial presheaf
The main goal of this section is to obtain map of simplicial presheaves from HVB to Ω, i.e., a natural transformation Ch : HVB → Ω. Definition 2.3. We define the Chern character map Ch : HVB → Ω by defining for each complex manifold U ∈ Obj(CMan) a map of simplicial set Ch(U )
• explicitly for each simplicial degree k, as follows. k = 0: A 0-simplex in the nerve N (HVB ∇ (U )) 0 is an object of HVB ∇ (U ), i.e., a holomorphic vector bundle E → U with holomorphic connection ∇ E . To this data, we need to
hol (U ). We define Ch(U ) 0 by mapping E to the constant function dim(E), the dimension of the fiber of E, without any higher u-terms. As a short hand, we write Ch(U ) 0 (E) by labeling the 0-simplex by dim(E):
dim(E) k = 1: A 1-simplex in the nerve N (HVB ∇ (U )) 1 consists of two holomorphic vector bundles E 0 → U and E 1 → U with connections ∇ E 0 and ∇ E 1 and a bundle isomorphism f : E 0 → E 1 , which may not respect the connections. To this data, we assign a 1-simplex
Assign to e 0 and e 1 the dimensions dim(E 0 ) = dim(E 1 ), thought of as elements in Ω • hol (U ) [u] 0 , and assign to e 0,1 the trace tr(
has no higher powers of u. Informally, we write the chain map Ch(U ) 1 
For ℓ > 0, the generator e i 0 ,...,i ℓ with 0 ≤ i 0 < · · · < i ℓ ≤ k gets assigned to the following element in
where ∇ q,p is the induced connection on Hom(E p , E q ) via the connections ∇ Ep and ∇ Eq . Informally, we picture the chain map Ch(U ) k (E 0
by labeling the cells of a k-simplex with the terms from (2.1). For example, for the k = 2, and the 2-simplex E 0
In the next theorem we show that this assignment is well-defined.
Theorem 2.4. The assignments from definition 2.3 give a map of simplicial presheaves Ch : HVB → Ω, i.e., a natural transformation of functors CMan op → Set l ∆ op .
Proof. First, we show that the assignment defined by (2.1) is well-defined, i.e., it indeed gives a chain map
, by our choice of taking the zero differential in Ω • hol (U ), cf. definition 2.2. We thus have to show that the images of ℓ j=0 (−1) j e i 0 ,..., i j ,...,i ℓ also vanish. This image is given by
Using the Leibniz property
, and the cyclic property of the trace, shows, that the above terms indeed vanish.
Finally, we note that Ch is a map of simplicial presheaves, i.e., a natural transformation. For a morphism ϕ : U → U ′ the induced simplicial sets are all given by pullback via ϕ, and equation (2.1) respects pullbacks.
Chern character induced via totalization
Not every holomorphic vector bundle E → M over a complex manifold M admits a holomorphic connection, and thus will not be an object in the category HVB ∇ (M ) of holomorphic vector bundles with holomorphic connections. However, we can cover the underlying complex manifold by open sets such that each restriction of the bundle to an open set has a holomorphic connection. By taking the limit of such a cover, we obtain a Chern character map associated to E. In fact, when taking limits, the holomorphic Chern character as defined by Atiyah can be recovered as the 0-simplex part of this Chern character map, while higher simplices naturally yield higher Chern-Simons forms.
3.1. Totalization of Ch. We begin by describing the category of covers Cov M of a complex manifold M ∈ Obj(CMan).
Definition 3.1. Let M ∈ Obj(CMan) be a complex manifold, and denote by Open M := {U ⊂ M : U is open} the set of all open subsets of M . By definition, an (open) cover U of M consists of an index set I, and a map α : I → Open M such that i∈I α(i) = M . We also write this as U = {U i } i∈I for U i = α(i). Next, we make the covers of M into a category Cov M by letting the objects of Cov M consists of covers of M , while a morphism
There is a functorŇ : Cov M → CMan ∆ op called theČech nerve of a cover, which we define now. Let U = {U i } i∈I be a cover, and denote by
Then, define the simplicial manifoldŇU by setting the k-simplices ofŇU to be the disjoint union of the k-fold intersections, i.e.,ŇU k :
induced by the inclu-
induced by the identity maps U i 0 ,...,i k id → U i 0 ,...,i j ,i j ,...,i k . Indeed, all the simplicial identities follow by a direct check. Below, we will slightly abuse notation by consideringŇU both aš NU : ∆ op → CMan andŇU : ∆ → CMan op . By proposition 3.2, both HVB(ŇU ) and Ω(ŇU ) are cosimplicial simplicial sets. We may thus apply the totalization. The relevant definitions for the totalization can be found in appendix D.
Corollary 3.3. Given a complex manifold M with a cover U = {U i } i∈I , the map Ch(ŇU ) : HVB(ŇU ) → Ω(ŇU ) is a map of cosimplicial simplicial sets, and thus induces a simplicial set map on the totalization, i.e., a map
Applying the totalization to the cosimplicial simplicial set HVB(ŇU ) gives, by definition, a simplicial set Tot(HVB(ŇU )). The 0-simplices of this simplicial set are given by arbitrary holomorphic vector bundles E on U i together with choices of local holomorphic connections on each open set U i of the cover U , as stated more precisely in the next proposition.
Proposition 3.4. Let U = {U i } i∈I be an open cover of a complex manifold M . Then, the 0-simplices of Tot(HVB(ŇU )) are given by a choice of holomorphic bundles E i → U i with holomorphic connections ∇ i , and holomorphic bundle isomorphisms g i,j : E j | U i,j → E i | U i,j (not necessarily respecting the connections) satisfying the cocycle condition
Proof. First note that, by definition, Tot(HVB(ŇU )) is a simplicial set, which is determined by a product [ℓ] ∈Obj(∆) (HVB(ŇU ℓ )) ∆ ℓ of simplicial sets, whose k-simplices consist of simplicial set maps [ℓ] 
e., the pullback of E under the inclusions inc r : U i 0 ,i 1 ֒→ U ir . Since these coincide in the equalizer, we see thatẼ r is just the pullback of E under the inclusion inc r . Writing
Next, considering components ρ :
shows that all morphismsf j , . . . , are induced by pullbacks off :Ẽ 0 →Ẽ 1 via inclusions. In particular, if we write the mapf :
, and we may thus interpret the {g i,j } i,j∈I as transition functions for a global holomorphic vector bundle on M , so that on the cover U we have locally chosen holomorphic connections.
Finally, we note that there are no further higher conditions, since the higher restrictions on the ℓ-simplices in HVB(ŇU ℓ ) ℓ coming from (D.1) are implied by the cocycle condition; see figure 3.1. Although not all holomorphic vector bundles admit a holomorphic connection, this is certainly true locally.
Lemma 3.5. If π : E → M is a holomorphic vector bundle over M , then there exists a cover U = {U i } i∈I of M such that for each i ∈ I, the restriction E| U i → U i has a holomorphic connection. In particular, each holomorphic vector bundle with such a choice of cover gives a 0-simplex in Tot(HVB(ŇU )).
Proof. Choose a local trivialization {ψ i :
The last statement follows by proposition 3.4.
The importance of the above map of simplicial sets is that for 0-simplices we recover the Atiyah's Chern character, cf. [A] . Proposition 3.6. The map from (3.1) on 0-simplices coincides with the Chern character of a holomorphic vector bundle as defined by O'Brian, Toledo, Tong in [OTT] applied to the strict case. More precisely, for a 0-simplex given by the local data ({E i → U i , ∇ i } i∈I , {g i,j } i,j∈I ) from proposition 3.4, Tot(Ch(ŇU )) 0 maps this to the 0-simplex in Tot(Ω(ŇU )) 0 , given by the following sequence of holomorphic forms on i 0 ,...,i ℓ U i 0 ,...,i ℓ for ℓ ≥ 0:
Proof. By the proof of proposition 3.4, the 0-simplex of Tot(HVB(ŇU )) is a sequence of ℓ composable morphisms
for ℓ ≥ 0, which do not (necessarily) respect the connections ∇ i restricted to U i 0 ,...,i ℓ . By definition 2.3, and, in particular, equation (2.1), Ch maps this to (3.2) on the top non-degenerate ℓ-simplex of Tot(Ω(ŇU )) 0 .
Remark 3.7. Note that the map (3.1) is producing not only the Chern character via the Atiyah class on the 0-simplices of Tot(HVB(ŇU )), but a host of Chern-Simons type invariants for holomorphic bundles on the higher simplices. We will revisit these invariants in a future paper.
3.2. Totalization of cosimplicial non-positively and non-negatively graded complexes. There is an even more explicit relationship between the formulae in (3.2) and the map constructed in [OTT] . To see this we will interpret the 0-simplices of Tot(Ω(ŇU )) as ǎ Cech complex with values in holomorphic forms. We first need to make some general statements about theČech cochain complex.
Definition 3.8. Let A be a presheaf of non-negatively graded cochain complexes on a manifold M , and let U = {U i } i∈I be an open cover of M . We write
for the degree k component, and write d A for the internal differential of A. From this data, there are two ways to obtain a cochain complex.
First, we define theČech cochain complexČ • (U , A) of A for the cover U by settinǧ
Alternatively, there is a cosimplicial non-negatively graded cochain complex A : ∆ → Ch + given by the assignment
We may take the total complex of A, denoted tot (A) . Recall from (D.3) , that the total complex of A is defined as
is the cochain complex A n,• shifted up by n and the differential is as in (D.4) . For two covers U = {U i } i∈I and
, which assemble to a map of cosimplicial non-negatively graded cochain complexes. Thus, tot(A) is also a functor Cov op M → Ch + . The next lemma shows that the two constructions in definition 3.8 are naturally equivalent.
Lemma 3.9. Let U = {U i } i∈I be an open cover on a manifold M , A a presheaf of nonnegatively graded cochain complexes on M , and A be the cosimplicial non-negatively graded cochain complex associated to A. Then there is an isomorphism tot(A) →Č • (U , A) from the totalization to theČech cochain complex .
Moreover, the isomorphisms tot(A)
· c j,k−j . This proves the first statement. For the second statement, note that since a morphism of covers acts on the indices of the collections in i 0 ,...,in A i 0 ,...,in andČ • (U , A) in the same way (as described in definition 3.8), these isomorphisms induce a natural transformation.
Given a cosimplicial non-negatively graded cochain complex A ∈ (Ch + ) ∆ , we get a nonpositively graded cochain complex by applying the functor Q and taking totalization, Tot(QA); cf. appendix D. Alternatively, we can take the total complex and apply the functor Q, Q(tot (A) ). The following lemma shows that these two cochain complexes are equivalent.
Lemma 3.10. Let A : ∆ → Ch + be a cosimplicial non-negatively graded cochain complex. Then,
is the equalizer eq :
[ℓ]
Since Q is a right adjoint, it commutes with limits. The equalizer is a limit, so the right hand side of the equation can be re-written
Use the Hom-Tensor adjunction to rewrite
We compare this expression to (6) on page 36. This, using the Hom-Tensor adjunction, we can write as
We see that (3.5) and (3.6) are equal, which proves the lemma.
Given a cosimplicial object in Ch − , denoted by A, we can apply totalization in (Ch − ) ∆ to it get an object in Ch − , and then apply the Dold-Kan functor to get a simplicial abelian group. Alternatively, we can apply the Dold-Kan functor to every A ℓ,• to get a cosimplicial simplicial abelian group, and then apply totalization in (Ab ∆ op ) ∆ to get a simplicial abelian group. The next lemma says that these simplicial abelian groups are weakly equivalent.
Lemma 3.11. Let A : ∆ → Ch − be a cosimplicial non-positively graded cochain complex. Then there is a weak equivalence of simplicial abelian groups
Proof. First note that the functor DK is a right adjoint, so it commutes with all limits. Since totalization is an equalizer of two maps, we get the following equalities:
Using the adjunctions between Hom and ⊗, we see that
On the other hand, consider
By definition (DK(A ℓ,• )) ∆ ℓ is a simplicial abelian group. Its n-simplices, by the definition of the simplicial model category structure in example C.2, are equal to
where the last equality follows from the adjunction between N and DK. We now use the Eilenberg-Zilber map EZ :
where we used notation from example B.2. We note that EZ is a quasi-isomorphism with quasi-inverse the Alexander-Whitney map (cf. [L, 1.6.12] ). Thus, we get a map
This is exactly what we had in (3.7), which completes our proof. 
Proof. The proof proceeds similarly to the previous two lemmas, since the forgetful functor F is a right adjoint, just as the functors Q and DK were.
Combining the previous three lemmas, we obtain the following diagram of functors
The left and right squares strictly commute, while the middle square induces a commutative square in the homotopy categories of these model categories. We want to apply the above to the holomorphic forms on a complex manifold M . Let M ∈ CMan with an open cover U = {U i } i∈I , and letŇU : ∆ op → CMan be theČech nerve, which is the simplicial manifold whose k-simplices areŇU k = i 0 ,...,i k ∈I U i 0 ,...,i k . Thus, applying holomorphic forms (with zero differential) gives a cosimplicial non-negatively graded
→ Ch + . Now, denote by Ω • hol the sheaf of holomorphic forms (with zero differential). By definition 3.8, there is a cosimplicial cochain complex Ω
. Then these two cosimplicial nonnegatively graded cochain complexes coincide: Proposition 3.13. In the notation above, the above two cosimplicial non-negatively graded cochain complexes are isomorphic:
hol . After taking the totalization, we get isomorphisms of cochain complexes
3). Furthermore, there is a weak equivalence of simplicial sets
Proof. For (3.11), note that the cosimplicial non-negatively graded cochain complexes map [n] to the cochain algebra
..,in ) with the zero differential. Equation (3.12) follows from (3.11) and lemma 3.9 applied to Ω • hol , where the total differential from (3.
, since we have set the cochain differential to be zero. Finally, (3.13) follows via lemmas 3.10, 3.11, and 3.12, or, in other words, follow
hol around the diagram in (3.10):
This completes the proof.
Corollary 3.14. Using equations (3.1) and (3.13), we thus have a map (3.14) Tot(HVB(ŇU ))
3.3. Computing Tot(Ch(ŇU )). In equation (3.14), we obtained a map
). In this section, we give an explicit description of this map. We first state a more explicit description of n-simplices of Tot(HVB(ŇU )), extending the statement from proposition 3.4.
Proposition 3.15. Let U = {U i } i∈I be an open cover of a complex manifold M . Then, the nsimplices of Tot(HVB(ŇU )) are given by a choice of n + 1 many holomorphic bundles
i , respectively, and holomorphic bundle isomorphisms g
Thus, an n-simplex is given by a sequence of simplicial set maps ∆ ℓ × ∆ n → HVB(ŇU ℓ ) for ℓ = 0, 1, 2, . . . satisfying certain conditions. First, for fixed p ∈ {0, . . . , n}, consider the map
Then, an nsimplex of Tot(HVB(ŇU )) gives rise to 0-simplex of Tot(HVB(ŇU )), via the composition
. By proposition 3.4 this 0-simplex is given by a sequence of vector bundles E i,j satisfying the cocyle condition.
On the other hand, when ℓ = 0, the map ∆ 0 × ∆ n → HVB(ŇU 0 ) is determined by its image on the maximal non-degenerate n-simplex of ∆ 0 × ∆ n in HVB(ŇU 0 ) n , i.e., by n vector bundle isomorphisms over U i
where the E (p) i coincide with the ones from above, since they are the images of
i,j and f p i commute as follows:
which can be seen by considering the image of two maximal non-degenerate 2-simplices of
The equalizer condition of the totalization shows that these two 2-simplices have faces f
receives an output from φ via the component ∆ 1 ×∆ n → HVB(ŇU 1 ), and it receives an output from ψ via the component ∆ 0 × ∆ n → HVB(ŇU 0 ), which must coincide.
Now, the image of the 1-simplex ( [1] σ 0
On the other hand, consider the 2-
Assume that this gets mapped to
Note that the 0th face of ([2]
, which thus gets mapped
Since the images of φ and ψ coincide, we obtain that the 0th face
as claimed. Finally, we note that there are no higher relations, since all higher cocycle conditions follow from the ones on the 1-simplices (cf. figure 3.2) .
This completes the proof of the proposition.
We now use the data from the previous proposition to express Tot(Ch(ŇU )).
Proposition 3.16. Using the description from proposition 3.15, the map of n-simplices Tot(Ch(ŇU )) n :
) n is given by mapping the generator e j 0 ,...,jp for 0 
appears precisely at the position
· ), and everything is suitably restricted to U i 0 ,...,i ℓ .
Proof. We follow the sequence of maps (cf. (3.12) and (3.13))
An n-simplex in the simplicial set Tot(HVB(ŇU )) consists of a sequence of n-simplices
). In particular, using the notation from example B.2 and proposition 3.15, the p + q simplex (s νq . . . s ν 1 (e j 0 ,...,jp ), s µp . . . s µ 1 (e i 0 ,...,iq )) in ∆ n × ∆ ℓ gets mapped to compositions of g (r) ij and f r i restricted toŇU ℓ . 
Now, applying Tot(Ch(ŇU )) means to apply Ch to each simplex in the nerve N (HVB ∇ (ŇU ℓ )), i.e., we apply (2.1) to composable morphisms. In the above examples, we thus obtain (on U i , U i,j , and U i,j,k , respectively):
i,j ∇f r j ] Next, by lemma 3.11, we map this into DK(TotΩ
), whose n-simplices are given by cochain maps in
. We obtain these cochain maps by applying the Eilenberg-Zilber map (3.8).
More precisely, to a generator e j 0 ,...,jp ⊗ e i 0 ,...,iq of N (Z∆ n ) ⊗ N (Z∆ ℓ ) we assign the sum over all (p, q)-shuffles.
Thus, e j 0 ,...,jp ⊗ e i 0 ,...,iq (for p + q > 0) gets mapped (3.15)
where for m ∈ {1, . . . , p} the h µm are "vertical maps" f
for some i, while all other h κ are "horizontal maps" g (jm)
i,i ′ for some m, i, i ′ . Now, applying lemma 3.10 (and in particular lemma D.2) shows that we only use the highest non-degenerate generator e i 0 ,...,i ℓ ∈ N (Z∆ ℓ ) −ℓ to map to Ω • hol (ŇU ℓ ) (since the images of the lower generators e i 0 ,...,iq of N (Z∆ ℓ ) are induced via the equalizer condition from N (Z∆ q ); see lemma D.2). We thus land in
where a generator e j 0 ,...,jp of N (Z∆ n ) maps to the ℓ-component, by taking the image of e j 0 ,...,jp ⊗ e i 0 ,...,i ℓ under (3.15), i.e.,
Now, for a given sequence of indices i 0 , . . . , i ℓ and a (p, ℓ)-shuffle (µ, ν), setting 0 ≤ 
•≤0 as in lemma 3.9, where we multiply by a sign (−1)
, since the degree |e j 0 ,...,jp | = −p. This shows that we get precisely the terms described in the proposition, and thus completes the proof.
In particular, for 0-simplices we have the following interpretation.
Remark 3.17. Since for any non-positively graded cochain complex C ∈ Ch − , DK(C) • is a simplicial set, whose 0-simplices has as its underlying set DK(C) 0 = C 0 , we see that
even Given a 0-simplex of Tot(HVB(ŇU )) via the data from proposition 3.4, this thus maps under (3.14) to theČech-de Rham forms c ∈ ℓČ ℓ (U , Ω ℓ hol ), with
These are, in fact, the classes that were given by O'Brian, Toledo, and Tong for the Chern character, cf. [OTT, p. 244] . Recall that the cohomology ofČ • (U , Ω • hol ) with theČech differential (and zero as internal differential) is, by definition, the Hodge cohomology
Restricting to product bundles with connection ∂
In the previous section, we gave a map Tot(Ch(ŇU )) :
). In this section, we define a variant of this maps on a new domain (namely CMan ∆ op (ŇU [•] , BG)), which is capable of encoding any holomorphic vector bundle in some sense (see remark 4.7), and we produce a commutative diagram (4.1)
CMan ∆ op (ŇU [•] , BG)
which represents the map Tot(Ch(ŇU )) on CMan ∆ op (ŇU [•] , BG).
4.1.
A sub-simplicial presheaf of HVB. In this section, we define the top horizontal map of (4.1). We start by defining the cosimplicial simplicial manifoldŇU [•] .
Definition 4.1. Let U = {U i } i∈I be a cover U ∈ Cov M ; see definition 3.1. We first define the cosimplicial cover U [•] : ∆ → Cov M . For fixed n, define the the index set
For convenience we will use the notation i (j) = (i, j) for the indices in I [n] . Then define the cover
→ Open M determines the cover as in definition 3.1. In other words, U [n] is obtained by taking n + 1 many copies of the original cover U . We can make this into a cosimplicial cover by assigning to a morphism ρ :
, so that we obtain the claimed cosimplicial cover U [•] : ∆ → Cov M . Now, composing U [•] : ∆ → Cov M with theČech nerveŇ : Cov M → CMan ∆ op from defintiion 3.1 yields the cosimplicial simplicial complex manifoldŇU [•] : ∆ → CMan ∆ op .
The next proposition gives a more conceptual way of thinking aboutŇU [•] . Proposition 4.2. There is a functor F : CMan ∆ op → CMan ∆ op ∆ such that F(ŇU ) = NU [•] .
Proof. Consider an object X = X • ∈ CMan ∆ op which assigns to each [ℓ] ∈ ∆ a complex manifold X ℓ . Then F(X) is a functor
With this definition, F(X) n becomes a simplicial manifold. Next, we show that
k , this shows that F(X)(β) is indeed a natural transformation, and thus F(X) : ∆ → CMan ∆ op is a functor. Now, to see that we have a functor F : CMan ∆ op → CMan ∆ op ∆ , we must assign to a natural transformation φ :
and it gives an equality of the composed natural transformations
, which can be seen by applying it to an object [ℓ] ∈ ∆ op . Finally, to prove the stated condition, note that
as described in definition 4.1. Thus, this yields the stated result, i.e., that F(ŇU ) • =ŇU [•] .
Next, we define the simplicial manifold BG. Definition 4.3. Let G be a complex Lie group. We define a simplicial complex manifold BG ∈ Obj(CMan ∆ op ) (also denoted by [ * /G]) by setting the n-simplices to be BG n = G ×n , i.e., we
. . , g n ) and d n (g 1 , . . . , g n ) = (g 1 , . . . , g n−1 ). The degeneracies s j : G ×(n−1) → G ×n are given by s j (g 1 , . . . , g n−1 ) = (g 1 , . . . , g j , 1, g j+1 , . . . , g n−1 ), where 0 ≤ j ≤ n − 1.
In the following, we will be mainly interested in the case G = GL(n, C). Since BG andŇU [n] (for fixed n) are simplicial manifolds, we can consider the set of morphisms between these simplicial manifolds, i.e., CMan ∆ op (ŇU [n] , BG). Now, varying n, this becomes a simplicial set CMan ∆ op (ŇU [•] , BG) ∈ Set ∆ op by setting the n-simplices to be CMan ∆ op (ŇU [n] , BG). We now describe these n-simplices more explicitly.
Lemma 4.4. A simplicial manifold map CMan ∆ op (ŇU [n] , BG) is precisely given by n + 1 many transition functions g
i,i = 1 for any p = 0, . . . , n, together with n maps f 1 i :
commuting with the transition functions via f
For k = 0, this is vacuous, for k = 1, we get h i
Since h respects the face maps, we see that
, as well as h i
is determined by the h i and a similar arguments shows that furthermore all of the maps h
| V is the only condition that is imposed on the functions h i i,j := h i (p) ,j (p) : U i,j → G, and, for 1 ≤ p ≤ n, denote by f
, so that these functions satisfy the stated conditions. On the other hand, all h i 
We want to define a simplicial set map from CMan ∆ op (ŇU [•] , BG) to Tot(HVB(ŇU )). To this end, we will use the described n-simplices of Tot(HVB(ŇU )) from proposition 3.15.
Definition 4.5. Let G = GL(n, C). Then, we define a map β : CMan ∆ op (ŇU [•] , BG) → Tot(HVB(ŇU )) which assign to the data of an n-simplex in the domain, i.e., g
i,j , . . . , g
i,j and f 1 i , . . . , f n i from lemma 4.4, the data of an n-simplex in the range from proposition 3.15 as follows. Let i,j maps of bundles g
Then, we claim: Proposition 4.6. β : CMan ∆ op (ŇU [•] , BG) → Tot(HVB(ŇU )) is a map of simplicial sets.
Proof. We need to show that β commutes with the application of a morphism ρ :
In fact, a face map
which repeat the open sets U i (j) of the jth component in U [n] (with the unit 1 for the transition function).
On the other hand, for the totalization (see definition D.1), a face map
) by pre-composing by ∆ n−1 → ∆ n , which under the interpretation from proposition 3.15 forgets the jth bundles E
are the images for ℓ = 0, i.e., the images under the map ∆ 0 × ∆ n → HVB(ŇU 0 )). Similarly,
) by pre-composing with ∆ n → ∆ n−1 , which interpreted as in proposition 3.15 (i.e., for ℓ = 0) repeats the jth bundle E (j) i → U i . Since β maps the pth component in the domain to the pth component in the range, and morphisms of ∆ act in the same way in the domain and range (forgetting the j component for δ j , and repeating the jth component for σ j ), we see that β is indeed a map of simplicial sets.
Remark 4.7. The image of β does not give all 0-simplices of Tot(HVB(ŇU )), since, by construction (definition 4.5), we only get trivial product bundles with connection ∂ on U i . In fact, if we define HVB triv to consist only of trivial product bundles with fiber C n and connection ∂, then HVB triv is a sub-simplicial presheaf of HVB so that β : CMan ∆ op (ŇU [•] , BG) → Tot(HVB triv (ŇU )) is an isomorphism. However, every holomorphic vector bundle E → M together with a cover U and a choice of local trivializations over U can be represented as a 0-simplex of CMan ∆ op (ŇU [•] , BG) via lemma 4.4 for n = 0 (cf. lemma 3.5 for 0-simplices of Tot(HVB(ŇU ))). Therefore, diagram (4.1) will provide an alternative for calculating Ch of E with the choice of ∂ for the local connections.
4.2.
A combinatorial integration over the fiber. In order to define the left vertical map in equation (4.1), we need an "integration over the fiber" forČech cochains, i.e., a suitable map
, which we define in this section.
We start with some notation on indices. For k ≥ 0, we "split" the set {0, . . . , q} into k + 1 levels by choosing positions 0 ≤ s 1 ≤ s 2 ≤ · · · ≤ s k ≤ q where a step of a level occurs. More precisely, we make the following definition.
Definition 4.8. A k-step position of {0, . . . , q} (or a k-step or simply a step) is defined to be a sequence of natural numbers 0 ≤ s 1 ≤ s 2 ≤ · · · ≤ s k ≤ q. The set of k-steps is denoted by
Now, let U = {U i } i∈I be a cover of a manifold M , and consider a sequence of indices (i 0 , . . . , i q ) ∈ I q+1 . (In all of the cases of interest below, these will be the indices applied to some element c = {c i 0 ,...,iq } in someČech complex.) Using a k-step position 0 ≤ s 1 ≤ s 2 ≤ · · · ≤ s k ≤ q, we can split (i 0 , . . . , i q ) into k + 1 subsequences
Example 4.9. Let A be a presheaf of non-negatively graded cochain complexes, such as e.g. the the sheaf of holomorphic functions A = Ω • hol . Let U = {U i } i∈I be a cover of a manifold M . Recall theČech complexČ • (U , A) from definition 3.8. Given elements c 0 , . . . , c k ∈Č • (U , A), their product can be defined as 
The set of all indices of I [k] obtained by splitting (i 0 , . . . , i q ) into k + 1 levels described in the above way is denoted by
Note from (4.3), that for (j 0 , . . . , j q+k ) ∈ J k (i 0 , . . . , i q ) and 0 ≤ m ≤ k the indices of the mth level occur exactly at j sm+m , . . . , j s m+1 +m , and this information can always be recovered from (j 0 , . . . , j q+k ). Thus, the step to and from the mth level occur exactly at j sm+m and j s m+1 +m . For our purposes, it is important to note that we do allow the special case where s m = s m+1 , in which case there is only one index j sm+m = j s m+1 +m at the mth level. For m = 1, . . . , k − 1, we denote byĴ m k (i 0 , . . . , i q ) those indices that come from J k (i 0 , . . . , i q ) with either j sm+m or j s m+1 +m removed: 
For m = 0, respectively m = k, we only remove the index where the step occurs, but not j 0 , respectively j q . More precisely, we define
Lemma 4.11. Fix a set of indices i 0 , . . . , i q ∈ I, and a k ≥ 0. Then, the map
which removes the ℓth index j ℓ , is a bijection.
Proof. First, note that the map f is well-defined. If the removed index j ℓ is either the beginning j sm+m or the end j s m+1 +m index of a level (say the mth level), then f ((j 0 , . . . , j q+k ), ℓ) = (j 0 , . . . , j ℓ , . . . , j q+k ) lands inĴ m k (i 0 , . . . , i q ). Otherwise, f removes one of the original indices, say i r , in which case f ((j 0 , . . . , j q ), ℓ) lands in J k (i 0 , . . . , i r , . . . , i q ). We can construct the inverse f −1 by observing that for each 0 ≤ r ≤ q and (j ′ 0 , . . . , j ′ q+k−1 ) ∈ J k (i 0 , . . . , i r , . . . , j q ) there exists a unique (j 0 , . . . , j q+k ) ∈ J k (i 0 , . . . , i q ) and 0 ≤ ℓ ≤ q + k so that (j 0 , . . . , j ℓ , . . . , j q+k ) = (j ′ 0 , . . . , j ′ q+k−1 ). Similarly, for each 0 ≤ m ≤ k and (j ′ 0 , . . . , j ′ q+k−1 ) ∈Ĵ m k (i 0 , . . . , j q ) there exists a unique (j 0 , . . . , j q+k ) ∈ J k (i 0 , . . . , i q ) and 0 ≤ ℓ ≤ q + k so that (j 0 , . . . , j ℓ , . . . , j q+k ) = (j ′ 0 , . . . , j ′ q+k−1 ) with j ℓ on the mth level. We next define the integration over the fiber map.
Definition 4.12. Let U = {U i } i∈I be a cover of a complex manifold M , and let U [k] be the k-fold cover coming from U from definition 4.1. For an element µ ∈Č • (U [k] , A) in theČech complex, we define the following integration over the fiber map
Note that the sign is well defined, since each (j 0 , . . . , j q+k ) ∈ J k (i 0 , . . . , i q ) uniquely determines a k-step (s 1 , . . . , s k ). Let k > 0, and let j ∈ {0, . . . , k}. For the jth face map δ j :
, there is a map of covers U [•] 
given by ignoring the open sets U i (j) of the jth component of the cover U [k] . In particular, by definition 3.8, there is an induced map δ j :
, which is only defined on indices not including any i (j) for i ∈ I.
With this notation, we have the following integration over the fiber formulae.
Proposition 4.13. The integration over the fiber commutes with the internal differential d A of A, i.e.,
For theČech differential δ, we get the following identity, (4.10)
Proof. For the first equation (4.9) note that both sides of (4.8) are on the open set U i 0 ,...,iq , so that the same differential d A of A(U i 0 ,...,iq ) is applied inside and outside the sum of (4.8).
Next, we prove (4.10). For fixed indices i 0 , . . . , i q ∈ I, we first calculate δ ∆ k µ on U i 0 ,...,iq to be
Next, we calculate ∆ k δ(µ) on U i 0 ,...,iq to be
where we have used lemma 4.11 in the last equality. (To see the sign in the upper line of the right hand side, note that if the removed index j ℓ = i (κ) r occurs at i r at the κth level, then
. For the sign in the lower line of the right hand side, assume again that j ℓ = i (κ) r , and note that in this case the s 1 = s ′ 1 , . . . , s k = s ′ k do not change, while ℓ = r + m is the number of indices before j ℓ .) It therefore remains to show that k j=0 δ j (∆ k ) µ on U i 0 ,...,iq can be written as (4.11)
Proof of Equation (4.11). We evaluate the right hand side of equation (4.11). First, we claim that the right hand side of (4.11) vanishes except for the terms where
, since the indices coincide after removal of the index in question, i.e.,
The two corresponding terms have opposite signs (since s ′ m = s m + 1), and thus cancel. In the second case, (j 0 , . . . , j s m+1 +m , . . . , j q+k ) coincides with (j 0 , . . . , j s ′ (m+1)
since we have again coinciding indices (j s m+1 +m−1 , j s m+1 +m , j s m+1 +m+1 ) = (i (m)
). Again, these have opposite signs (since s ′ m+1 = s m+1 − 1) and thus cancel. Finally, for (3), if s k < q, the indices (j 0 , . . . , j s k +k , . . . , j q+k ) ∈Ĵ 
since removing the appropriate index yields (j
As the corresponding terms have opposite signs (due to s ′ k = s k + 1), they cancel. Thus, the only remaining terms are as follows. For (1), there are terms inĴ 0 k with s 1 = 0 and j 0 removed, i.e., we only have steps that skip the 0th level altogether. For (2), we have terms inĴ m k with s m = s m+1 and j sm+m removed, i.e., we only have steps that skip the mth level altogether. For (3), we have terms inĴ k k with s k = q and j q+k removed, i.e., we have steps that skip the kth level altogether. We thus sum over steps that are in J k−1 (i 0 , . . . , i q ) where we skip over the mth level for m = 0, . . . , k. Note conversely, that for any step in J k−1 (i 0 , . . . , i q ) and any m = 0, . . . , k, we can add another level, which will be the mth level, so that the steps come fromĴ m k via removing the mth level. This shows that
where we have used that s ′ m = r in the first equality. This proves equation (4.11). This completes the proof of proposition 4.13.
4.3.
Computing Tot(Ch(ŇU )) on product bundles. We will define the left vertical map of (4.1) as a composition of two maps γ and ι, (4.12)
Here, (Č • (U [•] , Ω • hol )) even closed denotes the simplicial set, whose k-simplices are δ-closed elements ofČ • (U [k] , Ω • hol ) which are of even total degree. Definition 4.14.
) even closed as follows. By lemma 4.4 (for U = V and n = 0), an element h ∈ CMan ∆ op (ŇV, BG) is given by transition functions
is ofČech degree p and form degree p, and thus of even total degree 2p inČ
vanishes, just as in the proof of theorem 2.4 (using the Leibniz property of ∂ and the cyclicity of the trace). Now, the simplicial set map γ : CMan ∆ op (ŇU [•] , BG) → (Č • (U [•] , Ω • hol )) even closed from (4.12) in simplicial degree n is defined as
Note that γ respects morphisms in ∆, since the simplicial structure in the domain and range of γ comes from the cosimplicial cover U [•] : ∆ → Cov M .
Next, we define the map ι from equation (4.12).
) is a map, which assigns to an n-simplex c ∈ (
), i.e., a chain map from the chains on the standard n-simplex
When c concentrated in homogenious total degree |c|, then we define ι(c) by (4.14)
ι(c) :
Note that since the degree of c is |c|, the degree | λ(c)| = |c|, so that | ∆ ℓ λ(c)| = |c| − ℓ, and u |c|/2 · ∆ ℓ λ(c) = −ℓ.
Proposition 4.16. ι : (Č • (U [•] ,
) from definition 4.15 is a well-defined map of simplicial sets.
Proof. First, we show that ι(c) as defined in (4.14) is indeed a chain map:
where we used that δ( λ(c)) = λ(δ(c)) = 0. To see that ι is a map of simplicial sets, let 
•≤0 ), which shows that ι is a map of simplicial sets. This completes the proof of the proposition.
We can now state the main theorem of this section.
Theorem 4.17. The following is a commutative diagram of simplicial sets, CMan ∆ op (ŇU [•] , BG)
Proof. We calculate ι(γ(h)) for an n-simplex h ∈ CMan ∆ op (ŇU [n] , BG). By definition 4.14, for indices i
which is of total degree 2r (i.e.,Čech degree r and form degree r). By definition 4.15 this becomes the map ι(γ n (h)) :
closed forgets all but the levels j 0 , . . . , j k , this in turn becomes, in component i 0 , . . . , i q ∈ I, ι(γ n (h))(e j 0 ,...,j k ) i 0 ,...,iq = (−1)
Note that by the definition of J k (i 0 , . . . , i q ), that any adjacent indices a
appearing in the above sum are either of the form b q = b q+1 or a q = a q+1 . Thus, the only h
,a (λ(bq )) q that appear above are (in the notation of proposition 3.15) either g
Next, the outcome of going around the diagram from the theorem is the other way is described in proposition 3.16, which we see to coincide with the above, since the β map assigns the connections ∇ = ∂ to all bundles.
Example 4.18. Consider the case of a 2-simplex h ∈ CMan ∆ op (ŇU [2] , BG), where we assume
c (1) c (2) c (0, 1) c (1, 2) c (0,2)
where, for j ∈ {0, 1, 2} and (j ′ , j ′′ ) ∈ {(0, 1), (0, 2), (1, 2)},
In the lowest case, this is interpreted as (c (j)
In the remainder of this section, we want to give an alternative description of γ from (4.12) via the universal Chern form on BG.
Definition 4.19. Assume that G = GL(n, C). Applying holomorphic forms to the simplicial manifold BG from definition 4.3, we obtain a cosimplicial non-negatively graded cochain com-
There is a closed and even element Ch in the totalization, Ch ∈ tot(Ω • hol (BG)) = ℓ Ω ℓ hol (G ×ℓ )[ℓ] , given by the following sequence of forms, (4.15) Ch := (n, tr(g∂(g
, and, thus a map on the total complex tot(
. Then, we claim the following.
Proposition 4.20. The map γ : CMan ∆ op (ŇU [•] , BG) → (Č • (U [•] , Ω • hol )) even closed from definition 4.14 can be expressed via the Chern character Ch by
Proof. Just as in definition 4.14, let h ∈ CMan ∆ op (ŇV, BG) be given by transition functions g V i,j : V i,j → G ⊆ C n,n from lemma 4.4. As shown in the proof of lemma 4.4, these g V i,j induces all higher maps
, which is the ℓ-component of Ch, gets pulled back to tr g
by lemma 4.4, this is precisely the expression obtained for the definition of γ V (h) in equation (4.13).
Applying this to the covers V = U [n] for all n yields the claim of the proposition.
Holomorphic vector bundles with group action
We give an application of the previous sections by considering a complex manifold with group action. We first generalize definition 4.3.
Definition 5.1. Let M be a complex manifold, and G be a (possibly discrete) complex Lie group together with a right action on M . We define a simplicial complex manifold [M/G] ∈ Obj(CMan ∆ op ) by setting the n-simplices to be [M/G] 
The face maps
. . , g n−1 ), where 0 ≤ j ≤ n − 1.
is a map of cosimplicial simplicial sets. By applying the totalization, we obtain an induced map as follows.
Note that the above gives rise to a map of simplicial sets
In order to interpret the above map, we briefly review the notion of a G-equivariant bundle.
Definition 5.2. Given a G-manifold, M , with action given by ρ :
With this, we can now describe Tot(HVB([M/G])) more explicitly. dles, E (0) , . . . , E (n) , and G-equivariant maps, α 0 , . . . , α n−1 ,
Proof. First we prove part (1) . Similar to the proof of Proposition 3.4, a 0-simplex, ω, in Tot(HVB([M/G])) is given by a sequence of simplicial set maps, ∆ ℓ × ∆ 0 ω ℓ − → HVB([M/G]) for ℓ = 0, 1, 2, . . . . Note then, for ℓ = 0, we have the image under ω 0 of a vertex which is given by a vector bundle, E 0 0 := E, with connection, ∇, over M . Over M × G, ω 1 gives a pair of bundles,
with approprately induced pullback connections. Over the point (m, g) ∈ M × G, this map sends the fibers,
From this data, we can define a map of manifolds for each g ∈ G, ϕ g :
where R g = ρ(., g) is the right multiplication of G on M . Note, however, that we still have to check that this a G-equivariant map, i.e., that ϕ g ′ • ϕ g = ϕ g·g ′ . This relation requires higher simplicial data. Our sequence of simplicial set maps, ω, also provides a 2-simplex given by ω 2 :
Here, by the definition of totalization,
, and φ 2,1 = d * 0 (φ). Since the above diagram commutes, the proof is concluded after unpacking the equation given by the above commutative triangle,
, the composition of maps governing the pullback is given by
Thus, the maps act accordingly on the fibers: (φ 1,0 ) (m,g,g ′ ) : E m → E m·g , (φ 2,1 ) (m,g,g ′ ) : E m·g → E m·g·g ′ , and (φ 2,0 ) (m,g,g ′ ) : E m → E m·g·g ′ . Therefore, the above commutative diagram shows that ϕ ′ g • ϕ g = ϕ g·g ′ , which concludes the proof that E is a G-equivariant bundle. Now we turn to part (2). Similar to the proof of Proposition 3.15, an n-simplex is given by a sequence of simplicial set maps ∆ ℓ × ∆ n ω ℓ − → HVB([M/G] ℓ ) for ℓ = 0, 1, 2, . . . satisfying certain conditions. The 0-simplices of this n-simplex are precisely the data for a G-equivariant bundle, (E (i) , ϕ (i) ), for i = 0, . . . , n, as described in part (1) . Over the base manifold M , we can write the image of the maximal non-degernate n-simplex of ∆ 0 × ∆ n , under the map ω 0 , in HVB([M/G] 0 ) as a sequence of G-equivariant bundles,
. To see that these maps α i respect the G-actions ϕ (i) , we note that ω 1 offers us the following commutative diagram,
which on the fiber over a point (m, g) ∈ M × G, induces a commutative diagram of maps of fibers,
and thus each α i is a G-equivariant map of G-equivariant bundles. Since there are no higher relations, this concludes the proof.
For a G-equivariant bundle E π − → M , where ϕ : E × G → E denotes the lift of the Gaction ρ : M × G → M on M on the base, we note that there is an induced map of bundles, φ : E ×G → ρ * (E) over M ×G, which we may interpret as a section of Hom(E ×G, ρ * (E)) over M × G, i.e., as a 0-form φ ∈ Ω 0 hol (M × G, Hom(E × G, ρ * (E))). Now assume furthermore, that E → M is equipped with a holomorphic connection ∇. Pulling back ∇ under the projection
, and thus we get an induced connection ∇ Hom(E×G,ρ * (E)) of Hom(E × G, ρ * (E)), which we simply denote by ∇ again. Thus, we may apply ∇ to φ, which is given by pre-and post-composing with ∇ E×G and ∇ ρ * (E) , respectively,
The next corollary states that we can use the map Tot(Ch([M/G])) from equation (5.1) as a measure for the connection ∇ to be G-invariant. Proof. Since ∇(φ) = 0, it follows that tr(φ −1 ∇(φ)) · u = 0, which is the form-degree 1 part of Tot(Ch([M/G])) 0 . Similarly, the higher form degrees vanish; for example, in the notation of the proof of proposition 5.3(1), the form-degree 2 part is tr(φ
measures the extent to which a holomorphic connection is G-invariant.
Appendix A. Small and large simplicial sets
In this appendix we recall some notation of small and large simplicial set, see e.g. [GJ] and [J] . If C is a category, then a simplicial (respectively cosimplicial) object in C is a functor X = X • : ∆ op → C (respectively a functor X = X • : ∆ → C), where we denote X n := X([n]) (respectively X n := X([n])), as usual.
For example, ∆ n : ∆ op → Set is the simplicial set of the standard n-simplex, given by setting
is a cosimplicial simplicial set. We remark on the size of the categories that we study. In this paper we will consider small, large, and extra large categories, as well as small and large simplicial sets. We recall some notation from [J] . Definition A.2. Fix three Grothendieck universes U s , U l , U el , with U s ∈ U l ∈ U el , whose elements are called small sets, large sets, and extra-large sets, respectively. In this paper, we assume that certain sets, such as the underlying set of a complex manifold or a holomorphic vector bundle, are elements of U s .
A category C is called small (respectively large, or extra-large), if both the set of objects Obj(C) and the set of morphism Mor(C) = E,E ′ ∈Obj(C) C(E, E ′ ) are small sets (respectively large sets, or extra-large sets). An example of a small category is the simplicial category ∆ from above. Examples of large categories are the category Set of small sets, the category Ch of cochain complexes, the category CMan of complex manifolds, and the category Cat of small categories. Examples of extra-large categories are the category Set l of large sets, and the category Cat l of large categories.
A simplicial object X : ∆ op → C in a category C is called small (respectively large), if all X n = X([n]) are small sets (respectively large sets), and similarly for a cosimplicial object X : ∆ → C. Denote by Set ∆ op the category of all small simplicial sets, which is a large category. Denote by Set l ∆ op the category of large simplicial sets, which is an extra-large category. The nerve N (C) of a category is the simplicial set whose set of 0-simplices N (C) 0 = Obj(C) are the objects of C, and k-simplices for k ≥ 1 are k composable morphisms E 0
, N (C) k = E 0 ,...,E k ∈Obj(C) C(E 0 , E 1 ) × · · · × C(E k−1 , E k ). If C is a small category (respectively large category), then N (C) is a small simplicial set (respectively large simplicial set). Moreover, the nerve is a functor N : Cat → Set ∆ op or N : Cat l → Set l ∆ op . In section 3, we will consider cosimplicial simplicial sets, i.e., functors of the form X : ∆ → Set ∆ op , or, more generally, functors X : ∆ → Set l ∆ op , where, for the latter, X n : ∆ op → Set l , so that (X n ) m is a large set.
Sometimes, we may not comment on the size and just refer to categories or simplicial sets without any size reference. Note, however, that all structures in this paper are, in particular, large structures.
Appendix B. Cochain complexes and the Dold-Kan functor
We will frequently consider cochain complexes in this paper that are concentrated in nonnegative or non-positive degrees. The next definitions provide more details.
Definition B.1. Denote by Ch the category of Z-graded cochain complexes. So an object in Ch is a pair (C • , d), with d : C • → C •+1 . Note that if (C • , ∂) is a graded chain complex, i.e., ∂ : C • → C •−1 , then we think of it as an object of C • ∈ Ch by setting C n := C −n in degree n.
Let Ch + be the category of non-negatively graded cochain complexes and Ch − be the category of non-positively graded cochain complexes.
Example B.2. If A : ∆ op → Ab is a simplicial abelian group, then define the negatively graded chain complex N (A) ∈ Ch − to be the normalized chains of A, i.e., in degree −k ≤ 0 we set it to be A k modulo degeneracies, In particular, the free abelian group of the standard n-simplex Z∆ n is a simplicial abelian group. The cochain complex N (Z∆ n ) ∈ Ch − has the following explicit representation. In degree −ℓ ≤ 0, N (Z∆ n ) −ℓ is the free abelian group with generators e i 0 ,...,i ℓ for all 0 ≤ i 0 < · · · < i ℓ ≤ n corresponding to the non-degenerate ℓ-simplex i : ) is a non-degenerate r-simplex of ∆ n × ∆ m , and we denote the corresponding generator of N (Z(∆ n × ∆ m )) by (s ν r−p . . . s ν 1 (e j 0 ,...,jp ), s µ r−q . . . s µ 1 (e i 0 ,...,iq )). In particular, for r = p + q, {µ 1 , . . . , µ p , ν 1 , . . . , ν q } determines a permutation of {0, . . . , p + q − 1}, and those (µ, ν) are then called (p, q)-shuffles. Denote the sign of this permutation by sgn(µ, ν), which is calculated as (B .1) sgn(µ, ν) = (−1) µ 1 +(µ 2 −1)+(µ 3 −2)+···+(µp−p+1) .
The Dold-Kan construction makes the normalization into an equivalence of categories; see for example [D] , [K] , [G, section 2] , or [GJ, chapter III.2] . Theorem B.3 (Dold-Kan) . Let Ab ∆ op be the category of simplicial abelian groups and Ch − the category of non-positively graded cochain complexes. There is an adjoint pair of functors N ⊣ DK, which is an equivalence, where N : Ab ∆ op → Ch − is the normalization, and DK : Ch − → Ab ∆ op .
The functor DK can be defined as follows. For a non-positively graded chain complex C •≤0 ∈ Obj(Ch − ) define DK(C •≤0 ) ∈ Ab ∆ op to be the simplicial abelian group, which in simplicial degree k consists of the cochain maps from normalized cells of the standard simplex ∆ k to C •≤0 , i.e., we set
The Dold-Kan functor DK : Ch − → Ab ∆ op can be composed with the forgetful map F : Ab ∆ op → Set ∆ op , which we denote by DK = F • DK : Ch − → Set ∆ op .
We will need to use functors between Ch, Ch − , and Ch + .
Definition B.4. The truncation functor t is a functor t : Ch → Ch + defined by t(C • ) = C •≥0 .
The quotient functor q is a functor q : Ch → Ch − defined by q(C We can also define an algebraic analogue of totalization for cosimplicial non-negatively graded cochain complexes, called the total complex and denoted tot. Let K The second way is by taking the following equalizer (D.5) eq :
The following lemma shows that the two cochain complexes are equal. 
