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Two questions that have been around for a few years in the theory of 
lattice-ordered rings (Z-rings) are: 
1. Is a unital right f-ring an f-ring? 
2. Is an Z-prime I-ring in which the square of every element is positive 
an l-domain? 
Using the generalized semigroup rings of Conrad and McCarthy [5] we 
show that the answer to the first question is no, while, for this class of rings, 
the answer to the second question is yes. I This gives further evidence to 
suggest that it has an afftrmative answer in general. 
An l-ring is a ring R whose additive group is a lattice-ordered group (l- 
group) and whose positive cone Rt = {r E R : r > 0) is closed under 
multiplication. An Z-module over the Z-ring R (or just a po-ring R) is a 
module MR such that M is an l-group and MtR + c Mt. An element x E R ’ 
is called an f-element on M if for all a, b E Mt 
a n b = 0 implies ax n b = 0. 
If R + consists of f-elements on M, then M is called an f-module. An f- 
element on R, (respectively, RR) is called a right (left) f-element, and R is a 
right (left) f-ring if R, (respectively, RR) is an f-module. If R is both a right 
and left f-ring, it is called an f-ring. 
We recall that MR is an f-module if and only if it is embeddable in a 
product of totally ordered modules [ 11, p. 7241, and R is an f-ring if and 
only if it is embeddable in a product of totally ordered rings [ 1, p. 581. 
A po-set A is called rooted if, for each a E A, {p E A : p > a} is a chain; a 
maximal chain in A is called a root. A po-set is called a W-set if it has the 
ascending chain condition (a.c.c.) and is a finite union of totally ordered 
subsets. For a po-set A and a totally ordered group R, let V= V(A, R) be the 
’ The answer to question 2 is yes if the I-ring is unital (or satisfies some weaker conditions). 
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subset of the direct product of A copies of R consisting of all those elements 
whose support satisfies a.c.c. If u E V we denote the support of u by 
suppu= {aEA:au#O}, and the maximal elements in supp u by 
max supp 0. Let 
V+=(vEV:O<auifaEmaxsuppu). 
In [4] it is shown that (V, V’) is a PO-group; that V is an l-group if and only 
if A is rooted; and that for any abelian Z-group G there is a rooted po-set A 
and an embedding of G into the Hahn product V= V(A, [R), where R 
denotes the real numbers. In [5] (also [3] and [ 7]), I-rings were constructed 
by imposing a multiplication on A compatible with the partial order. More 
precisely, let A be a po-set with a partial multiplication; so for some a, /I E A, 
a/3 is defined. The notation a )] /I will indicate that the elements a and /I in a 
po-set are incomparable. Consider the following conditions on A: 
associative law: a(&) is defined if and only if 
(a/?)y is defined, and then a(@) = (ap)y; 
(1) 
if a < j3 and ay (respectively, va) is defined, then so is py 
(respectively, $I), and ay < ,fIy (ra < yP); 
(2) 
if a ]/ p and ay is defined, then ay /(/I; (Jr) 
if a ]] /3 and ya is defined, then ya )I /I. (31) 
For the rest of this paper R will be a totally ordered domain which, for 
convenience, will be assumed to have an identity element. For elements 
u = Cu,a and v = Cu,a in V “define” uv by 
Of course, uu does not always make sense. Let 
and 
Z = Z(A, R) = (U E V : supp u is finite} 
W= W(A, R) = {v E V : supp u is a W-set}. 
,?Y and W are submodules of RVR. The following theorem is proven in 
[5, Sect. 21. 
THEOREM I. (a) E is a po-ring if and only if A satisfies (1) and (2). 
(b) 
‘and (2). 
Z (or w) is an l-ring if and only I$ A is rooted and satisfies (1) 
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(c) Z (or W, or V) is an f-ring tf and only tf A is rooted and satisfies 
(11, (21, (34 and (31). 
From now on A will satisfy (1) and (2). We note that if A is rooted, then 
(y E A : y satisfies (3r)J is an ideal in the po-set A. So u E Ct or Wt (or I’+ 
if I/ is a ring) is a right f-element if and only if each y in (max) supp u 
satisfies (3r). In particular, Z or W is a right f-ring if and only if A is rooted 
and satisfies (l), (2), and (3r). V need not be a rightfring if Z is, however; 
see Example 4 in Section 4. 
An l-ring T is called l-prime if the product of two nonzero l-ideals of T is 
nonzero, and T is called an l-domain if T’\{O} is a subsemigroup of (T, .). 
The lower l-radical of T is defined as for a ring, but by using l-ideals instead 
of ideals; it is a nil l-ideal of T. For more details see [6],[ lo], or [ 131. Next 
we introduce some notation and collect some facts about an l-ring T from 
[l] and [6]. 
N = (u E T : U” = 0 for some n}, 
M={uET:luJEN}, 
N, = (u E T : U” = 0}, 
M,={uET:lulEN,}, 
S = the convex I-subring of T generated by 1 (provided 1 E T’). 
THEOREM II. (a) T is a right (left) f-module over S. 
(b) If T is an f-ring, then each N, is an l-ideal, and N is the lower 
radical (l-radical) of T [ 1, p. 631. 
(c) An f-ring satisfies the identity X+X- = 0 [ 11. 
(d) If T satisfies x+x- = 0, then T has squares positiae [ 11. 
(e) If T is unital, then T satisfies x+x- = 0 if and only if 1 is a weak 
order unit of T (1 E T+ and 1 f7 t = 0 implies t = 0) [ 1, p. 601. 
(f) If T has no nonzero nilpotent l-ideals and satisfies .x+x- = 0, then 
T is an f-ring [ 6, p. 8 11. 
(g) If T is a unital right f-ring, then 1 is a weak order unit. 
(h) if T is unital and has squares positive, then NE S [6, p. 771. 
These facts show that a unital right f-ring is close to being an f-ring. Note 
that Z satisfies x+x- = 0 if and only if A is rooted and satisfies: a ]( /3 implies 
~$3 is not defined. An example of a right f-ring with a left identity element 
that is not an f-ring appears in [ 13, p. 2061. 
Here is an outline of the paper. In Section 1 we give an example of a 
unital right f-ring C that is not an f-ring. In Section 2, for use in Section 3, 
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we determine conditions on A for ,?Y to have a positive identity element. In 
Section 3 we determine conditions on A for the unital Z-ring .Z to have 
squares positive. Somewhat surprising is that it suffices to have the squares 
of all elements of the form xo + @ + zy be positive. It is also shown that 
when .Z has squares positive, then each M2,, is an Z-ideal; so M is the lower l- 
radical of Z. If also 1 E .Z, then M = N is the lower radical. Section 4 
contains some examples. 
We remark that all of the results in this paper hold for W as well as C. 
The proofs are essentially the same, but for convenience we deal with Z 
exclusively. Finally, we note that these instructions can be used to produce 
Z-modules. If MR is a totally ordered torsion-free module (mr = 0 implies 
m = 0 or r = 0) and A is rooted and satisfies (3r) then Z(A, M) (respectively, 
W(A, M), V(A, M) if A satisfies (3)) is a right f-module over Z(A, R) 
(respectively, W(A, R), V(A, R)). 
1. ANSWER TO QUESTION 1 
Let A be generated by a,P, and y and have the relations 
ya = y/A 
y” = e, 
pa is defined if and only if p or CJ E {y”}. 
so 
A={y”:nEH+}U{y”cry” :n,mEZ+}U{/3ym:mEZ+}. 
The partial order on A is given by (see Fig. 1) 
e < y < y2 < -se 
w’ II BY’ for all i, j E Z +, 
Pr’ < ya for alljE L+, 
y”ay” < e for all n, m E Z +, 
y”aym < yPayq ifn<porn=pandm<q. 
Then Z = W = V is a unital right f-ring that is not a left f-ring. 
Another description of Z can be given. Let Ju be a bimodule over the 
totally ordered domain U such that J is a left and a right I-module. Let 
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Then T is an l-ring which satisfies x+x- = 0. T is a right (left)f-ring if and 
only if J is a right (left)f-module over U. 
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Let U = R [ y] be the polynomial ring in one indeterminate over R, ordered 
lexicographically from the top: 
r,+r,y+ . ..+r.y”>O if r, > 0. 
As a right U-module let J be given by 
J=pU@ x:” y”aU, 
n>o 
and as a left U-module 
The positive cone of J is given by 
J+ = V@(Y) + crpo(y) + . . . + faP,,(y) : n > 1 and 
p,(y) > 0, or n = 0 and P(Y), P,(Y) E ut I. 
Then J is a right f-module over U but not a left f-module, and T = Z. 
In [ 121 it was shown that a unital l-ring with squares positive is anf-ring 
if it is either semiperfect or (right) z-regular. We note that if R is a totally 
ordered field (or, except for (e), just an Z-simple domain), then C has the 
following chain conditions: 
(a) C has only two roots, 
(b) Z has d.c.c. on right and left I-ideals. The right I-ideals are 
where A = aR [y], B = PR [y], and 
A.=AOBOyaR[y]O...Oy”aR[y]. 
The left I-ideals are 0 c J c ,?Y. 
(c) The right annihilators are 
OS@--a)R[y]EJcC. 
(d) J = Jacobson radical = Johnson radical = N,. 
(e) S is a commutative local algebra. 
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2. WHEN IS 1 El:+? 
For use in the next section we prove 
THEOREM 1. Let A be rooted and satisfy (1) and (2). Then 1 E Zt if 
and only if A has two disjoint decompositions 
A=A,v... VA,=I-,V... UT,, 
where 
(a) Ai and Ti are ideals of the po-set (A, <); 
(b) there exist ei E Ai n Ti which satisfy (3) and such that ei is a left 
(right) identity for Ti(Ai). 
Moreover, if 1 E Z+, then Ai = Aei, Ti = e,A and 
C(A) = Z(Ai) @ ... @ Z(A,) as left l-ideals, 
C(A) = z(ri) 0 . . . 0 z(r,) as right l-ideals. 
Proof. Suppose that 1 = xlel + a.. + x,e, E Z+, with xI # 0. If ei E 
max supp 1, then xiei < 2. So xiei is an f-element and hence ei satisfies (3); if 
ej < e, then ej also satisfies (3). Hence each ek satisfies (3). Since e, = lei 
there exists ej with ejei=ei. If ejei=e,ei with j#;k, then ej is comparable to 
ek, by (3), which is impossible by (2). So for each i there exists a unique ji 
with ej,ei = ei. Furthermore, if k +ji and ekei is defined, then ei = lei yields 
If k with e,ei = ekei, which, as we have seen cannot happen. Now, for each 
j, ejei is defined for some i; so j = ji and hence {jr ,..., j,} = { l,..., n}. It is 
now easy to see that {e,,..., e,} is trivially ordered set of idempotents. For if 
e, -c e,, then (2) implies that j, = j,. Moreover, if j = ji, then e, = le, = 
xjejei = xjei gives xj = 1; finally, i #j gives e, 11 ej and SO ei I/ (eje, = e,). 
As in the previous paragraph, for each ,f3 E A there exist a unique i and a 
unique j with /? = eiP =pej, and for k # i and 1 #j, eJ and Del are 
undefined. Let 
Ai = {/I E A : ,8ei is defined} = {p E A : /Iei =/3}, 
ri = {p E A : eiP is defined} = {p E A : eiP = /?}. 
Then (b) is clear and (a) follows from (2). 
For the converse we merely note that eiej is undefined if i #j, by (3), and 
hence l=e,+..++e,EZ’. 
The ei need not be central; for example, let A be a trivially ordered set of 
matrix units. Also, Z could be unital without 1 E Z+. For example, let 
A = {a, e, f } be trivially ordered with e2 = e, f2 =h and a = ae =fa =fe. 
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Then 1 = e +f- a. We also note that if 1 E C+ and T is a ring between C 
and I’, then 1 E T. Conversely, if 1 =Zxie, E W+, then, as above, (ei) is 
trivially ordered and must be finite since it is a W-set. So 1 EC+. However, 
it is possible for thef-ring V’ to be unital while ,Z is not. Let A be infinite and 
trivially ordered with a2 = a for each a E A; then V is the direct product of A 
copies of the totally ordered domain R, whereas C = W is the direct sum. 
3. SQUARES POSITIVE 
In this section we determine when the unital Z-ring 2: has squares positive, 
and, in addition, when it is I-prime. Consider the following two conditions on 
A: 
if aB is defined so is a2 or /I’ and 
a/?<a20ra/?<j320ra~=a2=~2; 
if a2 = /?y with /I # y, then a2 < /3’ or a2 < y2; 
and the conditions on 22 
(4) 
(5) 
for all ai ,..., a, E A and x, ,..., ~,ER,O<(x,a,+...+x,a,)~ (S”) 
LEMMA 1. Z satisfies (S,) if and only if A satisfies (4). 
Proof: Suppose C satisfies (S,) and a/3 is defined. Let u = xa + y/I with 
a#/3 andx#O#y. Since 
0 < u2 = x2a2 + y’p’ + xya/l + yx/la 
a2 or /3’ must be defined. Neither ap nor pa can be maximal and distinct in 
((x2, p2, a/3, pa}. If a/? is not maximal then we are done. So suppose a/3 = a2 is 
maximal and (4) does not hold for this a and /3. If x = 1 and y = -2, then 
0 < u2 = -a2 + 4p2 - 2j3a 
gives a contradiction, irrespective of which elements in {a’, /3’, /?a) are 
defined or the ordering of these elements. 
Conversely, if A satisfies (4) and u is defined as in the previous paragraph, 
then either a/I or /?a is not maximal in {a*, p*, a/?, pa}, or ap = a2 = p’ = pa. 
In either case u* > 0. For instance, if a/I is not defined and a* =/3’ =pa, 
then u2 = (x2 + yx + y2)a2 > 0. 
LEMMA 2. If A satisfies (4) and (5), then C satisfies (S,) for all n; that 
is, squares are positive in Z. 
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ProoJ Let u = x, a, + . . . + ~,a,,, where a, ,..., a,, are distinct and each 
xi # 0, and let p E max supp u*. If p @ {a: \, then p = a,aj with i #j; assume 
i = 1, j = 2. By (4), p = ala2 ( a: (or <a:). But then the coefficient of ai in 
u* is 0, so a: = aiaj with i#j. By (5) we have p < a: < a: (after reindexing 
the ai). Continuing, we get 
By (4), ai is maximal and distinct in {a,a,: 1 ( i, j < n}, and hence its coef- 
ficient in u2 is xi > 0, which contradicts the maximality of p. So p E (a:}, 
say, p = ai. If the coefficient of a: is not positive, then a: = a,a, with i #j, 
and the preceding argument again gives a contradiction. 
LEMMA 3. Let 2Y be an l-ring which satisfies (S,), and suppose that for 
each a E A there exists e E A satisfying (3) and such that a = ae or a = ea. 
Then A satisfies (5). 
ProoJ If not, we have a2 = /3y with /3 # y and neither a2 < j?’ nor a* < y2. 
Since (S,, r) implies (S,), A satisfies (4) by Lemma 1. So ,8y =p2 = y2, and 
p 1) y by (2). Let y = ey with e E A. By (4) 
y/3 ( y* or yp is undefined or yp = y2. 
Consider the first two cases. Since y2 = j?y, if y3 exists, y3 = y/?y, which is 
impossible; so y3 is not defined. Since 
y = ey < e* or y < y2 or y = e* = y*, 
we must have y < e2. So y2 < e2y = y. Similarly, y2 = p’ ( /3. Since A is rooted 
,8 and y are comparable, a contradiction. 
Now suppose that yB = y*. Let u = y - p E C. Then u2 = 0 and by (S,) 
0 Q (u - e)’ = e2 - (eu + ue) 
=e’-e(y-/3)-(y-p)e 
so 
= e2 - y - ye -t- (e/l + /?e). 
y Q y + ye < e2 + (e/3 + be). 
If e satisfies (3), then y (( ep and y (( p e, so y < e2(= e). But then y satisfies (3) 
and so ,8y 11 y2. 
LEMMA 4. Let .Z be an l-ring which satisfies (S,) and in which N, is a 
sublattice. If, for each a E A, a E Aa U aA, then A satisfies (5). 
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Proof: The first paragraph of the proof of Lemma 3 may be repeated to 
give that 
p’=y*=py=yp. 
Let u =/3-- y. Since u2 = 0, /I = U+ E N,; so ,B’ is not defined, a con- 
tradiction. 
Combining these four lemmas we get 
THEOREM 2. The following statements are equivalent for the unital l-ring 
z = C(A). 
(a) The square of every element in C is positive. 
(b) A satisfies (4) and (5). 
(c) C satisfies (S,) and N, is a sublattice of ,?Y. 
(d) Z satisfies (S,) and 1 E Ct. 
Proof Statement (a) trivially implies (d). Statement (d) implies (b) by 
Theorem 1 and Lemmas 1 and 3. Statement (b) implies (a) by Lemma 2. 
Statement (a) implies (c) by Theorem II, and (c) implies (b) by Theorem 1 
and Lemmas 1 and 4. 
Suppose that A satisfies (I), (2), and (4), and let p = ep for some e EA. 
By (4), either j3 = e/l < e* or ,!3 < /3’ < p3 < ... . We use this in 
COROLLARY 1. Let Z be a unital l-ring and suppose that A has no 
chains of the form a < a* < . e. . Then the following statements are 
equivalent. 
(a) Z has squares positive. 
(b) A satisj?es (4) and 1 E Z’. 
(c) C is an f-ring. 
(d) a/3 < a, p whenever a@ is defined. 
Proof Clearly (a) implies (b), and (c) implies (a). If (b) holds, then 
Theorem 1 and the preceding remarks show that A satisfies (3); so Z is an f- 
ring. The equivalence of (c) and (d) is due to Conrad and McCarthy 
[5, Corollary II] and holds even without an identity element. 
If A is trivially ordered, then it satisfies (4) and (5) if and only if the only 
multiplication in A is a* for some a in A. So if A is trivially ordered and 
1 E Z, then squares are positive if and only if Z is a direct sum of a finite 
number of copies of R. Also, if A is a PO-group, then (4) is equivalent to A 
being totally ordered; and if A is a rooted PO-group, then (5) is equivalent to 
A being an extension of a totally ordered group by an elementary abelian 2- 
group. This latter fact follows from the determination of the rooted po- 
groups in [ 3,2.4 1: A must contain a totally ordered normal subgroup H with 
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A+ = H+. So (5) is independent of (4) in Theorem 2, and (4) cannot be 
replaced by (5) in Corollary 1. Example 2 in Section 4 shows that (4) does 
not imply (5), and Example 1 shows that Corollary 1 is false if 1 is omitted. 
We turn next to the second question. Certainly 2 could be a prime l-ring 
without being an Z-domain. For example, if A = {eij : 1 < i, j < n} is a 
trivially ordered set of matrix units, then .Z is the n x n matrix ring over R. If 
C has squares positive, however, this cannot happen. We note that any I- 
prime king with squares positive which contains no nonzero right I-quasi- 
regular right Z-ideals must be an I-domain [ 14, p. 3881. 
Let 
r = {p E A : /I’ is not defined}. 
LEMMA 5. (a) If C is a po-ring which satisfies (S,), then .Z(I’) is a 
convex subring of Z containing N: 
(b) If C is an l-ring with (S,), then C(T) = M, is an l-ideal of C. 
Proof: By (4), if a, /I E r, then a/I is not defined. So Z(1) is a nilpotent 
subring of C of index 2, and clearly it is a convex subring. Let 0 < u = 
x,p + a** +x,,BnENz. If /Ij <pi E max supp U, then 0 < xi/3 < 2u yields 
pj E r, SO 24 E z(r). 
It 2’ is an I-ring, then z’(f ‘) is an I-subring. Let fl E I; a E /1 and suppose 
a/I is defined. If a/I 6Z r, then (a/3)’ and hence /3a is defined. By (4), 
Cd>’ = WaY < (aPa>2, 
so /?a’/? is defined, and, also, 
a/? < a2 and pa < a2. 
so 
and, since A is rooted, 
a’/? < /?a’ or pa2 < a’/?. 
Thus 
/3a2p < /?‘a’ or /?a2p < a’/?‘, 
a contradiction. So r is an ideal of (A, .), and hence Z(T) is an l-ideal of Z 
contained in M,. If UEM,, then u+, U- E N: c: Z(T) implies 
fl=Z4+ -u- EZ(f-). 
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THEOREM 3. Suppose A is rooted and satisfies (4). Then M is the lower 
l-radical of Z. 
Proof Define a partial multiplication in Av by a . /I = a/? if a/I 6Z r and 
a . ,8 is undefined otherwise. Then A\T is rooted and satisfies (l), (2), and 
(4). Clearly, 
C/M, = C(A)/Z(I) N C(A\T); 
so 
implies that M, is a nilpotent l-ideal of Z of index at most 4. Continuing, we 
get that each M,, is a nilpotent l-ideal of index at most 2”, and hence M is 
the lower l-radical of C. 
COROLLARY 2. If C is a unital l-ring with squares positive, then its lower 
radical =N = M, and each N,, is a nilpotent l-ideal. 
It is easy to see that C is an l-domain if and only if A is a rooted 
semigroup. An l-ring is a subdirect product of l-domains if and only if it has 
no nonzero positive nilpotent elements [ 14, p. 3841. 
COROLLARY 3. The following statements are equivalent for the l-ring Z 
which satisfies (S,). 
(a) Z is l-prime (Z is 1-semiprime). 
(b) 2 is an l-domain (Z is a subdirect product of l-domains). 
(c) A is a semigroup (p” is deflned for each /I E A). 
COROLLARY 4. If Z is a unital l-ring, then the following statements are 
equivalent. 
(a) Z is a domain (has no nonzero nilpotent elements) with squares 
positive. 
(b) Z is l-prime (I-semiprime) and satisfies (S,) and 1 E 2'. 
(c) A is a semigroup (contains /3’for each p E A) and satisfies (4) and 
(0 
4. EXAMPLES 
EXAMPLE 1 [6, p. 721. Z is an l-domain with squares positive, but A does 





EXAMPLE 2. C is an I-domain with 1 E ,??, and A satisfies (4) but not 
(5). Let A = (e,/3, y” (n > l)}, where e is the identity of A and 
PY = YP = P’ = Y2, 
p” = y” for n > 2. 
The partial order of A is given in Fig. 2. Note that if R is a field, then Z is a 
commutative noetherian Z-simple l-ring. 
In [ 13, p. 2051 the following question was posed. If T is an l-ring with a 
weak order unit e and if the convex I-subring generated by e satisfies the 
identity x+x- = 0 does this identity lift to 7? If e is an f-element and et > t 
for each t E T’ the answer is yes [ 131. The next example gives a negative 
answer to this question. 
EXAMPLE 3. Let A = {a, /I, y, p} have multiplication y* = y, ay = p, 
py = p, and partial order p, j3 < y. Let e = a + p + p. Then 
(a) A satisfies (4) and (5), so Z has squares positive; 
(b) Z is a left f-ring; 
(cl e is a weak order unit; 
(d) e is a right f-element, so the convex I-subring generated by e is an 
f-subring. 
EXAMPLE 4. Z is a right f-ring but V is not a ring. If A is trivially 
ordered, then YE is a right f-ring if and only if the only multiplication in A is 
ay=a for some a and y E A; and if ay = a, then y* = y. Let 
A = {a, yl, y2 --a } be trivially ordered with multiplication: yf = yi and ay, = a 
for each i. If u = a and v = Zyi, then uv is not defined. 
481/72/l-16 
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