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INTRODUCTION 
In our first paper of this series Cl], we indicated how we were led to 
consider resolutions of Schur and Weyl modules of a particular form. In 
order to prove the existence of these resolutions, we were forced to enlarge 
the family of skew shapes to a class J containing new shapes whose 
corresponding Schur and Weyl modules had heretofore not been studied. 
With these shapes in hand, we proved in [ 1 ] the existence of some fun- 
damental exact sequences and described how, from these exact sequences, 
we could use a mapping cone construction to build up the resolutions we 
were seeking. For this mapping cone construction, we needed maps, and to 
provide maps we needed projectivity of tensor products of divided powers. 
This led to the study of the Schur algebra and its decomposition into 
orthogonal idempotents. In Sections 1 and 2 we review the information 
about the Schur algebra that we need to carry out our program. For- 
tunately there is a very clear and detailed exposition of this subject in the 
notes of J. A. Green [S] from which we borrowed very heavily.’ In fact, the 
main function of the first two sections is to condense and translate into our 
notation and terminology the relevant sections of Green’s notes. 
In Sections 3 and 4 we define the family of shapes, J, that we will study, 
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and prove the existence of resolutions of Weyl modules in terms of sums of 
tensor products of divided powers. Section 5 is a very brief review of the 
Universal Coefficient Theorem in the form that we use repeatedly in sub- 
sequent sections. In Section 6 we move from Weyl to Schur modules and 
from divided powers to exterior powers. In fact we define a functor Q from 
the category of sums of tensor products of divided powers to the 
corresponding category of exterior powers and show, in particular, that Q 
induces an isomorphism from Hom,(D,, DP) to Hom,(A,, ,4,) where A is 
the Schur algebra. This enables us to prove the existence of resolutions of 
Schur modules in terms of exterior powers. Section 7 continues the study of 
the functor s2 from the category of Weyl modules to the category of Schur 
modules, and extends the result about the isomorphism between 
Horn,(L),, D,) and Hom,(A,, /ill) to the statement that Q induces an 
isomorphism ExtL(K(cr), K(B)) + Ext>(L(or), L(p)) for all ia0, where CI, B 
are shapes in J, K( ) is the Weyl module and L( ) is the Schur module of 
designated shape. 
In Section 8 we prove that Schur algebras over a field and over Z have 
finite global dimension.2 Section 9 contains a computation of a special Ext’ 
and indicates how this provides some information about intertwining 
numbers. Finally, in Section 10 we include a sketch of some results that we 
hope will lead to more explicit information about the resolutions we have 
introduced. 
We conclude this introduction by tieing in the content of Sections 6 and 
7 with the introduction to the first paper [l] of this series where various 
connections with symmetric polynomials were discussed. There is an 
important involutory ring automorphism w  on the ring of symmetric 
functions in a countably infinite set {xi, x2, . . . > of variables (sse [S, 1.21). 
The involution o takes the elementary symmetric function 
e,(x)= 1 x,, . . . xi, 
i1-z <i, 
to the complete symmetric function 
h,(x)= 1 Xi,."Xi, 
il < < i, 
and the Schur function s,,~ to sxIfi where 1 denotes the transpose of a par- 
tition A in the sense of Young diagrams (see Sect. 2 of [2]). Moreover, the 
involution w  preserves the classical scalar product on symmetric functions 
‘This result has been independently obtained by S. Donkin. A proof is contained in the 
paper “On Schur Algebras and Related Algebras” to appear in the Journal of Algebra in two 
parts. In fact he proves that “generalized Schur algebras” over a p.i.d have finite global dimen- 
sion for which he gives an explicit bound. 
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(see C&1.4]). The homogeneous component in degree r of the ring of sym- 
metric functions is the formal character group of the Schur algebra 
A.(n, r), the universal algebra for the homogeneous polynomial represen- 
tations of degree r of the algebraic group scheme GL,(R) over a principal 
ideal domain R, provided that the inequality n> r is satisfied. In the 
clasical case where R is a field of characteristic zero, the Schur algebra 
A = A,(n, r) is semisimple and the inner product of two symmetric 
functions is just the intertwining number of the corresponding A-modules. 
In fact o can be realized as an exact involutory functor Q on the finite 
dimensional modules over A. The situation over arbitrary fields or rings is 
quite a bit more complicated. However, as observed earlier, we do con- 
struct a functor 52 from Weyl modules to Schur modules which preserves 
extension groups over A. Combining this with the contravariant duality 
discussed at the end of Section 2, we get natural isomorphisms 
Ext:(K(a), K(p)) z Ext:(K@), K(d)) 
for all i >, 0, for any Schur algebra A = A&z, r) with n >, r, and for any pair 
of skew shapes a, /I of weight r, thus obtaining a somewhat surprising 
extension of the useful classical reciprocity 
on “intertwining numbers” of skew Schur functions. 
1. SCHUR ALGEBRAS 
Let F be a free module of rank n over a commutative ring R. The sym- 
metric group r= T(r) on the set { 1, . . . . r} acts on the rth tensor power 
F”‘=FD (1) 
of the module F, on the right, by permutation of tensor factors, i.e., 
(x1 63 --* (x0-q) c = X,(l)@ --. @3X,(,), (2) 
where c E r and xi E F. 
DEFINITION 1.1. The Schur algebra A =AR(n, r) is the algebra 
EndJF@‘) of endomorphisms of the r-module F@‘. 
For any R-module M we have the action of r on Ma”, by permutation 
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of tensor factors as in (2) and a natural map 4: End,(M)@’ + End.(kP”) 
of algebras given by 
(a, 0 ... @a,)(m, 0 ... @m,)=a,(m,)@ ... @cr,(m,). 
It is easy to see that 
C+(a)(m)1 c = (aa) (3) 
for all OE r, a E End,(M)@‘, and m E MB’. It therefore follows that if 
a E End,(M) w  is an invariant of the group r, then $(a)e End,(M@‘). 
Moreover, if 4 is an isomorphism, it follows from (3) that 4 induces an 
isomorphism from the r-invariants of End,(M)@’ to End,(M@“). In par- 
ticular, when M is our free module F above, the morphism 4 is an 
isomorphism so that our Schur algebra A = End.(F@“) is isomorphic to 
the subalgebra (ZLP)~ of EQ’ where E = End,(F) and (E@“)r is the sub- 
module of r-invariants of the free R-module E@“. Since (E@r)r is the sub- 
module of r-fold symmetric tensors, and since this submodule is naturally 
isomorphic to the rth divided power of E, D,(E), we can identify the Schur 
algebra A with the r-fold divided power D,(E) = D,(End,(F)). 
The Schur algebra A = D,(E) possesses a universal property which we 
now describe. If R is an infinite held, then a representation f: GL(n, R) -+ 
GL(m, R) is said to be a polynomial representation (respectively 
homogeneous of degree Y) if the matrix entries of f(X) are polynomials 
(respectively homogeneous polynomials of degree r) in the matrix entries 
xii of the matrix X. Every polynomial representation of GL(n, R) decom- 
poses into a direct sum of homogeneous polynomial representations. Iden- 
tifying GL(n, R) with GL(F), we have that every homogeneous polynomial 
representation of GL(F) 
J GL(F) + GL( V) 
of degree r can be factored uniquely through the Schur algebra 
A = D,(End,(F)) as 




A ” * Endt( V) 
where a(g) = g@‘“. Conversely, every finite dimensional representation f’ of 
the Schur algebra A gives rise to a unique homogeneous representation f of 
GL(F) of degree r. Consequently the theory of homogeneous polynomial 
representations of GL(F) of degree r is exactly the study of finite dimen- 
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sional representations of the Schur algebra A. It should be observed that 
the above discussion holds over any commutative ring R once one for- 
mulates a suitable definition of a polynomial representation (of degree r) of 
the algebraic group scheme GL(F). 
All of the foregoing material is found in [S, 21 and [7,4], although the 
organization of the material in [5] is slightly different. We will briefly run 
through the alternative description of the Schur algebra as given in [5]. 
(The reader will notice that our Definition 1.1 is Theorem 2.6~ in [S].) 
Let F and E be as in the preceding paragraphs. Then E = End,(F) is 
naturally isomorphic to the module F@ F* where F* denotes the linear 
dual Hom,(F, R) of the module F. We let cF denote the element of F@P 
which corresponds to the identity map in E. The map p: E@ E + E given 
by composition has as its linear dual 6: E* + E* @E* the map F* @I F-r 
F*@F@F*@F given by x@y + x@c,@ y, where we are using the 
natural isomorphism E* z F* @ F. This map 6 induces a map S,(E*) + 
S,(E* @E*), where S, denotes the rth symmetric power. Furthermore, we 
have the map S,(E* @I E*) + S,(E*)@ S,(E*) given by 
(This map is actually the map S,(G @ H) + S,G @ S,H given generally by 
the Cauchy filtration of the symmetric algebra S(G@ H) of the tensor 
product of any two free R-modules [2,111.1].) The composition 
A:S,(E*)-+S,(E*@E*)+S,(E*)@S,(E*) 
makes S,(E*) into a coalgebra over R. When R is an infinite field K, the 
rth symmetric power S,(E*) is naturally isomorphic to the homogeneous 
polynomial functions of degree r on the vector space E = End,(F) (or 
equivalently on GL(F)), and the coalgebra S,(E*) is precisely the coalgebra 
A Jn, r) described in [ 5.2.11. As the dual D,(E)* of D,(E) is naturally 
isomorphic to S,(E*), the dual of the map A: S,(E*) + S,(E*)@S,(E*) 
converts the module D,(E) into an algebra. This algebra structure on D,(E) 
coincides with the one obtained by viewing D,(E) = (E@‘)r as a subalgebra 
of E@’ which we saw earlier in this section to be naturally isomorphic to 
the Schur algebra EndAF@‘). 
2. SOME PR~PER~ES OF Do 
As in the preceding section, we let F be a free R-module of rank n, and 
E = End(F) = Hom,(F, F). The group GL(F) acts on the left and right of E 
by composing an automorphism a E GL(F) with an endomorphism 4 E E 
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on the left and right respectively (i.e., cro~$ and doa). When we identify E 
with FO F*, these actions of GL(F) on F@ F* translate to the following: 
As a left GL(F) module, E is the direct sum I;@ . . . @IF of n copies of F. 
It follows that the Schur algebra, D,(E), decomposes as a left GL(F)- 
module into the direct sum 
D,(E) = c D,,(F) 0 . . . 0 D,“(F), 
where the summation is taken over all sequences of non-negative integers 
/I = (A,) . ..) A,) of weight r. Since the Schur algebra A = D,(E) is the univer- 
sal algebra for the homogeneous polynomial representations of GL(F) of 
degree r, (1) is a direct sum decomposition of the Schur algebra A into left 
ideals (see [S, 3.21). Consequently we have established the following 
proposition. 
PROPOSITION 2.1. Let F be a free R-module of rank n, and let A = D,(E) 
be the Schur algebra corresponding to polynomial representations of GL(F) 
of degree r, where E = End,(F). Then for all sequences of non-negative 
integers L = (1,) . . . . 1,) of weight r, the module D,(F)= D,,(F)Q .‘. @ 
D,,(F) is A-projective. 
We will now analyze the decomposition (1) more carefully. Choose a 
basis f,, . . . . f, for F, and the dual basis 4,) . . . . 4, for F*. For each i= 1, . . . . n, 
let Fi = F@ bi be the submodule of F@ F* consisting of all tensors of the 
form f Q 4i with f E F. Then we can write E as an internal direct sum 
E=F,Q ... OF,, (2) 
of left GL(F) submodules. Thus (1) can be rewritten as 
D,(E) = 1 D,,(F,) 0 . . . 0 D#‘,,). (3) 
The element CUE F@ F* which corresponds to the identity element 1 of 
E under the natural isomorphism EN F@ F* is the sum Ch@@i. It is 
easy to see that 1”’ is the identity element of the Schur algebra D,(E) = A 
and that 
l(‘)=C (fiO4,P)c3 ... @(fmztP) (4) 
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under the decomposition (3). Consequently DA(F) is generated as a left 
A-module by the element 
f\“i’@ . . . @j-G) ” 3 (5) 
which we will denote byf,. 
The choice of basis {j’i , . . . . J,} for F determines an isomorphism of 
GL(F) with GL(n), and we let T denote the maximal torus of GL(F) 
corresponding to the subgroup of diagonal matrices of GL(n). The decom- 
position E = F, 0 .. . 0 F, in (2) is a direct sum decomposition of E as a 
right T-module. It follows that (3) is also a right T-module decomposition. 
Using this fact, we will show that the modules D,(F) are induced from Tin 
a way that we shall now make explicit. 
Let H be the R-linear span in E = F@ F* of the tenors hi =fi@ 4i, for 
i= 1 , . . . . n. Since H is a subalgebra of E, D,(H) is a subalgebra of D,(E). 
The algebra D,(H) plays the same role for the algebraic group T that the 
Schur algebra D,(E) plays for GL(F), i.e., it is the universal algebra for the 
homogeneous polynomial representations of T of degree r. 
We let Ri denote the R-span of the idempotent hi in H, and write 
H=R,x . . . x R, as a direct product of algebras. Similarly, given a 
sequence of non-negative integers I = (A,, . . . . J.,) of weight r, we let R(I) 
denote the R-submodule D,,(R,) @ .ef @ DJR,) of D,(H) generated by 
the element 
h,=jp)@ . . . @jp, (6) 
which is an idempotent in D,(H). It is easy to see that 
is a decomposition of D,(H) as a direct product of the algebras R(1). We 
can veiw the free R-module R(I) of rank one as a two-sided T-module 
because it is a two-sided D,(H)-module. With this point of view we can 
rewrite (3) as the direct sum 
D,(E) = 1 D,(F) 63 R(A) (8) 
of (GL(F), T)-bimodules. 
For convenience, we let A, denote the subalgebra D,(H) of the Schur 
algebra A = D,(E). It follows immediately from (7) and (8) that on(F) is, 
as we suggested earlier, an induced module, i.e., 
as a left A-module. 
D,(F)=A @,+RU) (9) 
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Now, if M is any left A-module, we have 
Hom,(Dj.(f’), W = HomA,( M). (10) 
From the universal properties of the algebras A and A, we can conclude 
that if M is a homogeneous polynomial representation of GL(F) of degree 
r, then 
Horn G,t,(F)(D>.(F), W = HomAR( Ml. (11) 
It is customary to identify Hom.(R(I), M) as a T-submodule M, of M, 
called the weight submodule of M corresponding to the weight il, and to 
refer to non-zero elements of MA as weight vectors of M, at least when R is 
a field. 
Finally, we want to briefly discuss contravariant duality and some 
consequences. We begin by observing that the composite 
End,(F) 2 F@ F* * F* 0 F-% End,(F*) 
of natural isomorphisms is an algebra anti-isomorphism. It then follows 
from the discussion in the beginning of Section 1 that the natural 
isomorphism 
D,(End.(F)) 2 D,(End.(F*)) 
is an anti-isomorphism of Schur algebras. If M is any left module over 
A = End,(F), then its linear dual M* is naturally a right module over A, 
and hence can be made naturally into a left module over D,(End.(F*)). As 
an example, if we take A4 = D,(F), then the natural R-module isomorphism 
D,(F)* g S,(F*) talls us that M* can be identified with the left module 
S,(F*) over D,(End,(F*)). Now if h4, N are left A-modules which are free 
R-modules of finite rank, then there is a natural isomorphism between 
Hom,(M, N) and Hom,(N*, M*). It follows that when R is a field K, the 
linear dual provides a contravariant natural equivalence between finitely 
generated modules over D,(End(F)) and D,(End(F*)). Consequently, the 
dual D,(F*) = S,(F*) of the projective A-module D,(F) in Proposition 2.1 
is an injective left module over the Schur algebra D,(End,(F*)), which 
establishes the following proposition. 
FROWSITION 2.2. Let F, R, n, A, r, and ;1 be as in the statement of 
Proposition 2.1. If R is a field then the module S,(F) = S,,(F) @I . . . 6 SAn( F) 
is A-injective. 
It should be pointed out that a choice of basis of F determines an 
isomorphism Fz F* and hence an isomorphism D,(End(F)) z 
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D,(End(F*)) of Schur algebras. Using this isomorphism, the dual M* of a 
left module over A = D,(End,(F)) can be given the structure of a left 
A-module, which is denoted by A4” in [S]. In this notation, we have 
DA(F)’ g S,(F) as A-modules for any sequence 1 of non-negative integers.3 
More generally, we would like to record here the fact that, for any pair 1, p 
of partitions, the A-modules KJF)’ and Ll,JF) are isomorphic, as a 
consequence of the natural isomorphism J&,(F)* N Lr,,JF*) (see 
[2,11.4.1]). 
3. THE FAMILY OF SHAPES J 
Let J, denote the set of all relative sequences y = (A,, . . . . A,+,)/ 
(cl 1, -*-7 ~1, + i) where (A,, . . . . I, + i ) and (p, , . . . . pL,) are partitions, and there 
exists a non-negative integer i < n + 1 such that the following conditions are 
satisfied: 
PI al422 ‘.. >pi>pn+l>pi+l2 .” >p” (1) 
A,-IZ,+,>n-i. (2) 
Notice that y is a skew partition if and only if i= n. More generally, 
given a shape y as above, if we let 0: denote the skew partition 
C1=(IZ1,...,~n,IZ,+,+n-ii)/(~~,...,~i,rUn+iy~i+i+1,...,Cln+1), (3) 
then y = a(t; 0) where I = n - i (see [ 1,6] for notation). Conversely, given a 
skew partition a = (A,, . . . . A,+ 1)/(p1, . . . . p,, + ,) with n + 1 rows, it is easy to 
see that the shape a(t; 0) 
(A 17 ***9 in, An+l -t)/(Pl, ***P Pi, Pui+Z- l, ***7 PL,+~- l9 Pi+113 (4) 
where t = n - i, belongs to J,. So J, is exactly the family of all shapes of the 
form a(t; 0) where a is a skew partition with n + 1 rows, and 0 < t G n. The 
integer i in (1) is uniquely determined by y and will occasionally be 
denoted by i(y). 
It will be important for us to know that shapes of the form a(t; 1) (see 
[l] again for notation) are also in J,. In the notation of (4), the shape 
a( t; 1) can be written as 
(A 1, . . . . L AI+1 -t- l)/ 
(P 1,...,~i,~i+Z-l,...,cL,+I-l,cli+l-l). (5) 
3 Using the notation of [S], this is equivalent to the fact that S,(F) is isomorphic to the 
right L-weight subspace “A.(n, r), defined in [S, 4.5b], from which Proposition 2.2 also 
follows. 
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We let k d n be the largest integer such that pi+, = pk + , , and we take B 
to be the skew partition 
P=(n,,...,n,,n,+,-(k-i)-l)/ 
(P 1~ . . . . p;, pi+ I - l, ..., pk + 1 - l, pk + 27 ...Y PL, + 1 ). (6) 
It is then easy to see that cr(t; 1) = /?(s; 0) where s = n -k < n - i = t, and 
we know B(s; 0) is in J,. 
We let J denote the union of the families J, for all integers n 2 0. For any 
shape y in J we define j(y) to be he sum of the number of overlaps in each 
pair of rows of y. More precisely, if y E J,, and we take 1 < i, < i, <n + 1, 
then the number of overlaps between the i, th and i,th rows of y is 
lIni*-Pill if i2 <n + 1 or if i, <i(y) 
II 
(7) 
n+l -&I+1 if i,=n+l and i,>i(y), 
where [Ai, -pi,] = max(O, 1, -pi,). 
Notice that if j(y) = 0, then A,, r = p,,+ , and y is equivalent to the skew 
partition B = (A,, . . . . A,)/(p,, . . . . pL,) with the property that Ai2<pi, for all 
1~ i, < i, <n. In other words, the path components of the shape j3 are 
exactly the rows of j, and so we have K,(F) =D,(F) and L,(F) =.4,(F) 
when j(y) = 0. 
We need one more observation about the function j(y). Let y = a(t; 0) as 
in (4), and let h be the number of entries from among pi, . . . . ,U~ (recall that 
y E J, and t = n - i) which are less than A,, + i - t. When h > 0, it is not hard 
to see that j(cr(t+ l;O))=j(a(t; l))=j(cr(t;O))-h. Recall that if 
a= (4, . . . . 1, + 1 )/(P~, . . . . pL, + 1 ), then 
a(t; 0) = (4, . . . . L A+, - (n - iI)/ 
(P 1, . . . . ~Li,~i+Z-l,...,~L,+l-l,Ili+l); 
~(t;l)=(~,,...,~,,~,+l-((n-i)-l)/ 
(P 1,...,~i,~i+2-lr..‘,~~+l-l,CLi+l-l); 
cr(t+l;O)=(A ,,..., &,A,+,--(n-i)-l)/ 
(P 1, . . . . ~i-l,~i+,-l,...,~L,+l-l,~i). 
Thus, to compare j(a(t; 0)) and j(cr( t; l)), one simply has to compare 
overlaps with the last row, and the condition that 2, + I - t > pi- ,, 2 . . . 2 
pi shows that in these h rows the number of overlaps decreases by exactly 
one. The comparison of overlaps in cr(t; 1) and a(t + 1; 0) is effected by 
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observing that the overlaps lost by shortening the last row in going from 
a(t; 1) to a(t + 1; 0) are gained by lenghtening the jth row of a( t + 1; 0) by 
the same amount. 
4. THE RESOLUTIONS D(y,F) 
Let F be a free R-module of finite rank, and let A denote the Schur 
algebra D,(End,(F)) of degree r. Given a shape y in .I,, of weight r, we will 
construct a resolution D(y, F)) of the Weyl module K,(F) over A. The 
terms of the complex D(y, F) will consist of direct sums of modules of the 
form 
D,(F)=D,,F@ -a. @DA,+,F, (1) 
where A is a sequence I = (1,) . . . . A,+ ,) of non-negative integers of weight r 
and the length of D(y, F) will be at most j(y). 
The constructions will proceed by induction on j(y) and the number n. 
When j(y) = 0, we have D,(F) = K,,(F), so that we can take KD(y, F) to be 
the complex 0 + D,(F) +O of length zero. Observing that j(y) =0 when 
n = 0, let us assume that j(y) > 0 and n > 0. 
We will first take care of the case when rank F > n and later derive from 
this the general case. The reason for this is that we want to guarantee that 
the modules (1) be projective A-modules. At the end of this section we will 
show that modules of type (1) need not be projective if rank F< n. 
Since the shape y is in .I,,, we can represent y in the form a( t; 0) where 
a = !k, -., 4 + 1 )/(h9 .-y ,k + 1 ) is a skew partition. Therefore we have 
Y= (1 1, . . . . L A+1 - MPl, .--> P29 cLi+2- 1, *--3 Al+1 - 1, PLi+1), (2) 
where t=n-i. 
When I ,,+ 1 < pn, all the shapes a(t; 0) are empty except for a(0; 0) = a, 
and it is easy to see that K,(F) = K,(F) @ D,,+,(F) where /I is the skew par- 
tition (A,, . . . . &J,QI, . . . . p,) and CL,+ 1 = I,, 1 - ptn+ 1. By induction on n we 
know that &(F) has a resolution D(fl, F) of length at most j(p) =i(a), and 
so we can take [ID(a, F) to be complex !D(fi, F)@ Den+,(F). Thus, we can 
assume that y = a( t; 0), and that A, + 1 > p,,. 
Our next step is to exhibit a short exact sequence 
0 -+ K,(F) + K,(F) -+ K,(F) -, 0, (3) 
where (r and z are shapes in J, of weight r with j(o) and j(r) less than j(y). 
For convenience we shall teat the case t = 0 separately, i.e., y = a(0; 0). 
Let h denote the number of terms of (pI, . . . . PJ such that pk c 1, + ,. The 
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assumption that pL, < A,, + I guarantees that h > 0. We can therefore take 
r =cc(O; l), CJ =a(l; 0), and obtain from [l, 7.51 the desired short exact 
sequence (3). The fact that j(a) and j(r) are less than j(y) has already been 
noted at the end of Section 3. 
We are tempted to repeat, almost verbatim, the argument we have just 
given when y = a(t; 0) with t = n - i > 0. We can certainly assume, still 
using the notation of (2), that pi+ i < A,, + , - t, for equality would imply 
that K,(F) = K@(F) where p is the skew partition 
(2 I, ..., AMP,, . ..? ~i,~i+*-l,...,~,+,-l) 
in Jn-,, and then we would take D(y, F) to be DJ(~, F). If we let h denote 
the number of terms of (p,, . . . . pi) such that pLk > 1, + , - t, and if h > 0 as it 
was in the case of r = 0, then again we can take t = a(t; l), CJ = a(t + 1; 0) 
and, invoking [ 1,7.5] together with our remark at the end of Section 3, we 
obtain the exact sequence (3) that we are looking for. The only snag in the 
argument is that we might have h = 0 (as is always the case, for instance, if 
t = n). If this happens, there is a standard way to “adjust” y to obtain an 
equivalent shape for which the corresponding number h is positive. This 
modification proceeds as follows. 
Weareassumingthatpi3 . ..3~1~~11.+,-t,andthat~j+l<~n+,-t. 
Let p be the largest integer between i and n - 1 such that pi+ 2 = pP+ *, and 
1.5 4 = pi+, -p,+z+ 1= ... =pLi+,-ppf2+ 1. If we set 
y’ = (a. 13 --., A”, 1” + , - t - q)/ 
(~1,~~~~~2,Ili+2-1,...~~,+1-1,cLi+l-q), 
it is clear that y’ and y are equivalent, i.e., K,.(F) z K,,(F) and j(r’) =j(y). 
Furthermore, if we take p to be the skew partition 
Vl, . ..Y 4, A”, 1 -4-(P-i+l))l 
(P 17...,~i,~i+l-9,rui+2-l,...,~~p+Z-l,~~+3,...,~~n+2) 
then y’ = p(s; 0) where s = n - (p + 1). 
If p = i, the number of terms of (p,, . . . . pj, pi+, -4) which are less than 
il n+1- t - q is precisely p - i + 1 = 1 > 0. If p > 1, the number of terms of 
(Pi3 ...9 Pi> Pi+ 1 -47 PLi+z- 17 . ..> Pp+l -1) which are less than An+l-t-q 
is precisely p - i + 1 > 0. Thus we may now choose t = p(s; 1) and 
u = p(s + 1; 0) to obtain the desired exact sequence (3). 
Having established the existence of the sequence (3), we can now con- 
struct the resolution D(y, F). By induction on j(y), there exist resolutions 
D(a, F) and D(t, F) of K,(F) and K,(F). Since D(cr, F) is a projective 
resolution over A, the injection K,(F) + K,(F) can be lifted (by com- 
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parison theorem) to a map of complexes 119(0, F) + lB(t, F) which is uni- 
que up to chain homotopy. We take D(y, F) to be the mapping cone of any 
such lifting and obtain a resolution of K,(F) of length at most j(y). Since 
any two liftings are homotopic, the complex D(y, F) is determined up to 
isomorphism. This completes the construction of D(y, F) in the case 
rankFan+l. 
Now let us remove the restriction that rank F> n + 1. Let F’ be a free 
R-module of rank 2 n + 1 such that F is a summand of F’, and let A’ 
denote the Schur algebra D,(End,(F’)). Then, using the arguments of [S, 
pp. 83, 102 ff], we have a “restriction” functor CA, + C, from the category 
of A’-modules to the category of A-modules, which is exact. We therefore 
may take D(y, F) to be the restriction of the resolution aD(y, F)’ over A’. As 
the discussion in [S] shows, the result is independent of the choice of F’ so 
that we can view aD(y, F) as a resolution in the category of polynomial 
functors [ 83. 
We conclude this section with the promised example of a module of the 
form D1,FQ A.- @DA.+, F which is not A-projective when rank F < n. The 
simplest such case occurs when rank F = 2 and the module in question is 
F@ F@ F. Now it can easily be shown that for any free module F, we have 
the exact sequence 
O+D,F”r D,F@FeF@D,FA F@F@FA A3F-+0, 
where F@ F@ F + A3F is multiplication and the other maps are 
appropriate diagonalizations. If rank F = 2, then A3F = 0 so that we have 
the short exact sequence 
O+D,F- D,F@FQF@D,F-L F@F@F+0. 
Suppose that F@F@ F were A-projective. Then the above sequence 
would split and we would have maps a: D,F@ F+ D,F, /?: F@ D,F+ 
D3F such that the composition 
D,F1”-, DzF@FOF@D2F ‘+‘P D3F (*I 
is the identiy. Let us compute Hom,(D,F@ F, D,F). By the discussion of 
Section 2, this is the weight submodule of D, F corresponding to the weight 
(2, 1). Since D, F has basis f!‘), f\*)f2, fi S$*), fi3) where { fi , f2} is a basis 
of F, the (2, 1) eight submodule of D3 F is generated by fi*)fi. The A-map 
corresponding to this generator is the multiplication map D2 FQ F +OL D3 F. 
Thus any map from D2F@ F+ D3F must be a multiple of a0 by an 
element of the ground ring R. A similar argument leads to the same results 
for Hom,(F@ D,F, D,F). 
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Since the compositions 
D,F+ D,F@F-+ D,F 
D3F+ FQDzF+ D,F 
are each 3 times the identity map, we see that if 3 is not invertible in R, we 
can find no maps c( and p such that the composition (*) is the identity. 
Thus FQ F@ F is not A-projective if rank F= 2. 
5. CHANGE OF RINGS AND Ext 
In this section we recall two well-known elementary facts from 
homological algebra which will be used in subsequent sections. 
Let R + R be the homomorphism of commutative rings, and let A be an 
R-algebra. We let 2 denote the R-algebra RBR A and, more generally, we 
let R denote R OR M for any left A-module M. Then clearly ii;i is an 
A-module in a natural way. 
For any pair of left A-modules A4 and N, there is a natural 
homomorphism 
defined by 
u: RQR Hom,(M, N) -+ Horn,-(ii;i, m) (1) 
u(rQg)(SQm) = EQg(m). 
PROPOSITION 5.1. The map c1 is an isomorphism when M is a finitely 
generated projective left A-module. Moreover, if i? is a flat R-module, then u 
is an isomorphism for any finitely presented A-module M. 
The proof of the above is elementary, as is that of the following form of 
the universal coefficient theorem. 
LEMMA 5.2. Let R be a hereditary commutative ring, X an R-projective 
complex, and R + i? a ring homomorphism. Then there is a short exact 
sequence 
0 -+ i?QR H’(X) + H’(RQ& X) + Torf(R, Hi+ ‘(X)) + 0 
for each i. 
With these facts behind us, we can easily prove the following theorem. 
THEOREM 5.3. Let R be a commutative hereditary ring, R -+ I? a 
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homomorphism of commutative rings, and A an R-algebra. Let M and N be 
left A-modules which are free R-modules. Furthermore, assume that A4 has a 
resolution P over A by finitely generated projective A-modules. Then there is 
a short exact sequence of R-modules 
0 + K@, Ext;(M, N) + Ext;(@ N) 
+ Torf(R, ExtL+ ‘(M, N)) + 0 (2) 
for each i > 0 where, as in 5.1, we have set A = R @ A, etc. 
Proof. Let X be the complex Hom,(P, N). Then H’(X) = ExtL(M, N). 
Since M is R-free, the resolution P --* M is R-split, so that RBR P is an 
J-projective resolution of M = R @‘R M. Thus 
Ext’,(li;i, m) = Hi(Homz(R@ P, m)). 
By 5.1, we know that Hom,(R@ P, m) z R@k Hom,(P, N) = R@, X, 
since we are assuming the terms of P to be finitely generated projective 
A-modules. 
To apply 5.2 to our situation, we need only show that X is an R-projec- 
tive complex. But any finitely generated projective A-module P is a sum- 
mand of a direct sum of a finite number of copies of R, so that the 
R-module Hom,(P, N) is a summand of a finite number of compies of the 
free R-module N, and hence is R-projective. Thus X = Hom,( P, N) is an 
R-projective complex and 5.2 applies to yield the exact sequence (2). 
Remark. From the notation used in the above theorem, the reader will 
have guessed that the applications we have in mind (see Sect. 7) occur 
when A = D,(E) and M = K,(F) for some shape y in J. In that case (at least 
when rank Far), we have seen that D(y, P) is a finitely generated (even 
finite) projective resolution of K,(F). Hence, when R = Z, M = K,(F), and 
N is any finitely generated A-module which is R-free, Theorem 5.3 is 
applicable. It is also worth noting here that if (A,, . . . . A,) is a sequence of 
non-negative integers of weight r, then A,(F) = K,,(F) where y is the skew 
shape u/p in J given by 
p = (p - 1, . . . . p - 1, p - 2, . . . . p - 2, . . . . 0, . . . . 0). - 
4 
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6. THE RE.WLUTIONS A(y, F) 
Let F be a free R-module of finite rank, and let A denote the Schur 
algebra D,(End.(F). Given a shape y E J of weight r, we will describe a 
resolution A(y, F) of the Schur module L,(F) over A. The terms of the 
complex A(y, F) consist of direct sums of tensor products 
A,(F) = A”‘F@ . . . aAk F, Cli=r (1) 
of exterior powers of F. 
The resolutions A(y, F) can be constructed in exactly the same manner 
as D(y, F). It is, however, necessary to use a more involved argument in 
place of the comparison theorem to lift maps because the resolutions 
A(& F) are not projective over A. Before describing the lifting argument, 
we need to make an explicit connection between A(y, F) and D(y, F). As 
in Section 4, we will first assume that the rank of F is at least as large as 
the degree r of the Schur algebra. This will be sufficient for our purposes 
because, as in Section 4, we can replace F by a free R-module F’ of 
sufficiently high rank which contains F as a summand, and then restrict the 
resolution A(y, F’) to obtain A(y, F). 
Let B denote the endomorphism algebra End,(F@“) of the projective left 
+ 
A-module Far= FOR.. . OR F. Since rank F2 r, B is naturally isomorphic 
to the group algebra of the symmetric group T(r) on the set { 1, . . . . r}, 
where the elements of f(r) act on F @’ from the right by permuting tensor 
factors as described in the beginning of Section 1. This is a well-known fact 
which is an immediate consequence, for example, of the formula (10) of 
Section 2 in the special case R. = (1, . . . . LO, . . . . 0) and M = F@‘, 
Hom,(F@“, F@‘) g (F@r)l, 
where each permutation u E T(r) corresponds to the element fo(r) @ . . @ 
f ,,(,r of weight 2 in the notation in Section 2. 
The starting point for the connection between A(y, F) and D(y, F) is the 
sign involution o: B + B on the group algebra B = R[f(r)] which sends 
each permutation 0 in T(r) to sgn(o)o. Before discussing the general case 
we will briefly review the classical situation where R is a field of charac- 
teristic zero, and for convenience we will denote by M the (left A, right B)- 
module F@“: Over a field of characteristic zero, the group algbra B, and 
hence its centralizer, the Schur algebra A = Ends(M), are semisimple. 
Consequently, there is a natural equivalence between the representations of 
B and A, called the Schur functor in [S], which gives a correspondence 
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“I+ MI” between the left ideals.of B and the left A-submodules of M. On 
the other hand, by a change of rings argument, treating B as a B-module 
via the automorphism o: B + B, one sees that there is a natural 
equivalence from the category of left B-modules to itself which sends a left 
ideal Z of B to the left ideal Z’ = w(Z). Combining this with the Schur 
functor, one obtains an involutory natural equivalence 8 from the category 
of representations of A to itself whose effect on A-submodules of M is to 
send MI to MI’. In particular, 52 exchanges A,(F) with DA(F) = S,(F). In 
order to see explicitly the effect of Q on Hom,(MZ, MJ) one chooses 
idempotents e, f in the algebra B for which Z= Be, .Z= Bf and then embeds 
the B-module Hom,(Me, Mf) in Hom,(M, M) = B using the injection 
Hom(rr,, i,), where A, is the projection M + Me and if is the inclusion 
Mf + M. The image of this embedding is the R-submodule eBf of B, and 
the involution o clearly maps eBf isomorphically onto o(e) Bo(f ), the 
embedded image of Hom,(Mw(e), Mo(f )). 
We now return to the general case where B is an arbitrary commutative 
ring. We let Ci denote the full subcategory of C, (the category of left 
A-modules) whose objects are finite direct sums of modules of the type 
shown in (1). Similarly we let Cz denote the full subcategory of C, whose 
objects are finite direct sums of tensor products of divided powers of F 
(also of weight r), We define a functor 52: Cf: + Cj by sending the object 
D,(F) in Cz to A,(F) in C< and extending to direct sums in the obvious 
way. In order to define $2 on the maps, we have to define 
52: Hom,(DAF, D,F) + Hom,(A,F, A,F). (2) 
To do this, keeping in mind the classical case as a guide, we make use of 
the sign involution w  on the group algebra B=R[f(r)]. 
If we let a,: A,, F -+ F@’ denote the tensor product of the injections 
ApiF+ F@Pi, and let m,: F@’ + A, F denote the tensor product of the 
multiplication maps F @*; +AAiF, then we can embed Hom,(A,F, A,F) 
in B= End,(F@“) by the map Hom,(m,, a,): Hom,(A,F, A,F) + 
HomJF@‘, F@‘). Similarly we can map the B-module Hom,(D,F, D,F) 
into B by the map Hom,(nl, b,) where b,: D,F+ F@’ and nl: F@‘+ DAF 
are the appropriate analogues of aA and m,,. 
Using these maps, we can define the map (2) to be the composite map, 
Hom,(D,F, D,F) Hom(n”*‘)+ BAB, (3) 
provided that we show that the image of (3) is contained in the image of 
Hom,(m,, a,,). However, we know from 5.1 that Hom,(D,F, D,F) com- 
mutes with change of the ground ring R, so we may assume that R= 2. 
Since al is a Z-split injection, and mA is a Z-split surjection, it is clear that 
Hom,(m,, a,) is a Z-split injection. Therefore the case R = Z follows from 
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the classical case R = Q discussed earlier. In order to illuminate the descrip- 
tion of the classical 52 sketched earlier, we will examine this example in a 
little more detail. 
For any sequence I = (A,, . . . . 1,) of weight C Li equal to r, we let r(L) 
denote the Young subgroup corresponding to ;1 of the symmetric group 
T(r). As an abstract group r(L) is the product f(2,) x ... x r(&) of sym- 
metric groups and it is viewed as a subgroup of T(r) by letting (a,, . . . . ok) 
in r(L) act on { 1, . . . . r} in the usual manner whereby rri E r(L,) permutes 
the subset 
{A, + . . + Ai& 1 + 1, . . . . R, + . . . + nj} 
of ( 1, . ..) r}. One can then define a symmetrizer en and an antisymmetrizer 
e>. in the group algebra B = Q[r(r)] by setting 
eA = C 0, e>= 1 sgn(a)a. 
oer(r) usI-(r) 
Since we are over Q, the A-modules D,(F) and S,(F) can both be 
identified with the submodule (F’s”) el of F@‘. Similarly, A,(F) can be 
identified with (F@‘“) e;. It is worth pointing out that el = rzlo bd and 
eX=mnoaA. 
Now that the notation is set up, we can proceed with the examination of 
Q. An element T of B= End,(F@‘) factors through S,(F), i.e., is in 
Hom,(S,(F), F@“), if and only if T is invariant under left multiplication by 
the idempotent e,/r! in B, i.e., T is in the right ideal e,,B. (Keep in mind 
that B acts on F@ from the right.) Similarly, TE B is in Hom,(F@‘,S,(F)) 
if and only if T is in the left ideal Be,. Combining these two observations, 
we get Hom,(S,(F), S,(F)) = e,Be,. Similar observations lead to the 
equality Hom,(,4,(F), A,(F))=ej,Beh, and it is clear that o maps elBe,, 
isomorphically onto e’, Be; as expected. 
Returning to the general case where R is an arbitrary commutative ring, 
in order to see that the D we have defined is really a functor, one has to 
check that Sz preserves identity maps and commutes with composition. 
Since ((3) commutes with change of the ground ring R, it is sufficient to 
check that Sz is a functor when R = Z, which again follows immediately 
from the classical case R = Q where we know Sz to be a functor. 
It is clear from construction that the functor Q is additive. Therefore 
given any shape y in J of weight r, we can define A(y, F) to be the complex 
O(D(y, F)) obtained by applying the functor 0 to the resolution D(y, F) of 
K,(F). 
THEOREM 6.1. The complex A(y, F) is a resolution of L,(F). 
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Proof: We will prove the theorem by induction oni( and the num- 
ber, n + 1, of rows of y, proceeding in a manner parallel to the construction 
of D(y, F) in Section 4. 
When i(r) = 0, we have A,(F) = L,(F), and A(y, F) = L?(I[D(y, F)) is the 
complex 0 + n,(F) + 0 which is trivially a resolution of L,(F). Recalling 
that i(r) equals zero when n = 0, let us assume that i(r) > 0 and n > 0. As in 
Section 4 we can represent y in the form a(t; 0) where a = (A,, . . . . A,+,)/ 
(P , , . . . . p,,+ i) is a skew partition. When A,,,, < pE, we have L,(F) = 
LB(F)@nan+‘(F), and it is clear that A(y, F)=A(/I, F)@Aan+*(F) is a 
resolution of L,(F) because A@, F) is a resolution of L,(F). In the more 
interesting case where Iz,, 1 > pn, we have from Cl, 6.163, a short exact 
sequence 
0 + L,(F) + L,(F) + L,(F) -+ 0, (4) 
where the shapes e, z, are those of (3) in Section 4. By induction oni we 
known that A(aF) and A(r, F) are resolutions of L,(F) and L,(F). It is 
clear that A(y, F) is the mapping cone of the map 
No, F) + 47, F) 
obtained by applying the functor Sz to the map 
(5) 
wo, f-) + 45 I;) (6) 
of complexes chosen to lift the injection K,(F) + K,(F). We recall from 
[l] that the injection L,(F) + L,(F) is induced, on the generator level, by 
a map 
47(F) + 4m (7) 
It is easy to check from the definition of Q and the recipe given in the 
second paragraph of [ 1, Sect. 73 that the map 
D,(F) -+ D,(J-) 03) 
which induces the injection K,(F) + K,(F) of (3) in Section 4, is sent by 52 
to the map (7). But the map (8) is just the component in dimension zero of 
the map (6) of resolutions. Consequently, the map (5) is a lifting of the 
map L,(F) -+ L,(F) and it follows immediately that the mapping cone 
A(y, F) of (5) is a resolution of L,(F). This concludes the proof of 
Theorem 6.1. 
For future reference we will show that the map (2) is an isomorphism 
when the ground ring R is Z. This will later be used in the proof in 
Section 7 that the same is true over any ground ring R. 
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Since Hom,(m,, a,) is a Z-split injection, it is clearly sufficient to show 
that Hom,(n,, b,) is also a Z-split injection, because we know that (2) is 
an isomorphism when R= Q (and Q is flat over E). Now the map 
Hom,(n,, b,) can be factored as the composite of 
and 
Hom,(D,F, D,f’) Hom(l’b”\ Hom,(D,F, F@“) (9) 
Hom,(D,F, F@“) Hom(“““~ HomA(F@‘, F@‘). (10) 
The map (9) is a E-split injection because the injection b,: D,F+ F@” 
is Z-split. Therefore we need only show that the map in (10) is a Z-split 
injection. 
For A= (A,, . . . . A,) we let r(A) denote the Young subgroup of T(r) 
corresponding to il as described earlier. With our identilicatios, D,(F) is 
exactly the submodule of FQr which is invariant under the action of the 
subgroup r(A) of the group T(r) acting on FBr on the right by permuting 
tensor factors. Since the Z-module Hom,(D,F, FBr) is isomorphic to 
the weight submodule (F@‘), of FBr (see Sect. 2), it is clear that 
Hom,(D,F, F@‘) has a H-basis consisting of the elements {t 0 bl 1 T E X} 
where X denotes a set of representatives of the right cosets of r(A) in T(r) 
and r E T(r) is viewed as an A-endomorphism of F@’ under the canonical 
identification of the group ring B= Z[T(r)] with End,(F@“). It is easy to 
see that the map Hom,(nl 1) of (10) takes z 0 b, to the summation 
c 05 (11) aer((l) 
in the group ring. But this is just the sum of all permutations in the right 
coset of r(A) represented by T. So Hom,(n,, 1) is a Z-split injection as 
claimed. 
7. THE FUNCTOR Q:C'j+C$ 
Let A = D,(End,(F)) be a Schur algebra of degree r where F is a free 
R-module of rank at least r. We let C: denote the full subcategory of C, 
whose objects are finite direct sums of K,(F) where y is allowed to range 
over all shapes in J of weight r. Similarly we denote by Cf; the full sub- 
category of C, whose objects are finite direct sums of L,(F). We will 
extend S2: C,D + C; to a functor C,K + C;, also denoted by Sz, by sending 
K,(F) to L,(F). In order to describe 52 on maps, we consider 
+ E Hom,(K,(F), K,(F)). From the comparison theorem, we know that $ 
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can be lifted to a map of resolutions !Pz IID(y, F) + D(6, F), and that this 
lifting is unique up to chain homotopy. We then have a map Q(V): 
A(y, F) + A(6, F) which is determined up to homotopy by $, and so we 
can take a(+): L,(F) + L,(F) to be the unique map induced on homology 
by Q(Y). It is clear that 52 is R-linear. This section is devoted to the 
investigation of the map 0. 
The simplest case to consider is that in which we have two sequences 1 
and p of weight r. Then Q induces a map from Hom,(DAF, A,F) to 
Hom,(A,F, S,F). We want to show that this map is an isomorphism. 
Now by 5.1, since DIF is A-projective of finite type, we know that 
Hom,(D,F, A,F) commutes with change of ground ring. If we can show 
the same is true for Hom,(A,F, S,F), then it will be sufficient to consider 
the case when the ground ring is Z. 
To simplify notation, let us denote modules and algebras over Z, by the 
subscript zero, and delete the zero when we extend these modules and 
algebras to other rings R. Thus F,, denotes a free abelian group while 
F= R@= F,, and A, denotes D,(E,)= D,(End(F,)) with A denoting 
D,(E) = R @z DrUCJ- 
LEMMA 7.1. Let MO be an A,-module which is free of finite rank over Z 
and let p be a sequence of weight r. Then Ext>,(M,-,, SJF,)) = 0 for i > 0. 
Proof. Since A,, is noetherian, MO has an A,-projective resolution by 
finitely generated projective A,-modules. Thus we may apply 5.2 (since 
Z is hereditary) for any ring R and, in particular, obtain 
R @ Ext’,,(M,, SJF,)) G Ext’,(M, S,(F,)). If we let R = B/(p) or Q we now 
by 2.2 that ExtL(M, S,(F,)) is a finitely generated abelian group. Thus we 
have ExtL,(MO, S,(F,)) = 0 since R @ ExtL,(M,, S,(F,)) = 0 for R = Q or 
R = Z/(p) for all primes p. 
LEMMA 7.2. With the hypotheses of 7.1, we have R@Hom,,(M,,S,(F,,)) 
z Hom,(M, S,,(F)) for any commutative ring R. 
Proof: Again we may apply 5.2 and obtain the short exact sequence 
where T denotes the module Torf(R, Exti,(M,, S,I;,)). By 7.1 we know 
that Exta,(M,, SJF,)) = 0, so we are done. 
PROPOSITION 7.3. The map 
Q: Hom,(D,F, A,F) + Hom,(A,F, S,F) (1) 
is an isomorphism of R-moduies. 
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Proof: The R-modules in (1) are finitely generated and commute with 
the change of the ground ring R, so they are free R-modules of finite rank. 
The map Q itself commutes with change of R because the resolutions used 
to construct Q do, and therefore it is sufficient to prove the proposition 
when R = Z. Since the Z-modules in ( 1)0 are free of finite rank, one can 
show that Q, is an isomorphism by showing that it is an isomorphism 
when extended to Q and to Z/(p) for every rational prime p. But we know 
from the classical theory discussed in Section 6 that the map in (1) is an 
isomorphism when R = Q, and so the free Z-modules in (1 )O have the same 
rank. Consequently, we need only show that the map in (1) is a surjection 
when the ground ring R is a field. 
Let b,: D,(F) + F@“’ and m,: F@” + A,(F) be as in Section 6. We 
observe that Q(b,) is the injection an: A,(F) --+ F@” and Q(m,) is the 
surjection F @’ + S,(F) which is the tensor product of appropriate 
multiplication maps. Therefore the map Hom,(Q(b,), Q(m,)) can be 
factored as the composite of surjective maps 
HomA(F@, F@‘) & Homa(F@“, S,F) J-+ Hom,AnAF, S,F), (2) 
where c1 is surjective because F@” is A-projective and /3 is surjective because 
S,(F) is an injective A-module. (Do not forget that we are now over a 
field.) Therefore we have a commutative diagram 





Hom,(F@‘, F@“) ” + Hom,(/l,F, S,F) 
where /Ia is surjective and the left vertical map is an isomorphism. It 
follows that the right vertical map is also a surjection as desired. 
PROPOSITION 7.4. Ext>(K,(F), A,(F)) = 0 for i > 0 and any shape a E J. 
Proof: By the application of 5.2, we reduce to the case of proving 7.4 
over h. But in this case we have Ext&(K,(F,,), AJF,,)) is a finitely 
generated abelian group, so tht it s&ices to show that tensoring with Q 
and Z/(p) for every prime p gives zero. Again by applying 5.2, we see that 
it is enough to prove 7.4 when the ground ring R is Q or Z/(p) or more 
generally, when R is a field. We assume, then, for the remainder of this 
proof, that we are working over a field. 
Since D(a, F) is a projective resolution of K,(F) over A, we have 
ExtL(K,(F), A,(F)) = H’(Hom,(D(cr, F), A,(F)). (3) 
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By 1.3, the complex Hom,(D(a, F), n,(F)) is isomorphic to 
Hom,(A(a, F), S,(F)). Since S,(F) is an injective A-module when R is a 
field, the augmented cochain complex 
0 --, HomA( S,(F)) + Hom,(Wa, f’), S,(F)) (4) 
is exact because the augmented complex 
A(a, F) + L,(F) -+ 0 (5) 
is exact. It therefore follows that (3) vanishes for i > 0. 
COROLLARY 7.5. Exti(n,(F), A,(F)) = 0 for i > 0. 
Proof: We saw in the remark at the end of Section 5 that 
n,(F) = K,(F) for a skew shape y. Therefore we may apply 7.4. 
PROPOSITION 7.6. Let j3 be a shape in J of weight r. Then 
(I) ExtL(A,(F), L,(F)) = 0 for i > 0; 
(11) Q: HomAD,( &(f’)) -, HomMA(O, L#‘)) 
is an isomorphism of R-modules. 
Proof: From 7.5 we know that A(/?, F) is a linte resolution of LB(F) by 
modules X, with the property that ExtL(A,(F), Xi) = 0 for i > 0. It therefore 
follows trivially that Ext’(n,(F), LB(F)) is zero for i>O, while 
KdHomA(~A(J’h AU% WI = HowkW’)~ L,O)). (6) 
The vanishing of ExtL(n,( F), LB(F)) enables us, as before (by 5.2), to 
reduce the proof of (II) to the case R= Z (since both modules involved, 
and Sz, commute with change of ground ring). 
Now over Z, the argument at the end of Section 6 established that sZO 
induces an isomorphism of complexes 
Hm&h(KA WA f’d) + HomA,(~M’d, AM J’d). (7) 
which in turn induces an isomorphism on the homology. By (6) we know 
that the zeroth homology of the right-hand term is Hom,,(~,(FO), L,(F,)). 
The projectivity of D,(F,) tells us that the zeroth homology of the left-hand 
term of (7) is HomA,(DA(Fo), &(Fd), since HO( D(/?, F,,)) = &(F,,). This 
concludes the proof of (II). 
Finally, let a, /I be shapes in J of weight r. From 7.6(11) we know that IR 
induces an isomorphism of cochain complexes 
Hom,(Wa, J’), &V’)) + HomANa, F), L#)). 63) 
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Since D(cc, F) is a projective resolution of K,(F) over A, the cohomology of 
the left-hand complex in (8) is just Ext,*(K,(F), KJF)). However, by 7.6(I) 
we know that Ext;(L,(F), LB(F)) can be calculated as the cohomology of 
the right-hand complex of (8). We have therefore proved the following 
theorem:4 
THEOREM 7.7. For shapes CI, /3 in J of weight r, there are isomorphisms of 
R-modules 
Ext2fW’), f$V’)) + Ext’,W,(Fh &(f’)) 
induced by the functor Sz through the chain map in (8). 
8. FINITE GLOBAL DIMENSION OF SCHUR ALGEBRAS 
In this section we will prove that the global dimension of the Schur 
algebra over a field or over the ring, Z, of integers is finite. 
Let F be a vector space of dimension n over a field K, and let A denote 
the Schur algebra D,(End,(F)) over K. We will first consider the case 
where K is an infinite field. In order to prove that A has finite global 
dimension, it is sufficient to show that the simpe left A-modules have finite 
homological dimension. Let x(n, r) denote the set of all partitions 
1 = (A,, . ..) 1,) of weight 111 = r, and for each 1 in n(n, r) let FL denote the 
quotient of the Weyl module Vn = K,(F) by its radical. Over an infinite 
field, it is shown in [S, 3.5a, 5.4b] that the set of modules (F, 1 1 E n(n, r)} 
forms a complete collection of non-isomorphic simple A-modules. 
Our next observation is that all our Weyl modules VA for 1 E n(n, r) have 
finite homological dimension (i.e., projective dimension) over A. This 
follows from the fact that the resolution D(1, F) of K,(F) = VA constructed 
in Section 4 consists of terms which are direct sums of modules D,(F) 
where p is a sequence (or weight) of length less than or equal to n. Since 
n = rank F, the modules D,(F) are A-projective, so that D(n, F) is a finite 
projective resolution of VA over A. Using this, we will prove that the simple 
modules F2 also have finite homological dimension by an induction 
argument on the set rr(n, r) which is totally ordered under the lexicographic 
ordering <. The smallest element in rr(n, r) is partition 
I,= (t+ 1, . ..) t+ 1, t, . ..) t, 
5 “-3 
where r=tn+s with O<s<n. 
4 If a, jl are partitions and the characteristic of the ring R is different from 2, then the 
case i=O of this theorem can also be deduced from Theorem 3.7 of [3], using the result of 
G. D. James in [S, 6.3f]. 
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It is easy to see (e.g., using the duality results in [2,11.4]) that 
V% = K&(F) is isomorphic to 
which is clearly irreducible because it is generated by any of its weight 
vectors, as A”F itself is, and any non-zero submodule has a weight vector. 
Therefore F&= I’, and thus F& has finite homological dimension. 
For the induction step, let Iz E rr(n, r) be any partition other than the 
smallest, and assume that hd,F,, < co for all partitions p < I in rr(rz, r). 
Since F, is the quotient of VA by its radical, and VL has finite homological 
dimension, we need only show that the radical of I’, has finite homological 
dimension. It is a well-known fact that A is lexicographically the largest 
weight occurring in the weight space decomposition of VA, and that it 
occurs with multiplicity one in each of I’, and Fn (see the proof of (5.4b) 
and the discussion in (3.5) in [S]). It follows that the only possible com- 
position factors of the radical of VA are those F,, with p < 1. But by our 
induction assumption, all of these F, have finite homological dimension 
and therefore so does FA. 
If K is a finite field, let us take R to be the algebraic closure of K. Then 
d = RBK A is the Schur algebra D,(End,(R@ F)) over K. Since A is a 
finite-dimensional algebra we can apply Theorem 5.3 to K, R and A to 
coclude that for any finitely generated A-module M, there is an 
isomorphism 
R@,, Ext;(M, N) g Ext$(a, m), 
where N is an arbitrary A-module. It follows immediately that the global 
dimension of A is less than or equal to the global dimension of A; so it is 
finite. This gives us the following theorem. 
THEOREM 8.1. Let K be a field, F a finite dimensional vector space over 
K, and A = D,(End,(F)) the Schur algebra over K. Then A has finite global 
dimension. 
We conclude this section with a proof of the following result. 
THJXOREM 8.2. Let F be a free Z-module of finite rank and let A be the 
Schur algebra D,(End,(F)). Then A has finite global dimension. 
Proof: For each prime p we let dp denote the global dimension of 
the Schur algebra 2, @A over the field Z, = H/(p). Since Z, @ A is the 
centralizer End,-&,@ F@‘l) of the group algebra of r(r), we know that 
Z,@ A is semisimple whenever p > r!, so that d, = 0 except for a finite 
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number of primes. We will take d to be the maximum of the integers d, and 
show that gl.dim(A) <d+ 2. 
It is sufficient to show that the homological dimension of any finitely 
generated A-module is at most d + 2. Since A is itself a finitely generated 
Z-free module, any finitely generated A-module is the quotient of two 
finitely generated Z-free A-modules. It therefore suffices to show that the 
homological dimension of any finitely generated A-module M which is 
Z-free is at most d+ 1 or, what is the same, that Ext:(M, N) =0 for all 
i> d-t 1 and any A-module N. Again, any A-module N is the quotient of 
two Z-free A-modules, so from the long exact sequence for Ext,(M, -), we 
need only show that Ext>(M, N) = 0 for i= d+ 1 and any A-module N 
which is Z-free. 
For any field K we have (from 5.3) the short exact sequence 
0 -+ KQ ExtL(M, N) + Ext$(B, m) --t Tor:(K, ExtL+i(M, N)) + 0, 
where A=KQA, &f=K@M, and iV=KQN. 
If we take K= Q the semi-simplicity of A = Q @A forces 
Q@ExtL(M, N) to vanish for i> 0, so that Ext’,(M, N) is torsion for all 
i > 0. On the other hand, taking K= Z/(p) in the above exact sequence, the 
middle term vanishes for i > d, since d > d,, Therefore Exti+ ‘(M, N) has no 
p-torsion for i+ 1 > d+ 1. Since p is arbitrary, it follows that the abelian 
group Exty,+‘(M, N) is zero for i + 1 > d + 1 as desired. 
9. ON EXTENSIONS OF WEYL MODULES 
In this section we will discuss the groups Ext:(K,(F), K,(F)) for certain 
special pairs of partitions 1 and p. We will assume that the rank of F is 
large enough so that K,(F) and K,(F) are both non-zero. Also, for con- 
venience we shall let K(y) and D(y) denote K,(F) and D,(F), respectively. 
We will first consider the case R = (A,, &) and p = (Ri + 1, A2 - 1). We 
want to show that over the ring Z the group Ext:(K(l), K(p)) is cyclic of 
order A, - 1, + 2 = pi - pLz, and is generated by the class of the extension 
0 -+ K(P) -+ K(P) --) KU) --+ 0, 
where fi is the skew partition (2, + 1, &)/(l, 0). 
From [ 1 ] we have the projective resolution D(L) 
(1) 
(2) 
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of the Weyl module K(I), where the integers c, are certain binomial 
coefficients and the remaining terms of the resolution are of the same type 
with increasing lower bounds on the index of summation t. 
Now apply Hom,( -, K(p)) to (2) and get 
0 + 0 -+ HomAW), K(p)) + 1 Horn,@& + t, I, - t), K(p)) -+ . . ., 
fbl 
(3) 
We will show that (3) is isomorphic to the complex 
o-+o+z-=zz+o+o+ ... (4) 
which implies that ExtQK(I), K(p)) = Z/(A, -A, + 2). 
Now Horn.@(A), K(p)) = K(p), is one-dimensional because there is 
only one “standard” tableau 
of shape p and content5 1. Similarly Hom,(D(L, + t, I, - t), K(p)) is one- 
dimensional when t = 1, spanned by the tableau 
and is zero for t > 1. 
The map Hom(D(l), K(p)) + Hom(D(p), K(p)), under the identification 
K(P)~ + K(p),,, sends the tableau (5) to the sum 
where the coeffkient 1, + 1 comes from multiplication in the divided power 
algebra. Similarly, if one straightens the second tableau in (7), one gets 
-(A, - 1) times the tableau in (6). This proves that (5) gets sent to 
(A, + 1 - A., + 1) times the canonical tableau (6) and so we have shown that 
(3) is (4). 
5 See [2, 11.2.131. The content of a tableau is also called the weight of a tableau [S, 1.11. 
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Now we have Exti(K(J), K(p)) is generated by the cocycle in 
Hom(D(p), K(p)) corresponding to the tableau (6). In order to check that 
this cocycle is the class of the extension (1 ), it is sufficient to check that the 
following diagram commutes 
D(1, + 1, A*- l)- D(hP 12) - K(1) - 0 
I I (8) 0 --K(P) + K(B) - K(l) - 0 
where the vertical maps are the usual maps. But this we know: it is part of 
the diagram tht leads to the construction of the resolution (2). 
A similar computation shows that when i = (2,) . . . . A,) is any partition 
and the partition p = (,ui, . . . . Pi) is of the form 
(1 l~~~~~Izj-l~~i+ l,ni+l-l,~j+*,...,n,) (9) 
for some 16 i<n - 1, then Exti(K(J.), K(p)) is a cyclic group of order 
Li - &+ i + 2 generated by the class of the extension 
O+K(p)+K(~+6/6)+K(~)+O, (10) 
where 6 is the sequence (Oi-‘, l,O, lnPiP’). 
We next consider the case 2=(1,,&,2,) and ~=((1,+1,1,,1,-1). 
The first of several terms of the projective resolution D(A) of K(1) can be 
read explicitly from the description given in the next section. Using this it 
can be seen easily that the complex Hom,(D(/Z), K(p)) is zero in dimension 
two, and is free of rank two in each of the dimensions zero and one. In 
dimension zero, it is clear that Hom,(D,, @ DA, @ Di3, K(p)) is generated 
by the morphisms induced by 
where N, and Q~ are the composition of diagonalization maps and 
multiplication maps indicated below: 
GENERAL LINEAR GROUP, II 199 





(nl+1,A2-11,1,Aj-l) ’ Dv,+ LA2.13- 1) 
generating the weight space, Hom(DI, + , @ DA2- 1 @ Drlj, K(p)), and the 
map induced by 
Pz:D 
1@4491 m@l@l 
(~1,~z+ LA3- 1) ’ D(r1,,1,12.13- 1) ’ Den, + 1,12,.4- 1) 
generating the weight space, Hom(D,, @DA,+ 1 @DA,- 1, K(p)). 
With these explicit identifications of the weight modules, it is easy to see, 
using the straightening laws, that Hom,((lD(IZ), K(p)) is the following com- 
plex, 
with Ext’(K(J), K(p)) being the cokernel of the above matrix. Clearly this 
cokernel is isomorphic to Z(1, - & + 3). 
Let us now consider the case where A = (A,, 2,) and p= (pi, p2) are of 
the form (A, + d, A2 - d) where 1 <d < 12*. Identifying the weight sub- 
modules with homomorphisms as before, one can see that the complex 
Hom,([[D(A), K(,u)) has the form 
z a, ZdB’ z(2) (11) 





for 1 <k< d. The homology ker(j?)/im(a) is then the group 
Ext:(K(IZ), K(p)), and we observed in the proof of Theorem 8.2 that 
ExtL(K(I), K(p)) is torsion for all i > 0. Therefore the rank of ker(j?) equals 
the rank of im(a) which is free cyclic with generator (ai, . . . . ad). Moreover, 
if (b 1, . . . . b,) is a generator of the free cyclic group ker(j?) then 
(a 1, . . . . ad) = Mb,, . . . . bd) (13) 
for some integer m. Also, ker(/3) is a summand of Zd because /I is a map of 
finitely generated free abelian groups. Therefore the entries of the generator 
(b i, . . . . bd) must be relatively prime. It follows immediately that if we take 
m to be greatest common divisor of the entries of (a,, . . . . ad), then 
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tb , , . . . . bt,) = (a,, . . . . ud)/m is a generator of ker(p). One can then conclude 
that Exta(K(L), K(p)) is cyclic of order m where 
m = g.c.d. 
i( 
i1-i2;d+k)lk=1,...;dj. (14) 
So far our discussion has been exclusively over the integers. Keeping to 
the notation of Section 5 we will let AP = Z,@, A denote the Schur algebra 
over 2, = Z/(p) obtained by reducing the Schur algebra A over Z modulo 
a prime p. Similarly we let RP(v) denote the Weyl module 2, Bz K,(v) 
obtained by reducing the A-module K,(v) modulo p. Suppose now that the 
grow Ext!Gt~), G)) over Z is known to be cyclic, as it is in the exam- 
ples described above, of finite order m. If I and p are distinct partitions, 
then Hom,(K(I), K(p))=0 because K(L) and K(p) are Z-forms of non- 
isomorphic simple modules over the Schur algebra Q 0, A. Applying 
Theorem 5.3 to this situation, with i= 1, we obtain an isomorphism 
Since ExtL(K(IZ), K(p)) is cyclic of order m, we can conclude that 
Hom,#J~), &,(P)) = % 
if pkm 
I, if p ( m. 
(15) 
There has been a great deal of interest in recent years in the groups 
Hom,p(K,,(I), K,(p)) and various results have been obtained about their 
vanishing behaviour. A good deal of attention has focused on pairs of 
partitions 1 and ,U which are related to each other in the following way, 
pi=li+d, pi=lj-d, p,,=& for h#i,j, (16) 
for some i<j. It is proved in [4] that for such a pair of partitions 1, p(, the 
group Hom,P(&(L), R#)) is not zero if there exists a positive integer e 
such that 
d<p’ and peI (A,-Aj+j-i+d). (17) 
This result contains as a special case an earlier nonvanishing result in 
[3,4]. It is also noted in [3, p. 2311 that J. C. Jantzen is able to compute 
the dimension over 7, of HomAp(&(L), &,(p)) to be equal to one in many 
cases. 
Characteristic p and from the computations done earlier in this section 
on some of the groups Exti(lY(I), K(p)) over Z, it was tempting to make 
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the following guess. If 1 and p are a pair of partitions related by the 
formula in ( 16), then Ext>(K(L), K(p)) over Z is cyclic of order m where 
m = g.c.d. w+i-;+d- 1 +k) / 1 $k<d}. (18) 
It can be shown that this number is 
Ai-lj+j-i+d 
m=g.c.d.{Li-Lj+j-i+d,l.c.m.{l, . . . . a}}’ (19) 
Another way of describing this number is as follows. If p;l. . -pF is the prime 
factorization of Ai - Aj + j- i + d then the integer m in (19) .equals the 
product pf . . -pc where 
fi=min{O,ei-ordp,(l.c.m.{l ,..., d})}. (20) 
However, further computations with L = (A,, &, J.,) and p = (2, + 2, &, 
I, - 2) tell us that the picture is more complicated than indicated in the 
above discussion. For, in this case it turns out that Ext!,(K(I), K(p)) is 
cyclic of order rn’ where 
m’ = (A, - A3 + 4)/g.c.d.{L, - A2 + 3, I, -I, + 1,2} (21) 
which differs from the number m gives in (19) when 1, - & and A2 - A3 are 
both even. The best general guess we can offer at the moment is that the 
extension group ExPJK(J.), K(p)) is cyclic when rZ and p are as in (16) and 
that the order should be 
(22) 
where fi < gi < ei and fi as in (20). 
In order to compute the groups Extft (&,(A), &,(p)) one must know 
more about the initial terms of the project:ve resolutions D(n) of the Weyl 
modules K(n) for general partitions 1. Of course one is ultimately interested 
in all the higher extension groups Ext’,(K(IZ), K(p)) over the integers and in 
characteristic p. Therefore one needs an explicit description of the 
resolutions D(L), similar to the description given in [ 1,7.4] for partitions Iz 
of length 2, at least up to the global dimension of the relevant Schur 
algebra over Z. We address the problem of obtaining explicit information 
about the general resolution D(1) in the next section. 
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10. TOWARDS A DESCRIPTION OF THE RESOLUTION D(cr) 
In [l] we succeeded in writing down an explicit description of the 
resolutions D(a) and A(a) for any 2-rowed skew-shape CL This was accom- 
plished in two steps. First we established the exact sequences 
0 + K(y) + K(P) -+ K(a) + 0 
(1) 0 + L(y) + L(B) + L(a) +o, 
whereif~=(;1,,L2)/(~1,~1), wedelinefitobe(L,,;l,-l)/(~,,~Lz-l)and 
y to be (1,) & - (pi - pLz) - 2)/& - 1, pZ - 1). Then, by induction on j(a), 
we assumed the explicit form of the resolutions D(y) and ID(p) (A(y) and 
A(/?)), described an explicit comparison map between those resolutions, 
and showed that the mapping cone of this map had the desired explicit 
form for D(U) (A(M)). When we went to skew-shapes having three or more 
rows, we were led to the family J of shapes to establish analogues of the 
exact sequences in (1) (see Cl, 6.16, 7.51). 
In order to find the explicit form of our resolutions D(a)(A(a)), we 
could either hypothesize the exact form of such a resolution for each shape 
in our family J, and proceed as in the 2-row case, or we could confine our 
attention to resolutions of skew shapes, search for canonical exact sequen- 
ces of skew-shapes analogous to (l), and then make an assumption first 
about resolutions of skew-shapes. Neither approach has led as yet to the 
explicit descriptions we are seeking, although we have some fairly concrete 
conjectures. However, the exact sequences of skew-shapes analogous to ( 1) 
do give us explicitly the initial terms of the general resolutions of 
skew-shapes and therefore theoretically permit the computation of 
Ext’(K(I), K(p)) for partitions of the type discussed in Section 9. We say 
“theoretically” because the combinatorics involved in the computation of 
the general case still present an obstacle. Nevertheless, because of the 
interest of this problem, we will sketch here the results we have obtained so 
far. We will not include too much detail or any proof but leave that for a 
later paper in which, we expect, we can offer a complete solution to this 
problem. 
The first result we shall describe is the exact sequence of skew-shapes 
generalizing (1). We will treat the 3-row case first as that is a bit less 
complicated than, yet contains the ingredients of, the general situation. 
Our class J, of 3-row shapes contains only two essentially different types 
of shapes, namely those of the form a(0; 0) and ~$1; 0) where a is a 
skew-shape. If we write 
GENERAL LINEAR GROUP, II 203 
then we have the exact sequences 
0 + L(y) + L(b) + L(a) + 0 (2)L 
0 + WI --f W) + K(a) -+ 0, V)K 
where /I = cr(0; 1) = (A,, &, I, - l)/(p,, p2, pcl, - 1) and y = a(1; 0) = 
(4, A29 13 - l)/(Pl, k-19 P2)* 
(As it makes no difference to our formal discussion whether we are 
talking about Schur or Weyl modules, we will usualy write our exact 
sequences without L’s and KS. Thus (2)L and (2)K can really be written 
(2) 
Since the shape /I is skew, what is needed is a “resolution” of the shape y 
in terms of skew-shapes. We will therefore focus our attention on a typical 
“bad” shape y and, for the sake of convenience, write it as 
Y  = (4 + 19 4 + 19 n,)l(Pc, + 1, p3, cl2 + 11, 
where (A,, R2, 2,) and (pl, p2, ,uJ are partitions with p CL. 
We let 
Yl= VI + 1712 + 1, A3 - (P2 - CL31 - 1 MPI + 1, P39 P3) 
and 
where, as usual,we set these terms equal to 0 when the do not yield real 
skew-shapes. Clearly yr is a skew-shape provided 1, - p2 - 12 0, and y(l) is 
a skew-shape provided p2 - 12 p3 and L3 - p, - 2 - I > 0. 
Now define the modules M,(y) = y, (meaning the Schur or Weyl module 
associated to the shape yr) and 
M,+,(y)= c K 
[ 
pl-p;+l+l 1 @Y(l) for ~20. I,0 Y 
These modules will be the terms of a resolution of y, 
. . . -M,(yP+ M2(YG+ WY@-+ Y-+0, 
with the maps 6, remaining to be defined. 
(3) 
The map 6, is induced by the identity map on the generators of yl. That 
this is indeed a well-defined map follows from considerations in [ 1, 6.111. 
Essentially the map d1 is obtained by pushing the last row of y to the left 
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until it is flush with the second row. To define the map a,, we must define 
the map y(l) + y(l) for all I> 0. If we let X(a) denote either A” or D,, we 
define 
as the composition 
where the first map is the indicated diagonalization, and the second is the 
appropriate multiplication. It is easy to check that the map above induces 
well-defined maps from y(f) to y, . 
For v > 2, we define the map 
6,: c K p,-P2+1+/ @y(l)+ 1 M @r(O 
120 [ 1 1 v-2 I,0 [ -/+l+y v-3 
on each summand as follows. For $A . . . Act- 2 a basis element of 
WC wP2/+1+1]“_2, and xOy@z~X(;1,-~~+I+ 1)OX(A2-~3+ 1)O 
X(A3-~~-1-2)~ we set 
~:(Ef,A~~.A&~“~,)~XOy~z)=~~(&f,A~~.A&~”~*)~x~y~z 
+ &!k’! - 12 -I, . ..E~“~VI11~i.0x(~,-~2+1+1-i,)Oy~x’(i,)z, 
where we have diagonalized the x term as indicated by the degrees in 
parentheses. The map 6: induces a map from K [ PI--*!+ l+ ‘1, _ Z @y(l) to 
W[~‘-~2,+1+‘]y-~~~(I)Oo6[~~-~~~,’-i~]~y(I-i,). The map 8’ is the 
boundary map of the complex K[*‘-fl$+ l +‘I. 
The proof that the complex (3) is an acyclic complex over y proceeds by 
induction on j(y) as in the 2-rowed case. Namely, given y, we know that 
there is a short exact sequence 
o-+r+o+y+o (4) 
with j(r), j(a) <j(y). It may happen that CJ is a skew-shape, but this can 
occur if and only if ,u~ = ,u~, in which case it is easily sen that cr = M,(y), 
r = M2(y), an Mi(y) = 0 for i> 3. Thus (3) reduces to (4) and we are done. 
If 0 is not a skew-shape, one writes the appropriate complexes for r and 0, 
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one finds a canonical map from the one into the other, and the mapping 
cone gives us the complex (3). The proof is straightforward and rests 
mainly on the mapping cone properties of the complexes I6 [ 71 described in 
CL 41. 
To go from the complex (3) to the resolution of our original shape a is 
now trivial. One simply splices the complex (3) with the exact sequence (2) 
and, setting M,, = fi, we have the complex 
. . . +M2+M1+Mo+a+0 (5) 
which is a resolution of the skew-shapes with fewer overlaps than a. Notice 
that when a is a partition, i.e., when p, = pL2 = I”~, the sequence (5) is the 
fundamental exact sequence attached to a partition [l, 1.163. 
The above discussion becomes considerably more complicated when a is 
a skew-shape with n + 1 rows, n > 2. We still, of course, have our exact 
sequence (2) with /? = a(0; 1) and y = a(1; 0), but there are many more 
types of shapes in J,, than those of type a( 1; 0). In fact, the shapes in J,, run 
through all shapes a(r; 0) with 0 < ? G n - 1 and a an arbitrary skew-shape. 
In order, to follow the line of proof used when n = 2, one must write down 
the terms of a conjectured complex for all shapes a( t; 0), 1~ I < n - 1, and 
use exact sequences (4) and mapping cone properties to prove that these 
complexes are exact. We will simply state what this complex is for 
y = a( 1; 0). 
Again, for convenience, we will write 
a=(l,+l,...,I,+l,l,+,+l)/(~,+l,...,~L,+l+l) 
/.? = (A, + 1, . . . . ~,+l,~,+,)l(cr,+1,...,cc,+1,~L,+I) 
y = (A, + 1, . . . . ~,+1,~,+,)/(~1+1,...,~,-1+1,c1,+1,~,+1). 
Define 
and 
yk(l,-k, b--k+,, ***9 61-l) 
=(11+1,...,I,+l,IZ,+1-((Cln-k-~ln+L) 
-k- 1 -&,dk- 0.. -/,-,)/ 
(PI + 1, ---, jb-k-l+ 1, h-k+1 -In--k, /b-k+2 
-I,- k+1,...,~,--1,-I,~,+1,~“+1), 
where k = 1, . . . . n - 1. 
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Now define 
PLn-k-Pn-k+l+ 1 +/k-  lipk 1 
k+*+2+L+Lc+l Ik n-k+1 1 
b-k-,h+k+t-k+ ‘.’ +‘:-I 
lk n-1 I) v-k+1 
Notice that the various yk terms enter the complex one dimension at a 
time. That is, M, just involves the y’ terms, M, the y1 and y* terms, etc. 
Recall, too, that we always keep in force the convention that the shapes yk 
are @ if they are not skew-shapes. 
To define the boundary map from M, to y is easy; again it is induced by 
the identity map on the generators. For the definition of the boundary 
maps from M,+2 to M,+l, we must introduce some additional notation. 
We set 
(a) E$ is a basis element of W[t] with J* an increasing sequence of 
indices. We write ~2 if J” = @I; 
(b) &I;“lI, means the basis element corresponding to the index set J” 
with j, E J” removed; 
Cc) E$, _ ,,* means &fG, where k,E = jtl - A,, j, E J”, A, E A”, and A” is any 
sequence of the same length as J”; 
(d) A” < J” means 2, <j. for all CI unless J”= a, in which case 
A’=@ andJ”-A”=@. 
If 
h,-k-&-k+, + 1 +I:-, 
Ik n-k 1 ... @ @ j&k-f&+k+lf:-k+ +I;-, ... lk 1 0 Y”(l:- k, . .> I;-11, (6) n-1 
we will assume that x is the image of x, @ ‘.. ax,, , where the xi are in 
suitable exterior or divided powers. That is, xi is of degree Ai- pi for 
i = 1 , . . . . n-k- 1, x,-k+j is of degree &-k+j-pL,-k+j+l +l:-k+,+l for 
j = 0, . . . . k-l, x, is of degree A,-P~+~+~, and x,+, is of degree 
A ntl -/i-k-l;_k- I.. -If:-,-k-l. Define 
I’ 6 n-k @ . . . 
I”-k 
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i 
Ik = 8 n-k @ .. . p-k 
If P-“=a and s<k, then we set the term=O. 
If J’-&= 0, and s=k, we replace jlwk by ~L,-k-~,-k+i+l~-k above, 
and delete &k-j;-’ 
p-k-- (j;-k,...,j;-k) 
In the expression (*) the terms (j;k) are multinomial coefficients. The 
terms 
mean that x, _ s has been subjected to an (s + 1 )-fold diagonalization where 
the degree of the first factor is the degree of x,-~ decreased by j; -‘, 
x$‘Ls(k,) is the (u+ 1)st factor and is of degree k,, while x$%,sl_(j;-“- lkl) is 
the (s + 1)st factor and has, necessarily the degree j;-‘- k, - k2- ... 
-k,-,. 
With this notation in place, we define the boundary map from M,+2 to 
M V+ I on an element of the form (6) to be 
&bk @I * . . @&l)@x+ i f&k@ ... @6,&2,@ .-* Ox), 
s=l 
where a(~$?~ @ . . . @c$;:,) means the usual boundary map in the tensor 
product of complexes. 
The next result we can describe is the resolution in dimensions 0, 1, and 
2 of the skew-shape u = (A,, . . . . &,+i)/(pi, . . . . p,,+i). Again we shall not 
distinguish between Schur and Weyl modules or between divided and 
exterior powers. To simplify notation, we set 
Ui=;li-/l(iy i=l ) . . . . n f 1 
ti=Pi-Pi+l+ l, i=l n. > *.-, 
For any sequence of integers a,, . . . . a, + i , we denote by (ai, . . . . a,, ,) either 
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the tensor product of the divided powers D,, 0, . . . . 0 Dan+, or exterior 
powers A”‘@ ... @A”n+*. 
By [ $‘I y we mean the chains of degree v of the complex K [ $‘I. with these 
conventions, we can write down the first terms of our resolution. 
Degree 0: 
Degree 1: 
(a 1, . . . . an+l 1 
t, +I ClI 1 /a0 1 0 0 (aI + tl + f, a2 - tl -I, a3, . . . . a,+ 1) 
0 .*- @ 1 
[ I 
tnT’ @(a,, . . . . a,-l,a,+t,+Z,a,+I-tn-I) 
120 0 
Degree 2: t, +I z[ 1 Q(a1+tl+I,a2-tl-f,a3,...,a,+,) I, 1 1 1 
0 ... @ c I tnT* 1 @(a, ,..., a,-l,a,+t,+I,a,+,-tt,-f) 
/a 1 1 
0 & ,[ti~~]oQ[ti+ti+;+~+k]o 
I<><n-I ’ 
0 (a,, . . . . aj+ti+l,ai+I+ti+l+k,ai+*-ti-ti+l-l-k,...,a,+,) 
~~i,,,~[‘i:,]oQ[ti-,+Ik+l+kJo 
2ki<n ’ 
0 (aI, -., ai- f +ti~,+ti+I+k,aj-ti-l-k,ai+,-ti--,..-,a,+l) 
@ ;, ~[‘i:~]oQ[“:k]o 
3 2; < n ’ 
i-j22 
1 <j  
0 (al, . . . . aj+ tj+ k, a,,, - ti-k, . . . . ai+ ti+l, aifl - ti-/, . . . . a,,,). 
The map from degree 1 to degree 0 is just the standard Cl map in the 
presentation of Schur or Weyi modules [2, 11.2, 31. From degree 2 to 
degree 1 we essentially have four types of maps: Those from the single 
summation terms, and those from each of the double summation terms. 
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The map from the ith single summation terms goes as follows: 
EiQX,Q ‘.’ Q)iQXi+lQ ‘** QXx,+l 
ti+ I 
-( > Iz 
&LQX,Q *.* QX,+,-EpQxX1 
where E: is a basis element of [c 7 ‘1 I and ~6 is the identity or basis element 
of [fiTQ,=Z. The integer (‘I:‘) is the binomial coefficient. By 
xi(ai + ti+ 1 -A) @x:(A) we mean the diagonalization of xi into its 
components of bidegree (a,. + ti + I - r2, A). 
The map from the first double summation term is 
where by x,(q) @ x;(u) @ xf(ti + I- U) we mean the three-fold 
diagonalization of xi into its components of indicated tridegree. 
The map from the second double summation term is 
@E~QX*Q *.* QXi-lQXiQXi+lQ **+ QX,+l 
&,QxlQ ... QXi-,(ai-,)QX:-,(ti-,+ti+i+k)Xi 
QXi+lQ *.* QXn+l 
-z3 
E;+’ Qx,Q .-a Qxi- ,(a,- I+ tip I+ k + U) 
Qxi(al-tip,-k-u)Qx;-,(ti+I-u)x;(u)xi+,Q . . . Qx,+,. 
The map from the thrid double summation term is 
E~QE$Qx~Q ..- QXjQXj+lQ -.a QXiQXi+IQ ... Qx,,~ 
HE;Qx,Q -.. Qxj(C(i)Qx;(tj+k)xj+~ 
Q .a* QXiQXi+lQ -1. Qx,+~-E$Qx~Q ..a Qx~Qx~+~ 
0 **a Qxi(aj)Qxi(ti+I)xi+1Q .** Qx,,~. 
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APPENDIX 
In this paper In Green [S] 
Weyl module K,(F) 
Schur module LA(F) 
Symmetric power S,(F) 
Divided power D,(F) 
Exterior power Ar(F) 
Schur algebra A,(n, r) 
DA(F) = D,,(F) 63 . . . 0 D,,(F) 
S,M) = S,,(F) 0 . ‘. 0 S,,(F) 
44 r) 
A. AK(K r) 
A+@, r) 
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