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Proportional symbol map is a cartographic tool that employs symbols to represent data associated with
speciﬁc locations. Each symbol is drawn at the location of an event and its size is proportional to the
numerical data collected at that point on the map. The symbols considered here are opaque disks.
When two or more disks overlap, part of their boundaries may not be visible and it might be difﬁcult to
gauge their size. Therefore, the order in which the disks are drawn affects the visual quality of a map.
In this work, we focus on stacking drawings, i.e., a drawing that corresponds to the disks being stacked
up, in sequence, starting from the one at the bottom of the stack. We address the Max-Total problem,
which consists in maximizing the total visible boundary of all disks. We propose a sophisticated
heuristic based on GRASP that includes most of the advanced techniques described in the literature for
this procedure. We tested both sequential and parallel implementations on benchmark instances and
the comparison against optimal solutions conﬁrms the high quality of our heuristic. To the best of our
knowledge, this is the ﬁrst time a metaheuristic is applied to this problem.
& 2012 Elsevier Ltd. All rights reserved.1. Introduction
Proportional symbol maps are cartographic tools that employ
symbols to represent data associated with speciﬁc locations, e.g.,
the magnitudes of earthquakes and the population of cities. Each
symbol is drawn at the location of an event and its size is
proportional to the numerical data collected at that point on the
map. The symbols considered here are opaque disks, notwith-
standing that other geometric shapes are also common, such as
triangles and squares. A portion of a disk may not be visible when
it overlaps other disks. The literature contains studies regarding
symbol sizing, but it is unclear how much they should overlap
(see [1,2]). When large portions of a disk are covered, it is difﬁcult
to deduce its size. Therefore, the order in which the disks are
drawn affects the visual quality of a map. An example is shown in
Fig. 1, in which the symbols represent the population of the
largest cities in the northeastern region of Brazil. Analyzing the
map on the left is hard because large portions of several disks are
covered. On the other hand, the placement of the disks on the
map on the right makes it much easier to interpret the informa-
tion depicted.ll rights reserved.
ax: þ55 19 3521 5847.
o),
.br (C.C. de Souza),1.1. Problem statement
Let S be a set of n disks in the plane and A be the arrangement
formed by the boundaries of the disks in S. An intersection point
of the boundaries of two or more disks deﬁnes a vertex of A.
We say that an arc is a portion of the boundary of a disk that
connects two vertices and contains no other vertices. A drawing of
S is a subset of the arcs and vertices of A that is drawn on top of
the ﬁlled interiors of the disks in S. We focus on stacking
drawings, i.e., a drawing that corresponds to the disks being
stacked up by levels, sequentially, starting from the one at the
bottom level of the stack. A good drawing is one that allows a user
to accurately infer the size and the location of the disks. This
inference depends on the amount of visible boundary of the disks,
rather than on their visible area, as illustrated in Fig. 2.
To quantify the quality of a drawing, two values may be
considered [3]: the minimum visible boundary length among all
disks and the total length of the visible boundaries of all disks.
The Max–Min and the Max-Total problems consist in maximizing
the former and the latter values, respectively.
1.2. Related work
Algorithms for the construction of proportional symbol maps
were ﬁrst studied by Cabello et al. [3]. They identiﬁed and
formally deﬁned two types of drawings that are suitable for the
use on maps, namely stacking drawings, which we address in this
Fig. 1. Proportional symbol maps showing the population of cities in the northeast region of Brazil.
v
r
Fig. 2. Arrangement A with vertex v and arc r (left), a drawing of the disks in A
(center), and a drawing in which the location of the center and the size of the
bottom disk cannot be determined (right).
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physically realizable drawings. Informally, a drawing is physically
realizable if it can be constructed from whole symbols, cut out
from sheets of paper. The disks can be interleaved and warped,
but cannot be cut. Every stacking drawing is also physically
realizable, but the converse is not true (see [3] for more details).
Additionally, the authors proposed the Max–Min and the Max-
Total metrics to quantify the quality of drawings. They proved
that for physically realizable drawings, both the Max–Min and the
Max-Total problems are NP-hard.
As for stacking drawings, the authors of [3] described a greedy
algorithm that ﬁnds optimal solutions for the Max–Min problem
in Oðn2 log nÞ time. Finally, computational results presented in
that work showed that the proposed algorithm also performs well
as a heuristic for the Max-Total problem. In all, the experiments
reported therein included four heuristics for this problem: left to
right by center (disks are sorted by the abscissa of their centers),
left to right by leftmost extreme (disks are sorted by the abscissa
of their leftmost extremes), large to small (disks are sorted by
radius) and the algorithm for the Max–Min problem. The latter
was shown to outperform the others. However, in general, it does
not provide optimal Max-Total stacking drawings.
Kunigami et al. [4] proposed an integer linear programming
formulation for the Max-Total problem for stacking drawings, as
well as several families of facet-deﬁning inequalities. In addition,
they introduced decomposition techniques that split the disks
into smaller components which can be solved independently.
These techniques were applied to a number of real-world
instances and proved to be very effective in reducing the size of
the integer programs that must be solved. In that work, the ﬁrst
provably optimal Max-Total solutions were obtained for a set of
instances presented in [3]. In [5], the authors extended the integer
program to solve both the Max–Min and the Max-Total problems
for physically realizable drawings.
1.3. Our contribution
Although it is known that the Max–Min problem is solvable in
polynomial time, the computational complexity of the Max-Totalproblem (for stacking drawings) remains open. Nevertheless, it is
interesting to address the Max-Total problem, since optimal
Max–Min solutions may produce low quality maps (see [5] for a
relevant discussion on this point). Moreover, the results reported
in Kunigami et al. [4] show that solving the Max-Total problem
with real-world instances to optimality may require several hours
of computation. This reason alone justiﬁes the development of
heuristics. In particular, the GRASP metaheuristic [6–9] has been
successfully employed to solve problems in a wide range of areas,
including other map drawing problems (see e.g. [10,11]). Its
iterations consist of two phases: construction, which builds an
initial solution using a greedy randomized adaptive algorithm,
and local search, which tries to improve the quality of the initial
solutions by exploring their neighborhood. A number of hybridi-
zations can be used to enhance the basic GRASP procedure,
including the addition of path-relinking [12–14] and variable
neighborhood search (VNS) [15–17].
In this work, we propose a sophisticated heuristic based on
GRASP with path-relinking and VNS for the Max-Total problem for
stacking drawings. Our heuristic includes most of the advanced
techniques described in the literature for this procedure. We
tested both sequential and parallel implementations on bench-
mark instances and the comparison against optimal solutions
conﬁrms the robustness of the heuristic. Experimental results
show that the hybridizations used in our method are able to
signiﬁcantly improve the time required to compute high-quality
solutions. In addition, we were able to ﬁnd 16 new best solutions
for some real-world instances. To the best of our knowledge,
this is the ﬁrst time a metaheuristic method is presented for this
problem.
As motivation for the methodology employed here, let us
consider symbol maps in the context of operations research.
In the process of decision-making, data analysis plays a central
role and in cases where geographical information are considered,
as in facility location problems, good visualization of data
is of great help for managers. In such scenarios, symbol maps
appear as a very handy tool, as long as they can be represented
by high-quality drawings. In Section 2, we present our GRASP
heuristic and describe the hybridization with path-relinking
and VNS. Parallel implementations are discussed in Section 3,
and some computational results are reported in Section 4.
Concluding remarks and directions for future work are given in
Section 5.2. GRASP heuristic
In this section, we describe our GRASP heuristic for the
Max-Total problem for stacking drawings. Section 2.1 contains
the procedure used to build initial solutions. In Section 2.2, we
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tion with VNS. The algorithms and data structures used for path-
relinking are given in Section 2.3.
2.1. Construction phase
Initial solutions for the Max-Total problem can be generated
using a randomized version of the greedy algorithm presented by
Cabello et al. [3] for the Max–Min problem. As mentioned in
Section 1.2, although this algorithm was developed for the latter
problem, the experimental results reported in that work show
that it also performs well as a heuristic for the Max-Total
problem. To achieve Oðn2 log nÞ time, a variation of the segment
tree was used in [3], which we brieﬂy describe here, since it is
also useful for our heuristic (for more details on segment trees,
see de Berg et al. [18]).
A binary tree Ti is built for each disk iAS. Every node v of Ti
stores an interval int(v) and two values counter(v) and vis-intðvÞ.
When v is a leaf, int(v) corresponds to the interval deﬁned by one
of the arcs in the boundary of disk i, otherwise int(v) is the union
of the intervals stored in its children. At every leaf and internal
node, counter(v) stores the number of disks that contain int(v),
but not intðparentðvÞÞ. Finally, vis-intðvÞ stores the boundary
length of int(v) that would be visible if only disk intervals that
occur in the subtree rooted at v were hiding parts of int(v). Note
that at the root, vis-intðrootðTiÞÞ stores the length of the visible
boundary of disk i.
Denote by Ii
j the interval in the boundary of disk i that is
contained in the interior of disk j. When two disks i and j overlap
and j is above i, Ii
j is inserted into Ti. If i is moved to a position
above j, Ij
i is inserted into Tj and Ii
j is removed from Ti. An insertion
or a deletion of an interval must update every node v in which the
interval is stored. For an insertion, counter(v) is incremented and,
in case it was equal to zero, vis-intðvÞ is set to zero. To perform a
deletion, counter(v) is decremented and, if it becomes zero,
vis-intðvÞ is set to the sum of the vis-intð::Þ values of the two
children of v. It can be shown that insertions and deletions take
Oðlog nÞ time.
During the GRASP iterations, an interval I can be inserted into
or removed from a tree several times. Usually, these operations
begin at the root of the tree and search the nodes that correspond
to I. To increase performance, we execute this search as a
preprocessing before the beginning of GRASP and store these
nodes. Then, insertions and deletions can start directly at the
nodes that have to be modiﬁed. Although a Oðlog nÞ time is still
needed, the heuristic runs signiﬁcantly faster. Overall, this pre-
processing led to a reduction of 32.3% on the running time of the
heuristic.
Denote by bi the visible boundary of disk i if it were the
bottommost disk. The algorithm to solve the Max–Min problem
selects the disk in with maximum bin . Disk i
n is then removed from
S and the remaining disks are solved recursively and placed above
in. This can be done efﬁciently using segment trees. Initially, all
intervals are inserted in each tree, so that each disk is considered
to be the bottommost. As mentioned before, the root of a tree may
be inspected to ﬁnd bi for each disk i in Oð1Þ and thus determine in
in O(n) time. To remove disk in from S, we must remove its
intervals from all other trees, which may take up to Oðn log nÞ,
leading to an overall complexity of Oðn2 log nÞ.
For the randomized version, instead of choosing the disk i with
maximum bi, we create a restricted candidate list (RCL), which
contains a subset of the disks in S. We randomly select a disk i0
from this list, remove it from S and stack the remaining disks
recursively on top of i0, as in the original algorithm.
A parameter aA ½0,1 is used to control the size of the RCL. Let
bmin and bmax be the minimum and the maximum bi values overall disks i not yet on the stack, respectively. A disk i is inserted
into the RCL whenever biZb
minþaðbmaxbminÞ. For maximization
problems, the case a¼ 0 corresponds to a random construction,
while a¼ 1 generates purely greedy solutions. A suitable value for
a must not only yield solutions of high quality but also promote
their diversity. To decide on an appropriate value for a, we tested
several strategies discussed in [19], including ﬁxed values within
the ½0,1 interval, as well as randomly chosen values from a
uniform and from a non-uniform discrete probability distribution,
and also sought a self-tuned value with the reactive GRASP
procedure. Surprisingly, a¼ 0:4 led to the best performance.
2.2. Local search phase
In this section, we describe three neighborhoods for the local
search, which we denote by insertion, block insertion and swap
neighborhoods. They are used to implement a variation of a VNS
to improve the quality of the solutions found during this phase of
the heuristic. It is important to note that even the slightest change
in the structure of a solution might signiﬁcantly alter the set of
visible arcs. Therefore, the following sections focus on strategies
to efﬁciently compute the change produced by each move.
Throughout the text, when referring to a solution x, we denote
by x(p) the disk at level p of x and by x1ðiÞ the level of disk i in x.
2.2.1. Insertion neighborhood
An insertion move consists in removing a disk from its current
level and inserting it in another position. Thus, each solution has
Oðn2Þ insertion neighbors. Given a disk i and a level p, we denote
by I ði,pÞ the insertion of i in level p. We say that a disk j is affected
by I ði,pÞ if min ðx1ðiÞ,pÞrx1ðjÞrmaxðx1ðiÞ,pÞ. The segment
trees are used to evaluate the moves quickly, as shown in
Algorithm 1. Let I ði,pÞ be the evaluated insertion, with p4x1ðiÞ
(the case pox1ðiÞ is analogous). Step 2 calculates the visible
boundary of the affected disks before the move. In steps 6 and 7,
for each disk j that is affected by the insertion and that overlaps i,
Ii
j is removed from Ti and Ij
i is inserted into Tj. Step 10 ﬁnds the
visible boundary after the move. After the evaluation, it might be
necessary to undo the changes made to the segment trees.
Algorithm 1. Evaluation of I ði,pÞ with the segment trees.
1 begin EvaluateInsertion (i, p)
2
3
4
5
6
7
8
9
10
11c0’
Pp
p0 ¼ x1ðiÞ vis-intðrootðTxðp0 ÞÞÞ
for p0’x1ðiÞþ1 to p do
j’xðp0Þ
if i and j overlap then
Remove Iji from Ti
Insert Iij into Tj

end

end
c1’
Pp
p0 ¼ x1ðiÞ vis-intðrootðTxðp0 ÞÞÞ
return c1c0

12 endNote that all affected trees, except Ti, are altered and accessed
only once (step 7). Therefore, they do not need to be modiﬁed at
all. The search runs signiﬁcantly faster by executing simulated
insertions and deletions of intervals, i.e., we proceed in the same
way we normally would, but no changes are made to the trees.
We just calculate what would be the length of the visible
boundary of each disk if some interval were inserted or deleted.
With this strategy, when it is necessary to undo the changes
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original state.
If after evaluating I ði,pÞ the changes made to Ti are not undone,
it is simple to evaluate I ði,pþ1Þ. We take advantage of this fact
when searching the insertion neighborhood. The insertions
I ði,x1ðiÞþ1Þ,I ði,x1ðiÞþ2Þ, . . . ,I ði,nÞ are evaluated in sequence.
Then, the original state of Ti is restored and the same strategy
is used to ﬁnd the change produced by I ði,x1ðiÞ1Þ,I
ði,x1ðiÞ2Þ, . . . ,I ði,1Þ. Although a quadratic number of arcs may
be affected by the evaluated moves, all possible insertions of a
disk are examined in Oðn log nÞ time using the segment trees,
which results in an efﬁcient search procedure. If the best move
found improves the solution, it is executed. The procedure is
repeated for every disk iAS until no disk has any improving move,
in which case a local maximum has been reached with respect to
the insertion neighborhood.2.2.2. Block insertion neighborhood
A natural extension of an insertion move is to select a
block of contiguous disks in the stacking order and move them
a certain number of levels above or below their original position
without changing the relative order of the disks in the block.
This leads to an Oðn3Þ size neighborhood, which we call a block
insertion neighborhood. Let i and j be two disks, with x1ðiÞ4x1ðjÞ.
Also, let p be a level such that p4x1ðiÞ or pox1ðjÞ. We
denote by BI ði,j,pÞ the insertion of the block of disks between
i and j (inclusive) directly above or below the disk at level
p when p4x1ðiÞ or pox1ðjÞ, respectively. In fact, we
only need to consider one of these cases. Let i, j, k and l be four
disks, with x1ðkÞ4x1ðlÞ4x1ðiÞ4x1ðjÞ, such that l is immedi-
ately above i, as illustrated in Fig. 3. Since the block insertions
BIði,j,x1ðkÞÞ and BI ðk,l,x1ðjÞÞ are equivalent, from now on we
assume that all block insertions are of the form BIði,j,pÞ with
p4x1ðiÞ.
Again, we use segment trees to guide the search on this
neighborhood. Recall that, in Section 2.2.1, we developed an
efﬁcient search procedure for the insertion neighborhood using
the fact that, once the move I ði,pÞ has been evaluated, it is
relatively simple to obtain the value of I ði,pþ1Þ. A similar
observation holds for the block insertion neighborhood. Suppose
the value of BI ði,j,pÞ is known and the appropriate intervals have
been inserted into, or removed from, the segment trees, so that
the state of the trees corresponds to the stacking order obtained
right after the execution of BI ði,j,pÞ. Let k be the disk at level pþ1.
The move BI ði,j,pþ1Þ can be evaluated as follows. For every disk l
between i and j (inclusive) that overlaps k, we insert the segmentj
k
l
i
Fig. 3. The block insertions BI ði,j,x1ðkÞÞ and BI ðk,l,x1ðjÞÞ are equivalent.Ik
l into Tk and remove the segment Il
k from Tl, where Tk and Tl
denote the segment trees associated with disks k and l, respec-
tively. The variation in the length of the visible boundary of each
disk can be obtained by inspecting the roots of the trees. Adding
these variations to the value of BI ði,j,pÞ yields the value of
BIði,j,pþ1Þ.
Suppose now that the values of BIði,j,pÞ are known for every
disk j below i and not just for one particular disk. Let k be the disk
at level pþ1. In addition, let l and l0 be two disks between i and
xð1Þ (i.e., the disk at the lowest level of the stack), such that l is
immediately above l0. Using the value of BI ði,l,pÞ and the strategy
just described, we can evaluate BIði,l,pþ1Þ. After this has been
done, the value of BIði,l0,pþ1Þ is found by inserting Il0k into Tk and
removing Ikl0 from Tl0 . Given a ﬁxed disk i, Algorithm 2 uses these
observations to evaluate the moves BI ði,j,pÞ for all disks j below i
and all levels p above x1ðiÞ. For each disk j, we store in vj the
value of the last move BIði,j, . . .Þ evaluated for j. Step 6 stores the
visible boundaries of all disks before the segment trees are
modiﬁed. Steps 11 and 12 make the necessary updates on the
trees. The visible boundaries after the modiﬁcations are obtained
in steps 14 and 15. Finally, the value of move BIði,l,pÞ is computed
in step 16. The best move found is returned and, if it improves the
solution, we execute it. Otherwise, the procedure is repeated with
another disk.
Algorithm 2. Evaluation of moves BIði,j,pÞ using the segment
trees.1 begin EvaluateBlockInsertions (i)
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23BestValue’1
BestMove’{
foreach disk j below or at level x1ðiÞ do vj’0
for p’x1ðiÞþ1 to n do
foreach disk jAS do cj0’vis-intðrootðTjÞÞ
k’xðpÞ
for p0’x1ðiÞ downto 1 do
l’xðp0Þ
if k and l overlap then
Remove Ikl from Tl
Insert Ilk into Tk

end
ck1’vis-intðrootðTkÞÞ
cl1’vis-intðrootðTlÞÞ
vl’vlþðck1ck0Þþ
Px1ðiÞ
m ¼ p0 ðcxðmÞ1 cxðmÞ0 Þ
if vl4BestValue then
BestValue’vl
BestMove’BIði,l,pÞ

end

end

return BestMove

24 end2.2.3. Swap neighborhood
A swap move exchanges the position of two disks in a given
solution. Therefore, the size of the swap neighborhood of a given
solution is Oðn2Þ. Given two disks i and j, we denote by Sði,jÞ the
swap between i and j. Although the segment trees can be used to
evaluate the moves, two disks must be moved at once and many
intervals have to be inserted and deleted to calculate the change
produced by each swap. In this section, we present faster
strategies to evaluate the moves and to search the neighborhood.
The following notation is used. We denote by R the set of all arcs
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I the set of arcs contained in the interior of disk i. Given
an arc r, lr and dr represent the length of r and the disk that
contains r in its boundary, respectively.
Let x be the solution whose neighborhood must be searched.
Note that a swap Sði,jÞ can also be viewed as two consecutive
insertions, one of i in level x1ðjÞ and another of j in level x1ðiÞ.
We evaluate swap moves considering these insertions indepen-
dently (i.e., we ignore the effects of the ﬁrst one on the second)
and making the necessary corrections to obtain the desired value.
We create two n n matrices A and B, which store the values of
the insertions and the corrections, respectively. Each element
A½i,j stores the change in the solution value due to the insertion
I ði,x1ðjÞÞ.1 Matrix B is initialized to zero and, for each rAR, lr is
added to or subtracted from some elements of B, so that
A½i,jþA½j,iþB½i,jþB½j,i yields the correct variation in the objective
function after the execution of Sði,jÞ.
Suppose that a disk i contains an arc r and is the only one that
contains r and is above dr. The insertion of i at level x
1ðdrÞ or
below and the insertion of dr in level x1ðiÞ or above uncovers r.
Therefore, lr must be added to A½i,xð1Þ, A½i,xð2Þ, . . . , A½i,dr  and to
A½dr ,xðnÞ, A½dr ,xðn1Þ, . . . , A½dr ,i, which can lead to a costly
construction procedure. This can be avoided by using an auxiliary
matrix ~A and adding lr only to ~A½i,dr  and ~A½dr ,i. Once ~A has been
built, A can be obtained with the following recurrence relation:
A½i,xðpÞ ¼
0 if p¼ x1ðiÞ,
A½i,xðpþ1Þþ ~A½i,xðpÞ if pox1ðiÞ,
A½i,xðp1Þþ ~A½i,xðpÞ if p4x1ðiÞ:
8><
>:
ð1Þ
Analogous arguments apply to the cases in which r is visible or
there are two or more disks hiding it.
Consider the swap Sði,jÞ. Let a0ij ¼ A½i,jþA½j,i and suppose that
x1ðiÞ4x1ðjÞ. In order to obtain the change produced by the
swap, a correction must be made to a0ij in three cases:1.expLet r be an arc that is not part of the boundary of i or j and that
satisﬁes x1ðiÞ4x1ðdrÞ4x1ðjÞ. If both i and j contain r and
there are no other disks above level x1ðdrÞ that contain r, the
insertion I ði,x1ðjÞÞ uncovers r. But, since r remains covered
after the swap, the value lr was incorrectly included in a0ij and
must be subtracted from it.2. Let r be a visible arc in the boundary of i. If j contains r, both
I ði,x1ðjÞÞ and I ðj,x1ðiÞÞ cover r. Thus, lr is subtracted twice
from a0ij, which may be corrected by adding lr to it.3. Let r be an arc in the boundary of j and suppose that i is the
only disk above j that contains r. Both I ði,x1ðjÞÞ and I ðj,x1ðiÞÞ
uncover r. Thus, lr is added twice to a0ij, which may be corrected
by subtracting lr from it.
We obtain matrix ~A by evaluating all possible insertions of the
disks in S. To build matrix B, we identify, for each arc rAR, which
correction cases must be performed. Naturally, when a move is
executed, these matrices must be updated. However, it is not
necessary to scan through all arcs again. Denoting the swapped
disks by i and j, the arcs that must be examined are the ones in the
boundary of i and j and the ones in Ri
I and Rj
I. Similarly to the
construction procedure, instead of updating matrix A directly, all
changes are made to ~A and Eq. (1) is used to obtain A. For the sake
of brevity, we do not present the complete algorithm that
performs the update, but the same principles used in the
construction of the matrices apply.1 Matrix A could be used to search the insertion neighborhood, but, in our
eriments, this strategy took more time than the one described in Section 2.2.1.Experiments executed with the swap neighborhood showed
that most swap moves that improve the value of the solution
exchange disks whose levels in the stack are close. In particular,
for 52.5% of the moves that were executed, the difference
between the levels of the exchanged disks was less than or equal
to three. For that reason, the search begins exploring short moves
and progressively increases the difference between the levels of
the swapped disks. Every time a move Sði,jÞ is executed, the
search is restarted. However, there is no need to reevaluate all
moves. Let i0 and j0 be two disks, such that 9x1ði0Þx1ðj0Þ9
o9x1ðiÞx1ðjÞ9. Also, suppose that i0 and j0 are both above or
below i and j. Note that the execution of Sði,jÞ does not affect the
value of Sði0,j0Þ. This observation is used to speed up the search
procedure.2.2.4. VNS implementation
VNS is a metaheuristic which employs several neighborhoods
to ﬁnd high-quality solutions for combinatorial optimization
problems. In this work, we apply it to enhance the local search
phase of GRASP. This allows some diversiﬁcation to take place
during the local search, improving its effectiveness. Different
schemes of VNS are obtained depending on how the change of
neighborhoods is performed (see, e.g., [16,17]). Let x be the
current solution and let N 1,N 2, . . . ,N kmax be kmax neighborhood
structures used by the heuristic. We denote by N kðxÞ the set of
neighbors of x in N k. The basic VNS procedure selects a random
solution from N 1ðxÞ and submits it to local search, obtaining a
solution x0. If x0 is better than x, we set x¼ x0 and start over,
otherwise, the process is repeated with the remaining neighbor-
hoods. The procedure halts when some stopping condition is met.
Variable neighborhood descent (VND) is a variation of the basic
VNS that changes neighborhoods deterministically. It begins by
searching neighborhood N 1 entirely, looking for improving
moves. If none are found, it further explores N 2, . . . ,N k. When
an improving move is found, the procedure starts searching again
with neighborhood N 1, since new improving moves might
appear. Clearly, the ﬁnal solution obtained by a VND must be a
local optimum with respect to all neighborhoods. It is also
possible to use a nested strategy, in which VND is executed with
the ﬁrst k1 neighborhoods for each solution x0 that belongs to
N kmax ðxÞ.
Our heuristic uses a combination of these strategies. We
implement two VND procedures, the ﬁrst using the insertion
and swap neighborhoods, and the second using the insertion,
swap and block insertion neighborhoods, in this order.
We refer to them as Reduced-VND and Full-VND, respectively.
Since the block insertion neighborhood has size Oðn3Þ,
full-VND is costly and, for that reason, we use reduced-VND to
balance the impact on execution times. With these procedures,
we implement a nested strategy, as shown in Algorithm 3.
The stopping condition is met when MaxVNSIter (consecutive)
iterations are run without improvement. In step 4, we randomly
select a neighbor x0 of x from the block insertion neighborhood.
Note that there may be many stacking orders that correspond to
the same drawing. To make sure that x and x0 correspond
to signiﬁcantly different drawings, we impose that x0 should be
obtained from x by moving a block of at least n=5 disks. Step
5 applies the reduced-VND to x0 and, if the resulting solution is
better than x, we set x¼ x0 (step 7) and zero the iteration counter
(step 8). Otherwise, the counter is incremented (step 9). Finally, in
step 11, full-VND is applied to the best solution found. We
obtained a good balance between execution time and solution
quality by running this algorithm with MaxVNSIter¼5, which
yielded an average of 6.4 runs of reduced-VND for every run of
Full-VND.
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2
3
4
5
6
7
8
9
10
11i’0
while ioMaxVNSIter do
Select a random neighbor x0 from the
block insertion neighborhood of x
Reduced-VND x0
if x0 is better than x then
x’x0
i’0

else i’iþ1

end
FullVND ðxÞ

12 end2.3. Path-relinking
Path-relinking is an intensiﬁcation strategy proposed by
Glover [12] that explores trajectories connecting elite solutions.
Given an initial solution xi and a guiding solution xg, a sequence of
moves is executed to transform xi into xg in such a way that the
distance between them always decreases. Afterward, local search
may be applied to the best intermediate solution found, since it
might not be a local optimum. In our implementation, we restrict
the application of local search to the cases in which the value of
the best intermediate solution is greater than the values of both xi
and xg. Among several alternatives considered in the literature
(see e.g. [14,9]), we experiment with three: forward, backward and
mixed path-relinking. Let x1 and x2 be two solutions such that the
value of x1 is greater than that of x2. In forward path-relinking, we
set xi ¼ x2 and xg ¼ x1, while in backward path-relinking we set
xi ¼ x1 and xg ¼ x2. The mixed variant starts two paths: one at x1
and another at x2. They meet at some intermediate solution,
producing a single path that connects x1 and x2.
In order to measure the distance between two solutions, we
consider three metrics, namely the minimum number of inser-
tions (insertion metric), the minimum number of swaps (swap
metric) necessary to transform one solution into the other, and the
number of inversions between the solutions (inversion metric).
Given two disks i and j and two solutions x1 and x2, we say that an
inversion occurs when x11 ðiÞ4x11 ðjÞ and x12 ðiÞox12 ðjÞ. It can be
shown that the ﬁrst two metrics take at most O(n) moves to reach
the target solution, while the third may take Oðn2Þmoves. For this
reason, path-relinking with the inversion metric takes more time,
but also explores more solutions and usually obtains better
results. We execute insertion moves with the insertion and the
inversion metric and swap moves with the swap metric.
Path-relinking is applied to every local optimum generated by
the local search. During the execution of the GRASP heuristic, we
store the best solutions found in an elite set of solutions, whose
size we limit to at most Nelite solutions. After the local search, a
solution from the elite set is randomly chosen and is relinked to
the local optimum. As in [20], the probability that an elite
solution is chosen is proportional to its distance to the local
optimum. Solutions that result from this process are candidates
for the elite set and their inclusion follows the rules described in
[14]: if the set is not full, the candidate is always inserted,
provided that its distance to every other element is greater
than four moves; otherwise, the candidate is inserted if it is
better than at least one of the solutions in the set, in which case, a
member is removed. To maintain the diversity of the solutions in
the set, the replaced solution is the closest to the candidate that is
not better than it.Evolutionary path-relinking submits the elite set to an evolu-
tionary process, applying path-relinking to pairs of elite solutions.
The literature contains two strategies proposed by Resende and
Werneck [20] and by Resende et al. [21]. We propose a variation
of these methods in which each elite solution x is relinked to the
solution x0 obtained by reversing the order of the disks in x. Thus,
the distance between x and x0 is maximum under the inversion
metric and a large number of intermediate solutions may be
visited. If the best intermediate solution found is better than both
x and x0, local search is applied to it and the process is repeated
with the new local optimum until path-relinking achieves no
further improvements. Experimental results showed that this
variant ﬁnds better solutions than the others for the instances
considered here.
In the following sections, we give more details on the calcula-
tion of distances between solutions and the strategies used to
implement path-relinking with each metric.
2.3.1. Insertion metric
Given the solutions x1 and x2, let us deﬁne two sequences
p1 ¼ ðx1ð1Þ, x1ð2Þ, . . . , x1ðnÞÞ and p2 ¼ ðx2ð1Þ,x2ð2Þ, . . . ,x2ðnÞÞ. The
insertion metric corresponds to the minimum number of delete–
insert operations that must be executed to transform p1 into p2
and this is known as Ulam’s distance [22]. To calculate the
distance between x1 and x2, we ﬁrst ﬁnd a longest common
subsequence [23] of p1 and p2, which we denote by LCSðp1,p2Þ.
For every pair of disks i and j in LCSðp1,p2Þ, the relative order of i
and j is the same in both sequences and there is no need to move
them to transform x1 into x2. Therefore, an insertion is performed
for every disk that is not in LCSðp1,p2Þ, which yields a total of
n9LCSðp1,p2Þ9 insertions. It can be shown that this is indeed the
minimum number of necessary moves.
Given a disk i and a level p, I ði,pÞ can only be executed during
path-relinking if, after the move, i becomes part of the longest
common subsequence of the current and guiding solutions. The
best such move is executed and the procedure continues until the
trajectory is complete. To evaluate the insertions quickly,
matrices A and ~A are used, as described in Section 2.2.3.
2.3.2. Swap metric
Given two solutions x1 and x2, let p1 and p2 be the sequences
associated with x1 and x2, respectively, as deﬁned in Section 2.3.1.
The swap metric is equivalent to Cayley’s distance [22], which
counts the minimum number of transpositions needed to trans-
form p1 into p2. To calculate the distance between x1 and x2, we
create a directed graph G that contains a vertex vi for each disk
iAS and an edge from vi to vj if x11 ðiÞ ¼ x12 ðjÞ. Graph G is formed
by one or more cycles and the distance between x1 and x2 is nc,
where c is the number of cycles in G.
When two disks that belong to the same cycle in G are
swapped, the number of cycles increases by one, which means
that the distance decreases by one. When the disks are in
different cycles, the contrary happens and the distance increases
by one. Therefore, a swap can be executed when both disks are in
the same cycle in G. In each iteration, the best available move is
chosen and the procedure continues until the guiding solution is
reached. The moves are evaluated using the matrices described in
Section 2.2.3.
2.3.3. Inversion metric
With the inversion metric, each iteration of the path-relinking
procedure evaluates the insertion moves that cause the number of
inversions to decrease. We say that a move is valid if it satisﬁes
this condition. Experimental results showed that, during path-
relinking, it is more efﬁcient to evaluate the insertions using
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Section 2.2.3 that, although these matrices were used with the
swap neighborhood, each element A½i,j stores the value of the
insertion I ði,x1ðjÞÞ, so they can also be used with insertion
moves). In this section, we describe efﬁcient strategies to update
these matrices and to ﬁnd the best available insertion move in
each iteration.
Let x be current solution at some iteration of the path-relinking
procedure and suppose that I ði,pÞ is executed. Let k be the number
of disks that are affected by this insertion. Preliminary experi-
ments showed that k is independent of n and its average value is
less than 6 for most insertion moves executed during path-
relinking. Furthermore, in over 60% of the executed insertions, i
does not overlap the other affected disks. Note that in this case,
matrix ~A does not change and matrix A can be updated quickly as
follows. Let j1 and j2 be two disks that were not affected by the last
executed insertion. The change in the objective function produced
by I ðj1,x1ðj2ÞÞ and by I ðj2,x1ðj1ÞÞ is still the same as before the
execution of I ði,pÞ. Thus, for each disk j that was not affected by
the last move, we only need to update the k entries in row j of
matrix A that correspond to the insertion of j in the levels occupied
by the disks affected by I ði,pÞ. This can be done in O(k) time with
Eq. (1). Conversely, if j was affected by the move, the only entry
that must be recalculated in row j is A½j,i. The others remain the
same because i and j do not overlap. Therefore, matrix A is updated
in O(kn) time.
We now consider the selection of the next move to be
executed. Suppose that the last insertion affected the disks
between levels p and q, including x(p) and x(q), with p4q.
At this time, no assumptions are made about whether the moved
disk overlaps the other affected disks or not. Let i be a disk that
was not affected by the last insertion. Moreover, let Moqi and
M4pi be the sets of insertions of i in a level below q and above p,
respectively. The best move inMoqi and the best move inM
4p
i are
still the same as before the last executed insertion. Besides, the
change in the number of inversions due to each move in
Moqi
S
M4pi also remains the same. Hence, to ﬁnd the best move
for disk i, we must compare the insertions between levels p and q
and the best insertions in Moqi and M
4p
i .
To work with these sets, we build a balanced binary tree Li for
each disk iAS. Tree Li has n leaves and each one stores a level in
which i can be inserted. If I ði,pÞ does not decrease the number of
inversions, the leaf that corresponds to level p is marked as
invalid. Given a node v, let Pv denote the set of levels that are
represented in the leaves of the subtree rooted at v. Every internal
node v stores a level pAPv, such that I ði,pÞ is the best valid
insertion, considering the levels in Pv. When all leaves that
correspond to the levels in Pv are marked as invalid, v is also
marked as invalid. An inspection of the root of Li gives the best
insertion for disk i. An example is showed in Fig. 4.
Each tree Li is built in linear time. An update is necessary in
two cases: when the value of an insertion of disk i changes and
when a valid insertion of i becomes invalid, or vice-versa. Updates
are done bottom-up. At a leaf, we must only check the validity of
the move. At an internal node v, let p and q be the levels stored in
the children of v. The insertions I ði,pÞ and I ði,qÞ are compared and
the level that results in the best move is stored in v. If i is one of
the nk disks that were not affected by the last move, k leavesFig. 4. Example of a tree Li. Invalid nodes are shown in gray.must be updated and the changes must be propagated to their
ancestors, until the root of Li is reached. The number of nodes
visited by the procedure is Oðkþ log nÞ. If i was affected by the last
move, O(n) nodes might be visited due to changes in the validity
of the insertions of i. Therefore, the time spent to update all trees
after the execution of a move is Oðknþn log nÞ and the next
insertion is chosen by inspecting the roots of all trees in O(n) time.3. Parallel implementation
The GRASPmetaheuristic in its basic form can easily be distributed
among several processors using the MPI library [24], since each
iteration is independent of the others. The main concern is to
minimize the idle time of each processor. One approach is proposed
by Aiex et al. [25]. Let Ni be the number of iterations and Np the
number of processors. Each processor independently executes
dNi=Npe iterations. After that, it propagates a message informing that
it is done, but keeps running some extra iterations until similar
messages are received from all other processors. This strategy may
execute a few more iterations than initially expected, but the
processors are always busy searching for better solutions.
One possibility to parallelize GRASP with path-relinking is to have
each processor store a local elite set, which contains only solutions
found by itself. A problem with this approach is that each local elite
set may be of lower quality than if we had a single elite set as in the
sequential version. On the other hand, if we maintain a single elite set
shared by all processors, whenever we extract or insert a solution into
it, we must set locks to avoid race conditions. Such locks may cause
processors to wait, wasting computation time. The MPI library
provides a set of non-blocking communication primitives that allow
us to avoid idle processors at the cost of having partially shared elite
sets. More speciﬁcally, each processor has a local elite set that is
synchronized from time to time with the other local elite sets.
A top-level description of the parallelization strategy is shown in
Algorithm 4. First, we assume that each processor has a unique
identiﬁer and also a local copy of the data used by the heuristic. All
processors execute Algorithm 4 simultaneously. The input parameters
are Np, the number of processors; Ne, the number of iterations to be
executed before synchronizing the elite sets; and Ni, the total number
of iterations to be executed. The local variables f and i count the
number of processors that have already executed the dNi=Npe
iterations and the number of iterations executed, respectively. Vari-
ables Sg and S‘ stand for the global elite set that is partially shared,
and the local elite set, respectively. The local elite set is constructed
only with solutions obtained by the current processor, while the
global elite set considers both local solutions and those received from
other processors. We keep a local elite set because after the end of the
GRASP iterations, we apply evolutionary path-relinking to the solu-
tions in it. If we used the global elite set, the path between a pair of
solutions could be examined several times by different processors
and, thus, duplicate work would be done. Since we use non-blocking
communication, we must perform the synchronization in steps. Array
st with Np1 entries represents the communication status between
the current processor and the others, regarding this synchronization.
Each entry may be one of NONE, REQUESTING or REQUESTED and all
of them are initialized as NONE.
Let us describe the main steps of Algorithm 4. Step 6 executes
an iteration of GRASP, that is, a construction phase followed by a
local search, and returns the best solution found on sn, which is
inserted in both the global and the local sets in step 7. After every
Ne iterations, we start the process of synchronizing the global elite
set, by changing all status ﬂags that are NONE to REQUESTING in
step 9. Then, in steps 11–14, we check if any of the entries of st is
marked as REQUESTING. If so, we ﬁrst send a non-blocking
message to the corresponding processor q, asking for its elite
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be written. We also change this entry to REQUESTED. Next, in
steps 16–18, for any entry of st that is marked as REQUESTED, we
check if their receive buffer was written. In this case, we add the
read solutions to the global elite set and reset this entry to NONE.
Each processor p must also check if any other processor is asking
for its elite set. In such case, p writes its local elite set to the send
buffer. From time to time, the MPI library checks whether there
are any pending messages and, if that is the case, it writes the
content of the send buffer to the corresponding receive buffer.
When a processor reaches the minimum number of iterations, it
sends a message to the others. It continues to execute iterations
until all processors reach their iterations limit, in which case step
27 will return Np. Finally, after executing the regular GRASP
iterations, each processor applies evolutionary path-relinking to
the best dNelite=Npe solutions in its local elite set. The best solution
is then selected among all of the processors.
Algorithm 4. Collaborative GRASP using MPI.1 begin CollaborativeGRASP (Np, Ne, Ni)
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30f’0, i’0
Sg’|, S‘’|
st½Np’fNONEg
while foNp do
sn’Execute an iteration of GRASP
Insert sn into Sg and S‘
if Ne divides i then
9Set all entries of st that are NONE to REQUESTING
end
if Any entry of st is set to REQUESTING then
Send a message to the corresponding processor
q asking for its elite set:
Provide a receive buffer for q0s elite set
Set the entry to REQUESTED

end
if Any entry of st is set to REQUESTED then
Check if the corresponding buffer was
already written
If so, add the solution from the set in the buffer
to Sg and set the entry to NONE

end
if Any processor is asking for my elite set then
9Write it to the send buffer
end
if i¼ dNi=Npe then
Mark that this processor has finished
Tell other processors that it has finished

end
f’Query the number of processors that have
already finished i’iþ1

end
Apply evolutionary pathrelinking to the best dNelite=Npe
solutions in S‘
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31 end4. Computational experiments
In this section, we present some computational experiments
executed to assess the performance of our heuristic. Throughsome preliminary experiments, we determined the conﬁgurations
and parameters for the GRASP heuristic that provide the best
solutions. With these conﬁgurations, we performed experiments
with several real-world instances. For all of them, we applied the
decomposition techniques described in [4]. Below, we compare
our GRASP heuristic with the exact algorithm proposed by
Kunigami et al. [4] and with the algorithm for the Max–Min
problem described by Cabello et al. [3]. For the exact method, we
limited the time spent by the solver to at most one hour per
component. All instances used in our experiments are available
on our web page [26].
4.1. Preliminary experiments
We performed some preliminary experiments for the purpose
of selecting the set of conﬁgurations for the GRASP heuristic that
yields solutions with the highest total visible boundary values.
We used a set of four real-world instances presented by Cabello
et al. [3] and another set of nine randomly generated instances.
Each instance in the latter set has a single component and was
created by randomly selecting points in a square of side 400 and
radii in the range ½10,100. The number of disks in each of them is
nAf60,65,70, . . . ,100g.
Initially, we experimented with the basic GRASP procedure
(construction and local search) to select a value for parameter a.
We decided on executing both phases because the goal of the
construction routine is to create solutions that not only are of
good quality but also lead to the best local maxima. The heuristic
was run several times, each time with a different (ﬁxed) value of
parameter aAf0:0,0:1,0:2, . . . ,1:0g. We then repeated these
experiments using alternative strategies to select a value for a,
as described in Section 2.1. The experiments showed that the best
results were obtained using a¼ 0:4 for all iterations. On average,
the value of the solutions found with this setting was 0:21% larger
than those obtained by the others.
Having chosen the value of parameter a to be used in the
construction phase, we began a series of experiments regarding the
path-relinking procedures. For each metric described in Section 2.3,
we executed all phases of the heuristic (construction, local search,
path-relinking and evolutionary path-relinking) and compared the
execution times and the quality of the solutions found by the forward,
backward and mixed path-relinking strategies. The experiment was
repeated for different values of NeliteAf5,10,15, . . . ,30g. The best
results for the insertion, swap and inversion metrics were found with
the forward, backward and mixed variants, respectively. Among
these, mixed path-relinking with the inversion metric and an elite
set of size Nelite ¼ 10 had the best overall performance. The values of
its solutions were, on average, 0.11% larger than those of the other
methods.
4.2. Instances
We performed experiments with three sets of instances. The
ﬁrst set was presented by Cabello et al. [3] and contains four
instances: City 156 and City 538, which represent the 156 and 538
largest American cities, respectively; and Deaths and Magnitudes,
which represent the death count and the Richter scale magnitude
of 602 earthquakes worldwide, respectively.
Each of the two other sets contains 28 instances generated from
data on the population of cities from several countries. We refer to
these sets as Population-S1 and Population-S2. Note that, although the
relative sizes of the disks are determined by the input data, their
absolute sizes are not. The proportionality constant between the area
of the disks and the associated numerical data affects the arrange-
ment formed by the boundaries of the disks. Thus, different choices
for this constant give rise to distinct instances.
Table 1
Characteristics of the instances presented by Cabello et al. [3].
Instance # Disks # Arcs # Comp. Max 9Sk9
City 156 156 1054 53 (3) 29
City 538 538 7516 240 (9) 53
Deaths 602 2763 333 (6) 70
Magnitudes 602 13,289 45 (7) 116
Averages 475.0 6155.5 168.0 (6.0) 67.0
Table 2
Characteristics of the instances in sets Population-S1 and Population-S2.
Instance #
Disks
Population-S1 Population-S2
# Arcs # Comp. Max
9Sk9
# Arcs # Comp. Max
9Sk9
Australia 210 1361 69 (1) 115 2119 45 (1) 138
Belgium 312 1974 115 (3) 113 4238 25 (1) 277
Brazil 150 2568 47 (2) 66 3294 26 (2) 91
Canada 150 2047 39 (3) 76 2790 23 (2) 89
China 141 1832 19 (1) 113 3291 8 (1) 131
Denmark 310 2115 126 (6) 82 3942 47 (2) 228
Egypt 98 2033 10 (1) 84 3043 7 (1) 92
France 135 3230 65 (1) 41 3354 51 (2) 44
Germany 150 2072 63 (2) 50 3299 31 (3) 76
Greece 102 3482 40 (1) 50 3335 31 (2) 50
Indonesia 150 2453 39 (2) 95 3478 29 (1) 103
Israel 150 2583 26 (2) 69 4222 13 (1) 136
Italy 300 4366 89 (7) 47 6725 28 (3) 206
Japan 150 3544 35 (2) 60 4954 26 (2) 108
Netherlands 367 2711 137 (4) 118 5249 52 (4) 256
New
Zealand
273 1864 98 (4) 80 2979 54 (3) 169
Norway 150 1829 38 (1) 98 2881 28 (2) 100
Pakistan 150 1179 32 (4) 78 2131 17 (3) 101
Poland 300 2742 141 (3) 56 4736 60 (2) 201
Portugal 150 5070 39 (2) 55 6656 29 (2) 61
Russia 150 1920 31 (2) 86 3145 24 (2) 110
South Africa 224 2128 98 (2) 75 3442 57 (3) 135
Spain 300 4738 60 (6) 55 6497 22 (4) 177
Switzerland 186 3047 36 (5) 85 4945 12 (2) 142
Turkey 289 1812 88 (3) 94 3642 30 (1) 250
UK 186 2113 37 (2) 76 3803 13 (1) 154
USA (East) 150 3402 17 (4) 84 4524 6 (2) 104
USA (West) 87 3717 7 (2) 52 4465 5 (1) 76
Averages 195.0 2640.4 58.6 (3.0) 76.9 3971.0 29.0 (2.0) 135.9
Fig. 5. Gain obtained by the inclusion of ea
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exact method from [4] could solve them to optimality after
spending at most one hour per component. This allows us to
assess the performance of the heuristic when optimal solutions
are known. The instances in set Population-S2 were based on the
same data, but with the proportionality constant changed so as to
increase the number of overlapping disks. This was attained by
doubling the area of each unit of data collected, i.e., the radius of
each disk grew by
ﬃﬃﬃ
2
p
. We have found set Population-S2 to be
signiﬁcantly harder than Population-S1. As shown in the next
section, most instances from Population-S2 could not be solved to
optimality by the integer program.
Tables 1 and 2 show some characteristics of the instances
considered in our experiments. For each instance, we present the
number of disks and arcs of the arrangement and the number of
components, to be solved separately, obtained by the decomposi-
tion techniques from [4]. We indicate, in parentheses, the number
of components that have at least 10 disks. We also show the
number of disks 9Sk9 of the largest component. Note that,
although the Population instances have a smaller number of disks
than the instances from Cabello et al. [3], they can be even more
difﬁcult to solve because each instance has at least one large
component. Moreover, the decomposition is not so effective for
instances in Population-S2. For that reason, some very large
components remain unchanged by the decomposition routine,
making those instances harder than the ones in Population-S1.4.3. Numerical results
We now present the numerical results obtained by the GRASP
heuristic. All experiments were run on an Intel Xeon X3430,
2.40 GHz CPU with 8GB RAM. The algorithms were coded in Cþþ
and compiled with GCC 4.4.3. We used the CGAL library to create
the arrangements and XPRESS-Optimizer 20.00 to solve the
integer programs from [4]. We executed 40 GRASP iterations for
each component of each instance and we ran the heuristic 50
times for each instance. Also, the parallel implementation used
from 2 to 8 processors and synchronized the elite sets every 10
iterations. To give prominence to where meaningful changes do
take place, the values of solutions shown were calculated
disregarding arcs that are always visible in every solution.
We ﬁrst evaluate the effectiveness of each phase of the GRASP
metaheuristic. Fig. 5 shows the gains obtained by each phase
expressed as percentages relative to the best known value of eachch phase of the GRASP metaheuristic.
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the other instances. Initially, we (sequentially) ran 40 iterations
executing only the construction phase. Then, we repeated the
experiment two more times, adding at each time one of theFig. 6. Time to target plots for the GRASP heuristic with path-relinking imple-
mented with the insertion, swap and inversion metrics, for component 7-0 of the
Magnitudes instance, with a target value of 2889.53.
Table 3
Results for instances presented by Cabello et al. [3].
Instance Sequential GRASP
Vmax Vavg SD %Gap
City 156 (156) 541.29 541.29 0.00 0.00
City 538 (538) 503.27 503.25 0.02 0.00
Deaths (602) 2915.11 2915.11 0.00 0.00
Magnitudes (602) 12,174.09 12,172.15 2.35 0.02
Table 4
Results for instances from set Population-S1.
Instance Sequential GRASP
Vmax Vavg SD %Gap
Australia (210) 2115.59 2115.59 0.00 0.00
Belgium (312) 3127.79 3127.51 0.32 0.01
Brazil (150) 2553.52 2553.52 0.00 0.00
Canada (150) 1710.44 1710.40 0.18 0.00
China (141) 2409.15 2409.15 0.00 0.00
Denmark (310) 2301.09 2301.09 0.00 0.00
Egypt (98) 1521.82 1521.82 0.00 0.00
France (135) 964.07 964.07 0.00 0.00
Germany (150) 1586.44 1586.44 0.00 0.00
Greece (102) 1102.55 1102.49 0.24 0.01
Indonesia (150) 1275.75 1275.73 0.11 0.00
Israel (150) 1892.82 1892.82 0.00 0.00
Italy (300) 2681.64 2681.64 0.00 0.00
Japan (150) 1911.18 1911.18 0.00 0.00
Netherlands (367) 4720.45 4720.03 0.73 0.01
New Zealand (273) 2590.72 2590.72 0.00 0.00
Norway (150) 1230.63 1230.63 0.00 0.00
Pakistan (150) 1970.26 1969.49 0.52 0.04
Poland (300) 4558.81 4558.81 0.00 0.00
Portugal (150) 1707.01 1707.01 0.00 0.00
Russia (150) 1566.56 1566.55 0.05 0.00
South Africa (224) 2657.32 2657.32 0.00 0.00
Spain (300) 3860.89 3860.89 0.00 0.01
Switzerland (186) 3573.34 3573.34 0.00 0.00
Turkey (289) 4112.44 4112.44 0.00 0.00
UK (186) 1999.49 1999.49 0.00 0.00
USA (East) (150) 2462.56 2462.48 0.44 0.00
USA (West) (87) 1290.14 1290.14 0.00 0.00remaining procedures, namely local search with VNS and
path-relinking, in this order. The value of the solution produced
by the deterministic algorithm for the Max–Min problem is also
shown for comparison purposes. Considering the three sets of
instances, this algorithm found solutions that are, on average,
9.84% below the best known value. Besides, the average gain due
to the addition of each phase of the heuristic was 2.20%, 7.57% and
0.07%, with standard deviations of 1.31%, 2.64% and 0.11%,
respectively. The basic GRASP procedure (i.e., construction and
local search) was able to obtain high-quality solutions leaving a
gap, on average, of only 0.07% to the best known value. Never-
theless, the enhancement of the heuristic with path-relinking and
evolutionary path-relinking was also relevant, since it gave rise to
16 best known values that could not be reached with the basic
procedure.
Another improvement due to the inclusion of path-relinking
can be perceived from Fig. 6, which shows the time to target
graphs for the heuristic with and without path-relinking, for
component 7-0 of the Magnitudes instance. We chose a target
value of 2889.53, which is approximately 0.9% below the optimal
value of this component. As in [14], we ran the heuristic N¼200
times and, for each run, we stored the time when a solution with
value greater than or equal to the target was found. Then, we
sorted the recorded times and associated with the ith time ti aParallel GRASP Exact [4]
Vmax Vavg SD %Gap Opt
541.29 541.29 0.00 0.00 541.29
503.27 503.24 0.03 0.01 503.27
2915.11 2915.08 0.20 0.00 2915.11
12,174.09 12,169.91 2.87 0.03 12,174.09
Parallel GRASP Exact [4]
Vmax Vavg SD %Gap Opt
2115.59 2115.59 0.00 0.00 2115.59
3127.79 3127.54 0.30 0.01 3127.79
2553.52 2553.52 0.00 0.00 2553.52
1710.44 1710.29 0.34 0.01 1710.44
2409.15 2409.15 0.00 0.00 2409.15
2301.09 2301.01 0.26 0.00 2301.09
1521.82 1521.82 0.00 0.00 1521.82
964.07 964.07 0.00 0.00 964.07
1586.44 1586.44 0.00 0.00 1586.44
1102.55 1102.30 0.50 0.02 1102.55
1275.75 1275.72 0.19 0.00 1275.75
1892.82 1892.82 0.00 0.00 1892.82
2681.64 2681.64 0.00 0.00 2681.64
1911.18 1911.18 0.00 0.00 1911.18
4720.45 4718.12 1.55 0.05 4720.45
2590.72 2590.71 0.04 0.00 2590.72
1230.63 1230.56 0.27 0.01 1230.63
1970.26 1969.52 0.51 0.04 1970.26
4558.81 4558.81 0.01 0.00 4558.81
1707.01 1707.01 0.00 0.00 1707.01
1566.56 1565.79 0.28 0.05 1566.56
2657.32 2657.17 0.69 0.01 2657.32
3860.89 3860.89 0.00 0.01 3861.16
3573.34 3573.34 0.00 0.00 3573.34
4112.44 4112.44 0.00 0.00 4112.44
1999.49 1999.49 0.00 0.00 1999.49
2462.56 2462.47 0.44 0.00 2462.56
1290.14 1290.14 0.00 0.00 1290.14
Table 5
Results for instances from set Population-S2.
Instance Sequential GRASP Parallel GRASP Exact [4]
Vmax Vavg SD %Gap Vmax Vavg SD %Gap Dual Primal %Gap
Australia (210) 3747.06 3747.06 0.00 0.60 3747.06 3747.06 0.00 0.60 3769.53 3529.15 6.38
Belgium (312) 6047.24 6042.57 3.16 33.66 6046.46 6038.40 4.17 33.70 9108.08 5600.79 38.51
Brazil (150) 4210.37 4210.37 0.00 2.69 4210.37 4210.16 0.22 2.69 4326.76 3929.16 9.19
Canada (150) 2922.57 2921.85 1.38 0.02 2922.57 2920.80 2.64 0.06 2922.57 2922.57 0.00
China (141) 3689.12 3688.41 0.71 5.14 3689.12 3688.00 0.73 5.15 3888.32 3176.63 18.30
Denmark (310) 4289.57 4288.26 0.74 46.72 4289.57 4287.92 0.94 46.73 8049.01 3989.51 50.43
Egypt (98) 2316.98 2316.69 1.07 7.41 2316.98 2316.04 1.58 7.44 2502.14 2129.62 14.89
France (135) 1821.45 1821.45 0.00 0.00 1821.45 1821.45 0.00 0.00 1821.45 1821.45 0.00
Germany (150) 2894.92 2894.92 0.00 6.97 2894.92 2894.92 0.00 6.97 3111.74 2710.95 12.88
Greece (102) 1806.11 1804.49 1.70 0.09 1806.11 1804.56 1.69 0.09 1806.11 1806.11 0.00
Indonesia (150) 2054.57 2054.57 0.00 5.14 2054.57 2054.49 0.16 5.14 2165.85 1840.61 15.02
Israel (150) 2935.95 2934.94 1.29 9.97 2935.95 2933.61 2.41 10.01 3260.07 2565.99 21.29
Italy (300) 4775.34 4774.47 0.52 39.18 4775.34 4774.42 0.59 39.18 7849.65 4422.02 43.67
Japan (150) 3096.87 3096.87 0.00 9.01 3096.87 3096.87 0.00 9.01 3403.70 2827.34 16.93
Netherlands (367) 7993.27 7984.87 4.84 35.97 7994.57 7979.24 6.18 36.01 12,470.01 7344.73 41.10
New Zealand (273) 4349.36 4343.44 1.88 2.91 4343.86 4342.26 1.05 2.94 4473.69 4099.91 8.36
Norway (150) 2090.14 2089.76 0.51 4.43 2090.14 2089.42 0.58 4.45 2186.70 1967.18 10.04
Pakistan (150) 3117.34 3117.32 0.06 0.00 3117.34 3117.22 0.19 0.00 3117.34 3117.34 0.00
Poland (300) 9045.20 9044.18 1.24 7.75 9045.20 9043.86 1.44 7.75 9803.91 8237.37 15.98
Portugal (150) 2727.82 2727.82 0.00 1.62 2727.82 2727.82 0.00 1.62 2772.77 2434.36 12.20
Russia (150) 2342.13 2342.00 0.12 4.58 2342.13 2341.80 0.35 4.59 2454.46 2127.08 13.34
South Africa (224) 4534.27 4534.27 0.02 4.04 4534.27 4534.27 0.01 4.04 4725.24 3949.94 16.41
Spain (300) 6347.03 6346.54 0.43 6.20 6347.03 6346.28 0.60 6.21 6766.15 5847.07 13.58
Switzerland (186) 5818.56 5815.58 3.62 8.74 5818.56 5812.73 4.56 8.79 6372.61 5317.11 16.56
Turkey (289) 7490.84 7489.43 1.05 35.01 7490.71 7487.12 1.96 35.03 11,524.72 6882.51 40.28
UK (186) 3148.95 3146.85 1.99 8.23 3148.56 3145.26 2.19 8.27 3428.91 2918.35 14.89
USA (East) (150) 3508.58 3508.53 0.15 5.01 3508.58 3507.99 0.38 5.02 3693.55 3177.25 13.98
USA (West) (87) 1953.22 1953.22 0.00 12.89 1953.22 1953.22 0.00 12.89 2242.20 1584.13 29.35
Fig. 7. Box plot graph showing the values of solutions found in 50 runs of the heuristic.
Table 6
Execution times for instances presented by Cabello et al. [3].
Instance Seq. GRASP Par. GRASP Exact [4]
City 156 (156) 0.94 (0.34) 0.65 (0.04) 12.01
City 538 (538) 17.20 (7.12) 11.22 (0.98) 20,078.10
Deaths (602) 5.45 (1.87) 3.88 (0.26) 100.62
Magnitudes (602) 36.59 (22.87) 16.69 (3.00) 37,967.68
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points ðti,piÞ, with 1r irN. It shows the (empirical) probability
for each algorithm to reach the target value in a given amount of
time. Note that the rightmost curve corresponds to the basic
GRASP procedure (i.e., without path-relinking), which shows that
the inclusion of path-relinking enables the heuristic to ﬁnd the
target value faster. Also, the curve corresponding to the imple-
mentation of path-relinking with the inversion metric is far to the
left of all others, conﬁrming that this metric is, indeed, the most
effective among the ones considered here. Similar results were
also observed for the other instances.
Tables 3–5 show the results found by the sequential and the
parallel versions of our heuristic. The parallel algorithm was
tested using eight processors. For each instance, we report the
best (Vmax) and average (Vavg) values of the solutions found in 50
runs of the heuristic. We also present the standard deviation (SD)
of the values found and the relative percentage gap (%Gap)
between the average values and the best known dual bounds.
We compare the results found by the heuristic with the ones
found by the exact method from [4]. We report the optimum
value, or the best primal and dual bounds given by integer
programming algorithm when the instance cannot be solved to
optimality. Best known values are highlighted in bold.
Table 3 shows the results obtained with the instances from [3].
The optimal values for these instances were proved in [4].
As observed by Kunigami et al. [4], instance City 156 can be
decomposed into relatively small components and, for that
reason, it presented no difﬁculties. For the other instances, both
the sequential and the parallel implementations found solutions
that are, on average, at most 0.03% below the optimum.
Table 4 shows the results for the instances in set Population-S1.
For these instances, we limited the execution of the exact method
from [4] to 1 h and it found (provably) optimal solutions to all
instances in this set. The heuristic found optimal solutions to all
Table 7
Execution times for Population instances.
Instance Population-S1 Population-S2
Seq. GRASP Par. GRASP Exact [4] Seq. GRASP Par. GRASP Exact [4]
Australia (210) 3.93 (2.95) 1.33 (0.35) 2523.65 8.89 (7.30) 2.48 (0.90) 3613.28
Belgium (312) 5.15 (3.71) 1.94 (0.48) 2154.46 92.40 (88.74) 13.32 (9.67) 3639.59
Brazil (150) 5.02 (2.51) 2.87 (0.38) 732.19 8.75 (4.99) 4.42 (0.66) 3611.97
Canada (150) 4.51 (2.94) 1.98 (0.42) 861.82 7.05 (4.59) 3.08 (0.61) 2559.24
China (141) 5.71 (4.51) 1.78 (0.58) 2878.01 13.65 (10.69) 4.32 (1.34) 3609.37
Denmark (310) 4.24 (2.54) 2.02 (0.31) 939.74 35.01 (31.17) 7.65 (3.80) 3628.86
Egypt (98) 5.37 (3.58) 2.27 (0.48) 2824.49 9.35 (5.96) 4.22 (0.81) 3607.95
France (135) 8.62 (3.63) 5.48 (0.47) 2145.67 8.76 (3.66) 5.59 (0.54) 1498.91
Germany (150) 3.59 (1.64) 2.19 (0.23) 791.56 7.74 (3.93) 4.38 (0.56) 3613.13
Greece (102) 9.48 (4.25) 5.87 (0.59) 1606.87 8.47 (3.66) 5.29 (0.52) 938.63
Indonesia (150) 6.34 (4.43) 2.50 (0.60) 2123.29 11.33 (8.00) 4.34 (1.05) 3612.39
Israel (150) 4.74 (2.82) 2.31 (0.37) 891.77 19.72 (15.54) 6.01 (1.83) 3612.64
Italy (300) 6.92 (2.67) 4.66 (0.39) 592.05 39.21 (31.48) 11.76 (4.00) 3634.05
Japan (150) 7.42 (3.52) 4.35 (0.49) 1840.05 16.24 (9.59) 7.88 (1.27) 3618.50
Netherlands (367) 7.48 (5.33) 2.82 (0.67) 3332.23 66.65 (61.91) 11.91 (7.18) 3636.31
New Zealand (273) 3.40 (1.98) 1.66 (0.24) 188.54 16.18 (13.64) 4.19 (1.66) 3621.19
Norway (150) 5.30 (3.90) 1.92 (0.49) 2829.00 8.60 (5.90) 3.51 (0.81) 3610.34
Pakistan (150) 2.25 (1.54) 0.90 (0.19) 121.11 5.94 (4.49) 2.01 (0.58) 2841.02
Poland (300) 4.89 (2.22) 3.00 (0.31) 764.05 31.28 (25.72) 8.87 (3.31) 3630.13
Portugal (150) 11.46 (4.76) 7.37 (0.66) 2277.91 18.23 (7.89) 11.59 (1.16) 4429.43
Russia (150) 3.74 (2.34) 1.73 (0.31) 614.70 10.83 (7.78) 3.97 (0.97) 3611.34
South Africa (224) 4.10 (2.16) 2.23 (0.29) 450.15 13.18 (9.52) 4.91 (1.28) 3619.55
Spain (300) 7.53 (3.34) 4.73 (0.50) 212.73 29.99 (23.72) 9.35 (3.04) 3718.61
Switzerland (186) 6.02 (3.71) 2.81 (0.48) 2143.03 23.07 (18.04) 7.24 (2.20) 3616.10
Turkey (289) 3.75 (2.35) 1.69 (0.29) 1011.25 49.82 (46.62) 8.58 (5.36) 3626.19
UK (186) 4.24 (2.86) 1.75 (0.37) 392.67 19.29 (15.96) 5.25 (1.90) 3611.44
USA (East) (150) 6.82 (3.94) 3.39 (0.56) 941.21 12.06 (7.53) 5.49 (0.96) 3664.93
USA (West) (87) 9.11 (3.83) 5.77 (0.56) 2530.94 14.12 (6.97) 8.03 (0.99) 3614.97
Fig. 8. Speedup achieved by the parallel heuristic.
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sequential heuristic obtained the optimal value in every run. The
same was observed for 15 instances with the parallel implemen-
tation, which shows the robustness of the proposed method.
Table 5 shows the results for the instances in set Population-S2.
Here, we also limited the execution of the exact method to 1 h. For
this set of instances, the integer programming algorithm could
ﬁnd only four optimal solutions. For all other instances, the best
known values were produced by the sequential or the parallel
GRASP. Besides, the relative gaps with respect to the exact method
were, on average, 17.63%, while the sequential and parallel
heuristics had an average gap of 10.86% and 10.87% regarding
the best known dual bounds, respectively.
To further assess the robustness of the proposed algorithms,
we show, in Fig. 7, the box plot graph of the solutions found in 50
runs of the heuristic for four instances from Population-S2. The
values of the solutions found for them yielded the largest
standard deviations among all instances. For each instance
depicted, we show the values of the 50 solutions as percentages
relative to the average value. The lower and upper ends of the
whiskers represent the minimum and maximum values found,
respectively. The bottom and top of the boxes represent the lower
and upper quartiles, respectively, and the horizontal line inside
the box stands for the median of the solution values. The graph
shows that the values of all solutions found on every run of the
heuristic were at most 0.2% above or below the average. Hence,
even the worst runs produced high-quality solutions for all
instances conﬁrming the robustness of our heuristic.
Tables 6 and 7 show the execution times (given in seconds) of
the heuristic and exact methods for the instances from [3] and for
the population based ones, respectively. For each instance, we
present two values for the heuristic. The ﬁrst one is the total time
spent by the heuristic including the preprocessing phase (decom-
position of the instance and construction of the arrangement).
In parentheses, we report the time spent minus preprocessing.We emphasize this distinction because, due to the execution
times of the heuristic being so small, preprocessing is not
negligible. Besides, the preprocessing stage was not parallelized,
and this affected the speedup of the parallel heuristic. Note that
the time spent by the exact algorithm with population-based
instances may be greater than 1 h, since this limit was imposed
for each component and not for the entire instance. Disregarding
preprocessing, the parallel algorithm with eight processors
achieved an almost linear speedup of 7.64, on average. We also
executed the parallel GRASP with two and four processors and the
quality of the solutions found is similar to the ones already
reported. Fig. 8 shows the average speedup for the parallel
heuristic using one, two, four and eight processors, disregarding
preprocessing. The proximity to the linear speedup conﬁrms the
effectiveness of the parallelization strategies employed.
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In this paper, we proposed a hybrid GRASP heuristic with VNS
and path-relinking for the Max-Total problem for stacking drawings
of symbol maps. We presented three neighborhoods for local search
procedures, as well as algorithms to implement the search efﬁ-
ciently. A VNS implementation was proposed using these neighbor-
hoods to increase the effectiveness of the local search phase. We
also considered different implementations of path-relinking, which
were used to enhance the basic GRASP procedure. The experimental
results showed that the inclusion of path-relinking can not only
lead to several optimal solutions but also decrease the execution
times needed for ﬁnding high-quality solutions.
Furthermore, we provided a parallel version of the heuristic.
To increase the robustness of the parallel implementation, we
used partially shared elite sets, which allowed processors to share
elite solutions without blocking and wasting computation time.
Using this strategy, the parallel heuristic reached an almost linear
speedup and exhibited only a nearly negligible decrease in
solution quality, with respect to the sequential implementation.
Additionally, the experiments showed that optimal solutions
could be found for a large number of real-world instances
containing up to 602 disks. Besides, the heuristic was able to
produce 16 new best solutions for instances whose optimum
values remain unknown. The results also indicated that the
proposed method is robust, and that even the worst runs of the
heuristic were able to ﬁnd high-quality solutions.
Future research directions include the decision on the compu-
tational complexity of the Max-Total problem and the develop-
ment of polynomial time approximation algorithms to solve it.
Another interesting topic is the extension of the GRASP heuristic
presented here for different types of drawings, such as the
physically realizable variant, which is used in [3,5].Acknowledgments
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