Systolic Binary Tree Automata (SBTA) provide a basic and robust model for one-way parallel computations on binary tree networks of memoryless processors. In this paper we investigate succinctness of descriptions of languages accepted by SBTA, measured in terms of the number of states of minimal SBTA. We study the problem in di erent settings. First we provide various criteria to determine lower bounds on the state-complexity of an SBTAlanguage L, that is bounds on the minimum number of states for an SBTA to accept L, and we show the existence of dense hierarchies of families of SBTA-languages with respect to their state-complexity. We study then how much Boolean operations can contribute to the increase of the state-complexity of SBTA-languages and we provide tight bounds on the complexity of languages obtained by union, intersection and complement of SBTA-languages. Finally, we consider di erent but equivalent models of SBTA and determine bounds on the trade-o between the state-complexity of a language L for any two equivalent models of SBTA. Moreover, we compare the state-complexity of regular languages with respect to their description by deterministic nite automata and several types of SBTA.
Introduction
In the papers CGS83, CGS83a] and CSW84], Systolic Binary Tree Automata, shortly SBTA, have been proposed as a model of highly concurrent and binary-tree structured acceptors. An intensive research on SBTA has been conducted using automata and formal language paradigms, and also a variety of results on several generalizations of the basic model have been obtained (see e.g. CJ83, IK84, FMRS89, FM94] and the survey paper Gru90]). SBTA provide a model for fast and one-way parallel computations of memoryless processors interconnected by a binary tree network. Processors are synchronized and they communicate through bottom-to-root oriented arcs of the tree. A computation on an SBTA can be informally described as follows: a string w of symbols is given, as input, symbol by symbol to the leftmost processors of the rst level of the tree which has at least jwj nodes. The remaining processors of that level receive a special marker #. All these A preliminary version of this paper has appeared in the proceedings of the 2-nd LatinAmerican symposium on Theoretical Informatics, LATIN '95, LNCS series.
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processors apply their \input function" to symbols they received as inputs. It is assumed that processors of each level are synchronized and also that communication along arcs takes no time. The parent-processors of the next level receive then inputs from their children simultaneously and they process them using their identical transition function. In this way computation ows in a synchronized way from one tree level to another, until the root-processor outputs a symbol.
This model of computation uses, for an input of length n, O(n) processors and runs in O(lg n) time. Moreover, also with respect to the number of states, that is symbols of the operating alphabet, this model can have very di erent characteristics, compared with other type of automata. For example, there are some regular languages which are accepted by SBTA with exponentially less states than has the minimal nite automaton accepting them, and vice-versa.
In this paper we study the problem of complexity of the description of languages accepted by SBTA, (referred to as SBTA-languages). By complexity of description of a language it is generally understood the minimal size of the description of some device describing words of the language. With this idea in mind we investigate succinctness of descriptions of SBTA-languages, with respect to the state-complexity of SBTA generating them. The state-complexity of a given language L is then the number of states of a minimal SBTA that accepts L.
Upper bounds for this complexity are often easy to determine by simply exhibiting a speci c SBTA, while ad hoc methods are usually necessary for lower bounds. We present here three criteria to determine lower bounds on state complexity of languages accepted by SBTA. The rst and the second criterion deal with deterministic and nondeterministic SBTA, denoted DSBTA and NSBTA, respectively, and the last one deals with deterministic SBTA over unary alphabets. As an application of these methods we show a state-complexity dense hierarchy of families of SBTA-languages.
In CGS83a] it has been shown that the family of SBTA-languages is a Boolean algebra. Hence another basic problem concerning the succinctness of descriptions of SBTA-languages is the following one: How much Boolean operations can contribute to the increase of state-complexity of SBTA-languages. We determine tight bounds on the state-complexity, in the worst case, of SBTA accepting the union, intersection and complement of SBTA-languages. The results are given for DSBTA and NSBTA and also for the so-called stable DSBTA and NSBTA. Similar results for nite automata can be found in YZS94]. It is well known, see e.g. CGS83] , that to every NSBTA one can construct an equivalent DSBTA and that for every deterministic (nondeterministic) SBTA one can construct an equivalent stable deterministic (nondeterministic) SBTA. However, all these constructions may lead to an automaton with more states than the original one. This means there may exist a di erence between the state-complexity of an SBTA-language L with respect to two di erent models of SBTA. We introduce an economy function to measure succinctness of description of families of languages when using di erent but equivalent models of SBTA. For example, we show that any NSBTA with n states can be e ectively transformed into an equivalent DSBTA having at most 2 n states and, as in the case of nite automata (see Moo71, MF71] ), this bound is reachable.
All the results obtained here for SBTA can be generalized to deal with systolic balanced tree automata, for all balanced trees. The paper is self contained and the reader is referred to CGS83], CSW84] and Gru90] for further discussions and motivations concerning the model.
Organization of the paper: In Section 2 we give formal de nitions and summarize basic results for SBTA. In Section 3 we present several criteria for determining lower bounds for the statecomplexity and we show state complexity hierarchies for several models of SBTA. In Section 4 we deal with the state-complexity of Boolean operations and in Section 5 the questions of economy of description are investigated. Finally, in Section 6, we deal with the minimization problem of SBTA and present also some open problems.
Basic De nitions and Preliminaries
In this section we introduce basic concepts concerning SBTA and recall some well known properties of these automata and of the languages they accept. Let us start with an informal description of a SBTA automaton.
An SBTA is an in nite binary tree network, where the nodes are memoryless processors and arcs represent one-way communication links between processors. A word w over an input alphabet is processed by the network as follows: let m be the smallest level of the tree which has at least jwj nodes. The i-th symbol of w, 1 i jwj, is the input of the i-th leftmost processor of the level m and the remaining processors, if there are any at that level, get a special symbol # on their inputs. All these 2 m processors then simultaneously compute their input functions and each of them sends the resulting value (a symbol (state) from the operating alphabet Q) to its parent. Example 1 Let A = (fa; bg; f0;1;2g;in; f; f0;#g;#) be a DSBTA where in(a) = 1; in(b) = 0; f(0; 0) = f(1; 2) = f(2; 1) = 0; f(1; 0) = f(0; 1) = f(2; 2) = 1; f(1; 1) = f(0; 2) = f(2; 0) = 2; f(i; #) = f(#; i) = i for i = 0; 1; 2:
The language accepted by A is L(A) = fw 2 fa; bg jOcc a (w) 0 mod 3g where Occ a (w) denote the number of occurences of the symbol a in the word w. In Fig 1 the computations of A on the input words \ababba" and \abbabaa" are shown.
We have de ned so far the acceptance for SBTA in the case that input words are inserted, symbol by symbol, into the leftmost processors of the rst level that has at least as many processors as the length of the input word. This rigid input mode can be seen as a strong restriction on the use of such automata. By relaxing these constraints di erent models of systolic tree automata have been de ned in CGS83].
De nition 2 A (N)SBTA A is called stable if for every word w 2 the following condition holds: O(w) 2 F (O(w) \ F 6 = ;), if and only if O(w; m) 2 F (O(w; m) \ F 6 = ;) for every m such that jwj 2 m .
In other words, an SBTA is stable if an input word is either always accepted or rejected, no matter which input level is chosen, provided the leftmost processors are used for the input. For example, the DSBTA described in Example 1 is stable.
De nition 3 A DSBTA A is called superstable if for every w = x 1 x 2 :::x n ; x i 2 , and for any nonnegative integers k 1 ; k 2 ; :::; k n+1 such that k 1 + k 2 + ::: + k n+1 + n = 2 m , for some m 0, it holds that O(w) 2 F if and only if OUT(# k 0 x 1 # k 2 x 2 # k 3 x n # k n+1 ) 2 F.
In other words, a superstable SBTA is a stable SBTA with the additional property that the acceptance of an input word does not depend only on the input level chosen, but it is also not a ected by interleaving of an input word with markers #. The Example 1 shows a superstable DSBTA.
Let us now summarize some of the most important properties of SBTA and of the family of languages they accept (cf. CGS83]).
Theorem 1 1. The family of languages accepted by SBTA is (e ectively) closed under Boolean operations.
2. For every NSBTA one can e ectively construct an equivalent DSBTA.
3. For every (NSBTA) DSBTA one can e ectively construct an equivalent stable (NSBTA) DSBTA.
4. For every superstable DSBTA one can e ectively construct an equivalent deterministic nite automata and vice versa.
3 Succinctness of Descriptions of SBTA-languages
We start investigation of the succinctness of description of SBTA-languages with respect to the state-complexity. This complexity can be considered with respect to any of the four previously de ned models of SBTA: deterministic, nondeterministic, deterministic stable and nondeterministic stable SBTA. It follows from Theorem 1, that all these models are equivalent. More formally we proceed as follows: Given an SBTA-language L, let s (L), for 2 fd; n; ds; nsg, denote the number of states of a minimal SBTA A accepting L, where A is deterministic SBTA if = d, nondeterministic if = n, deterministic and stable if = ds, and nondeterministic and stable if = ns. Note that,
If the language L is regular, then we can measure its complexity also with respect to superstable DSBTA, and let then s ss (L) be the minimum number of states of a superstable DSBTA for L. It clearly holds s ss (L) s ds (L).
This section consists of two parts. In the rst part we present criteria for lower bounds, in the second part we show the existence of four in nite state-complexity hierarchies, each without gaps, for SBTA-languages. Hierarchies are with respect to deterministic, nondeterministic, deterministic stable and nondeterministic stable SBTA. Moreover we also obtain a state-complexity hierarchy for regular languages with respect to superstable DSBTA.
Lower bounds
The following criteria determine lower bounds on the number of states of any SBTA which accepts a given SBTA-language. The rst two criteria can be applied to languages over any alphabet with at least two symbols, the third one deals only with languages over a unary alphabet. Several examples of how to apply these criteria are dealt with.
The rst two criteria, shown in Theorem 2, are based on the concepts of k-distinguishable sets and strongly k-distinguishable sets for languages.
De nition 4 Let be an alphabet, n; k integers and L ; X 2 n ; jXj = k. (1) X is said to be a k-distinguishable set for a language L if for every u; v 2 X there exists z 2 ; 1 jzj 2 n , such that exactly one of the words uz and vz is in L. ( In such a case we say that z distinguishes u and v.) (2) X is said to be strongly k-distinguishable set for a language L if for every u 2 X there exists z 2 ; 1 jzj 2 n , such that for every v 2 X; v 6 = u, we have uz 2 L and vz 6 2 L. (In such a case we say that z uniquely distinguishes u from any other word v 2 X.) Theorem 2 If a language L has a k-distinguishable set, then s (L) k, for 2 fd; dsg. If L has a strongly k-distinguishable set, then s (L) k, for 2 fd; ds; n; nsg. Proof : Let us assume that there is a language L that has a k-distinguishable set X 2 n and L is accepted by some DSBTA A with less than k states. Since X is k-distinguishable for L, there are two di erent words u; v in X such that O(u) = O(v). From 
To show the second part of the theorem, let us assume that there is a language L that has a strongly k-distinguishable set X 2 n and is accepted by an NSBTA A = ( ; Q; in; f; F; #) with less than k states. Let X = fu 1 ; :::; u k g and for each 1 i k, let z i be the word that uniquely distinguishes u i from all other words in X. For each i consider two states p i and q i , that are produced by the processors in the left and right child-node of the root when the word u i z i is processed and for which it holds that f(p i ; q i ) \ F 6 = ;. Since jQj < k, there exist j and l such that j 6 = l and p j = p l . This, however, implies that u j z l 2 L (and also u l z j 2 L) i.e., we get again a contradiction. Hence, s (L) k, for 2 fd; ds; n; nsg.
The following example shows an application of the preceding theorem. The language exhibited is a generalization of the language from Example 1.
Example 2 Let be an alphabet with at least two symbols. For any x 2 and for any integer k 1, consider the language L k (x; ) = fw 2 jOcc x (w) 0 mod kg where Occ x (w) denote the number of occurences of the symbol x in the word w. Take m dlog ke and y 2 ( ?fxg) and consider the set X = fx j y 2 m ?j j0 j < kg. Clearly, every word w 2 X has length 2 m and for every 0 j < k, the word x k?j uniquely distinguishes x j y 2 m ?j from any other string in X. Hence X is a strongly k-distinguishable set for the language L k (x; ) and therefore s n (L k (x; )) k.
The next criterion refers to languages over unary alphabets accepted by stable DSBTA.
Theorem 3 Let L be a language over a unary alphabet fxg. If there are two nonnegative integers i < k, such that x 2 j 6 2 L, i j < k, and x 2 k 2 L, then s (L) > k ? i, for 2 fd; dsg. Proof : Let Example 3 Consider the language L k = fa i ji 1; i 6 = 2 j ; 0 j < kg, for some k > 0. Any (stable) DSBTA that accepts L k has to have at least k + 1 states. In fact, applying Theorem 3, we have that a 2 j 6 2 L k , 0 j < k and a 2 k 2 L k .
State-complexity hierarchies
The following Lemma, that will be also used in the next section, implies the existence of four in nite hierarchies of complexity classes.
Lemma 1 Let be an alphabet with at least two symbols, x 2 and k 1 be an integer, then for all 2 fd; n; ds; ns; ssg, s (L k (x; )) = k where L k (x; ) = fw 2 jOcc x (w) 0 mod kg: Proof : From Example 2 we get that s (L k (x; )) k for all 2 fd; n; ds; ns; ssg. To prove the Lemma we construct a superstable DSBTA A with k states accepting the language L k (x; ). Hence k will be also an upper bound for the state-complexity of L k (x; ), with respect to all four classes of SBTA. A = ( ; Q; in; f; F; #) is de ned as follows: Q = f0; 1; : : :; k ? 1g, F = f0; #g, and for i; j 2 Q; y 2 , the transition function of A is de ned by in(x) = 1; in(y) = 0 for each y 2 ? fxg
Clearly, A is superstable and accepts the language L k (x; ).
As a straightforward consequence we obtain the main hierarchy result.
Theorem 4 For every 2 fd; n; ds; ns; ssg; k 1, and any alphabet with at least two symbols, there is a language L k such that s (L k ) = k.
The following theorem shows that, in the deterministic and deterministic stable cases, the above result can be extended to the case of languages over unary alphabets.
Theorem 5 For every 2 fd; dsg and k > 0, there is a language L 0 k over a unary alphabet such that s (L 0 k ) = k.
Proof : In Example 3 we have shown that s (L k?1 ) k for 2 fd; dsg and k > 0. To show the theorem we construct, for an integer k > 0, a stable DSBTA A with k states accepting the language L k?1 .
A is de ned as follows. A = (fag; f0; 1; : : :; k ? 1g; in; f; fk ? 1g; #), where:
in(a) = 0; f(k ? 1; k ? 1) = k ? 1; f(i; i) = i + 1; 0 i < k ? 1; f(i; j) = k ? 1; 0 i 6 = j < k; f(i; #) = i; 0 i < k: It is easy to see that A is a stable DSBTA and accepts the language L 0 k = L k?1 .
Succinctness of Boolean operations
In this section we study the following problem: given two positive integers, l and m, what is the maximum value of the state-complexity of languages resulting from the union and intersection of languages having complexity l and m, respectively. Similarly for the complement operation.
As in the preceding section, we will deal with several models: deterministic, nondeterministic, deterministic stable, nondeterministic stable and deterministic superstable SBTA. We show that the natural upper bounds on the number of states of SBTA accepting the union and intersection of SBTA-languages are reachable, and therefore we obtain tight bounds. Theorems 6 and 7 give upper and lower bounds for the union operation, respectively. Similarly Theorems 8 and 9, for intersection. Finally Theorem 10 deals with the complement operation. In order to formulate clearly and concisely the main results we introduce new functions.
De nition 5 For all nonnegative integers l and m and for 2 fd; ds; n; ns; ssg, we de ne: states.
In order to deal with the nondeterministic case we proceed as follows. 
The next theorem states that the given upper bounds for intersection are reachable.
Theorem 9 For all nonnegative integers l and m: S intersection (l; m) lm for 2 fd; ds; n; ns; ssg. Proof : It is su cient to show that two SBTA-languages L 1 and L 2 exist such that s (L 1 ) = l; s (L 2 ) = m, and there is no NSBTA with less than lm states that accepts the language L 1 \L 2 . Let r = maxfl; mg and let us consider the set X = fa i b j c 2 r ?i?j j 0 i < l; 0 j < mg: Clearly, jXj = lm and X is strongly lm-distinguishable for the language L l;m . Hence, by Theorem 2, any NSBTA for the language L 1 \ L 2 has to have at least lm states.
Complement. We get the exact bound only for the deterministic case. For the nondeterministic case there is still a small gap between upper and lower bound presented here.
Theorem 10 For any nonnegative integer l and for in nitely many m > 0, it holds: S complement (l) = l for 2 fd; ds; ssg, S complement (l) 2 l for 2 fn; nsg, S complement (m) 2 m 4 for 2 fn; nsg. Proof : The rst claim follows from the fact that from a DSBTA for a language L we get a DSBTA for the complement of L by exchanging nal and non nal states. This, together with the usual subset construction, gives the upper bound in the second claim.
Consider now the language L h = fw 2 fa; bg j w 6 = uu and jwj = 2 h+1 g. Suppose a stable NSBTA A for L h with 2 h+2 states exists. Using Theorem 2 we show that s n ( L h ) 2 2 h , where L h is the complement of L, that is, L h = fw 2 fa; bg + jw = uu or jwj 6 = 2 h+1 g. Consider the set X = fu 2 fa; bg + j juj = 2 h g. Given u 2 X, for every v 2 X ? fug it holds that uu 2 L h and vu 6 2 L h . Since jXj = 2 2 h , L h has X as strongly 2 2 h distinguishable set.
To 
Economy of Descriptions of SBTA-languages
We investigate now a trade-o between the state-complexity of SBTA-languages with respect to any two di erent SBTA models and . For languages with the same state-complexity with respect to an -model, the maximum of their state complexity with respect with to a -model is a measure of the economy of descriptions of SBTA-languages in the -model, with respect to the -model. In section 5.1 we introduce the so-called Economy function and determine its value for any pair of equivalent SBTA models. In section 5.2 we study the economy of description of regular languages with respect to DFA and superstable SBTA. (The later have been shown to accept exactly regular languages.)
SBTA: the general model
In order to present the results concerning the succinctness of description of SBTA-languages by various types of SBTA let us de ne for any two di erent ; 2 fd; ds; n; nsg the following economy function E (m) = maxfs (L)js (L) = mg
In other words, E (m) is the maximum value of the state-complexity, with respect to SBTA of the -model, of languages whose state-complexity is m, with respect to SBTA of -model.
In Theorem 11 we show that the requirement that a SBTA is stable at most double the number of states. In Theorem 12 we show that this bound is almost tight. Similarly, Theorem 13 shows that in the nondeterministic case, the requirement to have stability can increase the number of states only by one. Finally, in Theorem 14, a tight exponential increase is shown for replacing an NSBTA by an equivalent DSBTA. See Fig. 3 for a summary L k = fa 2 n i+:::+2 n 1 +2 n 0 j i 1; n 0 0; n 1 = n 0 + k; n j+1 = n j + k + 2; for j 1g: (1) We show a DSBTA A k with k + 3 states accepting L k and prove that any stable DSBTA for L k has to have at least 2k + 5 states.
Let us de ne A k = (fag; fq 0 ; : : :; q k+1 ; rejg; in; f; fq k+1 g; #), where in(a) = q 0 f(q 0 ; q 0 ) = q 0 f(q i ; #) = q i+1 for 0 i < k f(q 0 ; q k ) = q k+1 f(q k+1 ; #) = q 0 f(p; q) = rej for any other p; q:
It is not di cult to see that A k accepts L k . Let A 0 k = (fag; Q 0 ; in 0 ; f 0 ; F 0 ; #) be a stable DSBTA for L k . We show that A 0 k must have at least 2k +5 states, by exhibiting two sequences of states of A 0 k , p 0 ; p 1 ; : : : and p 0 0 ; p 0 1 ; : : : and proving that the rst sequence has at least k+2 distinct elements, the second one has at least k + 3 distinct elements and that the corresponding sets of states are disjoint.
Consider rst the sequence S = s 0 ; s 1 ; : : : where s 0 = in 0 (a), and s i+1 = f 0 (s i ; s i ), i 0.
Clearly, such a sequence is ultimately periodic. Let 0 be length of the initial portion and be length of the period of the sequence. It is easy to see that the automaton A 0 k provides the same output state for all the strings a 0 +2 n , n 1.
Let us now consider the sequence: p 0 = O A 0 k (a 2 n + 0 ); for every n 1; p i+1 = f 0 (p i ; #); for i 0:
Clearly, also the sequence S 0 = p 0 ; p 1 : : : is ultimately periodic. Let 0 be the length of its period. Suppose now that p i = p j , for some 0 i < j k + 1. This implies that p h belongs to the period of S 0 (i.e, to the periodic part of S 0 ) for every h i and thus p k belongs to the period of S 0 . From this we now derive a contradiction as follows. Let n 0 = n + 0 and n 1 = n + 0 + k. We have that O A 0 k (a 2 n 1 ) = O A 0 k (a 2 n 1 + 0 ), since is length of the period of the sequence S and O A 0 k (a 2 n 0 ; n 1 ) = O A 0 k (a 2 n 0 ; n 1 + 0 ), since p k =O A 0 k (a 2 n + 0 ; n + 0 + k) = O A 0 k (a 2 n 0 ; n 1 ) and 0 is length of the period of the sequence S 0 . Hence, O A 0 k (a 2 n 1 a 2 n 0 ) = O A 0 k (a 2 n 1 + 0 a 2 n 0 ). However, a 2 n 1 a 2 n 0 does belong to L k , while a 2 n 1 + 0 a 2 n 0 does not. From that we conclude that the states p i , 0 i k + 1 are distinct.
In a similar way we determine now other k + 3 distinct states of A 0 k . Consider the following sequence:
This is again a ultimately periodic sequence and let 00 be length of its period. We can prove that p 0 i 6 = p 0 j , for 0 i < j k + 2. In fact, if p 0 i = p 0 j for some 0 i < j k + 2, then p 0 k+1 belongs to the period of the last sequence and we get that O A 0 k (a 2 n 2 a 2 n 1 a 2 n 0 ) = O A 0 k (a 2 n 2 + 00 a 2 n 1 a 2 n 0 ), where n 2 = n + 0 + 2k + 2. However, a 2 n 2 a 2 n 1 a 2 n 0 belongs to L k , while a 2 n 2 + 0 a 2 n 1 a 2 n 0 does not.
Moreover, due to the stability of A 0 k , we get that fp 0 ; : : :; p k+1 g \ fp 0 0 ; : : :; p 0 k+2 g = ;:
Indeed, the elements of the rst set does not belong to the set of nal states while the elements of the second set are all nal states, since it holds O A 0 k (a 2 n 1 a 2 n 0 ; n 1 + h) = p 0 h for 0 h k + 2 O A 0 k (a 2 n 1 ; n 1 + h) = p h for 0 h k + 1:
Theorem 13 m E ns n (m) m + 1, for all m > 0.
Proof : To show the lower bound is trivial. To prove the upper bound it is enough to show that s ns (L) s n (L) + 1 for every SBTA-language L. Let A = ( ; Q; in; f; F; #) be an NSBTA. Let us de ne an NSBTA A 0 = ( ; Q 0 ; in 0 ; f 0 ; F 0 ; #) as follows: Q 0 = Q faccg, F 0 = faccg and the input and transition functions in and f are de ned, for a 2 and p; q 2 Q, by: 
Economy of Descriptions of Superstable SBTA-languages
In this section we introduce an economy function for the family of regular languages, with respect to DFA and superstable DSBTA. We show that there exists a regular language R that is accepted by a minimal DFA with n states, and for which any equivalent superstable DSBTA has to have n n states. Actually, we prove that any minimal superstable DSBTA accepting R has to have as many states as the cardinality of the syntactic monoid of R. This result allows us to determine exactly the economy of description of superstable DSBTA with respect to DFA. Corollary 1 Let L be a regular language. A minimal superstable SBTA accepting L has exactly as many states as the index of the syntactic congruence of L.
Since it is well-known that the syntactic monoid of a regular language recognized by a DFA with m states has at most m m elements (cf. e.g. Eil74]) and, moreover, that for every m this bound is reachable, we obtain the main result of the section.
Theorem 16 E ss dfa (m) = m m for all m o. Note that from Corollary 1 it follows that if L is a regular language over a unary alphabet, then a minimal superstable DSBTA accepting L has exactly as many states as the minimal nite automaton accepting L. Since regular languages over one-letter alphabets form a dense in nite hierarchy, with respect to the number of states of minimal DFA, we obtain a similar hierarchy for regular languages over one-letter alphabets, with respect to the number of states of superstable SBTA, extending Theorem 5.
Conclusions and open problems
In this paper we have studied several problems concerning the state complexity of SBTA-languages. Another closely related problem is the minimization problem for SBTA. In MR95] it has been shown that the emptiness problem for SBTA is PSPACE-complete. This implies that the minimization of SBTA is PSPACE-hard. In fact, the emptiness could be decided by checking whether or not a minimal SBTA has the nal state set empty. A similar scenario holds also in the case of stable DSBTA.
In this section we discuss minimization problem for a new type of DSBTA, the so-called strongly superstable SBTA, where not only the acceptance, but also the state entered by the root processors is independent of the way the input is inserted. For such SBTA an e cient minimization algorithm exists and, moreover, such a minimal SBTA is unique up to an isomorphism (see GNP94] for a more detailed description of these results). Such a result does not hold in the case of general SBTA, as we show in Example 4.
Let us introduce now strongly superstable DSBTA.
De nition 6 A DSBTA A = (Q; ; in; f; F; #) is called strongly superstable if and only if A is superstable and for every word w = x 1 x 2 :::x n ; x i 2 , and for any nonnegative integers k 1 ; k 2 ; :::; k n+1 such that k 1 +k 2 +:::+k n+1 +n = 2 m , for some m, OUT(# k 1 x 1 # k 2 x 2 :::x n # k n+1 ) = O(w) holds.
Note that according to this de nition in a strongly superstable DSBTA the output of a node depends only on that portion of the input word that is inserted into the nodes of its subtree regardless the way the input word is interleaved with the special symbol #.
In GNP94] it has been proved that the family of languages accepted by strongly superstable SBTA coincides with regular languages. The proof is carried out by giving a characterization of the corresponding family of languages in terms of congruences of nite index. Similarly as in the case of nite automata, this characterization provides a way to obtain minimal strongly superstable DSBTA and permits also to show that the minimal strongly superstable DSBTA, accepting a regular language L, is always unique up to an isomorphism.
An e cient algorithm to nd the minimal strongly superstable DSBTA can be designed by slightly modifying Hopcroft's O(j jn log n)-algorithm to minimize DFA, where j j is the size of the input alphabet, Hop71] (see also Gri73] ). The additional factor of n is due to the fact that while for DFA the transition function is de ned on the pairs <input symbol, state> what gives the factor j j n, in the case of SBTA this is de ned on pairs <state, state>. (In this case a preprocessing phase to remove unreachable states is also necessary. However, this can be easily accomplished in O(n 2 ) time.)
Theorem 17 There exists an O(n 2 log n) algorithm to nd the minimal strongly superstable DSBTA equivalent to a given one.
Finally, let us note that a minimal DSBTA does not have to be unique, even in the case the language it accepts is nite, as the following example shows.
Example 4 The language L = fa 2 b 2 g is clearly accepted by the following two not isomorphic minimal stable DSBTA:
A 1 = (fa; bg; fa;a 1 ; b; acc; rejg; in 1 ; f 1 ; faccg; #); A 2 = (fa; bg; fa;b;b 1 ; acc; rejg; in 2 ; f 2 ; faccg; #); 
Open problems
Finally, we list some related open problems.
In Section 3 the existence of in nite and dense hierarchies for each of the ve SBTA models considered in this paper was shown. Moreover, it was shown that for unary alphabets this result holds also for stable and superstable DSBTA. However, the nondeterministic case over unary alphabets remains open. In other words, are there in nite and dense hierarchies for NSBTA and stable NSBTA over unary alphabets?
In Section 4 we proved that 2 In Section 5 it was shown for m = k 2 ; k 0, that 2 m states are necessary in the worst case for a DSBTA to accept a language whose minimal NSBTA has m states. Is the same true for any nonnegative integer m? Moreover, we obtained the above result using a huge input alphabet. Is the same true for \small" alphabets?
In CGS83] the \weak" superstable DSBTA model has been introduced (every input word w can be inserted on an arbitrary level and to an arbitrary position, provided that the symbols of w remain adjacent), and in MP91] it has been shown that they accept exactly the family of regular languages. In Section 5 we have studied succinctness of description of regular languages by superstable SBTA and by DFA, using the economy function E ss DFA .
If we de ne in a similar way the function E wss DFA , where wss stands for weakly superstable DSBTA, then is it true that E wss DFA (m) = m m ?
In Example 4 two non-isomorphic minimal (stable) DSBTA have been shown. Actually they are only \symmetric" versions of each other. Is this always so (besides trivial cases)?
In which reasonable sense, if any, are any two minimal DSBTA similar? Moreover, is the minimal (weak) superstable DSBTA always unique, (up to an isomorphism)?
