Abstract : We consider the structural change in a class of discrete valued time series that the conditional distribution follows a one-parameter exponential family. We propose a change-point test based on the maximum likelihood estimator of the parameter of the model. Under the null hypothesis (of no change), the test statistics converges to a well known distribution, allowing for the calculation of the critical values of the test.
Introduction
In recent years, modeling time series of counts has become an important topic of statistical research, mainly because of the wide area of applications (epidemiology, economic, finance, actuarial science, etc), see for instance the of books of Cameron and Trivedi (2013) and Kedem and Fokianos (2005) and the references therein. Several models have been proposed to describe time series count data. Those models lead to capture some specific phenomena (such as excess zeros, overdispersion, heteroscedasticity, etc) that often display counts data and also lead to describe the dependence structure of the observations. Let Y = (Y t ) t∈Z be an integer-valued time series ; let F t be the filtration that represents all the information that is known at time t (see below). In the setting of autoregressive models, there is a huge number of papers that focussed on the distribution of Y t /F t−1 , denoted by p(·/F t−1 ). Neumann (2011) has assumed that Y t /F t−1 ∼ Poisson(λ t ) with λ t = f (λ t−1 , Y t−1 ) (where f is a nonnegative mesurable function) and focused on the stationarity and ergodicity of the bivariate process (Y t , λ t ) t∈N .
The models with linear and log-linear link function have been studied by Fokianos et t , t ∈ Z} and (Y t * +1 , · · · , Y n ) a trajectory of {Y (2) t , t ∈ Z}, where the processes {Y (1) t , t ∈ Z} and {Y (2) t , t ∈ Z} are stationary solutions of (1.1) depending respectively on θ * 1 and θ * 2 with θ * 1 = θ * 2 .
The change-point problem considered here is more general than those studied before, since the class of distribution considered in (1.1) contains among others, the Poisson, Bernoulli and negative binomial (with fixed number of failures) distribution. We will generalize the procedure proposed by Doukhan and Kengne [14] to the class of model (1.1) ; a usefulness of this generalization is the application to binary time series and negative binomial INGARCH models (see the simulation study and real data application).
In Section 2, the assumptions and the definition of the likelihood estimator as well as some examples of the model (1.1) are provided. Section 3 is devoted to the procedure for change-point detection in the model 2 Assumptions, likelihood inference and examples
Assumptions
Throughout this paper we will assume the classical Lipschitz-type condition on the model (1.1) :
Assumption (A(Θ)): There exists two non-negative real numbers δ 1 and δ 2 satisfying δ 1 + δ 2 < 1 and such that for any (x, y), (x , y ) ∈ [0, +∞) × N 0 , sup θ∈Θ |f θ (x, y) − f θ (x , y )| ≤ δ 1 |x − x | + δ 2 |y − y | .
Under the assumption (A(Θ)), Davis and Liu [11] have shown that the process {Y t , t ∈ Z} is absolutely regular with geometrically decaying coefficients and {(X t , Y t ), t ≥ 1} is strictly stationary and ergodic. In addition, the conditional mean can be expressed as a function of only the past observations, meaning, there 
Likelihood inference
In this section, we make a brief overview of the maximum likelihood estimation in the model (1.1) with the main asymptotic properties. Let (Y 1 , . . . , Y n ) be a trajectory generated from the model (1.1), according to the true parameter θ 0 . The likelihood function conditioned on η 1 is given for any θ ∈ Θ by
where η t (θ) = (A ) −1 (X t (θ)) is updated through the relation
The conditional log-likelihood function, up to a constant independent of θ, is given by
The maximum likelihood estimator (MLE) of θ 0 is defined by
To ensure the consistency and the asymptotic normality of the MLE, we impose the following regularity conditions (see also Davis and Liu [11] ) :
Under the above assumptions and the Lipschitz-type condition (A(Θ)), Davis and Liu [11] have used the Lemma 3.11 in Pfanzagl (1969) to show that the MLE θ n is strongly consistent (under H 0 ), that is,
They have also proved the asymptotic normality (under H 0 ) of the MLE θ n , that is,
Under H 0 , a consistent estimator of Ω is (see Lemma 6.1)
is a positive constant depending on θ 0 (see [18] ). Hence, the condition (A3) is obtained.
Furthermore, for i = 1, 2, 3, we have
Hence, we have
Similarly, we have
By using the same techniques, we get
; which shows that (A6) holds.
2. Consider the negative binomial INGARCH(1, 1) (NB-INGARCH(1, 1)) model defined by
for all θ = (α 0 , α, β) ∈ Θ, r ∈ N and NB(r, p) denotes the negative binomial distribution with parameters r and p. This model is considered by assuming that r is fixed and supposed to be known. It is slightly different to that defined by Zhu [38] where the (auto)regression have been done according to
) is a particular case of (1.1) with η t = log 
Binary time series
Let (Y t ) t∈Z be a binary (0, 1 valued) time series satisfying :
the true parameter θ 0 = (α * 0 , α * , β * ) ∈ Θ where Θ is a compact subset of (0, +∞) × [0, +∞) 2 such that α 0 + α + β < 1 for all θ = (α 0 , α, β) ∈ Θ, B(X t ) denotes the Bernoulli distribution of parameter X t . This is a linear example of the class (1.1), with η t = log
and A(η t ) = log (1 + e ηt ). In this model, Y t |F t−1 follows a Bernoulli distribution such that the success probability is a function of the immediate past. When the parameter β * is equal to zero, we obtain a particular case of the binary autoregressive models studied by
Hudecová [23] . Fokianos et al. [16] have also studied a similar model which the conditional mean depends on a vector of a covariates. It is easily seen that assumption (A(Θ)) holds. Define the compact set Θ by :
Then, by going along similar lines as in the model (2.3), the assumptions (A1)-(A6) holds.
Threshold autoregressive models
1. Firstly, we consider a threshold Poisson autoregressive model (INTARCH(1, 1)) defined by (see also Doukhan and Kengne (2015) ):
such that max(α 1 , α 2 ) + β < 1 for all θ = (α 0 , α 1 , α 2 , β) ∈ Θ and is a non-negative integer valued, called the threshold parameter of the model. The condition (A(Θ)) is satisfied. We have the following representation for all θ ∈ Θ :
Define the compact set Θ by :
We assume that the process (Y t ) t∈Z follows a negative binomial INTARCH model (NB-INTARCH)
defined by 
Change-point test and asymptotic results
We propose a change-point test based on the maximum likelihood estimator of the parameter of the model (1.1). Using the idea of Doukhan and Kengne [14] and Kengne [29] , we will construct a test statistic that converges to a known distribution under H 0 and diverges to infinity under the alternative of change in the model. Throughout the sequel, the following notations will be used:
Let us recall that, under H 0 , the asymptotic covariance matrix of θ n (T 1,n ) is
and that it is a consistent estimator of Ω (see (2.2)). But this consistency is not ensured in general under the change-point alternative (see [14] ).
Let (u n ) n≥1 and (v n ) n≥1 be two integer valued sequences satisfying u n , v n → +∞ and
.
Under H 0 , according to the consistency of Ω n and the ergodicity of the process (X t , Y t ) t∈Z , Ω n (u n ) is also a consistent estimator of Ω. See [14] for the motivation of the use of Ω n (u n ) instead of Ω n . Then, consider the test statistic :
is a weight function non-decreasing in a neighborhood of zero, non-increasing in a neighborhood of one and satisfying
Its behavior can be controlled at the neighborhood of zero and one by the integral
see [7] . The weight function q is used to increase the power of the test based on the statistic " C n .
The following two theorems give the asymptotic behavior of the statistic " C n under the null and alternative hypothesis. 
where
Then, at a nominal level α ∈ (0, 1), the critical region of the test is ( "
Hence, the proposed test has correct size asymptotically.
When q ≡ 1, the values of c α can be obtained in Lee et al. (2003) 
Under the alternative, we assume
is the integer part of x). Theorem 3.2 Under H 1 , assume that B, (A0)-(A6) and (A(Θ)) hold. Then,
Therefore, the proposed procedure based on " C n is consistent in power. Under H 1 , a classical estimator of the breakpoint is
Some simulations results
In this section, we evaluate the performance of the proposed procedure through an empirical study. We consider a linear and a nonlinear example of the class of models (1.1). For a sample size n, the test statistic " C n is computed with q ≡ 1 and u n = v n = [(log(n)) 2 ]. The nominal level considered in the sequel is α = 0.05.
We denote by θ = (α 0 , α, β) the parameter of the model considered.
Test for parameter change in NB-INGARCH(1, 1) models
Consider the negative binomial INGARCH(1, 1) model given by
where Now, assume that the parameter r is known and consider the problem of testing for parameter change in the model (4.1). For r = 1 and n = 1000, we consider two trajectories (Y 1 , · · · , Y n ) generated from (4.1) in the following situations : a scenario without change and a scenario with a change at k * = 500. Figure 1 indicates the statistic " C n,k of the test for these two scenarios. One can see that, under the null hypothesis (i.e. no change), the statistic " C n is less than the limit of the critical region which is represented by the horizontal line (see Figure 1 (a) and Figure 1(c) ). Under the alternative, the statistic " C n,k is large around the point where the change occurs and " C n is greater than the critical value of the test (see Figure 1 (b) and Figure 1(d) ).
For a sample size n = 500, 1000, Table 1 indicates the empirical levels computed when the parameter is θ 0 and the empirical powers computed when θ 0 changes to θ 1 at half the sample size, where the number of failures r = 1, 8 is fixed ; these results are obtained after 200 replications. The choice of r = 8 is related to the real data example (see below). These results indicate that the procedure produces a reasonable empirical levels which approaching the nominal one when n increases, but these results are more accurate for r = 1.
The empirical powers of the procedure are also well satisfactory. 
Test for parameter change in binary time series models
We consider a binary (0, 1 valued) process (Y t ) t∈Z satisfying :
with α * 0 > 0; α * , β * ≥ 0, see (2.7). We consider the problem of testing for parameter change in this model.
Let us recall that Hudecová [23] has studied the problem of testing for parameter change in a similar model. They have used the logit link function to take into account the dependence between the success probability and the previous values of the series. They proposed a change-point test based on a normalized cumulative sums of residuals. We have made a comparison with their procedure on the real data application (see bellow, the application to the US recession data).
For n = 1000, Figure 2 indicates a typical realization of the statistic " C n,k for a series generated from (4.2). We consider a scenario without change (see Figure 2 (a)) and a scenario with a change at k * = 500 (see Figure 2 (b)). One can see that, in a scenario without change, the test statistic " C n is under the horizontal line which represents the limit of the critical region (see Figure 2(c) ). Under the alternative (one change), this statistic is greater than the critical value in the neighborhood of the breakpoint k * = 500 (see Figure 2(d) ).
For n = 500, 1000; we generate a trajectory (Y 1 , Y 2 , · · · , Y n ) in the following situations : the parameter θ = θ 0 is constant (no change) and the parameter changes from θ 0 to θ 1 at n/2 (one change). For different values of θ 0 and θ 1 , Table 2 indicates the empirical levels and the empirical powers based of 200 replications.
Again, these results display the accuracy of the proposed procedure.
5 Real data application
Number of transactions of Ericsson B stock
We apply this change-point test to the series of the number of transactions per minute for the stock Ericsson B We consider the model (4.1) with r = 8, and we test whether a change has occurred in the parameter in the model for these data. The value r = 8 is that have been obtained by Davis and Liu [11] on the series of July 2,
2002. The test statistic is computed with q ≡ 1 and u n = v n = [(log(n)) 2 ]. We set the initial value X 1 = 9.824
(the empirical mean of the series).
The corresponding critical value on nominal level α = 0.05 is c α = 3.004 and the value of the test statistic " C n is equal to 3.406. This indicates a change in the parameter of the model. "
C n,k has a maximum at t = 143 (see Figure 4) , that is, the location of the change is 11 : 57. The estimated model with a change is given by n = 500 n = 1000 Empirical levels : 
US recession data
As a second example, we consider the quarterly recession data (see Figure 5) "http://research.stlouisfed.org/fred2/series/USREC/downloaddata". These data have been already analyzed by different authors. Recently, Hudecová [23] has applied a change-point procedure based on a normalized cumulative sums of residuals for these data and has found a break in the first quarter of 1933. Now, we consider the model (4.2) and apply our procedure to these data. 6 Proof of the main results
Proof of Theorem 3.1
Define the statistic
Let k, k ∈ [1, n],θ ∈ Θ and i ∈ {1, 2, · · · , n}. The Taylor expansion to the function θ → ∂ ∂θi L n (T k,k , θ) implies that there exists θ n,i betweenθ and θ 0 such that
It is equivalent to
The following lemma will be useful in the sequel.
Lemma 6.1 Suppose that the assumptions of the Theorem 3.1 hold. Then,
2.
∂ ∂θ t (θ 0 ), F t t∈Z is a stationary ergodic, square integrable martingale difference sequence with covariance matrix Ω;
Proof.
1. For v n < k < n − v n , according to the consistency of Ω n (u n ) and the asymptotic normality of the MLE, we have as n → ∞,
Hence, as n → +∞,
The conclusion is easily obtained by using the fact of that sup 0<τ <1
2. Under H 0 , (X t , Y t ) t∈Z is a stationary and ergodic process, the same properties hold for ∂ ∂θ t (θ 0 ) t∈Z . Moreover, we have (see subsection 2.2),
Since ∂ηt(θ) ∂θ and A (η t (θ)) are F t−1 -measurable for any θ ∈ Θ, it holds that E
We also have,
3. We have,
Hence,
4. By applying (6.2) withθ = θ n (T 1,n ), it holds that
where θ n,i belongs between θ n (T 1,n ) and θ 0 .
We have
Moreover, the sequence ∂ 2 ∂θi∂θj t (θ) t∈Z is stationary ergodicity and we have
which shows from (A6) that E[
Hence, by the uniform strong law of large numbers, it holds that 1 n
Thus, according to (6.3), we get
By going along similar lines, one can prove that 1 n
This completes the proof of the lemma. Now, let us use the Lemma 6.1 to show that
Let v n ≤ k ≤ n − v n . By applying (6.1) withθ = θ n (T 1,k ) and T k,k = T 1,k , we get
As n → +∞, we have
According (6.4), we have √ kΩ
For n large enough, θ n (T 1,k ) is an interior point of Θ and we have
Hence, for n large enough, we get from (6.6)
Similarly, we can use (6.5) to obtain
The subtraction of the two above equations gives
According the above equation, we have
Recall that for any 0 < τ < 1
where [nτ ] is the integer part of nτ .
The process ∂ ∂θ t (θ 0 ), F t t∈Z is a stationary ergodic square integrable martingale difference process with covariance matrix Ω (see Lemma 6.1). By applying the Central limit theorem for the martingale difference sequence (see Billingsley (1968) ), we have
where B Ω is a Gaussian process with covariance matrix min(s, t)Ω.
From (6.7), as n → +∞, we have
According to the properties of q, we have for any 0 < < 1/2
Hence, as n → +∞, we have shown that
and for all 0 < < 1/2
In addition, since I(q, c) < +∞ for some c > 0, one can show that almost surely
Hence, for n large enough we have
Proof of Theorem 3.2
We assume that the trajectory (Y 1 , · · · , Y n ) satisfies
where t * = [τ n] with 0 < τ < 1 and {Y We have " C n,t * = 1 q 2 (
and " C n = max vn≤k≤n−vn " C n,k ≥ " C n,t * . Then, to prove the Theorem 3.2, it suffices to show that " C n,t * P −→ +∞ as n → +∞.
The likelihood function of the stationary process {Y (1) t , t ∈ Z} computed on {1, 2, · · · , t * } is given by L n (T 1,t * , θ) = Define L n,2 (T t * +1,n , θ) = n t=t * +1 t,2 (θ) the likelihood of the stationary process {Y 
t−2 , · · · ).
The asymptotic proprieties imply that θ n (T t * +1,n ) = argmax θ∈Θ L n (T t * +1,n , θ) = argmax θ∈Θ L n,2 (T t * +1,n , θ)
as n −→ +∞.
Recall that, by definition, the two matrices in the formula of Ω n (u n ) are positive semi-definite and the first one converges a.s. to Ω (1) which is positive definite.
For n large enough, we can write
Moreover, as n → +∞, we have Hence, " C n a.s −→ +∞ as n → +∞.
