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Abstract In this paper, we propose new extragradient algorithms for solving a split equilibrium and nonexpan-
sive mapping SEPNM(C,Q,A, f ,g,S,T) where C,Q are nonempty closed convex subsets in real Hilbert spaces
H1,H2 respectively, A : H1 →H2 is a bounded linear operator, f is a pseudomonotone bifunction on C and g
is a monotone bifunction on Q, S,T are nonexpansive mappings on C and Q respectively. By using extragradient
method combining with cutting techniques, we obtain algorithms for the problem. Under certain conditions on
parameters, the iteration sequences generated by the algorithms are proved to be weakly and strongly convergent
to a solution of this problem.
Keywords split equilibrium problem · common fixed point problem · nonexpansive mapping · weak and strong
convergence · projection method · pseudo-monotonicity
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1 Introduction
Throughout the paper, unless otherwise stated, let we assume that H1 and H2 are real Hilbert spaces with in-
ner product denoted by 〈·, ·〉 and associated norm ‖ · ‖. By ‘→’ we denote the strong convergence. While ‘⇀’
stands for the weak convergence. Let C be a nonempty closed convex subset of H1, Q a nonempty closed con-
vex subset of H2, A : H1 → H2 a bounded linear operator. Let f : C×C → R be an equilibrium bifunction,
i.e., f (x,x) = 0 for every x ∈ C, g : Q×Q → R be an equilibrium bifunction, S : C → C, and T : Q → Q,
are nonexpansive mappings. We consider the following split equilibrium problem and nonexpansive mapping
SEPNM(C,Q,A, f ,g,S,T) ((SEPNM) for short):
Find x∗ ∈C such that
{
x∗ ∈ Sol(C, f )∩Fix(S)
Ax∗ ∈ Sol(Q,g)∩Fix(T ), (1.1)
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where Sol(C, f ) is the solution set of the following equilibrium problem (shortly EP(C, f ))
Find x¯ ∈C such that f (x¯,y)≥ 0, ∀y ∈C. (1.2)
Sol(Q,g) is the solution set of the equilibrium problem EP(Q,g), i.e.,
Sol(Q,g) = {u¯ ∈ Q : g(u¯,v)≥ 0, ∀v ∈ Q}.
Fix(S) is the fixed point set of mapping S, i.e., Fix(S) = {x¯ ∈C : S(x¯) = x¯}, and Fix(T ) is the fixed point set of
mapping T , i.e., Fix(T ) = {u¯ ∈ Q : T (u¯) = u¯}.
If S ≡ IH1 , the identity mapping in H1, and T ≡ IH2 , the identity mapping in H2, then problem (SEPNM)
becomes the following split equilibrium problem (shortly (SEP)):
Find x∗ ∈C such that
{
x∗ ∈ Sol(C, f )
Ax∗ ∈ Sol(Q,g), (1.3)
which was introduced by A. Moudafi [20] (see also [11,14,16]). When f (x,y)= 〈F(x),y−x〉; g(u,v)= 〈G(u),v−
u〉, with some mappings F : C → H1, G : Q → H2, (SEP) reduces to the split variational inequality problem
(SVIP):
Find x∗ ∈C such that
{
x∗ solves VIP(C,F)
Ax∗ solves VIP(Q,G), (1.4)
that was investigated by Y. Censor et al. [5]. If f ≡ 0 and g ≡ 0, then (SEPNM) becomes split common fixed
point problem (SFPP), that is to find
x∗ ∈ Fix(S) such that Ax∗ ∈ Fix(T ), (1.5)
which was introduced by A. Moudafi [21] (see also [6,17]).
These problems could be considered as generalizations of split feasibility problem (SFP) which was con-
sidered by Y. Censor et al. [7]. Many iterative methods have been investigated for solving (SFP) and related
problems [2,4,9,10,19].
For obtaining a solution of (SEP), Z. He [14] introduced an iterative method, which generates a sequence
{xk} by 

x0 ∈C;{rk} ⊂ (0,+∞); µ > 0,
f (yk,y)+ 1
rk
〈y− yk,yk − xk〉 ≥ 0, ∀y ∈C,
g(uk,v)+
1
rk
〈v−uk,uk −Ayk〉 ≥ 0, ∀v ∈ Q,
xk+1 = PC(yk +µA∗(uk −Ayk)), ∀k ≥ 0.
(1.6)
Under certain conditions on parameters, the author shows that {xk}, {yk} weakly converges to a solution
of (SEP) provided that f ,g are monotone bifunctions on C and Q respectively.
To find a common element of the set of fixed points of a nonexpansive mapping and the set of solutions of a
pseudomonotone and Lipschitz-type continuous equilibrium problem, P. N. Anh [1] proposed to use the sequence
which is a combination of extragradient algorithm for equilibrium problem [23], (see also [12,13,18], for more
detail extragradient algorithms) and the iterative scheme by the viscosity approximation method [22], defined by


x0 ∈C;{λk} ⊂ (0,+∞),
yk = argmin{λk f (xk,y)+ 12‖y− x
k‖ : y ∈C},
zk = argmin{λk f (yk,y)+ 12‖y− x
k‖ : y ∈C},
xk+1 = λkx0 +(1−λk)S(zk), ∀k ≥ 0,
(1.7)
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It was proved in [1] that if lim
k→∞
‖xk+1 − xk‖ = 0, then the {xk}, {yk}, {zk} generated by (1.7) strongly
converge to the same point PSol(C, f )∩Fix(S)(x0). One advantage of this algorithm is that it could be applied for
pseudomonotone equilibrium problems and at each iteration we only solve two strongly convex optimization
problems instead of a regularized equilibrium problem.
Motivated by above papers and recent works [11,15,16,24], in this paper, we present algorithms for
(SEPNM) when f is pseudomonotone and g is monotone, S, T are nonexpansive mappings. The rest of paper
organizes as follows. In the next Section, some preliminary results are recalled. The weak convergence theorem
and its corollary are presented in Section 3. In the last Section, we combine the method presented in Section 3
with the hybrid projection method for obtaining the strong convergence theorem. A special case of (SEPNM) is
also considered.
2 Preliminaries
Let H be a real Hilbert space with an inner product 〈·, ·〉 and induced norm ‖ ·‖, and let C be a nonempty closed
convex subset of H . By PC , we denote the metric projection operator onto C, that is
PC(x) ∈C : ‖x−PC(x)‖ ≤ ‖x− y‖, ∀y ∈C.
The following well known results will be used in the sequel.
Lemma 1 Suppose that C is a nonempty closed convex subset in H . Then PC has following properties:
(a) PC(x) is singleton and well defined for every x;
(b) z = PC(x) if and only if 〈x− z,y− z〉 ≤ 0, ∀y ∈C;
(c) ‖PC(x)−PC(y)‖2 ≤ 〈PC(x)−PC(y),x− y〉, ∀x,y ∈H ;
(d) ‖PC(x)−PC(y)‖2 ≤ ‖x− y‖2 −‖x−PC(x)− y+PC(y)‖2, ∀x,y ∈H .
Lemma 2 Let H be a real Hilbert space, then for all x,y ∈H and α ∈ [0,1], we have
‖αx+(1−α)y‖2 = α‖x‖2 +(1−α)‖y‖2−α(1−α)‖x− y‖2.
Lemma 3 (Opial’s condition) For any sequence {xk} ⊂H with xk ⇀ x, the inequality
liminf
k−→+∞
‖xk − x‖< liminf
k−→+∞
‖xk − y‖
holds for each y ∈H with y 6= x.
Now, we assume that the bifunctions g : Q×Q → R and f : C×C → R satisfy the following assumptions,
respectively:
Assumptions A
(A1) g(u,u) = 0, for all u ∈ Q;
(A2) g is monotone on Q, i.e., g(u,v)+g(v,u)≤ 0, for all u,v ∈ Q;
(A3) for each u,v,w ∈ Q
limsup
λ↓0
g(λw+(1−λ )u,v)≤ g(u,v);
(A4) g(u, .) is convex and lower semicontinuous on Q for each u ∈ Q.
Assumptions B
(B1) f (x,x) = 0 for all x ∈C;
(B2) f is pseudomonotone on C, i.e., if f (x,y)≥ 0 implies f (y,x)≤ 0, for all x,y ∈C;
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(B3) f is jointly weakly continuous on C×C in the sense that, if x,y ∈C and {xk},{yk} ⊂C converge weakly to
x and y, respectively, then f (xk,yk)→ f (x,y) as k →+∞;
(B4) f (x, ·) is convex, subdifferentiable on C, for all x ∈C;
(B5) f is Lipschitz-type continuous on C with constants c1 > 0 and c2 > 0, i.e.,
f (x,y)+ f (y,z)≥ f (x,z)− c1‖x− y‖2 − c2‖y− z‖2, ∀x,y,z ∈C.
The following lemmas are well known in theory of monotone equilibrium problems.
Lemma 4 ([3])
Let g satisfy Assumption A. Then, for each α > 0 and u ∈H , there exists w ∈ Q such that
g(w,v)+
1
α
〈v−w,w−u〉 ≥ 0, ∀v ∈ Q.
Lemma 5 ([8]) Under assumptions of Lemma 4. Then the mapping T gα defined on H as follows
T gα (u) =
{
w ∈ Q : g(w,v)+ 1
α
〈v−w,w−u〉 ≥ 0 ∀v ∈ Q
}
,
has following properties:
(i) T gα is single-valued;
(ii) T gα is firmly nonexpansive, i.e., for any u,v ∈H ,
‖T gα (u)−T
g
α (v)‖
2 ≤ 〈T gα (u)−T
g
α (v),u− v〉;
(iii) Fix(T gα ) = Sol(Q,g);
(iv) Sol(Q,g) is closed and convex.
Lemma 6 ([14]) Under assumptions of Lemma 5. Then for α ,β > 0 and u,v ∈H , one has
‖T gα (u)−T
g
β (v)‖ ≤ ‖v−u‖+
|β −α |
β ‖T
g
β (v)− v‖.
3 Weak convergence theorem
Theorem 1 Let C, Q be two nonempty closed convex subsets in H1 and H2, respectively. Let S : C → C; T :
Q → Q be nonexpansive mappings, and bifunctions g, f satisfy assumptions A, assumptions B, respectively.
Let A : H1 → H2 be a bounded linear operator with its adjoint A∗. Take x1 ∈C; {λk} ⊂ [a,b], for some a,b ∈(
0,min
{ 1
2c1
,
1
2c2
})
; 0<α < 1; 0< µ < 1
‖A‖2
; {αk}⊂ (0,+∞) with liminfk−→+∞ αk > 0, and consider the sequences
{xk}, {yk}, {zk}, {tk}, and {uk} defined by

yk = argmin
{
λk f (xk,y)+ 12‖y− x
k‖2 : y ∈C
}
,
zk = argmin
{
λk f (yk,y)+ 12‖y− x
k‖2 : y ∈C
}
,
tk = (1−α)zk +αSzk,
uk = T gαk At
k
,
xk+1 = PC(tk +µA∗(Tuk−Atk)).
(3.8)
If Ω = {x∗ ∈ Sol(C, f )∩ Fix(S) : Ax∗ ∈ Fix(Q,g)∩ Fix(T )} 6= /0, then the sequences {xk} and {zk} converge
weakly to an element p ∈ Ω and {uk} converges weakly to Ap ∈ Sol(Q,g)∩Fix(T ).
Before going to prove this theorem, let us recall the following result which was proved in [1]
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Lemma 7 ([1]) Suppose that x∗ ∈ Sol(C, f ), f (x, ·) is convex and subdifferentiable on C for all x ∈C, and f is
pseudomonotone on C. Then, we have:
(i) λk[ f (xk,y)− f (xk,yk)]≥ 〈yk − xk,yk − y〉, ∀y ∈C.
(ii) ‖zk − x∗‖2 ≤ ‖xk − x∗‖2 − (1−2λkc1)‖xk − yk‖2 − (1−2λkc2)‖yk − zk‖2, ∀k.
Now, let us prove Theorem 1.
Proof Take x∗ ∈ Ω , i.e., x∗ ∈ Sol(C, f )∩Fix(S) and Ax∗ ∈ Sol(Q,g)∩Fix(T ). By definition of tk , we have
‖tk − x∗‖= ‖(1−α)zk +αSzk− x∗‖
= ‖(1−α)(zk− x∗)+α(Szk−Sx∗)‖
≤ (1−α)‖zk− x∗‖+α‖Szk −Sx∗‖
≤ (1−α)‖zk− x∗‖+α‖zk − x∗‖
= ‖zk − x∗‖.
Since {λk} ⊂ [a,b]⊂
(
0,min
{ 1
2c1
,
1
2c2
})
and Lemma 7, we get
‖zk − x∗‖2 ≤ ‖xk − x∗‖2 − (1−2λkc1)‖xk − yk‖2− (1−2λkc2)‖yk − zk‖2
≤ ‖xk − x∗‖2.
Thus
‖tk − x∗‖ ≤ ‖zk − x∗‖ ≤ ‖xk − x∗‖. (3.9)
it follows from Lemma 5 that
‖T gαk At
k −Ax∗‖2 = ‖T gαk At
k −T gαk Ax
∗‖2
≤ 〈T gαk At
k −T gαk Ax
∗
,Atk −Ax∗〉
= 〈T gαk At
k −Ax∗,Atk −Ax∗〉
=
1
2
[
‖T gαk At
k −Ax∗‖2 +‖Atk −Ax∗‖2 −‖T gαk At
k −Atk‖2
]
.
Hence
‖T gαk At
k −Ax∗‖2 ≤ ‖Atk −Ax∗‖2 −‖T gαk At
k −Atk‖2.
Combining this fact with the nonexpansiveness of the mapping T , one has
‖Tuk −Ax∗‖2 = ‖T T gαk At
k −TAx∗‖2
≤ ‖T gαk At
k −Ax∗‖2
≤ ‖Atk −Ax∗‖2−‖T gαk At
k −Atk‖2.
(3.10)
Using (3.10), we obtain
〈A(tk − x∗),Tuk −Atk〉 = 〈A(tk − x∗)+Tuk −Atk − (Tuk −Atk),Tuk−Atk〉
= 〈Tuk −Ax∗,Tuk −Atk〉−‖Tuk −Atk‖2
=
1
2
[
‖Tuk −Ax∗‖2 +‖Tuk −Atk‖2−‖Atk −Ax∗‖2
]
−‖Tuk −Atk‖2
=
1
2
[
(‖Tuk −Ax∗‖2 −‖Atk −Ax∗‖2)−‖Tuk −Atk‖2
]
≤−
1
2
‖T gαk At
k −Atk‖2−
1
2
‖Tuk −Atk‖2.
(3.11)
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It implies from (3.9) and (3.11) that
‖xk+1 − x∗‖2 = ‖PC(tk +µA∗(Tuk −Atk))−PC(x∗)‖2
≤ ‖(tk − x∗)+µA∗(Tuk−Atk)‖2
= ‖tk − x∗‖2 +‖µA∗(Tuk−Atk)‖2 +2µ〈tk − x∗,A∗(Tuk−Atk)〉
≤ ‖tk − x∗‖2 +µ2‖A∗‖2‖Tuk −Atk‖2 +2µ〈A(tk − x∗),Tuk−Atk〉
≤ ‖tk − x∗‖2 +µ2‖A∗‖2‖Tuk −Atk‖2 −µ‖T gαk At
k −Atk‖2−µ‖Tuk −Atk‖2
= ‖tk − x∗‖2 −µ(1−µ‖A∗‖2)‖Tuk −Atk‖2 −µ‖T gαk At
k −Atk‖2
= ‖tk − x∗‖2 −µ(1−µ‖A∗‖2)‖Tuk −Atk‖2 −µ‖uk −Atk‖2
≤ ‖xk − x∗‖2−µ(1−µ‖A∗‖2)‖Tuk −Atk‖2 −µ‖uk −Atk‖2
= ‖xk − x∗‖2−µ(1−µ‖A‖2)‖Tuk −Atk‖2 −µ‖uk −Atk‖2.
(3.12)
In view of (3.9), (3.12) and 0 < µ < 1
‖A‖2
, yields
‖xk+1 − x∗‖ ≤ ‖tk − x∗‖ ≤ ‖zk − x∗‖ ≤ ‖xk − x∗‖, (3.13)
and
µ(1−µ‖A‖2)‖Tuk −Atk‖2 +µ‖uk −Atk‖2 ≤ ‖xk − x∗‖2 −‖xk+1 − x∗‖2. (3.14)
Since (3.13), we conclude that lim
k→+∞
‖xk − x∗‖ exists. So, we receive from (3.14) that,
lim
k→+∞
‖xk − x∗‖= lim
k→+∞
‖tk − x∗‖= lim
k→+∞
‖zk − x∗‖, and
lim
k→+∞
‖Tuk −Atk‖= lim
k→+∞
‖uk −Atk‖= 0.
(3.15)
From (3.15) and the inequality
‖Tuk −uk‖ ≤ ‖Tuk −Atk‖+‖uk −Atk‖,
we get
lim
k−→+∞
‖Tuk −uk‖= 0. (3.16)
Besides that,
‖zk − x∗‖2 ≤ ‖xk − x∗‖2 − (1−2λkc1)‖xk − yk‖2 − (1−2λkc2)‖yk − zk‖2,
so
(1−2λkc1)‖xk − yk‖2 +(1−2λkc2)‖yk − zk‖2 ≤ ‖xk − x∗‖2 −‖zk − x∗‖2. (3.17)
Since {λk} ⊂ [a,b]⊂
(
0,min
{ 1
2c1
,
1
2c2
})
and (3.17), one has
(1−2bc1)‖xk − yk‖2 ≤‖xk − x∗‖2 −‖zk − x∗‖2,
(1−2bc2)‖yk − zk‖2 ≤‖xk − x∗‖2 −‖zk − x∗‖2.
(3.18)
From (3.15), we get lim
k→+∞
(‖xk − x∗‖2−‖zk − x∗‖2) = 0.
Combining this fact with (3.18), yields
lim
k−→+∞
‖xk − yk‖= 0, lim
k−→+∞
‖yk − zk‖= 0. (3.19)
It is clear that
‖zk − xk‖ ≤ ‖xk − yk‖+‖yk − zk‖,
so, we get from (3.19) that
lim
k→+∞
‖zk − xk‖= 0. (3.20)
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Using tk = (1−α)zk +αSzk, Lemma 2 and the nonexpansiveness of S, we have
‖tk − x∗‖2 = ‖(1−α)zk +αSzk− x∗‖2
= ‖(1−α)(zk− x∗)+α(Szk− x∗)‖2
= (1−α)‖zk − x∗‖2 +α‖Szk − x∗‖2 −α(1−α)‖Szk− zk‖2
= (1−α)‖zk − x∗‖2 +α‖Szk −Sx∗‖2 −α(1−α)‖Szk− zk‖2
≤ (1−α)‖zk − x∗‖2 +α‖zk − x∗‖2 −α(1−α)‖Szk− zk‖2
= ‖zk − x∗‖2 −α(1−α)‖Szk− zk‖2.
(3.21)
Therefore,
α(1−α)‖Szk− zk‖2 ≤ ‖zk − x∗‖2 −‖tk − x∗‖2.
Combining the last inequality with (3.15), we conclude that
lim
k−→+∞
‖Szk − zk‖= 0. (3.22)
In addition,
‖tk − xk‖ ≤ ‖tk − zk‖+‖zk − xk‖
= α‖Szk − zk‖+‖zk − xk‖.
Therefore, we receive from (3.20) and (3.22) that
lim
k−→+∞
‖tk − xk‖= 0. (3.23)
Because lim
k→+∞
‖xk − x∗‖ exists, {xk} is bounded. Consequently, there exists a subsequence {xk j} of {xk}
such that xk j converges weakly to some p ∈C as j →+∞. Then, it follows from (3.23) that tk j ⇀ p, Atk j ⇀ Ap.
Since lim
k−→+∞
‖uk −Atk‖= 0, we deduce that uk j ⇀ Ap. Remember that {uk} ⊂ Q, so Ap ∈ Q.
In addition, lim
k→+∞
‖zk − xk‖= 0 and xk j ⇀ p. Hence, zk j ⇀ p.
If Sp 6= p, then, by Opial’s condition and (3.22), we have
liminf
j−→+∞
‖zk j − p‖< liminf
j−→+∞
‖zk j −Sp‖
= liminf
j−→+∞
‖zk j −Szk j +Szk j −Sp‖
≤ liminf
j−→+∞
(‖zk j −Szk j‖+‖Szk j −Sp‖)
= liminf
j−→+∞
‖Szk j −Sp‖
≤ liminf
j−→+∞
‖zk j − p‖,
this is a contradiction. So Sp = p, i.e., p ∈ Fix(S).
From Lemma 7
λk j [ f (xk j ,y)− f (xk j ,yk j )]≥ 〈yk j − xk j ,yk j − y〉, ∀y ∈C.
Letting j →+∞, we get f (p,y)≥ 0 for all y ∈C. It means that p ∈ Sol(C, f ).
Therefore,
p ∈ Sol(C, f )∩Fix(S). (3.24)
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Next, we need showing that Ap ∈ Sol(Q,g)∩Fix(T ).
Indeed, if TAp 6= Ap, then by Opial’s condition and (3.16), we have
liminf
j→+∞
‖uk j −Ap‖ < liminf
j→+∞
‖uk j −TAp‖
= liminf
j→+∞
‖uk j −Tuk j +Tuk j −TAp‖
≤ liminf
j→+∞
(‖uk j −Tuk j‖+‖Tuk j −TAp‖)
= liminf
j→+∞
‖Tuk j −TAp‖
≤ liminf
j→+∞
‖uk j −Ap‖,
this is a contradiction. Thus, Ap ∈ Fix(T).
On the other hand, Sol(Q,g) = Fix(T gα ). So, if T gr Ap 6= Ap, then combining with (3.15), Opial’s condition, and
Lemma 6, we have
liminf
j→+∞
‖Atk j −Ap‖ < liminf
j→+∞
‖Atk j −T gα Ap‖
= liminf
j→+∞
‖Atk j −uk j +uk j −T gα Ap‖
≤ liminf
j→+∞
(‖Atk j −uk j‖+‖T gα Ap−uk j‖)
= liminf
j→+∞
‖T gα Ap−uk j‖
= liminf
j→+∞
‖T gα Ap−T
g
αk j
Atk j‖
≤ liminf
j→+∞
{
‖Atk j −Ap‖+
|αk j −α |
αk j
‖T gαk j At
k j −Atk j‖
}
= liminf
j→+∞
{
‖Atk j −Ap‖+
|αk j −α |
αk j
‖uk j −Atk j‖
}
= liminf
j→+∞
‖Atk j −Ap‖.
this is a contradiction. Thus Ap ∈ Fix(T gα ) = Sol(Q,g).
Therefore,
Ap ∈ Sol(Q,g)∩Fix(T ). (3.25)
From (3.24) and (3.25), we obtain p ∈ Ω .
Finally, we prove {xk} converges weakly to p. Otherwise, there exists a subsequence {xmi} of {xk} such that
xmi ⇀ q ∈ Ω with q 6= p, then by Opial’s condition, yields
liminf
i→+∞
‖xmi −q‖< liminf
i→+∞
‖xmi − p‖
= liminf
j→+∞
‖xk j − p‖
< liminf
j→+∞
‖xk j −q‖
= liminf
i→+∞
‖xmi −q‖.
This is a contradiction. Hence {xk} converges weakly to p.
Together with (3.20) and (3.23), we also get zk ⇀ p and tk ⇀ p, so Atk ⇀ Ap. Combining with (3.15), it is
immediate that uk ⇀ Ap ∈ Sol(Q,g)∩Fix(T ).
When S = IH1 and T = IH2 , the problem (SEPNM) reduces to the split equilibrium problem (SEP). In this
case, Theorem 1 becomes
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Corollary 1 Suppose that g, f are bifunctions satisfying assumptions A and assumptions B, respectively. Let
A : H1 → H2 be a bounded linear operator with its adjoint A∗. Take x1 ∈ C; {λk} ⊂ [a,b], for some a,b ∈(
0,min
{ 1
2c1
,
1
2c2
})
; 0<α < 1; 0< µ < 1
‖A‖2
; {αk}⊂ (0,+∞) with liminf
k→+∞
αk > 0, and consider the sequences
{xk}, {yk}, {zk}, and {uk} defined by


yk = argmin
{
λk f (xk,y)+ 12‖y− x
k‖2 : y ∈C
}
,
zk = argmin
{
λk f (yk,y)+ 12‖y− x
k‖2 : y ∈C
}
,
uk = T gαk Az
k
,
xk+1 = PC(zk +µA∗(Tuk −Azk)).
(3.26)
If Ω = {x∗ ∈ Sol(C, f ) : Ax∗ ∈ Sol(Q,g)} 6= /0, then the sequences {xk} and {zk} converge weakly to an element
p ∈ Ω and {uk} converges weakly to Ap ∈ Sol(Q,g).
4 Strong convergence theorem
Theorem 2 Let x1 ∈ C1 = C, consider sequences {xk}, {yk}, {zk}, {tk} and {uk} generated by the following
process 

yk = argmin
{
λk f (xk,y)+ 12‖y− x
k‖2 : y ∈C
}
,
zk = argmin
{
λk f (yk,y)+ 12‖y− x
k‖2 : y ∈C
}
,
tk = (1−α)zk +αSzk,
uk = T gαk At
k,
sk = PC(tk +µA∗(Tuk−Atk)),
Ck+1 = {r ∈Ck : ‖sk − r‖ ≤ ‖tk − r‖ ≤ ‖xk − r‖},
xk+1 = PCk+1(x
1), k ∈ N∗
(4.27)
where 0< α < 1, 0< µ < 1
‖A‖2
, {αk} ⊂ (0;+∞) with liminfk→+∞ αk > 0. Then under assumptions of Theorem 1 and
Ω = {x∗ ∈ Sol(C, f )∩Fix(S) : Ax∗ ∈ Sol(Q,g)∩Fix(T)} 6= /0, the sequences {xk}, {zk} converge strongly to an
element p ∈ Ω and {uk} converges strongly to Ap ∈ Sol(Q,g)∩Fix(T).
Proof Firstly, We claim that Ck is a nonempty closed convex set for all k ∈N∗. In fact, let x∗ ∈Ω , it follows from
(3.9), (3.12), (3.21) that
‖sk − x∗‖2 ≤ ‖tk − x∗‖2−µ(1−µ‖A‖2)‖Tuk −Atk‖2 −µ‖uk −Atk‖2
≤ ‖zk − x∗‖2 −α(1−α)‖Szk− zk‖2−µ(1−µ‖A‖2)‖Tuk −Atk‖2
−µ‖uk −Atk‖2
≤ ‖xk − x∗‖2−α(1−α)‖Szk− zk‖2 −µ(1−µ‖A‖2)‖Tuk −Atk‖2
−µ‖uk −Atk‖2
(4.28)
By the algorithm 0 < µ < 1
‖A‖2
, and (4.28), we have
‖sk − x∗‖ ≤ ‖tk − x∗‖ ≤ ‖zk − x∗‖ ≤ ‖xk − x∗‖, ∀k. (4.29)
Since x∗ ∈C1 and (4.29), we get by induction that x∗ ∈Ck for all k ∈ N∗, i.e., Ω ⊂Ck, so Ck 6= /0 for all k.
Define
Dk = {r ∈H1 : ‖sk − r‖ ≤ ‖tk − r‖ ≤ ‖xk − r‖} k ∈ N∗,
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then Ck+1 =Ck ∩Dk. Because C1 and Dk are closed for all k, Ck is closed for all k.
Next, we verify that Ck is convex for all k. Indeed, let r1,r2 ∈Ck+1 and λ ∈ [0,1], using Lemma 2, we have
‖sk − (λ r1 +(1−λ )r2)‖2 = ‖λ (sk − r1)+(1−λ )(sk− r2)‖2
= λ‖sk − r1‖2 +(1−λ )‖sk − r2‖2 −λ (1−λ )‖r1− r2‖2
≤ λ‖tk − r1‖2 +(1−λ )‖tk − r2‖2−λ (1−λ )‖r1 − r2‖2
= ‖tk − (λ r1 +(1−λ )r2)‖2.
So,
‖sk − (λ r1 +(1−λ )r2)‖ ≤ ‖tk − (λ r1 +(1−λ )r2)‖.
Similarly,
‖tk − (λ r1 +(1−λ )r2)‖ ≤ ‖xk − (λ r1 +(1−λ )r2)‖.
Thus
‖sk − (λ r1 +(1−λ )r2)‖ ≤ ‖tk − (λ r1 +(1−λ )r2)‖ ≤ ‖xk − (λ r1 +(1−λ )r2)‖.
Therefore,
λ r1 +(1−λ )r2 ∈Ck+1.
Notice that xk+1 ∈Ck+1 ⊂Ck and xk = PCk(x1), so
‖xk − x1‖ ≤ ‖xk+1 − x1‖, for all k.
In addition, xk+1 = PCk+1(x1) and x∗ ∈Ck+1, it implies that
‖xk+1 − x1‖ ≤ ‖x∗− x1‖.
Thus
‖xk − x1‖ ≤ ‖xk+1 − x1‖ ≤ ‖x∗− x1‖, ∀k.
Therefore, lim
k→+∞
‖xk − x1‖ exists, consequently {xk} is bounded.
Hence, {sk} and {tk} are also bounded.
For all m> n, we have xm ∈Cm ⊂Cn, xn = PCn(x1). Combining this fact with Lemma 1, we get
‖xm − xn‖2 ≤ ‖xm − x1‖2−‖xn − x1‖2.
Since lim
k→+∞
‖xk − x1‖ exists, it implies that {xk} is a Cauchy sequence, i.e.,
lim
k→∞
xk = p. (4.30)
We need showing that p ∈ Ω . From the definitions of Ck+1 and xk+1, we have
‖sk − xk+1‖ ≤ ‖tk − xk+1‖ ≤ ‖xk − xk+1‖.
Thus
‖sk − xk‖ ≤ ‖sk − xk+1‖+‖xk+1 − xk‖
≤ ‖xk − xk+1‖+‖xk − xk+1‖
= 2‖xk − xk+1‖,
(4.31)
and
‖tk − xk‖ ≤ ‖tk − xk+1‖+‖xk+1 − xk‖
≤ ‖xk − xk+1‖+‖xk − xk+1‖
= 2‖xk − xk+1‖.
(4.32)
Combining with (4.30), we deduce from (4.31) and (4.32) that
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lim
k→∞
‖sk − xk‖= lim
k→∞
‖tk − xk‖= 0. (4.33)
In view of (4.28) and (4.33), one has
α(1−α)‖Szk − zk‖2 +µ(1−µ‖A‖2)‖Tuk −Atk‖2 +µ‖uk −Atk‖2
≤ ‖xk − x∗‖2−‖sk − x∗‖2
= (‖xk − x∗‖+‖sk − x∗‖)(‖xk − x∗‖−‖sk − x∗‖)
≤ ‖xk − sk‖(‖xk − x∗‖+‖sk − x∗‖)→ 0 as k → ∞.
(4.34)
Since 0 < α < 1 and µ ∈ (0, 1‖A‖ ), we get from (4.34) that
lim
k→+∞
‖Tuk −Atk‖= lim
k→+∞
‖uk −Atk‖= 0, and
lim
k→+∞
‖Szk − zk‖= 0.
(4.35)
(4.35) and the inequality
‖Tuk −uk‖ ≤ ‖Tuk −Atk‖+‖uk −Atk‖
also imply that
lim
k→+∞
‖Tuk −uk‖= 0. (4.36)
From (3.19), (3.20), (3.23) and lim
k→+∞
xk = p, we have
lim
k→+∞
yk = p, lim
k→+∞
zk = p, lim
k→+∞
tk = p. (4.37)
It follows from (4.35) and (4.37) that
‖Sp− p‖ ≤ ‖Sp−Szk‖+‖Szk − zk‖+‖zk − p‖
≤ ‖p− zk‖+‖Szk − zk‖+‖zk − p‖
= 2‖zk − p‖+‖Szk − zk‖→ 0, as k → ∞.
(4.38)
So, Sp = p i.e., p ∈ Fix(S).
In the other side, we receive from Lemma 7 that
λk[ f (xk,y)− f (xk,yk)]≥ 〈yk − xk,yk − y〉, ∀y ∈C.
Letting k →+∞, by the joint weak continuity of f , lim
k→+∞
xk = p and (4.37), we get in the limit that
f (p,y)≥ 0 for all y ∈C.
It is immediate that p ∈ Sol(C, f ). Consequently,
p ∈ Sol(C, f )∩Fix(S). (4.39)
Since (4.37), it implies that lim
k→+∞
Atk = Ap. Combinating this with (4.35), one has
lim
k−→+∞
uk = Ap. (4.40)
From (4.36), (4.40), it yields
‖TAp−Ap‖ ≤ ‖TAp−Tuk‖+‖Tuk −uk‖+‖uk −Ap‖
≤ ‖Ap−uk‖+‖Tuk −uk‖+‖uk −Ap‖
= 2‖uk −Ap‖+‖Tuk −uk‖→ 0 as k → ∞.
(4.41)
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Hence, TAp = Ap, i.e., Ap ∈ Fix(T).
In addition, we receive from Lemma 6, lim
k→+∞
Atk = Ap, and (4.35) that
‖T gα Ap−Ap‖ ≤ ‖T
g
α Ap−T
g
αk At
k‖+‖T gαk At
k −Atk‖+‖Atk −Ap‖
= ‖T gα Ap−T
g
αk At
k‖+‖uk −Atk‖+‖Atk −Ap‖
≤ ‖Atk −Ap‖+
|αk −α |
αk
‖T gαk At
k −Atk‖+‖uk −Atk‖+‖Atk −Ap‖
= 2‖Atk −Ap‖+ |αk−α |
αk
‖uk −Atk‖+‖uk −Atk‖→ 0 as k → ∞,
which implies that T gα Ap = Ap, namely Ap ∈ Fix(T gα ) = Sol(Q,g).
So,
Ap ∈ Sol(Q,g)∩Fix(T ). (4.42)
From (4.39) and (4.42), we get p ∈ Ω . The proof is completed.
The following corollary is immediate from Theorem 2 when S = IH1 and T = IH2 .
Corollary 2 Let g : Q×Q → R be a bifunction satisfying assumptions A and f : C×C → R be a bifunction
satisfying assumptions B. Let A : H1 →H2 be a bounded linear operator with its adjoint A∗. Choose x1 ∈C and
C1 =C. Consider the sequences {xk}, {yk}, {zk} and {uk} generated by the following iteration

yk = argmin
{
λk f (xk,y)+ 12‖y− x
k‖2 : y ∈C
}
,
zk = argmin
{
λk f (yk,y)+ 12‖y− x
k‖2 : y ∈C
}
,
uk = T gαk Az
k
,
sk = PC(zk +µA∗(uk −Azk)),
Ck+1 = {r ∈Ck : ‖sk − r‖ ≤ ‖zk − r‖ ≤ ‖xk − r‖},
xk+1 = PCk+1(x
1).
(4.43)
where 0 < α < 1, 0 < µ < 1
‖A‖2
, {αk} ⊂ (0;+∞) with liminfk→+∞ αk > 0. Suppose that Ω = {x
∗ ∈ Sol(C, f ) : Ax∗ ∈
Sol(Q,g)} 6= /0, then the sequences {xk} and {zk} converge strongly to an element p ∈ Ω and {uk} converges
strongly to Ap ∈ Sol(Q,g).
Conclusion. We have proposed two algorithms for solving a split equilibrium and nonexpansive mapping
SEPNM(C,Q,A, f ,g,S,T) in Hilbert spaces. In which, the bifunction f is pseudomonotone on C, the bifunction
g is monotone on Q and S,T are nonexpansive mappings. Then, we have proved that the iteration sequences
generated by the algorithms converge weakly and strongly to a solution of this problem, respectively.
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