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Abstract
The ground states of the one-dimensional Falicov–Kimball model are studied in the grand
canonical ensemble for large values of the interaction strength U . The quantum particle chemical
potential µe is chosen in the interval −U + 4 <µe < 0, such that, then, these states are neutral states
and depend only on the sum of the two chemical potentials, µ=µi +µe . Consequences of this study
are, among others, the following results. If ρ = p/q (p and q relatively prime) is a rational number
we prove that, for U U0(q) (where U0(q) is a specific function), there is an interval on the µ-axis,
of length larger than qU−2q+3, such that for any µ in this interval, the ground state has density ρ.
In this interval the ground state is unique, up to translations, and the corresponding classical particle
configuration is described by the characteristic sequence associated with the rational number ρ.
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Résumé
Nous étudions les états fondamentaux du modèle de Falicov–Kimball unidimensionnel dans
l’ensemble grand canonique pour des valeurs suffisamment grandes de la force d’interaction U . On
choisit le potentiel chimique µe , des particules quantiques, dans l’intervalle −U + 4 < µe < 0, tel
que, alors, ces états soient neutres et ne dépendent que de la somme des deux potentiels chimiques,
µ= µi +µe. A partir de cette étude on obtient, entre autres, les résultats suivants. Si ρ = p/q (p et
q premiers relatifs) est un nombre rationnel nous prouvons que, pour tout U U0(q) (où U0(q) est
une fonction donnée), il existe un intervalle sur l’axe des µ, de longueur supérieure à qU−2q+3,
tel que pour tout µ dans cet intervalle, l’état fondamental a une densité ρ. Dans cet intervalle
l’état fondamental est unique, aux translations près, et la configuration des particules classiques
correspondante peut être décrite par la suite caractéristique associée au nombre rationnel ρ.
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1. Introduction
The Falicov–Kimball model is a system of quantum Fermi particles, here called
electrons, on a lattice Zd . There is no interaction between these particles, but they move in
an external potential assuming, at each lattice site, one of the two values −U or 0. This is
interpreted as the presence or absence of a classical particle, here also called an ion, at this
site.
We consider the system on a large cubic box Λ⊂ Zd , |Λ| being the number of sites, and
denote by w ∈ {0,1}Λ a configuration of the classical particles in Λ. The single particle
Hamiltonian is then
H
(1)
Λ (w)=−kx −Uw(x), (1)
where k > 0 is a constant and x the discrete Laplacian. Namely, this operator is the
Hermitian matrix
{
H
(1)
Λ (w)φ
}
(x)=− k
2d
∑
|y−x|=1
φ(y)+ kφ(x)−Uw(x)φ(x) (2)
acting on the finite-dimensional Hilbert space C|Λ|, of the electron states, or wave
functions, φ(x), x ∈ Λ. We consider periodic boundary conditions on Λ, the first sum
in (2) being understood in the d-dimensional torus Λ. We assume that U > 0, which
corresponds to an attractive interaction between ions and electrons (but the case U < 0
is mathematically equivalent).
The zero temperature properties and ground states of the system can be defined as
follows. Let λj (w), j = 1, . . . , |Λ|, be the eigenvalues of the Hamiltonian (1) numbered in
ascending order. Then, the quantity
EΛ(w,Ne)=
Ne∑
j=1
λj (w) (3)
represents the ground state energy when there are Ne electrons in the system and w(x) is a
given ion configuration. Actually, EΛ(w,Ne) is the lowest eigenvalue of the Hamiltonian
H
(Ne)
Λ (w)=
Ne∑
j=1
(−kxj −Uw(xj )) (4)
acting, because of the Fermi statistics, on the space of antisymmetric wave functions of n
variables.
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From the point of view of statistical mechanics only the values of macroscopic
observables, like the total number of particles, are fixed and not any particular configuration
or state of the particles. In the grand canonical ensemble the number of ions and electrons
can also vary and is controlled by the corresponding chemical potentials µi and µe . The
zero temperature, or ground state free energy, is defined by:
GΛ(µe,µi)= min
w,Ne
(
EΛ(w,Ne)−µeNe −µiNi(w)
)
, (5)
where
Ni(w)=
∑
x∈Λ
w(x) (6)
denotes the number of ions. The minimum is taken over all ion configurationsw ∈ {0,1}Λ,
and over all electron numbers Ne = 0,1, . . . , |Λ|.
It is known that the free energy GΛ(µe,µi) is a concave function with respect to
the variables µe and µi . This implies, in particular, that this function is differentiable
almost everywhere and that the left and right derivatives with respect to µe and to µe
always exist. These two derivatives are, respectively, non-decreasing functions of µe and
of µi . When the left and right derivatives with respect to µe coincide, we can associate
to the values (µe,µi) a definite electron number Ne(µe,µi) = −∂GΛ(µe,µi)/∂µe.
If the same property is satisfied with respect to µe, there is a definite ion number
Ni(µe,µi)=−∂GΛ(µe,µi)/∂µi . The corresponding densities are ρe = Ne/|Λ| and
ρi =Ni/|Λ|.
The ground states in the grand canonical ensemble are the solutions of the variational
problem of Eq. (5). Thus the configurations w at which the minimum is attained describe
the ion ground states. These configurations w, together with the corresponding values
of Ne , determine then the electron ground states as the lowest energy eigenfunctions of
Hamiltonian (4).
As described, the system can be regarded as a model which retains some properties
of the interaction between ions and electrons in matter. A periodic ground configuration
is then interpreted as a crystal order. This model was originally proposed by Falicov and
Kimball, Ref. [1], to study a metal–insulator transition in certain chemical compounds and,
in this context, it is one of the simplest models that can describe some correlation effects
between the electrons in solids. It has also been more accessible to a rigorous treatment
and several interesting results on this model have been obtained in the last recent years.
The reader is referred, for instance, to the review article [2] and the references quoted
there (in particular Refs. [3–9] concern more directly the present study). Numerical and
approximate results which complement those discussed here can be found in Ref. [10].
In the present work we study the ground states in the grand canonical ensemble of
the one-dimensional version of the model. We consider all values µi of the ion chemical
potential but restrict the values of the electron chemical potential µe to the interval,
−U + 2k < µe < 0. (7)
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Under this condition the ground states of the system are neutral states, i.e., the ion and
electron numbers coincide. In fact, from previous investigations on the Falicov–Kimball
model (see Refs. [5,6]) it is known that, if condition (7) is satisfied, then the minimum (5)
with respect to Ne takes place for Ne =Ni(w) (the same property holds in d dimensions
for negative µe >−U + 2dk). Then we may write
GΛ(µe,µi)= min
w∈{0,1}Λ
GΛ(w,µe,µi), (8)
where
GΛ(w,µe,µi)=−(µe +µi)Ni(w)+EΛ
(
w,Ni(w)
) (9)
showing that these quantities, and hence also the ground states, depend only on the sum of
the two chemical potentials µs = µi +µe.
A summary of the main results obtained in this study is given in the following theorem.
Theorem. Let Q, any positive integer, be given, and assume thatU U0(Q). Consider the
monotone increasing sequence of all irreducible rational fractions between 0 and 1 whose
denominators do not exceed Q (Farey series):
p1/q1,p2/q2, . . . , pk/qk (p1/q1 = 0, pk/qk = 1). (10)
Then, there exists an increasing sequence of µ values,
µ′1,µ′′1,µ′2,µ′′2, . . . ,µ′k,µ′′k
(
µ′1 =−∞, µ′′k =+∞
) (11)
satisfying
µ′′j −µ′j  2qjU−2qj+3, (12)
0 <µ′j+1 −µ′′j  (qj + qj+1)U−2qj−2qj+1+3 (13)
such that, for all chemical potentials µs in the interval µ′j  µs  µ′′j , the ground state
density ρi = ρe is equal to pj/qj ( for j = 1,2, . . . , k). Moreover, in each of these intervals,
all ground configurations are lattice translations of a unique configuration determined by
the density.
We notice that here U0(Q) is some specific function (defined in Remark 4 below) which
tends to infinity when Q → ∞. These statements are valid for the finite system in a
box Λ of arbitrary size compatible, however, with the density of the considered ground
configuration. A formulation of the results for the infinite system will be discussed in
Section 4.
Concerning the proof of these results, let us first notice that the ground state energy
E(w,Ni(w)) can be expressed as a convergent series in powers of U−1. We shall use here
a graphical representation of this expansion, in terms of closed paths insideΛ, that has been
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studied in Refs. [5,6]. We obtain in this way a description of the quantum particle effects
as an effective interaction between the ions, allowing us to consider the ion subsystem as a
classical lattice system. An analogous property holds also at low temperature as shown in
Ref. [11].
These facts are briefly discussed in Section 2. Using the effective interaction the
problem under consideration is then a problem in classical statistical mechanics and, in
fact, only a few properties of the effective interaction potentials (which, on the other
hand, are given by rather involved expressions) will be used. These properties are stated in
Theorem 1 below.
We also notice that the same problem on the ground states has already been considered
by Lemberger in Ref. [5], in the case of the canonical ensemble, where the numbers
Ni =Ne are given. A canonical ground state minimizes the energy among all other states
having the same density ρ. However, in the vicinity of it there could be other ground states
having a smaller energy, and this would imply that the given state does not correspond to
a stable pure phase. This remark justifies the interest of extending Lemberger’s analysis to
the grand canonical ensemble. It also indicates that, to this end, it is necessary to compare
the energy of the different canonical ground states.
In the model that we are considering the ground state density can take any rational value.
It is then necessary to classify in an appropriate way the rational numbers and, at the same
time, to relate these numbers to the corresponding configurations. Then one has to evaluate
the energy of these configurations. The first problem will be discussed in Section 3, the
second problem in Section 4.
In Section 3 we develop some aspects of elementary number theory, related to the notion
of characteristic sequences since, in fact it is in terms of these sequences that we can
describe the ground states of the system. In particular, Theorems 3, 4, and 5, which will
then be applied in Section 4.
In Section 4 the energy is evaluated by taking into account the properties of the effective
potentials established in Theorem 1. The results of Section 3 are applied in order to
compare the energy of the different configurations. Then an induction argument which
involves the density of the configurations is used.
The main results, in part already mentioned above, will be stated in Theorem 8 and
Remark 5. A comment on these results follows at the end of the paper.
2. Effective interaction
In this section we study the ground state energy EΛ(w,Ne), when Ne =Ni(w), and
describe a perturbation expansion of this quantity in powers of U−1. We shall see that
EΛ(w,Ni(w)) can then be considered as an effective classical interaction energy between
the ions.
Actually, it will be convenient to define the effective interaction energy by:
H effΛ (w)= (U − k)Ni(w)+EΛ
(
w,Ni(w)
) (14)
and to take
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µ=U − k +µe +µi. (15)
With these notations
GΛ(w,µe,µi)=−µNi(w)+H effΛ (w). (16)
The system has the following two symmetry properties:
EΛ(U,Ne,w
∗)= EΛ(−U,Ne,w)−UNe, (17)
EΛ
(
U, |Λ| −Ne,w
)= EΛ(−U,Ne,w)−UNi(w)− k|Λ| + 2kNe. (18)
We write w∗(x) = 1 − w(x). These properties (see Ref. [5]) allow us to take U > 0
(corresponding to the physical case of an attraction between electrons and ions) without
loss of generality. They imply also that
H effΛ (w
∗)=H effΛ (w). (19)
So, if w is a ground configuration associated with the value µ of the chemical potentials,
then w∗ is a ground configuration associated with the value −µ.
In addition, in order to agree with the notations of Refs. [5,6], we shall take k = 2d , i.e.,
k = 2 in one dimension (only the ratio k/U is relevant in the study of the model).
Definition 1. A closed path of length n, with fixed initial point, is a sequence
γ = (γ1, . . . , γn) ∈ Zn such that |γi+1 − γi | = 1, for i = 1, . . . , n and γn+1 = γ1. A closed
path (or a circuit) is the equivalence class of such sequences when the initial point is not
fixed.
If γ is a path, we denote by suppγ =⋃nj=1{γj } the support of γ . Letw= {w(x), x ∈Λ}
be a configuration in the box Λ= {1, . . . ,N} and let m(w,γ )=∑nj=1w(γj ) be the num-
ber of occupied sites visited by γ (counting multiplicities). Then, with closed boundary
conditions,
H effΛ (w)=
∑
γ : γ⊂Λ
1m(w,γ )n−1
(−1)m(w,γ ) U−|γ |+1
( |γ | − 2
|γ | −m(w,γ )− 1
)
, (20)
where the sum runs over all closed paths which visit, at least, one occupied and one empty
site (1  m(w,γ )  n − 1). Closed paths differing only by the initial point are counted
only once. Expression (20) has been established in Ref. [5].
One can write:
H effΛ (w)=
N∑
n=2
∞∑
x=0
Φn
(
w(x + 1), . . . ,w(x + n)); (21)
the interaction potentials being defined by:
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Φn
(
w(x + 1), . . . ,w(x + n))=
∑
γ : suppγ={x+1,...,x+n}
1m(w,γ )n−1
(−1)m(w,γ )U−|γ |+1
( |γ | − 2
|γ | −m(w,γ )− 1
)
. (22)
We take periodic boundary conditions in Λ and, thus, an infinite sum in expression (21).
We assume that w(x)=w(x + tN) for all t ∈ Z. These potentials are translation invariant.
We introduce also the approximate potentials at the order k,
Φ(k)n
(
w(x + 1), . . . ,w(x + n)) (23)
defined by restricting the sum in Eq. (22) to the circuits of length |γ |  k. The first
examples are:
Φ2(00)=Φ2(11)= 0, Φ(4)2 (01)=−U−1 + 2U−3,
Φ
(4)
3 (001)=−U−3, Φ(4)3 (010)=Φ(4)3 (101)= 2U−3.
(24)
The following properties hold.
Theorem 1. If U > 4 the series (22), which define the interaction potentials, are absolutely
convergent and, for all r  3, the following estimates hold:
∞∑
n=r
(n− 1)∣∣Φn(w1, . . . ,wn)∣∣ C0(4U−1)2r−3, (25)
∞∑
n=0
(n− 1)∣∣Φn(w1, . . . ,wn)−Φ(2r−2)n (w1, . . . ,wn)∣∣ C0(4U−1)2r−3. (26)
Moreover,
Φ(2n−2)n (0,w2, . . . ,wn−1,1)=Φ(2n−2)n (1,w2, . . . ,wn−1,0)−U−2n+3, (27)
Φ(2n−2)n (1,w2, . . . ,wn−1,1)U−2n+3, (28)
Φ(2n−2)n (0,w2, . . . ,wn−1,0)U−2n+3, (29)
except in the case w2 = · · · = wn−1 = 1 or 0, in which the right-hand side of (28) or,
respectively (29), is equal to zero.
Proof. Let ν(k) be the number of closed paths of length k starting from a given point.
Let γ = (γ1, . . . , γk) be one of these paths. If γ1 = x is given, γ is determined by the
differences γj+1 − γj = ±1, and ν(k) The number of ways of choosing the differences
which will be equal to −1 is:
ν(k)=
(
k
k/2
)
=
{
k!/((k/2)!)2 if k is even,
0 otherwise.
(30)
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Stirling formula implies:
(
k
l
)
 ν(k) 3√
4π
2k√
k
. (31)
Now, because the circuits entering in Φn have length |γ | = 2k  2n− 2 (and using that
k/
√
k(k − 1)√2 if k  2), we have:
∞∑
n=r
(n− 1)∣∣Φn(w1, . . . ,wn)∣∣
∞∑
k=r−1
kν(2k)U−2k+1 3√
4π
22k−2√
2k − 2

∞∑
k=r−1
3k√
4π
22k√
2k
U−2k+1 3√
4π
22k−2√
2k− 2
 9
4π
(4U−1)2r−3
1− 16U−2 . (32)
From this estimate, inequality (25) follows with C0 = 0.72(1 − 16/U20 )−1 for all
U U0 > 4. Inequality (26) follows from the same argument.
In order to prove inequalities (27), (28) and (29), observe that the only contribution
to the interaction potentials in the left-hand sides comes from a unique closed path γ0,
the shortest path having the support {1, . . . , n} and the length |γ0| = 2n− 2. The points
2, . . . , n− 1 in the support are visited twice by such a path. The two remaining points 1
and n, the extremities of the support, are visited only once. For this path we see that
m(w,γ0) in (22) is even if the extremities are both occupied or both empty, and it is odd
if only one of them is occupied. Hence, the contribution to the potential is non-negative in
the first case and negative in the second case. Inequalities (27), (28) and (29) follow from
the fact that the combinatorial factor in Eq. (22) is larger or equal than 1. ✷
3. Characteristic sequences
In this section we first introduce some notions of elementary number theory (see, for
instance, Ref. [12], and accessorily, Refs. [13–15]). We then derive some specific properties
which will later be used: Theorems 3, 4, 5.
Definition 2. The Farey series FQ of order Q is the monotonically increasing sequence of
all irreducible rational fractions between 0 and 1 whose denominators do not exceed Q.
Thus p/q belongs to FQ if 0 p < q Q and p and q are relatively prime.
For example
F5 =
{
0
1
,
1
5
,
1
4
,
1
3
,
2
5
,
1
2
,
3
5
,
2
3
,
3
4
,
4
5
,
1
1
}
. (33)
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Theorem 2. If p1/q1 and p2/q2 are two consecutive terms inFQ, with, say, p1/q1 <p2/q2,
then
q1p2 − q2p1 = 1. (34)
Moreover, among all fractions with values between p1/q1 and p2/q2,
p1 + p2
q1 + q2 (35)
is the unique fraction with the smallest denominator.
We say that (35) is the Farey median with “parents” p1/q1 and p2/q2. This fraction
will be the first to be placed between p1/q1 and p2/q2 in one of the Farey series which
follow FQ.
We can construct a table in the following way. In the first line we write 0/1 and 1/1.
For Q = 1,2, . . . we apply the rule: form the Qth line by copying the (Q − 1)th line
and inserting the fraction (p1 + p2)/(q1 + q2) between two consecutive fractions p1/q1
and p2/q2 of the (Q − 1)th line if q1 + q2 Q. The Qth line coincides with the Farey
series FQ.
A second table can be constructed by always inserting the fraction
ρ = (p1 + p2)/(q1 + q2), between the two consecutive fractions of the (Q − 1)th line,
when forming the Qth line. This is the first appearance of the rational ρ in the table. Keep
only in each line only this first appearances. We obtain in this way a systematic bisection
of the rationals called the Farey tree. (See Fig. 1.)
Remark 1. The nth Farey tree level Tn is the monotonically increasing sequence of
those continued fractions 〈a1, a2, . . . , ak〉 = 1/(a1 + (1/a2 + (1+ · · · (1/ak) · · ·))) whose
entries ai  1, i = 1,2, . . . , k − 1, ak  2 add up to ∑ni=1 ai = n+ 2. For example
T2 =
{〈4〉, 〈2,2〉, 〈1,1,2〉, 〈1,3〉}=
{
1
4
,
2
5 ,
3
5 ,
3
4
}
. (36)
Each rational in Tn−1 has two “daughters” in Tn given by:
〈. . . , a〉→ {〈. . . , a − 1,2〉, 〈. . . , a + 1〉}. (37)
Fig. 1. The Farey tree.
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The notion of the characteristic sequence of a number, introduced by Johann Bernouilli,
plays an important role in our approach.
Definition 3. Let ρ be a real number with 0 ρ  1 and define:
cn(ρ)= [nρ] −
[
(n− 1)ρ]. (38)
The characteristic sequence of ρ is the following zero one sequence
χ(ρ)= c1(ρ)c2(ρ)c3(ρ) . . . . (39)
Remark 2. If r is a real number, [r] denotes the largest integer less or equal to r . If p/q
is an irreducible rational fraction then χ(p/q) is a periodic sequence with period q , i.e.,
cn+q (p/q)= cn(p/q).
Theorem 3. If ρ1 = p1/q1 and ρ2 = p2/q2 are two consecutive terms in a Farey series
FQ, for a certain Q, with ρ1 < ρ2, and if ρ = (p1 + p2)/(q1 + q2), then
cn(ρ)= cn(ρ1), for n= 1, . . . , q1,
cn(ρ)= cn−q1(ρ2), for n= q1 + 1, . . . , q1 + q2.
(40)
Equivalently,
c1(ρ) . . . cq1+q2(ρ)= c1(ρ1) . . . cq1(ρ1)c1(ρ2) . . . cq2(ρ2). (41)
Example. For ρ1 = 1/3, ρ2 = 2/5, and ρ = 3/8 (see Fig. 2), we have:
χ(ρ1)= 001 . . . , χ(ρ2)= 00101 . . ., χ(ρ)= 00100101 . . ..
Proof. Consider the plane R2 and denote by x(P ), y(P ), the Cartesian coordinates of any
point P on this plane. Denote by L the lattice Z2 of points with integer coordinates, and
by L(a, b), for a  b, the set of lattice points P ∈ L such that a  x(P ) b. Consider the
points O = (0,0), B = (p1, q1) and C = (p1 + p2, q1 + q2), and the segments α1 =OB,
α2 = BC and α =OC. Introduce the following subsets of L:
S1, as the set of points in L(0, q1), below or on the segment α1,
S1 =
{
P ∈ L(0, q1): y(P ) ρ1x(P )
}; (42)
S2, as the set of points in L(q1, q2), below or on the segment α2,
S2 =
{
P ∈L(q1, q2): y(P ) p1 + ρ2
(
x(P )− q1
)}; (43)
S, as the set of points in L(0, q1 + q2), below or on the segment α,
S = {P ∈ L(0, q1 + q2): y(P ) ρx(P )}. (44)
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Notice that P ∈ S1 if, and only if, n = x(P ) is an integer such that 0  n  q1 and
y(P ) [nρ1] = c1(ρ1)+ · · · + cn(ρ1). P ∈ S2 if, and only if, n= x(P ) is an integer such
that q1  n q1 + q2 and
y(P ) p1 +
[
(n− q1)ρ2
]= c1(ρ1)+ · · · + cq1(ρ1)+ c1(ρ2)+ · · · + cn−q1(ρ2).
P ∈ S1 if, and only if, n = x(P ) is an integer such that 0  n  q1 + q2 and
y(P ) [nρ] = c1(ρ)+ · · · + cn(ρ). Thus, statement (41) is equivalent to
S = S1 ∪ S2. (45)
In order to prove Eq. (45) we introduce the notion of vertical distance from a point P to
a segment α in R2 (when x(P ) belongs to the horizontal projection of the segment). It is
defined as the distance between P and the intersection of α with the vertical line passing
through P .
The vertical distance from any point P ∈ L(0, q1), different from O and B , to the
segment α1 is always larger or equal than 1/q1. The vertical distance from any point
P ∈ L(q1, q2), different from B and C, to the segment α2 is always larger or equal
than 1/q2. The vertical distance from the point B to the segment α is:
q1
p1 + p2
q1 + q2 − p1 =
q1p2 − q2p1
q1 + q2 =
1
q1 + q2 . (46)
To derive (46) we have used the hypothesis that p1/q1 and p2/q2 are two consecutive
terms in a Farey series, a fact that, according to Theorem 2 implies Eq. (34). Any other
point different from B in the segment α1 or in the segment α2 has a vertical distance to
the segment α less than (46). Since 1/(q1 + q2) is less than 1/q1 and 1/q2, this implies
that S1 = S ∩ L(0, q1) and, also, that S2 = S ∩ L(q1, q2), and proves statement (45). The
theorem is proved. ✷
Theorem 4. If p1/q1 = ρ1 and p2/q2 = ρ2 are two consecutive terms in a Farey series,
with ρ1 < ρ2, and if ρ = (p1 + p2)/(q1 + q2), then
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c2(ρ) . . .cq1+2q2−1(ρ)= c−q1+2(ρ2) . . . c2q2−1(ρ2) (47)
and
c1(ρ)= cq1+2q2(ρ)= 0,
c−q1+1(ρ2)= c2q2(ρ2)= 1.
(48)
Example. With ρ1 = 1/3, ρ2 = 2/5, and ρ = 3/8, we have:
χ(ρ) = 0 0 1 0 0 1 0 1 0 0 1 0 0 . . . ,
χ(ρ2) = . . . 1 0 1 0 0 1 0 1 0 0 1 0 1.
Proof. Eq. (47) can be written in the form:
c2(ρ) . . .cq1(ρ) cq1+1(ρ) . . . cq1+q2(ρ) c1(ρ) . . . cq2−1(ρ) =
cq2−q1+2(ρ2) . . . cq2(ρ2) c1(ρ2) . . . cq2(ρ2) c1(ρ2) . . . cq2−1(ρ2).
(49)
We are going to prove the equalities of the first, second and third subsequence in the
right-hand side with the corresponding subsequences in the left-hand side. We already
know, from Theorem 3, that
cq1+1(ρ) . . . cq1+q2(ρ)= c1(ρ2) . . . cq2(ρ2). (50)
First, we prove:
c1(ρ) . . . cq2−1(ρ)= c1(ρ2) . . . cq2−1(ρ2). (51)
In the plane R2 consider the points O = (0,0), C = (q1 + q2,p1 + p2), D = (q2,p2),
and the segments α =OC, α′ =OD. The segment α′ is below the segment α. The sets of
lattice points L and L(a, b), as well as the notion of vertical distance, are defined as in the
proof of Theorem 3. Introduce the following subsets of L:
S, as the set of points in L(0, q2 − 1) below or on the segment α;
S′, as the set of points in L(0, q2 − 1) below or on the segment α′.
By arguing as in the proof of Theorem 3 we see that statement (51) is equivalent to the
equality S = S′, and this follows from the following facts. The vertical distance from any
point P ∈ L(0, q2 − 1), different from O , to the segment α′ is always larger or equal than
1/q2. The vertical distance from any point on the segment α to the segment α′ is less or
equal than
(
p2
q2
− p1 + p2
q1 + q2
)
(q2 − 1)= q2 − 1
q2(q1 + q2) <
1
q2
, (52)
taking into account that q1p2 − q2p1 = 1. Therefore S = S′ and, thus, Eq. (51) is proved.
On the other hand, we know that cq2(ρ2) = 1 and, since α′ passes below P , we have
cq2(ρ)= 0, which proves the second part of statement (46).
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Next, consider the points O = (0,0), B = (q1,p1), and let α1 be the segment OB.
Consider the line:
y = p1 + (p2/q2)(x − q1) (53)
with slope p2/q2 and passing through the point B . Let α2 be the segment on this line
whose projection on the x-axis is the interval (0, q1). The segment α2 cuts the coordinate
axes at the points (0,−1/q2) and (1/p2,0) (remind that q1p2 − q2p1 = 1). This shows
that cq2−q1+2(ρ2) = 1, while we know that c1(ρ) = 0. This proves the first part of
statement (46).
Finally, we are going to prove that
c2(ρ) . . . cq1(ρ)= cq2−q1−2(ρ2) . . . cq2(ρ2). (54)
Notice that the segment α2 is below the segment α1, and introduce the following subsets
of L:
S1, as the set of points in L(2, q1) below or on the segment α1;
S2, as the set of points in L(2, q1) below or on the segment α2.
By taking the statement in Theorem 3 into account, and arguing as in the proof of that
theorem, we see that Eq. (54) is equivalent to the equality S1 = S2. We first prove this
equality in the case q1 < q2. The vertical distance from any point P ∈ L(2, q1), different
from B , to the segment α1 is always larger or equal than 1/q1. The vertical distance from
any point P on the segment α2, with 2 x(P ) q1 to the segment α1 is less or equal than
(
p2
q2
− p1
q1
)
(q1 − 2)= q1 − 2
q1q2
<
1
q2
, (55)
taking into account that q1p2 − q2p1 = 1. But 1/q2 < 1/q1, therefore S1 = S2 and, thus,
Eq. (54) is proved in this case.
Now, we consider the case q1 > q2, and write q1 = mq2 + r with m and r positive
integers and r < q2. In this case the segment α2 passes through the points (q1,p1) = B ,
(q1−q2,p1 −p2), (q1−2q2,p1 −2p2), . . . and (q1 −mq2,p1 −mp2). Any other point in
L(2, q1) is at a vertical distance from α2 larger or equal than 1/q2. The segment α1 is above
α2 and the vertical distance from any point P on the segment α1 (with 2 x(P ) q1) to
the segment α2 is always bounded by (55). This shows that S1 = S2 proving Eq. (54) also
in this case. This ends the proof of the theorem. ✷
Theorem 5. If p1/q1 = ρ1 and p2/q2 = ρ2 are two consecutive terms in a Farey series,
with ρ1 < ρ2, and if ρ = (p1 + p2)/(q1 + q2), then
c−q1+2(ρ) . . . cq1+q2−1(ρ)= c−q1+2(ρ1) . . . cq1+q2−1(ρ1) (56)
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andc−q1+1(ρ) = cq1+q2(ρ)= 1,
c−q1+1(ρ1) = cq1+q2(ρ1)= 0.
(57)
Example. With ρ1 = 1/3, ρ2 = 2/5, and ρ = 3/8, we have:
χ(ρ) = . . . 1 0 1 0 0 1 0 0 1 0 1,
χ(ρ1) = 0 0 1 0 0 1 0 0 1 0 0 . . . .
Proof. The proof is similar to that of Theorem 4 and will be omitted. Notice that Eq. (56)
can be written as
cq2+2(ρ) . . . cq1+q2(ρ) c1(ρ) . . .cq1(ρ) cq1+1(ρ) . . . cq1+q2−1(ρ) =
c2(ρ1) . . . cq1(ρ1) c1(ρ1) . . . cq1(ρ1) c1(ρ1) . . . cq2−1(ρ1). ✷ (58)
4. Ground states
We consider the Falicov–Kimball model in dimension d = 1. We take k = 2,
µ=U − k +µe +µi , and we assume that
−U + 4 <µe < 0, (59)
the coupling constant U will be sufficiently large. The section is devoted to examine
the problem of the ground states in the grand canonical ensemble assuming that these
hypothesis are satisfied. As explained in the Introduction then the following property holds.
Theorem 6. Assume that condition (59) is satisfied. Then the minimum in expression (5)
with respect to Ne takes place for Ne =Ni(w), i.e., the ground states are neutral states.
Proof. See Refs. [5,6]. ✷
The problem is thus to determine, for a given value of the chemical potential µ, which
configurations minimize the free energy defined in Eq. (16), and we can apply the results
on the effective interaction stated in Section 2. In treating this problem, we shall consider
the finite system in a box Λ of arbitrary size, but restrict our analysis to the case of periodic
boundary conditions.
Let X = (w(1), . . . ,w(N)) be a configuration in the finite box Λ= {1, . . . ,N}. Define,
for all x ∈Λ,
ux(X)=
∞∑
k=1
Φk
(
w(x), . . . ,w(x + k)), (60)
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where we take w(x)=w(x + tN), for all t ∈ Z. ThenE(X)=
N∑
x=1
ux(X) (61)
represents the total energy of this configuration in the box Λ, with periodic boundary
conditions. Notice that, according to the above definition, the number N , which will be
called the length of the configuration, can be associated with the finite configuration X
and, for this reason, we write E(X) instead of EΛ(X). Taking N(X) =∑Nx=1w(x), the
grand canonical free energy at zero temperature is:
G(X,µ)= E(X)−µN(X). (62)
We say that two configurations X and X′ are equivalent, if X′ is a translation of X,
i.e., for example X′ = (w(t + 1), . . . ,w(t + N)) if X is as above, or if X′ can be
obtained by reversing the order in X, i.e., X′ = (w(N − 1), . . . ,w(1)). Clearly, equivalent
configurations have the same energy.
If ρ = p/q is a rational irreducible fraction, we denote by χ(ρ) the corresponding
characteristic sequence (Definition 3), and by X(ρ) the finite configuration
X(ρ)= c1(ρ) . . . cq(ρ) (63)
of length q . We write:
ε(ρ)= (1/q)E(X(ρ)). (64)
We define the energies u(m)x (X) and E(m)(X), for the interaction at the order m,
by Eqs. (60) and (61) where the exact potentials are replaced by the approximate
potentials Φ(m)k .
Lemma 1. Let p1/q1 = ρ1 and p2/q2 = ρ2 be two consecutive fractions in a Farey series,
and ρ1 < ρ2. Consider the characteristic sequences associated with ρ1 and ρ2 and, using
definition (63), the finite configurations,
X1 =X(ρ1), X2 =X(ρ2). (65)
Let X be any finite configuration of the form:
X = Y1Y2 . . .Yk, (66)
where Yl = X1 or X2, for all l = 1, . . . , k, and, moreover, Y1 = Yk , unless all the Yl
coincide. Denote by n1 the number of l such that Yl =X1, by n2 the number of l such that
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Yl = X2, and by n′ the number of “interfaces”, i.e., the number of l such that Yl = Yl+1.
Then, for the interaction at the order m= 2q1 + 2q2 − 2, we have:
E(m)(X)= n1E(m)(X1)+ n2E(m)(X2)− n
′ + 1
2
B(X1X2) (67)
while, at order m− 2,
E(m−2)(X)= n1E(m−2)(X1)+ n2E(m−2)(X2) (68)
with B(X1X2) 4U−m+1, for m 4, and B(01)= 2U−1, for m= 2.
Proof. As a consequence of Theorem 3 and definition (65), and taking
ρ0 = (p1 + p2)/(q1 + q2), we see that
X1X2 =X(ρ0). (69)
Since Φ(m)n = 0 if 2n − 2 > m, the functions u(m)x (X) depend only on the restriction
of the considered configuration X to the interval {x, . . . , x − 1+ (m+ 2)/2}. Then, as a
consequence of Theorems 4 and 5 (Eqs. (47) and (56)), we have, for m= 2q1 + 2q2 − 2,
u(m)x (X1X2)=


u
(m)
x−q1(X2), for x = 2, . . . , q2,
u
(m)
x−q2(X1), for x = q2 + 2, . . . , q2 + q1.
(70)
When x = 1 and x = q2 + 1, we have for the same reasons, at order m− 2,
u
(m−2)
1 (X1X2)= u(m−2)1 (X1),
u
(m−2)
q2+1 (X1X2)= u
(m−2)
q2−q1+1(X2) (71)
and, at order m (taking also into account Eqs. (48) and (57)),
u
(m)
1 (X1X2)−A0 = u(m)1 (X1)−A1,
u
(m)
q2+1(X1X2)−A0 = u
(m)
q2−q1+1(X2)−A2 (72)
with
A0 =Φ(m)q1+q2
(
c1(ρ0), c2(ρ), . . . , cq1+q2(ρ0)
)
=Φ(m)q1+q2
(
cq2+1(ρ0), . . . , cq1+2q2(ρ0)
)
,
A1 =Φ(m)q1+q2
(
1, c2(ρ0), . . . , cq1+q2(ρ0)
)
,
A2 =Φ(m)q1+q2
(
cq2+1(ρ0), . . . , cq1+2q2−1(ρ0),0
)
. (73)
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Then from Eq. (61) we get:E(m)(X1X2)=E(m)(X1)+E(m)(X2)−B(X1X2), (74)
where B(X1X2)=A1 +A2 − 2A0, and
E(m−2)(X1X2)=E(m−2)(X1)+E(m−2)(X2). (75)
Next, we examine more general configurations. First, by arguing as in the proof of
Eq. (74), we get:
E(m)(X1 . . .X1︸ ︷︷ ︸
n1
X2 . . .X2︸ ︷︷ ︸
n2
)= n1E(m)(X1)+ n2E(m)(X2)−B(X1X2) (76)
when the two interfaces, inside the configuration and in the boundary, are separated by a
sequence of several X1 and a sequence of several X2. The same argument can be applied
to any number of interfaces and we obtain the two equations, (67) and (68) stated in the
lemma.
Finally, we know from Theorem 3 (Eqs. (27), (28), and (29)), that, if m  4,
A0 −U−m+1, A1 U−m+1, and A2 U−m+1. Hence,
B(X1X2) B(m)= 4U−m+1. (77)
In the case m = 2, taking into account expressions (24), we have A0 = −U−1 and
A1 =A2 = 0, and then B(01)= 2U−1. ✷
Lemma 2. Let ρ1, ρ2, X1, X2, and X be as in Lemma 1, m = 2q1 + 2q2 − 2, and
n12 = (n′ + 1)/2. Then
E(X) n1E(X1)+ n2E(X2)− n12
(
B(X1X2)−C(m)
)
, (78)
E(X) n1E(X1)+ n2E(X2)− n12
(
B(X1X2)+C(m)
)
, (79)
where
C(m)= 4C0
(
4U−1
)m+1
. (80)
Proof. Consider a portion of the configuration X near an “interface”,
X = . . .X1 . . .X1X2 . . . , and let x0 denote the last lattice site occupied by a configura-
tion of the kind X1, i.e., the interface is situated between the lattice sites x0 and x0 + 1. Let
wX(x) be the value of w(x) in the configuration X. When computing ux1(X), for some
x1  x0, terms of the form:
Φx2−x1
(
wX(x1), . . . ,wX(x2)
)
with x1 < x0, x0 + 1 < x2 (81)
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appear, see formula (60). If x1 is a lattice site belonging to one of the configurations X1,
between this interface and the next one in the right, the following corresponding terms,
Φx2−x1
(
cx1−x0(ρ1), . . . , c0(ρ1), c1(ρ1), . . . , cx2−x0(ρ1)
) (82)
contribute to ux1−x0(X1). Taking into account all interfaces in X, these are all the terms
because of which the energy E(X) differs from n1E(X1)+ n2E(X2). In Theorem 1 the
difference between these terms has been computed for the potentials Φ(m)k , at order m.
Then, as a consequence of bounds (25) and (26) in Theorem 1, the sum of all remaining
terms of the form (81), as well as all remaining terms of the form (82), can be bounded by
C0(4U−1)m+1. Since there are n′ + 1 = 2n12 interfaces, we get the inequalities stated in
the lemma. ✷
Remark 3. Consider X and X′, two different configurations of the form (66) with the same
number of subsequences X1 and X2, i.e., n1 = n′1 and n2 = n′2, but such that n12 > n′12.
The same argument used in the above proof shows also that in this case
E(X)E(X′)− (n12 − n′12)(B(X1X2)−C(m)). (83)
The following theorem, due to Lemberger [5], concerns the ground configurations in
the canonical ensemble. An alternative proof of it is presented below. We remark that the
present result, formulated in terms of characteristic sequences, coincides with the result in
Ref. [5], where the notion of most homogeneous configuration was used. This fact can also
be proved directly from Theorem 2 by an induction argument.
Theorem 7. Let Z be any finite configuration. Denote by N the length of Z, and
by ρ = p/q the irreducible rational fraction equal to N(Z)/N , the density of this
configuration. Define X(ρ) by Eq. (63), and assume that U > √C0 22q−1. Then, if the
length of X(ρ) . . .X(ρ) is equal to N , we have:
E(Z) > E
(
X(ρ) . . .X(ρ)
)=Nε(ρ), (84)
unless Z coincides with X(ρ) . . .X(ρ) or with one of its equivalent configurations.
Proof. The purpose is to find the configurations X of length N , such that N(X)=N(Z),
which minimize the energy. Since X and Z contain the same numbers of 0 and 1’s, we are
going to obtain X by changing the order of the 0 and 1’s in the sequence Z. In the first step
we arrange the 0 and 1’s in such a way as to have as many subsequences 01 (or “interfaces”
between 0 and 1) as possible. We continue this process introducing new interfaces at each
step. Namely, assume that at some step we have arrived at a finite configuration of the
form (66) with energy E(X). From Remark 3 we see that each “interface” between X1 and
X2 decreases the energy by at least the quantity:
B(X1X2)−C(m) 4U−m+1 − 4C0
(
4U−1
)m+1
= 4U−m+1(1−C04m+1U−2) (85)
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which according to the hypothesis is strictly positive. Hence, when the subsequences X1,
X2, in the configurationX are reordered, the minimum energy is attained on the set of con-
figurations having the largest possible value of n12. We obtain in this way a configuration
again of the form (66), but now with Yl =X1 or X0, if ρ < ρ0, and with Yl =X0 or X2, if
ρ > ρ0. Here, as in (69), we use the notations, ρ0 = (p1 + p2)/(q1 + q2) and X0 =X1X2.
In the next step we proceed analogously with the new pair of configurations. The process
ends when we reach the step in which the new ρ0 equals ρ, and in that case we obtain a
configuration of the form (66) with all Yl =X0 =X(ρ). Inequality (85) implies that, under
the hypothesis of the theorem, the energy decreases at each step, except for the first step,
where we have B(01)= 2U−1 instead of 4U−1. But a direct computation, up to the fourth
order (see expressions (24)), shows that each 01 interface also strictly decreases the energy
under the hypothesis of the theorem. The theorem is proved. ✷
Lemma 3. Let ρ1, ρ2, m, X1, X2 andX be as in Lemma 1, and defineµ12 as the solution of
ε(ρ1)−µ12ρ1 = ε(ρ2)−µ12ρ2. (86)
Then
G(X1 . . .X1,µ) <G(X,µ) if µ<µ12 − q1B(X1X2)− q1C(m), (87)
G(X2 . . .X2,µ) <G(X,µ) if µ>µ12 + q2B(X1X2)+ q2C(m), (88)
provided that in both sides of each inequality we consider different configurations with the
same length.
Proof. As a consequence of Eq. (79), we obtain:
G(X,µ) n1q1
(
ε(ρ1)−µρ1
)+ n2q2(ε(ρ2)−µρ2)− n12B(X1X2)− n12C(m)
=N(ε(ρ1)−µ12ρ1)+ (n1q1ρ1 + n2q2ρ2)(µ12 −µ)− n12B(X1X2)
− n12C(m)
=N(ε(ρ1)−µρ1)+ n2q2(ρ2 − ρ1)(µ12 −µ)− n12B(X1X2)− n12C(m)
(89)
with N = n1q1 + n2q2. Therefore, taking into account that ρ2 − ρ1 = 1/q1q2,
G(X,µ)G(X1 . . .X1,µ)+ n2
q1
(µ12 −µ)− n12B(X1X2)− n12C(m). (90)
Because n12 min{n1, n2}, this equation implies:
G(X,µ)G(X1 . . .X1,µ)+ n2
q1
(
µ12 −µ− q1B(X1X2)− q1C(m)
) (91)
and hence the inequality (87) stated in the lemma.
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An analogous argument for X2 implies:G(X,µ)G(X2 . . .X2,µ)+ n1
q2
(µ−µ12)− n12B(X1X2)− n12C(m) (92)
from which inequality (88) follows. ✷
Lemma 4. Let ρ1 = p1/q1, ρ2 = p2/q2, m, be as in Lemma 1, let ρ0 = (p1 + p2)/(q1 + q2),
and, for i, j = 0,1,2, define µij as the solution of ε(ρi)−µij ρi = ε(ρj )−µij ρj . Then
µ12 − q1B(X1X2)− q1C(m) µ10  µ12 − q1B(X1X2)+ q1C(m), (93)
µ12 + q1B(X1X2)+ q1C(m) µ02  µ12 + q2B(X1X2)− q2C(m). (94)
Proof. From Lemma 2, we have:
q0ε(ρ0) q1ε(ρ1)+ q2ε(ρ2)−B(X1X2)+C(m), (95)
q0ε(ρ0) q1ε(ρ1)+ q2ε(ρ2)−B(X1X2)−C(m) (96)
with m= 2q0 − 2. Since ρ2 − ρ1 = 1/q1q2, inequality (95) implies:
q0(ε(ρ0)−µρ0) q0
(
ε(ρ1)−µρ1
)+ 1
q1
(
µ12 −µ− q1B(X1X2)+ q1C(m)
) (97)
and taking µ = µ10 we obtain the inequality in the right-hand side of (93), stated
in the lemma. The inequality in the right-hand side of (94) follows analogously from
inequality (96). A similar argument, applied to ρ2, implies the two stated inequalities in
the left-hand sides of (93) and (94). ✷
Remark 4. In order to apply Lemmas 3 and 4 the following bound will be useful
B(X1X2)+C(m)C(m− 2). (98)
It can be derived, by arguing as in Lemma 2, from estimate (26) in Theorem 1. Using this
bound Lemma 4, for instance, can be formulated as
q1
(
B(m)−C(m)) µ12 −µ10  q1C(m− 2),
q2
(
B(m)−C(m)) µ02 −µ12  q1C(m− 2). (99)
We next study the ground configurations in the grand canonical ensemble. We remark
that, while for Theorem 7 it was enough to know that B(X1X2)−C(m) > 0, now a
stronger bound will be required for this study, namely, as it will be seen below, a bound of
the form:
S. Miracle-Sole / J. Math. Pures Appl. 82 (2003) 685–710 705
B(m)− 2(C(m)+C(m+ 2)+C(m+ 4)+ · · ·)
= U−m+1 − 2C0(U/4)−m+1
(
1− 16U−2)> a0U−m+1. (100)
We choose a0 = 1/2, and define U0(q) as the smallest value of U for which the above
inequality is satisfied when m 2q − 2. Our main result is the following theorem:
Theorem 8. Let Q be any positive integer and assume that U  U0(Q). If ρ is a rational
number, 0 ρ  1, with reduced fraction p/q = ρ such that q Q, then, there exist two
values of the chemical potential µ1(ρ) and µ2(ρ), satisfying
µ2(ρ)−µ1(ρ) 2qU−2q+3 (101)
and such that, for any µ in the interval,
µ1(ρ) < µ<µ2(ρ), (102)
we have:
G(Z,µ) >G
(
X(ρ) . . .X(ρ),µ
)=N(ε(ρ)−µρ), (103)
where X(ρ) is defined by Eq. (63), X(ρ) . . .X(ρ) has any length N multiple of q , and
Z is any finite configuration of length N , different from X(ρ) . . .X(ρ) and its equivalent
configurations. Moreover, if ρ1 = p1/q1 and ρ2 = p2/q2 are two consecutive fractions
(ρ1 < ρ2) in the Farey series FQ, then
0 <µ1(ρ2)−µ2(ρ1) (q1 + q2)U−2q1−2q2+3. (104)
The value µ12, solution of Eq. (86), is inside the interval (µ2(ρ1), µ1(ρ2)).
Proof. For any positive integer nQ, consider the Farey series of order n,
Fn =
{
ρ(1)n , ρ
(2)
n , ρ
(3)
n , . . . , ρ
(sn−1)
n , ρ
(sn)
n
}
, (105)
where ρ(1)n = 0, ρ(sn)n = 1, and ρ(i)n = p(i)n /q(i)n . For all ρ1, ρ2 in Fn, define µ(ρ1, ρ2) as
the solution of
ε(ρ1)−µ(ρ1, ρ2)ρ1 = ε(ρ2)−µ(ρ1, ρ2)ρ2 (106)
and let µ(i)n = µ(ρ(i)n , ρi+1n ), for i = 1, . . . , sn−1, µ(0)n =−∞, and µ(sn)n =+∞.
We are going to prove, by using an induction argument, that the values µ(i)n form an
increasing sequence with respect to i and, moreover, that
µ(i)n −µ(i−1)n  q(i)n B
(
2q(i)n − 2
)− q(i)n D(2q(i)n − 2,2n) (107)
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for i = 2, . . . , sn − 1, whereD(2q − 2,2n)= C(2q − 2)+ 2(C(2q)+C(2q + 2)+ · · · +C(2n− 4)). (108)
The sum inside the parenthesis appears only for n q + 2.
First, it is easy to show directly the validity of the statement (107) for the first
Farey series of order n = 1,2 (concerning the densities 0, 1/2, 1) with the help of
expressions (24) and the bounds (26). Next, we consider the Farey series Fn−1, and two
consecutive terms belonging to Fn−1, say ρ(k)n−1 = ρ1 = p1/q1 and ρ(k+1)n−1 = ρ2 = p2/q2.
Let ρ0 = p0/q0 = (p1 + p2)/(q1 + q2) be the median of ρ1 and ρ2. If it happens that
q0 = n, then ρ0 appears as a term in the Farey series Fn, say ρ(:)n = ρ0. In this case, as
a consequence of Lemma 4, see also Remark 4, we have:
µ(:)n −µ(:−1)n = µ(ρ0, ρ2)−µ(ρ1, ρ0) q0
(
B(2q0 − 2)−C(2q0 − 2)
)
,
µ
(k)
n−1 −µ(:−1)n = µ(ρ2, ρ1)−µ(ρ1, ρ0) q1C(2q0 − 4)= q1C(2n− 4),
µ(:)n −µ(k)n−1 = µ(ρ0, ρ2)−µ(ρ1, ρ2) q2C(2q0 − 4)= q2C(2n− 4). (109)
It may happen that µ:−2n = µ(k−1)n−1 . Otherwise the following bound can be derived in the
same way as the last of the above inequalities:
µ(:−2)n −µ(k−1)n−1  q1C(2n− 4). (110)
The first inequality in (109) proves statement (107) for i = :. It remains to prove it for
i = :− 1 and i = :+ 1. But
µ(:−1)n −µ(:−2)n =−
(
µ(:−2)n −µ(k−1)n−1
)− (µ(k)n−1 −µ(:−1)n )+ (µ(k)n−1 −µ(k−1)n−1 )
−q1C(2n− 4)− q1C(2n− 4)
+ q1
(
B(2q1 − 2)−D(2q1 − 2,2n− 2)
)
. (111)
The first two bounds in (111) follow from (110) and the first equation in (109), the last
follows from estimate (107) for the Farey series Fn−1, which is the induction hypothesis.
Because this equation implies
µ(:−1)n −µ(:−2)n  q1
(
B(2q1 − 2)−D(2q1 − 2,2n)
)
, (112)
where ρ1 = ρ(:−1)n , this proves estimate (107) for the Farey series Fn, when i = :−1. This
estimate can be proved in the same way when i = :+1. Therefore the induction hypothesis
is proved for any nQ.
Now we consider the Farey series FQ, and denote simply by ρ(i) = p(i)/q(i), µ(i),
and s, the associated quantities when the index n=Q. We define the values of the chemical
potential, µ1(ρ) and µ2(ρ), which appear in the statement of the theorem, by:
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µ1
(
ρ(i)
)= µ(i−1) + q(i)C(2q(i−1)+ 2q(i)− 4),
µ2
(
ρ(i)
)= µ(i) − q(i)C(2q(i)+ 2q(i+1)− 4). (113)
This definition will be justified later by the application of Lemma 3. We next prove that
they satisfy the stated inequalities. It is clear from the definition, if we write ρ = ρ(i), that
µ2(ρ)−µ1(ρ) µ(i) −µ(i−1) − qC(2q − 2) (114)
because q(i−1)  1 and q(i+1)  1, and as a consequence of equation (107),
µ2(ρ)−µ1(ρ) qB(2q − 2)− qC(2q − 2)− qD(2q − 2,2Q)
 qB(2q − 2)− 2q(C(2q − 2)+C(2q)+C(2q + 2)+ · · ·). (115)
On the other hand, if ρ1 = ρ(i) and ρ2 = ρ(i+1),
µ1(ρ2)−µ2(ρ1)= (q1 + q2)C(2q1 + 2q2 − 4). (116)
The values µ1(ρ) and µ2(ρ) that have been defined satisfy the two inequalities stated in
the theorem. Actually, the statement (101) follows from (115), taking (100) into account,
and statement (104) follows from (116). It remains to prove statement (103) concerning
the ground configurations.
To this end, choose any value of the density ρ(i) among the rational numbers belonging
to the Farey series FQ. Let Z be any finite configuration of length N , multiple of q(i),
different fromX(ρ(i)) . . .X(ρ(i)) and its equivalent configurations, and denote by ρ = p/q
the irreducible rational fraction equal to the density N(Z)/N . We are going to prove that
G(Z,µ) > N
(
ε
(
ρ(i)
)−µρ(i)) (117)
for any µ in the interval
µ1
(
ρ(i)
)
µ µ2
(
ρ(i)
)
. (118)
In the case ρ = ρ(i) the above statement has, in fact, already been proved in Theorem 7.
Next, we consider the case ρ > ρ(i).
If ρ(i) < ρ < ρ(i+1), the same argument used in the proof of Theorem 7 shows that
the minimum of the energy is attained on the set of configurations X, of the form (66),
when we take Yl = X(ρ(i)) or X(ρ(i+1)). This argument can be applied because ρ(i)
and ρ(i+1), or more precisely q(i) and q(i+1), satisfy the hypothesis of Theorem 7.
Hence, G(Z,µ)  G(X,µ) for any µ and for all such X of length N . Now we apply
Lemma 3 which tells us that G(X,µ) > N(ε(ρ(i))− µρ(i)) for µ  µ2(ρ(i)). Therefore
inequality (117) is satisfied for any µ µ2(ρ(i)).
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If ρ = ρ(j) for some j > i , we first apply Theorem 7 to conclude that G(Z,µ) 
(j) (j)N(ε(ρ ) − µρ ) for any µ. On the other hand, as a consequence of the definition of
µ(ρ(j)), we have:
ε
(
ρ(j)
)−µρ(j) > ε(ρ(j−1))−µρ(j−1) (119)
for any µ< µ(ρ(j−1)). Since, as we already have proved, the sequence µ(1),µ(2), . . . ,µ(s)
is strictly increasing, and j − 1  i , this implies the validity of inequality (117) for any
µ<µ(ρ(i)).
If ρ(j) < ρ < ρ(j+1), for some j > i , we have:
G(Z,µ)N
(
ε
(
ρ(j)
)−µρ(j)) (120)
for any µ  µ2(ρ(j)). The corresponding statement has already been proved above in
the case of ρ(i). Now the inequality is no longer strict because Z can coincide with
X(ρ(j)) . . .X(ρ(j)). Arguing as in the above paragraph, we obtain then inequality (117)
for any µ µ(ρ(j−1)).
It is thus proved that, if ρ < ρ(i), then inequality (117) holds for anyµ µ2(ρ(i)). It can
be proved, in the same way, when ρ > ρ(i), for any µ µ1(ρ(i)). The inequality is valid
in the interval (118) when ρ = ρ(i). Therefore, this inequality is valid in the interval (118)
for any ρ. This ends the proof of the theorem. ✷
Remark 5. By using the same techniques, it can also be proved that, for µ in the interval
µ2(ρ1)  µ  µ1(ρ2), the configurations X, which minimize G(X,µ), belong to the set
of configurations of the form (66) with Yl = X(ρ1) or X(ρ2), and that the value µ(m)12 ,
solution of the approximate equation (86), when the energy is taken up to the terms of
order m= 2q1 + 2q2 − 2, belongs to the same interval.
Finally, we comment on the main results of the present study that are stated in
Theorem 8. The thermodynamic free energy at zero temperature is:
g(µ)= lim
N→∞(1/N)minX GN(X,µ). (121)
This limit is independent of the boundary conditions in the finite box
{1, . . . ,N}, and defines a concave function varying from 0 to −∞ when µ goes from
minus to +∞. The density, considered as a function of the chemical potential,
ρ = ρ(µ) (122)
is equal, when it exists, to the derivative dg/dµ. It is an increasing function varying from 0
to 1.
Then, Theorem 8 says the following. There is, in the µ-axis, a sequence of intervals Ii ,
with i = 1,2, . . . , s, such that g(µ) is a linear function of µ in each of these intervals,
as shown by Eq. (102) and the equality in Eq. (103). Therefore, the density ρ(µ) takes
the constant value ρ(i) in the interval Ii . This statement is valid for all the rational values
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ρ(i) = p(i)/q(i) (p(i) and q(i) relatively prime) with denominator less or equal than Q,
(i)provided that U  U0(Q). In fact, the sequence ρ , i = 1,2, . . . , s, coincides with the
Farey series of order Q. Furthermore, we know that the length of each interval Ii is larger
than 2q(i)U−2q(i)+3, and, on the other hand, that the length of the gap in theµ axis, between
the intervals Ii and Ii+1, is less than
2
(
q(i) + q(i+1))U−2q(i)−2q(i+1)+3  2QU−2Q+3. (123)
These results suggest that the curve ρ = ρ(µ) would present, in fact, the fractal
structure known as the complete devil’s staircase. This is known to be the case, and
can also be proved by the methods developed here, when the interaction is of the form∑
xy J (x − y)w(x)w(y), where J (x) > 0 is a convex function (see Ref. [16], and also
[17]). It has not been possible, in the present case, to prove this property because, due to
the complexity of the considered multibody interaction, only the bounds (25) and (26) can
be used to control the long range potentials.
Returning now to Theorem 8, we discuss some consequences of Eq. (103). The equality
in this equation tell us that, for µ in each of the intervals Ii , the ground configuration is
described by the characteristic sequence χ(ρ(i)) associated with the rational number ρ(i).
From the inequality in Eq. (103) it follows that this configuration is the unique ground
state in any box (with periodic boundary conditions), if we do not distinguish the different
configurations which belong to the same equivalence class. It is assumed that the length N
of the box is a multiple of q(i), in order to permit the configurations of density ρ(i). The
infinite configuration χ(ρ(i)) is also a ground state of the infinite system, in the sense that
any local modification of this configuration increases the energy. It is the unique ground
state among all periodic configurations.
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