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まれるクラスタ構造を要約した cluster skeletonを抽出し，(2) 時刻 t + 1におけるグラフ構造の変化に併せて，事前

































































































2. 問 題 定 義
ここでは本論文で対象とする問題を定義する．
動的グラフとは時刻経過とともにノードとエッジが更新され
るグラフ構造である．本稿では，Gt = fVt;Etgを時刻 tにお
ける動的グラフのスナップショットとし，Vt および Et はそれ
ぞれ時刻 tにおける Gt のもつノード集合およびエッジ集合と
する．このとき，動的グラフを下記のように定義する．
［定義 1］（動的グラフ Gij） 時刻 i から時刻 j までの動的グ
ラフを Gij = (Gi;4Gi+1; : : : ;4Gj) とする．ただし，時刻








［定義 2］（動的クラスタ） 時刻 t におけるグラフ Gt に含ま
れるクラスタ集合を Ct とするとき，動的グラフ Gij =
(Gi;4Gi+1; : : : ;4Gj) に対する動的クラスタを Cij =
(Ci;4Ci+1; : : : ;4Cj) とする．ただし，時刻 (i <= t < j) に
おいて Ct +4Ct+1 = Ct+1 である．











［定義 3］（構造的隣接ノード集合） u 2 V とするとき，隣接
ノード集合はノード uにエッジで接続するノードとノード u自
身から構成される集合 N[u]で与えられる．
N[u] = fv 2 V : fu; vg 2 Eg [ fug: (1)
また先に述べたように，クラスタリングで用いられる 2ノード
間の構造的類似度は定義 3に基づき以下のように定義される．




jN[u] \ N[v]jpjN[u]jjN[v]j : (2)
ノード u，v 間の (u; v) は共有されるノードがない場合





［定義 5］（-neighborhood） u 2 V， 2 R とするとき，-
neighborhood N[u]は以下のように定義される．
N[u] = fv 2 N[u] : (u; v) >= g: (3)
ここで，クラスタを構成する最小ノード数としてパラメータ 
を導入し，特別なノードのクラスとして core を定義する．
［定義 6］（Core） u 2 V，jN[u]j をノード u における -
neighborhood のノード数とするとき，core は以下のように
定義される．
K;(u), jN[u]j >= : (4)




この考えは direct structure reachability として以下に定義さ
れる．
［定義 7］（Direct structure reachability） u; v 2 V とすると
き，ノード uとノード vにおける direct structure reachability
u 7!; v は以下のようになる．
u 7!; v , K;(u) ^ v 2 N[u]: (5)
定義 7 はノード K;(u) ^ K;(v) である場合対称であるが，
どちらか一方が core でない場合には非対称となる．ゆえに，
u 7!; vかつノード vが coreでない場合，ノード vはK;(u)
が構築するクラスタの境界に面したノードとなる．本稿ではこ
のようなノード v を border と呼ぶ．定義 7をより一般的な形
に拡張した structure reachabilityを示す．
［定義 8］（Structure reachability） u; v 2 V とすると，ノー
ド uとノード v における structure reachabilityu!; v は以
下に定義される．
u!; v , (6)
9u1; : : : ; un 2 V : u1 = u ^ un = v ^ ui 7!; ui+1: (7)
ここで定義された structure reachability は推移律を満たし，
非対称である．この structure reachabilityは direct structure
reachabilityの推移閉包であり，定義 7の対称性から，推移閉
包の構成要素である u1; : : : ; un 1 は coreノードである必要が
ある．言い換えると，core同士が direct structure reachability
を示す時，それらの -neighborは同一クラスタに属することに
なる．この考えは structure connected クラスタとして以下に
定義される．
［定義 9］（Structure-Connected クラスタ） ノード u 2 V と
すると，K;(u) から求まるクラスタ Cu 2 C が structure-
connected クラスタである必要十分条件は (1) u 2 Cu; (2)












［定義 10］（ハブ） クラスタ集合 C，ハブ集合 H とすると，
ノード h 2 V がハブである (e.g. h 2 H) 必要十分条件は (1)
h =2 8Ci 2 C，(2) u; v 2 N[h] s.t u 2 Ci; v 2 Cj ; i j= j．
［定義 11］（外れ値） クラスタ集合 C，ハブ集合 H，外れ値集
合 Oとすると，ノード o 2 Vが外れ値 (e.g. o 2 O)である必




































Maximal Spanning Tree (CCMST) [6]を用いる．CCMSTと
は互いに同一のクラスタとなる可能性の高い core 同士を接続
したMaximal Spanning Treeである．CCMSTを獲得するた
めには，まず Structure Core-Similarity とよばれる指標を各
ノードに対して計算する必要がある．




maxf 2 R : jN[u]j >= g jN[u]j >= 
0 otherwise
(8)
定義 12に示した様に，Structure Core-Similarityとは coreと
なるノードが持つ最大の の値を示している．この値を基に隣
接する core 同士が同一クラスタになりやすさを定義 13 に示
した Reachability-Similarityを用いて，定義 14に示した 2つ
の core 間の Core-Connectivity Similarity を計算することで
求める．
［定義 13］（Reachability-Similarity） ノード u; v 2 Gt とす
るとき，ノード uに対するノード vの Reachability-Similarity
RS(u; v)を以下に定義する．
RS(u; v) = minfCS(u); (u; v)g: (9)
［定義 14］（Core-Connectivity Similarity） ノード u; v 2 Gt
かつ (u; v) 2 Et とするとき，ノード u; v 間の Core-
Connectivity Similarity CCS(u; v)は以下のように定義する．
CCS(u; v) = minfRS(u; v);RS(v; u)g
= minfCS(u);CS(v); (u; v)g: (10)
定義 14 に示した CCS に基いて，提案手法で構築する
CCMSTは以下のように与えられる．
［定義 15］（CCMST） 時刻 tのグラフ構造Gtに含まれる全て
のエッジ eに対して，CCSの値を !(e)で与えられるとすると





［補題 1］ G0t に対する CCMSTにおいて，!(e) > ^で接続す
るノードは，Gt = (Vt;Et) で与えられる時刻 t のグラフに対
して，^ >= となるパラメータ で SCAN [5]を実行した際に必
ず同じクラスタに含まれる．
補題 1の証明については，文献 [6]を参照されたい．本稿では，
G0 から CCMSTを構築するために Prim法 [13]を用いる．











計算しそこから定義 14で与えた Core-Connectivity Similarity
を求める必要がある．時刻が tから t+1に推移した際のグラフ
構造の変化は大きく分けて，(1)エッジの追加と (2)エッジの削
除の 2つに分類できる．そこで本稿では，時刻 t+ 1において
(u; v) 2 Et+1となるエッジが追加される場合および (u; v) 2 Et
が削除される場合について構造的類似度の差分更新方式を与
える．
4. 3. 1 時刻 t+ 1で (u; v) 2 Et+1 が追加される場合
時刻 t + 1 においてエッジ (u; v) 2 Et+1 が追加される場合
について考える．時刻変化とともにエッジが追加される場合，
エッジ (u; v)に対する構造的類似度計算のみならず，エッジの
短点であるノード u および v に接続するエッジ (u; v) 以外の
エッジが持つ構造的類似度が更新されることになる．そこで本
稿では，時刻 t+ 1におけるエッジ (u;w)s.t.w 2 N[u]および，
エッジ (v; w)s.t.w 2 N[v]に対する，構造的類似度の差分更新
方式を定義 16に与える．
［定義 16］（エッジ追加による差分更新） エッジ (u; v)を時刻
t+1で追加されたエッジとし，ノード wを w 2 N[u]とすると




















4. 3. 2 時刻 t+ 1で (u; v) 2 Et が削除される場合
本節ではエッジが削除される場合について述べる．前節と
同様に，エッジ (u; v) が削除されることにより，その短点で
あるノード u，v に接続するエッジに関して構造的類似度の更
新が必要となる．そこで本稿では，時刻 t+ 1におけるエッジ
(u;w)s.t.w 2 N[u] および，エッジ (v; w)s.t.w 2 N[v] に対す
る，構造的類似度の差分更新方式を定義 17に与える．
［定義 17］（エッジ削除による差分更新） エッジ (u; v)を時刻
t+1で削除されたエッジとし，ノード wを w 2 N[u]とすると




















提案手法では，定義 16 および定義 17 を用いて，時刻 t に
おける構造的類似度計算結果から時刻 t+ 1における構造的類
似度計算結果を差分更新により求める．その後，差分更新の結
果に対して改めて Prim法により時刻 t+ 1の CCMSTを構築
する．












［定義 18］（Attachability-Similarity） ノード v 2 Vt とした
とき，ノード v の Attachability-Similarity AS(v)は以下のよ
うに定義される．










［定義 19］（構造的類似度に基づく modularity） 時刻 tのクラ























その後，選択した 候補に対する Qs を保存し，次の 候補を




5. 評 価 実 験
提案手法の有効性を評価するために，我々の提案手法および
Kim らによる手法 (Kim-Han09) [8] および Lee らによる手法
(eTrack) [12]に対し，処理の高速性とクラスタリング精度の観
点から比較実験を行う予定である．本評価で比較に用いるKim-












最適化は eTrack では行わず，一度設定した epsilon の値を使
い続ける手法である．これらの手法の詳細については 6.節で述
べる．
























際の処理時間および Qs を評価した．本実験には CPUが Intel
Core i7 1.8GHz，メモリが 4GB の計算機を利用した．また，






























































































































グ精度の評価結果を図 2 に示す．図 2 に示したように，提案
手法はいずれのデータセットにおいても Qs の値が大きく良い
クラスタリング結果を示していることが確認できる．一方で，








ての を列挙し，構造的類似度に基づく ModulaityQs を最大










して，図 2に示したように，eTrackの Qs の値は時間経過にし
たがって低下していると考えられる．
6. 関 連 研 究
グラフ構造中からクラスタを抽出するグラフクラスタリン
グはデータマイニング分野において重要な技術であり，これま




























































































また，SCAN の拡張手法として Bortner らによる



















smoothing [23] を用いる手法である．temporal smoothing と
























法がある．Lee らは動的に変化するクラスタから SCAN に基
づく coreノードのみを Skeletonとして獲得し，グラフの時系
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