In this paper, we asymptotically enumerate graphs with a given degree sequence d = (d 1 , . . . , d n ) satisfying restrictions designed to permit heavy-tailed sequences in the sparse case (i.e. where the average degree is rather small). Our general result requires upper bounds on functions of
Introduction
For a positive integer n, let d = (d 1 , d 2 , . . . , d n ) be a non-negative integer vector. How many simple graphs are there with degree sequence d? We denote this number by g(d). This is a natural question, but there is nevertheless no simple formula known for g(d). However, some simple formulae have been obtained for the asymptotic behaviour of g(d) as n → ∞, provided certain restrictions are imposed on the degree sequence d. Such formulae have been used in many ways, for instance in proving properties of typical graphs with given degree sequence, or for proving properties of other random graphs by classifying them according to degree sequence. They can also lead to new algorithms for generating these graphs uniformly at random.
Bender and Canfield [5] gave the first general result on the asymptotics of g(d) for the case that there is a fixed upper bound for all n on the maximum degree ∆ = max i d i . This upper bound was later relaxed by Bollobás [7] to a slowly growing function of n. A much more significant relaxation with γ ≤ 3 also fails to obey M 2 = O(M 1 ).
In this paper, we take the next step required for proving properties of graphs with real-world power-law degree sequences, by solving, for γ > 5/2, the asymptotic enumeration problem (equivalently, estimating the probability that the pairing model gives a simple graph in such cases). Here, since M 2 = O(M 1 ), the expected number of loops and multiple edges in the pairing model increases to some power of n. It can be shown that this implies that the probability of a simple graph is, roughly speaking, exponentially small. Estimating this probability with desired precision consequently becomes much more difficult than say in [14] , where the probability is bounded below. In such a situation it is natural to use switchings. Rather than the original switchings used in [17] and [14] , we use the more sophisticated switchings of [18] with refinements that allow us to keep in control the large error terms caused by the large degree vertices. The refinements are necessary because of the difficulty of getting uniform error terms when the degrees of vertices can vary wildly. To this end, we introduce a method in which the multigraphs in the model are classified according to how many multiple edges join any given pair of vertices. This is a much more elaborate classification structure than has previously been used with switching arguments. Our argument is tailored for more general degree sequences than power-law sequences. In a powerlaw degree sequence with parameter γ > 5/2, the maximum degree is still o( √ n) and thus the multiplicity between any pair of vertices is bounded in probability. However, our general result can cope with even more heavy-tailed degree sequences in which the expected multiplicity of some of the edges goes rather rapidly to infinity. As applications of our general result, we give several interesting examples where the maximum degree is much higher than √ M 1 .
Main results
Recall from Section 1 the definition of the 'moment' M k and maximum degree ∆. We will give an asymptotic estimate of g(d) when M 2 (and perhaps also M 3 and M 4 ) does not grow too fast compared with M 1 without any additional restriction on ∆. We assume throughout this paper that ∆ = d 1 ≥ d 2 ≥ · · · ≥ d n ≥ 1, since results for graphs with vertices of degree 0 then follow trivially. For a valid degree sequence, M 1 must be even. For brevity, we do not restate this trivial constraint in the hypotheses of our results. We use the Landau notation o and O. All asymptotics in this paper refers to n → ∞. Random graphs with given degree sequence d can be generated by the pairing model. This is a probability space consisting of n distinct bins v i (representing the n vertices), 1 ≤ i ≤ n, each containing d i points, and all points are uniformly at random paired (i.e. the points are partitioned uniformly at random subject to each part containing exactly two points). We call each element in this probability space a pairing, and two paired points (points contained in the same part) is called a pair. Let Φ denote the set of all pairings. Then |Φ| equals the number of matchings on M 1 points, and
For each P ∈ Φ, let G(P) denote the multigraph generated by P by representing bins as vertices and pairs as edges. Thus, G(P) has degree sequence d. It is easy to see that every simple graph with degree sequence d corresponds to exactly n i=1 d i ! distinct pairings in Φ. Hence, by letting G * (n, d) denote the probability space of the random multigraphs generated by the pairing model, it follows immediately that
where |Φ| is given in (1) . Thus, enumerating graphs with degree sequence d is equivalent to estimating the probability that G * (n, d) is simple. A major difficulty in estimating P(G * (n, d) is simple) using switching arguments is that the vertices with large degrees easily cause big error terms. In order to keep the errors under control, a simple trick is to restrict the maximum degree ∆, such as assuming ∆ = o(M 1/3 1 ) as in [17, 18] . We are able to impose a less severe restriction on the maximum degree by completely reorganising and refining the switching arguments.
Before presenting our general results on the estimates of g(d), or equivalently, P(G * (n, d) is simple), we give several results that are interesting and are simpler. In the following theorem, we consider any degree sequence such that M 2 does not grow too fast compared with M 1 whereas there is no additional restriction on ∆. 
where ξ = M In the next example, we consider degree sequences d that follow a so-called power law with parameter γ > 1, i.e. the number n i of vertices of degree i is approximately ci −γ n for some constant c > 0. We relax these conditions a little to say that d is a power-law bounded sequence with parameter γ if n i = O(i −γ n) for all i ≥ 1.
Theorem 2.
Assume that d is a power-law bounded sequence with parameter γ > 5/2. Then putting M Theorem 3. Let 3 ≤ δ ≤ ∆ be integers depending on n, and assume that d i ∈ {δ, ∆} for 1 ≤ i ≤ n. Let ℓ denote the number of vertices with degree ∆. If
where Φ is given in (1) and
Remarks.
(i) For convenience we omit the cases δ = 1 and 2, which can be worked out easily from our main result but require a different statement.
(ii) The summation in the exponent in (4) is easy to express in terms of δ etc. as there are only three possible values of
(iii) If we apply Theorem 3(a) with ∆ = δ = d and ℓ = n, then we obtain the asymptotic formula for the number of d-regular graphs for d = o(n 1/3 ), which agrees with [17] (note that the regular case is the extreme opposite of the heavy-tailed degree sequence we are aiming at here). (iv) Theorem 3(b) applies to some instances of bi-valued sequences where the minimum degree is around n 1/3−ǫ and simultaneously there are up to n ǫ vertices with maximum degree as large as n 2/3−ǫ . These are much higher degrees than can be reached by any previously published results on enumeration of sparse graphs with given degree sequence. (iv) The bi-valued degree sequence easily generalises to a much wider class of degree sequences as follows. The first ℓ vertices have degree at most ∆; for some λ > 0, ℓ<j≤n d j = Θ(λ(n − ℓ)); and for each i = 2, 3, 4,
Many degree sequences satisfy such conditions including interesting examples in which the last n−ℓ vertices have the same degree; or their degrees are highly concentrated; or the degree distribution is Poisson-like or truncated-Poisson-like. Then, with basically the same proof as Theorem 3, we will have
if Theorem 3 (a) holds with δ replaced by λ and ∆ℓ = O(λn); or if Theorem 3 (b) holds with δ replaced by λ.
In a typical power-law sequence (i.e. with 2 < γ < 3), the maximum degree is o(M 1/2 1 ), as discussed above. To exemplify the power of our main result, we consider a generalised concept of power-law degree sequence, in which many vertices can have degree much higher than M 1/2 1 . A long-tailed power-law degree sequence with parameters (n, α, β, γ) is a sequence d = (d 1 , . . . , d n ) such that (a) each coordinate is non-zero and either bounded or at least n α ;
(b) for every integer i ≥ 1, the number of coordinates whose value is at least in α but less than
Note that when α = 0 and β = 1, this definition agrees with that of power-law bounded degree sequences.
Theorem 4. Let d be a long-tailed power-law degree sequence with parameters (n, α, β, γ) such that 1 < γ < 3, γ = 2, α > 1/2 and
which is o(1) by the assumption on β.
Remark. For convenience, we omitted the cases γ ≥ 3 and γ = 2 which can be easily worked through if required. We also omitted the case for α < 1/2, even though the forthcoming main result will still apply under appropriate conditions, because those conditions are much more complicated. Weakened versions can be worked out if needed. Next we introduce the general form of our result. Recall that we assumed that
Since ξ has a rather complicated formula, we give a simple upper bound on ξ next.
Lemma 6. Let ξ be defined as in Theorem 5. Then
in (a) can be dropped, and the resulting bound on ξ is tight to within a constant factor.
We can often get better bounds on ξ when additional constraints are placed on the degree sequence (particularly when ∆ = Ω( √ M 1 )). These bounds will be presented in Section 4. In the next section, we prove Theorem 5. We will derive Theorems 1-4 as special cases of Theorem 5 in Section 5.
Proof of Theorem 5
Recall that we assumed that
Recall also that Φ denotes the set of pairings with degree sequence d. Let P ∈ Φ. We often refer to the multigraph corresponding to P as if it were the same as P, and hence we sometimes call the bins in P vertices, and treat the pairs in P as edges. For two (possibly equal) vertices u and v, we say that uv is a multiple edge, of multiplicity i, if there are i ≥ 2 pairs with end-vertices u and v. A single edge is an edge that is not (part of) a multiple edge, and a loop has both ends at the same vertex.
Let N ≥k denote the set of integers at least k. In this paper, we use matrices whose entries are not just numbers, but can be ♣ as well. Define M to be the set of n × n symmetric matrices M = (m i,j ) for which m i,j ∈ {♣} ∪ N ≥2 if i < j and m i,j ∈ N ≥0 if i = j.
Given P ∈ Φ, we define the signature of P to be the matrix M(P ) ∈ M defined as follows. For i = j, if the multiplicity of the edge ij in P is at least 2, then m i,j equals that multiplicity, whilst if the multiplicity is 1 or 0, m i,j = ♣. For each i, m i,i is the number of loops at i. Next, for any M ∈ M, let C(M) be the set of P ∈ Φ whose signature is M. Then for any P ∈ C(M), the locations and multiplicities of all loops and multiple edges in G(P) are determined. Note that the single non-loop edges in this graph are unconstrained apart from the number of such edges incident with each vertex.
Define M simple to be the matrix in M with ♣ in all off-diagonal positions and 0 on the diagonal. Thus, a pairing is simple if and only if its signature is M simple .
Note that P(G * (n, d) is simple) = |C(M simple )|/|Φ|. We will estimate this ratio using switchings. In this argument, we often need a bound of the number of 2-paths starting from a given vertex v in a pairing, in order to bound the number of possible switchings from below. The trivial upper bound for the number of 2-paths is ∆(∆ − 1), which would place a natural restriction on ∆ as in many previous works (see for instance [18] ). Since at most d i − 1 of the 2-paths use vertex i = v, we can use another simple (and clearly not sharp) upper bound:
Before proceeding, it is useful and informative to obtain bounds on M 2 , ∆ and τ in terms of M 1 in the setting of Theorem 5. 
However, this contradicts the fact that
Auxiliary functions
Recall from Section 3 that given a symmetric matrix M = (m i,j ) ∈ M, C(M) is the set of P ∈ Φ whose signature is M. Note for later use that
We will use the following auxiliary functions of M ∈ M, some of which also depend on a pair (i, j) which in our applications will be two distinct vertices.
• Z(M) = 1≤u<v≤n I mu,v≥2 m u,v , where I B is the characteristic function or indicator of an event B. This is the total number of pairs in non-loop multiple edges for pairings in C(M).
•
• Z 0 (M) = 1≤u≤n m u,u .
where the summation is over all vertices w = j such that m i,w ≥ 2, which effectively means that iw is designated as a multiple edge by M.
where the summation is over all pairs of vertices {u, v} = {i, j} such that u < v and m u,v ≥ 2. (We exclude (i, j) because our argument later requires the set of matrix entries that influence Q i,j to be independent of m i,j .)
where the summation is over all vertices w with m i,w ≥ 2 and w / ∈ {i, j}.
When convenient, we abbreviate Z(M) to Z, and similarly for the other variables defined above. Note that all functions Z i,j , W i,j , Q i,j and R i,j are independent of m i,j . We will use this property later in our argument. Indeed, this is the motivation for the definition of both Z i,j and Z.
Switchings for multiple edges
In this subsection, we deal with multiple non-loop edges. Consider the following assumptions on M, where ξ 1 is a certain function that is o(1), to be specified later.
One more assumption (A3) is to be stated in the proof. We will later show that, for a random P ∈ Φ, the probability that M(P) fails any of these assumptions tends to 0 quickly. We now fix a matrix M = (m i,j ) ∈ M satisfying the three assumptions.
Next fix a pair (i, j) with i < j for which m i,j ≥ 2 (and thus m j,i ≥ 2 since M is symmetric). For m ≥ 0, let M(m) be the matrix which is formed by changing the (i, j) and (j, i) entries of M from m i,j to m. We extend the definition of C(M(m)) in the obvious way to the cases m = 0 and 1 (where
Note also that M(m) depends on the values of i and j, but they are fixed so we suppress them from the notation. We first use the switching method to estimate the ratio It is easy to see that this switching converts the pairing P ∈ C M(m) to a pairing in C M(0) , provided that none of the following conditions hold (though these are not all entirely necessary):
(i) a pair x g is part of a non-loop multiple edge;
(ii) a pair x g uses a vertex w already adjacent in P to i or j by a multiple edge, and x g does not satisfy (i) (this would increase the multiplicity of a multiple edge);
(iii) a pair x g uses a vertex w already adjacent in P to i or j by a single edge (this would create a new multiple edge);
(iv) some two pairs x g and x g ′ have a common end-vertex (if this were permitted, two of the new pairs can possibly create a multiple edge).
(v) a pair x g is incident with i or j or is a loop.
We call a switching satisfying these conditions good.
We will bound the probability that a randomly chosen switching is not good, when applied to a random P ∈ C M(m) . In all cases but (iii) our bound actually applies to an arbitrary P rather than a random pairing.
We can choose the pairs one by one. Each of them is potentially any one of the M 1 /2 possible pairs, but it must avoid the m pairs joining i and j, as well as up to m − 1 other pairs already chosen, so there are
, the probability that a randomly chosen x g is any given pair, conditional on the previous pairs x 1 , . . . , x g−1 , is O(1/M 1 ). We will use this observation several times. In particular, for each 1 ≤ g ≤ m, conditional on the choices of x 1 , . . . , x g−1 , the probability that x g is one of x i , i ≤ g − 1, or x g is a pair between i and j, is O(m/M 1 ). Taking the union bound over all 1 ≤ g ≤ m, the probability that x g 's are not distinct, or use a pair between i and j, is O(m 2 /M 1 ). By the above observation, this probability is o(1). Since at most Z i,j pairs are in multiple edges of M(0), the probability of (i) occurring is
The number of pairs that cause the condition (ii) for any x g is the sum of d w − 2 over all w such that iw or jw is a multiple edge (excluding w = i or j), which is W i,j + W j,i . Arguing as for (i), the probability of this occurring is at most m(
For condition (iii), we need to argue about the expected number of switchings in which the condition occurs, when applied to a random pairing P ∈ C M(m) . To this end, we first estimate the probability p(i, w) that a given point a in vertex i is paired in P to a given point b in vertex w. This uses the following subsidiary switching argument.
For those pairings P containing the pair ab, consider switching ab with another randomly chosen pair a ′ b ′ in P, i.e. delete the pairs ab and a ′ b ′ and insert the pairs aa ′ and bb ′ to create a new pairing P ′ . Then P ′ is also in C M(m) provided that neither a ′ nor b ′ is in a vertex adjacent to i or j (there are at most 2τ such points since each corresponds to a unique 2-path starting from i or j) and a ′ b ′ is not in a multiple edge (there are at most 2Z such points). By assumption (A2) and Lemma 7, the number of ways to choose
. Furthermore, each such P ′ can be created in at most one way. Hence p(i, w) = O(1/M 1 ). Applying the union bound to all appropriate (a, b) (where we can assume a is not in one of the pairs joining i and j), we find that the probability that iw is an edge in
Conditional upon this event, the probability that the random pair x g chooses a point in w is O(d w /M 1 ). The same considerations as for i apply to j, and we conclude that the probability of (iii) occurring for a random P is O(m w≤n
Given an arbitrary P, a randomly chosen switching satisfies (iv) with probability O(m 2 M 2 /M 2 1 ) since there are O(m 2 ) choices of (g, g ′ ), and the number of ways that any two of them can both choose a point in the same vertex is O(M 2 ).
Finally, for an arbitrary P, a randomly chosen switching satisfies (v) with probability O m(
and the probability it is a loop is O(Z 0 /M 1 ). Here the term −4 occurs because there are at least four points in the multiple edge joining i and j that are excluded.
Let N i,j denote the expected number of choices of a good switching, for a uniformly randomly chosen P ∈ C M(m) , where we distinguish between the m! different ways to assign the labels 1, 3, . . . , 2m − 1 to the points in vertex i. These induce labels of the points paired with them in j. There are two ways to label the ends of each of the chosen pairs, and, using the observation before considering (i), there are 1
m ways to choose the pairs. Hence
On the other hand, speaking informally, the inverse of a good switching will convert a pairing P ∈ C M(0) to one in C(M(m)). We formally define an inverse switching to be the following operation. Pick m distinct points in vertex i and label them as 2g −1, g = 1, . . . , m; label the point paired with 2g − 1 as 2m + 2g − 1; do a similar thing for j, producing pairs {2g, 2m + 2g} as in the right hand side of Figure 1 ; and finally replace the pairs {2g − 1, 2m + 2g − 1} and {2g, 2m + 2g} by new pairs {2g − 1, 2g} and {2m + 2g − 1, 2m + 2g} for all appropriate g. An inverse switching is called good if it creates a pairing in C M(m) , i.e. if it has the reverse effect of a good switching applied to a pairing in C M(m) . Since no pair in P joins vertices i and j, the inverse switching is good if none of the following conditions holds:
(vi) a pair picked incident with i or j is part of an existing multiple edge or forms a loop; (vii) a new pair is added in parallel to an existing multiple edge.
(viii) a new pair is added in parallel to an existing single edge.
(ix) a pair picked incident with i has a common end vertex with a pair picked incident with j.
(Then a new loop would be created.)
We next bound the probability that a randomly chosen inverse switching is not good, when applied to a random P ∈ C M(0) . Note that there are potentially
but some of these may not be good.
First consider (vi). The number of pairs incident with vertex i that are already part of a multiple edge is R i,j . For those already part of a loop, it is m i,i . Thus, the proportion of the initial count of switchings falling into this case is O(m)
For (vii), again we consider a random pairing. Suppose the points 2g − 1 in vertex i and 2g in vertex j are specified, and consider the random pairing P ∈ C M(0) . Given a multiple edge uv, the probability that 2g − 1 and 2g are paired with points in u and v respectively is, arguing as for (iii) and switching out the two pairs simultaneously,
). (Here we use d u − 2 rather than d u since the points paired with 2g − 1 and 2g cannot be part of the multiple edge, which has multiplicity at least 2.) Hence, the probability of (vii) is O(mQ i,j /M 2 1 ). For (viii), we do not need to consider cases which also fall into (vi). Again we need to consider a random pairing. Suppose the points 2g −1 in vertex i and 2g in vertex j are specified, and consider the random pairing P ∈ C M(0) . Conditioning on the two pairs containing these points, the rest of P is a uniformly random pairing conditional upon all the multiple edges existing as specified by M(0). Let u and v be two vertices. The number of ways to choose an ordered pair of points (a, a ′ ) and (b, b ′ ) in each of u and v respecively is
Arguing as for (iii), switching three pairs out at once, the probability that 2g − 1 and 2g are paired with a and b, and a
Eliminating multiple edges
Before proceeding, we let η i,j (M, m) denote the sum of the error terms in (7) and (8), i.e.
The last assumption that we will make on the matrix M to which we apply the switching analysis is the following.
Moreover, we apply the switchings only in the case that m = m i,j or m = 1. As with earlier notation, we use η i,j (m) to denote η i,j (M, m). For each m ≥ 1, if we let
we have from (7) and (8)
Next, write C m for |C M(m) (where m ≥ 0). Then
and it is easy to check that η i,j (1) ≤ η i,j (m i,j ) since m i,j ≥ 2 and the functions Z i,j , W i,j etc. are functions of M, independent of m i,j .
Recall that (i, j) is fixed. The equation above estimates the effect on |C M of changing an (i, j)-entry of M (and simultaneously (j, i), to keep M symmetric) from a number at least 2, to ♣. Next, we can select another non-♣ entry of M and change it (and the symmetric entry) to ♣ using the same procedure. Let M ♣ be the matrix with all off-diagonal entries equal to ♣ and each (i, i) entry equal to m i,i , and let H(M) = {(i, j) : i < j, m i,j ≥ 2}. Then, applying (10) for each (i, j) ∈ H(M), we obtain the formula
as long as
Note that since
Switchings for loops
Recall that given M ∈ M, M ♣ is the matrix by changing all off-diagonal entries in M to ♣. Next, we estimate the ratio |C(M ♣ )|/|C(M simple )|, where M simple as defined earlier is the symmetric matrix with ♣ in all off-diagonal positions and 0 on the diagonal.
Fix 1 ≤ i ≤ n with m i,i ≥ 1. Let M(0) be the matrix obtained from M ♣ by changing the (i, i) entry from m i,i to 0. We use m to denote m i,i for convenience. To eliminate the loops at vertex i in C(M ♣ ), we define the following switching. Take P ∈ C(M ♣ ) and label the m loops at i by 1, . . . , m. For the gth loop at i, label the endpoints 2g − 1 and 2g (for 1 ≤ g ≤ m). Pick m distinct pairs in P, labelling the endpoints of the gth pair 2m + 2g − 1 and 2m + 2g, and then pick another m distinct pairs and label the endpoints of the gth of this lot of pairs 4m + 2g − 1 and 4m + 2g. The switching replaces pairs {2g − 1, 2g}, {2m + 2g − 1, 2m + 2g} and {4m + 2g − 1, 4m + 2g} by {2g − 1, 2m + 2g − 1}, {2g, 4m + 2g} and {2m + 2g + 4m + 2g − 1}. See Figure 2 for an illustration. Let v j denote the vertex containing point j for all 2m + 1 ≤ j ≤ 6m. We say a switching is good if none of the following conditions holds:
(a) v j = i for some 2m + 1 ≤ j ≤ 6m, or the vertices in the set {v j , 2m + 1 ≤ j ≤ 6m} are not all distinct;
(b) i is already adjacent to some v 2m+2g−1 or to some v 4m+2g ;
(c) v 2m+2g is already adjacent to v 4m+2g−1 .
As in the multiple edge case, the inverse switching has the obvious natural definition. Pick 2m points in i and label them 1, . . . , 2m. Let the point paired to 2g − 1 be labelled 2m + 2g − 1 and the point paired to 2g be labelled 4m + 2g, for all 1 ≤ g ≤ m. Pick another m distinct 
+ 2g}. Again, let v j denote the vertex containing point j for all 2m + 1 ≤ j ≤ 6m. We say an inverse switching is good if none of the following conditions holds (d) the vertices in {v j , 2m + 1 ≤ j ≤ 6m} are not all distinct; (e) v 2m+2g−1 is adjacent to v 2m+2g ; or v 4m+2g−1 is adjacent to v 4m+2g .
We will use the following auxiliary functions of M ∈ M, some of which have already been defined.
• Z 0 (M) = u≤n m u,u ;
Let N i be the expected number of good switchings that can be applied to a random P ∈ M ♣ . There are m!2 m ways to label the endpoints of the m loops at i. Potentially there are M 2m 1
ways to choose the 2m pairs, in order, and label their endpoints. Hence, potentially there can be M 2m 1 m!2 m switchings applied to P. As discussed in the multiple edge case, the cases where the chosen 2m pairs are not all distinct contribute a relative error of O(m 2 /M 1 ). Next, we estimate the probability that a random switching is not good when it is applied to a random pairing P.
For (a), for every 2m + 1 ≤ j ≤ 6m, the probability that
(Note that the subtraction of 2 is caused by the fact that there are two points in i forming a cycle.) Taking the union bound over j, the probability that v j = i for some j is O(m(d i − 2)/M 1 ). Next we consider repeated vertices. For every j = 2m + 2g − 1, 1 ≤ g ≤ 2m, the probability that v j = i and {j, j + 1} forms a loop is O(Z i,i /M 1 ); hence, the probability that one of the 2m pairs forms a loop is O(mZ i,i /M 1 ). Also, for any two of the 2m pairs, the probability that they are both adjacent to 
). Hence, the probability that (a) occurs is
. Let w be a vertex. Similar to the argument in condition (iii) for multiple edges, the probability that i is adjacent to w in a random P is O((d i − 2)d w /M 1 ). (Note that there are at least two points in i that form a loop and and hence unavailable to be paired to a point in w.) Conditional on that, then, for any 1 ≤ g ≤ m, the probability that either of the points 2m + 2g − 1 and 4m + 2g is in w, and (a) does not occur, is O((d w − 1)/M 1 ). Hence, taking the union bound over w and g, the probability that (b) occurs without (a) is
. By trivial modifications of the same argument, the probability that (c) occurs without (a) is O(mM 
Next, we estimate N ′ i , the expected number of good inverse switchings applied to a random P ∈ C(M(0)). Potentially, there are [d i ] 2m ways to choose and label the points 2g−1, 2g, 2m+2g−1, 4m + 2g for all 1 ≤ g ≤ m, and there are M m 1 ways to choose and label the other pairs. Thus, potentially, the number of inverse switchings that can be applied to P is [d i ] 2m M m 1 . As before, the proportion of these potential cases where the m randomly chosen pairs {2m + 2g, 4m + 2g − 1} are not all distinct is O(m 2 /M 1 ). We next estimate the probability that a random switching is not good.
Condition (d) occurs only if some pair {2m + 2g, 4m + 2g − 1} forms a loop, or two chosen pairs use a common vertex. The probability of the former is O(mZ i,i /M 1 ). We next bound the probability of the latter when a random switching is applied to a random P. There are two subcases. Arguing as before, it is easy to find the probability that two pairs with the common vertex are both of form {2m + 2g, 4m + 2g − 1} is O(m 2 M 2 /M 2 1 ). In the second subcase, one pair uses i and the other pair is of the form {2m + 2g, 4m + 2g − 1}. We can choose all the points 2g − 1 and 2g in vertex i in advance. The probability that one particular such point is paired with a point in a given vertex w = i is O(d w /M 1 ). Conditional upon that, the probability that a given 2m + 2g
. Multiplying these by the number m 2 of choices for g and g ′ , we see that this subcase contributes the same as the first one. Hence, the probability
). For (e), the analysis is similar to (d), and we easily get O(mM 
Eliminating loops
Define
For every M, we can repeatedly switch away all loops in pairings in C(M ♣ ) and apply the above estimate for each ratio as required, and consequently obtain
where m denotes m i,i and
3.6 Combining the switchings to obtain simple pairings (11) and (13), for every
where
From (6) and then (11), we have
and
Note that the terms 1 + d i d j /M 1 , for m = 0 and 1 respectively, in the numerator of A i,j appear from the case that m i,j = ♣, which essentially contributes a factor 1 to the first product in (15) . We will later find bounds for S 1 /|Φ| and 1 − S 2 /S. First we analyse ξ M in order to find a suitable value for ξ 1 .
Bounding S 1
In this section, our aim is to find a good upper bound, ξ 2 , on S 1 /|Φ| for some suitably small value of ξ 1 . Our final error term will be O(ξ 1 + ξ 2 ). We may view ξ(M) as the total of the error bounds for the individual switchings that are relevant to pairing P ∈ Φ given M(P). In earlier applications of the switching method to counting graphs with given degrees, the analogue of ξ 1 was a bounded multiple of the analogue of E ξ(M) (viewed in this way). For those familiar with the argument, a bounded multiple is clearly optimal. This was relatively straightforward in those applications because the error bound per switching was a simple function of the basic variables being analysed. Roughly speaking, these correspond to Z and Z 0 . Unfortunately, we cannot afford this luxury in our application because our approach is quite different and we deal with the much more complicated U functions. Consequently, we content ourselves with ξ 1 and ξ 2 being approximately the square root of E ξ(M(P)). That is, our goal is prove that with probability
We start by evaluating the expectation of each term in ξ(M(P)). Recall the definitions of U i in (5). We further define
Lemma 8. We have the following, where H = H(M(P)) is defined above (11) and all functions
are of a pairing P taken u.a.r. from Φ. Here m i,j refers to the entry of M(P).
Proof. An upper bound on EZ(P) is obtained as follows. First, note that if Y u.v is the multiplicity of the edge uv in P,
The number of locations for two non-loop pairs in parallel is
, summed over all vertices u < v, and similarly d u d v for just one pair. Since all of the M 1 points are uniformly at random (u.a.r.) paired in P, for any constant integer k > 0, the probability of a given set of k pairs occurring in P is
Hence, recalling the definition of U 2 from (5), we have
Similarly,
We apply a similar argument to the other terms in the lemma. Firstly,
To see this, note that for any pair of vertices (u, v) of concern other than (i, j), the bound
} is still valid for EY u,v I Yu,v≥2 even when a given value of m i,j is conditioned upon. Hence the expression is bounded above by (EZ(P))
2 . Next, we show
First notice that
Given any value of Y i,j ≥ 2, the conditional expectation of w / ∈{i,j}
Hence, we can separate the product inside the expectation in (22) and bound its expectation asymptotically (within a constant factor) by the product of the two expectations. We have already
Recalling the definition of
. By swapping the labels of i and j and noting that in the definition of U 3 , i and j are not ordered, we also have
, and hence (21) . It is straightforward to bound the expectations of all the other terms in the lemma in a similar fashion.
By Lemma 8 and the definition of ξ(M) = η(M) + κ(M) where η(M) and κ(M) are given in (12) and (14), we have E ξ(P) = O(ξ 0 ) where
Note that, by elementary considerations,
Moreover, by the hypothesis of Theorem 5 that ξ = o(1), we have (taking the first option in the min functions)
. Thus ξ 0 = O(ξ) and we have Eξ(P) = O(ξ).
Now we set ξ 1 in the previous sections to be √ ξ, which is o(1). This definition determines the precise set M(ξ 1 ) which we have been dealing with since Section 3.6, and ensures that ξ 1 = o(1) as required by (A1-A4) .
Recalling the definition of S 1 above (16), the following comes immediately from Lemma 8 using Markov's inequality.
Corollary 9. Assume that the hypothesis of Theorem 5 holds. With probability
It follows from this corollary that
3.8 Bounding S − S 2
Next, as might be foreseen from (16), we wish to bound 1 − S 2 /S. Define a probability space Ω * by equipping M with a new probability function, in which P(M) is proportional to the 'weight' F (M) defined in (15) . Then, noting that the total weight is S, we have 1
(Recall that we set ξ 1 = √ ξ in Section 3.7.) Next, observe that Ω * is a product space with each m i,j chosen independently at random from the distribution of a random variable X i,j defined as follows, where the normalising factors A i,j and B i are given in (18) . Let P(X i,j = ♣) = A −1 i,j for i < j, and
, and this is the corresponding ratio for the Poisson variable Po(λ i,j ), it follows that X i,j in Ω * is stochastically dominated by Po(λ i,j ) (recalling that ♣ is treated as 0 in numerical functions). Hence
We next show that the expected value of ξ(M) in Ω * is O(ξ). The general idea is to show that for each auxiliary function f ∈ {Z, Z 2 , . . . , K, D} defined in Sections 3.1 and 3.5, the expected value Ef (M) for M ∈ Ω * is close to that in Lemma 8 for M(P) where P is a random pairing in Φ. We first verify this in detail for f = Z and f = Z 2 .
By definition,
A similar argument applies to the other terms in ξ. For instance, we may bound ordered triples (w, i, j) . To obtain the same error term as before,
, and we may obtain the other terms in the min functions in U 3 using arguments analogous to those used for the case of random P. The remaining details required for showing Eξ(M) = O(ξ) are straightforward. In particular, note that m i,j and Z i,j are, by design, independent, which makes it easy to write the expected value of m i,j Z i,j . (This is why we use Z i,j rather than Z.) It then follows, by Markov's inequality, that in Ω
, and thus by the same argument as before,
Combining this with (24) in (16) produces
|Φ| C M simple = S 1 + O( ξ) .(25)
Estimating S
Here we obtain a much more user-friendly version of the function S from (17) . Note that the extra error term M −1 1 makes no difference if ∆ ≥ 3 since then U 1 > 0 and ξ ≥ 1/M 1 . If ∆ ≤ 2 then we could slightly modify the following lemma to go further, but in this case the enumeration problem is anyway easily solved by other means.
Lemma 10. Assume the hypotheses of Theorem 5, and let
Proof. We start by analysing A i,j . Recall that
Let
We only need to consider the terms with m ≤ m 0 = max{log 2 M 1 , Cλ i,j } for some sufficiently large constant C > 0. This is because elementary arguments, for instance considering ratios of successive terms, easily show that the terms with m > m 0 contribute a relative proportion
) of the total summation, where C ′ → ∞ as C → ∞. By Lemma 7, the maximum degree ∆ is o(M 3/5 1 ). We will at first obtain two different formulae, depending on the size of d i d j . We are able to put the second formula into a form that is valid in both cases for an appropriate choice of the split between cases. First we need some observations about the equation 
Hence, by induction on k, s(m, m − k) is a polynomial P k in m of degree at most 2k, defined by
using the standard formula for 
). In both cases, we have by (27) and (28) that for fixed u
Similarly, since s(m, m − k) is a polynomial P k in m of degree at most 2k,
for every fixed r and w. Thus for c 1 = 5K − 1 (K fixed) we have 
We may now rewrite (26), recalling that terms with m > max{log 2 n, Cλ i,j } can be ignored in (26). Noting that the new terms introduced in the following are similarly negligible, we have
Thus, using
we get
and hence 
Case 2:
. Hence, in the summation (18) defining A i,j , the sum of terms for m > c 2 for any constant c 2 ≥ ⌈K/ǫ⌉ − 1 is O(1/M K 1 ) (with K as in Case 1). That is,
and thus it is straightforward to verify that
where φ c 2 truncates the expansion of the logarithm of the summation, deleting any terms containing M −u 1 for u > c 2 . We next rewrite (35) into a form that we show is equivalent to (34) when c 2 is large enough. (This equivalence could alternatively be shown by direct but tedious-especially in the case of (34)-computation for any particular value of K.) It is a quite subtle aspect of our argument that the terms truncated by φ c 2 must not be included! (They make no difference for Case 2 but would spoil Case 1.) Fix any positive constant c 2 . Recalling that s(m, m − k) is a polynomial P k (m) of degree at most 2k, we may start with (27) and apply the argument leading to (31) but retaining all the terms in the expansion (29) for r ≤ c 2 − 1. Recalling that the polynomials s(m, m − r) do their job even for m ≤ r, and in (35) we only consider m ≤ c 2 (implying the error in (29) in this case becomes zero), we have for m ≤ c 2
where, with a r,w,t as in (34),
Now let us consider, as a formal power series in z,
where, in the first step, we note that [m] t = 0 if t > m, and in the last step, O() is used in the formal power series sense and follows from the formula for m≥0
Hence, substituting M
Note that the right hand side has the same terms as (34) from Case 1, but with a different cut-off. We are free to choose c 2 ≥ 2c 1 = 10K − 2 (provided c 2 ≥ ⌈K/ǫ⌉ − 1), in which case every term in (33) appears in the right hand side of (36) inside the logarithm. As we noted using (28) . Assuming that ǫ = 1/6 and K ≥ 1, this shows that (35) is also valid in Case 1 for c 2 = 10K − 2 (though some terms in the formula will be dominated by the error term).
We can approximate the simpler function B i in a similar way. Recall that 
With the same argument as for A i,j , with any choice of fixed c 4 ≥ 2c 3 = 10K − 2, all significant terms in (37) appear in (38) and all terms in (38) not appearing in (37) are insignificant when
1 . Thus (38) is valid for any d i satisfying the conditions of the lemma. We now choose K = 3 in both (35) and (38) and consequently, to ensure the equivalence shown above, c 2 = c 4 = 28, to obtain from (17)
Noting that M 1 = Ω(n) by our assumption that 
. This bound on ξ is tight within a constant factor, because for such ∆ the first item in the minimum function in each U k dominates the second.
The following corollary of Lemma 6 is intended for use when there are not too many vertices with degree less than 3.
Proof. It is easy to see that ( . We now present some results more useful when ∆ is large. First, choose 1 ≤ h < n and define
Lemma 13.
Proof. An upper bound on each U k is obtained by using either of the two arguments of each min function. Each min function is a function of one or two vertex degrees. If these degrees involved are at least as large as d h , we use the second argument, and otherwise the first. This gives
In ξ, we may omit terms that are dominated by others via inequalities H k ≤ M k and L k ≤ M k . These are H 
Applications
In this section, we will prove Theorems 1-4 of Section 2. 
Next we estimate i<j log(1+λ i,j ). Taking the Taylor expansion and noting that i<j k≥4 λ i<j Remark. We have obtained as strong a result as if we had evaluated the expression for ξ in Theorem 5 directly rather than using the results of Section 4. This follows by the remark after Lemma 14, and by noting that in (b) we can assume δ∆ < M 1 (since M 1 = Θ(δn) and ∆ < n). The results in (a) and (b) are similarly tight.
Long-tailed power-law degree sequences: proof of Theorem 4
Choose h to be the minimum integer for which d h+1 < n α . If h = 0, the degrees are uniformly bounded, which is a case treated in [5] . However, the error term there is only o(1). Instead, we are done by [17, Theorem 4.6] , where the error term is O(1/n) which is clearly O( √ ξ), with ξ as defined in the theorem statement. Otherwise, d h = Ω(n α ) = Ω( √ M 1 ), since α > 1/2. It is easy to verify that ∆ = O(n α+β/γ ) and, in the notation of Lemmas 14 and 13, H 1 = O(n α+β ) for γ > 2 and H 1 = O(n α+2β/γ ) for 1 < γ < 2. By our assumption on β, it is easy to verify that H 1 = o(n) always. For every fixed k ≥ 2, H k = O(n kα+(k+1)β/γ ) since γ < 3, and L k = O(n), and moreover L 1 = Θ(n). This implies that M 1 = Θ(n). Now define ξ as in Theorem 5. By Lemma 14 and using α > 1/2, it is easy to check that ξ = O(n 5α+β+6β/γ−3 ) if 2 < γ < 3 O(n 5α+8β/γ−3 ) if 1 < γ < 2.
By the assumption on β, we have ξ = o(1). As α > 1/2 by our assumption, the bound on ξ presented above obviously dominates 1/n. The theorem now follows by Theorem 5.
