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SPECIAL POLYNOMIALS RELATED TO THE SUPERSYMMETRIC
EIGHT-VERTEX MODEL. I. BEHAVIOUR AT CUSPS.
HJALMAR ROSENGREN
Abstract. We study certain symmetric polynomials, which as very special cases include
polynomials related to the supersymmetric eight-vertex model, and other elliptic lattice models
with ∆ = ±1/2. In this paper, which is the first part of a series, we study the behaviour of the
polynomials at special parameter values, which can be identified with cusps of the modular
group Γ0(12). In subsequent papers, we will show that the polynomials satisfy a non-stationary
Schrödinger equation related to the Knizhnik–Zamolodchikov–Bernard equation and that they
give a four-dimensional lattice of tau functions of Painlevé VI.
1. Introduction
The present paper is the first in a series, devoted to the study of certain special
symmetric polynomials. Numerous specializations of these polynomials have ap-
peared in connection with elliptic solvable lattice models, at the special parameter
values usually denoted ∆ = ±1/2.
The values ∆ = ±1/2 are truly exceptional. One explanation why ∆ = −1/2 is
special comes from the limit to the massive sine-Gordon model, when it becomes
a condition for supersymmetry [FS]. Recently, Hagendorf and Fendley [HF] im-
plemented this supersymmetry on the finite lattice. Thus, we refer to ∆ = −1/2
as the supersymmetric case.
The six-vertex model with ∆ = 1/2 contains the combinatorial ice model, where
all states have equal weight. This was used by Kuperberg [Ku] in his simple proof
of the alternating sign matrix theorem, which enumerates the states with domain
wall boundary conditions. The combinatorics of the XXZ and six-vertex models
at ∆ = −1/2 is also very rich, see [Z1] for a survey. It seems quite interesting
to extend results in this area to the elliptic regime, but so far only the first steps
have been taken.
In [BM1], Bazhanov and Mangazeev found that the ground state eigenvalue of
Baxter’s Q-operator for the supersymmetric periodic XYZ chain of odd length
can be expressed in terms of certain polynomials, which appear to have positive
integer coefficients and thus call for a combinatorial interpretation. In [BM2],
it was conjectured that specializations of these polynomials are tau functions of
Painlevé VI, constructed from one of Picard’s algebraic solutions via a sequence
of Bäcklund transformations. The papers [MB] and [RaS] deal with ground state
eigenvectors of the Hamiltonian for the same XYZ chain. Certain components
of these eigenvectors, as well as certain sums of components, again seem to be
Research supported by the Swedish Science Research Council (Vetenskapsrådet).
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described by polynomials with positive coefficients. The same polynomials appear
for other supersymmetric spin chains [BH, FH, H]. A mathematically rigorous
investigation of the supersymmetric XYZ chain was recently initiated by Zinn-
Justin [Z2].
As was noted in [MB], there are striking parallels between the work outlined
above and our investigation of the 8VSOS and three-colour models [R2, R3]. Just
as the six-vertex model contains the combinatorial ice model when ∆ = 1/2,
the corresponding combinatorial specialization of the 8VSOS model is the three-
colour model. Extending Kuperberg’s work to the elliptic regime, we expressed
the domain wall partition function for the three-colour model in terms of certain
special polynomials, which again conjecturally have positive integer coefficients.
In the present paper, we will explain the relations between various polynomials
introduced in [BM1, MB, R3, Z2], by identifying them as special cases of a more
general family of functions. We stress that, although the underlying physical
models are closely related [B1, B2], it is not clear why objects as different as domain
wall partition functions [R2, R3], eigenvalues of the Q-operator [BM1, BM2] and
eigenvectors of the Hamiltonian [BH, FH, H, MB, RaS, Z2] should lead to related
special functions.
This first part in our series has a rather technical nature. For each non-negative
integerm, we define a four-dimensional lattice T
(k)
n of symmetric rational functions
in m variables, depending also on a parameter ζ . The indices n ∈ Z and k =
(k0, k1, k2, k3) ∈ Z4 satisfy |k|+m = 2n. Since the denominator is elementary, T (k)n
are essentially symmetric polynomials. One of our main results is Corollary 3.9,
which states that T
(k)
n never vanishes identically. This is the key for our continued
investigations [R4, R5].
Up to a change of variables, T
(k)
n is an elliptic function with periods (1, τ).
As a function of τ , the parameter ζ is a Hauptmodul for the modular group
Γ = Γ0(6, 2) ≃ Γ0(12), see §2.9. This group has six cusps. Under the natural
action of NSL(2,Z)(Γ)/Γ ≃ S3, the cusps split into two orbits. We call the three
cusps belonging to the orbit of τ = i∞ trigonometric and the remaining three
cusps hyperbolic. Our proof of the fundamental Corollary 3.9 is based on a careful
investigation of the behaviour of T
(k)
n at the trigonometric cusps, see §3. In §4,
we make a corresponding investigation of the hyperbolic cusps. In the context of
the XYZ spin chain, the trigonometric cusps correspond to reductions to the XXZ
chain and the hyperbolic cusps to the XY chain, see §2.9.
In the final §5, we explain the relation between T
(k)
n and various polynomials
introduced in [BM1, MB, R3, Z2] and also occurring in [BH, BM2, FH, H, RaS].
To be precise, for the polynomials related to eigenvalues of the Q-operator [BM1]
and to domain wall partition functions [R3], these relations are rigorously proved.
However, for polynomials related to eigenvectors of the Hamiltonian, the iden-
tification with our polynomials T
(k)
n is still based on empirical observation. A
partially rigorous result exists only for the “sum rule” giving the square norm of
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the eigenvector, which was recently proved by Zinn-Justin [Z2], assuming a certain
conjecture.
In the next paper in the series [R4], we will obtain a non-stationary Schrödinger
equation for T
(k)
n , which is related to the Knizhnik–Zamolodchikov–Bernard equa-
tion and to the canonical quantization of Painlevé VI. This is in turn applied in
[R5], where the case m = 0 of T
(k)
n is identified with a four-dimensional lattice of
tau functions of Painlevé VI. In very special cases, these results reduce to con-
jectures of Bazhanov and Mangazeev [BM1, BM2]. In future work we plan to
explain the connection to affine Lie algebra characters, which was already sug-
gested in [R3], and give further relations to the combinatorics of three-colourings.
We hope that this will be useful for understanding the combinatorics of elliptic
lattice models at∆ = −1/2. The resulting relation between Painlevé tau functions
and affine Lie algebra characters should be of independent interest.
Acknowledgements: I would like to thank Vladimir Bazhanov, Vladimir
Mangazeev and Paul Zinn-Justin for discussions.
2. Preliminaries
2.1. Notation. Throughout the paper,
ω = e2pii/3.
We fix τ in the upper half-plane, and write p = epiiτ . The four half-periods in
C/(Z+ τZ) will be denoted
γ0 = 0, γ1 =
τ
2
, γ2 =
τ
2
+
1
2
, γ3 =
1
2
.
We will use the notation
(x; p)∞ =
∞∏
j=0
(1− xpj),
θ(x; p) = (x; p)∞(p/x; p)∞.
Repeated variables are used as a short-hand for products; for instance,
θ(a,±b; p) = θ(a; p)θ(b; p)θ(−b; p).
The theta function satisfies
θ(px; p) = θ(x−1; p) = −x−1θ(x; p) (2.1)
and the addition formula
θ(az±, bw±; p)− θ(bz±, aw±; p) = b
z
θ(ab±, zw±; p). (2.2)
We introduce the function
ψ(z) = p
1
12 (p2; p2)∞e
−piizθ(e2piiz,±pe2piiz; p2),
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which satisfies
ψ(z + 1) = ψ(−z) = −ψ(z), ψ(z + τ) = e−3pii(τ+2z)ψ(z). (2.3a)
By the quintuple product identity [W],
ψ(z) =
∞∑
k=−∞
(
e
1
12
(6k−1)2piiτ+(6k−1)piiz − e 112 (6k+1)2piiτ+(6k+1)piiz
)
,
which implies that
ψ(z) = ψ
(
z +
1
3
)
+ ψ
(
z − 1
3
)
. (2.3b)
2.2. Spaces of theta functions. For n a non-negative integer, we denote by Θn
the space of entire functions f such that
f(z + 1) = f(z), f(z + τ) = e−6piin(τ+2z)f(z), f(−z) = −f(z), (2.4a)
f(z) + f
(
z +
1
3
)
+ f
(
z − 1
3
)
= 0. (2.4b)
For n ≥ 1, the map e2piiz 7→ f(z) is, in the terminology of [RS2, Def. 3.1], a C3n−1
theta function, subject to the additional constraint (2.4b). By [RS2, Prop. 6.1],
dimΘn = 2n, an explicit basis being
e2pii(j−3n)zθ(−p2je12piinz; p12n)− e2pii(3n−j)zθ(−p2je−12piinz; p12n),
where 1 ≤ j ≤ 3n− 1 and 3 ∤ j. The space Θ0 consists only of the zero function.
Lemma 2.1. The space Θn is the linear span of all functions of the form
e−2piizθ(e4piiz, ae±2piiz; p2)θ(b1e
±6piiz, . . . , bn−1e
±6piiz; p6), (2.5)
where a, b1, . . . , bn−1 are constants.
Proof. Starting from (2.5), we may use (2.2) to express θ(ae±2piiz; p2) as a linear
combination of θ(ωe±2piiz; p2) and θ(−ωe±2piiz; p2). For a = ω, (2.5) is a constant
times
e−3piizψ
(
z +
1
2
)
θ(e6piiz, b1e
±6piiz, . . . , bn−1e
±6piiz; p6)
and for a = −ω a constant times
e−3piizψ(z)θ(−e6piiz, b1e±6piiz, . . . , bn−1e±6piiz; p6).
Using (2.1) and (2.3) it is straight-forward to check that these functions are in
Θn. To complete the proof, it is enough to find 2n linearly independent functions
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ψ1, . . . , ψ2n of the form (2.5). For later purposes, it will be convenient to define
ψj(z) = e
−2piizθ(e4piiz; p2)θ(e±2piiz; p2)[
j−1
2 ]θ(ωe±2piiz; p2)j−1
× θ(pe±2piiz; p2)n−[ j+12 ]θ(pωe±2piiz; p2)2n−j
=


ωj−2e−2piizθ(e4piiz, ωe±2piiz; p2)
×θ(e±6piiz; p6) j−22 θ(p3e±6piiz; p6) 2n−j2 , j even,
ωj−1e−2piizθ(e4piiz, ωpe±2piiz; p2)
×θ(e±6piiz; p6) j−12 θ(p3e±6piiz; p6) 2n−j−12 , j odd,
(2.6)
which are linearly independent since ψj has a zero of degree exactly j − 1 at
z = 1/3. 
We introduce the operator
(σf)(z) =
i√
3
(
f
(
z +
1
3
)
− f
(
z − 1
3
))
. (2.7)
It is easy to check that σ acts as an involution on the space of one-periodic functions
satisfying (2.4b). Moreover, σ preserves the second relation in (2.4a), whereas it
interchanges the subspaces of even and odd functions. Thus, σ is a bijection from
Θn to the space of entire functions satisfying (2.4), except that they are even
instead of odd.
We will now introduce a generalization of the space Θn, defined by combining
(2.4) with a prescribed behaviour at the lattice
Λ =
1
6
Z+
τ
2
Z. (2.8)
It will be convenient to write Λj = γj+
1
3
Z+ τZ, so that Λ =
⋃3
j=0Λj. To prepare
for the definition, consider a meromorphic function f satisfying (2.4), where n is no
longer assumed positive. Let gj(z) = f(z+γj) if j = 0, 3 and gj(z) = e
6piinzf(z+γj)
if j = 1, 2. It is easy to check that the functions gj also satisfy (2.4).
Let n ∈ Z and k = (k0, k1, k2, k3) ∈ Z4, such that 2n ≥ |k| =
∑
j kj . Through-
out, we will write m = 2n − |k| and k±j = max(±kj , 0). We define Θkn to be the
space of functions f satisfying (2.4), which are analytic except for possible poles
at Λ, and such that the Laurent expansion of gj(z) at z = 1/3 takes the form
gj
(
z +
1
3
)
=
∞∑
N=0
aNz
2N +
∞∑
N=kj
bNz
2N+1, j = 0, 1, 2, 3. (2.9)
Lemma 2.2. With k and n as above, let
Φ(z) =
3∏
j=0
θ(e6pii(γj±z); p6)k
−
j .
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Then, f ∈ Θkn if and only if F = fΦ is an element in Θn+|k−| satisfying
F ′(γj) = F
(3)(γj) = · · · = F (2kj−1)(γj) = 0 (2.10a)
for indices j such that kj > 0 and
σF (γj) = (σF )
′′
(γj) = · · · = (σF )(−2kj−2) (γj) = 0 (2.10b)
for j such that kj < 0.
Proof. It is easy to check that f satisfies (2.4) if and only if F satisfies (2.4) with
n replaced by n + |k−|. Thus, it is enough to consider the behaviour at Λ. Note
that (2.9) implies
gj(z) = −gj
(
z +
1
3
)
+ gj
(
−z + 1
3
)
= −2
∞∑
N=kj
bNz
2N+1. (2.11a)
Thus, if kj ≥ 0, (2.9) means that f is analytic at Λj and has a zero of degree at
least 2kj + 1 at z = γj . Since gj is odd, it is for the latter property enough to
assume the vanishing of the first kj odd derivatives. Since Φ is even and non-zero
at Λj, this is in turn equivalent to F being analytic at Λj and satisfying (2.10a).
If kj < 0, f has poles of degree at most −(2kj + 1) at Λj ; thus, F is analytic
there. Writing
(σgj)(z) =
i√
3
(
gj
(
z +
1
3
)
+ gj
(
−z + 1
3
))
=
i√
3
∞∑
N=0
aNz
2N , (2.11b)
we find as above that (2.9) is equivalent to F being analytic at Λj and satisfying
(2.10b). 
The following alternative characterization of the space Θkn will be used in [R4].
It is an easy consequence of (2.11).
Lemma 2.3. The space Θkn equals the space of functions f satisfying (2.4), which
are analytic except for possible poles at Λ, and such that, for j = 0, 1, 2, 3,
lim
z→γj
(z − γj)1−2kjf(z) = lim
z→γj
(z − γj)2
(
f
(
z +
1
3
)
− f
(
z − 1
3
))
= 0.
Since, by Lemma 2.2, Θkn may be obtained by imposing
∑
j |kj| = 2|k−| + |k|
linear conditions on a space of dimension 2n + 2|k−|, its dimension is at least
2n− |k| = m. In fact, this estimate is sharp.
Theorem 2.4. The space Θkn has dimension m = 2n− |k|.
Theorem 2.4 is vital for our continued investigations [R4, R5]. It is proved at
the end of §3.
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2.3. Elliptic Tsuchiya determinant. We are interested in the one-dimensional
space Θ∧2nn . It is spanned by the alternant
det (ψj(zi))1≤i,j≤2n , (2.12)
where ψj runs through a basis ofΘn. We will also need another type of determinant
formula, which is less symmetric, but has the advantage that any minor of the
determinant involved is a determinant of the same form.
Lemma 2.5. The space Θ∧2nn is spanned by the function
2n∏
j=1
e−2piizjθ(e4piizj ; p2)
n∏
i,j=1
e−6piizn+jθ(e6pii(zn+j±zi); p6)
× det
1≤i,j≤n
(
e−2piizn+jθ(e2pii(zn+j±zi); p2)
e−6piizn+jθ(e6pii(zn+j±zi); p6)
)
. (2.13)
(When n = 0, (2.13) should be interpreted as the constant 1, and Θ∧00 as C.)
Proof. As a function of z1, (2.13) is a linear combination of the terms
e−2piiz1θ(e4piiz1 ; p2)θ(e2pii(zn+k±z1))
n∏
j=1, j 6=k
θ(e6pii(zn+j±z1); p6),
with 1 ≤ k ≤ n, which belong to Θn by Lemma 2.1.
Next, we prove that (2.13) is antisymmetric in z1, . . . , z2n. By (2.2),
n∏
i,j=1
e−6piizn+jθ(e6pii(zn+j±zi); p6) det
1≤i,j≤n
(
e−2piizn+jθ(e2pii(zn+j±zi); p2)
e−6piizn+jθ(e6pii(zn+j±zi); p6)
)
∼
2n∏
j=1
θ(be±2piizj ; p2)θ(b3e±6piizj ; p6)n−1
n∏
i,j=1
(vn+j − vi) det
1≤i,j≤n
(
un+j − ui
vn+j − vi
)
,
where
uj =
θ(ae±2piizj ; p2)
θ(be±2piizj ; p2)
, vj =
θ(a3e±6piizj ; p6)
θ(b3e±6piizj ; p6)
, (2.14)
with a and b arbitrary parameters with ab, a/b /∈ p2Z. Here and below, ∼ means
equality up to a non-zero multiplicative factor independent of the variables zj .
The antisymmetry now follows from the general fact that
n∏
i,j=1
(vn+j − vi) det
1≤i,j≤n
(
un+j − ui
vn+j − vi
)
(2.15)
is antisymmetric under simultaneous permutations of uj and vj , see [O, Thm. 4.2].
It remains to show that (2.13) is not identically zero. To this end, we consider
the limit z2n → zn + 1/3. Expanding the determinant along the last row, only
the entry in the last column contributes to the limit. Therefore, (2.13) reduces
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to a non-zero factor times a similar expression with n replaced by n − 1. The
non-vanishing of (2.13) then follows by induction on n. 
When p = 0, (2.13) is essentially the Tsuchiya determinant [T] (with ∆ = 1/2),
which is the partition function of the six-vertex model on a rectangle bounded by
one reflecting edge and three domain walls. Recently, Filali generalized this to the
elliptic level, interpreting (2.13) as a partition function for the 8VSOS model [F].
The antisymmetry of (2.15) is explicitly displayed in the identity [L, Thm. 7.2]
n∏
i,j=1
(vn+j − vi) det
1≤i,j≤n
(
un+j − ui
vn+j − vi
)
=
∏
1≤i<j≤2n
(
√
vj +
√
vi) pfaff
1≤i,j≤2n
(
uj − ui√
vj +
√
vi
)
, (2.16)
see also [R1]. In the case at hand, it is natural to choose a and b in (2.14) as two of
the four numbers e2piiγj , 0 ≤ j ≤ 3, since vj then have meromorphic square roots.
For instance, choosing a = 1, b = −1 yields that (2.13) is equal to∏2n
j=1 e
−2pii(3n−2)zjθ(e4piizj ; p2)
θ(−1; p6)2n(n−1)
×
∏
1≤i<j≤2n
(
θ(e6piizj ,−e6piizi; p6) + θ(−e6piizj , e6piizi ; p6)
)
× pfaff
1≤i,j≤2n
(
e−2piizjθ(e2pii(zj±zi))
θ(e6piizj ,−e6piizi; p6) + θ(−e6piizj , e6piizi ; p6)
)
.
There exist
(
4
2
)
= 6 pfaffian formulas of this nature. Although more symmetric
than (2.13), they seem less useful for our purposes.
2.4. Elliptic functions. We will write
x(z) = x(z, τ) =
θ(−pω; p2)2θ(ωe±2piiz; p2)
θ(−ω; p2)2θ(pωe±2piiz; p2)
(in [R3], x(z) was denoted ξ(e2piiz)). This is an even elliptic function with periods
1 and τ , and in fact generates the field of all such functions. By (2.2),
x(z)− x(w) ∼ θ(e
2pii(z±w); p2)
θ(pωe±2piiz, pωe±2piiw; p2)
, (2.17)
which implies
x′(z) ∼ e
−2piizθ(e4piiz; p2)
θ(pωe±2piiz; p2)2
. (2.18)
The constants of proportionality (which depend on τ) can be given explicitly but
are irrelevant for our purposes.
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As in [R3], we will write
ζ = ζ(τ) =
ω2θ(−1,−pω; p2)
θ(−p,−ω; p2) . (2.19)
As we discuss in §2.9, ζ generates the field of modular functions for the congruence
group Γ0(6, 2) ∼ Γ0(12). Thus, if a function of (z, τ) has the appropriate elliptic
and modular behaviour, it is automatically a rational function of (x, ζ). We refer
to the change of variables from (z, τ) to (x, ζ) as uniformization.
The values of x on the lattice Λ are rational expressions in ζ .
Lemma 2.6. The values ξj = x(γj) and ηj = x(γj + 1/3) are given by
ξ0 = 2ζ + 1, ξ1 =
ζ
ζ + 2
, ξ2 =
ζ(2ζ + 1)
ζ + 2
, ξ3 = 1,
η0 = 0, η1 =∞, η2 = 2ζ + 1
ζ + 2
, η3 = ζ.
These evaluations are all contained in, or follow from, [R3, Lemma 7.7].
Translating z by half-periods corresponds to rational transformations of x.
Lemma 2.7. If x = x(z), then
x
(
z +
1
2
)
=
(2ζ + 1)(x− ζ)
(ζ + 2)x− (2ζ + 1) , x
(
z +
τ
2
)
=
ζ(2ζ + 1)
(ζ + 2)x
.
Proof. By Lemma 2.6, both sides of the two identities are elliptic functions of z
with the same periods, zeroes and poles. Thus, it suffices to verify the case z = 0,
which again follows from Lemma 2.6. 
Translating z by 1/3 corresponds to an algebraic transformation of x.
Lemma 2.8. If x = x(z), x+ = x(z + 1/3) and x− = x(z − 1/3), then
x+ x+ + x− = 2ζ + 1, (2.20a)
1
x
+
1
x+
+
1
x−
=
ζ + 2
ζ
. (2.20b)
Proof. We observe that x + x+ + x− is an elliptic function of z with periods 1/3
and τ . Modulo these periods, the only possible pole is at z = τ/2, where x+ and
x− have simple poles. However,
x+
(τ
2
+ z
)
+ x−
(τ
2
+ z
)
= x
(
τ
2
+
1
3
+ z
)
+ x
(
τ
2
+
1
3
− z
)
is an even function of z and thus cannot have a simple pole at z = 0. It follows
that x + x+ + x− is independent of z. The value can then be computed using
Lemma 2.6. The second equation is proved similarly. 
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2.5. Uniformization of Θ∧2nn . By Lemma 2.1 and (2.17), any f ∈ Θn can be
written
f(z) = e−2piizθ(e4piiz; p2)θ(ωpe±2piiz; p2)3n−2P (x(z)), (2.21)
where P is a polynomial of degree at most 3n− 2.
As in [R3], we let
G(x, y) =
1
y − x
∣∣∣∣ (ζ + 2)x− ζ (ζ + 2)y − ζx2(x− 2ζ − 1) y2(y − 2ζ − 1)
∣∣∣∣
= (ζ + 2)xy(x+ y)− ζ(x2 + y2)− 2(ζ2 + 3ζ + 1)xy + ζ(2ζ + 1)(x+ y). (2.22)
For simplifying many identities below, it is useful to know that
G(x, ξ0) = 2(ζ + 1)
2x2, G(x, ξ1) =
2ζ2(ζ + 1)2
(ζ + 2)2
,
G(x, ξ2) =
2ζ2
(
(ζ + 2)x− (2ζ + 1))2
(ζ + 2)2
, G(x, ξ3) = 2(x− ζ)2.
By (2.17) and Lemma 2.6,
e−6piiz2θ(e6pii(z2±z1); p6) ∼ θ(ωpe±2piiz1 , ωpe±2piiz2 ; p2)3(x2 − x1)G(x1, x2), (2.23)
where xj = x(zj). The uniformization of (2.5) is then given by
(x− x(a))
n−1∏
k=1
(x− x(bk))G(x, x(bk)) (2.24)
in the sense that if P (x) denotes this expression, then (2.21) is proportional to
(2.5). In the same sense, (2.6) is uniformized by
Pj(x) = x
j−1(x− 2ζ − 1)[ j−12 ]((ζ + 2)x− ζ)n−[ j+12 ]. (2.25)
Thus, using the basis (2.6) in (2.12), we find that Θ∧2nn is spanned by
2n∏
j=1
e−2piizjθ(e4piizj ; p2)θ(ωpe±2piizj ; p2)3n−2∆(x1, . . . , x2n) T (x1, . . . , x2n), (2.26)
where xj = x(zj), ∆(x) =
∏
i<j(xj − xi) and
T (x1, . . . , x2n) =
det1≤i,j≤2n (Pj(xi))
∆(x1, . . . , x2n)
(2.27)
(by convention, T = 1 when n = 0). This is a symmetric polynomial in 2n
variables, depending also as a polynomial on the parameter ζ . As we will see in
§5.3, it is related to the polynomial H2n introduced in [Z2] by a change of variables.
We now give the uniformization of the determinant (2.13).
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Lemma 2.9. The polynomial T is given by the alternative determinant formula
T (x1, . . . , x2n) =
∏n
i,j=1G(xi, xn+j)
∆(x1, . . . , xn)∆(xn+1, . . . , x2n)
det
1≤i,j≤n
(
1
G(xi, xn+j)
)
. (2.28)
Proof. Using (2.17) and (2.23), it is straight-forward to check that (2.13) is pro-
portional to (2.28). Thus, (2.27) and (2.28) are equal up to a multiplicative factor
independent of the variables xj. To see that this factor is 1, we compute the
highest homogeneous component of both sides. Since the leading term in Pj(x) is
(ζ+2)n−[(j+1)/2]xn+j−2, since
∑2n
j=1(n−[(j+1)/2]) = n(n−1) and det(xj−1i ) = ∆(x),
the highest homogeneous component of (2.27) is (ζ + 2)n(n−1)
∏2n
j=1 x
n−1
j . On the
other hand, since
lim
t→0
t3G(x/t, y/t) = (ζ + 2)xy(x+ y)
the highest homogeneous component of (2.28) is
(ζ + 2)n(n−1)
∏2n
j=1 x
n−1
j
∏n
i,j=1(xi + xn+j)
∆(x1, . . . , xn)∆(xn+1, . . . , x2n)
det
1≤i,j≤n
(
1
xi + xn+j
)
= (ζ + 2)n(n−1)
2n∏
j=1
xn−1j ,
by the Cauchy determinant evaluation.

By (2.16), there are also pfaffian formulas for T . For instance,
T (x1, . . . , x2n) =
∏
1≤i<j≤2n
√
f(xi)h(xj) +
√
f(xj)h(xi)
xj − xi
× pfaff
1≤i,j≤2n
(
xj − xi√
f(xi)h(xj) +
√
f(xj)h(xi)
)
,
where
f(x) = (ζ + 2)x− ζ, h(x) = x2(x− 2ζ − 1).
Up to a multiplicative constant, this remains true if f and h are replaced by any
two linearly independent elements in their span.
2.6. Uniformization of the map σ. As was explained in §2.2, the map σ defined
in (2.7) maps Θn to the space of entire functions satisfying (2.4), except that they
are even rather than odd. It follows that, if f ∈ Θn,
(σf)(z) = θ(ωpe±2piiz; p2)3nQ(x(z)) (2.29)
for some polynomial Q of degree at most 3n. The following result gives a useful
description of the relation between P and Q.
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Lemma 2.10. For fixed n, define the linear operator σˆ on the span of (Pj)
2n
j=1 by
σˆ(Pj) =
{
e0(x)Pj(x), j odd,
e1(x)Pj(x), j even,
where
e0(x) =
(
(ζ + 2)x− ζ)(2ζ + 1− 3x),
e1(x) = (x− 2ζ − 1)
(
(ζ + 2)x− 3ζ).
Then, there exists a constant C = C(τ) such that the polynomials P and Q in
(2.21) and (2.29) are related by Q = Cσˆ(P ). Moreover,
σˆ
(
(x− a)
n−1∏
k=1
(x− bk)G(x, bk)
)
= (xe1(x)− ae0(x))
n−1∏
k=1
(x− bk)G(x, bk).
Proof. Writing Q = σ˜(P ), we must prove that σ˜ = Cσˆ. It is clear from (2.6)
that σ(ψj)/ψj is independent of n and depends only on the parity of j. Since, for
n = 1, P1 = 1 and P2 = x, it follows that
σ˜(Pj)
Pj
=
{
σ˜(1), j odd,
σ˜(x)/x, j even.
Suppose now that f is given by (2.21), where n = 1 and P vanishes at ηj for some
j. Then, f(z + 1/3) and f(z − 1/3) vanish at z = γj and at z = γj + 1/3, so Q
vanishes at ξj and ηj. (Vanishing at η1 =∞ should be interpreted as vanishing of
the top coefficient.) Using this for j = 0 and j = 1 gives
σ˜(x) = x(x− 2ζ − 1)(ax+ b),
σ˜(1) =
(
(ζ + 2)x− ζ)(cx+ d)
for some constants a, b, c, d. For j = 2 and j = 3, we find that
(ζ + 2)σ˜(x)− (2ζ + 1)σ˜(1)
vanishes at x = ζ(2ζ + 1)/(ζ + 2) and at x = (2ζ + 1)/(ζ + 2), and that
σ˜(x)− ζσ˜(1)
vanishes at x = 1 and x = ζ . This gives a system of four linear equations for
a, b, c, d. The solution space is one-dimensional and spanned by
a = ζ + 2, b = c = −3, d = 2ζ + 1.
Thus, for some constant C, σ˜(x) = Cxe1(x) and σ˜(1) = Ce0(x), so that σ˜ = Cσˆ.
Finally, we note that if f is given by (2.5), then σ(f)/f is independent of n and
the parameters bj . Since (2.5) is uniformized by (2.24), it follows that
σˆ
(
(x− a)∏n−1k=1(x− bk)G(x, bk))
(x− a)∏n−1k=1(x− bk)G(x, bk) =
σˆ(x− a)
x− a =
xe1(x)− ae0(x)
x− a .
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
Although it is not hard to give an explicit expression for the constant C(τ), the
following somewhat implicit description will be more useful.
Lemma 2.11. Let
φ(z) =
e−2piizθ(e4piiz; p2)
C(τ)θ(ωpe±2piiz; p2)2
,
where C is the constant in Lemma 2.10. Then,
σM = φ−1Mσˆ, (2.30)
where M denotes multiplication by
M(z) = e−2piizθ(e4piiz; p2)θ(ωpe±2piiz; p2)3n−2. (2.31)
Moreover,
φ(z)2 = −3X(x(z)), (2.32)
where
X(x) = (x− 2ζ − 1)((ζ + 2)x− ζ)((ζ + 2)x− ζ(2ζ + 1))(x− 1)
= (ζ + 2)2
3∏
j=0
(x− ξj). (2.33)
Proof. The identity (2.30) follows immediately from Lemma 2.10. To prove (2.32),
we note that both sides are elliptic functions with the same zeroes and poles. Thus,
it suffices to verify (2.32) for a fixed z. To this end, we apply (2.30) to P1 and
evaluate the result at z = 1/3. Since M(0) = 0, we get
i√
3
M(2/3)P1(x(2/3)) =
M(1/3)
φ(1/3)
e0(x(1/3))P1(x(1/3)).
Since x(1/3) = x(2/3) = 0, P1(0) 6= 0 and M(1/3) = −M(2/3) 6= 0, we find that
φ(1/3) = i
√
3 e0(0) = −i
√
3 ζ(2ζ + 1). It follows that (2.32) holds at z = 1/3,
which completes the proof. 
The following result is a uniformization of the identity σ2 = id.
Lemma 2.12. If σˆn denotes the operator defined in Lemma 2.10, then
σˆn+2Y σˆn = −3XY,
where X is as in (2.33) and
Y (x) = x
(
(ζ + 2)x− (2ζ + 1))(x− ζ) = (ζ + 2)(x− η0)(x− η2)(x− η3). (2.34)
Proof. Denoting the function (2.31) byMn and using (2.30), we need to prove that
φM−1n+2σMn+2Y φM
−1
n σMn = −3XY. (2.35)
Using (2.17), it is easy to check that
Mn+2Y φM
−1
n ∼ e−6piizθ(e12piiz; p6).
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This is a 1/3-periodic function, and thus commutes with σ. Since σ2 = id as an
operator on Θn, (2.35) follows from (2.32). 
Finally, we mention the following easily verified identities. They uniformize a
corresponding symmetry of the functions (2.6) under z 7→ z + τ/2.
Lemma 2.13.
x3n−2Pj
(
ζ(2ζ + 1)
(ζ + 2)x
)
= (−1)n+1ζn−1+[ j2 ]
(
2ζ + 1
ζ + 2
)[ 3(j−1)2 ]
P2n+1−j(x),
x3n(σˆPj)
(
ζ(2ζ + 1)
(ζ + 2)x
)
= (−1)nζn+[ j2 ]
(
2ζ + 1
ζ + 2
)[ 3(j−1)2 ]+1
(σˆP2n+1−j)(x)
2.7. Symmetric polynomials in two sets of variables. Let us now consider
the result of applying σˆ to some of the variables in (2.26). For 0 ≤ k ≤ 2n, let
T (x1, . . . , xk; xk+1, . . . , x2n)
=
(id⊗k⊗ σˆ⊗(2n−k))∆(x1, . . . , x2n)T (x1, . . . , x2n)
∆(x1, . . . , xk)∆(xk+1, . . . , x2n)
. (2.36)
This is a polynomial, which is symmetric in its first k and last 2n − k variables,
and generalizes T (x1, . . . , x2n) = T (x1, . . . , x2n;−). By construction, the function
k∏
j=1
e−2piizjθ(e4piizj ; p2)θ(ωpe±2piizj ; p2)3n−2
2n∏
j=k+1
θ(ωpe±2piizj ; p2)3n
×∆(x1, . . . , xk)∆(xk+1, . . . , x2n) T (x1, . . . , xk; xk+1, . . . , x2n), (2.37)
where xj = x(zj), spans the one-dimensional space (id
⊗k⊗σ⊗(2n−k))Θ∧2nn .
Applying Lemma 2.10 to (2.27) gives the determinant identity
T (x1, . . . , xk; xk+1, . . . , x2n) =
det1≤i,j≤2n(Aij)
∆(x1, . . . , xk)∆(xk+1, . . . , x2n)
, (2.38)
where
Aij =
{
Pj(xi), 1 ≤ i ≤ k,
(σˆPj)(xi), k + 1 ≤ i ≤ 2n.
One can also extend the alternative determinant formula (2.28). In view of the
ostensible asymmetry of the variables, we replace the operator id⊗k⊗ σˆ⊗(2n−k) in
(2.36) by
(−1)l(n−k) (id⊗k ⊗ σˆ⊗(n−k) ⊗ id⊗l⊗ σˆ⊗(n−l)) .
The left-hand side is then replaced by
T (x1, . . . , xk, xn+1, . . . , xn+l; xk+1, . . . , xn, xn+l+1, . . . , x2n).
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Expanding the determinant in (2.28) gives
∆(x)T (x) =
∑
σ∈Sn
sgn(σ)
n∏
i=1
(xi − xn+σ(i))
n∏
i,j=1, j 6=σ(i)
(xi − xn+j)G(xi, xn+j).
We can use Lemma 2.10 to compute the image of this expression when σˆ acts on
any subset of the variables. Re-writing the result as a determinant gives
T (x1, . . . , xk, xn+1, . . . , xn+l; xk+1, . . . , xn, xn+l+1, . . . , x2n)
=
∏
1≤i≤k, l+1≤j≤n(xn+j − xi)
∏
k+1≤i≤n, 1≤j≤l(xi − xn+j)
∏n
i,j=1G(xi, xn+j)
∆(x1, . . . , xk)∆(xk+1, . . . , xn)∆(xn+1, . . . , xn+l)∆(xn+l+1, . . . , x2n)
× det(B), (2.39)
where
Bi,j =


1
G(xi, xn+j)
, 1 ≤ i ≤ k, 1 ≤ j ≤ l,
Q(xi, xn+j)
(xn+j − xi)G(xi, xn+j) , 1 ≤ i ≤ k, l + 1 ≤ j ≤ n,
Q(xn+j , xi)
(xi − xn+j)G(xi, xn+j) , k + 1 ≤ i ≤ n, 1 ≤ j ≤ l,
R(xi, xn+j)
G(xi, xn+j)
, k + 1 ≤ i ≤ n, l + 1 ≤ j ≤ n,
with
Q(x, y) = ye1(y)− xe0(y),
R(x, y) =
e0(x)ye1(y)− xe1(x)e0(y)
y − x
= 3(ζ + 2)2x2y2 + ζ(ζ + 2)(2ζ + 1)(x2 + y2)
− 2(ζ2 + 4ζ + 1)((ζ + 2)xy + ζ(2ζ + 1))(x+ y)
+ 4(ζ4 + 4ζ3 + 8ζ2 + 4ζ + 1)xy + 3ζ2(2ζ + 1)2.
For fixed k+ l, varying k and l in (2.39) gives different expressions for the same
quantity. For instance, to compute T (x1, x2; x3, x4) one may use (2.39) with k = 2,
l = 0, which gives
T (x1, x2; x3, x4) =
(
(x4 − x1)(x3 − x2)G(x1, x4)G(x2, x3)Q(x1, x3)Q(x2, x4)
− (x3 − x1)(x4 − x2)G(x1, x3)G(x2, x4)Q(x1, x4)Q(x2, x3)
)
/(x2 − x1)(x4 − x3)
or with k = l = 1, which gives
T (x1, x2; x3, x4) = (x4 − x1)(x3 − x2)G(x1, x4)G(x2, x3)R(x3, x4)
−G(x1, x2)G(x3, x4)Q(x1, x4)Q(x2, x3).
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The following elementary result will be useful.
Lemma 2.14. One has
T (t, x2, . . . , xk; xk+1, . . . , x2n−1, t)
= (−1)k+12G(t, t)
2n−1∏
j=2
G(xj, t) T (x2, . . . , xk; xk+1, . . . , x2n−1). (2.40)
To see this, expand the determinant in (2.39) along the first row and then let
x1 = x2n = t. Then, only the term corresponding to the last column gives a non-
zero contribution. Rewriting the complementary minor in terms of the polynomial
T , using also Q(t, t) = 2G(t, t), gives (2.40) after simplification.
Applying the Jacobi–Desnanot identity (see e.g. [K, Prop. 10]) to (2.39) gives
several different recursions.
Lemma 2.15. The polynomial T satisfies
(a− b)(c− d)T (x;y)T (a, b, c, d,x;y) = G(a, d)G(b, c)T (a, c,x;y)T (b, d,x;y)
−G(a, c)G(b, d)T (a, d,x;y)T (b, c,x;y), (2.41a)
(a− b)T (x;y)T (a, b, c,x; d,y) = (a− d)G(a, d)G(b, c)T (a, c,x;y)T (b,x; d,y)
− (b− d)G(a, c)G(b, d)T (a,x; d,y)T (b, c,x;y), (2.41b)
T (x;y)T (a, c,x; b, d,y) = (d− a)(b− c)G(a, d)G(b, c)T (a, c,x;y)T (x; b, d,y)
−G(a, c)G(b, d)T (a,x; d,y)T (c,x; b,y). (2.41c)
(a− b)(c− d)T (x;y)T (x; a, b, c, d,y) = G(a, d)G(b, c)T (x; a, c,y)T (x; b, d,y)
−G(a, c)G(b, d)T (x; a, d,y)T (x; b, c,y), (2.41d)
2.8. The functions T
(k)
n . As in §2.2, let n ∈ Z and k ∈ Z4, withm = 2n−|k| ≥ 0.
Given this data, we will define a certain function T
(k)
n ofm variables. In the special
case when kj ≥ 0 for each j, it is given by the specialization
T (k)n (x1, . . . , xm) = T (x1, . . . , xm, ξ
k),
where
ξk =
(
ξ
(k0)
0 , ξ
(k1)
1 , ξ
(k2)
2 , ξ
(k3)
3
)
= (ξ0, . . . , ξ0︸ ︷︷ ︸
k0
, ξ1, . . . , ξ1︸ ︷︷ ︸
k1
, ξ2, . . . , ξ2︸ ︷︷ ︸
k2
, ξ3, . . . , ξ3︸ ︷︷ ︸
k3
).
To motivate the extension to negative kj, we note that for l ∈ Z4≥0,
T (k)n (x1, . . . , xm) =
(−1)(|l|2 ) T (x1, . . . , xm, ξk+l; ξl)
2|l|
∏3
i,j=0G(ξi, ξj)
(ki+li)lj
∏m
j=1
∏3
i=0G(xj, ξi)
li
. (2.42)
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This is easily seen by iterating Lemma 2.14. Relaxing the restriction that each kj is
positive, we use (2.42) as the definition of the left-hand side, where l, k+ l ∈ Z4≥0.
The most economic expression is obtained for lj = max(0,−kj) = k−j , giving
T (k)n (x1, . . . , xm) =
(−1)(|k
−|
2 ) T (x1, . . . , xm, ξ
k
+
; ξk
−
)
2|k−|
∏3
i,j=0G(ξi, ξj)
k−i k
+
j
∏m
j=1
∏3
i=0G(xj, ξi)
k−i
. (2.43)
To give an example,
T
(−2,1,0,0)
0 (x) = −
T (x, ξ1; ξ0, ξ0)
4G(ξ0, ξ1)2G(x, ξ0)2
,
=
(2ζ + 1)2(ζ + 2)
ζ2x3
(
(ζ2 + ζ + 1)x(2ζ + 1− x) + ζ(2ζ + 1)2) .
In general, as a function of the variables xj , T
(k)
n is a symmetric rational function
with poles only at the points xj = ηi, where ki < 0, i 6= 1.
The freedom to vary l in (2.42) implies the following fundamental property.
Lemma 2.16. For l ∈ Z4≥0, T (k+l)n (x1, . . . , xm) = T (k)n (x1, . . . , xm, ξl).
The function T
(k)
n allows us to construct elements of the space (Θkn)
∧m.
Proposition 2.17. The function
m∏
j=1
(
e−2piizjθ(e4piizj ; p2)θ(ωpe±2piizj ; p2)3n−2
3∏
l=0
(xj − ξl)kl
)
×∆(x1, . . . , xm)T (k)n (x1, . . . , xm), (2.44)
is an element of (Θkn)
∧m.
We will prove later (Corollary 3.9) that T
(k)
n does not vanish identically, and
deduce as a consequence (Theorem 2.4) that dimΘkn = m. It follows that (2.44)
in fact spans the space (Θkn)
∧m.
To prove Proposition 2.17 we note that, by Lemma 2.2, we can construct an
element in (Θkn)
∧m by starting from Ψ ∈ (id⊗(m+|k+|)⊗σ⊗|k−|)Θ∧2(n+|k−|)n+|k−| , applying
specialized derivatives to the last |k+| + |k−| variables and finally dividing by Φ.
For instance, if k = (2,−2, 0, 0) we should take
1∏m
j=1 θ(e
6pii(γ1±zj); p6)2
∂3
∂z3m+1
∂
∂zm+2
∂2
∂z2m+3
∂0
∂z0m+4
∣∣∣∣∣
zm+1=zm+2=γ0, zm+3=zm+4=γ1
Ψ(z1, . . . , zm, zm+1, zm+2, zm+3, zm+4).
Returning to the general case, we choose Ψ as in (2.37) and observe that
θ(e4piiz; p2) has a single zero at z = γj for each j. Moreover, by (2.18), x(z)−x(w)
has a double zero at z = w when w = γj. Thus, all derivatives must hit the
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prefactor and we are left with a specialization of the polynomial T . Finally, we
uniformize Φ using (2.23). This leads to an expression proportional to (2.44).
Lemma 2.16 shows that the set of functions T
(k)
n is closed under specializing
variables to ξj. There are similar results for specializations to ηj with j 6= 1.
We have proved that, if kj ≥ 0, then T (k)n (x, ηj) is an elementary factor times
T
(k−ej)
n−1 (x). Moreover, if kj < 0, lima→ηj T
(k)
n (x, a)/(a− ηj)2kj+1 is an elementary
factor times T
(k+ej)
n (x). Modified versions of these statements hold also for j = 1.
2.9. Modularity. We will now discuss the behaviour of x and ζ under modular
transformations. We first recall some basic facts on modular functions, see e.g.
[S]. Let Γ be one of the congruence groups
Γ0(n) =
{(
a b
c d
)
∈ SL(2,Z); c ≡ 0 mod n
}
,
Γ0(m,n) =
{(
a b
c d
)
∈ SL(2,Z); c ≡ 0 mod m, b ≡ 0 mod n
}
.
In fact, Γ0(m,n) ≃ Γ0(mn) as the two groups are conjugate in SL(2,R). The
group Γ acts on the upper half-plane H, and on Q ∪ {∞}, by
A.τ =
aτ + b
cτ + d
, A =
(
a b
c d
)
.
We will write F(Γ) for the corresponding field of modular functions, that is, mero-
morphic functions f on H such that f(A.τ) = f(τ) for A ∈ Γ. The normalizer
N(Γ) = NSL(2,R)(Γ)/Γ acts naturally on H/Γ and F(Γ).
If τ ∈ Q ∪ {∞} is the unique fix-point of some element in Γ, then the Γ-orbit
of τ is called a cusp. Denoting by H/Γ the union of H/Γ and the set of cusps,
one can equip H/Γ with the structure of a compact Riemann surface, so that any
modular function extends meromorphically to the compactification.
From now on, we let Γ = Γ0(6, 2) ≃ Γ0(12). The corresponding equivalence of
modular functions is
f ∈ F(Γ0(6, 2)) ⇐⇒ (τ 7→ f(2τ)) ∈ F(Γ0(12)). (2.45)
It follows from [AL, Thm. 8] that N(Γ) ≃ S2× S3. To describe N(Γ) explicitly, we
note that Γ0(3) = NSL(2,Z)(Γ) ⊆ NSL(2,R)(Γ). The projection Γ0(3)→ NSL(2,R)(Γ)/Γ
amounts to reducing all matrix elements mod 2, which gives a surjection to
SL(2,Z/2Z) ≃ S3. We choose τ 7→ τ/(3τ + 1) and τ 7→ (2τ + 1)/(3τ + 2) as
representatives of two generators for S3. Moreover, NSL(2,R)(Γ) contains the Fricke
involution τ 7→ −1/3τ . These three transformations indeed generate S2 × S3.
The elements in Q ∪ {∞} that are the unique fix-point of some element in Γ
are ∞ and the numbers k/6l with (k, l) = 1. The cusps are given by
C0, C2, C3, C4, C6, C∞,
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where
Cj =
{
k
6l
; (k, l) = 1, k ≡ ±j mod 12
}
, j 6=∞,
C∞ =
{
k
6l
; (k, l) = 1, k ≡ ±1 mod 6
}
∪ {∞}.
The action of S2 × S3 extends to a permutation action on the cusps. Explicitly,
the generator τ 7→ τ/(3τ + 1) corresponds to C2 ↔ C∞, C3 ↔ C6, the generator
τ 7→ (2τ + 1)/(3τ + 2) to C0 ↔ C3, C4 ↔ C∞ and the generator τ 7→ −1/3τ
to C0 ↔ C∞, C2 ↔ C6, C3 ↔ C4, Note that the S3-part of the action preserves
the two sets of cusps {C2, C4, C∞} and {C0, C3, C6}. We will refer to the cusps
in the first set as trigonometric and the others as hyperbolic. As motivation for
this terminology, note that if τ is purely imaginary, the corresponding Jacobi
theta functions degenerate to trigonometric functions as τ → i∞ ∈ C∞ and to
hyperbolic functions as τ → 0 ∈ C0. As we will see, T (k)n behaves quite differently
at these two types of cusps.
We will now consider the modular properties of the function x. We first observe
that, if f(z) = f(z, τ) is an even elliptic function with periods 1 and τ , then the
same is true for the function
fˆ(z) = f
(
z
cτ + d
,
aτ + b
cτ + d
)
,
(
a b
c d
)
∈ SL(2,Z).
We consider the case f(z) = x(z + 1/2, τ). Up to quasi-periodicity and evenness,
the zeroes and poles of fˆ are a single zero at z0 = (cτ + d)/6 and a single pole at
z∞ = (aτ + b)/2 + (cτ + d)/6. Since f(0) = fˆ(0) = 1, it follows that
fˆ(z) =
(1− f(z∞))(f(z)− f(z0))
(1− f(z0))(f(z)− f(z∞)) . (2.46)
In particular, if A = ( a bc d ) ∈ Γ0(3), then fˆ depends only on the residue class of
A in SL(2,Z/2Z). This leads to symmetries of x under S3. Using Lemma 2.6, we
can rewrite (2.46) for two generators of S3 as
x
(
z − 1/2
3τ + 1
+
1
2
,
τ
3τ + 1
)
=
1
x
, (2.47a)
x
(
z − 1/2
3τ + 2
+
1
2
,
2τ + 1
3τ + 2
)
=
(ζ + 2)x− (2ζ + 1)
1− ζ , (2.47b)
where x = x(z, τ) and ζ = ζ(τ).
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Specializing z = 1/2 + 1/3 in (2.47), it follows that ζ ∈ F(Γ0(6, 2)), and that ζ
transforms under the S3 action by
ζ
(
τ
3τ + 1
)
=
1
ζ
, (2.48a)
ζ
(
2τ + 1
3τ + 2
)
= −ζ − 1, (2.48b)
where ζ = ζ(τ). Moreover, for the Fricke involution,
ζ
(
− 1
3τ
)
=
1− ζ
1 + 2ζ
.
One way to check this is to use [R3, Lemma 9.1] to express both sides in terms
of Dedekind’s eta function. Since it can also be deduced from [M, Table 3] (see
below) we do not give the details. Using (2.48) and Lemma 2.7, (2.47) can be
written more compactly as
x
(
z
3τ + 1
,
τ
3τ + 1
)
=
(ζ + 2)x
ζ(2ζ + 1)
,
x
(
z
3τ + 2
,
2τ + 1
3τ + 2
)
=
(ζ + 1)x
ζ − x .
The meromorphic extension of ζ to the cusps is given by
ζ(C2) = −1
2
, ζ(C4) = 1, ζ(C∞) = −2,
ζ(C0) = −1, ζ(C3) = 0, ζ(C6) =∞.
Indeed, it follows from (2.19) that
ζ = −2 + 6p+O(p2), τ → i∞, (2.49)
which covers the case of C∞. The other values now follow using the symmetries;
for instance,
ζ(C2) = ζ
(
C∞
3C∞ + 1
)
=
1
ζ(C∞)
= −1
2
.
Another consequence of (2.49) is that ζ + 2 has a simple zero at C∞. Applying
the symmetries, ζ has a simple pole at C6. Since ζ has no poles in H or at the
other cusps, it follows from [Fo, Thm. 4.24] that ζ is a bijection from H/Γ0(6, 2)
to C ∪ {∞}. Thus, ζ generates the field F(Γ), that is, it is a Hauptmodul. In
particular, we recover the known fact that H/Γ0(6, 2) is a sphere.
By (2.45), the function τ 7→ ζ(2τ) is a Hauptmodul for Γ0(12). In the literature,
one usually considers Hauptmoduln that vanish at C∞ and have a pole at C0. Let
t = t12 be such a Hauptmodul, normalized as in [M]. Comparing the values at
cusps (see [M, Table 2]), we find that
ζ(2τ) = −t + 4
t + 2
. (2.50)
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This is also easy to see by comparing explicit formulas. By routine manipulation
of infinite products,
ζ(2τ) = −2 η(τ)
3η(4τ)6η(6τ)3
η(2τ)9η(3τ)η(12τ)2
,
where η(τ) = p1/12(p2; p2)∞ is the Dedekind eta function. One can then verify
(2.50) from [M, Table 3].
Finally, we comment on the role of the cusps in relation to the three-colour
model and the XYZ spin chain. In the three-colour model, the states are three-
colourings of a square lattice, where adjacent squares have distinct colour, and the
colours have independent weights t0, t1, t2. The relations between these weights
and the variable ζ can be written [R3]
(t0t1 + t0t2 + t1t2)
3
(t0t1t2)2
= 27 +
(ζ − 1)4(ζ + 2)(2ζ + 1)
ζ(ζ + 1)4
.
In particular, the trigonometric cusps ζ = −1/2, ζ = 1 and ζ = −2 correspond to
a parameter regime containing the enumeration point t0 = t1 = t2 when all states
have equal weight. The hyperbolic cusps ζ = −1, ζ = 0 and ζ =∞ correspond to
the limit cases tj → 0 and tj → ∞, and thus control the maximal and minimal
number of squares of each colour; cf. [R3, Cor. 3.3].
In the conventions of [Z2], the coupling constants of the XYZ chain are
Jx =
1
1− ζ , Jy =
1
1 + ζ
, Jz = −1
2
(here we have used (5.7)). Note that JxJy + JxJz + JyJz = 0, which is equivalent
to the supersymmetry condition ∆ = −1/2. We see that three the trigonometric
cusps correspond to the conditions
Jx = Jy, Jx = Jz, Jy = Jz
and thus to the XXZ chain, whereas the hyperbolic cusps correspond to
Jx =∞, Jy =∞, Jz =∞,
that is, to the XY chain.
2.10. Symmetries. The polynomials T have a useful symmetry under the group
S4, acting by rational transformations on the variables xj and ζ . This is easy to
understand geometrically. As we observed in §2.2, if f is in Θn then so is f(z+γj)
for j = 0, 3 and e6piinzf(z+γj) for j = 1, 3. These maps induce an action of S2×S2
on the space Θ∧2nn (which comes from a genuine action on Θn when n is even but
a projective action when n is odd). By Lemma 2.7, this results in an S2 × S2
symmetry of T under simultaneous rational transformations of the variables xj .
Moreover, it is easy to check that if z 7→ f(z, τ) is in Θn, then so is
z 7→ exp
(
−6piincz
2
cτ + d
)
f
(
z
cτ + d
,
aτ + b
cτ + d
)
,
(
a b
c d
)
∈ Γ0(3),
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the condition c ≡ 0 mod 3 being necessary for preserving property (2.4b). It
follows that, if Ψ(z1, . . . , z2n; τ) ∈ Θ∧2nn , then
Ψ(z1, . . . , z2n; τ) ∼ exp
(
−6piinc
∑2n
k=1 z
2
k
cτ + d
)
Ψ
(
z1
cτ + d
, . . . ,
z2n
cτ + d
;
aτ + b
cτ + d
)
.
By (2.47) and (2.48), these modular transformations induce an S3 symmetry of
the polynomials T . Taken together, translations by half-periods and modular
transformations generate an action of S4 described in Proposition 2.18.
We stress that there is no symmetry of the polynomials T corresponding to the
Fricke involution. Accordingly, the behaviour of T at the trigonometric and the
hyperbolic cusps is quite different, see §3 and §4.
The above considerations only determine the S4 symmetry up to factors de-
pending on ζ . To derive it explicitly, we note that (writing G(x, y; ζ) = G(x, y)
etc.)
G(x, y; ζ) = ζ2x2y2G
(
1
x
,
1
y
;
1
ζ
)
=
(
ζ − 1
ζ + 2
)2
G
(
(ζ + 2)x− (1 + 2ζ)
1− ζ ,
(ζ + 2)y − (1 + 2ζ)
1− ζ ;−ζ − 1
)
=
(
(ζ + 2)
ζ(2ζ + 1)
)2
x2y2G
(
ζ(2ζ + 1)
(ζ + 2)x
,
ζ(2ζ + 1)
(ζ + 2)y
; ζ
)
, (2.51)
Q(x, y; ζ) = ζ2xy3Q
(
1
x
,
1
y
;
1
ζ
)
=
(
ζ − 1
ζ + 2
)2
Q
(
(ζ + 2)x− (1 + 2ζ)
1− ζ ,
(ζ + 2)y − (1 + 2ζ)
1− ζ ;−ζ − 1
)
=
(
(ζ + 2)
ζ(2ζ + 1)
)2
xy3Q
(
ζ(2ζ + 1)
(ζ + 2)x
,
ζ(2ζ + 1)
(ζ + 2)y
; ζ
)
,
R(x, y; ζ) = ζ4x2y2R
(
1
x
,
1
y
;
1
ζ
)
=
(
ζ − 1
ζ + 2
)2
R
(
(ζ + 2)x− (1 + 2ζ)
1− ζ ,
(ζ + 2)y − (1 + 2ζ)
1− ζ ;−ζ − 1
)
=
(
(ζ + 2)
ζ(2ζ + 1)
)2
x2y2R
(
ζ(2ζ + 1)
(ζ + 2)x
,
ζ(2ζ + 1)
(ζ + 2)y
; ζ
)
.
Using these identities in (2.39) yields the following symmetries.
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Proposition 2.18. Writing T (x;y; ζ) = T (x;y), the polynomial T satisfies
T (x1, . . . , xk; xk+1, . . . , x2n; ζ)
= ζ2(n(n+1)−k)
k∏
j=1
x3n−k−1j
2n∏
j=k+1
xn+k+1j T (x
−1
1 , . . . , x
−1
k ; x
−1
k+1, . . . , x
−1
2n ; ζ
−1)
(2.52a)
=
(
ζ − 1
ζ + 2
)n(n+1)+2nk−k(k+1)
× T
(
(ζ + 2)x1 − (1 + 2ζ)
1− ζ , . . . ; . . . ,
(ζ + 2)x2n − (1 + 2ζ)
1− ζ ;−ζ − 1
)
(2.52b)
=
(
ζ + 2
ζ(2ζ + 1)
)n(n+1)+2nk−k(k+1) k∏
j=1
x3n−k−1j
2n∏
j=k+1
xn+k+1j
× T
(
ζ(2ζ + 1)
(ζ + 2)x1
, . . . ; . . . ,
ζ(2ζ + 1)
(ζ + 2)x2n
; ζ
)
. (2.52c)
Composing these three involutions indeed generate the group S4. Using (2.43)
and (2.51) gives corresponding symmetries of the polynomials T
(k)
n , with S4 per-
muting the indices kj.
Corollary 2.19. The polynomials T
(k)
n satisfy
T (k0,k1,k2,k3)n (x1, . . . , xm; ζ)
= ζ2n(n−1)
3∏
j=0
ξ
kj(n−1)
j
m∏
j=1
xn−1j T
(k1,k0,k2,k3)
n (x
−1
1 , . . . , x
−1
m ; ζ
−1)
=
(
ζ − 1
ζ + 2
)n(n−1)
× T (k2,k1,k0,k3)n
(
(ζ + 2)x1 − (1 + 2ζ)
1− ζ , . . . ,
(ζ + 2)xm − (1 + 2ζ)
1− ζ ;−ζ − 1
)
=
(
ζ + 2
ζ(2ζ + 1)
)n(n−1) 3∏
j=0
ξ
kj(n−1)
j
m∏
j=1
xn−1j
× T (k1,k0,k3,k2)n
(
ζ(2ζ + 1)
(ζ + 2)x1
, . . . ,
ζ(2ζ + 1)
(ζ + 2)xm
; ζ
)
.
Next, we describe a different symmetry for the polynomials T , which inter-
changes the left and right group of variables. The reason is that multiplication
by e−6piizθ(e12piiz; p6) defines an isomorphism from Θn to the subspace of σΘn+2
consisting of functions vanishing at the lattice (2.8). Thus, the alternants of the
two spaces are proportional. Applying σ to some of the variables and uniformizing
leads to the following identity, except for the identification of the prefactor.
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Proposition 2.20. One has
T (x1, . . . , xk; xk+1, . . . , x2n, ξ0, ξ1, ξ2, ξ3)
= −3
n−k+1(2ζ(ζ + 1))4n+6(ζ − 1)2(2ζ + 1)2
(ζ + 2)2n+2k+4
2n∏
j=1
Y (xj)
× T (xk+1, . . . , x2n; x1, . . . , xk),
with Y is as in (2.34).
Proof. We first prove the case k = 2n, that is,
T (x1, . . . , x2n; ξ0, ξ1, ξ2, ξ3) = Cn
2n∏
j=1
Y (xj)T (−; x1, . . . , x2n), (2.53)
where
Cn = −(2ζ(ζ + 1))
4n+6(ζ − 1)2(2ζ + 1)2
3n−1(ζ + 2)6n+4
. (2.54)
We prove this by induction on n, using the recursions of Lemma 2.15. Having
verified (2.53) for n = 0 and n = 1, we start from (2.41a) with x = (x1, . . . , x2n),
y = (ξ0, ξ1, ξ2, ξ3). Applying (2.53), the right-hand side of (2.41a) becomes C
2
n+1
times the right-hand side of (2.41d), with y replaced by x and x replaced by ∅.
Since T (−;x) does not vanish identically, this proves (2.53), where Cn+2Cn =
C2n+1, which is consistent with (2.54).
We now multiply (2.53) by ∆(x) and apply σˆ to the variables xk+1, . . . , xn.
Writing x′ = (x1, . . . , xk), x
′′ = (xk+1, . . . , x2n), the left-hand side becomes
(ζ + 2)−2(2n−k)∆(x′)∆(x′′)
2n∏
i=k+1
X(xi) T (x
′;x′′, ξ0, ξ1, ξ2, ξ3)
and the right-hand side, using also Lemma 2.12,
(−1)kCn∆(x′)
k∏
i=1
Y (xi)
2n∏
i=k+1
(σˆxiY (xi)σˆxi)∆(x
′′)T (x′′;x′)
= Cn3
2n−k∆(x′)∆(x′′)
2n∏
i=1
Y (xi)
n∏
i=k+1
X(xi)T (x
′′;x′).
This completes the proof. 
Proposition 2.20 yields an additional involution symmetry of the polynomials
T
(k)
n , but only for m = 0.
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Corollary 2.21. For m = 2n− |k| = 0 and δ = (1, 1, 1, 1),
T (k)n =
(−1)n+1(ζ + 2)2(k1+k2+n+2)
12n+1ζ2(k1+k2+2n+3)(ζ − 1)2(k2+k3+1)(ζ + 1)2(k0+k1+2n+3)(2ζ + 1)2(k0+k2+1)
× T (−k−δ)−n−2 .
Proof. We start from (2.42) with the additional assumption lj ≥ 1. We can then
apply Proposition 2.20, and conclude that
T (k)n =
(−1)n+1(ζ − 1)2(2ζ + 1)2(ζ + 2)2n
12n+1
(
ζ(ζ + 1)
)2(2n+1)
×
3∏
j=0

 1
Y (ξj)kj+1
(
(2ζ(ζ + 1))4 Y (ξj)
2
(ζ + 2)4
∏3
i=0G(ξi, ξj)
)kj+ljT (−k−δ)−n−2 .
It follows in particular that the factor raised to kj + lj is identically 1. Inserting
the explicit factorization of Y (ξj), we arrive at the desired result. 
In [R5], we will show that the case m = 0 of the polynomials T
(k)
n can be
identified with tau functions of Painlevé VI. This identification implies one further
symmetry, which we state here for completeness. It would be interesting to obtain
a more direct proof. Let (Yk)k∈Z be the solution to the recursion
Yk+1Yk−1 = 2(2k + 1)Y
2
k , Y0 = Y1 = 1, (2.55)
that is,
Yk =


∏k
j=1
(2j−1)!
(j−1)!
, k ≥ 0,
(−1)
k(k+1)
2
22k+1
∏−k−1
j=1
(2j−1)!
(j−1)!
, k < 0.
Proposition 2.22 ([R5], Cor. 5.3). For m = 0,
T (k0,k1,k2,k3)n = (−1)(k0+k1+n)(k1+k3+n)
Yn−k0Yn−k1Yn−k2Yn−k3
Yk0Yk1Yk2Yk3
×
(
ζk1+k2−n(ζ + 1)k0+k1−n
(ζ − 1)k0+k1−n(ζ + 2)k1+k2−n(2ζ + 1)k1+k3−n
)n−1
T (n−k0,n−k1,n−k2,n−k3)n .
By Corollary 2.21 and Proposition 2.22, the S4 symmetry of Corollary 2.19 is
enhanced to an S4 × S2 × S2 symmetry when m = 0.
3. The trigonometric cusp ζ = −2
In this Section, we will consider the behaviour of T
(k)
n at the trigonometric cusp
ζ = −2 (or, equivalently, τ = i∞, p = 0). A careful investigation of this limit
will lead to a proof of Theorem 2.4. The behaviour at the other two trigonometric
cusps can be deduced using the symmetries of Corollary 2.19.
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3.1. Polynomials related to symplectic and orthogonal characters. For n
a non-negative integer, let Vn be the space of Laurent polynomials f(t) satisfying
f(t−1) = −f(t), f(t) + f(ωt) + f(ω2t) = 0, (3.1)
such that tn+[(n−1)/2]f(t) is regular at t = 0. A natural basis for Vn consists of
the polynomials t−m − tm, where 1 ≤ m ≤ n + [(n− 1)/2] and m 6≡ 0 mod 3 or,
equivalently, m = j + [(j − 1)/2], 1 ≤ j ≤ n. In particular, dim(Vn) = n. Note
that, when p = 0, (2.5) is an element of V2n, where the variables are related by
t = e2piiz. Thus, V2n appears as the trigonometric limit of Θn.
In terms of the variable t, the map (2.7) takes the form
(σf)(t) =
i√
3
(
f(ωt)− f(ω2t)) ,
that is,
σ(tm) =
{
−tm, m ≡ 1 mod 3,
tm, m ≡ 2 mod 3. (3.2)
It is a bijection from Vn to the space of Laurent polynomials satisfying
f(t−1) = f(t), f(t) + f(ωt) + f(ω2t) = 0,
such that tn+[(n−1)/2]f(t) is regular at t = 0.
The one-dimensional space (idk ⊗σn−k)Vn is spanned by det1≤i,j≤n(Xij), where
Xij =


t
−(j+[(j−1)/2])
i − tj+[(j−1)/2]i , 1 ≤ i ≤ k,
t
−j−[(j−1)/2]
i + t
j+[(j−1)/2]
i , k + 1 ≤ i ≤ n, j odd,
−t−j−[(j−1)/2]i − tj+[(j−1)/2]i , k + 1 ≤ i ≤ n, j even.
(3.3)
Since the determinant vanishes if t2i = 1 for 1 ≤ i ≤ k or if ti = t±j , where
1 ≤ i < j ≤ k or k + 1 ≤ i < j ≤ n, it is natural to define
χ(t1, . . . , tk; tk+1, . . . , tn)
=
det1≤i,j≤n(Xij)∏k
i=1 t
−k
i (1− t2i )
∏n
i=k+1 t
1−n+k
i
∏
1≤i<j≤k or k+1≤i<j≤n(ti − tj)(1− titj)
, (3.4)
which is a polynomial in the variables tj + t
−1
j , and symmetric in its first k and
its last n− k variables.
Recall [FuH] that the characters of the symplectic and even orthogonal groups
are given by
χ
sp(2n)
λ (t1, . . . , tn) =
det1≤i,j≤n
(
t
−(λj+n−j+1)
i − tλj+n−j+1i
)
∏n
i=1 t
−n
i (1− t2i )
∏
1≤i<j≤n(tj − ti)(1− titj)
,
χ
o(2n)
λ (t1, . . . , tn) =
det1≤i,j≤n
(
t
−(λj+n−j)
i + t
λj+n−j
i
)
C
∏n
i=1 t
1−n
i
∏
1≤i<j≤n(tj − ti)(1− titj)
,
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where λ = (λ1, . . . , λn) is a partition, C = 2 if λn = 0 and C = 1 else. It is easy
to check that
χ(t1, . . . , tn;−) = χsp(2n)[n−12 ],[n−22 ],...,1,1,0,0(t1, . . . , tn), (3.5a)
χ(−; t1, . . . , tn) = (−1)[n/2]χo(2n)[n+12 ],[n2 ],...,2,2,1,1(t1, . . . , tn). (3.5b)
Indeed, compared to (3.4), the order of the columns is reversed, which is compen-
sated for by the change of sign in the factor ti− tj in the denominator. In the case
of (3.5b), we also multiply the even rows by −1, and the number of such rows is
[n/2]. It follows from (3.5) that
χ
(
1(n);−) > 0, (−1)[n/2]χ (−; 1(n)) > 0. (3.6)
Indeed, these numbers are the dimension of the corresponding representation
space, given explicitly by Weyl’s dimension formula.
We state some useful properties of the polynomials χ.
Lemma 3.1. The polynomials χ satisfy
χ(−t1, . . . ,−tk;−tk+1, . . . ,−tn) = ±χ(t1, . . . , tk; tk+1, . . . , tn),
where the sign is negative if and only if n ≡ 2k + 1 mod 4.
Proof. Replacing all the variables by their negative, the j:th column in (3.3)
changes sign if j+[(j−1)/2] is odd. The number of such columns is odd unless n ≡
0 mod 4. Moreover, the denominator in (3.4) is multiplied by (−1)k+(k2)+(n−k2 ),
which is positive if and only if n ≡ 0 or n ≡ 2k + 1 mod 4. 
If f satisfies (3.1), then (σf)(−1) = (2i/√3)f(−ω). This implies the following
result.
Lemma 3.2. One has
χ(t1, . . . , tk; tk+1, . . . , tn,−1)
= −2
∏k
i=1(1− ti − t−1i )∏n
i=k+1 t
−1
i (1 + ti)
2
χ(t1, . . . , tk,−ω; tk+1, . . . , tn).
The following closely related identities can be viewed as trigonometric limits of
Proposition 2.20.
Lemma 3.3. The polynomials χ satisfy
χ(t1, . . . , tk; tk+1, . . . , tn, 1,−1)
= (−1)[n/2]+k(n−k)2
n∏
j=1
(
t2j + t
−2
j + 1
)
χ(tk+1, . . . , tn; t1, . . . , tk), (3.7)
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χ(t1, . . . , tk; tk+1, . . . , tn, 1)
= (−1)[n/2]+k(n−k)+1
n∏
j=1
tj + t
−1
j − 1
tj + t
−1
j + 1
χ(tk+1, . . . , tn; t1, . . . , tk,−1). (3.8)
Proof. We first prove the case k = n of (3.7), that is,
χ(−; t1, . . . , tn, 1,−1) = (−1)[n/2]2
n∏
j=1
(
t2j + t
−2
j + 1
)
χ(t1, . . . , tn;−). (3.9)
Clearing denominators, this identity takes the form
det
1≤i,j≤n+2
(
X
(1)
ij
)
= (−1)[n/2]+18
n∏
j=1
(t−3j − t3j ) det
1≤i,j≤n
(
X
(2)
ij
)
, (3.10)
where X(1) and X(2) are the special cases of (3.3) corresponding to the left-hand
and right-hand sides of (3.9). We note that the Laurent polynomial
∏n
j=1(t
−3
j −t3j )
divides the left-hand side of (3.10). Indeed, if tj is a sixth root of unity, then the
j:th row of X(1) is equal to one of the last two rows. It is then straight-forward
to check that the quotient is in the one-dimensional space V ∧nn , so that (3.10)
holds up to a multiplicative constant. To identify the constant, we compute the
coefficient of
∏n
j=1 t
−(j+[(j−1)/2]+3)
j for the two sides. On the right-hand side, only
the diagonal entries in X(2) contribute, so the coefficient is (−1)[n/2]+18. On the
left-hand side, we get a contribution from the diagonal in the upper left n × n-
block, and from the complementary 2×2-minor. This yields a factor (−1) from the
entry X
(1)
jj when 1 ≤ j ≤ n and j even, contributing in total (−1)[n/2]. Moreover,
detn+1≤i,j≤n+2(X
(1)
ij ) = −8. This completes the proof of (3.9). Applying σ to the
last n− k variables in (3.10) yields (3.7). The proof of (3.8) is similar and we do
not give the details. 
3.2. Factorization in the trigonometric limit. By the following result, ap-
propriate specializations of the polynomials T factor in the trigonometric limit as
a product of generalized characters. Note that the relation xj = −(1 + tj + t−1j )
between the variables is natural since x(z) = −(1 + e2piiz + e−2piiz) when p = 0.
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Proposition 3.4. Let k, l, m, n and N be non-negative integers with 0 ≤ k ≤ m,
0 ≤ l ≤ n and m+ n = 2N . Then,
lim
ζ→−2
(
ζ + 2
6
)n(2N+k)−l(2k+n)+(2l−n)(N−1)−δ(2l−n−1)
× T
(
x1, . . . , xk,
ζ(2ζ + 1)
(ζ + 2)y1
, . . . ,
ζ(2ζ + 1)
(ζ + 2)yl
;
xk+1, . . . , xm,
ζ(2ζ + 1)
(ζ + 2)yl+1
, . . . ,
ζ(2ζ + 1)
(ζ + 2)yn
)
= (−1)kl+k+l+m2N(N−1)6m+n−k−l
×
l∏
j=1
1
(1 + uj + u
−1
j )
N+m+n−k−l−1
n∏
j=l+1
1
(1 + uj + u
−1
j )
N+k+l+1
× χ(t1, . . . , tk; tk+1, . . . , tm)χ(u1, . . . , ul; ul+1, . . . , un),
(3.11)
where xj = −(1 + tj + t−1j ), yj = −(1 + uj + u−1j ) and δ(N) = [N2/4].
Proof. Starting from (2.38), we permute the rows so that the i:th row involves
the variable xi for 1 ≤ i ≤ m and yi−m for m + 1 ≤ i ≤ m + n. To the last
n rows, we apply Lemma 2.13 (with n replaced by N). Let ρj = [3(j − 1)/2]
and ξ = ζ(2ζ + 1)/(ζ + 2). We pull out the factor ξρm from the i:th row when
m + 1 ≤ i ≤ m + l, ξρm+1 from the i:th row when m + l + 1 ≤ i ≤ m + n and
ξρj−ρm from the j:th column, when m+ 1 ≤ j ≤ m+ n. At the point ζ = −2, the
resulting matrix is regular with the upper right n×m block vanishing. Thus, the
determinant factors as the product of the diagonal blocks.
To describe these blocks, we introduce the notation
T trig(x1, . . . , xk; xk+1, . . . , xn) =
det1≤i,j≤n(Yij)
∆(x1, . . . , xk)∆(xk+1, . . . , xn)
,
where
Yij =


P trigj (xi), 1 ≤ i ≤ k,
etrig1 (xi)P
trig
j (xi), k + 1 ≤ i ≤ n, j even,
etrig0 (xi)P
trig
j (xi), k + 1 ≤ i ≤ n, j odd,
(3.12)
with
P trigj (x) = 2
[(j+1)/2]−NPj(x)
∣∣∣
ζ=−2
= xj−1(x+ 3)[
j−1
2 ],
etrig0 (x) =
1
6
e0(x)
∣∣∣
ζ=−2
= −x− 1, etrig1 (x) =
1
6
e1(x)
∣∣∣
ζ=−2
= x+ 3.
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After straight-forward simplification, we find that the left-hand side of (3.11)
equals
(−1)kl+n(k+l+N)2N(N−1)6m+n−k−l
l∏
j=1
(−yj)k+l+1−m−n−N
n∏
j=l+1
(−yj)−k−l−1−N
× T trig(x1, . . . , xk; xk+1, . . . , xm) T trig(y1, . . . , yl; yl+1, . . . , yn). (3.13)
We now observe that, with x = −1− t− t−1,
(t−1 − t)P trigj (x) =
{
(t−1 − t)(2− t3 − t−3) j−12 , j odd,
(t2 − t−2 + t− t−1)(2− t3 − t−3) j−22 , j even, (3.14)
which is an element of Vj \ Vj−1. Thus, for some constant Cn,
det
1≤i,j≤n
(
(t−1i − ti)P trigj (xi)
)
= Cn det
1≤i,j≤n
(
t
−j−[(j−1)/2]
i − tj+[(j−1)/2]i
)
. (3.15)
Identifying the coefficient of
∏n
i=1 t
−i−[(i−1)/2]
i gives Cn =
∏n
i=1(−1)i−1+[(i−1)/2],
that is, Cn = −1 when n ≡ 2 mod 4 and Cn = 1 else.
Next, we observe that
P trigj (x)e
trig
0 (x) = (t+ t
−1)(2− t3 − t−3) j−12 , j odd,
P trigj (x)e
trig
1 (x) = (t
2 + t−2 − t− t−1)(2− t3 − t−3) j−22 , j even,
which, by (3.2) and (3.14), equals σ((t−1 − t)P trigj (x)). Thus, applying σ to the
last n− k rows in (3.15) gives
k∏
i=1
(t−1i − ti) det(Y ) = Cn det(X),
where X and Y are as in (3.3) and (3.12). Using also
∆(x1, . . . , xk) = (−1)(
k
2)
k∏
i=1
t1−ki
∏
1≤i<j≤k
(ti − tj)(1− titj),
it follows that
T trig(x1, . . . , xk; xk+1, . . . , xn) = Cn(−1)(
k
2)+(
n−k
2 )χ(t1, . . . , tk; tk+1, . . . , tn).
Inserting this in (3.13) and simplifying completes the proof. 
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Applying Proposition 3.4 to (2.43) leads after simplification to
lim
ζ→−2
(
ζ + 2
6
)(k1+k2)(n−1)−δ(k1+k2−1)
T (k)n (x1, . . . , xm)
= (−1)(|k
−|
2 )+|k−|(k
+
1 +k
+
2 )+k
−
0 +k
−
3 +k2(n−1)2n(n−1)−|k
−|3|k
−|−k1(n−1)
m∏
j=1
1
x
2k−0
j (xj + 2)
2k−3
× χ
(
t1, . . . , tm, 1
(k+0 ), (−1)(k+3 ); 1(k−0 ), (−1)(k−3 )
)
× χ
(
1(k
+
1 ), (−1)(k+2 ); 1(k−1 ), (−1)(k−2 )
)
.
(3.16)
3.3. Non-vanishing character values. The key fact for proving Theorem 2.4
is that T
(k)
n does not vanish identically. By (3.16) and the fact that k
+
j k
−
j = 0,
this would follow from the non-vanishing of the quantities
χ
(
1(k), (−1)(l);−) , (3.17a)
χ
(
1(k); (−1)(l)) , (3.17b)
χ
(
(−1)(k); 1(l)) , (3.17c)
χ
(−; 1(k), (−1)(l)) . (3.17d)
By Lemma 3.1, (3.17c) can be reduced to (3.17b). Moreover, by (3.7), if k, l ≥ 1
(3.17d) can be reduced to (3.17a). The non-vanishing of (3.17d) when l = 0 follows
from (3.6), and the case k = 0 then follows using Lemma 3.1. In conclusion, the
non-vanishing of T
(k)
n would follow from the non-vanishing of (3.17a) and (3.17b).
To investigate these two cases, we will use the following trigonometric limits of
the recursions (2.41).
Lemma 3.5. The polynomial χ satisfies
(a− b)(1 − ab)
ab
χ(t;u)χ(t, a, b, c;u)
= g(b, c)χ(t, a, c;u)χ(t, b;u)− g(a, c)χ(t, a;u)χ(t, b, c;u), (3.18a)
χ(t;u)χ(t, a, c;u, b) =
(c− b)(1− bc)
bc
g(b, c)χ(t, a, c;u)χ(t;u, b)
− g(a, c)χ(t, a;u)χ(t, c;u, b). (3.18b)
Here, t and u are (possibly empty) vectors, a, b, c, d are scalars and
g(t, u) =
(
tu+ 1 +
1
tu
)(
t
u
+ 1 +
u
t
)
.
Proof. To prove (3.18a), we let
x =
(
x1, . . . , xk,
ζ(2ζ + 1)
(ζ + 2)w1
, . . . ,
ζ(2ζ + 1)
(ζ + 2)wl
)
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and y = (y1, . . . , ym) in (2.41a), where k + l +m = 2N . We replace d by ζ(2ζ +
1)/(ζ+2)d, multiply both sides with (ζ+2)(2l+1)(N+m)+2−δ(l−1)−δ(l) and let ζ → −2.
Using Proposition 3.4 and
lim
ζ→−2
G
(−1− t− t−1,−1− u− u−1) = 2g(t, u),
lim
ζ→−2
(
ζ + 2
6
)2
G
(
x,
ζ(2ζ + 1)
(ζ + 2)y
)
=
2
y2
,
we find that all factors involving the variables wj and d cancel. After simplification
and a change of variables we obtain (3.18a). The identity (3.18b) is proved in the
same way starting from (2.41c). 
For the next result, we use the notation [R3]
φn(x) = 2F1
(−n/2, −(n− 1)/2
n + 3/2
; x
)
, (3.19)
ψn(x) = 3F2
(−n/2, −(n+ 1)/2, (n+ 5)/4
n+ 3/2, (n+ 1)/4
; x
)
.
Note that φn and ψn are polynomials in x with positive coefficients.
Proposition 3.6. When all but one variable is specialized to 1, the symplectic
character (3.5a) is given by
χ(t, 1(n);−)
=


3n(n+2)/4
4n
∏n/2
j=1(6j + 2)(6j − 1)!(2j)!∏n
j=1(2j + 1)!
(
(1 + t)2
t
)n
2
ψn (y) , n even,
3(n−1)(n+1)/4
4n−1
∏(n−1)/2
j=1 (6j + 4)!(2j)!∏n−1
j=1 (2j + 3)!
(
(1 + t)2
t
)n−1
2
φn (y) , n odd,
(3.20)
where y = −(t− 1)2/3(t+ 1)2.
Proof. In (3.18a), we let t = 1(n), u = ∅, a = t and b = c = 1. This gives
− (t− 1)
2
t
χ(1(n);−)χ(t, 1(n+2);−)
= 9χ(1(n+1);−)χ(t, 1(n+1);−)− (1 + t+ t−1)2 χ(1(n+2);−)χ(t, 1(n);−). (3.21)
We need to prove that, with the initial conditions χ(−;−) = χ(t;−) = χ(t, 1;−) =
1, the recursion (3.21) is solved by (3.20).
Plugging (3.20) into (3.21), using φn(0) = ψn(0) = 1, gives after simplification
for even n
3(3n+ 5)(3n+ 8)
(2n+ 3)(2n+ 5)
y ψn+2(y) = (3y + 1)
2φn+1(y)− (y − 1)2ψn(y)
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and for odd n
3(3n+ 4)(3n+ 7)
(2n+ 3)(2n+ 5)
y φn+2(y) = (3y + 1)ψn+1(y)− (y − 1)2φn(y). (3.22)
These identities (which are trivial to verify and hold regardless of the parity of n)
were given in [R3, Eq. (8.19–8.20)]. 
We are now ready to prove the non-vanishing of (3.17a).
Lemma 3.7. We have
ε(k, l)χ
(
1(k), (−1)(l);−) > 0,
where ε(k, l) = (−1)[l/2]+1 if l > k+1 and l ≡ k+2 mod 4, and ε(k, l) = (−1)[l/2]
else.
Proof. Let X(k, l) = χ(1(k), (−1)(l);−). By Lemma 3.1, X(k, l) = ±X(l, k), where
the sign is negative if and only if k + l ≡ 3 mod 4, which is equivalent to
ε(k, l)ε(l, k) = −1. Thus, we may assume that k ≥ l. The case l = 0 follows
from (3.6). When l = 1, we must prove that χ(1(k),−1;−) > 0. If we let t→ −1
in (3.20), then only the highest coefficient of the polynomials φn and ψn contribute
to the limit. Since this coefficient is positive, the result follows.
Assuming from now on that k ≥ l ≥ 2, we choose t = (1(k−1), (−1)(l−2)), u = ∅,
a = 1 and b = c = −1 in (3.18a). This gives
4X(k−1, l−2)X(k, l) = X(k, l−2)X(k−1, l)−9X(k, l−1)X(k−1, l−1). (3.23)
For each of the six occurrences X(k′, l′) of X in (3.23), we have l′ ≤ k′ + 1, so
ε(k′, l′) = (−1)[l′/2]. It follows that ε(k, l−2)ε(k−1, l) = ε(k−1, l−2)ε(k, l) = −1,
ε(k, l − 1)ε(k − 1, l − 1) = 1. Thus, the numbers Y (k, l) = ε(k, l)X(k, l) satisfy
4Y (k − 1, l − 2)Y (k, l) = Y (k, l − 2)Y (k − 1, l) + 9Y (k, l − 1)Y (k − 1, l − 1),
which implies Y (k, l) > 0 by induction on k + l. 
The recursion (3.23) can in fact be solved explicitly, leading to the identities
χ
sp(4n+2)
(n,n−1,n−1,...,1,1,0,0)(1
(2n+1−l), (−1)(l)) = (−1)[ l2 ]3 12 ((l−n)(l−n−1)+n(n−1))
×
n+1∏
j=1
(3j − 2)!
(n + j)!
max(n−l,l−n−1)∏
j=1
(j − 1)!(6j − 1)!(n+ j)!(2n− 2j + 1)!
(2j − 1)!(3j − 1)!(n− j)!(2n+ 2j + 1)! ,
χ
sp(4n)
(n−1,n−1,...,1,1,0,0)(1
(2n−l), (−1)(l)) = (−1)[ l+12 ]+min(l,n)22n+|l−n|3 |l−n|(|l−n|+1)+n(n−5)2
× (3/2)n
(4/3)n
n+1∏
j=1
(3j − 2)!
(n+ j)!
|l−n|∏
j=1
(j − 1)!(6j − 5)!(n + j − 1)!(2n− 2j + 1)!
(2j − 2)!(3j − 3)!(n− j)!(2n+ 2j − 1)! .
Although we have no need for these evaluations, we include them here since they
may have some independent interest.
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Next, we consider the quantity (3.17b).
Lemma 3.8. We have
ε(k, l)χ
(
1(k); (−1)(l)) > 0,
where ε(k, l) = (−1)[(l+1)/2]+kl+1 if l > k + 2 and l ≡ k + 3 mod 4, and ε(k, l) =
(−1)[(l+1)/2]+kl else.
Proof. The proof is similar to that of Lemma 3.7. Let X(k, l) = χ(1(k); (−1)(l)).
Combining Lemma 3.1 and (3.8), we deduce that X(k, l + 1) = ±3k−lX(l, k + 1),
where the sign is negative if and only if k + l ≡ 1 mod 4, which is equivalent
to ε(k, l + 1)ε(l, k + 1) = −1. Thus, we may assume that k + 1 ≥ l. The case
l = 0 follows from (3.6). When l = 1, we use Lemma 3.2 to write χ(1(k);−1) =
(−1)k+12χ(1k,−ω;−). We then apply (3.20), using that, for t = −ω, (1+t)2/t = 3
and −(t−1)2/3(t+1)2 = 1/9. Since φn and ψn have positive coefficients, it follows
that (−1)k+1χ(1(k);−1) > 0, which is the case l = 1.
In remaining cases, k + 1 ≥ l ≥ 2, we can use (3.18b) to write
X(k, l)X(k − 1, l − 2) = 4X(k, l− 2)X(k − 1, l) + 9X(k, l − 1)X(k − 1, l − 1).
If X(k′, l′) is any occurrence of X in this identity, then k′ + 2 ≥ l′. It follows that
ε(k, l − 2)ε(k − 1, l) = ε(k − 1, l − 2)ε(k, l) = ε(k, l − 1)ε(k − 1, l − 1) = (−1)l+1.
Thus, the numbers Y (k, l) = ε(k, l)X(k, l) satisfy
Y (k − 1, l− 2)Y (k, l) = 4Y (k, l − 2)Y (k − 1, l) + 9Y (k, l − 1)Y (k − 1, l − 1),
which gives Y (k, l) > 0 by induction on k + l. 
As was explained at the beginning of §3.3, Lemma 3.7 and Lemma 3.8 have the
following important consequence.
Corollary 3.9. The left-hand side of (3.16) and, consequently, the function T
(k)
n ,
do not vanish identically.
We can now prove Theorem 2.4. By general linear algebra, if L1, . . . , LM are
linear functionals on a vector space V of dimension N ≥M , then
dim
(
M⋂
j=1
Ker(Lj)
)
= N −M
⇐⇒
(
id⊗(N−M)⊗L1 ⊗ · · · ⊗ LM
)
V ∧N 6= {0}. (3.24)
We apply this to the situation described in Lemma 2.2, where Θkn is obtained from
Θn+|k−| by imposing a number of linear conditions. By construction (see the proof
of Proposition 2.17), the space corresponding to the right side of (3.24) is spanned
by (2.44). Thus, Theorem 2.4 follows from Corollary 3.9.
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4. The hyperbolic cusp ζ = 0
In this section we study the behaviour of T
(k)
n at ζ = 0 (the behaviour at the
other two hyperbolic cusps follows using Corollary 2.19). This might at first seem
quite easy since, as ζ → 0,
G(x, y) = 2xy(x+ y − 1) +O(ζ),
and thus (2.28) reduces to the Cauchy determinant. It follows that
T (x1, . . . , x2N ;−)
∣∣∣∣
ζ=0
= 2N(N−1)xN−11 · · ·xN−12N ,
which is more elementary than the symplectic character appearing for ζ = −2.
However, the situation is more complicated when some variables are specialized
to ξ1 or ξ2, which tend to 0 as ζ → 0.
4.1. Statement of results. The behaviour of T
(k)
n at ζ = 0 is different in different
regimes for the discrete parameters. Recall that n, k0, k1, k2, k3 ∈ Z are such that
m = 2n−∑j kj ∈ Z≥0. We say that these parameters belong to regime A, B and
C if, respectively,
|k1 + k2 + 1| ≤ m+ |k0 + k3 + 1|, (A)
k1 + k2 + 1 ≤ −(m+ |k0 + k3 + 1|), (B)
k1 + k2 + 1 ≥ m+ |k0 + k3 + 1|. (C)
For fixed parameters, we define
L =


(k1 + k2)(2n− k1 − k2 − 1) in regime A,
(k1 + k2)(2n− k1 − k2 − 1) + (n+ 1)(n− k0 − k3) in regime B,
(k1 + k2)(2n− k1 − k2 − 1) + (n+ 1−m)(k1 + k2 − n) in regime C.
This is consistent at the overlaps of the regimes, as can be seen from
(n+ 1)(n− k0 − k3) = (k1 + k2 + 1 +m)
2 − (k0 + k3 + 1)2
4
,
(n + 1−m)(k1 + k2 − n) = (k1 + k2 + 1−m)
2 − (k0 + k3 + 1)2
4
.
We will denote by J(N ; a, b, c, d) the subset of {0, 1, . . . , N} consisting of the a
smallest and b largest odd elements as well as the c smallest and d largest even
elements. We can then formulate the main result of §4 as follows. By ∼, we mean
that equality holds up to a factor independent of the variables xj . It is clear from
the proof that this factor can be computed explicitly, but for the sake of simplicity
we have not done so.
Theorem 4.1. The function T
(k)
n is exactly O(ζL) as ζ → 0, that is, C(k)n =
limζ→0 T
(k)
n /ζL exists and is not identically zero. When the parameters are in
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regime A and k0 + k3 + 1 ≥ 0, let N = 2(n+ k−1 + k−2 ). Then,
C(k)n ∼
1
∆(x)
m∏
j=1
xn−k1−k2−1j
(1− xj)k0+k3+1(1− 2xj)2k−2
N∑
λ1,...,λm=0
∆(λ)
×
m∏
j=1

(N
λj
)
(1− 2xj)λj
∏
µ∈J(N ;k+2 ,k
+
1 ,k
−
2 ,k
−
1 )
(λj − µ)

 . (4.1a)
When the parameters are in regime A and k0 + k3 + 1 ≤ 0, let N = 2(n + k−1 +
k−2 − k0 − k3 − 1). Then,
C(k)n ∼
1
∆(x)
m∏
j=1
xn+k0+k3−k1−k2j
(1− 2xj)2k−2
N∑
λ1,...,λm=0
∆(λ)
×
m∏
j=1

(N
λj
)
(1− 2xj)λj (1 + 2(−1)λj)
∏
µ∈J(N ;k+2 ,k
+
1 ,k
−
2 ,k
−
1 )
(λj − µ)

 . (4.1b)
When the parameters are in regime B,
C(k)n ∼
m∏
j=1
xk0+k3−k1−k2−1j (1− 2xj)2k2+1
(1− xj)n+1
∏
1≤i<j≤m
(xi + xj − 1).
Finally, when the parameters are in regime C,
C(k)n ∼
m∏
j=1
xk0+k3j (1− xj)k1+k2−n
∏
1≤i<j≤m
(xi + xj − 1).
As will be clear from the proof, there are also determinant formulas for C
(k)
n that
may seem more transparent than (4.1). One advantage of the expressions (4.1) is
that they are easily seen not to vanish identically; cf. the proof of Corollary 4.6.
Consequently, to prove Theorem 4.1 it is enough to prove the given expressions
for C
(k)
n . That is the goal of the remainder of §4.
4.2. Lattice translations in the hyperbolic limit. We need to understand
the uniformization of translations by the lattice (2.8) in the hyperbolic limit.
Consider the values x(z + γ), where γ ∈ Λ and (z, τ) is changing in such a way
that x = x(z, τ) is fixed as ζ = ζ(τ) → 0. By periodicity, we may reduce γ by
Z+τZ, leading to twelve distinct values. By Lemma 2.7 and Lemma 2.8, x(z+1/2)
behaves as x/(2x− 1) and one of the two branches of x(z ± 1/3) as 1− x. It will
be convenient to write x = (y + 1)/2, so that the corresponding transformations
of y are y 7→ 1/y and y 7→ −y. Then, the other branch of x(z ± 1/3) behaves as
ζ
2
+
y2 + 3
4(1− y2) ζ
2 +O(ζ3). (4.2a)
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By Lemma 2.7,
x
(
z +
τ
2
)
=
ζ
y + 1
+O(ζ2). (4.2b)
Combining these facts we find that one branch of x(z + τ/2± 1/3) behaves as
1 +
2y2
y2 − 1 ζ +O(ζ
2). (4.2c)
In conclusion, the twelve values x(z + γ) can be identified with the fixed point
(y + 1)/2, the three moving points (4.2) and the additional three fixed and five
moving points obtained from those four by replacing y by −y or ±y−1.
4.3. The polynomials Pj in the hyperbolic limit. We will now investigate
the limit of the polynomials Pj, defined in (2.25), when the variable is fixed or
specialized as in (4.2). Let fj(y) = (1+ y)
[j/2](1− y)[(j−1)/2]. By a straightforward
computation, we have as ζ → 0
2[
3(j−1)
2 ]Pj
(
y+1
2
)
(y + 1)n−1
→ fj(y), (4.3a)
2[
3(j−1)
2 ]+1(σˆPj)
(
y+1
2
)
(y + 1)n
→ (1− y)fj(y)− 2(1 + y)fj(−y), (4.3b)
2[
3(j−1)
2 ]+2−ny(1− y2)n−1Pj
(
ζ
2
+ (y
2+3)ζ2
4(1−y2)
)
ζ2n−2
→ (1− y)fj(y)− (1 + y)fj(−y), (4.3c)
2[
3(j−1)
2 ]+1−n(1− y2)n(σˆPj)
(
ζ
2
+ (y
2+3)ζ2
4(1−y2)
)
ζ2n
→ (1− y)fj(y) + (1 + y)fj(−y). (4.3d)
Combining these relations with Lemma 2.13 gives
(−1)n+122[ j−12 ]+1−n(y + 1)2n−1Pj
(
ζ
y+1
)
ζ [
j
2 ]+n−1
→ f2n+1−j(y) (4.3e)
(−1)n22[ j−12 ]+1−n(y + 1)2n(σˆPj)
(
ζ
y+1
)
ζ [
j
2 ]+n
→ (1− y)f2n+1−j(y)− 2(1 + y)f2n+1−j(−y) (4.3f)
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(−1)n22[ j−12 ]+3−2ny(1− y2)n−1Pj
(
1− 2y2ζ
1−y2
)
ζ [
j
2 ]−1
→ (1− y)f2n+1−j(y)− (1 + y)f2n+1−j(−y), (4.3g)
(−1)n22[ j−12 ]+1−2n(1− y2)n(σˆPj)
(
1− 2y2ζ
1−y2
)
ζ [
j
2 ]
→ (1− y)f2n+1−j(y) + (1 + y)f2n+1−j(−y). (4.3h)
4.4. Hyperbolic limit of the polynomials T . We will now consider the limit
of the polynomials T , when each variable is fixed or specialized as in (4.2). That
is, we consider the quantity
T
(
1 + s
2
,
ζ
2
+
(t2 + 3)ζ2
4(1− t2) ,
ζ
u+ 1
, 1 +
2v2ζ
v2 − 1;
1 +w
2
,
ζ
2
+
(x2 + 3)ζ2
4(1− x2) ,
ζ
y + 1
, 1 +
2z2ζ
z2 − 1
)
, (4.4)
where (1 + s)/2 = ((1 + s1)/2, . . . , (1 + sS)/2) and so on, with the total number
of variables S + T + U + V +W +X + Y + Z = 2N .
We express (4.4) using the determinant formula (2.38). Up to a numerical factor,
the leading term of the denominator is
ζ2(
T
2)+(
U
2)+(
V
2)+2(
X
2 )+(
Y
2)+(
Z
2)+TU+XY
×
∏S
j=1(1 + sj)
T+U(1− sj)V
∏U
j=1(1− uj)T∏T
j=1(1− t2j )T−1
∏U
j=1(1 + uj)
T+U−1
∏V
j=1(1− v2j )V−1
×
∏W
j=1(1 + wj)
X+Y (1− wj)Z
∏Y
j=1(1− yj)X∏X
j=1(1− x2j )X−1
∏Y
j=1(1 + yj)
X+Y−1
∏T
j=1(1− z2j )Z−1
×∆(s)∆(t2)∆(u)∆(v2)∆(w)∆(x2)∆(y)∆(z2).
In the numerator, we replace each matrix element by its leading Taylor coefficient
at 0, which we obtain from (4.3). After reordering the rows and using[
3(j − 1)
2
]
− 2
[
j − 1
2
]
=
[
j
2
]
,
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this results in a numerical factor times
∏S
j=1(1 + sj)
N−1∏T
j=1 tj(1− t2j )N−1
∏U
j=1(1 + uj)
2N−1
∏V
j=1 vj(1− v2j )N−1
×
∏W
j=1(1 + wj)
N∏X
j=1(1− x2j )N
∏Y
j=1(1 + yj)
2N
∏Z
j=1(1− z2j )N
ζ2(N−1)T+(N−1)U−V +2NX+NY
× det


fj(si)
(1− wi)fj(wi)− 2(1 + wi)fj(−wi)
(1− ti)fj(ti)− (1 + ti)fj(−ti)
(1− xi)fj(xi) + (1 + xi)fj(−xi)
ζ [
j
2 ]2[
j
2 ]f2N+1−j(ui)
ζ [
j
2 ]2[
j
2 ]
(
(1− yi)f2N+1−j(yi)− 2(1 + yi)f2N+1−j(−yi)
)
ζ [
j
2 ]2[
j
2 ]
(
(1− vi)f2N+1−j(vi)− (1 + vi)f2N+1−j(−vi)
)
ζ [
j
2 ]2[
j
2 ]
(
(1− zi)f2N+1−j(zi) + (1 + zi)f2N+1−j(−zi)
)


. (4.5)
Here, each entry represents a block with as many rows as the length of the corre-
sponding vector variable and 2N columns.
Let us now introduce some notation. For k ∈ Z≥0, s, t, u, v vectors and pj
polynomials of degree j − 1 we will write
ψ(k)(s; t;u;v) ∼ 1∏
j uj∆(s)∆(t)∆(u
2)∆(v2)
× det


pj(si)
(1− ti)kpj(ti)− 2(1 + ti)kpj(−ti)
(1− ui)kpj(ui)− (1 + ui)kpj(−ui)
(1− vi)kpj(vi) + (1 + vi)kpj(−vi)

 . (4.6)
The freedom to vary pj means that ψ
(k) is defined only up to a non-zero constant
factor. It can be fixed by choosing e.g. pj(x) = x
j−1, but we prefer not to do so.
By standard arguments, ψ(k) is a symmetric polynomial in each of the four groups
of variables.
We will consider three special cases of (4.5), the first one being U = V = Y =
Z = 0. Since fj is a polynomial of degree j − 1, (4.4) is equal to
∏S
j=1(1 + sj)
N−1−T
∏W
j=1(1 + wj)
N−X∏T
j=1(1− t2j )N−T
∏X
j=1(1− x2j)N−X+1
ψ(1)(s;w; t;x)ζK +O(ζK+1), (4.7)
where K = (2N − T − 1)T + (2N −X + 1)X.
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Next, when S = T = W = X = 0, we may pull out the factor ζ
∑2N
j=1[j/2] = ζN
2
from (4.5), and conclude that (4.4) equals
1∏U
j=1(1 + uj)
2N−U
∏V
j=1(1− v2j )N−V
∏Y
j=1(1 + yj)
2N−Y+1
∏Z
j=1(1− z2j )N−Z+1
× ψ(1)(u;y;v; z)ζK +O(ζK+1), (4.8)
where now
K = N2 + (N − 1)U − V +NY −
(
U
2
)
−
(
V
2
)
−
(
Y
2
)
−
(
Z
2
)
.
This also follows from (4.7) using the symmetry (2.52c).
Finally, we consider (4.5) when
U + V + Y + Z = 2M + 1 (4.9)
is odd. We pull out the factor ζ [j/2]−M from the 2M+1 first columns, and ζM from
the 2M + 1 last rows, giving in total a factor ζM(M+1). When ζ = 0, the resulting
matrix is regular, with the lower right (2M +1)× (2N −2M −1) block vanishing.
Thus, the determinant factors as the product of the lower left and the upper right
block. Again ignoring a numerical factor, we find that the determinant in (4.5)
equals
ζM(M+1) det
2M+2≤j≤2n


fj(si)
(1− ti)fj(ti)− (1 + ti)fj(−ti)
(1− wi)fj(wi)− 2(1 + wi)fj(−wi)
(1− xi)fj(xi) + (1 + xi)fj(−xi)


× det
2n−2M≤j≤2n


fj(ui)
(1− vi)fj(vi)− (1 + vi)fj(−vi)
(1− yi)fj(yi)− 2(1 + yi)fj(−yi)
(1− zi)fj(zi) + (1 + zi)fj(−zi)

 . (4.10)
We now use that
f2M+1+j(x) = (1− x)M (1 + x)M+1fj(−x).
Thus, the first determinant in (4.10) is equal to
S∏
j=1
(1 + sj)(1− s2j)M
T∏
j=1
(1− t2j)M+1
W∏
j=1
(1− w2j )M+1
X∏
j=1
(1− x2j )M+1
× det
1≤j≤2n−2M−1


fj(−si)
fj(−ti)− fj(ti)
fj(−wi)− 2fj(wi)
fj(−xi) + fj(xi)

 .
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Since a similar identity holds for the second factor, (4.4) is equal to∏s
j=1(1 + sj)
M+N−T−U(1− sj)M−V
∏U
j=1(1− uj)N−M−T−1∏T
j=1(1− t2j )N−M−T−1
∏U
j=1(1 + uj)
M+N−T−U
∏V
j=1(1− v2j )M−V
×
∏W
j=1(1 + wj)
M+N−X−Y+1(1− wj)M−Z+1
∏Y
j=1(1− yj)N−M−X∏X
j=1(1− x2j )N−M−X
∏Y
j=1(1 + yj)
M+N−X−Y+1
∏Z
j=1(1− z2j )M−Z+1
× ψ(0)(s;w; t;x)ψ(0)(u;y;v; z) ζK +O(ζK+1), (4.11)
where
K = 2(N − 1)T + (N − 1)U − V + 2NX +NY +M(M + 1)
− 2
(
T
2
)
−
(
U
2
)
−
(
V
2
)
− 2
(
X
2
)
−
(
Y
2
)
−
(
Z
2
)
− TU −XY.
This is reminiscent of Proposition 3.4. There is in general no such factorization
when the left-hand side of (4.9) is even. We stress that (4.7), (4.8) and (4.11)
do not always give the leading behaviour of (4.4), since the polynomials ψ(0) and
ψ(1) may vanish identically. Still, as we will see in §4.6, these identities together
determine the leading behaviour of T
(k)
n .
4.5. The symmetric functions ψ(k). We will need some properties of the sym-
metric polynomials ψ(k) defined for k ≥ 0 in (4.6). We extend the definition to
k ≤ 0 by
ψ(k)(s; t;u;v) ∼ X(s, t,u,v)
k∏
j uj∆(s)∆(t)∆(u
2)∆(v2)
× det


(1− si)−kpj(si) + 2(1 + si)−kpj(−si)
pj(ti)
(1− ui)−kpj(ui)− (1 + ui)−kpj(−ui)
(1− vi)−kpj(vi) + (1 + vi)−kpj(−vi)

 , (4.12)
where
X(s, t,u,v) =
∏
j
(1 + sj)
∏
j
(1 + tj)
∏
j
(1− u2j)
∏
j
(1− v2j ).
For consistency, we must show that (4.6) and (4.12) agree up to a constant factor
when k = 0. To this end, we note that if qj(x) = pj(x)− 2pj(−x), then
pj(x) = −1
3
(
qj(x) + 2qj(−x)
)
,
pj(x)− pj(−x) = 1
3
(
qj(x)− qj(−x)
)
,
pj(x) + pj(−x) = −
(
qj(x) + qj(−x)
)
Replacing pj by qj in (4.12) then gives the desired consistency.
The following result shows that (4.12) is the natural extension of (4.6).
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Lemma 4.2. For k ∈ Z,
ψ(k)(s; t;u;v)
∣∣∣∣
s1=1
∼ ψ(k+1)(sˆ; t;u;v), (4.13)
ψ(k)(s; t;u;v)
∣∣∣∣
t1=1
∼ X(s; tˆ;u;v)ψ(k−1)(s; tˆ;u;v) (4.14)
where sˆ = (s2, s3, . . . ).
Proof. Since (4.6) and (4.12) agree for k = 0, we may assume that ψ(k) and ψ(k±1)
are either both given by (4.6) or both by (4.12). We consider only the first case,
the second case being similar.
To prove (4.13) for k ≥ 0, we choose pj(x) = (1 − x)j−1 in (4.6). Expanding
the determinant along the first row, only the first entry contributes to the value
at s1 = 1. This leads to a factor
∏
i≥2(si−1)−1 from the denominator, times (4.6)
with s replaced by sˆ and pj(x) replaced by pj+1(x) = (1 − x)pj(x). Pulling out
the factors 1− si from the corresponding rows gives (4.13).
To prove (4.14) for k ≥ 1, we choose instead pj(x) = (x+1)j−1. In this case, we
can pull out the factors 1+si, 1−t2i , 1−u2i and 1−v2i from the corresponding rows.
Cancelling the factor ti − 1 appearing from the denominator yields (4.14). 
The following simple fact will be useful.
Lemma 4.3. Suppose s, u, v are vectors of length S, U , V respectively, Then, if
V = S + U + 1,
ψ(0)(s;−;u;v) ∼
S∏
i=1
si
∏
1≤i<j≤S
(si + sj)
∏
1≤i≤S, 1≤j≤U
(s2i − u2j)
and if U = S + V − 1,
ψ(0)(s;−;u;v) ∼
∏
1≤i<j≤S
(si + sj)
∏
1≤i≤S,1≤j≤V
(s2i − v2j ).
Proof. Let pj(s) = s
j−1 in (4.6). In the first case, all matrix entries in the final
S + U + 1 rows and the S + U columns with odd index are zero. Thus, the
determinant factors as a constant times the two Vandermonde determinants
det
(
s2j−1i
u2j−1i
)
det(v2j−2i ) =
∏
j
sj
∏
j
uj ∆(s
2,u2)∆(v2).
The second case is proved similarly. 
We will need the following multivariable binomial theorem. Although it can be
obtained, for instance, as a limit case of [RS1, Cor. 7.24], we include a proof for
completeness.
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Lemma 4.4. One has
∆(x)
m∏
j=1
(k +m− 1)!
(k + j − 1)! (1 + xj)
k =
k+m−1∑
λ1,...,λm=0
∆(λ)
m∏
j=1
(
k +m− 1
λj
)
x
λj
j .
Proof. Since ∆(x) = ∆(x+ 1) = detij((1 + xi)
j−1), the left-hand side equals∑
σ∈Sm
sgn(σ)
m∏
j=1
(k +m− 1)!
(k + j − 1)! (1 + xj)
k+σ(j)−1
=
∑
σ∈Sm
sgn(σ)
∑
λ1,...,λm
m∏
j=1
(k +m− 1)!
(k + j − 1)!
(
k + σ(j)− 1
λj
)
x
λj
j
=
∑
λ1,...,λm
det
1≤i,j≤m
(
(k +m− 1− λi)!
(k + j − 1− λi)!
) m∏
j=1
(
k +m− 1
λj
)
x
λj
j .
Since the matrix elements are monic polynomials in −λi of degree m− j, the final
determinant equals detij((−λi)m−j) = ∆(λ). 
Note that ψ(k) is obtained from ∆(x)
∏
j(1− xj)|k| ∼ detij((1− xj)|k|pj(xi)) by
applying operators f(x) 7→ f(x)+εf(−x) in each variable, where ε ∈ {0,±1,±2}.
We can thus obtain explicit expressions for ψ(k) from Lemma 4.4 (with xj replaced
by −xj). We will only need this when the variables tj are absent.
Corollary 4.5. Up to a constant factor, the function
ψ(k)(s1, . . . , sS;−; u1, . . . , uU ; v1, . . . , vV )
can for k ≥ 0 be expressed as
1∏S
j=1(1− sj)k
∏U
j=1 uj ∆(s)∆(u
2)∆(v2)
∑
0≤λ1,...,λS+U+V≤S+U+V+k−1
λS+1,...,λS+U odd
λS+U+1,...,λS+U+V even
∆(λ)
×
S+U+V−1∏
j=1
(
S + U + V + k − 1
λj
) S∏
j=1
(−1)λjsλjj
S+U∏
j=S+1
u
λj
j
S+U+V∏
j=S+U+1
v
λj
j
and for k ≤ 0 as∏S
j=1(1 + sj)
k
∏U
j=1(1− u2j)k
∏V
j=1(1− v2j )k∏U
j=1 uj ∆(s)∆(u
2)∆(v2)
∑
0≤λ1,...,λS+U+V≤S+U+V−k−1
λS+1,...,λS+U odd
λS+U+1,...,λS+U+V even
∆(λ)
×
S+U+V−1∏
j=1
(
S + U + V − k − 1
λj
) S∏
j=1
(2 + (−1)λj )sλjj
S+U∏
j=S+1
u
λj
j
S+U+V∏
j=S+U+1
v
λj
j .
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Since the points
ξ1 =
ζ
2
− ζ
2
4
+O(ζ3), ξ2 = ζ
2
+
3ζ2
4
+O(ζ3)
correspond to (4.2a) with y = ∞ and y = 0, respectively, we are interested in
limits of Corollary 4.5 when the variables uj and vj tend to ∞ or 0.
Corollary 4.6. Let U = U1 + U2, V = V1 + V2 and N = S + U + V + |k| − 1.
Then, the limit
lim
u1,...,uU2 ,v1,...,vV2→∞
ψ(k)(s1, . . . , sS;−; 0(U1), u1, . . . , uU2; 0(V1), v1, . . . , vV2)∏U2
j=1 u
2[(S−U+V+k)/2]
j
∏V2
j=1 v
2[(S+U−V+k+1)/2]
j
(4.15)
always exists finitely. It is non-zero if and only if∣∣∣∣U − V + 12
∣∣∣∣ ≤ S + |k|+ 12 . (4.16)
Moreover, when (4.16) is satisfied, (4.15) can for k ≥ 0 be expressed as
1∏S
j=1(1− sj)k∆(s)
∑
0≤λ1,...,λS≤N
∆(λ)
×
S∏
j=1
((
N
λj
)
(−1)λjsλjj
∏
µ∈J
(λj − µ)
)
(4.17a)
and for k ≤ 0 as∏S
j=1(1 + sj)
k
∆(s)
∑
0≤λ1,...,λS≤N
∆(λ)
×
S∏
j=1
((
N
λj
)
(2 + (−1)λj )sλjj
∏
µ∈J
(λj − µ)
)
, (4.17b)
where J = J(N ;U1, U2, V1, V2) is defined in §4.1.
Proof. We first observe that (4.16) is equivalent to U ≤ [(N + 1)/2] and V ≤
[(N + 2)/2], which is in turn equivalent to the existence of U distinct odd and V
distinct even integers in [0, N ].
We apply the expressions given in Corollary 4.5. By symmetry in the variables
uj, we may compute the limit in those variables by replacing ∆(u
2) by
∏U
j=1 u
2(j−1)
j
and choosing (λS+1, . . . , λS+U) as the U1 smallest and U2 largest odd integers in
[0, N ], written in increasing order. The analogous statement holds for the variables
vj . It follows that (4.15) is equal to (4.17) when (4.16) holds and is otherwise
identically zero.
It remains to show that (4.17) cannot vanish identically, assuming (4.16). Since
the non-zero terms are visibly linearly independent, it is enough to show that such
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terms exist. The terms vanish if and only if two summation indices are equal or
one of them is in J . Since J has cardinality N+1−U−V = S+ |k| ≥ S, non-zero
terms do exist. 
4.6. Leading behaviour of T
(k)
n . We will now apply the results of §4.4–4.5 to
T (k)n
(
1 + s1
2
, . . . ,
1 + sm
2
)
.
The denominator in (2.43) behaves as DζJ +O(ζJ+1), where
J = 2(k−1 + k
−
2 )(m+ k
+
0 + k
+
1 + k
+
2 + k
+
3 ) + 2(k
+
1 + k
+
2 )(k
−
0 + k
−
3 ),
D ∼
m∏
j=1
(sj + 1)
2k−0 +2k
−
3 s
2k−2
j .
We will identify the numerator as a specialization of (4.4). This can be done in
several ways. For instance, if k+3 = 1, one of the variables from the left group
should be specialized to 1, which we can achieve either by specializing one of the
variables sj in (4.4) to 1 or one of the variables vj to 0. The choice must be made
judiciously, so that the results of §4.4 yield the correct leading term C
(k)
n ζL (rather
than 0 · ζL′ for some L′ < L).
To be more precise, let C1 denote the subregime of C defined by m = 0, k1 ≥ 0
and k2 ≥ 0 and let C2 = C \ C1. We then express T (k)n in terms of (4.4) with
parameters chosen as in the following table, where we write for short i = k+0 + k
+
3 ,
j = k+1 + k
+
2 , k = k
−
0 + k
−
3 , l = k
−
1 + k
−
2 .
S T U V W X Y Z
A m+ i j 0 0 k l 0 0
B m j 0 i 0 j +m+ 1 l − j −m− 1 k
C1 0 0 j i 0 0 0 k
C2 m l +m− 1 j + 1− l −m i 0 l 0 k
The definition of the regimes guarantee that all entries are non-negative. Note
that the expression for T used in regime C2 becomes negative in regime C1, which
is the reason for treating C1 and C2 separately.
Choosing the parameters in (4.4) as in the table, we apply (4.7) in regime A,
(4.8) in regime C1 and (4.11) in regimes B and C2. In the latter two cases, (4.9)
holds with M = k+0 + k
+
3 − n − 1 and M = k+0 + k+3 + k1 + k2 − n, respectively.
One may check that in each case L = K − J . Thus, we obtain an expression for
the quantity C
(k)
n in Theorem 4.1 in terms of the polynomials ψ(0) or ψ(1).
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Consider first regime A. We specialize s = (s1, . . . , sm, 1
(k+0 +k
+
3 )) and w =
(1(k
−
0 +k
−
3 ). By Lemma 4.2, our expression for C
(k)
n becomes
C(k)n ∼ lim
t1,...,t
k
+
1
,x1,...,x
k
−
1
→∞
∏m
j=1(1 + sj)
n−k1−k2−1∏m
j=1 s
2k−2
j
∏k+1
j=1 t
2(n−k1−k2)
j
∏k−1
j=1 x
2(n+1)
j
× ψ(k0+k3+1)(s1, . . . , sm;−; t1, . . . , tk+1 , 0
(k+2 ); x1, . . . , xk−1 , 0
(k−2 )).
Applying Corollary 4.6 and replacing sj by 2xj − 1, this reduces to (4.1).
Next, we turn to regime B. Applying (4.11) as indicated above, the factor
ψ(0)(s;−; t;x) is computed by Lemma 4.3. In the factor ψ(0)(−;y;v; z) we spe-
cialize all yj to 1 and apply Lemma 4.2. This leads to
C(k)n ∼
m∏
j=1
(1 + sj)
k0+k3−1−k1−k2s2k2+1j
(1− sj)n+1
∏
1≤i<j≤m
(si + sj)
× lim
v1,...,v
k
+
0
,z1,...,z
k
−
0
→∞
1∏k+0
j=1 v
2(n−k0−k3)
j
∏k−0
j=1 z
2(n+1)
j
× ψ(k1+k2+m+1)(−;−; v1, . . . , vk+0 , 0
(k+3 ); z1, . . . , zk−0 , 0
(k−3 )),
where the limit is a non-zero constant by Corollary 4.6. Note that (4.16) reduces
to |k0 + k3 + 1/2| ≤ |k1 + k2 + m + 1| + 1/2, which follows from the defining
inequality for regime B.
The case C1 is treated in the same way as case A, but is simpler since m = 0.
Finally, the case C2 is treated similarly as case B.
5. Comparison of notation
In this Section, we explain how T
(k)
n are related to various polynomials appearing
in [BM1, BM2, BH, FH, H, MB, R3, RaS, Z2].
5.1. Polynomials related to three-colour model. In [R3], we worked with
symmetric polynomials in 2n+ 1 variables, defined by
Sn(x1, . . . , xn, y1, . . . , yn, z)
=
∏n
i,j=1G(xi, yj)∏
1≤i<j≤n(xj − xi)(yj − yi)
det
1≤i,j≤n
(
F (xi, yj, z)
G(xi, yj)
)
, (5.1)
where G is as in (2.22) and
F (x, y, z) = (ζ + 2)xyz − ζ(xy + yz + xz + x+ y + z) + ζ(2ζ + 1).
Since F (x, y, 1) = 2(x− ζ)(y − ζ), it follows that
T (x1, . . . , x2n) =
1
2n
∏2n
j=1(xj − ζ)
Sn(x1, . . . , x2n, 1).
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On the other hand, letting yn → 1, xn → ζ in (5.1) one easily derives
lim
x2n→ζ
Sn(x1, . . . , x2n, 1)∏2n
j=1(xj − ζ)
= 2n (ζ(ζ + 1))n−1 Sn−1(x1, . . . , x2n−1).
Combining these two results gives
Sn(x1, . . . , x2n+1) =
1
(ζ(ζ + 1))n
T
(0,0,0,0)
n+1 (x1, . . . , x2n+1, ζ). (5.2)
As was mentioned at the end of §2.8, the right-hand side of (5.2) is essentially
the function T
(0,0,0,−1)
n . To prove this, note that
Pj(ζ) =
(
ζ(ζ + 1)
)n−1
2n+1(ζ − 1) (σˆPj)(1)
for each j. Using this in (2.38) gives
k∏
j=1
(ζ − xj)T (x1, . . . , xk, ζ ; y1, . . . , yl)
=
(
ζ(ζ + 1)
)n−1
2n+1(ζ − 1)
l∏
j=1
(1− yj)T (x1, . . . , xk; y1, . . . , yl, 1),
where k + l + 1 = 2n, which leads to
Sn(x1, . . . , x2n+1) =
2n
∏2n+1
j=1 (xj − ζ)
1− ζ T
(0,0,0,−1)
n (x1, . . . , x2n+1). (5.3)
Using (5.3), we can rewrite the polynomials Pn, pn, yn and p˜n of [R3, Prop. 8.1]
in terms of T
(k)
n . Namely (recall that δ(n) = [n2/4])
Pn(x, ζ) =
(−1)[n/2] ( ζ
2
+ 1
)n(n−1)−δ(n−1)
(x− ζ)
(1− ζ)ζn(n−1)(ζ + 1)n(n−2) (2ζ + 1)δ(n−1)
T (n,n,0,−1)n (x) (5.4)
pn(ζ) =
(−1)[n/2] ( ζ
2
+ 1
)n(n−1)−δ(n−1)
(1− ζ)ζn(n−1)(ζ + 1)n2−2n−1 (2ζ + 1)δ(n)
T (n+1,n,0,−1)n , (5.5)
yn(ζ) =
(−1)[n/2] ( ζ
2
+ 1
)(n−1)2−δ(n−2)
2[(n+3)/2](1− ζ)ζn(n−1)(ζ + 1)n2−2n−1 (2ζ + 1)δ(n+1)
T (n+2,n−1,0,−1)n ,
p˜n(ζ) =
(−1)[n/2]+12[(n−1)/2] ( ζ
2
+ 1
)n2−1−δ(n)
(1− ζ)ζn2−1(ζ + 1)n2−2n−1 (2ζ + 1)δ(n−1)
T (n,n+1,0,−1)n .
The main result of [R3] is that the partition function of the three-colour model
with domain wall boundary conditions can be expressed in terms of pn and p˜n.
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We mention that, in [R3], there is a slight mistake in the proof that yn is a
polynomial. More precisely, the problem is to show that yn(ζ) is regular at ζ = 0.
This follows from our Theorem 4.1, which gives T
(n+2,n−1,0,−1)
n = O(ζn(n−1)).
5.2. Polynomials of Bazhanov and Mangazeev. We will now consider the
polynomials Pn(x, z) of Bazhanov and Mangazeev [BM1, BM2, MB], which de-
scribe the ground state eigenvalue of Baxter’s Q-operator for the supersymmetric
(∆ = −1/2) periodic XYZ chain of odd length. In [BM1], these polynomials are
defined up to a factor independent of x, and then normalized by writing
Pn(x, z) =
n∑
k=0
r
(n)
k (z)x
k,
and requiring that r
(n)
n (0) = 1. Since this only determines Pn(x, z) up to a multi-
plicative factor f(z) with f(0) = 1, we make the definition precise by requiring in
addition that Pn(x, z) is not divisible by any non-constant polynomial in z. The
following result will be proved in §5.4 (using a result from [R4]).
Proposition 5.1. The polynomials Pn and Pn are related by
Pn
(
y,
ζ
(ζ + 2)(2ζ + 1)
)
=
(
2
(ζ + 2)(2ζ + 1)
)δ(n)(
ζy + ζ + 2
ζ(ζ + 1)
)n
× Pn
(
ζ(y + 2ζ + 1)
ζy + ζ + 2
, ζ
)
.
Bazhanov and Mangazeev introduce the notation
sn(z) = r
(n)
n (z) = lim
x→∞
Pn(x, z)
xn
,
s¯n(z) = r
(0)
n (z) = Pn(0, z).
It follows from Proposition 5.1 and (5.4) that(
(ζ + 2)(2ζ + 1)
2
)δ(n)
sn
(
ζ
(ζ + 2)(2ζ + 1)
)
=
(−1)[n/2] ( ζ
2
+ 1
)n(n−1)−δ(n−1)
ζn(n−1)(ζ + 1)n(n−1) (2ζ + 1)δ(n−1)
T (n,n,0,0)n ,
(
(ζ + 2)(2ζ + 1)
2
)δ(n)
s¯n
(
ζ
(ζ + 2)(2ζ + 1)
)
=
(−1)[n/2]+12n−1 ( ζ
2
+ 1
)n2−1−δ(n−1)
ζn2−1(ζ + 1)n(n−1) (2ζ + 1)δ(n−1)
T (n,n,1,−1)n .
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5.3. Polynomials of Zinn-Justin. In [MB], Mangazeev and Bazhanov gave a
number of conjectures for eigenvectors of the supersymmetric XYZ Hamiltonian on
a periodic chain of odd length. These involve polynomials pn (not to be confused
with (5.5)) and qn, indexed by n ∈ Z, which can conjecturally be used to factorize
the polynomials sn and s¯n. For instance, for n ≥ 0 it is conjectured that
s2n+1(y
2) = pn(y)pn(−y). (5.6)
Zinn–Justin [Z2] expressed pn and qn in terms of the symmetric polynomials
H2n(x1, . . . , xn, y1, . . . , yn) =
∏n
i,j=1 h(xi, yj)∏
1≤i<j≤n(xj − xi)(yj − yi)
det
1≤i,j≤n
(
1
h(xi, yj)
)
,
where
h(x, y) = 1− (3 + ζ2Z)xy + (1− ζ2Z)xy(x+ y)
and ζZ is a parameter (with a subscript to distinguish it from our ζ). To see the
connection to (2.28), we observe that
G (φ(x), φ(y)) =
2ζ2(ζ + 1)2
(ζ + 2)2
h(x, y),
where
φ(x) =
ζ
ζ + 2
(1− 2(ζ + 1)x)
and the parameters in G and h are related by
ζZ = 2ζ + 1. (5.7)
With this relation between the parameters, it follows that
Tn(φ(x1), . . . , φ(x2n)) =
(
ζ(ζ + 1)
ζ + 2
)n(n−1)
H2n(x1, . . . , x2n).
Using identities from [Z2, §4.1] (where the factor ζ2m(m−1) should be replaced
throughout by ζm(m−1)) we can now write
pn
(
1
2ζ + 1
)
=
(−1)nCn(ζ + 2)n2−n−1
ζn2−2n−1(ζ + 1)n(n−1)(2ζ + 1)n2+n+1
T (−1,2n+1,0,0)n ,
where Cn = 2
n for n ≥ 0 and Cn = 3n+1/2n+2 for n ≤ −1. To be precise, for n ≥ 0,
this follows immediately from a corresponding identity in [Z2], while for n ≤ −1
we also need to apply Corollary 2.21. The reason for the different behaviour of Cn
for small and large n is simply that the normalization chosen in [MB] is not quite
natural from our present perspective. Similarly,
qn
(
1
2ζ + 1
)
= Dn
(
ζ + 2
ζ(ζ + 1)(2ζ + 1)
)n(n+1)
T
(0,2n+2,0,0)
n+1 ,
where Dn = 1 for n ≥ −1 and Dn = 3n+2/22n+3 for n ≤ −2.
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The identity (5.6), and related conjectures from [MB], can thus be expressed
in terms of the polynomials T
(k)
n . We hope to return to these conjectures in a
subsequent paper in the present series.
5.4. Proof of Proposition 5.1. The starting point of [BM1] is Baxter’s TQ-
equation for the eight-vertex model, which has the form
T (u)Q(u) = φ(u− η)Q(u+ 2η) + φ(u+ η)Q(u− 2η). (5.8)
Here, T and Q are eigenvalues of the transfer matrix and Q-operator, respectively,
φ(u) = ϑ1(u|q)N in the classical notation of [WW], and u, q = exp(piiτBM) and η
are parameters of the model (we use the subscript BM to distinguish parameters
used in [BM1] from ours). In the case η = pi/3, N = 2n + 1, the ground state
eigenvalue has the simple form T (u) = φ(u). In this case, let
f(u) = φ(u)(Q+(u) +Q−(u)),
where Q+ and Q− are the two solutions to (5.8) defined in [BM1]. Rewriting the
defining properties of these solutions, it is straight-forward to check that if
τBM = 2τ, u = 2pi
(
z +
τ + 1
2
)
(so that q = p2), then the function
g(z) =
e6pii(n+1)zf(u)
θ(−e6piiz; p6)
is an element of Θ
(0,n,n,−1)
n .
In place of our uniformizing variables (x, ζ), Bazhanov and Mangazeev use
(xBM, zBM), which in our notation are given by
xBM = − θ(ω; p
2)2θ(e±2piiz; p2)
θ(−ω; p2)2θ(−e±2piiz; p2) , zBM =
(
θ(ω; p2)
θ(−ω; p2)
)4
.
Using (2.17) and [R3, Lemma 9.1], one may check that
xBM =
(1− ζ)(x− 2ζ − 1)
(1 + ζ)(x− 1) , zBM =
1 + ζ
(1− ζ)(1 + 2ζ) .
Rewriting [BM1, Eq. (25)] in our notation gives
g(z) ∼ e−2piizθ(e4piiz; p2)θ(ωpe±2piiz; p2)3n−2 (x− ξ1)
n(x− ξ2)n (x− ξ3)n−1
x− η3
× Pn(xBM , zBM ),
up to factors independent of z. On the other hand, by Theorem 2.4 and Proposi-
tion 2.17,
g(z) ∼ e−2piizθ(e4piiz; p2)θ(ωpe±2piiz; p2)3n−2 (x− ξ1)
n(x− ξ2)n
x− ξ3 T
(0,n,n,−1)
n (x).
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It follows that
T (0,n,n,−1)n (x) ∼
(x− 1)n
x− ζ Pn
(
(1− ζ)(x− 2ζ − 1)
(1 + ζ)(x− 1) ,
1 + ζ
(1− ζ)(1 + 2ζ)
)
(5.9)
up to a factor independent of x.
Next we observe that, by Corollary 2.19,
T (n,n,0,−1)n (x; ζ) ∼ T (0,n,n,−1)n
(
(ζ + 2)x− (1 + 2ζ)
1− ζ ;−ζ − 1
)
.
Combining this with (5.4) and (5.9), we find that(
yζ + ζ + 2
ζ(ζ + 1)
)n
Pn
(
ζ(y + 2ζ + 1)
yζ + ζ + 2
, ζ
)
= f(ζ)
(
(ζ + 2)(2ζ + 1)
2
)δ(n)
Pn
(
y,
ζ
(ζ + 2)(2ζ + 1)
)
, (5.10)
where it remains to show that f ≡ 1.
To proceed, we need the following result.
Lemma 5.2. The polynomial Pn(x, ζ) is not divisible by any non-constant poly-
nomial in ζ.
Proof. In [R4, Thm. 3.3], we give a partial differential equation for T
(k)
n . In the
special case k = (n, n, 0,−1), it takes the form(
a(x, ζ)
∂2
∂x2
+
b(x, ζ)
x
∂
∂x
+
c(x, ζ)
x
+ d(ζ)
∂
∂ζ
)
Pn(x, ζ) = 0, (5.11)
where a, b and c are explicit polynomials and
d(ζ) = ζ(ζ − 1)(ζ + 1)(ζ + 2)(2ζ + 1).
If Pn were divisible by some non-constant polynomial in ζ , then we could write
Pn(x, ζ) = (ζ − ζ0)NQ(x, ζ), where N > 0 and Q(x, ζ0) 6= 0. Inserting this into
(5.11) gives d(ζ0) = 0. But at the five zeroes of d, it follows from [R3, Prop. 8.8]
that Pn(x, ζ0) 6= 0. 
The differential equation (5.11) was conjectured in [MB]. By Proposition 5.1,
it is in fact equivalent to the differential equation for Pn given without a complete
proof in [BM1].
Let us now return to the function f in (5.10). It is clear that f can have
poles only at the points ζ = 0, ζ = −1, ζ = −2 and ζ = −1/2. Indeed, if ζ0
is any other pole, then Pn(y, z) would be divisible by z − ζ0/(ζ0 + 2)(2ζ0 + 1),
which contradicts our definition of Pn. Similarly, by Lemma 5.2 and the fact that
ζ(y + 2ζ + 1)/(yζ + ζ + 2) is independent of y only for ζ = 0 and ζ = 1, f can
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have zeroes only at the points ζ = 0, ζ = 1, ζ = −2 and ζ = −1/2. Moreover, by
[R3, Eq. (8.4)] (or by (2.52a)), f(ζ) = f(1/ζ). We conclude that
f(ζ) = C
(
(ζ + 2)(2ζ + 1)
)k
(ζ + 1)2l(ζ − 1)2m
ζk+l+m
, (5.12)
where C is a constant depending only on n and k, l and m are integers, with l ≤ 0
and m ≥ 0.
It follows from [R3, Eq. (8.17)] that
lim
ζ→0
f(ζ) = lim
ζ→0
2nPn (ζ(y + 1)/2, ζ)
ζnPn(y, 0) =
∑n
m=0
(
n+m
m
)
(y + 1)n−m
Pn(y, 0) .
We conclude that f is regular at 0 and, in view of the normalization of Pn, that
f(0) = 1.
To prove that f is regular at ζ = −1, we need to prove that
lim
ζ→−1
1
(ζ + 1)n
Pn(1 + y(ζ + 1), ζ)
exists finitely. Expressing Pn in terms of T
(0,n,n,−1)
n and choosing y = 0, this
is equivalent to the boundedness of T
(0,n,n,0)
n /ζn(n−1), which is a special case of
Theorem 4.1.
Finally, to see that f(1) 6= 0, we must verify that Pn(1, 1) 6= 0. However, by
[R3, Prop. 8.8], Pn(1, 1) is a non-zero constant times φn(−1/3), where φn is as in
(3.19). The non-vanishing of φn(−1/3) follows recursively from (3.22).
By the above considerations, k = l = m = 0 in (5.12). Since we have also showed
that f(0) = 1, f is identically 1. This completes the proof of Proposition 5.1.
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