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Sur la symktrie et l’asymktrie des 
structures combinatoires 
kdbeile, G., Sur la symitrie et ~asym~trie des structures ~ombillatoires, Theoretical Computer 
Science 117 (1993) 3-22. 
Le but de ce texte est de p&enter un panorama des proprittis fondamentales et de quelques 
applications concr&s des skies indicatrices des cycles et des Series indicatrices d’asymhtrie n 
~ombinatoire numerative. Ces skries sont des outils ~rmettant de calcuter diverses statistiques 
concernant les symttries ou I’absence de symltrie des structures appartenant rides esp&ces donnkes. 
Nous mettons l’emphase sur le comportement de ces s&es devant les principales operations 
combinatoires que l’on peut utiliser pour dCfinir (rkcursivement ou explicitement) des esp6ces de 
structures. 
Abstract 
Labelle, G., Sur la symdtrie et l’asymttrie des structures combinatoires, Theoretical Computer 
Science 117 (1993) 3-22. 
The goal of this paper is to present a panorama of the fundamental properties of cple index series 
and asymmetry index series within enumerative combinatorics, as well as a few concrete applications. 
These series are tools by means of which one can compute various statistics concerning the 
symmetries or lack of symmetry of structures belonging to given species. Emphasis is laid on the 
behaviour of these series with respect o the main operations that can be used to define (recursively 
or explicitly) species of structures. 
Pour tout ensemble fmi U, dlsignons par A [U] l’ensemble des arborescences dont 
U est l’ensemble sous-jacent. Toute bijection fi : U-+ U’ entre ensembles finis induit, de 
fac;on Cvidente, une bijection not&e A [ /?I : A[U] -+A [U’] qu’on appelle le transport 
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des arborescences le long de b. Lorsque deux arborescences aE A[U] et a’EA[U’] se 
transportent l’une sur l’autre le long de /I on dit qu’elles ont m&me type (d’isomorphie) 
et que fi est un isomorphisme de a vers a’. Un isomorphisme de a vers a est appele 
automorphisme (ou symbtrie) de a. Bien entendu, la totalite des symttries d’une 
arborescence donnee est cod&e par son groupe d’automorphismes. Lorsque ce groupe 
est trivial (i.e. est reduit d l’identite), on dit que l’arborescence est asymbtrique. Pour 
tout n30, posons 
a, = le nombre d’arborescences dont { 1,2, . . ., n} est l’ensemble sous-jacent, 
&=le nombre de types d’arborescences ayant n sommets, 
&=le nombre de types d’arborescences asymetriques ayant n sommets. 
Ces trois familles de nombres sont rtsumees par les series suivantes 
A”(x) = c ii,x”=x+x2+2x3+4x4+9x5+20x6+48x7+115x8+..~, 
nt0 
Plus generalement, d toute espece de structures F, on peut associer de facon analogue 
trois series F(x), P(x), et F(x). Puisque la transformation F-F(x) commute aux 
operations combinatoires usuelles (somme, prod&, substitution, dbrivation, etc), le 
calcul de la strie F(x) se fait habituellement a partir d’equations combinatoires 
caracterisant (recursivement ou explicitement) l’espece F. Par contre, les transforma- 
tions FwF”(x) et FHF(x) ne commutent qu’aux operations de somme et de produit. 
Ce manque de “commutation” rend beaucoup plus difficile le calcul des series F”(x) et 
F(x) et justifie, a lui seul, l’utilisation d’outils algebriques plus sophistiques [20,29, 30, 
491: il s’agit de deux series a une infinite de variables 
ZF=Zdxl, x2, x3, . ..) et rF=rF(xl, x2, x3, . ..X 
appelees skie indicatrice des cycles de F et sbrie indicatrice d’asymbtrie de F. Elles 
contiennent toutes les informations relatives aux series F(x), F(x), et F(x) tout en 
commutant avec les operations combinatoires usuelles. Le but de ce texte est de 
presenter un panorama comparatif decrivant les proprietes fondamentales des series 
ZF et r, ainsi qu’un echantillon de leurs applications concretes. Le langage utilise est 
celui de la theorie combinatoire des especes de structures introduite par Andre Joyal 
[20] (voir aussi [31] ainsi que [l, 2, 5-7, 1 l-17, 20-22, 24-44, 47, 56, 59, 601). Pour 
des raisons d’espace, nous omettons les demonstrations des resultats Cnonces et 
renvoyons le lecteur aux textes existants pour les details. 
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1. Principales shies associizes B me espkce donnde 
A chaque espece de structures F = F(X), ponderee ou non (a une sorte de points X), 
on peut associer plusieurs series [20-22, 25530, 13, 14, 59, 601 dont les cinq princi- 
pales,’ F(x), F(x), F(x), ZF(x1,x2, x3, . ..) et rF(x1,x2, x3, . ..). sont definies par les 
quelques lignes qui suivent: 
DCfinition 1.1. Les series formelles, en une indtterminte, x, 
F(x)= c G$ F”(x)= 1 Ax”, F(x)= c xxfl 
IIS0 ila0 IId0 
dont les coefficientsf,,x,x sont don& par 
fn = le nombre (ou poids total) des F-structures dont { 1,2, . . . , n} est l’ensemble 
sow-jacent, 
fn = le nombre (ou poids total) des types de F-structures ayant n sommets, 
f” = le nombre (ou poids total) des types de F-structures asymetriques ayant 
n sommets, 
sont appeltes respectivement serie gtneratrice (exponentielle), serie gtneratrice des 
types, et serie generatrice des types d’asymetrie de l’espece (ponderee) F. 
Afin de faciliter et d’unifier la presentation de la definition des deux autres series ZF 
et r,, introduisons d’abord quelques notations utiles. Soit t=(tr , t2, . . . , ti, . ..) une 
suite dtnombrable d’indeterminees distinctes (n’appartenant pas a l’anneau des poids 
des F-structures) et considerons l’espece ponderee auxiliaire 
dans laquelle X, designe l’espece des singletons de sorte X et de poids ti, pour chaque 
i3 1. Une F,-structure consiste done en une F-structure dont chaque point de 
l’ensemble sous-jacent est affecti: d’un poids choisi arbitrairement parmi les ti . Le 
poids d’une telle F,-structure etant le poids de la F-structure multiplit par le produit 
des poids des points de son ensemble sous-jacent. On peut done, en particulier, 
considerer les deux series generatrices Ft(x) et F,(x) de l’espece pond&e F, . Ce sont 
evidemment des fonctions symetriques des variables tl, t2, . . . , ti, . . . Introduisons 
finalement les variables x1, x2, . . . , xk, . . . par le biais de la famille d’egalites 
x,=r~+t~+...+t~+... (power sum de degre k), k>l. 
Dbfinition 1.2 (Joyal [20], Labelle [29]). Les series formelles ZF et r, caracterisees 
par les equations 
Z&1? X2,X3, . ..)=Fkx)ix.=l et rF(Xlr x2, x3, . ..)=Ft(x)ix.=l 
‘Autres skies: la dkomposition atomique (Section 2.1) et les q-series canoniques F(x; q) et F(x; q) 
[13, 141. 
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sont appelees respectivement serie indicatrice des cycles et serie indicatrice 
d’asymetrie de l’espece (pond&e) F. En d’autres termes, les series ZF et r, sont les 
expressions des fonctions symetriques Ft(x) IX.= 1 et F,(x) lx:= 1 (des variables ti) dans la 
base des power sums. 
11 est bien connu que ces series indicatrices peuvent s’exprimer sous les formes 
standards 
zF= & ;,; f&‘x;‘... $2, 
n, . V” 
l-F= ~o~o~f~“;‘“;‘-..“~> 
n, . in 
OLi (a,, cJ2, . ..) a,) designe le type cyclique de chaque permutation CJEG,. Les 
coefficients 
f0 = coeff, Zr, fO* = coeff, rF 
appartiennent a l’anneau des poids des F-structures. On a l’interprttation 
combinatoire 
f0 = nombre (ou poids total) de toutes les F-structures dont CJ est 
un automorphisme. 
Une telle interpretation directe n’existe cependant pas pour les coefficients f: 
puisqu’on a, dans le contexte non ponder& 
~,EN(, mais fb*~T7, en general. 
La stricte negativite des coefficientsf: peut se produire pour certaines especes (voir 
Section 2.1). 
Thkorkme 1.3 (Joyal [ZO], Labelle [29], Decoste [13]). Les transformations Ft-+ZF, 
F H rF commutent aux ophrations combinatoires usuelles de somme, produit, substitu- 
tion, et dtrivation: 
ZF+G=ZF+ZG, rF+G=rF+rG, 
ZF.G=ZF.ZG, rF+-=rF’ rG, 
Z 23 
F’ ax, 3 
r =?!TC 
F’ axI. 
De plus, les trois shies gknhatrices F(x), F(x) et F(x) s’obtiennent des shies indicatrices 
ZF(xl, x2~X39~..)etrF(X1~X2~x3~... ) par sphcialisations des variables x1, x2, x3, . . . : 
F(x)=ZF(X, O,O, . ..). F(X)=rF(X,o,o, . ..). 
&x)=-&(x, x2,x3,...), F(x)=T,(~, x2, x3,...). 
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Dans ces formules, la substitutionfo g de deux shies indicatrices pondtrtesf=f, et 
g=g” (assocites respectivement aux families de poids w et v) est dkfinie par 
(fog)(X1,X2,X3,...)=fw(gl,g2,g3,...), 
OLi 
gk=&(Xl, x2, x3, . ..)I= &k(%c, XZk, x3,‘, . ..). k=l, 2, ... 
Dans la definition de gk notons qu’il faut Clever les poids A la puissance k et multiplier 
par k les indices des variables Xi. On krit souventf(g) au lieu deS0 g, et F(G) au lieu 
de FOG. 
On obtient facilement, par sptcialisations des variables, le corollaire suivant qui 
dkcrit compl&ement le comportement des trois autres shies devant les ophations 
combinatoires. 
Corollaire 1.4. La transformation F H F(x) commute aux operations combinatoires de 
somme, prod&, substitution, et derivation: 
(F+G)(x)=F(x)+G(x), (F.G)(x)=F(x).G(x), 
(F o G)(x) = F(W)), F ‘(x) = & F(x). 
Les transformations F HF(x) et F-F(x) commutent aux operations de somme et 
produit: 
(F%)(x) = F”(x) + G”(x), (F + G)(x) = F(x) + G(x), 
(F=)(x) = F(x). C?(x), ( F . G )(x) = F(x). G(x). 
Finalement, en ce qui concerne la substitution et la derivation, on a les formules 
(Fad)(x)=Z&(x), &x2), @x3), . . .), 
(F 0 G)(x) = TF(G(x), G(x2), G(x3), . . ), 
F(x)=~(x,x2,x3 )... ), 
1 
F’(x)=~(x,xz;x3 ,... ). 
1 
11 est important de souligner que ces formules gknkrales impliquent, au plan 
pratique, le principe de calcul suivant: 
Tome equation combinatoire caractbrisant (a isomorphisme nature1 pres) une espece 
F en faisant appel aux operations combinatoires “+“, “. “, “I”, “ 0 ” donne auto- 
matiquement lieu a 5 equations correspondantes caractkrisant les series F(x), Zr, T,, 
F”(x), et F(x). 
Un exemple typique d’application de ce principe est donn6 par l’tquation combina- 
toire 
Y=X.R(Y) 
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qui caracterise l’espece Y=A, de tomes les arborescences dites R-enrichies [24, 201. 
Cette simple equation combinatoire donne done lieu aux caracterisations suivantes 
des series AR(x), ZAR, rAR, A<(x), et AR(x): 
- - - 
&(x)=X~R(&G4, &(x2), AR (x3), . ..I. 
Dans cet exemple, seulement les operations de produit et de substitution ont et6 
utilisees. Nous presentons, dans la Section 3, plusieurs applications concretes de ce 
principe dont un bon nombre fait appel a toutes les quatre operations combinatoires 
mentionnees plus haut. Pour le moment, donnons les series associees a quelques 
especes de base. 
2. Exemples de base 
Voici quelques especes de base dont les 5 series associees possedent des expressions 
explicites particulierement simples et elegantes [20, 291. En combinant ces especes 
a l’aide des operations combinatoires (et en faisant appel, au besoin, a des fonctions de 
poids bien choisies) on peut former d’autres especes, de plus en plus complexes et 
calculer les series qui leur sont associees. 
Exemple 2.1. L’espece X des singletons: X(x)=x, 
ZX=xlr rTf=x1, 
x”(x) = x, X(x)=x. 
Exemple 2.2. L’espece E2 des paires : E2 (x) = x2 /2! , 
-&=+(X:+-G, h,=i (+-x2), 
E2(x)=x2, E,(x)=O. 
Exemple 2.3. L’espece E des ensembles: E(x)=exp(x), 
ZE=exp 
( ) 
c xh , rE=exp 
nB1 ( fl>l 
E(x)= 1/(1-x), E(x)= 1 +x. 
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Exemple 2.4. L’espece $2 = Ez des parties: $3 (x) = exp(2x), 
Z*J=exPj2;l x,/n)? ( n31 r,=exp 2 C (-l)“-‘x,/n )> 
g?(x)= l/(1 -.x)2, @(x)=(1 +x)2. 
Exemple 2.5. L’ espece L des ordres lineaires: L(x)= L/(1 -x), 
ZL= L/U --x1), r,=w-xl), 
L”(x) = I/( 1 - x), E(x)= l/(1-x). 
Exempie 2.6. L’espece S des permutations: S(x)= L/(1 -x), 
z,=&---, ~ 
n3 l(1 -xJ 
r =(-4 
s (1 -x1)’ 
1 
s(x)=npl (1 -x”)’ S(x)=l+x. 
Exemple 2.7. L’espice C des cycles orient&s: C(x)=ln & , 
( ) 
c”(x) =x/(1 -x), C(x) = x, 
ou 4(n) et p(n) designent res~ctivement les fonctions d’Euier et de Mobius. 
2.1. Les espkces atomiques concentrhes sur nG4 points 
La Table 1, extraite de [26, 29, 321, donne les series n! ZA et n! r, pour chaque 
espece atomique A dont les structures vivent sur ~64 points. Les especes atomiques 
sont les especes mo~~culuires (i.e. indecomposables nontrivialement sous la somme) qui 
sont aussi ndtcomposables nontrivialement sous le produit. Elles forment une famille 
denombrable & d’especes dont les premiers termes sont donnts par 
Nous renvoyons le lecteur a [32] pour une extension de cette liste et pour la 
signification precise des notations utilisees. On sait depuis Yeh [59,60] que la totalite 
6afi de toutes les especes (a isomorphismes pres) forme un demi-anneau isomorphe au 
demi-anneau 
Table 1 
Shies indicatriccs des csp@ccs atomiques A conccntrkes SW- 11~4 points 
11 A n!ZA n!I> 
1 X 
2 E2 
3 E3 
3 c3 
4 E4 
4 Ed 
4 E2 ~8 E2 
4 fYc 
4 c4 
4 Ez’-.X2 
x I 
x: - x2 
x: -3x, x2 + 2x3 
2~: -2x3 
~-6x2~2+8~,_~3+3.~t-6_~S 
“lx: -6x;- 8x, x3 + 12x, 
3~~-6xfx2-3~$+6~4 
6_xf - 18xf + 12x4 
6x: -6x; 
12x$- 12x; 
des N-series formelles dont les wariables)> sont les especes atomiques. L’ecriture 
d’une espece quelconque F comme clement de N [ [JKJ] s’appelle la &wmposition 
ntomique de l’espece F. I1 s’agit de la serie la plus raffinee que l’on puisse associer A une 
espece. En effet, deux especes sont isomorphes si et seulenlertt si elles ont meme 
decomposition atomique (ceci est faux pour les autres series considerees plus haut, 
voir Section 4). En guise d’illustration, voici les quelques premiers termes de la 
decomposition atomique de l’espece 32 de tous les yraphes simples: 
%‘#(X)=l+-X+2E,+2XeE,+2E,+2X2-E,+2X-E, 
En acceptant des coefficients negatifs dans les decompositions atomiques on obtient 
l’anneau 
zkd]]=z[[X, Ez,E3, C3,E4, Ed, Ea” E2,Pqbic,C4, E2”X2 ,... ]] 
dont les elements sont appeles les espkes uirtuelles. Les especes virtuelles peuvent 
aussi etre vues comme differences formelles d’especes. L’anneau Z[ C_C#]] est aussi 
ferme sous les operations de substitution et de derivation [21, 22, 59, 601 (voir aussi 
[27]). II est important en theorie des especes puisqu’il joue, par rapport a N [ [&]I, un 
role analogue i l’anneau Z des entiers par rapport a IV et qu’il permet de resoudre des 
equations combinatoires qui n’ont pas de solution dans fV [[&]I. 
2.2. Composantes cowexes 
Soit E l’espece des ensembles. Lorsque deux especes F et G sont reliees par 
1”equation combinatoire G = E 0 F, on dit qu’une F-structure est une G-structure 
cowexe (puisque les G-structures sont les assemblies de F-structures). Plus 
generalement, pour toute espece virtuelle G telle que G(0) = 1, il existe (voir 2.5 plus 
bas) une unique espece virtuelle F telle que G = E 0 F et on ecrit F = G,,,, . Puisque les 
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s&es ZE et & sont connues explicitement, le Thkokme 1.3 permet de calculer 
aiskment les skies de G i partir des skies de G,,,, . Inversement [25, 291, voici 
comment calculer les skies de G,,,, ti partir de celles de G via la fonct;on de Mijbius: 
Posons 
On a alors 
Z G = corm c 
k=l 
T(iog&)k, f~conn~~+~2+~4+"'f~2k+"=~ 
G=(x)= i F log G(xk), 
k=l 
G,,,,(x)=A(x)+A(x2)+A(x4)+-•+ A(x’“)+ -=- 
Comme exemple d’application de ces formules, mentionnons qu’on peut facilement 
calculer les shies associkes 6 l’espke Endconn des endofoncrions connexes puisque les 
skies ZEnd et rEnd, de l’espkce End des erzdofonctions sont connues explicitement (voir 
Section 3). 
2.3. Membres d’assenrbl~es circulaires 
Soit C I’espke des cycles orient&s. Lorsque deux espkces F et G sont relikes par 
Equation combinatoire G = C 13 E, on dit qu’une G-structure est une assemble 
circuluire de F-structures (les F-structures sont aussi appelkes les membres de l’as- 
semblte). Plus ghhalement, pour toute espZce virtuelle G telle que G(0) =O, il existe 
(voir 2.5 plus bas) une unique espice virtuelle F telle que G = C 0 F. Les skies de 
G peuvent se calculer facilement A partir de celles de F. Inversement [25, 291, voici 
comment calculer les skies de F A partir de celles de G: 
F(x) = 1 - exp( - G(X)), 
U(k)(&), 
> 
9 r,=l-exp( -z, ~~&dk), 
F(x)=1 -exp 
k=l 
Oii 
1 
w(k)=i fl (1 --PI- 
pV p premier 
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2.4. Membres d’assemblhes permutbes 
Soit S l’espdce des permutations. Lorsque deux especes F et G sont reliees par 
l’equation combinatoire G = S 0 F, on dit qu’une G-structure est une assemblte per- 
m&e de F-structures (les F-structures sont aussi appeltes les membres de l’assemblte). 
Plus gentralement, pour tome espece virtuelle G telle que G(O)= 1, il existe (voir 2.5 
plus bas) une unique espece virtuelle F telle que G = S 0 F. Les series de G peuvent se 
calculer facilement a partir de celles de F. Inversement [25, 291, voici comment 
calculer les series de F i partir de celles de G: 
1 
FW-I’ 
ZF = 1 - ; (ZG);a(k) ) 
1 
k=l rF= l -(r,).(r,), .(T,),...(T,),k ... ’ 
F”(x)= l- fi &?-p(k), - 
1 
k=l 
F(x) = l- Qx) @2). qx4) . . qx q.. . ’ 
2.5. Membres de H-assemblkes 
On peut gentraliser les 3 exemples precedents en considerant l’tquation combina- 
toire G = H 0 F oti H est une espece virtuelle donnee dont la decomposition atomique 
dtbute par H=X+.... On dit que G est l’espece (virtuelle) des H-assemblbes de 
F-structures. Encore une fois, les series pour G peuvent se calculer facilement a partir 
des series pour F lorsque l’on connait les series de H. Cependant, le fait interessant est 
que la dkmarche inverse est toujours possible. En effet, l’equation combinatoire 
suivante [22, 271 permet d’exprimer F, de facon unique, a partir de G: 
F=G-d,G+df,G-d;G+...+(-l)kd;G+ . . . . 
06 AH est l’optrateur lineaire defini par 
~H:~cc~ll--+ zcc41, A,K=KaH-K. 
Les series ZF et F, s’obtiennent alors de l’equation ci-haut par simple passage aux 
series indicatrices. 
3. Applications aux structures arborescentes 
A partir dune espece donnee’ R = R(X), on peut former deux especes importantes 
de structures arborescentes. 11 s’agit de l’espece AR des arborescences R-enrichies et 
l’espece aR des arbres R-enrichis. 
’ Nous supposerons, pour simplifier, que l’esptce R est non pond&r&e. 
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Dkfinition 3.1 (Labelle [24, 301). Une arborescence R-enrichie (i.e. une A,-structure) 
est une arborescence dans laquelle l’ensemble des descendants immtdiats de chaque 
sommet est muni d’une R-structure. Un arbre R-enrichi (i.e. une aa,-structure) est un 
arbre dans lequel l’ensemble des voisins immediats de chaque sommet est muni d’une 
R-structure. 
La Fig. 1 montre une arborescence R-enrichie (resp. arbre R-enrichi) dans laquelle 
les R-structures sont representees schematiquement par des arcs de cercles (resp. 
cercles) pointilles. 
En choisissant convenablement l’espece ((enrichissante)) R, on peut obtenir diverses 
familles importantes de structures arborescentes. Par exemple: les arborescences et les 
arbres ordinaires (R = E), les arborescences cycliques et les arbres plans (R = 1 + C), les 
arborescences planes (R = L), les arborescences binaires (R = 1 + E2), les arbres 
topologiques (R = E - E2), les arborescences orienthes (R = E 2), les arborescences per- 
m&es (R = S), etc. Nous traiterons quelques-uns de ces exemples specifiques dans les 
Sections 3.1-3.5. Pour le moment nous supposerons que R est une espece 
((generique)) .
Thkorkme 3.2 (Labelle [24, 303). Les espkces AR et aR sont respectivement caractk- 
risbes par les tquations combinatoires 
AR=X.R(A,) et aR+A$=X.R(A,,)+E2(AKS), 
oti A R. =X . R’(A,,) est l’espbce des arborescences R’-enrichies. 
Remarquons que dans le cas ou l’espece enrichissante R est l’espece E des en- 
sembles, les equations du Theoreme 3.2 caracterisent les especes A = A, et a = -aE des 
arborescences et des arbres ordinaires et se reduisent aux equations 
A=X.E(A) et a+A2=A+E2(A). 
Arborescence R-enrichie. Arbre R-enrichi. 
Fig. 1. 
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La deuxieme de ces equations est due a Otter-Robinson-Leroux [48, 50, 38, 391. Le 
Theoreme 1.3 et le Corollaire 1.4 entrainent aussitot: 
- 
ThtorGme 3.3. Les series AR(x), ZAR, rAR, A;(x), AR(x) sont caractbrisbes recursivement 
par les equations 
AR(X) = xR(A&))> 
ZA.=XIZR(ZAR)> ~A,=xl~R(~‘4,)~ 
A;(x) = xZR(A^;;(x), A;(x2), A:(x3), . . .), 
AR(x)=xrR(AR(x),AR(x2),AR(x3),...). 
La series aR(x), ZnR, TaR, a<(x), fiR(x) sont caracterisbes rkcursivement par les equations 
aR(~)=~R(.4R(~))--)(AR(~))2, 
Zap.=x1ZR(ZAR.)-3(Za,.)2+~(ZA,)2, 
r,,=xlrR(rA,)-t(rA,)2-~(rA,)2, 
a<(x)=xZ,(A;(x), A;(x2), A;(x3), . ..)-+ (A~;(x))~++ A;(x2), 
G(x)=xrR(AR(x), AR,(x2), AR(x3), ...)-+(AR(~))2-$ AR.(x2). 
On trouvera dans [30] des tables dressees par les logiciels de calcul symbolique 
MAPLE [lo] et DARWIN [3, 4, 8, 91 qui donnent les premiers coefficients de 
certaines de ces series pour des especes R particulieres ainsi que dans le cas gtnerique. 
Des schemas ittratifs de type NewtonRaphson ont ett developpts dans [ 15,25,30]. 
Les coefficients des series indicatrices peuvent aussi &tre calculbs individuellement en 
utilisant les Theoremes 3.4 et 3.5 qui suivent. 
ThCorZme 3.4 (Labelle [25, 301). Soit AR=X. R(A,) l’espece des arborescences 
R-enrichies. Alors pour toute permutation o de type cyclique (aI, cs2, .. .) et toute espece 
F, on a 
coeff,ZAR=coeffoxl l- 
coeffOZ,C,Ej = coeff, ZF. l- 
coeff,~AR=coeffOx, l- 
coeff,JFCA,)=coeff,rF. l- 
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ThCotkme 3.5 (Labelle [30]). Soit aR l’espkce des arbres R-enrichis. Aiors pour toute 
permutation o de type cyclique (aI, 02, . ..). on a, selon les cas, 
I 
W0,-l.al.a3,. si aI #O, 
coeff,Z,p= 2(Zu2kiP’b,,,0,, , si 0=a1=a3=..., 
0 sinon; 
I 
w:, - 1,o2,as,. si a1 #O, 
coeff,r,,= -2’zuzk)-i bb*Z104, __ si O=aI=u3=..., 
0 sinon, 
Oii 
b,*=coeff,x, n l- 
k>l 
x$TaFxf (ar,jax,)p. 
> R 1 k 
II est intlressant de noter que les ThC-orkmes 3.4 et 3.5 entrainent des formules 
explicites pour les s&es gkniratrices A?;(X), &( x ) , a:(x), G(x) sous formes de termes 
constants dans des produits infinis: 
Corollaire 3.6 [30]. Soit t une variable formelle distincte des xi. Alors pour toutes 
esptkes R et F on a les formules explicites 
A;(t)= T.C. xl n 
1 -x~(~ZR/~XI)/ZR 
ks/l 
1 -tkZR/X, > k' 
x(t)= T.C. x1 n ’ -x;~t$;~xl)‘“) , 
k31 
R 1 k 
a<(t)= T.c.(rq?s:++&)n( 
l-x,(azzRiax:)i(azRiax,) 
kL1 
i-tk(azR/a~l)/xl > k' 
G(t)=T.C.(trR-fXf-$x2) 
I3 
1-xl(a2rRIaX:)I(arRIaX1) 
k21 
i - tk(a&/axI)/xl ) k) 
oic T.C. h(t, x1, x2, x3, . . . ) dbigne le terme constant dans la &rie h considkr&e comme 
sbrie de Laurent dans les variables x1, x2, x3, . . . 
3. I. Arhorescenws et arhres ordinaires (R = E ‘; 
Dans ce cas, AR=AE = A est l’espece des dxvescences ordinaiws tandis que 
Q=“E = 0 est l’espece des arbres wdinaiws. Le Theoreme 3.3 fournit immediatement 
les formules (dont la plupart sont bien connues [ 18, 19, 461): 
A(x) = wxeA(X), 
n(x)= A(x)-+ (A(x))*, 
z,>=z*-- wA)*+M*)29 r,=r,-f(L)*-m4)2, 
G(X)=X(X)-f(A(x))*+f X(x2), G(x) = A(x) - 1; (/lcx))* - _r &x2). 
I1 est interessant de remarquer que les Theoremes 3,4 et 3.5 fournisscnt, dans le present 
contexte, des expressions tout-&fait explicites pour les coefficients individuels de ZA, 
Cl $ Z, ‘) r, : 
Definissons pour toute permutation r7 de type cyclique (aI, cr2, . . .) et tout k >, 1, 
h=ch(4=C dad, t& = ti,(CF) = c (- l)(k’d)- ’ dbd, 
w W 
alors [25, 30, 1 l!, 123 coeff, ZA = coeff, rA = 0, si cl = 0, et si cil # 0, 
coeff, ZA = rrT1 - ’ n (q!l;k-!w~qbp), 
‘, z 2 
coeff,lT,=a~l-l n (O[k-k~ktl{kel). 
k32 
De plus, les expressions du Theoreme 3.5 pour les coefficients coeff,,Z,I et coeff, r, 
sont grandement simplifiees puisque I’on a alors (pour R=E), 
coeff, ZA 
*m - 1 ,uz.u3* I.. = , b,=coefTuZA, 
01 
0’ 
coeff, rA 
61 - l.a2,a3. . . . =-, b,*=coeff, I”. 
01 
On retrouve done, en particulier, la formule explicite don& dans [ 121 pour les 
coefficients de Z, . 
17 
3 “ “) Endofonctions (R = E) .L. 
L’espke End des endofonctions satisfait I’kquation combinatoire bien connue 
Ed = S(A) oli S est l’espke des permutations. Le Thkorkme 3.4 (avec F = S) donne, 
aprks calculs, les formules explicites remarquables [25, 303 
coeff,rEnd = cry1 l (6,d2 - 40~ 6:’ - ’ + 402(a2 - 1) 6p2 - ’ ) l n (elk - /uT~@~- ’ ), 
k>3 
oti les nombres & et 0;. sont d&finis dans la Section 3.1 en fonction du type cyclique 
de 0. 
3.3. Arbres plans (R = 1 + C) 
L’espke a plans des arbres plans s‘identifie, de faGon naturelle, i l’espke OR = n 1 +c. 
En utihsant le Theoreme 3.3 il est possible de demontrer que le nombie de types 
d’isomorphie d’arbres plans sur n 32 sommets est donne par la formule explicitc 
oii 4 designe la fonction d’ Euler, c, = [ 1 /(n + l)] ( y ) designe le ne nombre de Catalan, 
et Xpair est la fonction caracteristique des entiers pairs. De faGon analogue, le nomri- 
de types d’isomorphie d’arbres plans asymitriques sur n > 2 sommets est donne par la 
formule explicite [30] 
ou p disigne la fonction d’Euler. 11 est interessant de comparer ce dernier resultat avec 
l’approche utilisee par Stockmeyer [Ss] pour effectuer le meme dinombrement. 
3.4. Arborescences enrichies par les permutations (R = S) 
Dans ce cas, le denombrement des types de &structures asymetriques se fait 
a l’aide de la formule compacte 
A,(x)= 1 fi,x”=x l-A_s_(x 
2 
‘9 
n>,O 1 --ax) 
dont on tire facilement le schema de recurrence 
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3.5. Autres enrichissements et variantes 
On trouvera dans [30] plusieurs illustrations 
generales developpees plus haut qui font appel a 
suppltmentaires des formules 
divers autres choix de l’espece 
enrichissante R. Soulignons, en particulier, le cas important de l’espece aatop des arbres 
topologiques (i.e. sans sommet de degre 2). Dans ce contexte, l’enrichissement est 
donne par R = E - E2 (les ensembles de cardinalite #2). Les series pour atop sont 
reliees directement aux series des espices A et cz (des arborescences et arbres 
ordinaires) 21 cause de l’equation combinatoire (virtuelle) remarquable 
On en dtduit les deux formules 
~zgw=z, &&p... ( 1 ( +xz, 25 - X2 1+x’ 1+x2”” ) 
;z” 
( 
x - 
X2 
> ( 
XZA 
x2 x4 
-- -- - ____ 
1+x’1+x2”” 2 ) 
1+x2’1+x4”” ’ 
a,,,(x)=l-, 
( 
x LfL 
1+x’1+x2”” > ( 
+xr, x - 
X2 
l+x’l+x2”” > 
x - X2 X 
1+x~1+x2~“’ +-r‘4 1 ( 2 &A,... . 1 
Mentionnons aussi les variantes possibles dans lesquelles les graphes sous-jacents 
aux structures arborescentes sont munis d’une orientation arbitraire. Par exemple, en 
utilisant l’equation combinatoire de Leroux-Miloudi [39], 
qui relie l’espece aor des arbres orient& g l’espece A” des arborescences orientkes, on 
peut obtenir des expressions explicites pour les coefficients individuels coeff, ZFor et 
coeff,, I-, or des series indicatrices assocites a l’espece 4 roT des for&s d’arbres orient&s 
[30]. Ces expressions font appel aux polynomes d’Hermite. 
Soulignons qu’en utilisant des methodes semblables a celles du present texte et en 
mettant en jeu des fonctions de poids adequates, Bergeron, Labelle et Leroux [6] ont 
donne des formules explicites pour l’esperance mathematique du nombre de feuilles 
d’une arborescence ou d’un arbre aleatoire ayant un automorphisme c donne. 
4. Autres exemples et con&e-exemples 
CommenCons par quelques contre-exemples simples. Nous mentionnions, dans 
l’introduction du present texte, que les transformations FHF”(x) et F H F(x) ne 
commutent pas aux operations de substitution et de derivation. I1 est facile de verifier 
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cette affirmation puisqu’en choisissant F = E2 et G = X + X2, on obtient immtdiate- 
ment les intgalites 
x = F(x) f & F(x) = 2x, 
+((x+x~)*-(x*+x~))=(FoG)(x)#F(G(x))=O, x=F’(x)+&F(x)=O. 
Considerons maintenant une espece F quelconque. kant donne que la totalite des 
F-structures asymetriques forment une sous-espece de F, on peut se demander si la 
connaissance de la serie ZF est suffisante pour determiner la serie F, . I1 n’en est rien 
puisque 
F, n’est pas une fonction de ZF (et vice versa). 
Pour verifier cet &once, choisissons d’abord les deux especes F =2E, +X3 et 
G = 2XE2 + C3. On a alors, en utilisant la Table 1, ZF = Z, mais F, # F,. De facon 
analogue, en prenant cette fois F = XE2 et G = E, + C3 on constate que F, = F, mais 
Z,#ZG. 
Bien entendu, deux especes isomorphes possedent les memes 5 series. L’inverse est 
cependant faux en general: 
F(x) = G(x), F(x) = c”(x), F(x) = c(x) 
On peut le voir en verifiant que les deux especes non isomorphes suivantes 
memes 5 series: 
F=E4+E20E2+X2E2, G=XE3+E;+C4. 
Cet exemple, trouve par l’auteur a l’aide des logiciels MAPLE et DARWIN, 
ont les 
montre 
bien que la notion de decomposition moleculaire dune espece renferme des informa- 
tions structurelles plus raffinees que celles qui sont contenues dans les cinq series 
reunies! 
Nous avons deja note que le parallele entre ZF et F, n’est pas parfait. Par exemple, 
les coefficients de F, sont possiblement negatifs mais ce n’est pas le cas pour ceux de 
ZF. Un phenomene semblable se produit Cgalement [29] pour la decomposition en 
fonctions de Schur des fonctions symitriques associees aux series ZF et F, (voir aussi 
[13, 14) en ce qui concerne les deux q-series F(x; q) et F( x; q)). Voici une autre 
difference importante entre les deux series Z, et F,. 11 s’agit de leur comportement 
devant le produit cartbsien F x G d’especes [20] (aussi appele produit de superposition). 
On a 
ZFxG=ZFXZG mais &xG#rFX&, 
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ou les produits des membres de droite sont les produits de Hadamard des series 
indicatrices impliquees (i.e. produits coefficients a coefficients). Bien plus, 
r FxG n’est pas une fonction de r, et de rG 
comme le montre l’exemple suivant tire de [29]: Prenons les especes F, G, @, 
Y dtfinies par 
F=G=X3+XE2+Cg et @=Y=X3+2C3+Ej. 
Alors en utilisant les tables de Yeh [59,60] pour les produits cartesiens d’especes, on 
verifie que 
FxG=19X3+XE2+2C3 et @xY=16X3+12C3+Eg. 
On a cependant, r,=rG=r,=r,=~xx:-3x,x2-~xj, tandis que 
~~.~=~x~-~x~x~-~xg#~x~-~~~x~-~~xj=~~~’y. 
Ce manque de commutation de la transformation F I+& a pour consequence de 
rendre, en general, plus difficile le calcul de la serie indicatrice d’asymetrie rF des 
especes_definies a l’aide du produit cartesien (ce qui n’est pas le cas de la serie ZF). 
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