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Abstract
This paper is concerned with Maxwell’s equations involving a first-order ordinary differential
equation for the dielectric polarization. The main goal is the exponential convergence of the electro-
magnetic field to an asymptotic state which is determined by the initial data. This is achieved by the
construction of a suitable energy functional involving a vector potential which provides an additional
dissipative term for the magnetic field.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
The paper is concerned with a nonlinear system consisting of Maxwell’s equations
ε∂tE = curl H− ∂tP, µ∂tH =− curlE, (1.1)
coupled with the equation
∂tP+∇P V (x,P)= γE (1.2)
on R+ × Ω . Here Ω ⊂ R3 denotes the bounded spatial domain. This system describes
the propagation of electromagnetic waves in a dielectric medium occupying the set Ω ; see
[1,12,17]. It is supplemented by the initial boundary conditions
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E(0, x)= E0(x), H(0, x)= H0(x), (1.4)
and
P(0, x)= P0(x) on Ω. (1.5)
Here Γ1 ⊂ ∂Ω is the perfectly conducting part of the boundary and Γ2 def= ∂Ω \ Γ1. The
unknown functions are the electric and magnetic field E,H, and the dielectric polarization
P defined on R+ ×Ω .
Furthermore, ε,µ ∈ L∞(R3) denote the dielectric and magnetic susceptibilities, respec-
tively, which are assumed to be matrix-valued functions. As in [6], V :Ω×R3 →[0,∞) is
the potential energy function providing the restoring force and the coefficient γ ∈ L∞(Ω)
depending on the space variables takes into account the possibly variable mass, dipole
moment and density of the oscillating charged particles in the dielectric medium.
In [6,7] Maxwell’s equations (1.1) coupled with the second-order equation
α∂2t P+ ∂tP+∇P V (x,P)= γE (1.6)
is studied in the exterior-domain case; see also [8]. There it is shown that, in the charge-free
case, (E(t),H(t)) behaves asymptotically like a free space solution as t →∞. In [7] also
the bounded domain case is considered in which the main goal is the energy decay if no
distributed electrical charges are present. At the end of Section 4 in [7] it is shown by an
example that there is no uniform decay rate for the solutions of (1.1) coupled with (1.6)
even if ∇P V (x, ·) is linear, the coefficients are constant and the domain is bounded.
In contrast to [6] there is no second-order term in (1.2) for the dielectric polarization
considered here. From the physical point of view (1.2) corresponds to the case of fre-
quencies below the optical spectrum [10], in which the second-order term in (1.6) can be
neglected.
The main topic of this paper is the exponential convergence of the electromagnetic field
to an equilibrium state determined by the initial data.
For the system (1.1)–(1.5) the energy dissipation law
d
dt
[
1
2
∫
Ω
(
ε|E|2 +µ|H|2)dx + ∫
Ω
γ−1V (x,P) dx
]
=−
∫
Ω
γ−1
∣∣∂tP(t)∣∣2 dx (1.7)
holds which does not yield directly the exponential decay of the field quantities, since
the magnetic energy ‖µ1/2QHH(t)‖2L2(Ω), as well as the potential energy
∫
Ω γ
−1V (x,
P(t)) dx , do not occur in the right-hand side of (1.7).
The main goal of Section 3 is the exponential decay of the electromagnetic field with
respect to the energy norm as t →∞ (Theorem 1) in the charge-free case. For this purpose
a modified energy functional involving a vector potential which provides an additional
dissipative term for the magnetic field is introduced.
Finally, in Section 4 the generally noncharge-free case is considered. Here the (expo-
nential) convergence to a stationary state determined by the initial data is shown.
In [9,11] the exponential decay of solutions to Maxwell’s equations with dissipative
boundary conditions is proved. Since the dissipation takes place only at the boundary,
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assumed to be substarlike in [11]. The energy decay of solutions of the scalar wave equation
with nonlinear damping in bounded domains has been shown in [2,3]. In [15] decay in
the weak topology for the scalar wave equation with nonmonotone nonlinear damping is
proved. In [19] decay rates are obtained, which depend on the behavior of the damping term
near zero. Decay estimates for nonlinear damped wave equations, in which the damping
term is effective only on a neighborhood of a suitable subset of the boundary, are proved
in [13,16,20].
2. Basic definitions, assumptions and preliminaries
All assumptions stated in this section shall be fulfilled throughout this paper. It is as-
sumed that Ω ⊂R3 is a bounded spatial domain, Γ1 ⊂ ∂Ω , Γ2 def= ∂Ω \ Γ1. The dielectric
and magnetic susceptibilities ε,µ ∈L∞(R3,R3×3) are assumed to be matrix-valued func-
tions, which have a positive lower bound on Ω , i.e., ε(x),µ(x) ∈ R3×3 are symmetric
and
y · ε(x)y, y ·µ(x)y  c1|y|2 for all x ∈R3, y ∈R3 with some c1 > 0. (2.1)
Also γ ∈L∞(Ω) is assumed to have a positive lower bound on Ω . The following assump-
tions are imposed on V :Ω ×R3 →[0,∞). First V (·, y) ∈L∞(Ω) for all y ∈R3,
V (x, ·) ∈C2(R3,R), V (x,0)= 0 and (∇P V )(x,0)= 0 (2.2)
for all x ∈Ω . It is assumed that (∇P V ) Lipschitz-continuous with respect to y, i.e., there
exits some L0 ∈ (0,∞), such that∣∣(∇P V )(x, y)− (∇P V )(x, z)∣∣ L0|y − z| for all x ∈Ω, y, z ∈R3. (2.3)
Finally V satisfies the coercivity condition
|y|2 K2y · (∇yV )(x,y) for all x ∈Ω, y ∈R3, (2.4)
with some K2 ∈ (0,∞) independent of x,y. By (2.2) this implies
|y|2  2K2V (x,y) for all x ∈Ω, y ∈R3. (2.5)
In what follows the weighted scalar product in GL2(Ω) defined by
〈f,g〉G def=
∫
Ω
γ−1fg dx for f,g ∈L2(Ω) (2.6)
is used.
Let WH be the closure of C∞0 (R3 \ Γ¯2,R3) in Hcurl(Ω). Next, WE is defined as the set
of all E ∈Hcurl(Ω), such that∫
E curlF− F curlEdx = 0 for all F ∈WH,Ω
414 F. Jochmann / J. Math. Anal. Appl. 288 (2003) 411–423which includes a weak formulation of the boundary condition n∧E = 0 on Γ1; see [6]. By
WE,0,WH,0 we denote the spaces of all e ∈WE , h ∈WH , curl e = 0, curl h = 0, respec-
tively. Next, YE denotes the space of all e ∈ L2(Ω,C3) with∫
Ω
εe · fdx = 0 for all f ∈WE,0, (2.7)
in particular, div(εe) = 0 on Ω , since ∇ϕ ∈WE,0 for all ϕ ∈ C∞0 (Ω). Analogously YH ,
denotes the spaces of all h ∈L2(Ω,C3) with∫
Ω
µh · g dx = 0 for all g ∈WH,0. (2.8)
The orthogonal-projector on YE with respect to the scalar-product
〈e, f 〉ε def=
∫
Ω
εef¯dx for e, f ∈L2(Ω,C3)
is denoted by QE , whereas QH denotes the orthogonal-projector on YH with respect to
the analogously defined scalar-product 〈· , ·〉µ. From the above definitions it follows im-
mediately that ε−1 curl h ∈ YE for h ∈WH and that 1−QH is the orthogonal projector on
WH,0, which is a closed subspace of L2(Ω). Hence
QE(ε
−1 curlh)= ε−1 curl h = ε−1 curl(QHh) for all h ∈WH (2.9)
and similarly
QH(µ
−1 curl e)= µ−1 curle = µ−1 curl(QEe) for all e ∈WE. (2.10)
In what follows the first three and the last three components of a vector u ∈C6 are denoted
by u1 ∈C3 and u2 ∈C3, respectively. In the Hilbert-space X def= L2(Ω,C6) endowed with
the scalar product
〈w, w˜〉X =
∫
Ω
(εw1w˜1 +µw2w˜2) dx
for w, w˜ ∈X the following unbounded operator is defined:
B(e,h)= (ε−1 curlh,−µ−1 curle) for (e,h) ∈D(B)=WE ×WH.
It follows easily from the definition of B that it is skew adjoint in X, i.e., B∗ = −B .
Next, R :L2(Ω)→X is defined by
(Rp)(x) def= (ε(x)−1p(x),0) for x ∈Ω.
The assumptions on the initial data E0, H0 and P0 are
w0
def= (E0,H0) ∈X and P0 ∈ G. (2.11)
Next, some auxiliary results concerning problem (1.1)–(1.5) will be given. First it follows
from the contraction mapping principle as in [6] that problem (1.1)–(1.5) has a unique
weak solution.
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(E,H) ∈ C([0,∞),X) and P ∈ C1([0,∞),G).
Here (1.1) is satisfied in the sense that
(
E(t),H(t)
)= exp(tB)(E0,H0)−
t∫
0
exp
(
(t − s)B)R∂tP(s) ds. (2.12)
In particular,
d
dt
〈(
E(t),H(t)
)
,a
〉
X
=−〈(E(t),H(t)),Ba〉
X
− 〈R∂tP(s),a〉X (2.13)
for all a ∈D(B); see [14]. For (2.12), the standard energy estimate
d
dt
∥∥(E(t),H(t))∥∥2
X
=−2〈(E(t),H(t)),R∂tP(t)〉X =−2
∫
Ω
E(t)∂tP(t) dx (2.14)
holds.
Proof of Lemma 1. By (2.3) the nonlinear composition operator p ∈ G → (∇yV )(·,p(·))
is globally Lipschitz continuous as a map from G to G. Therefore the initial value problem
∂tP+ (∇yV )(x,P)= γE on (0,∞)×Ω (2.15)
supplemented by the initial-condition (1.5) admits for all E ∈ C([0,∞),L2(Ω,R3))
a unique weak solution P ∈ C1([0,∞),G) ⊂ C1([0,∞),L2(Ω)). If E ∈ C([0,∞),
L2(Ω,R3)) and F ∈ C([0,∞),L2(Ω,R3)) then the Lipschitz continuity of ∇yV yields
the estimate∥∥∂tP(t)− ∂tQ(t)∥∥G  C1[∥∥P(t)−Q(t)∥∥G + ∥∥E(t)− F(t)∥∥L2(Ω)] (2.16)
with some constant C1 independent of E, F and t . Here Q ∈ C2([0,∞),G) is the solution
of (2.15) and (1.5) with E replaced by F.
Let A :C([0,∞),X)→ C([0,∞),X) be defined by
(A(E,H))(t) def= exp(tB)(E0,H0)−
t∫
0
exp
(
(t − s)B)R∂tP(s) ds,
where P satisfies (2.15) and (1.5).
Now (E,H) ∈ C([0,∞),X) and P ∈ C1([0,∞),G) solve (1.1)–(1.5) (in the sense of
(2.12)), if
A(E,H)= (E,H), (2.17)
and P obeys (2.15) and (1.5). It follows easily from the estimate (2.16), the energy estimate
(2.14) and the contraction mapping principle in the space C([0, T ],X) with arbitrary large
T > 0 as in [6] that the fixed point problem (2.17) has a unique solution on each finite time
interval (0, T ) and, hence, it has a unique global solution on (0,∞). ✷
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The main result of this section is the decay of the electromagnetic energy.
Theorem 1. Assume (2.1)–(2.4) and (2.11). Suppose that the initial data satisfy∫
Ω
[εE0 + P0]fdx = 0 for all f ∈WE,0. (3.1)
Then ∥∥E(t)∥∥2
L2(Ω) +
∥∥QHH(t)∥∥2L2(Ω) + ∥∥P(t)∥∥2G
 C exp(−ct)[‖E0‖2L2(Ω) + ‖QHH0‖2L2(Ω) + ‖P0‖2G]
with some constants C,c ∈ (0,∞) which depend merely on Ω , V , γ , ε and µ.
Since ∇ϕ ∈WE,0 for all ϕ ∈C∞0 (Ω), condition (3.1) includes
div[εE0 + P0] = 0 on Ω.
By (1.1) the function D def= εE+P satisfies div D(t)= div[εE0+P0] = 0 if (3.1) is satisfied.
Therefore, the physical meaning of condition (3.1) is that the space charge ρ def= div D
vanishes.
By (2.12) one has〈(
E(t),H(t)
)
,a
〉
X
= 〈(E0,H0)+RP0 −RP(t),a〉X for all a ∈ kerB. (3.2)
Let f ∈WE,0. Then a def= (f,0) ∈ kerB . Therefore, it follows from (3.2) that∫
Ω
[
εE(t)+ P(t)]fdx = 〈(E(t),H(t))+RP(t),a〉
X
= 〈(E0,H0)+RP0,a〉X =
∫
Ω
[εE0 + P0]fdx. (3.3)
Since 1−QE is the orthogonal projector on WE,0 with respect to the scalar-product 〈· , ·〉ε ,
it follows from (3.3) that
(1−QE)
[
E(t)+ ε−1P(t)]= (1−QE)[E0 + ε−1P0]. (3.4)
Analogously one obtains, from (3.2),
(1−QH)H(t)= (1−QH)H0, (3.5)
and, therefore,∥∥(E(t),H(t))∥∥2
X
= ∥∥ε1/2E(t)∥∥2
L2(Ω) +
∥∥µ1/2H(t)∥∥2
L2(Ω)
= ∥∥ε1/2E(t)∥∥2
L2(Ω) +
∥∥µ1/2QHH(t)∥∥2L2(Ω)
+ ∥∥µ1/2(1−QH)H(t)∥∥2L2(Ω)
= ∥∥(E(t),QHH(t))∥∥2 + ∥∥µ1/2(1−QH)H0∥∥2 2 . (3.6)X L (Ω)
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E(t) def= 1
2
∥∥(E(t),QHH(t))∥∥2X +
∫
Ω
γ−1V (x,P) dx, (3.7)
with G is as in (2.6), satisfies
d
dt
E(t)= d
dt
(
1
2
∥∥(E(t),H(t))∥∥2
X
+
∫
Ω
γ−1V (x,P) dx
)
=−
∫
Ω
E(t)∂tP(t) dx +
∫
Ω
γ−1(∇PV )
(
x,P(t)
) · ∂tP(t) dx
=−
∫
Ω
γ−1
∣∣∂tP(t)∣∣2 dx =−∥∥∂tP(t)∥∥2G dx. (3.8)
The decay of the electromagnetic field (E,H) does not follow directly from (3.8), since
E(t) contains the magnetic energy ‖µ1/2QHH(t)‖2L2(Ω), as well as the potential energy∫
Ω γ
−1V (x,P(t)) dx , which do not occur on the right-hand side of (3.8). In order to obtain
a dissipative term also for the magnetic field, the energy functional has to be modified. For
this purpose a vector potential A is introduced.
Lemma 2. (i) The space WE ∩ YE is compactly embedded in L2(Ω,C3).
(ii) There exists a constant K ∈ (0,∞) depending only on Ω , ε and µ, such that
‖e‖L2(Ω) K‖ curle‖L2(Ω) for all e ∈WE ∩ YE.
(iii) YH = {µ−1 curle: e ∈WE} = {µ−1 curle: e ∈WE ∩ YE}.
Proof. (i) Since ∇ϕ ∈WE,0 for all ϕ ∈ C∞0 (R3 \ Γ¯1), it follows that∫
Ω
εe∇ϕ dx = 0 for all e ∈ YE and ϕ ∈ C∞0 (R3 \ Γ¯1), (3.9)
which is the weak formulation for div(εe) = 0 on Ω and εn · e = 0 on Γ2. By the result
in [4] or [5], a generalization of the classical compactness result in [18], the space of all
e ∈ WE , which obey (3.9) is compactly embedded in L2(Ω,C3). Thus, the embedding
WE ∩ YE ↪→ L2(Ω,C3) is compact. In [18] assertion (i) is proved in the cases where
Γ1 = ∅ or Γ1 = ∂Ω .
Part (ii) is proved indirectly. Assume there was a sequence (en)n∈N in WE ∩ YE , such
that
1 = ‖en‖L2(Ω)  n‖ curl en‖L2(Ω) for all n ∈N. (3.10)
Then (en)n∈N is bounded in WE ∩YE and therefore precompact in L2(Ω) by (i), i.e., there
is a subsequence (enk )k∈N and some e ∈ YE with
‖enk − e‖L2(Ω) k→∞−→ 0 in particular ‖e‖L2(Ω) = 1. (3.11)
418 F. Jochmann / J. Math. Anal. Appl. 288 (2003) 411–423From (3.10) and (3.11) it follows easily that e ∈ WE,0 and hence e ∈ WE,0 ∩ YE = {0},
which contradicts (3.11).
Now, (iii) is proved. (2.9) yields
U
def= {µ−1 curle: e ∈WE} = {µ−1 curl e: e ∈WE ∩ YE} (3.12)
and it follows easily from (ii) that this space is closed in L2(Ω). By the definition WH,0
coincides with the orthogonal complement U⊥ of U with respect to 〈· , ·〉µ. Hence
YH =W⊥H,0 =U⊥⊥ = U¯ =U
which completes the proof. ✷
By Lemma 2(iii) there exists a uniquely determined A0 ∈WE ∩ YE with
curl A0 = µQHH0. (3.13)
Let
A(t) def= A0 −
t∫
0
QEE(s) ds ∈ YE. (3.14)
Then it follows from (2.9), (2.10), (2.12), (3.13) and (3.14) that for all g ∈WH one has,
with G def= (0,QHg) ∈D(B),∫
Ω
A(t) curl g dx =
∫
Ω
A0 curlg dx −
t∫
0
∫
Ω
QEE(s) curlg dx ds
=
∫
Ω
µQHH0 · g dx −
t∫
0
∫
Ω
E(s) curl g dx ds
=
∫
Ω
µH0 ·QH g dx −
t∫
0
〈(
E(s),H(s)
)
,BG
〉
X
ds
= 〈(E0,H0),G〉X +
t∫
0
[〈R∂tP(s),G〉X+ dds
〈(
E(s),H(s)
)
,G
〉
X
]
ds
= 〈(E(t),H(t)),G〉
X
=
∫
Ω
µQHH(t) · g dx.
Hence, A(t) ∈WE ∩ YE and
curl A(t)= µQHH(t), (3.15)
and, by Lemma 2(ii),∥∥A(t)∥∥
L2(Ω)  C1
∥∥QHH(t)∥∥L2(Ω), (3.16)
where C1 depends merely on Ω , ε and µ.
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depend merely on Ω , ε, µ, V and γ . Let
g(t)
def=
∫
Ω
εE(t)A(t) dx = 〈(E(t),H(t)), (A(t),0)〉
X
. (3.17)
From (3.14)–(3.17) it follows that
g′(t)=−〈(E(t),H(t)),B(A(t),0)〉
X
− 〈R∂tP(t), (A(t),0)〉X
+ 〈(E(t),H(t)), (∂tA(t),0)〉X
=
∫
Ω
H(t) curlA(t) dx −
∫
Ω
∂tP(t) ·A(t) dx +
∫
Ω
εE(t)∂tA(t) dx
=
∫
Ω
(∣∣µ1/2QHH(t)∣∣2 − εE(t) ·QEE(t)) dx −
∫
Ω
∂tP(t) ·A(t) dx

∥∥µ1/2QHH(t)∥∥2L2(Ω) dx
−C1
(∥∥E(t)∥∥2
L2(Ω) +
∥∥∂tP(t)∥∥L2(Ω)∥∥µ1/2QHH(t)∥∥L2(Ω)). (3.18)
Next one obtains from condition (3.1) and (3.3) (with f = (1−QE)E(t)) that∫
Ω
P(t) · (1−QE)E(t) dx =−
∫
Ω
εE(t) · (1−QE)E(t) dx
=−
∫
Ω
∣∣ε1/2(1−QE)E(t)∣∣2 dx  0.
Therefore, it follows from (1.2) and (3.14) that
1
2
d
dt
∥∥P(t)∥∥2G +
∫
Ω
γ−1P(t) · (∇P V )
(
x,P(t)
)
dx
=
∫
Ω
E(t) · P(t) dx =
∫
Ω
P(t) · (1−QE)E(t) dx −
∫
Ω
P(t)∂tA(t) dx

∫
Ω
∂tP(t) ·A(t) dx − d
dt
∫
Ω
P(t)A(t) dx,
by (3.16) and assumption (2.4),
d
dt
(
1
2
∥∥P(t)∥∥2G +
∫
Ω
P(t)A(t) dx
)

∫
Ω
∂tP(t) ·A(t) dx −
∫
Ω
γ−1P(t) · (∇PV )
(
x,P(t)
)
dx
 C1
∥∥∂tP(t)∥∥ 2 ∥∥µ1/2QHH(t)∥∥ 2 − c0,1∥∥P(t)∥∥2 . (3.19)L (Ω) L (Ω) G
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L2(Ω) =
∥∥γ−1[∂tP(t)+ (∇P V )(x,P(t))]∥∥2L2(Ω)
 C3
(∥∥P(t)∥∥2
L2(Ω) +
∥∥∂tP(t)∥∥2L2(Ω)). (3.20)
For α > 0 and β > 0 the following energy functional is introduced:
Eα,β(t) def= E(t)− α
∫
Ω
εE(t)A(t) dx + β
(
1
2
∥∥P(t)∥∥2G +
∫
Ω
P(t)A(t) dx
)
(3.21)
with E as in (3.7). From (3.8) and (3.18)–(3.21) it follows that
d
dt
Eα,β(t)=−
∥∥∂tP(t)∥∥2G dx − αg′(t)+ β ddt
(
1
2
∥∥P(t)∥∥2G +
∫
Ω
P(t)A(t) dx
)
−∥∥∂tP(t)∥∥2G − α∥∥µ1/2QHH(t)∥∥2L2(Ω)
+ αC1
(∥∥E(t)∥∥2
L2(Ω) +
∥∥∂tP(t)∥∥L2(Ω)∥∥µ1/2QHH(t)∥∥L2(Ω))
+ β∥∥∂tP(t)∥∥L2(Ω)∥∥µ1/2QHH(t)∥∥L2(Ω) − βc0,1∥∥P(t)∥∥2G
−1/2∥∥∂tP(t)∥∥2G − α∥∥µ1/2QHH(t)∥∥2L2(Ω) + αC1∥∥E(t)∥∥2L2(Ω)
+C4(α2 + β2)
∥∥µ1/2QHH(t)∥∥2L2(Ω) − c0,1β∥∥P(t)∥∥2G
 (C1α − c0,2β)
∥∥E(t)∥∥2
L2(Ω)
+ (C4α2 +C4β2 − α)
∥∥µ1/2QHH(t)∥∥2L2(Ω) − c0,2β∥∥P(t)∥∥2G . (3.22)
In what follows let
E (α)(t) def= Eα,β(t) with β def= 2C1c−10,2α. (3.23)
Then (3.22) and (3.23) yield
(E (α))′(t)−C1α
∥∥E(t)∥∥2
L2(Ω) +
(
C4
[
1+ 4C21c−20,2
]
α2 − α)∥∥µ1/2QHH(t)∥∥2L2(Ω)
− 2C1α
∥∥P(t)∥∥2G . (3.24)
Next one obtains, from (3.16),∣∣∣∣∣α
∫
Ω
εE(t)A(t) dx −C1c−10,2α
(∥∥P(t)∥∥2G + 2
∫
Ω
P(t)A(t) dx
)∣∣∣∣∣
 C5α
(∥∥E(t)∥∥2
L2(Ω) +
∥∥A(t)∥∥2
L2(Ω) +
∥∥P(t)∥∥2G)
 C6α
(∥∥E(t)∥∥2
L2(Ω) +
∥∥µ1/2QHH(t)∥∥2L2(Ω) + ∥∥P(t)∥∥2G)
 C7α
(∥∥(E(t),QHH(t))∥∥2 + ∥∥P(t)∥∥2 ). (3.25)X G
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α ∈ (0, α0) the estimates
1
4K2
(∥∥(E(t),QHH(t))∥∥2X + ∥∥P(t)∥∥2G)
 E (α)(t) C8
(∥∥(E(t),QHH(t))∥∥2X + ∥∥P(t)∥∥2G) (3.26)
and
(E (α))′(t)−c0,3α
[∥∥ε1/2E(t)∥∥2
L2(Ω) +
∥∥µ1/2QHH(t)∥∥2L2(Ω) + ∥∥P(t)∥∥2G]
=−c0,3α
[∥∥(E(t),QHH(t))∥∥2X + ∥∥P(t)∥∥2G] (3.27)
hold for all α ∈ (0, α0). Finally, the assertion follows from (3.26) and (3.27). ✷
Corollary 1. Assume that, in addition to the assumptions of Theorem 1, the initial data
satisfy∫
Ω
µH0g dx = 0 for all g ∈WH,0. (3.28)
Then ∥∥E(t)∥∥2
L2(Ω) +
∥∥H(t)∥∥2
L2(Ω) +
∥∥P(t)∥∥2G
 C exp(−ct)[‖E0‖2L2(Ω) + ‖H0‖2L2(Ω) + ‖P0‖2G] t→∞−→ 0.
Proof. Since 1 − QH is the orthogonal projector on WH,0 with respect to the scalar-
product 〈· , ·〉µ, it follows from condition (3.28) that (1 −QH)H0 = 0 and by (3.5) also
(1−QH)H(t)= 0. Therefore, the assertion follows from Theorem 1. ✷
Since ∇ψ ∈ WH,0 for all ψ ∈ C∞0 (Ω \ Γ¯2), condition (3.28) includes div(µH0)= 0
on Ω , i.e., there are no magnetic charges, and the boundary conditions nH0 = 0 on Γ1.
Remark 1. In [6] the exterior domain case for (1.6) instead of (1.2) is considered. For
this purpose let Ωe ⊂ R3 be an exterior domain and G⊂Ωe nonempty open subset. The
problem studied in [6] reads as
∂tE = curl H− ∂t P˜− j, ∂tH =− curlE (3.29)
on R+ ×Ωe coupled with the equation
α∂2t P+ ∂tP+∇P V (x,P)= γE (3.30)
on R+ ×G supplemented by the initial boundary conditions (1.3), (1.4) and
P(0, x)= P0(x), ∂tP(0, x)= P1(x) on G. (3.31)
In (3.29) the function P˜ is the extension of P on R+ × Ωe defined by zero on the set
R+ × (Ωe \G). The main results in [6] are Theorems 4.12 and 4.13 which hold under the
assumptions (4.2), (4.8)–(4.10) on pp. 896–897.
Theorems 4.12 and 4.13 in [6] remain valid if (3.30) is replaced by (1.2). However, the
question of uniform decay rates for (3.29)–(3.31) in the exterior domain case remains open.
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Although it reasonable from the physical point of view to require div(µH0) = 0, the
divergence of εE + P may be nonzero if nonvanishing electrical charges are present. In
this case condition (3.1) is not satisfied in contrast to the previous considerations.
Assume that V (x, ·) is in addition strictly convex in the sense that
|y− z|2 K(y− z) · [(∇P V )(x,y)− (∇P V )(x, z)]
for all x ∈Ω, y, z ∈R3, (4.1)
with some K ∈ (0,∞) independent of x , y and z. By (2.5) and (4.1) the energy functional
F :G→R defined by
F(f ) def= 2
∫
Ω
γ−1V (x, f ) dx+ ∥∥(1−QE)(E0 + ε−1P0 − ε−1f )∥∥2ε
is convex and coercive on G, since
F(p)K−12
∫
Ω
γ−1|p|2 dx =K−12 ‖p‖2G
for all p ∈ G by (2.5). Hence it attains its minimum at some p∞ ∈ G. Let
E(∞) def= (1−QE)(E0 + ε−1P0 − ε−1p∞) ∈WE,0. (4.2)
Since the derivative of E is given by
〈
DF(p∞),b
〉
G = 2
∫
Ω
γ−1(∇yV )(x,p∞) · bdx − 2
〈
E(∞), (1−QE)(ε−1b)
〉
ε
= 2
∫
Ω
[
γ−1(∇yV )(x,p∞)−E(∞)
]
bdx
for all b ∈ G, it follows that
(∇P V )(x,p∞)= γE(∞) on Ω. (4.3)
Thus E(∞) and p(∞) solve the stationary equations corresponding to (1.1) and (1.2). Let
W(x,y)
def= V (x, y + p∞(x))− V (x,p∞(x))− y · (∇yV )(x,p∞(x))
for x ∈Ω and y ∈R3. By assumption (4.1) W is also uniformly convex in y . Furthermore
W(x,0)= 0, (∇yW)(x,0)= 0 for all x ∈Ω.
This means that W satisfies all conditions stated in Section 2.
Let F(t) def= E(t)−E(∞) and Q def= P− p∞. By (1.2) and (4.3) one has
(∇yW)(x,Q)= (∇yV )(x,P)− (∇yV )
(
x,p∞(x)
)
= γE − ∂tP− γE(∞) = γF− ∂tQ. (4.4)
F. Jochmann / J. Math. Anal. Appl. 288 (2003) 411–423 423Since curlE(∞) = 0 it follows from (4.4) that F, H and Q solve (1.1) and (1.2) (where V
is replaced by W ) with the initial-conditions
F(0)= E0 −E(∞) and Q(0)= P0 − p∞. (4.5)
By (4.2) these initial data obey
(1−QE)
(
E0 −E(∞) + ε−1[P0 − p∞]
)= 0, (4.6)
i.e., they satisfy condition (3.1). Therefore it follows from Theorem 1 that∥∥F(t)∥∥2
L2(Ω) +
∥∥QHH(t)∥∥2L2(Ω) + ∥∥Q(t)∥∥2G
 C exp(−ct)[‖E0 −E(∞)‖2L2(Ω) + ‖QHH0‖2L2(Ω) + ‖P0 − p∞‖2G],
in particular, E(t)→ E(∞) in L2(Ω) exponentially as t →∞.
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