We describe a class of quantum algorithms to generate models of propositional logic with equal probability. We consider quantum stochastic flows that are the quantum analogues of classical Markov chains and establish a relation between fixed points on the two flows. We construct chains inspired by von Neumann algorithms using uniform measures as fixed points to construct the corresponding irreversible quantum stochastic flows. We formulate sampling models of propositions in the framework of adiabatic quantum computing and solve the underlying satisfiability instances. Satisfiability formulation is an important and successful technique in modeling the decision theoretic problems in a classical context. We discuss some features of the proposed algorithms tested on an existing quantum annealer D-Wave II extending the simulation of decision theoretic problems to a quantum context.
Introduction
The problem of sampling models to satisfy truth assignments of a propositional well formed formula (WFF), according to a given probability distribution belongs to the #P-complete complexity class and is harder than the nondeterministic polynomial (NP) complete class of problems. 1 This class of problems is interesting because of its wide range of applications in very large-scale integration (VLSI) functional verification via random sampling, 2 implementation of Markov logic networks, 3 and probabilistic logic based inference engines to describe uncertain situations where independent identical distribution assumptions are violated. 4 An attempt to address this class of problems by the integration of the Kolmogorovian axiomatic theory of probability and first order logic theories leads to probabilistic logic programming languages with distribution semantics. Sato et al. defined probability measures on the least Herbrand models as the sample space. 5 In this context, H-interpretations are sequences of random variables that take binary values which have a natural representation as quantum mechanical operators acting on qubits. For example, the σ x Pauli operator represents the Bernoulli random variable, and a combination of Pauli operators can be used to represent binary random variables with the desired probability distribution. To implement an inference mechanism in logical programming languages, generating models from a uniform probability distribution is a vital step.
We present a class of algorithms expressed as open quantum walks to sample interpretations of propositional WFFs with uniform distribution. It has recently been shown how to build quantum walks whose stationary points are uniform measures in the cases of random experiments with two or three outcomes. 6 Quantum walks are a versatile framework to model solutions to a wide range of problems. For example, they can be used to generate entanglement between spatially separated systems. 7 For a comprehensive review on quantum walks, we refer the readers to the work of Salvador Elías Venegas-Andraca. 8 Our approach provides a solution for the general case of experiments with multiple outcomes using open quantum evolution in a finite state space. We adopt a generic approach to building open quantum walks from classical Markov chains, as the irreversible walks can be shown to have stationary measures. We then establish that fixed points of classical ergodic Markov chains are the same for the corresponding quantum stochastic flows. To clarify, quantum stochastic flows may be thought of as open quantum walks defined on a finite graph. For a good introduction to open quantum walks, the readers are referred to the works of Kümmerer 9 and Petruccione et al. 10, 11 We fashion the proof along the lines of an existing proposition and draw insights into the decomposition of the flow into memoryless Markov chains and martingales 12 that act as noise driving the states of a coupled system. We then introduce the von Neumann algorithm to build uniform measures for random experiments with generic outcome. 13 Finally, we incorporate some features of the algorithms for sampling models of propositions with uniform probability in the AQC framework and discuss the results of implementing the solution on an existing quantum annealer D-Wave II. We refer the readers to R(nnow et al., who define the measures of quantum speedup in quantum devices and D-Wave technology in particular for a critical review on D-Wave based solutions.
14 The motivation for our study is based on the observation that AQC implements a process that keeps the system at equilibrium throughout the evolution of the system. When a system, specifically a Markov chain in our case, started at an equilibrium distribution remains in that state during its evolution, 15 the excited states are avoided in AQC. As explained in Krovni et al., the non stationary components of a distribution in a unitary quantum process are not dampened, and as a result, the walk experiences difficulty reaching the fixed point. 15 However, an open quantum walk and an adiabatic evolution can reach the fixed point with the help of random evolution. This can be seen informally in AQC where the qubits are flipped at each stage, similar to a classical computer where the bits are inverted, which is Markovian in nature. The driving process inverting the probability amplitudes that is captured in the AQC Hamiltonian is the Pauli operator σ x . The driving process for the flipping, or more precisely inverting the probability amplitudes, captured in the AQC Hamiltonian is the σ x Pauli operator. A rigorous formulation will be addressed in a future study as the AQC is a continuous time process which simulates an embedded Markov chain where the mathematics involved are more complex.
Classical algorithms solving the model generation exist. They include WalkSAT 16, 17 and SampleSAT 18 and use SAT solvers to uniformly sample the solution space. SAT refers to a class of problems that decides whether a given propositional formula has an interpretation by assigning TRUE or FALSE values to the Boolean variables that constitute the formula. The formulas are usually expressed as a conjunction of clauses which in turn are a disjunction of literals (Boolean variables) in conjunctive normal form (CNF). If the maximum number of literals in a clause is k, then it is a k-SAT problem. Deciding the satisfiability of a given formula is a NP-hard problem whose complexity is exponentially proportional to the number of literals. 19 Quantum annealing is an optimization process where the objective function defines a penalty function for each unsatisfied clause, with the ultimate goal of finding the truth assignment that minimizes the objective function. This process starts with an easy-to-prepare quantum ground state, and the system is evolved adiabatically: the system remains in its ground state at all times, to its energy minimum state which is interpreted as the solution to a given problem. 20 The adiabatic evolution is described by a Hamiltonian with two parts, the driver referred as H B and the second part denoted as H P to designate the problem Hamiltonian. During the evolution, the contribution from H B is slowly decreased from 100% while that of H P is increased from zero to 100%. One of the key issues in designing quantum adiabatic algorithms is to ensure a sufficient gap exists between the ground and first excited states of the Hamiltonian to prevent a phase transition. 21, 22 The adiabatic evolution time has to be sufficiently long so a fixed point or an approximate equilibrium point is reached. In several situations an approximate equilibrium point would be adequate. During the evolution it is important to prevent the system from reaching the excited state and thus the gap matters in achieving this goal. At the same time, it is desirable to have a bound on the gap so that the equilibrium state is reached in a reasonable time. Estimating the energy gap of an arbitrary Hamiltonian is an open problem that will not be addressed here and tools can be designed to calculate the gap for specific situations.
2 Results and discussion 2.1 Quantum probability and discrete time quantum stochastic flows
We consider only finite dimensional quantum probability (QP) spaces for our purpose and follow the concepts and notations of the Hudson-Parthasarathy framework. 23 Let H be a Hilbert space with the dimension n < ∞ and B(H) be the bounded linear operator in H that forms an involutive Banach algebra with a supremum norm and * involution. Observables are self-adjoint operators in H that would correspond to random variables in a classical probability (CP) space. States are positive operators with unit trace denoted by ρ. A quantum probability space is defined by the tuple (H, P(H), ρ) where P(H) is the set of projections on H. An observable X on a QP, being a self-adjoint operator, has a spectral resolution X = i x i E i
x where x i are the eigenvalues of X and E X i is interpreted as the event X that takes the value x i . In this framework, the expectation of an observable X in the state ρ is defined using the trace as trρX. The observables are mapped to random variables on a probability space, and a collection of such classical spaces constitutes a quantum probability space. If all the observables of interest commute with each other, then the classical spaces can be composed to a product probability space and CP = QP. The main feature of a QP is the admission of possibly non-commuting projections and observables of the underlying Hilbert space within the same setting.
Our objective is to define an open quantum walk, a system in contact with an environment represented by a quantum noise. To describe the quantum noise we have to define quantum stochastic processes. The classical notion of a stochastic process as a sequence of random variables is carried to the quantum case as follows: let fH n , n ≥ 0g be a countable sequence of Hilbert spaces with:
as the stabilizing sequence of unit vectors with respect to which countable tensor products are defined. The stabilizing sequence is required to define the inner product of the composite space as:
This sequence preventing the inner product from growing without bounds will contain the interpretation of the state under which the evolution of the system occurs in the Heisenberg picture. It is usually taken to be the ground states of the respective Hilbert spaces. We shall adopt the same convention in this work and set up compact notations for composite spaces, for example to denote the sequence of Hilbert spaces where events later than time instance n occur can be represented as follows:
Similarly, the sequence of past will be denoted by the subscript ] and with this notation the total Hilbert space can be split as follows:
Similarly, we can define an increasing sequence of algebra from the bounded operators of the respective Hilbert spaces as follows:
The sequence of algebra B n may be thought of as information about the flow up to the point n (current state). The conditional expectation given the current information about the flow is defined as a map E n : B ∞ → B n satisfying hu, E n (X )vi = hu φ ½n + 1 , Xv φ ½n + 1 i, u, v ∈ H n and X ∈ B ∞ . It follows that:
By taking a conditional expectation we are projecting the operator X to the past, that is the algebra B n by averaging over the future algebra B ½n + 1 which is signified by the expectation with respect to the state jφ ½n
We now consider a quantum flow, a sequence of operators whose existence can be established using induction. The flow is induced by a homomorphism Â :
that is composed of a set of maps θ
Here, H 1 is another Hilbert space with the basis, fe 0 , e 1 , . . . , e d g and we choose the stabilizing sequence φ n = e n for the tensor product.
Proposition 1.

23
There exists an operator valued process J n : B 0 → B n satisfying:
In addition, the following Markov property holds:
The map θ 0 0 encodes the classical states, and the transition probabilities of a Markov chain and the Hilbert space H 1 play the role of the coin space in the usual formulations of quantum walks. 24 Furthermore, the θ i j can be shown to be involutive, unital, linear, and positive maps. 23 Later we will show that this is indeed an open quantum flow and can have fixed points. Let us now look at a process to construct a quantum stochastic flow from a classical Markov chain with the transition probability matrix T = (p ij ) 23 . The classical Markov chain is defined on a probability space (S, F, μ) where S is a finite set of cardinality d and φ i : S → S are measurable maps. These measurable functions provide flexibility in defining the transition probability via multiple maps or degrees of freedom. In the quantum analogue, the classical states are defined on the Hilbert space H 0 = L 2 (μ), the space of all square integrable functions with respect to μ, B 0 = L ∞ (μ) the space of bounded measurable functions,
, and B 1 = B(H 1 ). We can construct a homomorphism to induce the flow as follows:
Later, we will provide examples of classical Markov chains that will use the above construction to realize the corresponding quantum stochastic flows. As noted earlier, open quantum walks which are thermodynamically irreversible can have stationary distributions for systems with finite state space as opposed to quantum walks which are unitary, reversible, and not guaranteed to have fixed points. Let us now establish a result on the fixed points of the quantum stochastic flows and the corresponding Markov chains. The proof is similar to the previous proposition 23 and the details will provide insights into the structure of the fixed point and the composition of the flows.
Proposition 2. If X* is a fixed point for the classical Markov chain with T (X * ) = θ 0 0 (X * ) = X * then, there is a stationary point for the quantum stochastic flow such that j n (X * ) = X * je 0 ihe 0 j . . . je 0 ihe 0 j 1 ½n + 1 , where the term e 0 e 0 occurs n times, which is inferred from the subscript of the last identity operator.
Proof. Let X* be the fixed point of T and we use induction to prove that j n (X * ) = X * je 0 ihe 0 j . . .
follows from Equation (8) and the definition of trace. The proposition hypothesis is as follows:
The above two equations yield:
hu e 0 , Â(X * )v e 0 i = hu e 0 , X * je 0 ihe 0 jv e 0 i ð16Þ
Therefore Â(X * ) = X * je 0 ihe 0 j which proves the base case of induction. From the induction hypothesis we have:
From the definition of flow we have θ i j (X * ) = E e j e i Â(X * ) e j e i is nonzero only if i = j = 0. Therefore:
It follows that:
The critical point is that the conditional probability amplitudes of the θ i j terms, (Equation (10)) except the θ 0 0 contributions, are canceled because of the choice of the stabilizing sequence. Thus, the non-stationary contributions are damped in this process compared to a regular quantum walk that is unitary, reversible, and consequently oscillatory. Since ergodic Markov chains with finite state space are guaranteed to have stationary measures, we will build a few examples of classical flows and construct the corresponding quantum stochastic flows. Let us consider a simple classical Markov chain that repeatedly transitions between H and T. It is clear that this Markov chain generates H and T with equal probability and can be realized as a quantum stochastic flow induced by Â.
To generate a distribution of H and T with uniform probability, using a biased coin that generates heads with probability p and tails with q = 1 À p we consider an algorithm proposed by von Neumann. 13 The idea behind the algorithm can be described as follows: from the Bernoulli trial = fH, T , H, T , T, H, H, H, T, . . .g, create an ensemble by collecting two outcomes at a time as: f(H, T ), (H, T ), (T , H), (H, H), . . .g, and then discard all the (H, H) and (T , T) pairs so that the remaining (H, T ) and (T , H) will have the same probability of p(1 À p), resulting in an ensemble with uniform measure.
This Markov Chain can be realized as a quantum stochastic flow j n as 23 :
with a n = 1 nÀ1 je 0 ihe 1 j 1 ½n + 1 and a y n = 1 nÀ1 je 1 i he 0 j 1 ½n + 1 in the state ρ 0 je 0 ihe 0 j je 0 ihe 0 j . . . by defining σ n = (a n + a y n ), A n = P 0 ≤ i ≤ n a i , n = P 0 ≤ i ≤ n a y i a i , the flow decomposes into a memoryless Markov chain and three martingales (A n , A y n , n ), adapted to B n 23 The martingales can be thought of as quantum noises of the environment driving the coupled quantum system, resulting in an open quantum walk. Let us now state the algorithm to generate uniform measures formally as: Proposition 3. Let T be a classical Markov chain with the finite state space (x 1 , . . . , x n ), and T m be a chain with tuple states (x 1 , . . . , x m ) k where x j is one of x i s and 
When T m is ergodic then the corresponding quantum stochastic flow has a fixed point with uniform measure on x i s. Proof. The existence of the quantum stochastic flow follows from Propositions 1 and 2 and the uniform measure comes from the construction derived from the von Neumann algorithm.
It is important to note that the transitions to σ-states, which skewed the original ensemble, make the algorithms very inefficient. For example, in the case of coin toss, the algorithm is only 50% efficient although this is true in both classical and quantum versions.
Next, we will describe algorithms for SAT, based on the von Neumann skew removal procedure, that avoid the σ-states in the quantum adiabatic evolutions.
Quantum walk based adiabatic quantum algorithm for SAT
The satisfiability problem (SAT) involves finding assignments for Boolean variables that are a model for a given WFF. A well formed formula of propositional logic is a conjunction of the disjunction of literals or Boolean variables expressed in CNF as follows:
A model is an assignment of TRUE or FALSE to the Boolean variables so that the entire formula evaluates to TRUE. There are 2 n possible assignments for a formula with n variables, and so finding a model is exponential in complexity. When the maximum number of literals in the formula satisfies the condition a n i ≤ K, at most K literals in any conjunction clause, then it is an instance of a k-SAT problem. The problem of finding a satisfying solution for a given instance of k-SAT (where k ≥ 3) belongs to the complexity class of NP-complete, whereas a sampling of solutions with equal probability belongs to the #p-complete class. Solving the SAT instance is cast as an optimization problem wherein the solution satisfying the WFF is obtained by minimizing a cost function. For example, the atomic proposition a is true when it is assigned the value TRUE, which is the minimum value of the cost function (1 À X ) where the variable X can be either 1 or 0. Similarly, we can define a cost function for any arbitrary propositional formula as follows:
:a , X ð24Þ
Next, we will outline the adiabatic quantum computing framework and the algorithm to solve a k-SAT instance. We refer the readers to Hen et al. for more details on this approach. 25 The adiabatic evolution uses the quantum machinery to express the problem as an energy minimization problem, by choosing an appropriate Hamiltonian. The D-Wave implementation of the AQC framework consists of using spins with limited 2-body interactions. Such Hamiltonians are suitable for solving quadratic unconstrained optimization (QUBO) problems. The satisfiability problem can be expressed as QUBO and solved using the D-Wave II system. The Boolean values TRUE and FALSE are represented as quantum spin states, such as electronic spin or the polarization of photons, defined on a Hilbert space H, such as the complex space C. More precisely, the Boolean state is a superposition of quantum states that is a qubit. It is denoted as jψi = aj0i + bj1i, a With this setup, the cost function for the SAT problem can be defined as follows:
:
The adiabatic algorithm is expressed as H(s) = (1 À s) * H B (s) + s * H P (s), with 0 ≤ s ≤ 1 and the driver and problem Hamiltonians are given by H B = À1 2
i and H P = h C i where h C i is the cost associated with the clause C i . By choosing an initial state as the ground state of H B , which is a uniform superposition of all the 2 n states and performing a random walk along the spin chain driven by the σ x , operator models of the given WFF can be generated with a uniform distribution. To implement the von Neumann algorithm, we can set up multiple instances of a given SAT problem in the AQC framework with the additional constraint that no two solutions are identical. Suppose a given SAT has degenerate solutions, then the adiabatic evolution will be set up with multiple sets of qubits, one set for each SAT instance, and ancillary qubits to satisfy the addition constraints required by the von Neumann algorithm. This process uses additional resources (extra sets of qubits) and may take a longer time for evolution, but it extracts solutions of SAT with equal probability. First, we considered a simple WFF (A XOR B) and calculated the frequencies of the two solutions using a DWave annealer (SR10V6 chip) and a simulator. The results shown in Figure 3 indicate that the simulator, which generates random numbers on a classical computer without bias, has no difference in the frequencies between the solutions. On the other hand, the annealer produced the two solutions with widely different frequencies when the von Neumann algorithm was not incorporated.
In Figure 4 we show SAT instances with skew removed, using the von Neumann algorithm after 10,000 annealings were performed using the D-Wave II device. The SAT instance with 4 solutions ((X 1 ⊕ X 2 ) ⊕ X 3 ) illustrates the complexity of the problem very well. For a SAT problem with 4 possible solutions it is ideal to create 4 instances and apply constraints such that no two solutions are the same. However, creating so many instances with all the required constraints on qubits on a D-Wave processors is rather complicated and the rate of success is very limited as only few hundred solutions were found out of 10,000 annealings. The qubits in a D-Wave processor are arranged in a bipartite graph, and the complexity of mapping the logical variables to qubits itself, embedding an instance of the problem, belongs to the NP-complete class. We could not embed four instances of this SAT problem simultaneously on a D-Wave II processor. Rather, we created three instances and evolved the system so that each of the three solutions was unique in each annealing. There were 14 logical variables total, including the constraints that mapped to a large number of qubits ranging from 55 to 76. Some of the logical variables were mapped to spin chains that were eight in length. The embedding itself was a difficult process in this case, and the success probability rate was very low in a single annealing. To account for inherent bias in the D-Wave device, we resorted to practices such as annealings at different times of the day and embedding the simpler instances on different cells of the hardware. In the case of the SAT instance with four solutions we could not embed on a different combination of unit cells. Consequently, the inherent bias could not be removed completely. As Figure 3 shows, the bias due to the quantum nature of the chip is more dominant than the inherent bias due to the hardware. In the future version of D-Wave hardware with inherent biases removed this step will not be necessary. The von Neumann skew removal process has removed the majority of bias and a perfect ensemble could be achieved if all the four instances could be simultaneously embedded. In comparison with Figure 3 , which represents data for the algorithm without the bias removal feature, the new algorithm generates uniform probability distribution, as shown in Figure 4 , for an important class of #P-complete problems, which is an important tool in decision theoretic frameworks.
Summary and conclusions
We have described a class of algorithms that produces models for propositional logic according to uniform distribution. Inspired by the von Neumann skew removal algorithm, we constructed classical Markov chains with fixed points. The corresponding quantum stochastic flows for SAT problems are shown to have uniform measures. We discussed the implementation of a few SAT instances on the D-Wave quantum annealer 26 and explained the systematic removal of the bias. Quantum probability provides a framework to express algorithms for sampling models of propositional logic with uniform probabilities that can be extended to arbitrary distributions and to models of first order logic. 27 Figure 4. D-Wave based annealings with skew removed for SAT instances after 10,000 runs. The vertical axis represents the difference in frequencies between the two solutions for the XOR-SAT instance. In the case of 2-SAT with four solutions the vertical axis corresponds to the actual number of solutions obtained and the percentage of unsuccessful annealings was high.
providing access to the hardware and the technical support in using the system.
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