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Abstract
We consider the eigenvalues of the Laplacian on an open, bounded,
connected set in Rn with C2 boundary, with a Neumann boundary con-
dition or a Robin boundary condition. We obtain upper bounds for those
eigenvalues that have a corresponding eigenfunction which achieves equal-
ity in Courant’s Nodal Domain theorem. In the case where the set is also
assumed to be convex, we obtain explicit upper bounds in terms of some
of the geometric quantities of the set.
MSC classification (2010): 35P15, 49R05, 35P05.
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1 Introduction
1.1 Statement of the problem
Let Ω be an open, bounded, connected set in Rn, n ≥ 2, with Lipschitz boundary
∂Ω. Consider the Neumann Laplacian acting on L2(Ω) and note that it has
discrete spectrum since Ω is bounded. The Neumann eigenvalues of Ω can
hence be written in a non-decreasing sequence, counted with multiplicity,
0 = µ1(Ω) < µ2(Ω) ≤ · · · ≤ µk(Ω) ≤ . . . ,
where the only accumulation point is +∞.
By Courant’s Nodal Domain theorem, any eigenfunction corresponding to
µk(Ω) has at most k nodal domains. If uk is an eigenfunction corresponding to
µk(Ω) with k nodal domains, then we call it a Courant-sharp eigenfunction. In
this case, we also call µk(Ω) a Courant-sharp eigenvalue of Ω.
The Courant-sharp property was first considered by Pleijel [15] in 1956 for
the Dirichlet Laplacian. In particular, Pleijel proved that there are only finitely
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many Courant-sharp Dirichlet eigenvalues of a bounded, planar domain with
sufficiently regular boundary. See [3, 14] for generalisations of Pleijel’s theorem
to higher dimensions and other geometric settings. Following from Pleijel’s
result, natural questions are, for a given domain, how many such eigenvalues
are there and how large are they?
The recent articles [2, 4] consider these questions and give upper bounds for
the largest Courant-sharp Dirichlet eigenvalue and the number of such eigenval-
ues in terms of some of the geometric quantities of the underlying domain. In
Theorem 1.3 of [2], the authors bound this number using the area, perimeter,
maximal curvature and minimal cut-distance to the boundary, for a set in R2
which is sufficiently regular but not necessarily convex (the cut-distance will be
defined in Section 3). In [4], such geometric upper bounds are obtained for an
open set in Rn with finite Lebesgue measure. In the case where the domain is
convex, the upper bound given in Example 1 of [4] could be expressed in terms
of the isoperimetric ratio of the domain. From this, one can deduce that if
the domain has a large number of Courant-sharp Dirichlet eigenvalues then its
isoperimetric ratio is also large.
It was shown recently in [10] that if Ω is an open, bounded, connected
set in Rn with C1,1 boundary, then the Neumann Laplacian acting in L2(Ω)
has finitely many Courant-sharp eigenvalues (we refer to [10] for a description
of prior results). As mentioned in [2], the aforementioned questions are also
interesting for the Courant-sharp eigenvalues of the Neumann Laplacian.
1.2 Goal of the article
The aim of the present article is to obtain upper bounds for the Courant-sharp
Neumann eigenvalues in the case where Ω ⊂ Rn is open, bounded, connected
with C2 boundary. In the case where Ω is also convex, we obtain explicit upper
bounds for the Courant-sharp Neumann eigenvalues of Ω, and for the number of
such eigenvalues, in terms of some of the geometric quantities of Ω. These results
correspond to some of those mentioned above for the Dirichlet case, with some
additional hypotheses due to the difficulties in handling the Neumann boundary
condition.
We follow the same strategy that was used in [10]. This involves distinguish-
ing between the nodal domains of a Courant-sharp eigenfunction u for which
the majority of the L2 norm of u comes from the interior (bulk domains) and
those for which the majority of the L2 norm of u comes from near the bound-
ary (boundary domains), and then obtaining upper bounds for the number of
each type of nodal domain. In the first case, the argument used by Pleijel [15],
which rests upon the Faber-Krahn inequality, can be used as the eigenfunc-
tion in a bulk domain almost satisfies a Dirichlet boundary condition. For the
boundary domains, it is not possible to employ the same argument as Pleijel
as these nodal domains have mixed Dirichlet-Neumann boundary conditions so
the Faber-Krahn inequality cannot be employed. The strategy of [10] to deal
with the boundary domains is to locally straighten the boundary of the domain
Ω and then to reflect the nodal domain in order to obtain a new domain that
almost satisfies a Dirichlet boundary condition. One then has to compare the
L2 norm of the gradient of an eigenfunction corresponding to a Courant-sharp
eigenvalue on the boundary domain to the L2 norm of the gradient of the re-
flected eigenfunction on the reflected domain. See Section 5.
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We restrict our attention to Euclidean domains with C2 boundary. We
can then make use of tubular coordinates in order to set up and describe the
reflection procedure explicitly. This allows us to keep explicit control of the
constants appearing in the aforementioned estimates in order to obtain estimates
for the Courant-sharp Neumann eigenvalues.
In Proposition 7.1, we obtain an upper bound for the Courant-sharp Neu-
mann eigenvalues of Ω in terms of some of its geometric quantities. More specif-
ically, it depends on |Ω| the area of Ω, ρ(Ω) the isoperimetric ratio to the power
1/2, t+(Ω) the smallest radius of curvature of the boundary, and the cut distance
to the boundary (see Section 3 for precise definitions of the latter quantities).
A simpler presentation of this upper bound is possible in the case where
Ω is convex, since one of the additional conditions in the general case is no
longer required (see Section 8). In addition, we obtain an upper bound for the
number of such eigenvalues by using the upper bound for the Neumann counting
function which is proved in Appendix A. In particular, we have the following
proposition.
Proposition 1.1. Let Ω be an open, bounded, convex set in R2 with C2 bound-
ary. There exist constants C > 0 and C ′ > 0, that do not depend on Ω, such
that for any Courant-sharp eigenvalue µk(Ω),
µk(Ω) ≤ C
( |Ω|
t+(Ω)4
+
ρ(Ω)8
|Ω|
)
(1)
and
k ≤ C ′
( |Ω|2
t+(Ω)4
+ ρ(Ω)8
)
. (2)
We note that the left-hand side and right-hand side of Inequality (1) have
the same homogeneity with respect to scaling, and that Inequality (2) is scaling
invariant. In addition, in Section 8, we obtain an upper bound for the Courant-
sharp Neumann eigenvalues which also depends upon the diameter of Ω.
By Proposition 1.1, we then observe that if Ω is a sufficiently regular convex
set with a large number of Courant-sharp eigenvalues, it has a large isoperi-
metric ratio or a large curvature at some point of its boundary (or both). If
we additionally assume that µk(Ω) is large compared with |Ω|t+(Ω)−4, we can
conclude that the isoperimetric ratio is large. We note that a large isoperi-
metric ratio is enough to generate a large number of Courant-sharp Neumann
eigenvalues. Indeed, this is the case for a rectangle (0, 1)× (0, L) with L large.
By contrast, to the best of the authors’ knowledge, it is not known whether a
boundary point with large curvature alone can generate many Courant-sharp
eigenvalues. It could be interesting to investigate this further.
By −∆βΩ, we denote the Laplacian on Ω with the following Robin boundary
condition
∂u
∂ν
+ βu = 0 on ∂Ω,
where ∂u∂ν is the exterior normal derivative and β : ∂Ω → R is a non-negative,
Lipschitz continuous function. We denote the corresponding eigenvalues by
(µk(Ω, β))k≥1. It was shown in [10] that there are finitely many Courant-sharp
eigenvalues of −∆βΩ. By monotonicity of the Robin eigenvalues with respect
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to β, we obtain the same results for the Courant-sharp Robin eigenvalues (see
Subsection 2.2).
In addition, we obtain analogous results to those mentioned above for any
dimension n ≥ 3, namely Propositions 9.2, 9.3 and 9.4 in Section 9.
1.3 Organisation of the article
In Section 2, we show that in order to obtain upper bounds for the largest
Courant-sharp eigenvalue µ, it is sufficient to obtain upper bounds for the num-
ber of nodal domains and the remainder of the Dirichlet counting function.
Estimates for the latter are obtained in Section 6. To deal with the former,
we first consider the 2-dimensional case and set up tubular coordinates in Sec-
tion 3. Following [10], we then define cut-off functions in Section 4 that allow
us to distinguish between bulk and boundary domains. In Subsection 5.1 we
perform the straightening of the boundary procedure and obtain the desired
estimates. We then use these estimates in Subsection 5.2 to obtain an explicit
upper bound for the number of Courant-sharp eigenvalues. In Subsection 5.3
and Subsection 5.4, by taking the geometry of the domain into account, we im-
prove the estimates from Subsection 5.1 in special cases. We then combine all
of the preceding results in Section 7 to obtain an upper bound for the largest
Courant-sharp eigenvalue. In Section 8, we obtain explicit upper bounds for the
largest Courant-sharp eigenvalue and the number of Courant-sharp eigenvalues
of an open and convex planar domain with C2 boundary that involve some of
its geometric quantities. In particular, we prove Proposition 1.1. In Section 9,
we obtain analogous results in arbitrary dimension n ≥ 3. In Appendix A, we
prove an upper bound for the Neumann counting function of a convex set, which
is used in the two preceding sections to control the number of Courant-sharp
eigenvalues.
2 Preliminaries
2.1 Strategy for Courant-sharp Neumann eigenvalues
For µ > 0, we define the Neumann counting function as follows:
NNΩ (µ) := ]{k ∈ N : µk(Ω) < µ}.
Let (λk(Ω))k≥1 denote the Dirichlet eigenvalues of the Laplacian on Ω. By
the min-max characterisations of the Neumann and Dirichlet eigenvalues, we
have, for k ∈ N, that
µk(Ω) ≤ λk(Ω). (3)
For µ > 0, we define the Dirichlet counting function:
NDΩ (µ) := ]{k ∈ N : λk(Ω) < µ},
and the corresponding remainder RDΩ (µ) such that
NDΩ (µ) =
ωn|Ω|
(2pi)n
µn/2 −RDΩ (µ), (4)
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where ωn denotes the Lebesgue measure of the ball of radius 1 in Rn, and the
first term in the right-hand side of Equation 4 corresponds to Weyl’s law. By
(3), we have
NNΩ (µ) ≥ NDΩ (Ω),
and therefore
NNΩ (µ) ≥
ωn|Ω|
(2pi)n
µn/2 −RDΩ (µ).
Consider an eigenpair (µ, u) for the Neumann Laplacian, and denote by
ν(u) the number of its nodal domains. If u is a Courant-sharp eigenfunction
associated with µ > 0, µ = µk(Ω) with ν(u) = k. On the other hand, Courant’s
Nodal Domain theorem implies that µk−1(Ω) < µk(Ω), so that NNΩ (µ) = k− 1.
We therefore have
NNΩ (µ)− ν(u) < 0. (5)
Hence, in order to obtain upper bounds for µ, we require upper bounds for
ν(u) and RDΩ (µ). These will be obtained in Sections 5, 6 respectively.
To obtain an upper bound for ν(u), we follow the strategy of [10] in which an
important step is to straighten the boundary locally. By restricting our atten-
tion to domains with C2 boundary, we can make use of tubular coordinates to
straighten the boundary which allow us to obtain the desired explicit estimates
in Subsection 5.1.
2.2 Application to Courant-sharp Robin eigenvalues
Analogous arguments to the above hold for the Robin eigenvalues (µk(Ω, β))k≥1.
For µ > 0, we define the Robin counting function:
NβΩ(µ) := ]{k ∈ N : µk(Ω, β) < µ}.
For k ∈ N, the Robin eigenvalues satisfy the following monotonicity property
with respect to β ≥ 0:
µk(Ω) ≤ µk(Ω, β) ≤ λk(Ω),
where β ≡ 0 gives rise to the Neumann eigenvalues and β → +∞ corresponds
to the Dirichlet eigenvalues. We then have
NβΩ(µ) ≥ NDΩ (Ω),
and hence
NβΩ(µ) ≥
ωn|Ω|
(2pi)n
µn/2 −RDΩ (µ).
(See, for example, [10, Section 4]).
3 Tubular coordinates in 2D
For any r > 0, we define the inner tubular neighbourhood of ∂Ω with radius r:
∂Ω+r := {x ∈ Ω ; dist(x, ∂Ω) < r},
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and its volume
τ(r) := |∂Ω+r |.
Let us now assume that Ω is simply connected (we consider multiply connected
domains at the end of Section 5). Let γ : [0, L] → R2 be a closed, simple and
C2 curve parametrised by arc length, such that ∂Ω = γ([0, L]). In particular,
L is the total length of ∂Ω. For each s ∈ [0, L], we write t(s) := γ′(s), the unit
tangent vector at γ(s), and denote by n(s) the unit vector such that (t(s),n(s))
is a direct orthonormal basis. Up to reversing the orientation of the curve γ, we
can assume that n(s) points towards the interior of Ω. The signed curvature of
γ at the point γ(s) (relative to our choice of orientation), denoted by κ(s), is
then defined by
t′(s) = κ(s) n(s).
We define the mapping
F : [0, L]× R → R2
q := (s, t) 7→ x := γ(s) + tn(s). (6)
The function F is of class C1, and its differential at q := (s, t), expressed from
the base ((1, 0), (0, 1)) to the base (t(s),n(s)), is
J(q) =
(
1− t κ(s) 0
0 1
)
. (7)
Following Subsection 3.1 of [2], we define
t+(Ω) :=
(
sup
s∈[0,L]
|κ(s)|
)−1
, (8)
and, for s ∈ [0, L], the (internal) cut-distance to ∂Ω at γ(s):
δ+(s) := sup{δ > 0 ; dist(F (s, t), ∂Ω) = t for all t ∈ [0, δ]}. (9)
We set
δ+(Ω) := inf
s∈[0,L]
δ+(s) (10)
and
δ0(Ω) := min{t+(Ω), δ+(Ω)}. (11)
By construction, F is a diffeomorphism of class C1 from (0, L) × (0, δ0(Ω))
to ∂Ω+δ0(Ω) \ `0, where `0 is the segment F ({0} × (0, δ0(Ω))).
Given f : R→ R continuous and piecewise C1 and δ ≤ δ0(Ω), we define the
function ϕ : ∂Ω+δ \ `0 → R by ϕ(x) = f(t), where x = F (s, t). By definition of
δ0(Ω), this can alternatively be written as ϕ(x) = f (dist (x, ∂Ω)).
Proposition 3.1. The function ϕ is continuous, and is of class C1 except on
the regular arcs
Γi = {x ∈ Ω ; dist(x, ∂Ω) = ti},
where {ti ; 1 ≤ i ≤ N} are the points of discontinuity of f ′ in (0, δ0(Ω)]. Fur-
thermore,
∇ϕ(x) = f ′(t)n(s), (12)
with x = F (s, t), if x /∈ ⋃Ni=1 Γi.
Proof. This follows from the chain rule, using the expression for the Jacobian
matrix given in Equation 7.
6
4 Cut-off functions
The purpose of this section is to define cut-off functions ϕδ0, ϕ
δ
1 in order to
characterise the nodal domains as bulk domains or boundary domains, as in
Subsection 2.2 of [10]. The key point here is to obtain explicit estimates.
Step 1: We construct two functions χ0, χ1 : R → R which are continuous,
piecewise C1, and satisfy
i. for t ≤ 14 , χ0(t) = 0 and χ1(t) = 1;
ii. for t ∈ [ 14 , 34], 0 ≤ χ0(t), χ1(t) ≤ 1;
iii. for t ≥ 34 , χ0(t) = 1 and χ1(t) = 0;
iv. χ20 + χ
2
1 = 1;
We write B := max(‖χ′0‖L∞ , ‖χ′1‖L∞).
We first construct ψ : R→ R, continuous, piecewise C1 and non-decreasing,
such that ψ(0) = 0 and ψ(1) = 1 and satisfying 0 ≤ ψ ≤ 1. We ask for the
additional condition
ψ(t)2 + ψ(1− t)2 = 1
for all t ∈ R. One possible choice for ψ is given at the end of this section.
We then set
χ0(t) := ψ
(
2
(
t− 1
4
))
;
χ1(t) := ψ
(
2
(
3
4
− t
))
.
The functions χ0 and χ1 have the desired properties with B = 2‖ψ′‖L∞ .
Step 2: For each δ ∈ (0, δ0(Ω)], we construct two functions ϕδ0, ϕδ1 : Ω→ R
which are continuous and piecewise C1 (the gradient is continuous except for
finite jumps on regular arcs), and satisfy, for some positive constant C indepen-
dent of δ,
i. for dist (x, ∂Ω) ≤ δ4 , ϕδ0(x) = 0 and ϕδ1(x) = 1;
ii. for dist (x, ∂Ω) ∈ [ δ4 , 3 δ4 ], 0 ≤ ϕδ0(x), ϕδ1(x) ≤ 1;
iii. for dist (x, ∂Ω) ≥ 3 δ4 , ϕδ0(x) = 1 and ϕδ1(x) = 0;
iv.
(
ϕδ0
)2
+
(
ϕδ1
)2
= 1;
v.
∥∥∇ϕδ0∥∥L∞ , ∥∥∇ϕδ1∥∥L∞ ≤ Cδ−1.
The functions χ0 and χ1 of Step 1 being given, we define, for x ∈ ∂Ω+δ ,
ϕδ0(x) := χ0
(
t
δ
)
;
ϕδ1(x) := χ1
(
t
δ
)
.
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We make the obvious extensions of ϕδ0 and ϕ
δ
1 so that both functions are con-
tinuous. From the enumerated properties of χ0 and χ1 and Equation (12), it
follows that ϕδ0 and ϕ
δ
1 have the desired properties with C = B.
Explicit constants: In order to obtain explicit estimates in what follows,
it is necessary to specify ψ. One possible choice for ψ is given by
ψ(t)2 :=
1∫ 1
0
s(1− s) ds
∫ t
0
s(1− s) ds,
for t ∈ [0, 1], extended by 0 for t /∈ [0, 1]. More explicitly,
ψ(t) =
√
3t2 − 2t3
for t ∈ [0, 1]. In that case ‖ψ′‖L∞ =
√
3. The functions χ0 and χ1 that we
construct satisfy the listed properties with B = 2
√
3, and the functions ϕδ0 and
ϕδ1 with C = 2
√
3.
5 Estimates of the nodal count
We wish to count the number of each type of nodal domain. For the bulk do-
mains, one considers a Pleijel-type argument via the Faber-Krahn inequality.
For the boundary domains, one reflects them in the boundary (after straight-
ening it) and then applies the Faber-Krahn inequality to the reflected domains.
See Section 2 of [10] for the full details and Subsection 5.2 below.
5.1 Straightening of the boundary
We start by giving explicit versions of some estimates in Subsection 2.4 of Ref-
erence [10], in order to control some quantities of interest when we straighten
the boundary using tubular coordinates.
Lemma 5.1. Let V be an open set V ⊂ (0, L)×(0, 3 δ0(Ω)/4) and let U = F (V ).
There exist constants 0 < m− ≤ m+ such that, for any measurable and non-
negative function g : V → R,
m−
∫
V
g dq ≤
∫
U
f dx ≤ m+
∫
V
g dq,
where f = g ◦ F−1. Furthermore, we can choose m− = 1/4 and m+ = 7/4.
Proof. This follows directly from the change of variable formula∫
U
f(x) dx =
∫
V
g(q) (1− t κ(s)) dq,
and the fact that V ⊂ (0, L)× (0, 3 δ0(Ω)/4), so that t|κ(s)| ≤ 3/4.
By taking g = 1, we deduce the following from Lemma 5.1.
Corollary 5.2. If V is an open set V ⊂ (0, L)× (0, 3 δ0(Ω)/4) and U = F (V ),
we have
m−|V | ≤ |U | ≤ m+|V |, (13)
where m+, m− are the constants in Lemma 5.1.
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Corollary 5.3. There exists a positive constant M such that, for all r ∈
(0, 3δ0(Ω)/4],
τ(r) ≤MLr. (14)
Furthermore, we can choose M = m+, where m+ is the constant in Lemma 5.1.
Proposition 5.4. There exists a positive constant K such that the following
holds: if V is an open set V ⊂ (0, L) × (0, 3 δ0(Ω)/4), U = F (V ), u ∈ H1(U)
and v := u ◦ F , we have ∫
V
|∇v|2 dq∫
V
v2 dq
≤ K
∫
U
|∇u|2 dx∫
U
u2 dx
. (15)
Furthermore, we can choose K = 4m+, where m+ is the constant in Lemma
5.1.
Proof. From Lemma 5.1, we have directly∫
U
u2 dx ≤ m+
∫
V
v2 dq.
On the other hand, for any q ∈ V ,
∇v(q) = J(q)T (∇u) ◦ F (q),
so that
|∇u|2 ◦ F (q) =
∣∣∣(J(q)T )−1∇v(q)∣∣∣2 .
From this we deduce, using the change of variable x = F (q), that∫
U
|∇u|2 dx =
∫
V
(
1
1− t κ(s) (∂sv(q))
2
+ (1− t κ(s)) (∂tv(q))2
)
dq ≥
1
4
∫
V
|∇v|2 dq.
Putting together the two previous estimates, we obtain Inequality (15).
5.2 Number of nodal domains
To ease the notation in the computations that follow, we set A := |Ω| in this
section. Let us fix ε0 ∈ (0, 1). We consider an eigenpair (µ, u) for the Neumann
Laplacian (as in Subsection 2.2 of [10]) or for −∆βΩ (as in Section 4 of [10])).
We define u0 := ϕ
δ
0u and u1 := ϕ
δ
1u, so that
u2 = u20 + u
2
1.
Following Subsection 2.1 of [10], we say that a nodal domain D of u is a bulk
domain when ∫
D
u20 dx ≥ (1− ε0)
∫
D
u2 dx
and a boundary domain when∫
D
u21 dx > ε0
∫
D
u2 dx.
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We denote by ν0(ε0, u) and ν1(ε0, u) the number of bulk and boundary domains
respectively, so that
ν(u) = ν0(ε0, u) + ν1(ε0, u).
We now need to bound ν0(ε0, u) and ν1(ε0, u) from above. Reproducing the
argument in Subsection 2.3 of [10] with n = 2, we obtain
ν0(ε0, u) ≤ A
Λ
(
1 + ε0
1− ε0µ+
(
1 + 1ε0
1− ε0
)
C2
δ2
)
, (16)
where Λ is the first eigenvalue of the Dirichlet Laplacian on the disc of unit area
and C is the constant given in the construction of ϕδ0 and ϕ
δ
1 in Section 4.
Let us now consider a boundary domain D1j (1 ≤ j ≤ ν1(ε0, u)). In a similar
way to Subsection 2.4 of [10], we define
U := {x ∈ D1j ; u1(x) 6= 0} ⊂ D1j ∩ ∂Ω+3δ
4
.
To simplify notation, we set u˜ := u1. We consider V = F
−1(U) and v˜ = u˜ ◦ F .
We define
σ(s, t) := (s,−t)
and V R as the interior of the closure of V ∪ σ(V ). We extend v˜ to a function
v˜R on V R such that v˜R ◦ σ = v˜R (i.e. v˜R is even with respect to the variable
t). By the Faber-Krahn inequality,
Λ
|V R| ≤
∫
V R
∣∣∇v˜R∣∣2 dq∫
V R
|v˜R|2 dq ,
and therefore
Λ
2 |V | ≤
∫
V
|∇v˜|2 dq∫
V
|v˜|2 dq .
Applying Inequalities (13) and (15), we obtain
m−Λ
2 |U | ≤ K
∫
U
|∇u˜|2 dx∫
U
|u˜|2 dx . (17)
Let us note that in the computation leading to Inequality (17), we implicitly
assume that the boundary of V is regular enough, so that V R is a connected
open set and v˜R belongs to H10 (V
R). In order to avoid such an assumption, we
can proceed as in Subsection 2.5 of [10]: we perform the steps indicated above,
in a super-level set Vα = {v˜R > α} for some α > 0, and afterwards let α go to
0. By Sard’s theorem, we can find a sequence of α’s tending to 0 so that Vα is
regular enough (this method was introduced in [3]). Furthermore, as shown in
Section 4 of [10], Inequality (17) also holds for an eigenfunction u of −∆βΩ.
Since u˜ = u1 = ϕ
δ
1 u, we find, after applying the Leibniz formula and Young’s
inequality, ∫
U
|∇u˜|2 dx ≤ 2
∫
D1j
|∇u|2 dx+ 2C
2
δ2
∫
D1j
u2 dx,
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and we have, by definition of a boundary domain,∫
U
u˜2 dx =
∫
D1j
u21 dx > ε0
∫
D1j
u2 dx,
for our choice of ε0. Substituting this into Inequality (17), we get
1 ≤ 4K |U |
m−Λ ε0
(
µ+
C2
δ2
)
.
Summing over all boundary domains, we find
ν1(ε0, u) ≤ 4K
m−Λ ε0
∣∣∣∂Ω+3δ
4
∣∣∣ (µ+ C2
δ2
)
.
By Inequality (14) and since δ ∈ (0, δ0(Ω)], we have∣∣∣∂Ω+3δ
4
∣∣∣ ≤ML3δ
4
,
and therefore
ν1(ε0, u) ≤ 3KMLδ
m−Λ ε0
(
µ+
C2
δ2
)
. (18)
In order to deduce from Inequalities (16) and (18) a bound on ν(u) which is
invariant by scaling, we set
δ :=
(
A
µ
)1/4
.
We note that this choice of δ assumes that µ is large enough. That is, µ ≥
Aδ0(Ω)
−4.
For our choice of ε0 ∈ (0, 1), we therefore obtain that
ν(u) ≤ 1
Λ
(
1 + ε0
1− ε0 (Aµ) +
3KM
ε0m−
ρ2(Aµ)3/4+
C2
1 + 1/ε0
1− ε0 (Aµ)
1/2 +
3KMC2
ε0m−
ρ2(Aµ)1/4
)
, (19)
where the parameter ρ is the isoperimetric ratio for the domain Ω to the power
1/2:
ρ :=
L1/2
A1/4
.
5.3 Geometry of the domain
Let us first sketch how to extend the above results to a multiply connected
domain. We now assume only that Ω is an open, bounded and connected set
in R2, with a C2 boundary ∂Ω. The set R2 \ Ω has an unbounded connected
component, which we denote by D0. We define b ∈ N ∪ {0} as the number of
bounded connected components of R2 \Ω, which we denote by D1, . . . , Db. For
h ∈ {0, 1, . . . , b}, ∂Dh is a C2-regular connected curve, and we denote its length
by Lh. We set
sh :=
h∑
i=0
Li
11
for h ∈ {0, 1, . . . , b} and s−1 := 0. As in Section 3, we choose an arc-length
parametrisation γh : [sh−1, sh]→ R2 of ∂Dh, oriented in such a way that for all
s ∈ [sh−1, sh], the normal vector nh(s) to γh at γh(s) points towards the inside
of Ω. Furthermore, we denote by κh(s) the signed curvature of γh at γh(s). We
keep the notation L for the total length of the boundary ∂Ω, so that
L = L0 + L1 + · · ·+ Lb.
We define
E =
b⋃
h=0
(sh−1, sh).
We give a natural generalisation of the definition of the function F in Equation
(6): F : E × R→ R2 is now defined by
F (s, t) := γh(s) + tnh(s)
if s ∈ (sh−1, sh). Extending the definition given in Equation (8), we write
t+ :=
(
max
h∈{0,...,b}
sup
s∈[sh−1,sh]
|κh(s)|
)−1
,
while we continue to define δ+(s), δ+ and δ0(Ω) by Equations (9), (10) and (11).
By reasoning separately on each of the connected components of ∂Ω, we can
show that F is a C1 diffeomorphism from E × (0, δ0(Ω)) to ∂Ω+δ0(Ω) \
⋃b
h=0 `h,
where the segment `h is defined by
`h := γh(sh−1) + (0, δ0(Ω))nh(sh−1).
Furthermore, the constructions of Section 4 and the estimates of Section 5 still
hold.
Let us now discuss how to improve the estimates of Subsection 5.1 for do-
mains with particular geometric properties. We have the following improvement
of Corollary 5.3.
Proposition 5.5. If Ω is either simply connected or homeomorphic to an an-
nulus, then, for all δ ∈ (0, δ0(Ω)],
τ(δ) ≤ Lδ.
Proof. Let us first consider the simply connected case. From the change of
variable x = F (q), we obtain
τ(δ) =
∫ L
0
∫ δ
0
(1− t κ(s)) dt ds = Lδ − δ
2
2
∫ L
0
κ(s) ds.
Since γ is a simple, closed, positively-oriented curve,∫ L
0
κ(s) ds = 2pi,
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giving the desired inequality (see for instance Corollary 9.5.2 of [5]). In the case
where Ω is homeomorphic to an annulus, ∂Ω has two connected components.
After a similar computation for each of them, we find
τ(δ) = Lδ − δ
2
2
(∫ s0
0
κ0(s) ds+
∫ s1
s0
κ1(s) ds
)
.
Since the normal vector has been chosen to point inwards, γ0 and γ1 have
opposite orientations and the second term in the right-hand side vanishes. The
desired inequality is an equality in this case.
Remark 5.6. Suppose Ω is a multiply-connected domain that is homeomorphic
to a disc with b ∈ N ∪ {0} discs removed. By the Gauss-Bonnet theorem, we
then have ∫ L
0
κ(s) ds =
∫
∂Ω
kg(s) ds = 2piχ(Ω) = 2pi(1− b),
where χ(Ω) is the Euler Characteristic of Ω and kg denotes the geodesic cur-
vature. If the width of the interior tubular neighbourhood is sufficiently small,
that is δ ≤ δ0(Ω), then we obtain
τ(δ) = Lδ − pi(1− b)δ2.
We recover the cases b = 0, 1 as discussed above. If b ≥ 2, then we have that
τ(δ) = Lδ + pi(b− 1)δ2 > Lδ,
for all δ ∈ (0, δ0(Ω)]. The quantity Lδ is no longer an upper bound of τ(δ), but
is the leading order term for δ small.
A similar upper bound was obtained in [18], but there the width of the interior
tubular neighbourhood need only be smaller than the in-radius of the domain (see
also [1]).
5.4 Application to convex domains
In this subsection, we assume that Ω is a convex domain. We show that
Lemma 5.1 and Proposition 5.4 hold for convex domains, and give explicit con-
stants in the corresponding bounds. We first make the following remark.
Remark 5.7. Let us assume that Ω is convex. Then δ0(Ω) = t+(Ω). Indeed,
this is equivalent to saying that a ball of radius smaller than t+(Ω) can roll freely
inside the set Ω. This follows from a more general result that was established in
[6], where this particular case is discussed on page 53, in answer to a question of
J.A. Delgado [7]. Furthermore, Inequality (14) holds with M = 1 for any r > 0.
Indeed, let us define the inner parallel set at distance r > 0 by Ωr := Ω \ ∂Ω+r .
The set Ωr is convex. We write m(r) := |Ωr| and we have, by definition,
τ(r) := |Ω| −m(r) for all r > 0. According to [11], the function r → m(r) is
differentiable and m′(r) = −|∂Ωr|. Therefore, for r > 0,
τ(r) =
∫ r
0
|∂Ωt| dt.
The desired inequality then follows from the fact that the perimeter is non-
decreasing with respect to inclusion among convex sets. We note that both results
in the present remark hold in arbitrary dimension.
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Proposition 5.8. If Ω ⊂ R2 is convex, then
1. Lemma 5.1 holds with m− = 1/4 and m+ = 1. That is, if V is an open
set V ⊂ (0, L) × (0, 3 t+(Ω)/4) and U = F (V ) with F as defined in (6),
then for any measurable and non-negative function g : V → R,
1
4
∫
V
g dq ≤
∫
U
f dx ≤
∫
V
g dq,
where f = g ◦ F−1.
2. Proposition 5.4 holds with K = 4. That is, if V is an open set V ⊂
(0, L)× (0, 3 t+(Ω)/4), U = F (V ), u ∈ H1(U) and v := u ◦ F , we have∫
V
|∇v|2 dq∫
V
v2 dq
≤ 4
∫
U
|∇u|2 dx∫
U
u2 dx
.
Proof. Since Ω is convex, we have κ(s) ≥ 0 for all s ∈ [0, L], so that
1/4 ≤ 1− t κ(s) ≤ 1
for all t ∈ (0, 3t+(Ω)/4). Using these inequalities in the change of variable
formula, we obtain the desired results.
6 An upper bound for RDΩ (µ)
As discussed in Section 2, in order to obtain an upper bound for the Courant-
sharp Neumann (or Robin) eigenvalues, we require an upper bound for the
remainder of the Dirichlet counting function RDΩ (µ).
In [4], the authors obtain an upper bound for RDΩ (µ) by using an inner parti-
tion of Ω into squares of uniform side-length and Dirichlet bracketing. Suppose
these squares have side-length `. Then, in the notation of the present article,
Inequality (13) of [4] reads:
RDΩ (µ) ≤
τ(
√
2`)
4pi
µ+
|Ω|√
2`
µ1/2.
Corollary 5.3 gives an upper bound for the volume of the inner tubular neigh-
bourhood provided that the width is sufficiently small. Choosing ` > 0 so that√
2` ≤ 3δ0(Ω)/4, and applying Corollary 5.3, we obtain
RDΩ (µ) ≤
√
2M`L
4pi|Ω| (|Ω|µ) +
|Ω|1/2√
2`
(|Ω|µ)1/2.
We then use the freedom in the choice of ` to minimise the right-hand side,
meaning that we set
` :=
√
2pi|Ω|
ML
µ−1/4
to get
RDΩ (µ) ≤
√
ML|Ω|
pi
µ3/4 =
√
M
pi
ρ(Ω)(|Ω|µ)3/4, (20)
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as soon as µ is large enough for
√
2` ≤ 3δ0(Ω)/4 to be satisfied.
Since we used Corollary 5.3 in this section, Inequality (20) holds with M =
7/4, for all Ω ⊂ R2 with a C2 boundary, as soon as µ is large enough for
the condition
√
2` ≤ 3δ0(Ω)/4 to be satisfied. If we additionally assume Ω to
be simply connected or homeomorphic to an annulus, Proposition 5.5 tells us
that Inequality (20) holds with M = 1 as soon as µ is large enough so that√
2` ≤ δ0(Ω). Finally, if we assume Ω to be convex, Inequality (20) holds with
M = 1 for all µ > 0.
7 Upper bound for Courant-sharp eigenvalues
We again set A := |Ω| to ease the notation. Let us consider an eigenpair (µ, u)
such that u is a Courant-sharp eigenfunction. We assume that µ is large enough
that
δ =
(
A
µ
)1/4
≤ δ0(Ω) (21)
and
√
2` =
√
4piA
ML
µ−1/4 ≤ 3
4
δ0(Ω). (22)
We recall that ε0 ∈ (0, 1) is fixed as in Subsection 5.2. By substituting
Inequality (19), Equation (4) and Inequality (20) into Inequality (5), we obtain
the necessary condition(
1
4pi
− 1 + ε0
(1− ε0)Λ
)
(Aµ)−
(
3KM
ε0m−Λ
ρ2 +
√
M
pi
ρ
)
(Aµ)3/4
− C2 1 + 1/ε0
(1− ε0)Λ(Aµ)
1/2 − 3KMC
2
ε0m−Λ
ρ2(Aµ)1/4 < 0. (23)
We can reformulate Inequality (23) by saying that if µ is Courant-sharp and
satisfies (21) and (22),
fρ(ξ) := a0ξ
3 + a1(ρ)ξ
2 + a2ξ + a3(ρ) < 0,
with
a0 :=
(
1
4pi
− 1 + ε0
(1− ε0)Λ
)
;
a1(ρ) := −
(
3KM
ε0m−Λ
ρ2 +
√
M
pi
ρ
)
;
a2 := −C2 1 + 1/ε0
(1− ε0)Λ;
a3(ρ) := −3KMC
2
ε0m−Λ
ρ2;
ξ := (Aµ)1/4.
Therefore, we have that
Aµ ≤ ξ∗(ρ)4,
where ξ∗(ρ) is the largest real zero of the function ξ 7→ fρ(ξ). We summarise
the above discussion in the following proposition.
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Table 1: Possible choices for the constants
Nature of Ω Λ C m− ε0 M K
General case pij20,1 2
√
3 1/4 1/6 7/4 7
Simply or doubly connected pij20,1 2
√
3 1/4 1/6 1 7
Convex pij20,1 2
√
3 1/4 1/6 1 4
Proposition 7.1. If µ is a Courant-sharp eigenvalue of the Neumann Laplacian
on Ω or of −∆βΩ, we have
µ ≤ max
(
4096pi2|Ω|
81M2ρ(Ω)4δ0(Ω)4
,
|Ω|
δ0(Ω)4
,
ξ∗(ρ(Ω))4
|Ω|
)
.
We note that the function fρ, and therefore also ξ
∗(ρ), only depend on the
geometric properties of the domain Ω and the choice of ε0. Sections 4 and 5
allow us to specify several sets of possible choices of constants in the definition
of fρ, according to the nature of the domain Ω, which we always assume to
be open, bounded and connected with a C2 boundary. We summarise them in
Table 1, where j0,1 denotes the smallest positive zero of the Bessel function of
the first kind J0.
8 Geometric upper bounds for Courant-sharp
eigenvalues of convex planar domains
8.1 Geometric upper bounds
In this subsection, we suppose that Ω is an open, bounded, convex planar domain
with C2 boundary. To simplify the notation, we set A := |Ω|, t+ := t+(Ω) and
ρ := ρ(Ω). Let µ be a Courant-sharp eigenvalue of the Neumann Laplacian on
Ω, or of −∆βΩ. We assume that µ is large enough so that Inequality (21) is
satisfied. We recall that ε0 ∈ (0, 1) is fixed as in Subsection 5.2.
In order to obtain upper bounds for a Courant-sharp eigenvalue µ in terms
of some of the geometric quantities of the domain Ω, we rewrite Inequality (23),
with the constants from the last row of Table 1, as follows.
(
1
4pi
− 1 + ε0
(1− ε0)Λ
)
(Aµ)
≤
(
3KM
ε0m−Λ
ρ2 +
√
M
pi
ρ+
C2
(Aµ)1/4
1 + 1/ε0
(1− ε0)Λ +
3KMC2
ε0m−Λ
ρ2
(Aµ)1/2
)
(Aµ)3/4,
which implies that
Aµ ≤
(
1
4pi
− 1 + ε0
(1− ε0)Λ
)−4
×
(
3KM
ε0m−Λ
ρ2 +
√
M
pi
ρ+
C2
(Aµ)1/4
1 + 1/ε0
(1− ε0)Λ +
3KMC2
ε0m−Λ
ρ2
(Aµ)1/2
)4
. (24)
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As Ω is convex, δ0(Ω) = t+ (see Remark 5.7). In particular, there exists
a ball of radius t+ which is contained in Ω, that we denote by Bt+ . Then
A = |Ω| ≥ |Bt+ | = pit2+, so At−2+ ≥ pi. Together with Inequality (21), we then
have
Aµ ≥
(
A
t2+
)2
≥ pi2.
Substituting this into Inequality (24), we obtain
Aµ ≤ D−42
(
288ρ2
Λ
+
ρ
pi1/2
+
504
5pi1/2Λ
+
3456ρ2
piΛ
)4
, (25)
which implies
µ ≤ D−42 A−1
(
288ρ2
Λ
+
ρ
pi1/2
+
504
5pi1/2Λ
+
3456ρ2
piΛ
)4
=: L1(ρ,A), (26)
where D2 =
1
4pi − 75Λ .
With Proposition 7.1 and the preceding discussion in mind, we have that, if
µ is Courant-sharp, then
µ ≤ max
(
A
t4+
, L1(ρ,A)
)
. (27)
Note that since Ω is convex, Inequality (14) holds for all r > 0 (see Remark 5.7),
so Inequality (22) is not necessary in the convex case.
In what follows, we obtain an upper bound for µ that involves some of the
other geometric quantities of Ω. We consider Inequality (24) and use the fact
that µ = µk(Ω) ≥ µ2(Ω) for k ≥ 2. We can then make use of known geometric
estimates for the first positive Neumann eigenvalue of Ω. This is sufficient for
our purposes due to the monotonicity of the Robin eigenvalues with respect to
the function β. That is, for k ∈ N, µk(Ω) ≤ µk(Ω, β).
From Inequality (24), we have
Aµ ≤ D−42
(
288ρ2
Λ
+
ρ
pi1/2
+
504
5Λ(Aµ2)1/4
+
3456ρ2
Λ(Aµ2)1/2
)4
, (28)
which implies that
µ ≤ D−42
(
288ρ2
ΛA1/4
+
ρ
pi1/2A1/4
+
504
5ΛA1/2µ
1/4
2
+
3456ρ2
ΛA3/4µ
1/2
2
)4
. (29)
Since Ω is convex, we invoke the 2-dimensional version of the classical in-
equality due to Payne and Weinberger, [13], for the first positive Neumann
eigenvalue of Ω,
µ2(Ω) ≥ pi
2
diam(Ω)2
, (30)
where diam(Ω) denotes the diameter of Ω, to obtain
µ ≤ D−42
(
288ρ2
ΛA1/4
+
ρ
pi1/2A1/4
+
504diam(Ω)1/2
5Λpi1/2A1/2
+
3456ρ2diam(Ω)
piΛA3/4
)4
=: L2(ρ,A,diam(Ω)). (31)
17
By Proposition 7.1 and the fact that Ω is convex, we have the following
inequality:
µ ≤ max
(
A
t4+
, L2(ρ,A,diam(Ω))
)
.
Remark 8.1. It is also possible to obtain an upper bound for the largest Courant-
sharp eigenvalue of Ω involving only the geometric quantities A, ρ and t+ via
the above approach by making use of Lemma 5.2 of [12] with K = Ω and L a
ball of radius t+ that is contained in Ω.
We collect the preceding upper bounds in the following proposition.
Proposition 8.2. Let Ω be an open, bounded and convex set with a C2 bound-
ary. If µ is a Courant-sharp eigenvalue of the Neumann Laplacian on Ω or of
−∆βΩ, then we have that
µ ≤ max
( |Ω|
t+(Ω)4
, L1(ρ(Ω), |Ω|)
)
,
and
µ ≤ max
( |Ω|
t+(Ω)4
, L2(ρ(Ω), |Ω|, diam(Ω))
)
,
where the functions L1 and L2 are defined in (26) and (31) respectively.
Suppose that µ is large enough so that (21) holds. Note that since Ω is
convex, diam(Ω) ≤ L2 and so µ2(Ω) ≥ 4pi
2
L2 , by the Payne-Weinberger inequality.
Substituting this into (28), we obtain
µ ≤ ρ
4
AD42
(
288ρ
Λ
+
1
pi1/2
+
504
5(2pi)1/2Λ
+
3456ρ3
2piΛ
)4
=: A−1D−42 ρ
4G(ρ)4,
where ρ 7→ G(ρ) is an increasing function for ρ ≥ 0.
In fact, in this convex case, we can deduce a simplified upper bound for µ and
obtain a geometric upper bound for the number of Courant-sharp eigenvalues.
Proposition 8.3. Let Ω be an open, bounded and convex set with a C2 bound-
ary. Let µ = µk(Ω) or µ = µk(Ω, β) where β is a non-negative Lipschitz con-
tinuous function on ∂Ω. There exist positive constants C and C ′ that do not
depend on Ω such that, if µ is Courant-sharp, then
µ ≤ C
( |Ω|
t+(Ω)4
+
ρ(Ω)8
|Ω|
)
,
and
k ≤ C ′
( |Ω|2
t+(Ω)4
+ ρ(Ω)8
)
.
The first inequality of Proposition 8.3 follows from Inequalities (25) and (27),
by using the Isoperimetric inequality ρ ≥ √2pi 14 . The second inequality follows
from the first one and Corollary A.2, together with Remark A.3, after applying
Young’s inequality repeatedly. Indeed, by following this procedure, we obtain
C = D−42
(
288
Λ
+
1√
2pi3/4
+
35064
10piΛ
)4
≈ 8.98× 1017,
and C ′ ≤ C + 1.
We remark that this proves Proposition 1.1 since the latter is Proposition 8.3
restricted to the Neumann case.
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8.2 Application to the disc of unit area
For the disc D ⊂ R2 of unit area, we have ρ(D) = (4pi)1/4 and δ0(D) = t+(D) =
pi−1/2. We wish to evaluate Proposition 7.1, so we must first calculate ξ∗(ρ).
We use the last line of Table 1. The value of ξ∗(ρ) can be computed either nu-
merically or with Cardano’s formula. We find, for any Courant-sharp Neumann
(or Robin) eigenvalue µ(D) of D,
µ(D) ≤ 2.67× 1017.
It is well-known that the first positive Neumann eigenvalue of D is pi(j′1,1)
2
where j′1,1 is the first positive zero of J
′
1, the derivative of the Bessel function
J1. By substituting this into Inequality (29), we obtain that any Courant-sharp
Neumann eigenvalue µ(D) of D satisfies
µ(D) ≤ 1.26× 1020.
We also have diam(D) = 2pi−1/2. By Inequality (31), we have that any
Courant-sharp Neumann (or Robin) eigenvalue µ(D) of D satisfies
µ(D) ≤ 2.09× 1020.
By comparing the two preceding upper bounds, we remark that we do not
lose a great deal by appealing to the bound of Payne and Weinberger, even
though it is not the natural choice for our situation. Indeed, equality is achieved
in (30) for a rectangle of fixed area with one side shrinking to 0. Such shrink-
ing behaviour is not possible in our situation since Ω contains a ball of radius
t+(Ω) > 0.
We now evaluate the first inequality of Proposition 8.2 for the disc of unit
area. We obtain that any Courant-sharp Neumann (or Robin) eigenvalue µ(D)
of D satisfies
µ(D) ≤ 1.42× 1020,
which is better than the second inequality of Proposition 8.2 for the disc of unit
area, but worse than using Inequality (29) directly (see above).
In addition, Proposition 8.3 applied to the disc of unit area gives that any
Courant-sharp Neumann (or Robin) eigenvalue µ(D) of D satisfies
µ(D) ≤ 1.51× 1020,
and the number of such eigenvalues k ≤ 1.51× 1020.
For comparison with the above upper bounds, we recall that the third pos-
itive Neumann eigenvalue is the largest Courant-sharp Neumann eigenvalue as
proved in [9]. In addition, µ4(D) = pi(j
′
2,1)
2 ≈ 3.0542pi < 30 (where j′2,1 is the
first positive zero of J ′2, the derivative of the Bessel function J2). The Courant-
sharp Robin eigenvalues of D are not known (to date).
9 Generalisation to arbitrary dimension
9.1 Tubular neighbourhoods of the boundary
We now assume that Ω is a bounded, open and connected set in Rn, with n ≥ 3,
such that ∂Ω is a C2 submanifold of Rn. We extend the methods used in the
previous sections to this situation.
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To simplify the notation, we write Γ for the submanifold ∂Ω. As before, for
r > 0, we define the inner tubular neighbourhood with radius r:
Γ+r := {x ∈ Ω ; dist(x,Γ) < r}.
For all x′ ∈ Γ, we denote by n(x′) the outward unit normal vector at x′. In
order to parametrise the inner tubular neighbourhoods, we introduce the normal
bundle of Γ. Furthermore, for all x′ ∈ Γ, we identify the one-dimensional vector
space spanned by n(x′) with the real line R. We therefore write the normal
bundle as a trivial product:
N(Γ) := Γ× R
and we define a C1 mapping F : N(Γ)→ Rn by
F (x′, t) = x′ − tn(x′). (32)
Let us recall that the mapping x′ 7→ n(x′) from Γ to Sn−1 is known as
the Gauss map (see for instance Subsection 2.5 of [17]). Its differential is a
symmetric linear endomorphism of Tx′Γ, the tangent space to Γ at x
′, seen as
a subspace of Rn. It is called the Weingarten endomorphism, and we denote
it by Wx′ . Its eigenvalues are called the principal curvatures of Γ at x
′. Let
(e1, . . . , en−1) be an orthonormal basis of Tx′Γ consisting of eigenvectors of
Wx′ and let (κ1(x
′), . . . , κn−1(x′)) be the associated principal curvatures. Then
(e1, . . . , en−1, 1) and (e1, . . . , en−1,n(x′)) are orthonormal bases of T(x′,t)N(Γ),
identified with Tx′Γ⊕R, and Rn respectively, and the matrix of the differential
D(x′,t)F in those bases is
1− tκ1(x′) · · · 0 0
...
. . .
...
...
0 · · · 1− tκn−1(x′) 0
0 · · · 0 −1
 .
We now define
t+(Ω) :=
(
sup
x′∈Γ
max
i∈{1,...,n−1}
|κi(x′)|
)−1
,
and, for any x′ ∈ Γ, the (internal) cut-distance to Γ at x′:
δ+(x
′) := sup{δ > 0 ; dist(F (x′, t),Γ) = t for all t ∈ [0, δ]}.
We set
δ+(Ω) := inf
x′∈Γ
δ+(x
′)
and
δ0(Ω) := min{t+(Ω), δ+(Ω)}.
By construction, F is a diffeomorphism of class C1 from Γ×(0, δ0(Ω)) to Γ+δ0(Ω).
Lemma 9.1. Let V be an open set in Γ × (0, δ0(Ω)) and let U = F (V ). For
any measurable, non-negative function g : V → R,∫
U
f(x) dx =
∫
Γ
(∫ +∞
0
1V (x
′, t)g(x′, t)
n−1∏
i=1
(1− tκi(x′)) dt
)
dx′
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where f = g ◦F−1, 1V is the characteristic function of V and dx′ is the surface
measure in Γ induced by the Lebesgue measure in Rn.
Proof. The proof is similar to the proof of Weyl’s formula for the volume of
tubes given in Chapter 6 of [5]. First, we use Proposition 3.3.16 of [5] to get∫
U
f(x) dx =
∫
V
g F ∗(dx),
where dx denotes the Lebesgue measure in Rn and F ∗(dx) the pullback of dx
by the diffeomorphism F .
Then, we note that, up to a change of sign, the mapping F defined in
Equation (32) is the canonical map defined in Equation 2.7.5 of [5]. According
to Equation 6.8.2 of [5], there exists a function G defined on Γ × (0, δ0(Ω)), to
be specified below, such that
F ∗(dx) = G(x′, t) dx′ ⊗ dt,
where dx′ ⊗ dt denotes the product measure in N(Γ) = Γ × R, with dt the
Lebesgue measure in R. From Equation 6.7.16 of [5], we obtain∫
V
g F ∗(dx) =
∫
Γ×R
1V (x
′, t)g(x′, t)G(x′, t) dx′ ⊗ dt =∫
Γ
(∫
R
1V (x
′, t)g(x′, t)G(x′, t) dt
)
dx′.
It remains to give an explicit formula for G(x′, t). We fix u 7→ x(u) a local
parametrisation of Γ such that x(0) = x′ and, for i ∈ {1, . . . , n− 1},
∂x
∂ui
(0) = ei.
From Equation 6.8.9 and Proposition 6.6.2 of [5], we obtain
G(x′, t) =
det
(
Π
(
∂x
∂u1
(0)− t∂n◦x∂u1 (0)
)
, . . . ,Π
(
∂x
∂un−1
(0)− t ∂n◦x∂un−1 (0)
))
det
(
Π
(
∂x
∂u1
(0)
)
, . . . ,Π
(
∂x
∂un−1
(0)
)) ,
where Π is the orthogonal projection from Rn to Tx′Γ. It follows from the chain
rule that, for all i ∈ {1, . . . , n− 1},
∂n ◦ x
∂ui
(0) = Wx′ [ei] = κi(x
′)ei.
This finally implies
G(x′, t) =
n−1∏
i=1
(1− tκi(x′)).
Lemma 9.1 allows us to extend the estimates of Section 5 to higher dimen-
sions in a straightforward manner. Indeed, Lemma 5.1, Corollaries 5.2 and 5.3,
and Proposition 5.4 hold with the constants given in Table 2.
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Table 2: Possible choices for the constants in Rn
Nature of Ω C m− M K
General case 2
√
3 1/4n−1 (7/4)n−1 7n−1
Convex 2
√
3 1/4n−1 1 4n−1
9.2 Upper bounds for Courant-sharp eigenvalues
To simplify the formulas, we write V := |Ω| and S := |∂Ω| (the total (n − 1)-
dimensional surface measure of ∂Ω) in the rest of this section. We denote by
NΩ either N
N
Ω or N
β
Ω, since the lower bound that we derive holds for both types
of counting function.
Following [9], we define
γ(n) :=
(2pi)n
ωnΛ(n)
n
2
,
and we recall that γ(n) < 1 for all integers n ≥ 2. For the rest of this section,
we set
ε0 :=
1
2
· 1− γ(n)
2
n
1 + γ(n)
2
n
. (33)
This choice of ε0 will be explained below.
We consider (µ, u), an eigenpair of the Neumann Laplacian on Ω or of −∆βΩ,
with µ large enough, in a sense to be made precise.
Following the steps of Subsection 5.2, we obtain an upper bound for the
number of bulk domains
ν0(ε0, u) ≤ V
Λ(n)
n
2
(
1 + ε0
1− ε0µ+
(
1 + 1ε0
1− ε0
)
C2
δ2
)n
2
,
where Λ(n) is the first eigenvalue of the Dirichlet Laplacian on a ball of volume
1 in Rn. More explicitly,
Λ(n) := ω
2
n
n j
2
n
2−1,1,
where ωn denotes the volume of a ball of radius 1 in Rn and jn2−1,1 the smallest
positive zero of the Bessel function of the first kind Jn
2−1. We also obtain the
following upper bound for the number of boundary domains
ν1(ε0, u) ≤ 3 · 2
n
2−1K
n
2 SMδ
m−Λ(n)
n
2 ε
n
2
0
(
µ+
C2
δ2
)n
2
.
Both bounds hold assuming δ ∈ (0, δ0(Ω)]. Let us now set
δ :=
(
V
2
n
µ
) 1
4
.
It follows from the two previous upper bounds that, if µ is large enough so that(
V
2
n
µ
) 1
4
≤ δ0(Ω), (34)
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then we have the following upper bound for the nodal count
ν(u) ≤ 1
Λ(n)
n
2
(1 + ε0
1− ε0 ξ +
1 + 1ε0
1− ε0 C
2ξ1/2
)n
2
+
3 · 2n2−1MK n2 ρ2
m−ε
n
2
0
ξ−
1
4
(
ξ + C2ξ1/2
)n
2
)
, (35)
where ξ := V 2/nµ and ρ := S1/2/V 1/2−1/2n.
An upper bound for the remainder RDΩ (µ) is given in Section 2 of [4] for
arbitrary dimension. Repeating the argument in Section 6, we obtain, for any
` ∈ (0, 3(4√n)−1δ0(Ω)),
RDΩ (µ) ≤
ωnMS
√
n`
(2pi)n
µ
n
2 +
pin
3
2ωnV
(2pi)n`
µ
n−1
2 .
Setting
` =
√
pinV
MS
µ−
1
4 ,
we find that, if µ is large enough so that√
pinV
MS
µ−
1
4 ≤ 3δ0(Ω)
4
√
n
, (36)
we have the following upper bound for the remainder
RDΩ (µ) ≤
2nωn
(2pi)n
√
piMρξ
n
2− 14 . (37)
As before, if the eigenfunction u is Courant-sharp,
ν(u) = NΩ(µ) + 1,
and therefore, if Inequalities (34) and (36) are satisfied, from Inequalities (35)
and (37), we obtain
fρ(ξ) :=
ωn
(2pi)n
ξ
n
2−2nωn
√
piM
(2pi)n
ρξ
n
2− 14− 1
Λ(n)
n
2
(
1 + ε0
1− ε0 ξ +
1 + 1ε0
1− ε0 C
2ξ
1
2
)n
2
−
3 · 2n2−1MK n2
Λ(n)
n
2m−ε
n
2
0
ρ2ξ−
1
4
(
ξ + C2ξ
1
2
)n
2
< 0. (38)
A straightforward computation shows that, since
0 < ε0 <
1− γ(n) 2n
1 + γ(n)
2
n
,
we have
lim
ξ→+∞
fρ(ξ) = +∞.
Taking into account the conditions (34), (36) and (38), we can summarise our
result in the following proposition.
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Proposition 9.2. Let Ω be an open, bounded and connected set with a C2
boundary. If µ is a Courant-sharp eigenvalue of the Neumann Laplacian on Ω
or of −∆βΩ, we have
µ ≤ max
( |Ω| 12n
δ0(Ω)
)4
,
(√
pi
M
4n|Ω| 12n
3ρ(Ω)δ0(Ω)
)4
,
ξ∗(ρ(Ω))
|Ω| 2n
 ,
with
ξ∗(ρ) := sup{ξ > 0 ; fρ(ξ) < 0},
the function t 7→ fρ(t) being defined in Formula (38).
We note that the function fρ, and therefore also ξ
∗(ρ), only depend on the
dimension n, the geometric properties of the domain Ω and the choice of ε0.
9.3 Geometric upper bounds for Courant-sharp eigenval-
ues of convex bodies
We now assume that the set Ω is convex. In that case, t+(Ω) = δ+(Ω), as
discussed in Remark 5.7, and therefore δ0(Ω) = t+(Ω). To simplify the formulas,
we write t+ := t+(Ω). Again ε0 is fixed as in (33). Additionally, the constants
appearing on the left-hand side of Inequality (38) can be chosen as in the second
row of Table 2, which implies a smaller value of ξ∗(ρ). Furthermore, again from
Remark 5.7, Corollary 5.3 holds, with M = 1 and for any r > 0. The estimate
(37) on the remainder therefore holds without Condition (36). We conclude
that, if µ is Courant-sharp, then
µ ≤ max
(V 12n
t+
)4
,
ξ∗(ρ)
V
2
n
 .
We now obtain an explicit upper bound for ξ∗(ρ).
From Inequality (38) and the constants from the second row of Table 2, we
have
ωn
(2pi)n
ξ
n
2 − 2nωn
√
pi
(2pi)n
ρξ
n
2− 14 − 1
Λ(n)
n
2
(
1 + ε0
1− ε0 ξ + 12
1 + 1ε0
1− ε0 ξ
1
2
)n
2
−
3 · 2n2−1(4n−1)n2 +1
Λ(n)
n
2 ε
n
2
0
ρ2ξ−
1
4
(
ξ + 12ξ
1
2
)n
2
< 0. (39)
In what follows, we use the fact that, by (34),
ξ = V 2/nµ ≥
(
V 1/n
t+
)4
≥ ω4/nn ,
since V = |Ω| ≥ |Bt+ | = ωntn+ as Bt+ ⊂ Ω.
We also invoke the Mean Value theorem which gives that for N ≥ 1, there
exists z ∈ (0, x) such that
(1 + x)N − 1 = N(1 + z)N−1x.
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We have that
1
Λ(n)
n
2
(
1 + ε0
1− ε0 ξ + 12
1 + 1ε0
1− ε0 ξ
1
2
)n
2
=
1
Λ(n)
n
2
(
1 + ε0
1− ε0
)n
2
ξ
n
2
(
1 + 12
1 + 1ε0
1 + ε0
ξ−
1
2
)n
2
≤ 1
Λ(n)
n
2
(
1 + ε0
1− ε0
)n
2
ξ
n
2
1 + 6n(1 + 121 + 1ε0
1 + ε0
ξ−
1
2
)n
2−1 1 + 1ε0
1 + ε0
ξ−
1
2

≤ 1
Λ(n)
n
2
(
1 + ε0
1− ε0
)n
2
ξ
n
2
1 + 6n(1 + 121 + 1ε0
1 + ε0
ω
− 2n
n
)n
2−1 1 + 1ε0
1 + ε0
ξ−
1
2

=
1
Λ(n)
n
2
(
1 + ε0
1− ε0
)n
2
ξ
n
2
+
6n
Λ(n)
n
2
(
1 + ε0
1− ε0
)n
2
(
1 + 1ε0
1 + ε0
)(
1 + 12
(
1 + 1ε0
1 + ε0
)
ω
− 2n
n
)n
2−1
ξ
n−1
2 ,
and
(ξ + 12ξ
1
2 )
n
2 = ξ
n
2 (1 + 12ξ−
1
2 )
n
2 ≤ ξ n2 (1 + 12ω− 2nn )n2 .
Substituting these into (39), we obtain(
ωn
(2pi)n
− 1
Λ(n)
n
2
(
1 + ε0
1− ε0
)n
2
)
ξ
n
2
<
(
2nωn
√
pi
(2pi)n
ρ+
3 · 2n2−1(4n−1)n2 +1
Λ(n)
n
2 ε
n
2
0
(1 + 12ω
− 2n
n )
n
2 ρ2
)
ξ
n
2− 14
+
6n
Λ(n)
n
2
(
1 + ε0
1− ε0
)n
2
(
1 + 1ε0
1 + ε0
)(
1 + 12
(
1 + 1ε0
1 + ε0
)
ω
− 2n
n
)n
2−1
ξ
n−1
2 , (40)
We note that the coefficients of ξ
n
2 , ξ
n−1
2 only depend on the dimension, while
the coefficient of ξ
n
2− 14 depends on the dimension and the isoperimetric ratio.
Inequality (40) implies that
ξ < D−1n
(
2nωn
√
pi
(2pi)n
ρ+
3 · 2n2−1(4n−1)n2 +1
Λ(n)
n
2 ε
n
2
0
(1 + 12ω
− 2n
n )
n
2 ρ2
)
ξ
3
4
+
6n
Λ(n)
n
2
(
1 + ε0
1− ε0
)n
2
(
1 + 1ε0
1 + ε0
)(
1 + 12
(
1 + 1ε0
1 + ε0
)
ω
− 2n
n
)n
2−1
ξ
3
4 ξ−
1
4 , (41)
where Dn :=
ωn
(2pi)n − 1Λ(n)n2
(
1+ε0
1−ε0
)n
2
. Substituting ξ−
1
4 ≤ ω− 1nn into Inequality
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(41), we obtain
ξ < D−4n
(
2nωn
√
pi
(2pi)n
ρ+
3 · 2n2−1(4n−1)n2 +1
Λ(n)
n
2 ε
n
2
0
(1 + 12ω
− 2n
n )
n
2 ρ2
+
6nω
− 1n
n
Λ(n)
n
2
(
1 + ε0
1− ε0
)n
2
(
1 + 1ε0
1 + ε0
)(
1 + 12
(
1 + 1ε0
1 + ε0
)
ω
− 2n
n
)n
2−1)4
, (42)
which implies that
µ < D−4n V
−2/n
(
2nωn
√
pi
(2pi)n
ρ+
3 · 2n2−1(4n−1)n2 +1
Λ(n)
n
2 ε
n
2
0
(1 + 12ω
− 2n
n )
n
2 ρ2
+
6nω
− 1n
n
Λ(n)
n
2
(
1 + ε0
1− ε0
)n
2
(
1 + 1ε0
1 + ε0
)(
1 + 12
(
1 + 1ε0
1 + ε0
)
ω
− 2n
n
)n
2−1)4
=: M1(n, ρ, V ). (43)
If instead we consider the bound due to Payne and Weinberger, [13],
µ2(Ω) ≥ pi
2
diam(Ω)2
, (44)
then
ξ−
1
4 ≤ diam(Ω)
1
2
√
piV
1
2n
.
The following bound due to Gritzmann, Wills and Wrase, [8],
diam(Ω) <
Sn−1
ωn−1(nV )n−2
,
gives that
ξ−
1
4 ≤ ρ
n−1
√
piω
1
2
n−1n
n
2−1
.
By substituting the latter inequality into Inequality (41), we have
µ < D−4n V
− 2n
(
2nωn
√
pi
(2pi)n
ρ+
3 · 2n2−1(4n−1)n2 +1
Λ(n)
n
2 ε
n
2
0
(1 + 12ω
− 2n
n )
n
2 ρ2
+
6ρn−1
√
piω
1
2
n−1n
n
2−1Λ(n)
n
2
(
1 + ε0
1− ε0
)n
2
(
1 + 1ε0
1 + ε0
)(
1 + 12
(
1 + 1ε0
1 + ε0
)
ω
− 2n
n
)n
2−1)4
=: M2(n, ρ, V ) (45)
We can summarise both versions of the upper bound in the following propo-
sition.
Proposition 9.3. Let Ω be an open, bounded and convex set with a C2 bound-
ary. If µ is a Courant-sharp eigenvalue of the Neumann Laplacian on Ω or of
−∆βΩ, we have
µ ≤ max
(
|Ω| 2n
t+(Ω)4
, M1(n, ρ(Ω), |Ω|)
)
(46)
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and
µ ≤ max
(
|Ω| 2n
t+(Ω)4
, M2(n, ρ(Ω), |Ω|)
)
,
with M1 and M2 defined in Formulas (43) and (45) respectively.
Similarly to the end of Section 8, we can find simpler, although less explicit,
upper bounds.
Proposition 9.4. Let Ω be an open, bounded and convex set with a C2 bound-
ary. Let µ = µk(Ω) or µ = µk(Ω, β), with β a non-negative Lipschitz continuous
function on ∂Ω. There exist positive constants Cn and C
′
n that do not depend
on Ω such that, if µ is Courant-sharp,
µ ≤ Cn
(
|Ω| 2n
t+(Ω)4
+
ρ(Ω)8
|Ω| 2n
)
and
k ≤ C ′n
( |Ω| 1n
t+(Ω)
)2n
+ ρ(Ω)4n
 .
The first inequality in Proposition 9.4 follows from Inequalities (42) and
(46), taking into account ρ(Ω) ≥ √nω 12nn . The second follows from the first and
Corollary A.2, together with Remark A.3, after applying Young’s inequality
repeatedly. Both Cn and C
′
n could be computed explicitly.
As described in the introduction for the case of dimension 2, the previous
inequality implies that a sufficiently regular convex set with a large number
of Courant-sharp eigenvalues has a large isoperimetric ratio or a point in its
boundary where the curvature is large (or both). Additionally, if there exists
a Courant-sharp eigenvalue which is large with respect to |Ω| 2n t+(Ω)−4, the set
has a large isoperimetric ratio.
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A An upper bound for the Neumann counting
function of a convex domain
Proposition A.1. Let Ω be an open, bounded and convex set in Rn with a C2
boundary. Then, for all µ > 0, we have
NNΩ (µ) ≤
n
n
2
pin
|Ω|µn2 + n
n
2
pin
|∂Ω|
n−1∑
i=0
(
n− 1
i
)
pii+1
(i+ 1)t+(Ω)i
µ
n−i−1
2 , (47)
where t+(Ω) is the smallest radius of curvature, as defined by Equation (8).
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Proof. We combine the Payne-Weinberger lower bound (see Inequality (44))
with Neumann bracketing. Reference [4] uses a similar approach with Dirichlet
bracketing.
For α ∈ Zn, we define the open hypercube Cα := α + (0, 1)n. Let us fix
a > 0. We define
Ia := {α ∈ Zn ; aCα ∩ Ω 6= ∅}
and denote by K(a) the cardinality of Ia. For all α ∈ Ia, we define Ωα,a :=
Ω ∩ aCα. By construction, Ωα,a is a convex, open set with diameter bounded
from above by
√
na. We define
Ω˜a :=
⋃
α∈Ia
Ωα,a,
which is open and bounded, but not connected.
We consider the spectrum of the Neumann Laplacian on Ω˜a, which we denote
by (µk(a))k≥1. Since Ω˜a has K(a) connected components, 0 is an eigenvalue of
multiplicity K(a), that is
0 = µ1(a) = µ2(a) = · · · = µK(a)(a).
The eigenvalue µK(a)+1(a) is the smallest among the non-trivial eigenvalues of
the sets Ωα,a with α ∈ Ia, and therefore, according to the Payne-Weinberger
inequality,
pi2
na2
≤ µK(a)+1(a).
It follows from the variational characterisation of the eigenvalues that µk(a) ≤
µk(Ω) for any integer k (see, for example, Proposition 4(c) of [16]), so that
pi2
na2
≤ µK(a)+1(Ω).
Equivalently, the counting function NNΩ (·) satisfies
NNΩ
(
pi2
na2
)
≤ K(a). (48)
To finish the proof, let us give an upper bound for K(a). We define Da as the
interior of ⋃
α∈Ia
Cα,a,
and note that |Da| = K(a)an. Furthermore, we have
Da ⊂ Ω +
√
naB,
where B is the ball of radius 1 in Rn and the right-hand side is understood as
a Minkowski sum. We obtain
K(a) ≤ a−n ∣∣Ω +√naB∣∣ . (49)
Using normal coordinates in the exterior of Ω (similarly to Subsection 9.1 but
for the outer parallel sets), we find, for any δ > 0,
|Ω + δB| = |Ω|+
∫ δ
0
(∫
∂Ω
n−1∏
i=1
(1 + tκi(x
′)) dx′
)
dt.
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Expanding and using κi(x
′) ≤ t+(Ω)−1 for all x′ ∈ ∂Ω and i ∈ {1, . . . , n − 1},
we find
|Ω + δB| ≤ |Ω|+ |∂Ω|
n−1∑
i=0
(
n− 1
i
)
δi+1
(i+ 1)ti+(Ω)
.
We now choose δ :=
√
na := pi/
√
µ. We obtain the desired result by substituting
this value into the previous inequality and by using Inequalities (49) and (48)
successively.
Let us denote by Fn(|Ω|, |∂Ω|, t+(Ω), µ) the right-hand side of Inequality
(47). It is a continuous and increasing function of µ.
Corollary A.2. Let Ω be an open, bounded and convex set in Rn with a C2
boundary. For any integer k ≥ 1,
k ≤ Fn(|Ω|, |∂Ω|, t+(Ω), µk(Ω)). (50)
Proof. Let us fix ε > 0. We have NNΩ ((1 + ε)µk(Ω)) ≥ k. We obtain Inequality
(50) by applying Inequality (47) and letting ε go to 0.
Remark A.3. We recall that µk(Ω) ≤ µk(Ω, β) for every non-negative Lipschitz
continuous function β on ∂Ω, and every k ≥ 1. Since Fn(|Ω|, |∂Ω|, t+(Ω), µ) is
increasing in µ, Inequalities (47) and (50) hold when substituting NβΩ(µ) for
NNΩ (µ) and µk(Ω, β) for µk(Ω), respectively.
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