Introduction
Let C Denote by Π n the set of all algebraic polynomials with degree at most n on [−1, 1]. Define the class of (l, n) type rational functions by : p n (x) ∈ Π n , q l (x) ∈ Π l .
When l = 0, R 0 n is namely the set of reciprocals of polynomials of degree n. As a special type of rational approximation, approximation by rational functions with prescribed numerator degree has been studied by many mathematicians and many important results were achieved (see [9] , for details). As R l n is not closed for the usual addition, many methods that are suitable for polynomial approximation or rational approximation are not useful in this case. Usually, we can only construct the rational functions with prescribed numerator degree directly.
It is well known that, in order to approximate continuous function f by reciprocals of real polynomials, f must keep a fixed sign in [−1, 1]. Leviatan, Levin and Saff [4] established the following:
Theorem A. Let f (x) ∈ C [−1,1] , f (x) ≥ 0, and f (x) ≡ 0, then there is a P n (x) ∈ Π n such that
Readers should note that, it was Levin and Saff who firstly considered about the Jackson type estimate for approximation by reciprocals of polynomials in [6] by establishing a slightly weaker result.
As a very interesting generalization, for continuous functions f on [−1, 1] with exactly l sign changes in (−1, 1), Leviatan and Lubinsky [5] proved that f can be approximated by rational functions in R l n , and established a Jackson type theorem as follows:
There exists an absolute constant C with the following property: If f ∈ C [−1,1] changes sign exactly l times in (−1, 1), say at b 1 , b 2 , . . . , b l , then for each n ≥ 1, there exists a polynomial p n (x) of degree at most n, having the same sign as f in (b l , 1), and such that for x ∈ (−1, 1),
where C is independent of f, n, l, b 1 , b 2 , . . . , b l and x.
The purpose of this note is to improve Theorems A and B by establishing the following two Jackson type estimates which combine pointwise and global estimates as a whole.
where δ n (x) = √ 1 − x 2 +1/n, 0 ≤ λ ≤ 1, and C(λ) denotes a positive constant only depending on λ. 1] changes sign exactly l times in (−1, 1), say at b 1 , b 2 , . . . , b l , then there exists a polynomial p n (x) of degree at most n, having the same sign as f in (b l , 1), and such that for x ∈ (−1, 1)
where C(λ, δ, l) denotes a positive constant only depending on λ, δ and l, and
If λ = 1, then Theorem 1 and Theorem 2 lead to Theorem A and Theorem B respectively. If 0 ≤ λ < 1, then we can get new pointwise estimates.
Throughout the paper, C(λ) denotes a positive constant only depending on λ, C(λ, δ, l) denotes a positive constant only depending on λ, δ and l, their values may be different in different occurrences.
We will prove Theorem 1 and Theorem 2 in Section 2 and Section 3 respectively.
Nonnegative case
From [7] , we can take a Jackson kernel function K n (t) such that
In this section, r = 5 will be a suitable choice. For any
Proof. We only prove Lemma 2 for the case k = 2, because the other case k = 1 can be deduced simply by using the Hölder inequality from the case k = 2. Take g(x) satisfying Lemma 1, then
From (1) and Lemma 1, it is easy to deduce that
By the well-known property of modulus of continuous
and the inequality
we have
From
where we used the following estimate in the third inequality [3, Section 7.2]:
for any real number u between x and cos(arccos x − t).
We finish the proof of Lemma 2 by combining (2), (3), (6) and (7).
By noting that
we only need to prove
By the Hölder inequality, we have
Let E = {x : 1/P n (x) > f ε (x)}, then for any x ∈ E, by (4), (5) and Lemma 2, we have
If
For J 1 , we have
where we used the following inequality
From Lemma 2, it is obvious that
In a similar way to the proof of (6), we have
For J 4 , we have
Combining (9)- (14), we have (8) and thus Theorem 1 is proved.
Sign change case
In this section, we assume that f (x) ∈ C [−1,1] , and changes sign exactly l times at
where δ n := π 2n and C n is a normalized constant so that π −π λ n (t)dt = 1. Without loss of generality, we may assume that f (x)sgn
Before construct the rational function, we present some auxiliary lemmas.
Lemma 3. It holds the following inequalities:
Proof. The proof of (15) 
Therefore,
This completes the proof of (15). (16) can be derived from Lemma 6 of [8].
Lemma 4. It holds the following inequalities:
Proof. Set
By the definition ofG ε (arccos x), we have
By noting the obvious fact
we can estimate K 4 as in (9) to obtain that
We estimate K 1 as follows:
By (18) and in a similar way to (9), we obtain that the last term in (19) is O ε(x) . Now set
For any s ∈ ∩ l j=1 E j , it holds that
Therefore, by using the property of modulus of continuous (4) and (5) again, we get
Now, we go on with the first term in (19) by applying (16), (18) and (20),
, where in the last inequality, we used (18) and the following obvious fact
Now, we begin to estimate K 2 . First, we observe that, if
which implies that
By (18) again, we also have
By the definition of F(x), we observe that
Combining the above estimates for k j , j = 1, 2, 3, 4, we obtain (17).
Lemma 5. It holds the following inequality:
Note that
and
For any s ∈ A, it follows from (16) that
By (16) and (24), we get
In a similar way to Lemma 2, we have
Since n |s|
then in a similar way to the treatment of the first term of K 1 , we get (1 + n|s| + n|t|) 3 λ n (s)K n (t)dsdt ≤ C(δ, λ, l)ε(x).
In a similar way to (28), we have
It is not hard to deduce that
Combining (23)- (31), we obtain Lemma 5.
Proof of Theorem 2. Define P n (x) := J n 1 G ε , arccos x ∈ Π n .
In this section, we take r ≥ 20. .
where in the last inequality we used the following inequality π −π l j=1 (x − b j ) G ε (arccos x − t) −G ε (arccos x) (1 + n|t|) 10 K n (t)dt ≤ C(λ, δ, l)ε(x), which can be deduced by using the same way in the proof of Lemma 5. Combining (33) and (34), we obtain (32).
