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Let (an)n0 be a sequence of integers such that its generating
series satisﬁes
∑
n0 ant
n = h(t)
(1−t)d for some polynomial h(t). For
any r 1 we study the coeﬃcient sequence of the numerator
polynomial h0(a〈r〉) + · · · + hλ′ (a〈r〉)tλ′ of the rth Veronese series
a〈r〉(t) =∑n0 anrtn . Under mild hypothesis we show that the vec-
tor of successive differences of this sequence up to its  d2 th entry
is the f -vector of a simplicial complex for large r. In particular,
the sequence (h0(a〈r〉), . . . ,hλ′ (a〈r〉)) satisﬁes the consequences of
the unimodality part of the g-conjecture. We give applications of
the main result to Hilbert series of Veronese algebras of standard
graded algebras and the f -vectors of edgewise subdivisions of sim-
plicial complexes.
© 2012 Elsevier Inc.
1. Introduction
We consider rational formal power series
a(t) =
∑
n0
ant
n = h0(a) + · · · + hλ(a)t
λ
(1− t)d , (1)
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308 M. Kubitzke, V. Welker / Advances in Applied Mathematics 49 (2012) 307–325with integer coeﬃcients (an)n0, where hλ(a) = 0. We will always use the convention that hi(a) = 0
if i > λ. For an integer r  1 we are interested in the rth Veronese series
a〈r〉(t) :=
∑
n0
anrt
n = h0(a
〈r〉) + · · · + hλ′(a〈r〉)tλ′
(1− t)d ,
where hλ′ (a〈r〉) = 0. We call h(a) := (h0(a), . . . ,hλ(a)) the h-vector of the rational series a(t) and
g(a) := (g0(a), . . . , g λ2 (a)) the g-vector of a(t), where g0(a) := h0(a) and gi(a) := hi(a) − hi−1(a)
for 1 i   λ2 . If we write a(t) as b1(t)+ b2(t)(1−t)d for polynomials b1(t), b2(t) where b2(t) is of degree
< d, then we call χ(a) := b1(0) the characteristic of a(t). We are interested in enumerative properties
of h(a〈r〉) and g(a〈r〉) for large r.
Algebraic, analytic, enumerative and probabilistic aspects of the transformation h(a) 	→ h(a〈r〉) have
recently been studied in a series of papers connecting this transformation to numerous other math-
ematical objects (see for example [2,4,5,8,14]). The papers [4] and [8] recognize a suitable scaling
of the transformation as a Markov chain with amazing properties. In [5] the combinatorics of the
linear transformation is analyzed and it is shown that asymptotically the generating polynomial of
(hi(a〈r〉))i0 is real rooted. In [2] the asymptotics is worked out in great detail and the results are
applied in the frame of Ehrhart series. We will start out from the description of the transformation
given in [5] and put the asymptotic behavior in perspective with the classiﬁcation of f -and h-vectors
from the theory of simplicial complexes. This leads to the interesting Question 4.4 about the relation
between classical f -vector theory and the theory of real rooted polynomials paralleling a different
question asked in [3]. For our proofs we extend a method developed in [15] for the study of barycen-
tric subdivisions of simplicial complexes. Before the principle idea from [15] becomes applicable in
our setting we have to deﬁne a suitable extension of the transformation h(a) 	→ h(a〈r〉). This detour
then prevents the direct application of the proof method from [15] and forces a sequence of new
lemmas. In addition, in [15] it suﬃces to analyze a single application of the respective transformation
whereas in our setting a single application of h(a) 	→ h(a〈r〉) does not yield the consequences of our
main result and only asymptotic results hold true.
The following is our main result. In the formulation of the result we denote by f () :=
( f−1(), f0(), . . . , fd−1()) the f -vector of a (d − 1)-dimensional simplicial complex , where
f i() :=
∣∣{F ∈  | dim F = i}∣∣
for −1 i  d − 1. Recall, that dim F := |F | − 1 for F ∈  and that the dimension dim of  equals
maxF∈ dim F .
Theorem 1.1. Let a(t) =∑n0 antn = h0(a)+···+hλ(a)tλ(1−t)d be a rational formal power series with integer coeﬃ-
cient sequence (an)n0 , where hλ(a) = 0 and h0(a) = 1.
(i) If hi(a) 0 for 1 i  λ and r max(d, λ), then there exists a simplicial complex r such that
gi
(
a〈r〉
)= f i−1(r) for 0 i 
⌊
d
2
⌋
.
(ii) If there is an N > 0 such that an > 0 for n > N and χ(a) 0, then there is an R > N such that for each
r  R and s d, there exists a simplicial complex r·s such that
gi
(
a〈r·s〉
)= f i−1(r·s) for 0 i 
⌊
d
2
⌋
.
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of the g-vector g(a〈r〉) increase with growing r.
Our main motivation and application for Theorem 1.1 lies in the study of Hilbert series of Veronese
algebras of standard graded algebras. Let k be a ﬁeld and A = ⊕n0 An be a standard graded k-
algebra of dimension d. For r  1 the rth Veronese algebra of A is the k-algebra A〈r〉 := ⊕n0 Anr ,
which again is standard graded of dimension d. The Hilbert series Hilb(A, t) :=∑n0 dimk Antn is a
rational formal power series of the form (1). By deﬁnition we have Hilb(A〈r〉, t) = Hilb(A, t)〈r〉 . We
call h(A) := h(Hilb(A, t)) the h-vector of A and g(A) := g(Hilb(A, t)) the g-vector of A. The following
corollary is a direct consequence of Theorem 1.1:
Corollary 1.2. Let A be a d-dimensional standard graded k-algebra with Hilbert series Hilb(A, t) =
h0(A)+···+hλ(A)tλ
(1−t)d .
(i) If hi(A) 0 for 0 i  λ and r max(λ,d), then there exists a simplicial complex r such that
gi
(
A〈r〉
)= f i−1(r) for 0 i 
⌊
d
2
⌋
.
(ii) If χ(A) 0, then there is an R > 0 such that for r  R and s  d, there exists a simplicial complex r·s
such that
gi
(
A〈r·s〉
)= f i−1(r·s) for 0 i 
⌊
d
2
⌋
.
Using the fact that Cohen–Macaulayness of a standard graded k-algebra A implies that h(A) > 0 [7,
Cor. 4.1.10] the conclusion of Corollary 1.2(i) holds for all Cohen–Macaulay A. Indeed, Corollary 1.2(i)
inspired the results from [12] where a deep algebraic understanding of Corollary 1.2(i) is provided
for Cohen–Macaulay rings. For general A satisfying the assumptions of Corollary 1.2(i) or (ii) such
an understanding is still missing. Algebraically the validity of the inequalities from Corollary 1.2 for
the h-vector of an algebra A suggests that a suitable 0-dimensional quotient of the algebra has some
Lefschetz property. Lefschetz properties are prominent in various ﬁelds such as algebraic geometry,
discrete geometry, combinatorics and commutative algebra. We refer the reader to [11] and [13] for
the role of Lefschetz properties in commutative algebra and algebraic geometry and to [17–19] for
its role in discrete geometry and combinatorics. Indeed, our corollary inspires a very strong form of
the Lefschetz property which is shown to hold true in [12] and seems to be an interesting concept in
itself.
As a second application of our results, we can deduce properties of h- and g-vectors of the edge-
wise subdivision of a simplicial complex. Since the deﬁnition of edgewise subdivision requires some
preparation we postpone the formulation of these results till Section 4.2. In Section 4.1 we formulate
further consequences of Theorem 1.1 and some questions. Section 3 contains the proof of Theorem 1.1
which will be based on a detailed analysis of the transformation of the h-vector under the Veronese
transformation given in Section 2.
2. Analysis of the h-vector transformation
In [5] it is shown that the map h(a) 	→ h(a〈r〉) is given by a linear transformation with positive
integer coeﬃcients. The coeﬃcients are deﬁned as follows. For integers r  0, d 1 and i, let
C(r,d, i) :=
{
(u1, . . . ,ud) ∈ Zd
∣∣∣ u1 + · · · + ud = i,0 ul  r for 1 l d
}
.
Then set C(r,d, i) := |C(r,d, i)| for d 1 and C(r,0, i) := δ0,i .
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r  1 we have
a〈r〉(t) = h0(a
〈r〉) + h1(a〈r〉)t + · · · + hm(a〈r〉)tm
(1− t)d ,
where m := max(λ,d) and
hi
(
a〈r〉
)=
λ∑
j=0
C(r − 1,d, ir − j)h j(a)
for i = 0, . . . ,m.
In the following we focus on properties of the numbers C(r,d, i). As a ﬁrst result, we show that
they exhibit a certain symmetry and satisfy a recurrence relation.
Lemma 2.2.
(i) For r  1, d 0 and 0 i  d it holds that
C(r,d, i) = C(r,d,dr − i).
(ii) For r  1, d 1, i  0 it holds that
C(r,d, i) =
r∑
m=0
C(r,d − 1, i −m).
Proof. (i) Consider the map
Φ :
{
C(r,d, i) → C(r,d,dr − i),
(u1, . . . ,ud) 	→ (r − u1, . . . , r − ud).
This map is easily seen to be a bijection between the two given sets. Now the claim follows from the
deﬁnition of C(r,d, i).
(ii) Let (u1, . . . ,ud) ∈ C(r,d, i). Then u1 =m for some 0m r and (u2, . . . ,ud) ∈ C(r,d−1, i−m).
This implies the claimed recursion. 
In order to exploit the symmetry stated in the preceding lemma we introduce the matrix Cr,d =
(C(r − 1,d, ir − j)) 0id
0 jr−1
. Note, that the submatrix of Cr,d obtained by selecting columns indexed
from 0 through d is the actual transformation matrix from Theorem 2.1. Only through the matrix Cr,d
we will be able to modify the methods from [15] for our setting.
Example 2.3. For r = 9 and d = 4, we obtain
C9,4 =
⎛
⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0
216 165 120 84 56 35 20 10 4
456 480 489 480 456 420 375 324 270
56 84 120 165 216 270 324 375 420
⎞
⎟⎟⎟⎠ .0 0 0 0 1 4 10 20 35
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the lower-triagonal part can be obtained by reﬂecting the upper-triagonal one ﬁrst at the diagonal and
then at the antidiagonal. More generally, a similar argument as in the proof of Lemma 2.2(i) shows
that we have
C(r − 1,d, ir − j) = C(r − 1,d, (d + 1− i)r − (r − ( j − d))) (2)
for j  d + 1.
To simplify notation we need a few deﬁnitions.
Deﬁnition 2.4. Let d 1, r  1 and k 0 be integers.
(i) For 0  k  r − 1 let Cr,dk ∈ Zd+1 be the vector whose (i + 1)st entry equals C(r − 1,d, ir − k)
for 0 i  d. Equivalently, Cr,dk is the transpose of the (k + 1)st column of Cr,d . For k  r we set
Cr,dk ∈ Zd+1 to be the all zero vector.
(ii) For 0  k  r − 1 let gˆr,dk = (g0, g1, . . . , g d2 +1) ∈ Z
 d2 +2 be the vector deﬁned by g0 :=
C(r−1,d,0 · r−k) = δ0,k and gi := C(r−1,d, i · r−k)−C(r−1,d, (i−1) · r−k) for 1 i   d2 +1.
For k r we set gˆr,dk ∈ Z
d
2 +2 to be the all zero vector.
(iii) Let gr,dk ∈ Z
d
2 +1 be the vector obtained from gˆr,dk by deleting its last entry.
For example in Example 2.3 we have C9,41 = (0,165,480,84,0). We can rewrite the h-vector and
induced g-vector transformation for power series of the form (1) in terms of the vectors Cr,dk and g
r,d
k .
Remark 2.5. Let
a(t) = h0 + h1(a)t + · · · + hλ(a)t
λ
(1− t)d
be a rational series with hλ(a) = 0. For r  1 we have
h
(
a〈r〉
)=
λ∑
k=0
hk(a)C
r,d
k and g
(
a〈r〉
)=
λ∑
k=0
hk(a)g
r,d
k .
For b ∈ Z and a vector v = (v1, . . . , vd) ∈ Zd we use the notation
(b, v) := (b, v1, . . . , vd) and (v,b) := (v1, . . . , vd,b).
Moreover, we denote by last(v) the rightmost entry of v . We record some ﬁrst observations about the
vectors gr,dk and gˆ
r,d
k .
Lemma 2.6. Let 1 d r and 0 k d be integers.
(i) If d is odd, then last(gˆr,dk ) + last(gˆr,dd−k) = 0.
(ii) If d is even, then last(gˆr,dk ) + last(gr,dd−k) = 0.
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of Lemma 2.2 instead of [15, Lem. 2.5(ii)]. 
The next lemma provides some helpful recursions for the vectors Cr,dk , g
r,d
k and gˆ
r,d
k .
Lemma 2.7. Let 1 d r and 0 k d be integers. Then:
(i)
Cr,dk =
k−1∑
j=0
(
0,Cr,d−1j
)+
r−1∑
j=k
(
Cr,d−1j ,0
)
.
(ii) If d is even, then
gr,dk =
k−1∑
l=0
(
0, gr,d−1l
)+
r−1∑
l=k
gˆr,d−1l . (3)
In particular,
last
(
gr,dk
)=
k−1∑
l=0
last
(
gr,d−1l
)+
r−1∑
l=k
last
(
gˆr,d−1l
)
. (4)
(iii) If d is odd, then
gˆr,dk =
k−1∑
l=0
(
0, gr,d−1l
)+
r−1∑
l=k
gˆr,d−1l . (5)
In particular,
last
(
gˆr,dk
)=
k−1∑
l=0
last
(
gr,d−1l
)+
r−1∑
l=k
last
(
gˆr,d−1l
)
. (6)
Proof. (i) is a rephrasing of the recursion given in Lemma 2.2(ii). Parts (ii) and (iii) follow by a
straightforward computation from the deﬁnition of the vectors gr,dk and gˆ
r,d
k and Lemma 2.2(ii). 
We will further need the following technical lemma, which analyzes the behavior of the last en-
tries of the vectors gˆr,dk for k d+ 1 (as opposed to Lemma 2.6 where this is achieved for 0 k d).
Lemma 2.8. Let 1 d r and d + 1 k r − 1 be integers.
(i) If d is even, then last(gˆr,dk ) + last(gˆr,dr−(k−d)) = 0.
(ii) If d is odd, then
last
(
gˆr,dk
)+ C
(
r − 1,d, d + 1
2
r + k − d
)
= C
(
r − 1,d, d − 1
2
r + k − d
)
.
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last
(
gˆr,dk
)= C
(
r − 1,d,
(
d
2
+ 1
)
r − k
)
− C
(
r − 1,d, d
2
r − k
)
= C
(
r − 1,d, d
2
r − (r − (k − d))
)
− C
(
r − 1,d,
(
d
2
+ 1
)
r − (r − (k − d))
)
= −last(gˆr,dr−(k−d)),
where the second equality follows from the symmetry in (2). This shows (i).
(ii) Let d be odd and d+1 k r−1. Since d is odd, it holds that  d2  = d−12 and thus by deﬁnition
last
(
gˆr,dk
) = C
(
r − 1,d,
(
d − 1
2
+ 1
)
r − k
)
− C
(
r − 1,d, d − 1
2
r − k
)
(2)= C
(
r − 1,d, d + 1
2
r − r + k − d
)
− C
(
r − 1,d, d + 3
2
r − r + k − d
)
.
This ﬁnishes the proof of (ii). 
The following example provides a list of the vectors Cr,dk , g
r,d
k and gˆ
r,d
k for small values of d.
Example 2.9.
Cr,dk g
r,d
k gˆ
r,d
k
d = 1 k = 0 (1,0) (1) (1,−1)
k = 1 (0,1) (0) (0,1)
k = 2, . . . , r − 1 (0,1) (0) (0,1)
d = 2 k = 0 (1, r − 1,0) (1, r − 2) (1, r − 2,−r + 1)
k = 1 (0, r,0) (0, r) (0, r,−r)
k = 2, . . . , r − 1 (0, r − k + 1,k − 1) (0, r − k + 1) (0, r − k + 1,2k − r − 2)
d = 3 k = 0 (1,7,1,0) (1,6) (1,6,−6)
r = 3 k = 1 (0,6,3,0) (0,6) (0,6,−3)
k = 2 (0,3,6,0) (0,3) (0,3,3)
d = 4 k = 0 (1,31,31,1,0) (1,30,0) (1,30,0,−30)
r = 4 k = 1 (0,20,40,4,0) (0,20,20) (0,20,20,−36)
k = 2 (0,10,44,10,0) (0,10,34) (0,10,34,−34)
k = 3 (0,4,40,20,0) (0,4,36) (0,4,36,−20)
Note that in the above example, the entries of the vectors gr,dk are exclusively non-negative
whereas the last entry of gˆr,dk can also be negative. Our next aim is to prove that this is true in
general.
Lemma 2.10. Let 1 d r and 0 k r − 1 be integers. Then:
(i) gr,dk is non-negative and last(g
r,d
k ) = 0 if and only if d is even, d = r and k = 0, or d = 1 and k > 0.
(ii) If d is odd, then last(gˆr,dk ) > 0 for k
d
2 and last(gˆ
r,d
k ) < 0 for k <
d
2 .
(iii) If d is even, then last(gˆr,dk ) > 0 for k >
d+r
2 and last(gˆ
r,d
k ) < 0 for k <
d+r
2 . If r is even, then last(gˆ
r,d
d+r
2
) = 0.
Proof. For d 2 the statements follow from Example 2.9. Let d > 2.
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(i) By Eq. (3) we can express gr,dk as
gr,dk =
r−1∑
l=k
gˆr,d−1l +
k−1∑
l=0
(
0, gr,d−1l
)
.
From part (i) of the induction hypothesis we infer that all but the last entry of gr,dk are non-negative.
The last entry is given as
last
(
gr,dk
)=
r−1∑
l=k
last
(
gˆr,d−1l
)+
k−1∑
l=0
last
(
gr,d−1l
)
. (7)
We now distinguish the cases k d2 and k <
d
2 .
 k  d2 . The induction hypothesis (ii) implies that last(gˆr,d−1k ) > 0. Since the ﬁrst sum on the
right-hand side of (7) contains at least one summand and since last(gr,d−1l )  0 by the induc-
tion hypothesis (i) we conclude that last(gr,dk ) > 0.
 k < d2 . Lemma 2.6(i) implies that
∑d−1−k
l=k last(gˆ
r,d−1
k ) = 0. We therefore obtain
last
(
gr,dk
)=
r−1∑
l=d−k
last
(
gˆr,d−1l
)+
k−1∑
l=0
last
(
gr,d−1l
)
.
Since d − 1 > 1 and l  d2 for d − k  l and k < d2 , all summands in the ﬁrst and the second
sum on the right-hand side of Eq. (7) are strictly positive by the induction hypothesis (ii) and (i),
respectively. Hence, last(gr,dk ) 0. Furthermore, last(g
r,d
k ) = 0 if and only if d−k > r−1 and k = 0,
equivalently d > r − 1 and k = 0, equivalently d = r and k = 0.
(iii) Let k > d+r2 . Using Lemma 2.2(ii) and the deﬁnition of gˆ
r,d
k we obtain that the last entry of
gˆr,dk can be written as
last
(
gˆr,dk
)=
k−1∑
l=0
last
(
gˆr,d−1l
)+
r−1∑
l=k
(
C
(
r − 1,d − 1, d + 2
2
r − l
)
− C
(
r − 1,d − 1, d
2
r − l
))
=
d−1∑
l=0
last
(
gˆr,d−1l
)+
d+r−k−1∑
l=d
last
(
gˆr,d−1l
)+
k−1∑
l=d+r−k
last
(
gˆr,d−1l
)
+
r−1∑
l=k
(
C
(
r − 1,d − 1, d + 2
2
r − l
)
− C
(
r − 1,d − 1, d
2
r − l
))
.
By Lemma 2.6(i) it holds that
∑d−1
l=0 last(gˆ
r,d−1
l ) = 0. Lemma 2.8(ii) further implies
r−1∑(
C
(
r − 1,d − 1, d + 2
2
r − l
)
− C
(
r − 1,d − 1, d
2
r − l
))
= −
d+r−k−1∑
last
(
gˆr,d−1l
)
.l=k l=d
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last
(
gˆr,dk
)=
k−1∑
l=d+r−k
last
(
gˆr,d−1l
)
.
From the induction hypothesis (ii) we ﬁnally conclude that last(gˆr,dk )  0. Furthermore, we have
last(gˆr,dk ) = 0 if and only if k − 1 < d + r − k, i.e., k < d+r+12 . Since we also have k  d+r2 the last
condition is true if and only if k = d+r2 and r is even. From the symmetry in Lemma 2.8(i) it further
follows that last(gˆr,dk ) < 0 for d + 1  k < d+r2 . Since, by Lemma 2.6(ii), last(gˆr,dk ) = −last(gr,dd−k) for
0 k d we deduce from (i) that last(gˆr,dk ) < 0 for 0 k d.
Case. d odd.
(i) Using (5) we can write the vector gˆr,dk as
gˆr,dk =
r−1∑
l=k
gˆr,d−1l +
k−1∑
l=0
(
0, gr,d−1l
)
.
It follows from part (i) of the induction hypothesis that gr,dk is non-negative. Since the ﬁrst sum on the
right-hand side of the last equation contains the term gˆr,d−1r−1 which by the induction hypothesis (iii)
has a strictly positive last entry, we see that last(gr,dk ) > 0.
(ii) By (6) we have
last
(
gˆr,dk
)=
r−1∑
l=k
last
(
gˆr,d−1l
)+
k−1∑
l=0
last
(
gr,d−1l
)
. (8)
Assume ﬁrst that k < d. By Lemma 2.8(i) it holds that
∑r−1
l=d last(gˆ
r,d−1
l ) = 0. This yields
last
(
gˆr,dk
)=
d−1∑
l=k
last
(
gˆr,d−1l
)+
d−1−k∑
l=0
last
(
gr,d−1l
)+
k−1∑
l=d−k
last
(
gr,d−1l
)
=
k−1∑
l=d−k
last
(
gr,d−1l
)
,
where the last equality holds by Lemma 2.6(ii). For k  d2 the last sum consists at least of the
summand last(gr,d−1d−1
2
) and the induction hypothesis (i) implies last(gˆr,dk ) > 0. This combined with
Lemma 2.6(i) also shows that last(gˆr,dk ) < 0 for 0 k
d
2 .
Now let k  d. The induction hypothesis (i) implies that
∑k−1
l=0 last(g
r,d−1
l ) > 0. If k >
d−1+r
2 , then
we infer from part (iii) of the induction hypothesis that
∑r−1
l=k last(gˆ
r,d−1
l ) > 0 and the claim follows
from (8). Assume that k d−1+r2 . In this case we can write
r−1∑
last
(
gˆr,d−1l
)=
r−k+d∑
last
(
gˆr,d−1l
)+
r−1∑
last
(
gˆr,d−1l
)
.l=k l=k l=r−k+d+1
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∑r−k+d
l=k last(gˆ
r,d−1
l ) = 0 and from the induction hypothesis (iii) we
know that
∑r−1
l=r−k+d+1 last(gˆ
r,d−1
l )  0. The above reasoning together with (8) ﬁnally completes the
proof. 
The next proposition will not be used for the proof of our main result but will lead to Proposi-
tion 4.1 which is of independent interest.
Proposition 2.11. Let 1 d r and 0 k r be integers. Then:
(i) gr,dk  g
r+1,d
k (componentwise).
(ii) If d is odd, then last(gˆr+1,dk ) last(gˆ
r,d
k ) for k
d
2 .
(iii) If d is even, then last(gˆr+1,dk+1 ) last(gˆ
r,d
k ) for k d.
Proof. We proceed by induction on d and show all three parts of the lemma simultaneously. For
d 2, Example 2.9 veriﬁes the assertion. Now let d > 2.
Case. d even.
(i) By Eq. (3) the vector gr+1,dk can be computed in the following way:
gr+1,dk =
k−1∑
l=0
(
0, gr+1,d−1l
)+
r∑
l=k
gˆr+1,d−1l .
In the sequel, let v¯ denote the vector which is obtained from a vector v by deleting its last entry. It
follows from the induction hypothesis (i) that
g¯r+1,dk 
k−1∑
l=0
(
0, gr,d−1l
)+
r−1∑
l=k
gr,d−1l + gr+1,d−1r
= g¯r,dk + gr+1,d−1r  g¯r,dk ,
where the last inequality holds by Lemma 2.10(i). It remains to show the desired inequality for the
last entries of gr+1,dk and g
r,d
k . First assume that k
d
2 . In this case, it holds that
last
(
gr+1,dk
)=
k−1∑
l=0
last
(
gr+1,d−1l
)+
r∑
l=k
last
(
gˆr+1,d−1l
)

k−1∑
l=0
last
(
gr,d−1l
)+
r−1∑
l=k
last
(
gˆr+1,d−1l
)+ last(gˆr+1,d−1r )

k−1∑
l=0
last
(
gr,d−1l
)+
r−1∑
l=k
last
(
gˆr,d−1l
)+ last(gˆr+1,d−1r )

k−1∑
l=0
last
(
gr,d−1l
)+
r−1∑
l=k
last
(
gˆr,d−1l
)
.
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The third inequality is a consequence of Lemma 2.10(ii). Next, let k < d2 . In this case, we infer from
Lemma 2.6(i) that
∑d−1−k
l=k last(gˆ
r+1,d−1
l ) = 0. Combining this with the previous reasoning we can
therefore conclude that
last
(
gr+1,dk
)

k−1∑
l=0
last
(
gr,d−1l
)+
r−1∑
l=d−k
last
(
gˆr+1,d−1l
)+ last(gˆr+1,d−1r )

k−1∑
l=0
last
(
gr,d−1l
)+
r−1∑
l=d−k
last
(
gˆr+1,d−1l
)
,
where the last inequality follows from Lemma 2.10(ii). For l  d − k and k < d2 it holds that l > d2 .
Hence, part (ii) of the induction hypothesis (ii) implies last(gˆr+1,d−1l )  last(gˆ
r,d−1
l ) for d − k  l 
r − 1. We ﬁnally obtain
last
(
gr+1,dk
)

k−1∑
l=0
last
(
gr,d−1l
)+
r−1∑
l=d−k
last
(
gˆr,d−1l
)
=
k−1∑
l=0
last
(
gr,d−1l
)+
r−1∑
l=k
last
(
gˆr,d−1l
)
= last(gr,d−1k ).
For the second equality we use that by Lemma 2.6(i) we have
∑d−k−1
l=k last(gˆ
r,d−1
l ) = 0.
(iii) We have shown in the proof of Lemma 2.10(iii) that for k  d the last entry of gˆr,dk can be
expressed as
last
(
gˆr,dk
)=
k−1∑
l=d+r−k
last
(
gˆr,d−1l
)
. (9)
Using part (ii) of the induction hypothesis and Lemma 2.10(ii) we deduce
last
(
gˆr,dk
)

k−1∑
l=d+r−k
last
(
gˆr+1,d−1l
)

k−1∑
l=d+r−k
last
(
gˆr+1,d−1l
)+ last(gˆr+1,d−1k )
= last(gˆr+1,dk+1 ),
where the last equality holds by (9).
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(i) It follows from (5) that the vector gr+1,dk can be computed as
gr+1,dk =
k−1∑
l=0
(
0, gr+1,d−1l
)+
r∑
l=k
gr+1,d−1l

k−1∑
l=0
(
0, gr,d−1l
)+
r−1∑
l=k
gr,d−1l + gr+1,d−1r
(5)= gr,d−1k + gr+1,d−1r
 gr,dk .
Here, the ﬁrst and the last inequality follow from the induction hypothesis (i) and Lemma 2.10(i),
respectively.
(ii) First, suppose that d2  k < d. We have shown in the proof of Lemma 2.10(ii) that the last entry
of gˆr,dk can be written as
last
(
gˆr,dk
)=
k−1∑
l=d−k
last
(
gr,d−1l
)
.
Using this expression and part (i) of the induction hypothesis we obtain
last
(
gˆr,dk
)

k−1∑
l=d−k
last
(
gr+1,d−1l
)= last(gˆr+1,dk ).
Next, assume that k d. The last entry of gˆr+1,dk is given by
last
(
gˆr+1,dk
)=
k−1∑
l=0
last
(
gr+1,d−1l
)+
r∑
l=k
last
(
gˆr+1,d−1l
)
.
Moreover, Lemma 2.8(i) implies that
∑r+1−k+d
l=k last(gˆ
r+1,d−1
l ) = 0. Using this and part (i) of the in-
duction hypothesis we conclude
last
(
gˆr+1,dk
)=
k−1∑
l=0
last
(
gr+1,d−1l
)+
r∑
l=r+2−k+d
last
(
gˆr+1,d−1l
)

k−1∑
l=0
last
(
gr,d−1l
)+
r∑
l=r+2−k+d
last
(
gˆr+1,d−1l
)
.
Applying part (iii) of the induction hypothesis to the last sum, it follows that
last
(
gˆr+1,dk
)

k−1∑
last
(
gr,d−1l
)+
r∑
last
(
gˆr,d−1l−1
)
l=0 l=r+2−k+d
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k−1∑
l=0
last
(
gr,d−1l
)+
r−k+d∑
l=k
last
(
gˆr,d−1l
)+
r−1∑
l=r+1−k+d
last
(
gˆr,d−1l
)
=
k−1∑
l=0
last
(
gr,d−1l
)+
r−1∑
l=k
last
(
gˆr,d−1l
)
= last(gˆr,dk ).
For the ﬁrst equality we have used that
∑r−k+d
l=k last(gˆ
r,d−1
l ) = 0 by Lemma 2.8(i). 
As a consequence of the last lemma and of Lemma 2.10 we obtain the following relation between
the vectors g1,dk and g
r,d
k for r  d.
Corollary 2.12. Let 1 d r and 0 k d − 1 be integers. Then:
g1,dk  g
d,d
k  · · · gr,dk  gr+1,dk .
Proof. All inequalities except for the leftmost follow from Proposition 2.11. It is easily seen that
g1,dk =
{
(0,0,0, . . . ,0) if k = 0,
(1,−1,0, . . . ,0) if k = 0.
The claim now follows directly from Lemma 2.10(i). 
3. Proof of Theorem 1.1
Now we are position to use the principle idea employed by Murai in [15]. His method hinges on
the concept of an admissible vector which we recall now.
Deﬁnition 3.1. Let f = (1, f0, f1, . . . , fd) ∈ Zd+2 be the f -vector of a simplicial complex (we do not
assume fd = 0) and let α = (0,1,α0, . . . ,αd−1), β ∈ Zd+2.
(i) The vector α is called a basic admissible vector for f if (1,α0, . . . ,αd−1) is the f -vector of a
simplicial complex and f i  αi for 0 i  d − 1.
(ii) The vector β is called admissible for f if there exist vectors β(1), . . . , β(t) ∈ Zd+2 such that β =
β(1) + · · · + β(t) and β(k) is a basic admissible vector for f + β(1) + · · · + β(k−1) for 1 k t .
The following lemma states some properties of admissible vectors which will be crucial for the
proof of Theorem 1.1(i).
Lemma 3.2. (See [15, Lem. 3.1].) Let f = (1, f0, f1, . . . , fd) ∈ Zd+2 be the f -vector of a simplicial complex
and let α = (0,α−1,α0, . . . ,αd−1) ∈ Zd+2 be admissible for f . Then:
(i) f + α is the f -vector of a simplicial complex.
(ii) If g ∈ Zd+2 is the f -vector of a simplicial complex and g  f (componentwise), then α is admissible for g.
(iii) If β ∈ Zd+2 is admissible for f , then α + β is admissible for f .
(iv) For any integer 0 b αd−1 , the vector (0,1,α0, . . . ,αd−2,αd−1 − b) is admissible for f .
Now Theorem 1.1(i) follows from the next proposition, Lemma 3.2 and Remark 2.5. Note that
Proposition 3.3 and Lemma 3.2 require r  d. If r  λ then Proposition 3.3(ii) implies that gr,dk is
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r max(d, λ).
Proposition 3.3. Let r  d > 0 be positive integers. Then:
(i) gr,d0 is the f -vector of a simplicial complex.
(ii) gr,dk is admissible for g
r,d
0 for 1 k r.
(iii) If d is odd and k d2 , then gˆ
r,d
k is admissible for (g
r,d
0 ,0).
Note, that Theorem 1.1(i) already follows from Proposition 3.3(i) and (ii). However, we will use
assertion (iii) to show (i) and (ii) by induction. Again the fact that our results only hold asymptotically
forces the introduction of new ideas for the proof.
Proof. Throughout the proof we denote for a vector v by v¯ the vector obtained from v by deleting
its last entry.
We proceed by induction on d and prove (i), (ii) and (iii) simultaneously. For d  2 the claim
follows from Example 2.9. Now let d > 2.
Case. d odd.
(i) We obtain from (5)
gr,d0 =
r−1∑
l=0
gr,d−1l . (10)
It follows from the induction hypothesis (i) that gr,d−10 is the f -vector of a simplicial complex and
from (ii) it follows that gr,d−1l is admissible for g
r,d−1
0 for 1  l  r − 1. Lemma 3.2(iii) implies that∑r−1
l=1 g
r,d−1
l is admissible for g
r,d−1
0 . From part (i) of the same lemma and (10) we infer that g
r,d
0 is
the f -vector of a simplicial complex. This shows (i).
(ii) From (5) we deduce that
gr,dk =
r−1∑
l=k
gr,d−1l +
k−1∑
l=0
(
0, gr,d−1l
)
.
By part (ii) of the induction hypothesis gr,d−1l is admissible for g
r,d−1
0 for k  l  r − 1. Thus,
from Lemma 3.2 we infer that
∑r−1
l=k g
r,d−1
l is admissible for g
r,d−1
0 . Lemma 2.10(i) combined with
(10) yields that gr,d0  g
r,d−1
0 . Since we have already shown that g
r,d
0 is the f -vector of a simplicial
complex it now follows from Lemma 3.2(ii) that
∑r−1
l=k g
r,d−1
l is also admissible for g
r,d
0 . It remains
to prove that
∑k−1
l=0 (0, g
r,d−1
l ) is admissible for g
r,d
0 . The claim then follows from Lemma 3.2(iii).
We know from the induction hypothesis and Lemma 3.2(i) that
∑k−1
l=0 g
r,d−1
l is the f -vector of a
simplicial complex. Removal of the last entry preserves this property, thus
∑k−1
l=0 g¯
r,d−1
l is the f -
vector of a simplicial complex. Since by (10) and Lemma 2.10 it further holds that
∑k−1
l=0 g¯
r,d−1
l 
g¯r,d0 we conclude that (0,
∑k−1
l=0 g¯
r,d−1
l ) is a basic admissible vector for g¯
r,d
0 which ﬁnishes the proof
of (ii).
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gˆr,dk =
r−1∑
l=k
gˆr,d−1l +
k−1∑
l=0
(
0, gr,d−1l
)
=
d−1∑
l=k
gˆr,d−1l +
r−1∑
l=d
gˆr,d−1l +
k−1∑
l=0
(
0, gr,d−1l
)
.
By Lemma 2.8(i) it holds that
∑r−1
l=d last(gˆ
r,d−1
l ) = 0. It follows that
∑r−1
l=d gˆ
r,d−1
l =
∑r−1
l=d (g
r,d−1
l ,0).
Lemma 2.10 states that last(gˆr,d−1l ) < 0 for k  l  d − 1, i.e., gˆr,d−1l  (gr,d−1l ,0) (componentwise).
We thus obtain
gˆr,dk 
d−1∑
l=k
(
gr,d−1l ,0
)+
r−1∑
l=d
(
gr,d−1l ,0
)+
k−1∑
l=0
(
0, gr,d−1l
)
=
r−1∑
l=k
(
gr,d−1l ,0
)+
k−1∑
l=0
(
0, gr,d−1l
)
.
The proof of (ii) shows that the right-hand side of the above inequality is admissible for (gr,d0 ,0).
Since by Lemma 2.10(i) and (ii) gˆr,dk is non-negative and since the inequality above is an equality for
all but the last entry it follows from Lemma 3.2(iv) that gˆr,dk is admissible for (g
r,d
0 ,0).
Case. d even.
(i) Eq. (3) implies
gr,d0 =
r−1∑
l=0
gˆr,d−1l
=
d−1∑
l=0
(
gr,d−1l , last
(
gˆr,d−1l
))+
r−1∑
l=d
gˆr,d−1l . (11)
By Lemma 2.6(i) it holds that
∑d−1
l=0 last(gˆ
r,d−1
l ) = 0. By the induction hypothesis (i) and (ii) and
Lemma 3.2
∑d−1
l=1 g
r,d−1
l is admissible for g
r,d−1
0 . Hence,
∑d−1
l=1 (g
r,d−1
l ,0) is admissible for (g
r,d−1
0 ,0).
By part (iii) of the induction hypothesis gˆr,d−1l is admissible for (g
r,d−1
0 ,0) as well. Lemma 3.2(i)
together with the above reasoning implies that gr,d0 is the f -vector of a simplicial complex.
(ii) Eq. (5) yields
gˆr,dk =
r−1∑
l=k
gˆr,d−1l +
k−1∑
l=0
(
0, gr,d−1l
)
=
k−1∑
l=0
(
0, gr,d−1l
)+
d
2−1∑
l=k
gˆr,d−1l +
r−1∑
l= d2
gˆr,d−1l

k−1∑
l=0
(
0, gr,d−1l
)+
d
2−1∑
l=k
(
gr,d−1l ,0
)+
r−1∑
l= d
gˆr,d−1l ,
2
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entries but the last one it follows from Lemma 3.2(iv) that it suﬃces to show that the right-hand
side of the above inequality is admissible for gr,d0 . By the induction hypothesis g
r,d−1
l is admissible
for gr,d−10 which by Lemma 3.2(i) and (iii) implies that
∑k−1
l=0 g
r,d−1
l is the f -vector of a simplicial
complex. From (11) and Lemma 2.10(i) we deduce that
∑k−1
l=0 g
r,d−1
l  g¯
r,d
0 . This ﬁnally shows that∑k−1
l=0 (0, g
r,d−1
l ) is admissible for g
r,d
0 . Furthermore, by the induction hypothesis, g
r,d−1
l is admissible
for gr,d−10 for k  l 
d
2 − 1 and thus, by Lemma 3.2(iii)
∑ d
2−1
l=k g
r,d−1
l is admissible for g
r,d−1
0 . In
particular,
∑ d
2−1
l=k (g
r,d−1
l ,0) is admissible for (g
r,d−1
0 ,0). Since by Lemma 2.10(i) and (11) it holds
that gr,d0  (g
r,d−1
0 ,0) Lemma 3.2(ii) implies that
∑ d
2 −1
l=k (g
r,d−1
l ,0) is admissible for g
r,d
0 . By (iii) of
the induction hypothesis gˆr,d−1l is admissible for (g
r,d−1
0 ,0) for
d
2  l  r − 1. This ﬁnishes the proof
of (ii). 
It remains to verify Theorem 1.1(ii).
Proof of Theorem 1.1(ii). The assumptions imply that after passing to any Veronese higher than the
(N + 1)st all coeﬃcients of the power series are non-negative. In addition for a suﬃciently high
Veronese the series will be of the form χ(A) + b2(t)
(1−t)d for a polynomial b2(t) of degree < d. By Theo-
rem 1.2 from [2] it then follows that there is an R > N such that for r  R the series ( b2(t)
(1−t)d )
〈r〉 has
all coeﬃcients of its numerator polynomial positive and this one is of degree  d. Theorem 1.1 from
[5] then implies that the coeﬃcients of the numerator polynomial go to inﬁnity when taking higher
Veronese series, except for the constant coeﬃcient. Hence by χ(A) 0 high enough Veronese series
of a(t) will have a numerator polynomial with positive coeﬃcients. Now the assertion follows from
Theorem 1.1(i). 
4. Further results, questions and applications
4.1. Further results and questions
We ﬁrst prove a monotonicity result on the entries of the g-vectors. Since the setting of [15]
does not force the study of iterated transformations a result of that type cannot be found there.
Nevertheless, it is natural to ask if such a statement holds for the transformation studied in [15].
Proposition 4.1. Let a(t) =∑n0 antn = h0(a)+···+hλ(a)tλ(1−t)d with hλ(a) = 0. If hi(a) 0 for 0 i  λ, then
g(a) g
(
a〈d〉
)
 g
(
a〈d+1〉
)
 g
(
a〈d+2〉
)
 · · · .
Proof. The claim follows directly from the g-vector transformation stated in Remark 2.5 combined
with Corollary 2.12. 
Recall that a sequence (a0, . . . ,at) ∈ Nt+1 is called an M-sequence if it is the Hilbert function of a
0-dimensional standard graded Artinian k-algebra. Macaulay gave a characterization of such sequences
by means of numerical conditions (see e.g., [7, Thm. 4.2.10]). In particular, it is well known that f -
vectors of simplicial complexes are M-sequences. As a consequence of Corollary 1.2 we thus obtain.
Remark 4.2. Let A be a d-dimensional standard graded k-algebra.
(i) If A is Cohen–Macaulay and r  d, then g(A〈r〉) is an M-sequence.
(ii) If χ(A)  0, then there is an R > 0 such that for r  R and s  d, the vector g(A〈r·s〉) is an
M-sequence.
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linear system of parameters and a linear form that multiplies injectively up to the middle degree.
In the case that A is Cohen–Macaulay the h-vector of A and all its Veronese algebras are M-
sequences. The latter follows since Veronese algebras of Cohen–Macaulay algebras are again Cohen–
Macaulay by a result from [10]. For general standard graded algebras A with χ(A) 0 the numerator
polynomial of the Hilbert series of high Veronese algebras of A will have positive coeﬃcients but
already here it is not clear if it ﬁnally will become an M-sequence. Indeed the following is true.
Proposition 4.3. Let a(t) =∑n0 antn = h0(a)+···+hλ(a)tλ(1−t)d be a rational formal power series with integer coef-
ﬁcient sequence (an)n0 , where hλ(a) = 0 and h0(a) = 1. If there is an N > 0 such that an > 0 for n > N and
χ(a) 0, then there is an R > N such that for each r  R the coeﬃcient sequence of the numerator polynomial
of a〈r〉(t) is an M-sequence.
Proof. As in the proof of Theorem 1.1 we deduce that the numerator polynomial of a〈r〉(t) will have
positive coeﬃcients for large enough r. Now by [5, Thm. 1.4] this polynomial will also be real rooted
for large enough r. Then the result follows from [3, Thm. 3.6] where it is shown that the coeﬃcient
sequence of a real rooted polynomial 1 + c1t + · · · + cdtd with positive integer coeﬃcients is an M-
sequence. 
The preceding proposition raises the question if real rootedness of a polynomial 1+ c1t +· · ·+ cdtd
with positive integer coeﬃcients implies more than the coeﬃcient sequence being an M-sequence.
Indeed, already in [3] Bell and Skandera conjecture that the assumptions imply that the coeﬃcient
sequence is the f -vector of a simplicial complex. Here we would like to ask the question if indeed
real rootedness already implies the consequences of Theorem 1.1(i).
Question 4.4. Let 1 + c1t + · · · + cdtd be a real rooted polynomial with positive integer coeﬃcients.
Assume that 1< c1 < · · · < cl . Is (1, c1 −1, c2 − c1, . . . , cl − cl−1) the f -vector of a simplicial complex?
Another interesting question arises from Theorem 1.1(ii). First the limiting behavior does not give
a single bound R such that for r > R the assertions are valid for rth Veronese series, rather the
bound depends on a ‘starting’ parameter. Second it is not clear to us if the assumption χ(A)  0 is
really needed. Indeed, under the remaining assumptions high Veronese series will have a numerator
polynomial with positive coeﬃcients except for the highest coeﬃcient which is χ(A). These two
observations motivate the following question.
Question 4.5. Assume there is an N > 0 such that an > 0 for n > N . Does there exist an R > N such
that for each r  R , there exists a simplicial complex r such that
gi
(
a〈r〉
)= f i−1(r) for 0 i 
⌊
d
2
⌋
?
The main result of [16] suggests another possible strengthening of Theorem 1.1. Indeed in [16] the
authors conclude that the γ -vector of the barycentric subdivision of homology sphere is the f -vector
of a balanced simplicial complex. But the conclusion of Theorem 1.1(i) cannot be modiﬁed in this
direction, indeed the g-vector of the 9th of the polynomial ring in 8 variables is not the f -vector of
a balanced simplicial complex.
4.2. Application to edgewise subdivisions
In this section we review the edgewise subdivision of a simplicial complex  (see [9]) and its
relation to the Veronese algebras of the Stanley–Reisner ring of  (see [6]). This allows us to apply
the results obtained in Section 3 to the g-vectors of those complexes.
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an abstract simplicial complex  on vertex set [n] := {1, . . . ,n} the Stanley–Reisner ring k[] of  is
the quotient of the polynomial ring k[x1, . . . , xn] by the Stanley–Reisner ideal I := 〈∏i∈F xi | F /∈ 〉
generated by the squarefree monomials whose support does not lie in . The h-vector h() = h(k[])
of  is deﬁned as the h-vector of k[]. We call g() := g(k[]) the g-vector of .
We are now ready to describe the construction of the rth edgewise subdivision of a simplicial
complex. Let  be a simplicial complex on vertex set [n] and let r  1 be a positive integer. Set
Ωr := {(i1, . . . , in) ∈ Nn | i1 + · · · + in = r}. Denote by ei the ith unit vector of Rn . By the obvious
identiﬁcation, we can consider  as a simplicial complex over the vertex set Ω1 = {e1, . . . , en}. For
i ∈ [n] set ui := ei + · · · + en and for a = (a1, . . . ,an) ∈ Zn , al  0 for 1 l  n, let i(a) :=∑nl=1 al · ul .
The rth edgewise subdivision of  is the simplicial complex (r) on ground set Ωr such that F ⊆ Ωr
is a simplex in (r) if and only if
(i)
⋃
a∈F supp(a) ∈ .
(ii) For all a, a˜ ∈ F either i(a − a˜) ∈ {0,1}n or i(a˜ − a) ∈ {0,1}n .
The following result by Brun and Römer [6] links the rth edgewise subdivision of a simplicial com-
plexe to the rth Veronese algebra of its Stanley–Reisner ring. The formulation of the result requires
some familiarity with the basic theory of Gröbner bases; see for example [1].
Proposition 4.6. Let  be a simplicial complex on ground set [n] and let r  1. Set S(r) := k[yi1,...,in |
(i1, . . . , in) ∈ Ωr] and let I(r) be such that k[]〈r〉 = S(r)/I(r). Then there is a term order for which I(r) is
the initial ideal of I(r).
By basic facts on initial ideals and Hilbert functions it follows that
Hilb
(
S(r)/I(r), t
)= Hilb(k[(r)], t).
Thus, the rth Veronese algebra of the Stanley–Reisner ring of a simplicial complex  and the rth
edgewise subdivision of this complex have the same h- and g-vector, respectively. From this, we infer
that the h- and g-vectors of edgewise subdivisions of simplicial complexes satisfy the same conditions
as the h- and g-vectors of Veronese algebras of Stanley–Reisner rings. Also recall that a simplicial
complex  is called Cohen–Macaulay over a ﬁeld k if k[] is a Cohen–Macaulay ring. Therefore, by the
fact that the numerator polynomial of Hilb(k[], t) has degree  d, Corollary 1.2 immediately implies
the following.
Corollary 4.7. Let  be a (d−1)-dimensional simplicial complex and let (r) be the rth edgewise subdivision
of .
(i) If  is Cohen–Macaulay over some ﬁeld and r  d, then there exists a simplicial complex r such that
gi
(
(r)
)= f i−1(r) for 0 i 
⌊
d
2
⌋
.
(ii) Then there exists an R > 0 such that for r  R and s d, there exists a simplicial complex Γr·s such that
gi
(
(r · s))= f i−1(Γr·s) for 0 i 
⌊
d
2
⌋
.
In particular, g((r · s)) is an M-sequence.
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