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Abstract 
 
Time series forecasting and SVM are widely used in 
many domains, for example, smart city and digital 
services. Focusing on SVM related time series 
forecasting model, in this paper we empirical 
investigate the performance of eight linear 
combination techniques by using M3 competition 
dataset which includes 3003 time series. The results 
reveals that the “forecast combination puzzle” is not 
exist for combining SVM related forecasting model as 
the simple average is almost the worst combination 
technique.  
 
1. Introduction  
 
Smart city and digital services call for advanced 
and efficient decision support techniques. Time series 
forecasting, which is concerned about the prediction of 
future values based on a series of historical observed 
data, is a crucial component in decision making 
process and widely used in smart city and digital 
services, for example, traffic flow prediction in 
intelligent transportation system for smart city[1]. 
Forecasting models devoting to reasonable accuracy 
are an important but quite difficult work which has 
received a considerable attention during the past 
several decades. There are two main branches for these 
forecasting models, one is the traditional statistics 
model, such as exponential smoothing[2], 
autoregressive integrated moving average (ARIMA)[3], 
and autoregressive conditional heteroskedasticity 
(ARCH)[4], the other is the emerging artificial 
intelligence based model, such as neural network[5], 
support vector machine (SVM)[6], and K-nearest 
neighbor model[7]. In these time series forecasting 
models, researchers often concentrate on identifying 
the best individual model. However, combination 
forecasting which integrates several individual models 
has been widely proved to a highly successful 
forecasting strategy in many fields[8, 9], as 
combination forecasting significantly improves the 
forecasting accuracy as well as often produces better 
results than the best individual forecasting model[10].  
Indeed, the individual forecasting models are often 
problem-specific and none can be viewed as the robust 
and absolutely optimal model for all situations. So the 
best strategy is combining or aggregating multiple 
forecasting models instead of for choosing a single 
forecasting model. Combination forecasting by taken 
into account alternative time series models started in 
1960’s with the original work of Bates and Granger[11] 
and since then it has been extensively studied in the 
domain of forecasting. The combining technique can 
be classified into linear combination[12] and nonlinear 
combination[13]. To linearly combine constituent 
forecasting model, by assigning a suitable weight to 
each model, is the most intuitive and popular strategy 
for forecasting[14]. There are a large number of 
literatures aiming at deriving a weight for constituent 
forecasting, e.g., the simple average, the trimmed 
mean[15], the Winsorizd mean[15], the median[12], 
the Bates-Granger method[11]etc. However, a vast 
body of empirical study and extensive simulations 
found repeatedly that the simple average combination 
forecast is a difficult benchmark to beat, and 
commonly outperforms many sophisticated combining 
techniques[16], this is known as the “forecast 
combination puzzle”.  
In this paper, we empirical investigate this puzzle 
by comprehensive study the linear combination 
techniques in the field of artificial intelligence based 
time series forecasting model, particularly, the SVM 
related models. In detail, we build eight constituent 
forecasting models based on different 
parameterizations of the SVM model, and then test 
eight different linear combination techniques on the 
renowned M3 competition dataset[17] to check 
whether the simple average forecast combination is 
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 always best. The M3 competition dataset contains 3003 
time series data (Micro, Industry, Macro, finance, etc.) 
and different time intervals for successive observations, 
including 645 yearly series, 756 quarterly series, 1428 
monthly series and 174 other series. As the 
diversification of the data type, the M3 dataset has 
become an important dataset for comparing alternative 
forecasting model. According to the comprehensive 
study, we find that the “forecast combination puzzle” is 
not exist in the situation for combining SVM related 
forecasting model as the simple average is almost the 
worst combination technique. We also find that the 
best combination technique is different for different 
type time series. 
The rest of the paper is organized as follow. Section 
2 presents a brief description of the related theory 
including SVM in forecasting and combination 
forecasting technique. Section 3 and 4 contain the 
setup and results of the empirical investigation. Section 
5 provides a brief discussion, followed by the 
conclusions and implications. 
 
2. Related Theory 
 
2.1. SVM in Forecasting 
  
As in this heading, they should be Times 11-point 
boldface, initially capitalized, flush left, with one blank 
line before, and one after.  
SVM technique, as a well-known statistical 
learning algorithm, was originally developed for 
classification problems in pattern recognition domain. 
By the introduction of Vapnik’s in sensitive loss 
function, this technique can be used for non-linear 
regression estimation[18]. As an outstanding method 
using a high-dimensional feature space, and penalizing 
the ensuing complexity using a penalty term, SVM 
takes into account the global and unique solutions and 
do not suffer from multiple local minima. So it reveals 
a remarkable ability of balancing model accuracy and 
model complexity in the field of regression [6, 19].  
SVM related regression seeks to estimate functions: 
𝒇(𝑿) = (𝒘, 𝑿) + 𝒃 , where 𝒘,𝑿 ∈ 𝑹𝒏, 𝒃 ∈ 𝑹 , based 
on data (𝑿𝟏, 𝒚𝟏),…, (𝑿𝒏, 𝒚𝒏) ∈ 𝑹
𝒏 × 𝑹, by minimizing 
the regularized risk functional 
‖𝒘‖𝟐
𝟐
+ 𝑪 × 𝑹𝒕𝒓𝒂𝒊𝒏
𝜺 , 
where C is a constant determining the trade-off 
between minimizing the training error 𝑹𝒕𝒓𝒂𝒊𝒏
𝜺 =
𝟏
𝒍
∑ |𝒚𝒊 − 𝒇(𝑿𝒊)|𝜺
𝒍
𝒊=𝟏  and the model complexity term 
‖𝒘‖𝟐, In here the so-called ε-insensitive loss function 
|𝒚𝒊 − 𝒇(𝑿𝒊)|𝜺 = 𝒎𝒂𝒙⁡{𝟎, |𝒚𝒊 − 𝒇(𝑿𝒊) − 𝜺|}. it does not 
penalize errors below some 𝜺 > 𝟎 which are chosen a 
priori. There are two types of SVM regression: 𝜺-SVM 
regression[20] and⁡𝒗-SVM regression [21]. Compared 
with⁡𝒗-SVM regression, the 𝜺-SVM regression model 
is extremely sensitive to the choosing of the ε 
parameter and requires the desired accuracy of the 
approximation to be specified beforehand. What’s 
more, to conduct non-linear regression using SVM, it 
is necessary to adopt a kernel function that satisfies 
Mercer’s conditions. There are several kernel functions 
that satisfy Mercer’s conditions, such as Gaussian, 
polynomial, and hyperbolic tangent [22]. 
SVM regression models are widely used in time 
series forecasting domain. Such as, in the paper of [23], 
the authors examined the feasibility of SVM in 
financial time series forecasting by comparing with 
neural network model. For the paper of [24], a SVM 
regression model was used to predict the stock price 
index. Furthermore, Sapankevych and Sankar 
presented a comprehensive review on SVM related 
time series forecasting model [22]. Besides, by 
implementing a hybrid chaos-based SVM model, [25] 
predicted the EUR/USD, GBP/USD, NZD/USD, 
AUD/USD, JPY/USD and RUB/USD exchange rates, 
and compared to chaos-based NNs model and several 
traditional non-linear forecast models. Recently, in the 
paper of [6], a hybrid rolling genetic algorithm based 
SVM model was applied to forecast the EUR/USD, 
EUR/GBP and EUR/JPY exchange rates. 
 
2.2. Combination Forecasting 
  
It is well known that no individual forecasting 
model work best for all dataset, the diversification of 
data, including data type, data size, normality, linearity, 
and correlation may affect the performance of 
forecasting model considerably[26]. So, instead of 
finding the best accurate individual forecasting model, 
building multiple forecasting models and combining 
them has been found to be effective way to improve 
the overall forecasting accuracy. As a widely used 
strategy, the linear combination has been well applied 
in time series forecasting domain. In this paper, we 
mainly focus on eight linear combination techniques 
which are presented as follow.  
At first, we have to define some variables being 
considered in this paper. In-sample or training time 
series composed of t successive observations: 𝒚𝒕𝒓𝒂𝒊𝒏 =
(𝒚𝟏, 𝒚𝟐, … , 𝒚𝒕)
′, Out-of-sample or test time series with 
maximum horizon H: 𝒚𝒕𝒆𝒔𝒕 = (𝒚𝒕+𝟏, 𝒚𝒕+𝟐, … , 𝒚𝒕+𝑯)
′. N 
individual models produce a forecast vector at time 𝒕 +
𝒉(𝒉 ≤ 𝑯) , ⁡?̂?𝐭+𝐡|𝐭 = (?̂?𝐭+𝐡|𝐭,𝟏, ?̂?𝐭+𝐡|𝐭,𝟐, … , ?̂?𝐭+𝐡|𝐭,𝐍)
′ 
based on in-sample time series 𝒚𝒕𝒂𝒊𝒏 . A linear 
combination of N individual forecast models is 
obtained based the following equation.        
 ?̂?𝒕+𝒉|𝒕
𝑪 = ∑ 𝒘𝒊
𝑵
𝒊=𝟏 ?̂?𝒕+𝒉|𝒕,𝒊                     (1) 
where ∑ 𝒘𝒊
𝑵
𝒊=𝟏 = 𝟏, and 𝒘𝒊 ≥ 𝟎. 
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2.2.1. Simple Average. As the simplest form of 
linear combination, simple average is a robust 
combination technique that is considered to be “hard to 
beat”[12, 27]. However, simple averaging may not be a 
suitable combination method when some of the 
predictors are biased [28]. For simple average 
combiantion, the weight for all the constituent 
forecasting models is always the same, regardless of 
the horizon H: 
?̂?𝒕+𝒉|𝒕
𝑪 =
𝟏
𝑵
∑𝑵𝒊=𝟏 ?̂?𝒕+𝒉|𝒕,𝒊                       (2) 
 
2.2.2. Median Method, Trimmed Mean and 
Winsorized Mean. The mediam combination method 
has been rpoposed by authors such as [12, 29], it is an 
appealing simple, rank-based combination method 
which gives a weight of 1 to the median forecasting 
and a weight of 0 to all other constituent forecasting 
models. The trimmed mean combination technique is 
an interpolation between the simple average and the 
median, and is less sensitive to outliers than simple 
average. By using a trim factor λ (i.e., the top/bottom 
λ % are trimmed), the trimmed mean has the ablity of 
excluding the worst performing of the constituent 
forecast models. Like the trimmed mean, the 
winsorized mean which integate another trim techniqe, 
is a robust statistic that is less sensitive to outliers than 
the simple average. The trimmed mean and winsorized 
mean are also widely used in forecasting literatures, 
such as [15], [12]and [27]. 
The median method: 
 ?̂?𝒕+𝒉|𝒕
𝑪 = 𝒎𝒆𝒅𝒊𝒂𝒏(?̂?𝒕+𝒉|𝒕)                    (3) 
The trimmed mean:  
?̂?𝒕+𝒉|𝒕
𝑪 =
𝟏
𝑵(𝟏−𝟐𝝀)
∑(𝟏−𝝀)𝑵𝒊=𝝀𝑵+𝟏 ?̂?𝒕+𝒉|𝒕,𝒊        (4) 
The winsorized mean: ?̂?𝒕+𝒉|𝒕
𝑪 =
𝟏
𝑵
[𝒌?̂?𝒕+𝒉|𝒕,𝒌 +
∑𝑵−𝑲𝒊=𝒌+𝟏 ?̂?𝒕+𝒉|𝒕,𝒊 + 𝒌?̂?𝒕+𝒉|𝒕,𝑵−𝒌]                  (5) 
 
2.2.3. Bates & Granger Technique. Based on the 
portfolio diversification theory, Bates and Granger[11] 
has introduced an combination technique by using the 
diagonal elements of the estimated mean squared 
forecast error matrix to obtain the combining weights. 
Due to difficulties in precisely estimating covariance 
matrix, the Bates & Granger Technique ignores 
correlation between forecasting models. This technique 
is present as follow: 
𝒘𝒊
𝑩𝑮 =
𝑴𝑺𝑬𝒊
−𝟐
∑ 𝑴𝑺𝑬𝒋
−𝟐𝑵
𝒋
                                       (6) 
   ?̂?𝒕+𝒉|𝒕
𝑪 = ∑ 𝒘𝒊
𝑩𝑮𝑵
𝒊=𝟏 ?̂?𝒕+𝒉|𝒕,𝒊                         (7) 
Where the 𝑀𝑆𝐸𝑖 is the estimated mean squared 
forecasting error for the forecast model i. 
 
2.2.4. Inverse Rank Combination Technique. 
The inverse rank combination technique, which is 
proposed by [30], computes the combination weights 
which are inversely proportional to the rank of the 
constituent forecasting models.  
the weight is obtained by: 
 𝒘𝒊
𝑰𝒏𝒗 =
𝑹𝒂𝒏𝒌𝒊
−𝟏
∑ 𝑹𝒂𝒏𝒌𝒋
−𝟏𝑵
𝒋
                                   (8) 
and then the combination forecast is obtained by: 
⁡?̂?𝒕+𝒉|𝒕
𝑪 = ∑ 𝒘𝒊
𝑰𝒏𝒗𝑵
𝒊=𝟏 ?̂?𝒕+𝒉|𝒕,𝒊                     (9) 
 
2.2.5. Eigenvector Combination Technique.The 
standard eigenvector combination technique which is 
proposed by [31], retrieves the combining weights 
based on the sample extimated mean squared forecast 
error matrix as follows: Suppose ∑  is the squared 
forecast error matrix, and the N posititive eigenvalues 
are then arraged in ascending order (Φ1, Φ2, … ,ΦN), 
and 𝒘𝒋 is defined as the eigenvector corresponding to 
Φj , and the combining weight vector is chosed 
corresponding to the minimum of (
Φ1
d1
2 ,
Φ2
d2
2 , … ,
ΦN
dN
2 ), 
where the dj = e
lwl.  
An variant of the standard eigenvector combination 
is the bias-corrected eigenvector approach which is 
proposed also by [31] based on the idea that if one or 
more forecast model produce biased predictions, the 
accuracy of the standard eigenvector combination can 
be improved by excluding the bias. Comparing with 
standard eigenvector combination, the bias-corrected 
eigenvector approach applied the centered MSPE 
matrix after extracting the bias.  
 
3. Parameter Setting  
 
For SVM regression model, the key parameters, 
which control the complexity of the model, are ε, ν, C 
and σkernel , as there are several kernel functions 
(Linear kernel, Polynomial kernel, Radial Basis kernel, 
and so on). many literatures focus on the analysis of 
the parameters setting, such as [32] and[18]. 
Considering that the M3 competition dataset is large 
(3003 time series), it is very hard and impossible to 
setting the suitable parameter for all series. So we set 
several discrete values for these key parameters: C =
{1, 5, 10, 20,100 , ε = ν = {0.01, 0.1, 0.4, 0.9} , 
σkernel = {0.1, 1,10} , and we also take into account 
three types of kernel functions: Linear kernel, 
Polynomial kernel, Radial Basis kernel.  
For one time series data, we partition it into two 
parts: training set and testing set, and use the training 
data to train a series of SVM regression models 
obtained by adjusting the key parameters. We select 
the best 8 SVM regression models based on the in-
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 sample mean squared forecasting error (MSE) to form 
the 8 constituent forecasting models. At last, the 8 
constituent forecast models are linear combined based 
on different combination techniques as presented in 
subsection 2.2, the performance of combination 
techniques is evaluated by the testing data. Figure 1 
shows the research framework of the linear 
combination. 
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Figure 1. The Research Framework of Linear Combination 
 
 
4. Empirical Investigation  
 
4.1. Design 
  
This section presents the empirical study, 
performed to investigate the “forecast combination 
puzzle” by comparing the performance of the eight 
linear combination techniques. In order to make a 
comprehensive investigation, we adopt the M3 
competition dataset which contains 3003 time series. 
This dataset has become an important benchmark and 
widely used stage for testing forecasting model. Table 
1 presents the M3-competition. For the 3003 time 
series, the data preprocessing is conducted based on 
log transformation, deseasonalization and scaling. The 
testing data for each time series is the last 6 / 8 / 18 / 8 
observations corresponding to yearly series, quarterly 
series, monthly series, and other series, respectively. 
The rest of each series is consider as the training data. 
A number of SVM model is trained by the training data 
and the best 8 SVM model is selected as the 
constituent forecasting models. And then the 
constituent forecasting models are combined by 
combination techniques. The testing data is then used 
to evaluate the performance of the eight different 
combination techniques which are abbreviated as 
SA(simple average), MED(median method), 
TM(trimmed mean), WM(winsorized mean), BG(Bates 
& Granger technique), INV(inverse rank combination 
technique), SEC(standard eigenvector combination 
technique), BEC(bias-corrected eigenvector 
combination Technique). In order to evaluate the 
performance, here we use three accuracy measures—
Mean Absolute Error (MAE), Root Mean Squared 
Error (RMSE) and Mean Absolute Percentage Error 
(MAPE), which are widely used in forecast domain.
 
Table 1. The 3003 Time Series of the M3-Competition (source: https://forecasters.org) 
Types of Time Series Data 
Interval Micro Industry Macro Finance Demog Other Total 
Yearly 146 102 83 58 245 11 645 
Quarterly 204 83 336 76 57 0 756 
Monthly 474 334 312 145 111 52 1428 
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 Other 4 0 0 29 0 141 174 
Total 828 519 731 308 413 204 3003 
        
 
4.2. Results 
  
Table 2 presents the performance of the linear 
combination techniques for yearly series. For each row, 
the best and second-best combination techniques are 
presented in boldface and italics respectively. Here the 
𝑹𝑴𝑺𝑬𝒓𝒂𝒏𝒌 is the average ranking of all the yearly data, 
the ranking order based on RMSE for the eight 
combination technique is quite different for different 
series, so we sum the ranking order for all yearly series, 
and then calculate the average score. The smaller of  
𝑹𝑴𝑺𝑬𝒓𝒂𝒏𝒌 , the better for the corresponding 
combination technique. Similarity, The 𝑴𝑨𝑬𝒓𝒂𝒏𝒌  and 
the 𝑴𝑨𝑷𝑬𝒓𝒂𝒏𝒌  are obtained based on the same 
procedure. Table 2 reveals that the BEC (bias-
corrected eigenvector combination Technique) is the 
best combination technique for yearly series data, and 
the SEC (standard eigenvector combination technique) 
is the second-best technique However, the SA(simple 
average combination) is almost the worst combination 
technique.  
 
Table 2. The Performance of Linear Combination Technique for Yearly Series (#obs=645) 
Measures BG SEC BEC INV MED SA TM WM 
𝑹𝑴𝑺𝑬𝒓𝒂𝒏𝒌 3.09 2.39 1.67 3.35 6.33 6.29 6.17 6.20 
𝑹𝑴𝑺𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆 219.08 131.77 116.38 250.17 323.74 325.84 323.25 323.33 
𝑴𝑨𝑬𝒓𝒂𝒏𝒌 3.03 2.53 1.92 3.34 5.99 6.52 6.07 6.11 
𝑴𝑨𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆 154.43 101.69 90.51 174.51 217.99 226.91 221.50 221.64 
𝑴𝑨𝑷𝑬𝒓𝒂𝒏𝒌 3.00 2.57 1.96 3.34 6.01 6.41 6.10 6.11 
𝑴𝑨𝑷𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆 4.88 3.01 2.73 5.35 6.84 6.87 6.83 6.83 
         
 
Table 3 shows the performance of the linear 
combination technique for quarterly series data. From 
this table, we conclude several interesting results: on 
one hand, the INV(inverse rank combination technique) 
and BG(Bates & Granger technique) are the best and 
second best combination technique, respectively, when 
considering any of the three rank measures—
𝑹𝑴𝑺𝑬𝒓𝒂𝒏𝒌 , 𝑴𝑨𝑬𝒓𝒂𝒏𝒌  and 𝑴𝑨𝑷𝑬𝒓𝒂𝒏𝒌 . On the other 
hand, by considering any of the three average 
measures— 𝑹𝑴𝑺𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆 , 𝑴𝑨𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆  and  
𝑴𝑨𝑷𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆 , the best and second best combination 
technique are the BEC(bias-corrected eigenvector 
combination Technique) and SEC(standard eigenvector 
combination technique) combination technique, 
respectively. 
 
Table 3. The Performance of Linear Combination Technique for Quarterly Series (#obs=756)  
BG SEC BEC INV MED SA TM WM 
𝐑𝐌𝐒𝐄𝒓𝒂𝒏𝒌 2.75  3.84  3.23  2.54  6.10  5.99  5.73  5.81  
𝐑𝐌𝐒𝐄𝒂𝒗𝒆𝒓𝒂𝒈𝒆 165.07  147.59  144.52  173.86  211.00  211.23  210.24  210.41  
𝐌𝐀𝐄𝒓𝒂𝒏𝒌 2.61  4.03  3.74  2.50  5.79  6.02  5.65  5.67  
𝐌𝐀𝐄𝒂𝒗𝒆𝒓𝒂𝒈𝒆 111.39  110.28  109.08  117.57  141.54  145.53  142.71  142.84  
𝐌𝐀𝐏𝐄𝒓𝒂𝒏𝒌 2.63  3.95  3.65  2.56  5.79  6.03  5.69  5.71  
𝐌𝐀𝐏𝐄𝒂𝒗𝒆𝒓𝒂𝒈𝒆 3.25  2.73  2.69  3.37  3.95  4.05  3.98  3.98  
         
Similar insights are provided by table 4, where the 
result of linear combination techniques for monthly 
series data is presented. Taken into account any of the 
three rank measures, the best technique is still 
INV(inverse rank combination technique), and closely 
followed by BG(Bates & Granger technique). However, 
there is a slight difference when consider the three 
average measures. The best one and second best one 
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 are the BEC(bias-corrected eigenvector combination 
Technique) and SEC(standard eigenvector combination 
technique) for the 𝑹𝑴𝑺𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆and 𝑴𝑨𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆, but 
the order for the best and second best techniques is 
inverted by considering the 𝑴𝑨𝑷𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆. The major 
reason of the similar insights for table 3 and 4 is that 
the quarterly and monthly series always contains the 
seasonal and trend patterns. 
 
Table 4. The Performance of Linear Combination Techniques for Monthly Series (#obs=1428)  
BG SEC BEC INV MED SA TM WM 
𝑹𝑴𝑺𝑬𝒓𝒂𝒏𝒌 2.86  3.88  3.24  2.44  6.47  5.52  5.86  5.73  
𝑹𝑴𝑺𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆 299.34  252.42  247.62  328.97  410.28  399.66  402.83  402.41  
𝑴𝑨𝑬𝒓𝒂𝒏𝒌 2.72  4.06  3.94  2.33  5.95  5.83  5.65  5.52  
𝑴𝑨𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆 196.79  179.26  178.48  213.35  263.17  266.30  262.14  261.90  
𝑴𝑨𝑷𝑬𝒓𝒂𝒏𝒌 2.72  4.10  3.94  2.35  5.97  5.81  5.63  5.50  
𝑴𝑨𝑷𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆 5.39  5.09  5.20  5.82  7.24  7.31  7.20  7.19  
         
Table 5 reports the performance of linear 
combination techniques for other series data. Frist, we 
find that the INV(inverse rank combination technique) 
and BG(Bates & Granger technique) are the best and 
second best technique when considering the rank based 
measures. Second, when taking into account either 
𝑹𝑴𝑺𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆  or 𝑴𝑨𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆 , we find that the 
conclusion is inverted. Furthermore, when considering 
the , we conclude that the best one is BG(Bates & 
Granger technique) and the second best one is the SEC 
(standard eigenvector combination technique) and 
BEC(bias-corrected eigenvector combination 
Technique). 
 
 
Table 5. The Performance of Linear Combination Techniques for other Series (#obs=174)  
BG SEC BEC INV MED SA TM WM 
𝑹𝑴𝑺𝑬𝒓𝒂𝒏𝒌 2.17  6.07  5.32  1.49  6.32  4.49  5.19  4.93  
𝑹𝑴𝑺𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆 98.24  105.12  104.53  102.12  121.53  117.99  119.82  119.77  
𝑴𝑨𝑬𝒓𝒂𝒏𝒌 2.14  5.65  5.53  1.83  6.26  4.17  5.34  5.07  
𝑴𝑨𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆 66.80  73.36  73.27  69.75  83.07  80.99  82.31  82.31  
𝑴𝑨𝑷𝑬𝒓𝒂𝒏𝒌 2.16  5.59  5.48  1.89  6.29  4.09  5.41  5.09  
𝑴𝑨𝑷𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆 1.24  1.35  1.35  1.52  1.92  1.90  1.93  1.93  
         
 
5. Conclusions  
 
In this paper, we conduct a comprehensive 
investigation on the performance of eight linear 
combination techniques by using M3 competition 
dataset, particularly, we concentrate on SVM related 
forecasting model. Several conclusions are obtained 
from our study. First, we find that the “forecast 
combination puzzle” is not exist in the SVM related 
forecast model as the simple average is almost the 
worst combination technique for all the situation in our 
empirical investigation. This result coincides with 
several related literatures, such as[3], [5] and [31]. 
Besides, we also find that the best combination 
technique is different for either different type series or 
based on different accuracy measures. For example, 
when accuracy measure 𝑴𝑨𝑷𝑬𝒂𝒗𝒆𝒓𝒂𝒈𝒆  is considered, 
the best combination techniques for quarterly and 
monthly series are BEC and SEC, respectively. Lastly, 
we conclude that the recommended combination 
techniques for yearly series are BEC and SEC, but for 
quarterly and monthly series are BG, SEC, BEC and 
INV. These results are very useful in the domain of 
time series forecasting which is a crucial component in 
decision making process for a variety of fields. 
However, there are also some shortcomings. We only 
consider the SVM related forecasting model, but how 
about statistics forecasting model, or other artificial 
intelligence based model, such as neural network[5] 
and K-nearest neighbor model[7]. We also only 
consider eight linear combination techniques, how 
about the performance of other line combination 
techniques, or the non-linear combination techniques. 
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 All the mentioned questions are very interesting and 
should be consider in future study. 
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