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Resonances in the one dimensional Stark effect in the limit of small
field
Richard Froese and Ira Herbst
Abstract
We discuss the resonances of Hamiltonians with a constant electric field in one dimension in
the limit of small field. These resonances occur near the real axis, near zeros of the analytic con-
tinuation of a reflection coefficient for potential scattering, and near the line arg z = −2π/3. We
calculate their asymptotics. In conclusion we make some remarks about the higher dimensional
problem.
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1 Introduction
The purpose of this paper is to calculate the asymptotics of the resonances of the operator Hf =
−d2/dx2+V (x)+ fx for small f > 0. Here V is a real bounded potential of compact support. The
potential fx represents an electric field of strength f in the negative x direction acting on a particle
of charge 1 and mass 1/2. There have been several simple models considered which contribute to
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the understanding of the existence and non-existence of resonances with an emphasis on the fate
of pre-existing resonances of H = −d2/dx2+V (x) (see [2, 3, 4]) as f → 0. None of these references
treat the model given by Hf above although in [3] a specific model is treated where V is replaced by
the sum of two delta functions. In this paper we are not only interested in pre-existing resonances
which mostly disappear in the limit f → 0, rather we attempt to calculate the limiting behavior of
all the resonances of Hf for small f > 0 (at least those in a compact set of the plane). We would
like to mention papers [18, 19] which treat the resonances of Hf for f = 1 at high energy with
a compact support V satisfying some assumptions. There is a relation between high energy with
f = 1 and small f with fixed energy but with a much changed potential V .
We define a resonance as a pole in the meromorphic continuation of the resolvent (Hf − z)−1 in
the open lower half plane. Sometimes we will refer to k =
√
z as a resonance when z is a resonance.
Our results show that as f → 0 resonances are of four different types in any compact set of the
closed lower half plane:
1) Resonances crowd densely along the positive real axis converging to this axis. We compute
these in Section 6.
2) Resonances crowd densely along the line arg z = −2π/3. These are computed in Section 7.
3) Resonances converge to points z where an analytic continuation of a certain reflection
coefficient for scattering with the potential V vanishes. This occurs only when in addition
−2π/3 < arg z < 0 and these points are the only limits of resonances of Hf in this sector. This is
discussed in Section 3.
4) Resonances move continuously into the lower half plane from the negative eigenvalues of H as
f increases from 0. The imaginary parts are exponentially small as f → 0. They are computed in
Section 5. For small f there are no resonances in the region −π+ δ < arg z < −2π/3− δ for δ > 0
(see Theorem 5 for a finer description of this region).
We also have some results for higher dimensions but they represent only a start on the problem.
See Section 8.
2 Resonance - free regions
We write V = V1V2 with Vj real and bounded and Hf,0 = Hf − V . An easy computation verifies
that for Imz 6= 0,
I − V1(Hf − z)−1V2 = (I + V1(Hf,0 − z)−1V2)−1.
It is easy to see that K0,f (z) := V1(Hf,0 − z)−1V2 has an entire analytic continuation from the
upper half plane to C (see (3) and the discussion below) and thus since the analytic continuation of
K0,f (z) is compact I−V1(Hf−z)−1V2 has a meromorphic continuation to C. We define a resonance
as a pole of this meromorphic continuation.
Note the resolvent equation
(Hf − z)−1 = (Hf,0 − z)−1 − (Hf,0 − z)−1V2(1 +K0,f (z))−1V1(Hf,0 − z)−1 (1)
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from which we can see, in particular, that if there is a pole in the meromorphic continuation of
V1(Hf − z)−1V2 then there is a pole in the meromorphic continuation of the integral kernel of
(Hf − z)−1 and vice versa.
Using the Airy function defined as Ai(x) = limR→∞(2π)−1
∫ R
−R e
i(k3/3+kx)dk, it follows that the
unitary operator, e±ip3/3 (p = −id/dx), has an integral kernel:
exp(±ip3/3)f(x) =
∫
Ai(±(x− y))f(y)dy. (2)
We obtain the kernelK0,f (x, y; z) of the operatorK0,f (z) for Imz 6= 0 using the identity eip3/3ffxe−ip3/3f =
p2 + fx,
K0,f (x, y; z) = f
−1/3V1(x)
( ∫
Ai(f1/3(x− t))(t− z/f)−1Ai(f1/3(y − t))dt
)
V2(y). (3)
Using the fact that the Airy function is entire we can analytically continue the operator K0,f (z) =
V1(Hf,0 − z)−1V2 into the lower half plane. This can be accomplished by distorting the contour in
(3) locally into the lower half plane in a neighborhood of Re(z/f) and picking up a pole term so
that the analytic continuation of V1(Hf,0−z)−1V2 into the lower half plane has kernel K0,f,c(x, y; z)
given by
K0,f,c(x, y; z) = 2πif
−1/3g1(x; z)g2(y; z) +K0,f (x, y; z) (4)
where in (4) Im z < 0 and
gj(x; z) = Vj(x)Ai(f
1/3(x− z/f)) (5)
With the notation (V1(Hf,0 − z)−1V2)c for the analytic continuation of V1(Hf,0 − z)−1V2 into the
lower half plane we have,
I + (V1(Hf,0 − z)−1V2)c = I +Q+ V1(Hf,0 − z)−1V2
Q = (e2, ·)e1
e1 = 2πif
−1/3g1
e2 = g2.
The operator with integral kernel K0,f,c has eigenvalue −1 when z = z0 in the lower half plane if
and only if z0 is a resonance. This follows from the Fredholm alternative. Thus the resonances are
points z in the lower half plane for which there is a non-trivial solution to
(I +Q+K0,f (z))ψ = 0. (6)
This equation has a solution only if (I +K0,f (z))ψ = −Qψ = ce1. Substituting back into(
(I +Q(I +K0,f (z))
−1
)
(I +K0,f (z))ψ = 0
shows that we can have c 6= 0 if and only if 1 + (e2, (I +K0,f (z))−1e1) = 0 which gives
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Theorem 1. Define A2(x) = Ai(f
1/3(x− z/f)), e1(x) = 2πif−1/3V1(x)A2(x), e2(x) = V2(x)A2(x)
and
G(z, f) = 1 + (e2, (I − V1(Hf − z)−1V2)e1). (7)
The equation G(z, f) = 0 determines the resonances of Hf in the lower half plane .
It is easy to find a formula for the continued resolvent of Hf using a simple formula for (I−S)−1
where S is a rank one operator satisfying S2 = αS for some α 6= 1. We have
(I − S)−1 = I + (1− α)−1S.
With the notations Kf = V1(Hf − z)−1V2 and Kf,c = (V1(Hf − z)−1V2)c we obtain
Kf,c = Kf +
(I −Kf )|e1〉〈e2|(I −Kf )
G(z, f)
,
where a subscript c indicates meromorphic continuation across the real axis from the upper half
plane to the lower half plane.
Let k =
√
z and arg k ∈ [−π/2, 0]. We need to obtain the asymptotics of G(z, f) for small
f . Using expansions in Abramowitz and Stegun [1] (10.4.59, 10.4.60), for x in a compact set and
|k| > δ1 > 0 we have
Ai(f1/3(x− z/f)) = f
1/6
2
√
πk
e(iζx−iπ/4)(1 +O(f)); arg k ∈ [−π/2,−δ) (8)
=
f1/6
2
√
πk
ei(ζx−π/4)(1 +O(f) + ie−2iζx); arg k ∈ (−π/3 + δ, 0] (9)
where ζx =
2k3
3f − kx. We can use (9) to conclude that if arg k ∈ [−π/6, 0] and Imk < − f log(1/f)8|k|2 +
Cf/|k|2 then the equality in (8) also holds. This follows from the simple estimate |e−4ik3/3f | ≤
e−8|k|2|Imk|/3f for arg k ∈ [−π/6, 0].
Lemma 2. Suppose 0 < δ < |k| < δ−1 and arg k ∈ (−π/6, 0). Then there is a constant C > 0 so
that if both f > 0 and |e−4ik3/3f | are small enough
||V1(Hf − z)−1V2 − V1(H − z)−1V2|| ≤ C|e−4ik3/3f |+O(f).
Here z = k2.
Proof. The integral kernel of the resolvent (H0,f − z)−1 is for x < y given by
A˜1(x)A2(y)/W
where A˜1(x) = Ai(e
−2πi/3f1/3(x − z/f)) ∈ L2(−∞, 0), A2(x) = Ai(f1/3(x− z/f)) ∈ L2(0,∞) and
the Wronskian W = f1/3eiπ/6/2π. We calculate for x < y, and for x and y in a compact set
A˜1(x)A2(y)/W = (e
−ik|x−y|/2k)[1 +O(f) + ie−i(4k
3/3f−2yk)](1 +O(f)).
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It follows that
||V1(H0,f − z)−1V2 − V1(p2 − z)−1V2|| ≤ C1|e−4ik3/3f |+O(f). (10)
We have
(1− V1(Hf − z)−1V2)− (1− V1(H − z)−1V2) = (1 + V1(H0,f − z)−1V2)−1 − (1 + V1(p2 − z)−1V2)−1.
We use the perturbation formula
(1 +A)−1 − (1 +B)−1 = −(1 +B)−1(A−B)(1 + (1 +B)−1(A−B))−1(1 +B)−1.
The result now follows from Eq.(10) and a bound on (1 +B)−1 = 1− V1(H − z)−1V2 near the real
axis which follows from limiting absorption estimates.
Let
F (k) = (V2, e
−ikx(I − V1(H − z)−1V2)e−ikxV1), z = k2.
In the next proposition we get a handle on the behavior of G(z, f) not too far from the positive
real axis when |Imk|/f is large enough. The next proposition will be effective only when F (k) does
not vanish.
Proposition 3. Suppose 0 < δ < |k| < δ−1 and arg k ∈ (−π/6, 0). Then
G(z, f) = 1 + (e2, (1 − V1(Hf − z)−1V2)e1) = 1 + e4ik3/3f (2k)−1F (k) + E
|E| ≤ C +O(f)|e4ik3/3f |
for some constant C > 0.
Proof. The proposition follows by inserting the estimates in (9) and in Lemma 2 into the definition
of G(z, f) given in Theorem 1.
Let d(z) = dist(z, σ(H))
Proposition 4.
G(z, f) = 1 + (2k)−1e
4ik3
3f [F (k) +O(f)] (11)
if Imz < −δ, |k| < δ−1. (12)
G(z, f) = 1 + (2k)−1e
4ik3
3f [F (k) +O(f)]
if arg k ∈ [−π/6, 0), Imk ≤ −3f log 1/f
8|k|2 , and δ < |k| < δ
−1. (13)
G(z, f) = 1 + (2k)−1e
4ik3
3f
[
F (k) +O(f/d(z)2)
]
(14)
if arg k ∈ [−π/2,−5π/12), δ < |k| < δ−1, and
d(z) > C1f where C1 is large enough. (15)
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Proof. The first estimate follows directly from (8) and the fact that if Imz < −δ, ||V1((Hf − z)−1−
(H − z)−1)V2|| ≤ Cf follows easily. The second estimate again follows from the equation in (8)
which is valid when arg k ∈ [−π/6, 0] as long as Imk ≤ − f log 1/f
8|k|2 and |k| > δ and from Lemma 2.
The latter gives
||(I − V1(Hf − z)−1V2)− (I − V1(H − z)−1V2)|| ≤ Cf.
for these k. The third estimate follows from the fact that
||V1(H0,f − z)−1V2 − V1(p2 − z)−1V2|| ≤ Cf
for Rez < −δ, arg k ∈ [−π/2,−5π/12] (one can use the explicit asymptotic behavior of Airy
functions or see Section 4). Writing Kf = V1(H0,f − z)−1V2 and K1 = V1(p2 − z)−1V2, We have
I +Kf = (I +K1)(I − (I +K1)−1(K1 −Kf )).
So if we let Bf = (I+K1)
−1(K1−Kf ) = (I−V1(H−z)−1V2)(K0−Kf ), we have ||Bf || ≤ Cfd(z)−1
(where we have assumed for simplicity that |k| < δ−1). It follows that V1(H − z)−1V2 − V1(Hf −
z)−1V2 = Bf (I − Bf )−1(I − V1(H − z)−1V2). It follows that if fd(z)−1 is small enough (so that
||Bf || < 1/2 for example), we have ||V1(H − z)−1V2 − V1(Hf − z)−1V2|| ≤ Cf/d(z)2.
The next theorem is a corollary of Proposition 4, Proposition 3, and the behavior of |e4ik3/3f |
as f ↓ 0. Note the definition d(z) = dist(z, σ(H)).
Theorem 5. (i) Given δ > 0 and C1 > 0, if C0 is large enough then for small f > 0, Hf has
no resonances in the set {z : δ−1 > |z| > δ > 0, arg k ∈ [−π/6, 0), Imk ≤ −C0f, |F (k)| > C1}.
(ii) Given δ > 0, if C0 is large enough then for small f > 0, Hf has no resonances in the set
{z : δ−1 > |z| > δ > 0, arg k ∈ [−π/6, 0), Imk ≤ −3f log 1/f
8|k|2 , |F (k)| > C0f}.
(iii) Given δ > 0, if C0 is large enough then for small f > 0, Hf has no resonances in the set
{z : δ−1 > |z| > δ > 0, arg z ∈ [−π,−5π/6], d(z) > C0f}.
(iv) Given δ > 0, if C0 is large enough then for small f > 0, Hf has no resonances in the set
{k : |k| < δ−1, arg k ∈ [−π/2 + δ,−π/3], k = e−iπ/3(k0 − iκ), k0 > δ, κ > C0f}.
(v) Given δ > 0, if C0 is large enough then for small f > 0, Hf has no resonances in the set
{k : |k| < δ−1, arg k ∈ [−π/3,−δ], k = e−iπ/3(k0 + iκ), k0 > δ > 0, κ > C0f, |F (k)| > δ}.
(vi) Given δ > 0, if C0 is large enough then for small f > 0, Hf has no resonances in the set {k :
|k| < δ−1, arg k ∈ [−π/3,−δ], k = e−iπ/3(k0 + iκ), k0 > δ > 0, κ > f log(1/f)8|k|2 , |F (k)| > C0f}.
Proof. (i) and (ii) follow from Proposition 3 using |e4ik3/3f | ≥ e8|k|2|Imk|/3f .
In the proof of (iii), we use (14) and the fact that for k in the stated set |e 4ik
3
3f | < e−2
√
2|k|3/3f
so if C0 is large enough we have |G(z, f)| > 1/2.
In the proof of (iv) we have |e 4ik
3
3f | ≤ e−8|k|2κ/3f so that if C0 is large enough |G(z, f)| > 1/2 for
small f > 0.
The proofs of (v) and (vi) are very similar to those of (i) and (ii).
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3 Vanishing of the reflection coefficient
In theorem 5 in the region {k : arg k ∈ (−π/3, 0)} we demanded the non-vanishing of F (k) to
conclude the absence of resonances. According to [16], p.139, the S-matrix for potential scattering
from momentum k ∈ R to momentum k′ ∈ R is given as
〈k′|S|k〉 = δ(k′ − k)− 2πiδ(k′2 − k2)〈k′|T (k2 + i0)|k〉 (16)
where
T (z) = V − V (H − z)−1V
is the “off-shell” T-matrix. Noting that |k〉 = eikx/√2π we see that F (k) = (V2, e−ikx(I − V1(H −
k2)−1V2e−ikx) is the analytic continuation of 2π〈−k|T (k2 + i0)|k〉 from k =
√
z around the branch
point z = 0 to the region we are interested in, −2π/3 < arg z < 0. Note that as z makes a 2π
revolution, k changes sign. Thus the vanishing of F (k) is the vanishing of the analytic continuation
of the amplitude for reflection for an incoming particle with momentum k.
We have learned that if k0 =
√
z0 with arg k ∈ (−π/3, 0) and F (k0) 6= 0, then z0 is not a limit of
resonances of Hf as f → 0. On the other hand, if F (k0) = 0 and arg k ∈ (−π/3, 0) then generically
k0 will be the limit of resonances of Hf . We state this as a theorem:
Theorem 6. If k0 6= 0 with −π/3 < arg k0 < 0, and
F (k) := (V2, e
−ikx (I − V1(H − k2)−1V2) e−ikxV1)
is 0 at k0 while the derivative F
′(k0) 6= 0 then as f ↓ 0, k0 is a limit of resonances of Hf . If k0 6= 0
with −π/3 < arg k0 < 0 and F (k0) 6= 0 or if k0 6= 0 with −π/2 < arg k0 < −π/3 then there are no
resonances of Hf near k0 for f > 0 small.
Note that there is more detailed information about the absence of resonances in Theorem 5.
Proof. After the discussion above what is left to prove is that if k0 6= 0,−π/3 < arg k0 < 0, F (k0) =
0, F ′(k0) 6= 0, then k0 is a limit of resonances of Hf .
Let
H(k, f) = 2ke−4ik
3/3f + 2ke−4ik
3/3f (e2, (I − V1(Hf − z)−1V2)e1)
= 2ke−4ik
3/3f + (V2, a(x, k, f)(I − V1(Hf − z)−1V2)a(x, k, f)V1). (17)
where
a(x, k, f) =
√
4πkeiπ/4f−1/6e−2ik
3/3f Ai(f1/3(x− z/f))→ e−ikx (18)
as f ↓ 0. We want to solve H(k, f) = 0 for k near k0 given f > 0 and small. We can write
V1(p
2 + fx− k2)−1V2 = −i
∫ ∞
0
V1e
itfx/2ei(p
2−k2)teitfx/2V2eit
3f2/12dt (19)
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if −π/2 < arg k < 0. We thus see that this quantity is C∞ in the variable f for f ∈ R. Since
I − V1(Hf − z)−1V2 = (I + V1(Hf,0 − z)−1V2)−1, it follows that I − V1(Hf − z)−1V2 is C∞ for
small f . The function a(x, k, f) is at least C∞ in (k, f) in a region of the form Br(k0) × [0, f0)
where Br(k0) is a small ball centered at k0 where H(k0, 0) = 0 (see the Appendix). Here and in
the following we define e−4ik3/3f and all its derivatives to be zero at f = 0. This makes the latter
function C∞ for f ∈ [0,∞) and k near k0. To make reference to the standard implicit function
theorem directly we can consider H(k, f2) instead which, as is required, is C1 in (k, f) for (k, f) in
an open set containing (k0, 0). Our assumption is that H(k0, 0) = F (k0) = 0, but its k derivative
F ′(k0) is non-zero at this point. Thus by the implicit function theorem, for small f , Hf has a
resonance near k0.
For reference we have
F ′(k0) =− 2i
∫
V (x)e−2ik0xxdx
+ i(V, e−ik0xR0e−ik0xxV ) + i(xV, e−ik0xR0e−ik0xV )
− 2k0(V, e−ik0xR20e−ik0xV ) (20)
where R0 = (H − k20)−1.
4 Resolvent Convergence
The purpose of this section is to prove that in a complex neighborhood of a point on the negative
real axis we have convergence of the analytically continued resolvent (p2 + fx− z)−1 to (p2 − z)−1
with exponential weights.
We use the method of E. Mourre [6] as expounded in Perry-Sigal-Simon [7] in proving bounds
on (p2 + fx− z)−1 with weights for Rez in some compact set of the negative reals, uniformly for
Imz 6= 0.
Lemma 7. Let D = (|p|2 + 1)−1/2. Then for f > 0 and Imz 6= 0,
||D(p2 + fx− z)−1D|| ≤ Cf−1
where C is a universal constant.
Proof. We take Imz ≤ 0. Let Gǫ(z) = (p2 + fx + iǫf − z)−1 and Fǫ(z) = DGǫ(z)D. Clearly
||Gǫ(z)|| ≤ (ǫf)−1. Note that f = [ip, p2 + fx]. We have
||Gǫ(z)φ||2 = (φ,Gǫ(z)∗2ǫfGǫ(z)φ)/2ǫf ≤ (φ,Gǫ(z)∗(2ǫf − 2Imz)Gǫ(z)φ)/2ǫf
= (−i/2ǫf)(φ, (Gǫ(z)∗ −Gǫ(z))φ) ≤ |(φ,Gǫ(z)φ)|/ǫf
Thus
||GǫD|| ≤ (ǫf)−1/2||DGǫD||1/2 = (ǫf)−1/2||Fǫ||1/2.
Similarly
||DGǫ|| ≤ (ǫf)−1/2||Fǫ||1/2.
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Then
dFǫ/dǫ = D(p
2 + fx+ iǫf − z)−1[p, p2 + fx+ iǫf − z](p2 + fx+ iǫf − z)−1D.
Thus
||dFǫ/dǫ|| ≤ ||DGǫ||+ ||GǫD|| ≤ 2(ǫf)−1/2||Fǫ||1/2
Starting from ||Fǫ|| ≤ (ǫf)−1 and iterating, we get the result for some universal constant C.
We can now show the convergence of 〈x〉−1(p2+fx−z)−1〈x〉−1 to 〈x〉−1(p2−z)−1〈x〉−1 uniformly
for Imz 6= 0 and Rez ≤ −δ for δ > 0.
Lemma 8. Suppose Imz 6= 0 and Rez ≤ −δ with δ > 0.Then
||〈x〉−1(p2 + fx− z)−1〈x〉−1 − 〈x〉−1(p2 − z)−1〈x〉−1|| ≤ Cf
where C depends only on δ.
Proof. We use the resolvent equation twice to obtain
〈x〉−1((p2 + fx− z)−1 − (p2 − z)−1)〈x〉−1 = −〈x〉−1(p2 − z)−1fx(p2 − z)−1〈x〉−1
+ 〈x〉−1(p2 − z)−1fx(p2 + fx− z)−1fx(p2 − z)−1〈x〉−1.
Using the easily established bound
||(p + i)x(p2 − z)−1〈x〉−1|| ≤ C ′,
with C ′ dependent only on δ, and the previous lemma we obtain the result.
By iterating the equation above we can get an asymptotic expansion for (p2 + fx− z)−1 with
appropriate weights. To shorten our equations we use the abbreviations W = −x,R0 = (p2 −
z)−1, R0,f = (p2 + fx− z)−1.
Lemma 9. Suppose the functions ζ1 and ζ2 are bounded and measurable with |xnζj(x)| ≤ an <∞
for all n. Suppose Rez < −δ with δ > 0 and Imz 6= 0. Then for any N > 0
ζ1R0,f ζ2 =
2N−1∑
n=0
(ζ1R0(WR0)
nζ2)f
n + (ζ1(R0W )
NfR0,f(WR0)
Nζ2)f
2N−1
with the remainder ||ζ1(R0W )NfR0,f(WR0)N ζ2|| ≤ bN where bN depends only on N, δ, ζ1, and ζ2.
Lemma 10. Suppose z = −α− iβ with α ≥ δ > 0 and α ≥ 8|β|. Choose ǫ > 0 so that ǫ√α ≥ 8|β|.
Let gǫ,z(x) = e
−ǫ|x|Ai(f1/3(x− z/f)). Then
||gǫ,z||2 ≤ Cǫe−ǫα/4f
for small f > 0.
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Proof. We first write x+ α/f = a, β/f = b. We obtain
Re(a+ib)3/2 = (a+
√
a2 + b2)1/2(2a−
√
a2 + b2)/
√
2, |Im(a+ib)3/2| = (
√
a2 + b2−a)1/2(
√
a2 + b2+2a)/
√
2
If the argument w = f1/3(a+ ib) of Ai is bounded, then for example we must have
|x| ≥ α/f − |a| ≥ f−1/3(f1/3α/f − f1/3|a|) ≥ f−1/3(f1/3α/f − C) = α/f − f−1/3C ≥ α/2f
for small f . Thus ||gǫ,z1{|w|≤C}||2 ≤ kǫe−ǫα/4f . Therefore in the following we assume |w| is large so
we can use asymptotic expansions of the Airy function. First assume that | arg(a + ib)| < π − δ1
for some small δ1 > 0. We write 1δ1 for the indicator function of this set. Then we can use the
asymptotic behavior of Ai(w), |Ai(w)| ≤ C|w|−1/4e−Reζ , where ζ = 2w3/2/3. If a ≥ 0
−Rew3/2 ≤ f1/2(
√
a2 + b2+a)1/2(
√
a2 + b2−a−a)/
√
2 ≤ f1/2(
√
a2 + b2
2−a2)(
√
a2 + b2−a)1/2/
√
2
= f1/2|b|(
√
a2 + b2 − a)1/2/
√
2 ≤ f1/2|b|3/2/
√
2 = |β|3/2/
√
2f.
Thus
ǫ|x|/2 + (2/3)Rew3/2 ≥ ǫ(a+ α/f)/2 −
√
2|β|3/2/3f.
If we demand that α ≥ 4|β| and ǫ√α ≥ |β| then
ǫ|x|/2 + (2/3)Rew3/2 ≥ ǫα/4f + ǫα/4f −
√
2/6fα1/2|β| ≥ ǫα/4f.
Thus we have ||gǫ,z1{|w|≥C,a≥0}1δ1 ||2 ≤ kǫe−ǫα/4f .
Suppose now that a ≤ 0. Then
−Re(a+ ib)3/2 = (
√
a2 + b2 − |a|)1/2(
√
a2 + b2 + 2|a|)/
√
2 ≤
√
2|b|(
√
a2 + b2 + |a|)1/2
≤ 2|b|(a2 + b2)1/4 ≤ 2|b|3/2 + 2|b||a|1/2
and thus since |x| = |a|+ α/f
ǫ|x|+ 2Rew3/2/3 ≥ ǫ|x|/2 + ǫα/4f + ǫα/4f − 4|b|3/2f1/2/3 + ǫ|a|/2− 4|b||a|1/2f1/2/3.
Minimizing the last two terms over |a| we find
ǫ|x|+ 2Rew3/2/3 ≥ (ǫ|x|/2 + ǫα/4f) + ǫα/4f − 4|β|3/2/3f − 8β2/9ǫf
We now require α ≥ 8|β| and ǫ√α ≥ 8|β|. Then one can check that the last three terms add to
something positive. Thus ||gǫ,z1{|w|≥C,a≤0}1δ1 ||2 ≤ k′ǫe−ǫα/4f .
Finally, consider the region where π ≥ | arg(a + ib)| ≥ π − δ1 where δ1 is small. Then we
can use the asymptotics |Ai(−u)| ≤ C|u|−1/4e|Im2u3/2/3| where −u = w = f1/3(a + ib). Thus
u = f1/3(|a| − ib) and from above |Imu3/2| = (√a2 + b2 − |a|)1/2(√a2 + b2 + 2|a|)/√2. But this
has just been estimated and we thus find ||gǫ,z1{|w|≥C}(1 − 1δ1)||2 ≤ kǫe−ǫα/4f . This proves the
lemma.
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Lemma 11. For f > 0 the weighted resolvent ζ1(x)(Hf,0− z)−1ζ2(x) has an analytic continuation
from the upper half plane to C as a bounded operator as long as |ζj(x)| ≤ Cγe−γ|x|1/2 for all γ > 0.
If Imf > 0, (Hf,0 − z)−1 is analytic in f and entire in z and if f1 > 0 then
lim
f→f1,Imf↓0
||ζ1(x)
(
(Hf,0 − z)−1 − (Hf1,0 − z)−1c
)
ζ2(x)|| = 0
where the subscript c indicates the analytic continuation of ζ1(x)(Hf1,0 − z)−1ζ2(x) from the upper
half z plane.
Proof. Since the Airy functions are entire functions of their arguments, the lemma just follows from
their asymptotic behavior (see [1]).
Note that (1) then shows that if f > 0, ζ1(x)(Hf − z)−1ζ2(x) has a meromorphic continuation
to C.
Proposition 12. Suppose λ0 < 0. Choose r with 0 < r < dist(λ0, σ(H) \ {λ0}) and r < |λ0|/9.
Then if ǫ >
√
8|λ0|/9,
||e−ǫ|x|((Hf − z)−1c − (H − z)−1)e−ǫ|x||| → 0
as f ↓ 0 uniformly for |z − λ0| = r. Here e−ǫ|x|(Hf − z)−1c e−ǫ|x| is the meromorphic continuation
of the resolvent (with weights) from the upper half plane to a neighborhood of the point λ0.
Proof. We use Lemma 8 to show the convergence of the resolvent for Imz 6= 0, and even for the
limits onto the real axis from above and below. To see the convergence below the real axis in the
region stated we use a version of (4) without the weights V1 and V2, along with Lemma 10. This
shows that
||e−ǫ|x|((H0,f − z)−1c − (p2 − z)−1)e−ǫ|x||| → 0
as f ↓ 0 uniformly for |z − λ0| = r. In particular it follows that (I + V1(Hf,0 − z)−1c V2)−1 →
(I + V1(p
2 − z)−1V2)−1 as f ↓ 0. Then we use (1) and Lemma 11 to show that (Hf − z)−1 (with
the weights given in that lemma) has a meromorphic continuation from the upper half plane to C.
Finally with the weights e−ǫ|x|, we can see using (1) for (Hf −z)−1c , we have the convergence stated
in this proposition.
5 Resonances near the negative real axis
Theorem 13. Suppose λ0 is an eigenvalue of H. Then for small enough f > 0 there is a resonance
λ(f) of Hf near λ0. λ(f) has an asymptotic expansion in (non-negative) powers of f . The terms
of this expansion can be calculated as if λ(f) were a real eigenvalue of Hf using the Rayleigh-
Schro¨dinger perturbation expansion. Thus the expansion coefficients are real although λ(f) is not.
Proof. Let ψ0 be the normalized eigenfunction of H corresponding to λ0. Since V has compact
support ψ0 = ae
√−λ0x + be−
√−λ0x and thus it is clear that λ0 < 0. We see that in fact ψ0 =
a±e−
√−λ0|x| for large |x| with ±x > 0. Because of the decay rate of ψ0 we learn that for r as in
Proposition 12,
lim
f↓0
−(2πi)−1
∮
|z−λ0|=r
(ψ0, (Hf − z)−1c ψ0)dz = −(2πi)−1
∮
|z−λ0|=r
(ψ0, (H − z)−1ψ0)dz = 1.
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As we can make r > 0 as small as we like we see that Hf has a resonance λ(f) → λ0 as f ↓ 0.
The pole in (H − z)−1 at λ0 corresponds to a simple zero of the Wronskian and similarly from the
convergence of projections λ(f) is a simple pole in the resolvent (Hf −z)−1 for Imf > 0. According
to the convergence result of Lemma 11 for small f > 0 the pole of (ψ0, (Hf − z)−1c ψ0) is simple.
Thus for small enough r and f > 0,
∮
|z−λ0|=r(ψ0, (z − λ(f))(Hf − z)−1c ψ0)dz = 0. It follows (again
for small enough r and f) that
λ(f) =
∮
|z−λ0|=r(ψ0, z(Hf − z)−1c ψ0)dz∮
|z−λ0|=r(ψ0, (Hf − z)
−1
c ψ0)dz
. (21)
We now substitute the asymptotic expansion of (H0,f − z)−1c from Lemma 9 into (1) (note that
the rank one term as estimated in Lemma 10 has a zero asymptotic expansion and can thus be
ignored). Thus λ(f) has an asymptotic expansion in powers of f . If we instead did the same thing
with fx replaced by a real bounded function fW with lim|x|→∞W (x) = 0 we would again get an
asymptotic expansion, this time for the eigenvalue of H + fW , which is actually convergent for
small f and whose terms are real. The terms of this expansion match up exactly with those of our
expansion of λ(f) except of course with x replaced by W . Thus the asymptotic expansion of λ(f)
is exactly given by Rayleigh - Schro¨dinger perturbation theory for the non-existent eigenvalue of
Hf . It is non-existent because no linear combination of the two linearly independent Airy functions
is square integrable near −∞. Thus Hf has no eigenvalues.
This result has been known for many years ([8, 12, 9, 13]) in the dilation analytic framework. In
the latter framework λ(f) is an actual eigenvalue of the dilated Hamiltonian unlike in our framework.
But of course the dilation analytic framework requires that the potential, V , be dilation analytic
in some angle. The result was also proved by Graffi and Grecchi ([11]) for Hydrogen in an electric
field using the separability in squared parabolic coordinates.
As is well known, for Imf 6= 0 the resolvent (H0,f − z)−1 is analytic in f and entire in z. For
such f the operator H0,f has domain equal to D(p
2)∩D(x). Let Nf = {ft+ s2 : t and s ∈ R}. For
all non-real f the spectrum is empty so the resolvent is of course bounded. But in addition we have
the explicit bound ||(H0,f − z)−1|| ≤ 1/dist(z,Nf ) when z is outside the closure of the numerical
range, Nf , of H0,f . Of course this bound also holds if f = 0.
Proposition 14. Consider the Hamiltonian Hf for f non-real. If f is not real the resolvent of Hf
is meromorphic in C. Suppose C = {z : |z − z0| = r} is a circle in C which is disjoint from the
spectrum of H and from Nf . Then for small enough f , C is disjoint from the spectrum of Hf and
allowing f → 0 in such a way that the distance between the circle C and Nf is bounded away from
0 we have the convergence of projections
lim
f→0
||(2πi)−1
∫
|z−z0|=r
(Hf − z)−1dz − (2πi)−1
∫
|z−z0|=r
(H − z)−1dz|| = 0.
Proof. We use the formula (1):
(Hf − z)−1 = (Hf,0 − z)−1 − (Hf,0 − z)−1V2(1 + V1(Hf,0 − z)−1V2)−1V1(Hf,0 − z)−1.
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The convergence of V1(Hf,0− z)−1V2 to V1(p2− z)−1V2 in norm is easy to show. Equation (1) then
implies that for small f ,(Hf−z)−1 has no spectrum on the circle and we can integrate (Hf−z)−1−
(H−z)−1 around C. We use (1) for both resolvents and note that the term (Hf,0−z)−1−(p2−z)−1
occurring in the difference of resolvents integrates to zero. Thus consider (Hf,0 − z)−1V2 − (p2 −
z)−1V2 for example. We have ||
(
(p2 + fx− z)−1 − (p2 − z)−1
)
V2|| ≤ c|f | where we are using the
fact that the distance between C and Nf is bounded away from zero. The term V1(Hf,0 − z)−1 is
treated in the same way. This completes the proof.
Corollary 15. From proposition 14 and the formula (21) we see that for f > 0 and small, λ(f)
is the boundary value from Imf > 0 of a function analytic in f . The analytic continuation of λ(f)
to Imf > 0 with |f | > 0 but small, is a simple eigenvalue of Hf .
Theorem 16. Suppose λ0 is a negative eigenvalue of H = p
2 + V where V is a real bounded
measurable function of compact support. Suppose Φ is the normalized eigenfunction corresponding
to λ0. Then for small positive f the Hamiltonian Hf = H + fx has a resonance λ(f) near λ0 with
real part given as in Theorem 13 and imaginary part
−Imλ(f) = 1
4
√−λ0
e
− 4
3f
(−λ0−fλ1)3/2(V e−
√−λ0x,Φ)2(1 +O(f))
where λ1 = (Φ, xΦ). We have (V e
−√−λ0x,Φ) = −2κ−
√−λ0 where Φ(x) = κ−e
√−λ0x for x near
−∞.
Proof. We follow Howland in [15] where he computes an exponentially small imaginary part of
a resonance caused by a barrier which is becoming infinite in extent. Our situation is similar
but a bit more complicated. Nevertheless much of the analysis below is lifted from Howland’s
paper. Let Q+(f, z) = V1(Hf,0 − z)−1c V2 where the subscript c and the superscript + indicate
analytic continuation from the upper half plane. Similarly a − superscript will indicate analytic
continuation from the lower half plane. We let L(f, z) = (Q+(f, z) + Q−(f, z))/2 and D(f, z) =
(Q+(f, z)−Q−(f, z))/2. It follows from (4) that D(f, z) is a rank one operator with kernel
D(f, z)(x, y) = πif−1/3g1(x; f, z)g2(y; f, z) with
g1(x; f, z) = V1(x)Ai(f
1/3(x− z/f)) and
g2(x; f, z) = V2(x)Ai(f
1/3(x− z/f)). (22)
We saw that I +Q+(f, z) has a one dimensional kernel at the resonance z = λ(f) converging to λ0
as f ↓ 0. Similarly if we consider I + L(f, z) the same proof shows that this operator has a simple
eigenvalue −1 at z = µ(f) with µ(f) converging to λ0 as f ↓ 0. We assume that |V1| + |V2| = 0
exactly where V = 0 and V1/V2 is bounded above and below on the set where |V | > 0. We set
g = V1/V2 on the set {|V | > 0} and = 1 on the complement. It follows that g−1L(f, µ(f))g =
L(f, µ(f))∗. Since σ(L(f, µ(f))) = σ(L(f, µ(f))∗), L(f, z) has eigenvalue −1 for both z = µ(f)
and z = µ(f). But there is only one such z near λ0 for small f > 0 and thus µ(f) is real. Let
J(f) = (2πi)−1
∫
|z+1|=ǫ(z −L(f, µ(f))∗)−1dz for small ǫ > 0. Since in the limit f ↓ 0, J(f)→ J(0)
which projects onto V2Φ, where (H − λ0)Φ = 0, φf = J(f)V2Φ satisfies (L(f, µ(f))∗+ I)φf = 0 for
small f > 0. Similarly define J˜(f) = (2πi)−1
∫
|z+1|=ǫ(z −Q+(f, λ(f)))−1dz for small ǫ > 0. Then
ψf = J˜(f)V1Φ is in the kernel of I +Q
+(f, λ(f) for small f > 0.
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0 = (φf , (I +Q
+(f, λ(f))ψf )
= (φf , (I + L(f, µ(f)) + L
′(f, µ(f))(λ(f)− µ(f)) +D(f, λ(f)))ψf ) +O(|λ(f)− µ(f)|2)
= (φf , L
′(f, µ(f))ψf )(λ(f)− µ(f)) + (φf ,D(f, λ(f))ψf ) +O(|λ(f)− µ(f)|2)
Here we have used the fact that L(f, z) is analytic in z with derivatives bounded for z in a
neighborhood of λ0 as f ↓ 0. We have (φf , L′(f, µ(f))ψf ) → (V2Φ, V1(p2 − λ0)−2V2V1Φ) = ||Φ||2
and thus
λ(f)− µ(f) = −(φf ,D(f, λ(f))ψf )/(φf , L′(f, µ(f))ψf ) +O(|λ(f)− µ(f)|2)
Consider D(f, λ(f)). We have
f−1/6gj(x) = Vj(x)
1
2
√
π(−λ(f))1/4 e
− 2(−λ(f))3/2
3f e−x
√
−λ(f)(1 +O(f))
so
(φf ,D(f, λ(f))ψf ) =
(i/4
√
−λ(f))e−
4(−λ(f))3/2
3f
∫
φf (x)V1(x)e
−
√
−λ(f)x(1 +O(f))e−
√
−λ(f)yV2(y)ψf (y)dxdy
From above we have Imλ(f) = O(fn) for all n and λ(f) has an asymptotic expansion in f given by
the Rayleigh-Schro¨dinger series. Thus λ(f) = λ0+ f(Φ, xΦ)+O(f
2) (here we normalize ||Φ|| = 1.)
Thus
λ(f)− µ(f) = −i
4
√−λ0
e
− 4(−λ(f))3/2
3f
(
(V e−
√−λ0x,Φ)2 +O(f)
)
We can compute (V e−
√−λ0x,Φ) = − ∫ [(p2 − λ0)Φ(x)]e−√−λ0xdx using integration by parts. We
find (V e−
√−λ0x,Φ) = −2κ−
√−λ0,where Φ(x) = κ−e
√−λ0x for x near −∞. Then
λ(f)− µ(f) = −i
√
−λ0κ2−e−
4(−λ0−f(Φ,xΦ))
3/2
3f (1 +O(f)).
Since µ(f) is real we learn that
Imλ(f) = −
√
−λ0κ2−e−
4(−λ0−f(Φ,xΦ))
3/2
3f (1 +O(f)). (23)
Note that in the above proof µ(f) = Reλ(f) up to a function with zero asymptotic expansion.
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6 Resonances near the positive real axis
Let
A1(x) = Ai(e
2πi/3f1/3(x− z/f))
A2(x) = Ai(f
1/3(x− z/f))
For fixed f > 0 and Imz > 0, A1(x) ∈ L2(−∞, 0) while if Imz < 0 A1(x) /∈ L2(−∞, 0). On the
other hand, for fixed f > 0, A2(x) ∈ L2(0,∞) for all z. We know that if z is a resonance then
there is a solution of Schro¨dinger’s equation −ψ′′+ (V (x) + fx)ψ = zψ which has the form cA2(x)
for large positive x and c′A1(x) for large negative x. We note the following obvious but important
fact: If we are given (ψ(a), ψ′(a)) = (α, β) , then for any b ∈ R, both ψ(b) and ψ′(b) are entire
functions of the variables (z, f, α, β).
Suppose z is near the positive real axis and the support of the potential V is contained in
(−L,L). Choosing ψ(−L) = 1 and ψ′(−L) = A′1(−L)/A1(−L) we note that ψ(L) and ψ′(L) are
analytic functions of f, z, and ψ′(−L). It is easily seen from [1] that for arg z ∈ (−2π/3 + δ, 0] and
k =
√
z with arg(k) ∈ (−π/2, 0].
A′1(−L)/A1(−L) =: −iλ(k, f) = −ik(1 +O(f))
uniformly for |k| > δ > 0. On the other hand from [1]
A′2(L) = −π−1/2f1/6
√
k(1 +O(f))
(
(1 +O(f2)) cos(ζ + π/4) +O(f) sin(ζ + π/4)
)
(24)
A2(L) = π
−1/2f1/6k−1/2(1 +O(f))
(
(1 +O(f2)) sin(ζ + π/4) +O(f) cos(ζ + π/4)
)
(25)
with
ζ =
2k3
3f
(1− fL/k2)3/2
To get an idea what we are dealing with we look at the leading order as f ↓ 0 of (ψ(L), ψ′(L))
which arises by propagating from −L to L with (ψ(−L), ψ′(−L)) = (1,−ik) and f = 0. Thus we
are solving the Schro¨dinger equation −ψ′′+V (x)ψ = k2ψ with ψ(x) = e−ikx for x to the left of the
support of V . Then to this leading order ψ′(L)/ψ(L) = g(k) is analytic in k unless ψ(L) = 0. To
leading order in the sense that we neglect O(f) terms in (24) and (25) we obtain
A′2(L)/A2(L) = −k/ tan(ζ + π/4),
and the equation A′2(L)/A2(L) = ψ
′(L)/ψ(L) which holds when k is a resonance takes the form
e−2iζ = i
ψ′(L) + ikψ(L)
ψ′(L)− ikψ(L) .
Let us use unitarity of the S-matrix to get a relation between ψ′(L) and ψ(L) for real k given
the initial (ψ(−L), ψ′(−L)) = (1,−ik). Here we assume f = 0. We have ψ(x) = e−ikx for x to
the left of V and c1e
ikx + c2e
−ikx to the right of V . Unitarity gives |c2|2 = 1 + |c1|2. (Notice
that c1 = r(−k)/t(−k), c2 = 1/t(−k) where t(k) is the transmission amplitude for a particle of
momentum k and r(k) is the reflection amplitude for this momentum.) We compute
− c1e
ikL
c2e−ikL
=
ψ′(L) + ikψ(L)
ψ′(L)− ikψ(L) = −r(−k)e
2ikL.
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Here r(−k) is the analytic continuation of the reflection amplitude from k > 0 to Imk < 0. It
follows that
∣∣∣∣ψ′(L) + ikψ(L)ψ′(L)− ikψ(L)
∣∣∣∣
2
=
|c1|2
1 + |c1|2 < 1
for k real. And we see that for real k, ψ
′(L)+ikψ(L)
ψ′(L)−ikψ(L) = 0 exactly when the (right) reflection coefficient,
r(−k), is zero.
Define
S(k) =
(
t(k) r(−k)
r(k) t(−k)
)
where the transmission and reflection amplitudes are given by
t(k) = 1− 2πi|2k|−1〈k|T (k2 + i0)|k〉 (26)
r(k) = −2πi|2k|−1〈−k|T (k2 + i0)|k〉. (27)
Then for real k these quantities satisfy the usual unitarity relations
|r(k)|2 + |t(k)|2 = 1
r(−k)t(k) + r(k)t(−k) = 0
or in matrix form
S(k)∗S(k) = I
This is a consequence of the unitarity of the S −matrix as given in (16). Note that it follows from
the symmetry of the resolvent kernel (H− z)−1(x, y) that t(k) = t(−k) and thus from the unitarity
relations that |r(k)| = |r(−k)|.
Going back to f > 0, we see that the functions ψ′(L)± ikψ(L) are of the form
h±(k, f, λ(k, f))
where the functions h± are analytic in their arguments. If arg k ∈ (−π/3 + δ, 0) we have
ψ′(L)± ikψ(L) = h±(k, 0, k) +O(f).
Consider a real point k0 > 0 for which the (right) reflection coefficient for scattering in potential
V is non-zero. In a neighborhood of k0, say |k − k0| ≤ ǫ,
ψ′(L) + ikψ(L)
ψ′(L)− ikψ(L) = G(k)e
2ikL(1 + b(k, f))
where G is analytic in this neighborhood and non-zero while for real k, |G(k)| < 1. The function
b(k, f) is C1 in k with ∂b(k, f)/∂k bounded for δ−1 > |k| > δ (δ > 0), k near the positive real axis,
and f > 0 small. (See Appendix 10). It follows that a resonance k of Hf in this neighborhood
obeys
G(k) = −ie−4ik3/3f (1 + a(k, f)). (28)
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where we have cancelled out the factor e2ikL using 2ζ = 4k
3
3f (1− fL/k2)3/2 = 4k
3
3f − 2Lk+O(f). It
follows that for some integer j and some branch of the logarithm
k3 = (3if/4) log(iG(k))+3πfj/2−(3fi/4) log(1+a(k, f)) = (3if/4) log(iG(k))+3πfj/2+fc(k, f)
where c(k, f) = O(f). Without loss of generality we choose a continuous branch of the logarithm
with arg(log iG(k0)) ∈ (−π, π]. For f small we will choose j very large so that
η0(j) := (3πfj/2)
1/3
is not far from k0. We require |η0(j)− k0| < ǫ < k0/2. We thus obtain
k3 − η30 = (3if/4) log(iG(k)) + fc(k, f)
or
k = η0
(
1 + (3if/4η30) log(iG(k) + η
−3
0 fc(k, f)
)1/3
A simple contraction mapping argument shows that for |k − k0| < ǫ with ǫ sufficiently small, there
is a unique solution to this equation which we call k(j). This string of resonances satisfies
k(j) = η0(j) + i(f/4η0(j)
2) logG(iη0(j)) +O(f
2).
We remark on the nature of the solution: Notice that there are order of magnitude f−1 integers
j with |η0(j) − k0| < ǫ. (More exactly since ∆η0 = ǫ, to order ǫ2, ∆η0(j)3 = 3η20ǫ, so there are
∆j = (2η20/πf)ǫ = (2k
2
0/πf)ǫ such integers j to order ǫ
2.) Write
log(iG(k)) = −l(k) + iθ(k)
where for ǫ small enough, l(k) > 0. Then we get Imk(j) = −fl(η0(j))/4η0(j)2 + O(f2) and
Rek(j) = η0(j)− θ(η0(j))/4η0(j)2)f +O(f2). We have thus shown
Theorem 17. Suppose the reflection coefficient is non- zero at k0 > 0. Then if ǫ > 0 is small
enough, Hf has resonances in the disk |k − k0| < ǫ. If k is a such a resonance there exists an
integer j such that k is one of the resonances k(j) found above which in particular satisfy
k(j) = η0(j) − 4−1
(
θ(η0(j))/η0(j)
2 + il(η0(j))/η0(j)
2
)
f +O(f2).
Here l(k) > 0 for k near k0 and j is allowed to vary in an interval so that |k − k0| < ǫ. The linear
density of resonances along the positive real axis near a point k0 where the reflection coefficient is
non-zero is to leading order 2k20/πf .
We now consider how to calculate resonances in the neighborhood of a point k0 > 0 where
the reflection coefficient vanishes. The functions h± = h±(k, f, λ) are analytic functions of their
three arguments in a neighborhood of (k0, 0, k0) but λ(k, f) is not analytic in f , rather analytic
in a product set of the form {k ∈ C : |k − k0| < ǫ} × {f : 0 < |f | < ǫ, | arg f | < ǫ} and C∞ in
{k ∈ C : |k− k0| < ǫ} × {f : |f | < ǫ, | arg f | < ǫ} in the sense that the derivatives are continuous in
f up to f = 0 (see Appendix 10). Let µ(k, f) = λ(k, f)− k (thus µ(k, 0) = 0). Let us write
ψ′(L)
−ikψ(L) =
A′2(L)
−ikA(L) =
1 + a(k, f))e2i(ζ+π/4) + 1 + b(k, f)
(1 + c(k, f)e2i(ζ+π/4) − (1 + d(k, f))
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where according to Appendix 10 the functions a, b, c, d are C∞ in f for f ≥ 0 and small and analytic
in k for k near a point on the positive real axis. In addition they are all 0 when f = 0. Inverting
the linear fractional transformation we have
ie2iζ =
ψ′(L)− ikψ(L) + dψ′(L)− ikbψ(L)
ψ′(L) + ikψ(L) + cψ′(L) + ikaψ(L)
We are interested in resonances near a point k0 > 0 where the reflection coefficient vanishes. This
means ψ′(L) + ikψ(L) = 0 when f = 0. We have ψ′(L) + ikψ(L) = h+(k, f, λ(k, f)) with h+
analytic in its three arguments and 0 at (k0, 0, λ(k0, 0)). The quantity a˜ := cψ
′(L) + ikaψ(L) is
C∞ in small f ≥ 0 and analytic in k near k0. Of course a(k, 0) = 0. Thus the denominator is
an analytic function of k, f, µ, and a˜ with a zero at (k0, 0, 0, 0). We can thus use the Weierstrass
preparation theorem to write
e2iζ = g(k, f)/prep(k, f)
where
prep(k, f) = (k − k0)p + bp−1(f, µ, a˜)(k − k0)p−1 + · · ·+ b0(f, µ, a˜)
Here p is the order of the zero of h+(k, 0, k). The function g is analytic in k near k0 and C
∞ in
small f ≥ 0. We write bs(f, µ, a˜) = bs(f, k). bs(f, k) is analytic in k near k0 and C∞ in small f ≥ 0.
We have bs(0, k) = 0. Defining m(k, f) = g(k, f)e
2ik3/3f [(1−fL/k2)3/2−1], we need to solve
e4ik
3/3f =
m(k, f)
prep(k, f)
. (29)
We proceed by iteration. Define k1(j) and λf (j) by the equations
k1(j) = λf (j) + k0 = (3πfj/2)
1//3 . (30)
Here j is chosen very large for f small so that k0/2 > δ0 > |λf | ≥ 2f (1−ǫ)/p where ǫ ∈ (0, 1) and δ0
is small. With this lower bound we see that for small f , |prep(k1, f)| ≥ 2f1−ǫ+O(f). The equation
we want to solve is
k3 = 3πfj/2 − (3if/4)(logm(k, f)− log prep(k, f)).
We set
k3n = k
3
1 − (3if/4)(logm(kn−1, f)− log prep(kn−1, f));n ≥ 2
where we take the cube root closest to the positive real axis. Let us assume |k− k0| ≥ f (1−ǫ)/p and
estimate prep(k, f) and its derivative with respect to k. We have
prep(k, f) = (k − k0)p +
p∑
j=1
∫ f
0
(∂bp−j(s, k)/∂s)(k − k0)p−jds.
Thus
|prep(k, f)| ≥ |(k − k0)p|(1 −
p∑
j=1
cjf |k − k0|−j) ≥ |k − k0|p(1− cf ǫ).
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∂prep(k, f)/∂k = p(k − k0)p−1 +
p∑
j=1
∫ f
0
(∂2bp−j(s, k)/∂s∂k)(k − k0)p−jds
+
p−1∑
j=1
∫ f
0
(∂bp−j(s, k)/∂s)(p − j)(k − k0)p−j−1ds
|∂prep(k, f)/∂k| ≤ p|k − k0|p−1[1 + c
p∑
j=1
f−(j(1−ǫ)/p) + c
p−1∑
j=1
ff ((1−ǫ)/p)(−j+1)
≤ p|k − k0|p−1[1 + cf ǫ+(1−ǫ)/p(1 +O(f (1−ǫ)/p)].
It follows that
|f∂ log prep(k, f)/∂k| ≤ pf |k − k0|−1(1 + cf ǫ).
We easily find |k32 − k31 | ≤ (3f/4)(C + log 1/f) so that k2 = k1(1 + (k32 − k31)/k31)1/3. Thus
|k2 − k1| ≤ c′(f log 1/f)(k0/2)−2 = Cf log 1/f.
Let G(k, f) = logm(k, f)− log prep(k, f). We have
k3n − k3n−1 = (3if/4)(kn−1 − kn−2)
∫ 1
0
∂G
∂k
(kn−2 + t(kn−1 − kn−2, f)dt
Thus
|k3n − k3n−1| ≤ (3f/4)|kn−1 − kn−2|
∫ 1
0
(c+ 2p|kn−2 + t(kn−1 − kn−2)|−1)dt
≤ (3f/4)(c|kn−1 − kn−2|+ 2p log(1/(1 − |kn−1 − kn−2|k−1n−2)). (31)
Let us assume the Weierstrass preparation theorem holds for |k− k0| ≤ δ < k0/2 and that m(k, f)
is analytic (in k and non-zero in this ball for small f . Assume |λf (j)| ≤ δ/3. Let us make the
inductive hypotheses that 3k0/2 ≥ |kl| ≥ k0/2 and |kl+1 − kl| ≤ (C0f)l−1|k2 − k1| for 1 ≤ l ≤ n− 2
where we take C0 = 2(c + 2p)/k
2
0 . Then
k1 −
n−2∑
l=1
|kl+1 − kl| ≤ |kn−1| ≤ k1 +
n−2∑
l=1
|kl+1 − kl|.
It follows that
k1 − (1− C0f)−1|k2 − k1| ≤ |kn−1| ≤ k1 + (1−C0f)−1|k2 − k1|
and thus for small f , 2k0/3 ≥ |kn−1| ≥ k0/2. Using (31), the lower bound on |kn−1|, and the
induction hypothesis we obtain for 0 < f < f0 with f0 independent of n
|kn − kn−1| ≤ (f/4|kn−1|2)(2c+ 4p)|kn−1 − kn−2| ≤ C0f |kn−1 − kn−2|.
19
The induction is complete. This estimate shows that for f sufficiently small, k = k(j) = limn→∞ kn
exists and satisfies (29).
Actually k2(j) is close enough to the limit to get a good idea of what the string of resonances
looks like near k0 (but not too near). Thus
k(j) = k1(j) − i(f/4k21)
(
logm(k1(j), 0) − log prep(k1(j), f)
)
+O((f log 1/f)2)
k1(j) = k0 + λf (j) = (3πfj/2)
1/3
|λf (j)| ≥ 2f (1−ǫ)/p
Since |kn − k0| ≥ |λf | −
∑n
j=2 |kj − kj−1| ≥ 2f (1−ǫ)/p − (1 − C0f)−1|k2 − k1| ≥ f (1−ǫ)/p for small
enough f , we have |prep(k(j), f)| ≥ f1−ǫ. We are ready to state and prove
Theorem 18. Suppose the reflection coefficient for scattering vanishes at k0 > 0 of order p. Then
the quantities k(j) given above define a string of resonances of Hf . Suppose k is a resonance of
Hf . Then given ǫ ∈ (0, 1) and δ > 0 small enough with k0/2 > δ > |k − k0| > f (1−ǫ)/p there exists
a positive integer j such that k = k(j).
Proof. Suppose that k is a solution to (29) satisfying |k − k0| < δ and |k − k0| > f (1−ǫ)/p. Then
there is an integer j such that
k3 = 3πfj/2 − (3if/4)(logm(k, f)− log prep(k, f)).
Without loss of generality we take the same branches of the logarithms we took in defining k(j).
We obtain
k3 − k(j)3 = −(3if/4)
(
(logm(k, f)− logm(k(j), f) − log prep(k, f)) + log prep(k(j), f))
)
.
At this point we are not able to get a good estimate for the difference of the final two terms involving
prep so we just estimate the difference by the absolute value of the sum. Thus we obtain
|k3 − k(j)3| ≤ Cf(|k − k(j)| + log 1/f)).
Factoring k3 − k(j)3 and using the fact that both k and k(j) are close to k0 we obtain
|k − k(j)| ≤ C ′f(|k − k(j)| + log 1/f)
so that |k − k(j)| ≤ C ′′f log 1/f . Using this rough estimate we can now estimate the difference of
the log prep terms using
log prep(k, f)) − log prep(k(j), f)) = (k − k(j))
∫ 1
0
∂ log prep(k(j) + t(k − k(j), f)/∂kdt.
Here we use |k(j) + t(k − k(j)) − k0| ≥ (1/2)f (1−ǫ)/p so that
|k − k(j)| ≤ C|k − k(j)|(f + f (p−1+ǫ)/p)
which implies k = k(j).
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7 Resonances near the line arg k = −pi/3
Recalling the definitions of A1 and A2 at the beginning of the previous section,
we know that k is a resonance if there is a non-zero solution ψ(x) to −ψ′′+(V + fx− k2)ψ = 0
satisfying
ψ′(−L)
ψ(−L) =
A′1(−L)
A1(−L) (32)
ψ′(L)
ψ(L)
=
A′2(L)
A2(L)
. (33)
In the last section where k is close to a point k0 on the positive real axis, A1 and A
′
1 had single
sum asymptotic expansions for f ↓ 0 while A2 and A′2 have double sum expansions. There we
could define ψ to be the solution satisfying (32) and use (33) as the equation that determined the
resonances. In this section we consider k close to k0 with arg k0 = −π/3. Then the situation is
reversed: Now A2 and A
′
2 have single sum asymptotic expansions while A1 and A
′
1 have double sum
expansions. We will now take ψ to be the solution satisfying (33) and use (32) as our resonance
defining equation. Since we need more information than is provided in the expansions in [1], we
will use the approximation in Appendix 10 which proves properties of the error term.
So let us define ψ(x; k, f, α) to be the solution of −ψ′′+(V + fx−k2)ψ = 0 satisfying ψ(L) = 1
and ψ′(L) = α. Let λ(k, f) = −iA′2(L)/A2(L). Then ψ(x, k, f, iλ(k, f)) is the solution satisfying
(33).
Proposition 19. Let k be close to k0 where arg k0 = −π/3. Then
λ(k, f) = k + a(f, k)
where a(f, k) is analytic in k near k0, C
∞ in f for f ≥ 0 and O(f) as f ↓ 0.
Proof. Let w2 = f
1/3(−L − k2/f). When f ↓ 0, w2 avoids a sector about the negative real axis.
We can therefore use the asymptotic formulas
Ai(w2) =
e−ζ
2
√
πw
1/4
2
(1 + a1(k, f)) (34)
Ai′(w2) = −w
1/4
2 e
−ζ
2
√
π
(1 + a2(k, f)) , (35)
where
ζ = (2/3)w
3/2
2 = −i
2k3
3f
(
1 +
fL
k2
)3/2
, (36)
and by Appendix 9 the error terms a1 and a2 are analytic in k near k0, C
∞ in f and O(f), and
The proposition follows easily from this.
Now we analyze A′1(−L)/A1(−L). We have
A1(−L) = Ai(w1), A′1(−L) = e2πi/3f1/3Ai′(w1)
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where
w1 = e
2πi/3f1/3(−L− k2/f).
When arg k = −πi/3, then as f ↓ 0, w1 moves to infinity along the negative real axis. We may use
the asymptotic formulas for Ai and Ai′ in Appendix 10:
with k1 = e
iπ/3k and η = k21(1 + fL/k
2)
A′1(−L)
A1(−L) = η
1/2 e
2iη3/2/(3f)(−ia˜1) + e−2iη3/2/(3f)(−a˜2)
e2iη
3/2/(3f)(a1) + e−2iη
3/2/(3f)(ia2)
,
where each ai(k, f) and a˜i(k, f) is smooth in f , analytic in k and equal to 1 when f = 0. We know
that k near k0 is a resonance exactly when (32) holds, that is, if the left side of this equation is
equal to ψ′(−L)/ψ(−L). If this condition holds we can solve the linear fractional transformation
for e−4iη
3/3f , and we find that k is a resonance when
e−4iη
3/3f = iG(η)(1 + b(η, f)) (37)
where the analytic function G is a multiple of −ψ′−ikψψ′+ikψ when f = 0 and b(η, f) is smooth in f ,
analytic in k and O(f) as f ↓ 0. This quantity cannot have a zero at k = k0 since according to
(11), near k0 e
−4iη3/3f = −2k/(F (k) +O(f)) and F (k) is analytic near k0.
Note that (37) is exactly the same equation as (28) which arose when we found the resonances
near the positive real axis in a neighborhood of a point where the reflection coefficient did not
vanish. As before it has a solution given by the fixed point of a contraction. Thus setting log iG(η) =
−l(η) + iθ(η) we have
Theorem 20. Suppose k0 = e
−iπ/3η0 with η0 > 0 a point where G does not have a pole. Define
η0(j) = (3πfj)
1/3. Then the resonances near k0 are given by k(j) = e
−iπ/3η(j) with
η(j) = η0(j) − 4−1
(
θ(η0(j))/η0(j)
2 + il(η0(j))/η0(j)
2
)
f +O(f2).
The situation where ψ
′−ikψ
ψ′+ikψ has a pole at k0 can be treated in essentially the same way as was
done in Theorem 18.
8 Higher dimensions
We generalize equation (4). Writing H0,f = p
2
1 + fx1 + p
2
⊥, we write L
2(Rd) as a direct integral
of functions of the perpendicular momentum with values in L2(R). We assume the potential V
is factorized as V = V1V2 where the Vj are real, bounded, measurable with compact support in
BR = {x ∈ R : |x| < R}. Thus the weighted resolvent of H0,f has an integral kernel
K0,f (x1, y1; p⊥, z) = f−1/3V1(x1, ·)
( ∫
Ai(f1/3(x1−t))(t−(z−p2⊥)/f)−1Ai(f1/3(y1−t))dt
)
V2(y1, ·).
We now analytically continue from the upper to the lower half plane and find the kernel of (V1(H0,f−
z)−1V2)c
K0,f,c = Q˜+K0,f
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where Q˜ is the integral kernel in the variables (x1, y1) of an operator Q:
Q˜(x1, y1) = 2πif
−1/3V1(x1, ·)Ai(f1/3(x1 − (z − p2⊥)/f)Ai(f1/3(y1 − (z − p2⊥)/f)V (y1, ·). (38)
As f ↓ 0,
Ai(f1/3(x1 − (z − p2⊥)/f) =
f1/6
2
√
πη
e2iη
3/3fe−iηx1−iπ/4(1 +O(f))
where η =
√
z − p2⊥. Here Imz < 0. In the following we think of using the Fourier transform to
diagonalize p⊥, so p⊥ becomes ξ⊥.
First assume that arg z ∈ [−π,−2π/3). If arg(z − ξ2⊥) = −π + φ, with φ ∈ [0, π/3 − δ],
Re iη3 = −|η|3 cos(3φ/2) = −|η|3 sin(3δ/2). Taking into account the compact support of Vj which
we assume to be in the ball BR = {x : |x| < R} and assuming Imz < −δ < 0 we have for |x1| < R
|Ai(f1/3(x1 − (z − ξ2⊥)/f)| ≤ Cf1/6|η|−1e−
2|η|3 sin(3δ/2)
3f
+|η|R
≤ c1f1/6e−c2/f
for some positive constants cj . We thus have
Theorem 21. Given δ > 0, if f is small enough there are no resonances of Hf in the region
{z : arg z ∈ [−π + δ,−2π/3 − δ], Imz ≤ −δ < 0}.
Proof. Resonances are points z so that ker(I +Q(I−V1(Hf − z)−1V2)) is not {0}. From the above
estimates
|(ψ,Qφ)| = |
∫
(V1ψ(x1), F (x1, y1)V2φ(y1))dx1dy1|
≤
∫
||V1ψ(x1)||c21e−2c2/f ||V2φ(y1)||dx1dy1
where F (x1, y1) is Q˜ with the Vj ’s removed and we have used
||F (x1, y1)|| ≤ c21e−2c2/f
for |x1|, |y1| < R. Thus by the Schwarz inequality
|(ψ,Qφ)| ≤ R||V1ψ||||V2φ||c21e−2c2/f
which implies (I +Q(I − V1(Hf − z)−1V2) is invertible for small f .
Now consider the region arg z ∈ (−2π/3+δ,−δ) for small δ > 0. This is a region where progress
should be reasonably simple compared to the remaining regions along the positive real axis and the
line arg z = −2π/3. Unfortunately we have nothing to report about the existence of resonances in
this region. But we give some information about the operator which needs to be examined to make
further progress.
We modify Q˜ slightly to define an operator M :
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Mψ(x1, ·) = 2πif−1/31[−R,R](x1)
∫
Ai(f1/3(x1+(p
2
⊥−z)/f))Ai(f1/3(y1+(p2⊥−z)/f))1[−R,R](y1)ψ(y1, ·)dy1.
M has the virtue that it is a multiple of a projection:
M2ψ(x1, ξ⊥) =
(2πif−1/3)21[−R,R](x1)Ai(f1/3(x1 + (ξ2⊥ − z)/f))
∫
Ai(f1/3(y1 + (ξ
2
⊥ − z)/f))
1[−R,R](y1)Ai(f1/3(y1 + (ξ2⊥ − z)/f))
∫
Ai(f1/3(w1 + (ξ
2
⊥ − z)/f))
1[−R,R](y1)ψ(w1, ξ⊥)dw1dy1
= F (ξ2⊥)Mψ(x1, ξ⊥)
where with η =
√
z − ξ2⊥,
F (ξ2⊥) = 2πif
−1/3
∫ R
−R
Ai(f1/3(x1 + (ξ
2
⊥ − z)/f))2dx1 =
e4iη
3/3f
2η
(sin(2ηR)/η)(1 +O(f)).
Thus M = F (p2⊥)Pf where P
2
f = Pf and Pf commutes with F (p
2
⊥). Even though we have not
indicated it, of course F (p2⊥) also depends on f and z.
We note that Q = V1MV2 so using the fact that σ(AB) \ {0} = σ(BA) \ {0} we have
Proposition 22. The resonances of Hf in the lower half plane are the points z such that the
operator
F (p2⊥)Pf (V − V (Hf − z)−1V )Pf
has eigenvalue −1.
We give some of the asymptotics of Pf and F (ξ
2
⊥):
Lemma 23. For Imz < 0, ||Pf − P0|| = O(f) where P0 has kernel as an operator on L2 functions
of the perpendicular momentum and the x1 variable
1[−R,R](x1)e−iηx1(sin 2ηR/2η)−1e−iηy11[−R,R](y1).
Here η =
√
z − ξ2⊥ is always in the 4th quandrant.
The function F (ξ2⊥) satisfies the following estimates when Rez + |Imz|/
√
3 > 0 and Imz < 0.
Set α2 = Rez + |Imz|/√3. Then
|F | ≥ c1e(2/
√
3)1/2|Imz|1/2(α2−ξ2⊥)/f
if ξ2⊥ < α
2.
|F | ≤ c2e−(2/
√
3)1/2|Imz|1/2(ξ2⊥−α2)/f
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if β > ξ2⊥ > α
2.
|F | ≤ c3e−(1/
√
3)1/2|Imz|1/2(ξ2⊥−α2)/f
if ξ2⊥ > β.
Note that arg(z − ξ2⊥) = −2π/3 exactly when α2 = 0. When z − ξ2⊥ crosses the line with argument
−2π/3 we cross from the region where F blows up as f ↓ 0 to the region where it decays
exponentially.
9 Appendix - The Airy function Ai(z) in the sector
arg z ∈ (−2pi/3 + δ,−δ)
We believe the results in this appendix are known but could not find a suitable reference.
Theorem 24. With η =
√
w, arg η ∈ (−π/2, π/6), √ηe2η3/3Ai(w) extends to an analytic
function, J , of ζ−1, ζ = 2η3/3 with arg ζ−1 ∈ (−π/2, 3π/2). The function J and all its derivatives
extend continuously to the origin in this sector.
Proof. We start with the integral representation Ai(w) = limR→∞(2π)−1
∫ R
−R e
i(sw+s3/3)ds where
w ≥ 0 and deform the contour to s = i√w + u with u ∈ R to obtain
Ai(w) =
e−2η3/3
2π
∫ ∞
−∞
e−ηu
2
eiu
3/3du
with η =
√
w. We can analytically continue to arg η ∈ (−π/2, π/2). Thus using polar coordinates
with ζ−1 = 3w−3/2/2 = reiθ, we have
2π
√
ηe2η
3/3Ai(w) = e−iθ/6
∫ ∞
−∞
exp(−e−iθ/3t2)g(t6r)dt
where g(ψ) = cos(
√
2ψ/27) is a C∞ function of its argument. With an integration by parts it is
easy to verify the polar form of the Cauchy-Riemann equations ((∂/∂r + ir−1∂/∂θ)J = 0). We
take θ = arg ζ−1 ∈ (−π/2, 3π/2). Because J satisfies the Cauchy-Riemann equations J (n) is given
by e−inθ∂nJ/∂rn which is easily shown to have a limit as r → 0 which is independent of θ.
Thus in particular J has an asymptotic expansion
J(ζ−1) ∼
∞∑
n=0
cnζ
−n
which can be differentiated term by term.
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10 Appendix - The Airy function Ai(z) in the sector
arg z ∈ [−pi,−pi + δ]
We follow [2] but the latter reference does not go far enough for our purposes. We write the Airy
function Ai(w) for w real as
Ai(w) = (2π)−1 lim
R→∞
∫ R
−R
e−i(t
3/3+wt)dt.
We set w = f1/3(L− z/f) = −(z/f2/3)(1− fL/z) where we first keep z real and positive. We set
η = z(1− fL/z) = z − fL. With a change of variable we have
Ai(w) = (2πf1/3)−1
∫
C
e(−i/f)(s
3/3−ηs)ds. (39)
Here we have used the fact the η is real to move the contour into the lower half plane so that C is
just s(t) = t− iα with t ∈ R and α > 0. We then see that the Airy function is analytic in η for η
in a neighborhood of a real point. We distort the contour further. We use steepest descents near
the critical points of the exponential where (s3/3− ηs)′ = s2− η = 0, namely the points s = ±√η.
Thus near +
√
η we write s = ζ +
√
η. Note that at this critical point we have
s3/3− ηs = −2η3/2/3 and −i(s3/3− ηs + 2η3/2/3) = −i(ζ3/3 +√ηζ2). The steepest descents
curve near ζ = 0 will come from setting Re(ζ3/3 +
√
ηζ2) = 0. We will use part of the following
contour for s near
√
η: We solve the equation Re(ζ3/3 +
√
ηζ2) = 0 and find with ζ = x+ iy,
y =
−x(γ + x/3)
ν +
√
ν2 + (γ + x)(γ + x/3)
We have
−i(√ηζ2 + ζ3/3) = −b2x2 +
∞∑
n=3
Bnx
n
where b2 = 2γ−2|η|(
√
|η| − ν). The series converges for |x| < γ (see [2]). We have the following
estimates in the indicated regions:
−i(ζ3/3 +√ηζ2) ≤ −(γ/3)2x2/
√
ν2 + (γ + x)(γ + x/3); 0 ≥ x ≥ −γ, ν ≥ 0
≤ −(γ2/18|η|)x2; 0 ≤ x ≤ 4γ, ν ≥ 0
≤ −γx2; 0 ≤ x ≤ 10γ, 0 ≥ ν ≥ −γ/10
≤ −γx2;−γ ≤ x ≤ 0, 0 ≥ ν.
For s near −√η we write s = ζ −√η which gives −i(s3/3− ηs− 2η3/2/3) = −i(ζ3/3−√ηζ2).
Setting Re(ζ3/3−√ηζ2) = 0 and ζ = x+ iy we find for
y = x(ν +
√
ν2 + (γ − x)(γ − x/3))(γ − x)−1.
We find
−i(ζ3/3−√ηζ2) = −b˜2x2 +
∞∑
n=3
B˜nx
n
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where b˜2 = 2γ−2|η|(|η|1/2 + ν). The series converges for |x| < γ.
We have the following estimates in the indicated regions:
−i(ζ3/3−√ηζ2) ≤ −γx2
√
γ − x/3
γ − x ; 0 ≤ x < γ, ν ≥ 0
≤ −γx2(y/x) ≤ −γx2 γ − x/3
2
√
ν2 + (γ − x)(γ − x/3) ; 0 ≤ x < γ, ν < 0
≤ −γx2/5;−10γ ≤ x ≤ 0, 0 ≤ ν < γ
≤ −(2γ/5)x2;−8γ ≤ x ≤ 0,−γ/3 ≤ ν ≤ 0.
We write
Ai(w) = (2πf1/3)−1(
∫
C−
e(−i/f)(s
3/3−ηs)ds+
∫
C+
e(−i/f)(s
3/3−ηs)ds).
We first consider the integral over the part of the contour C+ near √η:∫
C′+
e(−i/f)(s
3/3−ηs)ds = (2πf1/3)−1e(2iη
3/2/3f)
∫
B+
e(−i/f)(ζ
3/3+
√
ηζ2)dζ.
To obtain the part of the contour in the s variable near
√
η we take s = ζ +
√
η. This gives us the
contour B+ with ζ = x+ iy where x ∈ (β,∞), y = −α , where as mentioned above α > ν. We
thus see that this integral is analytic in
√
η as long as f > 0. We will see that after multiplying by
f−1/2 we can take the limit as f → 0 uniformly for η near a point k0 > 0. We deform the contour
to obtain a new contour Γ+ where
ζ = x+ iy, x ∈ (−γ/2, γ/2), y = −x(γ + x/3)
ν +
√
ν2 + (γ + x)(γ + x/3)
.
Thus we have
I+ = (2πf
1/3)−1
∫
Γ+
e−i(ζ
3/3+
√
ηζ2)/fdζ =
f1/6
2π
J+
J+ = f
−1/2
∫ γ/2
−γ/2
ef
−1(−b2x2+∑∞n=3 Bnxn)(1 + idy/dx)dx
We expand the integrand in a convergent power series keeping the e−b
2x2 to obtain
J+ =
∫ γf−1/2
−γf−1/2
e−b
2x2(1 +
∞∑
k=1
(
∞∑
n=3
Bnf
−1+n/2xn)k/k!)(1 + i
∞∑
m=0
amf
m/2xm)dx
The odd powers of x do not contribute and thus we have
J+ = 2(1 + ia0)
∫ γf−1/2
0
e−b
2x2dx+
∑
m+|n|/3≥1,l≥1
cn,mf
(|n|+m−2l)/2
∫ γf−1/2
0
e−b
2x2x|n|+mdx
Here n is a multi-index n = (n1, n2, · · · , nl) and |n| = n1 + · · ·+ nl. Each nj ≥ 3 and thus the
power of f , (|n|+m)/2 − l is positive and since |n|+m is even this power is a positive integer
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≥ (l +m)/2 . Note that ∫ γf−1/20 e−b2x2x|n|+mdx is C∞ in f near 0 as long as we define
f−ne−b
2γ2/f to be 0 at f = 0. Thus J+ is C
∞ for f ≥ 0 in the sense that the derivatives have
limits as f ↓ 0. In the limit f ↓ 0 the first term can be calculated (with some effort - see also [2])
to be e−iπ/4
√
π/η1/2.
We now connect up this curve to infinity as follows: We take x+ iy = γ/2 + t− iy(γ/2) with
t ∈ [0,∞). For simplicity take |ν| < γ/10. It is then easy to see that the real part of
−i(ζ3/3 +√ηζ2) ≤ −C < 0 independent of t ≥ 0 and independent of η for η near a real point
k0 > 0. If the extended curve is called Γ˜+ This is easily seen to imply that
I˜+ = (2πf
1/3)−1
∫
Γ˜+
e−i(ζ
3/3+
√
ηζ2)/fdζ =
f1/6
2π
J˜+
with J˜+ a C
∞ function in f for f0 > f ≥ 0 and analytic in √η for √η near a point k0 > 0.
The curve near the critical point −√η can be handled similarly. We set s = ζ −√η giving
−i(s3/3 − ηs) = −i(ζ3/3−√ηζ2)− 2iη3/2/3 = and ζ = x+ iy. We demand that for
x ∈ (−γ/2, γ/2) we have Re[−i(ζ3/3−√ηζ2)] = 0. This results in
y =
x(γ − x/3)
−ν +
√
ν2 + (γ − x)(γ − x/3)
.
We connect this curve to infinity and to the imaginary axis just as in the case where we extended
the curve Γ+. The result is the same. It remains to connect the two curves on the imaginary axis.
The curve on the left ends on the imaginary axis at s = i(2ν +
√
ν2 + 5γ2/12) or
ζ = γ + i(ν +
√
ν2 + 5γ2/12). The curve on the right ends on the imaginary axis at
s = i(−2ν +
√
ν2 + 5γ2/12). Thus we extend the curve on the left as
ζ = γ + i(u+ ν +
√
ν2 + 5γ2/12) or s = γ + i(u+2ν +
√
ν2 + 5γ2/12) with u going from 0 to -4ν.
It is not hard to see that this piece is C∞ in f for f ≥ 0 with the function and all derivatives equal
to zero at f = 0. (Of course the derivative at zero is the right hand derivative.) It is convenient in
the estimates to restrict |ν| < γ/10. Even though the contours involve √η in a non-analytic way,
it is not hard to see that they can be distorted in such a way that given
√
η0 the contour can be
chosen to depend on this quantity but then
√
η can be varied in a small disk around this point
and the result is analytic in the disk with estimates similar to what we have derived.
Thus what we have shown is that
Ai(w) = f1/6e−iπ/4
1
2
√
πη1/2
(e2iη
3/2/3fa1(k, f) + ie
−2iη3/2/3fa2(k, f))
where aj(k, f) is C
∞ in f for f0 > f ≥ 0 and analytic in k for k near a point on the positive real
axis. Since the limits involved in taking derivatives in f converge uniformly in k, these derivatives
are also analytic in k in a neighborhood of a positive real point. We have aj(k, 0) = 1.
We also need the derivative of Ai(w) with respect to the spatial variable which we have called L
in this appendix. Note that in (39) L occurs only in η = z − fL so that differentiation with
respect to L brings down −is in this integral. In the integral near +√η the change of variable is
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s = ζ +
√
η. −iζ contributes something of at most order f while the term −i√η gives the main
contribution. A similar analysis near the critical point −√η shows that the main contribution is a
factor of +i
√
η. Thus we obtain
(d/dL)Ai(w) = f1/6e−iπ/4
√
η1/2
4π
(−ie2iη3/2/3f a˜1(k, f)− e−2iη3/2/3f a˜2(k, f))
where a˜j(k, f) is C
∞ in f for f0 > f ≥ 0 and analytic in k for k near a point on the positive real
axis. Since the limits involved in taking derivatives in f converge uniformly in k, these derivatives
are also analytic in k in a neighborhood of a positive real point. We have a˜j(k, 0) = 1.
We now must do similar estimates with A1(x) for z near the line arg = −2π/3. Here the
argument of the Airy function Ai is w = f1/3(x− z/f). We set z1 = e2π/3z which is near a
positive real point and η = z1(1− fx/z) which is also near a point on the positive real axis when
f is small. Thus after a change of variable we can write
Ai(w) = (2πf1/3)−1
∫
C
e(−i/f)(s
3/3−ηs)ds. (40)
where the contour C is the same as above. Thus the same analysis as above works in this
situation. Note that when we differentiate with respect to the spatial variable the η dependence
on x gives a contribution to the exponential from −iηs/f of ixe2πi/3. Thus differentiation with
respect to x brings down a factor of ie2πi/3s, and thus a main contribution of
√
ηie2πi/3 for the
integral near the critical point
√
η. Similarly there is a main contribution of −√ηie2πi/3 for the
integral near the critical point −√η.
References
[1] M. Abramowitz and I. Stegun, Handbook of mathematical functions with formulas, graphs,
and mathematical tables, U.S. Department of Commerce, National Bureau of Standards,
(1964).
[2] I. Herbst and J. Rama, Instability of pre-existing resonances under a small constant electric
field,, Ann. Henri Poincare´, 16 (2015), 2783–2835.
[3] I. Herbst and R. Mavi, Can we trust the relationship between resonance poles and lifetimes?
J. Phys. A: Math. Theor., 49, no. 19, (2016).
[4] A. Jensen and K. Yajima, Instability of resonances under Stark perturbations
arXiv:1804.05620.
[5] R. Froese and I. Herbst, Resonances - lost and found, J. Phys. A: Math. Theor., 50, 405201
(2017).
[6] E. Mourre, Absence of singular continuous spectrum for certain self-adjoint operators,
Comm. Math. Phys., 78, (1981).
[7] P. Perry, I. M. Sigal, B. Simon, Spectral analysis of N-body Schro¨dinger operators, Ann.
Math., 114, (1981).
29
[8] S. Graffi, V. Grecchi, S. Levoni, M. Maioli, Resonances in the one-dimensional Stark effect
and continued fractions, J. Math. Phys. 20 (1979).
[9] I. Herbst, Dilation analyticity in an electric field, Comm. Math. Phys., 69 (1979).
[10] I. Herbst and B. Simon, Dilation analyticity in an electric field, II: the N-body problem, Borel
summability, Comm. Math. Phys., 80 (1981).
[11] S. Graffi and V. Grecchi, Resonances in Stark effect and perturbation theory, Comm. Math.
Phys., 62, (1978).
[12] S. Graffi and V. Grecchi, Resonances in Stark effect of atomic systems, Comm. Math. Phys.,
79, (1981).
[13] E. Harrell and B. Simon, The mathematical theory of resonances whose widths are
exponentially small, Duke Math. J., 47 (1980), 845–902.
[14] E. Harrell, N. Corngold, B. Simon, The mathematical theory of resonances whose widths are
exponentially small, II, J. Math. Anal. Appl., 99, (1984), 447–457.
[15] J. Howland, Imaginary part of a resonance in barrier penetration, J. Math. Anal. Appl., 86,
(1982), 507–517.
[16] J.R. Taylor, Scattering Theory, John Wiley and Sons, N.Y. (1972), p.134-139.
[17] Coddington and Levinson,Theory of ordinary differential equations, McGraw Hill, N.Y.,
(1955), p.150.
[18] E. Korotyaev, Resonances for 1d Stark operators J. Spec. Th., 7, (2017), 669–732.
[19] E. Korotyaev, Asymptotics for resonances for 1d Stark operators, arXiv:1705.08072 .
30
