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Abstract. This manuscript presents a novel approach to nonlinear system identification lever-
aging densely defined Liouville operators and a new “kernel” function that represents an integration
functional over a reproducing kernel Hilbert space (RKHS) dubbed an occupation kernel. The
manuscript thoroughly explores the concept of occupation kernels in the contexts of RKHSs of con-
tinuous functions, and establishes Liouville operators over RKHS where several dense domains are
found for specific examples of this unbounded operator. The combination of these two concepts
allow for the embedding of a dynamical system into a RKHS, where function theoretic tools may be
leveraged for the examination of such systems. This framework allows for trajectories of a nonlinear
dynamical system to be treated as a fundamental unit of data for nonlinear system identification
routine. The approach to nonlinear system identification is demonstrated to identify parameters of
a dynamical system accurately, while also exhibiting a certain robustness to noise.
1. Introduction. A dynamical system is given as x˙ = f(x), where x : [0, T ] →
Rn is the system state and f : Rn → Rn are Lipschitz continuous dynamics. Dy-
namical systems are prevalent in the sciences, such as engineering [13, 7, 14], biology
[2, 9], neuroscience [12], physics [29], and mathematics [6, 20]. However, in many cases
even physically motivated dynamical systems can have unknown parameters (i.e. a
gray box), such as mass and length of mechanical components, or the dynamics may
be completely unknown (i.e. a black box) [16]. In such cases, system identification
methods are leveraged to gain estimates on the dynamics of the system based on data
generated by the system itself [16].
For linear dynamics, many classical tools are available for systems identification
through the Fourier and Laplace transforms of the dynamical systems by the exploita-
tion of the impulse response, and linear system identification still remains numerically
challenging. On the other hand, the identification of nonlinear systems proves even
more challenging as nonlinearities may manifest in a variety of ways, and linear trans-
form methods for general nonlinear systems are unavailable [3, 16].
To address these challenges a variety of nonlinear system identification methods
have been developed, such as NARMAX methods [3], Volterra series [10], Lyapunov
methods [17], and Neural Networks [16]. However, given the rich variety of nonlinear
systems, there is no modal approach to resolving the system identification problem
for nonlinear systems [16]. A recent development in nonlinear system identification
was the introduction of dynamic mode decompositions (DMDs) and their connection
with the Koopman operator [4, 11, 30].
One technical challenge that arises in many of the system identification methods
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described above comes from the estimation of the state derivative [4, 17]. Frequently
only the state trajectory is available and numerical estimation methods are employed
to obtain samples of the state derivative. Unfortunately, state derivative estimates are
prone to error, and the use of numerical estimates of the state derivatives introduce
an artificial noise component that requires additional filtering before it may be used
as an estimate of the dynamical system [4].
In an online parameter estimation context, [17] leveraged the technique of integral
concurrent learning, where state derivative estimates were replaced with integrals of
the state. Therein it was demonstrated that the parameters were more precisely
estimated via the integral concurrent learning method than by methods using state
derivative estimates. Moreover, in the online setting the parameter estimation error
was more stable under the integral concurrent learning method [17].
The present manuscript develops a method that is close in spirit to the integral
concurrent learning method for system identification. Specifically, the method pre-
sented in Section 5 leverages novel kernel techniques presented in Section 3, where
the concept of occupation kernels is introduced along side that of densely defined
Liouville operators. Occupation kernels are a generalization of occupation measures,
which have been used in dynamical systems theory and optimal control based largely
on the seminal work of [15]. The present manuscript lifts the theory of occupation
measures to that of function theory by examining the integration functionals over
reproducing kernel Hilbert spaces (RKHSs) rather than the Banach spaces of con-
tinuous functions. What is gained by restricting the examination to that of Hilbert
function spaces is that the tools of approximation and function theory can be brought
to bear on those of occupation kernels, where these tools were much more limited
in their scope for occupation measures. That is, while an occupation measure is a
member of the dual of a Banach space, an occupation kernel is a function that resides
in the RKHS. Moreover, the representation of a trajectory as an occupation kernel
over a RKHS changes with the selection of RKHS, which allows for different aspects
of the trajectory to be emphasized. In contrast, due to the limited availability of
computational tools for measures, the study of occupation measures has been limited
to polynomials in both the dynamics of the dynamical systems as well as the test
functions leveraged to provide constraints on the occupation measures themselves.
The principle reason for this limitation is the need to exploit available computational
tools that have been developed for the moment problem.
The contributions of this manuscript are presented below.
• The concept of Liouville operators is integrated with the theory of RKHSs
to yield a representation of nonlinear dynamical systems in a Hilbert space
setting.
• Occupation measures are generalized to occupation kernels, where a trajec-
tory is represented inside a Hilbert space as a function.
• Occupation kernels and Liouville operators are leveraged to provide con-
straints for a system identification method, which is presented in Section
5. These constraints use more general test functions than polynomials, which
is an advantage that arises in the use of occupation kernels over occupation
measures.
The manuscript is organized as follows. Preliminaries necessary for the develop-
ment of occupation kernels and densely defined Liouville operators are presented in
Section 2, and the densely defined Liouville operators and occupation kernels them-
selves are introduced in Section 3. These tools are then turned toward the problem of
system identification, where the dynamics of a system are parameterized into a collec-
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tion of basis functions in Section. Specifically, the tools of Section 3 are leveraged to
provide a collection of linear constraints on the parameters of the dynamics in Section
5, where state derivatives are replaced via a collection of integral constraints. Section
4 examines the convergence properties of occupation kernels associated with various
numerical methods, while Section 6 demonstrates a robustness to noise of the samples
used in Section 5. Section 7 examines a method for incorporating streaming data for
system identification. Finally, the system identification approach is then examined
through a collection of numerical experiments in Section 8 and the experiments are
discussed in Section 9.
2. Preliminaries.
2.1. Reproducing Kernel Hilbert Spaces. A RKHS, H, over a set X is a
Hilbert space of real valued functions over the set X such that for all x ∈ X the
evaluation functional Exg := g(x) is bounded. As such, the Riesz representation
theorem guarantees, for all x ∈ X, the existence of a function kx ∈ H such that
〈g, kx〉H = g(x), where 〈·, ·〉H is the inner product for H [18, Chapter 1]. The function
kx is called the reproducing kernel function at x, and the function K(x, y) = 〈ky, kx〉H
is called the kernel function corresponding to H.
This manuscript utilizes two RKHSs, which are defined through their kernel
functions. For µ > 0, the kernel function KE(x, y) = e
µxT y is called the expo-
nential dot product kernel function, and for µ > 0, the kernel function given as
KG(x, y) = exp
(
− 1µ‖x− y‖22
)
is called a Gaussian radial basis function. Both KE
and KG are kernel functions for RKHSs over Rn [28, Chapter 4].
2.2. Densely Defined Operators. For many RKHSs of continuously differen-
tiable functions, the differential operator is unbounded, which means that there are
frequently functions in such a RKHS, H, such that their derivative is not a member
of H. The focus of this manuscript is in the study of Liouville operators, which imple-
ment the gradient operation on members of a RKHS. As such, care will be required
in defining these operators and their domain.
Given a Hilbert space, H, and a subspace D(T ) ⊂ H a linear operator T : D(T )→
H is called densely defined if D(T ) is a dense subspace of H [19, Chapter 5]. The
operator T is closed if, for every sequence {gm}∞m=0 ⊂ D(T ), such that gm → g ∈ H
and Tgm → h ∈ H, then g ∈ D(T ) and Tg = h.
The adjoint of a possibly unbounded operator is given first by its domain:
D(T ∗) = {g ∈ H : h 7→ 〈Th, g〉H is bounded over D(T )} [19, Chapter 5]. For each
g ∈ D(T ∗) there exists a member T ∗g ∈ H such that 〈Th, g〉H = 〈h, T ∗g〉H . Thus, the
operator T ∗ may be defined as taking g ∈ D(T ∗) to T ∗g, which was obtained through
the Riesz representation theorem. The closedness of the operator guarantees the
nonemptiness of the domain of its adjoint. In fact, the following stronger statement
holds.
Lemma 2.1. (c.f. [19, Chapter 5]) The adjoint of a closed operator is densely
defined.
3. Liouville Operators and Occupation Kernels. To establish a connection
between RKHSs and nonlinear dynamical systems, the following operator is intro-
duced, which is inspired by the study of occupation measures [15].
Definition 3.1. Let x˙ = f(x) be a dynamical system with the dynamics, f :
Rn → Rn, Lipschitz continuous, and suppose that H is a RKHS over a set X, where
X ⊂ Rn is compact. The Liouville operator with symbol f , Af : D(Af ) → H, is
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given as
Afg := ∇xg · f,
where
D(Af ) := {g ∈ H : ∇xg · f ∈ H} .
Liouville operators embed the nonlinear dynamics inside of an unbounded op-
erator. The first question to address is that of existence. In particular, are there
reasonable classes of dynamics for which the Liouville operator is densely defined over
a RKHS?
Example 3.2. The most commonly investigated dynamical systems are those with
polynomial dynamics. In the case that f is a polynomial over Rn, a Liouville oper-
ator with those dynamics maps polynomials to polynomials, when polynomials are
contained in the RKHS in question. One example, where polynomials are not only
contained in the RKHS but are also dense is the exponential dot product kernel’s
native RKHS [28, Chapter 4]. Moreover, for this space, the collection of monomials
forms an orthogonal basis.
The above example guarantees the existence of densely defined Liouville operators
for a large class of dynamics. Adjusting the RKHS will also adjust the Liouville
operators that are admissible. In the case when a Liouville operator is not known to
be densely defined, some of the methods of this manuscript may still be applied as a
heuristic algorithm.
As a differential operator, Af is not expected to be a bounded over any RKHS.
However, as differentiation is a closed operator over RKHSs consisting of continuously
differentiable functions, which follows from [28, Corollary 4.36], it can be similarly
established that Af is closed under the same circumstances.
Theorem 3.3. Let H be a RKHS of continuously differentiable functions over a
set X and f : Rn → Rn be a function such that Af has nontrivial domain, then Af
is a closed operator.
Proof. By [28, Corollary 4.36], it can be observed that if {gm}∞m=1 ⊂ H such that
‖gm − g‖H → 0 in H then
{
∂
∂xi
gm
}∞
m=0
converges to ∂∂xi g uniformly in X. Hence,
if {gm}∞m=0 ⊂ D(Af ) ⊂ H converges to g and {Afgm}∞m=0 converges to h ∈ H then
∇xgm(x)f(x) converges to ∇xg(x)f(x) pointwise. As Afgm(x) = ∇xgm(x)f(x), it
follows that h(x) = limm→∞Afgm(x) = ∇xg(x)f(x). By the definition of D(Af ),
g ∈ D(Af ) and Afg = h.
Thus, Af is a closed operator for RKHSs consisting of continuously differentiable
functions. Consequently, the adjoints of densely defined Liouville operators are them-
selves densely defined by Lemma 2.1. Associated with Liouville operators in particular
are a special class of functions within the domain of the Liouville operators’ adjoints,
and these functions are also the main object of study of this manuscript.
Definition 3.4. Let X ⊂ Rn be compact, H be a RKHS of continuous func-
tions over X, and γ : [0, T ] → X be a continuous trajectory. The functional g 7→∫ T
0
g(γ(τ))dτ is bounded, and may be respresented as
∫ T
0
g(γ(τ))dτ = 〈g,Γγ〉H , for
some Γγ ∈ H by the Riesz representation theorem. The function Γγ is called the
occupation kernel corresponding to γ in H.
Proposition 3.5. Let H be a RKHS of continuously differentiable functions over
a compact set X, and suppose that f : Rn → Rn is Lipschitz continuous. If γ : [0, T ]→
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X is a trajectory as in Definition 3.4 that satisfies γ˙ = f(γ), then Γγ ∈ D(A∗f ), and
A∗fΓγ = K(·, γ(T ))−K(·, γ(0)).
Proof. The establishment of Γγ ∈ D(A∗f ), requires the demonstration that the
functional g 7→ 〈Afg,Γγ〉H is bounded over D(Af ). Note that
(3.1)
∫ T
0
∇xg(γ(t))f(γ(t))dt = g(γ(T ))− g(γ(0)) = 〈g,K(·, γ(T ))−K(·, γ(0))〉H
as the integrand of (3.1) is the total derivative of g(γ(t)). The left hand side of (3.1)
may be expressed as 〈Afg,Γγ〉H , while the right hand side satisfies the bound
|g(γ(T ))− g(γ(0))| = |〈g,K(·, γ(T ))−K(·, γ(0))〉H |
≤ ‖g‖H‖K(·, γ(T ))−K(·, γ(0))‖H ,
which establishes the boundedness of g 7→ 〈Afg,Γγ〉H . Moreover, since
〈Afg,Γγ〉H = 〈g,K(·, γ(T ))−K(·, γ(0))〉H ,
it follows that A∗fΓγ = K(·, γ(T ))−K(·, γ(0))
Proposition 3.5 completes the integration of nonlinear dynamical systems with
RKHSs. In particular, valid trajectories for the dynamical system appear as occupa-
tion kernels within the domain of the adjoint of the Liouville operator corresponding
to the dynamics. This intertwining allows for the expression of finite dimensional
nonlinear dynamics as linear systems in infinite dimensions.
Moreover, the relation
〈Afg,Γγ〉H = g(γ(T ))− g(γ(0)) for all g ∈ D(Af )
uniquely determines Γγ . Consequently, this relation will be used subsequently to
establish constraints for parameter identification in a system identification setting.
4. Estimation of Occupation Kernels. Approximating the value of an inner
product against an occupation kernel in a RKHS can be performed leveraging quadra-
ture techniques for integration. The occupation kernels themselves can be expressed
as an integral against the kernel function in a RKHS as demonstrated in Proposition
4.1.
Proposition 4.1. Let H be a RKHS over a compact set X consisting of contin-
uous functions and let γ : [0, T ]→ X be a continuous trajectory as in Definition 3.4.
The occupation kernel corresponding to γ in H, Γγ , may be expressed as
(4.1) Γγ(x) =
∫ T
0
K(x, γ(t))dt.
Proof. Note that Γγ(x) = 〈Γγ ,K(·, x)〉H , by the reproducing property of K.
Consequently,
Γγ(x) = 〈Γγ ,K(·, x)〉H = 〈K(·, x),Γγ〉H
=
∫ T
0
K(γ(t), x)dt =
∫ T
0
K(x, γ(t))dt,
which establishes the result.
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Leveraging Proposition 4.1, quadrature techniques can be demonstrated to give
not only pointwise convergence but also norm convergence in the RKHS, which is a
strictly stronger result.
Proposition 4.2. Under the hypothesis of Proposition 4.1, let t0 = 0 < t1 <
t2 < . . . < tF = T , suppose that γ is a continuously differentiable trajectory and H is
composed of continuously differentiable functions. Consider
(4.2) Γˆγ(x) :=
F∑
i=1
(ti − ti−1)K(x, γ(ti)).
The norm distance is bounded as ‖Γγ−Γˆγ‖2H = O(h), where h = maxi=1,...,F |ti−ti−1|.
Proof. Consider,
‖Γγ − Γˆγ‖2H = ‖Γγ‖2 + ‖Γˆγ‖2 − 2〈Γγ , Γˆγ〉H .
The norm of the approximation can be expanded as
‖Γˆγ‖2H = 〈Γˆγ , Γˆγ〉H =
F∑
i=1
F∑
j=1
(ti − ti−1)(tj − tj−1)K(γ(tj), γ(ti))(4.3)
via the reproducing property of K. Now compare each term in (4.3) to the corre-
sponding integral, ∫ ti
ti−1
∫ tj
tj−1
K(γ(t), γ(τ))dtdτ
−(ti − ti−1)(tj − tj−1)K(γ(tj), γ(ti)).(4.4)
By the mean value theorem, there is a point (τ∗, t∗) ∈ [ti−1, ti]× [tj−1, tj ] such that∫ ti
ti−1
∫ tj
tj−1
K(γ(t), γ(τ))dtdτ
= (ti − ti−1)(tj − tj−1)K(γ(t∗), γ(τ∗)).
Hence, (4.4) may be written as
(ti − ti−1)(tj − tj−1)(K(γ(t∗), γ(τ∗))−K(γ(tj), γ(ti))).
Leveraging the mean value inequality [24],
|K(γ(t∗), γ(τ∗))−K(γ(tj), γ(ti))| ≤
sup
x,y∈X
‖∇K(x, y)‖2 max
0<t<T
|γ˙(t)|‖(τ∗, t∗)− (ti, tj)‖2.
Taking h = maxi=1,...,F |ti − ti−1| and combining the above equations, it can be
observed that
‖Γˆγ‖2H = ‖Γγ‖2H +O(h).
Similarly, it may be demonstrated that 〈Γˆγ ,Γγ〉H = ‖Γγ‖2H + O(h), and the
conclusion follows.
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It should be clear from the proof of Proposition 4.2 that higher order quadrature
rules for estimating the integral in (4.1) will also lead to higher order convergence rates
of the difference in Hilbert space norms of the occupation kernel and the quadrature
estimate with the added caveat of higher order continuous differentiability of the
kernels and trajectories. For example, Simpson’s Rule is a quadrature method that
yields a convergence rate of O(h4) [1], and the following theorem captures obtained
convergence rate for the corresponding approximation of the occupation kernel.
Theorem 4.3. Under the hypothesis of Proposition 4.1, let t0 = 0 < t1 < t2 <
. . . < tF = T (with F even and ti evenly spaced), suppose that γ is a fourth order
continuously differentiable trajectory and H is composed of fourth order continuously
differentiable functions. Set h to satisfy ti = t0 + ih, and consider
Γˆγ(x) :=
h
3
K(x, γ(t0)) + 4 F2∑
i=1
K(x, γ(t2·i−1))
+2
F
2 −1∑
i=1
K(x, γ(t2·i)) +K(x, γ(tF ))
 .(4.5)
The norm distance is bounded as ‖Γγ − Γˆγ‖2H = O(h4).
Proof. Consider ‖Γγ − Γˆγ‖2H = 〈Γγ ,Γγ〉H + 〈Γˆγ , Γˆγ〉H − 2〈Γγ , Γˆγ〉H . The term
〈Γˆγ , Γˆγ〉H is an implementation of the two-dimensional Simpson’s rule (cf. [5]) while
〈Γγ ,Γγ〉H is the double integral
∫ T
0
∫ T
0
K(γ(t), γ(τ))dtdτ. Thus,
〈Γˆγ , Γˆγ〉H = 〈Γγ ,Γγ〉H +O(h4).
Similarly, 〈Γγ , Γˆγ〉H integrates in one variable while implementing Simpson’s rule in
the other. Consequently,
〈Γγ , Γˆγ〉H = 〈Γγ ,Γγ〉H +O(h4).
The conclusion of the theorem follows.
As convergence properties of occupation kernels in connection with convergence
properties of the trajectories they represent are of interest in this manuscript, ad-
ditional propositions have been included in the appendix which address homotopic
parameterizations of curves and their respective occupation kernels.
5. System Identification via Reproducing Kernel Hilbert Spaces. In
a gray box system identification setting, the system dynamics, f : Rn → Rn, is
parameterized in terms of a collection of basis functions, Yi : Rn → Rn for i =
1, . . . ,M , as
(5.1) f(x) =
M∑
i=1
θiYi(x).
The goal of the system identification problem given a collection of trajectories,
{γj}Nj=1, satisfying the dynamics as in Definition 3.4, is to determine the values of
the parameters, θi for i = 1, . . . ,M , such that (5.1) may be used to reproduce the
trajectories.
For the sake of the succeeding algorithm, the following assumptions are made on
the basis functions Yi.
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Assumption 5.1. Given a RKHS, H, over a set X, each of the operators, AYi :
D(AYi)→ H are densely defined. Moreover, ∩Mi=1D(AYi) is dense in H. That is, the
operators AY1 , . . . , AYM have a common dense domain.
Assumption 5.2. Given a RKHS, H, over a set X, and a collection of Liou-
ville operators, {AYi}Mi=1 satisfying Assumption 5.1, the collection of kernel functions
{K(·, c) : c ∈ X} is contained within ∩Mi=1D(AYi).
Assumption 5.1 ensures the validity of decomposing Af into a linear combination
of densely defined Liouville operators, {AYi}Mi=1. Assumption 5.1 is pivotal for the
system identification approach contained in this manuscript. Assumption 5.1 provides
additional restrictions on the dynamics of the system beyond Lipschitz continuity.
Liouville operators are closely connected to densely defined multiplication operators
(c.f. [21, 22, 23, 25]), and the unavailability of complete classifications of densely
defined multiplication operators over many RKHSs indicates that characterizing the
necessary and sufficient conditions that a dynamical system must meet to allow a
Liouville operator to be densely defined may be an intractable problem in many cases.
However, sufficient conditions can certainly be established. In particular, Assumption
5.1 is borne out through examination of the exponential dot product kernel, where a
polynomial function f may be decomposed into linear combinations of polynomials,
each of which has a corresponding Liouville operator containing polynomials inside
of its domain. More sophisticated examples of decompositions can be expressed and
treated individually.
Assumption 5.2 asks for the domain of the Liouville operator to contain the kernel
functions of the RKHS. These may be replaced by other collections of basis functions
that have dense span in the RKHS, such as polynomials. However, it is convenient in
that each RKHS has a dense collection of kernel functions, which may be used in this
context. Thus, Assumption 5.2 allows a unifying result that applies to all RKHSs,
and it also helps the exposition of this manuscript.
5.1. Parameter Identification via Occupation Kernels. For a compact set
X ⊂ Rn, let {γj : [0, T ]→ X}Nj=1 be a collection of trajectories satisfying the dynamics
x˙ = f(x) =
∑M
i=1 θiYi(x), and let Γγj be the corresponding occupation kernels inside a
RKHS, H of continuously differentiable functions over X. Suppose that {cs}∞s=1 ⊂ X
is dense. Constraints on θi are then established as
〈AfK(·, cs),Γγj 〉H =(5.2)
M∑
i=1
θi〈AYiK(·, cs),Γγj 〉H = K(γj(T ), cs)−K(γj(0), cs),
for each s = 1, . . . ,∞ and j = 1, . . . , N .
After the selection of a finite and representative collection of centers, {cs}Ss=1,
(5.2) may be expressed as a matrix equation. Let {ni}S·Ni=1 be an enumeration of
{(s, j)}S,Ns=1,j=1, then the matrix equation in (5.3) holds.
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Aθ = K(T )−K(0), where(5.3)
A =
(
〈AYiK(·, cnj,1),Γγnj,2 〉H
)j=SN,i=M
j=1,i=1
∈ RSN×M ,
θ =
(
θ1 · · · θM
)T ∈ RM , and
K(t) =
 K(γn1,2(t), cn1,1)...
K(γnSN,2(t), cnSN,1)
 ∈ RSN .
Under the additional assumption of continuous differentiability of both the kernel
functions and the trajectories {γj}Mj=1, it can be observed through the Cauchy-Schwarz
inequality that
|〈AYiK(·, cs), Γˆγj 〉H − 〈AYiK(·, cs),Γγj 〉H |
≤ ‖AYiK(·, cs)‖H‖Γˆγj − Γγj‖H .
Hence, by Proposition 4.2
(5.4) 〈AYiK(·, cs), Γˆγj 〉H = 〈AYiK(·, cs),Γγj 〉H +O
(√
h
)
,
so that quadrature techniques for the estimation of the inner products contained in
(5.3) can be successfully employed. Note that other quadrature techniques can also
lead to better convergence estimates.
Since the matrix A must be numerically estimated, written as Aˆ, the parameter
values obtained using this method are approximate, and will be represented as θˆ,
obtained via
θˆ := (AˆT Aˆ)−1AˆT (K(T )−K(0)).
6. Impact of Signal Noise on Samples. An immediate advantage evident in
the usage of occupation kernel methods for system identification over that of methods
employing numerical derivative estimates is a certain robustness to noise, which is
demonstrated in Figure 6.1. Indeed, signal noise added to a signal requires sophisti-
cated filtering techniques to allow for reasonable numerical derivative estimates [4].
On the other hand, normally distributed white noise has a smaller effect on integra-
tion based methods, since peaks in the noise are infinitesimally small and carry less
weight through the integration process.
In the context of occupation kernel based methods, a sample for the system
identification method takes the form
〈AYlK(·, ci),Γγj 〉H =
∫ T
0
∇K(γj(t), ci)Yl(γj(t))dt
as in (5.3). Let  : [0, T ]→ Rn be a disturbance term acting as signal noise, then the
noise corrupted sample may be expressed as
〈AYlK(·, ci),Γγj+〉H =
∫ T
0
∇K(γj(t) + (t), ci)Yl(γj(t) + (t))dt.
The following theorem provides a bound on the difference between the corrupted and
uncorrupted signals.
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Theorem 6.1. Suppose that H is a RKHS consisting of twice continuously dif-
ferentiable functions and Yl is continuously differentiable for each l, then the error
introduced by a bounded zero mean disturbance1,  ∈ L2([0, T ],Rn), is O(T · σ())
where σ() is the standard deviation of  with respect to the uniform probability dis-
tribution over [0, T ].
Proof. Consider,∣∣〈AYlK(·, ci),Γγj 〉H − 〈AYlK(·, ci),Γγj+〉H ∣∣
=
∣∣∣∣∣
∫ T
0
∇K(γj(t), ci)Yl(γj(t))−∇K(γj(t) + (t), ci)Yl(γj(t) + (t))dt.
∣∣∣∣∣ .(6.1)
By the hypothesis, ∇K(·, ci)Yl(·) is continuously differentiable. Hence, if given
R > 0, BR(0) is a ball containing the image of γj and R˜ > 0 is a bound on the
disturbance, , then BR+R˜(0) is a compact region containing the image of γj + . Let
S˜ be an upper bound on the derivative of ∇K(·, ci)Yl(·) over BR+R˜(0). Thus, by the
mean value inequality, (6.1) may be bounded as
≤ S˜
∫ T
0
‖γj(t) + (t)− γj(t)‖2dt ≤ S˜
√∫ T
0
1dt
√∫ T
0
‖(t)‖22dt
≤ S˜
√
T
√
T
T
∫ T
0
‖(t)‖22dt ≤ S˜T
√
1
T
∫ T
0
‖(t)‖22dt = S˜Tσ().
Hence, the big-oh estimate is established.
Note that the above theorem may be modified to accommodate a possibly un-
bounded disturbance in L2([0, T ],Rn) when Yl and∇K(·, ci) have bounded derivatives
and Jacobians respectively.
7. Incorporating Streaming Data. The principle observation of this section
is that the matrix, A, given in (5.3) changes continuously with respect to the time
variable, T . That is, if γ : [0, T ] → Rn is a continuous trajectory and Γγ,τ :=∫ τ
0
K(·, γ(t))dt, then the matrix
(7.1) A(τ) :=
(
〈AYiK(·, cnj,1),Γγnj,2,τ 〉H
)j=SN,i=M
j=1,i=1
∈ RSN×M
is continuous with respect to τ . This continuity may be demonstrated directly from
the integral representations of the inner products contained within A(τ). However, it
is useful to document the following lemma.
Lemma 7.1. Suppose that H is a RKHS of continuous functions over a compact
set X ⊂ Rn, and let γ : [0, T ]→ X be a continuous trajectory. The mapping t 7→ Γγ,t
is continuous in the Hilbert space norm of H.
Proof. Let t1 < t2 and consider
‖Γγ,t2 − Γγ,t1‖2H = 〈Γγ,t2 ,Γγ,t2〉H + 〈Γγ,t1 ,Γγ,t1〉H − 2〈Γγ,t1 ,Γγ,t2〉H .
1L2([0, T ],Rn) denotes the Lebesgue space of functions g : [0, T ]→ Rn such that ∫ T0 ‖g(t)‖22dt <∞.
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Fig. 6.1. This figure contrasts samples of a dynamical system from a single trajectory according
to numerical derivatives versus samples according to occupation kernels. The trajectory, sin(t) over
[0, 2pi], is shown in the left figure (blue) along with a noise corrupted trajectory (red) and a 10
point moving average filter of the noise corrupted trajectory trajectory (green). The disturbance,
, is normally distributed white noise with mean zero and standard deviation 0.01. The center
figure shows numerical derivatives obtained from each trajectory, and the right figure shows samples
obtained using occupation kernels. The kernel function used for the right figure is the Gaussian
RBF with kernel width 0.5, and in place of a basis function the numerical derivative estimate of y˙ is
used for a worst case example. The center figure demonstrates a very large error in the estimation
of the derivative while using numerical techniques on a noise corrupted trajectory even after the
application of a moving average filter. The right figure demonstrates a much smaller error, and
the red trajectory validates the O(T · σ()) estimate of Theorem 6.1. This figure demonstrates the
occupation kernel samples’ robustness to noise, where even when an unfiltered noisy signal is used,
there is a very small error in the sample.
Now compare the inner products, 〈Γγ,t2 ,Γγ,t2〉H and 〈Γγ,t1 ,Γγ,t2〉H . In particular,
observe
|〈Γγ,t2 ,Γγ,t2〉H − 〈Γγ,t1 ,Γγ,t2〉H |
=
∣∣∣∣∫ t2
0
(∫ t2
0
K(γ(t), γ(s))dt−
∫ t1
0
K(γ(t), γ(s))dt
)
ds
∣∣∣∣
=
∣∣∣∣∫ t2
0
(∫ t2
t1
K(γ(t), γ(s))dt
)
ds
∣∣∣∣ ≤ t2(t2 − t1) sup
x,y∈X
|K(x, y)|.
Hence, as t1 → t2 the difference |〈Γγ,t2 ,Γγ,t2〉H − 〈Γγ,t1 ,Γγ,t2〉H | → 0. Similarly, it
can be shown that |〈Γγ,t2 ,Γγ,t2〉H − 〈Γγ,t1 ,Γγ,t1〉H | → 0 as well. Thus, continuity is
established.
Writing A(t2) − A(t1) =
(
〈AYiK(·, cnj,1),Γγnj,2 ,t2 − Γγnj,2 ,t1〉H
)j=SN,i=M
j=1,i=1
, the
continuity of A(τ) follows from a term by term application of the Cauchy Schwarz
inequality and Lemma 7.1. Hence, for a small change from t1 to t2, there is a cor-
respondingly small change between A(t1) and A(t2). Consequently, if A(t) has full
column rank, then A(τ)TA(τ) is continuously invertible for τ in a neighborhood of t
[19, Excercise 4.1.6].
Consequently, as the calculated θˆ is an approximation of the true parameter vector
θ, the accuracy of which depends on the quality of the data collected in Aˆ, θˆ may be
viewed as a function of time when updated according to A(t).
Lemma 7.2. Suppose that H is a RKHS of continuously differentiable functions,
and let A(t) and K(t) be as in (7.1) and (5.2) respectively. Let θˆ(t) be the solution
to A(t)θˆ(t) = K(t)−K(0). If t ∈ [0, T ] is such that A(t) has full column rank, then
θˆ(τ) is continuous for τ in a neighborhood of t.
Proof. The continuity of θˆ(t) follows from the discussion preceeding Lemma 7.2
and the observation that θˆ(t) = (A(t)TA(t))−1A(t)T (K(t)−K(0)).
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The update of the parameter θˆ(·) between two time instances, 0 < t1 < t2 < T ,
may be expressed as follows
θˆ(t2) = (A(t2)
TA(t2))
−1A(t2)T
(
A(t1)θˆ(t1) + (K(t2)−K(t1)
)
= (A(t2)
TA(t2))
−1A(t2)TA(t1)θˆ(t1) + (A(t2)TA(t2))−1A(t2)T (K(t2)−K(t1)),
which is cumbersome to implement numerically. However, the continuity of θˆ(·) mo-
tivates gradient based update laws.
Theorem 7.3 (A Gradient Chase Theorem). Let τ > 0, and suppose A(t) is full
rank for t > τ , the time varying minimizer of
(7.2) F (θ, t) = θTA(t)TA(t)θ − θTA(t)T (K(t)−K(0)),
given as θˆ∗(t), is Lipshitz continuous. If the gradient descent algorithm is applied at
a fixed intervals, h > 0, then the iterated numerical sequence, θˆk, converges exponen-
tially to a fixed error.
Proof. This follows directly from [26, Theorem 1] and the above discussion.
Several variations of the above theorem can be realized with the same conclusions.
For example, if the parameters are not constant, but are time varying, then (7.2) can
be adjusted as
(7.3) F (θ, t) = θTB(t)TB(t)θ − θTB(t)T (K(t)−K(t− s)),
for some s > 0, and B(t) := A(t) −A(t − s). The principle difference in the imple-
mentation of (7.2) and (7.3) is that (7.2) may be progressed in time while managing
only one matrix A(t) by adding only the most recent integral segments, while (7.3)
requires the maintenance of the history of all of the matrix elements.
8. Numerical Experiments. Two systems were examined to evaluate the sys-
tem identification method of Section 5. For each system, the trajectories were gen-
erated using the Runge-Kutta 4 with step size h = 0.001. On each system several
different experiments were performed to evaluate the effects of various parameters,
such as the kernel width, the selection of kernel, the numerical integration method,
and the number of trajectories utilized. For each system, the centers of the kernel
were kept constant throughout the experiments. The dynamics in each example are
treated as unknown and are parameterized with respect to the collection monomials of
degree up to two. Unless otherwise noted, the matrix A in (5.3) for each experiment
was computed using Simpson’s Rule for numerical integration.
System 8.1. The first dynamical system is sourced from a collection of benchmark
examples for the formal verification community presented in [27]. The two dimensional
dynamics are given as
(8.1) x˙ = f(x) =
(
2x1 − x1x2
2x21 − x2
)
.
Twenty five trajectories were generated for this system over the time interval [0, 1] and
the initial points were selected from the rectangle [−0.5, 0.5]× [−2.5,−1.5] through a
lattice with width 0.25. The collection of trajectories are presented in Figure 8.1.
The centers for the kernel functions for System 8.1 were selected from a lattice of
width 1 over [−3, 3]× [−3, 5].
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Numerical Method Convergence Order Error ‖θ − θˆ‖2
Right Hand Rule O(h) 2.1696E + 0
Trapezoid Rule O(h2) 3.8136E − 2
Simpson’s Rule O(h4) 7.6920E − 5
Table 8.1
This table presents a comparison between the errors in parameter estimation based on the
selection of typical numerical integration schemes for the system identification routine for System
8.4. Each numerical integration scheme is listed along with the convergence rate of the algorithm.
Of the three routines, the Simpson’s rule demonstrates the strongest performance. The step-size was
kept consistent between each experiment at h = 0.001.
Experiment 8.2. The first experiment examines the error committed in the pa-
rameter estimation by varying the number of trajectories used in the system iden-
tification method of Section 5. In this experiment two kernel functions were used;
the Gaussian RBFs and the Exponential Dot Product Kernels. The Gaussian RBFs
were used with kernel width µ = 10, and the Exponential Dot Product Kernels used
parameter µ = 1/25. The results of Experiment 8.2 may be observed in Figure 8.3.
Experiment 8.3. The second experiment explores the effect of the kernel width, µ,
on the parameter estimation when using the Gaussian RBF in the system identification
routine on System 8.1. The results of Experiment 8.3 can be observed in Figure 8.4.
System 8.4. The second system is the three dimensional Lorenz system [20, 4],
(8.2) x˙ = f(x) =
 σ(x2 − x1)x1(ρ− x3)− x2
x1x2 − βx3
 .
Following [4] a single trajectory was generated over the time interval [0, 100] where
σ = 10, β = 8/3, ρ = 28, and the initial condition was given as x0 = (−8, 7, 27)T .
The plot of this trajectory is given in Figure 8.2.
The centers for System 8.4 were obstained from a lattice with width 10 within
[−20, 20]× [−50, 50]× [−20, 50].
Experiment 8.5. This experiment investigates the error contribution committed
by the use of different numerical integration schemes. In this setting System 8.4
was identified using the Gaussian RBFs with kernel width µ = 10. The results are
displayed in Table 8.1.
Experiment 8.6. This experiment is motivated by the method used to generation
of the trajectory data. Runge-Kutta 4 has a high rate of convergence. However, as
with any time-stepping method the global error bound is proportional eLT where L
is the Lipschitz constant of the dynamics [1]. As such, the accumulated global error
could be large in the long term evaluation of the trajectory of System 8.4. Experiment
8.6 investigates the effect on the error when the trajectory of System 8.4 is segmented
into smaller trajectories. Each smaller trajectory is then treated as a new initial
value problem with a smaller time horizon and thus a hypothetically smaller global
error. Here the Gaussian RBF was leveraged in the system identification algorithm
of Section 5 with kernel width µ = 10.
Experiment 8.7. This experiment introduces zero mean normally distributed white
noise with standard deviation of 0.01 to System 8.1 using the same parameters as in
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Number of Segments Error ‖θ − θˆ‖2
1 7.6920E − 5
10 5.2175E − 6
100 5.8506E − 6
Table 8.2
This table contrasts the parameter estimation errors committed by the system identification
routine applied to System 8.4 when the single trajectory is segmented into smaller trajectories. It
can be observed that an order of mangnitude improvement was realized when the single trajectory
was segmented into 10 and 100 trajectories. However, there was no improvement in the error when
using 100 segments over 10 segments.
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Fig. 8.1. Twenty five trajectories corresponding to System 8.1.
Experiment 8.2. The system identification method was attempted on the noise cor-
rupted trajectories as well as the corrupted trajectories treated with a 20 point moving
average filter. The results of the parameter estimates obtained for this experiment
are shown in Table 8.3.
9. Discussion. It may be observed through the numerical experiments per-
formed in Section 8 that the system identification method of Section 5 is effective
at identifying the parameters for nonlinear systems. In particular, for System 8.1
parameter estimation errors were as low as 10−11 and for System 8.4 the parameter
estimation errors were as low as 10−5. The systems given in Section 8 are of two and
three dimensions, and the dynamics are nonlinear. The basis functions utilized to
represent the unknown dynamics are monomials of degree up to two with appropriate
dimensionality. For example, for a three dimensional system the cardinality of the
basis of monomials of degree up to two is 30 when accounting for each dimension (i.e.
there is a copy of the 10 monomial basis vectors for each dimension). The actual
dynamics in each case use only a handful of the basis functions, which results in a
sparse representation of the dynamics in the given basis.
The adjustment of several parameters affect the accuracy of the determine param-
eters, θ. The most obvious impact on the accuracy of the parameters arises through
the selection of the kernel function. While theoretically it is established that Liou-
ville operators with polynomial symbols are densely defined over the exponential dot
product kernel’s native space, the exponential dot product kernel suffers from poor
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Fig. 8.2. A single trajectory for the three dimensional Lorenz system given in Example 2.
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Fig. 8.3. A log-plot of the parameter estimation error, ‖θ − θˆ‖2, for System 8.1 committed by
the system identification method in Section 5 as determined by the number of trajectories utilized by
the method. It may be observed that an accurate estimate of θ is established using a single trajectory.
However, the inclusion of additional data dramatically improves the parameter estimation error. The
two graphs represent the results for two different kernel functions, with a slight advantage exhibited
by the Gaussian RBF.
conditioning. This poor conditioning can lead to inaccuracies that appear from nu-
merical uncertainties in the expression of the (left) inverse matrix for A in (5.3). The
Gaussian RBF exhibits less conditioning issues than the exponential dot product ker-
nel, especially when a small kernel width is selected. In the case of the Gaussian RBF,
the size of the kernel width has an impact on the accuracy of the system identifica-
tion method as shown in Figure 8.4. Specifically, occupation kernels corresponding to
Gaussian RBFs with smaller kernel widths can distinguish nearby trajectories more
effectively than those with larger kernel widths, which leads to better conditioning of
A in (5.3). However, it is well known in approximation contexts that larger values
of µ lead to faster convergence [8]. The minimum error at µ = 4 in Figure 8.4 thus
strikes a balance between the conditioning of the matrix and the advantages gained
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Fig. 8.4. A log-plot of the parameter estimation error versus adjustments in the kernel width
µ for the Gaussian RBF applied to System 8.1. Note that the error is small for any selection of µ,
but reaches its minimum near µ = 4. Additionally note that 4 is approximately the radius of the
workspace. One reason for the loss of accuracy at larger µ values could be poorer conditioning of
the matrix A for large µ.
Monomial Dim No Noise Noise Moving Average Target
x01x
0
2 1 8.882e-16 8.051e-3 -2.093e-3 0
x11x
0
2 1 2.000e+0 2.000e+0 2.000e+0 2
x21x
0
2 1 8.882e-16 -3.840e-3 1.346e-3 0
x01x
1
2 1 -1.554e-15 3.968e-3 -1.523e-3 0
x11x
1
2 1 -1.000e+0 -9.988e-1 -9.994e-1 -1
x01x
2
2 1 -6.939e-17 -2.173e-4 -3.066e-4 0
x01x
0
2 2 -8.691e-12 -7.179e-3 -1.363e-3 0
x11x
0
2 2 0 1.471e-3 -2.271e-4 0
x21x
0
2 2 2.000e+0 2.003e+0 2.001e+0 2
x01x
1
2 2 -1.000e+0 -1.007e+0 -1.001e+0 -1
x11x
1
2 2 -8.327e-17 1.834e-4 9.210e-5 0
x01x
2
2 2 2.652e-12 8.280e-4 -2.650e-4 0
Max Error 8.691e-12 8.051e-3 2.093e-3
Table 8.3
This table presents the results of the nonlinear system identification method applied to the
trajectories presented in Figure 8.1. The target parameters are listed in the last column, and the
columns “No Noise,” “Noise,” and “Moving Average” show the obtained parameters from their re-
spective experiments. The “Monomial” column lists the specific basis function that the parameter of
that row is tied to, and “Dim” expresses which dimension that particular basis function is contribut-
ing to. Note that the bolded rows correspond to the non-zero target values. The presented results
demonstrate that even in the case of unfiltered noise, the nonlinear system identification method of
Aim 1 obtains parameter estimates while committing an error of a most 8.051e− 3.
from larger µ.
The most significant contribution to errors in the estimation of the parameters
is the method of numerical integration performed. The simple example presented
in Proposition 4.2 gives an estimation of the occupation kernel via a right hand rule
method of numerical integration, and while Proposition 4.2 provides a proof of concept
demonstrating norm convergence to the occupation kernel in question, it is observed
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in (5.4) that this method results in a relatively slow convergence rate. When other
methods, such as the trapezoid or Simpson’s rule is leveraged for numerical integra-
tion, a significant improvement in the performance of the system identification method
may be realized as demonstrated in Table 8.1. Consequently, the fourth order method
of Simpson’s rule was utilized for most of the results presented in Section 8.
Two other factors that contribute to the success of the system identification al-
gorithm of Section 5 are the selection of the centers of the kernel functions as well as
the number of trajectories. The contribution of the Gaussian RBFs are largest when
the centers are distributed over the working space containing the trajectories. That
is, if the centers are too far away from the trajectories, the decay of the Gaussian
RBFs will lead to near zero row vectors of A in (5.3). For the algorithm in Section 5,
each kernel function is evaluated for every trajectory, but this isn’t technically neces-
sary and kernel functions that will contribute less or redundant information may be
ignored for a specific trajectory.
If only a single trajectory is available from a system, as with the Lorenz example
in Section 8, then this trajectory may be segmented to provide more constraints in A
of (5.3). It was observed that segmenting the long trajectory of System 8.4 improved
the parameter estimation error as presented in Table 8.2. This improvement in likely
due to the accumulated global error due to numerical time stepping methods in the
generation of the trajectory itself. Through segmentation, each segment is treated as a
new initial value problem with a smaller time horizon and thus a smaller accumulated
global error. Therefore the elements of A in (5.3) are closer to the true values of the
dynamical system.
10. Conclusion. In this manuscript a new approach to system identification was
developed through the use of Liouville operators and occupation kernels over a RKHS.
Liouville operators are densely defined operators whose adjoint contains occupation
kernels corresponding to solutions to differential equations within its domain. Hence,
a dynamical system may be embedded into a RKHS where methods of numerical
analysis, machine learning, and approximation theory affiliated with RKHSs may be
brought to bear on problems in dynamical systems theory.
The domain of Liouville operators depends nontrivially on the selection of RKHS.
It was demonstrated that Liouville operators with polynomial symbols are densely
defined over the RKHS corresponding to the exponential dot product kernel function.
Moreover, it was demonstrated in the system identification routine that the selection
of kernel function may have an effect on the results of parameter estimation.
The system identification method developed in the manuscript was validated on a
two dimensional and a three dimensional system through several different experiments
designed to evaluate the effects of various integration and RKHS parameters, such as
kernel width for the Gaussian RBF, the selection of numerical integration scheme,
the selection of kernel, and so on. Through each experiment, accurate estimations of
the parameters were achieved. However, it was demonstrated that the largest error
source arises through the choice of numerical integration method, where Simpson’s
rule provided the most accurate results.
Appendix A. Homotopies and Occupation Kernels. As part of the purpose
of this manuscript is to introduce occupation kernels, this section aims to demonstrate
additional continuity results. In particular, a connection between homotopies and
occupation kernels is present below.
Definition A.1. Let γ1 : [0, T ]→ Y and γ2 : [0, T ]→ Y be continuous functions.
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A homotopy between γ1 and γ2 exists if there is a function h : [0, T ] × [0, 1] → Y
such that h(t, 0) = γ1(t) and h(t, 1) = γ2(t). Alternatively, a homotopy between the
continuous functions γ1 and γ2 is a family of contiuous functions ht : X → Y such
that h0(x) = f(x), h1(x) = g(x) and the mapping (x, t)→ ht(x) is continuous.
Proposition A.2. Suppose H is a RKHS over a set X consisting of continuous
functions and let γ1(t) and γ2(t) be two paths with homotopy {γs(t)}. The map s 7→
Γγs is continuous.
Proof. As [0, T ]×[0, 1] is compact, the map (t, s) 7→ γs(t) is uniformly continuous.
That is for every ε > 0 there exists a δ > 0 such that whenever ‖(t1, s1)−(ts, s2)‖2 < δ,
‖γs1(t1)− γs2(t2)‖2 < . Moreover, as K(·, ·) is continuous, and the image of γs(t) is
compact, the map (s1, t, s2, τ) 7→ K(γs1(t), γs2(τ)) is uniformly continuous.
Fix ε > 0 and select δ > 0 such that
|K(γs1(t), γs1(τ))−K(γs2(t), γs1(τ))| <
ε
2T 2
and
|K(γs2(t), γs2(τ))−K(γs2(t), γs1(τ))| <
ε
2T 2
whenever |s1 − s2| < δ. Select s1, s2 such that |s1 − s2 < δ, then
‖Γs1 − Γs2‖2H = 〈Γs1 ,Γs1〉H + 〈Γs2 ,Γs2〉H − 2〈Γs1 ,Γs2〉H
=
∫ T
0
∫ T
0
(K(γs1(t), γs1(τ))−K(γs2(t), γs1(τ))
+K(γs2(t), γs2(τ))−K(γs2(t), γs1(τ)))dtdτ(A.1)
Note that (10) is positive and bounded by ε by construction. Hence, the map s 7→ Γs
is continuous.
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