Abstract-In recent years, people nowadays easily to contact each other by using smartphone. Most of the smartphone now embedded with inertial sensors such accelerometer, gyroscope, magnetic sensors, GPS and vision sensors. Furthermore, various researchers now dealing with this kind of sensors to recognize human activities incorporate with machine learning algorithm not only in the field of medical diagnosis, forecasting, security and for better live being as well. Activity recognition using various smartphone sensors can be considered as a one of the crucial tasks that needs to be studied. In this paper, we proposed various combination classifiers models consists of J48, Multilayer Perceptron and Logistic Regression to capture the smoothest activity with higher frequency of the result using vote algorithmn. The aim of this study is to evaluate the performance of recognition the six activities using ensemble approach. Publicly accelerometer dataset obtained from Wireless Sensor Data Mining (WISDM) lab has been used in this study. The result of classification was validated using 10-fold cross validation algorithm in order to make sure all the experiments perform well.
I. INTRODUCTION
Broadly speaking, there are many types of smartphone released nowadays equipped with various of high technology devices in order to satisfy the user requirements and incorporate with high technology inertial sensors such as GPS, high resolution cameras, accelerometer sensors, magnetic sensors, gyroscope sensors, temperature sensors, light sensors and microphone as well [7] . Accelerometer as example can be used to recognize the activity of the person in their daily life and also provide useful information for recognizing human activity [5] . Detection of human activity now become a very popular research area in the field of surveillance, ambient assisted living, robotic and mobile computing [18] . Researchers start to execute their research on classifying the activities of the human in the intelligent environment. These kinds of study not only pay benefits to the commercial buildings, public area and also to monitor the healthcare of the people who are staying at home especially for elderly or disabled. Sum more, due to increasing the research area in human health [2] [16] [15] [14] [13] , it is necessary to obtain the good performance of recognition result in order assisted their better life being.
Activity recognition using accelerometer sensor shows the good potential of this area. In fact, these devices already built in the various smart phones or either strapped to the human body using belts or tapes [3] and also can be kept in the user's pants pocket. One of the crucial aspects that should be brought into account in various applications is to identify the person's activity with real time response [1] . In this particular area, it will assist the system to recognize the activities [4] of humans using accelerometer sensor. In this study, we used an accelerometer sensor dataset to recognize the various daily activities such as walking, jogging, upstairs, downstairs, sitting and standing. We used public domain dataset that can be accessed from WISDM website [7] and the dataset recorded activities from 36 subjects.
The raw data gathered from accelerometer sensor that has been used to undergo a preprocessing process which to remove unwanted features, performs segmentation and feature extraction. Moreover, by removing unwanted or irrelevant features it can minimize the total running time of the learning process. The accurate result shows that the different feature dataset yields different activity recognition accuracy. Furthermore, if the selections of feature datasets are not suitable in certain cases, it will degrade the activity recognition accuracy and also will increase the computational complexity. Thus, in order to improve the selection of feature subset, the suitable feature set must be selected in advanced. In addition, if the number of a specific activity instances is small, it is difficult to recognize this activity by any algorithm.
The objectives of this study is to implement the recognition approaches using vote algorithm based on three different classifiers and to compare the performance of the approach applied with the single classifier. This paper organized as follows. Section II explains about related work, section III discussed about methodology that has been applied, section IV describes the experimental result that has been implemented and section V summarizes the discussion and conclusion.
II. RELATED WORK
According to Jeniffer R. Kwapisz et. al. [7] due to the small size of mobile devices, their substantial computer power, ability to send and receive data, these devices open up exciting areas for data mining research and applications. They used accelerometer sensor data from Android smart phone to perform human activity recognition for six different activities. From their finding, the percentage of the overall classification activities such walking, jogging, walks upstairs and downstairs, sitting and standing obtained almost 92% by using Multi-layer perceptron (MLP). The results have been compared with other three learning algorithms which J48, Logistic Regression, Straw Man and the average accuracy obtained about 85%, 78% and 37% respectively. Cagatay Catal et. al. [6] reported that by combining the classifiers using vote algorithm achieved better performance average 91.62% accuracy during testing. Yongjin Kwon et. al. [2] reported their study to recognize human activity based on accelerometer and gyroscope sensors. They proposed unsupervised clustering algorithm using k-means, Gaussian Mixture (GMM), HIER, density based spatial clustering of application with noise (DBSCAN) due to the number of sensors recorded quite huge and problem of difficulties to remember the activity performed in specific time. The accuracy rate of k-means, GMM, HIER and DBSCAN achieved about 71%, 100%, 79%, 90% respectively for five different activities.
John J. Guiry et. al. [3] have done their studied on classification of activity using smartphone accelerometer sensor paired with dedicated chest sensor. C4.5 classifier shows higher performance about 98% compared to Naive Bayes (NB) (91%), Custom classifier (89%), Classification and regression tree (CART) (97%), Multi-layer Perceptron (MLP) (94%) and Support Vector Machine (SVM) (92%). Young Seol Lee et. al. [16] also did their research on activity recognition using Hierarchical Hidden Markov model (HHMM) based on 3D accelerometer sensor. They proposed two steps of Hidden Markov Model (HMM) in their framework. The first step is to analyze acceleration data and the second step is to recognize the user' behavior. They shows that the proposed method represents better average performance than original HMM and Artificial Neural Network (ANN) with different actions and activities. Two-stages HMM also have been studied by Charissa Ann Romao et. al. [15] which to recognize human activity based on accelerometer and gyroscope sensors. They extract the features from both sensor dataset using Random Forest (RF) feature selection before classifying the data obtained using first stage of Hidden Markov Model (HMM) for coarse classification. The output of sub-class obtained from the first stage will be applied for RF feature selection before it will use as an input for the second stage of HMM fine classification. The results show that by using the proposed method, the average performance of human activity achieved about 91% compared to the others classification algorithm.
According to Akram Bayat et. al. [14] the use of low pass filter is useful in order to isolate the gravity acceleration (DC component) from human body acceleration (AC component) in the raw data. They have used tri-axial accelerometer in their studied to measure the acceleration of x-axis (horizontal movement), y-axis (upward/downward movement) and z-axis (forward/backward movement) for six different human activities. The window overlapping technique has been used to extract the features before it will apply for the classification process. In their finding, the accuracy rate using a combination of Multi-layer Perceptron (MLP), LogitBoost and Support Vector Machine (SVM) for in-hand phone position and inpocket phone position achieved about 91% and 90% respectively. This result quite higher compared to classification using individual classifier. Vu Ngoc Thanh Sang et. al. [13] performed their studied on recognizing and monitoring human activity using embedded accelerometer and gyroscope sensors in the smartphone. They labelled manually all the five activities for both training and testing dataset during the pre-processing process. Auto regressive coefficient (AR), fractal dimension, mean and standard deviation are extracted from the data obtained. As result, the overall accuracy rate for all five activities recorded about 74% using k-nearest neighbor (k-NN) and 75% using Artificial Neural Network (ANN) respectively. According to Benjamin Fish et. al. [12] the combination of feature selection with three-based classifier will give higher accuracy rate to detect human activity for large set of data. In their research, they have used 14 tri-axial accelerometer sensors in body sensor network (BSN) to collect 14 activities and the results clearly show the total percentage of accuracy rate is about 96%.
Alvina Anjum et. al. [17] also have done their research on classifying human activity based on smartphone sensor. They did a comparative study using various machines learning algorithm such Naïve Bayes (NB), Decision Tree, k-nearest neighbour (k-NN) and Support Vector Machine (SVM). Bruno Ando et. al. [19] dealing with the problem detection of weak users (falls) and other human activity using accelerometer sensor. Principle Component Analysis (PCA) and threshold classification are used and they found that their proposed framework can give better results for detecting the user fall and daily human activity. A. M. Khan et. al. [20] has done their studied on human activity recognition using accelerometer sensor. They collected the data from smartphone sensor in five different positions location on the human body. Kernel Discriminant Analysis (KDA) is used to extract the non-linear discriminating features to maximize the size between class variance and minimize inter-class variance. Artificial Neural Network (ANN) classifier is applied and percentage of correctly classification about 96%. Sian Lun Lau et. al. [21] did their studied for movement activity recognition by comparing the influence of the classification algorithm, features and combination of sampling rate and window size of feature extraction. Four features such mean and standard deviation from accelerometer data and also mean and standard deviation of Fast Fourier Transform (FFT) components of frequency domain are extracted before it will classified. About 96% correctly classification rate was obtained using k-nearest neighbour (k-NN) classifier.
Another work that have been done by Davide Anguita et. al. [22] shows that the use of the smartphone sensor not only used for recognizing daily human activity, but also for monitoring health care as well. In order to minimize the computation cost, they proposed multi class hardware friendly Support Vector Machine (MC HF SVM) to monitor daily activity for healthcare application. MC HF SVM achieve better performance results compared to traditional MC SVM in term of the classification accuracy rate. Stefan Dernbach et. al. [8] has done their studied to recognizing more complex activities such cooking, cleaning, medication, sweeping, washing hands and watering plants using a smartphone sensor. They compared the result for both classes of activity, whereas simple activities such walking, standing with complex activities. The accuracy rate for simple activity achieved over 93% correctly. However, the percentage of classification rate for complex activity obtained only about 50% overall due to difficulties of differentiating the complex activities using a single smartphone sensor using Multi-layer Perceptron (MLP).
Another research that has been produced by Muhammad Shoaib et. al. [23] where they captured the data using a magnetometer and gyroscope sensor combining with accelerometer sensor. All the sensors are placed in four different positions on the human body. Total seven classifiers have been applied to recognize all the six activities. The combination of accelerometer and gyroscope sensors will give better performance, but they concluded that the magnetometer sensor does not help to produce the good result of classification. Shinki Miyamoto et. al. [24] also dealing with the studied on recognizing human activity and location of smartphone using accelerometer sensor. They applied Histogram of Oriented Gradient (HOG) to extract the features from the acceleration waveform and Real AdaBoost has been used as classifier. Yongmou Li et. al. [25] done their studied on recognizing human activity recognition with smartphone using unsupervised feature learning technique. Three techniques have been applied in their framework such sparse auto-encoder, denoising auto-encoder and Principle Component Analysis (PCA) to analyze the data obtained from accelerometer and gyroscope sensors. Sparse auto-encoder outperforms the other two techniques in term of the classification accuracy rate.
Benjamin et. al. [12] reported that by choosing relevant features from every internal node in decision tree-based classifier give higher accuracy instead of randomly select the relevant features. 14 tri-axial accelerometers are used for 14 activities and the result about 96% accuracy obtained using their proposed method. Mark V. Albert et. al. [11] present their work to recognize the activity for healthy and Parkinson's patients. Total 26 subjects (18 healthy subjects and 8 Parkinson's subjects) have been tested using two different classifiers Support Vector Machine (SVM), Regularized Logistic Regression and the results clearly show that the accuracy rate for each group of subject achieve 96% and 92% respectively. However, when they applied parameters from healthy subject in Parkinson's subject, the result shows slightly lower due to different characteristics of the movement. Saisakul et. al. [10] has done their study on activity recognition using genetic algorithm-based fusion weight selection (GAFW) from multisensor dataset. They used four different types of inertial sensors and the result shows that by using this proposed method, it can give higher accuracy rate for all combination classifiers. Fatai Idowu Sadiq et. al. [9] performed several experiments on activity recognition for crowd disaster mitigation using tri-axial accelerometer sensor employs with other sensors in their study. K-nearest neighbour (k-NN) has been used as a classifier to recognize various activities shows that the performance outperform previous method about 7% improvement.
III. METHODOLOGY
In this section, we discussed the methodology involves in our experiment for performing activity recognition from smatrphone sensor. The sub section described the how the data was collected, what are the features are extracted and last part described the machine learning was used in our experiment.
A. Dataset
Aformentioned in the previous section, a publicly domain dataset is used in this experiment since data are appropriate for bechmarking studies. The detail explanation of the dataset also is explained when you download it from WISDM website. Accelerometer data recorded for total six activities (walking, jogging, upstairs, downstairs, sitting and standing) from 36 different subjects. These six activities chosen due to these kind of activities considered as normal activity routine of human daily life. Total 6 attributes was collected which user id, activity label, time (in nanosecond) and acceleration value for x, y and z axis. The sampling rate for this data is 20Hz and the range of acceleration value for each axis is between 20 to -20. These six activities are choosing because it is considered as normal daily activity routine. The raw data is applied from the preprocessing process in order to generate the several features [7] .
B. Feature Generation
In most cases, classifier does not work very well to classify the raw data obtained from acceleration sensor. Thus, various characteristic or features need to be extracted from this raw data in order to make sure the classification result achieve better performance. Time domain features are extracted from the raw data as implemented by researcher [8] since their finding shows that using proposed features achieved good performance for simple activities. Dataset segmented based on 500 accelerometer sample size with 50% window overlapping and those data are extracted into 18 features additional with one feature which class label. There have six type of features are extracted from raw dataset which minimum value, maximum value, average, standard deviation, zero crossing rate for every axis and correlation between axis. Thus, the extracted features will be applied to the classification process.
C. Combination Classification
The WEKA machine learning toolkit was used during this experiment in order to test the classifier using dataset that has been extracted. Six basic activities are used and analyze the experiment with several ensemble classifiers using vote algorithm. In this approach, several power individual classifiers will be applied as a base classifier by combining the rule to provide a decision. In order to make the decision more reliable, ensemble approach is used to combine the output prediction from multiple classifiers by selecting the optimal set of classifiers. In this work, we tested several combined classifiers based on their average probabilities. The weight will assign to each classifier at the beginning and the predicted class probabilities for each classifier will collect and multiply it by classifier weight. The class label will assign based on the average weighted probabilities obtained. The prediction output is selected based on combination of base classifier and hightly predicted class is selected as class variable for test instances [6] . There are three types of ensemble approach that are widely used:
Bagging : this method used to reduce the variance of data, several subsets created from the original training set by randomly sampling instance with replacement. For each dataset derived, one classifier (base classifier) is applied and the model will generate. The output of those models will combine by majority vote or average prediction to define the class.
Boosting : this model built iteratively based on performance those build previously and equal weight will apply to all instances. The weight of misclassified instance is increasing, but the weight of correctly classified instance is decreasing. Iteration will terminate when the error last model has exceeded 0.05 or 0.
Stacking : this model combines the multiple different classifier. Two level classifiers will use, level 0 for base classifier and level 1 for combining classifier (meta level). Meta level will utilize the probabilities of target class from base classifier as an input.
IV. EXPERIMENTAL RESULT
In this section, we discussed the experiment that has been conducted in this study. After completing the extraction process, the datasets are divided into two folds which 70% for training process and 30% for testing process. In order to standardize the performance of each experiment, we used 10-fold cross validation to measure the performance of each training experiment. In this approach, all the datasets will be divided into 10 fold and each cycle 9 fold will be applied for training, 1 fold for testing and this process will repeat 10 times. According to Cagatay Catal et. al. [6] the performance of combination various classifiers will give better accuracy result compared to stand alone classifier. Vote algorithm is used in this study in order to utilize the performance of several classifiers. Thus, we utilize the three experiments using vote algorithm for various combinations of classifiers such J48, MLP and LR as implemented by authors [6] . Since the authors reported the combination of classifiers give the good performance of the classification, we utilize the performance of proposed approach by combining of three different classifiers from their experiment. We also re implemented and tested the performance using individual classifier. Table 1-3 shows the confusion matrix and accuracy using individual classifier for training. Since the dataset are not imbalance, accuracy has been used as a measurement criteria for the performance in this experiment.
From the result, we observed that LR model performed worst result among other two models especially for activity such downstairs and upstairs even thought average accuracy of all activities about 84%. The result shows that average the performance of three individual classifier achieved above 84% of accuracy for all six activities. In order to utilize the performance of the accuracy, we implemented the experiment using proposed approach. Thus, we applied the ensemble approach by combining all the classifiers model using vote algorithm based on their average probabilities. Table 4 shows the confusion matrix and accuracy rate during training process. According the result that has been obtained in all experiments, it is clearly can be seen that when we combined the three different classifiers in our model it will give better performance of result. MLP and J48 are common powerful classifier that are widely used in the field of machine learning and we can conclude that when we combine them with other LR, the accuracy result also increases about 93% overall. Activity such downstairs and upstairs also increses to 71.4% and 75.1% respectively. The result clearly shows that by applying the proposed approach, it will increases the accuracy of the classification. Then, we also performed the testing process using testing dataset using the same implementation as training process. Table 5-7 shows the confusion matrix and accuracy using individual classifier for testing. Table 8 shows the confusion matrix and accuracy rate during testing process. The confusion matrix for Table 5 -7 shows that less misclassified for all activities using individual classifier. The accuracy for two activities downstairs and upstairs using LR are slightly drop about 1% during testing process. Since LR considered as weak classifier, we proceed our experiment using vote algorithm as implemented during our training process. As we can see from Table 8 , the accuracy rate for activity downstairs and upstairs increases up to 88.7% and 88.5% respectively. The result proved that by applying ensemble approach such vote algorithm can give better performance of accuracy. Cagatay Catal et. al [6] suggested that by combining weak and strong classifier achieved good performance of accuracy. They obtained about 91.6% average accuracy for all six activities during their experiment. our work shows that, overall average accuracy for all activities achieved a good performance above 97% than reported as researhers [6] . Hence, our work can be concluded that by minimizing the number of features of dataset achieved better performance of accuracy.
V. DISCUSSION AND CONCLUSION
In conclusion, this article present the outcome of the experiment of classifiying the activity by combining three different classifiers such J48, MLP and LR using vote algorithm based on their average probabilities. When we observed the result, it is clearly shows that by combining with three different classifiers, the average accuracy performed better in comparison of using individual classifier. Since LR model performed worst result among other two classifiers, we combined all the classifiers in order to improve the accuracy. Above 40% improvements obtained for activity such downstairs and upstairs using proposed approach. State of the art shows that the main approach of the fusion method is to combine the weak classifier with the strong classifier in order to get higher performance of the accuracy. The performance of the proposed approach shows that the average accuracy for both training and testing process reported 93% and 97% respectively. All the experiment implemented on a publicly domain dataset from WISDM and our result shows that a new model achieved better performance than the individual classifier. This outcome also can be concluded that our results increases the performance of recognition activity as reported by researches [6] . There have a lot of plenty of works need to do in order to improve the accuracy of human activity recognition. As our future study, we are planning to continue this experiment using our own dataset that is generated from various group of people such adult and ederly. We are also planning to extend the dataset with complex activities such jogging while drinking, working in the office, sitting while reading and etc.
