We present the experimental demonstration of non-destructive probing of the 1 S0 − 3 P0 clock transition probability in an optical lattice clock with 87 Sr atoms. It is based on the phase shift induced by the atoms on a weak off-resonant laser beam. The method we propose is a differential measurement of this phase shift on two modulation sidebands with opposite detuning with respect to the 1 S0 − 1 P1 transition, allowing a detection limited by the photon shot noise. We have measured an atomic population of 10 4 atoms with a signal to noise ratio of 100 per cycle, while keeping more than 95% of the atoms in the optical lattice with a depth of 0.1 mK. The method proves simple and robust enough to be operated as part of the whole clock setup. This detection scheme enables us to reuse atoms for subsequent clock state interrogations, dramatically reducing the loading time and thereby improving the clock frequency stability.
P0 clock transition probability in an optical lattice clock with 87 Sr atoms. It is based on the phase shift induced by the atoms on a weak off-resonant laser beam. The method we propose is a differential measurement of this phase shift on two modulation sidebands with opposite detuning with respect to the 1 S0 − 1 P1 transition, allowing a detection limited by the photon shot noise. We have measured an atomic population of 10 4 atoms with a signal to noise ratio of 100 per cycle, while keeping more than 95% of the atoms in the optical lattice with a depth of 0.1 mK. The method proves simple and robust enough to be operated as part of the whole clock setup. This detection scheme enables us to reuse atoms for subsequent clock state interrogations, dramatically reducing the loading time and thereby improving the clock frequency stability. Optical lattice clocks with neutral atoms have recently experienced dramatic improvements in both frequency stability and accuracy [1, 2, 3, 4] , now surpassing microwave standards [5] and comparable with optical clocks using single ions [6] . Nonetheless, large improvements are still possible, especially in terms of frequency stability. The current best recorded stability is 2·10
−15 / √ τ [3] with τ being the averaging time expressed in seconds. This is about one order of magnitude above the expected quantum limit. With a reasonable number of atoms larger than 10 4 , one could even anticipate a quantum limit in the 10 −17 / √ τ range. The excess noise is due to the Dick effect [7, 8] . The discountinuous interrogation of the atoms introduces a sampling of the interrogation laser frequency noise which is folded to low frequencies. To overcome this degradation and take full advantage of the high signal to noise ratio that is potentially achievable with a large number of neutral atoms, one should reduce the laser noise and/or minimize the dead time in the clock cycle. This latter possibility has been somewhat overlooked in existing lattice clocks. In present experiments the clock transition probability is detected by collecting the fluorescence photons scattered from an intense probe laser. Atoms are correspondingly heated and escape the trap during the detection. Most of each clock cycle is therefore spent capturing the atoms, leading to duty cycles of typically 10%. By keeping the atoms in the lattice between clock cycles, the duty cycle could be increased up to 80% or more, leading to a significant improvement of the clock frequency stability. This could be achieved with a nondestructive method to measure the transition probability. We demonstrate here such a detection scheme for an 87 Sr lattice clock.
The scheme is based on the measurement of the phase shift accumulated by a weak probe beam when passing through the atomic cloud. A method using the same physical effect was demonstrated with Cs atoms in [9, 10] . For an atomic gas with states |J, F, m F and |J ′ , F ′ , m ′ F , light with polarization state q and wavelength λ detuned by ∆ F,F ′ from the transition between the two states will experience a phase shift
where N mF is the atomic population in the hyper-fine substate |F, m F , Γ is the natural linewidth of the transition and S is the cross-section of the atomic cloud. With a Gaussian distributed laser beam and atomic cloud, averaging the phase shift over the transverse directions gives S = 2π(r 2 0 + w 2 /4) where r 0 is the cloud standard deviation and w the 1/e 2 radius of the laser beam. To measure the clock transition probability, a suitable transition for the non-destructive scheme should be selected. There is no cycling transition involving the 3 P 0 state so we considered only the the λ 2 dependence of ϕ at . However, its small natural linewidth Γ = 7.6 kHz introduces experimental difficulties. Its Zeeman m F substates are resolved even for magnetic fields as low as 0.3 G, which would require to work at a large detuning thus dwarfing the phase signal. Further, the exact frequency of the probe would depend on the actual magnetic field and lattice induced light shift. For these reasons, we chose to operate with the more robust 1 S 0 − 1 P 1 transition, for which the induced phase shift is plotted in Fig. 2 .
We propose a phase shift measurement setup using an electro-optic phase modulator (EOM) in a Mach-Zender (MZ) interferometer (Fig. 3) . A laser beam resonant with the 1 S 0 − 1 P 1 transition is split into a weak signal (typically a few nW) and a strong local oscillator (LO) (a few mW). The signal beam is modulated at 90 MHz by the EOM before it is overlapped with the atoms in the optical lattice. The signal beam waist is w = 37 µm, comparable to the transverse size of the atomic ensemble (r 0 = 10 µm). The electric field of the signal beam is detected by a homodyne detection in which the signal interferes with the LO on a beam splitter and the light intensities in each output arm of the beam splitter are measured with fast Si photodiodes (Hamamatsu S5973) and electrically subtracted. In this scheme, the LO amplifies the signal without degrading its signal to noise ratio (SNR). For a LO power of 2 mW the electronic noise is smaller than the photon shot noise by a factor of 2.
The RF output s of the difference of the photocurrents is (up to a constant factor):
where J n is the Bessel function of the first kind, φ 0 the phase of the LO, a the modulation depth, ω the modulation angular frequency and g = cos (sin) if n is even (odd). ϕ n is the total phase shift experienced by the modulation sideband n. It can be expanded as ϕ n = ϕ at (nω) + δϕ n + φ s where ϕ at (nω) is the atomic phase shift for a detuning nω given by equation (1), φ s is a global phase and δϕ n is the laser phase noise. Because all the modulation sidebands belong to the same spatial mode, φ s is independent of n. Given the low power at which we operate and the small line-width of our laser (< 1 MHz), δϕ n is dominated by shot noise, even though our interferometer features an optical path difference of about 2 m between the signal and the LO.
We can see from equation (2) that the phase of the RF component at angular frequency nω is the differential atomic phase shift of the −n and +n modulation sidebands. Since ϕ at is approximately an odd function of the probe detuning, this phase shift is proportional to the number of atoms in the atomic ground state. Furthermore, it does not depend on the phase φ 0 of the LO nor the global phase φ s of the signal, making our system independent of mechanical and thermal fluctuations. These features are very welcome given the small phase shifts we want to detect. However, the amplitude of the RF components does depend on φ 0 , and will eventually cross zero as φ 0 drifts. The parity of g shows in particular that the odd RF sidebands have maximum power when the amplitude of the even sidebands is null. We use this feature to lock φ 0 : we demodulate the second order RF component at angular frequency 2 ω and servoloop φ 0 with a piezoelectric transducer (PZT) to keep the demodulation signal at zero. The lock bandwidth is 10 kHz, limited by the mechanical properties of the PZT. Finally, the atomic phase signal is extracted by demodulating the first order RF component, maximized by the lock (Fig. 3) . We emphasize that the noise of this phase signal does not depend on the noise of the PZT lock to first order, due to the quadrature detection.
In our setup, we choose the modulation frequency f = ω/2π and amplitude a to optimize the signal to noise ratio (SNR) of the detection scheme. The final SNR results from a trade-off between the phase component of the optical shot noise which decreases at larger optical powers, and the heating of the atomic cloud which increases with the optical power as long as the transition is not saturated. Therefore we have to determine the optimal f and a for a given heating of the atoms. The signal to noise ratio is
with δϕ
where P is the total optical power seen by the atoms, T is the probe time and η the detection efficiency. The product P T is linked to the number of photons n γ absorbed by each atom of the atomic ensemble, characterizing the fraction of the atoms lost during the nondestructive probing,
Here, P sat = 1.2 µW is the saturation power averaged over the atomic cloud. Combining equations (3) (4) (5) gives an expression of the SNR as a function of ω and a. We find that the SNR increases with ω and becomes nearly constant after a few Γ. In our experimental setup, we chose ω = 2π 90 MHz ≃ 3Γ for which the SNR is nearly optimal. For this frequency, the optimal a computed from equations (3-5) is very close to the modulation amplitude for which the resonant carrier is completely suppressed (a = 2.4 rad). Furthermore, the SNR is very flat around this optimum so that temperature control of the EOM is not required. For a = 2.4 rad, the +1 and −1 modulation sidebands have 53% of the optical power. The remaining power distributed in the higher order sidebands contributes to the heating of the atoms but not to the signal. From the previous equations, we calculate that these higher order sidebands degrade the SNR by only 8%. Finally, the contrast of our interferometer is 76% (measured with a balanced MZ configuration) and 25% additional optical losses appear between the atoms and the detection. These defects are attributed to the vacuum chamber windows and the optics of the lattice cavity that were not originally designed to operate at the probe wavelength. As a result the detection efficiency is η = 43%. We characterize the noise of the measurement setup as follows. A typical noise spectrum of the phase signal is shown in Fig. 4 . It is shot noise limited from 60 Hz. The detection system features a noise floor at 10 −11 rad 2 /Hz, so that the signal is shot noise limited for total optical powers up to 30 nW. Given this noise figure, we probe the atoms with T = 3 ms signal pulses of typically P = 12 nW (ηP = 5 nW). These pulses have a product P T low enough to keep most of the atoms in the lattice (see below). They are short enough to escape the low frequency noise, and long compared to the PZT lock bandwidth.
To measure the atomic population in 1 S 0 , we apply two consecutive probe pulses separated by a 7 ms interval. Between these pulses we shelve the atoms in the the dark states S 1 transitions. The second probe pulse does not experience the atomic phase shift and then acts as a zero phase reference. During the probe pulses, the phase signal is sampled at 500 kHz and the final signal is the difference of the averaged signal over each the probe duration. The noise of the resulting signal, as measured with no atoms in the lattice, is 0.4 mrad RMS for ηP = 5 nW and scales as 1/ √ P as expected from equation (3) .
With about N = 10 4 atoms in the lattice, we measured a phase shift of 40 mrad corresponding to a SNR of 100 per cycle, which is close to the atomic shot noise.
The measurement of the absolute transition probability associated with the interrogation of the atomic ensemble with our clock laser involves a third probe pulse. All probe pulses should be applied after the clock interrogation since low frequency phase drifts would add noise to the detection signal for long interrogation times. The sequence is as follows: after the clock interrogation a first probe pulse measures the number of atoms that remained in the atomic ground state. Then the atoms are repumped into the fundamental state, and are probed with a second probe pulse that determines the total number of atoms. Then, as before, we pump all the atoms into the dark states and apply a reference pulse. The measured noise on the transition probability is 2% RMS with the previous parameters, and varies as 1/N for N up to 10 4 . A key feature of the detection scheme is the ability to recycle the atoms from one cycle to the other. To check that the detection pulses do not heat the atoms out of the lattice, we measured the atomic losses caused by the phase detection with a fluorescence probe at the end of each clock cycle. This measurement has been repeated for different lattice depths (Fig. 5) . We model the heating process by absorption and spontaneous emission. Because the probe beam is aligned with the lattice axis and the atoms are in the Lamb-Dicke regime in this direction, we assume that the recoil momentum associated with photon absorption is absorbed by the lattice and does not contribute to heating the atoms. However, the trapping potential is loose in the transverse directions, and therefore the horizontal component of the recoil momentum associated with spontaneous emission is entirely transferred to the atoms. For atoms initially in the vibrational ground state of the lattice, the fraction β of atoms remaining in the lattice after detection is:
where U 0 is the lattice depth, E R = h 2 2mλ 2 is the recoil energy associated with the interaction between a Sr atom with mass m and a probe photon (λ = 461 nm), and n γ is the number of absorbed photons per atom, given by equation (5) . As shown in Fig. 5 , this model is in agreement with the experiment.
We have experimentally demonstrated a nondestructive probing method for the transition probability in an optical lattice clock with Sr atoms. With a differential phase measurement of two modulation sidebands, we achieve a high detectivity without resorting to complex interferometric stabilization methods. This detectivity is intrinsically limited by the atomic transition we probe, and not by our detection system. We have integrated the measurement procedure in the clock cycle and demonstrated the feasibility of measuring the clock transition probability. By recycling the atoms we expect to be able to reduce the dead time of the clock cycle down to ca 100 ms while keeping more than 10 3 atoms in the experiment. Together with an improved clock laser currently under development [11] , this would open the way to better clock stabilities, below 10 −15 / √ τ . Furthermore, as recently shown [12, 13] , the detection scheme presented here is capable of spin-squeezing the atomic ensemble, a technique that can ultimately overcome the atomic shot noise in atomic clocks.
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