The Solution of Boundary Value Problems by Use of the Laplace Transformation as Compared with Classical Methods by Stoddard, Dan W.
Utah State University 
DigitalCommons@USU 
All Graduate Theses and Dissertations Graduate Studies 
5-1952 
The Solution of Boundary Value Problems by Use of the Laplace 
Transformation as Compared with Classical Methods 
Dan W. Stoddard 
Utah State University 
Follow this and additional works at: https://digitalcommons.usu.edu/etd 
 Part of the Analysis Commons, and the Other Mathematics Commons 
Recommended Citation 
Stoddard, Dan W., "The Solution of Boundary Value Problems by Use of the Laplace Transformation as 
Compared with Classical Methods" (1952). All Graduate Theses and Dissertations. 6774. 
https://digitalcommons.usu.edu/etd/6774 
This Thesis is brought to you for free and open access by 
the Graduate Studies at DigitalCommons@USU. It has 
been accepted for inclusion in All Graduate Theses and 
Dissertations by an authorized administrator of 
DigitalCommons@USU. For more information, please 
contact digitalcommons@usu.edu. 
UTAH STATE AGRICULTURAL COLLEGE 
This volume is the property of the College, but the literary 
rights of the author must be respected. Passages must not be copied 
or closely paraphrased without the previous written consent of the 
author. If the reader obtains any assistance from this volume, he 
must give proper credit in his own work. 
This thesis has been used by the following persons, whose 
signatures attest their acceptance of the above restrictions. 
A library which borrows this thesis for use by its patrons 
is expected to secure the signature of each user. 
NAME AND ADDRESS 'DATE. 
THE SOLUTION OF BOUNDARY VALUE PROBLEMS 
BY USE OF THE LAPLACE TRANSFORM!TION 
AS COMPARED WITH CLASICAL METHODS 
b1 
Dan W. Stoddard 
A thesis sub mitted in partial fulfillment 
of the requirement for the degr ee 
of 
MASTn OF SCIENCE 
in 
Mathematics 
1952 
UTAH .STATE AGRICULTURAL COLLEGE 
Logan, Utah 

'l'ABL1C or CONTENTS 
Part Page 
I . Introduction • . • • • . • • . . ' • • 
1 
II. Descript ion of Boundary Value Pr.oblem • • • • • 2 
III. Classical Method • • • . • • . • . • . . 5 
IV. Solution of Boundary Value Problem 
by La.place Transformation • • • • • . . 22 
v. Conclusion • • • . • . • . • • • • . • 39 
PART I 
IlfTRODUCT I ON 
The purpose of this paper is to pres ent a study of differen t 
methods of sol ving certain boundery velue problems. In particular it 
will be concer~ed with solutions by classical methods and by opera,. 
tional methods. Of the various operational methods that may be con-
( l) 
side red, the Laplace transformation appears to be the best and will 
be used in this paper. 
In the 1951 Encyclopedia. Americana Annual is thi report on the 
activi ties in awlied mathematics for the previous yaar: 
Progress was made on the general problem of findil'lg the 
eigenvalues of matrices and systems of differential equations. 
Considerable effort was also expended in seeking methods ot 
solution for the partial differential equations of physics. 
This gives an indication of the importance of this type of work 
at the present time. With the development of atomic energy, jet air -
plan es, and guided missiles , have come many new a.nd different boundary 
value problems . The solution of these problems is an important f actor 
in the development . 
The paper will includ a genera l description of what is meant by 
boundary value problem . followed by some examples . These examples will 
be solved by classical methods and then by oper a tional methods (La:ple.c$ 
trans formation). Then where possible , comparisons between the two 
methods wil l be made. From the study of the solutions of these examples 
conclusions wil l be drawn. 
1. Gardner s.nd :Barnes , 'l'r@ sients !,u Linear S:y:etems, Vol I, p. 8. 
PART 11 
DESCRIPTION OF 130UNDA.RY VALUE PROl3L'EM 
To !ind e.. function which will satisfy a. differential equation end 
suitable boundary cQnditions is one of the most important problems in 
applied mathemati cs. The differential equation toget~er with the boun.-
d.a:ry conditions constitute the bound.a:ry value problem . 
2 
The pure mathematician is usua.113 interested in determining ;hether 
or not such a problem has a solution and under what conditions the solu.-
tion is unique. l3ut the.physicist or engineer requires a specific ex.-
pression ct the solution . 
In maJ17 l>ound.a.ry value :problems 1 t is not possible to ex.press the 
solution in terms of elementary functions , but a practical solution 
can often be obtained by methods of numerical analys i s. However, there 
are several large and important classes of prob l me for which the sol"Cl,,,, 
tion can be foun d in term of elementar1 functions . lt 1s with these 
problems that this paper is concerned . Alt hough these problems form 
only a Slllall part of all boundary value problems , they a.re the problems 
in Which the applied · scientist 1e usually interested. 
The problems considered here might be classified as those in which 
the differ ential equation is an ordinar,y linear differential equation 
with constant eoef:f'icients and those 1n hicb it ie a partial differen-
tial equation . 
For an example of a. boundary value problem, consider the conduction 
of hea t in an isotropic solid . Suppos V(x, y , z •. t) represents the temp-
erature at time t , at the point (x, ,-. z) of the solid . It can be shown 
that the function V will satisfy the differential qua.tion : 
(2. 1) • • • • • • • • vt s k ~v, •hr 
(2 . 2) 2 • • • • • • • • VV=V + V + V zz' xx 
" 
3 
e.nd k is a constant depending on the meter 1al in the solid. 
Assume that in the interior of the solid V and its first and seoond 
derivatives are continuous functions of x, y, and z. For initial con-
ditions assume that the tempera.tur throughout the olid is given at the 
ti~e t = o. 'l'hat is: 
• • • • • • • • 
V(x,y,z,O) = f(x,y,z) • 
If the function f(x.y,z) is continuous we want a solution which will sat-
is f y ( 2. l) and , 
(2.4) • • • • limit V(x,y,z,t) = f(x,;y,z) at all points in the solid • 
t-, 0 
lf f(x,y,z) is discontinuous at point in the solid we will require 
our solution to converge to the value given b7 f(x,3, z) only at points 
where this 1 continuous. 
Assume that the conditions at the boundary of the solid are one of 
th~ following type: 
(2.5) 
(2.6) 
• 
• 
This Saj'S 
(2. 7) • 
and t > o. 
• 
• 
• V = constant for (x,7, z) on the boundaey and t > o • 
c) V 
• 
0 
n = 0 for (x,7, z) on the boundary and at t > o • 
there is no flow of heat across the boundary. 
. . : ! + er V = O, where (J > O, for (x,y, z_) on the boun~ 
The conduction of heat problem is solved, then, when we find a 
ftmction V which 1s continuout and has continuous first e.nd second de.. 
rivativee for a.11 t > 0 and which satisfies; 
2 Vt= kV V tor all points (x,y,z) inside the solid and all t > o, 
Limit Ve t(x,7,s) 
t -,.o 
at all points (x,y,z) inside the solid where f(x,y,z) is continuoue, 
and the limit of Vas (x,1,z) approaches the bound.a.ey of the solid will 
satisfy the given boundary- conditions for all t > o. 
It can be shown that t)le solution of the conduction of heat prob-
lem as given here is unique . 
There are several generalizations of this problem . l'or example, 
if continuous sourc~s of heat exist in the solid , the differential 
equation is changed. 
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PART Ill 
CLASSICAL METHOD 
The classical method of solving boundary value problems is the 
method in which the general solution of the differential equation is 
found and then the arbitrary constants or arbitrar, functions a.re evaL-
ua.ted by using the boundary conditions. If the d1tf rential equation 
is an ordinary linear differential equation of order n, the general 
solution will contain n arbitrary constants and these ar determined 
by n suitable boundary conditions. In the cas e of a part1e.1 differen-
tial equation , the general solution usually cannot be found 1n 9JX1 
:practical form, and. even when it can be determined 1 t 18 usually diffi -
cu.l t to make it satisfy the boundary conditions. Therefore , in such 
problem s we a tt empt to obtain a solutioD of the differential equation 
by the method of separation of varia.bles. and then make this solution 
satisfy the boundary conditions. 
In attempting to satisfy the boundary oonditions in the partial 
di.fferential equation cas e we usually encounter the problem of eJCpan~ 
ing a given functi on in a series of functions which form an orthonormal 
set . This expansion problem ia an import ant part ot the classical 
method of solving a boundary value problem . 
We shall first consider the Sturm-Liouville problem which we 
usua lly encounter in attempting to solve the par ti al differential eque... 
tion boundary va lue problem by the classical method. e shall consider 
the class of functions defined on an interval a~ x ~ b, such that if 
b f and g are in this class then (f,g) = I f(x)g(x)dx exists. 
e. 
The functlona t an d g a.re e id to be orthogonal it (f , g) = O, The 
function f is norm lized if (£,f) = 1. The set ot functions {fnJ is 
said to form an orthonormal set , (ONS), if each function is orthogonal 
5 
to every other function and each is normalized. For e~le 
cos rue , sin nx, (n = 1, 2, • 
,fir 
./n 
on the interval O ~ x~ 2n forms an (ONS). 
Consi4er the pi;trt1al differential 
(3.1) • • • .L fp ..u] 
cbt L ~x • • 
i1hore :p and f are functions ot x. 
equation 
2 
= ~£!. 
~t2 
• . ) 
Suppose we try to get a solution by the separation of variables 
method. Let u(x ,t) = v(x)g(t), then we get from (3.1): 
• • . . • {pv' }• - &!!. 
f' V - g 
The left side is a function of x and the right side a function oft and 
since they are equal, they must be constant. 
(3.3) • • • • (pv') I 
= p V 
• 
== - A, A is a constant. 
The equation: 
(3.4) • • • • • (pv')' +.>.fv = 0 
is a special case of the more general form of the Sturm-Liouville 
equat ion: 
• • • • • • ( pv • ) 1 - qv + J.. P v = 0 • 
p, q,e are functions of x and p,P are not identically zero. Thia dif-
ferential equation and boundary conditions on v constitute the Stu.rm-
L1ouville problem . A differential equation of the tYPe 
( 3.6) • • • • v" + f(x) v' + [g(x) + >. h(x)] v = O 
/f(x}dx 
can be put 1n this form by multiplying by p(x) = e • 
The set of boundary conditions is a.ny one ot the following or any 
combination of them. 
(3 . 7) • • • • • • • v(a) = O, v(b) = o, 
(if p(a) = O, then we can repl ace these two conditions by v(b) = o.) 
6 
(3. S) • • 
• 
(3.10) • • 
• v 1 (a.) = O, 
• v(a) = v(b), 
-h v{b) = v' (b), 
2 
v 1 (b) = O, 
p(a)v' (a.) = p(b)v 1 (b). 
7 
Under rather general conditions on the function$ p, q, and e it can 
be shown that a discrete set of values ~1, "2• ')' ••• of A exists 
such that the Sturm-Liouville problem has a solution not identically zero. 
These values ot ;.. are called eigenvalue~ and. the corres ponding functions 
v1, v2, • •• s.re called ei genf'unotiona. 
Following are some theorems on eigenvalues: 
Theorem VI 
-
If t(x) does not change in s~gn in a~%~ b, then all eigenv alues 
.,. 
a.re real. 
Proof , If v,A is a solution pair; then v;:;; is also a solution pair 
(v . is the conjug ate of T), since p, q. and f are real functions. 
(3.11) • • • 
• • 
• • 
• 
(pv')' - qY+>-Pv= o. 
(pv' > , - 4v + ~ f> v = o • 
Multiply (3.11) by v and (3.12) by v, then subtr act, 
v(pv) 1 - v(pv') 1 + (~-X)f vv = 0. 
This can be written 
• • • • {j,(v v• - v' vD 1 + CA-~ f vv = 0 • 
Integrate (3.13) from a to b. 
( 4 b ;ib 3. l ) • • • • (,\- X) i e v v dx • - [ p ( v V' - v1v) J a • 
The righ~ side of (3.14) is zero for each of the boundary conditions. 
( ~ b 2 3.15) ••••• I l vvdx= If> fvf dx. 
a e. 
Since f (x) does not change sign by hypothe is and f and v are not iden-
tically zero, then (3.15) is not zero. Then 
>.:'X. 
Therefore A is real. 
~heor VII 
==---
If A n a.nd .>. m are eigenva.lueff with corresponding eigenfunctions v 
n 
and v, then 
m 
(3.15) • • • 
b 
• I f V V d.x = o. 
a nm 
froof 1 Since }in and /t m are eigenvalues, they 1!1\lst atisfr 
(3.16) • • (pv ')' - qv +;...,,.'rv = O, n n •1 n • 
(3.17) • • • ( pv 1 ) ' - qv + )\ Pv = 0. 
· m m "rr\ m 
Mult iply (3.16) by v and. (3.17) by v and subtract, 
m n 
T (pv')' - V (pv 1 ) + (~-,¾)fv V = o. 
m n n m nm 
This can be written 
(3.18) • • lp(v v• - v'v )1 ' + (A - A )~ v v = O. L: m n m n:J n m n Ill 
Inteerate from a to b, 
b b (~ - >. ) 1 e v v d.x a: - Ip( v v ' - v'v )1 • 
n m a n m ~ m n m n :J a 
The right side is zero tor each of the boundary conditions. Stnoe 
).. 1-).. then /be V V d.x = 0. 
n m a nm 
Theorem VIII 
--..... -
Suppose q ~ O, p ~ O for ~, ~ :r.: ~ b and ihat (v(pv 1 >]! ~ O, 
then"-~ O. 
A ~ 0 implies boundary condition (3.10). 
Start with 
(pv 1 )' - qv +AP v = O. 
Multiply both sides by v 
(3.19) • • • • • • v( v 1) 1 - qv2 + >.fv 2 = o. 
Integrate (3.19) from a to b (the first term by parts ). 
[: ( ~ b b ( )2 . 'b ~ 2 b::i 2 v pv' - I p v' rue - I qv dx + >.I 't' v dX = o. a a a a 
b 2 b 2 2 [ )7b (3.20) Aifvdx=! [qv +p(v') ]rue- v(pv'~a. 
g 
Since f ~ O end f and v are not identic ally zero, and using the 
given hypothesis (3. 20) gives A~ O. 
We will now show that 1f ).:; 0 then (3.10) is satisfied. 
If i\ = O, then 
(3.21) • • • • • • (pv 1 ) - q_v = 0 
gives a non-t rivial eigenfunction of v (v; O). (3.20) become 
b 2 2] r: .1 b (3.22) • • ! [ qv + p(v') dx - Lv(pT 1 )J a = O 
Since each tel'Jll is non,..negative, we get 
b 2 2] (3. 23) • • • • { [ qV + p(v 1 ) dx = 0 
and 
(3. 24) • • • • [v(pv 1 >]! = 0. 
Since the integrand of (3.23) is non-negative , then 
2 . 2 (3.25) •••••••• qv + p(v 1 ) = O. 
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Each term of (3.25) is non,..negative and since p is not identically zero , 
v• = O, 
then . v = const nt 
and v( ) = v(b). 
Series Expansion 
We will now discuss the expanding of a function in serie s of 
eigenfunctions. 
Let f(x) be a function defined in the interval a~ x~ b a.nd satis-
fying cert ain restrictions on continuity and differentiability. Then 
it can be shown that f(x) ca.n be re:presented by the generalized Fourier 
series, 
• • • • • • • fl C V (x) • n= n n 
,vhere the eigenfunctions, v (x), have been normalized by the factor 
n 
[ lb p(x) v! dx(xil l/ 2 
and 
b 
c = I f(x) ~ (x) v (:t)lbc. 
n a 11 
Under suitable restrictions on f(x),.this serie, can be shown to 
converge absolutely and uniformly to f(x). Since these result are 
_o 
quite general, the expansion theorems can ?e improved in certain special 
ce.~es, such as the axpansion of a function 1n the ordina.ry- Fourier series, 
or in a .series of Bessel's functions. or in a series of Legendre poly-
nomials . 
EY.ampleJJ 
To illustrate the solution of boundary val ue problems we will solve 
formally several examples using the classical methnd. We ill establish 
the solution of one of these examples. 
Problem ( 3.A) 
We will begin with a problem which has a.n ordinary linear differen.. 
ti al equation with constant coefficients. We will solve this by varia-
tion of parameters. 
(3.27) • 
• • 
• 
• 
Y" - (r + r )Y' + r • r Y = F(x) • l 2 l 2 
Y 1(0) = b , 
2 
First find the complimentary function. Let 
2 
f(D) = D - (r 1 + r 2)D + r1 • r 2 = (D- r 1HD- X"2). 
Then 
(3.2<)) 
• • 
y r1x r2x 
• • • • = C 8 + C e C l 2 
where c
1 
and C 
2 
are arbitrary const ants. Now find a particular 
(3.30) • • • • • • rp: r 2x Y =Ae +Ae p 1 2 
where A and A a.re functions oi x. 
- 1 2 
solution 
r1x r2x Y' = r A e + r A e 
p l l 2 2 
2 r 1x 2 r .... x y,, ::.: r A e + r A e c::-
P 1 1 ~ 2 
r 1x r 2x + r A' e · + r A'e = F(x). 1 1 2 2 
Now solve the simultaneous equations on the right for A1 and A2. 
(3.31) • • • • • • Ai = __ F_(...,x_) __ • 
• • • 
• A~ = __ -_F_.{ .... x_) __ 
(rl - r2)er~ 
Integrate (3.31) a.nd (3.32) from 2ero to x. 
A2 = -1 
rl - r2 
The solution Y of (3. 27) is given by 
Y = cl /lX -t- c2er2.X + 1 6x /x-r1)tF(t) dt - __ l __ 
r - r 1 2 r - r 1 2 
b - r b 
C a E 2 1 • 1 
b - r b e=- 2 11. 2 
'l'h~n Y becomes 
(3.33) Y = l 
r - r 1 2 
r - r 1 2 r - r 1 2 
{
(b - r b )eri:x - (b - r b )er~ 
2 2 l 2 1 l 
11 
Problem (l:,!) 
(3-34) • 
(n) 
here Y 
• 
constder the solution of~ $lightly more general problem • 
• • Y(n) + a
1
Y(n-¼) + ••• + a Y = F(x) 
n 
n 
represents Ll , and 1th boundary condi ti one 
d:Jr.n 
• 
(n.-1) Y( O) = b , Y 1 ( 0) = b • • • Y ( O) = b • l . 2 . . n 
n n-1 
Let f ( D) = D + a1 D + • • • + an = ( D - r 1) ( D - r 2 ) • • • ( D - r n). 
ill the r's are assumed . to be different in this problem . The compU-
menta.ry function is 
• • • 
r 1x r 2x Y=ee +oa + o l 2 • • 
where the e's are arbitrary constants. A particular solution of (3.34) 
would be 
(3.37) • • • r1x r ... x Y ::;Ae +Ae c:. + p l 2 • • • 
A1 is a function of x. 
y' = rlA e r1.x + r A e r2x + 
• • • 
rnx r1x r2x 
+ r A e + A'e + A'e p l 2 2 n n 1 2 
+ • • • A' rn,x = O. 
n 
2 r1x 2 r 2x Y" = r A e + r A e - + p 1 1 2 2 • • • 
2 r X 
+rAen + 
nn 
rnx ( ) + ••• r A'e = F O. 
nn 
r1x r 2x r A1e · + r A'e l l 2 2 
12 
Y(n) nA r x n r x nA r x =r 1 e +rAe + ••• +re + p l 2 2 n n n-1 At r X n-1 A' l" X r1 e + r e 1 2 2 
+ .... 
n-1 1 r X + r A e = 
n n 
F{x }. 
Solving the simultaneous equations on the right 
n-1 A'=-----~(~-~lL)-~F~(~x~) ________ . 
1 r1x 
e (r 2 - r 1 )(r 3 - r 1)(r 4 - r 1 ) 
n.-1 A1 = ____ _.(~-~l),_ _ _ F (x.)~. ------· 
n 
e rnx(r - r ) (r - r ) • 1 n 2 n • • (r 1 - r) n- n 
Integrate each of these from zero to x, 
A
1 
= ----~<-- .. 1)._n.-_1 ______ ,x e-rit F(t ) dt. 
(r2 - rl)(r3 - rl) • • • (rn - rl) 
A = _____ (_-=l~)n-_i __ __ _ 
2 
X -r2t b e F( t)dt. 
A = 
n 
(rl - r2){r3 - r2) • , , (r - r ) n 2 
(-l)n-l Ix e-rni F(t)dt. 
0 (r - r )(r - r) ••• (r - r) 1 n 2 n n-1 n 
The Golution is: 
Y=Y +Y. 
C p 
+ ••• + 
To eva luate the e's note that the A1s are zero for x = o. 
Y(O) = C + c + . • • + c = b • 1 2 n 1 
Y' ( o) = r 1 c1 + r 2 c 2 + • • • + r n c n = b 2• 
(n) n n n 
y (O) = r C + r C + ••• + r C = b • 11 22 nn n 
13 
158422 
The c' s can be found by evaluating t .hese n ~itmltan eous eq.~UQlls • 
. 1 •• ·. 
A. 
Problem (.l:.Q.) 
tion . 
We will now solve a problem which has a partial differential equa-
The equation and boi,mdary conditions a.re: 
2 
• • • • • • ytt;::a.Yn. 
• • • • • • Y(+o, t) = 0 for t > o • 
14 
(3.4o) 
(3.41) 
• • • Y (n-0, t) + hY(n-O, t) = O for t > 0 and h 1s a positive X 
constant. 
(3.42) 
(3.43) 
• 
• 
• • 
• • 
• • 
• • 
• Y(x,+o) = F(x) 
• y t (:x, +o) = 0 
O<x<n • 
O<x<n • 
We will assume the sol ution is of the type 
Y(x,t) = X(x) • T(t~ 
. 
Then (3.39) can be written 
(3 . 44) • 
• • • • 
where ~ is a constant since the left side is a function of x alone and 
the right sid.e is a function of t alone . From (3.44), (3.4o) and (3.41) 
1e ge t 
(3.45) • • • • • • • • X" + }\JC= o. 
(3.46) • • • . • • • • X(O) = O • 
(3.1+7) 
• • • • . . • • x•(n) + hX(n) = o . 
This is a Sturm.-Liouv1lle :Problem. From Theorems VI, VIII we can 
see that A is re al and positive. 
2 
Let >, = ~ , where ~ ii real. The general solution of (3.45) 1s 
X = A cos ~ .x + J3 sin(! x 
where A and Dare arbitrary constants. Using (3.46) we see that A= 0, 
Using (3.47) giv es 
(3.48) •••• • • • 
~et the numbers~ n be the roots of (3.48). Then graphically these roots 
can be shown a s in the figure below where the functi ons tan @ff, and - @/n 
are p lotted. 
! 
! 
. ----.- t; 
.. ~~- ....... _ 
.I ··--....._ 
--
1/2 < ~ < l. 1 
3/2<~1 < 2. 
. . . . . . . 
n - 1/2 <@ < n. 
n 
!fote that as n'"' oo, ~ ---t n - 1/2. 
n 
The eigenv lues 1' are giv~n by, 
n 
2 (3. l~9) • • • • • • • • • ),. = ~ • 
n n 
The numbers - ~ are also roots of (3.48) but gi ve no new eigenv alues. 
n 
The eigenfunctions corresponding to the eigenv alues given by (3.49) are : 
(3. 50 ) • • . . . . . X = sin(/ X • n n 
A solution ot 
(3.51) T" + a 2 ~ T = O, • • • . • • • n 
(3.52) • • • . • • • 1'1(0) = 0, 
is 
(3.53) • •••••• T = cos a~ t. 
n 
and 
A function which will satisfy (3.39) and the boundary conditions 
(3. l.Jo) , (3. 41) anct (3. 4 3) 1s 
Y = sin f x cos e. ~ t . 
n n n 
ge 
Then formally L1 C sin{3 x coe a~ t, where C is an arbitrary constant n::= n n n n 
15 
will also sa tisfy the differential equation and the same boundary condi t1one. 
It ill satisfy (3. 42) i f we can determine t~e numbers c so that 
-
n 
• • • • F(x) = ~ c sin@ x, 
n=l n n 
Since the functions sin t3 x a.re eigenfun ctions • they form an {ONS). 
n 
I f F(x) satisf ie s cert . in conditions then it can b& eXpanded in a series 
of ei genfunctions and the o 1s will be given by 
n 
ff 
en = 6 F('t')sin ~ n ~ d 1: 
1T 2 / s in ~ "t d 1:' 
0 n 
Eval uate the denominator 
The solution ii 
(3.55) 
-y = 2 ~ 
n=l 
2 h2 ~ + 
n 
Problem (J.:l?) 
Tr 
sin~ x cos e.~ t I F(-r)sin~ -r d "t"• 
n n O n 
Consider the problem of conduction of heat in an infi nite cylinder 
of r a dius c. The t emperature satisfieo the following differential 
equa tion if cylin dr ic a l coordinates are used and the initial temper ature 
di s tribution is a function of r only . 
• • Y = Y + 1/r Y • t rr r 
Let the boundary con ditions be 
(3 . 57) 
and 
• 
• 
• • 
• • 
• • Y(e-0,t) = 0 t > 0 • 
Y(r, +o) = 1 O<r<c • 
Let Y(r ,t) = R(r)T (t), and (3. 56) beco mes 
• • • • • • RT1 = R11T + 1/r R ' T • 
Separ ate variables 
.It11 + 1/r R' = 1!. == - 1)1 a const ant • 
R T 
From this we 5et 
(3. 6o) 
(3.61) 
• 
• 
• • 
• • 
R" + 1/r R' + bl R = O • 
• R(c) = O • 
This is a Sturm-L1ouv1lle problem. The differential q'lll tion (3.60) 
co.n be written 
• • (rR' )1 + ~ rR = o • 
17 
Then p = r, q = O, f:::: r, a = O and b = o are the corresponding parts of 
(3.62) and (3.5). 
T~e conditi ons of theorems VI and VII are satis f ied o ~ is re al 
2 
an d positive . Let IJ= A , and (3.62) becomes 
2 
• • • • • R 11 + 1 /r R 1 + A R = o. 
This is Bessel's equation of or der zero and 1 t can be sh:>Wll that the 
only solution of this which is finite for r = O is 
R = J
0
( ,>i r) where 
2 4 6 
J0 (Ar)=l-(A1".1:,+ (Arl - (Ar) 
22 22 . 42 22. 42. 62 
+ • • • 
Since 11.(c) = O, then J
0
(). c) = 0 det er mines an infinite set of eigen,,. 
values A1, A2, • •• , and the corresponding eigenfunctions will be 
J0( A1r). 'lhe solution of (3.60) and (3.61) which is finite for r:: o 
is given by 
R = J
0
( >t
1
r) 
where Ai is deter mined by J ( A c) = o. 0 1 
Mow consider 
(3.64) • • • • 
A solution or (3.64) 1 
• 
2 
• T' + )i. T = O • 1 
A solution which will sat1s y (3.56) and (3.57) 1s 
- >, 2t 
Y = J ( A r)e 1 0 1 
and formally 
00 "2 
y = liAiJO( "1r)e- 1t 
\-rill also satisfy (3.56) and (3.57). 
Since Y(r,O) = 1. the A1•s will be determined by the expansion of 
the function 1 in a. series of :Bessel's function , J0 (~ 1r). Since the 
function Y(r,O) = l can be expanded in the series 
QO 
l= LA J('Ar) 
1$ 
and this s eries 
i=l 1 0 i (1) 
converges uniformly and absolutely for O < r < c, where 
A = 2 1 
C A1J1( A1c) 
The fo rmal solution of (3.56) which satis f ies the boundary conditions 
(3,57) and (3.58) is 
(3 .. 65) • • 
Solut i on Es t ablishe d e will first show that Y(c-o,t) = 0 fort> o. 
It can be shown by the use of a.s'1111'tptotic f or mulas for A and J ( A c), 
.,.~_ 1 l i 
(2 ) 
that 1J~ 1 J1 ( A 1 c) is bounded for a.11 roots , A1, given by J0 ( A 1 c) = o. 
Also J
0
( A
1
r) is uniformly bounded for O ~ r '; c. Then there 1s a con.-
stant M such that 
Then fort > 0 
0 
2/c 
2/e 
Jo(1t1r) 
A iJl (Ai c) 
Jo(Air) 
A1Jl(Alc) 
< < < M for O = r = c. 
The ). 1---. co as i --f'oo and also ·\+i - )\ 1~ ff a.a 1--. 00 • then the series 
2 
~ Me- " 1 to converge • 
i=l 
1. Watson, G. N., ! Tr eat ise 9!1~ Theory 9.!. ~esselts FunctioBe,1922, 
P • 591. 
2. I b id P • 194. 
19 
Then series (3.65) converges uniformly for O ~ r ~ e and fort~ t
0 
> o. 
Therefore the function Y(r,t) given by series (3.65) is a continuous 
function a.nd Y(c-0,t) = Y{c, t) fort:::,, o. But we see that Y(c,t) = 0 
since each term in the series is zero. 
We will next show that the function Y(r,t) given by (3.65) satis-
fies (3.56). 
Since J 1 ( ,>. r) and J" (.>i r) are bounded, then in the same w~ as 0 1 0 i 
above we can shov. ~hat the series obtained by differentiating series (3.65) 
t erm by term will be uniformly convergent for O ~ r ~ c .and t ~ t > o. 
0 
Then the differe ntiated series will represent Y and Y • 
r rr 
If the series, (3.65), is differentiated term by term with respect 
to t , we get 
(3.66) • 
2/c 
• 
2 
<= M )12 -/\ 1 1 e 
00 )\2 
f r O < < d t > t > 0 Since ~ M >.2 e- ito converges, then o = r = c an = O • 1=1 1 ·-
series (3.66) is uniformly convergent and will repres~n ,t Tt .for O '; r; c 
and. t ~ t 0 > o. Si nce each term of (3.65) satisfies (3.56), then so vtill 
the series . 
We will now show that (3.58) 1s satisfied by (3.65). TG do this 
T'le will use Abel's test to show that the ser.ies converges uniformly f.or 
> t = o. 
00 
According to Abel ' s test a. series ~lXn (x)Tn(t) converges uniformly 
~ith respect to x and t to gether in a closed re gion R of the x, t plane , 
-prov ided that (1) the series L1 X (x) converges uniformly for x in R n= n 
e.nd (2) for all tin R the functions T (t) are uniformly bounded and 
n 
nonotone wit h respect ton . 
The conditions of t his test ar e satisfied for O < r < c and for 
> t = 0., Then series (3.65) is uniformly convergent for O < r < e and 
> t = o. Then Y(r,+o) = Y(r,O) and 
00 
Y(r,O) 
= ~ 
c/2 1=1 
for O < r < c, t ~ o. 
Problem (l:!) (Vibr ating Me brane ) 
Jo(Air) 
•\J1(Aic) = l 
Let U(:x:,1,t) represent the transverse displacement of a membrane 
stretched across a rigid rectango.lar frame. Let the boundaries of the 
frame be the lines x. = o. x = x
0
, y = o, and 7 = ,-
0
• If the initial 
displacement 1s f(x,y) and the membrane is released from rest after the 
dis pl acement is made, the bound..':!.ry value :problem is 
2 (3.67) •••••• U = a (U + U ) 
tt xx yy 
with boundary conditions 
(3.68) • • • U(O,y,t) = O, U( 
0
, y ,t) = O. 
(3.fl)) ••••• U(x,O,t) = o, U(x,y
0
,t) = O. 
(3. 70) • • • • Ut (x,y,O) = O, U(x,y,O) = f(x,y). 
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Let U(x,y,t) = X(x)Y(y)T(t). (3.67) becomes with variables separ ated 
(3.71) • • !I'" X" yN 2=-+-=- . 
a. T X y 
Since the terms of (3.71) are each function of one variable alone they 
must each be constant. 
Let X" fX = - a?, 
now write 
(3.72) 
and 
• • • 
2 2 2 
Y" /Y = - ~ • than T" /T = - ( a, + f ) • We can 
• • X
. 2 
• 
11 + a, X=O 
X(O) = O, X(x) = O. 
0 
(3.73) 
and 
• 
2 y1t + ~ y = 0 
Y(O) = O, Y(y0) = O. 
The problems (3.72) and (3.73) a.re Sturm-Liouville prob lems and by 
theorems VI and VIII we see~ and~ are real. 
A solution of (3.72) is 
(3 . 74) • • • X = sin a.ix. where ~i = ntt/x 0 (n = 1,2, ••• ). 
A solution of (3.73) i 
(3. 75) • • • • Y = sin ~ 1 y, ;here ~ 1 = mrr /:r O ( m = 1, 2, • • • ) • 
Then a solution of 
is 
2 2 2 
T11 + a. ( a. + ~ ) = 0 
1 1 
rr•(o) = o 
T = cos (at{:{ + :) 
Then f ormally a solution of (3.67) is 
0- c,() 
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2 !!... + a.. ) . (3.76) • u = > > A sin nTrX/x sin mrry/y0cos n=1 Fi mn 0 • 2 y2 
XO 0 
This will sa.tisfy U{x,y,O) = f(x,y) if the const nnts A can be deter -
mn 
mined such that 
(3.77) • • • 
The series (3.76) is the Pourier sine series in two variables for f(x,y) 
if . its 
(3.7s) 
coefficients have the values 
4 
• • • A = - iYO dy 
0
1XO f'(x.y)s1n nrtt./:r.
0 
sin nrry/y
0 
tbt. 
nm xoyo O 
The formal solution of the problem is (3.76) where the A •s a.re 
nm 
given by (3.78). 
PART IV 
SOLUTION O:F BOtnmARY VALUE PROBLEM :BY LAPLACE TlUNSFORMATIONS 
The use of tho La.place transformation as an operational method in 
solving certain problems oa.n be compared to the use of logarithms a.a 
an O'_i)erational method in solving certain types of problems in arith-
metic . 
Let D be the set ot positiv e real numbers and E be the set of real 
nunbers and consider the transformation, 
y = log
10
:x: 
which transforms the set, D, into the set E. Then 
X = 10'¥ 
will be the inverse transformation. This gives a one-to-one corres-
pondence between the elements of D and. E. 
The following corres pondence in the rules of operation exists. 
Let x1 corres pond. to y1 (That is, 71 = log x1). 
If 
then 
If 
then 
then 
y + Y' = y • 
1 2 3 
1 -Y =y. 1 2 3 
2l:: X, 
l 2 
N = '1 • l 2 
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If' 
then 
71 + q= 12• 
This indicates that the operations of multiplication, division. raising 
to :powers, and extracting roots in the set D become the simpler opera--
tions of addition. subtraction, multiplication, and division, ~espeo-
tively in the set E. 
]'or example, if re have the problem of multi plication x1 • x2 in 
set D, tables are used to find the corresponding transformations y1 
and y
2
• Then if y1 + y 2 = y3 
and by using the tables we !ind the in.-
verse tra.nsf orm of y , this will be equal to x • x • 3 l 2 
The Lapl ace transformation can be used in an analogous way to 
solve certain differential equations. Let 
OD -St f(s) = / e F{t)dt. 
0 
Let<;R be the class of all real functions, F(t). of a real variable for 
wh.tch this integr al exists. Then this establiehes a correspondence 
betue en the class of fu nctions"$ and a class of complex functions.ii of 
a complex variable. Symbolically, let 
F(s) = t {F(t)] 
and let 
F( t) = L-l [t(s)}. 
It c-.an be shown that 
{ (n) :"2 n n-1 (.a.-1) L F (t~ = s f(s) - s F(O) - ••• - F (o}. 
Th:f.s indicates that the operat ion of d1fterent1ation in the class 
~corresponds to an algebraic oper at ion in the elass..21 • Suppose we 
ant the solution of an or ina.ry linear d.ifferential e quatio n 1th 
cons tant coefficients in the ~ se t. 
a y(n) + a y<n-1) 
0 1 + • • • + a. Y = F(x). n 
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Let 
y(s) = L [Y(x)} 
aJ.1.Cl 
f( s) = L {J!(x)J • 
Then if we tre.nsform the differential equation e get a siraple algebre~e 
equation in y(s) which we can solve. Then inverse transforming this 
functio n we got the desirea solution. 
llo ice that in both of these operational methods e.n oper ation in 
the original set 'becomes a sir.Ipler operatioii in the transformed . set. 
There i a big difference in the comparison of these methods and 
t~t is the Laplace trims:form ation establish s a eo:rrespondenee b t \"1een 
classes of functions inste ad of re al numbers, and it is practically 
i :np~ssible to make a table of this correspondence as can be done in lo 
e.ri tlm t ables. 
Definition 
- t If a function F(t), defined f or all t > O, is multiplied bye 
( s = x + iy) and integrated with respect tot from zero to infinity, 
a new function f( s) is obtained. 
(t °" -st [ i"? 
~.l) • • • • t( s) = 6 e F(t)dt = L :F( t)J. 
This oper ation on the function F(t) is called the Laplace transformation 
of F(t). The new function f(s) is called the Le.place transform of F(t) 
i f the integral in (4.1) exists. 
Some of the more import ant theore ms concerning the Laplace trans-
f or mation are given here for ref eren ce throughout this the&11. 
n:,.e9~em l 
( ) · - (ri.,.lL ) Let Ft have a continuous derivative F ,t of order n-1 and 
a sectionally continuous derivative F(n)(t), in ever~ tinita intel."Va.J. 
< S • (n.-.1) a.t 0 = t - T. Also let F(t), F (t), ••• , F(t) be of order e as 
t tends to infinity. (n) Then the transform of F ( t) exists when x > a. 
and it he.s the following algebraic expression in terms of the transfor m, 
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f ( s ) , of :F ( t ) : 
L [,Cn) (t) }= sn :f( s) - sn- 1:F(+O) - sn- 2F 1(+0) - ••• - F(n-l) (+o). 
Theorem II 
----
Let f(s) be any function of the compl x variabl e a that is analytic 
- k > 
and of the order ) ( s ) , in some half plane x = x , where x and k are 
0 l 0 
real constants and k > 1. Then the inversion integral L~ f t(s ~ a.long 
arzy line x = ..,t , where .../ ~ x
0 
converges to a function F( t) that is ind.e.. 
penden t of --I • 
(4.3) • F{t) = L~l [f (s) f l = -2"1 
-i+cx.1 zt limit/ e f(z)dz, 
(X.7 00 -a.1 
~bose Laplace transform is f(s): 
L [F(t~ = f(s) (x > .../). 
Furtherm ore, the function F(t) is continuous for each t ~ O and 
F(O) = 0 
-It > 
also F( t) is of the order e for all t = O. 
Theorem ill 
Let :f'(r, s) and f (r,s) be continuous functions of the two variables 
r 
r , s , analytic with respect to sin some half plane x ~ x
0
, and let both 
functio ns be less in absolute value the.n M + ts/k (k > 1), in that half 
plan e, where the constant M is independent of r for al l valu es of r 
involved . 
(4.4) 
• 
Then the inverse transform of t(r,s) with respect to sis 
• • • • F(r, t) = L;1 ft (r,a) J • 
here the path of integx-ation i s a line x = ,./ ( r/ ~ x ) , and 
• • . . 
-l 0 
•• Fr(r,t) = Li [t/r,s)J . 
Moreover for each t ~ 0, F(r, t) and its derivatives are continuous fun c-
tions of r. 
Theor em IV 
----
Let f(s) be a function for which the inver s ion integr al along a 
line x =.../ represents the inver se transform, F(t), of f(s), and l et 
f( s ) be analy tic for all finites except for poles a (n = 1,2, ••• ) 
n 
in the half plane x <../. Then it positive numbers a.N (N = 1.2, ••• ) 
can be found where ~~0o as N- 00 , such that /f(x !:' 1 a.N)/< ~N, 
/ f(-a.N + iy) J < M (~ ~ x ~ ri , y ~ a.N), where S 1e independent 
of x and & N ~ 0 aa N ~e)c:,, and the constant M is independent of y a.nd 
zt N,'the series of residues of e f(z) at the poles• converges to F(t) 
n 
for all positive t: 
00 
(4.6) 
• . . • F( t) = L \ ( t) n=l n t > o • 
Theorem V 
----
The multiplication of the transforms of two functions corresponds 
to the convolution of the functions: 
t ( 4. 7) • • • • fl ( s) f 2 ( s) = L t 6 Fl ( t - -r:-) F 2 ( 7 ) cl .:: ] 
t1here f 1 ( s) = L [ F 1 ( t)] and f 2 ( s ) = L [ F / t)} • 
The transform on the right exits, and this equation is valid provided 
a.t F1(t) and F2(t) are sectionally continuous and of order e , when x> a.. 
Consider again the examples of the previous section. This time the 
solutions will be obtained by use of the Laplace Transformation. 
Problem (4.A) 
(4. 8) ••• T" - (r 1 + r 2)Y1 + r 1r 2Y = F(x), 
Y(O) = b1, 
Y 1(0) = b • 
2 
Let L [Y(x)J = y(s) and L [F(x)} = f(s). and transform both sides of 
the dif:ferent1a.l equation using theorem I and apply the boundary eondi-
tions. 
(4.9) 
This give 
2 
• • • 8 y - sb - b - (rl + r )sy + (r + r )b + r r_y = f (s). l 2 2 1 2 l l 2- . 
Solving this for y, 
sb + b - (r + r )b (4.10) • • • y = 1 2 1 2 l + 
s
2 
- (r 1 + r )s + r r 2 1 2 
2 
s -
f~s) 
(r + r )s + r r 
1 2 l 2 
Nou inverse transform both sides using theorems IV and V 
( 4 . 11) y = rlbl + b2 - (rl + r2)bl er1t + rlbl + b2 - (rl + r2)bl 
2r - (r + r) 2r - (r 1 + r) 1 1 2 2 · 2 
[ 
(x-t) r 
e l 
2r - (r + r) 1 1 2 
+ 
e(x.-t) r2 ] . 
2r - (r + r) F(t)dt. 
2 l 2 
Simplifying this becomes, 
(4.12) Y 1 {Cb - r b )er 1x - (b - r b )er2x + ,x r/x.-t)r1 
r -r 2 2 1 2 11 0 [ 1 2 
- e (x.-t)r ] i'( t)d tJ • 
Ptoblem (~ • .B) 
Consider t he boundary value prob lem with a more general differential 
equa tion 
(4.13) 
• • Y
(n) y{n,..l) 
• + al + • • • 
and boundary condition , 
Y(O) = b1, Y(l)(O) = b2, • • • 
Assume that the a.•s are such t hat 
n n-1 
+a.Y=F 
n 
s + a.1 s + ••• an-l = 0 
has n distinct roots . 
Use th eor em I and transfor m both sides of (4.13) and use the boun-
dary conditions 
• • • 
n n-lb n-2 
s y - s l - s D 2 - ••• - bn 
n-1 n.-2 
+ a.1 ( s y - s -b 1 - • • • - bn-l) 
n.-2 n-3 
+ a (s y - s b - ••• - b 
2
) 2 . 1 ~ 
+ a y = f( s). 
n • • • 
Sol ve this for y: 
n-1 n-2 (4. 15) y = s bl+ s (b2 - a1b1) + sn-
3(b + ab + a b
1
) 3 l 2 2 + • • • + f(s , •· 
n n.-1 
s + as + ••• +a 1 n 
This function has simple poles which are given by the zeros of the 
denominator . Let these be represente d by r 1(1 = 1,2, ••• , n) where 
all the r's are different. Use theorems lV and V a.nd inverse transform 
both sides of (4.15). 
( t~.1 6) 
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Y = f er 1x [rn.- 1+ rn.,.2(b +ab ) + rn.-3(b +ab +ab ) + .•• ]+ xeri(x ... t)F(t)dt 
i=l ____ 1 __ 1 ___ 2~_1 .... 1____ 1 ___ """'!""1 ....... 1;;..;;;.2 ___......,1 _ -----------· 
n-1 n.2 
nr1 + a1(n-l)r 1 + ••• an.-l 
The solution can be obtained in a similar manner if the r's are not 
all differen t. 
Problem (4.c) 
(4.17) 2 • • . • . y tt = a Yxx • 
(l~.18) 
• • • • • • Y(+o,t)::: O • 
(4.19) 
• • • • • • Y (n...O,t) + h Y(n..-0,t) :x = 0 h > o. 
(4.20) 
• . • • • • Y(x,+o) == F(x) • 
(4.21) . • . . • Yt(x,+o) = o • 
Let L [Y(x, t)] = y(x,e) a.nd trans f orm both sides of (4.17) 
according to theorems Ill Md IV. Us boundary conditions (4.20) 
(4.21) 
(4.22) 
(4.23) 
to get, 
• • 
• 
• • 
• • 
2 2 
s y - sF(x) = a y • 
xx 
• y(O, s) = 0 • 
and 
Let L [':r(x, )] = 'i {u, s) and L {F(x)J = t(u). 'l'ransform both aides 
o:f (l~.22) with respect to x, and use (4 .. 23) . 
(4. 24) • • • • • s2, - sf'(u) = a 2u7 - a 2y {o. s). 
X 
Solve this for Y(u, s); 
· 2 
y(u,s) = a Yx(O,s) - sf(u). 
2 2 2 
au • s 
(4.25) _ s/a Y = 2 2 
u - {s/a.) 
s/a 
a/s 7 (O,s) - ~ · ~ 
x u - (s/a)~ 1/a :t'(u). 
The inverse transform with respect to u , y(~ . s) of y(u. s) 1s given 
by {use theorem Von the second term) 
(l+.26) y(x,s) = a/s 7x(O , s) dnh s/a x - 1/a 6x sinh s/a(:t ... -r)Fh ·)d'i". 
We will now use the transform with respect tot of (4.19) to eval-
ti.ate Y' (O, s) . 
X 
2 X ( ·.27} y (x , s) = y (O,s)cosh s/a x - s/a I co h s/a.(x - 7 )F( -r)dr 
X X O • 
Since :from (4 .19) . 
(4.28) • 
(l~. 29) 
• • • • • 1 (TT.s) + h y(n , e) = O • lC 
2 n 
y eosh s/a TI - a/a I cosh s/a(~ - T)F(,)d~ ba/s y (C, s)sinh s/a ff 
X O X 
1T 
- h/a 6 sinh s/a(TT - -z-)F(-z-)d-r= O. 
Solve this for y (O, s) 
X l ff (4. 30) y (O, s) = - I [s/a cosh s/a ff+ h sinh s/a n] F(c)dr 
X a O . • 
cosh /an+ ba/8 sinb s/a n 
Substitute this into {4. 26) 
(4 .31) y(x, s) = ; t1 [ s/a eosh e/a n + h sinh s/e. n] sinh s/a cFh ·)<h· 
cosh s/~ n + ba/s sinh /an 
X 
- 1/a 6 sinh sfa(x.,. c)Fh·)dc- • 
Write this in another form 
(4.3 2) y(x; ) = l /x s cosh s[a(r. - x) + ah sinh s/e.(n - x) sinh s/a -r-F(.:-)d-i-
a O 
l ff 
+ - I 
a X 
s cosh s/a n + e.h sinh s/a n 
s cosh s/a(ff - ?:) + ah sinh s /a,(n
1
- 1:) 
s cosh s/a n + ah sinh s/a TT 
s1nh s/a .x Ji'( c)d 'l: • 
To inverse transform this we need to be concerned with the sine;u.laz -
ities of 
(4.33) s c:osh s / a(n - !) t ah sinh s/a(n - xl s1nh s / a -r . 
s cosh s/a rt+ ah sinh s/a ff 
These singularities are simple poles g iven by 
• • • a cosh s/a n + ah sinh s/a n = O 
or 
( l~. 35) • • 
30 
tan~ $/an= - s/ a.h (s = 0 is a r emovable si ngul arit y). 
Let a= ! sn (n = 1, 2, . _ •• ) be the roots ~f this last equation. These 
roots are :p,u-e imaginary. The.tis R(sn) = o. 
The residue, f , of 
n 
(4.36) • • s cosh s/a(n - x) + ah sinh s/a(n - x) 
s cosh s/a n + ah s inh s/a ff 
at s = Sn is given by 
sinh s/ st Te 
(4.37) 
f n = 
snt 
sn cosh en/a (n - x) + ah sinb sn/a (n - x) sinh en/a -i- e 
snn/a sinh •n/a ff+ (1 + nh)cosh sn/a n 
2 2 2 Snt p = a(sn - a h )sinh sn/e. x s1nh sn/a i- e 
n • 2 2 2 2 
a h + a nh - n Sn 
The residue at s = -sn is given by: 
<
4
•
39> 2 2 2 -snt 
a.(s - a. h )s1nh en/a x sinh sn/a 1' e f = . • 
-n 2 2 2 2 
ah+a nh -nan 
Add (4.37) and (4.39) 
(4.4o) 
p + p = 
n -n 
2a(a~ - a~ 2 ) sinh sn/a x sinh •n/a --r oosh snt 
2 2 2 2 
a h + a nh - nsn 
• 
The inverse transform of the fir st integral of (4.32) with respect 
to sis given by: 
(4. 41) • 1/a 6 :x 
00 
~ ( f' n + P _n)F(1:)d-i-. 
n=l 
The function of sin the second int egral of (4.32) 1s the same as 
the fun ction of s in the first integr a l except x and '"?""8l'e inhrchanged . 
ny comparison then the inverse tr ansform of the second integral with 
respect to sis 
(4. 42) • • 1/a / 11 f 1 ( f n + f'_n)F( 1:')d L". X n= 
Then inverse transforming both sides of (4.32) with respect to s 
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(4. 43) • 
• • • Y(x, t) = 1/a J1 [/' ( f n + f' -n)F( r)d-i-. 
""° (4.44) Y(x, t) = 2 L 
n=l 
2 22 n (sn - ah )sinh sn/a x coah s11t 6 s1nh snfe..:TJ'(-r)d-i:. 
2 2 2 2 
ah+a TTh -ffsn 
Since sn 1s pure imaginary, let Sn = a.~ n1 and wr1 te 
ti2 2 2 tt (4. 45) Y(x.t) = 2 li="l ( ?n + h )sin @nx cos a ~nt 6 sin ~n-r:li'(c:)d~. 
2 2 
h + Trh + ff~n 
Pr2'blem (y) 
(4.116) 
• • • • • • Y = Y + 1/r Y t rr r · 
(4. 47) 
• • • • • • • Y(c-0, t) = 0 • 
(4. !U3) 
• . . • . • Y(r,+o) = l • 
Let L £Y(r,t)J= y(r , ), and transform both sides of (4.46) with respect 
to t and use boundary conditio n (4. 48) . 
sy - 1 = y + 1/r y 
rr r 
or 
(4.49 > • • y + 1/r y - sy = -1 . 
rr r 
Let - s = A2 and the solution of (4.49) can be written 
2 y: CJ0 ( J,. r) - 1/;... • 
The transform with. res pect tot of (4.47) 1s 
7( C, B) = Q • 
Use this and evaluate C 
Then y becomes 
• • 
C = 1 
2 
>. J (AC) 
0 
Jo ( .>. r) 
• y= ___ _ 
-s J ( A c) 
0 
1 
+ -B 
The first term on the right side of (4.50) ha simple poles at 
2 
s = 0 and s = s1 (1 = 1,2, ••• ) where s1 = -A 1 and. ;. 1 is given by 
J0 ( >. 1c) = O. Use theorem IV a.nd inverse transform both sides of (4.50) 
With respect to s. 
or 
• 
0, 
y = -1 + ~ 1-1 
This is the for mal solution of the problem and was established in 
Pal· t II I. 
Prob l em (4.E) (Vibrating Membrane) 
(4.5 2) • • • • • • • ut = a2(u + u ) . 
t xx yy 
(4. 53) • • • • ut (x,y,O) == 0 1 
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U(x,y,O) = f(x,y), tor O < x < x0, 0 < Y < y0, 
> > = o, f or x = x0 , y = y0 • 
( 4. 5li) 
• • . • . • • U(x,O, t) = 0, for t > 0 • 
(4. 55) . . . • • • U(O, y ,t) = O, for t > O • 
()i. 56 ) . . • • • • • U( XO, y, t) = 0, for t > O • 
(4.57) • • • . . • • U( x, y O, t) = 0 • for t > O • 
Let L [U(x,y, t)] = V(x,y,s). Transform both sides of (4.52) with 
resp ect tot and use boundary conditions (4.53): 
(4. 58) • • • • • s2v - sf(x,y) = ,/(v + V ). 
xx yy 
Let L [ V{x,y, s) ] : (x, r, s) e.nd L [ ±'(x,y)} = g(x, r ). Transform 
bot h sides of (4.58) with res pect to 1 and use (4.54): 
(4. 59) • • • • a2w - sg(x,r) = a2 W + r 2w - V (x,O,s) • 
xx y 
Let L { (x,r,s~ = Z(q,r,s), L {q(x,r)} = h(q,r), and L {V
1
(x,O,s)} = 
A(q,O,s). Transform both si des of (4.59) with respect to x and use ~.55): 
(4.6o) • • 2z - sh(q,r) = a2 [q2z - Wx(O,r,s) + r 2z - A(q,O,s) J· 
Solve (4.6o) for Z: 
2 · · 2 . Z = sh(q,r) - a A (q.O,s) - a Wx(O.r,s) 
- . . . 
2 2 2 2 2 
-aq +s -ar 
Put (4.61) in a form to inverse transform with respect to q: 
(4.62) 
• z = 
2 $h(g,r) - aA (g101s) 
2 ~2 2: 
-a - a r: ya 
+ J (o,r,a) 
2 2 2 
B - a r 
a 
• 
• 
33 
Inverse transform both sides of (4.62) using theorem Von the first term 
on the right side and let • 2 - a:r: = p: 
~ - a • 
(4.63) \1 = 6x [sg(u ,r) - a.2Vy(u,O,s) J sinh p(:r.-u)du + Wx(O,r,s)si nh px 
-a p p 
The transform of boundary condition (4.56) with respect tot and then y 
gives W(x0,r,s) = o. Then 
~6-~_r_s_q_(u_,_r_)_-_a_2vJl~(-u_,o~,~e-)_J_s_1_nh_P __ (x0--_u_)_~_n+_~_(_o_,_r,_)_1_~_· _p x0 ~. 2 
-a P p 
Solve this for W (o,r,s): 
X 2 
Wx{O,r,s) = 6~ [ sg(u,r) - a v
1
(u,O,s) ] Sinh p(x
0 
- u)du. 
Substitute 
(4.64) 
• 
2 
a sinh p ~b 
t}us in {4.63) to get 
• W == 1/a
2 { -lx [ sg(u,r) - a2v (u,O,s) J sinh p (x - u)dn 
p 
+ 1Xo [ sh(u,r) Q 
2 
- a V (u,O, s) J 
. l . . 
p s1nh p x
0 
sinh p(x - u)du sinh p J 0 • 
Wr iti ng the last integr al on the right si de of (4.64) as a sum oft o 
i nt'3 -, a.ls end combining: 
{4. 65) • • W = 1/ a.2 f bx [ sg(u , r) - ,/v.,.cu , O,s) J sinh p( x0 - x) sinh pu du . 
p sinh p x
0 
+ !XO [ sg(u , r ) - ,/vv(u , O, s) J sinh p (x - u)sinh px du J ~ 0 . • 
p sinh p x0 
r = :!; r = ± 
n 
( n = 1, 2, • • • ) • 
At th es e points p = nni / x0 • The singul e.ritr at r = .! s / a ('ft= 0) is 
removable . 
Since the pol es of (4.65) are not re s tricted t o some left half 
plo.ne 1 t he i nver se tr ansfor m of W cannot be found by the usual methods . 
Consider the function 
(4. 67) 
• • • F(r) = sinh pu sinh p ( x0 - x) 
p sinh p x
0 
In the first inte gra l of (4.65) O ~ u ~ x~ x0• F(r) has simple poles 
at p = nni/x 0 (n = 1, 2, • •• ) . By the re s idue theorem of complex 
var iables 
( . 68) 1/2.m 6 F(z)ds = (sum of the resi dues of F(z) enclosed by O). 
Lot the contour be the rectangle for med by the lines R( z) = ../ , R( z) = a. , 
n 
I( z) = a. 1, and I(z) = - a. 1. Where R(z) and I(z) represent respectively 
n n 
th e re al and imagine.ey parts of z, and 
~ = R(r ) + R(r) 
n n+l n 
' 2 ! I - - - - ·- - -, 
l ' 
-W--:-1--· 
I : l 
I ' I \.. -..... ---. 
I ·t 
It can be shown that the contour wil l never become arbitrarily 
near any of the r •s and from this it can be shown that for z on the 
n 
contot1r 
(4.69) • • • sinh pu sinh p{x 0 - x) 
sinh px
0 
is bounded. That is, there exists an M independent of z such that 
sinh pu sinh p(x - x) 
. 0 < M. 
sinh pxo 
Let C be the part of the contour C with the line R(z) =--/ omitted. 
n 
For z on 0 
n 
F {z) I< }4 = 
z - r Ip j I z - · r j j p l l z j J 1 - r/z I 
for r fixed 
and not on C. Since z is on C we can tfl.k:e a. large enough so that 
n n 
j r/z I< 1/2 and I 1 - r/z I> 1/2. Then 
Then 
(4.70) li mit 
I F(z) I< z - r 
6 F( z) 
n z - r 
a. • 
n 
dz 
< 
}A . 2 
a. . • 1/2 = 2JA/a.n • 
n 
limit ~ t jdz I 
n~= o.2 n 
n 
= limit 2M (1kt - 2 ,{ ) = 0 • 2 n 
~ 
Using (4.68) and (4.70) we can write 
limit 1/2-rri / F (z) dz C ,_ - :: -1 
-n-= z - r 2rd 
and 
(4 .. 71) -1/2.TTi. limit --l+an1 I F( z) 
-./-a. 1 
n z - r 
-I + a....1 limit / . ~ F1z' 
,../-0.1 -~ 
n~= n z - r 
pa 
dz = F ( r) + ~ t> n 
n=l 
00 
r - r 
n 
dz, 
if R(r) >r-/ 
= ~ t n if R( r) < rl, 
n=l 
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where t? is the residue of F(z) at the r to the right of-I . 
n n 
If we choose the contour to be the rect angle for med by the lines R(z) = ~. 
R( z ) 
= - a. ' n 
I(z) = a. 1. I(z) = -a. i 
n n 
(see figure below) 
the n by comparison with above e can write for z on t his contour 
(24-.72) • • +/2TT1 li mi t J:,_,~1 F(z~ dz= nt f -n 1:t R(r) > ,-./ 
n -?"'° b z - r -r - r 
n 
O"' 
= F(r) + 2- e-n 
n=l 
- r - r 
if R(r) <r/. 
whore f is t he re si due of F( z) at 
- n 
n t he r to the left of r./. Compar-
n 
i ng (4.71) and (4.72) we can write 
Oo 
C~. 73) • • F(r) + L. 
n=l fn ::: r n=l if R(r) >--/, 
OC> 
(4. 74) • L n=l 
r 
In either of these 
(4. 75) • • • F(r) = 
r - r 
l'1 
r + r 
n 
~ 
e>n . = -F(r) + L 
n:l f-n 
- r r + r 
n n 
00 00 L fn + ~ f-p n=l 
--
r - r r + r 
n n 
if R(r) < ,../. 
• 
lfow inverse transfor m both sides of (4. 75) with res pect to r: 
(11-. 76) L- 1 [ F(r) J = !;_ f nernY + ~ f:_ne-rn7. 
7/e wi l l now obtain expressions f or (? and E> • 
n -n 
rn = [ sinh p(x 0 - x)sinh pu ] 
x0 :p cosh p x0 dp/dr + sinh p x0 
dp/dr 
~
2 2 2 
Since :p = y. - a r dp/dr = -r/p and P becomes 
n 
a 
e = sin rmx/xo sin nffll./xo 
n 
By comparison 
-x r 
On 
f -n = 
sin nnx/x in nffll/x 0 0 . 
X r O n 
Then (4.76) becomes 
(4.77) L-l lF{r~ 
r 
n 
r=r 
n 
Note that the second term of (4.65) contains a function of r that 
i s the same a s F(r) exc ept that u and x a r e interchanged . The inv erse 
t r ansfo rm given in (4.77) is the same f or both functions . Since this 
io true we can write the inverse transform of (4.65) with respect tor 
using theore m Von part of the expres s ion . 
( l~. 78) 
IX> 
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2 
V = 2s/a x 
0 
:> 1Xo 11 f(u,v)8in nrrx/x sin nffll./x sinh r {y - v)dvdu 
n=l o o O O . n . 
r 
n 
00 
+ 1/x L 1"'o V (u, O, a) sin nrrx./x0 sin nffll./x0 sinh r y d.u 0 n=l O y n • 
r 
n 
U$e the transform ~1th reapect t~ a of (4.57) to determine V (u,o.s). 
y 
That 1s, use V(x,y ,s) = o. For y = ·y the expression for Vin (4.78) 0 0 
uill equal zero if we choose the function V (u,O,s) to be 
'1 
(li. 79) • • V (u,O,s) = 2s /a.2. /YO f(u,v)sinh r (y - v)dv 
1 O n O • 
sinh r y 
no 
Substitute this into (4.78) to get 
(4 . 80) 
2 00 Xr,. y 
V = -2s/a x0 ~l 6--v 6 f(u,v)sin nrrx/.x:0 sin nffll/x0 sinh rn(y - v)dvd.U 
r 
n 
+ 2s/a.2x 0 !l 6XQ tO :t'(u,v)sin nrrx/x0 sin nffll/XO sinh rn7 sinh rn(y 0 - v)dvdu • 
r sinh r 7 
n no 
Write the integral with respect to v of the second term of (4.80) e.s a 
sum of two integrals, one going from zero to y and the other from y to y
0
• 
(l~.81) 
00 
V = 2s/a
2
x [L 1XO l' f(u,v)sin nrrx/x sin nffll/x sinh r v sinh r (y - y)dvdu 
O n=l O O O O n n O 
r inh r y 
n n 0 
C>o 
+ L 1%o r0 t<u, v> stn n1TZ./x 1n nffll/x s1nh r y s1nh r. c7 - v>.avd~ n=l O Y O O n n O J-
r s1nh r y
0 n n 
Let 
F (s) = s sinh r v sinh r (y - y) 
l n n O • 
r sinh r 1
0 n n 
This has otmple poles at 1 = ! am.Js; + ~ 
M y X 
(r = mm./y0)(m = l, 2, • • • } • n 
O 0 
s = am. n/x 1a a re movable singnla.ri ty. 
m O 
Then 
1 2 00 (4 .82) L- {F 1 (s)j = 2a /..,-0 k sin nmy/y0 sin mTJV/70 cos(am.fi + ii;\. Yo ~) 
We can now inverse transform (4.81) with respect to s to formally obtain 
tha final solution of the problem. 
(4.83) 1.J = ti &i Amn sin nm;x 0 sin mrr/70 CGs(afft P,) 
Yo 0 where 
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l>ART V 
--
QONCLUSION$ 
A table of correspondences bet· .1ecn functions a.nd their La.place 
transforms can be made without too much difficulty which include many 
of the more common functions . The use of such a table together with 
theorems on operations makes it much simpler to bota.in th e solutions of 
Problems A end B by use of La.place Transformation than by the classical 
method . The solutions by the operational method are obtained by simple 
algebraic oper ations and the arbitrary constants ar e evaluated in the 
process . In Problem C the sol ution by use of Laplace Transformation is 
just as involved as the solution by the classical method. Problem Dis 
solved easier by Laplace transforms but some variations of th is problem 
lead to equations which are very cumbersome. For example , if the initial 
condition (4.48) were a function of the radius rather than constant then 
equation (4.49) would be rather difficult to solv e. Problem E is solved 
by the usu.al procedure using classic al methods but when we try to solve 
the same pr oblem by use of Laplace transform we encounter eqUa.tion (4.65) 
which d.oes not satisfy the conditions of the theorems concerning inverse 
transforms. However, the theorems give only suffiei~nt conditions for 
the inverse transform to exist and not necessary conditions. In this 
problem the inverse transforms ar e seen to exist and the problem is coB-
pleted without the use of the theorems on equation (4.65). 
!n general, the Laplace Transformation is a useful operation in 
solving boundary value problems in which the differential equations 
(either or dinary or partial) have const nt coefficients . It the coeffic-
ients are not constant th e transform at ion us'U8.lly does not yi~l d a 
simpler equation than the original . 
