An alternating preconditioner for saddle point problems  by Peng, Xiao-Fei & Li, Wen
Journal of Computational and Applied Mathematics 234 (2010) 3411–3423
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
An alternating preconditioner for saddle point problemsI
Xiao-Fei Peng a, Wen Li b,∗
a Nanhai College of South China Normal University, Foshan 528225/School of Mathematics, Central South University, Changsha 410083, China
b School of Mathematical Sciences, South China Normal University, Guangzhou, 510631, China
a r t i c l e i n f o
Article history:
Received 6 January 2008
Received in revised form 24 April 2010
Keywords:
Saddle point problems
Matrix splitting
The alternating preconditioner
Eigenvalue distribution
Convergence rate
a b s t r a c t
Based on matrix splittings, a new alternating preconditioner with two parameters is
proposed for solving saddle point problems. Some theoretical analyses for the eigenvalues
of the associated preconditioned matrix are given. The choice of the parameters is
considered and the quasi-optimal parameters are obtained. The new preconditioner
with these quasi-optimal parameters significantly improves the convergence rate of
the generalized minimal residual (GMRES) iteration. Numerical experiments from the
linearized Navier–Stokes equations demonstrate the efficiency of the new preconditioner,
especially on the larger viscosity parameter ν. Further extensions of the preconditioner to
generalized saddle point matrices are also checked.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Consider the following saddle point problem:(
A BT
−B 0
)(
u
v
)
=
(
f
−g
)
, or A˜x = b. (1.1)
Let A be an m × m positive real matrix (i.e., AT + A is positive definite) and B be an n × m full rank matrix with n ≤ m,
and hence the coefficient matrix A˜ is nonsingular. Such systems often arises when the steady Navier–Stokes equations are
linearized by Picard iterations, leading to the Oseen equations [1].
The solution of the linear system (1.1) can be achieved by a large variety of methods; a very good survey was given
in [2]. For large and sparse systems, Krylov subspace algorithms are preferable [3]. To improve the convergence rate of
Krylov methods, preconditioning techniques have been exploited, and many effective preconditioners have been employed
for saddle point systems in recent years: block preconditioners [4–10], constraint preconditioners [11–14], combination
preconditioners [15], etc. Recently, based on the Hermitian and skew-Hermitian splitting (HSS) iterative method [16], an
alternating preconditioner was analyzed in [17]. Bai et al. further generalized HSS to positive-definite and skew-Hermitian
splitting (PSS) and constructed a preconditioner based on the splitting [18]. Pan et al. established another alternating-
direction iteration and presented the corresponding alternating preconditioner for a system with large viscosity ν [19],
where the associated preconditioned generalized minimal residual (GMRES) method is more efficient than the one in [17].
In this paper, we propose a new alternating preconditioner. As demonstrated in numerical experiments, the proposed
preconditioner is more competitive than the one in [19]. The main results of the paper are given in Section 2, where the
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new preconditioner is analyzed, the spectral properties of the preconditioned matrix are discussed and the quasi-optimal
parameters are considered. Numerical results are listed in Section 3. In Section 4, the alternating preconditioner is further
applied to the generalized saddle point problem. In the final section, we draw our conclusions.
2. The new preconditioner
Without further illustration, we always assume that B is full row rank and A is positive real. Let A˜ = H˜ + S˜, where
H˜ =
(
A BT
0 0
)
and S˜ =
(
0 0
−B 0
)
.
Similar to the classical alternating direction implicit (ADI) method [20], we consider the following two splittings of A˜:
A˜ = (α1I + H˜)− (α1I − S˜) = (α2I + S˜)− (α2I − H˜),
where I denotes the identity matrix, and α1 and α2 are positive parameters. Nowwe propose a new algorithm based on the
two splittings.
Given an initial guess x(0), for k = 1, 2, . . ., we compute a sequence x(k) as follows:{
(α1I + H˜)x(k+ 12 ) = (α1I − S˜)x(k) + b,
(α2I + S˜)x(k+1) = (α2I − H˜)x(k+ 12 ) + b.
(2.1)
By eliminating the intermediate vector x(k+
1
2 ), we have the iteration in fixed point form as
x(k+1) = Tα1,α2x(k) + c,
where
Tα1,α2 := (α2I + S˜)−1(α2I − H˜)(α1I + H˜)−1(α1I − S˜)
is the iteration matrix and
c := (α2I + S˜)−1[I + (α2I − H˜)(α1I + H˜)−1]b.
The iteration matrix Tα1,α2 can be rewritten as follows:
Tα1,α2 = [(α1I + H˜)(α2I + S˜)]−1[(α2I − H˜)(α1I − S˜)]
= [(α1I + H˜)(α2I + S˜)]−1[(α1I + H˜)(α2I + S˜)− (α1 + α2)A˜]
= I −
[
1
α1 + α2 (α1I + H˜)(α2I + S˜)
]−1
A˜
= I − P−11 A˜,
where
P1 := 1
α1 + α2 (α1I + H˜)(α2I + S˜).
Obviously, P1 is nonsingular. It is easy to see that Tα1,α2 is the matrix induced by the splitting A˜ = P1 − (P1 − A˜). Therefore
the linear system A˜x = b is equivalent to the linear system
(I − Tα1,α2)x = P−11 A˜x = c.
The latter can be solved by the GMRESmethod [21]. In other words, the preconditioned GMRESmethodwas applied to solve
the former, where P1 is regarded as a preconditioner. The new preconditioner can be factorized as
P1 = 1
α1 + α2
(
α1I + A BT
O α1I
)(
α2I O
−B α2I
)
. (2.2)
Let r = (rT1 , rT2 )T , r1 ∈ Rm, r2 ∈ Rn. Note that the linear system P1z = r can be solved efficiently, since P1 is a product of
triangular matrices, which can be done by the following procedures.
Method 2.1. (1) zˆ2 = 1α1 r2;
(2) Solve (α1I + A)zˆ1 = (α1 + α2)(r1 − BT )zˆ2, for zˆ1;
(3) zˆ2 = (α1 + α2)zˆ2;
(4) z1 = 1α2 zˆ1;
(5) z2 = 1α2 (zˆ2 + Bz1);
(6) z = (zT1 , zT2 )T .
Compared with the preconditioners in [17,19], which have more complicated block structure, the new preconditioner
may save computational costs considerably.
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2.1. Spectral properties of the preconditioned matrix
Let (λ, y) be an eigenpair of P−11 A˜ with y = (u∗, v∗)∗ 6= 0, where the superscript ∗ denotes the conjugate transpose of
the matrix. Substituting (2.2) into A˜y = λP1y yields
(α1 + α2)(Au+ BTv) = λα2(α1I + A)u− λBTBu+ λα2BTv, (2.3)
−(α1 + α2)Bu = −λα1Bu+ λα1α2v. (2.4)
Remark 2.1. It should be noted that u 6= 0. Otherwise, by (2.4), either λ = 0 or v = 0, which contradicts the nonsingularity
of A˜ or the definition of the eigenvector.
Without loss of generality, we always assume that ‖u‖2 = 1, i.e., u∗u = 1. Substituting (2.4) into (2.3) yields
λ2α21α
2
2u+ λα1α2(λα2 − α1 − α2)Au+ (α1 + α2)2(1− λ)BTBu = 0.
Left-multiplying both sides by u∗ gives
α1α
2
2(α1 + a1 + b1i)λ2 − (α1 + α2)[α1α2(a1 + b1i)+ (α1 + α2)a2]λ+ (α1 + α2)2a2 = 0, (2.5)
where a1 = Re(u∗Au) and b1 = Im(u∗Au) denote respectively the real and imaginary parts of the complex number u∗Au,
and a2 = u∗BTBu. Obviously, a1 > 0 and a2 ≥ 0.
Define the functions fi(α1, α2)(i = 1, 2) as follows:
f1(α1, α2) = α21α22(a21 − b21 − 4a2)+ (α1 + α2)2a22 + 2α1α2(α1 − α2)a1a2
and
f2(α1, α2) = 2α1α2b1[α1α2a1 + (α1 − α2)a2].
Solving (2.5) for λ, we obtain
λ1,2 = (α1 + α2)
[
α1α2(a1 + b1i)+ (α1 + α2)a2 ±√f1(α1, α2)+ if2(α1, α2)
]
2α1α22(α1 + a1 + b1i)
, (2.6)
where λ1 and λ2 correspond to taking the ‘+’ and ‘−’ signs in (2.6), respectively.
Remark 2.2. The eigenvalues of the preconditioned matrix approach zero as the parameters α1 and α2 tend to infinity.
If a2 = 0, (2.6) is simplified as
λ1,2 = (α1 + α2)[(a1 + b1i)± (a1 + b1i)]2α2(α1 + a1 + b1i) ,
which implies that the associated eigenvalues are given by
λ = (α1 + α2)(a1 + b1i)
α2(α1 + a1 + b1i) (2.7)
due to the nonsingularity of the preconditioned matrix. And thus, we have the following theorem.
Theorem 2.1. If u ∈ null(B) and the parameter α1 tends to zero, then the eigenvalues λ(P−11 A˜) of the preconditioned matrix
approach 1, i.e.,
lim
α1→0
λ(P−11 A˜) = 1.
Let
z1 + iz2 =
√
f1(α1, α2)+ if2(α1, α2),
where z1, z2 ∈ R. A simple computation reveals that
z1 =

√
f 21 (α1, α2)+ f 22 (α1, α2)+ f1(α1, α2)
2

1
2
,
z2 = sign(f2(α1, α2)) ·

√
f 21 (α1, α2)+ f 22 (α1, α2)− f1(α1, α2)
2

1
2
.
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If a2 > 0, we consider a few special cases of the preconditioner P1, where the parameters α1 and α2 satisfy the given
relationship. For simplicity, the above functions f1(α1, α2) and f2(α1, α2) are denoted by f1 and f2, respectively.
Case 1. α1 = α2 and α1 → 0. It is easy to see that
f1 = α21
[
α21(a
2
1 − b21 − 4a2)+ 4a22
]
and f2 = 2α41a1b1. (2.8)
By (2.6), we get
λ1,2 =
α1(a1 + b1i)+ 2a2 ± 1α1
√
f1 + if2
α1(α1 + a1 + b1i) . (2.9)
It follows that
λ2 = 4a2
α1(a1 + b1i)+ 2a2 + 1α1 (z1 + iz2)
= 4a2
α1a1 + 2a2 + z1α1 + i
(
α1b1 + z2α1
) . (2.10)
It is easy to check that
lim
α1→0
f1
α21
= 4a22 and lim
α1→0
f2
α21
= 0,
which implies that
lim
α1→0
z1
α1
= lim
α1→0

√(
f1
α21
)2 + ( f2
α21
)2 + f1
α21
2

1
2
= 2a2,
lim
α1→0
z2
α1
= lim
α1→0
sign(f2 (α1, α2)) ·

√(
f1
α21
)2 + ( f2
α21
)2 − f1
α21
2

1
2
= 0.
Therefore we have
lim
α1→0
λ2 = 4a24a2 = 1. (2.11)
Case 2. α1 + α2 = k (constant)with k ≥ 1 and α1 → 0. For this case, we get
f1 = α21(k− α1)2(a21 − b21 − 4a2)+ k2a22 + 2α1(k− α1)(2α1 − k)a1a2,
f2 = 2α1(k− α1)b1[α1(k− α1)a1 + (2α1 − k)a2]. (2.12)
(2.6) becomes
λ1,2 = k
[
α1(k− α1)(a1 + b1i)+ ka2 ±√f1 + if2
]
2α1(k− α1)2(α1 + a1 + b1i) . (2.13)
A simple calculation reveals that
λ2 = 2ka2
α1(k− α1)(a1 + b1i)+ ka2 + z1 + iz2
= 2ka2
α1(k− α1)a1 + ka2 + z1 + i[α1(k− α1)b1 + z2] .
Note that
lim
α1→0
f1 = k2a22 and lim
α1→0
f2 = 0.
It follows that
lim
α1→0
z1 = lim
α1→0

√
f 21 + f 22 + f1
2

1
2
= ka2,
lim
α1→0
z2 = lim
α1→0
sign(f2) ·

√
f 21 + f 22 − f1
2

1
2
= 0.
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Immediately, we obtain
lim
α1→0
λ2 = 2ka2ka2 + ka2 = 1. (2.14)
Case 3. α1α22 = k (constant)with k ≥ 1 and α1 → 0. For this case, the functions f1 and f2 are given as follows:
f1 = kα1(a21 − b21 − 4a2)+
(
α1 +
√
k
α1
)2
a22 + 2
(
α1
√
kα1 − k
)
a1a2,
f2 = 2b1
[
ka1α1 +
(
α1
√
kα1 − k
)
a2
]
.
(2.15)
The eigenvalues of the preconditioned matrix are
λ1,2 =
(
α1 +
√
k
α1
) [√
kα1(a1 + b1i)+
(
α1 +
√
k
α1
)
a2 ±√f1 + if2
]
2k(α1 + a1 + b1i) . (2.16)
We easily check
λ2 =
2
(
α1 +
√
k
α1
)
a2
√
kα1(a1 + b1i)+
(
α1 +
√
k
α1
)
a2 + z1 + iz2
= 2a2
a1
√
kα1
α1+
√
k
α1
+ a2 + z1
α1+
√
k
α1
+ i
(
b1
√
kα1
α1+
√
k
α1
+ z2
α1+
√
k
α1
) .
Since
lim
α1→0
f1(
α1 +
√
k
α1
)2 = a22 and limα1→0 f2(
α1 +
√
k
α1
)2 = 0,
we obtain
lim
α1→0
z1
α1 +
√
k
α1
= lim
α1→0

√
f 21 + f 22 + f1
2
(
α1 +
√
k
α1
)2

1
2
= a2,
lim
α1→0
z2
α1 +
√
k
α1
= lim
α1→0
sign(f2) ·

√
f 21 + f 22 − f1
2
(
α1 +
√
k
α1
)2

1
2
= 0.
Therefore
lim
α1→0
λ2 = 2a2a2 + a2 = 1. (2.17)
In terms of (2.11), (2.14) and (2.17), we obtain the following results.
Theorem 2.2. Let u 6∈ null(B) and the parameters α1 and α2 be given by Cases 1–3. Then
lim
α1→0
λ2 = 1.
In addition, in terms of (2.13) and (2.16), we obtain easily that
λ1 → a2
α1(a1 + b1i) as α1 → 0,
which means that the clustering of the eigenvalues is independent of the constant k in Cases 2–3.
Next we consider the distribution of all eigenvalues of the preconditionedmatrix for Cases 1–3. To this end, let D(α1, α2)
denote the distance between the eigenvalues λ1 and λ2. Then, by (2.6), we have
D(α1, α2) = |λ1 − λ2| = α1 + α2
α1α
2
2
∣∣∣∣ z1 + iz2α1 + a1 + b1i
∣∣∣∣ = (α1 + α2)
√
z21 + z22
α1α
2
2
√
(α1 + a1)2 + b21
. (2.18)
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It follows from the expressions of z1 and z2 that
z21 + z22 =
√
f 21 (α1, α2)+ f 22 (α1, α2).
And thus
D(α1, α2) = 1√
(α1 + a1)2 + b21
(
1+ α1
α2
)
4√F , (2.19)
where
F =
(
f1(α1, α2)
α21α
2
2
)2
+
(
f2(α1, α2)
α21α
2
2
)2
. (2.20)
It follows that
F =
[
(a21 − b21 − 4a2)+
(
1
α1
+ 1
α2
)2
a22 − 2
(
1
α1
− 1
α2
)
a1a2
]2
+ 4b21
[(
1
α1
− 1
α2
)
a2 − a1
]2
. (2.21)
For the sake of clarity, in Cases 1–3, the distance D(α1, α2) is denoted by D1(α1), D2(α1) and D3(α1), respectively.
Correspondingly, notations F1, F2 and F3 are used instead of F in the distance D(α1, α2), respectively.
Define the function F(t) as follows:
F(t) =
[
(a21 − b21 − 4a2)+
(
1
α1
+ t
)2
a22 − 2
(
1
α1
− t
)
a1a2
]2
+ 4b21
[(
1
α1
− t
)
a2 − a1
]2
. (2.22)
A direct calculation gives
F ′(t) = 4a42t3 + 12a32
(
a2
α1
+ a1
)
t2 + g1(α1)t + g0(α1), (2.23)
where
g1(α1) = 4a2
[
(a21 − b21 − 4a2)+
3a22
α1
+ 2a1a2
α1
+ 2(a21 + b21)
]
,
g0(α1) = 4a2
{(
a2
α1
+ a1
)[
(a21 − b21 − 4a2)+
a2
α1
(
a2
α1
− 2a2
)]
− 2
(
a2
α1
− a1
)
b21
}
.
When α1 tends to zero, it holds that
g1(α1) > 0 and g0(α1) > 0. (2.24)
Combining (2.23) with (2.24), we get F ′(t) > 0. Hence the function F(t) is increasing with respect to t . As α1 → 0, it is easy
to see that
1
α1
>
1
k− α1 >
√
α1
k
.
It follows that
F
(
1
α1
)
> F
(
1
k− α1
)
> F
(√
α1
k
)
;
that is to say,
F1 > F2 > F3. (2.25)
In terms of (2.19), Di(α1)(i = 1, 2, 3) is given by
Di(α1) = (1+ α1ti)
4
√
Fi√
(α1 + a1)2 + b21
, (2.26)
where t1 = 1α1 , t2 = 1k−α1 , and t3 =
√
α1
k . Obviously,
D1(α1) > D2(α1) > D3(α1), (2.27)
which implies that the clustering of eigenvalues in Case 3 is the best of the three cases.
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Based on the above analyses, we have the following remarks.
Remark 2.3. When α1 tends to zero, it holds that
• the eigenvalues taking the ‘−’ sign in the case that u∗BTBu > 0 have the same approximation as those in the case that
u∗BTBu = 0, which implies that a majority of eigenvalues of the preconditioned matrix may cluster around the point
(1, 0);
• the constant k does not directly effect on the clustering of the eigenvalues in Cases 2–3. For simplicity, we take k = 1 in
Cases 2–3;
• the eigenvalues in Case 3 have more favorable distribution than those in Cases 1–2.
2.2. The quasi-optimal parameters of the new preconditioner
It is well known that a clustered spectrum away from the origin often results in rapid convergence of Krylov subspace
methods. By Remark 2.3, if we choose parameters in terms of Case 3, the new preconditioner P1 may improve greatly the
convergence rate of the Krylov subspace methods, where α1 tends to zero and α2 = 1√α1 . Therefore, in the remainder of this
paper, we only consider the better parameters of the new preconditioner with α1α22 = 1.
On the one hand, as α1 tends to zero, most of the eigenvalues are close to 1. However, on the other hand, smaller α1 will
result in larger λ1, which may reduce the convergence rate of Krylov iterative methods. Hence it is necessary to find the
appropriate parameters to obtain a balance. In other words, the quasi-optimal parameters introduced in [22,23] should be
determined, which are denoted by α1b and α2b with the relationship α1bα22b = 1, respectively.
For a small-scale system, we use the following algorithm to check numerically the quasi-optimal parameters in the light
of the lowest number of iterations.
Method 2.2 (The Test Method for the Quasi-optimal Parameters of a Small-scale System).
(1) Let α1 = 10−k and α2 = 1√α1 , for k = 1, 2, 3 . . ., carry out the preconditioned GMRES method with the new precondi-
tioner until kb is obtained, where kb denotes k corresponding to the least iteration number;
(2) let α1 = j × 10−kb and α2 = 1√α1 , for j = 1, 2, . . . , 9, carry out the preconditioned GMRES method with the new
preconditioner until jb is obtained, where jb denotes j corresponding to the least iteration number;
(3) take α1b = jb × 10−kb and α2b = 1√α1b .
For a large-scale system, we can predict the quasi-optimal parameters α˜1b and α˜2b according to the quasi-optimal
parameter α1b of the small-scale system. Let n × n and N × N denote the two grids of the finite element discretization
for the Oseen problem, which yield the small-scale and the large-scale systems, respectively.
The quasi-optimal parameters of the large-scale system are determined by the following expressions:
α˜1b = n
2 × α1b
N2
, and α˜2b = 1√
α˜1b
. (2.28)
Namely, α˜1b is taken as a quantity inversely proportional to the number of grids.
Clearly, it is easy to obtain the quasi-optimal parameters for a small-scale system numerically. We emphasize that
Method2.2 not only shows the performance of the newpreconditionerwith different parameters but also plays an important
role in giving the quasi-optimal parameters for a large-scale system. However, it is difficult to show (2.28) in theory; this
remains to be explored in the future.
3. Numerical experiments
In this section, we shall carry out numerical experiments for the linear system (1.1) coming from the finite element
discretization of the two-dimensional linearized steady-state Navier–Stokes equations (the Oseen problem) to test the
performance of our preconditioner. The test problem is the leaky-lid driven cavity problem generated by the IFISS software
written by Howard Elman et al. [24].
To solve the above Oseen problem, we use stable Q2− P1 discretization for four grid sizes from 16× 16 to 128× 128 and
three different values of ν. Since the matrix B generated by the package is actually singular, we drop the first row to obtain
a full rank matrix. The dimension of the problem and the associated data are given in Table 1 and the spectra of the original
coefficient matrix A˜ are displayed in Fig. 1 for the Oseen problem on a 16× 16 grid.
All runs were performed with MATLAB on a PC with a 1.70 GHz processor and 504 MB memory. The GMRES method is
used to solve the above problem. By nz(·)we denote the number of nonzero elements in the associated matrix. IT and CPU
represent the number of iteration steps and elapsed CPU times in seconds, respectively. RES and ERR represent the norms
of the relative residual and error vectors, respectively. Namely,
RES = ‖r
(k)‖2
‖r (0)‖2 and ERR =
‖x(k) − x∗‖2
‖x(0) − x∗‖2 ,
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(a) Spectrum for ν = 1. (b) Spectrum for ν = 0.1. (c) Spectrum for ν = 0.02.
Fig. 1. Eigenvalues of the matrix A˜ for the Oseen problem on a 16× 16 grid.
Table 1
Properties of the test problem.
Grid m n nz(A) nz(B)
16× 16 578 191 6178 1972
32× 32 2178 767 28578 9874
64× 64 8450 3071 122530 44522
128× 128 33282 12287 507042 191090
Table 2
Iteration number of the GMRES method with the preconditioner P1 for the Oseen problem on a 16× 16 grid.
(α1, α2) (10, 15) (100, 150) (1000, 1500) GMRES
ν = 1 188 237 244 245
ν = 0.1 193 200 201 201
ν = 0.02 308 313 314 314
where rk, r0 and x(k) denote the k-th residual vector, initial one and the k-th iteration solution, respectively. We used a zero
initial guess and stopped the iteration when RES ≤ 10−8 or the maximum prescribed number of iteration kmax is exceeded,
where kmax = 1000. For the convenience of checking the error, we choose the right-hand-side vector b ∈ Rm+n such that
the exact solution x∗ = (1, 1, . . . , 1) ∈ Rm+n.
3.1. Properties of the new alternating preconditioner
Fig. 2 demonstrates the properties shown in Remark 2.2, i.e., the eigenvalues of the preconditioned matrix become
increasingly centered on the origin as the parameters become larger. However, Table 2 indicates that the cluster to the
origin is unfavorable because the associate preconditioned GMRES method performs as poorly as the unpreconditioned
version.
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Fig. 2. Eigenvalues of the matrix P−11 A˜ for the Oseen problem on a 16× 16 grid: α2 = 1.5α1 .
Table 3
The number of eigenvalues of the matrix P−11 A˜ clustering at the point (1, 0) for the Oseen problem on a 16× 16 grid: α2 = 1√α1 .
α1 1 10−1 10−2 10−3 10−4 10−5
ν = 1 144 543 583 570 578 578
ν = 0.1 128 156 569 579 578 578
ν = 0.02 128 176 411 577 578 578
Table 3 lists the number of eigenvalues of the preconditioned matrix in an open disk of radius 0.1 centered at the point
(1, 0). As analyzed as in Section 2, the eigenvalues of the preconditioned matrix concentrate into the point (1, 0) as α1
becomes smaller. To our surprise, the number becomes 583 for a total of 769 eigenvalues when we take α1 = 0.01 and
ν = 1.
3.2. Comparison results with another alternating preconditioner
Here we shall compare our preconditioner with the one in [19]. The latter is defined as follows:
P2 = 12α (αI + Hˆ)(αI + Sˆ),
with
Hˆ =
(
A O
O O
)
and Sˆ =
(
O BT
−B O
)
.
Since the quasi-optimal parameter αb of the preconditioner P2 is not given in [19], we only choose it in terms of
Method 2.2 for a small-scale system, where α1b and α1 are replaced by αb and α, respectively. Similar to (2.28), we predict
the quasi-optimal parameter α˜b in the preconditioner P2 for a large-scale system as follows:
α˜b = n
2 × αb
N2
. (3.1)
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Table 4
The quasi-optimal parameters for the Oseen problem on a 16× 16 grid.
v 1 0.1 0.02
α1b 0.01 0.001 0.001
αb 0.03 0.1 0.04
Table 5
The numbers of eigenvalues of the preconditioned matrix with quasi-optimal parameters clustering at the associated points: 16× 16 grid.
v 1 0.1 0.02
P−11 A˜ 583 578 577 → the point (1, 0)
P−11 A˜
571 153 292 → the point (2, 0)
182 1 0 → the point (0, 0)
Table 6
Convergence result for the Oseen problem on a 16× 16 grid.
v Method IT CPU RES ERR
1
GMRES 245 1.188 9.3106e−9 4.7313e−7
GMRES(P1) 28 0.547 4.2037e−9 1.3580e−7
GMRES(P2) 62 2.469 6.1852e−9 1.4237e−8
0.1
GMRES 201 1.235 9.7770e−9 8.7102e−8
GMRES(P1) 63 1.250 5.1124e−9 1.0355e−7
GMRES(P2) 44 1.781 6.9029e−9 1.1096e−8
0.02
GMRES 314 2.062 9.4231e−9 1.4729e−7
GMRES(P1) 95 1.906 6.4915e−9 8.5754e−8
GMRES(P2) 34 1.422 8.7059e−9 2.2051e−8
Table 7
The quasi-optimal parameters for large-scale systems.
N × N 32× 32 64× 64 128× 128
ν = 1 ˜α1b 0.0025 0.000625 0.00015625
α˜b 0.0075 0.001875 0.00046875
ν = 0.1 ˜α1b 0.00025 0.0000625 0.000015625
α˜b 0.025 0.00625 0.0015625
ν = 0.02 ˜α1b 0.00025 0.0000625 0.000015625
α˜b 0.01 0.0025 0.000625
By Method 2.2, the quasi-optimal parameters for a small-scale system are given in Table 4, where α2b = 1√α1b . Table 5
lists the number of the associated eigenvalues in an open disk of radius 0.1 centered at the given point. We may see that
the new preconditioner P1 with the parameters α1b and α2b indeed leads to clustered spectra around the point (1, 0). In
terms of the analysis in [19], when the parameter is small enough, the eigenvalues of the preconditioned matrix with the
preconditioner P2 gather into the points (0, 0) and (2, 0). Table 5 shows the clustering properties of the spectra. In Table 6, we
list numerical results of the test problems with the above quasi-optimal parameters. This table shows that the test methods
attain a faster and faster convergence rate as the eigenvalues of the preconditioned matrices become increasingly clustered
in the point (1, 0) or (2, 0), which verifies the feasibility of Method 2.2. Note that the clustering to the origin is unfavorable
for Krylov subspacemethods. As shown as in Table 6, the high clustering of eigenvalues to the point (0, 0) does not give good
convergence behavior of the GMRES method for the case ν = 1.
According to the expressions (2.28) and (3.1), the quasi-optimal parameters α˜1b and α˜b for a large-scale system are given
in Table 7, where α˜2b = 1√
α˜1b
. In Tables 8–10, we list numerical comparison results for the preconditioned GMRESmethods
with the above quasi-optimal parameters. These tables imply that two preconditioners greatly improve the convergence
rate of the GMRES iteration. As expected, Tables 8 and 9 reveal that the new preconditioner is always more competitive in
terms of iteration steps and elapsed CPU times when ν is large. From Table 10, we can observe that the new preconditioner
still works well in the sense of lower CPU times and feasible iteration steps. What is more, Tables 8–10 suggest that the
preconditioned GMRES methods with the preconditioner P1 have convergence rate nearly independent of the scale of the
test problems, which is an very advantageous property for the iterative method. As the size of the system increases, this
advantage is increasingly apparent, which indicates that the expressions (2.28) are very practical.
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Table 8
Convergence result for the test problem with ν = 1.
N × N Method IT CPU RES ERR
32× 32
GMRES 502 16.984 9.2511e−9 1.3184e−6
GMRES(P1) 31 3.047 3.0639e−9 9.1766e−8
GMRES(P2) 98 20.359 8.0658e−9 2.4463e−8
64× 64
GMRES >1000 – – –
GMRES(P1) 32 15.578 4.7424e−9 2.4668e−7
GMRES(P2) 156 262.813 8.7135e−9 3.5731e−8
128× 128
GMRES >1000 – – –
GMRES(P1) 32 91.625 7.2959e−9 1.1367e−5
GMRES(P2) 242 6919.047 9.9490e−9 5.8004e−8
Table 9
Convergence result for the test problem with v = 0.1.
N × N Method IT CPU RES ERR
32× 32
GMRES 439 15.594 9.8451e−9 1.6265e−7
GMRES(P1) 62 6.625 9.4940e−9 8.1340e−8
GMRES(P2) 72 15.594 6.6619e−9 1.3682e−8
64× 64
GMRES 886 271.109 9.8994e−9 6.2838e−7
GMRES(P1) 71 35.547 5.1045e−9 3.2032e−7
GMRES(P2) 122 217.562 9.0578e−9 2.3373e−8
128× 128
GMRES >1000 – – –
GMRES(P1) 72 341.110 1.9553e−9 2.0690e−7
GMRES(P2) 217 3524.578 9.6209e−9 3.2319e−8
Table 10
Convergence result for the test problem with ν = 0.02.
N × N Method IT CPU RES ERR
32× 32
GMRES 683 36.344 9.6543e−9 5.1675e−7
GMRES(P1) 126 13.469 9.6467e−9 1.4503e−7
GMRES(P2) 53 11.344 9.8955e−9 2.0619e−8
64× 64
GMRES >1000 – – –
GMRES(P1) 143 67.375 3.5937e−9 5.7347e−8
GMRES(P2) 97 170.688 8.4268e−9 2.0838e−8
128× 128
GMRES >1000 – – –
GMRES(P1) 144 471.609 4.5609e−9 3.9220e−7
GMRES(P2) 175 2105.266 9.6634e−9 3.2017e−8
4. Further extensions
More generally, consider the generalized saddle point problem:
A˜x =
(
A BT
−B C
)(
u
v
)
=
(
f
−g
)
= b, (4.1)
where C ∈ Rn×n is Hermitian positive semidefinite.
Let A˜ = H˜ + S˜, where
H˜ =
(
A BT
O C
)
and S˜ =
(
O O
−B O
)
.
As before, the alternating preconditioner is given by
P1 = 1
α1 + α2 (α1I + H˜)(α2I + S˜).
The test problem is still the leaky-lid driven cavity problem generated by the IFISS software. We employ the stabilized
Q1 − P0 mixed finite element on a uniform grid to solve the corresponding Oseen problem. In all cases, the stabilized
parameter β = 0.25 is used and the matrix C is the stabilization matrix. Although the matrices generated by this package
are actually singular since B has rank n − 2, this does not cause any difficulty to the iterative solvers considered here. The
properties of the matrices A, B, C are given in Table 11.
Using Method 2.2, we determine the quasi-optimal parameters α1b and α2b of the new preconditioner for the Oseen
problem on a 16× 16 grid, which are 0.01, 0.02, 0.02 for ν = 1, ν = 0.1, ν = 0.02, respectively.
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Table 11
Matrix properties of the test problem.
Grid m n nz(A) nz(B) nz(C)
16× 16 578 256 3826 1800 768
32× 32 2178 1024 16818 7688 3072
64× 64 8450 4096 70450 31752 12288
128× 128 33282 16384 288306 129032 49152
Table 12
The quasi-optimal parameters for large-scale systems.
N × N 32× 32 64× 64 128× 128
ν = 1 0.0025 0.000625 0.00015625
ν = 0.1 0.005 0.00125 0.0003125
ν = 0.02 0.005 0.00125 0.0003125
Table 13
Convergence result for the test problem with ν = 1.
Grid Method IT CPU RES
32× 32 GMRES 323 7.937 9.4366e−9GM RES(P1) 15 1.281 4.5472e−9
64× 64 GMRES 644 120.265 9.7798e−9GM RES(P1) 15 9.391 7.4209e−9
128× 128 GMRES fail – –GM RES(P1) 15 147.766 8.4560e−9
Table 14
Convergence result for the test problem with ν = 0.1.
Grid Method IT CPU RES
32× 32 GMRES 243 5.875 9.6161e−9GMRES(P1) 42 4.860 3.5142e−9
64× 64 GMRES 452 65.437 9.9511e−9GMRES(P1) 44 18.391 2.0173e−9
128× 128 GMRES fail – –GMRES(P1) 45 265.360 9.1032e−9
Table 15
Convergence result for the test problem with ν = 0.02.
Grid Method IT CPU RES
32× 32 GMRES 525 20.391 9.7307e−9GMRES(P1) 129 9.282 5.4244e−9
64× 64 GMRES 862 269.110 9.9390e−9GMRES(P1) 145 63.485 3.7109e−9
128× 128 GMRES Fail – –GMRES(P1) 156 464.140 2.6025e−9
Table 12 lists the quasi-optimal parameters α˜1b for large-scale systems, which are computed in terms of the first
expression of (2.28), and the associated parameters α˜2b are given by α˜2b = 1√
α˜1b
. Tables 13–15 list convergence results
of the test methods with the associated quasi-optimal parameters. From the tables, we can obtain similar results to those
in Section 3, namely, the new preconditioner P1 improves the convergence rate of the GMRES method when the quasi-
optimal parameters are employed. It is worth mentioning that the associated preconditioned GMRES methods attain the
convergence rate nearly independent of the scale of problems.
5. Conclusions
In the paper, we have proposed a new alternating preconditioner with two parameters for saddle point problems
and analyzed the clustering properties of the spectra of the preconditioned matrices for different cases. In particular, we
discussed the feasible choice of the quasi-optimal parameters for a large-scale system. Numerical experiments show that
the new preconditioner greatly accelerates the convergence of the GMRES method when the quasi-optimal parameters are
X.-F. Peng, W. Li / Journal of Computational and Applied Mathematics 234 (2010) 3411–3423 3423
used. Moreover, the convergence rate of the associated preconditioned GMRES method is nearly independent of the size of
the problem. However, it is difficult to prove the independence in theory; remains as further research in the future.
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