In addition to giving some delay-independent conditions for global stability of the bidirectional associative memory neural networks with delays, we perform analysis of local stability and Hopf bifurcation. We also work out an algorithm for determining the direction and stability of the bifurcated periodic solutions.
Introduction
In this paper, we deal with the delayed bidirectional associative memory (BAM) neural networks described by the following system: where a ij , b ij , i; j ∈ N (1; n) := {1; 2; : : : ; n} are the connection weights through the neurons in two layers: I -layer and J -layer. On I -layer, the neurons whose states denoted by x i (t) receive the inputs I i and the inputs outputted by those neurons in J -layer via activation functions (output-input functions) f i , while on J -layer, the neurons whose associated states denoted by y i (t) receive the inputs J i and the inputs outputted from those neurons in I -layer via activation functions (output-input functions) g i . And ij ; r ij ; i; j ∈ N (1; n) are the associated delays due to the ÿnite transmission speed among neurons in di erent layers.
When there is no delay present, (1.1) reduces to a system of ordinary di erential equations which was investigated by Kosko [15] [16] [17] . Although system (1.1) can be mathematically regarded as a Hopÿeld-type neural network, which was extensively investigated recently (See, for example, [1, 3, 6, 8, 10, 11, 13, [18] [19] [20] 24, 25, 27] ), with dimension 2n, it really produces many nice properties due to the special structure of connection weights and has practical applications in storing paired patterns or memories and the ability to search the desired patterns via both directions: forward and backward directions. See [9, [15] [16] [17] 21] for details about the applications on learning and associative memories.
When delays are incorporated into the network models, stability analysis becomes much more di cult. For the bifurcation analysis to some special neural networks, we refer to [2, 23, 26, 28] . Among them, either only a single delay is considered [28] , or very special connection structure (ring structure) is required [2] , or only networks of two neurons are studied [23, 26] . To the best of our knowledge, no Hopf bifurcation analysis for BAM neural networks with n ¿ 2 has been performed in the literature. The reason for this is that the characteristic equation for a general large size network with multiple delays is a transcendental polynomial of higher degree with multiple exponential terms, which is extremely hard to analyze. Our aim in this paper is to study stability and the Hopf bifurcation of (1.1), which has a block (or layer) structure, another special connection structure other than ring. In performing the analysis of local stability and Hopf bifurcation, we need to assume that the delays in each layer are identical. It is this assumption, that allows us to make use of the Schur complement theory for block matrices in analyzing the characteristic equations.
The rest of this paper is organized as follows. In Section 2, we give some delay-independent criteria for global stability of (1.1). In Section 3, we study the local stability and the Hopf bifurcation, and work out an computable algorithm for determining the direction and stability of the Hopf bifurcation. We give an example in Section 4 to demonstrate our analytical results with some numeric simulations conÿrming the results.
Global stability
In this section, we give some results on existence and global stability of an equilibrium of (1.1). First, using the Brourwer ÿxed point theorem [5] , we can establish the existence as below.
Lemma 2.1. Suppose the activation functions f i , g i , i ∈ N (1; n) are continuous and bounded, then (1.1) has at least one equilibrium.
Without loss of generality, in what follows, we assume that I i = J i = 0 and f i (0) = g i (0) for i ∈ N (1; n) (otherwise, one just needs to perform a translation to (1.1)), that is, consider the systeṁ
The following global stability results are independent of the delays.
Theorem 2.1. Suppose there exist some p i ¿ 0; q i ¿ 0; i ∈ N (1; n) such that
Then the zero solution of (2.1) is globally asymptotically stable (exponentially).
Proof. The proof is similar to one in [25] by using the Liapunov functional
Theorem 2.2. Suppose there are some real positive numbers p i ; q i ; ; Á i ; i ∈ N (1; n) such that
Then the zero solution of system (2.1) is globally asymptotically stable.
Proof. The proof can be completed by using a Liapunov functional deÿned by
Note that we can obtain various su cient conditions to guarantee the global stability of (2.1) by various choices of the parameters p i ; q i ; ; Á i for i ∈ N (1; n). For example, by taking p i = q i = 1 for i ∈ N (1; n) in Theorem 2.1, one obtains the following corollary which is one of the main results in [21] .
Then system (2.1) is globally (exponentially) asymptotically stable.
Local stability and Hopf bifurcation
This section is the focus of this paper, in which we perform analysis for local stability and bifurcation. Such an analysis will show how delays will destroy the stability of the network. To this end, we assume in the rest of the this paper that the activation functions f i and g i are di erentiable. As explained in the introduction, we only consider a special case of (2.1): ij = 1 and r ij = 2 for all i; j ∈ N (1; n). Then the linearization of (2.1) at the ÿxed point 0 iṡ
where ij = a ij f j (0), ÿ ij = b ij g j (0) for i ∈ N (1; n). Denote the n × n identity matrix by E n , A = ( ij ), B = (ÿ ij ) and = 1 + 2 . Let
Then the associated characteristic equation is
is not a root of (3.2), which implies that (z + 1)E n is nonsingular. It follows from Theorem 1.23 of [7] that
where [W=(z + 1)E n ] is the Schur complement of the block (z + 1)E n in W (To see the deÿnition of Schur complement, we refer to [7] ). Therefore, (3.2) is equivalent to
It is easy to see that z is a solution of (3.3) if and only if there is ∈ (BA) such that
Hence, if i ; i ∈ N (1; n) are eigenvalues of BA, then (3.3) is equivalent to n scalar equations
Analyzing the distribution of roots of (3.5), we have (I) The zero solution of system (2.1) is asymptotically stable when = 0 if and only if
The zero solution of system (2.1) is asymptotically stable for all nonnegative if
Proof. Note that the zero solution is asymptotically stable if and only if all roots of (3.3) have negative real parts. Case (I): = 0, then (3.5) reads for each i ∈ N (1; n)
which shows that z = −1 ± i : It is easily seen that for any root z of (3.3), Re(z) ¡ 0 if and only if (3.6) holds.
Case (II): Letting i = a + ib and z = u + iv and substituting them to (3.5), we have
which gives
Taking square on the both sides of the above two equations and summing them up, we get
Hence, if u ¿ 0, the left-hand side of (3.9) will be greater than 1. However, the right-hand side e −u | i | ¡ 1 due to u ¿ 0 and (3.7). This shows if (3.7) holds, then (3.3) does not admit a root with positive real part. Thus the proof is complete.
From the above theorem, we see that for positive , if (3.7) does not hold, then the stability of the zero solution of (2.1) may be destroyed. To check this point, in what follows we assume that max i∈N (1; n)
Here and in what follows, we will restrict our attention to the case BA is a nonzero matrix having only real and purely imaginary eigenvalues. Since BA is a real matrix, its imaginary eigenvalues must appear in pairs, we may assume that Lemma 3.1. Suppose that (3.14) holds. Then for each j ¿ 1, deÿne
where ! j = j − 1, we have:
3) with = i j has a pair of purely imaginary simple roots ±i! j and all other roots have negative real parts.
, all roots of (3.3) with = j have negative real parts.
Proof. Suppose z = i! is a root of (3.3) with = i j . Then we may get
which shows that
where 0 ¡ arcsin (1−! 2 )= j ¡ and k is an integer. Clearly ( j ) is the least such positive . Hence at ( j ), (3.3) with = i j has a pair of purely imaginary roots ±i
Note that H j = 0 and 9H j =9z = 0 give = −2=(z + 1), which implies z is real. This shows that the multiple zeros of H j (z; ) have to be real, and hence i j − 1 is a simple purely imaginary root of (3.3) with = i j . Next we show that (3.3) with = i j has no root with positive real part. Suppose, on the contrary, that z = u + iv with u ¿ 0 is a root of (3.3) with = i j . Since the roots of (3.3) continuously depend on the parameter . Using Lemma 2.1 of [4] , there existsˆ ∈ (0; ( j )) such that (3.3) with = i j has a purely imaginary root at =ˆ , which contradicts with the fact that ( j ) is the smallest such .
Thirdly, we will show that (c) of this lemma is true. Di erentiating both sides of (3.4) with respect to leads to
A straightforward calculation yields
Let (x) be deÿned by
Then (d) of this lemma follows from the fact that (x) is decreasing for x ¿ 1. Thus the proof is complete.
Similarly, we have Lemma 3.2. Suppose that (3.13) holds. Then for each k ¡ −1, deÿne
where
3) with = k has a pair of purely imaginary simple roots ±i! k and all other roots have negative real parts.
, all roots of (3.3) with = k have negative real parts.
Proof. (i) -(iii) can be obtained from [26, Lemma 5] . (iv) follows from the fact that the function
is decreasing.
If both (3.13) and (3.14) are satisÿed, then we may deÿne * = min{ ( 1 ); ( 1 )}; (3.17) which is the least value of destabilizing the trivial solution of (2.1). Let x = x * ( 1 ) be the unique solution of the equation
In order to use the general Hopf bifurcation theory for functional di erential equations (see, [12] ), we assume that
By the above lemmas, we immediately have the following result on local stability and bifurcation for system (2.1).
Theorem 3.2. Suppose (3.11)-(3.14) and (3.19) are satisÿed, then we have:
, then the zero solution of (2.1) is asymptotically stable; (ii) If ¿ * , then the zero solution of (2.1) is unstable; (iii) The Hopf bifurcation occurs at = * . That is, system (2.1) has a branch of periodic solutions bifurcating from the zero solution near = * .
In the above, we have shown that the Hopf bifurcation occurs at some value * = * 1 + * 2 for the BAM (2.1). Next, by using the normal form method and the center manifold theory [12] , we will work out an algorithm for determining the direction, stability and the period of the bifurcated periodic solutions. Usually, the direction and stability of the Hopf bifurcation can be computed by the general algorithm developed in [12] (see also [14] ). But in the practical application, it is not an easy job for high-dimensional cases. We will give a speciÿc algorithm for a special case. More precisely, we will consider the BAM neural networks with two neurons in each layer, that is n = 2 in (2.1). Moreover, noting that most frequently used activation functions, such as tanh(x), satisfy tanh (0) = 0; tanh (0) = 0 and tanh (0) = 0; we will assume that the activation functions in (2.1) satisfy (P) for i ∈ N (1; n) f i (0) = 0; f i (0) = 0; f i (0) = 0 and g i (0) = 0; g i (0) = 0; g i (0) = 0.
Since when n = 2, the matrix BA is a 2 × 2 matrix, based on the previous analysis, we have two cases to consider: case (1) both of the eigenvalues of BA are real; case (2) the eigenvalues of BA are a pair of purely imaginary numbers. In what follows, we will deal with case (1). In this case, the two real eigenvalues of BA 1 and 2 satisfy 1 ¡ −1 ¡ 2 ¡ 1; and * = ( 1 ). It is seen from the conclusions of Lemma 3.2 and Theorem 3.2 that all roots of (3.2) other than ±i! 0 with ! 0 = | 1 | − 1 have negative real parts, and the root of (3.2) 
where we use C 4 instead of R 4 for the convenience in the later computation. Now system (2.1) can be rewritten aṡ b ij g j (0) for i; j ∈ N (1; 2). Let U = (x 1 (t); x 2 (t); y 1 (t); y 2 (t)) T , 
where 
, we deÿne, for ∈ C * , the adjoint operator A * (0) of A(0) by
where Á T is the transpose of Á. For ∈ C([ − * 2 ; 0]; C 4 ) and ∈ C([0; * 2 ]; C 4 ), we deÿne the bilinear form
where a · b = n i=1 a i b i for a = (a 1 ; a 2 ; : : : ; a n ) T and b = (b 1 ; b 2 ; : : : ; b n ) T . As usual, we have
It is easily seen that (0) = i! 0 is the eigenvalue of A(0), then −i! 0 is that of A * (0). Denote their corresponding eigenfunctions by q(Â) and q * (s), respectively, namely,
We compute here with
and q * (s) = q * (0)e i!0s ; and
Then q and q * satisfy q * ; q = 1 and q * ; q = 0:
Let U t be a solution of (3.25), we deÿne z(t) = q * ; U t ; w(t; Â) = w(z; z; Â) = U t (Â) − 2 Re{z(t)q(Â)}; then on the center manifold for (3.25) for = 0,
Therefore, at = 0, (3.25) can be reduced to an ordinary di erential equatioṅ
We may rewrite (3.29) aṡ
Then from [12, 14] , we know, in order to study the stability and direction of the Hopf bifurcation, it is crucial to compute these coe cients g 20 ; g 11 ; g 02 and g 21 . 
for i ∈ N (1; 4) and j = 1; 2, we then have
Expanding it and comparing the coe cients with (3.32), we have g 20 = g 11 = g 02 = 0
and
The above analysis, the general theory on Hopf bifurcation [12] and the fact that 2 ÿ 2 ¡ 0 immediately give Theorem 3.3. Under the assumptions given in this subsection, the direction and stability of Hopf bifurcation of (3.25) and thus that of (2.1) can be determined by the sign of 2 . Indeed, if 2 ¿ 0(¡ 0), then the Hopf bifurcation of (2.1) at = * is supercritical (subcritical) and the periodic solution of (2.1) bifurcating from Hopf bifurcation value = * is asymptotically orbitally stable (unstable). Moreover, T 2 gives the O( 2 ) term in the period
for the periodic solutions bifurcating near * .
An example
Consider the following BAM neural network with two neurons on each layeṙ 1=2 . The numerical simulations, which are performed by the DDEs solver developed by Shampine and Thompson [22] , are given in Figs. 1 and 2 .
