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We are very grateful to the reviewers who provided valuable comments and suggestions to improve the quality of the papers accepted for this special issue.
Brief outlines of these papers are stated below:
The first paper by Yee Hui Lee, Mohamed Khalil-Hani, Rabia Bakhteri and Vishnu P. Nambiar presents a real-time image acquisition system with an improved image quality assessment module to acquire high quality near infrared images. The NIR image quality assessment module utilizes improved two-dimensional entropy and mask-based edge detection algorithms. In this work, the effectiveness of the proposed NIR image acquisition system is demonstrated through the implementation of a complete finger-vein biometric authentication system. The proposed module is implemented as an embedded system on a Field Programmable Gate Array (FPGA). The proposed system is able to achieve a recognition accuracy of 0.87% equal error rate (EER) and can handle real-time processing at 15 frames/second.
The second paper by Faten Chaieb, Tarek Ben Said, Sabra Mabrouk and Faouzi Ghorbel presents a segmentation method from four-phase computed tomography images. The proposed method is based on the combination of the Expectation-Maximization algorithm and the Hidden Markov Random Fields. The segmentation method is applied on a Volume Of Interest (VOI) that decreases the number of processed voxels. In order to accelerate the classification steps within the segmentation process, a bootstrap resampling scheme is applied. The proposed method is speeded up by adopting a bootstrap sampling approach on a semi-automatic selected VOI.
The third paper by Agnès Masson-Sibut and Amir Nakib presents a new framework of bone landmark extraction from ultrasound images on real-time. The proposed method takes into account both the ultra-sonic waves and the bones properties to obtain the best final result. The proposed method is stable and works for different patients.
The fourth paper by Nikolai Abtamov, Maxim Fradkin, Laurence Rouet and Hans-Aloys Wischmann describes a new hybrid image processing approach to block-matching that takes advantage of both types of algorithms: lossless and lossy. This proposed approach is adapted to the image content and noise, and provides high flexibility for the speed/accuracy trade-off. The proposed block-based motion estimation approach is scalable and dedicated for X-Ray and Ultrasound images.
The fifth paper by Mukul Shirvalkar, Yamuna Lagadapati and Xuanliang Dong describes the fast implementation of the semi-variogram algorithm and presents a technique for the fast computation of the semi-variogram using two FPGA architectures. A modular architecture approach is chosen to allow for replication of processing units. The algorithm is benchmarked using VHDL on a Xilinx XUPV5-LX11OT development kit.
The sixth paper by Adithya Upadhya, Basavaraj Talawar and Jeny Rajan presents the first successful attempt to implement a GPU accelerated version of NLML algorithm (Non Local Maximum Likelihood). The GPU NLML achieves a speedup of 5.12-6.24 for search window size from 10 9 10 9 10 to 50 9 50 9 50 voxels.
The seventh paper by Eduardo Alcain, Angel TorradoCarvajal, Antonio Sanz Montemayor and Norberto Malpica describes a fast patch-based algorithm and a performance study of this approach for the estimation of a certain image modality by using a multi-atlas and a 3D patch-based correlation approach. This paper also presents a parallel algorithm that synthesizes the new modality from a patchbased correlation approach in a 3D neighbourhood. Different hardware implementations (multithread CPU using OpenMP, GPU) and comparison are given.
The eighth paper by Jan Rühaak, Lars König, Florian Tramnitzke, Haral Köstler and Jan Modersitzki presents a generic approach to highly efficient image registration in two and three dimensions. Both mono-modal and multimodal problems are considered. The proposed method is implemented on multi-core CPU and GPU. With the proposed matric-free approach and code that uses the advantages offered by the GPU platform, it is possible to achieve registration results in just a few hundredths of a second for medium-sized medical images.
The ninth paper by Carlos Graca, Gabriel Falcao, Isabel N. Figueiredo and Samuel Kumar proposes on multi-GPU based parallel real-time algorithms for segmentation and shape-based object detection aims to accelerate two medical processing methods: automated blood detection in wireless capsule endoscopy images and automated bright lesion detection in retinal fundus images. The proposed multi-GPU framework for bright lesion detection in fundus images is able to process 62 frames per second with a average speedup of being 667 times faster than the equivalent CPU version. The accelerated method is running on multi-GPU systems for blood detection in wireless capsule endoscopy images that is on average 265 times faster than the original CPU version and is able to process 344 frames per second. 
