Efforts to understand the functional architecture of the brain have consistently identified multiple overlapping large-scale neural networks that are observable across multiple states. Despite the ubiquity of these networks, it remains unclear how regions within these large-scale neural networks interact to orchestrate behavior. Here, we collected functional magnetic resonance imaging data from 188 human subjects who engaged in three cognitive tasks and a resting-state scan. Using multiple tasks and a large sample allowed us to use split-sample validations to test for replication of results. We parceled the task-rest pairs into functional networks using a probabilistic spatial independent components analysis. We examined changes in connectivity between task and rest states using dual-regression analysis, which quantifies voxelwise connectivity estimates for each network of interest while controlling for the influence of signals arising from other networks and artifacts. Our analyses revealed systematic state-dependent functional connectivity in one brain region: the precuneus. Specifically, task performance led to increased connectivity (compared with rest) between the precuneus and the right frontoparietal network, whereas rest increased connectivity between the precuneus and the default-mode network (DMN). The absolute magnitude of this effect was greater for DMN, suggesting a heightened specialization for resting-state cognition. All results replicated within the two independent samples. Our results indicate that the precuneus plays a core role not only in DMN, but also more broadly through its engagement under a variety of processing states.
Introduction
The human brain at rest, when mind-wandering and ruminating, shows distinct and reliable patterns of connectivity among widely separated brain regions. These connectivity networks are thought to reflect intrinsic properties of neural organization (Damoiseaux et al., 2006; . One network that has been of particular interest is the default-mode network (DMN), comprising the posterior cingulate cortex (PCC) and precuneus, medial prefrontal cortex, and bilateral temporoparietal junction. This network of regions gained particular attention when it was shown to decrease in connectivity during tasks-with reduction in connectivity scaling with task difficulty (McKiernan et al., 2003) and increase during rest (Shulman et al., 1997; Raichle et al., 2001; Fox et al., 2005) . Building on this foundation, many studies have implicated this network in regulating attentional states and cognition more broadly (Pearson et al., 2011; Leech and Sharp, 2013) .
While prior research on relationships between DMN and other networks has primarily adopted antagonistic models, such that DMN engagement is temporally anticorrelated with taskrelated networks (Fox et al., 2005; Fransson, 2005) , recent research suggests that such models may be overly simplistic. Although the PCC/precuneus is thought to comprise the functional core of DMN, the region exhibits connectivity patterns that differ from the larger network: as task difficulty increases, ventral and dorsal PCC/precuneus exhibit opposite patterns of integration with DMN; further, while at rest, dorsal PCC/precuneus shows connectivity with both DMN and task-positive networks . Other studies have shown that PCC/precuneus exhibits increased activation during many tasks-including autobiographical memory retrieval (Maddock et al., 2001) , reward outcome monitoring (Hayden et al., 2008) , and emotional stimulus processing (Maddock et al., 2003) -further challenging the association of DMN with task disengagement, and highlighting the differences between the functional core of DMN and the network more broadly. Understanding the role of DMN and its relationship with task-related networks during both resting and task states may resolve these contrasting findings and provide critical insight into the network's involvement in regulating cognition.
We investigated the relationship between DMN and taskpositive networks by comparing connectivity during resting and task states. We collected functional neuroimaging data from 188 subjects who engaged in three cognitive tasks in separate scans and a resting-state scan. Data from each task were paired with corresponding resting-state data, split into primary and replication samples, and parceled into functional networks using spatial independent components analysis ). We examined connectivity during task and rest using dual-regression analysis (Fig. 1) , which quantifies voxelwise connectivity estimates for each network of interest, while controlling for the influence of other networks Sharp et al., 2011) . Our results indicate that precuneus exhibits heightened connectivity with both DMN and a taskpositive network according to task state, and additionally exhibits connectivity patterns that reliably discriminate task state. This observation indicates that precuneus plays a core role not only in DMN, but also cognition more broadly through its engagement under a variety of processing states.
Materials and Methods
Participants and experimental tasks. A group of 209 participants completed three tasks and a resting-state scan. During the resting-state scan, participants were given instructions to maintain fixation on a central cross and to not think about anything particular. Before the resting-state scan, participants engaged in three reward-based decision tasks requiring externally focused attention. All tasks share a common structure, with periods of rest (i.e., fixation) embedded within periods of active decision making, evaluation, and response selection. Although the precise timing of each task is not central to the core analyses-which compare task state and rest state-we here include a brief description of each task.
First, participants engaged in a variant of a popular incentivized response-time task (Knutson et al., 2000; Clithero et al., 2011) . On each trial, subjects were presented with a 1 s cue, indicating whether a sufficiently fast response would earn a monetary reward or nothing. Subjects were then presented with a fixation cross, jittered between 1.75 and 2.75 s, and then a 0.1-0.3 s cue, prompting them to respond. The subjects' task was to respond by button press before the cue disappeared. The response period was then followed by an intertrial interval (ITI) between 2 and 8 s.
Following the incentivized response-time task, participants completed a financial decision-making task that has been used previously to study framing effects (De Martino et al., 2006) . On each trial, participants saw a cue for 1 s that indicated an initial monetary endowment, as well as whether the monetary outcome of the following decision would be donated to the subject or to the subject's chosen charity. Following the endowment cue, subjects had a 3.5 s decision period in which they had to choose between a "sure" option (keep or lose the entire endowment) or a "gamble" option that indicated the probability of keeping or losing the endowment. The decision period was then followed by an ITI, jittered between 2.5 and 6.5 s.
After the financial decision-making task, participants completed a simple valuation task aimed at examining representation of risk in the brain. This task comprised gambles whose earnings varied in magnitude and probability (adapted from Huettel et al., 2006) . On each trial, subjects first saw a cue, jittered between 2.25 and 6.3 s, indicating either the probabilities of monetary gain and loss or the magnitudes of each possible outcome. Following this initial cue, subjects were presented with the remaining information (e.g., if probability had been shown first, they then saw magnitude) for 4 -10 s. Once provided with complete information about the gamble, subjects were presented with a valuation screen for 2.25-6.3 s. After expressing a value for the gamble, the outcome was revealed for 1 s, and then followed by an ITI, jittered between 2.5 and 7.5 s.
Individuals with prior psychiatric or neurological illness were excluded; other individuals were excluded based on data quality concerns (see below, Preprocessing), or nonresponsive behavior on tasks. These exclusion criteria left a final sample of 188 total subjects (85 males, 103 fe- Figure 1 . Schematic diagram of analytical approach. After preprocessing, each task dataset was paired with the corresponding rest dataset and randomly split into two samples, resulting in six task-rest paired samples. For clarity, an example group is shown in bold; each of the following steps was performed for each group separately. Group ICAs were performed on each task-rest pairing, resulting in 25 spatial network maps for each paired task-rest sample. The network maps from each group were submitted to dual-regression analyses, allowing us to quantify, for each participant, each voxel's connectivity with each network while controlling for the influence of other networks. Each participant's resting-state connectivity map was then subtracted from their task-state connectivity, allowing us to examine within-subject differences in connectivity for each network according to task state and rest state. The resulting task-rest difference maps were submitted to permutation-based testing to examine differences between task and rest. Finally, we ran a conjunction across all of the split samples' results in each network, in each contrast (rest Ͼ task, task Ͼ rest), to examine regions that exhibited greater connectivity with each network during rest (compared with task) and during task (compared with rest), independent of the specific task. males; ages: 18 -59, mean ϭ 22; level of education: 12-24, mean ϭ 15; Experiment 1 dataset: N ϭ 177; Experiment 2 dataset: N ϭ 179; Exp 3 dataset: N ϭ 183; each of the three tasks comprised different subsets of subjects, depending on quality assurance measures). Due to the large sample sizes, we chose to randomly split each task-rest sample into primary and replication sets to explicitly test for replication of findings (Experiment 1 dataset 1: N1 ϭ 88; Experiment 1 dataset 2: N2 ϭ 89; Experiment 2 dataset 1: N1 ϭ 90; Experiment 2 dataset 2: N2 ϭ 89; Experiment 3 dataset 1: N1 ϭ 92; Experiment 3 dataset 2: N2 ϭ 91). All participants gave written informed consent as part of a protocol approved by the Institutional Review Board of Duke University Medical Center.
Image acquisition. Scanning was performed using a General Electric MR750 3.0 T scanner using an 8-channel parallel imaging system. T 2 *weighted images were acquired using a spiral-in sensitivity encoding sequence (acceleration factor ϭ 2) with slices parallel to the axial plane connecting the anterior and posterior commissures [repetition time (TR): 1580 ms; echo time (TE): 30 ms; matrix: 64 ϫ 64; field of view (FOV): 243 mm; voxel size: 3.8 ϫ 3.8 ϫ 3.8 mm; 37 axial slices; flip angle: 70 degrees]. This sequence was chosen to ameliorate susceptibility artifacts (Pruessmann et al., 2001; Truong and Song, 2008) , particularly in the ventral frontal regions often identified within the DMN (Gusnard and Raichle, 2001; Fox et al., 2005; Fox and Raichle, 2007) . Before preprocessing these functional data, the first eight volumes of each run were removed to allow for magnetic stabilization. All functional datasets were truncated at 192 volumes to facilitate comparisons with the resting-state scan. Whole-brain high-resolution anatomical scans were acquired (T 1weighted FSPGR sequence; TR: 7.58 ms; TE: 2.93 ms; matrix: 256 ϫ 256; FOV: 256 mm; voxel size: 1 ϫ 1 ϫ 1 mm; 206 axial slices; flip angle: 12 degrees) to facilitate coregistration and normalization of functional data.
Preprocessing. Our preprocessing routines used tools from the FMRIB Software Library (FSL Version 4.1.8; http://www.fmrib.ox.ac.uk/fsl/) package Woolrich et al., 2009) . We corrected for head motion by realigning the time series to the middle volume (Jenkinson and Smith, 2001) , and then removed nonbrain material using a brain extraction tool (Smith, 2002) . Next, we corrected intravolume slicetiming differences using Fourier-space phase shifting, aligning to the middle slice (Sladky et al., 2011) . Images were then spatially smoothed using a 6 mm full-width-half-maximum Gaussian kernel. Next, we used a liberal high-pass temporal filter with a 150 s cutoff (Gaussian-weighted least-squares straight line fitting, with ϭ 75 s), because of the broadband spectral power observed in resting-state fluctuations (Niazy et al., 2011) . Each 4D dataset was then grand-mean intensity normalized using a single multiplicative factor. Finally, we spatially normalized functional data to the Montreal Neurological Institute (MNI) avg152 T1-weighted template (3 mm isotropic resolution) using a 12-parameter affine transformation implemented in FLIRT (Jenkinson and Smith, 2001) .
As part of our preprocessing steps and quality control, we examined three partially correlated measures of quality assurance and excluded subjects who exhibited extreme values on these metrics. First, we estimated the average signal-to-fluctuation-noise ratio (SFNR) for each subject (Friedman and Glover, 2006) . Second, we computed the average volume-to-volume motion for each subject. Third, we identified outlier volumes in our functional data by evaluating the root-mean-square error (RMSE) of each volume relative to the reference volume (the middle time point); a volume was considered an outlier if its RMSE amplitude exceeded the 75th percentile plus the value of 150% of the interquartile range of RMSE for all volumes in a run (i.e., a standard boxplot threshold). After calculating these metrics, we excluded subjects where any measure was extreme relative to the other subjects (i.e., SFNR Ͻ 5th percentile of the distribution of SFNR values; outlier volumes Ͼ 95th percentile the distribution of outlier volumes; average volume-tovolume motion Ͼ 95th percentile).
Although excluding outliers in connectivity analyses is crucial, as artifacts (e.g., motion) can severely distort results (Jansen et al., 2012; Power et al., 2012; Satterthwaite et al., 2012) , it is equally important to address data quality concerns in the remaining subjects. To do so, we regressed out variance tied to six parameters describing motion (rotations and translations along the three principal axes), as well as volumes identified as outliers. While we did not use the scrubbing procedure described by Power et al (2012) , our method of regressing out outlier volumes accomplishes the same goal of removing signal discontinuities and nonlinear effects of head movement that cannot be accounted for by conventional motion parameters or derivations of motion parameters.
Independent components analyses. We submitted each of the six groups' data (three task-rest pairs, each split into primary and replication groups) to separate probabilistic group independent components analysis (ICA; Beckmann and Smith, 2004), as used in FSL's Multivariate Exploratory Linear Decomposition into Independent Components (MELODIC) Version 3.10. ICAs are able to identify coherent neural networks by extracting structured signals that exist simultaneously in data; additionally, ICAs can separate key signals of interest (i.e., patterns of coactivation) from artifactual or physiological noise and head motion.
The data submitted to each of the six group ICAs comprised both resting-state data and task data, such that each dataset had two inputs for each subject: one resting-state scan and one task-based scan. Before ICA estimation, the data were further processed using voxelwise de-meaning and by normalizing the voxelwise variance. The processed data were whitened and then projected into a 25-dimensional subspace. We selected 25 components based on prior reports examining multiple restingstate networks (RSNsFilippini et al., 2009; Sharp et al., 2011) ; we note, however, that the number of components primarily affects the granularity of the estimated networks ). The whitened data were then decomposed into sets of vectors describing the signal variation across (1) time (time courses) and (2) space (component maps), using a fixed-point iteration technique (Hyvärinen, 1999) to optimize non-Gaussian spatial source distributions. The estimated network maps were thresholded by dividing each map by the SD of the residual noise, and then fitting a Gaussian mixture model to the histogram of normalized intensity values (Beckmann and Smith, 2004) .
Dual-regression analyses. To examine changes in connectivity between task and rest, we submitted network maps from each group to a separate dual-regression analysis, which quantifies voxelwise connectivity estimates for each network, while controlling for the influence of other networks . Each dualregression analysis comprised two stages ( Fig. 1) . First, each network map was regressed onto each subject's individual functional dataset, resulting in subject-specific time courses for each network. Second, these resulting time courses were then regressed onto the subject's functional data to estimate, within each subject, each voxel's connectivity with each independent network. Importantly, the second, temporal regression examines each voxel's connectivity with each spatial network while controlling for any influence of other networks, including those that are potentially artifactual. To quantify task-rest connectivity changes within each subject, each participant's resting-state connectivity map was subtracted from their task-state connectivity map, resulting in difference images indicating task-minus-rest changes in connectivity.
Using these subject-and network-specific connectivity difference maps, we then constructed a group-level general linear model to estimate changes in each network according to task state and rest state. Importantly, we modeled subject-level estimates of motion to account for any consistent differences due to the participant performing a task or being at rest. Specifically, we included two nuisance regressors that summarized individual differences in motion (average volume-to-volume motion and the proportion of outlier volumes identified), as well as a regressor indicating SFNR, as differences in SFNR may be associated with spurious differences in connectivity (Friston, 2011; O'Reilly et al., 2012) . These regressors were calculated by subtracting the parameter values in the resting-state scan from those in the task-state scan, providing a taskminus-rest difference value for each metric and further controlling for any spurious differences that could arise due to subjects moving more while performing a task compared with rest. Additionally, we included a regressor to account for sex differences (Filippi et al., 2013) , as well as a dummy covariate to account for a subtle change in scanning parameters that began partway through data collection (i.e., the utilization of a fat saturation pulse).
To identify RSNs from our ICA that corresponded to the four networks of interest, we conducted a spatial correlation analysis for each network from the ICAs and each of the four networks selected from . Within each of the six datasets, we selected the maps that best matched each of the three task-positive (executive control, left and right frontoparietal networks; rFPN) and one task-negative network (DMN) of interest in . We performed bidirectional contrasts comparing task and rest states in each of the four RSNs. Statistical significance was assessed in a nonparametric fashion, using Monte Carlo permutation-based statistical testing with 10,000 permutations with ␣ ϭ 0.05 corrected for multiple comparisons across the whole brain as well as the four networks tested (Nichols and Holmes, 2002) . To estimate clusters of activation, we used threshold-free cluster enhancement (Smith and Nichols, 2009 ). Brain activations are displayed using MRIcroGL (http://www.mccauslandcenter.sc.edu/mricrogl/).
To identify brain regions that show state-based connectivity differences independent of any specific task, we conducted conjunction analyses across all six groups' connectivity maps along both contrasts (task Ͼ rest, rest Ͼ task) using the minimum statistic (Nichols et al., 2005) . All coordinates reported are in MNI space.
Results
Functional connectivity networks are modulated by task state Our initial analyses compared voxelwise connectivity estimates with multiple networks at rest and task. We predicted that regions within DMN would exhibit increased connectivity with the network at rest compared with task, consistent with prior reports of elevated activation of DMN during rest (Greicius et al., 2003) . In contrast, we hypothesized that regions within task-based networks would show increased connectivity with those networks during task compared with rest. To test these hypotheses, and, crucially, to ensure consistent results across multiple independent samples, we conducted a conjunction analysis across all six groups for each of the three task-positive networks-the salience network, the left and right frontoparietal networks-and the tasknegative DMN (Fox et al., 2005) . Of these four networks, the rFPN ( Fig. 2A) and DMN ( Fig. 2A) exhibited replicable differences in connectivity according to task state. Conjunction analyses across the DMN connectivity maps revealed greater connectivity with the network at rest compared with task; these differences were found in the supracalcarine cortex, intracalcarine cortex, precuneal cortex, cuneal cortex, and cingulate cortex (Table 1) . In contrast, the conjunction analysis across the rFPN connectivity maps revealed significant connectivity with the network in the opposite direction-heightened at task compared with rest. This difference was found in precuneal and cuneal cortex ( Table 2) . The separate conjunctions across the DMN and rFPN connectivity maps revealed one region of overlap within the precuneus (coordinates: 6, Ϫ63, 42; Fig. 2B ); this region showed state-dependent connectivity with both networks in opposite contrasts.
Precuneus is a distinct hub within the DMN
To investigate whether the overlap region observed in precuneus exhibited network-specific connectivity, we compared the magnitude of connectivity with DMN and rFPN. We found that the absolute magnitude of connectivity of the precuneus subregion was greater with the DMN than with the rFPN in both the primary and replication groups (collapsed across task; p Ͻ 0.0001 both sets; Fig. 3A , rightmost sets of bars), indicating heightened integration of the precuneus during the resting state.
We also examined whether the pattern of connectivity we found was specific to this subregion of the precuneus, or applied Overlap in connectivity with DMN and frontoparietal network. A, We identified two networks that exhibit significant connectivity differences in the task and rest states, the DMN (top), and the rFPN (bottom). Activations shown are the intersections of each z-transformed network map, respectively, across the six groups examined. B, Areas within precuneus exhibited task-dependent connectivity with rFPN (red) and DMN (blue). Strikingly, a subregion in the precuneus (coordinates: 6, Ϫ63, 42; yellow) differentiated task states in both networks, indicating that this region is a shared node between multiple networks. Ϫ3 Ϫ45 6 0.007 1 Regions whose connectivity with the DMN was greater in the resting state compared to the task state, after correcting for two-tailed tests across the four independent networks. Regions were found through a conjunction analysis across the six task-rest pairings (see Materials and Methods). Probabilistic labels refer to the likelihood that the coordinate exists within the given cortical region. In cases where multiple labels are ascribed to a single coordinate, we only show labels whose likelihood exceeds 5%. Regions whose connectivity with the rFPN was greater in the task state compared to the resting state, after correcting for two-tailed tests across the four independent networks. Regions were found through a conjunction analysis across the six task-rest pairings (see Materials and Methods). Probabilistic labels refer to the likelihood that the coordinate exists within the given cortical region. In cases where multiple labels are ascribed to a single coordinate, we only show labels whose likelihood exceeds 5%.
to the precuneus more broadly. We therefore selected the peak voxel from the precuneal region of activation in an independent DMN map (coordinates: 3, Ϫ60, 30; . We found that this spatially distinct cluster exhibited a similar pattern of connectivity as the precuneal subregion found from our conjunction analysis (Fig. 3A) ; specifically, this distinct precuneus region exhibited heightened connectivity with DMN compared with rFPN in both the primary and replication groups (collapsed across task; p Ͻ 0.0001 for both sets).
Although our results highlight the importance of the precuneus within the DMN, it remains unclear whether this region serves a specialized function relative to other DMN regions. To examine this possibility, we compared our precuneus subregion to other regions typical of the DMN. Specifically, we created 5 mm spheres around each peak voxel of DMN network activation from an independent activation map (Smith et al., 2009) , and compared the regions' connectivity with our DMN map. These regions included the precuneus (coordinates: 3, Ϫ60, 30), the Figure 3 . Connectivity between DMN at rest and typical DMN regions. We examined connectivity between peak voxels of canonical DMN regions and our rest Ͼ task and task Ͼ rest connectivity maps for both the DMN and rFPN networks. A, Parameter estimates quantifying subject-specific rest-minus-task connectivity between the selected region and the DMN (blue) and rFPN (red) in both the primary groups of each task and the replication groups of each task. Error bars indicate SEM across subjects. In both the primary and replication samples of the three tasks, the precuneal region identified by the overlap of connectivity exhibited significantly greater connectivity with the DMN at rest (compared with task) than any other region tested. This pattern replicated in a spatially distinct region of the precuneus that was chosen from an independent DMN map . B, To examine the role of the precuneus within the DMN, ROCs were computed for our precuneal region and the peak voxel of canonical DMN regions . In both our primary and replication groups of the three task-rest parings, we found that rest-minus-task connectivity estimates between our precuneal overlap region and DMN were significantly better at distinguishing task state and rest state than any of the other typical DMN regions tested (Table 3) . This result was replicated in a spatially separate precuneal region, selected from an independent DMN map . rTPJ, right temporoparietal junction; lTPJ, left temporoparietal junction; mPFC, medial prefrontal cortex. paracingulate gyrus (coordinates: 0, 54, Ϫ3), the left lateral occipital cortex (coordinates: Ϫ48, Ϫ66, 36), and right lateral occipital cortex (coordinates: 54, Ϫ60, 27). Strikingly, among the various DMN-typical regions tested, our precuneus subregion showed significantly greater connectivity with the DMN at rest compared with task than any of the other regions tested; this was found in both the primary and replication groups (Fig. 3A) . Importantly, this pattern of results was similar when evaluating the independent, spatially separable precuneus region ), suggesting that the precuneus more broadly serves a distinct function relative to the other regions in the network.
To further evaluate whether the precuneus serves a specialized function within the DMN, we examined the receiver-operating characteristic (ROC) curves for each of these regions. We compared the area under the curves (AUC) for the other DMN regions examined previously ( Fig. 3B) . Of the four regions tested, our precuneus region exhibited significantly greater AUC than the three other regions in both the primary and replication samples (Table 3) . Again, this pattern of results was also true for the precuneus region selected from an independent DMN map . These results corroborate the earlier evidence suggesting a distinctive role of the precuneus in the DMN, as they indicate that the connectivity between precuneus and DMN distinguishes whether subjects are at task or at rest better than any of the other canonical DMN regions.
Discussion
Large-scale neural networks, particularly the DMN (Raichle et al., 2001; , have emerged as a focal point in a diverse set of neuroscience studies, from neuroimaging in humans (Greicius and Menon, 2004; Fox et al., 2006; Buckner and Carroll, 2007) to single-unit recordings in animals (Hayden et al., 2009 (Hayden et al., , 2010 .
Yet, how different large-scale networks interact to orchestrate task-and rest-state behavior has remained elusive. We investigated this issue and found that the precuneus exhibits statedependent interactions with both the rFPN and the DMN. Moreover, the precuneus showed a distinct pattern of connectivity with the DMN, suggesting it may be a specialized nexus within the network.
Considerable prior neuroimaging has implicated the precuneus as a central node in the human brain, important for supporting complex cognition and behavior. The precuneus comprises a core region of the DMN, exhibiting decreased acti-vation during most externally driven tasks (Raichle et al., 2001; Fransson, 2005) , and reliable increases in activation in response to both rest and specific tasks, such as autobiographical memory (Addis et al., 2004) , as well as unique interactions with the rest of the network (Fransson and Marrelec, 2008) . Its role in the DMN has been of particular interest as it shows the highest resting metabolic rate within the network, requiring ϳ35% more glucose than any other region in the human brain (Gusnard and Raichle, 2001) . Further, the widespread connectivity of the precuneus, involving higher association regions, suggests an important role in integrating both internally and externally driven information (Cavanna and Trimble, 2006) . Still, the function of the region is unknown. While the precuneus shows heightened activation during episodic (Fletcher et al., 1995; Lundstrom et al., 2005) and autobiographical memory (Addis et al., 2004; Eustache et al., 2004 ) tasks, it similarly shows heightened activation during rest (Raichle et al., 2001) , an effect that is augmented in single units during increased disengagement from the task being performed (Hayden et al., 2009) . Our results extend a unifying function of these competing results by acknowledging that the precuneus is functionally variable, exhibiting connectivity with different neural networks according to task state or level of engagement with one's surroundings and demonstrating that connectivity between the precuneus and the DMN reflects this level of engagement.
We used a relatively novel analysis scheme in this study to compare connectivity with networks in different cognitive states. Our analyses allowed us three important advantages over previous research examining task-dependent connectivity changes (Fransson and Marrelec, 2008; Mennes et al., 2010 Mennes et al., , 2013 Gordon et al., 2012) . First, dual-regression techniques allowed us the ability to investigate connectivity with multiple distinct networks while controlling for the influence of other, potentially overlapping, networks . This is crucial, as typical seed-based analyses would have been unable to distinguish the separate responses from DMN and rFPN in our study, whereas ICA and dual-regression were able to parse connectivity of spatially overlapping networks (Cole et al., 2010) . Second, having such a large sample size allowed us to verify that the results from our dual-regression analyses held in an independent sample, thus attenuating the odds that our observations are due to Type 1 errors (Button et al., 2013) . Finally, comparing the resting state to three distinct tasks allowed us the ability to identify differences in connectivity that exist independently of the task and can generalize more broadly, which has not been feasible in previous studies (Fransson and Marrelec, 2008; Gordon et al., 2012) .
We note that our analytical procedure also represents a departure from other studies examining hubs of functional connectivity with variants of graph-theoretic approaches (Sporns et al., 2007; . While our approach identified precuneus as a hub by examining the interplay of multiple interacting networks under distinct processing states, graph-theoretical approaches generally seek to identify hubs by quantifying the strength of connectivity between nodes within a single network at rest (for review, see Bullmore and Sporns, 2009). Such approaches can be powerful, but they can introduce problems if their nodes do not correspond well to functional boundaries (e.g., if regions are drawn from anatomical atlases); that is, inappropriate node definitions can limit subsequent graph analyses (Smith, 2012), potentially distorting claims regarding hubs. Recent work has avoided this pitfall by focusing on voxelwise metrics of resting-state functional connectivity density, implicating Figure 3B ) and our precuneal region of overlap. AUCs are listed for each region examined. We compared AUCs from each independently selected region to the AUC of our precuneal region using permutation-based testing (10,000 permutations); p values indicate differences between the region and our precuneal region of overlap. The blank row separates the connectivity estimates for the DMN map from the primary sample (above) and the replication sample (below). lTPJ, left temporoparietal junction; mPFC, medial prefrontal cortex; rTPJ, right temporoparietal junction.
the precuneus as a key cortical hub (Tomasi and Volkow, 2010) . We speculate that combining our approach with these earlier approaches could integrate the advantages of both methods, revealing additional cortical hubs that contribute to a range of processing states.
A potential limitation of our study is that the three tasks examined involved reward-related decision making. While the tasks all differ from one another in many ways, common taskbased connectivity may have arisen due to potentially common processes. For example, a recent study demonstrated distinct connectivity with the DMN under different memory processes (Shapira-Lichter et al., 2013) , suggesting that different cognitive demands of a task may give rise to different patterns of connectivity. While our study demonstrated that the precuneus exhibits task-dependent connectivity with rFPN and DMN when examining three reward-based decision-making tasks, it is possible that other regions in the networks, such as intraparietal or medial prefrontal cortex, may exhibit similar behavior under different task conditions, such as autobiographical memory or social cognition tasks. We note that our finding that precuneus exhibits changes in connectivity is consistent with prior research examining task-rest changes using a working memory task (Fransson and Marrelec, 2008) , suggesting that our results are not specific to our decision-making tasks, but may apply to tasks more broadly. Nevertheless, follow-up studies should examine an even broader range of tasks that engage widely different cognitive processes to gain further insight into the functional dynamics of the rFPN and DMN.
A second potential limitation of our study lies in the design of the data collection. Each participant performed the three tasks in the same order, and then completed the resting-state scan last. Prior research suggests that recent exposure to a task may alter resting-state connectivity for several minutes post task (Waites et al., 2005; Stevens et al., 2010; Tung et al., 2013) . This concern is partially ameliorated in our study, however, because we compared resting-state data to each of three tasks that differed in their relative timing before the resting-state scan (e.g., by minutes to nearly an hour). Additionally, task-related influences on resting-state connectivity may be minimized or eliminated when comparing differences between task and rest, thus partially precluding task-based changes. Thus, we conclude that recent task performance may have partially contributed to our observed findings; future studies with a balanced order of task and resting scans will be needed to address this issue. Last, because our analyses pertained to the cognitive state, there does remain the possibility that participants experienced a short transition period of rest within each task. However, we believe that even in any potential moments of rest within each task (e.g., during the ITIs), subjects are still anticipating a task and are thus in a qualitatively different cognitive state than during the restingstate scan. Support for this hypothesis comes from nonhuman primate single-unit recordings (Hayden et al., 2009) , which found that neuronal activity in the posterior cingulate was significantly different during ITIs compared with a cued rest period. Future imaging work should examine whether patterns of connectivity with the precuneus also reflect these brief changes in cognitive state.
Despite these limitations, our results endorse the idea that the precuneus simultaneously interacts with both the default-mode and frontoparietal networks to distinguish distinct cognitive states. Our results also indicate that the precuneus, a notoriously enigmatic region (Cavanna and Trimble, 2006), serves as a specialized hub within the DMN. Importantly, understanding both the function and specialization within large-scale RSNs may provide insight into disorders marked by disruptions in functional connectivity, particularly schizophrenia (Whitfield-Gabrieli et al., 2009) , depression (Greicius et al., 2007) , and autism (Kennedy et al., 2006) .
