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Abstrat
In this paper, we ompute the Poisson (o)homology of a polynomial Poisson struture
given by two Casimir polynomial funtions whih dene a omplete intersetion with an iso-
lated singularity.
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Introdution
The anonial or Poisson homology was introdued independently by Brylinsky ( [4℄) (as an impor-
tant tool in omputations of Hohshild and yli homology), and by Koszul and Gelfand-Dorfman
(inspired by their algebrai approah to the study of bi-hamiltonian strutures).
This homology is dened as the homology of a dierential omplex degree -1 {Ω•(M), ∂π} on
a Poisson manifold (M,π), where π is a Poisson struture given either by a 2-tensor eld π ∈
H0(M,∧2TM) or, by the orresponding Poisson braket on algebra of funtions (smooth, alge-
brai,...) of M : {f, g} =< df ∧ dg, π > . The (−1)−dierential ∂π is given on the deomposable
dierential forms as
∂k(f0df1 ∧ ... ∧ dfk) =
∑
1≤i≤k
(−1)i+1{f0, fi}df1 ∧ ... ∧ d̂fi ∧ ... ∧ dfk
+
∑
1≤i<j≤k
(−1)i+jf0d{fi, fj} ∧ df1 ∧ ... ∧ d̂fi ∧ ...d̂fj ∧ ... ∧ dfk
and ats from Ωk(M) to Ωk−1(M).
There is a dual notion of Poisson ohomology introdued by Lihnerowiz ( [15℄). But this duality
is quite subtle : if the Poisson homology is non-degenerate (sympleti) then the Poisson homology
and Poisson ohomology admit a Poinaré-duality ismorphism ( [4℄) whih is extended to a lass
of so-alled unimodular Poisson manifolds (those whose Weinstein modular ohomology lass is
trivial ( [32℄) ).
In general, the Poisson homology has very bad funtorial properties (this was observed in many
papers ( [11℄) ) whih make its omputation a hallenging and diult problem. The Poisson
(o)homology depends heavily on the properties of the initial Poisson struture and, basially, on
the struture of its degeneration lous. "Simple" Poisson strutures (like sympleti ones or the
slightly more diult ase of regular strutures whih have a onstant rank sympleti foliation)
have well-studied Poisson (o)homology.
An interesting and diult problem is to ompute the orresponding (o)homology groups in the
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ase of "quadrati" Poisson strutures.
The interest in these strutures is two-fold : they have naturally appeared in Drinfel's approah
to a quasi-lassial limit of "quantum groups" under the name of Hamilton-Lie groups ( [5℄), later
renamed Poisson Lie groups. On the other hand, they appeared in the heart of the Integrable
system theory under the name of Sklyanin algebras ( [23℄, [24℄). It should be noted that almost
at the same time, a simpler ase of a Sklyanin algebra struture was studied in a purely algebrai
ontext by M. Artin and J. Tate. In our paper we will onentrate on the Poisson (o)homology of
Sklyanin algebras with 4 generators (whih is the original ase introdued by Sklyanin [23℄).
Generally speaking, Sklyanin algebras belong to a lass of "Poisson Strutures with regular sym-
pleti leaves". This lass was introdued and studied in [20℄ as the next interesting generalization
of "regular" Poisson strutures. We mean a lass of algebras whih are a quasi-lassial limit of
assoiative algebras with quadrati relations whih are at deformations of polynomial funtions in
Cn. It was proven in [20℄ that these Poisson algebras have polynomial Casimirs (funtions whih
ommute with any funtion on the manifold) and the "dimension" of this algebra is equal to the
sum of the degrees of the Casimir generators.
Let us desribe our basi Poisson algebra in detail.
Let
q1 =
1
2
(x21 + x
2
3) + kx2x4,
q2 =
1
2
(x21 + x
2
4) + kx1x3,
where k ∈ C.
We will introdue a Poisson struture π on C4 or, more generally, on C[x1, x2, x3, x4] (in CP
3
, in
the formal series ring C[[x1, x2, x3, x4]],...) by the formula :
{f, g}π :=
df ∧ dg ∧ dq1 ∧ dq2
dx1 ∧ dx2 ∧ dx3 ∧ dx4
.
Then the brakets between the oordinate funtions are dened by (mod 4) :
{xi, xi+1} = k
2xixi+1 − xi+2xi+3;
{xi, xi+2} = k(x
2
i+3 − x
2
i+1),
i = 1, 2, 3, 4.
This algebra will be denoted by q4(E), where E represents an ellipti urve, whih parameterizes
the algebra (via k). We an also think of this urve E as a geometri interpretation of the ouple
q1 = 0, q2 = 0 embedded in CP 3 (as was observed in Sklyanin's initial paper). We will follow
Sklyanin's version of this embedding, onsidering the quadris Q1, Q2 in C
4
and the omplete
intersetion of these quadris :
Q1 =
1
2
(x21 + x
2
2 + x
2
3) (1)
Q2 =
1
2
(x24 + J1x
2
1 + J2x
2
2 + J3x
2
3) (2)
The algebra q4(E) is given by the formulas :
{x1, xi} = (−1)
idet(
∂Qk
∂xl
), l 6= 1, i; k = 1, 2;
{xi, xj} = (−1)
i+jdet(
∂Qk
∂xl
), l 6= i, j; k = 1, 2.
More generally, onsidering n − 2 polynomials Qi in Kn with oordinates xi, i = 1, ..., n, where
K is a eld of harateristi zero, we an dene, for any polynomial λ ∈ K[x1, ..., xn], a bilinear
2
dierential operation :
{·, ·} : K[x1, ..., xn]⊗K[x1, ..., xn] −→ K[x1, ..., xn]
by the formula
{f, g} = λ
df ∧ dg ∧ dQ1 ∧ ... ∧ dQn−2
dx1 ∧ dx2 ∧ ... ∧ dxn
, f, g ∈ K[x1, ..., xn] (3)
This operation gives a Poisson algebra struture onK[x1, ..., xn]. The polynomialsQi, i = 1, ..., n−2
are Casimir funtions for the brakets (3) and any Poisson struture on Kn, with n − 2 generi
Casimirs Qi, is written in this form. Every Poisson struture of this form is alled a Jaobian
Poisson struture (JPS) ( [14℄, [12℄).
The ase n = 4 in (3) orresponds to the lassial generalized Sklyanin quadrati Poisson algebra.
In [21℄, Anne Pihereau gives the Poisson (o)homology of a Poisson struture given on Kn by
the formula (3) when n = 3 and where the Casimir Q1 is a weight homogeneous polynomial with
an isolated singularity in zero.
The goal of this paper is to nd the (o)homology of a Poisson struture given on Kn by the for-
mula (3) when n = 4 and where the Casimirs Q1 and Q2 are weight homogeneous with an isolated
singularity in zero. We use a method similar to that of Pihereau in [21℄, Van den Bergh in [28℄,
or Maronnet in [17℄.
The results of the paper will be used in our subsequent researh of ohomologial properties of
"quantum" ounterparts of the algebra q4(E) known also as Feigin-Odesskii-Sklyanin Ellipti alge-
bras Q4(E). We will apply the Brylinsky spetral sequene arguments to ompute their Hohshild
homology ( [27℄).
The paper is organized as follows.We start by introduing some basi notions of Poisson (o)homolo-
gy, the De Rham omplex and we introdue some appliations and operators that we use to have
a simple desription of Kähler dierentials and of Poisson homology omplexes. The next part
is devoted to homologial tools we are going to use to ompute the Poisson homology. The last
part of the paper is devoted to the omputation of the Poisson (o)homology of polynomial Pois-
son strutures when the spae of Casimir funtions is generated by two polynomials whih form
omplete intersetion with an isolated singularity. We apply our method to ompute the Poisson
(o)-homology of the Sklyanin algebra.
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1 Poisson (o)homology omplex
Consider (A, π = { }) a Poisson algebra. This means an antisymmetri biderivation {·, ·} : A×A →
A suh that (A, {·, ·}) is a Lie algebra.
1.1 The de Rham omplex and Poisson homology omplex
We reall that the A-module of Kähler dierentials of A is denoted by Ω1(A) and the graded
A-module Ωp(A) :=
∧p
Ω1(A) is the module of all Kähler p-dierential. As a vetor spae, respe-
tively, as an A-module, Ωp(A) is generated by elements of the form FdF1 ∧ ... ∧ dFp, respetively
of the form, dF1 ∧ ...∧ dFp, where F, Fi ∈ A, i = 1, ..., p. We denote by Ω•(A) = ⊕p∈NΩ
p(A), with
the onvention that Ω0(A) = A, the spae of all Kähler dierentials.
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The dierential d : A −→ Ω1(A) extends to a graded K-linear map
d : Ω•(A) −→ Ω•+1(A)
by setting :
d(GdF1 ∧ ... ∧ dFp) := dG ∧ dF1 ∧ ... ∧ dFp
for G,F1, ..., Fp ∈ A, where p ∈ N. It is alled the de Rham dierential. It is a graded derivation,
of degree 1, of (Ω•(A),∧), suh that d2 = 0. The resulting omplex is alled the de Rham omplex
and its ohomology is the de Rham ohomology of A.
The Poisson boundary operator, also alled the Brylinsky or Koszul dierential and denoted by
∂ : Ω•(A) −→ Ω•−1(A), is given by :
∂k(F0dF1 ∧ ... ∧ dFk) =
∑
1≤i≤k
(−1)i+1{F0, Fi}dF1 ∧ ... ∧ d̂Fi ∧ ... ∧ dFk
+
∑
1≤i<j≤k
(−1)i+jF0d{Fi, Fj} ∧ dF1 ∧ ... ∧ d̂Fi ∧ ...d̂Fj ∧ ... ∧ dFk
where F0, ..., Fk ∈ A.
One an hek, by a diret omputation, that ∂k is well-dened and that it is a boundary operator,
∂k ◦ ∂k+1 = 0.
The homology of this omplex is alled the Poisson homology assoiated to (A, π) and is denoted
by H•(A, π).
1.2 The Poisson ohomology omplex
Denition 1.1. A skew-symmetri k-linear map P ∈ HomK(∧kA,A) is alled a skew-symmetri
k-derivation of A with values in A if it is a derivation in eah of its arguments.
The A-module of skew-symmetri k-derivation is denoted by X k(A). We dene the graded
A-module
X •(A) :=
⊕
k∈N
X k(A)
whose elements are alled skew-symmetri multi-derivations. By onvention, the rst term in this
sum, X 0, is A, and X k(A) := {0} for k < 0.
The Poisson oboundary operator assoiated with (A, π) and denoted by δ : X •(A) −→ X •+1(A),
is given by :
δk(Q)(F0, F1, ..., Fk) =
∑
1≤i≤k
(−1)i{Fi, Q(F0, F1, ..., F̂i, ..., Fk)}
+
∑
1≤i<j≤k
(−1)i+jQ({Fi, Fj}, F0, ..., F̂i, ..., F̂j , ..., Fk)
where F0, ..., Fk ∈ A, and Q ∈ X
k(A).
One an hek, by a diret omputation, that δk is well-dened and that it is a oboundary ope-
rator, δk+1 ◦ δk = 0.
The ohomology of this omplex is alled the Poisson ohomology assoiated with (A, π) and
denoted by H•(A, π).
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1.3 Unimodular Poisson struture
In this part, we onsider the ane spae of dimension n Kn and its algebra of regular funtions
A = K[x1, ..., xn].
We denote by Sp,q the set of all (p, q)−shues, that is permutations σ of the set {1, ..., p+ q} suh
that σ(1) < ... < σ(p) and σ(p+ 1) < ... < σ(p+ q), p, q ∈ N.
The family of maps ⋆ : X k(A) −→ Ωn−k(A), dened by :
⋆Q =
∑
σ∈Sk,n−k
ǫ(σ)Q(xσ(1), ..., xσ(k))dxσ(k+1) ∧ ... ∧ dxσ(n)
are isomorphisms.
Assume a Poisson struture on A is given. It is natural to ask wether we have the same duality
between the Poisson ohomology and the Poisson homology. Generally, the answer to this question
is negative. Besides, it is easy to see that the answer depends on the Poisson struture we have.
For example suh a duality does exist for the wide and important lass of unimodular Poisson
struture ( [32℄) whih Jaobian Poisson strutures belong ( [12℄).
If we denote by D• the map : D• := ⋆
−1 ◦ d ◦ ⋆ : X •(A) −→ X •−1(A), where d is the de Rham
dierential, we say that a Poisson braket π on A is unimodular if D2(π) = 0.
Our purpose is to nd the homology and the ohomology of the Jaobian strutures on
K[x1, x2, x3, x4]. These strutures being unimodular, our objetive in the sequel will be to determine
the Poisson homology of suh Poisson strutures.
1.4 Vetor notations
Now, we are going to present some vetor notations whih we shall use afterwards. Let us onsider
the following appliations and dierential operators :
× : A4 ×A4 −→ A6 −→X =

X1
·
·
X4
 , −→Y =

Y1
·
·
Y4

 7−→ −→X ×−→Y =

X1Y4 −X4Y1
X1Y2 −X2Y1
X3Y2 −X2Y3
X3Y4 −X4Y3
X3Y1 −X1Y3
X2Y4 −X4Y2

×¯ : A4 ×A6 −→ A4 −→X =

X1
·
·
X4
 , −→Y =

Y1
·
·
·
Y6

 7−→ −→X ×¯−→Y =

−X4Y3 +X2Y4 −X3Y6
X3Y1 −X1Y4 +X4Y5
−X2Y1 +X4Y2 +X1Y6
−X3Y2 +X1Y3 −X2Y5

We denote by ” · ” the salar produt in A4 or in A6.
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f : A6 −→ A6 is an A-linear morphism given by the matrix :
0 0 −1 0 0 0
0 0 0 1 0 0
−1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0

−→
∇ : A −→ A4
F 7−→
−→
∇F =

∂F
x1
·
·
∂F
x4

−→
∇× : A4 −→ A6
−→
Y =

Y1
·
·
Y4
 7−→ −→∇ ×−→Y =

∂Y4
∂x1
− ∂Y1
∂x4
∂Y2
∂x1
− ∂Y1
∂x2
∂Y2
∂x3
− ∂Y3
∂x2
∂Y4
∂x3
− ∂Y3
∂x4
∂Y1
∂x3
− ∂Y3
∂x1
∂Y4
∂x2
− ∂Y2
∂x4

−→
∇×¯ : A6 −→ A4
−→
G =

G1
·
·
·
G6
 7−→ −→∇×¯−→G =

−∂G3
∂x4
+ ∂G4
∂x2
− ∂G6
∂x3
∂G1
∂x3
− ∂G4
∂x1
+ ∂G5
∂x4
−∂G1
∂x2
+ ∂G2
∂x4
+ ∂G6
∂x1
−∂G2
∂x3
+ ∂G3
∂x1
− ∂G5
∂x2

Div(·) : A4 −→ A
−→
K =

K1
·
·
K4
 7−→ Div(−→K) = 4∑
i=1
∂Ki
∂xi
By diret omputation, we obtain the following properties :
Proposition 1.1. The previous operators satisfy the following properties :
1. f2 = IdA6 ;
2. f(~x) · ~y = ~x · f(~y), ~x, ~y ∈ A6;
3. f(~x) · f(~y) = ~x · ~y, ~x, ~y ∈ A6;
4. ~x · (~y × ~z) = ~y · (~z×¯f(~x)), ~x ∈ A6, ~y, ~z ∈ A4;
5. ~x · (~y×¯~z) = −~y · (~x×¯~z), ~x, ~y ∈ A4, ~z ∈ A6;
6. ~x · (~x×¯~z) = 0, ~x ∈ A4, ~z ∈ A6;
7. ~x×¯(~x× ~y) = 0, ~x, ~y ∈ A4
8. (~x× ~z) · f(~x× ~y) = 0, ~x, ~y, ~z ∈ A4;
9. ~x×¯(~y × ~z) = ~y×¯(~z × ~x), ~x, ~y, ~z ∈ A4;
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10. (~x×¯f(~y × ~z))×¯(~y × ~z) = 0, ~x, ~y, ~z ∈ A4;
11. ~z×¯f(~x× ~y) = −(~z · ~x)~y + (~z · ~y)~x, ~x, ~y, ~z ∈ A4;
12. (~z×¯f(~x× ~y))× ~t = −(~z · ~x)~y × ~t+ (~z · ~y)~x× ~t, ~x, ~y, ~z,~t ∈ A4;
13. (~x×¯f(~y × ~z))× ~z = (~x · ~z)~y × ~z, ~x, ~y, ~z ∈ A4;
14. (~x×¯~z)×¯f(~x× ~y) = −(~z · f(~x× ~y))~x, ~x, ~y, ~z ∈ A4, ~z ∈ A6;
15.
−→
∇×¯(~x× ~y) = ~y×¯(
−→
∇ × ~x)− ~x×¯(
−→
∇ × ~y), ~x, ~y ∈ A4;
16.
−→
∇ × F~x = F
−→
∇ × ~x+
−→
∇F × ~x, F ∈ A, ~x ∈ A4;
17.
−→
∇×¯F~y = F
−→
∇×¯~y +
−→
∇F ×¯~y, F ∈ A, ~y ∈ A6;
18. Div(F~x) =
−→
∇F · ~x+ FDiv(~x), F ∈ A, ~x ∈ A4;
19. Div(~x×¯~y) = ~y · f(
−→
∇ × ~x)− ~x · (
−→
∇×¯~y), ~x ∈ A4, ~y ∈ A6.
Proof. Let us give a proof for formula (19) for example.
Consider ~x = (X1, X2, X3, X4)
t ∈ A4 and ~y = (Y1, ..., Y6)t ∈ A6.
We have :
Div(~x×¯~y) = ∂
∂x1
(−X4Y3 +X2Y4 −X3Y6) +
∂
∂x2
(X3Y1 −X1Y4 +X4Y5)
+ ∂
∂x3
(−X2Y1 +X4Y2 +X1Y6) +
∂
∂x4
(−X3Y2 +X1Y3 −X2Y5)
= Y1(
∂X3
∂x2
− ∂X2
∂x3
) + Y2(
∂X4
∂x3
− ∂X3
∂x4
) + Y3(
∂X1
∂x4
− ∂X4
∂x1
)
+Y4(
∂X2
∂x1
− ∂X1
∂x2
) + Y5(
∂X4
∂x2
− ∂X2
∂x4
) + Y6(
∂X1
∂x3
− ∂X3
∂x1
)
−X1(
∂Y4
∂x2
− ∂Y6
∂x3
− ∂Y3
∂x4
)−X2(−
∂Y4
∂x1
+ ∂Y1
∂x3
+ ∂Y5
∂x4
)
−X3(
∂Y6
∂x1
− ∂Y1
∂x2
+ ∂Y2
∂x4
)−X4(
∂Y3
∂x1
− ∂Y5
∂x2
− ∂Y2
∂x3
)
= ~y · f(
−→
∇ × ~x)− ~x · (
−→
∇×¯~y)
Aording to the denition of Kähler dierentials, we have the following isomorphisms of A-
modules
Ω1(A)
∼
−→ A4
F1dx1 + F2dx2 + F3dx3 + F4dx4 7−→ (F1, ..., F4)
Ω2(A)
∼
−→ A6
F1dx1 ∧ dx4 + F2dx1 ∧ dx2 + F3dx3 ∧ dx2 7−→ (F1, F2, ..., F6)
+F4dx3 ∧ dx4 + F5dx3 ∧ dx1 + F6dx2 ∧ dx4
Ω3(A)
∼
−→ A4
K1dx2 ∧ dx3 ∧ dx4 +K2dx3 ∧ dx1 ∧ dx4 7−→ (K1, ...,K4)
+K3dx1 ∧ dx2 ∧ dx4 +K4dx2 ∧ dx1 ∧ dx3
Ω4(A)
∼
−→ A
Udx1 ∧ dx2 ∧ dx3 ∧ dx4 7−→ U
7
Aording to the previous isomorphisms, we an write the de Rham omplex in terms of elements
of A, A4 and A6 :
K
d
−→ A
d
−→ A4
d
−→ A6
d
−→ A4
d
−→ A
d
−→ 0
F 7−→
−→
∇F
−→
F 7−→
−→
∇ ×
−→
F
−→
G 7−→
−→
∇×¯
−→
G
−→
K 7−→ Div(
−→
K )
(4)
Proposition 1.2. (Poinaré's lemma) The de Rham omplex (4) of the polynomial algebra A =
K[x1, .., x4] is an exat one.
Proposition 1.3. Aording to the previous isomorphisms, Poisson boundary operators assoiated
with the Poisson algebra (A, π) given by two generi Casimir funtions P1 and P2, an be written
in a ompat form :
0 −→ A
∂4−→ A4
∂3−→ A6
∂2−→ A4
∂1−→ A (5)
where :
∂1(
−→
H ) = (
−→
∇ ×
−→
H ) · f(
−→
∇P1 ×
−→
∇P2),
−→
H ∈ A4
∂2(
−→
G ) = −(
−→
∇×¯
−→
G)×¯f(
−→
∇P1 ×
−→
∇P2)−
−→
∇(
−→
G · f(
−→
∇P1 ×
−→
∇P2)),
−→
G ∈ A6
∂3(
−→
K ) = Div(
−→
K)
−→
∇P1 ×
−→
∇P2 +
−→
∇ × (
−→
K ×¯f(
−→
∇P1 ×
−→
∇P2))
∂4(U) = −
−→
∇U×¯(
−→
∇P1 ×
−→
∇P2)
Proof. Let us give a proof of the last formula and let Udx1 ∧ dx2 ∧ dx3 ∧ dx4 be an element of
Ω4(A). We have ∂4(Udx1 ∧ dx2 ∧ dx3 ∧ dx4) = (I) + (II), where :
(I) = {U, x1}dx2∧dx3∧dx4+{U, x2}dx3∧dx1∧dx4+{U, x3}dx1∧dx2∧dx4+{U, x4}dx2∧dx1∧dx3
and
(II) = −Ud{x1, x2} ∧ dx3 ∧ dx4 + Ud{x1, x3} ∧ dx2 ∧ dx46− d{x1, x4} ∧ dx2 ∧ dx3+
− Ud{x2, x3} ∧ dx1 ∧ dx4 + Ud{x2, x4} ∧ dx1 ∧ dx3 − Ud{x3, x4} ∧ dx1 ∧ dx2.
This seond term is exatly (II) = −Ud(dP1∧dP2) = 0. Then the boundary ∂4(Udx1∧dx2∧dx3∧
dx4) is equal to the rst term (I).
But using our identiation, we have ∂4(U) = (K1,K2,K3,K4)
t
, where Ki = {U, xi}.
We an see, by a simply omputation, that
K1 = {U, x1} :=
dU ∧ dx1 ∧ dP1 ∧ dP2
dx1 ∧ dx2 ∧ dx3 ∧ dx4
is equal to
∂U
∂x4
(
∂P1
∂x3
∂P2
∂x2
−
∂P1
∂x2
∂P2
∂x3
)−
∂U
∂x2
(
∂P1
∂x3
∂P2
∂x4
−
∂P1
∂x4
∂P2
∂x3
) +
∂U
∂x3
(
∂P1
∂x2
∂P2
∂x4
−
∂P1
∂x4
∂P2
∂x2
)
whih is exatly the rst oordinate of −
−→
∇U×¯(
−→
∇P1 ×
−→
∇P2).
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The Poisson homology takes the following form :
H0(A, π) =
A
{(
−→
∇×
−→
H)·f(
−→
∇P1×
−→
∇P2)|
−→
H∈A4}
H1(A, π) =
{
−→
H∈A4|(
−→
∇×
−→
H)·f(
−→
∇P1×
−→
∇P2)=0}
{−(
−→
∇×¯
−→
G)×¯f(
−→
∇P1×
−→
∇P2)−
−→
∇(
−→
G ·f(
−→
∇P1×
−→
∇P2)}
H2(A, π) =
{
−→
G∈A6|(
−→
∇×¯
−→
G)×¯f(
−→
∇P1×
−→
∇P2)+
−→
∇(
−→
G ·f(
−→
∇P1×
−→
∇P2))=0}
{Div(
−→
K)f(
−→
∇P1×
−→
∇P2)+
−→
∇×[
−→
K×¯f(
−→
∇P1×
−→
∇P2)]}
H3(A, π) =
{
−→
K∈A4|Div(
−→
K)f(
−→
∇P1×
−→
∇P2)+
−→
∇×[
−→
K×¯(
−→
∇P1×
−→
∇P2)]=0}
{−
−→
∇U×¯(
−→
∇P1×
−→
∇P2)}
H4(A, π) = {U ∈ A|
−→
∇U×¯(
−→
∇P1 ×
−→
∇P2) = 0}
2 Homologial tools
In this part, we introdue the homologial tools that we will need to nd the Poisson homology of
our Poisson struture. Here, A is the polynomial algebra K[x1, x2, x3, x4].
2.1 Weight homogeneous skew-symmetri multi-derivations
The Shouten braket is a family of maps
[·, ·]S : X
p(A) ×X q(A) −→ X p+q−1(A),
dened by
[P,Q]S(F1, ..., Fp+q−1) =
∑
σ∈Sq,p−1
ǫ(σ)P (Q(Fσ(1), ..., Fσ(q)), Fσ(q+1), ..., Fσ(q+p−1))
−(−1)(p−1)(q−1)
∑
σ∈Sp,q−1
ǫ(σ)Q(P (Fσ(1), ..., Fσ(p)), Fσ(p+1), ..., Fσ(p+q−1))
for P ∈ X p(A), Q ∈ X q(A), and for F1, ..., Fp+q−1 ∈ A for p, q ∈ N.
By onvention, Sp,−1 := ∅ and S−1,q := ∅, for p, q ∈ N.
Denition 2.1. Let V ∈ X 1(A) and Q ∈ X q(A). Then the Lie derivative of Q with respet to V
is LVQ := [V , Q]S
Denition 2.2. A non-zero multi-derivation P ∈ X •(A) is said to be weight homogeneous of
degree r ∈ Z, if there exists positive integers ̟1, ̟2, ̟3, ̟4 ∈ N⋆, the weights of the variables
x1, x2, x3, x4, without a ommon divisor, suh that
L~e̟ (P ) = rP
where L~e̟ is a Lie derivative with respet to the Euler derivation
~e̟ := ̟1x1
∂
∂x1
+ ...+̟4x4
∂
∂x4
The degree of a weight homogeneous multi-derivation P ∈ X •(A) is also denoted by ̟(P ) ∈ Z
By onvention, the zero k-derivation is weight homogeneous of degree −∞.
The Euler derivation ~e̟ is identied (with the isomorphisms of the rst setion) to the element
~e̟ = (̟1x1, ..., ̟4x4) ∈ A4. We denote by |̟| the sum of the weights ̟1+̟2+̟3+̟4, so that
|̟| = Div(~e̟).
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Euler's formula, for a weight homogeneous F ∈ A, an be written as
−→
∇F ·~e̟ = ̟(F )F, and yields,
using (15) of proposition 2.1 : Div(F~e̟) = (̟(F ) + |̟|)F.
The operator ⋆ allows us to transport the notion of weight homogeneity of skew-symmetri
multi-derivations to Kähler p-dierential forms.
Fixing weights ̟1, ̟2, ̟3, ̟4 ∈ N⋆, it is lear that A =
⊕
i∈NAi, where A0 = K and for i ∈ N
⋆
,
Ai is the K-vetor spae generated by all weight homogeneous polynomials of degree i. Denoting
by Ωk(A)i the K-vetor spae given by Ωk(A)i = {P ∈ Ωk(A) : ̟(P ) = i} ∪ {0},we have the
following isomorphisms :
Ω4(A)i ≃ X
0(A)i ≃ Ai
Ω3(A)i ≃ X
1(A)i ≃ Ai+̟1 ×Ai+̟2 ×Ai+̟3 ×Ai+̟4
Ω2(A)i ≃ X
2(A)i ≃ Ai+̟1+̟4 ×Ai+̟1+̟2 ×Ai+̟3+̟2 ×Ai+̟3+̟4 ×Ai+̟3+̟1 ×Ai+̟2+̟4
Ω1(A)i ≃ X
3(A)i ≃ Ai+̟2+̟3+̟4 ×Ai+̟3+̟2+̟4 ×Ai+̟1+̟2+̟4 ×Ai+̟2+̟1+̟3
Ω0(A)i ≃ X
4A)i ≃ Ai+̟1+̟2+̟3+̟4
Remark 2.1. Eah arrow of the omplex given by (4) is a weight homogeneous map of degree zero,
while eah arrow of the omplex given by (5) is a weight homogeneous map of degree ̟(P1)+̟(P2),
if P1 and P2 are weight homogeneous elements of A.
2.2 The Koszul omplex-omplete intersetion with an isolated singu-
larity
Denition 2.3. A weight homogeneous element P ∈ A = K[x1, x2, x3, x4] has an isolated singu-
larity if
Asing(P ) := K[x1, x2, x3, x4]/ <
∂P
∂x1
,
∂P
∂x2
,
∂P
∂x3
,
∂P
∂x4
> (6)
has a nite dimension as a K-vetor spae.
The dimension of Asing(P ) is alled the Milnor number of the singular point.
We shall now give a denition of dimension for rings. For this purpose, note that the length of the
hain Pr ⊃ Pr−1 ⊃ · · · ⊃ P0 involving r + 1 distint ideals of a given ring is taken to be r.
Denition 2.4. The Krull dimension of a ring R is the supremum of the lengths of hains of
distint prime ideals in R.
Denition 2.5. Let R be an assoiative and ommutative graded K-algebra. A system of homo-
geneous elements a1, ..., ad in R, where d is the Krull dimension of R, is alled a homogeneous
system of parameters of R (h.s.o.p.) if R/ < a1, ..., ad > is a nite dimensional K-vetor spae.
For example, if we onsider the K-algebra A = K[x1, ..., x4], graded by the weight degree, we
have a natural h.s.o.p. given by the system x1, x2, x3, x4.
Denition 2.6. A sequene a1, ..., an in a ommutative assoiative algebra R is said to be an
R-regular sequene if < a1, ..., an > 6= R and ai is not a zero divisor of R/ < a1, ..., ai−1 > for
i = 1, 2, ..., n.
For any regular sequene a1, ..., an, we an dene a Koszul omplex whih is exat (see Weibel
[30℄) :
0 −→
∧0(Rn) −→ · · · −→ ∧n−2(Rn) ∧ω−→ ∧n−1(Rn) ∧ω−→ ∧n(Rn)
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where ω =
n∑
i=1
aiei and (e1, e2, · · · , en) is a basis of an R-module free Rn.
In our partiular ase, R = K[x1, x2, · · · , xn], using the identiations
∧p(Rn) ⋍ Ωp(R), the
Koszul omplex assoiated to the sequene
∂P
∂x1
, ∂P
∂x2
, · · · , ∂P
∂xn
(P ∈ R) have the following form :
0 −→ A
∧dP
−→ Ω1(A) −→ · · · −→ Ωn−2(A)
∧dP
−→ Ωn−1(A)
∧dP
−→ Ωn(A)
Using the vetor notation for n = 4, we have the following omplex :
0 −→ A
−→
∇P
−→ A4
×
−→
∇P
−→ A6
−→
∇P ×¯
−→ A4
·
−→
∇P
−→ A
Theorem 2.1. (Cohen-Maaulay). Let R be a noetherian graded K-algebra. If R has a h.s.o.p.
whih is a regular sequene, then any h.s.o.p. in R is a regular sequene.
Thus, for eah P ∈ A = K[x1, ..., x4] whih is a weight homogeneous polynomial with an
isolated singularity, the sequene
∂P
∂x1
, ∂P
∂x2
, ∂P
∂x3
, ∂P
∂x4
is regular, the assoiated Koszul omplex is
exat.
Denition 2.7. Let R be a noetherian ommutation ring with unit. The depth, dpth(I), of an
ideal I of R is the maximal length q of an R-regular sequene a1, · · · , aq ∈ I.
Let M be a free R-module of nite rank n, where R is a a noetherian ommutative ring with
unit. We denote by
∧p
(M) the p-th exterior produt of M . By onvention
∧0
(M) = R.
Let η1, · · · , ηk be given elements of M , and (e1, · · · , en) be a basis of M.
η1 ∧ · · · ∧ ηk =
∑
1≤i1<···ik≤n
ai1,··· ,ikei1 ∧ · · · ∧ eik .
We denote by A the ideal of R generated by the oeients ai1,··· ,ik , 1 ≤ i1 < · · · ik ≤ n.
Then we dene : Zp := {η ∈
∧p(M) : η ∧ η1 ∧ · · · ∧ ηk = 0}, p = 0, 1, 2, · · ·
Hp := Zpupslope
k∑
i=1
ηi ∧
p−1∧
(M), p = 0, 1, 2, · · ·
We have the following result from Kyoji Saito :
Theorem 2.2. ( [22℄) Hp = 0 for 0 ≤ p < dpth(A).
Let us give an example. Suppose A = K[x1, x2, x3, x4] and onsider P1, P2, two weight homoge-
neous polynomials in A. We say that (P1, P2) denes a omplete intersetion if (P1, P2) is a regular
sequene in A. And (P1, P2) has an isolated singularity if A/〈P1, P2,
∂P1
∂xi
∂P2
∂xj
− ∂P1
∂xj
∂P2
∂xi
, i < j =
1, 2, 3, 4〉 is a nite dimensional K-vetor spae. This dimension is also alled the Milnor number
of singularity and denoted µ.
Let (P1, P2) be a omplete intersetion with an isolated singularity.
We denote by ηj =
4∑
i=1
∂Pj
∂xi
ei, j = 1, 2, where (e1, e2, e3, e4) is a basis of a free A-module A4.
Then η1 ∧ η2 =
4∑
i<j=1
aijei ∧ ej , where aij =
∂P1
∂xi
∂P2
∂xj
− ∂P1
∂xj
∂P2
∂xi
.
Let A = (aij , i < j = 1, · · · , 4). From the book of E.J.N. LOOIJENGA ( [16℄, pages 25 and 49),
dpth(A) = 3.
Then for η ∈
∧p(A4), p = 1, 2, if η∧η1∧η2 = 0, we have η = α1∧η1+α2∧η2, α1, α2 ∈ ∧p−1(A4).
Using the vetor notation, we get the following results :
Lemma 2.1. For
−→
G ∈ A6, (
−→
∇P1 ×
−→
∇P2) · f(
−→
G) = 0 if and only if
−→
G =
−→
H 1×
−→
∇P1 +
−→
H 2 ×
−→
∇P2,
where
−→
H 1,
−→
H 2 ∈ A4.
Lemma 2.2. For
−→
H ∈ A4,
−→
H ×¯(
−→
∇P1 ×
−→
∇P2) = 0 if and only if
−→
H = U1
−→
∇P1 + U2
−→
∇P1, where
U1, U2 ∈ A.
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3 Poisson homology and omplete intersetion with an iso-
lated singularity
Let us onsider the polynomial algebra A = K[x1, ..., x4] where K is a eld of harateristi 0
equipped with the Jaobian Poisson struture π given by two weight homogeneous polynomials
P1, P2 whih dene a omplete intersetion with an isolated singularity.
First we ompute the kernels (ker∂i)i=1,2,3,4.
Proposition 3.1. ker∂4 ≃ K[P1, P2]
Proof. Let U be a weight homogeneous element of Ω4(A) ≃ A suh that ∂4(U) = 0. Then
−→
∇U×¯
(−→
∇P1 ×
−→
∇P2
)
= 0. Using lemma 2.2,
−→
∇U = α1
−→
∇P1 + α2
−→
∇P2, α1, α2 ∈ A.
−→
∇ ×
−→
∇U =
−→
∇α1 ×
−→
∇P1 +
−→
∇α2 ×
−→
∇P2. Sine
−→
∇ ×
−→
∇U = 0, we obtain
−→
∇α1×¯(
−→
∇P1 ×
−→
∇P2) = 0 and
−→
∇α2×¯(
−→
∇P1 ×
−→
∇P2) = 0. Thus α1, α2 are elements of ker ∂4.
We an ontinue this proedure by dening elements (U
(n)
i ) of ker ∂4 in suh a way that
−→
∇U
(n)
i =
U
(n+1)
2i−1
−→
∇P1 + U
(n+1)
2i
−→
∇P2. It is lear that max(degU
(n+1)
2i−1 , degU
(n+1)
2i ) < degU
(n)
i .
Therefore there exists m ∈ N suh that
−→
∇U
(m)
i = 0, ∀i = 1, ..., 2
m. Hene U
(m)
i = C
(m)
i ∈ K. Sine−→
∇U
(m−1)
i = U
(m)
2i−1
−→
∇P1 +U
(m)
2i
−→
∇P2 = C
(m)
2i−1
−→
∇P1 +C
(m)
2i
−→
∇P2, by the Poinaré lemma there exists
C
(m−1)
i ∈ K suh that U
(m−1)
i = C
(m)
2i−1P1 + C
(m)
2i P2 + C
(m−1)
i .
We have U
(m−1)
2i+1 = C
(m)
4i+1P1 + C
(m)
4i+2P2 + C
(m−1)
2i+1 ; U
(m−1)
2i+2 = C
(m)
4i+3P1 + C
(m)
4i+4P2 + C
(m−1)
2i+2 and
−→
∇U
(m−2)
i+1 = U
(m−1)
2i+1
−→
∇P1 + U
(m−1)
2i+2
−→
∇P2. By an easy omputation C
(m)
4i+3P1
−→
∇P2 + C
(m)
4i+2P2
−→
∇P2 =
−→
∇V , V ∈ A. Beause
−→
∇ × [C
(m)
4i+3P1
−→
∇P2 +C
(m)
4i+2P2
−→
∇P1] =
−→
∇ ×
−→
∇V = 0, we have C
(m)
4i+3 = C
(m)
4i+2,
and U
(m−2)
i+1 =
1
2C
(m)
4i+1P
2
1 +
1
2C
(m)
4i+4P
2
2 +C
(m−1)
2i+1 P1 +C
(m−1)
2i+2 P2 +C
(m)
4i+2P1P2 +C
(m−2)
i+1 . At the end
of this proedure, we obtain the existene of a g ∈ K[P1, P2] suh that U = g(P1, P2).
Proposition 3.2. ker∂1 = {α1
−→
∇P1 + α2
−→
∇P2 +
−→
∇α3|α1, α2, α3 ∈ A}
Proof. Let
−→
H (H1, H2, H3, H4) be a weight homogeneous element of Ω
1(A) ≃ A4 suh that ∂1(
−→
H ) =
(
−→
∇ ×
−→
H ) · f(
−→
∇P1 ×
−→
∇P2) = 0. Aording to lemma 2.1, there exists
−→
H ′,
−→
H ′′ ∈ A4 suh that
−→
∇ ×
−→
H =
−→
H ′ ×
−→
∇P1 +
−→
H ′′ ×
−→
∇P2.
We have 0 =
−→
∇×¯
(−→
∇ ×
−→
H
)
=
−→
∇×¯
(−→
H ′ ×
−→
∇P1
)
+
−→
∇×¯
(−→
H ′′ ×
−→
∇P2
)
But using property (15) of proposition 1.1, we obtain
−→
∇P1×¯(
−→
∇ ×
−→
H ′) +
−→
∇P2×¯(
−→
∇ ×
−→
H ′′) = 0.
As a diret onsequene,
−→
∇P2 ·
(−→
∇P1×¯(
−→
∇ ×
−→
H ′)
)
= 0 =
−→
∇P1 ·
(−→
∇P2×¯(
−→
∇ ×
−→
H ′′)
)
. Therefore
−→
H ′
and
−→
H ′′ are other elements of ker∂1.
When we apply this proedure to
−→
H ′ and
−→
H ′′, we get four other of elements of ker∂1.
Continuing in this way yields the existene of elements
(−→
H
(l)
r
)
of ker∂1 suh that
−→
∇ ×
−→
H
(n)
i =
−→
H
(n+1)
2i−1 ×
−→
∇P1 +
−→
H
(n+1)
2i ×
−→
∇P2. We an notie that max
(
deg
−→
H
(n+1)
2i−1 , deg
−→
H
(n+1)
2i
)
< deg
−→
H
(n)
i .
Then there exists m ∈ N suh that
−→
∇ ×
−→
H
(m)
i = 0, ∀i = 1, ..., 2
m. So there exists ϕ
(m)
i ∈ A suh
that
−→
H
(m)
i =
−→
∇ϕ
(m)
i .
Sine
−→
∇×
−→
H
(m−1)
i =
−→
∇×
[
ϕ
(m)
2i−1
−→
∇P1 + ϕ
(m)
2i
−→
∇P2
]
, by the Poinaré lemma
−→
H
(m−1)
i = ϕ
(m)
2i−1
−→
∇P1+
ϕ
(m)
2i
−→
∇P2 +
−→
∇ϕ
(m−1)
i , ϕ
(m−1)
i ∈ A.
We have :
−→
H
(m−1)
2i+1 = ϕ
(m)
4i+1
−→
∇P1 + ϕ
(m)
4i+2
−→
∇P2 +
−→
∇ϕ
(m−1)
2i+1 ;
−→
H
(m−1)
2i+2 = ϕ
(m)
4i+3
−→
∇P1 + ϕ
(m)
4i+4
−→
∇P2 +
−→
∇ϕ
(m−1)
2i+2 ; and
−→
∇ ×
−→
H
(m−2)
i+1 =
(
ϕ
(m)
4i+3 − ϕ
(m)
4i+2
)−→
∇P2 ×
−→
∇P1 +
−→
∇ ×
[
ϕ
(m−1)
2i+1
−→
∇P1 + ϕ
(m−1)
2i+2
−→
∇P2
]
.
It is easy to see that
−→
∇ ×
−→
G = α
−→
∇P1 ×
−→
∇P2, where
−→
G =
−→
H
(m−2)
i+1 − ϕ
(m−1)
2i+1
−→
∇P1 − ϕ
(m−1)
2i+2
−→
∇P2
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and α = ϕ
(m)
4i+3 − ϕ
(m)
4i+2.
Sine 0 =
−→
∇×¯(
−→
∇ ×
−→
G) =
−→
∇α×¯(
−→
∇P1 ×
−→
∇P2), α is an element of ker∂4. Therefore
−→
H
(m−2)
i+1 =
(ϕ
(m−1)
2i+1 + ϕ)
−→
∇P1 + ϕ
(m−1)
2i+2
−→
∇P2 +
−→
∇ψ.
At the end, we have :
−→
H = α1
−→
∇P1 + α2
−→
∇P2 +
−→
∇α3, α1, α2, α3 ∈ A.
Proposition 3.3. ker ∂3 = {α~e̟+
−→
∇U×¯(
−→
∇P1×
−→
∇P2)|α ∈ K[P1, P2], U ∈ A}, if |̟| = 2̟(P1) =
2̟(P2).
Proof. Let
−→
K ∈ ker∂3, be a weight homogeneous element of Ω3(A) ≃ A4.
Then div(
−→
K)
−→
∇P1×
−→
∇P2+
−→
∇ ×
(−→
K×¯f(
−→
∇P1 ×
−→
∇P2)
)
= 0. But using property (8) of proposition
1.1, we see that
(−→
∇ × (
−→
K×¯f(
−→
∇P1 ×
−→
∇P2))
)
· f(
−→
∇P1 ×
−→
∇P2) = 0, In other words
−→
K×¯f(
−→
∇P1 ×
−→
∇P2) is an element of ker∂1. Therefore,
−→
K×¯f(
−→
∇P1 ×
−→
∇P2) = α1
−→
∇P1 + α2
−→
∇P2 +
−→
∇α3, where
α1, α2, α3 are elements of A. Therefore Div(
−→
K)
−→
∇P1 ×
−→
∇P2 +
−→
∇α1 ×
−→
∇P1 +
−→
∇α2 ×
−→
∇P2 = 0. So
−→
∇Pi×¯
[
Div(
−→
K)
−→
∇P1 ×
−→
∇P2 +
−→
∇α1 ×
−→
∇P1 +
−→
∇α2 ×
−→
∇P2
]
= 0, i = 1, 2.
Aording to properties (9) and (7) of proposition 1.1, we obtain
−→
∇αi×¯(
−→
∇P1×
−→
∇P2) = 0, i = 1, 2.
i.e., α1, α2 ∈ K[P1, P2].
Thus Div(
−→
K)
−→
∇P1 ×
−→
∇P2 +
−→
∇α1 ×
−→
∇P1 +
−→
∇α2 ×
−→
∇P2 = 0, and we obtain Div(
−→
K) = ∂α1
∂P2
− ∂α2
∂P1
.
On the other hand, using property (10) of proposition 1.1, we observe that α3 is an element of
K[P1, P2].
We obtain { −→
K×¯f(
−→
∇P1 ×
−→
∇P2) = β1
−→
∇P1 + β2
−→
∇P2 (a)
Div(
−→
K ) = ∂β1
∂P2
− ∂β2
∂P1
(b)
Here β1 = α1 +
∂α3
∂P1
, and β2 = α2 +
∂α3
∂P2
.
(a) ⇒
(−→
K×¯f(
−→
∇P1 ×
−→
∇P2)
)
×
−→
∇Pi =
(
β1
−→
∇P1 + β2
−→
∇P2
)
×
−→
∇Pi, i = 1, 2.
By property (12) of proposition 1.1, we have βj = (−1)i
−→
K ·
−→
∇Pi, i 6= j = 1, 2.
Aording to the degree equation β1 ∈ P2K[P1, P2], and β2 ∈ P1K[P1, P2].
Let us suppose that β1 = cP
r1
1 P
r2+1
2 .
Then ~e̟ ·
−→
∇P2 = ̟(P2)P2 ⇒
−→
K = c
̟(P2)
P r11 P
r2
2 ~e̟ +
−→
G , where
−→
G =
−→
∇P2×¯
−→
X,
−→
X ∈ A6.
−→
K ·
−→
∇P1 = −β2 ⇒ β2 + cP
r1+1
1 P
r2
2 = −(
−→
∇P2×¯
−→
X ) ·
−→
∇P1, ∀r1, r2 ∈ N.
Aording to the degree equation, β2 = −cP
r1+1
1 P
r2
2 .
Then 
−→
K ·
−→
∇P2 = cP
r1
1 P
r2+1
2−→
K ·
−→
∇P1 = cP
r1+1
1 P
r2
2
Div(
−→
K) = c(2 + r1 + r2)P
r1
1 P
r2
2
−→
K =
c
̟(P2)
P r11 P
r2
2 ~e̟ +
−→
G ⇒

−→
G ·
−→
∇P2 = 0
−→
G ·
−→
∇P1 = 0
Div(
−→
G) = c
(
2− |̟|
̟(P1)
)
P r11 P
r2
2 = 0
Then
−→
G ·
−→
∇P1 = 0⇒
−→
G =
−→
∇P1×¯
−→
X 1,
−→
X 1 ∈ A6.
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Using lemma 2.1,
−→
X 1 =
−→
F 1 ×
−→
∇P1 +
−→
F 2 ×
−→
∇P2,
−→
F 1,
−→
F 2 ∈ A4.
−→
G =
−→
∇P1×¯
(−→
F 1 ×
−→
∇P1 +
−→
F 2 ×
−→
∇P2
)
=
−→
∇P1×¯
(−→
F 2 ×
−→
∇P2
)
=
−→
F ×¯
(−→
∇P1 ×
−→
∇P2
)
,where
−→
F = −
−→
F 2
SineDiv(
−→
G) = 0, we have
(−→
∇P1 ×
−→
∇P2
)
·f(
−→
∇×
−→
F ) = 0. Therefore
−→
F = α1
−→
∇P1+α2
−→
∇P2+
−→
∇α3,
α1, α2, α3 ∈ A, and
−→
G =
−→
∇α3×¯
(−→
∇P1 ×
−→
∇P2
)
.
Proposition 3.4. ker∂2 = {U
−→
∇P1 ×
−→
∇P2 +
−→
∇α1 ×
−→
∇P1 +
−→
∇α2 ×
−→
∇P2|U, α1, α2 ∈ A}
Proof. Let
−→
G ∈ ker∂2, be a weight homogeneous element of Ω2(A) ≃ A6.
We have
(−→
∇×¯
−→
G
)
×¯f(
−→
∇P1 ×
−→
∇P2) +
−→
∇
(−→
G · f(
−→
∇P1 ×
−→
∇P2)
)
= 0.
Then
−→
∇ ×
[(−→
∇×¯
−→
G
)
×¯f(
−→
∇P1 ×
−→
∇P2)
]
+Div(
−→
∇×¯
−→
G)
−→
∇P1 ×
−→
∇P2 = 0.
Therefore,
−→
∇×¯
−→
G = α~e̟ +
−→
∇U×¯(
−→
∇P1 ×
−→
∇P2), α ∈ K[P1, P2], U ∈ A.
0 = Div(
−→
∇×¯
−→
G) = (̟(α) + |̟|)α⇒ α = 0.
Thus
−→
∇×¯
−→
G =
−→
∇U×¯(
−→
∇P1 ×
−→
∇P2), i.e.,
−→
G = U
−→
∇P1 ×
−→
∇P2 +
−→
∇ ×
−→
X,
−→
X ∈ A4.
But using properties (10) and (8) of proposition 1.1, we obtain
−→
∇
(
(
−→
∇ ×
−→
X ) · f(
−→
∇P1 ×
−→
∇P2)
)
= 0,
and (
−→
∇ ×
−→
X ) · f(
−→
∇P1 ×
−→
∇P2) ∈ K.
For degree reasons, (
−→
∇ ×
−→
X ) · f(
−→
∇P1 ×
−→
∇P2) = 0.
Then from proposition 4.1,
−→
X = α1
−→
∇P1 + α2
−→
∇P2 +
−→
∇α3, α1, α2, α3 ∈ A.
Proposition 3.5. The following omplexes are exat and the arrows are maps of degree zero :
0 −→ K[P1, P2]
α
−→ A(−̟(P1))⊕A(−̟(P2))⊕A
β
−→ ker∂1 −→ 0 (7)
α(u(P1, P2)) = (−
∂u
∂P1
,− ∂u
∂P2
, u);
β(α1, α2, α3) = α1
−→
∇P1 + α2
−→
∇P2 +
−→
∇α3.
0 −→ K[P1, P2](−̟(P1))⊕K[P1, P2](−̟(P2))
γ
−→ (8)
γ
−→ A(−̟(P1)−̟(P2))⊕A(−̟(P1))⊕A(−̟(P2))
ǫ
−→ ker∂2 −→ 0
γ(α1, α2) = (
∂α1
∂P2
− ∂α2
∂P1
, α1, α2);
ǫ(U, α1, α2) = U∇P1 ×
−→
∇P2 +∇α1 ×
−→
∇P1 +∇α2 ×
−→
∇P2.
0 −→ K[P1, P2](−̟(P1)−̟(P2))
θ
−→ K[P1, P2](−|̟|)⊕A(−̟(P1)−̟(P2))
σ
−→ ker∂3 −→ 0
(9)
θ(V (P1, P2) = (0, V );
σ(U, V ) = U~e̟ +
−→
∇V ×¯(
−→
∇P1 ×
−→
∇P2), if |̟| = 2̟(P1) = 2̟(P2),
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Proof. Let us give the proof for the rst sequene :
If α1
−→
∇P1 + α2
−→
∇P2 +
−→
∇α3 = 0, then (α1
−→
∇P1 + α2
−→
∇P2 +
−→
∇α3)×¯(
−→
∇P1 ×
−→
∇P2) = 0.
Therefore,
−→
∇α3×¯(
−→
∇P1 ×
−→
∇P2) = 0 and α3 ∈ K[P1, P2].
Beause 0= (α1
−→
∇P1 + α2
−→
∇P2 +
−→
∇α3)×
−→
∇Pi, for i = 1, 2, we have αi = −
∂α3
∂Pi
, for i = 1, 2.
We an onlude that the rst omplex is exat. The proof of the 2nd and 3rd omplexes is
similar.
We also have the following trivial exat sequene of omplexes :
0 −→ ker∂i+1 −→ Ω
i+1(A) −→ ker∂i −→ Hi(A, π) −→ 0 (10)
where i = 0, 1, 2, 3, and the arrows are maps of degree zero.
Remark 3.1. By using the exatness of the omplexes (7), (8), (9), (10), we obtain the Poinaré's
series of the Poisson homology groups. We an obviously notie that these series do not depend on
the polynomials P1 and P2, but on the weights and degrees of P1 and P2.
We are expliitly going to alulate these Poinaré's series in the quadrati and homogeneous
ase.
Theorem 3.1. If ̟1 = ... = ̟4 = 1 and ̟(P1) = ̟(P2) = 2, then as K-vetor spaes,
Hi(Ω
•(A), π), i = 1, 2, 3, 4, have the following Poinaré series :
P (H0(A, π), t) =
2t2+4t+1
(1−t2)2 ;
P (H1(A, π), t) =
t4+4t3+4t2+4t
(1−t2)2 ;
P (H2(A, π), t) =
2t4+4t3
(1−t2)2 ;
P (H3(A, π), t) =
t4
(1−t2)2 ;
P (H4(A, π), t) =
t4
(1−t2)2 .
Let δ = dx1 ∧ dx2 ∧ dx3 ∧ dx4, and ρ = ̟1x1dx2 ∧ dx3 ∧ dx4 +̟2x2dx3 ∧ dx1 ∧ dx4 +̟3x3dx1 ∧
dx2 ∧ dx4 +̟4x4dx1 ∧ dx2 ∧ dx3.
Theorem 3.2. H4(A, π) is a rank 1 free K[P1, P2]-module generated by δ.
Theorem 3.3. If |̟| = 2̟(P1), then
H3(A, π) is a rank 1 free K[P1, P2]-module generated by ρ.
Proof. We have proved that, if |̟| = 2̟(P1), then ker∂3 = Im∂4 +K[P1, P2]~e̟.
Now, let α ∈ K[P1, P2] and U ∈ A suh that α~e̟ =
−→
∇U×¯(
−→
∇P1 ×
−→
∇P2). We an suppose that α
is a weight homogeneous polynomial.
We have 0 = Div(
−→
∇U×¯(
−→
∇P1 ×
−→
∇P2)) = Div(α~e̟) = (̟(α) + |̟|)α.
Therefore α = 0.
Now we suppose that P1 = Q1 + Q2, P2 = Q2 where : Q1 and Q2 are given by (1) and (2).
̟1 = ... = ̟4 = 1; Ji 6= Jj if i 6= j; for all i = 1, 2, 3, Ji 6= −1, 0, 1.
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Theorem 3.4. [2℄ The homologial group H0(A, π) is a rank 7 free K[P1, P2]-module generated
by (µi)0≤i≤6 = (1, x1, x2, x3, x4, x
2
1, x
2
3).
Remark 3.2. We an remark that H0(A, π) ≃ K[P1, P2]⊗Asing(P1, P2).
Here Asing(P1, P2) =
A
J
, where J is the ideal generated by P1, P2 and the 2 × 2 minors of the
Jaobian matrix of (P1, P2).
Theorem 3.5. The homologial group H1(A, π) is a free K[P1, P2] module given by :
H1(A, π) ≃ (
6⊕
k=1
K[P1, P2]
−→
∇µk)⊕ (
5⊕
k=1
K[P1, P2]µk
−→
∇P1)⊕K[P1, P2]
−→
∇P1 ⊕K[P1, P2]
−→
∇P2
where, (µi)0≤i≤6 = (1, x1, x2, x3, x4, x
2
1, x
2
3).
Proof. Let
−→
H ∈ ker∂1.
Then
−→
H = α1
−→
∇P1 + α2
−→
∇P2 +
−→
∇α3, αiA.
Using the previous result :
αl = f(
−→
∇ ×
−→
H l) · (
−→
∇P1 ×
−→
∇P2) +
Nl∑
i=0
Ml∑
j=0
6∑
k=0
λli,j,kP
i
1P
j
2µk
For l = 1, 2, we have :
αl
−→
∇Pl = f(
−→
∇ ×
−→
H l) · (
−→
∇P1 ×
−→
∇P2)
−→
∇Pl +
Nl∑
i=0
Ml∑
j=0
6∑
k=0
λli,j,kP
i
1P
j
2µk
−→
∇Pl
= ∂2
(
(−1)l+1
−→
H l ×
−→
∇Pl
)
+
Nl∑
i=0
Ml∑
j=0
6∑
k=0
λli,j,kP
i
1P
j
2µk
−→
∇Pl
−→
∇α3 =
−→
∇
(
f(
−→
∇ ×
−→
H l) · (
−→
∇P1 ×
−→
∇P2)
)
+
6∑
k=1
 N3∑
i=0
M3∑
j=0
λli,j,kP
i
1P
j
2µk
−→∇µk
+
N3∑
i=0
M3∑
j=1
6∑
k=0
jλ3i,j,kP
i
1P
j−1
2 µk
−→
∇P2
+
N3∑
i=1
M3∑
j=0
6∑
k=0
iλ3i,j,kP
i−1
1 P
j
2µk
−→
∇P1
= ∂2(−
−→
∇ ×
−→
H 3) +
6∑
k=1
 N3∑
i=0
M3∑
j=0
λli,j,kP
i
1P
j
2µk
−→∇µk
+
6∑
k=0
 N3∑
i=1
M3∑
j=0
iλ3i,j,kP
i−1
1 P
j
2µk
−→
∇P1 +
N3∑
i=0
M3∑
j=1
jλ3i,j,kP
i
1P
j−1
2 µk
−→
∇P2

Therefore : ker∂1 = Im∂2 + I1, where :
I1 =
[
(
6⊕
k=1
K[P1, P2]
−→
∇µk) + (
6⊕
k=0
K[P1, P2]µk
−→
∇P1) + (
6⊕
k=0
K[P1, P2]µk
−→
∇P2)
]
Then H1(A, π) =
I1
I1∩Im∂2
.
Let
−→
G i = f(
−→
∇xi × ~e̟),
−→
G ′i = f(
−→
∇x2i × ~e̟), for i = 1, 2, 3, 4.
We have ∂2(
−→
G i) = −Jixi
−→
∇P1 + (Ji + 1)xi
−→
∇P2 + 2 (JiP1 − (Ji + 1)P2)
−→
∇xi, for i = 1, 2, 3 and
∂2(
−→
G4) = −x4
−→
∇P1 + x4
−→
∇P2 + 2 (P1 − P2)
−→
∇x4.
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Therefore xi
−→
∇P2 an be written as a K[P1, P2]-linear sum of xi
−→
∇P1 and
−→
∇xi.
On the other hand,
∂2(
−→
G ′i) = 3Jix
2
i
−→
∇P1 − (Ji + 1)x2i
−→
∇P2 + 4(P2
−→
∇P1 − P1
−→
∇P2) + 4 (JiP1 − (Ji + 1)P2)
−→
∇x2i , for
i = 1, 2, 3 and ∂2(
−→
G ′4) = 3x
2
4
−→
∇P1 − x
2
4
−→
∇P2 + 4(P2
−→
∇P1 − P1
−→
∇P2) + 4 (P1 − P2)
−→
∇x24.
But using the Casimir relations, x24 = −2J2P1 + (J2 + 1)P2 + J21x
2
1 + J23x
2
4, where Jij = Ji − Jj ,
we obtain :
∂2(
−→
G ′4)− ∂2(
J21
J1 + 1
−→
G ′1)− ∂2(
J23
J3 + 1
−→
G ′3) =
3J21
J1 + 1
x21
−→
∇P1 +
3J23
J3 + 1
x23
−→
∇P1 − 6J2P1
−→
∇P1+
+ 6(J2 + 1)P2
−→
∇P1 + 6J2P1
−→
∇P2 − 6(J2 + 1)P2
−→
∇P2 −
4J21
J1 + 1
(P2
−→
∇P1 − P1
−→
∇P2)+
−
4J21
J1 + 1
(J1 − (J1 + 1)P2)
−→
∇x23 −
4J23
J3 + 1
(P2
−→
∇P1 − P1
−→
∇P2)−
4J23
J3 + 1
(J3 − (J3 + 1)P2)
−→
∇x23+
+ 4(P2
−→
∇P1 − P1
−→
∇P2)− 8J2 (P1 − P2)
−→
∇P1 + 8(J2 + 1) (P1 − P2)
−→
∇P2+
+ 4J21 (P1 − P2)
−→
∇x21 + 4J23 (P1 − P2)
−→
∇x23.
Therefore ker∂1 = Im∂2 + I
′
1, where
I ′1 = (
6∑
k=1
K[P1, P2]
−→
∇µk) + (
5∑
k=1
K[P1, P2]µk
−→
∇P1) +K[P1, P2]
−→
∇P1 +K[P1, P2]
−→
∇P2.
Then H1(A, π) =
I′
1
I′
1
∩Im∂2
.
ButH1(A, π) and I ′1 have the same Poinaré series. Thus P (I
′
1∩Im∂2, t) = 0 and I
′
2∩Im∂2 = 0.
Theorem 3.6. The homologial group H2(A, π) is a free K[P1, P2] module given by :
H2(A, π) ≃
(
5⊕
k=1
K[P1, P2](
−→
∇µk ×
−→
∇P1)
)
⊕K[P1, P2](
−→
∇P1 ×
−→
∇P1).
where, (µi)1≤i≤6 = (x1, x2, x3, x4, x
2
1, x
2
3).
Proof. Let
−→
G ∈ ker∂2.
−→
G = α0
−→
∇P1 ×
−→
∇P2 +
−→
∇α1 ×
−→
∇P1 +
−→
∇α1 ×
−→
∇P2, α0, α1, α2 ∈ A.
We have
αl = f(
−→
∇ ×
−→
H l) · (
−→
∇P1 ×
−→
∇P2) +
Nl∑
i=0
Ml∑
j=0
6∑
k=0
λli,j,kP
i
1P
j
2µk
But :(
f(
−→
∇ ×
−→
H 0) · (
−→
∇P1 ×
−→
∇P2)
)−→
∇P1 ×
−→
∇P2 = ∂3(
−→
H 0×¯(
−→
∇P1 ×
−→
∇P2));
∂3(
−→
∇P1×¯(
−→
∇ ×
−→
H l)) = −
−→
∇
(
f(
−→
∇ ×
−→
H l) · (
−→
∇P1 ×
−→
∇P2)
)
×
−→
∇Pl, for l = 1, 2.
On the other hand
∂3(λ
l
i,j,kP
i
1P
j
2µk~e̟) = ̟(µk)λ
l
i,j,kP
i
1P
j
2µk
−→
∇P1 ×
−→
∇P2 +̟(P2)λ
l
i,j,kP
i
1P
j+1
2 µk
−→
∇µk ×
−→
∇P2+
−̟(P1)λ
l
i,j,kP
i+1
1 P
j
2µk
−→
∇µk ×
−→
∇P2.
Therefore ker∂2 = Im∂3 + I2, where
I2 =
6∑
k=1
K[P1, P2]
−→
∇µk ×
−→
∇P1 +
6∑
k=1
K[P1, P2]
−→
∇µk ×
−→
∇P2 +K[P1, P2]
−→
∇P1 ×
−→
∇P2.
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Then H2(A, π) =
I2
I2∩Im∂3
.
Let
−→
K i = (Ki1,Ki2,Ki3,Ki4)
t
, where Kij = δijxi, and
−→
K ′i = (K
′
i1,K
′
i2,K
′
i3,K
′
i4)
t
, where K ′ij =
δij .
We have ∂3(
−→
K ′i) = Ji
−→
∇xi ×
−→
∇P1 − (Ji + 1)
−→
∇xi ×
−→
∇P2.
Then for i = 1, 2, 3,
−→
∇xi ×
−→
∇P2 is equal to
Ji
Ji+1
−→
∇xi ×
−→
∇P1 modulo Im∂3.
We also have
−→
∇x4 ×
−→
∇P2 = ∂(−
−→
K ′4) +
−→
∇x4 ×
−→
∇P1.
On the other hand, ∂3(
−→
K i) =
−→
∇P1 ×
−→
∇P2 + Ji
−→
∇x2i ×
−→
∇P1 − (Ji + 1)
−→
∇x2i ×
−→
∇P2, for i = 1, 2, 3,
and ∂3(
−→
K4) =
−→
∇P1 ×
−→
∇P2 +
−→
∇x24 ×
−→
∇P1 −
−→
∇x24 ×
−→
∇P2.
But using the Casimir relations, x24 = −2J2P1 + (J2 + 1)P2 + J21x
2
1 + J23x
2
4, where Jij = Ji − Jj ,
we obtain :
∂3(
−→
K 4) = ∂3(
J21
J1 + 1
−→
K1 +
J23
J3 + 1
−→
K3)− (1 +
J21
J1 + 1
+
J23
J3 + 1
)
−→
∇P1 ×
−→
∇P2+
+
J21
J1 + 1
−→
∇x21 ×
−→
∇P1 +
J23
J3 + 1
−→
∇x23 ×
−→
∇P1.
Then we an explain
−→
∇x23×
−→
∇P1 as a K-linear sum of
−→
∇x21×
−→
∇P1 and
−→
∇P1×
−→
∇P2 modulo Im∂3.
Therefore ker∂2 = Im∂3 + I
′
2, where
I ′2 =
6∑
k=1
K[P1, P2]
−→
∇µk ×
−→
∇P1.
Then H2(A, π) =
I′
2
I′
2
∩Im∂3
.
ButH2(A, π) and I
′
2 have the same Poinaré series. Thus P (I
′
2∩Im∂3, t) = 0 and I
′
2∩Im∂3 = 0.
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