ABSTRACT Here, the exponential synchronization about mean square problem of two complex dynamical networks with stochastic perturbations is investigated. A novel drive-response complex network model is formulated which is linear coupling with both time-varying delay and non-delay, meanwhile, this model also includes stochastic perturbations of vector-form. Based on the Lyapunov steady theory, stochastic differential equations, and matrix theory, several effective synchronous conditions are obtained to ensure exponential synchronization in mean square of the proposed complex dynamical networks by periodically intermittent pinning. Finally, several numerical simulations are performed to verify the theoretical results and the control methodology.
coupling complex nonlinear delay dynamic by using distributed dynamic compensation controller is realized , and authors put forward a complex dynamic network model with nonlinear delay and similar nonlinear agent coupling. Liu, etc in [17] investigated the exponential network synchronization with variable topology, at the same time, which includes time-varying delays from the viewpoints of both local and global coupling. We gave the sufficient condition of time-delay nonlinear coupling synchronization of complex networks [18] .
For better implementation of network synchronization, the control method is very important. Pinning control is a common method of network synchronization. Usually, based on consideration of control cost, we do not pin all the agents but a small fraction of agents to realize network synchronization. Chen T. et. al. [19] proved that we can get the network synchronization only via a single pinning controller. It's a pioneering study although with certain limitation. In [20] , Liang S. et. al. investigated synchronization of general fractional-order uncertain complex networks with delay by using the stability theory of fractional-order differential equations. Moreover, intermittent control is one of the more practical control method of pinning control due to its more save resources [21] .
Signal is bound to be disturbed due to the influence of the environment in the network transmission. That is what we mean by noise, it is widespread in the complex network [23] , may cause the loss of information in the process of signal transmission [24] , so the influence of noise on the network synchronization must be considered when we research the complex network.There are a large number of related research literatures in the field of complex network synchronization [23] [24] [25] [26] [27] . In [24] [25] [26] , noises are all one-dimensional, that is to say, the transmission signal is influenced by the noise with the identical properties. In [27] , the adaptive control strategy is used in neural network synchronization, which has the characteristics such as uncertainty and stochastic noise. Via utilizing linear matrix inequality method and stochastic analysis method, some novel synchronous conditions are derived to ensure the adaptive synchronization for neural networks. Among them, the vector form of noise is the main features of this article in view of it is more profound and practical in reality.
Inspired by the above works, we investigate the exponential synchronization in mean square problem of two complex networks with some directed topologies subject to stochastic noise. In order to realize our main theories, we first design a novel drive-response complex network model with stochastic noise of vector-form and linear coupling, considering two cases: time-varying delays and non-delays. Based on some mathematical analysis methods such as the Lyapunov functional theory, stochastic differential equations and matrix theory and so on, several new synchronous conditions are derived to ensure exponential synchronization in mean square of the proposed complex networks by periodically intermittent pinning. This paper's frame is as follows. In Sect. II, A novel drive-response complex network model is formulated which is linear coupling with both time-varying delays and nondelays and some previous preparations are given about matrix theory, graph theory and stochastic stability theory. In Sect. III, some exponential synchronization about mean square criteria of these two complex networks are derived. In Sect. IV, several numerical simulations are performed to verify the theoretical results and the control methodology. This paper is concluded in Sect. V.
II. PRELIMINARIES A. NOTATIONS
R n the n-dimensional Euclidean space R n×n the set of n × n real matrices T the transpose of a matrix or vector Tr(·) the trace of the corresponding matrix I n denotes the identity matrix with n dimensions
the largest eigenvalue of symmetric matrix A λ min (A) the smallest eigenvalue of symmetric matrix A G = (V, E, A) a weighted directed graph composed of a set of agents V = {v 1 , · · · , v n }, set of edges E = V × V, and a weighted adjacency matrix A = [a ij ] with non-negative adjacency elements a ij . An edge of G is denoted by e ij = (v i , v j ) ∈ E, which means that agent v j receives information from agent v i , and v i is called the parent of v j . The adjacency elements associated with the edges of the graph are positive, i.e., e ij ∈ E ⇔ a ij > 0. Moreover, we assume a ii = 0 for all i ∈ 1, · · · , n.
the graph Laplacian associated with the digraph G is defined as L(G)
, P) a completed probability space with a filtration {F t } t≥0 which is right continuous and F 0 contains all P-null sets. w(t) w(t) = (w 1 (t), w 2 (t), · · · , w n (t)) T be an m-dimensional Brownian motion defined on probability space.
the family of continuous function φ from [− , 0] to R n with the uniform norm ||φ||
, where E stands for the correspondent expectation operator with respect to the given probability measure P.
B. MATHEMATIC MODEL
Consider a drive system network consisting of N identical nonlinearly dynamics agents, which are coupled subject to Markovian switching and stochastic noise. And in the network, each agent is an n dimensional dynamical unit. So the network model can be denoted as:
where
R n is the state vector of the ith agent of the network,
is the outer coupling matrices of the network at time t and
(t) and c (t) are the inner and coupling timevarying delay respectively, which satisfy
∈ R n is a Weiner process which is bounded vector-form , satisfying
Compared with the proposed drive system, the response system has following definition as follows:
where y j (t) = (y j1 (t), y j2 (t), · · · , y jn (t)) T ∈ R n is the state vector of the jth agent of the response network,
In this paper, the interaction topology among agents is assumed to be directed, that is, A D , B D , B R and B R are asymmetric.
The initial conditions are
. To achieve the exponential synchronization in mean square objective between the drive systems and response systems, the periodically intermittent pinning controllers are designed in response networks to control a part of its agents. Thus we can describe the controlled response network as follows:
where u j (t) (j = 1, 2, · · · , M ) are the intermittent pinning controller defined as follows:
is the control gain and denote
T is the control period, δ ≤ T is the control duration and denote ϑ = δ/T ; and k = 0, 1, · · · . The sketch between two networks by intermittent pinning control is shown in Fig. 1 . Design the synchronization error as e ij (t) = x i (t) − y j (t) (i = 1, 2, · · · , N ), the error system can be obtained as follows: 
Remark 1: The synchronization of the proposed driveresponse network is different from the cluster synchronization of the general networks. The drive-response network is dependent on the controller between two networks, while the the cluster synchronization is reached by the interaction with the topology structure. The drive-response synchronization is complete synchronization, while the cluster synchronization is synchronization in one sub-network and not synchronization in different sub-networks.
Remark 2: Pinning control is a very good control strategy [19] . In this paper, the part nodes of the response network are controlled by receiving information of the part nodes of the drive network in the periodically intermittent way. In the pinning sense, we can call it periodically intermittent pinning.
Next, we present the definition of exponential synchronization in mean square.
Definition 1: The drive network (1) and the response network (2) are said to be exponentially synchronized in mean square if the trivial solution of system (5) is such that
for some positive constants K and κ for any initial data
Definition 2 [23] , [31] :
for all x, y, z, w ∈ R n , given matrix = diag{γ 1 , γ 2 , · · · ,γ n }, positive definite diagonal matrix P = diag{p 1 , p 2 , · · · , p n }, diagonal matrix = diag{δ 1 , δ 2 , · · · , δ n } and constants η > 0, ζ > 0, then we can say f ∈ QUAD(P, , η, ζ ). Simultaneously, we will use the following assumptions for establishing our synchronization condition in this paper [31] . H1 The time-varying delay (t) and c (t) satisfy 0
where e ij (t) = x i (t) − y j (t).
denote the Kronecker product as follows:
Furthermore, some lemmas we present will be required throughout this paper.
The following linear matrix inequalities
where T , and S(x) depend affinely on x, is equivalent to
Lemma 3 [32] : Consider an n-dimensional stochastic differential equation
Let C 2,1 (R + × R n ; R + ) denote the family of all nonnegative functions V (t, x) on R + × R n , which are twice continuously differentiable in x and once differentiable in t. If V ∈ C 2,1 (R + × R n ; R + ), define an operator LV from R + × R n to R by
LV (s, x(s))ds
as long as the expectations of the integrals exist. For the simplicity of calculation, we denote
III. MAIN RESULTS
Here, via using periodically intermittent pinning control, we obtain the synchronization conditions for these two complex dynamic networks which has attributes of stochastic noise and time-varying delays. Theorem 1: Suppose the assumption H1 and H2 hold and f ∈ QUAD(P, , η, ζ ), if there exist positive constants α 1 α 2 , β 1 , β 2 , and κ such that
where γ > 0 is the root of the equation
and
Then, the solution e ij (t), i = 1, · · · , N , j = 1, · · · , M of system (5) is globally exponential stabilize in mean square with the periodical intermittent pinning controller (4) . Proof: Define a Lyapunov function
e ij (t) T Pe ij (t).
When t ∈ (kT , kT +δ], according to Lemma 3, one can obtain that
LV (t, e(t), r)
Tr σ ij (t, e ij (t), e ij (t − (t)), e ij (t − c (t))) T × Pσ ij (t, e ij (t), e ij (t − (t)), e ij (t − c (t))) .
When t ∈ (kT + δ, (k + 1)T ], one can get that
Tr σ ij (t, e ij (t), e ij (t − (t)),
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For simply, denote e ·j (t)
Because f ∈ QUAD(P, , η, ζ ), one can obtain that
From the definitions of A D ( N k=i a D ik = 0), the following equation holds:
Similarly,
By using x T y ≤ cx T x + 1 c y T y for any x, y ∈ R N and c > 0, one can get
where α > 0 and β > 0. Based on Assumption H2, we have
Tr σ ij (t, e ij (t), e ij (t − (t)), e ij (t − c (t)))
Denote
. (17) Substituting inequalities (14-17) into equality (12), we get
So we yields
Substituting inequalities (14-16) into equality (13), we have
296 VOLUME 6, 2018
So we get
where γ is the root of equation (11). For t ∈ (kT , kT + δ], we calculate the operator
For t ∈ (kT + δ, (k + 1)T ], the operator is
Therefore, by using the Itô formula with Markovian switching, one can obtain that for any t > t 0 ≥ 0,
For t ∈ (0, ϑT ], we have
By altering variable s − (s) = u, we get
Taking equations (21) and (22) into equation (20) and by condition (11), we have
By altering variable s − c (s) = u, one yields
Substituting equation (24) and (25) into equation (23), we get
. By using the Gronwall inequality, we can get
When t ∈ (T , (1 + ϑ)T ], we have
When t ∈ ((1 + ϑ)T , 2T ], we have
In a similar way, one can also prove that when t ∈ (kT , (k + ϑ)T ], one have
and when t ∈ ((k + ϑ)T , (k + 1)T ], we have
So when t ∈ (kT , (k + 1)T ], we get
EV (s)e (1−ϑ)T and γ > κ > 0. The proof is completed. Remark 3: From Theorem 1, the synchronization of the proposed model is dependent of both the outer coupling matrix A R and A D . The associated graphs have a directed spanning trees to satisfy conditions of Theorem 1. Then, the system (5) exponentially stability in mean square with exponential degree κ and we can select the suitable control strength ε i , the control width ω, the control period T , and the agents number l which are controlled.
Remark 4: In order to guarantee the existences of the positive root of equation (11), the condition (10) is necessary. From conditions of Theorem 1, the relationship between T , and c can be obtained, and the T can be suitably chosen based on different and c . 
IV. NUMERICAL SIMULATION
In the following, we give one numerical example to validate the effectiveness of the above result by the chaotic delayed neural network.
Based on the 2D chaotic delayed neural network
, and
and dy i (t) = f (t, y j (t), y j (t − (t))) + 
FIGURE 3. The time-evolution of x i 1 and y j 1 (i = 1, 2, . . . , 7 and j = 1, · · · , 10) in system (27) and (28) under pinning control.
FIGURE 4.
The time-evolution of x i 2 and j i 2 (i = 1, 2, . . . , 7 and j = 1, · · · , 10) in system (27) and (28) under pinning control.
In this numerical simulation, one can select P = diag{1, 1}, = diag{5, 11.5}, η = 0.15, and ζ = 3.25, then f ∈ QUAD [23] . Let = diag{1, 1, 1, 1, 1, 0, 0, 0, 0, 0}, c (t) = 0.01 e t 1+e t , l D = 2, σ i (t, x i (t), x i (t − (t)), x i (t − c (t))) = 0.01diag{x i1 (t) + x i1 (t − (t)) + x i1 (t − c (t)), x i2 (t) + x i2 (t − (t))+x i2 (t − c (t))} and σ i (t, y i (t), y i (t − (t)), y i (t − c (t))) = 0.01diag{y i1 (t) + y i1 (t − (t)) + y i1 (t − c (t)), y i2 (t) + y i2 (t − (t)) + y i2 (t − c (t))}.
Computations then yield = 1,¯ = 0, c = 0.01, c = 0.0025, ϒ ij = 0.01I 2 . Let the control strength ε i = 100. So the solutions of conditions 1 are: a 1 = 5.8039, b = 3.260, c = 2.4443, a 2 = 1042.3, one can obtain γ = 0.0138 by solving equation (11) .
The initial values for this simulation are x ij (t 0 ) = −2 × i × cos(t 0 ) − k × cos(t 0 ), y js (t 0 ) = −2 × (i + 7) × cos(t 0 ) + s × cos(t 0 ), for i = 1, · · · , 10, j = 1, · · · , 7, k = 1, 2, and t 0 ∈ [−1, 0]. The trajectories of system (28) and (27) under the periodically intermittent pinning control gains are shown in Figure 3 and Figure 4 by the Euler-Maruyama method [33] . From Figure 3 and Figure 4 , it is obvious that the synchronization can be realized.
V. CONCLUSION
In this article, the exponential synchronization about mean square problem of two complex dynamical networks with stochastic perturbations and nod-delay and time-varying coupling delay is investigated. Particularly, we realized global exponential synchronization in mean square by using a periodically intermittent control scheme to a small part of agents and obtained sufficient criteria for the global exponential synchronization in mean square. Finally, one numerical example are considered to illustrate the theoretical analysis. Our conclusion provides a new research method and ideas for existing ones about synchronization of drive-response complex networks. In the future, the work will be extended to the case that the drive network and response network are coupled via negatively weighted couplings.
