Abstract-We propose the eigenvalue problem of an anisotropic diffusion operator for image segmentation. The diffusion matrix is defined based on the input image. The eigenfunctions and the projection of the input image in some eigenspace capture key features of the input image. An important property of the model is that for many input images, the first few eigenfunctions are close to being piecewise constant, which makes them useful as the basis for a variety of applications, such as image segmentation and edge detection. The eigenvalue problem is shown to be related to the algebraic eigenvalue problems resulting from several commonly used discrete spectral clustering models. The relation provides a better understanding and helps developing more efficient numerical implementation and rigorous numerical analysis for discrete spectral segmentation methods. The new continuous model is also different from energy-minimization methods such as active contour models in that no initial guess is required for in the current model. A numerical implementation based on a finite-element method with an anisotropic mesh adaptation strategy is presented. It is shown that the numerical scheme gives much more accurate results on eigenfunctions than uniform meshes. Several interesting features of the model are examined in numerical examples, and possible applications are discussed.
I. INTRODUCTION
W E ARE concerned with image segmentation using the eigenvalue problem of an anisotropic linear diffusion operator,
subject to a homogeneous Dirichlet or Neumann boundary condition, where u is an eigenfunction representing the gray level of an image and the diffusion matrix D is symmetric and uniformly positive definite on . In this study, we consider an anisotropic diffusion situation where D has different eigenvalues and is defined based on the gray level of an input image.
A method employing an eigenvalue problem to study image segmentation is referred to as a spectral clustering method in literature. This type of methods have attracted great attention from researchers in the past decade; e.g., see [11] , [30] , [38] . They are typically derived from a minimum-cut criterion on a graph. One of the best known spectral clustering methods is the normalized cut method proposed by Shi and Malik [30] (also see Section II-B below) which is based on the eigenvalue problem
where u is a vector representing the gray level value on the pixels, W is a matrix defining pairwise similarity between pixels, and D is a diagonal matrix formed with the degree of pixels (cf. Section II-B below). The operator L = D − W corresponds to the graph Laplacian in spectral graph theory. An eigenvector associated with the second eigenvalue is used as a continuous approximation to a binary or k-way vector that indicates the partitions of the input image. Shi and Malik suggested that image segmentation be done on a hierarchical basis where low level coherence of brightness, texture, and etc. guides a binary (or k-way) segmentation that provides a big picture while high level knowledge is used to further partition the low-level segments. While discrete spectral clustering methods give impressive partitioning results in general, they have several drawbacks. Those methods are typically defined and operated on a graph or a data set. Their implementation cost depends on the size of the graph or data set. For a large data set, they can be very expensive to implement. Moreover, since they are discrete, sometimes their physical and/or geometrical meanings are not so clear. As we shall see in Section II-B, the normalized cut method of Shi and Malik [30] is linked to an anisotropic diffusion differential operator.
The objective of this paper is to investigate the use of the eigenvalue problem (1) of an anisotropic diffusion operator for image segmentation. This anisotropic model can be viewed as a continuous, improved anisotropic generalization of discrete spectral clustering models such as (2) . The model is also closely related to the Perona-Malik anisotropic filter. The advantages of using a continuous model for image segmentation include (i) It has a clear physical interpretation (heat diffusion or Fick's laws of diffusion in our case); (ii) Many techniques of partial differential equations can be used; (iii) Standard discretization methods such as finite differences, finite elements, finite volumes, and spectral methods can be employed; and (iv) The model does not have to be discretized on a mesh associated with the given data set and mesh adaptation can be used to improve accuracy and efficiency. As mentioned earlier, we shall define the diffusion matrix D using the input image and explore properties of the eigenvalue problem. One interesting property is that for many input images, the first few eigenfunctions of the model are close to being piecewise constant, which are useful for image segmentation. However, this also means that these eigenfunctions change abruptly between objects and their efficient numerical approximation requires mesh adaptation. In this work, we shall use an anisotropic mesh adaptation strategy developed by the authors [36] for differential eigenvalue problems. Another property of (1) is that eigenfunctions associated with small eigenvalues possess coarse, global features of the input image whereas eigenfunctions associated with larger eigenvalues carry more detailed, localized features. The decomposition of features agrees with the view of Shi and Malik [30] on the hierarchical structure of image segmentation but in a slightly different sense since all eigenfunctions come from low level brightness knowledge.
The paper is organized as follows. In Section II, we give a detailed description of the eigenvalue problem based on an anisotropic diffusion operator and discuss its relations to some commonly used discrete spectral clustering models, diffusion filters, and some other models in image segmentation. Section III is devoted to the description of the finite element implementation of the model and an anisotropic mesh adaptation strategy. In Section IV, we present a number of applications in image segmentation and edge detection and demonstrate several properties of the model. Concluding remarks are given in Section V.
II. DESCRIPTION OF THE EIGENVALUE PROBLEM

A. Eigenvalue Problem of an Anisotropic Diffusion Operator
We shall use the eigenvalue problem (1) subject to a Dirichlet or Neumann boundary condition for image segmentation.
We are inspired by the physics of anisotropic heat transport process (e.g., see [12] , [29] ), treating the dynamics of image diffusion as the transport of energy (pixel values) and viewing the eigenvalue problem as describing the steady states of the dynamic process. Denote the principal diffusion direction by v (a unit direction field) and its perpendicular unit direction by v ⊥ . Let the conductivity coefficients along these directions be χ and χ ⊥ . (v, χ , and χ ⊥ will be defined below.) Then the diffusion matrix can be written as
When χ and χ ⊥ do not depend on u, the diffusion operator in (1) is simply a linear symmetric second order elliptic operator. The anisotropy of the diffusion tensor D depends on the choice of the conductivity coefficients. For example, if χ χ ⊥ , the diffusion is preferred along the direction of v. Moreover, if χ = χ ⊥ , the diffusion is isotropic, having no preferred diffusion direction.
To define D, we assume that an input image is given. Denote its gray level by u 0 . In image segmentation, pixels with similar gray levels will be grouped and the interfaces between those groups define object boundaries. Since those interfaces are orthogonal to ∇u 0 , it is natural to choose the principal diffusion direction as v = ∇u 0 /|∇u 0 |. However, the local estimate of the gradient of u 0 as appeared in the definition of v is not robust in the presence of noise and may not be well-defined for an input function u 0 that is not smooth. We therefore use the following definition for the direction of the parallel conduction following the ideas in [1] and [6] ,
where S is a smoothing kernel. (A simple choice of S is the Gaussian kernel exp(−(x 2 + y 2 )/σ 2 ) for some positive constant σ .) With such a choice, we can define u 0,S = S * u 0 and rewrite (3) into
where μ = χ ⊥ /χ . We consider two choices of χ and μ. The first one is
where g(x) is a conductance function that governs the behavior of diffusion. This corresponds to linear isotropic diffusion. As in [24] , we require g to satisfy g(0) = 1, g(x) ≥ 0, and g(x) → 0 as x → ∞. For this choice, both χ and χ ⊥ become very small across the interfaces of the pixel groups and therefore, almost no diffusion is allowed along the normal and tangential directions of the interfaces. The second choice is
This choice results in an anisotropic diffusion process. Like the first case, almost no diffusion is allowed across the interfaces of the pixel groups but, depending on the choice of g, some degree of diffusion is allowed on the tangential direction of the interfaces. We shall show later that with a properly chosen g the eigenfunctions of (1) capture "grouping" features of the input image u 0 very well. This phenomenon has already been observed and explored in many applications such as shape analysis [25] , [26] , image segmentation and data clustering [11] , [30] , [31] , [38] , and high dimensional data analysis and machine learning [2] , [21] , [22] , [35] . In these applications, all eigenvalue problems are formulated on a discrete graph using spectral graph theory, which is different from what is considered here, i.e., eigenvalue problems of differential operators. The application of the latter to image segmentation is less known. We shall discuss the connection of these discrete eigenvalue problems with continuous ones in the next subsection. It is noted that the gray level function u 0 is defined only at pixels. While we can view u 0 as the "ground truth" function (assuming there is one function whose discrete sample is the input image), it can be nonsmooth and its gradient may be undefined in the classical sense. Following [1] and [6] , we can treat u 0 as a properly regularized approximation of the "true image" so that the solution to the eigenvalue problem (1) exists. In the following, we simply take u 0 as the linear interpolation of the sampled pixel values (essentially an implicit regularization from the numerical scheme). More sophisticated regularization methods can also be employed. We only deal with gray level images in this work. The approach can be extended to color or texture images when a diffusion matrix can be defined appropriately based on all channels. In our computation, we use both Dirichlet and Neumann boundary conditions, with the latter being more common in image processing.
B. Relation to Discrete Spectral Clustering Models
The eigenvalue problem (1) is closely related to a family of discrete spectral clustering models, with the earliest one being the normalized cut method proposed by Shi and Malik [30] . To describe it, we define the degree of dissimilarity (called cut) between any two disjoint sets A, B of a weighted undirected graph G = (V, E) (where V and E denote the sets of the nodes and edges of the graph) as the total weight of the edges connecting nodes in the two sets, i.e.,
Wu and Leahy [38] proposed to find k subgraphs by minimizing the maximum cut across the subgroups and use them for a segmentation of an image. However, this approach usually favors small sets of isolated nodes in the graph. To address this problem, Shi and Malik [30] used the normalized cut defined as
where assoc(A, A∪ B) = p∈A, q∈A∪B w( p, q). They sought the minimum of the functional Ncut (A, B) recursively to obtain a k-partition of the image. The edge weight w( p, q) is chosen as
where F p is the estimate of the brightness intensity at pixel location p (e.g.,
and σ is a positive parameter. Shi and Malik showed that the above optimization problem is NP-hard but a binary solution to the normalized cut problem can be mapped to a binary solution to the algebraic eigenvalue problem (2) with D being a diagonal matrix with diagonal entries d p = q w( p, q) and W being the weight matrix (w( p, q)) N×N . Eigenvectors of this algebraic eigenvalue problem are generally not binary. They are used to approximate binary solutions of the normalized cut problem through certain partitioning.
To illustrate the connection between the algebraic eigenvalue problem (2) (and therefore, the normalized cut method) with the continuous eigenvalue problem (1), we consider an eigenvalue problem in the form of (1) with the diffusion matrix defined as
A standard central finite difference discretization of this problem on a rectangular mesh gives rise to
where h is the grid spacing and the coefficients c
with f = S * u 0 . Equation (9) is almost the same as (2) when the neighborhood N i, j of a pixel located at (i, j ) is chosen to include the four closest pixel locations
The difference lies in that (2) has a weight function on its right-hand side. It can be shown that (9) gives exactly the algebraic eigenvalue problem for the average cut problem
where |A| and |B| denote the total numbers of nodes in A and B, respectively. If we consider the generalized eigenvalue problem (by multiplying the right-hand side of (1) with a positive function)
we can obtain (2) exactly with a proper central finite difference discretization. The above analysis shows that either the average cut or normalized cut model can be approximated by a finite difference discretization of the continuous eigenvalue problem (1) with the diffusion matrix (8) . While being anisotropic in general, (8) has some restrictions. Its principal diffusion directions are fixed (as the x and y axis directions). Moreover, it can lead to isotropic diffusion near oblique interfaces where
. These can be avoided with the diffusion matrix (4) which defines diffusion differently along the normal and tangential directions of group interfaces. In this sense, our method consisting of (1) with (4) can be regarded as an improved version of (1) with (8) , and thus, an improved continuous generalization of the normalized cut or the average cut method.
On the other hand, a finite element approximation of the anisotropic eigenvalue problem (1) (with some restrictions) can be cast formally in the form (2) (and thus in the form of the normalized cut method); see Section III-B. In this case, however, the edge weight function w( p, q) cannot be generally expressed in a continuous analytical form, which is in contrast to the case of the normalized cut method where the edge weight function is given by (7) .
Another difference between discrete spectral clustering methods and those based on continuous eigenvalue problems is that the former are defined and operated directly on a graph or data set and their cost depends on the size of the graph or data whereas the latter treat an image as a sampled function and are defined by a discretization of some differential operators. The continuous models have the advantage that many standard discretization methods such as finite difference, finite element, finite volume, and spectral methods can be used. Moreover, they do not have to be operated directly on the graph or the data set. As shown in [36] , continuous eigenvalue problems can be solved efficiently on adaptive, and especially anisotropic adaptive, meshes (also see Section IV).
C. Relation to Diffusion Models
The eigenvalue problem (1) is related to several diffusion models used in image processing. They can be cast in the form ∂u ∂t
with various definitions of the diffusion matrix. For example, the Perona-Malik nonlinear filter [24] is in this form with D = g(|∇u|)I , where g is the same function in (5) and I is the identity matrix. The above equation with D defined in (4) with μ = 1 and χ = g(|∇u 0 |) gives rise to a linear diffusion process that has similar effects as the affine Gaussian smoothing process [23] . The diffusion matrix we use in this paper in most cases is in the form (4) with μ and χ defined in (6) . A similar but not equivalent process was studied as a structure adaptive filter by Yang et al. [39] . The diffusion matrix (4) can be made u-dependent by choosing μ and χ as functions of ∇u. Weickert [37] considered a nonlinear anisotropic diffusion model with a diffusion matrix in a similar form as (4) with χ = g(|∇(S * u)|) and μ = 1/g(|∇(S * u)|). Interestingly, Perona and Malik [24] considered
as an easy-to-compute variant to the Perona-Malik diffusion model (with D = g(|∇u|)I ). Zhang and Hancock in [41] considered
where L is the graph Laplacian defined on the input image u 0 and image pixels are treated as the nodes of a graph. The weight between two nodes i, j is defined as
where r is a prescribed positive integer and σ is a positive parameter. As in the previous subsection, it can be shown that this model can be regarded as a discrete form of a linear anisotropic diffusion model. It has been reported in [5] , [23] , [39] , and [41] that the image denoising effect with this type of linear diffusion model is comparable to or in some cases better than nonlinear evolution models.
D. Relation to Grady's Random Walk Image Segmentation Model
It is interesting to mention that the eigenvalue problem (10) is related to Grady's random walk image segmentation model [11] where a multiple combinatorial Dirichlet problem is solved for a k-region segmentation with predefined seeds indicating segmentation labels. Using a similar argument in Section II-B, it can be shown that the numerical implementation of the method is equivalent to solving a set of mixed boundary value problems which are subject to a Neumann boundary condition on the image border and Dirichlet boundary conditions on the seeds and discretized on a uniform mesh for potentials u i , i = 1, ..., k. These boundary problems read as
where is the set of all seeds and i is the set of seeds for label i . This problem with a proper choice of g also gives a solution with well clustered function values, a phenomenon called "histogram concentration" in [5] .
III. NUMERICAL IMPLEMENTATION
A. Linear Finite Element Approximation
The eigenvalue problem (1) is discretized using the standard linear finite element method with a triangular mesh for . The finite element method preserves the symmetry of the underlying continuous problem and can readily be implemented with (anisotropic) mesh adaptation. As will be seen in Section IV, the eigenfunctions of (1) can have very strong anisotropic behavior, and (anisotropic) mesh adaptation is essential to improving the efficiency of their numerical approximation.
While both Dirichlet and Neumann boundary conditions are considered in our computation, to be specific we consider only a Dirichlet boundary condition in the following. The case with a Neumann boundary condition can be discussed similarly.
We assume that a triangular mesh T h is given for . Denote the number of the elements of T h by N and the linear finite element space associated with T h by V h ⊂ H 1 0 ( ), where H 1 0 ( ) is a Sobolev function space. Then the finite element approximation to the eigenvalue problem (1) subject to a Dirichlet boundary condition is to find 0 ≡ u h ∈ V h and λ h ∈ R such that
This equation can be written into a matrix form as
where A and M are the stiffness and mass matrices, respectively, and u is the vector formed by the nodal values of the eigenfunction at the interior mesh nodes.
An error bound for the linear finite element approximation of the eigenvalues is given by a classical result; e.g. see Fix [9, Th. 1] . It states that for any given integer
where λ j and λ h j are the eigenvalues (ordered in an increasing order) of the continuous and discrete problems, respectively, E k is the linear space spanned by the first k eigenfunctions of the continuous problem, h is the projection operator from L 2 ( ) to the finite element space V h , and · E is the energy norm, namely,
It can be shown (e.g., see [36] ) that the project error can be bounded by the error of the interpolation associated with the underlying finite element space, with the latter depending directly on the mesh. When the eigenfunctions change abruptly over the domain and exhibit strong anisotropic behavior, anisotropic mesh adaptation is necessary to reduce the error and improve the computational efficiency (e.g. see [4] , [36] ). An anisotropic mesh adaptation method was proposed for eigenvalue problems by the authors [36] , following the so-called M-uniform mesh approach developed in [14] - [16] for the numerical solution of PDEs. Anisotropic mesh adaptation has the advantage over isotropic one in that, in addition to the size, the orientation of triangles is also adapted to be aligned with the geometry of the solution locally. In the context of image processing, this mesh alignment will help better capture the geometry of edges. The M-uniform mesh approach of anisotropic mesh adaptation views and generates anisotropic adaptive meshes as uniform ones in the metric specified by a metric tensor M = M(x, y). Putting it in a simplified scenario, we may consider a uniform mesh defined on the surface of the gray level u and obtain an anisotropic adaptive mesh by projecting the uniform mesh on the surface into the x y plane. In the actual computation, instead of using the surface of u we employ a manifold associated with a metric tensor defined based on the Hessian of the eigenfunctions. An optimal choice of the metric tensor (corresponding to the energy norm) is given [36] as
where K denotes a triangle element of the mesh, H is the intersection of the recovered Hessian matrices of the computed first k eigenfunctions, and H K is the average of H over K . A least squares fitting method is used for Hessian recovery. That is, a quadratic polynomial is constructed locally for each node via least squares fitting to neighboring nodal function values and then an approximate Hessian at the node is obtained by differentiating the polynomial. The recovered Hessian is regularized with a prescribed small positive constant which is taken to be 0.01 in our computation.
Algorithm 1 Anisotropic Adaptive Mesh Finite Element Approximation for Eigenvalue Problems
An outline of the computational procedure of the anisotropic adaptive mesh finite element approximation for the eigenvalue problem (1) is given in Algorithm 1. In Step 5, BAMG (Bidimensional Anisotropic Mesh Generator) developed by Hecht [13] is used to generate the new mesh based on the computed metric tensor defined on the current mesh. (BAMG is chosen because it generates two-dimensional anisotropic meshes of high quality, allows for a user-supplied metric tensor that controls mesh concentration and alignment, and is available in the public domain.) The resultant algebraic eigenvalue problems are solved using the Matlab eigenvalue solver eigs for large sparse matrices. Note that the algorithm is iterative. Ten iterations are used in our computation, which was found to be enough to produce an adaptive mesh with good quality (see [14] for mesh quality measures).
B. Anisotropic Diffusion in the Form of the Normalized Cut Method
The finite element approximation of the anisotropic eigenvalue problem (1) can be formally cast in the form (2) (and thus in the form of the normalized cut method) although in this case the edge weight function w( p, q) cannot be expressed generally in a continuous analytical form (cf. (7) for the normalized cut method). To explain this, we assume that a homogeneous Neumann boundary condition, the lumped mass matrix, and a nonnegative function r = r (x, y) on the righthand side of (1) are used. Under this assumption, the stiffness matrix A in (16) has zero row sums and the mass matrix M is diagonal. From (15), we can express the entries of A and M as
where |K | denotes the area of element K , ω i and φ i are the element patch and the linear basis function associated with the i th vertex, respectively, and D K is the average of D over K , i.e.,
Notice that for i = j , ω i ∩ ω j contains two elements, one element, and no element when the straight line connecting the i th and j th vertices is an interior edge, a boundary edge, and not an edge, respectively. Then, we can cast (16) into the form of (2) by defining
and choosing r (x, y) such that D = M, where diag(A) denotes the diagonal part of A and I is the identity matrix. According to this definition, the value of the edge weight function is given by
Generally speaking, the so-defined edge weight function cannot be expressed in a continuous analytical form. This is in contrast to the case of the normalized cut method where the edge weight function is given in (7).
To be instructive, we consider a triangular mesh obtained by connecting the north-west diagonals of the rectangles formed by the pixels of the input image. The element patch of an interior vertex is shown in Fig. 1. From (19) , we can find the edge weights for this mesh as
The weights for boundary edges can be obtained similarly.
IV. NUMERICAL RESULTS
In this section, we use an input image of size 256 × 256, a homogeneous Neumann boundary condition, and no smoothing for the input image, unless otherwise stated. All images are normalized so that the gray values are between 0 and 1, and the domain of the input image is set to be
When we count the indices of eigenfunctions, we ignore the first trivial constant eigenfunction and start the indexing from the second one. 
A. Properties of Eigenfunctions 1) Almost Piecewise Constant Eigenfunctions:
A common feature of spectral clustering methods is that for certain input images the first few eigenfunctions are close to being piecewise constant, which makes them useful in segmenting those images. To see if the eigenvalue problem (1) with the diffusion matrix (4) possesses this feature, we display in Fig. 2 a synthetic image containing 4 objects and the first 7 eigenfunctions. The gaps between objects are 4 pixel wide. To make the problem more interesting, the gray level is made to vary within each object (so the gray value of the input image is not piecewise-constant). We use the anisotropic diffusion tensor D defined in (4) and (6) with
where α is a positive parameter. Through numerical experiment (cf. Section IV-A8), we observe that the larger α is, the closer to being piecewise constant the eigenfunctions are. At the same time, the eigenvalue problem (1) is also harder to solve numerically since the eigenfunctions change more abruptly between the objects. We use α = 1.5 in the computation for Fig. 2 . The computed eigenfunctions are normalized such that they have the range of [0, 255] and can be rendered as gray level images. The results are obtained with an adaptive mesh of 65902 vertices and re-interpolated to a 256 × 256 mesh for rendering. The histograms of the first 3 eigenfunctions together with the plot of the first 10 eigenvalues are shown in Fig. 3 . It is clear that the first 3 eigenfunctions are almost piecewise constant. In fact, the fourth, fifth, and sixth are also almost piecewise constant whereas the seventh is clearly not. (Their histograms are not shown here to save space but this can be seen in Fig. 2.) 2) The Influence of Noise: We examine the eigenfunctions of the noisy images in Fig. 4 . The computation is done under the same condition as shown in Fig. 2 except that the (noisy) input image is smoothed using a simple averaging strategy: the gray values are averaged over a three-by-three stencil of each pixel. Three sweeps of averaging were used in the computation. The computational results are shown in Fig. 5 . It can be seen that the first few eigenfunctions are still very close to being piecewise constant functions when the input Fig. 3 . The first 10 eigenvalues and the histograms of the first 3 eigenfunctions in Fig. 2 . The x and y axes of the histograms are the gray value and the number of pixels having the same gray value. image contains mild noise. In this example, the piecewiseconstant feature starts to break between σ 2 = 0.2 and σ 2 = 0.3. These results demonstrate that the new method is robust to mild noise.
3) Eigenvalue Problem (1) Versus the Laplace-Beltrami Operator:
Eigenfunctions of the Laplace-Beltrami operator (on surfaces) have been studied for image segmentation [28] , [33] and shape analysis [25] , [26] . Thus, it is interesting to compare the performance of the LaplaceBeltrami operator and that of the eigenvalue problem (1). For this purpose, we consider the Laplace-Beltrami operator 
(The diffusion matrix in the above equation can be cast in the form of (4) with χ = (1+|∇u 0 | 2 ) − 1 2 , μ = 1+|∇u 0 | 2 , and no smoothing was used for the input image.) The main difference between this eigenvalue problem with (1) is that there is a weight function on the right-hand side of (21) , and in our model the parameter α in (20) is taken typically greater than 1.
The eigenfunctions of the Laplace-Beltrami operator obtained with a clean input image of Fig. 4 are shown in Fig. 6 . From these figures one can see that the eigenfunctions of the Laplace-Beltrami operator are not so close to being piecewise constant. Other examples we tested also show this property of (21) . (To save space, they are not shown here.) In this sense, the Laplace-Beltrami operator is inferior to (1) (combined with (4), (6) , and (20)) for image segmentation.
4) Open or Closed Edges:
We continue to study the piecewise constant property of eigenfunctions of (1). In numerical experiment, we found that the new method can have very different performances for some look-alike images but with open/closed edges. To show this, we examine the two input images in Fig. 7 , one containing a few open arcs and the other having a closed curve that makes a jump in the gray level. The first eigenfunction for the open-arc image changes gradually whereas that for the second image is close to being piecewise constant. This shows that the new method works much better for images with closed edges.
5) Anisotropic Mesh Adaptation:
For the purpose of image segmentation, we would like the eigenfunctions to be as close to being piecewise constant as possible. This would mean that they change abruptly in narrow regions between objects. As a consequence, their numerical approximation can be difficult, and (anisotropic) mesh adaptation is then necessary for the sake of computational accuracy and efficiency. The reader is referred to [36] for the detailed studies of convergence and advantages of using anisotropic mesh adaptation in finite element approximation of the eigenvalue problems with anisotropic diffusion operators. The interested reader is also referred to [10] and [17] for mesh adaptation in image segmentation. We continue to demonstrate the advantage of using an anisotropic adaptive mesh over a uniform one for the eigenvalue problem (1) with the diffusion matrix defined in (4), (6) , and (20) and subject to the homogeneous Dirichlet boundary condition. The input image is taken as the Stanford bunny; see Fig. 8 . The figure also shows the eigenfunctions obtained on an adaptive mesh and uniform meshes of several sizes. It can be seen that the eigenfunctions obtained with the adaptive mesh have very sharp boundaries, which are comparable to those obtained with a uniform mesh of more than ten times of vertices.
We now consider input images of high resolution. The first test image has the same content as the synthetic image used in Fig. 4 , but with a much higher resolution of 2048 × 2048. We downsample the image by averaging pixel values over 2 × 2, · · · , and 16 × 16 squares of pixels to generate a sequence of images of resolution 1024 × 1024, 512 × 512, 256×256, and 128×128. We compute the eigenvalue problem under the same condition as for Fig. 2 for each input image in the sequence. We recall that the cost of our approach is independent of the resolution of the input image. Instead, it is proportional to the size of the resultant algebraic eigenvalue problem, which is in turn determined by the mesh used in the discretization of the continuous problem (1) . The mesh in our computation is determined automatically by the mesh generator (BAMG) based on the prescribed number of mesh elements and the metric tensor (17) . In the computation for this test, the prescribed number of mesh elements was taken to be 4000. The matrix size is recorded in Table I and the first four eigenfunctions obtained with the 2048 × 2048 input image are shown in Fig. 9 . It can be seen that the matrix Fig. 9 . The first 4 eigenfunctions for the input image in Table. I with resolution 2048 × 2048 (scaled to fit in the page).
size stays relatively constant with all images of resolution from 128 × 128 to 2048 × 2048. This implies that the cost for all of the computation is almost the same. On the other hand, the normalized cut algorithm is directly operated on the input image and its cost depends on the total number of the pixels of the input image. Since the execution times depend on the number of nonzero entries in the matrix, and our matrix has orders of magnitude fewer nonzero entries than the one that arises from the normalized cut algorithm as the resolution increases, our algorithm can significantly reduce the computation time for high resolution images. In this example, the execution time of computing the first 4 eigenvalues for the 1024 × 1024 input image by the normalized cut method is 1276.91 seconds whereas the total execution time of our approach for computing the first 4 eigenvalues in 10 iterations is 6.74 seconds. Here, we used the code provided by Shi at http://www.cis.upenn.edu/~jshi/software for the normalized cut algorithm. (The code requires the input of a desired number of segments, which we set to be 5.) The computation for both algorithms was carried out on a Linux system with one Intel 2.66 GHz Core i7 CPU and 6 GB memory. The first four eigenfunctions obtained by both algorithms are comparable while the first and third eigenfunctions (particularly the third) with the normalized cut method are not quite piecewise constant; see Fig. 10 . We conduct the same experiment on an image (img0003) from the Kodak Photo CD Photo Sampler, Final Version 2.0. The original image is of resolution 2048 × 3072. We use a section of size 2048 × 2048 of the original image. We list the matrix size in Table II and show the image together with the first four eigenfunctions in Fig. 11 . It is not as clear as in the previous example how many segments should be for the normalized cut code. We simply set a rough estimate of 10. The execution time of computing the first four eigenvalues for the 1024 × 1024 input image is 584.95 seconds whereas that for our algorithm is 6.40 seconds. The results obtained by both algorithms are shown in Fig. 12 . It is clear that our approach gives sharper results than the normalized cut algorithm. Table. I); Bottom row: the first four eigenfunctions computed by the normalized cut algorithm for the same input image. Images are scaled to fit in the page. Table. II); Bottom row: the first four eigenfunctions computed by the normalized cut algorithm for the same input image. Images are scaled to fit in the page.
6) Anisotropic and Less Anisotropic Diffusion:
Next, we compare the performance of the diffusion matrix (4) (with (6), (20) , and α = 1.5) and that of a less anisotropic diffusion matrix (cf. (12) , with (20) and α = 1.5)
Since (22) is in the form of (8), we can view the latter case as a continuous version of the normalized cut method. The eigenfunctions of (1) with those diffusion matrices with the Stanford bunny as the input image are shown in Fig. 13 .
For (22), we compute the eigenfunction on both a uniform mesh of size 256×256 and an adaptive mesh of 46974 vertices. The computation with (4) is done with an adaptive mesh of 45562 vertices. The main difference in the results is that the right ear of the bunny (not as bright as other parts) almost disappears in the first eigenfunction with the less anisotropic diffusion matrix. This can be recovered if the conductance is changed from α = 1.5 to α = 1.0, but in this case, the eigenfunction becomes farther from being piecewise-constant. The image associated with the first eigenfunction for (4) seems sharper than that with (22) too.
7) FEM Cast in the Form of the Normalized Cut Method:
From Section III-B we have seen that the linear finite element approximation of (1) can be formally cast in the form (2) (and thus in the form of the normalized cut method). Recall that the formulation comes under the assumption that a homogeneous Neumann boundary condition, the lumped mass matrix, and a nonnegative function r = r (x, y) on the right-hand side of (1) are used. Moreover, the corresponding algebraic eigenvalue problem is in the form of (16) with M = diag(A) + I (cf. (18)).
It is interesting to see how the formulation works. To this end, we consider a triangular mesh obtained by connecting the north-west diagonals of the rectangles formed by the pixels of the input image. In the computation, (1) with (4), (6), (20) , and α = 1.5 is used to form the stiffness matrix A. We compute the first 4 eigenfunctions for the input images in Fig. 2 and Fig. 8 . The results in Fig. 14 show that the formulation give comparable results to those in Fig. 2 and Fig. 8 although their resolution is slightly less sharp. The latter is expected since the computation is based on the size of the input image and no mesh adaptation is involved.
8) Effects of the Conductance g:
We now examine the effects of the conductance and consider four cases: g 1 ( (20) with α = 1.0), g 2 ( (20) with α = 1.5), g 3 ((20) with α = 3.0), and
where σ and are positive parameters. The last function is called Tukey's biweight function and considered in [3] as a more robust choice of the edge-stopping function in the Perona-Malik diffusion. We show the results with (4) on the Stanford bunny in Fig. 15 . We take σ = 9 and = 10 −6 for Tukey's biweight function. Increasing the power α in g(x) defined in (20) will make eigenfunctions steeper in the regions between different objects and thus, closer to being piecewise constant. Tukey's biweight function gives a sharp result but the body and legs are indistinguishable.
B. Applications in Edge Detection and Image Segmentation
Eigenfunctions can serve as a low level image feature extraction device to facilitate image segmentation or object edge detection. Generally speaking, eigenfunctions associated with small eigenvalues contain "global" segmentation features of an image while eigenfunctions associated with larger eigenvalues carry more information on the detail. Once the eigenfunctions are obtained, one can use numerous well developed edge detection or data clustering techniques to extract edge or segmentation information. It is worth pointing out that this idea has been explored in recent image segmentation methods where extra cues, such as multiple scales [7] , color and texture gradients [18] , and source and sink regions [8] , are integrated into the process of segmentation to produce highly advanced image segmentation algorithms.
The task of designing a sophisticated image segmentation algorithm that takes the full advantage of the high-accuracy eigenfunctions is beyond the scope of this paper. Instead, here we focus on demonstrating the global feature exposed by the eigenfunctions and show how it can improve existing image segmentation algorithms. To this end, we only employ simple, well known techniques such as thresholding by hand, k-means clustering, or Canny edge detector in the partitioning step. More sophisticated schemes can be easily integrated to automatically detect edges or get the segmentations.
We point out that boundary conditions have an interesting effect on the eigenfunctions. A homogeneous Dirichlet boundary condition forces the eigenfunctions to be zero on the boundary and may wipe out some structures there (and therefore, emphasize objects inside the domain). It essentially plays the role of defining "seeds" that indicates background pixels on the image border. The idea of using user-defined seeds or intervene cues has been widely used in graph based image segmentation methods [11] , [18] , [27] , [40] . The PDE eigenvalue problem (1) can also be solved with more sophisticated boundary conditions that are defined either on the image border or inside the image. On the other hand, a homogeneous Neumann boundary condition tends to keep those structures.
To compare Dirichlet and Neumann boundary conditions, we use the diffusion matrix defined in (4), (6) , and (20) (α = 1.5). In Fig. 16 , we show the first eigenfunctions obtained with Dirichlet and Neumann boundary conditions with Lenna as the input image. For the edge detection for Lenna, it is natural to extract the "big picture" from the first eigenfunction and get the edge information from it. We show the edges obtained by thresholding a few level lines in the top row of Fig. 17 . Since any level line with value s is the boundary of the level set L s = {(x, y) : I (x, y) ≥ s} of an image I , and L s is non-increasing with respect to s, the level line is "shrinking" from the boundary of a wider shape to empty as s increases from 0 to 255. Some intermediate steps give salient boundaries of the interior figure. However, to make the "shrinking" automatically stop at the correct edge, other clues potentially from mid or high level knowledge in addition to the low level brightness info should be integrated in the edge detection step. We also use the MATLAB function imcontour to get major contours, and apply k-means clustering to the eigenfunctions with k = 2, 3, 4, 5, shown in the second row of Fig. 17 .
We next compute for an image with more textures chosen from the Berkeley Segmentation Dataset (BSDS) [19] (Fig. 18 ). This is a more difficult image for segmentation or edge detection due to many open boundary arcs and ill-defined boundaries. We display the the first eigenfunction and the k-means clustering results in Fig. 18 . The k-means clustering does not capture the object as well as in the previous example. Better separation of the object and the background can be obtained if additional information is integrated into the clustering strategy. For instance, the edges detected by the Canny detector (which uses the gradient magnitude of the image) on the first eigenfunction clearly give the location of the tiger. Thus, the use of the gradient map of the first eigenfunction in the clustering process yields more accurate object boundaries. For comparison, we also show the edges detected from the input image with the Canny detector.
Another way to extract "simple" features is to change the conductance g (e.g., by increasing α in (20) ) to make the eigenfunctions closer to being piecewise constant. This makes eigenfunctions more clustered but wipes out some detail of the image too. To avoid this difficulty, we can employ a number of eigenfunctions and use the projection of the input image into the space spanned by the eigenfunctions to construct a composite image. A much better result obtained in this way with 64 eigenfunctions is shown in Fig. 19 .
It should be pointed out that not always the first few eigenfunctions cary most useful information of the input image. Indeed, Fig. 20 shows that the first eigenfunction carries very little information. Since the eigenfunctions form an orthogonal set in L 2 , we can project the input image onto the computed eigenfunctions. The coefficients are shown in Fig. 21 . We can see that the coefficients for the first two eigenfunctions are very small compared with those for the several following eigenfunctions. It is reasonable to use the eigenfunctions with Top row: from left to right, the input image and the first 6 eigenfunctions. Bottom row: from left to right, the edges on the input image (Canny), the edges on the 3rd and 4th eigenfunctions (Canny), the k-means clustering results with k = 3 for the 3rd and the 4th eigenfunctions, respectively; Level line of value 205 of the 3rd eigenfunction, level line of value 150 of the 4th eigenfunction selected manually. coefficients of greater magnitude. These major eigenfunctions will provide most useful information; see Fig. 20 .
To demonstrate the overall improvement in the performance of image segmentation that eigenfunctions can bring, we use the Berkeley Segmentation Dataset (BSDS) to benchmark the boundaries produced with the Canny detector applied either directly on the input image or its projection into the space spanned by the first 64 eigenfunctions.
The BSDS contains 300 color images of size 481 × 321 pixels. For each image, there are a number of segmentations generated by different human subjects. These segmentations are stored as label maps and serve as the ground truth for evaluating image segmentation algorithms. The database is separated into a training set containing 200 images and a testing set containing 100 images. A segmentation algorithm can first use the training set to calibrate its parameters and then use the testing set to evaluate its performance with the fine-tuned parameters.
An automatically detected boundary can be evaluated with the measures of precision and recall. Given a machine boundary S and a ground-truth boundary T , precision P is defined as the proportion of the boundary pixels in S for which there are matching boundary pixels in T and Recall R is defined as the proportion of the boundary pixels in T for which there are matching boundary pixels in S. In words, P measures the success rate of finding true boundary pixels while R measures the percentage of pixels in the ground-truth that were detected. The F-measure is defined as the harmonic mean of the two measures
Since an image in the database has a number of ground-truth segmentations, we choose the R and P values that yield the maximum F-measure. The evaluation code that computes the R, P values and the F-measure of a machine boundary is downloaded from the web page of The Berkeley Segmentation Dataset and Benchmark [43] .
In the experiment, we use the MATLAB implementation of the Canny detector as the baseline implementation. We run the MATLAB edge function with Canny detector on the 100 test images and the corresponding 100 projected images. The precision-recall value with respect to the ground truth segmentations for each image in the dataset is computed for both algorithms. We also compute the median of the precision and recall values for each algorithm and use the F-measures evaluated on them as the scores for the algorithms.
It is known that Canny detector applied directly on natural images generates excessive edges in regions with highly oscillating intensity, e.g., textured regions. This phenomenon can be seen in Fig. 22 where the recall values for boundaries generated by direct Canny algorithm are high but the precisions are quite low, which leads to a lower overall F-measure. Fig. 22 also shows that Canny algorithm applied on images projected into the eigenspace significantly improves the segmentation precision while still keeping good recall values in general. It should be pointed out that this improvement comes without any training.
To conclude this section, we would like to emphasize that the eigenfunctions of problem (1) are localized in sub-regions of the input image and the first few of them are close to being piecewise constant for most input images except for two types of images. The first type of images is those containing regions of which part of their boundaries is not clearly defined (such as open arcs that are common in natural images). In this case, the first eigenfunction is no longer piecewise-constant although the function values can still be well clustered. The other type is input images for which the gray level changes gradually and its gradient is bounded (i.e., the image contrast is mild). In this case, the diffusion operator simply behaves like the Laplace operator and has smooth eigenfunctions. For other types of images, the gray level has an abrupt change across the edges of objects, which causes the conductance g(|∇(S * u 0 )|) to become nearly zero on the boundaries between the objects. As a consequence, the first few eigenfunctions are close to being constant within each object. This property forms the basis for the use of the eigenvalue problem (1) (and its eigenfunctions) in image segmentation and edge detection.
From the physical point of view, when the conductance g(|∇(S * u 0 )|) becomes nearly zero across the boundaries between the objects, the diffusion flux will be nearly zero and each object can be viewed as a separated region from other objects. As a consequence, the eigenvalue problem can be viewed as a problem defined on multiple separated subdomains, subject to homogeneous Neumann boundary conditions (a.k.a. insulated boundary conditions) on the boundary of the whole image and the internal boundaries between the objects. Then, it is easy to see that the eigenfunctions corresponding to the eigenvalue 0 include constant and piecewise constant functions (taking a different constant value on each object). This may explain why piecewise constant eigenfunctions have been observed for most input images. On the other hand, for images with mild contrast or open arc object edges, the portion of the domain associated with any object is no longer totally separated from other objects and thus the eigenvalue problem may not have piecewise constant eigenfunctions.
V. CONCLUDING REMARKS
We have introduced the eigenvalue problem of an anisotropic differential operator as a tool for image segmentation. It is a continuous and anisotropic generalization of some commonly used, discrete spectral clustering models for image segmentation. The continuous formulation of the eigenvalue problem allows for accurate and efficient numerical implementation, which is crucial in locating the boundaries in an image. An important observation from numerical experiment is that non-trivial, almost piecewise constant eigenfunctions associated with very small eigenvalues exist, and this phenomenon seems to be an inherent property of the model. These eigenfunctions can be used as the basis for image segmentation and edge detection.
We have implemented our model with a finite element method and shown that anisotropic mesh adaptation is essential to the accuracy and efficiency for the numerical solution of the model. Numerical tests on segmentation of synthetic, natural or texture images based on computed eigenfunctions have been conducted. It has been shown that the adaptive mesh implementation of the model can lead to a significant gain in efficiency. Moreover, numerical results also show that the anisotropic nature of the model can enhance some nontrivial regions of eigenfunctions which may not be captured by a less anisotropic or an isotropic model.
