With 40,000 words in the average vocabulary, how can speakers find the specific words that they want so quickly and easily? Cumulative semantic interference in language production provides a clue: when naming a large series of pictures, with a few mammals sprinkled about, naming each subsequent mammal becomes slower and more error-prone. Such interference mirrors predictions from an incremental learning algorithm applied to meaning-driven retrieval from an established vocabulary, suggesting retrieval benefits from a constant, implicit, re-optimization process (Oppenheim et al., 2010). But how quickly would a new mammal (e.g. paca) engage in this re-optimization? In this experiment, 18 participants studied 3 novel and 3 familiar exemplars from each of six semantic categories, and immediately performed a timed picture-naming task. Consistent with the learning model's predictions, naming latencies revealed immediate cumulative semantic interference in all directions: from new words to new words, from new words to old words, from old words to new words, and from old words to old words. Repeating the procedure several days later produced similar-magnitude effects, demonstrating that newly acquired words can be immediately semantically integrated, at least to the extent necessary to produce typical cumulative semantic interference. These findings extend the Dark Side model's scope to include novel word production, and are considered in terms of mechanisms for lexical selection.
Introduction
People know a lot of words (e.g. Nagy & Herman, 1987) , but what does it mean to 'know' a word? Is a person's vocabulary merely a static collection of the words that they know, or something more dynamic?
Cumulative semantic interference in picture naming provides a clue: as a person names a series of a hundred pictures, with a few mammals interspersed, each successive mammal becomes persistently harder to name than the previous (e.g. Brown, 1981) . This interference accumulates with each semantically related retrieval (Navarrete, Mahon, & Caramazza, 2010) , persists over time and irrelevant experience (Howard, Nickels, Coltheart, & Cole-Virtue, 2006), and does not require explicit memory for previous exemplars (Oppenheim, Barr, & Tainturier, 2016) , precisely as if an implicit learning algorithm were operating on the task of mapping shared semantic features to individual words in a neural network, incrementally overwriting competing associations (Navarrete et al., 2010; Oppenheim, Dell, & Schwartz, 2007; Oppenheim, Dell, & Schwartz, 2010) : naming a picture of a tiger strengthens the semantic connections that support tiger ([mammal]→ tiger), and weakens any that erroneously activate its competitors ([mammal]→hedgehog), thereby making hedgehog harder to retrieve when cued later. Remarkably, this interference has typically been demonstrated using very well-known words (e.g. tiger, hedgehog), leading to a theoretical claim that speakers continually learn and unlearn even words that they have 'known' for decades (Oppenheim et al., 2010) .
If established vocabularies show such plasticity, how quickly would a novel word, like paca (a large burrowing rodent, native to South America) become semantically integrated enough to engage in this reoptimization process? Predictions may depend on the role of online competition in determining the timecourse of word retrieval in general, and creating cumulative semantic interference in particular. Oppenheim et al. (2010) 's Dark Side model, described above, emphasizes the error-driven unlearning of competing associations: retrieving paca should weaken the [mammal]→hedgehog connection to the extent that it erroneously activates hedgehog, thereby rendering hedgehog harder to retrieve in the future. But other accounts (Abdel Rahman & Melinger, 2009; Belke, 2013; Howard et al., 2006; Roelofs, 2018) have long assigned online competition a more central role in turning repetition priming or residual activation into semantic interference: hedgehog should grow less accessible only insofar as the nascent paca
