Abstract. We announce the L p -boundedness of general bilinear operators associated to a symbol or multiplier which need not be smooth. We establish a general result for multipliers that are allowed to have singularities along the edges of a cone as well as possibly at its vertex. It thus unifies ealier results of CoifmanMeyer for smooth multipliers and ones, such the Bilinear Hilbert transform of Lacey-Thiele, where the multiplier is not smooth.
Introduction and statement of the results

Let B : S(R) × S(R) → S (R)
r (R) for p, q > 1 and 1/p + 1/q = 1/r. In this note we report the L p -boundedness result when m is not necessarily smooth, unifying previous results of Coifman-Meyer for smooth multipliers with ones for the non-smooth case, including the recent results of Lacey-Thiele for the Bilinear Hilbert transform. The first Main Theorem establishes a general result for multipliers that are allowed to have singularities along the edges of a cone as well as possibly at its vertex. Using a Whitney decomposition in the Fourier plane a general bilinear operator is represented as infinite discrete sums of time-frequency paraproducts obtained by associating wave-packets with tiles in phase-plane. Boundedness for the general bilinear operator then follows once the corresponding L p -boundedness of time-frequency paraproducts is established. The latter result, the second Main Theorem, is proved using phaseplane analysis. The affine invariant structure of such operators in conjunction with the geometric properties of the associated phase-plane decompositions allow Littlewood-Paley techniques to be applied locally, ie. on trees. Boundedness of the full time-frequency paraproduct then follows using 'almost orthogonality' type arguments relying on estimates for tree-counting functions together with decay estimates. The results in this note represent research carried out over several years and completed in the summer of 1999. During that time period various aspects of this research and most of the ideas were presented by the authors in a number of lectures all around. Full details and proofs are contained in [8] [9] .
Main Theorem I. Let Γ be a closed one-sided cone with vertex at the origin and m = m(ξ, η) a function having derivatives of all orders inside Γ such that
Then the bi-linear operator There is a corresponding Hardy space result when Γ lies in the half-plane ξ + η < 0. By changing variables η −→ −η we also obtain an equivalent result for sesqui-linear operators
Remark. In these results the multiplier m need only be smooth up to some sufficiently high order, but no attempt is made to quantify the necessary smoothness.
If m is C ∞ everywhere in the plane except possibly at the origin its restriction to any cone Γ will satisfy (1.2) automatically provided
In particular, (1.3) will be satisfied whenever m is C ∞ and homogeneous of degree 0. For such multipliers the edges of the cone could be allowed to lie on one or more of the coordinate axes. Thus, an easy corollary of Main Theorem I is the boundedness of the bilinear operators whose symbol is the degree zero homogeneous extension of a piecewise-C ∞ (Σ 1 ) symbol, which is C ∞ in a neighborhood of (ξ, −ξ). This result was conjectured in [7] and its existence suggested in [2] .
The proof of Main Theorem I proceeds via special cases. For a given θ let
be the cone operator associated with the half-plane P θ = (ξ, η) : ξ tan θ − η > 0 and C P θ the corresponding sesqui-linear version. 
Then, if ∂P θ is not one of the coordinate axes, C P θ and Remark. Save for the restriction r > 2/3, theorem (1.4) also includes the wellknown result of Coifman-Meyer establishing the boundedness of
3) (cf., [3, 4] ). In fact, it is enough to write C R 2 as the sum C P θ + C R 2 \P θ for any allowed choice of θ. It is interesting to note that a natural 'miniaturization' of the proof of Main Theorem I actually provides a proof of the L p -boundedness of C R 2 for the full range of r ( cf. [10] [11] for other recent and independent proofs of the latter and more ). It also points to the reason for the failure to obtain the lower value of r in Main Theorem I. Indeed, in (1.3) the only singularity in the multiplier is at the origin -there is a preferred point in frequency, in other words -so that wave packets have only to contain translations in time and dilation. By contrast, in Main Theorem I there is no such preferred point because the singularities can lie on the full boundary of Γ. As a result wave packets now have to contain translation in frequency as well, i.e., modulation. Even after including modulations, however, there is only one point in the proof, an application of the Hausdorff-Young inequality, at which it becomes essential to impose the condition r > 2/3. Save for this, the proof of Main Theorem I would be valid without restriction on r.
Theorem 1.5. Let m = m(ξ, η) be a function having derivatives of all orders in the half-plane P θ such that
Granted (1.5), (1.4) follows easily and from it, Main Theorem I is readily established. Thus we concentrate on theorem (1.5). There are two fundamental ideas. The first is to represent C P θ in terms of a doubly-infinite sum of 'discrete' bilinear operators, and then secondly to establish L p -boundedness for these discretizations.
Time-frequency paraproducts. Given positive numbers a j , a positive rational ρ, and M µ -test functions φ (j) , let
be the corresponding wave packet associated with a tile Q ∼ {k, , n} in phase plane, incorporating translation in time, scaling, and modulation. By analogy with 'standard' paraproducts we form the sum
over all tiles Q ∼ {k, , n} in phase plane, the coefficients c k n being in ∞ . In 'standard' paraproducts there are no modulations and boundedness from
is well-known under the assumption that at least two of the 'mother wave functions' have vanishing moment (and more generally). Since modulation need not preserve vanishing moments, however, stronger conditions will have to be imposed to secure analogous L p -boundedness results for D(f, g). Let w (j) be finite intervals such that:
The substitute for vanishing moments is the requirement that the w (j) have pairwise-disjoint closure. Definition 1.6. Fix positive constants a j , a positive rational ρ, and M µ -test functions φ (j) . Then the bilinear operator 
, provided 1/p + 1/q = 1/r < 3/2. Furthermore, the operator norm of D satisfies the inequality
for some polynomial P depending only on a j , ρ and the Fourier support intervals w (j) .
Examples show that the restriction r > 2/3 in Main Theorem II is sharp [12] . The boundedness results for the corresponding sesqui-linear version, follow from those for D.
Diagonalization of cone operators. To 'diagonalize' C P θ fix θ ∈ (0, π/4] and recall that P θ is the half-plane {(ξ, η) : ξ tan θ − η > 0 }. The basic idea is to generate a Whitney covering {R kn } of P θ by translating and dilating a single square R. Then M µ -test functions ψ (j) arise as smooth bump functions associated with R . By taking Short Fourier transform expansions on each square R kn , the operator C P θ can be represented as a doubly-infinite sum 3) and the wave packets ϕ 
for some polynomial P depending only on a j , b j , ρ and the w (j) .
There are two crucial points to note.
• 
guaranteeing that theorem (1.7) above can be applied to each D
to obtain boundedness. There is a corresponding representation of C P θ . Some changes in the geometry are necessary due to the presence of the term ξ − η in C P θ . Granted these, theorem (1.5) follows quickly and we are left to prove Main Theorem II.
Outline of the proof of Main Theorem II
The proof of Main Theorem II proceeds by reducing a general time-frequency paraproduct into ever more simple cases. Underlying a time-frequency paraproduct is an essential structural invariance in translation, modulation and dilation coming from the Schrödinger representation of the so-called Affine-WeylHeisenberg group (cf. [6] ). By applying the same affine transformation in frequency to all the φ (j) , hence preserving disjointness of their Fourier support intervals, a general time-frequency paraproduct is represented as a finite sum of ones in which (i) s = 2 K for some K which we are free to specify, and (0, 1) . Moreover the three w (j) can be assumed to lie inside one of the basic intervals : 
which either contains the origin or is contained in
where M is determined by which of the intervals above contains all the Fourier support intervals w (j) and
Such a time-frequency paraproduct will be said to be (M, N )-canonical form. The link of the Fourier support intervals with grid structures in frequency is crucial. We prove:
Theorem 2.1. A time-frequency paraproduct
, whenever 1/p + 1/q = 1/r < 3/2 and p, q > 1. Its operator norm satisfies the inequality
The tiles Q ∼ {k, l, n} ∈ Q M,N are defined via the affine transformations in frequency 
Outline of the proof of Theorem 2.1. The proof of Theorem (2.1) relies on a careful study of the phase plane associated with D. Given δ > 0, δ small, choose p, q > 1 so that 1/2 + 2δ < 1/p + 1/q < 3/2 − 2δ, 1/p − 1/q < 1/2 − 2δ.. The lower bound is needed to secure convergence of various geometric series occuring in the proof and is removed later using interpolation in exploiting the symmetry and adjoint properties of the family of all D's . The upper bound is needed solely to prove the error estimate (2.2) below.
and {c Q } ∈ l ∞ ; without loss of generality we assume {c Q } ∞ = 1. The goal is to establish the weak type estimate
, γ > 0 with 1/r = 1/p + 1/q as usual. The first step in the proof is reminiscent of the familiar Calderón-Zygmund decomposition. Fix a small η > 0 to be specified later depending on the earlier choice of δ and r 0 . Set
where
With these choices
) decomposes into 'bad' and 'good' functions setting
The Hardy-Littlewood maximal function uniformly controls wave packet coefficients of f and g. Thus removal of all tiles with I Q ⊆ E bad ensures that the coefficients in 
hold uniformly in f, g and γ as well as the a j .
Clearly then
|{x :
leaving only the proof of the corresponding estimate for D good (f, g). This requires a very delicate decomposition of the 'good' function into the sum of functions associated with 'trees' of tiles defined using the partial order Q ≤ Q ⇐⇒
A tree T is set of tiles containing a tile Q which is maximal in the sense that Q ∈ T ⇔ Q ≤ Q. This maximal tile will be called the tree-top of T and will often be denoted by I T × w T to emphasize its dependence on T. To each tree there corresponds a Carleson box or a tent in the usual upper half-plane and so there are intimate connections between trees and Tent spaces. The role of a tree, however, is to control in an efficient manner the oscillatory behaviour that an otherwise random group of tiles in phase-plane has. To illustrate this consider the tree operator
obtained by summing only over tiles in T, and suppose M = 1. For each tile Q ∼ {k, , n} in T the tree structure ensures that n = [s −k λ T ], where λ T is the left-hand endpoint of w T . After suitable conjugations by e 2πixλ T , therefore, D T can be rewritten in terms of modulated wave-packets all having roughly the same oscillation and hence M µ -norm which is uniform in T. To be precise their frequency satisfy the inequality 0 ≤ s
A tree operator is thus a 'standard' paraproduct modulated by a single exponential e 2πixλ T . Familiar techniques now produce L 2 -norm estimates for D T which are independent of λ T provided at least two of the modulated wave-packets We summarize the properties of Q ν that follow immediately from the ν-th stage construction. We list them for f but analogous ones hold for g with φ One remarkable consequence of this construction is that (ii) above remains valid for any interval J in I T , not just for I T itself, leading to a Carleson measure type estimate.
Then
provides the desired decomposition. Note that there will be three different classes of trees, each specifying which two of the three wave-packets φ (i) Q , i = 1, 2, 3, have vanishing moments uniformly for tiles Q in that tree. All the difficulty comes in establishing L 2 -estimates for D good . Ideally, what one really wants is that each D T (f, g) be an L 2 -function and that pairs of such functions be 'almost orthogonal'. So, armed with the Fourier support condition and the vanishing moment conditions available for each tree we prove:
