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Abstract. A fundamental problem in communication networks is store-and-
forward packet routing. In a celebrated paper Leighton, Maggs, and Rao [12]
proved that the length of an optimal schedule is linear in the trivial lower
bounds congestion and dilation. However, there has been no improvement
on the actual bounds in more than 10 years. Also, commonly the problem is
studied only in the setting of unit bandwidths and unit transit times. In this
paper, we prove bounds on the length of optimal schedules for packet routing
in the setting of arbitrary bandwidths and arbitrary transit times. Our results
generalize the existing work to a much broader class of instances and also
improve the known bounds significantly. For the case of unit transit times and
bandwidths, we improve the best known bound of 39(C +D) to 23.4(C +D),
where C and D denote the congestion and dilation, respectively. If every link
in the network has a certain minimum transit time or capacity we improve this
bounds to up to 4.25(C+D). Key to our results is a framework which employs
tight bounds for instances where each packet travels along only a small number
of edges. Further insights for such instances would reduce our constants even
more.
1. Introduction
The problem to transport packets within a communication network on time is
one of the most fundamental problems in parallel or distributed systems. Routing
protocols need to be designed that find a path for each individual packet along which
it is routed through the network. Once the paths are chosen, the protocol needs to
determine a schedule which defines when each packet traverses the communication
links of its path. In this paper we study universal routing protocols [22] for the
latter task. They are universal in the sense that they work for arbitrary networks,
as well as for arbitrary paths (e.g., the predefined paths need not necessarly be
shortest paths).
Most parallel and distributed systems utilize store-and-forward packet routing in
which no two packets can cross the same link simultaneously (“unit bandwith”), and
each packet needs one unit of time to traverse a single link (“unit transit times”).
Usually, the performance of a routing protocol is measured in terms of the two
trivial lower bounds C and D. The congestion C denotes the maximal number of
paths using a single link. The dilation D denotes the maximal length of a path
along which a packet has to be routed.
The break-through result for store-and-forward packet routing is certainly due
to Leighton, Maggs and Rao [12] that proves the existence of a routing protocol
whose length is linear in C +D. However, the hidden constants in their result are
very large. Scheideler [22] improves this by showing the existence of a protocol of
length 39(C +D).
1
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In contrast to previous work, we provide bounds for the more general setting of
store-and-forward packet routing with arbitrary transit times and bandwiths. For
the special case of unit transit times and bandwiths, we can even improve the so
far best known result of Scheideler from 39(C +D) to 23.4(C +D).
Note that the restriction to unit transit times and bandwiths in ordinary store-
and-forward packet routing is of course justifyable as one can always transform an
instance with arbitrary transit times and bandwiths to the latter by splitting the
edges and adding parallel edges, respectively. However, as we will show in this
paper, the bounds on the length of an optimal protocol improve considerably for
increasing minimum bandwith or increasing minimum transit times (or both) of
the communication links, see Table 1. For example, if we know that the bandwith
is at least two on each link, the bound decreases already to 20.52(C + D), even if
we have unit transit times. Note that in the case of arbitrary bandwidths the (gen-
eralized) congestion C depends on the bandwidths of the edges. In particular, the
improvement of the bound is not a trivial consequence of the increased bandwidth.
1.1. The model. We model the communication network by a directed graph G =
(V,E) whose edges correspond to the links of the network. Each edge e ∈ E
is equipped with a certain bandwidth be ∈ N denoting the maximal number of
packets that are allowed to enter e simultaneously, and a certain transit time τe ∈ N
denoting the time needed for a single packet to traverse e. We define
b := min
e∈E
be and τ := min
e∈E
τe.
Each packet Mi must be sent through the network from its origin si ∈ V to its
destination ti ∈ V along a predefined si-ti-path Pi. Thus, each packet consists of a




denote the set of all
packets that have to be sent through the network. We assume that time is discrete
and that all packets take their steps simultaneously.
1.1.1. The packet routing problem. A routing protocol, or feasible packet routing
schedule for the instance I = (G,M) is now a schedule which defines what packets
enter what edges at what times (respecting transit times, bandwiths and predefined
paths). The corresponding packet routing problem is to minimize the makespan of
such a schedule, which is the last point in time when a packet reaches its destination
vertex.
1.1.2. Dilation and congestion. The two trivial lower bounds dilation and conges-
tion carry easily over from unit to more general transit times and bandwidths. For
each packetMi we define Di to be the length of Pi and D to be the maximal length




τe and D := max
i∈N
Di.
Also, for each edge e ∈ E we define Ce to be the number of paths using e. We




Clearly, the dilation D as well as the congestion C provide lower bounds on the
length of an optimal schedule.
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bound on schedule length
τ = 1 τ = 2 τ = 5 τ = 10 ... τ = 63
b = 1 23.40(C +D) 23.21(C +D) 18.55(C +D) 16.16(C +D) ... 4.25(C +D)
b = 2 20.52(C +D) 18.13(C +D) 15.58(C +D) 14.06(C +D) ... 4.25(C +D)
b = 5 16.20(C +D) 14.51(C +D) 12.98(C +D) 12.17(C +D) ... 4.25(C +D)
b = 10 14.04(C +D) 12.33(C +D) 11.87(C +D) 11.33(C +D) ... 4.25(C +D)
.... ... ... ... ... ... ...
b→∞ 7.46(C +D) 7.46(C +D) 7.46(C +D) 7.46(C +D) ... 4.25(C +D)
Table 1. Bounds for schedules depending on b and τ obtained in
this paper. Note that for technical reasons which will become clear
in Section 4 the bounds do not improve when choosing τ larger
than 63.
1.1.3. Remark regarding large (C +D). In our analysis we will always assume that
C+D is large enough such that dk · (C +D)e ≈ k · (C+D) for certain constants k.
This simplifies the calculations and was also implicitly used by Scheideler [22]. In
order to give a fair comparison with his bounds we use this assumption as well.
Moreover, we believe that also for instances where C + D is small, our techniques
can be used to prove good bounds for the optimal makespan. However, this would
require further case distinctions which is beyond the scope of this paper.
1.2. Our Contribution. We prove bounds for the length of an optimal packet
routing schedule in the case of arbitrary transit times and bandwidths for the edges.
For the classical setting where b = 1 and τ = 1 we improve the best known bound
of 39(C + D) due to Scheideler [22] to 23.4(C + D). Even more, for increasing b
or τ our bounds even improve even further to up to 7.46(C +D) and 4.25(C +D),
respectively. See Table 1 for an overview for some values of b and τ .
The key insight for our analysis is to prove and exploit a good bound for schedules
with very small dilation: We show that if D ≤ τ+1, then there is always a schedule
of length C+D−1. Note that this bound is tight, since there exist instances which
require a schedule of this length (e.g., consider C packets that need to take the
same path of length D). Our proof framework uses this insight in order to develop
good bounds for general instances.
Also, our approach points into a direction of promising further research: If one
could prove similarly tight bounds for instances with, e.g., D ≤ kτ + 1 for small k,
our proof framework would immediately give even better bounds for all instances.
This paper consists of two parts: In Section 2 we prove a bound of C + D − 1
for instances with D ≤ τ + 1. Then, in Section 3, we prove our bounds for general
instances, using the insights obtained in Section 2.
1.3. Related Work. The packet routing problem and related problems are widely
studied in the literature.
As mentioned above, Leighton et al. show that there is always a routing schedule
that finishes in O(C + D) steps [12]. In [13], Leighton et al. present an algorithm
that finds such a schedule in polynomial time. However, this algorithm is not
suitable for practical applications since the hidden constants in the schedule length
are very large.
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There are various “constant factor approximation”-results in the area of packet
routing which are based on the fact that a constant factor approximation on an
optimal schedule for store-and-forward packet routing exists. Our improved bounds
thus have implications for all of these results. We mention some examples, where
store-and-forward packet routing is a subproblem that needs to be solved:
Srinivasan and Teo [23] present a constant factor approximation algorithm for
packet routing with variable paths, i.e., in the setting where the routing paths
are not part of the input, but need to be found by the algorithm. Koch et al. [11]
improve and generalize this algorithm to the more general message routing problem
(where each message consists of several packets). In both results, suitable paths
are found that yield a constant factor approximation on the minimum of C + D
over all possible choices of paths. The remaining problem is then the ordinary
packet routing problem. For the case that each vertex of a grid graph is the start
vertex of at most one packet, Mansour and Patt-Shamir [16] prove the existence of
a constant factor approximation on an optimal schedule by reducing the problem
to an ordinary packet routing problem.
There are other result that go in the direction of the work of Leighton et al. [12].
E.g., Meyer auf der Heide et al. [9] present a randomized online-routing protocol
which finishes after at most O(C +D+ logN) steps if all paths are shortest paths.
Rabani et al. [20] give a distributed algorithm which guarantees a bound of O(C)+
(log∗ n)O(log
∗ n)D+ poly(log n). This is improved by Ostrovsky et al. [17] who give
a local protocol that needs at most O(C +D + log1+εN) steps.
Packet routing is also studied in the case of special graph topologies. Leung
et al. [15, chapter 37] study packet routing on certain tree topologies. Leighton,
Makedon and Tollis [14] show that the permutation routing problem on an n × n
grid can be solved in 2n − 2 steps using constant size queues. Rajasekaran [21]
presents several randomized algorithms for packet routing on grids.
Studying the complexity for the ordinary packet routing problem, Di Ianni shows
that the delay routing problem [4] is NP -hard. The proof implies that the packet
routing problem on general graphs is NP -hard as well. In [18], the authors improve
this by giving non-approximability results for the packet routing problem on several
graph classes as well as algorithms for the problem on trees. The same authors
present NP -hardness results and algorithms for some cases of the packet routing
problem on grid graphs [19].
Busch et al. [3] study the direct routing problem, that is the problem of finding
a routing schedule such that a packet is never delayed once it has left its start
vertex. They give complexity results and algorithms for finding direct schedules.
Finally, Adler et al. [1, 2] study the problem of scheduling as many packets as
possible through a given network in a certain time frame. They give approximation
algorithms and NP -hardness results.
With our results, we also contribute to the area of multi-commodity flows over
time which is widely studied, e.g., see [5, 6, 7, 8, 10]. The multi-commodity flow over
time problem is equivalent to the (classical) packet routing problem with variable
paths if we additionally require unit edge capacities, unit transit times, and integral
flow values. Thus, packet routing with variable paths and arbitrary transit times
and bandwiths corresponds to the integral multi-commodity flow problem over time.
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2. Tight Bound for Instances with Small Dilation
Ideally, we would like to determine each value combination of C,D, b, and τ a
tight upper bound on the maximal length of an optimal schedule for instances with
these parameters. In this section, we make a first step towards this goal: We give a
tight bound for instances with D ≤ τ + 1. As we will see in Section 3, this insight
will allow us to prove good upper bounds for all instances.
For the sake of analysis, we replace every edge e ∈ E with transit time τe by a
path consisting of τe edges, all with the same bandwidth as e. In the resulting graph,
we call every vertex that was created due to this transformation a small vertex.
All other vertex are called big vertices. We say a small path is a path connecting
two big vertices. Hence, τ is the maximum length of a small path. (Note that
this assumption makes the problem slightly more general since now packets are
allowed to have their start vertex “in the middle” of an edge. We introduce this
generalization because it will become handy in our proof framework later.) To
simplify notation later we introduce the notion Ab,τ (C,D).
Definition 1. Let Ib,τ (C,D) be the set of all packet routing instance with min-
imum bandwidth b, minimum transit time τ , congestion C, and dilation D. We
define
Ab,τ (C,D) := max
I∈Ib,τ (C,D)
OPT (I),
where OPT (I) denotes the length of an optimal schedule for an instance I.
The main result of this section is given in the following theorem.
Theorem 2. Let I be an instance of the packet routing problem with D ≤ τ + 1.
Then there is a schedule for I whose makespan is bounded by C+D−1. Moreover,
Ab,τ (C,D) = C +D − 1 if D ≤ τ + 1.
2.1. Proof of Theorem 2. The strategy of the proof is the following: We assume
that we are given an instance I of the packet routing problem with D ≤ τ + 1.
Due to the latter assumption the path of each packet uses at most two small paths.
Thus, we can divide the packets using any small path P into two sets M1P and
M2P , such that M1P contains the packets for which P is the first small path, and
M2P contains the packets for which P is the second small path.
In a first step, we transform I into an instance I ′ such that OPT (I ′) ≥ OPT (I)
and for every small path P ′ eitherM1P ′ = ∅ orM2P ′ = ∅. This procedure reduces
the complexity of the instance significantly. While performing the necessary changes
we do not change C,D or τ at all. It turns out that the resulting instance I ′ is
an instance of the packet routing problem whose underlying graph topology is the
union of directed spiders.
We show that for each connected component there is a schedule which finishes
after at most C+D−1 steps. Since OPT (I ′) ≤ C+D−1 and OPT (I) ≤ OPT (I ′),
it follows that
Ab,τ (C,D) ≤ C +D − 1.
It is straight forward to construct instances I with D ≤ τ + 1 and OPT (I) =
C +D− 1. For example, consider an instance with only one edge which is used by
C · b packets. This shows that the bound is tight, i.e.,
Ab,τ (C,D) = C +D − 1.










Figure 2.1. A sketch of the transformation from I to I ′ with
τ = 2 and u and v being big vertices. In the left instance I all six
paths use e1 and e2. In the transformed instance I ′ on the right
the upper three paths use e11 and e12 since {e1, e2} is their first small
path. Similarly, the lower three paths use e21 and e22.
We now describe the transformation from I to I ′ and the proof that OPT (I ′) ≤
C +D − 1 in detail.
2.1.1. Transformation from I to I ′. Note that for an optimal schedule for I we
can assume w.l.o.g. that on any small path P no packet in M2P ever delays a
packet in M1P . Consider a small path P = {e1, e2, ..., ek} connecting two big

















where each edge eij has the same bandwidth as ej . In the new
instance I ′, we define that the packets ofM1P use P 1, whereas the packets inM2P
use P 2.
Now, let M ∈ M1P be a packet that uses the edges e1` , ..., e1`′ for 1 ≤ ` ≤ `′ ≤ k.
(As mentioned above, when analyzing the general setting in Section 3, we also need
to consider instances in which the start- and destination vertices correspond to small
vertices.) For each such packetM , we introduce an artificial packetM ′ whose path
consists of the edges e2` , ..., e
2
`′ . If `
′ = k we callM ′ a far artifical packet. We do this
procedure with every packet inM1P . Denote by I ′ this transformed instance. For
every small path P = {e1, e2, ..., ek} in G we denote byM′1P andM′2P the packets

















See Figure 2.1 for a sketch.
2.1.2. Bound for OPT (I ′). For packet routing on a path it is optimal to schedule
the packets by the farthest destination first rule. Hence, for the instance I ′ there
is always an optimal schedule in which no far artificial packet is ever delayed by a
non-artificial packet. Thus, our transformation ensures that OPT (I ′) ≥ OPT (I).
Note that in I ′ we still have that D ≤ τ + 1. Moreover, in I ′ we have that either
M′1P ′ = ∅ or M′
2
P ′ = ∅ for each small path P ′. Also, the transformation did not
change C,D, b, or τ . We observe that the topology of I ′ is a directed forest, i.e., the
union of directed trees. Even more, in each connected component there is at most
one vertex with a larger degree than 2. We call directed trees with this property
directed spiders. We want to prove the following claim.
Claim. There is a schedule for I ′ whose length is at most C +D − 1.
Take a small path P ′ with bandwidth b ≥ 2 (recall that all edges on a small path
have the same bandwidth). We replace P ′ by b paths P ′′1 , ..., P ′′b of unit bandwidth.
The packets using P ′ in I ′ are now distributed among the new paths such that
no path is used by more than C packets. We do this transformation with each
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small path. By construction any feasible schedule of the resulting instance can be
transformed to a feasible schedule for I ′ with the same length.
Consider one connected component. It is a directed spider where each edge
has unit bandwidth. It was shown in [18] that for instances of the packet routing
problem on directed trees there is always a schedule of length C +D− 1. However,
for this special case we give a simpler direct proof.
It is known that any set of paths on a directed tree can be colored with C colors
such that no two paths with the same color share an edge (where C denotes the
maximal number of paths which share an edge). Such a coloring can be obtained by
first reducing the problem on directed star graphs (i.e., directed trees with diameter
two) to edge-coloring in bipartite multigraphs. Do this computation for each star.
Then, the solutions for the star graphs are glued together to obtain a global solution,
see [18] for details. We assume in the sequel that each packet Mi is colored with
a color ci ∈ {0, ..., C − 1} such that no two packets with the same color share an
edge.
2.1.3. Routing Schedule. Using the coloring defined above, we want to define a
schedule which finishes after at most C +D− 1 steps. We define v to be the single
vertex in the component which has a larger degree than two (or an arbitrary vertex
if there is no such vertex). For each vertex v′ we define a value h(v′). If there is
a directed path from v to v′ of length ` then we define h(v′) := `. If there is a
directed path from v′ to v of length ` then we define h(v′) := −`. Note that since
our component is a directed spider one of the two cases must apply.
Now we define our routing schedule. It is a direct schedule, i.e., every packet waits
in its start vertex for some time and then proceeds to its destination without any fur-
ther delay. We assign each packetMi an initial waiting time of di := (ci + h(si)) mod C.
Note that this already characterizes the schedule completely.
Lemma 3. The defined schedule is feasible and finishes after at most C + D − 1
steps. Hence, OPT (I ′) ≤ C +D − 1.
Proof. Assume on the contrary that at time t two packets Mi,Mi′ collide when
leaving some vertex v′. Hence, t = di − h(si) + h(v′) = di′ − h(si′) + h(v′). This
implies that (ci + h(si)) mod C − hi = (ci′ + h(si′)) mod C − hi′ and hence ci ≡
ci′ mod C. However, this contradicts that the ci values form a valid coloring.
By definition, each packet waits in its start vertex for at most C − 1 steps and
then moves to its destination. Hence, the length of the schedule is bounded by
C + D − 1. Doing the described adjustments with every connected component
shows that OPT (I ′) ≤ C +D − 1. 
Using the insights above we obtain the proof for Theorem 2.
Proof of Theorem 2. Let I be an instance of the packet routing problem. We trans-
form I to I ′ as described above. Since
OPT (I) ≤ OPT (I ′) ≤ C +D − 1
it follows that Ab,τ (C,D) ≤ C + D − 1. There are instances where this bound
of C + D − 1 is in fact achieved (see above). Hence the bound is tight and thus
Ab,τ (C,D) = C +D − 1. 
Remark: At first glance our technique might seem to work also if D can be as
large as 2τ . Unfortunately, this is not the case. Recall that we allow the packets to
UNIVERSAL PACKET ROUTING WITH ARBITRARY BANDWIDTHS AND TRANSIT TIMES8
start in the middle of a short path (we will need this property later in our framework
for general instances). If there is a packet whose path uses more than τ + 1 edges
then its path could cross three small paths. Then, our technique to reduce the
problem to star graphs does not work any longer. However, if we do not allow the
packets to start in the middle of short paths then our bound also holds if we require
only that D ≤ 2τ .
3. High Level Ideas for General Bounds
In the previous section, we provided a tight bound for Ab,τ (C,D) assuming that
D ≤ τ + 1. Unfortunately, the vast majority of instances does not fall under
this category. However, in this section we provide an upper bound for all values
Ab,τ (C,D). In order to do this, we provide a framework which uses bounds for
instances with small dilation (like D ≤ τ + 1) for proving good bounds for all
instances. In particular, we prove the following theorems.
Theorem 4. Let I be an instance of the packet routing problem with minimum
bandwidths and transit times b and τ , respectively. There is a feasible schedule for
I whose length is bounded by(





for a function f(τ + 1, b) which tends to 1 for increasing τ or b and with δ =
1
60 (τ + 3.01 · f(τ + 1, b)(τ + 1)).
Note that the value δ in the theorem above increases for increasing τ . However,
if τ ≥ 63 the following theorem gives an alternative bound.
Theorem 5. Let I be an instance of the packet routing problem with minimum
transit time τ ≥ 63. Then there is a feasible schedule for I whose length is bounded
by 4.25(C +D).
Even more, assuming that one has good upper bounds for instances with small
dilation we present a framework which gives good upper bounds for all values
Ab,τ (C,D).
Theorem 6. Let I be an instance of the packet routing problem with minimum
bandwidths and transit times b and τ , respectively. For any ` ∈ N there is a feasible
schedule for I whose length is bounded by







for a function f(`, b) which tends to 1 for increasing ` or b and with δ = 160 .
As an application of this framework, the proof of Theorem 4 uses that Ab,τ (C, τ+
1) = C + τ as proven in Theorem 2. Also, for the important special case of unit
bandwidths and unit transit time (i.e., b = 1 and τ = 1) our framework gives the
following bound.
Theorem 7. Let I be an instance of the packet routing problem with b = 1 and τ =
1. Then there is a feasible schedule for S whose length is bounded by 23.4(C +D).
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Figure 3.1. The function f for the values of b and ` which are
relevant for the bounds shown in Table 1.
Table 1 shows the bounds obtained by the above theorems for certain values of
b and τ . Figure 3.1 shows a plot of the function f used in Theorem 4 and 6 for
some values b.
In this section we describe the high-level concepts for our proof. The complete
proof requires many technical details which we give in Section 4. Our reasoning
uses the concepts introduced by Scheideler [22] who proved that there is always
a schedule of length 39(C + D) for instances with unit transit times and unit
capacities.
In the first part of our proof, we give a careful adaption of these concepts to the
setting of arbitrary bandwidths and transit times. In the second part of the proof,
we introduce our framework. Any good bound for instances with small dilation,
e.g., D ≤ τ + 1, D ≤ 2τ + 1, etc., allows the framework to prove better bounds for
general instances (with arbitrary dilation). We incorporate the bounds for instances
with D ≤ τ + 1 (obtained in Section 2) into our framework. In the setting of unit
bandwidths and transit times we improve the bound of 39(C + D) by Scheideler
[22] to 23.4(C+D). If even b ≥ 2 and/or τ ≥ 2 we can reduce the constant in front
of (C +D) even further.
In the sequel, we will use the concept of infeasible schedules. We call a schedule
infeasible if in the schedule some edge e is used by more than be packets at a time,
but the other two properties of feasible schedules are fulfilled. For ease of notation
we say a schedule is infeasible if it is not necesarily feasible. We use the following
strategy: We start with an infeasible schedule in which no packet is ever delayed.
Denote by S0 this schedule. We perform the following steps.
• One can enlarge S0 by adding a random delay of at most C/b for each
packet at the beginning of S0, yielding a schedule S1. We will show using
the Lovász Local Lemma that there are delays for the packets such that S1
fulfills certain properties.
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• Inductively, assume that we have an infeasible schedule Si (with i ≥ 1).
Using the Local Lemma we show that there are further refinement steps
yielding a schedule Si+1 which is – intuitively speaking – “more feasible”
than Si.
• Eventually, we prove that there is a schedule Sk with the property that in
every interval of length 64 at most 192.1b packets use each edge. Further-
more, we prove that the length of Sk is bounded by 1.0626(C +D).
Starting with the infeasible schedule Sk, we establish our framework. Let ` ∈ N.
Using the Lovász Local Lemma we show that there is an infeasible schedule Sk+1
that can be partitioned such that in any time-interval of length ` at most C`be packets
traverse each edge e. (For a constant C`be to be defined later.) Hence, we can turn
Sk+1 into a feasible schedule by refining each interval of length ` separately. In
order to do this, we treat each of these intervals as a subinstance of the packet




. Hence, it suffices
to have good bounds for instances with dilation D = ` in order to obtain a bound
for the original instance. We use our framework with ` := τ + 1 since Theorem 2
gives a bound for instances with D ≤ τ + 1. Using the framework one could obtain
even better bounds for general instances if one had good upper bounds for instances
with slightly higher dilation, e.g., D ≤ kτ + 1 for some small value k. In particular,
the larger we can choose `, the better become our bounds. This can be seen in
Table 1 since for increasing τ the bounds improve. Also, if b increases the bounds
improve as well. The reason is that C`b/b decreases when b increases. Hence, the




above) will be smaller for
larger values of b.
In the following section we give a detailed technical analysis of the reasoning
described above.
4. Technical Analysis
In this section we give the full proofs of the theorems and techniques stated in
Section 3. First, we adapt the concepts of Scheideler [22] to the setting of arbitrary
bandwidths and transit times. Then, we introduce our framework which then allows
us to prove our bounds for the lengths of optimal schedules.
Let I be an instance of the packet routing problem with congestion C and dila-
tion D. Assume that each edge has a bandwidth of at least b and each a transit
time of at least τ . Our bounds depend on these four parameters. In particular,
they improve if b and τ increase. As already mentioned in the Introduction, we
replace every edge e with transit time τe by a path consisting of τe edges.
First, we prove the existence of the schedule Sk with the property that in every
interval of length 64 at most 192.1b packets use each edge. We bound the length of
Sk later. We define I0 := max{C,D}. Let k := (log∗ I0)− 11. We set Ik := 4 and
Ij := 2
Ij+1
for all j with 1 ≤ j ≤ k − 1. Note that 2I1 ≥ I0. If I0 ≤ 64 then we define
Sk := S0. Hence, for the remaining reasoning for the construction of Sk we assume
that I0 > 64. Let S0 be the infeasible schedule in which no packet is ever delayed.
We define D0 := D. We will prove the existence of schedules Si with certain
1For our purposes we define log∗ I0 to be the smallest integer k such that we need to apply
the log-function k times to I0 in order to obtain a value of at most 4.
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properties (with i ≥ 1). We denote by Di the length of Si. Let Ci be the maximum
number of packets that use an edge in each interval of length I3i in the schedule Si.
We start with the schedule S0. We assign each packet an initial random delay.
Using the Lovász Local Lemma we prove that there are random delays such that the
resulting schedule is “relatively feasible”. The schedule S1 is the schedule resulting
from those “good” initial delays.
Lemma 8. There is an infeasible schedule S1 with the property that in every inter-




D1 ≤ D + C.
Proof. We prove the existence of S1 using the Lovász Local Lemma. We change
S0 by giving each packet an initial delay chosen uniformly at random from the set
{0, ..., C − 1}. This results in an infeasible schedule S1 whose length is bounded by
(D + C). In order to make S1 “relatively feasible” we want to ensure that in S1
at most C1be packets traverse every edge e during any interval of length I31 . We
ensure this property by using the Lovász Local Lemma. For being able to employ
the lemma, we define a bad event Ee for each edge e. The bad event Ee is that there
is an interval of length I31 in which more than C1be traverse e. Using the Lovász
Local Lemma we show that there are initial delays for the packets such that no bad
event occurs. Consider an edge e and an interval J of length I31 . Assume that the
packets M1, ...,M` use e (note that ` ≤ Cbe). Let Xi be a binary random variable
such that Xi = 1 if and only if Mi traverses e during J . We define X :=
∑`
i=1Xi.
The initial delays were chosen uniformly at random and hence Pr [Xi = 1] ≤ I31/C
for each i. This implies E[X] =
∑`
i=1 E [Xi] ≤ I31be. Using the Chernoff bounds we
derive with ε = 3I1 that
Pr
[












≤ exp (−9beI1/2) .
(As usual, exp(x) := ex.) Since there are at most (D + C) intervals of length I31 ,
the probability for Ee is bounded by
Pr[Ee] ≤ (D + C) · exp (−9beI1/2) .
The dependence of each bad event Ee is at most CDbe − 1. In other words: Ee
is independent of all but at most CDbe − 1 other bad events. Hence, in order to
employ the Lovász Local Lemma we have to ensure that
Pr[Ee] · e · CDbe < 1.
Due to our bound for Pr[Ee] above it suffices to ensure that
(D + C) · exp (−9beI1/2) · e · CDbe < 1.
We show the inequality for be = 1 (since then by monotonicity it holds for all
be). Also, since I1 depends only on max{C,D} it suffices to consider the case that
C = D. This yields the inequality
2D · exp (−9I1/2) · e ·D2 < 1.
Since we assumed that I0 ≤ 2I1 and hence D ≤ 2I1 it suffices to ensure that
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(4.1) 2 · 2I1 · exp (−9I1/2) · 22I1 < 1.
Since I0 > 64 we have in particular that I1 ≥ 4. Inequality 4.1 holds for I1 = 4
and due to monotonicity also for all I1 ≥ 4. Concluding the lemma we obtained
the infeasible schedule S1 with the property that in each time interval of length I31
each edge is used by at most C1be packets. 
Denote by S1 the schedule whose existence was proved in Lemma 8.Given an
infeasible schedule Si we want to prove the existence of a schedule Si+1 which
is – intuitively speaking – “more feasible” than Si. This is again done by giving
each packet random delays. We use the Lovász Local Lemma to ensure that there
are delays for the packets such that in any interval of length I3i+1 only a bounded
number of packets use each edge.
Lemma 9. Let Si be an infeasible schedule of length Di and with the property that
in every interval of length I3i at most Cibe packets use each edge e for some value
Ci ≥ I3i . Then there is an infeasible schedule Si+1 with the property that in every
interval of length I3i+1 at most Ci+1be packets use each edge e, with














Di and Ci+1 ≥ I3i+1.
Proof. We split the timeline into intervals of length I4i . We refine the infeasible
schedule Si by enlarging each of these intervals. The schedule Si+1 is the concate-
nation of all enlarged intervals.
Let J i be a time interval of length I4i . At the beginning of J i we define for each
packet a delay chosen uniformly at random from the set
{
0, 1, ..., I3i − I3i+1 − 1
}
.
Denote by J̄ i the resulting (enlarged) interval. Note that the length of J̄ i is bounded
by I4i + I3i − I3i+1. We want to ensure that in the resulting schedule within each
interval of length I3i+1 at most Ci+1be packets use each edge e. Using the Lovász
Local Lemma we show that there are random delays for the packets such that this
property is fulfilled.
Let e be an edge. We define that the bad event Ei+1e occurs if there is a
subinterval of J̄ i with length I3i+1 in which more than Ci+1be packets use e. Let
J ′ = [x, x + I3i+1 − 1] ∩ J̄ i for some x ∈ J̄ i. If after the random experiment a
packet M uses e during J ′ then in Si it must have used e during the interval
J ′′ = [x− I3i + I3i+1, x+ I3i+1− 1]. Since J ′′ has length I3i there can be at most Cibe
such packets. Denote them by M1, ...,M`. Let Xi be a random variable such that
Xi = 1 if and only if Mi uses e during J ′. We define X :=
∑`
i=1Xi. For each Xi
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The Chernoff bounds give that


























Since there are at most I4i + I3i intervals of length I3i+1 (like the interval J ′) which





















The interval J i is the union of Ii intervals of length I3i . Therefore, by assumption
during J i (and by construction also during J̄ i) at most Ii · Cibe packets pass e.
Hence, the dependence of Ee is bounded by I5i · Cibe − 1. Therefore, in order to
employ the Lovász Local Lemma, we need to guarantee that
Pr [Ee] · e · I5i · Cibe < 1.
In order to analyze whether the inequality holds we study the function





















We need to show that g (Ii, Ci) < 1. First, we calculate that dgdCi < 0 and hence






< 1 (recall that Ci ≥ I3i ). Similarly, it suffices


































· I8i · e · exp (−12.5 · log Ii)
=: ĥ (Ii) .
For Ii = 16 calculations show that ĥ (Ii) < 1 and dĥdIi < 0. Hence, if Ii ≥ 16 then
there are random delays for the packets such that in each interval J ′ ⊆ J̄ i of length
at most I3i+1 there can be at most Ci+1be packets using any edge e.
It remains to show that Ci+1 ≥ I3i+1. By assumption Ci ≥ I3i . We calculate that
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We apply Lemma 9 iteratively until we have proven the existence of the schedule
Sk with the respective properties. In particular, since Ik = 4 Lemma 9 shows that
in Sk in every interval of length 43 = 64 every edge is used by at most Ck packets.
In the following two lemmata we bound Ck and Dk.
Lemma 10. It holds that Dk < 1.0626(D + C).







. For bounding the latter term we define a sequence a. Let
a0 := 4, a1 := 16, a2 := 65536 = 216, and a3 := 265536. For i ≥ 4 we define



















< 1.0625. With the definition of






the latter term is very small, defining ai+1 := 2ai does not introduce too much












































Lemma 11. It holds that Ck < 192.1.



































Now we distinguish two cases: If I1 = 16 then k = 2 and the last product has only





























< 3.01. Since I3k = 64 in both cases we
obtain the stated bound. 
Note that if I0 ≤ 64 then by definition S0 = Sk and also Dk = D0 = D <
1.0626(D + C) and Ck = C0 = C < 192.1.
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4.1. Framework. Having established the existence of the schedule Sk with the
above properties we introduce our framework. The idea is the following: We split
the schedule Sk into intervals of length I3k = 64. We treat each of these intervals
individually as a subinstance. Let F be such an interval. At the beginning of F we
assign each packet a random delay from the range {0, 1, ..., 63}. The length of the
resulting schedule is at most 127. Let ` ∈ N. Using the Lovász Local Lemma we
show that there are random delays for the packets such that in each subinterval of
length ` at most C`b packets use each edge with bandwidth b (for a constant C
`
b to
be defined later). Denote by Sk+1 such a schedule. Each subinterval of length ` can
now be treated as a subinstance of the packet routing problem with dilation ` and









the maximum length of an optimal schedule for such an instance. This implies that




/` we can turn Sk+1 into a feasible schedule.
The length of Sk+1 then gives us our bound on the length of an optimal schedule
for the original instance. As an application of this framework we derive bounds by
setting ` := τ + 1.
First, we define the values C`b .
Definition 12. Let b, ` ∈ N. Consider b192.1bc binary random variables Xi such
that Pr [Xi] = `64 and let X :=
∑b192.1bc
i=1 Xi. We define C
`
b to be the minimum



















Later we will split the whole time axis into intervals of length 127. We will split
those again into even smaller intervals of length ` (or less if ` does not divide 127).
To simplify notation we introduce the notion of an `-partition.
Definition 13. An `-partition of an interval J with |J | = 127 ·M (for an integer





· M subintervals of length ` and M subintervals of
length (k mod `). In the sequel we call those subintervals `-subintervals.
Using the Lovász Local Lemma, in the next lemma we show that there are
random delays which turn Sk into the schedule Sk+1 which is “almost feasible”.
Lemma 14. Let `, b ∈ N. Assume we are given an infeasible schedule Sk of length
Dk such that in every interval of length 64 each edge e is used by at most b192.1bc
packets. Then there is an infeasible schedule Sk+1 whose length is bounded by
Dk+1 := 2Dk that can be `-partitioned such that in every `-subinterval at most C`be
packets use each edge e.
Proof. We split the timeline into intervals of length I3k = 64. We consider each of
these intervals separately and refine them. Consider one time interval F of length
64. At the beginning of F we perform a random experiment and assign each packet
a delay chosen uniformly and independently at random from the set {0, 1, ..., 63}.
We define a bad event for each edge e. The bad event is that during an interval
[i · `, (i+ 1) · `− 1] ∩ F for some i more than C`be packets traverse the edge e. The





intervals of the form [i · `, (i+ 1) · `− 1]∩F . Also, the probability for each bad event









. Each bad event is independent from all other but at
most Ckbe·64−1 other bad events (follows from the bound on the congestion and the









·(Ckbe · 64− 1 + 1) <
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Values for C̃`b
` = 2 ` = 3 ` = 6 ` = 11
b = 1 23.6 29.3 44.3 66.3
b = 2 35.8 45.8 72.8 113.0
b = 5 66.4 87.9 147.3 239.4
b = 10 110.5 150.0 261.2 435.9
Table 2. The values C̃`b for several values of b and τ . (Note that
C̃`b is an upper bound for C
`
b.)
1. The Lovász Local Lemma implies that with non-zero probability no bad event
occurs. Doing this reasoning for each interval F proves the existence of the schedule
Sk+1 with the desired properties. 
We can turn Sk+1 into a feasible schedule by solving each subinstance induced














this yields a good bound for the length of an optimal schedule for the
original instance.




we need to estimate C̄. As a first step, in the next
lemma we upper-bound C`b by a value C̃
`
b that we will work with later.
Lemma 15. Let b, ` ∈ N. Then C`b ≤ C̃`b := (1 + ε`b)µ`b, where µ`b := ` · 164 · 192.1b










· e · 192.1b · 64 ≤ 1.
Proof. Consider the b192.1bc binary random variables Xi from the definition of C`b
and set X :=
∑b192.1bc
i=1 Xi. Then E[X] = b192.1bc
`





































· 192.1b · 64 ≤ 1.

Table 2 shows bounds for C̃`b for some values b and `. We note that for these
values for fixed ` and increasing b the values C̃`b/b do not increase. We show in
the following lemma that this holds in general. This will become useful later: it









b denotes the minimum bandwidth of any edge in the instance.
Lemma 16. Let b, b′, ` ∈ N with b ≤ b′. Then C̃`b/b ≥ C̃`b′/b′.
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Proof. It suffices to show the claim for b′ := b+ 1. By definition, C̃`b = (1 + ε
`
b) · `64 ·








b+1 as defined in Lemma
15. Hence, it suffices to show that ε`b+1 ≤ ε`b. By definition, we have that










 `64 ·192.1b ≤ 1.
To show that ε`b+1 ≤ ε`b we calculate that


























 `64 192.1 .














 `64 ·192.1b ≤ 1b = 1.(4.4)
From Inequality 4.2 we conclude that eε`b(
1 + ε`b
)1+ε`b
 `64 ·192.1b ≤ 1





























· e ≥ e for
all b Inequality 4.3 holds. This implies that ε`b+1 ≤ ε`b. 
In the following lemma we formalize how we can derive bounds for general in-
stances using having good bounds for Ab,τ (C, `) (for some value `).
Lemma 17. Let I be an instance of the packet routing problem with minimum
bandwidths and transit times b and τ , respectively, and let `,M ∈ N. Assume we
are given an infeasible schedule Sk+1 for I of length 127 ·M which is `-partitioned
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such that every `-subinterval is used by at most C`b packets. Then there is a feasible














Proof. We change the given schedule Sk+1 to a feasible schedule by refining each
`-subinterval of the `-partition. Each `-subinterval can be modeled as an instance
of the packet routing problem. This subinstance has a dilation of at most ` and
each edge e is used by at most C`be packets. Hence, the congestion of this subin-




. According to our assumption concerning b and









. This yields the bound stated in the theorem. 
Later, we will work with the values C̃`b instead of the values C
`
b . For giving a
general theorem for the bounds derived by our framework, we study the value C̃`b/b.
Lemma 18. It holds that ⌈
C̃`b/b
⌉
≤ 3.01` · g(`, b)
for a function g(`, b) which approaches 1 for increasing ` or b.






b := ` · 164 · 192.1b










· e · 192.1b · 64 ≤ 1.
We see that for fixed ` and increasing b, the value ε`b decreases. Similarly, for fixed
b and increasing `, we also have that ε`b decreases. We conclude that C̃
`
b approaches
µ`b = ` · 164 · 192.1b ≤ 3.01` · b for increasing ` or increasing b. 
Now we can prove our main theorem for the bounds derived by our framework.
Theorem 19. Let I be an instance of the packet routing problem with minimum
bandwidths and transit times b and τ , respectively. For any ` ∈ N there is a feasible
schedule for I whose length is bounded by







for a function f(`, b) which tends to 1 for increasing ` or b and with δ ≤ 160 .





































≈ Dk64 . Since Dk is strictly smaller than 1.0626(D + C) there is a value
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N0 such that for all C,D with (C + D) ≥ N0 our bounds hold. To simplify the








· 1.0626 ≤ 1.0626
64









Theorem 2 allows us to bound the expression Ab,τ (C, `) for the case that ` =
τ + 1. Using this insight we can use the theorem above to derive general bounds
for all packet routing instances.
Theorem 20. Let I be an instance of the packet routing problem with minimum
bandwidths and transit times b and τ , respectively. There is a feasible schedule for
I whose length is bounded by(




(C +D) ≤ (8.51 · f(τ + 1, b) + δ) (C +D)
for a function f(τ + 1, b) which tends to 1 for increasing τ or b and with δ ≤
1
60 (τ + 3.01 · f(τ + 1, b)(τ + 1)).
Proof. We choose ` := τ+1 in Theorem 19. Theorem 2 shows that Ab,τ (C, τ + 1) ≤
C + τ . This gives a bound of







for δ′ = 160 . Calculations show that this expression is upper-bounded by the ex-
pression stated in the theorem. 
Note here that – for values of f(τ + 1, b) close to 1 – the formula stated in
Theorem 20 gives better bounds if τ = 1 than for higher values of τ . However, for
small τ and b the bound of the formula improves as τ increases.
Observe that δ increases for increasing τ . This worsens the bound for very large
values τ . However, in Section 4.2 we prove a much better bound for the case that
τ ≥ 63.
4.2. High values for τ . Given the schedule Sk, in our framework we used the
Lovász Local Lemma to prove the existence of the schedule Sk+1. However, we
can alternatively turn the schedule Sk to a feasible schedule directly. This is in
particular useful for cases where τ is relatively large, as we will see in Corollary 22.
Theorem 21. Let I be an instance of the packet routing problem with minimum
bandwidth b and minimum transit time τ . There is feasible schedule for I whose
length is bounded by
1
60
(C +D) ·Ab,τ (193, 64) .
Proof. Recall that we proved the existence of the schedule Sk which has the property
that in every interval of length 64 each edge is used by at most Ckb = 192.1b packets.
Hence, there is a feasible schedule for I whose length is bounded by
Dk
64
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which is bounded by the expression above. Note that here again we used that





≈ Dk64 . Since Dk
is strictly smaller than 1.0626(D + C) there is a value N0 such that for all C,D
with (C +D) ≥ N0 our bounds hold. 
Using our insight gained in Theorem 2 for Ab,τ (Ck, τ + 1) allows us to prove the
following Corollary.
Corollary 22. Let I be an instance of the packet routing problem with minimum
bandwidth b and minimum transit time τ ≥ 63. Then there is always a packet
routing schedule whose length is bounded by 4.25(C +D).
Proof. For τ ≥ 63 we have that 64 ≤ τ + 1. Hence, Theorem 2 implies that
Ab,τ (193, 64) ≤ 193 + 64 − 1 = 255 if τ ≥ 63. Plugging this into the bound of
Theorem 21 yields the bound of 4.25(C +D). 
Table 1 shows some bounds for the lengths of schedules depending on τ and b.
4.3. Unit Transit Times and Unit Bandwidths. Finally, we use the above
framework to derive a bound of 23.4(C +D) for the case of unit transit times and
unit bandwidths. This improves the bound of 39(C+D) proven by Scheideler [22].
First, we precisely calculate C21 (instead of using the estimation C̃21 ).
Lemma 23. It holds that C21 = 21.
Proof. Since the value C21 does not depend on any parameters it can be calculated
exactly. Calculations using e.g., MATLAB then give the desired result. 
Now we can use our framework together with the above lemma to derive our
desired bound.
Theorem 24. Let I be an instance of the packet routing problem with b = 1
and τ = 1. Then there is a feasible schedule for S whose length is bounded by
23.4(C +D).





= C21 . Hence, in the reasonings of Lemma 19 and Theorem 20 we




· 1.0626(C + D). Using
that C21 = 21 as derived in Lemma 23 gives the stated bound. 
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