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Abstract
Multimodal Adversarial Learning
Uche Osahor
Deep Convolutional Neural Networks (DCNN) have proven to be an exceptional tool for
object recognition, generative modelling, and multi-modal learning in various computer vision applications. However, recent findings have shown that such state-of-the-art models
can be easily deceived by inserting slight imperceptible perturbations to key pixels in the
input. A good target detection systems can accurately identify targets by localizing their
coordinates on the input image of interest. This is ideally achieved by labeling each pixel
in an image as a background or a potential target pixel. However, prior research still confirms that such state of the art targets models are susceptible to adversarial attacks. In the
case of generative models, facial sketches drawn by artists mostly used by law enforcement
agencies depend on the ability of the artist to clearly replicate all the key facial features that
aid in capturing the true identity of a subject. Recent works have attempted to synthesize
these sketches into plausible visual images to improve visual recognition and identification.
However, synthesizing photo-realistic images from sketches proves to be an even more challenging task, especially for sensitive applications such as suspect identification. However,
the incorporation of hybrid discriminators, which perform attribute classification of multiple
target attributes, a quality guided encoder that minimizes the perceptual dissimilarity of the
latent space embedding of the synthesized and real image at different layers in the network
have shown to be powerful tools towards better multi modal learning techniques. In general,
our overall approach was aimed at improving target detection systems and the visual appeal
of synthesized images while incorporating multiple attribute assignment to the generator
without compromising the identity of the synthesized image. We synthesized sketches using
XDOG filter for the CelebA, Multi-modal and CelebA-HQ datasets and from an auxiliary
generator trained on sketches from CUHK, IIT-D and FERET datasets. Our results overall
for different model applications are impressive compared to current state of the art.
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Chapter 1
Attacks on Target Detection Systems

1.1

Introduction

Deep learning remains one of the greatest achievements and still makes significant progress in
artificial intelligence [3–5]. It has found value in a wide domain of machine learning applications, ranging from image classification, object detection, speech recognition, voice synthesis,
biometric recognition and security, etc [6–8]. With the plethora of data flying about, deep
learning remains the best choice for such computational demands. The complexity of managing data as well as the need for hardware acceleration will make the aforementioned fields
an obvious area of interest with unending innovative ways to solve challenges as they arise.

Object detection is a technology that deals with detecting of objects from images. It has
been widely applied in many fields including object tracking, autonomous driving and intelligent video surveillance. The technique of deep neural networks (DCNNs) has aided the
development of object detection. However, DCNNs are known to be vulnerable to adversarial
examples.

Object detection represents key components of many vision-based applications, from surveillance to vehicle navigation, autonomous vehicle navigation, etc. Hence, a number of algorithms have been proposed to cope with issues related to variations in objects’ appearance,
occlusion conditions, sensor and so on [9]. Most research works have focused on the visible
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light spectrum, by developing effective solutions tailored to both single and multiple monocular or stereo cameras. Unfortunately, these approaches are based solely on visible scenes.
Recently, technological advancements have led to an important reduction in the production
costs of infrared (IR) light sensors. Hence, infrared cameras, have found more prominence in
target detection and recognition systems. Attention has been drawn to long-wave infrared
(LWIR) light in the range 8–12 nm and to forward looking infrared (FLIR) sensors, because
of their ability to clearly represent heat sources at night or through smoke, fog, haze, etc [10].

In FLIR images, the intensity of an object depends on its temperature and radiated heat
and it is not influenced by light conditions and object surface features which are key to
visible light sensors. An approach that is frequently pursued in target detection consists
in fusing information coming from both visible and IR image sets. Thus, maximizing the
positive benefits of their strong points while limiting at the same time the impact of their
constraints. In practice, when detecting pedestrians in visible light imagery, clothes color
may be used to resolve possible occlusions that may occur and at night, an IR sensor would
help to deal with the lack of color information. Detection and tracking in FLIR images are
complicated by other important factors. In fact, real-life images captured by surveillance
cameras, Unmanned Aerial Vehicles (UAVs) and other stationary and non-stationary sensors
are generally characterized by limited resolution, poor contrast and low signal-to-noise ratio
[11, 12]. Nonetheless, important features could be observed as well. There exist challenges
that are almost shared between the infrared and visible domain. For instance, in pedestrian
detection and tracking, both the visible light and IR techniques have to cope with the
difficulties associated with a signature that is continuously changing due to the non-rigid
frame of the human body and whose trajectories are difficult to predict because of the
intrinsic gait complexity of human walking motion and social behaviors [11].

However, DCNN architectures have always been developed based on the task of interest, the
content within the layers of a typical network defines the potential output from the entire
network. For object detection tasks, the model architecture can be divided into two main
categories: one-stage detectors and two-stage detectors. The one-stage detectors adapt a
sliding window approach across the image and applies anchors(bounding boxes) at several
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locations of feature maps created by the network model [13]. A collection of feature maps are
divided into different spatial locations and at each locale, anchors are assigned respectively.
These anchors are boxes with fixed scales and ratios to capture objects of different shapes
and sizes along the grid points of the target image. If four different scales and four ratios are
being used, a total of 16 anchors are assigned to each specific location. The anchor scales
and ratios are hyper-parameters, these anchors are then classified to produce predictions and
the coordinates of the boxes are regressed [14]. The output from each fine tuned anchor box
is a classification score and bounding box coordinate. To avoid detecting the same object
multiple times, non-maximum suppression is employed, which groups overlapping detection
of the same objects into one detection. The two-stage detector systems consists of two
networks. One network, called region proposal network,extracts the interesting regions in
the image where targets of interest are most likely to be found and then a second network
to classify these regions into target or background. An example of two stage detectors is the
deep target detector [15]. Most two-stage detectors usually show better performance than
one-stage detectors [16] but have a higher computational time. Recent papers have been
suggesting that the gap between one-stage and two-stage are shrinking when it comes to the
trade-off between prediction time and computational complexity.

Fast R-CNN [17] is a Fast Region-based Convolutional Network method (Fast R-CNN) for
object detection. In this algorithm, an input image and multiple regions of interest (ROIs)
are fed into a convolutional neural network. Each ROI is pooled into a fixed-size feature
map and then mapped to a feature vector by several fully connected layers (FCs). The
network contains two output vectors per ROI: softmax probabilities and per-class boundingbox regression offsets.

Faster R-CNN [17] improved on the performance of Fast R-CNN by introducing a region
proposal Network (RPN) that exploits the full-image convolutional features with the detection network, thus enabling nearly cost-free region proposals. An RPN is a network that
simultaneously predicts object bounding boxes and scores at each position. RPNs are trained
end-to-end to generate high quality region proposals. This network outpaces the fast R-CNN
because the region proposal network are fused and could be trained end to end.
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YoLo Detector (You only look once) [18] is a newer approach to do object detection. Previous
work on object detection make classifiers detection. Instead, YoLo adapts object detection as
a regression problem to spatially separated bounding boxes and associated class probabilities.
A neural network predicts bounding boxes and class probabilities from full images in one
evaluation shot. Since the whole detection pipeline is a single network, it can be optimized
end-to-end directly on detection performance. The unified architecture is extremely fast
but not as accurate as Faster R-CNN. However, Yolo is limited [19] because its predefined
grid cells’ aspect ratio is fixed. SSD (Single shot detector) [20] successfully fixed that by
permitting more aspect ratios. Hence, SSD boxes can bound objects in a tighter, more
accuracy fashion. Another improvement is that SSD adds more convolutional layers after
VGG for detection instead of two fully connected layers like YOLO. Compared to other
single stage methods, SSD has much better accuracy, even with a smaller input image size.

As deep neural networks have etched their path in numerous labs to real world applications,
the security and integrity of such applications have proven to be a major problem [21–23].
Sadly, recent studies have clearly indicated that deep neural networks are also susceptible to
attacks [24]. This vulnerability has posed a huge concern for the future of machine learning
as a whole, this is because real time critical applications like self driving cars, unarmed aerial
vehicles tracking, target recognition etc are pretty sensitive to errors, which could result to
human casualty.

Szegedy et al. [24] first discovered this adversarial flaw in deep networks, they created small
perturbations on the images for the image classification problem and successfully fooled
state-of-the-art deep neural networks at remarkable ratings. They based their rationale on
the extreme nonlinearity of deep neural networks. However, Goodfellow et al. [25] provided
detailed analysis with supportive experiments that suggest linearity is a better claim for
the adversarial vulnerability of deep networks. Papernot et al. [26] addressed the aspect of
generalization of adversarial examples while Hitaj et al. [27] exploited the nature of learning models to train adversarial networks. A Deep neural network remains somewhat of a
black box of complexities that has led scientists and engineers on developing various techniques to peer into the endless depth of abstractions. Many papers have tried to interpret

Uche Osahor

Chapter 1. Attacks on Target Detection Systems

5

these networks with significant progress, from investigating such adversarial examples more
knowledge could be developed to understand adversarial attacks even better [28].

Kurakin et al. [29] demonstrated that when adversarial examples are printed out, an adversarially crafted image will continue to be adversarial to classifiers even under different
lighting and orientations. Athalye et al. [30] demonstrated how adversarial objects can be
3D printed and misclassified by networks at different orientations and scales. Their adversarial examples were designed to be perturbations of a normal object (e.g. a turtle that has
been adversarially perturbed to be classified as a rifle). Sharif et al. [31] also showed that one
can fool facial recognition software by constructing adversarial glasses. These glasses were
crafted to impersonate any person, but were custom made for the attacker’s face. Recently,
Evtimov et al. [32] demonstrated a couple of methods for constructing stop signs that are
misclassified by DCNN models, either by printing out a large poster that looks like a stop
sign, or by placing adversarial stickers on a stop sign. Most work focused on attacking and
defending against either small or imperceptible changes to the input.

We built a DCNN target detector using a VGG16 architecture [15] that performed at over
99% in accuracy, capable of distinguishing a target chip from background chip [33]. We
further crafted adversarial patches to attack our VGG-16 based detector network. These
adversarial images were created by adding them as an adversarial patch to each target
region in each test dataset. A sliding frame was built to stride across the full image from
the test dataset containing the targets with adversarial patches, a resulting heat-map was
produced as the output of the detection system (Figure 1.1), showing the a drop in detection
performance due to the adversarial properties. Our experiments recorded promising results
that highlight the dangers of adversarial attacks on detection systems.
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Figure 1.1: A DCNN-based target detector architecture. The network is trained to detect
target chips (40x74) from clutter. At test phase, the detector probe strides across the 480x470
image to generate a heat map representing the output of the detector from an image containing adversarial target chips (target region with adversarial patch).

1.2

Crafting Adversarial Examples

In this section, we identify some adversarial techniques and principles behind our adversarial
attack. A myriad of concepts have being developed to attack deep neural networks. In most
attack scenarios, the attacker wants to mis-classify the image of interest, without altering a
human’s ability to classify it.

Goodfellow et al. [25] proposed a new strategy named Fast Gradient Sign Method (FGSM) to
craft adversarial examples. They implemented their algorithm against the famous GoogLeNet
architecture [34]. The method took advantage of the linearity property of DCNNs and was
capable of computing adversarial perturbations efficiently. The perturbation is expressed as:

η = εsign(∇x Jθ (x, l)),

(1.1)
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where ε is the magnitude of the perturbation. The generated adversarial sample x0 is calculated as: x0 = x + η. The slight alterations to the original image is difficult to be spotted by
a human eye. However, a large ε is likely to introduce noticeable perturbations but can get
more adversarial samples especially when the original images are simple (MNIST Dataset).

Similar concepts of fast gradient sign method were implemented in similar manner. Yingpeng
et al. [35] applied momentum to FGSM to generate examples more iteratively. The gradients
were calculated by:
gt+1 = µgt +

∇x J(xt , l)
.
∥∇x J(xt , l∥

(1.2)

They claimed that the introduction of momentum considerably improves the effectiveness
of attack and transferability by applying the on-step attack and the ensembling method.
Kurakin et al. [36] also introduced a method called One-step Target Class Method (OTCM),
it showed decent improvements to the FGSM technique by increasing the probability of the
target class:

x′ = x − εsign(∇x J(θ , x, l)).

(1.3)

Moosavi-Dezfooli et al. [37] came up with the DeepFool algorithm to find small perturbations
that are sufficient to change the classification result. The original image x0 was manipulated
iteratively. At each iteration of the algorithm, the perturbation for x0 that reaches the
decision boundary is computed and updated for corresponding epochs. DeepFool [37] is
implemented as an optimization technique which can yield a good approximation of the
minimal perturbation. They performed some attack experiments against several DCNN
image classifiers, such as GoogLeNet, ResNet, AlexNet etc. Their work demonstrated that
DeepFool could craft a smaller perturbation than FGSM, which however is still effective to
trick the target models.

Carlini and Wagner [38] also employed an optimization algorithm to seek possible imper-
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ceptible perturbations. They came up with three powerful attacks for the L0 , L2 , and L∞
distance metrics. Using popular datasets, such as MNIST and ImageNet, they trained deep
network models to evaluate their attack strategy. As demonstrated in [38] CW attacks can
find closer adversarial examples than the other attack techniques and never fail to find an
adversarial example.

Figure 1.2: Crafting a test image with an adversarial patch. A target chip of size 40x74
(top left) is used as the input template for adversarial crafting. The adversarial perturbation (middle) is crafted from the target chip region of interest for the side, frontal and back
view respectively. The result is a perturbation patch(imperceptible to the human eye) that
is attached as a patch to the 480x720 image region of interest, thereby resulting is an image
consisting of an adversarial patch(right). A complete 480x720 image with adversarial perturbation is shown in the bottom image.
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Evaluation

Dataset

In this work, the dataset of choice is the Comanche FLIR dataset. Its a collection of multiple
targets captured at different angular orientation and range. The dataset is divided into SIG
and ROI. The dataset comprises of 10 different targets denoted as tg1 to tg10. Each target is
subdivided into 72 orientations, corresponding to angles of 0◦ to 355◦ in azimuth orientation.
The SIG dataset were acquired over favorable conditions and has over 13,800 target images
at 10-bit gray-scale. The images are 480x720 and target images (chips) cropped at 40x74.
Over 5000 clutter chips were also created to improve the training performance. Due to the
nature of the DCNN architecture, the 40x75 target chips were resized to 40x74 due to the two
max pooling layers and striding [15]. The chips were randomly partitioned with 75% set for
training and 25% for testing. We implemented data augmentation techniques to double the
dataset in order to maximize detection performance. The ROI consists of data obtained at
less favorable conditions such as varying weather conditions, different backgrounds, within
and around clutter. The images were captured at cold and hot scenes and at different
distances (ranging from 688 to 3403 meters) to add some diversity to the database [39].

1.3.2

Attack Approach

In this thesis, we apply the FGSM strategy [40] by finding a targeted adversarial example.
Using our DCNN detector P[y|x], with input xεRN , arbitrary target class yb and a maximum
perturbation ε, we seek to find an input xb that maximizes the log (P[yb |xb ]), subject to
the constraint that ∥x − xb ∥∞ ≤ε. We parameterize P[y|x] by our DCNN to perform gradient
descent on x in order to find a suitable input xb . This strategy produced well camouflaged
attacks that were capable of fooling the detector at remarkable levels. The small changes
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also called perturbations are the major premise for adversarial images, these perturbations
could be designed to create adversarial examples for each image in a dataset or a universal
template that is capable of fooling an entire network of interest. We further placed these
created adversarial images and placed them as patches on the images of interest as shown
in Figure 1.2.

1.3.3

Experimentation

We built a DCNN detector capable of identifying target chips from non-target chips at a
99% accuracy level. The network was built using the VGG16 architecture as a template. We
used the 40x74 target chips containing targets as well as chips containing clutter from the
480x720 image respectively. Both images were labelled accordingly to produce a detector
prediction of target or not-target from the detector system. Armed with our detector system,
we further crafted adversarial patches and appended them to each target of interest in the
480x720 image of the entire test dataset. The adversarial patches [25] were placed at specific
points on the target to maximize the attack approach (FGSM). This newly built images of
the test data were then fed to the DCNN detector by striding through the 480x720 image in
a 40x74 detector probe sliding fashion, where a prediction of 0 or 1 is assigned to background
or target respectively on the each image frame. To evaluate the adversarial target detection
system, we established a couple of strategies to test the integrity of the DCNN network.
We used the Adam optimizer with b1 = 0.5, b2 = 0.99 and an initial learning rate of 0.0001.
The learning rate was further decreased by about half for every 2,000 iterations. We ran
our experiments on two NVIDIA TITAN X GPUs for 200 epochs with batch size of 16.
Experiments were conducted for the entire combination dataset comprising of additional
augmented images. The chip sizes (40x74) helped reduce issues related to computational
complexity and memory management. A resulting heat map is generated at the output of
the detector system indicating if the adversarial property is effective enough as to wrongly
detect targets and assign the wrong labels as shown in Figure 1.3. We observed a similar
trend of performance when we strictly compared the accuracy of the system over a range
of perturbation (ε) values (Figure 1.4). We placed ε at two ranges ε1 (red) and ε2 (blue).
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Figure 1.3: Generated heat map. The top-left image is fed into the network without any
adversarial patch added to the target region and a corresponding heat-map is generated at
the left-bottom image. However, in the top-right image, the target regions contain adversarial
patches and a heat-map is generated (right bottom), indicating the inability of the detector
to predict target spots due to the adversarial patch.

The blue trend line confirms the adversarial property while the red line maintained a high
accuracy level when the adversarial property is extremely negligible.

The response of the adversarial attack on the DCNN-detector is illustrated as an ROC-curve
in Figure 1.5, the trade off between the intensity of perturbation ε and the visual appearance
of the adversarial defines the level of accuracy for the network. We observed that the higher
the intensity of the attack, the lower the accuracy performance of the system. We also
attacked test image containing adversarial patches at different degrees of intensity ε, to test
the sensitivity of the DCNN detection networks. As expected, the performance of the DCNN
architecture dropped considerably by over 40%.
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Figure 1.4: Accuracy plot. The accuracy of the system is shown for two ε ranges. the red line
shows better accuracy levels at very small epsilon values (0 < ε < 0.001) as compared to the
blue line where ε ranges from (0.001 < ε < 1). The downward trend of the blue plot confirms
the impact of adversarial patches to the detector system.

Figure 1.5: ROC curve. The plots indicate the performance of the DCNN detector network
over the four main orientations of the targets. (a) is an overall representation of the system
performance over different values of adversarial perturbation intensity ε. (b,c,d) show the
performance of the system for the side, frontal and back view over different adversarial
intensities. The higher values of ε significantly reduced the prediction quality of the target
detector.
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Chapter 2
Design of adversarial targets

2.1

Introduction

Advancements in deep convolutional neural networks (DCNN) related to computer vision has
improved the potential of automatic target recognition systems for real time detection and
classification [5,22]. Their ability to simultaneously perform target acquisition, identification
and tracking make them a powerful tool for mission critical applications [3], such systems are
widely used for infrared or radar systems for recognizing tanks, ships, airplanes, landmarks
etc.

Classical ATR systems can be decomposed into the following subset but not strictly restricted
to image preprocessing, detection, segmentation, feature computation, selection and classification, prioritization, tracking, and aim point selection. Though these key aforementioned
components were initially achieved via advanced correlation filters, stochastic analysis, estimation and optimization, transform theory, and time-frequency analysis of non-stationary
signals, artificial intelligence has since offered better algorithms that showcased state-of theart human performance levels. These vulnerabilities demand a more sophisticated detection
system that can handle such shortcomings. The introduction of artificial intelligence paved
the path for building more efficient ATR systems that operate at human level performance
and beyond [41]. Presently, deep convolutional architectures compromising of various configurations exploit multiple layers of nonlinear information processing, for feature extraction
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and transformation as well as for pattern analysis and classification [4, 6]. The complexity
of DCNNs [42] is mainly attributed to key components that play significant roles in building what could be referred to as a feature bank comprising of abstractions that are formed
from pixel information. Layers of computational components are stacked in a logical order, processed at defined limit that result into meaningful information (such as classification
etc). These key components include convolution, pooling, batch normalization, non-linear
activation, softmax, optimization etc. Their respective roles cater for the computational
complexity and memory management, of the DCNN architecture.

Convolutional Neural networks are a popular concept of choice [43] for most recent neural
architecture models. The intricacy of their composition permits the sharing of weights such
that subsequent convolutions among preprocessed data generates useful information that
are formatted to the defined dimensional specification of respective layers. Several deep
learning architectures that have proven to be top performers include LeNet [44], VGG [45],
AlexNet [46], GoogleNet [47] and ResNet [48]. In order to achieve classification, subsequent
layers of DCNNs are followed by fully connected layers where predictions are finalized. Due
to the complexity of the data, nonlinear activations are incorporated into the structure to
cater for a better abstraction of the input data [7, 21, 23]. Further concepts like pooling,
normalization, data augmentation, regularization etc. each help to optimize the translation
of data to be as general as possible without shortchanging on useful information. These
parameters are fine-tuned for better results by using back propagation and optimization
techniques such as gradient descent.

In automatic target recognition (ATR), a key objective is to classify each target image into
one of a number of classes. However, the presence of high clutter background, sensor noise,
the large number of target classes, and the computational load involved in processing all the
sensor data has often hampered the development of real-time robust ATR algorithms [39].
The recognition algorithm usually consists of several stages such as detection of target,
background noise removal [12], feature extraction and classification. We mainly focus on
the last two stages. Target recognition using forward-looking infrared (FLIR) imagery of
different targets in natural scenes is difficult due to high variation in the thermal signatures of
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targets. Many ATR algorithms have been proposed for FLIR imagery [49]. Recently, Wright
et al. [50] introduced a sparse representation based robust face recognition algorithm, which
outperformed many state of the art algorithms. However, one of the main limitations of this
approach is that for good recognition performance, the training images are required to be
extensive enough to span the conditions that might occur in the test set. Another limitation
of this approach is that the large size of the matrix due to the inclusion of large number of
gallery images can tremendously increase the computational complexity which can make the
real-time processing very difficult. In target classification, regardless of whether the technique
is called template matching, neural or statistical, image data which might include metadata
is collected [51]. A potential target is detected in the image, then the target chip is processed
in some manner such as centered, spatially scaled, segmented, or rotated; using the available
metadata (e.g., range, roll, pitch). A feature vector is assembled from features extracted from
the target image. Irrelevant and redundant features are eliminated. The resultant feature
vector represents a candidate target, to know which target represents requires classification.
The candidate target is then assigned to sub classes where each subclass is a member of
a broader class. Supervised classifiers require pairs of input data {xi , yi } where xi are the
feature vectors and yi are the labels for the feature vectors, while unsupervised classifiers
require only the set {xi }. Unsupervised classifiers map each unknown x to a set but do not
assign a class label to the set. Classifiers are robust to unforeseen circumstances, easy to
design, test, implement and maintain. Only when a simple classifier can’t meet performance
requirements should a more sophisticated approach be considered. Such classifiers could be
one-class or multi-class.

A one-class classifier distinguishes targets from non-target blobs [52]. For a particular mission, everything but the target of interest may be considered as clutter or background noise.
For one-class classifiers in the infinitely varying real world, clutter blobs are not well described. This is mostly true at high resolution, rather than for noise-like clutter. Most
target detectors are one-class classifiers. However, one-class classifiers cannot provide the
posterior probability of targets because information on non-targets is not always available.

Multi-class classifiers compute a region to separate one class from another. Supervised multi-
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class classification algorithms aims at assigning a class label for each input example [53]. if
a training data set of the form (xi , yi ), where xi ∈ Rn is the ith example and yi ∈ {1, ..., K}
is the ith class label, we find a learning model z such that Z(xi ) = yi . The problem can be
simply formulated into a two class case, where the labels yi are just 0 or 1 for the two classes
involved.

A myriad of algorithms have been proposed to solve this problem in the two class case, some
of which can be naturally extended to the multiclass case, and some that need some form
of special formulations to solve the latter case [54]. The first category of algorithms include
decision trees [55], neural networks [56], k-Nearest Neighbor [57], Naive Bayes classifiers, and
support vector machines [58]. The second category may include approaches for converting
the multiclass classification problem into a set of binary classification problems that are
efficiently solved using binary classifiers e.g, support vector machines. Other approaches try
to pose a hierarchy on the output space, the available classes, and performs a series of tests
to detect the class label of new patterns

Despite state-of-the art successes for ATR systems, its vulnerability to well crafted adversarial attacks is of great concern [24]. Ironically, the same architecture that provides a solid
base for DCNN related systems is also a key player in synthesizing this adversarial templates [25]. Recent studies have show that slight manipulations of the pixel information,
geometrical orientation and textural information can greatly alter the classification power
of convolutional networks. The findings of Szegedy et al. [24] were the first to confirm the
vulnerabilities in deep neural networks by showcasing the impact of small perturbations on
deep networks. They successfully fooled state-of-the art deep models for an image classification problem with high probability values. These images containing small perturbations
capable of fooling networks were termed adversarial examples. Researchers have also come
up with various techniques [59] to craft such adversarial templates with promising results
that highlight the weakness of DCNNs.

We experiment with a DCNN target detector/classifier system using a VGG16 architecture
[15] that performed at over 99% and 94% in accuracy respectively, capable of distinguishing
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Figure 2.1: End-to-End ATR system architecture. The flow chart represents the detector followed by a classifier VGG-16 based architecture. The classifier is highlighted in red because
we focused on attacking the classifier in our experiments

Figure 2.2: DCNN-based target classifier architecture. The network is trained to classify
target chips (40x74) from clutter. At test phase, the classifier network attempts to classifier
target chips containing adversarial properties that represent the 31 classes for both targeted
and non-targeted attacks.
the respective classes of each target chip from a background chip (Figure 2.1). Since our
aim is to build a robust attack against the classifier, adversarial targets chips from the three
major azimuth angles of each target class in the training data were crafted to attack our
VGG-16 based classifier (Figure 2.2). We adapted the VGG16 as the suitable network of
choice due to its trade off performance based on memory, speed, memory and accuracy [60].
Our experiments recorded promising results that highlight the dangers of adversarial attacks
on detection systems [61].
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Crafting Adversarial Examples

Adversarial examples are typically crafted by perturbing data with small perturbations that
are not easily detected by an observer. The concept of adversarial examples was first discussed by Dalvi et al. [62] they approached the adversarial problem as a cost function between adversary and classifier (Naive Bayes). Adversarial examples in classical machine
learning models require a keen knowledge of feature extraction techniques. However, recent
approaches have adapted various interesting techniques that have huge implication for deep
learning. Security flaws of DCNNs were fully described by Yuan et al [63]. They investigated the security implications of machine learning models, They established three main
categories of attacking machine learning systems: if attacks can poison the training data,
whether adversarial attacks would be classified as false positive or false negatives and finally,
if the attack is aimed at a single instance or an entire gallery of targets. Yuan et al [63].
broke down adversarial examples into four threat models, adversarial falsification, adversary
knowledge, adversarial specificity and attack frequency. These various techniques were designed based on the intention of the attacker. Such perturbations could be set as the goal of
an optimization problem to maintain imperceptibility. In certain instances, they could also
be the constraint of the optimization problem. They are mostly measured in using the ∥l p ∥
metric as described below:

n

∥x∥ p =

∑ ∥x∥ p

!1

p

.

(2.1)

i=1

The three popular norms ∥l0 ∥, ∥l2 ∥, ∥l∞ ∥ are used ∥l p ∥ metrics. l0 counts the number of
changed pixels in the adversarial examples; l2 measures the Euclidean distance between the
adversarial example and the original sample; l∞ is s the maximum change of all pixels in the
adversarial example.
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Szegedy et al. [64] were the first to introduce adversarial examples in deep neural networks.
They used the L-BFGS method to solve the general targeted problem:

c∥η∥ + Jθ (x′ , l ′ ),

(2.2)

where x′ ∈ [0, 1]. The value c was calculated by line searching using L-BFGS to calculate
approximate values of c where c > 0. The L-BFGS Attack method applied an expensive
linear search method to find the optimal value, which resulted in computation complexities.
Goodfellow et al. [40] proposed a better method; Fast Gradient Sign Method to produce
adversarial examples. Their technique was implemented by performing a one step gradient
update along the direction of the sign of the gradient at each pixel. Their perturbation is
expressed as follows:

η = εsign(∇x Jθ (x, l)),

(2.3)

where ε is the magnitude of the perturbation and the generated adversarial sample x′ is computed as: x′ = x + η. Their argument was based on the premise that most prior adversarial
examples were crafted based on nonlinear and over-fitting. They countered this hypothesis,
by establishing their claims with substantial results showing that the vulnerability of neural
networks to adversarial perturbation is hinged of their linear behavior. Similar flavours of
fast gradient sign method were implemented in similar manner. Rozsa et al. [65] proposed
a method called Fast Gradient value (FGV) in which they replaced the sign of the gradient
with the raw gradient:

η = ∇x J(θ , x, l).

(2.4)
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FGV method has no constraints on pixels and can generate images with a larger local
difference. Yinpeng et al [35]. went further to apply momentum to FGSM to generate
examples more iteratively. The gradients were calculated by:

gt+1 = µgt +

∇x J(xt , l)
.
∥∇x Jxt , l∥

(2.5)

Their claim was that the introduction of momentum considerably improved the effectiveness of the attack and the transferability by applying the on-step attack and the ensembling
method. Kurakin et al. [36] introduced a method called One-step Target Class Method
(OTCM) also showed decent improvements to the FGSM technique by increasing the probability of the target class:
x′ = x − εsign(∇x J(θ , x, l)).

(2.6)

The work Tramer et al. [66] proposed a new attack; RAND-FGSM. They added random
weights when updating the adversarial examples to defeat the adversarial training:
xtmp = x + α · sign(N(Od , I d ))
x′ = xtmp + (ε − α) · sign(∇xtmp J(xtmp , l)),

(2.7)

where α < ε The aforementioned techniques had their various benefits as regard their respective application needs. However we adapted the FGSM to implement our adversarial
attack.
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Evaluation

Dataset

The dataset of choice is the Comanche (Boeing-Sikorsky, USA) FLIR dataset. Its a collection
of multiple targets captured at different angular orientation and range. The dataset is divided
into two main categories; SIG and ROI. the dataset comprises of 10 different targets denoted
as tg1 to tg10. For each target, there are 72 orientations, corresponding to the aspect angles
of 0◦ to 355◦ in azimuth orientation. The SIG dataset were collected over favorable conditions
and has over 13,800 target images at 10-bit gray-scale. The images comprise of 480x720 and
target chips are cropped at 40x74. Over 5,000 clutter chips were also created to boost the
training performance. Due to the nature of the DCNN architecture, the 40x75 chips were
re-sized to 40x74 due to the two max pooling layers and striding [15]. The images were
randomly sourced from the network with 80% set for training and 20% for testing. The ROI
consists of data obtained at less favorable conditions such as varying weather conditions,
different backgrounds, within and around clutter. The images were captured at cold and hot
scenes and at varying distance (ranging from 688 to 3,403 meters) to diversify the nature of
the database [39]. But since our overall aim was to fool the network, we developed adversarial
chips [40] to fool the VGG-16 based classifier. Our Adversarial chips were generated from
the gradient information of the network, obtained by FGSM strategy.

To evaluate the ATR fooling system, we established a couple of strategies to test the integrity
of the DCNN classifier network on the ROI and SIG dataset. We trained the entire network
to ensure the classifier was operating at optimal levels [39]. We used the Adam optimizer
with b1 = 0.5, b2 = 0.99 and an initial learning rate of 0.0004. The learning rate was further
decreased by about half for every 2000 iterations. We ran our experiments on two NVIDIA
TITAN X GPUs for 100 epochs with batch size of 16. The training process termination
is based on the performance of the proposed network on the validation dataset. After
the training process, the remaining false alarms were added to the training dataset of the
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classification DCNN [15]. Thereafter, the target classification network is trained to classify
the potential targets into clutters and 30 different target types, making a total of 31 classes.

2.3.2

Attack Approach

In our work, we apply the FGSM strategy [40] by finding a targeted adversarial example.
Using our DCNN detector P[y|x], with input x ∈ RN , arbitrary target class yb and a maximum
perturbation ε, we seek to find an input xb that maximizes the log (P[yb |xb ]), subject to the
constraint that ∥x − xb ∥∞ ≤ε. We parameterize P[y|x] by our DCNN to perform gradient
descent on x in order to find a suitable input xb . This strategy produced well camouflaged
attacks that were capable of fooling the classifier at remarkable levels. The small changes
also called perturbations are the major premise for adversarial images, these perturbations
could be designed to create adversarial examples for each image in a dataset or a universal
template that is capable of fooling an entire network of interest as shown in Figure 2.3. We
focused on attacking DCNN models with exploiting the benefits of adversarial specificity
and attack frequency [63], if the attacker has full knowledge of the classifier network.

Szegedy et al. [24] discovered that it is possible to find a slightly altered image xadv ∈ RN such
that ∥xadv − x∥∞ ≤ ε and xadv is misclassified. These small changes also called perturbations
are the major premise for adversarial examples (Figure 3).

2.3.3

Experimentation

Experiments were conducted for the entire dataset comprising of additional augmented images for both SIG and ROI. In the initial training phase, we fed target chips at 40x74 in size
into the network to localize potential targets. The chip sizes helped reduce issues related to
computational complexity and memory management. Since our aim was to fool the classifier
network, robust adversarial chips [40] were developed, capable of fooling the network at con-
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Figure 2.3: Crafting a test image with an adversarial chip. A target chip of size 40x74 (top
left) is used as the input template for adversarial crafting. The adversarial perturbation
(middle) is crafted from the target chip for the side, frontal and back view respectively. The
result is a perturbation (imperceptible to the human eye) that is attached to the 40x74 chip,
thereby resulting is an image consisting of adversarial perturbation (right).

Figure 2.4: Confusion matrix with no adversarial perturbation. The confusion matrix depicts the response of the classification network when no adversarial perturbation is added to
the system.
siderate levels worthy of concern. We developed both targeted and non-targeted adversarial
chips from both the ROI and SIG datasets. Figure 2.4 shows the confusion matrix of the
validation dataset, the confusion matrix describes the performance of the true label over the
predicted label for the entire system. From our results, we observed that before adversarial
poisoning, the detector operated at optimal levels. We observed over 94% accuracy for each
class of the validation dataset. After introducing the adversarial target chips to the system,
an obvious decline in the detection performance was recorded. Most class specific detection
ratings dropped by over 36% (Figure 2.5). These clearly highlights the adverse impact of
adversarial perturbation on IR images. We also observed the performance trend when we
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Figure 2.5: Confusion matrix with adversarial perturbation. The four images (a,b,c,d) depict
the classification response of the system for the 11 classes, for the overall, side, frontal and
back view respectively. Inconsistencies in the classification accuracy of the classifier network
is observed at the leading diagonal as compared to Figure 4 that performed better.

compared the accuracy of the system over a range of ε values (Figure 2.7) for the frontal,
back and side view respectively. Due to the fact that the images comprise of 10 classes and
each image class set is subdivided into three major azimuth angles (Figure 2.6) of interest
as, where frontal view is at range [345◦ , 15◦ ], rear-view, with an orientation in the range of
[165◦ , 195◦ ], and side-view, with an orientation in the range of [15◦ , 165◦ ] or [195◦ , 345◦ ] [15],
we also added an extra class to represent the clutter images to help improve the detection
accuracy of the network, resulting in a total of 31 classes.
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Different classes based on
target orientation.
The classes were
grouped into three major angle orientations, [345◦ , 15◦ ] back-view, [165◦ , 195◦ ]
frontal-view, [15◦ , 165◦ ] and [195◦ , 345◦ ] for
side-view.
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Figure 2.7: Accuracy Performance. The
plot illustrates the accuracy performance
over the back (red), frontal (green) and
side (blue) views. We used the same
range; 0.001 < ε < 1 for the three orientations. The downward trend at higher
ε confirm the direct proportionality between the intensity of ε and the adversarial effect on the classifier network.
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Conclusion

We built algorithms for target classification for deep convolutional neural networks (DCNNs).
we also crafted robust adversarial chips to test the classification ability of the entire system.
The classifier system identifies potential targets in the FLIR image frame and produces a
heat map that isolates the target of interest from the clutter or image noise per class. The
adversarial targets from each azimuth orientation of the dataset were generated by using each
image as a variable in the loss function and gradient computations. The adversarial attack
weakened the precision of detection at considerably high ratings. We also adapted all the
necessary techniques to improve the detection potential of the network to over 94% before
attacking. Our experimental results show that DCNNs are still susceptible to adversarial
attacks, regardless of the quality of the classification system.
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Chapter 3
Quality Guided Sketch-to-Photo Image
Synthesis

3.1

Multi-Domain Sketch-to-Image Translation

We established a mapping function between two domains, {xi }ni=1 ∈ X for images and {yi }ni=1
∈ Y for sketches, where X = {xi }ni=1 and Y = {yi }ni=1 . Our objective function contains an
adversarial loss which moves the distribution P(xi ) toward the distribution of the target
domain P(yi ), an attribute classification loss is integrated into the discriminator to identify
attributes of interest and a cyclic constrain that maps a target to their original domain
Gx (x) = P(xi → yˆj |xi ) and Gy (y) = P(yˆj → x̂i |y j ) is implemented, where x̂i and ŷi represent
reconstructed fake images in each respective domain (X , Y ).

To improve the quality of synthesised images, we introduced a quality-guided network that
extracts feature maps from specific layers φi of the encoding section of generator Gx for both
real and synthesized pairs and computed an L2 loss to minimize the dissimilarity [67]. We
also fused the latent feature maps extracted from the VGG-16 pretrained model for both the
synthesised images {φi (x̂), φ j (ŷ)} and their corresponding original image {φi (x), φ j (y)} to
compute the content and style loss between the pair of fake and real images. The resultant
architecture is a DCNN structure that aids the network produce quality images [68, 69], as
shown in Figure 3.1. With this approach, we eased the burden on the generator and scaled
the problem into smaller tasks; making it easier for each intermediate section of the model to
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Figure 3.1: The structure shows the generator and a quality-guided encoder Ex configuration
identify small challenges like edge detection, color balance, global and local feature learning,
yet minimizing computation time.

Figure 3.2 illustrates the internal structure of the generator and hybrid-discriminator. Adversarial losses [70] were applied to the mapping function Gy (x) : X → Y . The generator Gy
is trained to synthesize images Gy (x).

3.1.1

Style Transfer Loss

The style transfer loss comprises of the content and style loss, the content loss is derived
from the interaction of an image to the layers of a convolutional neural network trained on
object recognition such as VGG-16. When these images interact with the layers, they form
representations that are sensitive to content but invariant to precise appearance [71]. The
content loss function is a good alternative to solely using L1 or L2 losses, as it gives better
and sharper high quality reconstruction images [72]. The content loss is computed for both
real and synthesized images using a pre-trained VGG-16 network. We extract the high-level
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Figure 3.2: The input template are an attribute concatenation representation for all the training data for both RGB images and sketches.

Figure 3.3: A spectrum of synthesised Images with different target attributes.

features of all the layers of VGG-16 weighted at different scales. The L1 distance between
these features of real and synthesised images are used to guide the generators Gx and Gy .

The content loss is given as:

Lcnt (φi (xi ), φ j (yi )) =

C H W
1
∑∑∑
C p H pWp c=1
h=1 w=1

φi (xi )c,w,h − φ j (yi )c,w,h

(3.1)
1

,

The style content is obtained from a feature space designed to extract texture information
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from the layers of a DCNN. The style contents are basically correlations between the different
filter responses comprising of the expectation over the entire spatial space of the feature
maps. These are obtained by taking the gram matrix Gφ (.) to be the C j x C j matrix whose
elements are given by:

Gφ i (x)c,c′ =

H W
1
∑∑
C p H pWp h=1
w=1

(3.2)

(φi (xi )c,w,h )(φi (xi )c′ ,w,h ),
where φ (.) represents an output of a layer in the VGG-16 layers, where C p ,Wp and H p
represent the layer dimensions.

The style reconstruction loss for both images is thus an L1 loss of each computed gram
matrix:

Gφ i , j (x, y)c,c′ = Gφ i (x)c,c′ − Gφ j (y)c,c′

3.1.2

1

.

(3.3)

Attribute Classification Loss

To ensure a robust sketch-to-image translation process, the desired attributes c′i were concatenated to each image xi [73]. This combined input is used to train the generator, making
it possible to produce images conditioned on any preassigned target domain attributes c′ .
We achieve this by permuting the assigned target label generation process with respect to
the original ground attributes c of the image, this is to ensure that the generated labels
are unique from the original. The auxiliary attribute classifier within the discriminator is
responsible for injecting the attribute property to the sketch for the image generation process. Figure 3.3 illustrates the visual representation of the attribute integration process. The
combined constraints compute domain classification losses for both real and fake images. We
optimize the discriminatory power of our network to optimize D for real images and G for
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fake images.

The combined losses are expressed as:

r
Lcls
= Ex,c [−logDcls (c|x)],

(3.4)

Lcls = Ex,c′ [−logDcls (c′ |G(x, c))].

(3.5)

f

3.1.3

Reconstruction Loss

Adversarial networks are capable of learning mappings between the source and the target
domain. Hence, It is possible to reproduce inconsistent images that do not share the same
property as the desired output. In this regard, utilizing strictly adversarial losses is not a
sufficient approach to arrive at a desired output. Hence, it becomes imperative to ensure that
the learned mapping of the network be cycle-consistent. Cycle consistency loss postulates
that for an arbitrary input image x from its domain X an image x̂ can be reconstructed;
x → Gy (x) → Gx (Gy (x)) = x̂. Likewise, an image y from a different domain Y can satisfy the
same principle backwards as y → Gx (y) → Gy (Gx (y)) = ŷ. These collective approaches adapt
the transitivity rule which is developed as cyclic consistency. A reconstruction loss which
hinges on the cyclic consistency [74] and the perceptual appeal [75], obtained by extracting
VGG-16 layers φi , is applied as an L1 loss between a real image and its corresponding
reconstructed version (fake image). Its general equation is given as:

1 i j
Lrec = 2 ∑ ∑ ∥φi (x) − φi (x̂)∥1 +
N i=1 j=1

φ j (y) − φ j (ŷ) 1 .

(3.6)
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Objective Function

The final objective of our model is the combination of all the aforementioned loss functions
using dedicated Lagrangian coefficients as:
LGAN (GX ,Y , DX ,Y ) = Ladv (Gx , Dx , X,Y )
+ Ladv (Gy , Dy , X,Y )
+ λ1 Lrec (Gx , Gy , φ , X,Y )
+ λ2 Lcont (Gx , Gy , ϕ, X,Y )

(3.7)

r
+ λ3 Lcls
(Gx , Gy , Dx , X,Y )

+ λ5 Lcnt (Gx , Gy , φ , X,Y )
where each λi scales the corresponding objective to achieve better results. Gx and Gy are the
generators, responsible for synthesising images for their respective domains; {xi }ni=1 ∈ X for
images and {yi }ni=1 ∈ Y for sketches. Discriminators Dx and Dy critic the images in domain
X and Y , respectively. φ represents the overall feature maps we concatenate to the images
before computing the reconstruction loss. Our objective function basically aims to solve the
min-max game:

G∗X , GY∗ = arg min max LGAN (Gx , Gy , Dx , Dy ).
(Gx ,Gy ) (Dx ,Dy )

3.2

(3.8)

Training

The models were trained using an Adam optimizer, with β1 = 0.5 and β2 = 0.999. We used
a batch sizes ranging between 8 and 16 for all experiments on CelebA [76], WVU Multimodal [77] and CelebA-HQ [78] for RGB images and from an auxiliary generator trained on
sketches from CUHK [79], IIT-D [80] and FERET [81] datasets and a learning rate of 10−5
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for the first 10 epochs which linearly decayed to 0 over the next 10 epochs. We trained the
entire model on three NVIDIA Titan X Pascal GPUs.

To train our proposed sketch-to-photo GAN synthesizer, we prioritize our objective to synthesize images from sketches by conditioning each sketch image with a uniquely generated
attribute label to form a new channel depth (i.e., 8-channels) as the input channels to the
sketch-to-image generator and discriminator (see Figure 3.1). The input image which now
comprises of 8 channels at the input is fed into the discriminator, our hybrid discriminator improves the attribute learning scheme by steering the model towards producing photo-realistic
images from the sketches in the dataset.

3.2.1

Dataset Description

We synthesised sketches using XDOG filter for the CelebA, WVU Multi-modal datasets and
from an auxiliary generator trained for sketches from CUHK , IIT-D and FERET datasets.
The CelebFaces Attributes (CelebA) is a large scale dataset of 202,599 celebrity face images,
each annotated with 40 attributes and 10,177 identities. We randomly select 2,000 images as
the test set and use all the remaining images as the training data. We generate five domains
using the following attributes: hair color (black, blond, brown), age (young/old). The WVU
Multi modal dataset contains 3453 high resolution color frontal images of 1200 subjects.
The FERET dataset consists of over 14,126 images for 1199 different persons, with a variety
in face poses, facial expressions, and lighting conditions. The total number of frontal and
near frontal face images, whose pose angle lies between -45 and +45, is 5,786 images (3,816
male images and 1,970 female images). IIIT-D sketch dataset contains 238 viewed pairs, 140
semi-forensic pairs, and 190 forensic pairs, while CUHK Face Sketch dataset (contains 311
pairs).
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Evaluation

To evaluate the performance of our approach, we compared a set of images against a gallery of
mugshots utilizing a synthesised image probe. The gallery comprises of WVU Multi-Modal,
CUHK, FERET, IIIT-D and CelebA-HQ datasets. The purpose of this experiment is to
assess the verification performance of the proposed method with a relatively large number
of subject candidates, Figures (3.4, 3.5, 3.6 and 3.7) show CMC curves for CelebA, CUHK
and IIIT-D datasets, respectively.

We compare our method with several state of the art sketch to image synthesis methods as
shown in Figures (3.5, 3.6 and 3.7). To evaluate the performance of the synthesized images,
we implemented a face verifier called FaceNet [82], pre-trained on a VGG based network [83].
A similar protocol implemented in [73] was used.

3.2.3

Qualitative Assessment

Ablation analysis on our loss functions were implemented to test the independent efficacy
on the model in general. By multiplying the adversarial loss by a degrading values of λi , we
observed a considerable effect on the entire performance of the model, as λ1 arrived at zero,
the generative potential of the network dwindled accordingly. We also evaluated the cycle
loss in only one direction; GAN and forward cycle loss or GAN and backward cycle loss and
found out that it often incurs training instability and causes mode collapse. Due to the fact
that the attributes are concatenated at the generator’s end, it was inferred that increasing our
weights affects the discriminative power of the network especially for the attribute generation
for target images. Table 3.1 and 3.2 show the computed Fréchet Inception Distance (FID),
Feature Similarity index FSIM, null-space linear discriminant analysis (NLDA), Inception
Score (IS) and the Structural Similarity (SSIM) index. Table 3.3 gives a score assessment of
the ablation study for the GAN performance metric used.
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Figure 3.4: CMC curves of our framework against cycleGAN, cCycleGAN, HFs2P algorithm
for the CUHK dataset.

Figure 3.5: CMC curves of our framework against bpGAN, caGAN, scAGAN and cGAN
algorithm for the CelebA dataset.

Figure 3.6: CMC curves of our framework against Pix2Pix, cycleGAN, HFs2P and FPNN
algorithm for the IIIT-D dataset.
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Figure 3.7: We show the ROC curves showing the importance of different loss functions for
ablation study.
Metric
Pix2Pix [74]
HFs2p [84]
C-GAN [85]
cCycle-GAN [73]
Ours

FID ↓
72.18
60.21
67.13
45.39
37.46

Models
IS ↑
1.35 ± .03
1.48 ± .03
2.79 ± .01
3.40 ± .07
3.63 ± .01

SSIM ↑
0.67 ± .01
0.79 ± .01
0.74 ± .04
0.83 ± .07
0.89 ± .06

Table 3.1: A quantitative comparison of the GAN-metric performance for Pix2Pix, cCycleGAN, C-GAN, HFs2P and ours. Our proposed approach shows an improvement overall.

Metric
BP-GAN [86]
C-GAN [85]
CA-GAN [87]
SCA-GAN [87]
Ours

FID ↓
86.1
43.2
36.1
34.2
34.1

Models
FSIM ↑ NLDA ↑
69.13
93.1
71.1
95.5
71.3
95.8
71.6
95.7
72.8
97.0

Table 3.2: A quantitative comparison of the GAN-metric performance for BP-GAN, CAGAN, SCA-GAN, C-GAN and ours. Our proposed approach shows an improvement overall.

Loss
LG
LD
Lcyc
L per

Model Resolution
256 x 256 128 x 128 64 x 64 FID ↓
✓
✗
✓
37.46
✗
✓
✓
31.86
✓
✗
✓
33.73
✓
✗
✓
35.34

Metric
IS↑ SSIM↑
5.48 0.738
2.06 0.791
5.91 0.808
6.32 0.896

Table 3.3: A description of the ablation study conducted on the sketch-photo-synthesizer
network. The various key components that make up the framework were altered to identify
their respective impact on the GAN metric performance (i.e, FID, SSIM and IS).
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Chapter 4
Text-Guided Sketch-to-Photo Image
Synthesis

4.1

Introduction

A text-guided model that translates sketches to images will do great justice in easing the difficulty in generating images from sketches that may find applications in identity recognition,
attribute assignment, text-guided synthesis, etc. Prior work [88–90] has shown exceptional
performance in cases when colored images are synthesized from data which contain enough
content and style that could control a model towards their respective real image. However,
sketches can be seen as images that contain minimal information bounded by pixels that
could be translated into photo-realistic images by a suitable generative model. Sketches
might contain key structural information that could aid in providing visual meaning, which
is crucial in classifying images as valuable or not. However, sketches do not portray any
style information regardless of the mode from which they are crafted, and as a result, it
becomes pretty difficult to translate sketches to perceptually appealing images. While significant work on image synthesis is still ongoing due to its numerous applications, It is still
challenging to synthesize natural-looking images from sketches or labels. Currently, recent
methods of image synthesis could be fashioned as a form of text-to-image, image-to-image
or sketch-to-image synthesis, or a combination of all three techniques.

The ability to synthesize high quality images is the core goal for most generative adversarial
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Figure 4.1: Synthesised images from sketches
models, and these models [91] are typically designed in a multi-stage fashion [89, 92], where
intermediate layers are guided adversarially with discriminator modules or more sophisticated techniques that employ progressive training methods. A multi-stage training process
is time consuming and cumbersome, making it infeasible for synthesizing high-quality images
with very high resolution. Most importantly, images contain lots of facial details, such as
freckles, skin pores, dimples which cannot be obtained by merely upsampling from the lowerresolutions. Latest developments in generative adversarial networks (GANs) have presented
an entirely different image generation paradigm that achieves exceptional quality called the
StyleGAN [93,94]. The generator architecture of the StyleGAN is crafted such that it reveals
novel ways to control the image synthesis process. The generator starts from a learned constant input which adjusts the style at each convolutional layer based on its dedicated latent
code, therefore directly controlling the strength of image features at different scales. Noise is
also injected directly into the network which leads to the automatic unsupervised separation
of high-level attributes. The StyleGAN approach constructs an intermediate latent space W
that is linear and has a less entangled representation of different factors of variation [94].

In a bid to interact with the feature-rich disentangled latent space of the StyleGAN model,
researchers developed a GAN inversion technique [95–97] which inverts real images into
StyleGAN’s latent space W , where meaningful manipulation afterward can take place. Such
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inversion is achieved by training an encoder to map real images into the W space, which
leads to image reconstruction and semantically meaningful image editing. The hierarchical semantic property of the W latent space inspired the design of numerous cross-modal
methods [97–99], for visual content creation, pretrained on StyleGAN generators.

In this dissertation, we propose an effective application-based approach for text-guided
sketch-to-image synthesis called Contextual-GAN (CT-GAN). Our model [100] aims to imitate a visual-linguistic latent space that efficiently interacts with the latent embeddings of
the StyleGAN model, which is aimed at synthesizing highly-appealing images from sketches
that are guided by textual descriptions as shown in Figure 1. We capitalize on the power
of a Contrastive language-image pre-trained model termed; CLIP [101] trained on over 400
million text-image pairs and a bi-directional encoder classifier model called BERT [102] to
learn the unique attributes within each word and their contextual associations. We expand
more on the benefits of the CLIP and BERT models in section 3.

Our approach aims to achieve three main goals. The first aim as shown in Figure 2, combines
the features of our GAN inversion encoder trained for sketch-to-image synthesis with semantic features extracted from a pre-trained CLIP model for every sketch and text pair. This
approach is vital because the extracted frozen weights from CLIP added at different layers,
aids faster training convergence, especially for multi-modal training scenarios that combine
different input types. We also compute a CLIP loss between each sketch and text description,
respectively. Our approach is similar to models that adapt some form of perceptual similarity for standard image-to-image generative models aimed at boosting perceptual quality.
Secondly, we introduced the BERT model to properly identify and update the contextual
associations between newly derived words defined by the user and the pre-trained text descriptions from the CLIP model. Finally, we deviate from previous techniques that apply a
less efficient attention scheme and we rather adapt a novel linear-based attention model that
computationally ensures better feature interactions at the semantic level. To elaborate on
our method further, we trained an encoder capable of obtaining latent codes that align with
the hierarchically semantic arrangement of a pre-trained StyleGAN model, which is inspired
originally by [95]. We break down our methods into three core contributions.
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• We present a visual-linguistic inversion module structured in a hierarchical fashion,
where the inverted code of a given sketch image and learned text descriptions can be
found in the W latent space of a StyleGAN generator.
• Secondly, to aid application-specific implementations, we incorporated a text-based
encoder module to update the contextual associations between newly derived text
descriptions and the pretrained features of the CLIP model.
• Finally, we eliminated the quadratic nature of previous attention models by adapting
a more efficient linear-based attention scheme which effectively permits long sequence
interactions on large inputs where contextual information is the key to achieve better
feature disentanglement.
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Related Work

Our work is closely related to the literature of text-guided image-to-image translation, with
emphasis on sketch-to-image synthesis which is still a challenging task. Our model is achieved
by implementing an improved version of a visual-linguistic GAN inversion model with the
additional benefits of a linear-based attention scheme.

4.2.1

Text-guided Image Manipulation.

Text descriptions can be used to guide image synthesis, a well structured sentence with significant phrases can be encoded as unique attributes that can in-paint images. For example,
Li et al. [98] came up with a multi-stage network with a novel text-image combination module to produce high-quality results. Nam et al. [103] disentangled different visual attributes
by implementing a text-adaptive discriminator, used to provide better fine-grained feature
feedback to the generator. Li et al. proposed StoryGAN [104], which generates a series of
images that are contextually consistent with previously generated images and with the sequence of text descriptions provided by the user. Dong et al. [105] proposed an auto-encoder
architecture to modify an image according to a given text. Liu et al. [106] proposed a multimodal method that models the visual attributes of an image and learns how to translate
them through automatically generated commands. Qiao et al. [107] focused on semantic
consistency by enforcing the synthesised images to have the same semantics with the input
text description. However, most of the text-based image manipulation methods with significant performance are basically based on the multi-stage framework. Deviating from previous
methods, we propose a novel framework that achieves image generation and manipulation
without multistage processing.
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GAN Inversion

It is arguable to infer that a generative model is as good as its latent space. Most importantly,
a properly disentangled latent space will be more useful for multi-modal synthesis. GAN
inversion was first introduced by Zhu et al. [108], and in their approach, the latent space is
trained on various image outputs from which a pre-trained GAN most accurately reconstruct
a known image. Motivated by their method, recent works have used StyleGAN [94] for this
task as well. Generally, inversion methods either directly optimize the latent vector to
minimize the error for the given image [109–111], train an encoder model to map images
to the latent space [112, 113], or use a hybrid approach by combining both aforementioned
methods [95]. Typically, techniques performing optimization are superior in reconstruction
quality to a learned encoder mapping, but require a longer training time.

Our encoder can efficiently embed a given face image into the extended StyleGAN latent
space that comprises of both text and sketch images, which we represent as W+ . Some
concurrent works improve GAN inversion with better reconstruction like Gu et al. [114] who
employs multiple latent codes to recover an image, Pan et al. [115] optimizes the parameters
of the generator together with the latent code, while Karras et al. [94] and Abdal et al. [116]
focused on inverting StyleGAN models by exploiting the layer-wise noises. One important
issue omitted by most inversion methods is that they merely consider reconstructing the
target image at the pixel level without considering the computational efficiency. Therefore,
in this work, we argue that the dependence on the pixel-wise reconstruction loss as the major
metric to evaluate a GAN inversion method is not necessarily efficient or the best approach.
Instead, we studied the properties of the inverted code obtained at the semantic level and
proposed a richer visual-linguistic module coupled with a linear-based attention scheme.
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Attention Techniques

The inclusion of attention modules to a network encourages it to focus on specific aspects
of an input by weighting the important parts more than irrelevant parts. Hence, attention
plays a major impact on improving language and vision applications [117–119]. A very
popular method was introduced by AttnGAN [120] which builds upon StackGAN++ [89]
and incorporates attention into a multi-stage feature-refinement pipeline. Their mechanism
allows the network to synthesize fine-grained details based on relevant words in addition
to the global sentence vector. SEGAN [121] proposed an attention competition module to
focus only on the key-words instead of designing an attention weight for each word in the
sentence. They achieved this by introducing an attention regularization term [122, 123] that
only keeps the attention weights for visually important words. ControlGAN [124] achieved
both text-to-image generation and visual attribute manipulation such as category, texture,
and color by changing the description without affecting other content. They proposed a
word-level spatial and channel-wise attention driven generator which allows the generator to
synthesize image regions corresponding to the most relevant words. They also showed how
a word-level discriminator can provide the generator with fine grained training signals that
disentangles different visual attributes by exploiting the correlation between words and image
sub-regions. Indeed attention mechanisms are beneficial to GAN models, but the quadratic
computational and memory complexities of most attention mechanisms have limited their
scalability for modeling long sequences. In this dissertation, we propose a preferable linearbased attention mechanism that approximates softmax attention which yields only linear
time and space complexity as opposed to quadratic solutions. As compared to traditional
attention mechanisms, our method performs the attention operation linearly, while also
storing adequate contextual information.
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Figure 4.2: The GAN architecture. The structure shows the linear attention-based encoder
coupled with a style-GAN generator. Our proposed model encodes a hierarchy of visual
features derived from the input sketch image at different resolutions to match the defined
style layers of the Style-GAN architecture. Visual features from the visual encoder φ (x)
in green are concatenated with visual features (orange), which are extracted from the pretrained CLIP vision encoder at different layers represented as Exi (φ (x) ∗CLIP(h)) per layer.
A contextual intermediate network (c-Map) maps combined textual and visual features to the
disentangled latent space W+ of the Style-GAN model to synthesise a high resolution image.

4.3

Model Architecture

In our work, we ensure that the derived latent space of the image and text pairs are properly
disentangled in order to encourage the augmentation of different facial attributes assigned
to each subject. To build such a visually-linguistic model, we combined the efficiency of
different semantic rich models that compete with state-of-the-art. Firstly, we adapted a
hierarchical structure of visual-linguistic features derived from a sketch-based image encoder
that is trained inversely [95] to a common latent space we define as W+ for both text and
image features. We also introduced a computational and semantic efficient attention model
that is linear-based which maintains the semantic similarity between text and image pairs.
We chose the Multi-Modal CelebA-HQ [76] dataset comprising over 60,000 unique identities
and 40 facial attributes as a basis for training our model. The sketches used for our model
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are curated from a collection of human drawn sketches of unique individuals from different
ethnic backgrounds.

4.3.1

Visual-linguistic Model

In our work, we propose a hierarchy of encoded visual-linguistic features that computes the
contextual similarity between images and text pairs extracted at different down-sampled
resolutions. The contextual similarity between each pair of text and image is computed for
different layers of the model, as shown in Figure 2. Since our design direction is focused on a
multi-modal problem where text is used to guide sketch-to-image synthesis, we incorporated a
set of linear-based attention models that ensure the local contextual similarity between image
regions and specific words are learned. In Figure 3a, we break down the linearised attention
model to highlight its true benefits. In a structural sense as described in Figure 2, we
extracted encoder embeddings into the latent StyleGAN latent space W+ . The embeddings
are scaled to a single vector of 512-dimensional vectors. In addition, our technique can
easily be plugged into any generative adversarial model without heavily impacting the overall
computational complexity.

4.3.2

GAN Inversion Module

To build an efficient GAN model that leverages on visual-linguistic features that synthesize
plausible images, we must encode a defined set of input pairs to a latent space that semantically maps style and content efficiently. Such a latent space is achieved by inverting the
features of an input image to a latent space of a fixed GAN model. To implement such a
framework, we adapted the StyleGAN model because it offers the best of image quality at
high resolutions and a wider diversity that covers the full spectrum of facial attributes [125].
GAN inversion basically means the reverse mapping of a given image x into a latent space
of an already trained GAN model. However, plugging in a new visual or text encoder into
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an already trained StyleGAN generator comes with a unique set of issues. Firstly, the StyleGAN model is broken down into different sections classified by three main semantic levels of
detail, namely: coarse, medium and fine layers [94, 96]. Secondly, the StyleGAN model encodes a style distribution in a hierarchical setting where subsequent semantic affine [96, 126]
layers (18 layers in this case) are grouped based on their unique fine grained details [94].
To cater to these two requirements of the StyleGAN model for semantic style interactions,
we propose a novel encoder model. Our proposed encoder, similar to the methods applied
in [125, 127] encodes a hierarchy of features derived from the input image at different resolutions to match the defined style layers of the StyleGAN architecture. In section 3.5, we
describe a contextual intermediate mapping network; c-Map that combines textual and visual features from an encoder model Ex (·) to the latent space W of the StyleGAN model.
To further encourage better semantic mixing, we initialize the new latent space W+ with
features from the StyleGAN model. Hence, our encoder is trained to learn visual-linguistic
information using an efficient attention scheme. The final semantic output is represented as:
Ex (x, h) = (φ (x) ∗CLIP(h)) + w,

(4.1)

where φ (x), h and w denotes the input image embeddings, features from the CLIP model,
and the average of StyleGAN latent embeddings, respectively. We use "∗" to represent the
concatenation operation. The training process is given as:

LEw = ∥y − Gw (x, h)∥22 + λ1 ∥V (y) −V (Gw (x, h))∥

(4.2)

+ λ2 ∥φ (y) − φ (Gw (x, h))∥ − λ3 E[Dv (Gw (x, h))],
LDw = λ1 E[Dv (Gw (x, h))] − λ2 E[Dv (y)]
λ3
+ E∥∇x Dv (Gw (x, h))∥22 ,
2

(4.3)

We use D(·), V (·) and φ (·) to represent discriminator, perceptual and style loss, while λ
represents adjustable hyper-parameters, more detail on losses is described in section 4. y
represents the reference image, we also represent the synthesized output image X̂ from the
generator as Gw (x, h), to identify the features from the encoder that is made up of the input
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Figure 4.3: Linear-based attention module: A new sequence P ∈ Rl∗d with fixed (constant)
length is introduced as an input which is referred to as the pack attention. A second scheme
is implemented on the input sequence Ex ∈ Rl∗d called the unpack attention. The image to
the right depicts contextual matching mechanism of our model. The concatenated features
from the vision and text-based encoder, result in a visual-linguistic embedding that is fed to
the generator model.
sketch x, sketch image features h from CLIP’s vision encoder and the combined text and
image features from the embedded space w.

4.3.3

Visual-linguistic Similarity

A contextual feature space of sentences and image pairs collectively initiates the bases for
a potential text-guided image synthesis model. Such visual-linguistic embeddings aim to
capture the intrinsic similarity between image and textual features. In our approach, we
capitalize on the similarity between texts and images features to which we translate into
a latent space W+ of the StyleGAN model. Our strategy is aimed at improving the visual
perceptual appeal of synthesized images for difficult visual inputs like sketches with textual
description. To achieve state-of-the-art performance, we utilized a visual-linguistic encoder
trained on over 400 million image-text pairs, called Contrastive Language-Image Pre-training
(CLIP) [101, 128]. A CLIP model is trained to predict possible (image, text) pairings. To
improve performance, CLIP maximizes the cosine similarity of the image and text embeddings of the N real (image, text) pairs in the batch while minimizing the cosine similarity
cos(x, t) of the embeddings of the N 2 − N incorrect pairings. In Figure 6 and 7, we provide
visually appealing results and compelling quantitative results. For image synthesis, using
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a pretrained generator and a pre-trained text encoder for the two-fold goal, we define the
optimization problem as:
w∗ = arg min ∥w − Ex (Gw (x, h))∥22 ,
w

(4.4)

we obtain an inverted latent code w as the initialization for the optimization, using the
inversion module [125]. Gw (x, h) represents latent embeddings w which is a combination of
the image x and CLIP pre-trained embeddings h.

4.3.4

Text Encoder

Every facial sketch is associated with a textual descriptions generated from a corpus of texts
which are based on unique attributes of the Multi-Modal-CelebA-HQ [78, 125] dataset. To
build such a text-guided model, we used BERT to learn the unique attributes within each
word and their contextual associations. BERT relies on a transformer-attention mechanism
that learns the contextual relationships between words in a text. The input to the encoder
for BERT is a sequence of tokens (words), which are first converted into vectors and then
processed into the neural network. Semantic vectors indicated as t ∈ DD×T from text descriptions are extracted [102] where all of the sub-words in an input sentence are mapped to a set
of embeddings, Et . Each embedding t ∈ Et is computed as the sum of a token embedding,
specific to the sub-words. The input embeddings Et are then passed through a multi-layer
Transformer network that builds a contextualized representation of the sub-words. Pretraining is done using a combination of two language modeling objectives: Firstly, a masked
language modeling where some parts of the input tokens are randomly replaced with a special
token (i.e., [MASK]), and the model needs to predict the identity of those tokens. Secondly,
a sentence prediction where the model is given a sentence pair and trained to classify whether
they are two consecutive sentences from a document. Finally, an output layer and objective
are introduced and fine-tuned on the task data from pre-trained parameters [102, 120]. We
compute the similarity between these features; text wt and image wv embeddings from the
latent space. Hence, the multi-modal similarity is learned by the given expression:
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L

LEt = ∑ ∥wv − wt ∥22 .

(4.5)

i=1

where wv , wt ∈ R L×C , are the features obtained from the image and text embeddings; wv =
Ex (x, h) and wt = Et (·). All features are of the same shape for L layers, each with a cdimensional latent embedding.

4.3.5

Contextual Mapping

A mapping scheme is necessary to transfer the embeddings from both image and text pairs.
In our case, we implemented a contextual mapper (c-Map) that translates contextual features
into a latent embedding; f : Z −→ W , of semantic vectors derived from abstracted data.
We also re-scaled the images and then extracted the local feature matrix from the last layer
of the image encoder Ex (·), which we feed to the c-Map network. The mapping network
mimics a small convolutional network, which gradually reduces the spatial size using a set
of 2-strided convolutions followed by LeakyReLU activations [96, 129] and a series of fully
connected layers to ensure the model is aware of the inherent information between text and
images, which is crucial for feature disentanglement as shown in Figure 3. A fully connected
layer learns features from all the combinations of the features of the previous layer, while
a convolutional layer relies on local spatial coherence with a small receptive field (3 × 3
kernel, in most cases). We then added the fully connected layers to address the problem of
shared weights in conventional architectures, which prevents the convolutional layers from
generating subtle variations in different spatial zones which are needed to produce realistic
images.

Furthermore, our approach stands out from previous techniques because in the design of
our mapping model, we payed attention to the shortcomings of current contextual encoders
that operate at a pixel-to-pixel correspondence [96,97]. An encoder that operates at a pixelto-pixel correspondence will be subject to locality bias, which is a major limitation when
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handling non-local transformations [130]. In our approach, we implemented a model that
operates at a global level where multi-modal synthesis is easier to achieve. Since StyleGAN
provides a layer wise representation, our mapping framework can sample style vectors defined
by W ∈ R 512 which makes hierarchical style mixing efficient.

4.3.6

Linear Attention Module

Despite the wide adaptation of attention modules for long-range dependency modeling, attention still has a serious drawback; It produces a quadratic solution in both time and
memory cases and as a result, the memory and computational complexities of the entire
attention module are quadratic. Such computational drawbacks makes the algorithm much
slower than a linear-based model and effectively forbids the application of attention on large
inputs or visual-linguistic applications where the contextual information is key to achieve
better feature disentanglement. Therefore, to address the shortfall, we applied a novel approach by using a linear nested method similar to [131]. At the core of their method, they
decoupled the regular attention function into two nested attention operations, both of which
have linear efficiency. A new sequence with fixed (constant) length is introduced as an input
which is referred to as the pack attention. Formally, if P ∈ Rl×d denotes the extra input
sequence with fixed length l and d as the dimension. The pack attention first packs context
sequence C to the output pack attention YP with P as the query sequence, given as:
YP = Attn(P,C).

(4.6)

We note that since the length of P is a constant l, the complexity of pack attention is O(lm),
which is linear with respect to m. To unpack the sequence back to the length of the original
query sequence X, a second scheme is implemented on the input sequence X, given as:

YX = Attn(X,YP ).

(4.7)
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We also incorporated a position-wise feed-forward network and layer normalization, with a
final derivation given as:
′

′

(4.8)

X , P = LayerNorm((FFN(X, P,C)), P).
′

To match the attention conventions to the rest of our model, we represent X := Ex ∈ Rl∗d and
′

P := P ∈ Rl∗d as the outputs of the feed forward FFN(·). The attention model is illustrated
in Figure 2 and 3.

4.3.7

Target Attribute Selection

To effectively extract the attributes of a text description, it’s important to identify the
keywords within the sentence that describe a subject of interest. In our case, we focused
on facial features derived from sketches or images. Our goal in general was to use the
text descriptions to guide style and content based features from a GAN inverted latent
space [95, 96, 125]. In an image synthesis setting, most facial attributes can at least be
classified into high and low level features (hair color, freckles, skin color, etc), which should be
sufficient to compose a human face without heavily altering the identity of the subject [94]. In
our approach, we use the StyleGAN’s hierarchical generator arrangement of style and content
to mix semantic fragments of both text and images features to synthesize a face [94, 125].
We extracted disentangled features from an inverted latent space W+ at a specified feature
size. To aggregate attribute-specific style and content features from the GAN layers, we
implemented a text-guided mix strategy by separating the features into wc as the visual
feature and ws as the textual embedding. In general, the layers of the StyleGAN model can
be segmented into high-level styles such as face shape, earring, eye glasses and head pose,
layers in the middle control the hairstyle, hair color and facial expression. The final layers
control skin color, age gender and other stochastic fine-grained details.
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Loss Functions

In this section, we give a detailed description of the different loss functions used in our
model. Overall, our loss functions catered to perceptual appeal, identity preservation, visuallinguistic similarity and proper feature matching with the StyleGAN generator.

4.4.1

Perceptual loss

Although the GAN loss and the reconstruction loss are used to guide the generators, they
fail to reconstruct perceptually appealing images. Hence, we incorporated the perceptual
loss introduced in [88]. The perceptual loss function basically measures high level differences,
such as content and style dissimilarity, between images. We added the perceptual loss using
a pre-trained VGG-16 [132] network V (·). The perceptual loss calculates the L1 distance
between the features of real and encoded images from the encoder Ew . The perceptual loss
L p for our proposed network is defined as:
L p = V (y)c,w,h −V (x̂)c,w,h ,

(4.9)

where V (·) is used to denote a particular layer of the VGG-16 and c, w, and h denote the
layer dimensions.

4.4.2

Style Loss

The style transfer loss comprises of the content and style [88]. The content in our case is
derived from the encoder model E(·). Basically, the expectation over the entire spatial space
of the feature maps are compared with a loss function, so as to ensure similarity. These are

Uche Osahor

Chapter 4. Text-Guided Sketch-to-Photo Image Synthesis

53

Figure 4.4: The encoder model similarity matrix, showing confident matches along the diagonal that indicate the similarity between the images of interest and their appropriate text
descriptions. The prediction outputs along the diagonal is enhanced by the inclusion of the
vision section of the pre-trained CLIP model.
obtained by taking the gram matrix Gφ (·) of the outputs of X and X̂ given by:
Gφ = (φi (y)c,w,h )(φi (x)c′ ,w,h ),

(4.10)

where Qi(.) represents a filter output function, c′ is a transposed channel form of c. The
style reconstruction loss for both images is thus an L1 loss of each computed gram matrix:
Lsty = Qi (y) − Q j (x̂) .
φ

4.4.3

φ

(4.11)

Identity reserving Loss

To preserve identity during the synthesis, we applied a pre-trained Light CNN2 [133] face
recognition network to extract meaningful feature representations that improve the identity
preserving ability of the network. We calculated the identity preserving loss Lid as the
summation of the feature-level difference between the synthesized and the real image, given
as:
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Table 4.1: Quantitative comparison of text-guided image manipulation. We compare our
method with state-of-the-art techniques; TediGAN [125], ManiGAN [98] in terms of FID,
accuracy (Acc.) and realism (Real).
Mode
CelebA

Non-CelebA

Open-Text

Method
ManiGAN [98]
TediGAN [125]
CTGAN
ManiGAN [98]
TediGAN [125]
CTGAN
ManiGAN [98]
TediGAN [125]
CTGAN

FID
Acc.(%)
Real.(%)
117.89 27.41± 0.21 10.01± 0.08
101.25 38.30± 0.01 46.50± 0.03
100.17 38.85± 0.01 45.31± 0.32
143.39 16.41± 0.11 7.41± 0.08
129.27 40.00± 0.21 45.41± 0.08
138.10 42.40± 0.14 47.41± 0.08
141.51 9.01± 0.11 10.41± 0.08
113.57 68.01± 0.30 43.24± 0.02
106.42 69.17± 0.10 44.81± 0.08

Lid = ∥Pid (y) − Pid (x̂)∥22 ,

(4.12)

where we consider Pid (·) as output features from the last fully connected layers of Light CNN
network.

4.4.4

Overall Objective Function

We sum up all the loss functions defined above to compute the overall objective given as:
LCT −GAN =LEw + LDw + LEt
+λ1 L p + λ2 Lsty + λ3 Lid ,

(4.13)

where variables λ1 , λ2 , λ3 are the hyper-parameters used as a weight factor of the different
loss terms.
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Figure 4.5: Textual semantic interactions between words of sentences, to reflect the relationship between words and texts.

4.5

Experimental Setup

We use the Multi-Modal CelebA-HQ [127] dataset for the text-guided multi-modal image
synthesis. It’s a large-scale dataset which has a high-quality semantic segmentation map,
sketch, descriptive texts, and images with transparent background. The text structure comprises of ten unique single sentence descriptions for each image in CelebA-HQ [93]. For
training, we divided the dataset into 80% training and 20% test samples, respectively.

4.5.1

Training

To train the StyleGAN inversion module [95], we combined features from an image encoder
and the features from the CLIP model [101], which was trained on over 400 million image
and text pairs, as defined in Equation (4.1). We adapt this technique in order to achieve
better semantic meaning between text and images. In retrospect, we built a visual-linguistic
encoder combined with a BERT [102] text encoder to produce embeddings that match the
latent space W+ of StyleGAN. In our design, we adapted the BERT encoder specifically to
fine tune the model newly added text descriptions that are of interest for our model. In line
with the approach implemented in [97], we trained only the encoder and discriminator while
the generator weights are frozen.
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Evaluation

We compared our proposed method with similar approaches applied for text and text-guided
image synthesis models such as AttnGAN [120], TediGAN [125] ControlGAN [124] and
DFGAN [134]. For evaluation, we used techniques similar to [125] to evaluate image quality,
diversity, accuracy, and the degree of realism. Following the previous methods [124, 135], we
also evaluated the quality of generated or manipulated images using the Frechèt Inception
Distance (FID) [136] and the Learned Perceptual Image Patch Similarity (LPIPS) [137].
The accuracy of generation is evaluated by checking the level of similarity between text and
images.

Quantitative comparison: In our experiments, we evaluate the FID score and also conduct a
user study on accuracy and realism by selecting images randomly from both CelebA and NonCelebA datasets with randomly chosen descriptions, similar to the approach in [125]. The
quantitative results are shown in Table 1. Compared with results obtained from ManiGAN
[98] and TediGAN [125] our proposed strategy achieves a better FID, accuracy, and realism.
The results obtained indicate high-quality synthetic images, with modifications that are
aligned with the given text descriptions.

We also compared our method to the optimization technique from Karras [93], the encoder
from pSp [125] and IDInvert [95]. The pSp method proposes an auto-encoder training
approach, where the encoder is trained alongside the generator to generate latent codes. In
IDInvert, images are embedded into W+ and then optimized over the generated image. In our
approach, we applied a linear based visual-linguistic encoder. Table 2 presents a quantitative
evaluation measuring the different inversion methods. We computed the structural similarity
(Similarity), mean square error (MSE), LPIPS scores as well as the "Runtime" for each
model. Compared to other encoders, CT-GAN preserves the original image’s perceptual
similarity and subject identity.

Qualitative comparison: To analyze overall image quality, we checked different aspects of
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Figure 4.6: Sketches with compound sentences reflecting different attribute combinations.
interest applied for most attribute guided image synthesis models. Firstly, we compared the
ability of our model to replicate the visual representation of different user attributes against
previous methods that have some form of text or attribute guided modeling. Obtained results shown in Figure 7 and 8 confirm that ControlGAN [124] and DFGAN [134] produce
similar results that are quite consistent with the attribute descriptions when compared with
our method. However, when compared with AttnGAN [120] and FaceID [126], we see considerable degradation in the image attribute representation, especially for sketch based images.
Attributes like lipstick, age, and hair strands were not properly replicated in the synthesized
images when compared to our method. We can attribute the weak performance by the nature of the generator adapted [93] and attention model. Our model depends on the latent
space of the StyleGAN model [93–95], which contains better disentangled embeddings of the
facial attributes.
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Figure 4.7: Model comparison of images with different attribute combinations.

Figure 4.8: Model comparison of images with different attribute combinations.

4.6

Component Analysis

In this section, we evaluate the key components that define the performance of the our model.
We evaluate the Linear-based attention model for the encoder as well as the visual-linguistic
impact of the BERT [102] and CLIP [101] models, respectively. Our findings throw more
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Table 4.2: Quantitative comparison of Encoders. A comparison of our method with state-ofthe-art models; Karras [1], IDInvert [95] and pSp [96] in terms of Similarity, MSE, LPIPS,
and Runtime.
Method
↑ Similarity ↓ LPIPS ↓ MSE ↓ Runtime
Karras [1]
0.77
0.11
0.02
182.01
IDInvert [95]
0.35
0.22
0.06
0.032
pSp [96]
0.19
0.19
0.03
0.105
pSp w/o ID [96]
0.49
0.23
0.04
0.064
CT-GAN
0.57
0.16
0.03
0.109

Figure 4.9: Quality of synthesised images derived from poorly drawn sketches reflecting age,
gender, etc.
light on the potential of our model in general.

Figure 4.10: Identity preservation. The images represents consistency of the subjects identity
for different attributes.

4.6.1

Visual-linguistic Ability

Our contextual model comprises of a text based encoder [102] and a visual-linguistic encoder
that encodes text [101] and image pairs in a single shot. To get a better understanding on
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the semantic interaction within words of the same sentence and vice versa, we used the
BertViz visualizer [99] to reflect the semantic interactions between words and text. We
setup a comparison of two short sentences; A and B as shown in Figure 5. Our goal is to
visually show how each word relates to a sentence both locally (within the same sentence) and
globally (of a different sentence). Our experimental setup compares two randomly selected
sentences:

A: "The person has bags under eyes"

B: "This woman is attractive and has bags under eyes" We see that when we choose an
identity based word like "person" in a comparison between sentences A and B, represented
person

as A −−−−→ B, we observe that attributes such as: "woman", "attractive", "bags", "eyes"
show higher color activations. This kind of relationship between different sentences confirms
that the association of attributes is consistent regardless of position. In the same fashion,
is

we compared B −
→ A, in this context, "is" is a linking verb used to describe attributes.
The neuron activations clearly highlight key words; "under", "person", "bags", "eyes" that
indicate the quality of semantic association required for an effective visual-linguistic model.
We further check the response of the model to the most attended words in unseen text
descriptions (test case). We show high resolution examples in Figure 6 and 9 to confirm that
the generated images are modified relative to the attribute words in the sentence.

Our findings indicate that the model is sensitive to the visual-linguistic relationship between
image-word pairs. We used the CLIP model to confirm that the semantic features for our
encoder model is efficient for text-guided synthesis [101]. In Figure 4, we compared six
unique faces with attributes and textual descriptions. The similarity matrix shows confident
matches along the diagonal that clearly indicate the similarity between the given image of
interest and the appropriate sentence.
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Effectiveness of the Attention Model

In the design of the attention model, we considered the semantic-level relationship of image
and word pairs for both channel and spatial representation at the image sub-region and
pixel level. To have a better understanding of the benefits of our approach, we visualized a
combination of text based attributes to showcase the power of the attention model adapted.
We extend our empirical experiments by implementing different ablation tests on the model
to ascertain how the attention scheme benefits the model.

We setup our ablation studies to check the quality of sketch to image synthesis in combination
with different degrees of text-based attribute combinations. Most models depend on basic
text allocations. However, in our approach, we show different promising text combinations
that verify the robustness of our model.

Good sketches: We chose a collection of good sketches that will set a basis for comparison
against "Bad" sketches. Good sketches in this case represent facial sketches that contain
most of the facial details while the bad sketches have some missing facial details. We guide
the image synthesis process of each sketch with different composed sentences, which we arrange in different orders of complexity. Every sentence has key attributes ("blue hair", "old",
"beards" and "pale face") that can be visually identified from the results obtained. The aim
is to observe the performance of the model at different sketch types and text complexity. As
expected, the model easily replicates the sketch into the expected image without compromising the identity portrayed by the sketch regardless of the attribute combinations used as
shown in Figure 11.

Bad sketches: As the sketches are slightly degraded, the model still maintains its ability to
reproduce plausible images at high quality as reflected in Figure 12. We observe that the
model still tries to synthesize similar identities, which show the attentiveness of the model
to the perceptual identity of the subject. Lastly, we pay key attention to the ability of the
model to synthesize images and still maintain the contextual meaning of the sentence for
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each case study. We can clearly identify the subjects regardless of the poor sketch provided.
Our approach confirms that regardless of the sketch quality, visual-linguistic property of the
model is still maintained.

4.6.3

Text-guided Analysis

A combination of visual and text based features in a single generative model creates a
set of interesting properties that need to be explored to identify the possibilities of textguided synthesis. In our approach, we pay more attention to sketches; which is a more
difficult problem to solve. To understand the intricacies of our model, we set up a set of
experiments to verify the robustness of our model. We looked closely at the ability of the
model to maintain the identity of a given subject even when attributes are changed. We also
use different sketch templates to analyse the models’ ability to synthesise images without
compromising identity and perceptual quality.

Identity preservation: The ability to reproduce similar images of the same identity is crucial
for sketch base synthesis. In Figure 10, we showcase our model’s ability to reproduce identityconsistent images. Our results reflect the synthesised images when we change the subject’s
attributes such as "gender", "age" and "hair color". We set up the test cases using simple
and complex attribute combinations. A sample of the short sentences used are expressed
below:

Female →
− Male : "He is Asian and has short hair."

Female →
− Male : "He is a young male."

Female →
− Female : "She has long hair and is slim" Overall, the attributes extracted form
the short sentences don’t alter the identity of the subjects.

Compound sentences: A collection of sentences could be used to synthesise images from
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sketches. To test the model’s response to sentence-based attributes we checked different
combination of texts comprising of different attributes. We define compound sentences as a
collection of text-based attributes that reflect "gender + ethnicity","hair + age", "gender +
beards", " beards + gender + age ", "age + ethnicity + gender ", etc.

Our results confirm consistency in perceptual quality, identity and sketch diversity. Sketch
diversity in this case highlights the fact that the model is able to synthesize an image and still
represent the attributes within the specified sentence. In Figure 9 we show the perceptual
quality of images generated using some compound sentences.

Figure 4.11: Images synthesised from Good crafted sketches

Figure 4.12: Images synthesised from Bad crafted sketches.

4.7

Conclusion

In our work, we showed that a text-guided sketch-to-image GAN model can be visually
appealing and still portray all the facial attribute within an associated text description.
Our model leveraged on the hierarchical structure of the state-of-the-art StyleGAN model
to combine visual-linguistic features from a properly disentangled latent space. From our
findings, we observe that introducing the CLIP features to our framework encourage better
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contextual meaning to our results without comprising the identity of the facial results across
board. We also confirm that adapting a linear-based attention module aids in generating
plausible images.
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Chapter 5
Quality Map Fusion for Adversarial
Learning

5.1

Introduction

A representation of the human visual system (HVS) is necessary to establish a robust image quality metric which is needed for computer vision applications [138, 139]. Classical
approaches considered hand-crafted strategies to mimic the properties of the HVS [140–143]
by implementing a stream of computational functions that are combined to identify the key
perceptual properties of images. While these techniques played their role effectively, scaling
up these methods have proven to be a daunting task, especially for applications with huge
datasets. However, the introduction of neural networks has helped to improve the aforementioned task considerably [1, 67, 91, 92, 144–146]. These deep networks consist of non-linear
filters configured to extract key perceptual features within user-defined constraints from
data.

In our work, we focus more on Full-Reference Image Quality Assessment (FR-IQA) models [147, 148], these models are mostly used to represent the HVS with the aim of deriving a
quality measure for images by comparing the perceptual similarity between distorted images
and their respective reference image. A standard FR-IQA model seeks to imitate the HVS by
exploiting photographic computational algorithms that represent contrast sensitivity, visual
masking, luminance, etc. A number of FR-IQA metrics have since being derived which in-

Uche Osahor

Chapter 5. Quality Map Fusion for Adversarial Learning

66

clude the Structure Similarity Index Measure (SSIM) [140], Multi Scale Structure Similarity
Index Measure (MS-SSIM) [149], Visual Information Fidelity (VIF) [150], Feature Similarity
Index Measure (FSIM) [142], Mean Deviation Similarity Index (MDSI) [151], etc.

We present a novel approach [152] for improving the quality of GAN-synthesised images by
combining the benefits of established FR-IQA metrics and the features of a deep convolutional neural network (DCNN). We extend the performance of popular GAN-based baseline
approaches by introducing a novel image quality map fusion network that computes the perceptual properties of images and fuse them with a perceptual attention mechanism, as shown
in Figure 1. We also introduce novel quality loss functions derived via Banach spaces to boost
image quality. Our technique shows impressive results as compared to state-of-the-art. Our
key contributions are as follows:

• We introduced a new perceptual quality map fusion network that harnesses the perceptual qualities of computationally derived quality assessment metrics.
• We propose a new norm implemented via Banach Wasserstein GAN (BWGAN) instead
of the popular l2 norm computed using the Wasserstein metric.
• We also propose a perceptual attention mechanism (PAM) that augments image features to boost the overall visual appeal of the synthesised images.

5.2

Related Work

The FR-IQA model tries to simulate the HVS characteristics with good performance measures [153–156]. Two main reasons for the success of FR-IQA can be attributed to the deep
learning based perceptual properties of the reference image and the hand-crafted features
derived from statistical metrics which are similar to the HVS. Hence, it becomes easier to
build a system that minimises the difference between these two corresponding features. In
order to effectively model the properties of the HVS, a couple of related systems have been
proposed. Zhang et al. [142] proposed a similarity index metric which calculated the phase
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Figure 5.1: The quality encoding architecture. The structure shows the generator G : (g1 , g2 )
configuration coupled with a quality Map Fusion network MF . The domain discriminator d1
(lower-right) extracts features where True/False predictions are made per pixel and attribute
classification is executed to ensure multi-domain adaptation, d2 critics the perceptual map to
maintain consistency in an adversarial manner.
congruence and gradient magnitude to represent the HVS system, while [141] implemented
an efficient standard deviation pooling strategy which demonstrated that the gradient magnitude of an image still holds true as a technique for representing the HVS. [151] adopted
a novel deviation pooling technique to compute the quality score from the gradient and
chromaticity similarities as a measure for local structural distortions.

The Banach Wasserstein GAN (BWGAN) is a framework that makes use of arbitrary norms
other than the popularly used l2 norm as the underlying metric of choice in adversarial
training. Adler et al. in [157] translated the WGAN-GP model to Banach spaces which have
the capacity to utilize norms that capture desired image features like edges, texture, etc.

5.3

Our Approach

We present a single GAN model capable of implementing image-to-image synthesis. We
combine the benefits of established FR-IQA metrics [142, 149, 151] and the low-level salient
features of a deep convolutional neural network (DCNN) to aid adversarial image synthesis
aimed at producing perceptually appealing images. In our model, we introduced an attention
schema that exploits the salient perceptual features in a channel-wise fashion and the spatial
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map representation embeddings of standard FR-IQA metrics (SSIM, MDSI and FSIM). Our
framework consists of five main components; a quality-aware generator network G : (g1 , g2 ),
where g1 and g2 represent the encoder and decoder section, respectively. g1 and g2 are
coupled with a perceptual attentive mechanism (PAM) for quality encoding and a perceptual
quality map fusion network MF at the latent space as shown in Figure 4.1. The discriminative
networks D : (d1 , d2 ) critics images generated by G : (g1 , g2 ) in an adversarial manner without
compromising image quality and the perceptual consistency with the reference image. The
perceptual quality map generator combines the core quality metric functions that capture the
sensitive perceptual features of a given image, while the score regression network pools the
images synthesized by G : (g1 , g2 ) to estimate reference quality score s. Our overall objective
consists of a Wasserstein Gradient Penalty, Structural Similarity Index Gradient Penalty
(SSIM-GP) and a Natural Image Quality Estimator (NIQE) as defined in section 4.4.

5.3.1

Perceptual Attention Mechanism (PAM)

The attention mechanism augments perceptual features from a prior generator encoder network g1 (·) computed over input images Xi . The aim is to establish a convex combination of
quality-enhanced condensed representations of the input image for real time training. We begin by describing the channel attention in PAM, which is based on the CBAM module [158].
PAM involves two steps: first, per-channel “summary statistics” Fglobal obtained from a 2layer residual block RB1 , is calculated to yield the global feature attention vector U ∈ R1×1×C .
Secondly, a multi-head network headi = Attention(AwAi , BwBi ) applies a non-linear multi-head
attention transformation which allows the model to jointly attend to information A and B
from different representation sub-spaces wAi and wBi of the bottleneck [159]. The channelbased attention output is given as h = softmax (headi ⊙ U) which is multiplied with the
encoder output E ∈ RH×W ×C from g1 and processed by the residual block RB2 to produce
the channel-based attention embeddings, denoted as Z = RB2 (E ⊙ h) where Z ∈ RH×W ×C .
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Figure 5.2: A spectrum of quality maps obtained at different intensities.

5.3.2

Perceptual Map Generator

We selected the FSIM [142], MS-SSIM [149], and MDSI [151] image quality metrics to
generate similarity maps because the trio collectively capture key image characteristics that
are similar to the HVS [140, 142, 149, 151, 160] as shown in Figure 4.2. The FSIM metric
captures the luminance, contrast and structural information. For the MS-SSIM metric,
we considered multiple scales of the synthesised image and its reference for contrast and
structure while the MDSI map is derived by extracting the gradient and chromaticity of the
pair of synthesised and reference images, respectively. We use an intensity coefficient; 0.3 ≤
α ≤ 1 to specify the intensity of the maps. The map fusion network MF is divided into three
stages. First, we extract the feature similarity representations between the reference image
Xre f and the generated images X̂i per iteration given as p(Xre f , X̂i ) for the aforementioned
similarity metrics, where p(·) is an arbitrary function used to calculate similarity index
maps; MS-SSIM, FSIM and MDSI. Secondly, the generated maps, (m1 , m2 , and m3 ) are
concatenated and pre-processed by two-layer MLP networks f (·) to form a spatial-based
perceptual map representation M ∈ RH×W ×1 . At the last stage, the predicted future states
I is then computed as the expectation of spatial features M and the channel-based features
Z ∈ RH×W ×C . I is then summed with the output of the encoder E given as V = I + E. The
resulting output V ∈ RH×W ×C which is fed to decoder g2 represents latent features that are
optimized for better image quality.
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Banach Space Gradient Penalty

Quality assessment metrics for the distance between images has been limited to cost functions
that take the form of l1 or l2 norms. However, issues like non-convexity and complications
in gradient computations (vanishing gradients, exploding gradients, etc) are some of the
struggles experienced in formulating optimization problems. To mitigate the aforementioned
computational shortcomings, the Wasserstein distance was introduced in [161].

However, a wide variety of untapped metrics [140, 149] exist that can be used to compare
and emphasize key features of interest. In this regard, we extended the Wasserstein distance
beyond the popular WGAN with the gradient penalty (WGAN-GP), which is constrained
to l2 norms and rather adapted a more complete space called the Banach space [157]. Our
technique, similar to [1, 157, 161] shows that the characterisation of γ-lipschitz functions via
the norm of the differential can be extended from the l2 setting to arbitrary Banach spaces
by considering the gradient as an element in the dual of B. Such a loss function is given as:

LB = λ EY

2
1
∗
∥∂ D(Y )∥B − 1 ,
γ

(5.1)

where λ , γ ∈ R, are regularization parameters. These Banach space norms give room for
specific image features such as texture, structure, contrast and luminance which highlight
the perceptual appeal of a human observer.

5.4.1

Structural Similarity (SSIM) index

The SSIM index measures the perceptual difference between two similar images. The local
mean, variance and structure are computed to find an local quality score [140]. The SSIM
index computes changes to local mean, local variance and local structure between two images
X and X̂. The local scores are then averaged across the image to find the image quality score.
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Figure 5.3: A sample of synthesised images representing different datasets.

L(X(i, j) , X̂(i, j ) =

2σxx̂ (i, j) +C2
2µx (i, j)µx̂ (i, j) +C1
, CS(X(i, j) , X̂(i, j ) =
,
2
2
σx2 (i, j) + σx̂2 (i, j) +C2
µx (i, j) + µx̂ (i, j) +C1

db (X(i, j) , X̂(i, j ) =

q
2 − L((X(i, j) , X̂(i, j )) −CS(X(i, j) , X̂(i, j) ),

(5.2)

(5.3)

where X and X̂ refer to the input and synthesised images, the subscript (i, j) is the pixel
index, µ(i, j) and σ(i, j) are the local mean and standard deviation, respectively. L(X(i, j) , X̂(i, j) ),
C(X(i, j) , X̂(i, j) ) and S(X(i, j) , X̂(i, j) ) are the local luminance, contrast and structure scores at
pixel (i, j), respectively. Furthermore, since db (X, X̂) is bounded, the lipschitz constant can
be imposed directly by introducing a gradient penalty regularization term given as:

SSIMGP = EX∼PX ,X̂∼P

X̂


2
|D(X) − D(X̂)|
−1 .
db (X, X̂)

(5.4)

This makes the SSIM a good candidate for quality awareness which is beneficial for regularizing GANs. The complete mathematical properties are described in [162].

5.4.2

Natural Image Quality Estimator (NIQE)

The NIQE [163] is an NR-IQA metric of perceptually relevant spatial domain Natural Scene
Statistics (NSS) features extracted from local image patches that capture the essential loworder statistics of natural images. The equation is given as:
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(5.5)

where I(i, j) is the pixel index and µ(i, j) and σ(i, j) are the local mean and standard deviation.
The NIQE captures the naturalness of a pristine reference image by modelling a generalized
gaussian distribution (GGD) [164], and models the products of neighbouring pixel coefficients
using an Asymmetric GGD (AGGD). The parameters of both the GGD and AGGD are then
modelled using a Multivariate Gaussian Model (MVG) distribution [165]. The quality of the
test image is measured in terms of the “distance” of its MVG parameters µt and σt from
the pristine MVG parameters obtained. Finally, discriminator gradients computed for both
pristine reference and synthesised images are used to compute the distance between the pair.
The expression is given as:
s
∥(µX , ΣX )∥NIQE :=



(µX − µX̂

)T

ΣX + ΣX̂
2

−1
(µX − µX̂ ),

(5.6)

where µX , µX̂ , ΣX and ΣX̂ are the mean and covariance of the reference X and synthesised
X̂ images, respectively. In addition to the SSIM and NIQE metrics, we also used a 1-GP
regularizer [166] designed to force the local statistics of the discriminator gradient to be
as close to those of real images. Our claim is that such a regularization strategy results
in improving visual quality of the generated images especially for attributes like hair, age,
skin colour etc. We worked in the WGAN-GP framework to demonstrate our method. The
overall discriminator cost function includes the NIQE function regularizer, the SSIM and the
1-GP regularizer defined as:

LBP = λ1 Ex̂∼Px̂ ( ∇x̂ D(X̂)|µP , ΣP

NIQE

) + λ2 Ex∼Px ,x̂∼Px̂

+ λ3 Ex∼Px̂ ( ∇x̂ D(X̂)|

1−GP


2
|D(X) − D(X̂)|
−1
db (X, X̂)
SSIM

(5.7)

),

The full objective is given as:
LGAN (G, D, X, X̂) = E[logD(X)) + E[log(1 − D(G(X̂)) − s)] + LBP ,

(5.8)

where s is the generated score from the regression network minimised over the groudtruth
scores of the images. we use λ1 , λ2 and λ3 as a means of tuning the objective functions to
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Figure 5.4: Statistical feature IQA metric values.

Figure 5.5: Spearman’s rank correlation values at different layers of the network
achieve better results.

5.5

Training Strategy

We trained our model using the Adam optimizer, with momentum values set at β1 = 0.5 and
β2 = 0.99, we used a batch size of 8 for most experiments on CelebA [76], Celeba-HQ [167]
and FairFAce [168], respectively. A learning rate of 0.0001 for the first 10 epochs which
linearly decayed to 0 over the corresponding epochs. We trained the entire model on three
NVIDIA Titan X GPUs.

5.5.1

Datasets

We evaluated the efficacy of our proposed technique on the following datasets: The CelebFaces Attributes (CelebA) [76] of 202,599 celebrity face images. We cropped the initial
images to 178x178, then resized them to 64x64. The CIFAR-10 [169] dataset consists of
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Figure 5.6: HOG similarity metrics (left) and synthesised image results for FairFace Dataset.

Figure 5.7: Randomly sampled images generated using a combination of our model base
line (BL) and different losses for W-GAN and BWGAN (SSIM and NIQE) of the CIFAR-10
dataset. (Left) Shows images synthesised using BL and just the WGAN with gradient penalty
loss. (Middle) performs better when the SSIM loss function is added (BL +W GAN + SSIM).
(Right) shows the best results when all loss functions are included (BL + W GAN + SSIM +
NIQE).
60,000 32x32 colour images in 10 classes, with 6,000 images per class. The Fair-Face [170]
image dataset contains 108,501 images, with an emphasis of balanced race composition in
the dataset comprising 7 race groups: White, African, Indian, East Asian, Southeast Asian,
Middle East, and Hispanic. For evaluations, we used the LIVE [171] which consists of 982
distorted images with 5 different distortions. The TID2008 dataset [154] that contains 25
reference images and a total of 1,700 distorted images. We also used Edges-to-shoes 50,000
training images from UT Zappos50K dataset [172] and Edges-to-Handbag 137,000 Amazon
Handbag images from [108], trained for 15 epochs and batch size 8.
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Figure 5.8: Randomly sampled images generated using different models for FairFace dataset.
(Left) Shows images synthesised using DCGAN. (Middle) performs better due to the gradient
penalty approach of WGAN. However, (Right) shows that our model performs even better
when Banach losses are included.

5.5.2

Evaluation

To evaluate the performance of the synthesized images shown in Figure 4.3, two key evaluation criteria were adopted in our work; the Spearman’s Rank Order Correlation Coefficient
(SROCC) and the Linear Correlation Coefficient (LCC) [173]. SROCC is a measure of the
monotonic relationship between the ground-truth and model prediction, while the LCC is
a measure of the linear correlation between the ground-truth and model prediction. Table 4.1 and 4.2 shows the SROCC and LCC performance of the competing IQA methods
for different distortion types, respectively. In general, our model performs competitively
among most distortion types. Compared with BPSQM, our model shows more performance
of about 4.5% overall in dealing with the distortion of AGN, SCN, HFN, JPEG and MN,
respectively as indicated in Table 4.1. For comparison with previous models, we computed
three quantitative measures: Inception Score (IS), Fréchet Inception Distance (FID) and the
Feature Similarity (FSIM) index. IS measures the sample quality and diversity by finding
the entropy of the predicted labels. FID score measures the similarity between real and fake
samples by fitting a multivariate Gaussian (MVG) model to the intermediate representation.
The FSIM index computes quality estimates based on phase congruency as the primary feature, and incorporates the gradient magnitude as the complementary feature for the real and
fake samples, respectively. Table 4.3 shows the quantitative comparison of the GAN-metric
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Table 5.1: SROCC comparison on distortion types on the TID2008 databases.
SROCC

TID2008
AGN ANMC SCN MN HFN IMN QN
GB DEN JPEG
GMSD [141]
0.911 0.888 0.914 0.747 0.919 0.683 0.857 0.911 0.966 0.954
FSIMc [142]
0.910 0.864 0.890 0.863 0.921 0.736 0.865 0.949 0.964 0.945
BLIINDSII [175] 0.779 0.807 0.887 0.691 0.917 0.908 0.851 0.952 0.908 0.928
DIIVINE [176] 0.812 0.844 0.854 0.713 0.922 0.915 0.874 0.943 0.912 0.930
BRISQUE [177] 0.853 0.861 0.885 0.810 0.931 0.927 0.881 0.933 0.924 0.934
NIQE [163]
0.786 0.832 0.903 0.835 0.931 0.913 0.893 0.953 0.917 0.943
BPSQM [178] 0.881 0.801 0.935 0.786 0.938 0.933 0.920 0.937 0.914 0.943
Ours
0.936 0.878 0.961 0.939 0.948 0.892 0.915 0.898 0.878 0.955

Table 5.2: LCC on LIVE database.
LCC

BRISQUE [177]
CORNIA [155]
CNN [179]
SOM [180]
BIECON [181]
Ours

LIVE
JP2K
0.923
0.951
0.953
0.952
0.965
0.975

JPEG
0.973
0.965
0.981
0.961
0.987
0.986

WN BLUR FF ALL
0.985 0.951 0.903 0.942
0.987 0.968 0.917 0.935
0.984 0.953 0.933 0.953
0.991 0.974 0.954 0.962
0.970 0.945 0.931 0.962
0.994 0.988 0.960 0.982

JP2K
0.983
0.977
0.940
0.938
0.944
0.956
0.967
0.987

JGTE
0.852
0.878
0.865
0.873
0.891
0.862
0.829
0.836

J2TE
0.873
0.884
0.855
0.852
0.836
0.827
0.644
0.779

Table 5.3: GAN-metric performance.
Model

CelebA

FID ↓ FSIM ↑
BPGAN [86] 86.10
69.13
CGAN [85] 43.21
71.10
71.33
CAGAN [87] 36.16
WGAN [161] 33.24
72.60
QAGAN [1] 18.23
82.69
Ours
18.39
83.40

IS ↑
0.87
0.89
0.90
0.91
0.96
0.97

performance for BPGAN [86], CAGAN [87], CGAN [85] , WAGAN [161], QAGAN [1] and
ours for CelebA dataset. We also carried out pixel variation analysis on the synthesised
images by using the second order features of the synthesized images, which are based on the
gray level co-occurrence matrix (GLCM) [174]. We used the aforementioned technique to
determine the Entropy, Homogeneity and Correlation of the synthesised images in comparison with state-of-the-art methods as shown in Figure 4.4. Entropy is useful for assessing
sharpness while Homogeneity and Correlation are useful for evaluating the Contrast of an
image. Entropy and Correlation increase in image quality, whereas Homogeneity energy
values decrease with increase in image quality. From the Entropy plot in 5(a), our model
performs decently well by over 3.5% compared to the QAGAN and WAGAN. The Contrast
level improves drastically for our approach as compared to the other methods that are closely
matched at a tolerance of about 2%. We also observed that most models possess similar
homogeneity values except our model and QAGAN which reflect significant performance
values.
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Ablation Study

Ablation studies on our loss functions was implemented to test model robustness in general
for the CIFAR-10, FairFace and CelebA datasets, respectively. The Lagrange coefficients λ1
and λ2 of the SSIM and NIQE losses were also changed empirically within (0.001 ≥ λ1 and
λ21 ≤ 1.000) range, to check the effect on the perceptual appeal of the synthesised images. It
was inferred that reducing the coefficients towards the lower limit weakens the discriminative
power which in turn reduces the quality of the synthesised images from the generator. We
also conducted a Histogram of Oriented Gradient (HOG) similarity performance with the
Inception v3 model [182] for the input and synthesised images on the FairFace dataset, in
order to obtain the model layer-wise performance at specific iterations of the baseline of our
model. Figure 4.6 (a) shows the HOG similarity performance at different iterations while
training for our model compared to other quality metric techniques.

Our results show that our approach is closest to MDSI [151], as compared to RVSIM [155],
GSMD [141], SRSIM [147], FSIMc [142] that perform slightly below our model. An SRCC
plot representation in Figure 5 depicts the rank correlation performance for both FairFace
and CelebA dataset. The values confirm that our model performs favourably over other
aforementioned techniques. At different iteration values, we also observed decent image
quality improvements at about 20k - 30k iterations as shown in Figure 4.6 (b) for the FairFace
dataset. Figures 4.7 and 4.8 show further results obtained from a combination of different
loss functions and other competitive models, respectively.

We computed the FID and IS scores of synthesised images for ClebeA and CIFAR-10 datasets
with resolutions of 64 x 64 and 32 x 32, respectively. Table 4.4 shows the performance of
our model baseline (BL) for different combinations of attention schemes (PAM and MF ) and
the IQA losses (NIQE and SSIM). By observation, we see from Table 4.4 that including the
MF module significantly boost image quality, this is a confirmation that perceptual spatial
salient maps are crucial in GAN models for better image quality [88, 175, 183].
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Table 5.4: Ablation study on CelebA and CIFAR-10 datasets on our model baseline "BL"
with a combination of the quality modules "PAM" and "MF " and losses "SSIM" and
"NIQE".

BL PAM MF
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓
✓

NIQE SSIM
✓
✓
✓
✓
✓

✓

CIFAR-10
FID↓
IS ↑
38.10 ± 0.12 8.20 ± 0.03
19.01 ± 0.10 8.01 ± 0.13
16.31 ± 0.21 8.00 ± 0.35
15.00 ± 0.20 7.46 ± 0.21
13.21 ± 0.10 7.80 ± 0.10
8.06 ± 0.22 7.48 ± 0.62

CelebA
FID↓
IS ↑
29.80 ± 0.10 0.86 ± 0.03
13.16 ± 0.02 0.88 ± 0.19
11.86 ± 0.07 0.89 ± 0.11
10.76 ± 0.43 0.90 ± 0.10
6.38 ± 0.39 0.96 ± 0.10
6.40 ± 0.71 0.97 ± 0.16

Figure 5.9: Randomly sampled images for QAGAN [1] (Top row) and our model (Bottom
row) with different losses (SSIM and NIQE) of the CelebA dataset. (Left) Shows images
synthesised using the baseline of both models. (Middle) The SSIM loss function is added
for both cases. We observe similar performance levels. (Right) Our model performs better
overall with the best results when all loss functions are included (SSIM + NIQE).
Furthermore, we applied the PAM and MF attention modules to the StleGAN2 [94] architecture. We also added the proposed Banach space norms (SSIM NIQE) to compare the
overall model performance with our model. In Table 5, we show the trade-offs of the QAGAN [1], StyleGAN2 [94] and our model baseline (BL). We used different combinations of
the standard IQA metrics as discussed in section 4.1 and 4.2. Our findings confirm that our
approach is competitive with state-of-the-art. Most importantly, we see improved performance of our model at lower resolutions (32 x 32), this improvement can be attributed to the
attention schema employed. In Figure 4.9, we showcase the performance of QAGAN [1] and
our model on image synthesis for CelebA dataset. Our results show that our model performs
significantly well overall, Table 4.5 gives a clearer representation of the performance levels.
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Table 5.5: FID on CelebA and CIFAR-10 dataset.
Model
QAGAN [1]
QAGAN (SSIM) [1]
QAGAN (NIQE) [1]
QAGAN (SSIM + NIQE) [1]
StyleGAN2 [94]
StyleGAN2 (SSIM) [94]
StyleGAN2 (NIQE) [94]
StyleGAN2 (SSIM + NIQE) [94]
BL
BL (SSIM)
BL (NIQE)
BL (SSIM + NIQE)

5.6

CIFAR-10 (32 x 32) CelebA (64 x 64)
FID↓
FID ↓
41.20 ± 0.25
10.03 ± 0.35
14.13 ± 0.32
6.44 ± 0.43
12.57 ± 0.11
6.40 ± 0.23
10.01 ± 0.13
6.16 ± 0.05
37.11 ± 0.15
9.03 ± 0.25
13.14 ± 0.02
5.84 ± 0.13
11.17 ± 0.31
6.10 ± 011
10.81 ± 0.13
6.18 ± 0.05
37.80 ± 0.22
10.06 ± 0.43
12.80 ± 0.12
6.86 ± 0.62
10.20 ± 0.79
6.36 ± 0.44
9.76 ± 0.37
6.21 ± 0.36

Conclusion

In this dissertation, we introduced a novel quality encoding protocol that harnesses the image
quality maps mimicking the HVS and the perceptual properties from a deep convolutional
neural network (DCNN) to provide perceptually consistent features that translate to better
image quality. We identified visually sensitive parameters and adapted a quality perceptual
attention scheme that narrows down these features to a localised embedding which incentives
perceptual representations over other features. The aim was to target the most relevant
intrinsic features responsible for image texture, structural contrast and luminance which we
use to guide the adversarial model towards high quality image synthesis. We also introduced
a critic model that monitors perceptual consistency for each image representation. We
demonstrated state-of-the-art or comparable performance over other approaches.
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Chapter 6
Low Displacement Rank Regularization

6.1

Introduction

The performance of convolutional neural network (CNN) models largely depend on training
a network with a lot of labelled instances and a spectrum of visual variations which are
mostly in thousands per class [184]. The cost of labelling these data manually by human
annotation as well as the scarcity of data that captures the complete diversity in a specific
class significantly limits the potential of current vision models. However, the human visual
system (HVS) can identify new classes with fewer labelled examples [185, 186], this unique
trait of the HVS reveals the need to dive into new paradigms that would learn to generalize
new classes with a limited amount of labelled data for each novel class. Recently, significant
progress has been made towards better solutions using ideas of meta-learning [187–192].
Empirically, it has been observed that the convolutional filters learned in deeper layers are
highly correlated and redundant [193], thereby resulting in unstable training performance
and vanishing gradients. These shortcomings of convolutional neural networks are also more
damaging in few-shot classification due to the small data size. The potential pitfalls of
such convolutional layers could result in under-utilization of model capacity, overfitting,
vanishing and exploding gradients [194, 195], growth in saddle points [196] and shifts in
feature statistics [197], which collectively affect model generalization.

The doubly block-toeplitz (DBT) matrix [198] is part of a class of low displacement rank
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Figure 6.1: The convolution expression; Conv(K, X) is converted into a faster DBT vector
representation; y = Mx.
(LDR) matrix constructions [199] that guarantee model reduction and computational complexity reduction in neural networks which is achieved by regularizing the weight matrices of
network layers. The storage requirement of such a DBT-regularized network is reduced from
O(n2 ) to O(n) and the computational complexity can be reduced from O(n2 ) to O(nrlogn),
due to the fast matrix-vector multiplication property of LDR structured matrices as shown
in Figure 5.2. It is also well established [200, 201] that when filters are learned to be as
orthogonal as possible, model capacity is better utilized which in-turn improves feature expressiveness and intra-class feature representation [145, 202–204].

Our goal is to present an effective baseline model that harnesses good learned representations
for few-shot classification kinds of tasks which perform better or at par with current fewshot algorithms [187, 188, 192, 205–209]. In a nutshell, we tackled the few-shot learning
limitations by imposing orthogonal regularization on the model baseline [210] which is a
simpler yet effective approach compared to techniques used previously in [211–213]. We also
incorporated data augmentation strategies that significantly improved data diversity and
overall model performance.

6.1.1

Contributions:

• We adopted an efficient orthogonal regularization technique on convolutional layers
of the few-shot classifier that enhances model generalization and intra-class feature
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Figure 6.2: Toeplitz covariance matrices from features samples. This requires learning O(n)
parameters, in contrast to O(n)2 for generic covariance matrices.
embedding, using the doubly block toeplitz (DBT) matrix structure.
• We broke down the pipeline of a few-shot learner, and based on our findings, we
established three augmentations strategies namely: support augmentation, query augmentation and task augmentation that aid in minimizing overfitting.
• We show with compelling results that combining a DBT-based regularizer with a robust
augmentation strategy improves few-shot learning performance at an average of 5%.

6.2

Related works

Orthogonal regularization. In convolutional networks, orthogonal weights have being used
to stabilize layer-wise distributions and to make optimization as efficient as possible. In
[214, 215] the authors introduced orthogonal weight initialization driven by the norm preserving property of an orthogonal matrix. However, it was shown that the orthogonality
and isometry property does not necessarily sustain throughout training [214] if the convolutional layers are not properly regularized. In other works, [216–218] considered Stiefel
manifold-based hard constraints of weights [219], but their performance reported on VGG
networks [220] were not as promising. These aforementioned methods [216–218] are associated with hard orthogonality constraints and in most cases, they have to repeat singular value decomposition (SVD) during training which is computationally expensive on the
GPUs. A recent work adopted soft orthogonality [214, 221–223], where the Gram matrix of
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,
F

where λ is

the Frobenius norm-based regularization coefficient. It’s a more efficient approach than the
hard orthogonality assumption [216–218, 224, 225] and can be viewed as a different weight
decay term limiting the set of parameters close to a Stiefel manifold [219]. Their approach
constrained orthogonality among filters in one layer, leading to smaller correlations among
learned features and implicitly reducing the filter redundancy. However, there are special
cases where the Gram matrix cannot be close to identity which implies that matrix K is
overcomplete [201]. Similarly, other works explored orthogonal weight initialization [209],
mutual coherence with the isometry property [214], penalizing off-diagonal elements [226]
towards improving kernel orthogonality.

In general, the orthogonality of K alone is not sufficient to make the linear convolutional
layer orthogonal among its filters. Due to these shortcomings, we apply the improved regularization technique used in [193, 227]. We adopt the DBT matrix denoted as M with a
filter K, while we keep the reshaped input x and output y intact. The matrix multiplication;
y = Mx enforces the orthogonality of M as shown in Figure 5.1 and Figure 5.3.

Augmentation. Data augmentation has become a well established technique for most image
classifiers and deep networks, as it provides an efficient strategy that significantly mitigates
the models’ vulnerability to overfitting. In contrast, data augmentation still has room for
expansion and adaptation in few-shot classification or other derivatives of meta-learning in
general. Existing works [228–230], apply basic data augmentation strategies like random
crops, horizontal flips and color jitter as the staple method for most meta-learning applications. However, these aforementioned techniques have plateaued in performance with little
room for significant improvement [231,232]. Other works have added random noise to labels
to alleviate overfitting [233], some techniques rotate all the images in a class and consider
the newly rotated class as distinct from its parent class. Recent works [212,232,234–236] are
recording better performance values when augmentation strategies are injected within the
meta-learning pipeline.

In our work, we explored the benefits of including augmentation strategies along the pipeline
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Figure 6.3: A doubly block-Toeplitz (DBT) matrix M ∈ R(NH W )×(CHW ) derived from the
kernel tensor K ∈ RN×C×k×k .
of a DBT regularized few-shot classifier. We identified how different augmentation approaches could affect a few-shot classifier when placed strategically along the classifier
pipeline. At the core of our findings, we observed that the classifier is more sensitive to
query data than support data.

Toeplitz matrix applications. Kimitei et al. [237] used toeplitz matrices with Tikhonov regularization [238] as a mathematical approach to restoring blurred images. They explored their
techniques on image restoration, enhancement, compression and recognition. In [239], the authors presented modern computational methods for treating linear deconvolution problems,
they showed how to exploit the toeplitz structure to derive efficient numerical deconvolution
algorithms. In compressive sensing applications [240], toeplitz-like matrices allow the entire
signal to be efficiently acquired and reconstructed from relatively few measurements, compared to previous compressive sensing frameworks where a random measurement matrix is
employed.

6.3

Background

We consider a meta learning scenario for an N-shot, K-way classification problem where
the training and testing task datasets can be represented as T = {Ditrain , Ditest }Ii=1 . Such
T
a meta-training task is divided into Ditrain = {(xt , yt )}t=1
and Ditest = {(xq , yq )}Q
q=1 , called a

Uche Osahor

Chapter 6. Low Displacement Rank Regularization

85

meta-training set [187–192]. The set of Dtrain and Dtest represent a small number of samples
from the same distribution. We implement a DBT-based learner Bdbt (·) to train the model
for a given input feature denoted as y = fθ (x∗ ), where (*) denotes implementations for train
and test sets. We then map train and test examples into a DBT structured embedding space
Ψ∗ = fθ (x∗ ).

The objective of our model becomes:
θ = Bdbt (Ditrain ; φ )
= arg min L

base

θ

(Ditrain ; θ , φ ) + R(θ ),

(6.1)

where φ represents the parameters of the embedding model, L base is the loss function and R
is the regularization as described in Section 5.3. At the end of meta-training, the performance
of the model is evaluated on a set of tasks S = {(Dtrain
, Dtest )}Ii=1 called the meta-testing
i
set. The final evaluation representation over the test set is:
ES [Lmeta (Dtest ; θ , φ )].

(6.2)

The goal of meta learning is to learn a transferable efficient embedding model fθ that
generalizes to new tasks. As described in section 5.4, we deviated from popular techniques [206, 208, 209, 241] that train classifiers with convolutional blocks with some form
of hard orthogonality constraint [232]. Our strategy, imposes a better low displacement rank
DBT-based soft orthogonality constraint on the classifier network to produce more efficient
embeddings for the base learner. The final embedding model is given as:

φ = arg min L ce (D new ; φ ),
φ

(6.3)

where Dinew is the task from T and L ce denotes the cross-entropy loss between predictions
and ground truth labels.
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Figure 6.4: The network depicts a DBT-regularized few shot learner. The network embeddings Bdbt (·) are regularized based on the DBT structured matrix. The dotted box of the
CNN block illustrates the inner translation between convolution layer embeddings f (·) and
the more efficient DBT-based embeddings denoted as f ′ (·), see above. The Algorithm 1 gives
a logical representation of the training process.

6.3.1

Doubly-block toeplitz (DBT) regularization

The feature interaction between two weights vectors v and w, within the layers of a fewshot classifier involves a convolution operation which can simply be represented as v ∗ w =
∑ki=0 v(i)w(k − i), such that if v has length m and w has length n then v ∗ w has length
m + (n − 1). Unfortunately, this computation involves O(nm) operations which is not suitable
for fast linear algebraic computations and intra-class parameter sharing which is critical for
few shot learning. For such computations, if we consider a single convolution layer with input
tensor X ∈ RC×H×W and kernel K ∈ RN×C×k×k , the convolution’s output tensor is expressed as
′

′

Y = Conv(K, X), where Y ∈ RN×H ×W , we replaced the convolution operator (∗) with Conv(.)
for simplicity. N, H, W and C are the number of kernels, height, width and channel of the
input tensor, respectively. While k represents the kernel size and H ′ , W ′ are the height and
width for the output tensor, respectively.

Inline with our goal to improve the computational complexity and enhance better feature
representation, we adapted a DBT matrix construction by utilizing the linear property of the
convolution operation. The convolution expression; Conv(K, X) is converted into a faster
DBT matrix-vector representation given as:
Y = Conv(K, X) ⇔ y = Mx.

(6.4)
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This simple rearrangement establishes the foundation for adapting the DBT regularizer in our
few-shot classifier network. Where M is the DBT matrix, x and y represent flattened input
and output tensors, respectively. M is structured and is of rank r << min(m, n) [201], this
representation minimizes the storage requirements to (mr + nr) parameters and accelerates
the matrix-vector multiplication time to O(mr + nr).
Algorithm 1 Ortho-shot algorithm
Require: D ← {X , Y }Ni=1
1: procedure O RTHOGONAL - REGULARIZER
2:
Iro ← t(I)
3:
M ← Conv(K, K)
4:
y ← λ (∥M − Iro ∥)
5:
ψ(·) ← Mx
Require: D train , D test ← {X t , Y t ; X q , Y q }Ki=1
6: procedure F EW S HOT L EARNING
7:
if Train then
8:
for i = 1 do, T
9:
Bdbt ← Sψ
10:
L dce + L orth ← loss(Bdbt (X t ), Y t )
total ← L dce + λ L orth
11:
Ldbt

6.4

▷ DBT based output

▷ DBT model

▷ (orthogonal regularization)

12:
13:
14:
15:

▷ toeplitz matrix

if Test then
for i = 1 do, Q
L test ← loss(Bdbt (X q ),Y q )

The proposed method

We present an efficient low displacement rank (LDR) regularization strategy termed OrthoShot that imposes orthogonal regularization on the convolutional layers of a few-shot classifier
which is based on the doubly-block toeplitz (DBT) matrix structure [193, 218]. Our technique, as reflected in section 4.1 deviates from popular methods that train classifiers with
convolutional blocks with some form of hard orthogonality constraint. We also adapted a set
of augmentation strategies based on the support, query and task datasets to boost overall
model performance. In general, our approach enhances model generalization, intra-class feature embeddings and also minimizes overfitting for a few-shot classifier. To further describe
our approach, we consider a single convolutional layer case. We extract feature embeddings
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X ∈ RC×H×W from the intermediate convolutional layers of the few-shot classifier and then
flatten it to a vector x ∈ R1×(H×W ) . The weight tensor; K of our model is also converted
′

′

to a doubly block-Toeplitz (DBT) matrix M ∈ R(NH W )×(CHW ) derived from kernel tensor
K ∈ RN×C×k×k as shown in Figure 5.3. With the aforementioned matrix structure, we are
able to apply a better orthogonality constraint as described by the Lemma in 6.4.2. In Figure 5.4, we show a fully regularized setup for a single CNN block. The network embeddings
Bdbt (·) are regularized based on the DBT structure and the entire losses from each respective
layer is summed up to Lorth . We show promising results for our technique as described by
the CAM plots in Figure 5.5.

6.4.1

Convolutional orthogonality

A DBT kernel matrix M can be applied on both a rectangular or square case, where kernel
′

′

M ∈ R(NH W )×(CHW ) dimensions can be rectangular (NH ′W ′ ) ≤ (CHW ) or square, (NH ′W ′ ) >
(CHW ). In the rectangular case, the uniform spectrum applies row orthogonal convolution
while the square case requires column orthogonal convolution. In theory, the DBT kernel M
is highly structured and sparse [227] as a result, an equivalent representation is required to
regularize the spectrum of M to be uniform [193, 218]. We give the cases for both row and
column orthogonality and we also propose an equivalent representation in this section.

Row orthogonality case. The row of matrix M corresponds to a filter at a particular spatial
location flattened to a vector, denoted as Mi,h′ w′ ∈ RCHW . The row orthogonality condition

is given as:

1, ih′ ,w′ = jh′ ,w′
1
2
1
2
′
′
′
′
⟨Mi,h1 ,w1 · M jh2 ,w2 ⟩ =
(6.5)

0, otherwise.
This results to an equivalent of Equation 6.4 as the following self-convolution:

Y = Conv(K, K, padding = P, stride = S) = Ir0 ,

(6.6)
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Figure 6.5: Illustration of CAM plots. (a) The second row represents CAM plots for single
classes. The red squares highlight regions of interest clearly highlighted by the model.(b)
Shows more complex scenarios where multi classes are involved. Classes are clearly separated from non-classes of interest. In (c), all the objects separated by bounding boxes are
clearly localised as indicated by the CAM plot.
where Ir0 ∈ RN×N×(2P/S+1)×(2P/S+1) is a tensor with an identity matrix at the centre and zeros
entries elsewhere.

Column orthogonality case. If Xi,hw ∈ RC×H×W denotes an input tensor, which has all zero
except an entry at the ith input channel at spatial location (h, w). Then we can denote the
flattened vector as xihw ∈ RC×H×W derived from Xi,hw . A column vector Mi,hw of M is obtained
by multiplying M and column vector xi,hw . Similar to the row orthogonality,
Y = Conv(K T , K T , padding = k − 1, stride = 1) = Ic0 ,

(6.7)

where K T is the input-output transposed K, i.e., K T ∈ RC×N×k×k , Ic0 ∈ RC×C×(2k−1)×(2k−1)
has all zeros except for the center C × C entries as an identity matrix. Figure 2 illustrates
the DBT matrix M structure of our model.

6.4.2

Row-column orthogonality equivalence

To develop an equivalent representation for row and column orthogonality, we build on the
equation described by lemma 1, which states that the minimizing of the column orthogonality and row orthogonality costs are equivalent [227] due to the property of the Frobenius
norm.
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Lemma 1: The row orthogonality cost λ KK T − Ir0
nality cost λ

2
K T K − Ic0 F +U

2
F
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is equivalent to the column orthogo-

where U is a constant. This implies that convolution orthog-

onality independent of the shape of M (square or rectangular) can be regularized, given as:
Lorth = λ K T K − Ir0

2
,
F

(6.8)

where Lorth is the DBT-based orthogonal regularization term that depends only on Equation
6.6 and replaces the R(·) term in Equation 6.1.

6.5

Experimental setup and analysis

Our experiments were conducted on the miniImagNet, CIFAR-FS, Stanford Dogs and Stanford Cars datasets, respectively. We used the R2-D2 base leaner [2], the "ResNet-12"
and "64-64-64-64" backbone for different few-shot learning modes used in our work. Data
augmentation strategies were also analysed to determine the best combination for a DBTregularized model.

6.5.1

Data augmentation strategy

Motivated by the impact of applying a diverse augmentation strategy on meta-learners, we
established three unique augmentation approaches; support, query and task augmentation
that contribute to the overall classifier performance, aimed at minimising overfitting. Our
empirical analysis confirm that support augmentation increases the number of fine tuning
data while the query data improves evaluation performance while training the classifier. Similarly, task augmentation is used to increase the number of classes per task while training.
We adapted a couple of augmentation techniques such as CutMix [242], where image patches
are cut and pasted among training images and the ground truth labels are also mixed proportionally within the area of the patches. Mixup [243], a technique that generates convex
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combinations of pairs of examples and their labels, which proved to be effective for support
and query augmentation strategies. As well as Self-Mix [244] in which an image is substituted into other regions in the same image. This dropout effect improves few-shot learning
generalization overall. In addition, we implemented standard data augmentation techniques
by randomly erasing patches from the images (Random Erase), horizontally flipping the images (Horizontal Flip), rotating the images at different specified angles (Rotation) and Color
Jitter, where we randomly change the brightness, contrast and saturation of the images.
To boost the performance of our augmentation strategy, we combine different augmentation
techniques using the MaxUp augmentation approach proposed in [245]. The rationale behind
MaxUp augmentation is to minimize training loss by performing parameter updates on the
task that maximizes loss in a min-max optimization manner, the MaxUp expression is given
as:
min ET [ max L (Bθ ′ , M(T q ))],
θ

M∈S

(6.9)

where θ ′ represents the model parameters, B is the base model, L is the loss function and
T is a task for both support and query data; T s and T q , respectively.

6.5.2

Augmentation performance

In this section, we investigate the performance of a few-shot classifier for different augmentation strategies. We investigated three test cases that check the training performance when
data is sampled from the support, query and task data, respectively. Our approach is similar to techniques adapted by [232, 243, 246] that examine the impact of augmentation on a
diverse set of data combinations.

Case 1: We trained the model at an equal number of support and query data as indicated
in Table 5.1, so as to establish a baseline performance of the model. We use this strategy to
compare the impact of any of the data pools (support or query) when any of the augmented
pairs is reduced.
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Table 6.1: Few-shot classification accuracy (%) using R2-D2 base leaner with a ResNet-12
backbone on CIFAR-FS dataset. Support, Query and Task columns represent the number of
samples per class for support, query data and the total number of tasks available.

Support
500
100
10
500
500
5 (random)
10 (random)

Query
500
500
500
300
100
500
500

Task
full
full
full
full
full
full
full

1-shot
71.41± 0.21
70.11± 0.01
70.72± 0.01
69.41± 0.11
59.00± 0.21
61.01± 0.11
63.01± 0.30

5-shot
86.01± 0.08
83.00± 0.03
81.41± 0.32
72.41± 0.08
70.41± 0.08
80.41± 0.08
81.24± 0.02

Case 2: We initiated training of the classifier by randomly sampling from 5 and 10 unique
samples per class of the support data while using the entire query data pool. Using this
approach, we reduced the influence of support data in order to examine the impact of the
diverse pool of query data on the classifier. Our findings reflected in Table 5.1 show accuracy
values at ± 2%. This is a clear indication that augmentation of query data plays a more
significant role in the overall model performance. In contrast, we reduced the number of
query data while maintaining the initially set cap for support data and recorded a decline
in accuracy.

Case 3: To evaluate the impact of task augmentation, we used the CIFAR-FS data to initially allocate 10 distinct 5-way classification tasks (252 combinations) before training, while
the support and query datasets are maintained equally at 500, respectively. We observed a
decline in performance. However, as we increased the amount of task data, significant improvement is recorded, which confirms that task augmentation is crucial in few-shot learning.

In summary, we broke down the few-shot learning process to determine the influence of
support, query and task augmentation, respectively. Our findings confirm that our baseline learner is most sensitive to query data [232]. In addition, task augmentation provided
significant value (about 2%) that cannot be overlooked by the classifier.
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Figure 6.6: Accuracy results for training and validation on R2-D2 base-learner [2] with a
DBT-regularized ResNet-12 backbone on the CIFAR-FS dataset. (Top Left) Baseline model
and (Top right) Augmentation "Aug" and MaxUp. The MaxUp augmentation strategy narrows down the generalization gap and reduces overfitting. (Bottom left) 1-shot classification
and (Bottom Right) 5-shot classification for Query data augmentation.

Figure 6.7: Accuracy plots for different datasets compared to the baseline model. Augmentations techniques were applied on Task "T" and Support "S" datasets. Overall, accuracy
for 5-shot is maintained at 85-88% while for 1-shot, a range of 65-68% is recorded.
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Table 6.2: Few-shot classification accuracy (%) using R2-D2 base leaner with a ResNet-12
backbone on the CIFAR-FS dataset. Support(S), Query(Q) and Task(T) data are used on
different augmentation strategies.
Augmentation
CutMix(Q)
+ CutMix(S)
+ Horizontal Flip(S)
+ Rotation(T)
SelfMix(Q)
+ CutMix(S)
+ Horizontal Flip(S)
+ Rotation(T)
MixUp(Q)
+ CutMix(S)
+ Horizontal Flip(S)
+ Rotation(T)

1-shot
76.01± 0.21
75.11± 0.31
76.32± 0.11
75.33± 0.25
76.04± 0.21
76.19± 0.29
75.27± 0.32
75.61± 0.22
72.14± 0.01
71.03± 0.29
72.27± 0.10
74.10± 0.11

5-shot
87.14± 0.08
85.30± 0.14
87.01± 0.23
87.68± 0.03
86.81± 0.08
86.35± 0.16
86.88± 0.03
87.40± 0.18
82.81± 0.08
85.15± 0.11
83.08± 0.01
85.10± 0.22

Table 6.3: Comparison to prior work on miniImageNet and CIFAR-FS. Few-shot classification accuracy (%) using R2-D2 base leaner a "ResNet-12" and "64-64-64-64" backbone on
CIFAR-FS and miniImageNet datasets, respectively. We applied Rotation (R) to the CutMix
and Horizontal Flip (HF) to the SelfMix augmentation modes. "Q" denotes query data, "S"
represents support data and "M" dentotes MaxUp.
DBT-model
Basline(No Aug)
CutMix(Q)
CutMix(Q) + M
SelfMix(S) + R
SelfMix(S) + M
CutMix(S) + HF
CutMix(S) + M
SelfMix(Q) + HF
SelfMix(Q) + M

Backbone
ResNet-12
ResNet-12
ResNet-12
ResNet-12
ResNet-12
64-64-64-64
64-64-64-64
64-64-64-64
64-64-64-64

CIFAR-FS 5-way
1-shot
5-shot
70.26 ± 0.61 83.12 ± 0.53
71.46 ± 0.24 84.32 ± 0.73
72.00 ± 0.01 86.20 ± 0.61
62.56 ± 0.54 79.82 ± 0.33
63.51 ± 0.78 80.20 ± 0.66
60.56 ± 0.29 85.32 ± 0.73
63.42 ± 0.17 86.33 ± 0.66
75.56 ± 0.84 84.32 ± 0.73
76.42 ± 0.38 86.10 ± 0.36

miniImageNet 5-way
1-shot
5-shot
55.03 ± 0.40 74.06 ± 0.24
57.36 ± 0.24 74.46 ± 0.11
58.13 ± 0.25 75.69 ± 0.74
50.38 ± 0.63 71.44 ± 0.08
57.31 ± 0.89 72.69 ± 0.70
62.26 ± 0.63 79.28 ± 0.63
63.31 ± 0.89 80.69 ± 0.54
66.31 ± 0.89 82.69 ± 0.74
67.39 ± 0.34 83.44 ± 0.24
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Table 6.4: Experimental results that compare prior work on the Stanford Dogs, Stanford
Cars and CIFAR-FS dataset. Average few-shot classification accuracy with 95 % confidence
intervals. The second column shows which kind of embedding is employed, we used a 4-layer
convolutional network with their respective filters in each layer.
Model
Matching Networks [206]
MAML [241]
Relation Nets [209]
Prototypical Networks [208]
DN4 [247]
PABN [248]
MATANet [249]
GNN [250]
Rfs [251]
Rfs-distill [251]
DBT-baseline
+ CutMix(Q) + R
+ SelfMix(Q) + HF
+ MaxUp

6.5.3

Stanford Dogs 5-way
1-shot
5-shot
35.80 ± 0.99 47.50 ± 1.03
44.81 ± 0.34 58.68 ± 0.31
43.33 ± 0.42 55.23 ± 0.41
37.59 ± 1.00 48.19 ± 1.03
45.41 ± 0.76 63.51 ± 0.62
45.65 ± 0.71 61.24 ± 0.62
55.63 ± 0.88 70.29 ± 0.62
46.38 ± 0.78 62.27 ± 0.95
55.64 ± 0.28 62.02 ± 0.63
56.01 ± 0.48 64.82 ± 0.60
56.06 ± 0.03 71.00 ± 0.25
56.36 ± 0.64 71.39 ± 0.04
56.86 ± 0.64 72.19 ± 0.78
57.06 ± 0.63
73.15 ± 0.22

Stanford Cars 5-way
1-shot
5-shot
34.80 ± 0.98 44.70 ± 1.03
47.22 ± 0.39 61.21 ± 0.28
47.67 ± 0.47 60.59 ± 0.40
40.90 ± 1.01 52.93 ± 1.03
59.84 ± 0.80 88.65 ± 0.44
54.44 ± 0.71 67.36 ± 0.61
73.15 ± 0.88 91.89 ± 0.45
55.85 ± 0.97 71.25 ± 0.89
79.64 ± 0.44 69.74 ± 0.72
82.14 ± 0.43 71.52 ± 0.69
73.49 ± 0.01 92.02 ± 0.33
73.69 ± 0.51 93.00 ± 0.15
74.21 ± 0.01 93.30 ± 0.35
75.34 ± 0.41 94.38 ± 0.25

CIFAR-FS 5-way
1-shot
5-shot
61.16 ± 0.89 72.86 ± 0.70
55.92 ± 0.95 72.09 ± 0.76
62.45 ± 0.98 76.11 ± 0.69
51.31 ± 0.91 70.77 ± 0.69
52.79 ± 0.86 81.45 ± 0.70
63.56 ± 0.79 75.35 ± 0.58
67.33 ± 0.84 83.92 ± 0.63
51.83 ± 0.48 63.69 ± 0.94
83.41 ± 0.55 83.50 ± 0.11
86.03 ± 0.49 84.10 ± 0.28
74.41 ± 0.50 84.21 ± 0.65
74.81 ± 0.37 86.01 ± 0.67
75.01 ± 0.15 87.01 ± 0.74
76.41 ± 0.25 87.68 ± 0.24

Augmentation modes

This section builds on the findings of section 5.5.2, where we established three core data
augmentation cases; support, query and task data augmentation. Similar to [232,234,245], we
used the CutMix, SelfMix, MixUp, Random Crop and Horizontal Flip augmentation methods
on the support, query and task datasets, respectively. We identified the best augmentation
combinations that suit a few-shot learner and with our findings, we picked the best strategy
to determine which mode of augmentation suits a DBT-regularized few-shot learner. To
start with, we used the R2-D2 base learner [2] and the CIFAR-FS database to evaluate the
augmentation performance on support, query and task augmentations as shown in Table
5.1. Our findings show that the pair of CutMix and SelfMix augmentation produces the
best results with over 2.5% in accuracy improvement [232]. Other approaches lag behind in
performance at about ± 3% for both 1-shot and 5-shot cases. Secondly, since the CutMix
and SelfMix methods stand out as the best augmentation approach for our setup, we used
them as bases to combine augmentations on the three data cases; support, query and task,
respectively as shown in Table 5.2. Model performance significantly improved with the best
case occurring when CutMix (query) is combined with SelfMix (support).
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Figure 6.8: Model accuracy plots for CIFAR-FS and miniImageNet datasets on CNN and
DBT model baselines with augmentation "Aug" and without Augmentation for 5-shot and
1-shot cases.
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DBT-regularization with data augmentation

As discussed in section 1, DBT-based regularization improves model generalization and intraclass feature expressiveness. Data augmentation on the other hand creates sufficient data
diversity which helps to mitigate overfitting. In this section, we highlight the collective benefits of combing a DBT-based regularizer with augmentation strategies for few-shot learning,
using different datasets.

Accuracy results with different datasets: In this section, we setup a testing scheme where we
evaluate our method over four runs which is quite similar to techniques applied in [251]. We
computed the mean accuracy as the accuracy for every run, the experiments are conducted
on the Stanford Dogs, Stanford Cars, miniImageNet and CIFAR-FS datasets, respectively as
shown in Table 5.4 and Table 5.3. Our accuracy results for 5-shot were maintained at 80-88%
while for 1-shot at a range of 65-68% as shown in Figure 5.6 and Figure 5.7. Our baseline
integrated with the DBT-based regularizer "DBT-baseline" model performs at about 2%
better than state-of-the art without data augmentation. Applying the CutMix and SelfMix
augmentation on the query "Q" and support "S" datasets, show significant improvement.
Rotation "R" and Horizontal Flip "HF" are integrated into the CutMix and SelfMix data
augmentation modes, respectively as indicated in Table 5.3.

Improvement with MaxUp augmentation: In this section, we evaluate the performance of
our model with the Max-Up approach for both 1-shot and 5-shot classification. We use a
similar experimentation setting described in [232] at different augmentation pool sizes. Figure 5.6 and Table 5.4 depict the impact of Max-Up with the augmentation strategies; denote
generally as "Aug" for both train and validation data. We also show results for the baseline
model without augmentation (DBT-baseline), with CutMix and MaxUp augmentation for
different Query data schemes. We observe from Figure 5.6 (Top right) that the generalization gap shrinks considerably and by implication, overfitting is minimized when the MaxUp
strategy is adapted. MaxUp also adds the extra boost with an average of about 2.3% in
performance.
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Comparison with different methods: We compared our results against different methods
[247–250] as shown in Table 5.4. We observed that [251] is closest to ours but we outperform
their approach significantly for the 5-shot cases by over 6% on the average. We recorded a
better performance than GNN [250] and MATANet [252] using both the 5-way 1-shot and
5-way 5-shot few-shot learning settings, we saw an improvement of about 3.3% 4.2% and
3.16% on Stanford Dogs, Stan-ford Cars, and CIFAR-FS, respectively for 5-way 1-shot task
while for the 5-way5-shot task, our method achieved about 4.7%, 2.1%, and 4.9% overall.
Clearly, the MaxUp boost is significant in almost all cases.

6.6

Conclusion

We proposed a structured doubly block-toeplitz (DBT) matrix based model that imposes
orthogonal regularization on the filters of the convolutional layers termed Ortho-Shot. Our
approach was aimed at maintaining the stability of activations, preserving gradient norms,
and enhancing feature transferability of deep networks. We also broke down the pipeline of
a few-shot learner and based on our findings, we established three augmentations strategies
that aid in minimizing overfitting and increasing data diversity. Our findings and empirical
results confirm that a DBT regularized model is beneficial to few-shot classification and
meta-learning in general.
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