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Bhargava introduced a notion of factorial sequence associated to a
subset S of a Dedekind domain D . This sequence generalizes the
usual sequence (n!)n0, since it has similar arithmetical properties.
He introduced the factorial sequence of a subset S in a local way,
thanks to the notion of v-ordering of S . On the other hand, such a
sequence may be deﬁned in a global way, thanks to the notion of
integer-valued polynomial on S . In this article, we deﬁne factorial
sequences in several variables using both, integer-valued polyno-
mials with d indeterminates and v-orderings of subsets of Dd . We
will see that these factorial sequences still generalize the arith-
metical properties of the sequence (n!)n0.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
There is no need to introduce the factorial sequence (n!)n0, and the following arithmetical prop-
erties are well known (see for instance [4]).
Property 1. For each k, l ∈N, k!l! divides (k + l)!.
Property 2. For any sequence x0, x1, . . . , xn of integers,
∏
0i< jn(x j − xi) is divisible by 1! · · ·n!.
The following properties show that polynomials and factorials are linked.
Property 3. For every polynomial f ∈ Z[X] of degree n with unitary content, d( f ) = gcd{ f (k) | k ∈ Z}
divides n!, and this is “sharp”, because d(X(X − 1) · · · (X − n + 1)) = n!.
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http://dx.doi.org/10.1016/j.jalgebra.2012.09.013
S. Evrard / Journal of Algebra 372 (2012) 134–148 135Property 4. For every polynomial f ∈Q[X] of degree n such that f (Z) ⊆ Z,
n! f (X) ∈ Z[X],
and this is sharp, as 1n! is the leading coeﬃcient of the binomial polynomial
(X
n
)
.
Bhargava [1,2] introduced a notion of factorial sequence for a subset S of a Dedekind domain D ,
that generalizes the usual sequence (n!)n0. It is a decreasing sequence of ideals n!DS which is locally
deﬁned. For every maximal ideal M of D , (n!DS )M = n!DMS , where n!DMS can be deﬁned using the
notion of M-ordering of S in the valuation domain DM . We will recall this important notion and
generalize it in Section 3. This factorial sequence shares the four previous arithmetical properties
with the classical factorial sequence [1].
On the other hand, one can also deﬁne n!DS in a global way (and both deﬁnitions are equivalent)
by means of integer-valued polynomials on S . The D-module Int(S, D) is deﬁned by
Int(S, D) = { f ∈ K [X] ∣∣ f (S) ⊆ D},
where K denotes the quotient ﬁeld of D .
The factorial ideal of index n is the ideal
n!DS =
{
x ∈ K ∣∣ x Intn(S, D) ⊆ D[X]},
where
Intn(S, D) =
{
f ∈ Int(S, D) ∣∣ deg f  n}.
When S is ﬁnite of cardinality n, then k!DS is (0) as soon as k n. So, from now on, we will suppose
that S is an inﬁnite subset of D . For each n ∈N, the characteristic ideal of index n of S is the set In(S, D)
formed by the leading coeﬃcients of the polynomials in Intn(S, D). We will see in Section 4 the link
between the v-orderings and the integer-valued polynomials on S , when the domain D is a discrete
valuation domain.
In [2], Bhargava suggested a generalization of factorials to subsets S ⊆ Dd , with d  1, by extend-
ing the notion of v-ordering, in link with a chosen order on the monomials. In his introduction, he
suggested that to be a “good” generalized factorial sequence, a sequence has to extend Properties 1–4.
Using both integer-valued polynomials and v-orderings, we deﬁne factorials in several variables (in a
slightly different way from the deﬁnition given by Bhargava), that generalize most of the arithmetical
properties of the factorial sequence (n!)n0. In Section 5, we then compute these factorials in some
examples.
2. Factorial ideals: deﬁnition and ﬁrst properties
In this section we extend the deﬁnitions and the preliminary results known for the one variable
case.
Notation. Let D be a domain with quotient ﬁeld K and let d  1. Denote by K [X] = K [X1, . . . , Xd],
the vector space of polynomials over K in d variables. Denote by Kn[X] the sub-space formed by
polynomials with total degree  n. Let S be a subset of Dd . The ring of integer-valued polynomials
on S is deﬁned by
Int(S, D) = { f ∈ K [X] ∣∣ f (S) ⊆ D},
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Intn(S, D) =
{
f ∈ Int(S, D) ∣∣ deg f  n},
is the subset of integer-valued polynomials on S with total degree less or equal to n.
For general results about integer-valued polynomials in several variables see [3, Chapter XI]. Our
aim is to produce results that do not depend on any choice of order for the monomials. That motivates
the following deﬁnitions.
Deﬁnition 1. For each n ∈ N, the characteristic ideal of index n of S is the D-module In(S, D) of K
generated by all the coeﬃcients of polynomials of Intn(S, D).
By [3, Prop. II.1.7], this deﬁnition extends the deﬁnition given in the case d = 1.
Deﬁnition 2. For each n ∈N, the factorial ideal of index n of S is the ideal
n!DS =
{
x ∈ D ∣∣ x Intn(S, D) ⊆ D[X]}.
By deﬁnition, the factorial ideal n!DS satisﬁes Property 4, and this is sharp. We will see that the
other properties can also be generalized. Moreover, we have
n!DS =
{
x ∈ D ∣∣ xIn(S, D) ⊂ D}.
We now choose a total order on the monomials. We denote byM the set of (unitary) monomials
of K [X]. When a total order is ﬁxed on the setM, every polynomial of K [X] has a leading coeﬃcient,
that is the coeﬃcient of its greatest monomial. Since we want to obtain results which depend only on
the degree of the polynomials, and not on the chosen order for the monomials, we sort the elements
ofM in a sequence {mj} j0 corresponding to an order ≺ which is compatible with the total degree,
that is, such that,
∀m,m′ ∈M, degm < degm′ ⇒ m ≺m′.
From now on, the order onM is an order compatible with the total degree,
M= {mj} j0.
Thus, whatever the order, 1 is the smallest element of M, m0 = 1. For every n and l ∈ N, denote
by
• Mn , the set of monomials with degree  n,
• Ml , the l initial elements ofM, for the chosen order,
• Kl[X], the subspace of K [X] generated byMl .
Remark 3. Obviously,Ml =Mn for l =
(n+d
d
)
.
We then denote by
Intl(S, D) = Int(S, D) ∩ Kl[X],
and the characteristic ideal of exponent l of S , denoted by Il(S, D), is the D-module of K generated by
all the coeﬃcients of the polynomials of Intl(S, D).
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Notation. Let l 1. For every sequence (x0, . . . , xl−1) of elements of S , we deﬁne
(x0, . . . , xl−1) = det
(
mj(xi)
)
0i, j<l.
This is a kind of Vandermonde determinant. The following proposition extends [3, Prop. I.3.18] to
several variables.
Proposition 4. Let f ∈ Kl[X]. Suppose that there exists (x0, . . . , xl−1) ∈ Sl such that, for all 0  i < l,
f (xi) ∈ D. Then (x0, . . . , xl−1) f ∈ D[X].
Proof. The result is obvious when (x0, . . . , xl−1) = 0. Suppose that (x0, . . . , xl−1) 
= 0 and write
f (X) =
l−1∑
j=0
α jm j(X), with α j ∈ K .
We have to show that
∀0 j < l, α j(x0, . . . , xl−1) ∈ D.
For a ﬁxed j,
α j(x0, . . . , xl−1) =
∣∣∣∣∣∣∣
m0(x0) · · · α jm j(x0) · · · ml−1(x0)
...
...
...
...
...
m0(xl−1) · · · α jm j(xl−1) · · · ml−1(xl−1)
∣∣∣∣∣∣∣ .
Replacing column C j by C j +∑l−1k=0,k 
= j αkCk, we obtain
α j(x0, . . . , xl−1) =
∣∣∣∣∣∣
m0(x0) · · · f (x0) · · · ml−1(x0)
...
...
...
...
...
m0(xl−1) · · · f (xl−1) · · · ml−1(xl−1)
∣∣∣∣∣∣ ,
and, developing by the j-th column, we have
α j(x0, . . . , xl−1) =
l−1∑
k=0
f (xk)Ak,
where the Ak ’s are in D . Since the f (xk)’s are also in D by hypothesis, we have
α j(x0, . . . , xl−1) ∈ D. 
Corollary 5. If there exists (x0, . . . , xl−1) in Sl such that (x0, . . . , xl−1) 
= 0, then Il(S, D) is a fractional
ideal of D.
Remark 6. Suppose that I(S) 
= {0}, that is, that there exists f 
= 0 in K [X] such that f (S) = 0, then,
for every λ in K , λ f is in Int(S, V ). Consequently, n!DS = (0) for n  deg f . When d = 1, I(S) 
= {0}
means that S is ﬁnite.
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al−1) 
= 0. Thus the D-modules In(S, D) are fractional ideals of D.
Proof. First, we show that when I(S) = {0}, for each l > 0, there exists (a0, . . . ,al−1) in Sl such
that (a0, . . . ,al−1) 
= 0. Of course (a0) = 1 
= 0. Suppose that there exists k such that there ex-
ists (a0, . . . ,ak−1) in Sk such that (a0, . . . ,ak−1) 
= 0 and (x0, . . . , xk) = 0 for every (x0, . . . , xk) in
Sk+1. Then one has
∀x ∈ S, (a0, . . . ,ak−1, x) = 0,
and the polynomial f (x) = (a0, . . . ,ak−1, x) is such that f (X) 
= 0 while f (S) = 0. This contradicts
the hypothesis I(S) = {0}.
For a ﬁxed n  1, let l = (n+dd ) and (a0, . . . ,al−1) in Sl be such that (a0, . . . ,al−1) 
= 0. Then, all
the coeﬃcients of each integer-valued polynomial of degree n are in (a0, . . . ,al−1)−1D . 
Hypothesis. From now on, we suppose that I(S) = {0}, that is, S is not contained in any algebraic subset
of Kd, and we suppose that D is a Dedekind domain.
Since D is a Dedekind domain, we can localize. For each maximal ideal M of D , one has [3, XI.1.9]
Intn(S, D)M = Intn(S, DM),
and so (
n!DS
)
M
= n!DMS .
The following proposition extends Property 1.
Proposition 8. For every n,m ∈N,
n!DS ×m!DS
∣∣ (n +m)!DS .
Proof. Let M be a maximal ideal of D . Then DM = V is a discrete valuation domain, and we denote
by v the corresponding valuation. It is enough to prove that the divisibility relation holds in the
ring V . Consider the Gaussian valuation on K [X] still denoted by v , and deﬁned by
v
( ∑
0kl
akmk
)
= inf
0kl
v(ak).
We have
Intn(S, V ) × Intm(S, V ) ⊆ Intn+m(S, V ),
and as V is a principal ideal domain and the In(S, V ) are fractional ideals, there exist f ∈ Intn(S, V )
and g ∈ Intm(S, V ) such that v( f ) = v(In(S, V )) and v(g) = v(Im(S, V )). Then f g ∈ Intn+m(S, V ) and
hence
v( f g) v
(
In+m(S, V )
)
.
Consequently,
v
(
In(S, V )
)+ v(Im(S, V )) v(In+m(S, V )).
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In+m(S, V ) | In(S, V ) × Im(S, V )
or equivalently,
n!DMS ×m!DMS
∣∣ (n +m)!DMS . 
Now, we extend Property 3. Denote by d( f , S) (resp. Cont( f )) the fractional ideal of D generated
by the values of f on S (resp. by the coeﬃcients of f ). Clearly d( f , S) ⊆ Cont( f ). Property 3 is a
particular case of the following proposition that generalizes [3, II.2.13].
Proposition 9. For every polynomial f in K [X] of degree  n, we have
d( f , S) | n!DS × Cont( f ),
and this is sharp!
Proof. We may restrict the proof to the case when D = V is a discrete valuation domain. The divisi-
bility means that
v
(
d( f , S)
)= inf
a∈S v
(
f (a)
)
 v
(
n!VS
)+ v( f ),
where v( f ) = v(∑aimi) = inf v(ai). Let π ∈ V be such that v(π) = 1 and let r = v(d( f , S)). Then,
the polynomial 1π r f is in Intn(S, V ) and, by Property 4,
n!VS ×
1
π r
f ∈ V [X],
that is,
v( f ) − r + v(n!VS ) 0.
For the sharpness, we need more tools, that is why we will see the proof in Remark 27. 
3. v-Orderings and integer-valued polynomials in several variables
Throughout the remainder of this paper, the domain D is a ring V of a discrete valuation v, with maximal
idealM, quotient ﬁeld K , and residue ﬁeld k = V /M.
Recall that for N > 0, a v-ordering of S ⊆ V (of length N > 0) [1] is a sequence (an)0nN of
elements of S such that, for every 0< n N ,
v
( ∏
0k<n
(an − ak)
)
= inf
x∈S v
( ∏
0k<n
(x− ak)
)
.
As the valuation is discrete, every subset of V has v-orderings and one has the following.
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wS(n) =
n−1∑
k=0
v(an − ak) = v
(
n−1∏
k=0
(an − ak)
)
,
where the sequence (an)n0 is a v-ordering of S, does not depend on the choice of the v-ordering (an).
This independence follows from the following lemma.
Lemma 11. Let (an)n0 be a sequence of distinct elements of S and ( fn)n0 be the sequence of polynomials
deﬁned by
f0(X) = 1, fn(X) =
n−1∏
i=0
X − ai
an − ai .
The sequence (ak)0kn is a v-ordering of S if and only if the sequence ( fk)0kn is a basis of the V -module
Intn(S, V ).
We now extend this notion of v-ordering to subsets S of V d (d 1).
Deﬁnition 12. (See [2].) Let l  1. A sequence (ak)0k<l of elements of S is called a v-ordering of S if,
for every 1 k < l, one has
v
(
(a0, . . . ,ak)
)= inf
x∈S v
(
(a0, . . . ,ak−1, x)
)
.
As the valuation is discrete, there always exist v-orderings in S .
Lemma 13. If I(S) = {0} and (a0, . . . ,al−1) is a v-ordering of S then, for every 0 k < l,
(a0, . . . ,ak) 
= 0.
Proof. This proof is similar to the proof of Corollary 7. We have (a0) = 1 
= 0. Suppose that there
exists k such that (a0, . . . ,ak) = 0. Assume that k is such that
(a0, . . . ,ak) = 0 and (a0, . . . ,ak−1) 
= 0.
As v((a0, . . . ,ak)) = infx∈S v((a0, . . . ,ak−1, x)), one has
∀x ∈ S, (a0, . . . ,ak−1, x) = 0.
Then f (x) = (a0, . . . ,ak−1, x) is such that f (X) 
= 0 while f (S) = 0. This contradicts the hypothesis
I(S) = {0}. 
Deﬁnition 14. Let l  1 and (an)0k<l be a sequence of elements of S , such that for every 0 k < l,
(a0, . . . ,ak) 
= 0. The polynomial sequence associated to the sequence (an)0k<l is
F0(X) = 1, Fk(X) = (a0, . . . ,ak−1, X)
(a0, . . . ,ak)
(1 k < l).
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(1) Fk(ak) = 1,
(2) Fk(a j) = 0 for 1 j < k,
(3) (Fk)0k<l is a basis of the K -vector space K l[X],
(4) the Fk’s take integer values on S.
Proof. The leading coeﬃcient of the polynomial Fk(X) is
(a0,...,ak−1)
(a0,...,ak)
, which is not zero
(Lemma 13). 
Moreover, we have the following proposition.
Proposition 16. Let l  1 and (ak)0k<l be a v-ordering of S. Then the associated polynomial sequence
(Fk)0k<l is a basis of the V -module Intl(S, V ).
Proof. Since (Fk)0k<l is a basis of Kl[X], every polynomial f of Kl[X] can be written as
f (X) =
l−1∑
k=0
ck Fk(X) with ck ∈ K .
Suppose that f takes integer values. We prove by induction on k that the ck ’s are in V . For k = 0, one
has f (a0) = c0 ∈ V . Suppose that c0, . . . , ck−1 are in V . Then f (ak) = C + ck , with C ∈ V , and hence,
ck is in V . 
Corollary 17. Let l 1 and (ak)0k<l be a v-ordering of S. Then a polynomial f of K l[X] takes integer values
on S if and only if f (a0), . . . , f (al−1) are in V .
Recall that a subset T of S is said to be polynomially dense in S if
Int(T , V ) = Int(S, V ).
The following proposition extends the one variable case [6].
Corollary 18. Every v-ordering of S is polynomially dense in S.
Proof. Let (an) be a v-ordering of S . As {an} ⊆ S , one has
Int(S, V ) ⊆ Int({an}, V ).
Conversely, if f ∈ Intl({an}, V ), f (a0), . . . , f (al−1) are in V . And hence f ∈ Int(S, V ). 
4. Further properties of the v-orderings
We ﬁrst recall a property of v-orderings in one variable, due to Y. Fares [5], that we will generalize.
For every a0, . . . ,ak ∈ K , we consider the Vandermonde determinant:
V (a0, . . . ,ak) = det
⎛
⎜⎝
1 a0 · · · ak0
1
...
...
...
1 ak · · · akk
⎞
⎟⎠= ∏
0i< jk
(a j − ai).
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(1) the sequence (a0, . . . ,an) is a v-ordering of S,
(2) ∀k n,∀(x0, . . . , xk) ∈ Sk+1, v(V (a0, . . . ,ak)) v(V (x0, . . . , xk)),
(3) ∀k n, there exists a basis ( f0, . . . , fk) of Kk[X] such that,
∀(x0, . . . , xk) ∈ Sk+1, v
(
det
(
f j(ai)
)
0i, jk
)
 v
(
det
(
f j(xi)
)
0i, jk
)
.
Let (g1, . . . , gk) be a sequence of K [X]. We denote by Vect(g j)0 jk the sub-space of K [X] gen-
erated by the g j ’s. Proposition 19 can be extended.
Proposition 20. Let l 1, (ak)0k<l be a sequence of elements of S and (gk) be a sequence of polynomials such
that, for every 0 k < l, Vect(g j)0 jk = Vect(mj)0 jk = Kk+1[X]. Under these conditions, the following
assertions are equivalent:
(1) the sequence (ak)0k<l is a v-ordering of S,
(2) ∀k < l, ∀(x0, . . . , xk) ∈ Sk+1 , v(det(mj(ai))0i, jk) v(det(mj(xi))0i, jk),
(3) ∀k < l, ∀(x0, . . . , xk) ∈ Sk+1 , v(det(g j(ai))0i, jk) v(det(g j(xi))0i, jk).
Proof. (3) ⇔ (2). Let k < l be ﬁxed. Write
B = (mj(ai))0i, jk; B ′ = (g j(ai))0i, jk;
N = (mj(xi))0i, jk; N ′ = (g j(xi))0i, jk,
and let P be the transition matrix from the basisMk+1 to the basis (g j)0 jk . We have:
B ′ = BP , N ′ = NP .
Hence
det B ′ = det P × det B and detN ′ = det P × detN.
Since det P 
= 0,
v(det B) v(detN)
⇔ v(det B) + v(det P ) v(detN) + v(det P )
⇔ v(det BP ) v(detNP ) ⇔ v(det B ′) v(detN ′).
(2) ⇒ (1). Let (ak)0k<l be a sequence of elements of S that satisﬁes (2). Suppose that the se-
quence is a v-ordering until the rank l − 2. We apply inequality (2) with x0 = a0, . . . , xl−2 = al−2,
proving then that al−1 minimizes the valuation.
(1) ⇒ (3). Let (ak)0k<l be a v-ordering of S , and (Fk)0k<l be the associated polynomial se-
quence. We have
∀(x0, . . . , xk) ∈ Sk+1, v
(
det
(
F j(xi)
) )
 0,0i, jk
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diagonal terms equal to 1. Hence
det
(
F j(ai)
)
0i, jk = 1,
and
v
(
det
(
F j(ai)
)
0i, jk
)= 0 v(det(F j(xi))0i, jk). 
Remark 21. This proposition extends Property 2, as
∏
0i< jn(x j − xi) is the Vandermonde determi-
nant (x0, . . . , xn) and 1! · · ·n! is the Vandermonde determinant (a0, . . . ,an), where (a0, . . . ,an) is
a v-ordering. Moreover, this is sharp.
This proposition also leads us to a result, which completes Proposition 16, giving the link between
bases of integer-valued polynomials and v-orderings.
Theorem 22. Let l 1 and (a′k)0k<l be a sequence of S such that for all 0 k < l, one has(a′0, . . . ,a′k) 
= 0.
The sequence (a′k)0k<l is a v-ordering of S if and only if the sequence of associated polynomials (F
′
k)0k<l
F ′(X) = 1, F ′k(X) =
(a′0, . . . ,a′k−1, X)
(a′0, . . . ,a′k)
,
is a basis of the V -module Intl(S, V ).
Proof. If (a′k)0k<l is a v-ordering, then (F
′
k)0k<l is a basis of Int
l(S, V ) by Proposition 16. For the
converse, let (ak)0k<l be a v-ordering and (Fk)0k<l be the associated basis of polynomials. The
transition matrix between the bases (Fk)0k<l and (F ′k)0k<l is then invertible in V . This matrix is
lower triangular and the diagonal terms are
(a′0, . . . ,a′k−1)
(a0, . . . ,ak−1)
× (a0, . . . ,ak)
(a′0, . . . ,a′k)
,
which are invertible in V . By induction, since (a0) = (a′0), we can deduce that for every k < l, we
have
v
(

(
a′0, . . . ,a′k
))= v((a0, . . . ,ak)).
Thanks to Proposition 20 we have
v
(

(
a′0, . . . ,a′k
))= v((a0, . . . ,ak))= inf
(x0,...,xk)∈Sk+1
v
(
(x0, . . . , xk)
)
,
and hence (a′k)0k<l is a v-ordering. 
Since the ideals of V are characterized by their valuation, we introduce a sequence of integers
associated to generalized Vandermonde determinants.
Deﬁnition 23. Let l  1. The Vandermonde sequence associated to S is the sequence (δl(S))l1 deﬁned
by
δl(S) = inf
(x0,...,xl−1)∈Sl
v
(
(x0, . . . , xl−1)
)
.
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Corollary 24. Let l  1. If (ak)0k<l and (a′k)0k<l are two v-orderings of S, then the valuation sequences
v((a0, . . . ,ak)) and v((a′0, . . . ,a′k)) are equal, for every 0 k < l, and so, do not depend on the choice of
v-ordering. Moreover, we have
δl(S) = v((a0, . . . ,al−1)).
Proof. The inequality (1) of Proposition 20 shows that
v
(
(a0, . . . ,al−1)
)
 δk(S).
The inverse inequality is obvious. 
Remark 25. We can also construct a basis of Intn(S, V ) which generalizes Lagrange interpolation
polynomials. For l = (n+dd ), let (ak)0k<l be a v-ordering of S and denote by Π0 = 1 and Πh (1 h < l)
the polynomial
Πh(X) = (a0, . . . ,ah−1, X,ah+1, . . . ,al−1)
(a0, . . . ,al−1)
.
Then the sequence of polynomials (Πh)0k<l is a basis of Intn(S, V ).
Proof. By deﬁnition, each polynomial Πh is such that Πh(ak) = δh,k , for every 0 k < l, so Πh takes
integer values on the ﬁrst l elements of a v-ordering on S . By Corollary 17, each polynomial Πh is an
integer-valued polynomial on S . Every polynomial f ∈ Kn[X] can be written as
f (X) =
∑
0h<l
f (ah)Πh(X),
and as f is an integer-valued polynomial if and only if all the f (ah)’s (0  h < l) are integers, this
proves that the sequence of polynomials (Πh)0k<l is a basis of Intn(S, V ). 
5. v-Orderings and factorials
We saw that the Vandermonde sequence (δl(S))l1 is deﬁned for a chosen order on M. In his
article, Bhargava [2] ﬁxed an order and worked with it. He suggested an extension of the deﬁnition
given for one indeterminate by deﬁning the generalized factorial ideals of a subset S as the ideals
generated by the quotients bk = (a0,...,ak)(a0,...,ak−1) , that correspond to the inverse of the leading coeﬃcients
of the polynomials Fk , associated to the v-ordering sequence (al). This deﬁnition however, strongly
depends on the chosen order onM, even if this order is compatible with the degree. Moreover, this
sequence of ideals is not increasing (see Example 1), and then, does not satisfy Property 1.
Example 1. Let V = Z5, d = 2, S = 5Z5 ×Z5,
M6 =M2 =
{
1, Y , X, Y 2, X2, XY
}
.
Then,
a0 = (0,0); a1 = (0,1); a2 = (5,0); a3 = (0,2); a4 = (10,0); a5 = (5,1),
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δ0(S) = 0, δ1(S) = 0, δ2(S) = 1, δ3(S) = 1, δ4(S) = 3, δ5(S) = 4,
and
v(b1) = 0, v(b2) = 1, v(b3) = 0, v(b4) = 2, v(b5) = 1.
With this deﬁnition, the sequence of factorial ideals (bk) is not decreasing, and does not satisfy Prop-
erty 1.
The following proposition allows us to compute the factorial ideals.
Proposition 26. If n 1, l = (n+dd ) and (ak)0k<l is a v-ordering of S, then
v
(
Jn(S)
)= inf
0k<l;0 jk−1
v
(
 j(a0, . . . ,ak−1)
(a0, . . . ,ak)
)
,
hence
v(n!S) = max
0k<l;0 jk−1
v
(
(a0, . . . ,ak)
 j(a0, . . . ,ak−1)
)
,
where
 j(a0, . . . ,ak−1) = det
(
ms(ai)
)
0ik−1;0sk,s 
= j .
Proof. Write
f (X) =
l−1∑
k=0
ckmk(X),
and let v( f ) = inf0k<l v(ck). One has v(Jn(S)) = inf{v( f ) | f ∈ Intn(S, V )}.
For any basis (gk)0k<l of Intn(S, V ), we have v(Jn(S)) = inf0k<l{v(gk)}. And letting (Fk) be the
basis associated to a v-ordering (ak), the coeﬃcients of the Fk ’s are
 j(a0, . . . ,ak−1)
(a0, . . . ,ak)
. 
Remark 27. For a ﬁxed n > 0, there exists Fk (0  k <
(n+d
d
)
) such that one of the coeﬃcients of Fk
generates In(S, V ). So v(Fk) = −v(n!VS ), and v(Fk) + v(n!VS ) = 0. Moreover, as Fk is an integer-valued
polynomial such that v(Fk(ak)) = 0, one has v(d(Fk, S)) = 0, proving the sharpness in Proposition 9.
We have a ﬁrst example by generalizing [3, Prop. XI.1.13].
Example 2. Assume that S = Sd with S ⊆ V . Let (ai)i∈N be a v-ordering of S , and let
(
X
l
)
S
=
l−1∏ X − ai
al − ai .i=0
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l
)
S)l∈N is a basis of Int(S, V ). If for every k  1, we denote by Bk the polynomial
associated to mk = Xek11 · · · X
ekd
d such that
Bk =
(
X1
ek1
)
S
· · ·
(
Xd
ekd
)
S
,
then (Bk)k1 is a basis of Int(S, V ) [3]. We have n!S V = n!S V .
Proof. The coeﬃcient of the leading monomial mk in the polynomial Bk is 1/ek1 !S × · · · × ekd !S , and
then,
Bk = 1ek1 !S × · · · × ekd !S
X
ek1
1 · · · X
ekd
d
+
∑
l1+···+ld<deg(mk)
lieki
al1,...,ld
ek1 !S × · · · × ekd !S
Xl11 · · · Xldd .
It is easy to see that
v(Bk) = −v(ek1 !S × · · · × ekd !S).
Hence
v
(
Jn(S)
)= inf
1kl
v(Bk) = − max
1kl
v(ek1 !S × · · · × ekd !S) where l =
(
n + d
d
)
.
That is,
v(n!S) = max
1kl
v(ek1 !S × · · · × ekd !S).
As
∑
1id eki  n, by the properties of generalized factorials in one indeterminate [2], we have
v(ek1 !S × · · · × ekd !S) v(n!S).
Moreover, v(n!S ) is obtained, for example, for ek1 = · · · = ekd−1 = 0, ekd = n. 
Remark 28. In the previous example, Bhargava’s deﬁnition of factorials, our deﬁnition in several inde-
terminates, and the deﬁnition in one indeterminate coincide. If the order on M is compatible with
the degree, the factorial of index n is the ideal generated by the inverse of the leading coeﬃcient of
a polynomial Bk , associated to a v-ordering sequence.
Example 3. When S =∏di=1 Si in V d ,
v(n!S) = max∑
ni=n
v
(
d∏
i=1
ni !Si
)
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Bk =
(
X1
ek1
)
S1
· · ·
(
Xd
ekd
)
Sd
,
and (Bk)0k<l (where l =
(n+d
d
)
) is a basis of Intn(S, V ). Then
v(Bk) = v
(
1
n1!S1
× · · · × 1
nd!Sd
)
,
for some (n1, . . . ,nd) such that n1 + · · · + nd = n. Nevertheless, we cannot compare v(ek1 !S1 × · · · ×
ekd !Sd ) with v(n!Si ). 
When S is a Cartesian product, its factorials are easy to compute. This is still the case when S
is polynomially equivalent to a Cartesian subset. Thanks to Proposition 29 below, it is easy to know
when S is polynomially equivalent to a Cartesian subset.
Proposition 29. Let S and T be two subsets of V d. One has
Int(T , V ) ⊆ Int(S, V )
if and only if
∀r  0, ∀x = (x1, . . . , xd) ∈ S, ∃x′ =
(
x′1, . . . , x′d
) ∈ T such that,
∀1 i  n, xi ≡ x′i
(
modMr
)
.
Proof. (⇐) Let f ∈ Int(T , V ). Then
f (x) = g(x)
d
,
with g ∈ V [X] and d ∈ V . Let r = v(d). Let x = (x1, . . . , xd) ∈ S . By hypothesis, there exists x′ =
(x′1, . . . , x′d) ∈ T such that xi ≡ x′i (modMr) ∀1  i  n. Hence, g(x) ≡ g(x′) (modMr) and f (x) ∈
Int(S, V ).
(⇒) Suppose that there exist r  0 and x = (x1, . . . , xd) ∈ S such that
∀x′ = (x′1, . . . , x′d) ∈ T , ∃1 i  n such that xi 
≡ x′i (modMr).
We know from [7] that, for every k, every map
φ : (V /Mk)d → V /Mk
is polynomial. That is, there exists f ∈ Int(V d, V ) such that,
for every x ∈ V d, f (x) (modMk)= φ(x (modMk)).
Considering the map φ deﬁned by
{
φ(x) = 0 if ∃x′ = (x′1, . . . , x′d) ∈ S | xi ≡ x′i
(
modMr
) ∀1 i  n,
φ(x) = 1 otherwise,
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(where v(t) = 1) is such that h ∈ Int(S, V ) while h /∈ Int(T , V ). 
It would be interesting to compute factorials for subsets that are not polynomially equivalent to a
Cartesian product. Here are some such examples of subsets.
Example 4. The following sets are not Cartesian and they are polynomially closed (for every prime
p > 2):
(1) T0 = {(x, y) ∈ Zp | v(x) = 0; v(xy − 1) 1},
(2) T1 = {(x, y) ∈ Zp | v(xp−2 − y) 1},
(3) T2 = {(x, y) ∈ Zp | v(xp−1 − xy) 1}.
Clearly, T0 ⊂ T1 ⊂ T2.
Proof. These sets are not Cartesian, since (1,1) and (−1,−1) are in Ti (0 i  2) whereas (1,−1) is
not in Ti .
These sets are polynomially closed. The polynomials F0,G0, F1, F2, where
F0(X, Y ) = X
p−1 − 1
p
; G0(X, Y ) = XY − 1
p
,
F1(X, Y ) = X
p−2 − Y
p
; F2 = X
p−1 − XY
p
are such that Fi,Gi ∈ Int(Ti,Z). So, for every (x, y) ∈ T¯ i , where T¯ i is the polynomial closure of Ti , we
have Fi(x, y) ∈ Z ( and Gi(x, y) ∈ Z), proving that (x, y) ∈ Ti . 
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