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Abstract
Deep kernel learning has been well explored for multi-class classification tasks; however, relatively less work is done
for one-class classification (OCC). OCC needs samples from only one class to train the model. Most recently, kernel
regularized least squares (KRL) method-based deep architecture is developed for the OCC task. This paper intro-
duces a novel extension of this method by embedding minimum variance information within this architecture. This
embedding improves the generalization capability of the classifier by reducing the intra-class variance. In contrast
to traditional deep learning methods, this method can effectively work with small-size datasets. We conduct a com-
prehensive set of experiments on 18 benchmark datasets (13 biomedical and 5 other datasets) to demonstrate the
performance of the proposed classifier. We compare the results with 16 state-of-the-art one-class classifiers. Further,
we also test our method for 2 real-world biomedical datasets viz.; detection of Alzheimer’s disease from structural
magnetic resonance imaging data and detection of breast cancer from histopathological images. Proposed method
exhibits more than 5% F1 score compared to existing state-of-the-art methods for various biomedical benchmark
datasets. This makes it viable for application in biomedical fields where relatively less amount of data is available.
The source code is available on the corresponding author’s GitHub homepage: https://github.com/
Chandan-IITI/Deep-Kernel-Learning-for-One-class-Classification
Keywords: One-Class Classification, Kernel Learning, Outlier Detection, Alzheimer’s disease, Magnetic resonance
imaging, Breast cancer.
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1. Introduction
In recent years, one-class classification (OCC) has been an area of extensive research for outlier detection or
anomaly detection. While conventional classification techniques aim to classify a data object into one of the many
available classes, OCC aims merely to tell whether a data instance belongs to a particular class or not. A one-class
classifier trains the model using samples from only one-class. This class is termed as target class. Samples, which
do not belong to the target class, are treated as outliers. The one-class classifier is useful in those cases where
samples from other classes are not available, or very few samples are available. Samples may not be available due
to various reasons, like the difficulty of collection, high computational cost, infrequent event, etc. Coming to real-
world scenarios like patient classification based on fMRI response [1], fault detection [2], document classification
[3], disease detection [4], video surveillance [5, 6] where collecting data for outlier class is much more difficult and
expensive, OCC is much apter than traditional multi-class classification. Further, this section is divided into three
parts. The first part provides a brief survey on one-class classifiers. The second part provides a brief survey of the
application of one-class classifiers in the field of biomedical data analysis. The third part gives a brief survey of deep
kernel learning, an introduction of the proposed method, and its key advantages over existing one-class classifiers.
Tax [7] broadly divided one-class classifiers into three categories viz., (i) density-based classifiers (ii) boundary-
based classifiers (iii) reconstruction-based classifiers. In density-based classifiers, classification is performed by esti-
mating the density of the training data and applying a threshold on this density. It requires a large number of training
samples to overcome the curse of dimensionality. This approach is very advantageous when a good probability model
is assumed and the sample size is sufficient. Different density methods were applied in the past, namely, the Gaussian
density method, the mixture of Gaussians, and the Parzen density [8]. Parzen density estimation [9], which is among
the early works on OCC, tried to estimate the probability density of the target using the training data. It rejected the
samples whose estimated probability is lower than a certain threshold. The issue with this method is that it requires
a large number of training samples. The boundary-based classifiers try to obtain an optimal closed boundary around
the target class. The advantage of boundary-based methods is that the number of samples needed is less in com-
parison to density-based methods. However, as they heavily rely on the separation between objects, they tend to be
sensitive to the relative distance between the features. Boundary-based classifiers can be divided into two types viz.,
non-kernel and kernel-based. k-centers method [10] and k-nearest neighbors [11] are non-kernel-based classifiers.
Kernel-based methods were developed by considering support vector machine (SVM) as a base classifier. Scholkopf
[12] developed a boundary-based classifier that uses a hyperplane which is at a maximum distance from the origin and
separates the region that contains no data. This method is referred to as one-class support vector machine (OCSVM).
Tax and Duin [13] proposed another SVM-based approach where instead of a hyperplane, they used a hypersphere
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to include maximum training data with minimum radius. It is referred to as support vector data description (SVDD).
In reconstruction-based methods, prior knowledge of the data is used to choose a model and make assumptions about
the generating process. The model is then fit to data. Here, it is assumed that the outlier objects do not satisfy the
assumptions about target distribution and their reconstruction error should be high. Various one-class classifiers were
developed by taking various methods as base classifiers in reconstruction-based methods. Jiang et al. [14] developed a
k-means clustering-based one-class classifier. Carpenter et al. [15] developed a Learning Vector Quantization (LVQ)
based one-class classifier. Bishop et al. [16] developed a Principal component analysis (PCA) based one-class clas-
sifier. Auto-Encoder or Multi-layer Perceptron (MLP) [17] and diabolo networks [18, 19] are neural network-based
methods that learn to represent the input pattern at the output layer while minimizing the reconstruction error. A linear
programming one-class classifier was proposed [20] that reduces the volume of the prism, imposing constraints on
dissimilarity representations. Ensemble-based classifiers are another type of classifier where the main idea is to inte-
grate multiple classifiers to obtain one that outperforms every single one of them. One such ensemble-based one-class
classifier is One Class Random Forests (OCRF) [21], which combines several weak classifiers known to be accurate. It
increases the generalization performance over single classifiers. It subsamples the training dataset in order to generate
outliers efficiently. For a more detailed review of the OCC methods refer to the survey papers [22, 23, 24, 25, 26].
Classifier Type Characteristics
OCRF [21] Ensemble-based It combines a diverse ensemble of weak and unstable classifiers known to be accurate and increases
the generalization performance over single classifiers. It subsamples the training dataset, in order to
efficiently generate outliers.
Naive Parzen [27] Density-based The estimated density is a mixture of, most often, gaussian kernels centered on the individual training
objects. It requires a large number of training samples.
k-means [14] Reconstruction-
based
It assumes that the data is clustered and can be characterized by a few prototype objects. Here, the
target objects are represented by the nearest prototype vector measured by the euclidean distance.
k-NN [11] Boundary-based It avoids explicit density estimation and only uses distances to the first nearest neighbor. A test object
is accepted when its local density is larger or equal to the local density of its (first) nearest neighbor in
the training set.
Auto-Encoder (or MLP) [7] Reconstruction-
based
It is a neural network-based approach to learn a representation of the data. The difference between the
input and output pattern is used as a characterization of the target class.
PCA [16] Reconstruction-
based
It describes the target data by a linear subspace. The reconstruction error is calculated to check if a
new object fits the target subspace.
MST [28] Boundary-based A minimum spanning tree is fitted on the training data. The distance to the edges is used as a similarity
metric to the target class.
k-centers [29] Boundary-based It covers the dataset with k small balls of equal radii. The method is sensitive to the outliers in the
training set. The number of balls k and the maximum number of retries needs to be given.
MPM [30] Boundary-based It tries to find a linear classifier that separates the data from the origin, rejecting maximally a specific
fraction of the target data.
LPDD [20] Boundary-based It describes the target objects which are represented in terms of distances to other objects.
OCSVM [12] Boundary-based It uses a hyperplane which is at a maximum distance from the origin and separates the region that
contains no data.
SVDD [13] Boundary-based A hypersphere is used to include maximum training data with minimum radius.
OCKELM [31] Boundary based A non-iterative kernel-based single-layer method where training involves optimizing output weight.
VOCKELM [32] Boundary based A non-iterative minimum variance embedded kernel-based single-layer method where training in-
volves optimizing output weight.
ML-OCKELM [33] Reconstruction+
Boundary based
A non-iterative kernel-based multi-layer method where the final layer performs OCC. The layers pre-
ceding the final layer are responsible for extracting meaningful features from input data.
Table 1: Description of state-of-the-art classifiers used for comparison.
One-class classifiers are often used in the field of biomedical data analysis [34]. Early works include the use of
Parzen density estimation for identification of masses in mammograms [8]. In literature [26], kernel-based one-class
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classifiers (OCSVM and SVDD) show sheer dominance compared to non-kernel based one-class classifiers. OCSVM
has been applied as an outlier detector for identification of disease in the past [1, 35, 36, 37, 38, 39]. OCSVM has
been used for tumor segmentation from magnetic resonance imaging (MRI) [38, 39] and detection of tuberculosis
[40]. In Mourao-Miranda et al. [1], OCSVM was used for detection of depression using fMRI images of the brain.
OCSVM was used to detect amyloid plaques [36], which are responsible for Alzheimer’s disease. Graph-based
semi-supervised OCSVM [37] was used to detect abnormal lung sounds. OCSVM has been used to detect nocturnal
hypermotor seizures [41]. Recently, ELM based OCC classifiers were used for drug-drug interactions discovery [42].
Apart from the good performance of SVM-based one-class classifiers, they lack in terms of computational com-
plexity. These classifiers consume more time due to the iterative approach to learning. Leng at al. [31] addresses this
issue. They developed a kernel regularized least squares (KRL)2 based one-classifier, which follows a non-iterative
approach to learning. Over the past few years, various single-layer KRL-based one-class classifiers were developed
by the researchers [31, 32]. Most recently, a deep KRL-based method is developed for OCC [33, 43]. In this paper,
a minimum variance-embedded deep KRL-based one-class classifier (DKRLVOC) is proposed. It makes use of the
idea of minimizing the variance of samples to achieve better classification results. DKRLVOC is made of multiple
KRL-based Auto-Encoders (AEs), and a final OCC layer. These AEs are responsible for better feature learning. A
novel minimum variance-embedded KRL-based AE is developed which minimizes the intra-class variance, the norm
of the weight, and the reconstruction error to extract meaningful features. These features are passed to the final OCC
layer which classifies a sample into the target class or outlier class. The key advantages of the proposed model include,
• Less computational time due to the non-iterative approach to learning.
• Minimizing the intra-class variance between the samples to improve the generalization performance.
• Better classification accuracy by the help of representation learning. It provides a better feature representation
by stacking different types of AEs in a hierarchical manner.
• More effective for small-size datasets and also in the case where obtaining data for each class is very costly or
not possible.
We compare the performance of the proposed method with 16 state-of-the-art one-class classifiers based on F1 score.
Table 1 describes the state-of-the-art one-class classifiers that we have used in our paper for comparison of results
against our proposed model. As 1-NN is a specific case of k-NN, we have only described k-NN method in Table 1.
2Leng et al. developed a kernel-based one-class classifier by taking kernel extreme learning machine (KELM) as a base classifier. KELM
belongs to the family of KRL. Since KRL is a more generic name, we have used the name KRL instead of KELM in our paper for the proposed
method. However, we have used the same naming convention as used in the paper for KELM-based existing methods.
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The motivation behind choosing these classifiers is based upon the fact that they were frequently used as benchmark
classifiers in the past [20, 21, 28, 30, 33]. The advantages and disadvantages of the methods were discussed above
based on density, boundary or reconstruction. To show the applicability of our proposed method on biomedical
datasets, we perform tests on 13 UCI benchmark biomedical datasets. We also present an application for the diagnosis
of Alzheimer’s disease (AD) based on 3-D MRI image dataset. AD is a neurodegenerative disorder which primarily
affects the elderly population. According to World Alzheimer’s Report-2018 [44], around 50 million people are
affected by this disease worldwide. Various machine learning and deep learning-based methods [45, 46, 47, 48] are
employed for the detection of AD. These methods perform multi-class classification task on AD data; however, this
paper focuses on OCC task. The advantage of our one-class method is that the method can be trained on MRI images
of healthy subjects only. This is helpful in real-world scenarios since the availability of healthy subjects’ MRI images
are very high as compared to Alzheimer’s subjects’ MRI images. Therefore, the Alzheimer’s MRI images will be
treated as outliers by one-class based methods. Generally, all deep learning methods need a huge volume of data
for better performance. However, it is challenging to collect a huge volume of data for AD. Therefore, a novel deep
learning method is required which can be trained on a small number of samples. Various experiments were performed
in this work using volume and thickness measures of brain regions for the diagnosis of Alzheimer’s disease. Moreover,
to show the generalization performance of our proposed model on other medical problems, we perform the detection
of breast cancer from histopathological images.
The rest of the paper is organized as follows. Section 2 discusses OCSVM, SVDD and the prerequisite KRL-
based one-class classifiers. Section 3 describes our proposed method. Section 4 discusses the experimental setup and
performance evaluations. Finally, we conclude our paper in section 5.
2. Preliminaries
This section briefly discusses a few state-of-the-art one-class classifiers, namely, SVM, and KRL/KELM based
one-class classifiers. The SVM-based classifiers are OCSVM and SVDD, discussed in sections 2.1 and 2.2, respec-
tively. OCSVM uses a hyperplane, while SVDD uses a hypersphere to separate the outliers. The KRL/KELM2 is
a least squares-based method. The least squares method-based one-class classifiers are OCKELM, VOCKELM, and
ML-OCKELM and these are discussed in sections 2.3, 2.4, and 2.5, respectively.
2.1. One-class SVM: OCSVM
OCSVM was proposed by Scholkopf et al. [49] to utilize the advantages offered by SVM for OCC. Given training
samples, {xi | xi ∈ Rd, i = 1, 2, ...,N}, where xi is a training vector, all belonging to the same target class. In OCSVM,
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a hyperplane is constructed that separates all the target class sample points from the origin. The distance of this










s.t. ωTφ(xi) ≥ ρ − ξi i = 1, . . . ,N ,
ξi ≥ 0, i = 1, . . . ,N ,
(1)
where, φ(.) is the mapping in the feature space, N is the number of training samples, ω is the weight coefficients, ν
is used to decide the fraction of target samples rejected, ρ is the bias term, and ξ = {ξi}, where i = 1, 2, . . . ,N , is the











where, Qi j = K(xi, x j) = φ(xi)Tφ(x j), K is the kernel matrix, Qi j is the kernel matrix generated between ith and
jth sample, and αi is the Lagrange multiplier. The decision function f (x), thus obtained from above minimization
problem is as follows:








1, x belongs to target class
−1, x belongs to outlier class.
(3)
2.2. Support Vector Data Description: SVDD
Tax et al. [13] proposed SVDD for OCC. Here, we provide an overview of SVDD and discuss its primal, dual,
and decision function formulation. Given training samples, {xi | xi ∈ Rd, i = 1, 2, ...,N}, where xi is a training vector,
all belonging to the same target class. In SVDD, a hypersphere with no superfluous space is constructed, that consists








s.t. ‖φ(xi) − a‖2 ≤ R2 + ξi i = 1, . . . ,N ,
ξi ≥ 0, i = 1, . . . ,N ,
(4)
where, φ(.) is a mapping to the higher dimensional feature space,N is the number of training samples, a is the center,
and R is the radius of the hypersphere. R2 is the distance between the center of hypersphere and any of the support
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where, Qi j = K(xi, x j) = φ(xi)Tφ(x j), K is the kernel matrix, and αi is the Lagrange multiplier. A test sample can be
classified as a target or an outlier based on the following decision function,
f (x) = sign(‖φ(x) − a‖2 − R2)
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−1, x belongs to target class
1, x belongs to outlier class.
(6)
2.3. OCKELM
Taking a training input X = {xi | xi ∈ Rd, i = 1, 2, ...,N} and output vector r = [r, ..., r]T ∈ RN , where xi is the
input vector and r is the corresponding target label, which is a real number. N is the number of training samples.
Algorithm 1 provides a concise presentation of the OCKELM [31] model. The training involves calculating optimum












s.t. βT h(xi) = r − ei, i = 1, 2, ...,N ,
where, ei is the training error, and h(xi) is the non-linear feature mapping for a sample xi. C acts as the trade-off










where,  = [h(x1), h(x2), ... , h(xN )], and  is an identity matrix. Using equation (8), the network output can be
expressed as,







By making use of Mercer’s conditions, Ω is defined as a kernel matrix in ELM as Ω = T , where Ω j,k =
h(x j)h(xk) = K(x j, xk), j, k = 1, ...,N and K is a kernel function. Finally after replacing T in equation (9)






















The distances of the network outputs to the target class is then determined as, s =
∣∣∣∣̂O − r∣∣∣∣. Larger the value of si,
more deviant is the training sample xi from target class. Denoting the sorted vector s as s̃, the threshold (θ) is then
calculated as,
θ = s̃(δ ∗ N), (12)









The error between the network output ̂Ot and target class r is determined as st =
∣∣∣∣̂Ot − r∣∣∣∣. Finally classification is done
using following rule,
sign(θ − st) = 1, xt belongs to target class. (14)




Training dataset: X, Regularization parameter: C.
Training:
1: Calculate kernel matrix Ω and output weight β using (10).
2: Calculate network output ̂O using (11).
3: Calculate threshold θ using (12).
Testing:
1: For a tth test sample xt, calculate network output ̂Ot using (13).
2: Classify xt using (14).
2.4. VOCKELM
Minimum Variance One-Class KELM [32] reduces the training error and intra-class variance to improve the
performance of OCC. The subclasses are determined using the k-means method. Algorithm 2 provides a concise
presentation of the VOCKELM model. The training model becomes minimizing the data dispersion as well as the









s.t. βT h(xi) = r − ei, i = 1, 2, ...,N ,
where, ei is the training error, and h(xi) is the non-linear feature mapping for a sample xi. β is the output weight,
and C acts as the trade-off between the norm of output weight and the training error. r is the target class, and  is an
identity matrix. λ is a regularization parameter adopted to avoid singularity issues with the scatter matrix VC , which



















= MT , (16)
where, u is a vector of ones and  = [h(x1), h(x2), ... , h(xN )].  = 1N
∑N
i=1 h(xi) is the mean vector of the samples
in the non-linear feature space and M represents any Laplacian matrix. Replacing VC in equation (15) with the
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where, r = [r, ..., r]T ∈ RN is a vector of target label r. The network output is expressed as ̂O = h(x)β. Apply-
ing kernelized feature mapping and defining kernel matrix Ω in ELM as Ω = T , where Ω j,k = h(x j)h(xk) =




























where,  is an identity matrix. During training, a threshold θ is determined as θ = δ O, where O is the mean network
output of training samples and δ is the percentage of dismissal. During testing, the network output for the tth test









xt then belongs to the target class if it satisfies the following condition,
(
̂Ot − r
)2 ≤ θ. (21)
2.5. ML-OCKELM
The multi-layer one-class KELM [33] employs multiple Auto-Encoders (AEs) for feature learning and a final




Training dataset: X, Regularization parameter: C, Graph regularization parameter: λ
Training:
1: Calculate kernel matrix Ω and output weight β using (18).
2: Calculate network output ̂O using (19).
3: Calculate threshold θ as θ = δ O.
Testing:
1: For a tth test sample xt, calculate network output ̂Ot using (20).
2: Classify xt using (21).






















is the non-linear feature mapping and e(q)i is the reconstruction error for the input x
(q)
i of the q
th AE.
C(q) is the regularization parameter of the qth AE and || . || refers to frobenius norm. From equation (22), the optimal
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X(q) q = 1, ...,Q, (25)
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where, X(q) is the input of the qth AE. Also, X(Q+1) is used to refer X( f ) which is input to the final layer. The final layer
is a classification layer, with the following optimization problem,
min




















= r − e( f )i , i = 1, 2, ...,N ,




is the non-linear feature mapping for a input x( f )i of the final layer. Solving
equation (26), the output weight of the final layer is expressed as,




 +Ω( f )
)−1
r, (27)




K(x( f ), x1)
...






 +Ω( f )
)−1
r. (28)
The distance s of the network output to the target class is then calculated as s =
∣∣∣∣̂O − r∣∣∣∣ and is sorted in decreasing
order. Denoting the sorted vector s as s̃, the threshold (θ) is then calculated as,
θ = s̃(δ ∗ N), (29)
where, δ is the percentage of dismissal and N is the number of training samples. During testing, when the tth test





K(x(q)t , xN )
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
T
β(q), q = 1, 2, ...,Q. (30)
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Here, x(Q+1)t is used to refer x
( f )





K(x( f )t , x1)
...
K(x( f )t , xN )
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
T
β( f ). (31)
The error st is then calculated as, st =
∣∣∣∣̂Ot − r∣∣∣∣ and xt is classified as per the rule,
I f st ≤ θ, xt belongs to target class. (32)
otherwise, xt belongs to outlier class.
Algorithm 3 ML-OCKELM
Given:
Training dataset: X(1), Number of AE layers: Q, Regularization parameter: C(q) for layer q = 1, ...,Q and C( f ) for final
layer.
Training:
1: for q = 1, 2, ...,Q layers do
2: Calculate kernel matrix Ω(q) and output weight β(q) using (24).
3: Calculate encoded input, X(q+1), for the next (q + 1)th layer using (25). 
 X(Q+1) is used to refer X( f )
4: end for
5: Calculate kernel matrix Ω( f ) and output weight β( f ) using (27).
6: Calculate network output ̂O using (28).
7: Determine the threshold θ using (29).
Testing:
1: for q = 1, 2, ...,Q layers do
2: Calculate encoded test input, x(q+1)t , using (30). 
 x
(Q+1)




4: Calculate network output ̂Ot using (31).
5: Classify xt using (32).
3. The Proposed Method
This section puts forward the proposed method: minimum variance-embedded deep kernel regularized least
squares for OCC (DKRLVOC). The architecture of the proposed method is shown in Fig.1. It is a deep architec-
ture, which is developed by taking kernel regularized least squares (KRL) as a base method. DKRLVOC can also
be considered as a variant of any least squares-based method, like kernel extreme learning machine, least squares
SVM or kernel ridge regression. We have used generic name KRL instead of these specific names and referred the
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proposed method as DKRLVOC. DKRLVOC performs better than the other existing one-class classifiers pertaining
to the following characteristics:
1. Non-iterative nature resulting in less computational time in comparison to its iterative counterparts.
2. Minimizing intra-class variance to achieve better separation of outliers.
3. Multi-layer architecture taking advantage of reconstruction-based and boundary-based methods.
DKRLVOC consists of mainly three types of layers viz.,
(i) minimum variance-embedded KRL-based Auto-Encoder (KRLVAE).
(ii) KRL-based Auto-Encoder (KRLAE).
(iii) KRL-based one-class classifier (KRLOC)
The overall architecture of the proposed method is formed by stacking above-mentioned layers. This architecture
can contain any number of layers. The first layer is formed by KRLVAE. It minimizes the intra-class variance,
the norm of weight, and the reconstruction error. The second layer onward is formed by stacking KRLAEs, which
minimize the norm of weight and the reconstruction error. The final layer is KRLOC, which is stacked for OCC.
KRLVAE and KRLAE are reconstruction-based, and the final layer, KRLOC, is boundary-based. The aim behind
using KRLVAE and KRLAE is that it helps to get refined information from features even if the input is noisy. The
multiple layers of AEs fine-tune the information from noisy input and extract meaningful features over subsequent
layers. Here, the variance is minimized at only first layer because minimizing variance at successive layers leads to
loss of pattern between the samples. This has been verified experimentally.
The training data is denoted as X(1) = {x(1)i }, where x(1)i = [x(1)i1 , x(1)i2 , ..., x(1)id ], i = 1, 2, ...,N , is the ith training
input of dimension d. X(q) = {x(q)i }, where x(q)i = [x(q)i1 , x(q)i2 , ..., x(q)id ], i = 1, 2, ...,N , refers to the input of the qth AE.
There are Q layers of stacked AEs in the proposed method denoted as q = 1, 2, ...,Q. The first layer, i.e., q = 1, is
the KRLVAE layer while the subsequent layers denoted by q = 2, ...,Q are KRLAE layers responsible for learning
essential information from raw features. The encoded feature output of the qth AE acts as input to the (q + 1)th AE.
Parameter Description Range of values taken for experiments
Q Number of stacked AE layers. 2
C(q) Regularization parameter for layer q = 1, ...,Q. {2−5, 2−4, ...., 25}
C( f ) Regularization parameter for final layer. {2−5, 2−4, ...., 25}
λ Graph regularization parameter. 1
k Number of clusters for k-means clustering {1, 2, ...., 10}
to group data into subclasses.
δ Percentage of dismissal of outliers. {1%, 5%, 10%}
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Figure 1: Architecture of DKRLVOC. (a) Encoded output of KRLVAE layer is fed as input to next KRLAE layer. (b) Encoded output of each
KRLAE is fed as input to the subsequent KRLAE layer. (c) KRLOC layer takes encoded output of Qth KRLAE layer as input. (d) Shows
arrangement of different layers.
Finally, the encoded feature output of the Qth AE acts as input to the final KRLOC layer. Table 2 provides a tabular
description of the model parameters and the range of values they are selected from in the experiments. The parameter
estimation process is explained in section 4. Algorithm 4 provides detailed implementation steps for the proposed
model.



























































is the non-linear feature mapping for training sample x(1)i .
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i ) is the mean vector of the samples in
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the non-linear feature space of the first layer, and VC is the scatter matrix of the training class.
Minimum variance-embedding is done at first layer, KRLVAE, by minimizing either class or intra-class variance
which is encoded by the scatter matrix represented by VC or VS , respectively. The class variance of the training data













































where,  is an identity matrix, u is a vector of ones, andM represents any Laplacian matrix. The intra-class variance











i ) −(1))(h(x(1)i ) −(1))T , (36)
where, the number of training samples belonging to a cluster p is denoted by Np and γpi denotes whether the sample
x(1)i belongs to cluster p or not. A clustering method like k-means is used to group data into subclasses. VS can further


























= x(1)i − e(1)i , i = 1, 2, ...,N ,
where, e(1)i is the reconstruction error. C
(1) acts as a trade-off between minimizing the output weight norm and the
reconstruction error for the first layer. λ is the graph regularization parameter. The Langrangian relaxation of equation































− x(1)i + e(1)i
)
, (38)
where, α(1) = {α(1)i }, i = 1, 2, ...,N , is a Langrangian multiplier of first layer. We optimize equation (38) by computing
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its derivatives as follows:
∂LKRLVAE
∂β(1)


























Substituting equation (41) in equation (39), we get,
β(1) = (1)
































































Thereafter (Q − 1) KRLAE layers are used to extract meaningful features, where the encoded output of one KRLAE

















= x(q)i − e(q)i , i = 1, 2, ...,N , q = 2, 3, ...,Q,
where, C(q) acts as a trade-off between minimizing the reconstruction error and the output weight norm. e(q)i is the
reconstruction error vector of ith input of qth layer. || . || refers to frobenius norm. The Langrangian relaxation of
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− x(q)i + e(q)i
)
, (46)
where, α(q) = {α(q)i }, i = 1, 2, ...,N , is the Langrangian multiplier of qth layer. Equation (46) is optimized as follows:
∂LKRLAE
∂β(q)
= 0 =⇒ β(q) = α(q)(q), (47)
∂LKRLAE
∂e(q)i













































, j, k = 1, ...,N and K is a kernel





















X(q), q = 2, 3, ...,Q. (52)
Here, X(Q+1) is used to refer X( f ) which is input to the final layer. At the final KRLOC layer, the output weight β( f ) is
derived using the following optimization problem,
min



















= r − e( f )i , i = 1, 2, ...,N ,
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is the non-linear feature mapping for input x( f )i of final layer. r is the target
class. Solving the above minimization problem in a similar fashion as equation (45), the final output weight β( f ) is
derived as,




 +Ω( f )
)−1
r, (54)
where, r = [r, ..., r]T ∈ RN is target class vector. The network output of the proposed method during training, denoted
as ̂O, can then be calculated as,
̂O =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
K(x( f ), x1)
...






 +Ω( f )
)−1
r. (55)
The threshold (θ) is further determined during training as follows:
(i) For each training sample xi, the distance between network output Ôi and target label r is calculated as,
s(i) =
∣∣∣∣Ôi − r ∣∣∣∣ . (56)
(ii) The vector s is sorted in decreasing order, denoted as, s̃. A small portion of training data is dismissed as outliers
starting from the most deviant ones as they are probably the most distant from the target class distribution. The
threshold is then decided as,
θ = s̃ (δ ∗ N) , 0 < δ ≤ 1, (57)
where, δ is the percentage of dismissal and N is the amount of training data. . refers to floor value.






K(x(q)t , xN )
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
T
β(q), q = 1, 2, ...,Q. (58)
Here, x(Q+1)t is used to refer x
( f )





K(x( f )t , x1)
...
K(x( f )t , xN )
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
T




Training dataset: X(1), Number of AE layers: Q, Regularization parameter: C(q) for layer q = 1, ...,Q and C( f ) for final
layer, Graph regularization parameter: λ
Training:
1: for q = 1, 2, ...,Q layers do
2: if q == 1 then
3: Calculate kernel matrix Ω(1) and output weight β(1) using (43) for the first layer (,i.e., KRLVAE).
4: Calculate encoded input, X(2), for the second layer using (44).
5: else
6: Calculate kernel matrix Ω(q) and output weight β(q) using (51) for KRLAE at qth layer.
7: Calculate encoded input, X(q+1), for the subsequent KRLAE layer using (52). 




10: Calculate kernel matrix Ω( f ) and output weight β( f ) using (54) for the final layer (,i.e., KRLOC).
11: Calculate network output ̂O using (55).
12: Finally, calculate threshold θ using (57).
Testing:
1: for q = 1, 2, ...,Q layers do
2: Calculate encoded test input, x(q+1)t , for the subsequent KRLAE layer using (58). 
 x
(Q+1)




4: Calculate network output ̂Ot using (59).
5: Calculate distance st and classify xt using (60).
The distance st for test data is then calculated as, st =
∣∣∣∣̂Ot − r ∣∣∣∣. Finally, the decision is made based on the following
rule,
I f st ≤ θ, then xt belongs to target class. (60)
Otherwise, xt belongs to outlier class.
4. Experiments
We conduct experiments on 18 benchmark (13 biomedical and 5 non-biomedical) datasets and 2 real-world
biomedical datasets. Further, these 13 biomedical benchmark datasets can be categorized as 11 small-size and
2 medium-size UCI benchmark datasets. These 5 non-biomedical datasets can be categorized as 3 small-size
and 2 medium-size UCI benchmark datasets. To show the applicability of DKRLVOC on real-world biomedical
datasets, we utilize image data for the diagnosis of Alzheimer’s and Breast Cancer disease. We convert all
binary or multi-class datasets into one-class datasets. We do this conversion by taking one of the classes as tar-
get class and the rest of the classes as outliers [7]. The target class for these datasets is mentioned in Table 3, 7, 8 and 9.
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Matlab R2016a is used for all the trials running on a PC with Intel Core i5 3.10GHz CPU, 32 GB RAM. We
perform experiments for the proposed method, DKRLVOC, by taking the number of stacked AE layers (Q) as 2 and a
final OCC layer. Minimum variance embedding is done at the first layer. The graph regularization parameter λ at first
layer is taken as 1. 5-fold cross-validation is used to select the optimal parameters during the time of training from
the range of values provided in Table 2. All the methods employ the Radial Basis Function (RBF) kernel, which can
be calculated for data points xi and x j as follows:
k(xi, x j) = exp
⎛⎜⎜⎜⎜⎜⎜⎜⎝−
∥∥∥xi − x j∥∥∥22
2σ2
⎞⎟⎟⎟⎟⎟⎟⎟⎠, (61)
where, σ is derived by determining the mean of the euclidean distance across different training samples. The experi-
mental setup of all the methods is kept the same to facilitate a fair comparison for all the datasets.
Further, we compute the following measures for performance analysis:
Accuracy =
T P + T N








T P + FN
, (64)
S peci f icity =
T N






G − mean = √P.R. (67)
Above FN, FP, TN, and TP represent false negative, false positive, true negative, and true positive, respectively.
Accuracy denotes the portion of all correct predictions. Precision reflects the portion of correct positive predictions
among all the predicted positives. Recall indicates the portion of correct positive predictions among the actual posi-
tives, while specificity indicates the portion of correct negative predictions among the actual negatives. F1 score is the
harmonic mean of precision and recall. G-mean is the geometric mean of precision and recall. In case of imbalanced
data, if the model is doing good towards classifying samples of majority class, and poor towards the class with fewer
samples, the accuracy may still give an impression that the performance is overall good, simply because the model
may be classifying most of the samples to majority class. So accuracy fails to give a complete picture of the perfor-
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mance of a model. This inability of the accuracy to give a proper estimate is further explained in greater detail in
section 4.2. Precision and recall give a better idea of the performance of a model. However, taking only one of either
precision or recall is not the best performance metric for some applications. In such cases, F1 score and g-mean are
used to seek a balance between precision and recall. Hence, either of them can be used as a comparison metric in case
of imbalanced datasets. In this paper, we have primarily used F1 score as the comparison metric.
We compare the performance of the proposed method, DKRLVOC, with 16 existing one-class methods, namely,
One Class Random Forests (OCRF) [21], Naive Parzen density estimation [27], k-means [14], 1-Nearest Neighbor
(1-NN) [50], k-Nearest Neighbor (k-NN) [11], Auto-Encoder neural network or Multi-layer Perceptron (MLP) [7],
Principal Component Analysis (PCA) [16], a Minimum Spanning Tree based one-class classifier (MST) [28], k-
centers [29], Minimax Probability Machine (MPM) [30], Linear Programming Dissimilarity Data Description (LPDD)
[20], Support Vector Data Description (SVDD) [13], One Class Support Vector Machine (OCSVM) [12], OCKELM
[31], VOCKELM [32], and ML-OCKELM [33]. The implementations of the methods are taken from ddtools [51].
OCSVM is implemented using the LIBSVM library [52].
Further, we divide this section into three parts. In the section 4.1, we discuss experimental results on small-size
UCI benchmark datasets. In the section 4.2, we discuss experimental results on medium-size UCI benchmark datasets.
In the section 4.3, we discuss experimental results on real-world datasets.
4.1. Experiments on small-size UCI datasets
We conduct experiments on 14 small-size UCI benchmark classification datasets (11 biomedical and 3 others).
We present the details of the datasets in Table 3. The small-size datasets are the ones that contain a low amount of
training data. All features are normalized using z-score with a mean 0 and standard deviation 1. The target and outlier
class samples are divided into two halves each. One half of the target class sample along with one half of the outlier
class sample is used for 5-fold cross-validation. The remaining half is used as the test set. It is to be noted that only
samples from the target class are used to train the model. The samples with missing feature values are removed.
Table 5 provides the optimal set of parameters for small-size datasets selected for DKRLVOC using 5-fold cross-
validation during training time.
This section is divided into two parts; the section 4.1.1 discusses experimental results on the biomedical small-size
datasets, while the section 4.1.2 discusses the results on other small-size datasets.
4.1.1. Experiments on biomedical small-size datasets
We present the F1 scores for different OCC methods on 11 small-size biomedical datasets in Table 4 along with the
average scores for each method over all the datasets. The best results are highlighted in bold. The proposed method,
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S.no. Datasets #Total Samples #Target #Outlier #Features Target Class
Biomedical datasets
1 Arrhythmia 420 183 237 278 Abnormal
2 Biomed 194 67 127 5 Diseased
3 Breast Cancer1 699 458 241 9 Benign
4 Caesarian 80 34 46 5 0
5 Cancer2 198 151 47 33 Non Recurring
6 Cardiotocography 2126 176 1950 22 Pathologic
7 Colposcopy3 97 82 15 62 Good
8 Cryotherapy 90 48 42 6 1
9 Hepatitis 155 123 32 19 Normal
10 SPECT Heart 349 254 95 44 Abnormal
11 Survival 306 225 81 3 Greater than 5 year
Other datasets
12 Glass Building 214 76 138 9 Non float
13 Ionosphere 351 126 225 34 Bad
14 Iris 150 50 100 4 Setosa
1 Refers to Wisconsin Breast Cancer UCI dataset.
2 Refers to Wisconsin Prognostic Breast Cancer UCI dataset.
3 Colposcopy dataset with modality hinselmann is used for experimental purpose.
Table 3: UCI small-size dataset specifications.























OCRF [21] 60.67 51.16 79.24 59.65 82.42 15.29 87.06 69.57 88.41 84.39 85.17 52.41 56.11 50 65.83
Naive Parzen [27] 60.67 45.53 90.95 59.46 73.83 39.07 81.08 77.55 86.18 79.58 83.33 51.49 62.34 78.05 69.22
k-means [14] 60.67 50 94.98 53.66 86.39 25.81 89.66 69.39 88.41 84.39 84.94 53.1 51.69 93.62 70.48
1-NN [50] 58.98 48.82 92.99 51.16 82.58 39.39 89.66 73.68 88.41 79.17 83.74 55.36 51.69 91.3 70.50
k-NN [11] 60.67 50 95.69 51.16 86.39 34.08 90.91 71.64 88.41 84.39 83.87 52.34 52.32 95.83 71.26
Auto-Encoder
(or MLP) [7]
58.5 38.26 95.48 53.66 79.49 55.51 88.37 71.11 88.89 84.39 83.79 58.41 52.94 93.62 71.60
PCA [16] 57.44 48.54 93.51 60.38 79.75 35.58 86.75 77.78 88.89 80.41 83.27 55.93 41.62 80.95 69.34
MST [28] 60.67 50 95.69 51.16 86.39 34.08 90.91 80 88.41 84.39 82.95 52.34 52.32 97.96 71.95
k-centers [29] 59.73 44.04 95.28 50 84.34 26.76 89.66 74.07 88.41 84 81.36 55.1 52.32 88.89 69.57
MPM [30] NaN NaN 92.41 51.61 NaN 2.25 NaN NaN NaN 21.13 76.42 61.22 33.16 88.89 30.51
LPDD [20] NaN NaN 92.77 54.55 NaN 2.25 NaN NaN NaN 21.13 68.82 54.72 48.7 88.89 30.85
Kernel based methods
OCSVM [12] 57.04 47.79 93.85 62.86 84.66 17.17 86.75 75.47 84.85 81.45 79.01 58.59 46.7 68.42 67.47
SVDD [13] 56.12 48.21 93.74 55.17 83.02 19.15 82.05 75.47 86.57 77.27 80.17 59.18 42.53 64.86 65.97
Single-layer methods
OCKELM [31] 59.46 47.37 95.28 53.66 84.02 63.76 90.48 77.78 88.89 83.61 83.72 56.25 52.94 83.72 72.92
VOCKELM [32] 58.95 53.06 76.68 61.11 86.05 63.45 85 75.56 88.89 84 81.57 58.33 53.45 93.62 72.84
Multi-layer methods
ML-OCKELM [33] 60.67 47.71 95.26 59.65 84.02 69.79 89.66 78.43 87.22 84 84.25 54.55 60.42 100 75.40
DKRLVOC 60.67 53.45 95.96 62.96 86.71 70.53 92.13 80 89.39 84.39 85.49 62.5 66.29 100 77.89
Table 4: F1 score comparisons on small-size datasets.
DKRLVOC, obtains the highest F1 score on all 11 out of 11 biomedical datasets as compared to the other OCC
methods. DKRLVOC scores 0.1% ∼ 6.77% higher than the single-layer based methods and 0.39% ∼ 5.74% higher
than the multi-layer based method, ML-OCKELM. DKRLVOC achieves this by reducing the variance of different
subclasses formed due to the uneven distribution of data within the class. Fig.5 shows the recall, precision, g-mean
and accuracy comparisons between DKRLVOC and the existing KELM methods. It can be observed that DKRLVOC
generally achieves comparatively better performance than the other methods. It is quite clear from Fig.5a, that for 8
datasets DKRLVOC has the highest accuracy. Also, DKRLVOC has the highest g-mean for all 11 datasets and the
highest precision for 7 datasets. In case of recall values, DKRLVOC achieves the highest recall for 8 out of 11 datasets,
respectively. The efficiency of DKRLVOC is evident from the observation that it performs overwhelmingly better than
other methods by scoring the highest g-mean, accuracy, precision, and recall for 11,8,7,8 datasets, respectively.
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For OCC methods, the decision criteria is set during training time by taking a portion of data as outliers to improve
its effectiveness to classify outliers. We present the variation of F1 scores of the KELM methods and DKRLVOC for
different small-size biomedical datasets across different percentage of dismissal, namely, δ = 1%, 5%, 10%, in Fig.2.
In the figure, it can be observed that mostly for δ = 1%, DKRLVOC performs better than the other methods.
4.1.2. Experiments on other small-size datasets
We present the F1 scores of 3 other small-size datasets in Table 4. DKRLVOC obtains the highest F1 score on all
3 datasets as compared to the other OCC methods. DKRLVOC scores 1.28% ∼ 3.95% higher than the single-layer
based methods and 5.87% ∼ 7.95% higher than the multi-layer based method, ML-OCKELM. Fig.3 shows the recall,
precision, g-mean and accuracy comparisons between DKRLVOC and other KELM methods. It is quite clear from
Fig.3, that for all 3 datasets DKRLVOC has the highest accuracy, g-mean and precision. For 2 datasets, DKRLVOC
has the highest recall. We present the variation of F1 scores of the KELM methods and DKRLVOC for other small-
size datasets across different values of δ, namely, 1%, 5%, 10%, in Fig.4. In the figure, it can be observed that mostly
for δ = 10%, DKRLVOC performs better than the other methods.
In the Table 4, DKRLVOC obtains an average F1 score of 77.89 in comparison to OCKELM, VOCKELM, and
ML-OCKELM, which obtain an average score of 72.92, 72.84 and 75.40, respectively. The better performance of
DKRLVOC against OCKELM for biomedical data is attributed to the fact that DKRLVOC minimizes the intra-class
variance in the first layer and uses multiple AE layers to extract relevant features from input. DKRLVOC enjoys the
advantage of multiple reconstruction-based layers over VOCKELM, that reconstructs essential features at each layer,
leading to better classification results. Also, the minimization of intra-class variance at first layer, puts DKRLVOC at
an advantage over ML-OCKELM, leading to better results for biomedical datasets.
When comparing methods, runtime complexity is a crucial performance metric. The training time spent on dif-
ferent methods is recorded in Table 6. Due to the multi-layer architecture, the training time cost of DKRLVOC is
S.no. Datasets C C( f ) λ k δ
Biomedical datasets
1 Arrhythmia 0.03125 1 1 3 0.01
2 Biomed 0.5 1 1 1 0.1
3 Breast Cancer 1 4 1 4 0.01
4 Caesarian 0.03125 0.03125 1 2 0.1
5 Cancer 0.25 4 1 10 0.01
6 Cardiotocography 32 16 1 1 0.05
7 Colposcopy 8 0.5 1 2 0.1
8 Cryotherapy 0.125 16 1 1 0.01
9 Hepatitis 0.25 0.0625 1 10 0.1
10 SPECT Heart 1 0.03125 1 1 0.01
11 Survival 0.125 0.03125 1 3 0.05
Other datasets
12 Glass Building 0.0625 16 1 3 0.1
13 Ionosphere 0.25 0.125 1 1 0.1
14 Iris 8 8 1 1 0.01
Table 5: DKRLVOC parameters selected by 5-fold cross-validation for small-size UCI datasets.
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Figure 2: Examination of F1 score for various percentage of dismissal for small-size biomedical datasets.
generally higher than the single-layer one-class methods, OCKELM and VOCKELM.
4.2. Experiments on medium-size datasets
We conduct experiments on 4 medium-size UCI datasets (2 biomedical and 2 other datasets). We provide the
specifications of the two medium-size biomedical datasets in Table 7. The other two medium-size datasets, Optical
digits, and Concordia handwritten digits, further consist of 10 classes each. We conduct experiments iteratively by
taking each of the ten classes as target and the rest of the classes as outliers. The specifications of Optical digits and
Concordia handwritten digits datasets are detailed in Table 8 and 9, respectively. The division of data between 5-fold
cross-validation and testing is kept the same as small-size datasets.
Table 10, 12, 14 provides the optimal set of DKRLVOC parameters for the biomedical, optical digits, and concor-
dia digits datasets, respectively. The parameters are selected using 5-fold cross-validation during training time.
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S.no. Datasets OCKELM [31] VOCKELM [32] ML-OCKELM [33] DKRLVOC
Biomedical datasets
1 Arrhythmia 0.038835 0.035595 0.027343 0.024965
2 Biomed 0.003331 0.010296 0.004299 0.009607
3 Breast Cancer 0.022137 0.045793 0.030913 0.052584
4 Caesarian 0.001849 0.003327 0.001741 0.003746
5 Cancer 0.003044 0.007889 0.012418 0.014098
6 Cardiotocography 0.00845 0.011117 0.009247 0.01292
7 Colposcopy 0.002229 0.004038 0.003184 0.004952
8 Cryotherapy 0.001216 0.003077 0.0015 0.003486
9 Hepatitis 0.00209 0.004601 0.00389 0.006503
10 SPECT Heart 0.005302 0.015587 0.013686 0.020492
11 Survival 0.00498 0.01043 0.009131 0.017571
Other datasets
12 Glass Building 0.00189 0.003598 0.002261 0.004432
13 Ionosphere 0.002542 0.009285 0.004699 0.007388
14 Iris 0.001386 0.004926 0.001745 0.005378
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Figure 3: Examination of Accuracy, G-mean, Precision and Recall for different other small-size datasets.
We provide the F1 scores for the two medium-size biomedical datasets, for DKRLVOC against different KELM
methods in Table 11. The finest results are noted in bold. DKRLVOC achieves best F1 score for Epileptic Seizure
dataset while OCKELM performs best for Thyroid dataset. We compare and present the performance of different
KELM methods based on recall, precision, g-mean and accuracy for both the datasets in the Fig.6. We present
the variation of F1 scores of the KELM methods and DKRLVOC for both medium-size biomedical datasets across
different values of δ, namely, 1%, 5%, 10%, in Fig.7. It can be observed in the figure, that the curve for the classifiers
mostly decreases with an increase in δ, suggesting improved performance of all the classifiers when the value of δ is
low. Also, mostly for δ = 5% and 10%, DKRLVOC performs better than the other methods.
We provide the F1 score for different target classes of optical digits dataset in Table 13. In Table, the best results
are highlighted in bold. DKRLVOC obtains the highest F1 score for 7 out of 10 classes, while VOCKELM and ML-
OCKELM get the highest F1 score for the remaining 1,2 classes, respectively. When we compare the average F1 score
over all the classes for each of the KELM methods, we can infer that the average F1 score for DKRLVOC is the highest
in comparison to the other methods. DKRLVOC scores 0.37% ∼ 20.86% higher than the single-layer KELM methods
Datasets #Total Samples #Target #Outlier #Features Target Class
Epileptic Seizure 4600 2300 2300 178 Normal (eyes open)
Thyroid 3772 3488 284 21 Subnormal
Table 7: UCI medium-size biomedical dataset specifications.
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Figure 5: Examination of Accuracy, G-mean, Precision and Recall for different small-size biomedical datasets.
(OCKELM and VOCKELM), and 0.02% ∼ 8.17% higher than the multi-layer KELM method (ML-OCKELM), across
the 10 classes of optical digits dataset. From the above observations, it can be agreed that DKRLVOC performs better
than the other KELM methods in terms of F1 score. Comparisons have also been made based on accuracy, g-mean,
precision, and recall in the Fig.8. DKRLVOC has the highest accuracy and g-mean for 7,7 classes, respectively. While
DKRLVOC achieves the highest precision for 5 datasets, it certainly performs better in case of recall by achieving the
highest recall values for 7 out of 10 datasets. It can be concluded that the proposed method performs far better than
the other methods in case of accuracy, g-mean, and recall. We present the variation of F1 scores of the KELM methods
and DKRLVOC for all the classes of optical digits across different values of δ, namely, 1%, 5%, 10%, in Fig.9. It can
be observed in the figure that across different values of δ, mostly for δ = 10%, DKRLVOC performs better than the
other methods. Also, for 7 out of 10 cases, DKRLVOC curve decreases with an increase in the value of δ, suggesting
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Figure 6: Examination of Accuracy, G-mean, Precision and Recall for different medium-size biomedical datasets.
















OCKELM VOCKELM ML-OCKELM DKRLVOC
(a) Epileptic Seizure















OCKELM VOCKELM ML-OCKELM DKRLVOC
(b) Thyroid
Figure 7: Examination of F1 score for various percentage of dismissal for medium-size biomedical datasets.















OCKELM VOCKELM ML-OCKELM DKRLVOC
(a) Accuracy














OCKELM VOCKELM ML-OCKELM DKRLVOC
(b) G-mean
















OCKELM VOCKELM ML-OCKELM DKRLVOC
(c) Precision














OCKELM VOCKELM ML-OCKELM DKRLVOC
(d) Recall
Figure 8: Examination of Accuracy, G-mean, Precision and Recall for different classes of optical digits dataset.
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the single-layer methods in most cases.
We conduct experiments on concordia handwritten digits dataset by iteratively taking one of the 10 classes as
target and the remaining 9 classes as outliers. In the concordia dataset, the number of outlier (negative class) samples
is far greater than the number of target (positive class) samples as evident in Table 9. It can be observed in Fig.10
that DKRLVOC performs quite well on specificity but relatively poor on recall for the concordia dataset. Regardless,
accuracy is found to be quite high, especially for classes 3 and 4. As discussed in section 4, it becomes quite evident
from Fig.10 that in case of imbalanced data, accuracy fails to give a proper estimate of the performance of a model.
We present the F1 scores obtained from the experiments for different target classes of concordia handwritten digits
dataset in Table 15 with the best results highlighted in bold. DKRLVOC is found to get the highest F1 score for 6
out of 10 classes of concordia dataset. The average F1 score calculated over all the classes for each of the methods is
found to be the highest for DKRLVOC as can be seen in Table 15. DKRLVOC scores 1.19% ∼ 26.07% higher than the
single-layer KELM methods, and 0.18% ∼ 5.8% higher than the multi-layer KELM method, ML-OCKELM. It can be
concluded that DKRLVOC performs far better than the other methods. We present the recall, precision, g-mean and
accuracy for each case in fig 11. The method DKRLVOC scores the highest accuracy, g-mean and precision for 6,5,5
classes, respectively. We present the variation of F1 score for all the classes of concordia digits across different values
of δ, namely, 1%, 5%, 10%, in Fig.12. It can be observed that mostly for δ = 1%, DKRLVOC performs better than the
other methods. For 8 out of 10 cases, the curves of single-layer and multi-layer methods are widely separated, clearly
suggesting the efficiency of multi-layer classifiers over single-layer classifiers.
4.3. Experiments on real-world biomedical images
We present the analysis for experiments on MRI image data of Alzheimer’s disease in section 4.3.1 and histopatho-
logical image data of breast cancer in section 4.3.2.
Target Class #Target #Outlier #Features
0 554 5066 64
1 571 5049 64
2 557 5063 64
3 572 5048 64
4 568 5052 64
5 558 5062 64
6 558 5062 64
7 566 5054 64
8 554 5066 64
9 562 5058 64
Table 8: Specifications of UCI Dataset Optical digits.
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Target Class #Target #Outlier #Features
0 400 3600 256
1 400 3600 256
2 400 3600 256
3 400 3600 256
4 400 3600 256
5 400 3600 256
6 400 3600 256
7 400 3600 256
8 400 3600 256
9 400 3600 256
Table 9: Specifications of Concordia digits dataset.
S.no. Datasets C C( f ) λ k δ
1 Epileptic Seizure 2 0.5 1 3 0.01
2 Thyroid 0.0625 0.125 1 2 0.01
Table 10: DKRLVOC parameters selected by 5-fold cross-validation for medium-size biomedical datasets.
4.3.1. Alzheimer’s disease classification
All MRI data used in this work were downloaded from the Alzheimer’s Disease Neuroimaging Initiative (ADNI)
database (adni.loni.usc.edu). ADNI was launched in the year 2003 as a public-private partnership, led by Principal
Investigator Michael W. Weiner, MD. The main objective of ADNI is to analyze the use of neuroimaging techniques
like MRI, positron emission tomography (PET), other biological markers, and clinical neuropsychological tests to
estimate the onset of Alzheimer’s disease from the state of mild cognitive impairment. For more information, visit
www.adni-info.org.
We downloaded 100 T1-weighted structural MRI images (sMRI) from the ADNI database comprising of 50 con-
trol normal (CN) and 50 Alzheimer’s disease (AD) subjects. The sMRI images of CN and AD subjects are shown
in Fig.13. One can see the degeneration of neurons in Fig.13b for AD subject. In our dataset, the variation of sub-
jects’ age is in the range of 60-90 with a mean age of 75.83, and standard deviation of 6.07. For analysis of volume
and thickness measures of the brain, the images were processed using Freesurfer software (version 6.0.1) recon-all
pipeline [53, 54]. We included 34 cortical thickness measures, 23 subcortical tissue volumes, and 34 WM tissue vol-
umes of each image. The volumetric data is normalized for variation in head size with division by total intracranial
volume (TIV). For reporting F1 scores in Table 18, the train-test split ratio is fixed at 80%-20%, meaning, 80% of
target and outlier class data is used for 5-fold cross-validation and 20% is used as test set. The value of the reg-
ularization parameter C(q) for layer q = 1, 2 and C( f ) for final layer is selected from the set {2−3, 2−2, ...., 23} using
5-fold cross-validation. We provide the dataset specifications for Alzheimer’s disease in Table 16. Table 17 provides
the optimal set of DKRLVOC parameters for Alzheimer’s disease datasets. The parameters are selected using 5-fold
cross-validation during training time.
We compare our proposed DKRLVOC method with OCSVM, SVDD, OCKELM, VOCKELM, and ML-
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Thyriod Epileptic Seizure
OCKELM [31] 96.74 99.17
VOCKELM [32] 95.86 94.68
ML-OCKELM [33] 96.64 99.3
DKRLVOC 96.35 99.48
Table 11: Comparisons of F1 scores for medium-size biomedical datasets.
S.no. Datasets C C( f ) λ k δ
1 Class 0 16 4 1 3 0.01
2 Class 1 0.5 0.5 1 5 0.1
3 Class 2 16 1 1 1 0.05
4 Class 3 8 2 1 10 0.01
5 Class 4 0.03125 4 1 7 0.01
6 Class 5 0.125 0.5 1 8 0.1
7 Class 6 16 2 1 4 0.05
8 Class 7 4 2 1 1 0.05
9 Class 8 2 1 1 2 0.1
10 Class 9 0.03125 4 1 2 0.01
Table 12: DKRLVOC parameters selected by 5-fold cross-validation for optical digits dataset.
OCKELM on Alzheimer’s data. We train the methods using CN data and treat AD as outliers. However, for compar-
ison, we also present the results for training on AD class in Table 18 using F1 score as the comparison metric. One
can observe that for CN vs. AD case, DKRLVOC has F1 score of 86.96% for cortical thickness and 81.82% for all
features. It suggests that the cortical thickness and all features are prominent measures of MRI images for OCC. In
Table 18 it can be observed that DKRLVOC performs better than the other methods for all four CN vs. AD cases. For
AD vs. CN case, one can notice in Table 18 that the score is less than that of CN vs. AD in most cases. This may be
attributed to the variation in neurodegeneration of AD patients. Therefore, the training of one-class based methods on
CN data is more efficient than training on AD. In Table 18, DKRLVOC obtains an average F1 score of 74.66, while
OCKELM, VOCKELM, and ML-OCKELM score 70.84, 70.54 and 71.60, respectively. The multiple layers of AEs
that reconstruct essential features at each layer put DKRLVOC at an advantage over OCKELM and VOCKELM. Also,
the minimization of intra-class variance at first layer gives DKRLVOC an edge in performance over ML-OCKELM
for Alzheimer’s disease biomedical data.
In Fig.14, we present the variation in performance of different one-class methods when the amount of data avail-
able during training is varied. Following observations can be made from Fig.14:
1. DKRLVOC achieves better F1 score in most train-test splits in the Fig.14a, 14c and 14d signifying that it does
a better job in general than the other classifiers in identifying Alzheimer’s in case of all features, subcortical
Class 0 Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7 Class 8 Class 9 Average
OCKELM [31] 98.19 75.04 86.3 80.45 83.67 90.81 96.96 91.16 69.43 73.5 84.55
VOCKELM [32] 97.6 68.45 79.06 78.26 82.55 85.86 98 89.52 64.67 78.06 82.2
ML-OCKELM [33] 98.73 94.27 96.38 91.16 88.12 90.09 97.15 93.59 73 74.86 89.74
DKRLVOC 98.56 95.9 95.51 91.31 89.82 92.39 97.67 93.61 76.74 83.03 91.45
Table 13: Comparisons of F1 scores for optical digits dataset.
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Figure 9: Examination of F1 score for various percentage of dismissal for different classes of optical digits dataset.
volume and white matter volume.
2. Fig.14a and 14b report better F1 scores for all the methods over different train-test splits than the other two cases
signifying all features and cortical thickness are prominent measures of Alzheimer’s MRI images for OCC.
3. For 3 out of 4 cases, i.e., Fig.14b, 14c and 14d, a maximum F1 score is reported at 80-20 train-test split for
DKRLVOC. This is due to the fact that in 80-20 train-test split, more data is available during training.
4. The F1 scores for all the methods are in close proximity to each other for lower train-test splits. This signifies
that the performance of all the methods is quite similar when less training data is available.
Also, in Fig.14, it is noticeable that DKRLVOC is having high F1 score values with less variation as compared to
other methods. This shows that the performance of DKRLVOC is better and more stable for application of Alzheimer’s
32
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Figure 10: Comparison of different performance metrics on different classes of concordia dataset obtained using DKRLVOC method.
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Figure 11: Examination of Accuracy, G-mean, Precision and Recall for different classes of concordia dataset.
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S.no. Datasets C C( f ) λ k δ
1 Class 0 8 2 1 2 0.01
2 Class 1 0.03125 4 1 3 0.01
3 Class 2 0.25 2 1 10 0.01
4 Class 3 4 8 1 7 0.01
5 Class 4 8 8 1 8 0.01
6 Class 5 2 8 1 6 0.01
7 Class 6 2 4 1 4 0.01
8 Class 7 16 2 1 10 0.05
9 Class 8 4 16 1 4 0.01
10 Class 9 0.25 2 1 2 0.01
Table 14: DKRLVOC parameters selected by 5-fold cross-validation for concordia digits dataset.
data. Apart from F1 score, we utilize accuracy, g-mean, precision, and recall, as well, to show the efficiency of
DKRLVOC over other one-class methods in Fig.15. The effectiveness of DKRLVOC is evident from the observation
that out of 4 cases, DKRLVOC achieves the highest accuracy, g-mean, precision, and recall for 4, 4, 4, and 3 cases,
respectively, for Alzheimer’s disease.
4.3.2. Breast cancer classification
For breast cancer, we use the BreakHis [55] histopathological image dataset. We use 1240 images from the dataset
with 400X magnification. The images belong to two major categories: benign and malignant. The subclasses for the
benign class are adenosis (AN), fibroadenoma (FA), phyllodes tumor (PT), and tubular adenoma (TA) having 106,
237, 115, and 130 images, respectively. In malignant class, the subclasses are ductal carcinoma (DC), lobular carci-
noma (LC), mucinous carcinoma (MC), papillary carcinoma (PC) having 208, 137, 169, and 138 images, respectively.
To extract useful features from the histopathological images, we convert the images into gray level and apply wavelet
transform using Daubechies-4 (db4) wavelet up to 3 levels of decomposition [56, 57] as shown in Fig.16. The approx-
imation and detail coefficients are concatenated to form the feature vector. The feature vectors are not normalized.
For reporting F1 scores in Table 21, the train-test split ratio is fixed at 80%-20%, meaning, 80% of target and outlier
class data is used for 5-fold cross-validation and 20% is used as test set.
For making the distinction of the 4 subclasses of malignant cancer, we make 16 pairs of benign and malignant
data, as shown in Table 19, while keeping the benign class as the target. The aim is to show the ability of DKRLVOC
in differentiating the non-cancerous tumor from the cancerous tumor in possible pairs of benign and malignant class.
Table 20 provides the optimal set of DKRLVOC parameters for Breast Cancer disease datasets. The parameters are
selected using 5-fold cross-validation during training time.
Class 0 Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7 Class 8 Class 9 Average
OCKELM [31] 58.4 69.9 29.26 50.56 37.99 52.01 47.73 62.85 33.89 52.42 49.501
VOCKELM [32] 60.05 69.71 27.2 34.17 38.9 53.6 46.84 65.53 34.92 56.3 48.722
ML-OCKELM [33] 86.12 93.7 45.45 66.32 48.71 73.77 71.65 62.66 40 51.69 64.007
DKRLVOC 86.12 93.7 46.88 66.18 47.76 75.76 71.83 62.64 38.89 57.49 64.725
Table 15: Comparisons of F1 scores for concordia dataset.
34














OCKELM VOCKELM ML-OCKELM DKRLVOC
(a) Class 0














OCKELM VOCKELM ML-OCKELM DKRLVOC
(b) Class 1

















OCKELM VOCKELM ML-OCKELM DKRLVOC
(c) Class 2














OCKELM VOCKELM ML-OCKELM DKRLVOC
(d) Class 3













OCKELM VOCKELM ML-OCKELM DKRLVOC
(e) Class 4

















OCKELM VOCKELM ML-OCKELM DKRLVOC
(f) Class 5
















OCKELM VOCKELM ML-OCKELM DKRLVOC
(g) Class 6















OCKELM VOCKELM ML-OCKELM DKRLVOC
(h) Class 7
















OCKELM VOCKELM ML-OCKELM DKRLVOC
(i) Class 8














OCKELM VOCKELM ML-OCKELM DKRLVOC
(j) Class 9
Figure 12: Examination of F1 score for various percentage of dismissal for different classes of concordia dataset.
We show the comparison of DKRLVOC with the existing OCC methods in Table 21, using F1 score as the per-
formance metric. It is observable from Table 21, that DKRLVOC performs better than the other methods for 10 out
of 16 breast cancer datasets. The highest F1 score obtained is 81.03% for classification of fibroadenoma against pap-
illary carcinoma. Moreover, the average F1 score of DKRLVOC is the highest among all the methods. DKRLVOC
achieves an average score of 69.41, while OCKELM, VOCKELM, and ML-OCKELM score 66.6, 67.96 and 66.97,
respectively. The better performance of DKRLVOC over OCKELM and VOCKELM owe to the presence of multiple
reconstruction-based layers. The reduction in intra-class variance at first layer helps in better separation of target
class from outliers leading to improved performance of DKRLVOC over ML-OCKELM. These observations show
the applicability of DKRLVOC on real-world biomedical datasets.
Additionally, we present the comparison of the different OCC methods on breast cancer in terms of accuracy,
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(a) Control normal (CN) (b) Alzheimer’s disease (AD)
Figure 13: MRI images of control normal and Alzheimer’s disease subjects from ADNI database.
Target Class #Target #Outlier #Features
CN vs. AD CN 50 50 91
AD vs. CN AD 50 50 91
Table 16: Alzheimer’s disease dataset specifications.
g-mean, precision, and recall in Fig.17. As evident from the Fig.17, DKRLVOC achieves highest accuracy, g-mean,
precision, and recall against other OCC methods for 10, 11, 10 and 9 datasets, respectively. Moreover, we perform
experiments over different train-test splits for breast cancer datasets in Fig.18. It shows that, for cases, where the
number of samples in the target class is less, the F1 score value over different train-test split is relatively less. When
larger number of samples are available during training, as in Fig.18e, 18f, 18g, and 18h for target class FA, there is an
improvement in the score along the x-axis.
5. Conclusion
In this paper, we proposed a minimum variance-embedded deep KRL-based one-class classifier (DKRLVOC)
for anomaly/ outlier detection. The proposed architecture comprises of multiple KRL based AEs and a final OCC
layer. The stacked AEs enable better feature learning. The minimum variance embedding is done at the first layer,
minimizing the intra-class variance which improves the generalization performance of the model. Increasing the
number of training samples further improves the efficiency of first layer leading to better classification. To demonstrate
CN vs. AD AD vs. CN
All features Cortical Subcortical White matter All features Cortical Subcortical White matter
thickness volume volume thickness volume volume
C 0.5 0.125 0.5 0.5 0.25 0.25 0.25 0.125
Cf 2 0.125 2 0.125 8 2 0.125 0.125
lambda 1 1 1 1 1 1 1 1
k 3 7 9 3 2 1 3 1
delta 1 10 10 1 10 5 5 1
Table 17: DKRLVOC parameters selected by 5-fold cross-validation for Alzheimer’s disease datasets.
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CN vs. AD AD vs. CN
AverageAll features Cortical Subcortical White matter All features Cortical Subcortical White matter
thickness volume volume thickness volume volume
OCSVM [12] 70.59 81.82 74.07 66.67 53.85 64.29 80 40 66.41
SVDD [13] 62.5 77.78 69.57 66.67 58.33 61.54 75 43.48 64.36
OCKELM [31] 80 81.82 69.23 66.67 66.67 68.97 66.67 66.67 70.84
VOCKELM [32] 76.19 81.82 69.23 66.67 62.07 66.67 75 66.67 70.54
ML-OCKELM [33] 80 86.96 69.23 76.92 62.07 66.67 64.29 66.67 71.60
DKRLVOC 81.82 86.96 75 76.92 64 68.97 76.92 66.67 74.66
Table 18: Comparisons of F1 scores for Alzheimer’s disease dataset.
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Figure 14: Examination of variation of F1 score over different train-test split for Alzheimer’s disease dataset.
the capability of DKRLVOC, we conducted experiments on 18 UCI benchmark datasets (13 biomedical and 5 other).
The experimental results on biomedical datasets are summarized as follows,
• Small-size datasets: DKRLVOC obtained the highest F1 score on all 11 small-size biomedical datasets. It
performed 0.1% ∼ 6.77% better than the single-layer based classifiers and 0.39% ∼ 5.74% better than multi-
layer based classifier.
• Medium-size datasets: The F1 score obtained by DKRLVOC is 99.48 for Epileptic Seizure dataset, while
OCKELM, VOCKELM, and ML-OCKELM scored 99.17, 94.68 and 99.3, respectively.
• Real-world datasets: For Alzheimer’s disease dataset, DKRLVOC performs better than the other methods for
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Figure 15: Examination of Accuracy, G-mean, Precision and Recall for different cases of Alzheimer’s disease dataset.
Target Class Outlier Class #Target #Outlier #Features
AN Vs DC Adenosis Ductalcarcinoma 106 208 768
AN Vs LC Adenosis Lobularcarcinoma 106 137 768
AN Vs MC Adenosis Mucinouscarcinoma 106 169 768
AN Vs PC Adenosis Papillarycarcinoma 106 138 768
FA Vs DC Fibroadenoma Ductalcarcinoma 237 208 768
FA Vs LC Fibroadenoma Lobularcarcinoma 237 137 768
FA Vs MC Fibroadenoma Mucinouscarcinoma 237 169 768
FA Vs PC Fibroadenoma Papillarycarcinoma 237 138 768
PT Vs DC Phyllodes tumor Ductalcarcinoma 115 208 768
PT Vs LC Phyllodes tumor Lobularcarcinoma 115 137 768
PT Vs MC Phyllodes tumor Mucinouscarcinoma 115 169 768
PT Vs PC Phyllodes tumor Papillarycarcinoma 115 138 768
TA Vs DC Tubular adenoma Ductalcarcinoma 130 208 768
TA Vs LC Tubular adenoma Lobularcarcinoma 130 137 768
TA Vs MC Tubular adenoma Mucinouscarcinoma 130 169 768
TA Vs PC Tubular adenoma Papillarycarcinoma 130 138 768
Table 19: Breast Cancer disease datasets specifications. Here, AN, FA, PT, TA, DC, LC, MC, PC refer to Adenosis, Fibroadenoma, Phyllodes
tumor, Tubular adenoma, Ductalcarcinoma, Lobularcarcinoma, Mucinouscarcinoma, and Papillarycarcinoma, respectively.
existing methods. On application to breast cancer images, DKRLVOC performed better than the other meth-
ods for 10 out of 16 breast cancer datasets and achieved the highest F1 score of 81.03% for classification of
fibroadenoma and papillary carcinoma.
Coming to other datasets, DKRLVOC scored 1.28% ∼ 3.95% higher than the single-layer based methods and
5.87% ∼ 7.95% higher than the multi-layer based method. For optical digits dataset, DKRLVOC scored 0.37% ∼
20.86% higher than the single-layer methods, and 0.02% ∼ 8.17% higher than the multi-layer method. For concordia
digits dataset, DKRLVOC scored 1.19% ∼ 26.07% higher than the single-layer methods, and 0.18% ∼ 5.8% higher
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(a) Original image (b) Horizontal
(c) Vertical (d) Diagonal
Figure 16: Histopathological image of (a) ductal carcinoma. Image of different detail coefficients obtained after wavelet transform on image (a) are
shown in subfigures (b)-(d).
than the multi-layer method.
Above discussion justifies that the proposed deep kernel method performs quite well in case of small-size datasets.
Since collecting relevant data is quite expensive or time taking process in most of the biomedical field, DKRLVOC
is quite apt for this field. Moreover, the computational time is also reduced owing to the non-iterative nature of
DKRLVOC.
The performance of DKRLVOC improves with an increase in data available during training. However, with an
increase in training data, the computation of the inverse of a matrix during the calculation of output weight becomes
increasingly difficult. In the future, further research can be conducted in order to tackle the difficulty of calculation of
S.no. Datasets C C( f ) λ k δ
1 AD Vs DC 0.5 4 1 3 0.01
2 AD Vs LC 2 1 1 4 0.01
3 AD Vs MC 0.125 2 1 10 0.05
4 AD Vs PC 1 0.0625 1 10 0.05
5 FA Vs DC 1 4 1 1 0.1
6 FA Vs LC 0.03125 2 1 3 0.01
7 FA Vs MC 0.03125 0.25 1 6 0.01
8 FA Vs PC 4 0.25 1 9 0.01
9 PD Vs DC 0.25 32 1 4 0.05
10 PD Vs LC 0.25 0.03125 1 1 0.05
11 PD Vs MC 0.0625 0.5 1 4 0.05
12 PD Vs PC 0.25 0.03125 1 8 0.1
13 TA Vs DC 32 1 1 3 0.05
14 TA Vs LC 0.03125 8 1 2 0.01
15 TA Vs MC 0.25 16 1 3 0.05
16 TA Vs PC 2 4 1 2 0.05
Table 20: DKRLVOC parameters selected by 5-fold cross-validation for Breast Cancer disease datasets.
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OCSVM [12] SVDD [13] OCKELM [31] VOCKELM [32] ML-OCKELM [33] DKRLVOC
AN Vs DC 79.07 71.43 76.6 75 79.17 79.17
AN Vs LC 58.06 49.12 63.64 63.64 61.76 60.61
AN Vs MC 64.41 50.98 61.76 57.58 60.61 63.64
AN Vs PC 72.73 66.67 76.6 76.6 74.51 76.92
FA Vs DC 67.2 66.12 69.7 81.82 71.21 72
FA Vs LC 74.58 72.07 76.67 76.67 75.63 78.33
FA Vs MC 71.19 67.86 72 72.44 73.6 73.6
FA Vs PC 75.68 72.9 76.67 77.05 77.69 81.03
PT Vs DC 59.7 65.57 64.52 73.08 66.67 76
PT Vs LC 57.58 56.25 63.89 61.11 61.97 66.67
PT Vs MC 52.94 49.23 60.53 60.53 61.97 58.82
PT Vs PC 66.67 61.82 66.67 66.67 70 66.67
TA Vs DC 52.87 54.76 55.56 55.32 55.56 63.49
TA Vs LC 53.52 52.17 60.53 65.82 60.53 65.82
TA Vs MC 51.85 51.85 60.47 60.47 65.82 67.53
TA Vs PC 59.46 62.86 59.74 63.49 54.79 60.27
Average 63.59 60.73 66.6 67.96 66.97 69.41
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Figure 17: Examination of Accuracy, G-mean, Precision and Recall for Breast Cancer disease datasets.
inverse for a large number of samples. Additionally, while the proposed method is capable of handling only stationary
data, further research can be done to extend DKRLVOC to handle online streaming data and non-stationary data.
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Figure 18: Examination of variation of F1 score over different train-test split for Breast Cancer disease datasets.
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