We give a sharp estimate for the eigenvectors of a positive definite Hermitian matrix under a floating-point perturbation. The proof is elementary. © 1998 Elsevier Science Inc.
from the unperturbed eigenvalue to the rest of the spectrum. Several such relative gaps are in use. In any such estimate it is only the nearest eigenvalue that matters; one does not care about distant eigenvalues and their influence. Our bounds control primarily the angles between the perturbed and the unperturbed eigenvectors (standard bounds with relative gaps may be derived from them any time). In particular, the distant eigenvalues naturally damp out the perturbation of the corresponding components of the eigenvector. The bounds are asymptotically sharp, i.e., for small perturbations they reach the first term of the perturbation theory. Our proof is simple (of all works cited above, [4, 5] are the closest to ours)--the only technical tool is the square root of a positive definite matrix. The simplicity of our proof may make it useful in a classroom. (1) Is,jl < I~-~jl ~"
This theorem implies a normwise bound even in the indefinite case.* Take a Hermitian matrix H and a perturbation ~H. Consider H + tI and H + tI + ~H. These two matrices are positive definite for t sufficiently large, and have the same eigenvectors as H and H + 6H respectively. Now 
Now multiplying on the left by U* and on the right by U gives
Taking the/j element of this identity, we obtain
$ij --~j --hi
Thus, we need a bound on XA1/2S. The equation (4) Taking square roots yields (2), which then implies (3).
The last inequality can be used to obtain a bound for the perturbation of the eigenvectors. We can obviously always choose U such that sjj >1 0 for all j. Using sjj >~ O, we obtain 
(6)
Since the proof is also very simple, we repeat it here for convenience. Note that (1) 
On the other hand, for a simple eigenvalue h i the perturbation theory gives u* 6Huj u* Sj -Ai _ Aj + higher terms. Taking here e.g. 3H = '10,,i ",j ,-~j + uju*), 7/0 < 1, we obtain A1/2}il/2 u* 5j
Since here r/= r/0, we see that our bound is asymptotically sharp. Since the space dimension n does not enter the main estimates (2, 3), they will hold for corresponding perturbations of Hilbert-space operators with compact resolvent as well.
1Of course, here we assume that A and A are equally ordered. 2The monotonicity is, of course, a consequence of the minimax theorem. Most perturbation estimates for the eigenvalues of Hermitian matrices, however, follow more directly from the monotonicity, which, in turn, is a fact much easier to keep in mind and memorize. This may be of relevance in teaching this matter, Relative bounds in computational practice are seldom actually found in the form (1) . Most common is the componentwise bound ISH~jl <~ ~IH,jl, (8) where ~ is e.g. the machine precision. It can be shown (see e.g. [10] ) that (8) implies (1) with "o ~<IIIAIIIIIA-111~ ~ ~(A)e, (9) where I1" II is the spectral norm, D is any diagonal matrix, and H = DAD.
One chooses D so as to make the condition number K(A) as small as possible. As was shown in [9] , a nearly optimal (within a factor fn-) choice is D = V/diag(H). The factor v~" in (9) cannot be dispensed with [7] .
For the convenience of the reader we will derive the first inequality in This implies (1) with ~/from (9) . Although the same type of eigenvector estimates can be expected for indefinite Hermitian matrices as well (cf. e.g. [3, 10] ), we have not been able to extend our simple method of proof to this case as yet.
