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1. Introduction. The epidemic of AIDS, acquired immunodeficiency syndrome, is now in its second 
decade in the U. S., and over 124,000 cases have already been reported to the Centers for Disease 
Control (Atlanta, Georgia). The number of cases has continued to increase in Europe, Asia, and 
Latin America. The situation in some areas of Africa is devastating. Despite the severity of the 
situation there is not enough knowledge to forecast accurately the eventual magnitude of these 
epidemics. The nature of human interactions, the uncertainties in current estimates of 
epidemiological parameters, and the lack of enough reliable data, make it extremely difficult to 
understand the dynamics of AIDS without the frameworks provided by mathematical models. 
Furthermore, this increased knowledge is critically important in the development and evaluation of 
the relative merits of disease management programs (for an application of models to gonorrhea 
control, see [1]). 
It has become increasingly clear that transmission of HIV, the causative virus for AIDS, depends 
on the social/sexual mixing structure of the population (with emphasis on transmission within and 
among core subgroups), on the long and variable incubation period (time between the point of 
acquisition of infection and the appearance of symptoms), and on variation of infectivity of an 
individual with the length of time since the individual was infected. A detailed discussion of the 
factors involved in the transmission of HIV can be found in [2-5), reviews of recent literature on 
modeling in [5-7], a comprehensive view of current issues related to AIDS epidemiology in [8]. 
In our previous work ([20-21]), we studied a single group model for the sexual transmission of 
HIV where the mixing is homogeneous. In Section 2 of this paper, we briefly recapitulate our 
analytical results on this model as we will be referring to them in our discussion of our results on 
multiple group models. The formulation of our multiple group models has been reported in [29-30]. 
The analysis presented in this paper is new. 
The models analyzed here are for sexual transmission of HIV in a heterogeneously mixing 
population consist of an arbitrary number of distinct subgroups. The article emphasize the role in 
disease dynamics of the mixing matrix {Pi}• where Pij represents the fraction of partnerships of 
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individuals of group i that are with individuals of group j. The theoretical work in [13-16] and [38-
39] shows that knowledge of the time-dependent mixing matrix can be of critical importance in 
disease dynamics. We show that models with variable population size can exhibit multiple endemic 
equilibria even in the case of random (proportionate) mixing. This result is somewhat surprising, 
since formally we are only dealing with a multigroup SIR (susceptible-infected-removed) model with 
variable population size. Models of this type have been simulated and partially analyzed in [3] and 
[9-10]. These simulations suggest the existence of a unique globally-stable equilibrium, but our 
analysis shows that this is not always the case. Although global stability may be true for the region 
of parameter space that is pertinent in AIDS transmission, we find either conclusion premature. In 
[17-18], the belief in the existence of a unique globally stable endemic equilibrium is also questioned, 
but on different grounds. We finally remark that our analysis does not contradict the analytical work 
of others. For example, if we remove most of the heterogeneties in our model, i.e. if we take most 
parameters to be equal (as it was done in [10]), then a tedious computation shows that you cannot 
have multiple endemic equilibria. 
This paper is organized as follows: Section 2 describes the previous results for a single 
homogeneously mixing group model; Section 3 introduces our multiple group model for general and 
specific mixing functions; Section 4 discusses the stability of the disease-free equilibrium; Section 5 
studies the existence of an endemic equilibrium, while its stability is discussed in Section 6. Section 7 
proceeds with a global bifurcation analysis that shows, under appropriate conditions, the existence of 
multiple endemic equilibria. In Section 8, we discuss the relevance of these results and indicate future 
directions of research. 
2. A basic model for a homogeneously mixing population. In this section, we review the 
formulation of a model for a homosexual population, with a single level of epidemiological 
heterogeneity, that introduced by a variable period of infectiousness. This model serves as a building 
block for the multiple-group models that are the main subject of this paper. The homosexually active 
population under consideration is divided into three groups: (S) (uninfected), I (infected by HIV, 
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asymptomatic or with mild symptoms), and A {HIV-infected, with severe symptoms). We make the 
simplifying assumption that all infected individuals are infectious {but see [17-18]) and that A-
individuals {that is, individuals with "full-blown" AIDS) are sexually inactive. This last assumption 
is not essential, but is retained to simplify the discussion. 
To describe the dynamics of HIV in this population, we let A denote the "recruitment" rate 
into the susceptible population, Jl denote the rate of departure from sexual activity due to all causes 
except HIV infection, and ~ denote the transmission rate per infectious partner. The parameter ~ 
may be thought of as given by the product of two (uaually assumed) constant parameters, the 
average proportion of contacts with an infectious individual necessary for transmission, and the 
average number of contacts per sexual partner. C(T) denotes the mean number of sexual partners an 
average individual has per unit time, given that T is the total number of sexually-active persons (T = 
S + I). It is reasonable to expect that C(T) increases linearly when T is small and reaches a 
saturation level when T is large. Observing that .I/T is the proportion of all partnerships that are 
formed with infected individuals, we arrive at the following expression for the incidence rate (new 
infections per unit time) B(t): 
I(t) 
B(t) = ~C(T)S(T) T(t) . {1.1) 
A variable period of infectiousness is modeled by the survivorship function P(s), which represents the 
proportion of those individuals who become infectious at time t and that, if not removed (that is, 
they survive as infectious), are still infectious at time t + s • P(s) is nonnegative,and nonincreasing, 
and P(O) = 1. We assume that 
J~ P(s)ds < oo 1 
and observe that -P(s) gives the rate of removal from group I into group A, s time units after 
infection. Using these notations and definitions, we obtain the following distributed delay model for 
the sexual spread of HIV /AIDS (see [20-23]). 
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dSJt) = A - B(t) - JlS(t) 
Jt -Jl(t-x) I(t) = I0(t) + 0 B(x)e P(t - x)dx 
A(t) = A0(t) + A1e-dt + ( {J: B(x)e-Jl(u-x>[-P(u- x)d-d(t-u)Jdx}du. 
The functions I0(t), A0(t), and the constant A1 are introduced to take into account initial conditions. 
The parameter d denotes the rate of removal of individuals from class A because of death. 
In [20-21], we have shown that this model has at most two equilibria, which correspond to the 
infection-free state and the endemic state, and we have studied the stability of these equilibria. The 
parameter critical to the analysis of this model is the reproductive number, which may be defined as 
the number of secondary infections generated by a typical infectious individual in a population of 
susceptibles (for a rigorous definition of "typical" see [23]). For the model of this section, the 
reproductive number (a dimensionless parameter) is given by 
R(T) = AC(T)D , 
where 
is the mean infectious period of sexually-active individuals. Using this dimensionless parameter, the 
following results were shown in [21]. First, the disease-free equilibrium is globally asymptotically 
stable, if and only if Ro (the basic reproductive number, i.e. everybody is susceptible) = R(A/ Jl) ~ 1. 
If Ro > 1, then there is a unique endemic equilibrium, which is locally asymptotically stable. 
Further, when P(s) = exp( -as), the endemic equilibrium is globally asymptotically stable when it 
exists. 
This model assumes that all infected individuals are equally infectious. However, recent studies 
([24-26]) report that there is a high degree of variability in the level of virus titer present in HIV-
infected persons, and it is thought that this correlates with variability in infectivity (a function of the 
age of the infection). Recent theoretical work ([17-18]) shows that under appropriate conditions, this 
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variability in infectivity is capable of forcing sustained oscillations in the total number of infecteds as 
well as in the incidence rate. Whether these oscillations can take place for parameter values that are 
epidemiologically relevant has yet to be investigated. 
3. Formulation of n-group model. Although AIDS is not acquired at a constant rate, i.e., P(s) = 
e -as is an unrealistic survivorship function, we concentrate in the description (and later the analysis) 
of a HIV-transmission model with constant removal rates. Reasons for this decision include the fact 
that we are interested in studying the effects of different mixing patterns and hence begin with a 
model with few other complications, and also because this assumption does not limit the applicability 
of this model. It has been shown in [28-29] that realistic distributed delay can be incorporated by 
further subdividing the HIV-infected class and assuming constant transition rates between 
compartments. We feel that the incorporation of this type of distributed delay (generalized gamma 
distributions) will have no effect on the conclusions of this paper. However, we have not formally 
checked the validity of this claim. We further note that at present there is no analyses or clues as to 
the possible effects of varaible infectivity in multigroup models of this type. 
Our basic multigroup model considers n sexually-active subpopulations each divided into the 
three epidemiological classes of Section 2: Si' Ii' and Ai for i = 1,2,· · ·,n. Model parameters are 
defined as follows: Ai denotes the "recruitment" rate into Si, J.l denotes the removal rate from sexual 
activity due to all causes (except progression to AIDS), ..\ij denotes the transmission coefficients for 
passing the virus from a group j infective to a group i susceptible in one contact, and m. denotes the 
J 
proportion of contacts with a group j infectious individual needed for transmission. Further if W 
denotes a measure of the availability of sexual partners, which may be assumed to depend on 
T 1,···,Tn (where Tj = Sj + Ij), the total number of sexually-active individuals in each group then 
ci[W(T1,···Tn)] denotes the mean number of partners per unit time of a group i individual. To 
complete the model, we let Pij(t) denote the fraction of partners of a group i individual that are with 
group j individuals. Under these assumptions, the rate of infection of susceptibles in group i is given 
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by 
and the equations of the model take the form 
where cri = a/Jl• i = 1,2,···,n. 
The time-dependent mixing elements of the matrix Pij(t) are not arbitrary, since they must 
satisfy the following axioms for all times t ~ 0: 
P .. > 0, IJ -
n 
:l:P·· = 1, j=l lJ 
(ij = 1,···,n), 
(i = 1,···,n) , 
Although a general representation formula has been found recently for all solutions of the above 
axioms (see [15-16]), in this paper we shall consider a special case, the so-called 
preferred mixing (see [9-10], [29-30], (39]), in which 
P·· = {77i + (1- 71i)ci(W(T1, ... ,Tn)](1- 77i)Ti/N(T1, ... ,Tn), 
lJ (1- 77j)cj(W(T1, ... ,Tn)](1- 77j)T/N(T1,···,Tn),. 
where iJ = 1,· ··,nand 
i = j 
The dependence of the Tj and Pij on t has not been indicated in these formulas for notational 
simplicity. In this definition, 77i denotes the fraction of group i's contacts that are reserved for within 
the i'th subpopulation, while the remaining fraction, 1 - 71j• are assumed to be distributed according 
to proportional mixing within all n groups. These fractions are assumed to be constants. In case all 
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TJ· = 0, this reduces to the so-called proportionate or random mixing case. Despite the fact that 
1 
selecting time-independent fJ· 's imposes specific time-dependent behavioral changes (see [39]), we still 
1 
use preferred mixing because it has been used extensively, with some degree of success, in the 
mathematical epidemiological literature ([8],[10-14],[20]). We note however, that the results of this 
paper hold even for the most basic form of mixing, that is, proportionate or random mixing. 
It is now convenient to transform the equations of the model by substituting the expressions for 
P·· into the previous equations. We shall restrict attention in this analysis to the case in which the c. u 1 
are constants, independent of the size of the various populations. This is a reasonable approximation 
until such time as there is a substantial change in sexual behavior (see [29]). If we define 
0. = fJ·A··C·, 1 1 ll 1 r. = c.(1 - TJ·), 1 1 1 
} .. :::: c.(1 - TJ· )c.(l - TJ·)>. •• = r.r.>. .. , 1] 1 1 J J 1] 1 J 1] 
the resulting equations take the form 
dS. ( 0.1. 1 n ) 
dt1 = A. - s. T1 1 + N(T) E r .. I. - J.LS· = x.(s, I), 1 1 i j::l 1] J 1 1 
i = 1,···,n 
(3.1)JJ 
where S = (S1,···,Sn)T E Rn, I = (I1,···,In)T E Rn, J.L > 0, Oi ~ 0, lij ~ 0, Ai > 0, ui > 0 are 
constants, and N(T) = E;==1rkTk. We no longer consider the equations for Ai since they play no 
role in the mathematical analysis. 
In the rest of this paper we investigate the existence and stability of nonnegative equilibria 
(from a biological point of view only nonnegative solutions make sense) and the bifurcation problem 
for the system (3.1)JJ with J.L considered as the parameter. 
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4. The stability of the disease free equilibrium. To analyze (3.1)1' it is sometimes convenient to let 
and write (3.1)1' in the vector form 
ddSt = X(u, S, I), dl - Y(u S I) r dt- ,_, ' · 
The system (3.1)1' always has a trivial equilibrium:- -(S0, I0) = (A1/p,···,An/f.l,O,···,O)-
-which is called the disease-free state. 
The Jacobi matrix at (S0, I0) is given by the expression 
_o [X(p, s0, Io)] = [-pE 
o(S, I) Y( S I ) 0 f.l, o• o 
-H J 
H- diag(p(ui + 1)] ' 
where E = Enxn is the identity matrix , H is the nxn matrix 
and L = ~ijlnxn 
Remark: Throughout this paper we assume that L is irreducible (see (34] for the definition of 
"irreducibility"). 
The main stability result of this paper is the following: 
Theorem 4.1: Let p(A) denote the spectral radius of A E Rnxn and let 
then the disease free state is locally asymptotically stable if Jl > f.lo and unstable if 
Proof: It is clear that (S0, I0) is locally asymptotically stable if all eigenvalues of H - diag(p(ui + 
1)] have negative real parts, and unstable if H - diag(p(ui + 1)] has an eigenvalue with positive real 
part. Since H is a nonnegative matrix, our assertion follows from the well-known result in the theory 
of nonnegative matrices ([33, p. 12]). 
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5. Local bifurcation and the existence of the positive endemic equilibrium. It is natural to ask 
whether equation (3.1)p has a positive equilibrium. To address this question, we observe that if 
[S(t), I(t)] is a solution of (3.1)p with initial condition S(O) ;?: 0, I(O);?: 0, then S(t);?: 0, I(t) ;?: 0 for all 
t;?: 0 and 
A. 
lim sup[Si(t) + Ii(t)] :S 1]. i = 1,···,n 
t-+oo 
Hence (3.1)p is positively invariant and dissipative. Since the trival solution (A/ J.L, 0) 
[A=(Ai,· ··,An?J is located at the boundary of R~n, and since the stability of this trival equilibrium 
switches as the parameter J.L passes through J.Lo, then it is reasonable to expect the occurrence of a 
positive equilibrium for values of J.L near J.Lo 
This section addresses the bifurcation at J.L = J.Lo associated with the existence of positive 
equilibria by looking for positive solutions of the nonlinear system 
X(J.L, S, I) = 0, Y(J.L, S, I) = 0 . (5.1 )p 
By adding X to Y it is easy to see that the problem of the existence of such positive solutions is 
equivalent to the solution of the following system: 
Y~, ~ - ( u + E)I, I] = 0, S = ~ - ( u + E)I :> 0, I :> 0 . 
where the notation "x :> y" means that each component of x is strictly larger than the corresponding 
component of y, u = diag(O"i) and E is the identity matrix. Explicitly, this is equivalent to the 
problem of finding solutions I of 
(5.2)p 
with 
def T n IE B{J.L) ={I= {I1, ·,In) E R :0 < Ii < A/J.L(ui + 1), i = l,···,n}, 
and then setting S = A/ Jl - ( u + E)I. 
A further calculation shows that 
F(J.L, I) = G(J.L, I)I 
with 
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G(p,I) = L - g(p,I) diag(yi (p, Ii) ), 
where 
and 
p(u. + 1) (}. 
Y·(J.', I.) = l ) - A 1 I . 
1 1 A. - J.' u. + 1 I. · - J.'U· • 1 1 1 l 11 
i = 1,···,n 
In addition, since 
there is an I0 = (I0 1, · · ·,Ion) T E R~ such that 
It follows that 
A straightforward application of M-matrix theory ((34, p. 156]) shows that G(p0,0) is a singular M-
matrix. Since G(p0,0) is irreducible, and 0 is a simple eigenvalue of G(p0,o), it follows that 
where Nand Ran denote the null space and range of, respectively. Consequently, the mapping 
is one-to-one and onto. 
If 0 =I a E R and z E Ran(G(p0,0)] are such that 
G[p,a(I0 + z)](I0 + z) = o , (5.3) 
then 
F(p,a(I0 + z)] = 0 and a(I0 + z) =1= 0 . 
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R~ such that 
(I{), Io ) = 1 , 
where ( x,y ) = ExjYj for x, y E Rn. As z E Ran[G(p0,0)] if and only if ( 10, z ) = 0, then we can 
define the operator T: R+ x R x Rn -+ R x Rn by 
T(p, a, z) = {( I0, z ), G[p, a(I0 + z)](I0 + z)}. 
Equation (5.3) is now equivalent to 
T(p, a, z) = 0, 
and 
where 
Finally using the expression 
* • n * h(p0) = {10, d1ag(x. )10 ) = E x.I0.I0. , 
1 j=l J ~ ~ 
we arrive at the following result: 
Lemma 5.1: Suppose h(p0) i= 0, then 
8T(po,O, 0) . R Rn R Rn 
8(a, z) · x -+ x 
is one-to-one and onto. 
Proof: For arbitrary (b, y) E R x Rn, we let a= - ( I0, y }/h(p0). Hence 
{ I(}, a diag(xi)I0 + y } = 0, 
{5.4) 
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and adiag(xi)Io + y E Ran[G(p0,o)]. There is a unique z0 E Ran[G(p0,o)] such that 
G(p0,0)z0 = a diag(xi)I0 + y , 
or 
G(p0,o)z0 - a diag(xi)r0 = y . 
Since z0 E Ran[G(p0,o)], we have ( r0, z0 } = 0. Let z = bl0 + z0, note that ( 10, 10 } = 1, then 
p 0, z } = (10, br0 + z0 } = b . 
Therefore 
oT(p0,o, o) 
o(a, z) (a, z) = (b, y). 
Moreover it is easy to see that if (b, y) = (0, 0), then (a, z) = (0, 0), and hence 8T(p0,o, 0)/8(a, z) 
is one-to-one and onto. 
With the aid of Lemma 5.1, we arrive at the following: 
Theorem 5.2: Suppose h(p0) =I= 0,. then Po is a bifurcation point. Specifically, if h(Jlo) > 0 ( <0), 
then there exist € > 0 and a continuously differentiable function 
(S, 1) : (JLo - t, JLol ([Po• JLo + t)) --7 R2n 
such that [S(JL0), /(JLo)l = (A/ p0,0), [S(JL), l(JL)] is strictly positive for Jl =I= Jlo• and 
F[JL, I(JL)] = X(JL, s(JL), I(JL)] = Y{JL, S(JL), I(JL)] = o, Jl e (JL- t, JLo]([p0,JL0 + t)) . 
Proof: It follows from Lemma 5.1 and the implicit function theorem that there are t > 0 and a 
continuously differentiable function ( a,z) : J = (Jlo - t, Jlo + t) --7 R x Ran[G(p0,o)] such that 
[a(JL0), z(JLo)] = (0, O) and 
G[JL, a(JL)][r0 + z(JL)][I0 + z(JL)] = o, Jl e J . (5.5) 
After differentiating (5.5) with respect to Jl at Po and using the chain rule, one obtains 
Use of the relation 
(5.6) implies that 
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Therefore, we have 
da(J.to) { > o if h(J.to) < o 
dJl < o if h(Jlo) > o 
(5.7) 
Note that a(Jlo) = 0; so iff is small enough then 
Since 10 is strictly positive and z(Jlo) = 0, if f is sufficiently small, then 
0 <: a(Jl)(I0 + z(Jl)) E B(Jl), Jl E (Jlo - f, Jlo) [(Jlo, Jlo + f)) if h(Jlo) > O[h(J.to) < 0) . 
Consequently, l(Jl) = a(Jl)[I0 + z(J.t)] is a positive solution of F(Jl, I) = 0, and [S(Jl), I(J.t)] is a 
continuously differentiable positive equilibrium of system (3.l)p. Explicitly, 
6. Stability of the positive equilibrium. We now turn to the investigation of the stability of the 
positive equilibrium bifurcating from Jl = Jlo· We begin by stating the following lemma: 
Lemma 6.1: Let Z(Jl) be a 2n x 2n real matrix satisfying the following conditions: 
(i) Z(Jl) is continuous for Jl E (Jlo - f, Jlo +f). 
(it) Z(Jlo) has a zero eigenvalue which is simple and all other eigenvalues of Z(Jlo) have 
negative real parts. 
If det[Z(Jl)] > 0, then hen all eigenvalues of Z(Jl) have negative real parts , while if detZ(Jl) < 0, then 
Z(Jl) has a positive eigenvalue, where Ill - Jlol is sufficiently small. 
This lemma is adirect consequence of the continuous dependence of the eigenvalues of Z(Jl) on Jl· 
We omit the proof. 
Lemma 6.2: Let l(Jl) be the positive solution of equation (5.2)p defined in Theorem 5.2. Then 
de{ oF(~{(Jl)) )> o if h(J.to) > o, Jl E (J.to - f, J.to) , 
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and 
Proof: Differentiation of F[J.L, l(J.L)] = 0 implies that 
(6.1) 
and from the definition of F(J.L, I), one verifies 
Here Q is an nxn matrix with entries Qij = rjuj, and I = l(J.L). Hence it is easy to see that 
all the off-diagonal entries of -DIF(J.L, I) are nonpositive. Moreover we have 
and 
where Fi is the ith component of F. The continuity of I(J.L) implies 
- DJ.'Fi[J.L, l(J.L)] > 0, i = 1,···,n (6.2) 
if h(J.Lo) > 0 [h(J.Lo) < 0] and p E (Po - t:, J.Lo)[J.L E (Po• J.Lo + t:)] • 
Finally, 
I(J.L) = a(J.L)[I0 + z(p)], a(p0) = o, z(J.Lo) = o, 
and therefore, (5.7) yields 
dl{Po) - da(po) I ....... o (A' O) 
-~= dJ.L 0"' ....... if h(J.Lo) > o [h(J.Lo) < o] • (6.3) 
We look at the two cases: 
(i) Suppose h(p0) > 0. The continuity of di{J.L)/dJ.L, (6.2), and (6.3) imply that 
- DJ.'F[J.L, I{p)] > 0, p E (J.Lo - t:, J.Lo) • 
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Hence, M-matrix theory ([34, p. 141]) and (6.1) imply that -D1F[J.L, I(J.L)] is a nonsingular M-matrix, 
and consequently, det{ -D1F[J.L, I(J.L)]} > 0. 
(ii) If h(J.Lo) < 0, then we have - dl(p)/dJ.L ~ 0. First notice that 
Since -G(J.L0, 0) is an irreducible singular M-matrix, all leading principal minors of -DIF[J.L, I(J.L)] 
other than -DIF[p, I(JL)] are positive if I' E (JL0, JLo + t:) and t: is small enough. Hence if 
det{-D1F[JL, I(JL)]} ~ 0, then- DIF[p, I(p)) would be an M-matrix; therefore, it follows from [34, p. 
137] that 
- d~~) :» 0. 
This is a contradiction and the proof of this lemma is completed. 
We are now ready to prove the main result of this section. 
Theorem 6.3: The positive equilibrium [S(p), J(p)] of (1.2),. is locally asymptotically stable 
(unstable) if h(JLo) > 0 [h(JLo) < 0] and I' E (Po - t:, JLo) [p E (p0, Po + t: )]. Here t: is a 
sufficiently small positive number. 
Proof: Let 
[ 
X(p, S, I) J 
Z(J.L, S, I) = . 
Y(JL, S, I) 
By the definition of X and Y, we have 
X(p,S,I) + Y(p,S,I) = A- pS - p(cr + E)I, S(p) = ~ - (cr + E)I(p), Z[p,S(p),I(p)] = 0 , 
and 
where 
Y 1 (p, S, I) = N(T)diag( ~)Y(p, S, I) . 
Hence, 
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therefore, 
[EO E J 8Z[JL,S(JL),I(JL)] [E - (a-+ E1 
N[T(JL)]diag[1/Xi(JL)] o(I,S) 0 E J 
( [E E J [XJ ) [E - (o- +E) J 
= o(g, I) 0 N(T)diag(1/Si) Y 0 E 
lr~'.scJ.I ).lCP) 1 
[: - (~: E~ __ a [A- JLS- JL(o-. + E)J 
- o(S, I) y ( S I) 
1 JL, ' 
I [I',S(p ),I(I' )] 
[ - JLE 0 J 
- - DsYl - D8Y1(o- +E)+ DIY1 
l(p,S(I' ),1(1' )J 
D1F[p, :(p), I(p)J 
It now follows that 
{ > 0 if h(JLo) > 0 and JL E (JLo - t, JLo) d t[8Z[JL, S(JL), I(JL)Jl 
e 8(S, I) j . 
< 0 If h(JLo) < 0 and JL E (Po· JLo + t) 
(6.4) 
Since all eigenvalues of 8Z[JL0, S(p0), I(p0)]/ 8(S, I) have negative real parts, except for a simple zero 
eigenvalue, then by applying Lemma 6.1 we conclude the proof of our theorem. 
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7. Global bifurcation. In general, it is difficult to know exactly how many positive equilibria the 
system (3.1) 11 has. But by using the information from the local bifurcation analysis in Section 4 we 
can show that (3.1) 11 has (under certain assumptions) at least two endemic (i. e. positive) equilibria. 
To establish the possibility of multiple endemic equilibria, we proceed to study the global bifurcation 
from p = Po- We begin by introducing four technical lemmas that are used later on. 
Lemma 7.1: For p > 0, let B(p) be defined as in Section 5. There is p*, sufficiently large, such that 
F(p., I) :/= 0, I E B(p.), 
Proof: If I E B(p.), then for each i, 
hence, 
Therefore, there is p.* > 0 such that 
so 
I E B(p.) 
Lemma 7.2: For each t:, there is 6(t:) 0 such that 
F(p, I) i= 0 for all p E Jt: = [0, JJo - f] U [JJo + t:, p.*], 
where 
i = l,···,n} . 
Proof: Suppose the contrary; then there is a sequence {(JJn 1 In)}, such that 1-'n E Jt:, IIInll -+ 0 as 
n -+ oo, and F(JJn 1 In) = 0. Without loss of generality, assune that JJn -+ JJ0 E J £• and note that 
0 = ( 10, F(Jln 1 In) ) 
= ( 10, G(Jln 1 In)In) 
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= ( I0, G(J-10, O)In + [G(J.tn, Im) - G(J-10, O)]In ) 
= ( I0,[G(J.tn, In) - G(J-10, O)]In } . 
Further, IIInll ---+ 0 implies that 
(
(J". + 1 ) 
= -K diag ~ (J.t0 - Po) . 
Since J.lo =/= J.lo and I(} ~ 0, In ~ 0, n = 1,· · ·, (7.2) implies that for large enough n 
This contradicts (7.1), completing the proof. 
Now let 
( A. - (u. + 1)I. ) U(J.l, I) = diag 2 1 ( )1( 1 ) F(J.l, I) . J.l g J.l, I ui + 1 
It is apparent that for I E B(J.l), J.l> 0 
F(J.l, I) = 0 if and only if U(J.l, I) = 0 . 
Moreover, by using (5.2), and the definitions of Y and F one can verify that 
U(J.l, I) = diag(J.l(<ri1 + 1)) Y (J.l, ~ - (u + E)I, I)= V{J.l, I)I -I , 
where 
( A. - (u. + 1)I·) [ ( O.p ) 1 J V(J.t, I) = diag 1 2( 1 ) 1 diag A 1 I + -( I) L . J.l (J"i + 1 i - J.l<Ti i g J.l, 
Lemma 7.3: U(J.l, I) =/= 0, for all IE 8B(J.l)\ {0}, J.l > 0. 
Proof: Let (I1, · ··,In) T E 8B(J.l) \ { 0}, then one of the following must hold: 
A. 
(i) There is a j such that I.(t) = ( J 1) and J I' uj+ 
A. 
O< I.(t) < ( 1 1) and 1~i :Sn, i =/= j. 
- 1 - J.l ui+ 
A. 
(ii) I;fO, Ii(t) <I' (ui1+1)' i = 1, ... ,n and there isj such that Ij = 0. 
(7.1) 
(7.2) 
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Let Uj be the jth component of U and suppose (i) holds. It is then clear that 
and hence U(p,I) =/= 0. 
Suppose (ii) holds, then Ai- puiii~ Ai- p(ui+l) Ii > 0, i = l, .. ,n, and g(p,I) > 0. It follows 
that V(p,I) is nonnegative and irreducible since L is nonnegative and irreducible. Thus U(p,I) = 
V(p,I)I - I =/= 0. Otherwise, in applying [34, Theorem (1.3)], we would have I::> 0, and this 
contradicts the assumption on I. 
Lemma 7.4 ([36, p. 76]): Let Z be a real Banach space and A be a bounded open set in [a, ,8] x Z, 
and C) E C(A, Z). Here C)(A,J.') = T(A, u) - u, and Tis continuous. If x E Z \ «)(8A) and A A = 
A n {A} X Z, then d[«)(A, ·), AA, x] is independent of A E [a, ,8]. Here 8A refers to the boundary 
of A in [a, ,8] x Z under the relative topology from R x Z, and d denotes the topological degree (for 
the definition of topological degree, see [35] or [36]). 
Definition: Let 
M = Closure of {(p, f) E R+ x R~: F(p, f) = 0} , 
At = The maximal connected component of M containing (p0, 0) . 
M0 has a clear geometric meaning; it is a global bifurcation branch from the point (p0, 0). 
Furthermore, by virtue of Lemma 7.2 and 7.3 we see that 
M0 n{p} X 8B(p) = 0 for allp > 0, I' =1- l'o . 
Hence 
We are now ready to establish the following result: 
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Theorem 7.4: If h(JJo) =/= 0, then for each I' E (0, JJo), 
MJ n ({JJ} X R~) =I= 0. 
Proof: We can prove the theorem by contradiction. Suppose there is a e E (0, JJo) such that M0 n 
{ e} X R~ = 0. Since M0 is connected, by applying Lemma 7.3 we see that 
Lemma 7.1 implies that M 0 is bounded. Since M 0 and M\M0 are closed, we can find a neighborhood 
N ~ R+ x Rn of M0 such that 
N n {M\M0) = 0, 8N n M = 0 . (7.3) 
Suppose h(JJo) > 0 [h(JJo) < 0], then from Theorem 5.2 it follows that there are € > 0 and 0 < 61 < 
min{Ai/JJ: i = 1,···,n, I' E [JJo- e, l'o + e]} such that 
(7.4) 
where I{JJ) is defined as in Theorem 5.2. Now, Lemma 7.2 implies that we can find 6 > 0 (6 < 61) 
such that 
M n [e, JJo- e) U ([JJo + e, JJ*] X {B6\{0})) = 0, 
where JJ* is defined in Lemma 7.1. 
I Insert Figure 1 here I 
Bifurcation diagram (for details see the text) 
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(i) Suppose h(flo) < 0. Let 
A1 = (N \ Bi U B2) n ((e, flo+ E] x an), 
A2 = (N \ B2) n ([flo+ E, fl*] X an)' 
where 
We can verify that 
(a) A1 is open in [e, flo + E) x an and A2 is open in [flo + E, fl*] x an. 
(b) Let A~= Ai n {fl} x an, i = 1, 2, then by the hypotheses one and (7.3), we have 
Similarly, 
A~. n (M U {(fl*, 0)}) = 0. 
(c) From the definitions of Ai and N we see that 
oA1 n (M u {(fl, on) c (oN \ {(fl, o)}) n M = ¢, fl E [e, flo + E] , 
oA~ n (M u {(fl, o)}) c (oN\ {(fl, o)}) n M = ¢, flE [flo+ E, fl*] . 
Now we observe that (c) implies that 
oAi n ( M U (a+ x {0}]) = 0, i = 1, 2 . 
Thus, by the defmition of M we have 
or equivalently 
Hence, as a consequence of Lemma 7.4 we have that 
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d(u(u,·), A1, o) = d(uce,·), A~, o), Jl E [e, P.o + f] 
d(U(p.,·), A~, o) := d(U(p.*,·), A~*' 0). p. E [P.o + f, p.*] 
In addition, (b) implies that 
d(u(p.0 + f,·), A~o+f' o) = o, i = 1, 2. 
On the other hand, we have 
and 
By using the properties of degree [36], we deduce that 
o = d(U(p.0 + f,·), A!o+f' o) 
= d( U(p.0 + f, · ), A~o+f' 0) + d( U(p.0 + f, · ), B61 \ B6, 0) 
= d(U(p.0 + f,·), B61 \ B6, o). 
Since B61 \ B 6 contains exactly one zero I(p.0 +f) of U(p.0 + f,·) and 
sign det(o1U[p.0 + f, I(p.0 + £)1) =sign det(o1F[p.0 + f, I(p.0 + f)l) :::p 0, 
hence Lemma 6.2 implies 
which contradicts the equality (7.5). Therefore, we must have 
A similar argument shows that Theorem 7.5 is also true for the case of h{p.0) > 0 • 
(7.5) 
Corollary 7.6: If h(J.'o) :::ft 0, then for each J.'E (0, J.'o), (3.1)1' has at least one positive equilibrium. 
Furthermore, if h(J.'o) < 0 and f > 0 are sufficiently small, then for each J.' E (p.0, J.lo + f), (3.1)1' 
has at least two positive equilibria. 
Proof: The first conclusion is a direct consequence of Theorem 7.5. 
Now suppose h(J.'o) < 0 and f > 0 are defined as in (7.4). In order to prove the second 
conclusion, it is sufficient to show that Mg = M0 n ( {J.l} x Rn) contains at least two points for each 
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p. E (p.0, P.o + c:). First, (7.4) implies that. M~ contains [JL, I(p.)] E {p.} x B6• If our assertion is 
false for some p. E (p.0, P.o + £), then 
(7.6) 
Let 
and 
It is clear that V 1 and V 2 are open and disjoint, and (7 .6) implies that 
Furthermore, (7.4) and Theorem 7.5 guarantee that 
This contradicts the connectedness of M0 and completes the proof. 
Remark 1: The first conclusion of the corollary remains true even if h(p.0) = 0. In fact, it is always 
possible to alter h(p.0) from 0 by making an arbitrarily small change of the other parameters. Then a 
positive equilibrium can be obtained by taking the limit. 
We can also prove this conclusion by using another method. In fact, if we let T(t), t ~ 0 be the 
solution operator of (3.1) 11 , then T(t) is positively invariant and dissipative on R~ x R~. 
Furthermore, we can prove that if JL E (0, p.0), then T(t) has a maximal, invariant, and compact set 
K C 0 = R~ X R~ which attracts the compact sets of 0. In applying (32, Lemma 2.6.5, p. 23], one 
sees that T(t) has a fixed point in K for arbitrary t > 0. This implies that (3.1) 11 has an equilibrium 
inK. 
Remark 2: If n = 1 (the case of a single group), then h(p.0) is always true. Actually we have 
proved [21] that whenever (3.1) 11 has a positive equilibrium; it is unique, and is a global attractor of 
all positive solutions. But already for the case of more than two groups ( i.e. for n ~ 2), an example 
in which h(JLo) < 0 is not difficult to find. For instance, let n = 2, P.o = 1, u. = 1, A. = 4, 0. = 1, 
1 1 1 
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ri = ~ , i = 1, 2 and 
- [ 1-€ 0.1€ J 
1- ' 
1 0.9 
where € > 0 is small. Then K = 4 and 
G(Po• 0) ~ L- Kdiag(Po(u; :il)- 0;) ~ [ ~' 0.1€ l. 
0.1 J 
Let I0 = [1, 10]T and I(}= [1/{1 + 10£), €/{1 + 10€)]T. It is easy to check that 
G(p0, O)Io = 0, GT (p0, O)I0 = 0 and ( I0, 10 } = 1 . 
Therefore 
Note that in this case z1 and x2 (see Section 5 for the definition of xi) are independent of € and 
[ Kio1(p0(u1 + 1)2 - 81u1) ( 2 ) p0(u1 + 1)- 81] _ 2.5 x1 = Po 2 - :~:::r.u.I . A - -4 < 0 . A1 j=1 J J OJ 1 
{7.7) 
It follows from (7.7) that h(p0) < 0 if € is sufficiently small. As mentioned in the introduction, if we 
follow the assumptions made in [10], then we can readily show that h(p0) > 0, and hence that the 
analysis in [10] is not contradicted. 
8. Discussion. The system of equations (3.1) 11 differs from "classical" multigroup epidemic models 
because the population sizes are not constant, and the nonlinear interaction terms are accordingly 
more complicated. We have identified the basic reproductive number, which governs the stability of 
the disease-free equilibrium (an explicit formula in the case of proportionate mixing can be easily be 
obtained, see [16]), and have obtained an analogue of the usual threshold theorem. What is new here, 
however, is the possibility of having at least two positive endemic states under some conditions. It is 
conjectured that one of these is unstable and the other stable. In this case, then, both the disease-free 
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and one of the endemic states are stable, with different basins of attraction. Whether this situation 
can occur with realistic parameter values is a matter for further investigation. 
Until recently it was believed and supported by numerical simulations that the SIR model had a 
very simple qualitative behavior. The pressing issues raised by the AIDS epidemic have forced us to 
re-examine modeling assumptions. The results described in [2], [17-18], and [21], [17] have stressed 
the importance of epidemiological parameters and variable infectivity. The results of this paper stress 
the importance of variable population size in disease dynamics. Earlier models for sexually-
transmitted diseases (see [1]) assumed that the population and the subpopulations under consideration 
had a constant number of individuals. Under this assumption the mixing matrix {P··} is time-IJ 
independent, and consequently a very specific type of mixing is introduced, a mixing that is 
independent of the population dynamics. Models with varying population size make it possible to 
study the effects of mixing in population and/or disease dynamics effectively. The results of this paper 
imply that even in the case of proportionate mixing (see [30] for an example) variable population size 
can generate multiple endemic equilibria. We have seen that asymmetric mixing patterns are capable 
of generating multiple endemic equilibria (see Section 7). We suspect that they can occur for realistic 
parameters. Further studies are required to understand fully the interaction between the mixing 
matrix and disease dynamics. We and several other investigators have begun to address these and 
related questions (see [8],[11],[38-40]) 
Although these results have increased our understanding of the mechanisms behind HIV 
transmission, they have, unfortunately, revealed a potentially intractable picture. Specifically, if the 
possible scenarios suggested by the results of this paper and by the results of several other 
investigators (see [8]) turn out to be generic, then the potential for the use of these models for 
predictive purposes will be very limited. However, the applicability of these results for theoretical and 
disease-management purposes looks very promising. Further studies of the effects of mixing patterns 
in disease dynamics will allow us to better evaluate the role of specific educational programs as well 
as the possible consequences of possible public policy decisions, including the widespread availability 
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of prophilactics and the increase availability of drugs such as AZT. Potentially more controversial 
policy decisions can be simulated within the context of mathematical models. We feel, however, that 
mathematical models cannot be used to circumvent ethical considerations. Finnaly, the issues 
foreground by this epidemic have led us to new and challenging scientific questions. The models, 
methods, and techniques that have and will continue to develop will have a significant impact on the 
growing field of theoretical epidemiology. 
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