In this paper we use the matrix analogue of eigenvalue ρ 2 min to formulate and to solve the extremal Nehary problem. When ρ min is a scalar, our approach coincides with Adamjan-Arov-Krein approach.
Introduction
In the paper we consider a matrix version of the extremal Nehary problem [1] , [4] . Our approach is based on the notion of a matrix analogue of the eigenvalue ρ 2 min . The notion of ρ 2 min was used in a number of the extremal interpolation problems [2] , [3] , [7] . We note that ρ 2 min is a solution of a nonlinear matrix inequality of the Riccati type [2] , [6] , [7] . Our approach coincides with the Adamjan-Arov-Krein approach [1] , when ρ 2 min is a scalar matrix. Now we introduce the main definitions. Let H be a fixed separable Hilbert space. By ℓ 2 (H) we denote the Hilbert space of the sequences ξ = {ξ k } ∞ 1 , where ξ k ∈H and
The space of the bounded linear operators acting from 
and
it is necessary and sufficient that
(The integral in the right-hand side of (1.6) converges in the weak sense.) Proof. Let us introduce the denotations
Relations (1.6) and (1.7) take the forms
In case (1.11) and (1.12) the theorem is true (see [1] ). Hence in case (1.6) and (1.7) the theorem is true as well. The aim of this work is the solution of the following extremal problem. Problem 1.2.In the class of functions
) to find the function with the least deviation from the zero.
As a deviation measure we do not choose a number but a strictly positive matrix ρ min such that
The case of the scalar matrix ρ min was considered in the article [1] . The transition from the scalar matrix ρ min to the general case considerably widens the class of the problems having one and only one solution. This is important both from the theoretical and the applied view points. We note that the ρ 2 min is an analogue of the eigenvalue of the operator Γ ⋆ Γ.
Extremal problem
In this section we consider a particular extremal problem. Namely, we try to find ρ min which satisfies the condition
In order to explain the notion of ρ min we introduce the notations
Then the matrix Γ has the following structure
where
3)
It means that ⋆ Γ. Now we are giving the method of constructing ρ min . We apply the method of successive approximation. We put As the right-hand side of (2.10) decreases with the growth of q 2 n . the following assertions are true (see [7] 
Proof. In view of Lemma 2.2, we have the relations
where Q = diag{q, q, ...}, Q = diag{q, q, ...}. According to (2.14) the inequality
holds. The direct calculation gives From assumption (2.12) and relation (2.17) we deduce that Proof. Let us consider the maps
where Using formulas (1.10) we reduce the general case to (2.44).The proposition is proved. Remark 2.6.The method of constructing the corresponding operator function is given in paper [1] for case (2.44). Using this method we can construct the operator function F ρ min (ξ) and then F (ξ). Remark 2.7. Condition (2.44) is valid in a few cases. By our approach (minimal ρ) we obtain the uniqueness of the solution for a broad class of problems.
