Introduction {#Sec1}
============

Information theory is the mathematical theory of communication and signal processing pioneered by Shannon^[@CR1]^. In network communication settings, the simplest model is a multiple access channel (MAC), where two spatially separated senders aim to transmit individual messages to a single receiver. Faithful information transmission through a MAC is possible within its capacity region, which was characterized by Ahlswede^[@CR2]^ and Liao^[@CR3]^ in terms of a so-called single-letter formula, i.e., an entropic optimization problem of fixed bounded dimension that is in principle computable. In quantum information theory, communication tasks can be enhanced dramatically if the communicating parties are given access to quantum resources such as shared entanglement^[@CR4],[@CR5]^. However, certain tasks such as classical single-sender-single-receiver communication receive no advantage from entanglement assistance^[@CR6]^.

In this work, we show that MACs behave in a fundamentally different way in the presence of entanglement assistance, in contrast to the single-sender-single-receiver scenario. Moreover, even unassisted classical MACs exhibit far more complex behavior than previously widely appreciated. We demonstrate this by constructing a family of classical MACs with surprisingly rich behavior: First, we show that entanglement shared between the senders can strictly increase the capacity region of a classical MAC, proving that entanglement can help in a purely classical communication scenario. Second, we exhibit examples of channels for which an unbounded amount of entanglement is needed to achieve the maximal possible increase of the achievable rate region. We also show that it is generally undecidable to determine whether the maximal rate pair can be achieved for a MAC with finite-dimensional entanglement strategies. Finally, we prove in the unassisted communication setting that it is NP-hard to determine which rates can be achieved for a given MAC. Our findings imply that even for the arguably simplest network information-theoretic setting of a MAC, there is no general solution to the problem of efficiently determining its unassisted communication capabilities, highlighting the need for practical approximation algorithms. At the same time, entanglement assistance can push the achievable information transmission rates of MACs beyond the classical limit, paving the way for harnessing entangled resources in hybrid classical-quantum information networks.

Results {#Sec2}
=======

Entanglement helps a classical multiple access channel {#Sec3}
------------------------------------------------------

We first briefly review classical MAC, a general example of which is shown in Fig. [1](#Fig1){ref-type="fig"}. Our results concern the capacity region $\documentclass[12pt]{minimal}
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                \begin{document}$$H(X)=-{\sum }_{i}p({x}_{i})\mathrm{log}\,p({x}_{i})$$\end{document}$ is the Shannon entropy of a random variable *X* \~ *p* with the logarithm taken to base 2, and *I*(*U*; *V*) = *H*(*U*) + *H*(*V*) − *H*(*UV*) is the mutual information.Fig. 1Multiple access channels.**a** Realistic scenario of a multiple access channel (MAC), in which two cell phones send data to a cell tower. **b** Mathematical model of a MAC *N*, characterized by finite input alphabets $\documentclass[12pt]{minimal}
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                \begin{document}$$a\in {\mathcal{A}},b\in {\mathcal{B}},z\in {\mathcal{Z}}$$\end{document}$. The random variables corresponding to the senders and the receiver are denoted by *A*, *B*, and *Z*, respectively. **c** A typical capacity region of a MAC (solid line), together with an achievable pentagonal region for a fixed input distribution (dashed lines).

The central object in our work is a multiple access channel *N*~*G*~ defined in terms of a nonlocal game $\documentclass[12pt]{minimal}
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The noise in the MAC *N*~*G*~ defined in ([2](#Equ2){ref-type=""}) is determined by the players' ability to win the nonlocal game *G*. Clearly, if there exists a perfect strategy for Alice and Bob (i.e., a strategy that wins the game with certainty on any question pair), they can select their questions uniformly at random and transmit information to the receiver at rates $\documentclass[12pt]{minimal}
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                \begin{document}$${R}_{1}+{R}_{2}=\mathrm{log}\,| {{\mathcal{X}}}_{1}| +\mathrm{log}\,| {{\mathcal{X}}}_{2}|$$\end{document}$. On the other hand, if they cannot win the game with certainty, then the channel necessarily adds noise to their signals, and consequently the achievable sum rate decreases. We can make this intuition precise by observing that, setting *A* = *X*~1~*Y*~1~ and *B* = *X*~2~*Y*~2~, the mutual information *I*(*X*~1~*Y*~1~*X*~2~*Y*~2~; *Z*) constraining the sum rate *R*~1~ + *R*~2~ in ([1](#Equ1){ref-type=""}) can be expressed as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$I({X}_{1}{Y}_{1}{X}_{2}{Y}_{2};Z)=H(Z)-{p}_{L}(\mathrm{log}\,| {{\mathcal{X}}}_{1}| +\mathrm{log}\,| {{\mathcal{X}}}_{2}| ).$$\end{document}$$Here, *p*~*L*~ denotes the probability of losing the game *G* given a product distribution *p*~*A*~*p*~*B*~ on the questions *x*~*i*~ and a strategy producing the answers *y*~*i*~. This relation allows us to prove a bound on the capacity region of *N*~*G*~ whenever the nonlocal game *G* does not admit a perfect strategy:

**Theorem 1** *If a nonlocal game G does not admit a perfect strategy (using the available resources), the sum rate* *R*~1~ + *R*~2~ *of the MAC N*~*G*~ *defined in* ([2](#Equ2){ref-type=""}) *is strictly bounded away from* $\documentclass[12pt]{minimal}
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Consider now a nonlocal game *G* that cannot be won with certainty using any classical strategy, and assume there exists a perfect quantum strategy. If we allow shared entanglement between the two senders of the MAC, then Theorem 1 provides a provable separation between the capacity region of the unassisted MAC *N*~*G*~ and the entanglement-assisted achievable rate region. A well-known example of such a nonlocal game is the magic square game *G*~MS~^[@CR10]--[@CR13]^, in which Alice and Bob have to fill a given row and column of a 3 × 3-square with a bit string such that the parity of Alice's row is even, the parity of Bob's column is odd, and the assignments are consistent in the overlapping cell. It is well-known that any classical strategy has winning probability at most $\documentclass[12pt]{minimal}
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                \begin{document}$$2\mathrm{log}\,3\approx 3.17$$\end{document}$.Fig. 2Classical and quantum strategies for the magic square game.**a** An optimal classical strategy for the magic square game that allows Alice and Bob to win the game for 8 of the 9 possible questions. Filling the bottom right square consistently with the parity constraints for the rows (even) and columns (odd) is impossible. **b** A perfect quantum strategy defined by measuring the observables in the cells on two maximally entangled states. Note that the observables along each row and column commute pairwise.

On the other hand, there is a perfect quantum strategy in which Alice and Bob make measurements on two maximally entangled states shared between them^[@CR10],[@CR11],[@CR13]^. This perfect quantum strategy, depicted in the right panel of Fig. [2](#Fig2){ref-type="fig"}, allows Alice and Bob to send individual messages to the receiver at the rates $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${R}_{1}={R}_{2}=\mathrm{log}\,3$$\end{document}$, yielding the maximal sum rate $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${R}_{1}+{R}_{2}=2\, {\mathrm{log}}\,3$$\end{document}$, which is not achievable by any classical coding strategy by Theorem 1. Therefore, the unassisted capacity region of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${N}_{{G}_{{\rm{MS}}}}$$\end{document}$ is separated from the point $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(\mathrm{log}\,3,\mathrm{log}\,3)$$\end{document}$, while the entanglement-assisted achievable rate region includes this point. This separation between classical strategies and entanglement-assisted strategies occurs for any nonlocal game *G* with no perfect classical strategies and perfect quantum strategies, a so-called "pseudo-telepathy game"^[@CR13]^. Each game in this class yields a separation for the corresponding MAC between the unassisted capacity region and the entanglement-assisted region via Theorem 1.

How much entanglement do you need? {#Sec4}
----------------------------------

Our main result, Theorem 1, can also be applied to the separate achievable rate regions for coding strategies using different amounts of entanglement. To illustrate this, we consider the class of linear system games *G*~LS~^[@CR14]^, which are defined in terms of an *m* × *n* linear system *Ax* = *b* of equations over $\documentclass[12pt]{minimal}
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Our results show that linear system games give rise to a family of MACs whose *d*-entanglement-assisted achievable rate regions approach the rate pair $\documentclass[12pt]{minimal}
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Complexity of the capacity region of a classical MAC {#Sec5}
----------------------------------------------------

Finally, we turn our focus to the unassisted coding scenario for a discrete MAC. In information-theoretic terms, this scenario seems well understood as the capacity region $\documentclass[12pt]{minimal}
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In this work we show that the capacity region of a multiple access channel displays complex behavior, both in a purely classical setting and when the senders have access to shared entangled quantum states. In particular, we prove that entanglement assistance can boost the achievable rates in a setting where two senders try to convey classical information through a common classical communication channel to a single receiver. Such an increase in capacity is impossible in the point-to-point scenario involving a single sender and a receiver. We also show that for a certain family of MACs the two senders need to share an unbounded amount of entanglement in order to achieve the ideal communication rate pair. When restricted to finite-dimensional entangled strategies, it is undecidable for this particular channel family whether the ideal rate can be achieved. Finally, we show that even in the unassisted scenario, it is in fact NP-hard to decide whether the ideal rate pair belongs to the capacity region of a MAC. This result is a strong counterpoint to the widely held belief that the availability of a computable single-letter formula for the capacity region essentially solves the MAC problem. The central tool in the proofs of all results above is the construction of a MAC in terms of a nonlocal game in such a way that the noise level of the channel is determined by the senders' ability to win the game.

Our work opens up a number of interesting topics for future work. Numerical investigations for the magic square channel suggest that the true separation between classical and quantum coding strategies for the MACs considered in this work is considerably larger than the separation guaranteed by Theorem 1, suggesting that our bound on the sum rate could be further tightened. For our results above we considered a specific achievable rate region that arises naturally when the two senders measure identical copies of a single entangled state. In general, the senders might have access to multipartite entangled states and implement parallel encoding strategies, which leads to the notion of an entanglement-assisted capacity region. We expect this region to be given by the regularization of the achievable region considered in this paper. For the MACs defined via our construction, this question seems to be related to parallel repetition theorems for nonlocal games played with quantum strategies. Furthermore, in this work we only considered entanglement shared between the two senders, and the communication setting could be generalized to one where entanglement is shared between both the senders and the receiver. Finally, our NP-hardness result for the unassisted capacity region of a MAC underlines the need for tight efficiently computable outer bounds on the unassisted capacity region. Such bounds could for example be obtained from convex relaxations of the rank-1 optimization problem describing the MAC capacity region^[@CR20]^.

Supplementary information
=========================

 {#Sec7}

Supplementary Information Peer Review File

**Peer review information** *Nature Communications* thanks Omar Fawzi and the other, anonymous, reviewer(s) for their contribution to the peer review of this work. Peer reviewer reports are available.

**Publisher's note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Supplementary information
=========================

**Supplementary information** is available for this paper at 10.1038/s41467-020-15240-w.

We thank Mark M. Wilde and Andreas Winter for helpful comments and feedback. This work was partially supported by NSF Grant No. PHY 1734006 and NSF CAREER award CCF 1652560.

F.L., M.A., J.L., and G.S. each contributed extensively to the paper.

No data sets were generated during this study.

MATLAB and Mathematica code files used to obtain the numerical bounds in Supplementary Note [3](#MOESM1){ref-type="media"} are available from the corresponding author upon request.

The authors declare no competing interests.
