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In this study, the statistical properties for the model factor [the ratio of actual factor of safety (FS) to the calculated FS] of three popular base
heave calculation methods are calibrated based on real case histories with wide excavation. The statistical properties of concern include the mean
value and coefﬁcient of variation (COV) of the model factor. It is found that the mean values of the model factors for the modiﬁed Terzaghi's and
Bjerrum-Eide's methods are close to 1, whereas that for the slip circle method is signiﬁcantly greater than 1. The COVs associated with the
modiﬁed Terzaghi's and Bjerrum-Eide's methods are relatively low, while that associated with the slip circle method is relatively high. Based on
the calibration results, reliability-based design charts are provided. It is concluded that the required factor of safety (FS) depends on two factors:
(a) the target reliability index and (b) the COV of the calculated FS. For the case where this COV¼10%, the required FS in codes for the
modiﬁed Terzaghi's and slip circle methods (FS¼1.5 and 1.2, respectively) seems reasonable. In contrast, the required FS for Bjerrum-Eide's
method (FS¼1.2) seems insufﬁcient.
& 2014 The Japanese Geotechnical Society. Production and hosting by Elsevier B.V. All rights reserved.
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The most widely used calculation methods for the base heave
stability in excavations are Terzaghi's method (Terzaghi, 1943),
Bjerrum-Eide's method (Bjerrum and Eide, 1956), and the slip
circle method (JSA, 1988; TGS, 2001). These methods are
based on simpliﬁed assumptions and hence are not completely
accurate. Hashash and Whittle (1996) reported that Terzaghi's
and Bjerrum-Eide's methods give factors of safety (FS) system-
atically larger than that given by the MIT-E3 model (Whittle,10.1016/j.sandf.2014.11.010
4 The Japanese Geotechnical Society. Production and hosting by
g author. Tel.: þ886 2 33664328.
ss: jyching@gmail.com (J. Ching).
der responsibility of The Japanese Geotechnical Society.1993; Whittle and Kavvadas, 1994). Ukritchon et al. (2003)
and Faheem et al. (2003) reported that wall stiffness and soil–
wall interaction may affect base stability but are not considered
in these simpliﬁed methods. The effect of these simpliﬁcations
on the calculated FS is currently not well understood but is
important for reliability-based design (RBD).
By assuming these models to be accurate, Goh et al. (2008)
concluded that the required FS for Terzaghi's and Bjerrum-
Eide's methods to achieve a failure probability of 0.001 was
larger than 2.0. This required FS value is high compared to the
value typically used in design codes [1.5 and 1.2 respectively
for Terzaghi's and Bjerrum-Eide's methods (JSA, 1988)]. Wu
et al. (2012) similarly concluded that the required FS for the
slip circle method was in the range of 1.6–2.4, which againElsevier B.V. All rights reserved.
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(JSA, 1988; TGS, 2001). A possible explanation for the above
inconsistency between analytical studies and engineering
practices is that these simpliﬁed methods are systematically
conservative or unconservative. Although model uncertainties
have been addressed for many geotechnical design problems
(e.g., Phoon et al., 2003; Juang et al., 2005; Phoon and
Kulhawy, 2005; Kung et al., 2007; Dithinde et al., 2011;
Miyata and Bathurst, 2012a, 2012b; Uzielli and Mayne, 2012;
Reddy and Stuedlein, 2013), there is very limited literature for
base heave stability. In this paper, the model uncertainty is
quantiﬁed by the so called “model factor”, deﬁned to be the
ratio of actual FS to calculated FS. The statistical property of
the model factor, including mean value and coefﬁcient of
variation (COV), is calibrated based on 24 real case histories of
wide excavations. In the calibration, inherent variability and
measurement error in soil parameters are carefully quantiﬁed.
The calibrated mean and COV of the model factor provide an
important basis for RBD for the base heave stability.
2. Case histories
Twenty four well documented case histories are collected.
The basic information for all case histories is summarized in
Table 1. Except cases 9, 15, and 23, all cases are wide
excavation cases where excavation depths less than theTable 1
Basic information of the case histories.
Case
number
Location (country) Failure state Methoda for
estimating
su(mob)
μt He (m) Hd (
1 San Francisco (USA) Near-failure 1 – 7.3 6.4
2 Oslo (Norway) Near-failure 2 0.93 10.35 1.0
3 Taipei (Taiwan) Total-failure 2 0.94 13.45 10.5
4 Singapore (Singapore) Non-failure 4 – 13.0 23.7
5 Taipei (Taiwan) Non-failure 4 – 19.7 15.3
6 Chicago (USA) Near-failure 1 – 12.2 7.0
7 (Japan) Non-failure 1 – 12.4 23.6
8 Tokyo (Japan) Non-failure 1 – 11.0 13.2
9 San Francisco (USA) Non-failure 1 – 9.2 4.5
10 Taipei (Taiwan) Non-failure 1 – 14.1 15.7
11 San Francisco (USA) Non-failure 3 0.87 13.7 13.7
12 (Norway) Near-failure 1 – 11.0 5.4
13 Taipei (Taiwan) Total-failure 2 0.92 9.3 6.1
14 Taipei (Taiwan) Total-failure 1 – 9.2 5.8
15 Central Italy (Italy) Non-failure 5 – 5.5 5.5
16 Hangzhou (China) Total-failure 1 – 16.2 16.8
17 Taipei (Taiwan) Total-failure 1 – 9.0 6.0
18 Oslo (Norway) Total-failure 4 – 3.0 0.6
19 Drammen (Norway) Total-failure 4 – 3.5 n/a
20 Oslo (Norway) Total-failure 4 – 4.5 n/a
21 Oslo (Norway) Near-failure 4 – 6.3 n/a
22 Oslo (Norway) Near-failure 4 – 5.0 0.3
23 Oslo (Norway) Non-failure 4 – 6.7 n/a
24 Chicago (USA) Near-failure 1 – 11.3 n/a
aDetails described in Table 2.
bHw is the wall length.
cInformation not available.excavation widths. These cases are classiﬁed into “non-failure”,
“total-failure”, and “near-failure” cases:1.m)
5
5Total-failure cases (8 cases) are characterized by fully
collapsing support systems due to the base heave.2. Near-failure cases (7 cases) are characterized by very large
maximum wall deformation (typically more than 18 cm)
without total-failure. These cases were called “partial-fail-
ure” cases in Bjerrum and Eide (1956) and “near-failure”
cases in Chang (2000).3. Non-failure cases (9 cases) are those with acceptably small
deformation.
For total-failure cases, the base heave analyses are based on
the construction stage immediately before failures. A possible
exception is case 17: the instant of the total failure is unknown,
so the analysis is based on the ﬁnal stage. For non-failure
cases, the analyses are based on the ﬁnal construction stage,
except for case 7 where the documented information is only
available up to the fourth stage. For near-failure cases, the
analyses are also based on the ﬁnal construction stage, except
for case 1 where the analysis is based on the third stage where
excessive deformation already occurred.
The excavation depths (He), wall embedment depths (Hd)
and excavation widths (B) of the 24 real case histories are inHw
b (m) L (m) B (m) D (m) Hs (m) Reference
13.7 n/ac 7.6 411 0 Clough and Reed (1984)
9.55 19 13.0 49.65 1.35 Aas (1984)
24.0 100 25.8 431.25 3.3 Hsieh et al. (2008)
36.7 174 48.0 23.7 3.9 Wallace et al. (1992)
35.0 80 40.0 17.8 3.2 Ou et al. (1998)
19.2 n/a 12.2 10.1 2.8 Finno et al. (1989)
36.0 n/a 16.2 23.6 4.55 Chang and Abas (1980)
24.25 n/a 34.75 453 2.2 Tanaka (1994)
13.7 n/a 7.6 49.1 0 Clough and Reed (1984)
29.8 68 62.0 23.9 2.3 Fang (1987)
24.5 68 37.4 13.7 2.7 O'Rourke (1992)
14.4 100 11.0 5.4 1 NGI (1962)
15.4 45 12.3 420.7 3.3 Hsieh et al. (2008)
15.0 64.8 22.5 13.9 2.45 Wang and Su (1996)
12.0 n/a 4.6 416.0 1 Rampello et al. (1992)
33.0 107.6 21.5 33.8 7.2 Gong and Zhang (2012)
15.0 115 70.0 10.5–20.3 3.7 Fang and Chen (2003)
3.6 5.0 5.0 5–6 0 Bjerrum and Eide (1956)
n/a 8.0 5.5 n/a 0 Bjerrum and Eide (1956)
n/a 8.1 5.8 n/a 0 Bjerrum and Eide (1956)
n/a 12.2 8.5 n/a 0 Bjerrum and Eide (1956)
5.3 n/a 5.0 44 0 Bjerrum and Eide (1956)
n/a 8.0 4.0 6.3–8.3 0 Bjerrum and Eide (1956)
n/a n/a 16.0 n/a 0 Bjerrum and Eide (1956)
Table 2
Estimation methods for the mobilized su.
Method for estimating su(mob) Available information Equation Reference
1 su(UC) only su(mob)Esu(UC) Mesri and Huvaj (2007)
2 su(TC), su(TE), su(DSS) su(mob)Eμt [su(TC)þsu(TE)þsu(DSS)]/3
3 su(DSS) only su(mob)Eμtsu(DSS)
4 su(FV) only su(mob)Eλsu(FV) Bjerrum (1972)
5 qc
a only su(mob)Eaverage of su(CPT), su(CPT)¼ (qcσvb)/16 Mesri and Huvaj (2007)
aqc is the uncorrected cone resistance.
bσv is the total vertical stress.
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tively. For most cases, the total wall length (Hw) equals
HeþHd. There are exceptions (cases 2, 11, 12, and 15) where
the ground surface behind the wall is not level with the top of
the wall, so Hw is not equal HeþHd. For these cases, He is
taken to be the distance between the excavation base to the
ground surface. For many cases, the excavation lengths (L) are
unknown. However, based on the available information, most
of these cases are judged to be close to plane strain condition.
In Table 1, D is the distance between the excavation base and
the hard stratum, and Hs is the distance between the lowest
strut and excavation base.
For the 24 real cases, the undrained shear strengths were based
on various test types, including UC, CK0UC, CK0UE, DSS, FV
(ﬁeld vane) and CPT, denoted by su(UC), su(TC), su(TE),
su(DSS), su(FV) and su(CPT), respectively. The in-situ mobilized
su may be different from the tested su value because su depends
on stress state, strain rate, sampling disturbance, etc. Based on
the available information, the mobilized su [denoted by su(mob)]
is estimated from the tested values by the equations in Table 2.
In Table 2, μt is the correction factor for the strain rate effect,
which is a function of plasticity index (PI) (Terzaghi et al.,
1996). The resulting correction factors are listed in Table 1.
Based on Table 2, the resulting depth-dependent trends for
su(mob) are plotted in Fig. 1 as the dashed lines. For each case,
the depth-dependent trend for su(mob) is represented as one or
several line segments. The number of line segments is determined
by visual inspection. The main principle is to describe the
su(mob) data points using the least line segments. Each line
segment is then determined to best ﬁt the su(mob) data points. For
many cases, the soil properties near ground surface are not
available. For such cases, the near-ground su(mob) value is
assumed to be constant up to a depth of 5 m (see Fig. 1). Plotted
together are the su data points. For su(UC), su(FV), and su(CPT),
the converted su(mob) data are plotted. For su(TC), su(TE), and
su(DSS), strain-rate-corrected values are plotted.
In Fig. 1, the su proﬁles for cases 12 and 15 cannot be easily
comprehended by common sense in geotechnical engineering.
Nonetheless, the su proﬁle in case 12 is deemed to be reliable,
because the su proﬁles from different boring holes show the similar
patterns, as reported by NGI (NGI 1962). The same su proﬁle was
broadly cited by others as well (Mana, 1978; Chang and Abas,
1980). For case 15, the site was excavated previously for the
exploitation of a coal-mine, and the excavated soils are replaced
after the exploitation. As a result, the high scatter and irregular of suproﬁle may be caused by the disturbance and irregular mixing of
the excavated soils by the exploitation activity.3. Calculation methods for base heave stability
The most commonly used calculation methods for base
heave stability are Terzaghi's, Bjerrum-Eide's and slip circle
methods. Their calculated FS, denoted by FSC, and the
schematic diagrams are summarized in Table 3. Note that a
modiﬁed version of Terzaghi's method is used in Eq. (1) in
Table 3, where the term su
abHe has been moved to the
numerator to avoid negative denominator. The modiﬁed
Terzaghi's and Bjerrum-Eide's methods [Eqs. (1)–(3) in
Table 3] are based on bearing capacity theory, while the slip
circle method [Eq. (4) in Table 3] is semi-empirical but is
widely employed in Asia (JSA, 1988; TGS, 2001). Most
symbols used in the methods are explained in the schematics.
The arc segment (e.g. bde) in the superscript denotes the arc
where the soil parameter is averaged. The average soil
parameters along arcs will be mentioned as “arc-average”, e.
g., sbdeu is the arc-average su along arc bde.
The required FS in codes is 1.5 for Terzaghi's method (JSA,
1988). Terzaghi's method may be only suitable for wide
excavation cases, because the extension of failure surface to
the ground is assumed. The required FS in codes for Bjerrum-
Eide's method is 1.2 (JSA, 1988). Compared to Terzaghi's
method, Bjerrum-Eide's method seems more suitable for deep
excavation. However, later we will show that there is no
sufﬁcient evidence to support this based on the 24 case
histories. The required FS is 1.2 for the slip circle method
(JSA, 1988; TGS, 2001).4. Mean value of FSC for all case histories
The calculated factors of safety FSC for various calculation
methods are functions of arc-average soil parameters. FSC is
uncertain because these arc-average soil parameters are uncer-
tain. The mean value of FSC, denoted by μ, can be readily
estimated by replacing the arc-average su and arc-average unit
weights in Eqs. (1)–(4) with their mean values and by replacing
qs by its nominal value. The nominal surcharge qs are not
mentioned in cases 1 and 3–15. For these cases, the nominal
value qs=10 kPa is adopted because it is commonly used for the
design of base heave stability. For the other cases, the qs design
Fig. 1. Proﬁles of undrained shear strengths for all cases.
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taken to be the nominal surcharge qs. Sensitivity analyses show
that the nominal surcharge in the range of 5–20 kPa have
insigniﬁcant effect on the analysis results.The mean value of the arc-average su(mob) is estimated
based on the depth-dependent trend of the estimated su(mob)
proﬁle (dashed line) shown in Fig. 1. For instance, for
Bjerrum-Eide's method, the arc-average su(mob) along arc
Table 3
Summary of three calculation methods for base heave stability.
Methods Calculation method Schematic diagram
Terzaghi
(modiﬁed)
For HdrdT FSC ¼
5:7sbdeu dTþsabu He
ðγabHeþqsÞdT ð1Þ
where dT is the minimum value among [B/2
0.5, D]; compared to the
original Terzaghi's method, the term su
abHe has been moved to the
numerator to avoid negative denominator.
For Hd4dT (cases 1, 7, 15, and 16)
FSC ¼ 5:7s
bde
u dTþsafu Heþsfbu HddTð Þ
ðγafHeþqsÞdT ð2Þ
Bjerrum
and Eide's
FSC ¼ Ncs
cdef
u
γabHeþqs ð3Þ
where Nc is Skempton's bearing capacity factor, which depends on He/B
and B/L (Skempton, 1951). For Hd4dT (cases 1, 7, 15, and 16), Nc
depends on He,eq/B and B/L (the deﬁnition of He,eq is illustrated in the
right hand side ﬁgure).
Slip circle
FSC ¼
Mr
Md
¼ s
cbde
u r
2 π=2þ cos 1 Hs=r
  
γabHeðr2=2Þþqsðr2=2Þ ð4Þ
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ﬁrst mapping the su(mob) trend values onto the arc cdef and
followed by integrating the mapped values along the arc.
Similarly, the mean value of the arc-average unit weight γab
can be obtained by integrating the depth-dependent unit weight
trend along the line ab. The resulting mean values for the arc-
average su(mob) and arc-average unit weights are summarized
in Table 4 for all cases, together with the nominal values of qs.
Cases 18–24 (7 cases) are extracted from Bjerrum and Eide
(1956). The detailed su proﬁles for cases 18 and 22 are given in
Bjerrum and Eide (1956), but the su proﬁles for cases 19–21
and 23–24 (5 cases) are unknown. For these 5 cases, the
nominal soil parameters reported in Bjerrum and Eide (1956)
are used to determine μ. For the slip circle method, the distance
between the lowest strut and excavation base (Hs) is needed;
however, this Hs information is not available for the 7 cases
extracted from Bjerrum and Eide (1956). These Hs values are
taken to be zeros. The μ values determined based on this Hs¼0assumption are expected to be slightly less than the actual μ
values.5. Coefﬁcient of variation of FSC for all case histories
FSC depends on the arc-average su, arc-average unit weight
and surcharge. Therefore, the coefﬁcient of variation (COV) of
FSC, denoted by δ, should depend on the COVs of these input
parameters. In the following, the relationship between the
COV of FSC and the COVs of the input parameters will be
derived for the modiﬁed Terzaghi's method. For the other two
methods, this relationship can be readily derived based on the
same principle. For the ease of discussion, the denominator
and numerator of the modiﬁed Terzaghi's method are treated as
loading (P) and resistance (Q), respectively:
Q¼ 5:7sbdeu dTþsabu He; P¼ ðγabHeþqsÞdT ð5Þ
Table 4
Nominal values used in calculating the mean values of FSC.
Case number Nominal qs (kPa) γ
ab (kN/m3) Modiﬁed Terzaghi (kPa) Bjerrum-Eide (kPa) Slip circle (kPa)
sbdeu s
ab
u s
cdef
u s
cbde
u
1 10 14.30 19.81 16.83 18.76 19.69
2 5 18.50 32.74 16.51 27.90 23.78
3 10 19.65 58.62 31.13 53.10 50.38
4 10 16.29 42.78 21.09 39.56 42.63
5 10 18.27 109.52 37.85 88.27 103.27
6 10 19.00 57.22 13.25 41.75 49.73
7 10 14.70 128.81 75.95 113.46 114.87
8 10 15.00 55.61 19.30 51.19 47.56
9 10 14.70 40.29 18.52 32.75 38.85
10 10 16.68 50.48 31.85 47.51 45.94
11 10 18.35 51.27 20.50 43.00 50.95
12 10 19.10 20.67 36.74 29.91 20.82
13 10 17.90 29.94 18.15 26.60 27.08
14 10 18.00 23.68 16.25 22.35 20.60
15 10 18.40 46.24 34.89 43.25 44.47
16 20 17.79 30.89 25.93 29.35 30.44
17 10 18.67 29.03 18.84 27.43 23.87
18 0 17.50 7.50 7.50 7.50 7.50
19 10 18.00 10.00 10.00 10.00 10.00
20 10 18.00 14.00 14.00 14.00 14.00
21 0 19.00 22.00 22.00 22.00 22.00
22 0 19.00 16.00 16.00 16.00 16.00
23 0 19.00 17.50 17.50 17.50 17.50
24 0 19.00 35.00 35.00 35.00 35.00
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bde and su
ab, the COV of
Q, denoted by δQ, can be evaluated by
δQ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
5:7dTsbdeu δsbdeu
 2
þ Hesabu δsabu
 2r
5:7sbdeu dTþHesabu
ð6Þ
where δX denotes the COV of X (X can be sbdeu or s
ab
u ). This δX
notation will be used throughout the entire paper. By assuming
independence between γab and qs, the COV of P, denoted by
δP, can be evaluated as
δP ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
γabHedTδγab
 2þ qsdTδqs 2
q
γabHedTþqsdT
ð7Þ
P and Q respectively depend on soil unit weight and undrained
shear strength. Since no relevant literature showing signiﬁcant
correlation between soil unit weight and undrained shear
strength, the independence assumption between them may be
appropriate. By further assuming lognormality for both P and
Q, the COV of FSC, denoted by δ, can be estimated by the
following equation:
δ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
exp ln 1þδ2Q
 
þ ln 1þδ2P
 h i1
r
ð8Þ
Furthermore, FSC is also lognormal. As a consequence,
δ depends on δQ and δP, which in turn depend on δsbdeu , δsabu ,
δγab , δqs . The estimation of δsbdeu , δsabu , and δγab deserves further
discussion because they involve spatial averaging.In Eq. (5), the two arc-averages sbdeu and s
ab
u may be
positively correlated because of the existence of vertical
correlation, although they are assumed to be uncorrelated in
the above analysis. According to Phoon (1995), the vertical
scale of ﬂuctuation (SOF) for undrained shear strength ranges
from 0.8 m to 6.0 m. In the extreme case where SOF is 0.8 m,
the correlation between sbdeu and s
ab
u can be neglected without
much error. However, in the other extreme where SOF is
6.0 m, the positive correlation cannot be ignored. In this case,
the COV of Q (and hence the COV of FSC) will be
overestimated.
The δsbdeu and δsabu of a case are related to the observed
variability of the raw su data points seen in Fig. 1. The COV of
the raw su data points in Fig. 1 will be referred as “observed
COV” later. Table 5 lists the observed COVs for all cases. The
observed COV is composed of the point-wise inherent
variability and the measurement error. Although δsbdeu and δsabu
are related to the observed COV, they are not the same as the
observed COV, because the arc-average su is the average of
lots of point-wise su along arcs. The δsbdeu and δsabu will be
typically smaller than the observed COV because the point-
wise COV will be reduced due to the averaging effect along
the arcs and also because the COV of measurement errors will
be reduced due to data averaging. The mechanisms of variance
reduction for these two sources of variabilities are different.
The variance reduction by along-arc averaging is due to the
spatial averaging (Vanmarcke, 1977) along arcs. On the other
hand, the variance reduction in the measurement errors is
Table 5
The observed COVs, δm, and δi for su for all cases.
Case number Adopted su test type Observed COV in su(mob) Estimated level for measurement error Resulting δm estimate Resulting δi estimate
1 CU 0.11 Lower bound 0.05 0.10
2 CU 0.13 Lower bound 0.05 0.12
3 CU 0.047 – 0.00b 0.047
4 FV 0.25 Upper bound 0.20 0.14
5 FV 0.12 Lower bound 0.10 0.069
6 CU 0.54 Upper bound 0.40 0.37
7 CU 0.24 Average 0.15 0.19
8 CU 0.36 Average 0.15 0.32
9 CU 0.12 Lower bound 0.05 0.11
10 CU 0.23 Average 0.15 0.18
11 CU 0.53 Upper bound 0.40 0.35
12 CU 0.21 Average 0.15 0.15
13 CU 0.041a – 0.00b 0.041
14 CU 0.49 Upper bound 0.40 0.27
15 CPT 0.43 Average 0.15 0.41
16 CU 0.078 Lower bound 0.05 0.06
17 CU 0.20 Average 0.15 0.13
18 FV 0.089 – 0.00 0.089
19 FV 0.093 – 0.00 0.093
20 FV 0.093 – 0.00 0.093
21 FV 0.093 – 0.00 0.093
22 FV 0.098 – 0.00 0.098
23 FV 0.093 – 0.00 0.093
24 CU 0.54 Upper bound 0.40 0.37
aThe observed COV for case 13 is small although the overall scattering as shown in Fig. 1 seems large because only the su(TC) data are taken to estimate this
observed COV, rather than the entire {su(TC), su(DSS), su(TE)} data points.
bCOV in observed su(mob) is less than the lower bound of measurement error.
Table 6
Ranges of measurement error COV of su summarized from Phoon (1995).
CU tests Field vane CPT
Lower bound 0.05 0.10 0.05
Average 0.15 0.15 0.10
Upper bound 0.40 0.20 0.15
S.-H. Wu et al. / Soils and Foundations 54 (2014) 1159–1174 1165rather statistical: e.g., the variance of the average of N data
points is equal to 1/N of their original variance. The former
reduction depends on the arc length but not on the number of
raw su data points, while the latter reduction is on the contrary.
The COV of the arc-average su can be evaluated by the
following equation (using δsbdeu and δsabu and δsabu as an example):
δsbdeu ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
δ2i Riþδ2mRmþδ2t
q
ð9Þ
where δi is the COV of (point-wise) inherent variability of su;
Ri is the variance reduction factor for the along-arc averaging;
δm is the COV of measurement error; Rm is the variance
reduction factor for measurement errors; δt is the COV of
transformation uncertainty if transformation equations are
required to convert tested values (e.g., FV and CPT) to
su(mob) values. For δγab , it can be estimated by using the
same formula.6. Estimation of the COV of arc-average su
6.1. Estimation of δm and δi
As stated above, the observed COV in the raw su data points
is composed of the point-wise inherent variability in su (with
COV¼δi) and the measurement error for su (with COV¼δm).
Although it is impossible to separately estimate δi and δm from
the observed COV, δm is certainly less than the observed COV.The ranges for δm for various types of su tests, as documented
by Phoon (1995), are listed in Table 6. Since δm cannot be
larger than the observed COV, it can be roughly estimated to
be the value in Table 6 that is closest to and smaller than the
observed COV. For instance, in case 6, the observed COV is
0.54 (see the second column in Table 5), and the su test type
for case 6 is the CU test. From Table 6, it is known that the
upper, mean and lower δm values for the CU measurement
errors are 0.05, 0.15 and 0.40, respectively. Among the three
δm values, 0.40 is closest to and smaller than 0.54, and
therefore 0.40 is taken to be a rough estimate of δm for case
6. Once this δm estimate is obtained, δi can be found by
δi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
observed COVð Þ2δ2m
q
ð10Þ
As mentioned earlier, there are 5 cases from Bjerrum and
Eide (1956) (cases 19–21 and 23–24) without the detailed
S.-H. Wu et al. / Soils and Foundations 54 (2014) 1159–11741166su proﬁles:1. 3 Cases in Oslo, Norway (cases 20, 21, 23)
2. 1 Case in Drammen, Norway (case 19)
3. 1 Case in Chicago, USA (case 24)Fig. 2. Rm versus number of data points for estimating COV of su(mob).Nevertheless, the detailed su proﬁles for cases 18 and 22
from Bjerrum and Eide (1956) are known [both are Oslo cases
with su(FV)]. For these 2 cases, the observed COVs are 0.089
and 0.098, respectively, estimated based on the su proﬁles.
Also, case 6 is a Chicago case, and the observed COV is 0.54.
Although the above 3 Olso cases and 1 Drammen case are
without detailed su proﬁles, they are all nearby Oslo (Drammen
is about 40 km southwest of Oslo), so their observed COVs
can be estimated to be the averaged value for cases 18 and 22,
namely (0.089þ0.098)/2¼0.093. Hence, this 0.093 is taken to
be the observed COVs for the 3 Oslo cases and 1 Drammen
case. For case 24 in Chicago, the observed COV for case 6
(also a Chicago case) is adopted. These observed COVs are
then used to derive the δi and δm for the 5 cases. Table 5 lists
the resulting δi and δm estimates for all cases.
6.2. Estimation of Rm and Ri
FSC depends on the su(mob) proﬁles (the dashed lines in
Fig. 1) rather than on the raw su data points. These dashed lines
contain less measurement errors since they are the more stable
regression lines of the noisy data points. Therefore, the
measurement error does not fully but partially propagates into
FSC due to data averaging. As a result, the magnitude of δm
should be reduced depending on the amount of available data
points. In the cases where the trend is constant with depth
[su(z)¼b0], the variance reduction factor Rm should be 1/N.
This is because the average of N independent identically
distributed (i.i.d.) data points has variance¼1/N of the
variance of the original data points. For a linear trend line
[su(z)¼b0þb1 z], where the constants (b0, b1) are estimated
by the least squares method based on the N data points {zi,
su(zi): i¼1,…,N}, the statistical uncertainty in the estimated
trend has the following variance (Walpole et al., 2012):
Var b0þb1z0ð Þ ¼ σ2
1
N
þ z0μz
 2 ∑N
i ¼ 1
ziμz
 2	 
 ð11Þ
where z0 is the location of interest where we would like to
evaluate the trend; σ2 is the variance of the measurement error;
μz¼ (the average value of z)¼ (z1þ…þzN)/N. This implies
that the variance reduction factor Rm should be
Rm ¼
1
N
þ z0μz
 2
∑Ni ¼ 1 ziμz
 2 ð12Þ
It is found that the above equation can be effectively
approximated by RmE2/N, as seen in Fig. 2, where the
variance reduction factors Rm for various cases are plotted.
The resulting estimates for RmE2/N are listed in Table 7 for
all cases. Here, the number of available data points N is the
number of data points to evaluate the relevant trend lines inFig. 1. For instance, for sbdeu for the modiﬁed Terzaghi's
method in case 7. This sbdeu is evaluated based on the trend
line within the depth interval [5 m, 30 m]. There are 27 data
points to evaluate the trend line within the depth interval [5 m,
30 m] (see Fig. 1): this is the depth interval for evaluating sbdeu
of the modiﬁed Terzaghi's method, hence N¼27 for Rm of sbdeu
in case 7.
As stated above, only a fraction of δi propagates into the
COV of the arc-average su due to spatial averaging. The
variance reduction factor Ri can be estimated by actually
simulating random ﬁelds of su proﬁles along the arcs and
conducting averaging there. The same simulation techniques
described in Wu et al. (2012) are employed in this study for the
purpose, with the assumption that SOF for su is 2.5 m, the
average SOF for su summarized in Phoon (1995). The
estimated Ri value is simply the variance of the simulated
arc-average su divided by the inherent variance of su. Note that
the variance reduction factors Ri are different for the three
calculation methods because the assumed failure surfaces (i.e.
the arcs) are different.
The estimated Ri are listed in Table 7 for all 24 cases and for
all three calculation methods, and the relation between Ri and
the extent of spatial averaging (x) is shown in Fig. 3. The so-
called extent of spatial averaging is deﬁned differently for the
three calculation methods: for modiﬁed Terzaghi's method, the
extent x¼dT for sbdeu and x¼He for sabu ; for Bjerrum and Eide's
method, the extent x¼dT for scdefu ; for the slip circle method,
the extent x¼r (circle radius) for scbdeu .
6.3. Estimation of δt
For cases 4–5 and 18–23, the su(mob) proﬁles are estimated
based on the results of ﬁeld vane (FV), while for case 15, the
su(mob) proﬁle is estimated based on the CPT results. For
these cases, there are transformation uncertainties in the
estimated su(mob). For the other cases, δt are taken to be
zeros since su(mob) is directly from laboratory undrained shear
Fig. 3. Variance reduction factor under various extent of spatial averaging.
Table 7
Summary of the Rm and Ri for three different calculation methods of base heave.
Case number Rm Rm Ri Ri
Na Modiﬁed Terzaghi N Modiﬁed Terzaghi/Bjerrum-Eide/slip circle Modiﬁed Terzaghi Bjerrum-Eide Slip circle
sabu s
bde
u /s
cdef
u /s
cbde
u s
ab
u s
bde
u s
cdef
u s
cbde
u γ
ab
1 16 0.13 16 0.13 0.25 0.36 0.21 0.33 0.68
2 14 0.14 14 0.14 0.21 0.26 0.19 0.64 0.48
3 – –b – – 0.17 0.16 0.13 0.22 0.37
4 55 0.036 55 0.036 0.18 0.13 0.11 0.13 0.38
5 7 0.29 7 0.29 0.14 0.16 0.13 0.18 0.25
6 7 0.29 10 0.20 0.19 0.30 0.24 0.33 0.41
7 27 0.074 27 0.074 0.10 0.21 0.13 0.13 0.40
8 21 0.095 39 0.051 0.20 0.12 0.11 0.20 0.45
9 11 0.18 11 0.18 0.24 0.38 0.26 0.43 0.54
10 10 0.20 10 0.20 0.16 0.12 0.10 0.17 0.35
11 5 0.40 7 0.29 0.17 0.20 0.16 0.21 0.36
12 9 0.22 11 0.18 0.26 0.34 0.17 0.32 0.45
13 – – – – 0.23 0.27 0.19 0.30 0.54
14 37 0.054 37 0.054 0.24 0.19 0.15 0.31 0.54
15 40 0.05 40 0.05 0.27 0.49 0.30 0.35 0.91
16 4 0.5 4 0.5 0.13 0.17 0.10 0.14 0.31
17 7 0.29 7 0.29 0.24 0.18 0.14 0.29 0.56
18 – – – – 0.53 0.46 0.30 0.47 1
19 – – – – 0.58 0.54 0.54 0.54 1
20 – – – – 0.49 0.52 0.52 0.52 1
21 – – – – 0.35 0.37 0.37 0.37 0.79
22 – – – – 0.40 0.48 0.24 0.49 1
23 – – – – 0.33 0.65 0.65 0.65 0.75
24 n/ac 1 n/ac 1 0.18 0.18 0.18 0.18 0.44
aTotal number of data points.
bThe value of δm is set to be zero, therefore Rm is not needed.
cInformation not available, therefore the conservative value Rm¼1 is taken.
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FV results to su(mob). In this study, the COV of the correction
factor λ (see method 4 in Table 2) of the case histories
discussed in Bjerrum (1972) is taken to be the δt, which is
estimated to be 0.15. The δt for CPT results to su(mob) is
roughly 0.35, as concluded by Phoon (1995).6.4. Estimation of the COV of soil unit weight
In principle, Eq. (9) still holds for the COV of the arc-
average unit weights, but compared to their inherent variabil-
ities, the measurement errors for unit weights are much
smaller. As a consequence, δm is taken to be zero without
losing much accuracy. Moreover, there is no transformation
needed because unit weights are typically directly measured.
Therefore, δγab is simply δiRi0.5. As investigated by Phoon
(1995), δi is around 0.1 for unit weights of ﬁne grained soils.
This value of 0.1 is adopted in this study. The variance
reduction factor Ri is simply 1 divided by the number of
equivalent independent samples along line segment ab, i.e.,
Ri¼ (scale of ﬂuctuation)/(length of ab). The SOF is taken as
5 m for unit weights, the average value summarized by Phoon
(1995).6.5. Adopted COV of surcharge pressure
Eq. (9) is not implemented to estimate δqs because there is
no spatial and data averaging involved in qs. Instead, δqs is
directly assumed to be 0.2 for all cases. This value was taken
in Goh et al. (2008) and Wu et al. (2012). Sensitivity studies
show that this choice does not signiﬁcantly affect the analysis
Table 8
COVs of input parameters for all cases and for all calculation methods.
Case number Modiﬁed Terzaghi Bjerrum-Eide Slip circle δγab δqs
δsuab δsubde δsucdef δsucbde
1 0.054 0.063 0.049 0.061 0.083 0.20
2 0.058 0.063 0.055 0.096 0.070 0.20
3 0.020 0.019 0.017 0.022 0.061 0.20
4 0.17 0.16 0.16 0.16 0.062 0.20
5 0.16 0.16 0.16 0.16 0.050 0.20
6 0.27 0.27 0.25 0.28 0.064 0.20
7 0.072 0.096 0.079 0.08 0.064 0.20
8 0.15 0.12 0.11 0.15 0.067 0.20
9 0.057 0.07 0.059 0.074 0.074 0.20
10 0.097 0.092 0.088 0.099 0.060 0.20
11 0.29 0.27 0.26 0.27 0.060 0.20
12 0.10 0.11 0.089 0.10 0.067 0.20
13 0.020 0.021 0.018 0.022 0.073 0.20
14 0.16 0.15 0.14 0.18 0.074 0.20
15 0.41 0.45 0.42 0.43 0.095 0.20
16 0.041 0.043 0.040 0.042 0.056 0.20
17 0.10 0.097 0.094 0.11 0.075 0.20
18 0.16 0.16 0.16 0.16 0.1 0.20
19 0.17 0.16 0.16 0.16 0.1 0.20
20 0.16 0.16 0.16 0.16 0.1 0.20
21 0.16 0.16 0.16 0.16 0.089 0.20
22 0.16 0.16 0.16 0.16 0.1 0.20
23 0.16 0.17 0.17 0.17 0.086 0.20
24 0.43 0.43 0.43 0.43 0.067 0.20
Table 9
Mean values and COVs of FSC of all cases and for all calculation methods.
Case number Modiﬁed Terzaghi Bjerrum-Eide Slip circle
μ δ μ δ μ δ
1 1.22 0.094 1.05 0.092 1.08 0.099
2 1.04 0.089 1.00 0.087 0.61 0.12
3 1.30 0.062 1.20 0.062 1.07 0.063
4 1.15 0.17 1.05 0.17 1.15 0.17
5 1.80 0.16 1.53 0.17 1.66 0.17
6 1.43 0.26 1.09 0.26 1.17 0.28
7 4.66 0.10 3.96 0.10 3.56 0.10
8 1.86 0.13 1.62 0.13 1.63 0.16
9 1.80 0.093 1.46 0.092 1.68 0.10
10 1.25 0.10 1.26 0.11 1.13 0.11
11 1.20 0.26 1.04 0.26 1.16 0.27
12 0.88 0.10 0.89 0.11 0.56 0.12
13 1.08 0.073 0.98 0.072 0.85 0.074
14 0.83 0.16 0.78 0.16 0.67 0.19
15 3.12 0.37 2.65 0.43 2.39 0.44
16 0.67 0.065 0.62 0.067 0.56 0.068
17 0.99 0.12 0.92 0.12 0.74 0.13
18 0.94 0.17 1.03 0.19 0.90 0.19
19 0.90 0.17 0.92 0.19 0.86 0.19
20 1.05 0.17 1.08 0.19 0.97 0.19
21 1.24 0.16 1.27 0.18 1.15 0.18
22 1.20 0.17 1.08 0.19 1.06 0.19
23 1.11 0.15 1.10 0.19 0.86 0.19
24 1.09 0.38 0.99 0.44 1.02 0.44
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0.05–0.3.
Table 8 summarizes the resulting COV estimates for all
input parameters, including the arc-average su, arc-average unit
weights and qs, for all cases and for all calculation methods.
6.6. Resulting mean values and COVs of FSC for all cases
Based on the mean values and COVs of all input parameters
summarized in Tables 4 and 8, the mean values of FSC (μ) for
all cases can then be obtained by substituting the input
parameters listed in Table 4 into Eqs. (1)–(4), while the COVs
of FSC (δ) can be obtained by applying Eqs. (5)–(8) with the
COVs listed in Table 8. The resulting μ and δ values for all
cases and for all calculation methods are summarized in
Table 9 and plotted in Fig. 4. The trend in Fig. 4 is reasonable
– the total-failure cases (crosses) are typically with the smallest
μ, the near-failure cases (triangles) are with moderate μ, and
the non-failure cases (circles) are with the largest μ. As
depicted in Fig. 4, there is no total-failure and near-failure
case at the right hand side of the required FS. The only two
exceptions happen for Bjerrum-Eide's method: there is one
total-failure case and one near-failure case that are at the right
hand side of the required FS.
It would be of interest to investigate the performance of the
modiﬁed Terzaghi's, Bjerrum-Eide's, and slip circle methods
for shallow and deep excavations. The slip circle method is
obviously inferior to the modiﬁed Terzaghi's and Bjerrum-Eide'smethods. This can be seen in Fig. 4: the slip circle method tends
to give μ estimates that are unreasonably small (some near-
failure cases have μ¼0.6). Therefore, only the modiﬁed
Terzaghi's and Bjerrum-Eide's methods are compared here. It
is expected that Bjerrum-Eide's method is better suited to deep
excavations than the modiﬁed Terzaghi's method. However, this
expectation is examined here.
To investigate the performace of these two methods, the
relation between excavation depth (He) and mean value of the
calculated FSC (μ) is plotted in Fig. 5. For shallow excavations
(Heo10 m), the performance of the modiﬁed Terzaghi's and
Bjerrum-Eide's methods are deemed to be both satisfactory,
judging from the fact that all μ values for near-failure & total-
failure cases are around 1 (see the triangles and crosses in the
dashed circles in Fig. 5). For deep excavations (He410 m),
Bjerrum-Eide's method performs better than the modiﬁed Terza-
ghi's method for one near-failure case (labeled as ‘A’ in Fig. 5)
and one total-failure case (labeled as ‘B’ in Fig. 5). The modiﬁed
Terzaghi's method overestimates the μ values for these two cases,
but Bjerrum-Eide's method does not (μ closer to 1). However, the
modiﬁed Terzaghi's method performs better than Bjerrum-Eide's
method for two non-failure cases (labeled as ‘C’ and ‘D’ in
Fig. 5). The μ values for these two non-failure cases are very
close to 1 for Bjerrum-Eide's method (but they are actually non-
failure cases, even without signs of excessive deformation). From
the above discussion, there is no sufﬁcient evidence to conclude
that Bjerrum-Eide's method always outperform the modiﬁed
Terzaghi's method for deep excavations.
Fig. 4. Relation between mean values and COVs of FSC for all cases and for all calculation methods.
Fig. 5. Relation between He and mean value of FSC (μ) for all cases for the modiﬁed Terzaghi's and Bjerrum-Eide's methods.
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The actual FS, denoted by FSA, is not the same as the
calculated FS, denoted by FSC, due to the model uncertainties.
Let the ratio between FSA and FSC be denoted by the model
factor α:
FSA ¼ αFSC ð13Þ
In this study, α is modeled as a lognormal random variable
with mean value¼μα and COV¼δα. Note that the mean valueand COV should depend on the adopted calculation method.
Since FSC is lognormal, FSA is also lognormal. Moreover, the
mean value and COV of FSA are, respectively,
mean value of FSAð Þ ¼ μα  μ;
COV of FSAð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þδ2α
  1þδ2 1
q
ð14Þ
by assuming independence between α and FSC.
The lognormal assumption is adopted because many pre-
vious studies assumed so (Juang et al., 2004; Phoon and
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Grifﬁths et al., 2009; Dithinde et al., 2011). Most these
previous studies assumed lognormal distribution because the
target quantities are non-negative. In this study, P, Q, and α are
indeed non-negative, hence the same lognormal assumption is
adopted. In the case where the lognormal assumptions are
invalid, the actual failure probability can be under- or over-
estimated depending on how the left tail of the actual
distribution for FSA behaves. If the left tail is thicker than
that of lognormal distribution, the failure probability will be
under-estimated, and vice versa. As mentioned earlier, in the
extreme case where the SOF of su is very large (e.g., 6.0 m),
the COV of Q (or FSC) is overestimated due to the simpliﬁed
assumption regarding the uncorrelation between the arc-
average su values. As can be seen from Eq. (14), in order to
maintain a constant COV in FSA, overestimation in the COV
of FSC may result in underestimation of the COV of α. Note
that this underestimation may not be serious if there are only
few cases belonging to this extreme case among the 24 cases.
The maximum likelihood (ML) method will be employed to
estimate μα and δα. The ML analysis is based on the following
assumption:1. For the total-failure cases (8 cases), their FSA are assumed
to be between 0.8 and 1.0. The lower bound 0.8 is taken
because all these 8 cases are staged excavation, and failure
did not occur at the stages prior to the failure stage (the
failure stage is the construction stage immediately before
failure). For instance, if the failure occurred at stage 5, the
failure did not occur at stage 4 for sure. This implies that
FSA41 at stage 4, so it is therefore reasonable to believe
that FSA at stage 5 should not be too much less than 1.
Although the lower bound 0.8 is adopted, a sensitivity study
with lower bound¼0.9 will be taken.2. For the near-failure cases (7 cases), their FSA are assumed
to be between 1.0 and 1.2. This is because these 7 cases are
with very large deformation, hence they should be close to
failure state. Although the upper bound 1.2 is adopted, a
sensitivity study with upper bound¼1.1 will be taken.3. For the non-failure cases (9 cases), their actual FSA are
assumed to be larger than 1.2. Although the lower bound
1.2 is adopted, a sensitivity study with lower bound¼1.1
will be taken.
Sensitivity analysis shows that the 0.9–1.0–1.1 boundaries
result in μα and δα estimates similar to those resulted by the
above 0.8–1.0–1.2 boundaries.
For the 8 total-failure cases, FSA is assumed to be between
0.8 and 1.0, so it is possible to write down the likelihood
function Ltf (subscript tf denotes “total failure”):
Ltfðμα; δαÞ ¼ Pð0:8rFSAr1 μα; δα; μ; δÞ

¼Φ
ln 1ð Þ ln μα  μ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þδ2α
  1þδ2 q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln 1þδ2α
 þ ln 1þδ2 q
0
B@
1
CAΦ
ln 0:8ð Þ ln μα  μ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þδ2α
  1þδ2 q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln 1þδ2α
 þ ln 1þδ2 q
0
B@
1
CA ð15Þ
where P(.) denotes the probability, and Φ Uð Þ denotes the
cumulative density function for the standard Gaussian dis-
tribution. For the 7 near-failure cases, FSA is assumed to be
between 1.0 and 1.2, hence the likelihood function Lnrf
(subscript nrf denotes “near failure”) has the following form:
Lnrfðμα; δαÞ ¼ Pð1oFSAr1:2 μα; δα; μ; δÞ

¼Φ
ln 1:2ð Þ ln μα  μ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þδ2α
  1þδ2 q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln 1þδ2α
 þ ln 1þδ2 q
0
B@
1
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Φ
ln 1:0ð Þ ln μα  μ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þδ2α
  1þδ2 q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln 1þδ2α
 þ ln 1þδ2 q
0
B@
1
CA ð16Þ
For the 9 non-failure cases, FSA is assumed to be larger than
1.2, hence the likelihood function Lnf (subscript nf denotes
“non-failure”) has the following form:
Lnfðμα; δαÞ ¼ PðFSA41:2 μα; δα; μ; δÞ ¼

1Φ
ln 1:2ð Þ ln μα  μ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þδ2α
  1þδ2 q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln 1þδ2α
 þ ln 1þδ2 q
0
B@
1
CA
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There is no sufﬁcient evidence to justify the dependency
among the model factors (or the other way around) based on
the very limited number of cases (there are only 24 cases).
However, other studies (e.g., Zhang et al., 2009a, 2009b;
Juang et al., 2012) have adopted the assumption that the model
factors are independent. Therefore, the same assumption is
adopted in this paper. Based on this assumption, the total
likelihood function can be expressed as the multiplication of
each individual likelihood function:
Lðμα; δαÞ ¼ ∏
8
i¼1
LðiÞtf ðμα; δαÞU ∏
7
j¼1
LðjÞnrfðμα; δαÞU ∏
9
k¼1
LðkÞnf ðμα; δαÞ
ð18Þ
Based on the principle of maximum likelihood, the (μα,δα) pair
that maximizes the total likelihood is an optimal estimate for
the pair. The contour plots for the total likelihoods are plotted
in Fig. 6 for the three calculation methods. All of the total
likelihoods seem to be uni-modal, indicating that the optimal
estimates for (μα,δα) are unique. The resulting optimal esti-
mates for (μα,δα) are listed in Table 10 for all three calculation
methods. As can be seen in Fig. 6, the total likelihood for the
modiﬁed Terzaghi's and Bjerrum-Eide's methods are distrib-
uted in a relatively narrow range. This implies that the
variabilities (or uncertainties) in the estimated (μα,δα) are
relatively small. For the slip circle method, the total likelihood
is distributed in a wider range than the other two methods,
implying that the variabilities (or uncertainties) in the esti-
mated (μα,δα) are relatively large.
Fig. 6. Contour plots of the total likelihood functions for the three calculation methods.
Table 10
Summary of mean values and COVs of the model factor for all calculation
methods.
Modiﬁed Terzaghi Bjerrum-
Eide
Slip circle
μα 1.02 1.09 1.27
δα 0.157 0.147 0.221
Required FS in codes 1.5 1.2 1.2
Required FS after μα correction 1.53 1.31 1.52
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is with μα close to 1 and a reasonably small model uncertainty,
while Bjerrum-Eide's method is with μα slightly larger than 1
and a reasonably small model uncertainty. μα larger than 1
implies that Bjerrum-Eide's method is conservative. The slip
circle method is the most conservative with μα signiﬁcantly
larger than 1 and the largest model uncertainty. It is interesting
to see that the modiﬁed Terzaghi's and Bjerrum-Eide's
methods, which are derived from bearing capacity theories,
seems to have less model uncertainties than the slip circle
method, which is semi-empirical. It is also interesting to see
that the modiﬁed Terzaghi's method, which is long believed to
be suitable for wide excavation, has the μα value close to 1.
The required FS in codes for the three calculation methods
are also listed in Table 10. The required values are quite
different, 1.5 for Terzaghi's method and 1.2 for Bjerrum-Eide's
and slip circle methods. These required FSs in codes should
not be directly compared without the adjustment with respect
to μα. This adjustment can be easily done by multiplying the
required FS in codes by the corresponding μα, resulting in the
“required FS after μα correction” in Table 10. It is clear that
after the μα correction, the required FSs for the modiﬁed
Terzaghi's and slip circle method become about 1.5, but that
for Bjerrum-Eide's method is only 1.3. Later, we will see that
the required FS recommended in codes for Bjerrum-Eide's
method is insufﬁcient.
8. Reliability-based design for base heave stability
With the calibrated model factors, the base heave failure
probability can then be expressed as a function of μ and δ asfollows:
P FSAo1ð Þ ¼Φ 
ln μα  μ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þδ2α
  1þδ2 q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln 1þδ2α
 þ ln 1þδ2 q
0
B@
1
CA¼Φ βð Þ
ð19Þ
where β is the reliability index. The values of μα and δα can be
found in Table 10. Fig. 7 shows the contour plots of β in the
space of μ and δ for the three calculation methods. It is
reasonable to see most total-failure cases are with relatively
low β values, mostly less than 1.0 (corresponding to failure
probability Pf¼Φ(β)¼Φ(1)¼0.159). There is a total-
failure case (case ‘A’ in the ﬁgure) having β value between
1.5 and 2.0 (Pf¼0.023–0.067) for the modiﬁed Terzaghi's and
Bjerrum-Eide's methods. The same case has β value close to
1.25 (Pf¼0.106) for the slip circle method. All near-failure
cases are with β values less than 1.5. For the purpose of
reliability-based design, it seems reasonable to take 2.0 as the
minimum requirement for the target reliability index βT for the
modiﬁed Terzaghi's and Bjerrum-Eide's methods, but take 1.5
as the minimum requirement for the target reliability index βT
for the slip circle method – no total-failure or near-failure case
is with such a high reliability level. For non-failure cases, the β
values have a fairly broad range, from 0.2 to more than 4.0.
This broad range is expected – even if β¼0.2, there is still a
42% chance [Pf¼Φ(0.2)¼0.42] of getting a non-failure
case.
For reliability-based design, a design engineer is given the
target reliability index βT and must determine the required μ to
achieve this target level of safety. If an estimate of δ is
available, the design engineer can easily ﬁnd the required μ by
inverting Eq. (19):
μ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þδα2
 
1þδ2 q exp βT
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln 1þδα2
 þ ln 1þδ2 qh i
μα
ð20Þ
Note that estimation of δ depends on the COV of all input
parameters, including undrained shear strength, soil unit
weight and surcharge pressure. As a result, it is necessary to
estimate the COV of all input parameters before the estimation
of δ. Fig. 8 show the relation between required μ and βT for
various levels of δ for the three calculation methods. Note that
Fig. 7. Contour plots of β in the space of μ and δ.
Fig. 8. Relation of βT and required μ under various δ.
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engineer needs to make sure all su measurement to be
converted into su(mob) when calculating the FS (e.g. following
Table 2). Note that the aforementioned design requires an
estimate for δ. From Fig. 8, it is clear that the resulting required
μ is very sensitive to the δ estimate, hence the estimation for δ
must be done cautiously. One will ﬁrst need to estimate the
COVs for all input parameters for the chosen calculation
method. Taking the modiﬁed Terzaghi's method as an exam-
ple, they are δsubde , δsuab , δγab , and δqs . For δsubde and δsuab , Eq. (9)
should be used to ﬁnd these COVs, given the δi, δm, and δt for
each parameter. If δi, δm, and δt are not available in site
investigation, they can be roughly estimated based on the
statistics compiled by Phoon (1995). Otherwise, the steps
described in the section “coefﬁcient of variation of FSC for all
case histories” can be taken to estimate δi, δm, and δt. Estimates
for Rm and Ri can be found from Figs. 2 and 3 according to the
number of real tested data points and the dimension of the
excavation. For δγab , δm and δt can be taken to be zeros, δi can
be found either from the site investigation results or from
Phoon (1995), Ri can be taken to be (5 m)/(excavation depth).
Once the COVs for all input parameters are estimated, δ can be
obtained by following Eqs. (6)–(8)) for the modiﬁed Terzaghi's
method. For other two calculation methods, the similar
procedures as shown by Eqs. (6)–(8) can be found to obtain
δ estimates, although Eqs. (6)–(8) need to be re-derived.
The required FSs in current codes for the modiﬁed
Terzaghi's, Bjerrum-Eide's, and slip circle methods are 1.5,
1.2, and 1.2, respectively. From Fig. 8, these required FSs in
codes correspond to βT¼2.22 (Pf¼0.013) for the modiﬁed
Terzaghi's method, βT¼1.40 (Pf¼0.081) for Bjerrum-Eide's
method, and βT¼1.64 (Pf¼0.051) for the slip circle method.
As mentioned earlier, the minimum requirement for βT is 2.0
for the modiﬁed Terzaghi's and Bjerrum-Eide's methods and is
1.5 for the slip circle method. As a result, the required
FS in codes seems reasonably conservative for the modiﬁed
Terzaghi's method, insufﬁcient for Bjerrum-Eide's method, and
reasonably conservative for the slip circle method. However,
the above discussions are only for δ¼0.1. For other δ
values, reasonable required FS, namely μ, can be checked
from Fig. 8.
9. Conclusions
In this study, three popular calculation methods of base
heave are calibrated based on real case histories with wide
excavation. From the calibration results, the mean values of
model factor (μα) are 1.02, 1.09, and 1.27, and its correspond-
ing COV (δα) are 0.157, 0.147, and 0.221 for the modiﬁed
Terzaghi's, Bjerrum-Eide's, and slip circle methods, respec-
tively. The modiﬁed Terzaghi's method is with μα close to 1
and a reasonably small model uncertainty, while Bjerrum-
Eide's method is somewhat more conservative with a reason-
ably small model uncertainty. The slip circle method is the
most conservative with the largest model uncertainty. It is
interesting to see that the modiﬁed Terzaghi's and Bjerrum-
Eide's methods, which are derived from bearing capacitytheories, seems to have less model uncertainties than the slip
circle method, which is a semi-empirical method.
For the purpose of reliability-based design, it is suggested
that the minimum requirement for the target reliability index
(βT) is 2.0 (Pf¼0.023) for the modiﬁed Terzaghi's and
Bjerrum-Eide's methods and is 1.5 (Pf¼0.067) for the slip
circle method. Design charts that relate required FS to βT are
provided for the three calculation methods and for various
levels of FS COV. With the prescribed βT, the required design
FS can be obtained from these charts to facilitate reliability-
based design for base heave stability for wide excavation.
These charts are calibrated against real cases mostly with
excavation depths less than excavation widths. For design
cases with depths greater than widths, cautions and judgments
should be taken when implementing these design charts. Under
the premise that the COV of the factor of safety (FS) is 0.1, the
required FS in codes seems reasonably conservative for the
modiﬁed Terzaghi's method, insufﬁcient for Bjerrum-Eide's
method, and reasonably conservative for the slip circle method.
Last but not least, our case histories are mostly from few
countries (8 in Norway, 6 in Taiwan, 5 in USA, 2 in Japan).
Sampling bias in the database is quite possible in such
circumstance. It is expected that the conclusions of this paper
are most suited for excavations in the above countries. However,
the conclusions may be also applicable to countries/regions with
similar geological and construction conditions.References
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