Let E be a uniformly convex and 2-uniformly smooth real Banach space with dual E * . Let A : E * → E be a Lipschitz continuous monotone mapping with A −1 (0) = ∅. For given u, x 1 ∈ E, let {x n } be generated by the algorithm x n+1 := β n u + (1 − β n ) × (x n − α n AJ x n ), n 1, where J is the normalized duality mapping from E into E * and {λ n } and {θ n } are real sequences in (0, 1) satisfying certain conditions. Then it is proved that, under some mild conditions, {x n } converges strongly to x * ∈ E where J x * ∈ A −1 (0). Finally, we apply our convergence theorems to the convex minimization problems.
Introduction
Let E be a real Banach space with dual E * . We denote by J the normalized duality mapping from E into 2 E * defined by
where . , . denotes the generalized duality pairing. It is well known that if E * is strictly convex then J is single-valued and if E is uniformly smooth then J is uniformly continuous on bounded subsets of E. Moreover, if E is a reflexive and strictly convex Banach space with a strictly convex dual, then J −1 is single valued, one-to-one, surjective, and it is the duality mapping from E * into E and thus J J −1 = I E * and J −1 J = I E (see [1] ). We note that in a Hilbert space, H, J is the identity mapping. A mapping A ⊂ E × E * with domain D(A) = {x ∈ E: Ax = ∅} and range (A) = {T x ∈ E: x ∈ D(A)} is said to be monotone if for all (x, x * ), (y, y * ) ∈ A. A monotone mapping A is said to be maximal if its graph G(A) = {(x, y): y ∈ Ax} is not properly contained in the graph of any other monotone mapping. It is known that monotone mapping A is maximal if and only if for (x, x * ) ∈ E × E * , x − y, x * − y * 0 for every (y, y * ) ∈ G(A) implies that x * ∈ A(x). We know that if A is a maximal monotone mapping, then the zero of A, A −1 (0) := {x ∈ E: 0 ∈ Ax}, is closed and convex. If E is reflexive and strictly convex and smooth Banach space, then a monotone mapping A from E into E * is maximal if and only if (J + λA) = E * for each λ > 0 (see [17] for more details).
A function f : E → (−∞, ∞] is said to be proper if the set {x ∈ E: f (x) ∈ R} is nonempty. A proper function f : E → (−∞, ∞] is said to be convex if
for all x, y ∈ E and α ∈ (0, 1). Also f is said to be lower semicontinuous if the set {x ∈ E: f (x) r} is a closed in E for all r ∈ R. For the proper lower semicontinuous convex function f : E → (−∞, ∞], Rockafellar [16, 17] proved that the subdifferential mapping ∂f ⊂ E × E * of f defined by
for all x ∈ E, is a maximal monotone mapping. Let E be a Banach space and let A ⊂ E × E * be a maximal mapping. Then we consider the problem of finding a point v ∈ E satisfying 0 ∈ A(v). Such a problem is connected with the convex minimization problem. In fact, if f : E → (−∞, ∞] is a proper lower semi-continuous convex function, then we have that the equation 0 ∈ ∂f (v) is equivalent to f (v) = min x∈E f (x) (see, e.g., [24] for more details).
A well-known method for solving the equation 0 ∈ Av in a Hilbert space H is the proximal point algorithm:
where {r n } ⊂ (0, ∞) and J r = (I + rA) −1 for r > 0. This algorithm was first introduced by Martinet [12] . In 1976, Rockafellar [18] proved that if lim inf n→∞ r n > 0 and A −1 (0) = ∅, then the sequence {x n } defined by (1.2) converges weakly to an element of A −1 (0). Later, many researchers have studied the convergence of the sequence defined by (1.2) in a Hilbert space; see, for instance, [2, 4, 9, 15, 18, 20] and a host of other authors. In particular, Kamimura and Takahashi [9] obtained the following strong convergence theorem:
Theorem KT. Let H be a Hilbert space, let A ⊂ H × H be a maximal monotone mapping and let J r = (I + rA) −1 for all r > 0. For u ∈ H let {x n } be a sequence defined by
where {α n } ⊂ [0, 1] and {r n } ⊂ (0, ∞) satisfy lim n→∞ α n = 0, α n = ∞ and lim n→∞ r n = ∞. If A −1 (0) = ∅, then the sequence {x n } converges strongly to P x, where P is the metric projection of H onto A −1 (0).
In the case when the space is a Banach space, for finding a zero point of a maximal mapping, by using the proximal point algorithm, Kohsaka and Takahashi [10] introduced the following iterative sequence for a monotone mapping A ⊂ E × E * : x 1 = u ∈ E and
where J r n := (J + r n A) −1 , and J the duality mapping from E into E * , {α n } ⊂ [0, 1] such that lim n→∞ α n = 0, α n = ∞ and {r n } ⊂ (0, ∞), such that lim n→∞ r n = ∞. They proved that if E is smooth and uniformly convex, A ⊂ E × E * is maximal monotone and A −1 (0) = ∅, then the sequence {x n } converges strongly to an element of A −1 (0). This result extends Theorem KT to Banach spaces. However, the sequence involves the resolvent mappings J r n = (I + r n A) −1 , which is too strong condition in applications since it requires computation of inverses of mappings.
In this paper, it is our purpose to provide an implicit and explicit iterative schemes which converge strongly to a point of A −1 (0), where A is maximal monotone, that does not involve resolvents of A in Banach spaces. We next apply our strong convergence theorems to the convex minimization problems.
Preliminaries
Let E be a normed linear space with dim E 2. The modulus of smoothness of E is the function ρ E :
The space E is said to be smooth We observe that every p-uniformly smooth Banach space is uniformly smooth. Furthermore, it is proved in [22, Remark 5, p. 208] that if E is 2-uniformly smooth, then for all x, y ∈ E there exists a constant L * > 0 such that
The norm of E is said to be Fréchet differentiable if for each x ∈ S := {x ∈ E: x = 1},
exists and is attained uniformly for y ∈ E. In this case, J is norm to norm continuous (see, e.g., [19] ). The norm of E is said to be uniformly Fréchet differentiable (equivalently uniformly smooth) if the limit (2.2) is attained uniformly for x, y ∈ S(E). We observe that every uniformly Fréchet differentiable (or uniformly smooth) space is Fréchet differentiable. A Banach space E is said to be strictly convex if
The modulus of convexity of E is the function δ E :
E is uniformly convex if and only if δ E ( ) > 0 for every ∈ (0, 2]. Let q > 1. Then E is said to be q-uniformly convex if there exists a constant c > 0 such that δ( ) c q for all ∈ [0, 2]. Observe that every q-uniformly convex space is uniformly convex. Moreover, we note that a Banach space E is q-uniformly convex if and only if E is p-uniformly smooth, where p and q satisfy
is said to be a sunny nonexpansive retract of E if there exists a sunny nonexpansive retraction of E onto K and it is said to be a nonexpansive retract of E if there exists a nonexpansive retraction of E onto K. If E = H , the metric projection P K is a sunny nonexpansive retraction from H to any closed convex subset of H . But this is not true in a general Banach spaces. We note that if E is smooth and Q is retraction of K onto F (T ), then Q is sunny and nonexpansive if and only if for each x ∈ K and z ∈ F (T ) we have Qx − x, J (Qx − z) 0 (see [19] for more details). Let E be a smooth Banach space. Let V : E × E → R be a function defined as follows:
for all x, y ∈ E. It is obvious from the definition of
If E is a Hilbert space, then V (x, y) = x − y 2 for all x, y ∈ E. Let K be a nonempty closed and convex subset of reflexive, strictly convex and smooth Banach space E. The generalized projection mapping, introduced by Alber [1] , is a mapping Π K : E → K, that assigns to an arbitrary point x ∈ E the minimum point of the functional V (x, y), that is, Π K x =x, wherex is the solution to the minimization problem
It is known that, for an arbitrary point x ∈ E, {z ∈ K: V (z, x) = min y∈K V (y, x)} is always a singleton (see, e.g., [1] ).
where F (R) := {x ∈ K: Rx = x} is the set of fixed points of R.
In [8] , we have the following lemma. 
In what follows, we shall make use of the following lemmas. [6] .) Let E be a real normed linear space and J the normalized duality mapping on E. Then for any given x, y ∈ E, the following inequality holds:
Lemma 2.5. (See, e.g., [23] .) Let {a n } n be a sequence of nonnegative real numbers such that a n+1 (1 − β n )a n + β n γ n , n∈ N, where {β n } n ⊂ (0, 1), lim n→∞ β n = 0, ∞ n=0 β n = ∞ and lim sup n γ n 0. Then, lim n→∞ a n = 0.
Main results
We now prove the following convergence theorems of an implicit and explicit schemes. Theorem 3.1. Let E be a uniformly convex Banach space with a Fréchet differentiable norm. Let A ⊂ E * × E be a maximal monotone mapping with A −1 (0) = ∅. Then for u ∈ E, the path t → y t ∈ E, t ∈ [0, 1), satisfying, Proof. Let u ∈ E be arbitrary. Then for any λ > 0 we have from Lemma 2.2 that
where R is a sunny generalized nonexpansive retraction of E onto (AJ ) 
For the rest of this paper, {β n } and {α n } are real sequences in (0, 1) satisfying the following conditions:
Theorem 3.2. Let E be a uniformly convex and 2-uniformly smooth real Banach space with dual E * . Let A : E * → E be a Lipschitz continuous monotone mapping with constant L > 0 and A −1 (0) = ∅. For given u, x 1 ∈ E, let {x n } be generated by the algorithm
where J is the normalized duality mapping from E into E * . Then {x n } is bounded.
Proof. Since A is continuous and D(A)
= E * we have that A is maximal monotone (see, e.g., [7] ). First, we rewrite the recursion formula (3.3) as follows:
Now, we prove that {x n } is bounded. We exploit the method used in Chidume et al. [5] . Since β n → 0,
for all n N 0 , where L * is the constant in inequality (2.1). Let J x * ∈ A −1 (0) then we get that x * ∈ (AJ ) −1 (0). Let r > 0 be sufficiently large such that x N 0 ∈ B r (x * ) and u ∈ B r 6 (x * ). It suffices to show by induction that {x n } belongs to B := B r (x * ) for all integers n N 0 . By construction we have that x N 0 ∈ B. Hence we may assume x n ∈ B for any n > N 0 and prove that x n+1 ∈ B. Suppose x n+1 is not in B. Then x n+1 − x * > r and thus from the recursion formula (3.4) and Lemma 2.3 we get that
Moreover, from (3.5), the fact that J x * ∈ A −1 (0) and Lipschitz property of A we obtain that
Now, from (3.6) and inequality (2.1) we get that For given u, x 1 ∈ E, let {x n } be generated by the algorithm
where J is the normalized duality mapping from
Proof. From Theorem 3.2 we have that {x n } and hence {AJ x n } is bounded. Let x * ∈ B min ∩ (AJ ) −1 (0) and t ∈ (0, 1).
Then by convexity of B we have that (1 − t)x * + tu ∈ B. It then follows from Remark 3.3 that ϕ(x * ) ϕ((1 − t)x * + tu). Using Lemma 2.3, we have that
Thus, taking Banach limits over n 1 gives
This implies
This implies that
Since the normalized duality mapping is norm-to-weak * uniformly continuous on bounded subsets of E, we obtain, as t → 0, that
Hence, for > 0, there exists δ > 0 such that ∀ ∈ (0, δ), and ∀n 1,
Consequently,
Since is arbitrary, we have
On the other hand, boundedness of {x n }, {AJ x n } and the fact that lim β n = 0, give that x n+1 − x n → 0. Therefore, again from the norm-to-weak * uniform continuity of j on bounded sets, we obtain that
Thus the sequence { u − x * , j (x n − x * ) } satisfies the conditions of Lemma 2.4. Hence, we obtain that
Furthermore, from (3.8) and Lemma 2.3, we obtain that
Since α n = o(β n ) there exists N 2 such that
where σ n := 2 u − x * , J (x n+1 − x * ) , ∀n N 2 . Thus, from (3.9) and Lemma 2.5, {x n } converges strongly to x * = Ru ∈ (AJ ) −1 (0), and hence J x * ∈ A −1 (0). This completes the proof of the theorem. 2
Let K be a nonempty subset of a smooth, strictly convex and reflexive real Banach space E with dual E * . Let K * be the dual space of K. A mapping T : K * → E is said to be semi-pseudo if AJ x := (J −1 − T )J x for all J x ∈ K * is monotone mapping, where J is the normalized duality mapping from E into E * . A semi-fixed point of a mapping T , denoted by F s (T ) , is the set F s (T ) := {J x ∈ K * : T J x = x}. We observe that a zero of a monotone mapping A is a semi-fixed point of a semi-pseudo mapping T . If E is a Hilbert space the definition of semi-pseudo and semi-fixed point of T coincide with pseudocontraction and fixed point of pseudocontraction T , respectively, studied by several authors (see, e.g., [3, 5, 6, 11, 13, 14, 21] and the references contained therein). In the case that T is from K into E * we have that T is semi-pseudo if Ax := (J − T )x for all x ∈ K, is monotone mapping and a semi-fixed point of a mapping T , F s (T ), is given by F s (T ) := {x ∈ K: T x = J x}.
We have the following corollary for semi-pseudo mappings. For given u, x 1 ∈ K, let {x n } be generated by the algorithm
where J is the normalized duality mapping from E into E * . Suppose that B min ∩ F s (T ) = ∅. Then {x n } converges strongly to x * , where J x * ∈ F s (T ).
Proof. From (3.10) we see that the sequence lies in K and hence it is well-defined. Moreover, AJ x = (J −1 − T )J x is Lipschitz continuous maximal monotone mapping and the recursion formula (3.10) reduces to (3.8) . Therefore, the conclusion follows from Theorem 3.4. 2
In Theorem 3.4, if we change the role of E and E * then the scheme changes and we get the following theorem.
Theorem 3.6. Let E be a uniformly smooth and 2-uniformly convex real Banach space E with dual E * . Let A : E → E * be a Lipschitz continuous monotone mapping with constant L > 0 and A −1 (0) = ∅. For given u, x 1 ∈ E, let {x n } be generated by the algorithm
where J is the normalized duality mapping from E into E * . Suppose that 
is maximal monotone mapping on K. For given u, x 1 ∈ K, let {x n } be generated by the algorithm
where J is the normalized duality mapping from E into E * . Suppose that B min ∩ ((J − T )J −1 ) −1 (0) = ∅. Then {x n } converges strongly to x * ∈ F s (T ).
Applications
In this section, we study the problem of finding a minimizer of a continuously Fréchet differentiable convex functional in Banach spaces. Proof. By Rockafellar [16, 17] we have that (∇f ) is maximal monotone mapping from E * into E and 0 ∈ (∇f ) −1 (v) if and only if f (v) = min x∈E f (x). Therefore, the conclusion follows from Theorem 3.4. 2 Proof. The method of proof of Theorem 4.1 with Theorem 3.6 give the required conclusion. 2
