Abstract. The purpose of this article is to study the asymptotic expansion of Ray-Singer analytic tosion associated with increasing powers p, p → ∞ of a given positive line bundle. Here we prove that the asymptotic expansion associated to a manifold contains only the terms of the form p n−i log p, p n−i for i ∈ N. For the two leading terms it was proved by Bismut and Vasserot in the article [BV89]. We will calculate the coefficients of the terms p n−1 log p and p n−1 in the Kähler case and thus answer the question posed in the recent work about quantuum Hall effect [KMMW17]. Our second result concerns the general asymptotic expansion of Ray-Singer analytic torsion for an orbifold.
Introduction
The holomorphic analytic torsion was introduced by Ray and Singer in the article [RS73] . It is a number T (g T M , h E ) defined for a Hermitian vector bundle (E, h E ) on a compact Hermitian manifold (M, g T M , Θ) as the regularized determinant of Kodaira Laplacian E = ∂ E ∂ E * +∂ E * ∂ E , acting on the set of sections of vector bundle Λ
• (T * (0,1) M) ⊗ E. Let L be a positive holomorphic Hermitian line bundle over M. In the article [BV89] Bismut and Vasserot have obtained the asymptotic of log T (g T M , h L p ⊗E ), p → +∞ and they gave an explicit formula for the coefficients of th leading terms p n log p, p n of the expansion, where n is the dimension of M. This asymptotic expansion played an important role in a result of arithmetic ampleness by Gillet and Soulé (see [GS92] , [Sou92, Chapter VIII] ). In this article we will obtain a general formula for this asymptotic expansion and we give an explicit formula for the coefficients of the subsequent terms p n−1 log p, p n−1 . The general strategy of the proof will be the same as in the article [BV89] , we will study this asymptotic expansion with the help of the asymptotic expansion of the heat kernel of the rescaled Kodaira Laplacian L p ⊗E /p. The heat kernel of this operator was studied in the article [Bis87] to give an alternative proof of Demailly's holomorphic Morse inequalities [Dem85] . The second objective of this article is to prove the general asymptotic expansion of the analytic torsion in the orbifold's setting. Now let's describe our results more precisely. Let (M, g T M , Θ) be a compact Hermitian manifold of complex dimension n. Let (E, h E ) be a Hermitian vector bundle on M. We denote by c 1 (E) its first Chern class. Let (L, h L ) be a Hermitian positive line bundle on M. Let's denote by ω the 2-form, defined by
where R L is the curvature of the Chern connection on (L, h L ). We defineR L x ∈ End(T
We denote by T (g T M , h L p ⊗E ) the analytic torsion of L p ⊗ E associated with g T M , h L , h E (see Definition 2.4). Our first result is Theorem 1.1. There are local coefficients α i , β i ∈ R, i ∈ N such that for any k ∈ N, as p → +∞ 
8).
In the special case where M is a Riemann surface this theorem gives a precise version of some work in physics concerning quantuum Hall effect, see [KMMW17, p. 839] , [FK14, §5] . We note that in the article [ (n − 1)! .
In particular, those coefficients are topological.
We verify this result for the case M = CP 1 , L = O(1) in Section 4.4.3, by using [Köh95] and [KMMW17] to calculate the coefficients of the asymptotic expansion of T (g F S , h O(p) ), p → +∞, for g F S Fubini-Study metric.
Our last result will be a generalization of Theorem 1.1 to the orbifold's case. Let (M, g T M , Θ) be a compact effective Hermitian orbifold. Let (E, h E ) be a proper Hermitian orbifold vector bundle (see Definition 5.3) on M and (L, h L ) will be a proper Hermitian positive orbifold line bundle on M. Theorem 1.3. There are local (in the sense of Theorem 1.1) coefficients α i , β i ∈ R, i ∈ N, a finite set J ⊂ N and m j ∈ N, γ j,i , δ j,i ∈ R, j ∈ J, i ∈ N such that as p → +∞ we have the following asymptotic expansion for any k ∈ N − 2 log T (g T M , h L p ⊗E ) = As a corollary of (1.4) we get
Corollary. By the set of numbers {T (g T M , h L p ⊗E ) : p ∈ N} we may detect if M has singularities of codimension 1.
The coefficients α i , β i should be thought as the orbifold's versions of α i , β i . Rigorously, this means that each α i , β i is an integral of the local quantity and α i , β i are just the integrals over an orbifold M of the same quantities defined in an orbifold chart. In particular, in the case Θ = ω we may also give an explicit formula for α 1 , β 1 just by putting tilde over the integrals appearing in Theorem 1.2 and by Theorem 1.3 we see that in the case where the singularities of M appear in codimension strictly higher than 1 the coefficients of p n−1 log p, p n−1 of the expansion of log T (g T M , h L p ⊗E ) are not affected by singularities of an orbifold. In general we may express the coefficient δ j,0 with the help of Mellin transform (see Theorem 5.13, (5.29)). We don't pursue the calculation of higher terms of the asymptotic in the orbifold case, but we can relate it to another important asymptotic expansion (see (5.9)).
In the special case when an orbifold M is obtained as a quotient of a transversal locally free CR S 1 -action on a smooth CR manifold, we obtain a refinement of the main result of the article of Hsiao and Huang [HH16] as a special case of Theorem 1.3, see Section 5.4.
We also make a connection with the article [KMMW17] . For brevity, the authors of this article have "naturally" expressed the asymptotic expansion of the "anomaly" formula for the logarithm of analytic torsion of Riemann surface as a difference of the integrals over local quantities. The coefficients of the leading terms p log p, p of the expansion of those integrals coincide with the coefficients of the leading terms of the logarithm of the analytic torsion (see (1.2)). So the authors have conjectured [KMMW17, p.839 ] that the coefficient of the term log p and the constant term will also coincide. As it turns out, the coefficient of log p coincides, but the constant term does not. See Section 4.5. Now we'll describe some history of related problems and propose some direction in which our results might be useful.
In Let π : M → B be a holomorphic fibration with a compact fiber X. Let (E, h E ) be a hollomorphic Hermitian bundle on M. We suppose that
In the article [BK92] Bismut and Köhler have introduced the torsion forms T (g T M , h E ), which satisfy the following properties
where h H 0 (X,E| X ) is L 2 -metric. Later this notion was generalized by Freixas, Burgos and Litcanu in the article [BFL14b] , where authors have also given an axiomatic definition of those torsion forms and later used this result in [BFL14a] where they generalized famous arithmetic GrothendieckRiemann-Roch theorem. See [MR15] for another interesting result concerning those torsion forms.
Puchol considered the case when E is a direct image of the sheaf associated to the increasing power of a positive line bundle over a total space 1 and he obtained the first term of the asymptotic expansion of T (M, E). In particular, the main result of [BV90] follows from considering the direct image of the canonical line bundle on the projective fibration associated to the vector bundle E on a "family" of manifolds over a point. We hope that our result might be generalized to the family setting, thus giving a general asymptotic expansion of torsion forms.
We point oup that the corresponding result for the real analytic torsion has also been considered in [Mü12] , [BMZ17] . Recently spectral theory of orbifolds has gained some popularity, see for example the articles [Ma05] , [FvP16] , [BBC12] or [BK08] . See [Yos13] for the application of the analytic torsion to the moduli spaces of K3 surfaces and [MR12] for the application in Calabi-Yau theefolds. In general the application of the theory of holomorphic analytic torsion may be found in more and more contexts. In particular there are many applications in Arakelov geometry, see for example [KR01] and their later works, where Köhler and Rössler proved a Lefschetz fixed point formula in Arakelov geometry. The results on the equivariant analytic torsion play an important role in their proof.
This article is organized as follows. In Section 2 we introduce some notation, we recall some properties of Mellin transform, the definition of the holomorphic analytic torsion. We will give a proof of Theorem 1.1, relying on some technical tools for dealing with the heat kernel of the operator L p ⊗E /p, which will be proved later in Section 3. In Section 3 we will also explain some facts about diagonal and off-diagonal expansion of the heat kernel of the operator L p ⊗E /p. In Section 4 we prove Theorem 1.2. The main tool used here is Duhamel's formula. In Section 5 we recall the basics of the orbifolds theory, prove Theorem 1.3 and we describe a connection between Theorem 1.3 and [HH16] .
Notation. Throughout this article we use the following notation
Let N be the operator of the Z-grading on
In general, let A be a operator acting on a Z 2 -graded vector space (V, ǫ), its supertrace is defined as
In the notations of the previous definition, M [f ] extends holomorphically around 0 and we have
More generally we will use the following notation.
Now will recall the definition of zeta-function and holomorphic analytic torsion of Ray-Singer. These are spectral invariants, associated with a holomorphic Hermitian vector bundle (E, h E ) over a compact Hermitian manifold (M, g T M , Θ). By Hodge theory, the operator E has finite dimensional kernel. We denote by P the spectral projection onto its kernel and by P ⊥ = Id − P the spectral projection onto its complement. By the standard facts on the heat kernel (see [BGV92, Theorem 2.30, Proposition 2.37]), we can define Definition 2.3. For z ∈ C, Re z > n we set 
Definition 2.4. The analytic torsion of Ray-Singer for the vector bundle
E is T (g T M , h E ) = exp − 1 2 ζ ′ E (0) .(g T M , h E ) = i ∆ −(−1) i i/2 i .
Asymptotics of analytic torsion on manifold
In this section we will present the proof of Theorem 1.1. We follow the strategy of the proof of the main theorem in [BV89] and we defer the proof of some technical details to Section 3.4.
We denote by ζ p , p ∈ N the zeta-function ζ L p ⊗E (see Definition 2.3).
Before stating Theorem 1.1 rigorously we will introduce some notation.
Theorem 2.6 ( [DLM06, Theorem 1.2]). There are smooth sections
and the convergence is uniform in x ∈ M and u as u varies in compact subspaces of ]0, +∞[.
For the proof of the following proposition see Section 3.4.
Proposition 2.7. There are smooth sections a 
where
2.3 Proof of Theorem 1.1
Firstly we introduce the functionζ
We have identities
We remark that Theorem 2.8 'follows' formally from those identities, (2.7) and Theorem 2.6. But to make the reasoning rigorous, some work needs to be done. From small-time asymptotic expansion of the heat kernel (see for example [BGV92, Theorem 2.30]) for p ∈ N * fixed there are constants b p,i ∈ R, i ≥ −n such that for any k ∈ N we have the following asymptotic expansion as u → +0
(2.14)
For the proof of the following proposition, see Section 3.4.
Proposition 2.9. As p → ∞, the following expansion holds for any
Using (2.7) and (2.13) we obtaiñ
The following two propositions are essential extensions of [MM07, §5.5] and they form the core of the proof. We defer their proof to Section 3.4.
Proposition 2.11. For any k ∈ N, u 0 > 0 there exist c, C > 0 such that for u > u 0 and p ∈ N * we have the following estimate
Now we introduce the following notation, which makes sense due to Theorem 2.6 and Propositions 2.7, 2.9.
By (2.7), (2.15) we have
Proof. From (2.16) it suffices to prove the following limits to establish Proposition 2.12
The first limit is a consequence of Lebesgue dominated convergence theorem and Proposition 2.10. The second limit is a consequence of Lebesgue dominated convergence theorem and Proposition 2.11. The third one is a consequence of Proposition 2.9.
Finally if we apply this result with (2.12), (2.16), (2.17), (2.19) and Proposition 2.9, we obtain Theorem 2.8.
3 Heat kernel associated to the high power of positive line bundle
In this section we will recall some fundamental results about the asymptotic expansion of the heat kernel p /p. More precisely, in Section 3.1 we will recall how to localize the calculation of the asymptotic expansion. In Section 3.2 we will recall a procedure which will eventually permit us to look at asymptotic expansion of the heat kernel as at the instance of a Taylor expansion. We will also recall some technical results, concerning local quantities which appear in the calculation of the asymptotic expansion of the heat kernel of p /p. Almost all the results of Sections 3.1, 3.2 appeared in [MM07] and were inspired by [BL91] . In Section 3.3 we will recall the off-diagonal expansion of the heat kernel of the local version of the operator p /p. Finally in Section 3.4 we will prove Propositions 2.7, 2.9, 2.10, 2.11, thus completing the proof of Theorem 2.8.
Localization of the asymptotic expansion of exp
In this section we'll recall a procedure of reducing the calculation of the asymptotic expansion of exp − u p p (x, x), p → +∞ to the calculation of local geometric quantities. Of course if we fix u and p, there is no hope that the value exp − u p p (x, x) will depend only on the geometry of the manifold in the neighborhood of x. But if we make p → ∞, the asymptotic expansion of this quantity becomes localized. This procedure will be very similar to the one from the article [DMN17, . The only difference is that we don't necessarily suppose that the metric is Kähler, but this poses no substantial difficulty, since we may use Bismut connection.
We conserve the notation from Section 2. We denote by 
The operator exp − u p p has a C ∞ heat kernel with respect to the volume form dv M (see (2.1)), which we denote by exp
s denote by c(e) the operator which acts on differential forms by the formula
where e 1 , . . . , e 2n is the orthonormal frame of T M and e 1 , . . . , e 2n is the dual frame. We extend this operation by C-linearity for any
where R det is the curvature of the Chern connection on det(T 
where ∆ B,Λ 0,• ⊗L p ⊗E is the Bochner Laplacian associated to the connection
. This operator only depends on the local geometry of M around x 0 . In Lemma 3.3 we'll make a connection between heat kernels of the operator p at the point x 0 and of the operator L p,x 0 at the point 0 ∈ T x 0 M.
, where r inj is the injectivity radii of M .
We denote in the sequel X 0 = C n ≃ T x 0 M. We denote by ρ : R → R a smooth positive function such that
We define an application φ ǫ :
We choose a holomorphic frame of E over U and introduce a Hermitian product
where h E is the matrix of the Hermitian product in the chosen holomorphic frame. Then g T X 0 , h E 0 coincide with g T M and h E over B(0, 2ǫ) and with trivial structures g Tx 0 M , h Ex 0 away from B(0, 4ǫ). We denote by R E 0 the Chern curvature of (E 0 , h E 0 ) and by Θ 0 the Hermitian form associated to g T X 0 . We also define a positive function k : X 0 → R by the identity
where dv Tx 0 M , dv T M (Z) are the Riemann volume forms on X 0 , induced by g Tx 0 M and g T X 0 . We see in particular that k(0) = 1.
Let σ be a holomorphic frame of L over U which gives a trivialisation of L over U. We define
the first and second order Taylor expansions of φ at x 0 i.e.,
where z = (z 1 , . . . , z n ) are the complex coordinates of Z. Now we define a function φ ǫ (Z) over X 0 by the formula
From now on we fix ǫ which satisfies this requirement and (3.4).
and hence the function τ is given by
By abuse of notation we will drop ǫ form each notation introduced before in this section. Let's denote by Φ E 0 the smooth self-adjoint section of
where r X 0 is the scalar curvature of g T X 0 and R det 0 is the Chern curvature associated to
Now as before we define a connection ∇
. And by positivity of R L 0 and by the fact that L p,x 0 is the square of the Z 2 -graded Dirac operator over X 0 (similar to (3.2)) we conclude (cf. [MM07, Theorems 1.5.7, 1.5.8]) 
Remark 3.4. To have this estimation we don't need spectral gap property and much simpler construction (cf. [MM07, §1.6.3]) could have been given if we wouldn't make use of Theorem 3.2.
Finally we point out that this construction can easily be performed uniformly in x in small neighborhood of x 0 ∈ M.
More properties of the asymptotics of the heat kernel
In this section we will change a discrete parameter p ∈ N in the construction of L p,x 0 to a continuous t ∈ [0, 1]. This is done by simple dilatation, but it permits us to interpret the asymptotic expansion in p of certain quantities as an instance of a Taylor expansion in t.
We choose a unit vector in L x 0 so that we can say that L p,x 0 , p ∈ N act on the space
Sometimes we use notation the L t 2,x to precise the dependence on x ∈ M. We will also use the notation L
t,>0
2,x for the restriction of the operator
We denote by w 1 , . . . , w n an orthonormal frame of T (1,0) M and by w 1 , . . . , w n its dual frame. We set
We also denote by ∇ 0,· the connection on the vector bundle
, defined by the formulas
We have the following lemma which explains our interest in ∇ 0 and L 0 2 .
Lemma 3.5. The operators ∇ t , L t 2 depend smoothly on t and as t → 0
Proof. The proof is given in [MM07, Lemma 1.6.6]. It will also follow almost immediately from the proof of Theorem 4.3 of this article.
We define the operators O 1 , O 2 , . . . by using the following expansion
We see that if we denote by exp(uL 
Now we will recall some properties of the operator L 
By Lemma 3.3, Proposition 3.6 and (3.19) we see that in Theorem 2.6 we have
where the second coordinate of M × [0, 1] represents t. Moreover the following annihilation takes place 
Let's fix t 0 such that previous inclusions follow. 3.3 Off-diagonal estimations on exp(−uL t 2,x ) and related quantities
Theorem 3.8. There is a series of smooth functions
F r,x :]0, +∞[→ ⊕ j>0 End(Λ j (T * (0,1) M) ⊗ E) x ,
which vary smoothly in x and for any
k ∈ N, u 0 > 0, there are constants C, c > 0, such that for u > u 0 , 0 < t ≤ t 0 exp − u 2 L t,>0 2,x (0, 0) − k r=0 F r,x (u)t r C 0 (M ) ≤ Ct k+1 exp(−cu).
Moreover, me have the following identities
In this section we will explain some results concerning off-diagonal expansion of the heat kernel of L t 2,x . We don't claim originality on those results, as some of them have already appeared in [MM07, §4.2, §5.5] and some were implicit. This section will only be used in the orbifold's case in Section 5. Let's fix t 0 as in (3.22).
Theorem 3.9. For any r ∈ N, u 0 > 0 there are c, C, C
Proof. By [MM07, Theorem 4.2.5] we get for some c, C,
Once we multiply those two estimations with suitable coefficients, we get the result.
Proof. Let f : R → [0, 1] be a smooth even function such that
Let's define the following even function for a ∈ C, h > 0
Then by (3.26), for any m, m ′ ∈ N, c, c
. Using finite propagation speed of solutions of hyperbolic equations ( [MM07, Theorem D.2.1., (D.2.17)] or [Tay11] ) and (3.25), we find that there exists a fixed constant c > 0 such that
Now, for simplicity let's prove the theorem for r = 0 first. We take h = |Z − Z ′ |/(2c). Then we may choose constants so that we satisfy the assumptions of (3.28), then we have for any m ∈ N
Now, by Gårding's inequality, [MM07, (4.2.9)] and Sobolev estimates we get the result for r = 0.
To obtain the result for any r we proceed as follows. By (3.28) we see that given k ∈ N, there is a holomorphic function K u,h,k (λ) defined on a neighborhood of V c , such that it verifies the same estimates as (3.28) and K u,h,k (λ) → 0 as Im λ → +∞; moreover
′ > 0 small enough and δ be a small circle around 0 disjoint from ∆. By (3.22) we can choose δ, ∆ in such a way that for t ≥ 0 small enough the contour ∆ contains all nonzero eigenvalues of L t 2,x . We choose d ′ small enough so that ∆ ⊂ V c . Now, we have
To get the result for any r ∈ N, combine (3.32), [MM07, (4 We also have the following strengthening of Lemma 3.3, which was implicit in [MM07, Lemma 1.6.5, (5.5.73)] Lemma 3.12. There are constants C, c > 0, l ∈ N such that for any p ∈ N, u ∈]0, +∞[, the following estimate holds uniformly on
Proof. We recall that the function f is defined in (3.24). For u > 0, a ∈ C we define the holomorphic even functions F u , G u on C by
(3.33)
Then we have
Now, let F u , G u be the holomorphic functions on C such that
Then we also have 
Then we have as in (3.19)
where we denote by exp(−L
4,x corresponding to the volume form dv TxM .
Proposition 3.14. There are c, C > 0 such that for any
′ | < ǫ we have the following inequality 
Now the statement obviously follows from (3.41).
Proposition 3.15. For any v 0 > 0 there are c, C, C ′ > 0 such that for any Z, Z ′ ∈ T x M we have the following inequality
where 
Proof of auxiliary results from Section 2.2
In this section we will finally prove Propositions 2.7, 2.9, 2.10, 2.11, thus completing the proof of Theorem 2.8.
Proof of Proposition 2.7. We use (3.21) with Theorem 3.7 to obtain
It obviously implies (2.8) and gives the following identity
Now (2.9) follows directly from (3.23) and [MM07, Corollary 4.2.6] 2 .
Proof of Proposition 2.9. Firstly we will make a connection between b p,i (see (2.14)) and B t,i , t = 1 √ p , defined in Theorem 3.7. Now, by Theorem 3.7, Lemma 3.3 and (3.19) we see that for any fixed p ∈ N and u ∈]0, 1] we have for any k ∈ N and some l ∈ N
2 Alternatively, one can deduce it from Theorem 3.8 so
From the annihilation results of Theorem 3.7 we obtain
(3.47)
And finally (2.15) follows from (3.44).
Proof of Proposition 2.10. We use Taylor estimation, Theorem 3.7 and annihilation results (3.20) to obtain that there exists C > 0 such that for any u ∈]0, u 0 ] and t small enough we have an estimate
We conclude by using Lemma 3.3, (3.19), (3.21), (3.46) and (3.47).
Proof of Proposition 2.11. We'll distinguish 2 cases 1. u > √ p. In this case we proceed similarly to [MM07, Theorem 5.5.11]. Spectral gap property (Theorem 3.1) implies the first inequality in the following series of estimations
Where in the second inequality we used Theorem 2.6 to show that first two multiplicands have finite limit as p → ∞. Now by Proposition 2.7 we obtain for some positive constants
Which finishes the proof in the case u > √ p. 
We conclude Lemma 3.3, (3.19), (3.51) and inequality e 4 Calculation of the third and forth terms in the asymptotic expansion, Theorem 1.2
In this section we will calculate the coefficients α 1 , β 1 from Theorem 1.1. Now we describe the content of this section more precisely. In Section 4.1 we fix the notation and derive formal expressions for α 1 , β 1 in terms of a 1,u . In Section 4.2 we express O 1 , O 2 in terms of creation and annihilation operators. In Section 4.3 we use Duhamel's formula for the derivative of the heat kernel and the result of Section 4.2 to calculate explicitly a 1,u . This is the most technical part of the article. In Section 4.4 with the help of explicit formula for a 1,u we calculate α 1 , β 1 and verify those results on projective line. Finally in Section 4.5 we make a connection between Theorem 1.2 and a result from the article [KMMW17] .
4.1 Formal expression for α 1 , β 1
In this section we will use the framework of the proof of Theorem 2.8 to derive formal expressions for α 1 , β 1 . We will also recall an explicit formula for the heat kernel of the operator L 0 2 . Let's recall the setting of the problem. Let (M, g T M , Θ) be a compact Hermitian manifold of complex dimension n.
We suppose L is a positive line bundle and
Directly from (3.16) and condition Θ = ω we get
where N is defined in (1.6). We substitute (4.2) into (3.17) and due to the simple form of L 0 2 we may use Mehler formula for harmonic oscillator to obtain the following 
where Z 2 = |z i | 2 , Z = (z 1 , . . . , z n ) and
(4.4)
Just for convenience we will use the following notation
Proposition 4.2. For any u > 0 we have
and the convergence is uniform as u varies in compact subsets of ]0, +∞[.
Proof. This is obvious from definitions of A(u), R(u) and Theorems 2.6, 4.1.
Now by (2.10) we have the following identities
And by (3.21)
From now on the only non computational result which will be used in this section is Duhamel's formula (4.21). To apply it we have to study the operators O 1 , O 2 (see (3.18) for the definition).
Expressing O 1 , O 2 in terms of creation and annihilation operators
In this section we will recall the definition of creation and annihilation operators and we will express the operators O 1 , O 2 in terms of them.
Let w 1 , . . . , w n be an orthonormal basis of T
(1,0) x M and w 1 , . . . , w n be its dual basis. For j = 1, . . . , n, the vectors e 2j−1 = 1 √ 2
. We may consider z, z as vector fields by identifying z to i z i 
From now on we constantly use Einstein summation convention. We recall that by ·, · we mean C-linear extension of g T M and never a Hermitian product. To calculate a 1,u explicitly we would like to use (4.7) and Duhamel's formula (see (4.21)). Then it's crucial to get the exact formulas for Firstly we'll derive a formula for ∇ t . We put t =
Proof. This theorem is
cide with ∇ L , ∇ E in the neighborhood of 0, (3.15) and the fact that in Kähler manifold Bismut connection coincides with Levi-Civita connection, we get for tZ small enough 
(4.10)
From (4.10) we obtain 
Using Lemma 4.5 we get
Now we use (4.12) and Lemma 4.4 to get
Using Lemma 4.4 for connections Γ E and Γ Λ • (T * (0,1) M ) , (4.11) and (4.13) we get
(4.14)
Now, by simple linear algebra (cf. [MM07, (1.3.3)]) we have
where R det is defined in (2.2) and we have used an identity r M = 2R det (w i , w i ). Let's denote by Γ l ij (Z) the Christoffel symbols, defined by (∇ T M e i e j ) = Γ l ij (Z)e l . Using (4.15) and (4.16) with a standard formula for Bochner Laplacian we obtain directly from (3.14), (3.15)
where (g ij ) i,j is defined as an inverse of the matrix (g ij ) i,j . Now we compute local expansion of Γ l ij :
(4.18)
If we use (4.14), (4.17) and the following identity
(4.20) Now we conclude by simple linear algebra of the following form: for a linear 2-form A(·, ·) we have
Calculation of A(u)
In this section we will give an explicit formula for A(u). This is the most technical section of this article, but once it will be done, we will only have to use (4.6) to get the final result. 
4.3.2 Calculation of (O 2 exp(−uL 0 2,x ))(Z, 0) From (4.21) we see that it's crucial in the calculation of a 1,u to calculate the value of (O 2 exp(−uL 0 2,x ))(Z, 0), Z ∈ T x M. In this section we will accomplish this by using Theorems 4.1 and 4.3.
To simplify our calculation, we will omit the terms of the form
, where P is a polynomial containing non equal number of z i and z i for some i ∈ N * , i ≤ n. The reason for this omission is that due to Theorem 4.1 those terms will disappear after the integration in Z in (4.21). We denote by ∼ the identity up to such omission.
We will use a shorthand notation
We will constantly use the following well-known symmetries of the curvature tensor
Now we see from Theorem 4.3
We have the following formulas from Theorem 4.1
(4.25)
From (4.24) and (4.25) we see
Now let's use the following identity
And rewrite (4.26) in the form
Formula for a 1,u
In this section we will obtain a formula for a 1,u . For this we will use (4.21), (4.28) and the following Lemma 4.6. We have the following identities
Proof. First identity follows directly from the fact that exp(−uL t 2,x ), u > 0 is a semigroup and Theorem 4.1.
To prove the next two we use Theorem 4.1. We have the following series of identities
Now using Lemma 4.6, (4.21) and (4.28) we get
(1 − e −2πu ) n+2
(1 − e −2πu ) n − 2R
E ii e −2πuN
(1 − e −2πu ) n+1
2(1 − e −2πu ) n .
Explicit formula for A(u)
In this section we will obtain an explicit formula for A(u). We will need the following Lemma 4.7. Let a i,j ∈ End(E) then
Proof. The first identity follows from
= −ny(1 − y) n−1 . For the second one recall that
By (4.22) we have the following identity
We use Lemma 4.7, (4.29) and (4.30) to get
(1 − e −2πu ) 3
(1 − e −2πu )
Finally we use (4.27),
(
Now, we introduce the functions g 1 , g 2 ,g 2 ,g 3 : R → R by
So may rewrite
Now we have
And by (4.7), (4.36) and (4.37) we conclude
4.4 Explicit calculation of the coefficients α 1 , β 1
In this final section we will calculate explicitly the coefficients α 1 , β 1 . The idea is to use (4.6) and (4.38).
Calculation of α 1
Lemma 4.8. As t → 0 we have
Proof. First of all we calculate the expansion coefficients of the function x = 1 1−e −2πu .
As an example we will calculate
Proof. In the following formulas we will use the expansions
By (4.35) we have
We recall that
By Lemma 4.9 and (4.40)
We substitute (4.41) in (4.6) and (4.38) to finally get
Now the proof of Theorem 1.2 is completed.
Verification
In this section we will justify the formulas given in Theorem 1.2. To do so we will consider M = P 1 and endow it with Fubiny-Study metric, divided by 2π which we denote by g T M . With this definition the associated Hermitian form Θ represents an integral class in the cohomology and we endow the holomorphic line bundle Notice the last two terms, which appear because the metrics, considered in the article [KMMW17] is the regular Fubiny-Study, not divided by 2π.
We have the following asymptotic expansions of Barnes G-function and factorial (cf. [OLBC10, (5.11.1), (5.17.2), (5.17.5)])
(4.44)
We substitute (4.44) into (4.43) and we get
Since M c 1 (T M) = 2, this formula coincides with Theorem 1.2 for E trivial.
To check the coefficients of c 1 (E) for general M we may compare the results of Theorem 1.2 for E = L, p = n − 1 and E = O M , p = n. We leave it to the reader to check that our result withstand such verification.
Relation with the result of the article [KMMW17]
In this section we will relate Theorem 1.2 with a result obtained in the article [KMMW17] .
Let's describe their result. We denote by M a Riemann surface and let g
be two Riemann metric on M. Let L be a holomorphic line bundle over M and h 0 , h 1 be two Hermitian metric such that L is positive with respect to any of h 0 , h 1 . If we denote by T i,p , i = 0, 1, p ∈ N the corresponding analytic torsions T (g
andR L i is defined as in (1.1) with respect to the Hermitian metric induced by g
is the scalar Laplacian of g
T M i
and dv i,M is the Riemannian volume form of g
. They have compared the first two terms of the expansion F 1 with the first two terms of the expansion for 2 log T 1,p (see (1.2)). Since they coincide, authors have conjectured that the third and forth terms will also coincide. We see by Theorem 1.2 that the third term of the asymptotic expansion of 2 log T 1,p is − 1 3 M c 1 (T M), which exactly coincides with the third term of F 1 . The forth term of the asymptotic expansion of 2 log T 1,p is
whether in F 1 it is 0. So the conjecture is valid for the third term, but not for the forth.
5 General asymptotic expansion for an orbifold, Theorem 1.3
In this section we will prove Theorem 1.3. The general framework of Section 2.2 will stay the same. We will still be able to do localization in the calculation of the asymptotic expansion of the analytic torsion and we will reduce the problem to the study of the asymptotic expansion of the heat kernel. The analysis will differ from the manifolds case only in the neighborhood of singular points, where the problem reduces to the G−manifold case and the results of Section 3.3 could be applied. This section is organized as follows. In Section 5.1 we recall the definition of an orbifold and fix some notation. In Section 5.2 we prove some technical lemmas which will facilitate further exposition. In Section 5.3 we establish a full statement of Theorem 1.3 and prove it. In Section 5.4 we will give an explicit calculation of some 'singular' coefficients in the expansion and explain how an analytic torsion can detect singularities. In Section 5.5 we describe the connection between this article and [HH16] .
Orbifold preliminaries
In this section we will recall some definitions on orbifolds. The content of this section is taken almost without any changes from the article [Ma05, §1.1] and the book [MM07, §5.4].
We define a category M s as follows: The objects of M s are the class of pairs (G, M) where M is a connected smooth manifold and G is a finite group acting effectively on M. Let (G, M) and
• For each φ ∈ Φ, there is an injective group homomorphism λ φ :
• For φ ∈ Φ, we have Φ = {gφ, g ∈ G ′ }. 
Then an orbifold structure V on M is the following: Let (M, [V]) be an orbifold. For each x ∈ M, we can choose a small neighborhood U x of x with morphism (G x ,Ũ x ) → U x such that x ∈Ũ x is a fixed point of G x , then the isomorphism class of G x doesn't depend on the choice of the chart. Let's define by M sing the locus of the points x such that |G x | = 1. 
we call E a proper orbifold vector bundle. For example, the orbifold tangent bundle T M of an orbifold M is defined by (G U , TŨ →Ũ ), for U ∈ U, it is a proper orbifold vector bundle.
Let E → M be an orbifold vector bundle. A section s :
As usually, we can extend this definition by R-linearity for any differential form with compact support. 
Definition 5.5 (Strata of an orbifold). We can globally define
and endow ΣM with a natural orbifold structure defined by
We have a natural application π : ΣM → M, (x, (h j x )) → x. This application is an embedding upon the restriction on connected components of Σ.
General setup and some auxiliary lemmas
Let's fix a compact Hermitian complex orbifold (M, g T M , Θ) with complex dimension n. Let (E, h E ) be a holomoprhic Hermitian proper orbifold vector bundle on M. Then ΣM is naturally a Hermitian orbifold by the map π. Now let's denote by ΣM [j] , j ∈ J the connected components of ΣM, by n j its dimension and by
, we denote by
Let's denote byÑ j the normal vector bundle toŨ g j
x inŨ x . We also denote the projection π (j) :Ñ j → ΣM [j] . We see thatÑ j is naturally endowed with Hermitian metric. We denote by dv N it's Riemannian volume form. By exponent mapping we may construct a map φ from the neighborhood of the zero section ofÑ j to the neighborhood of π(ΣM [j] ) in M. In this neighborhood of π(ΣM [j] ) we may define a function k j by the identity
where dv M , dv ΣM are the Riemannian volume forms of M and ΣM respectively. We extend the function k j to the whole N j in such a way that all it's derivatives are bounded. By Lemma 5.4 we can define operator ∂ E locally on each local chartŨ and patch it into a global operator. As usually, then we can define the operators ∂ E * , E . In general the operator exp(−t E ) has a smooth Schwartz kernel. One way to see this is to use the explicit local construction of the parametrix for the heat equation (see [BGV92, §2.4]), as it was done in the article [Ma05] , another one is to use Weyl's law for orbifolds (see [Far01] ) and then proceed as in [LM89, §3.6] .
Let (L, h L ) be a holomoprhic Hermitian proper positive orbifold line bundle on M. We denote by θ j ∈ Q, j ∈ J the number such that for any x ∈ π(ΣM [j] )
It is easy to see that this number is independent of the choice of x and g j . We will denote by p the Laplacian L p ⊗E and byζ the zeta function of L p ⊗E, defined by the same formula as in Definition 2.3. We also define the analytic torsion T (g T M , h L p ⊗E ) in the same way as in Definition 2.4. We have the spectral gap theorem 
For any x ∈ M we can define the function k (see (3.6)), the operators
4,x (see (3.14), (3.15) and (3.40)) working over the orbifold chart. All those objects become G x -invariant.
Let's fix x 0 ∈ M, g ∈ G x 0 we suppose g is not the identity element and we fix j ∈ J such that (x, g) ∈ ΣM [j] . Subsequently to underline this relation between j and g we will write g j in place of g. Now we'll write down some simple corollaries of Section 3.3. Those corollaries will simplify largely the proof of Theorem 1.3. Here and after let (g 1 , g 2 ) ∈ G x × G x acts on
Lemma 5.7. For any j ∈ J, u > 0 fixed, the function (see (5.2) for the definition of k j ) Remark 5.8. The integral makes sense due to Theorem 3.9 and the fact that the action of g on thẽ N j,x has no fixed points. The integral is also independent of the choice of g j , verifying condition (x, g j ) ∈ ΣM [j] , due to the G x -invariance of L t 2,x . Due to Proposition 3.15, the same remark also applies for the following lemma.
Lemma 5.9. For any j ∈ J the function Proof. The first part is a consequence of the Lebesgue dominated convergence theorem and Proposition 3.15. The vanishing result is analogical to the one from Lemma 5.7.
Lemma 5.10. For any k ∈ N * , u 0 > 0 there are c, C > 0 such that for 0 < u < u 0 , j ∈ J we have
where the second coordinate of M × [0, 1] parametrizes t.
Proof. Let's fix ǫ > 0, which we specify later. We break up the integral
into parts I 1 = |Z|≤ǫ and I 2 = |Z|>ǫ . In the same way we break the integral
. By Theorem 3.10 and Proposition 3.15, there are constants c, C > 0 such that the integrals I 2 , J 2 are bounded in C k (M×[0, 1])-norm by C exp(−c/u). Finally we use Proposition 3.14 to get the estimate
Lemma 5.11. For any u 0 there exist c, C > 0 such that for any u > u 0 , j ∈ J we have
Proof. This is a consequence of the Lebesgue dominated convergence theorem and Theorem 3.9.
Lemma 5.12. For any k ′ ∈ N, u 0 > 0 there exists C > 0 such that for 0 < u < u 0 , j ∈ J we have
Proof. This follows immediately from Lemmas 5.9, 5.10.
Proof of Theorem 1.3
In this section we will prove Theorem 1.3. We adopt the notation from Section 5.2. The main strategy of the proof is the same as in the case of a manifold in Section 2.2, we will only need to replace technical tools Theorem 2.6 and Propositions 2.7, 2.9, 2.10, 2.11 by Propositions 5.15, 5.16, 5.17 and Theorems 5.18, 5.19 respectively. Once it will be done, as reader can verify, the proof proceeds exactly as in Proposition 2.12. From now on we will concentrate on the proof of those technical statements. Then main ingredient here is Lemma 5.14, which describes the behavior of the heat kernel near singular locus. We begin by giving a concrete definition of the section a i,u of the vector bundle End(Λ • (T * (0,1) M)), which would replace it manifolds counterpart, defined in Theorem 2.6. If x ∈ M is nonsingular, we define a i,u (x) by (3.21). If x is singular, we take an orbifold neighborhoodŨ and construct the operator L t 2,x overŨ as we did in manifolds case. Then we define
This obviously defines a G U -invariant section overŨ, so it gives a section a i,u overŨ/G U . It is easy to see that we get a C ∞ section of End(Λ • (T * (0,1) M)) over M in this way. In Proposition 5.16 we prove that a i,u has an expansion of the form (2.4) as u → 0 (so Notation 2.2 makes sense) and we can perform pointwise the Mellin transform for the trace of a i,u . Now let's state Theorem 1.3 precisely.
Theorem 5.13. There are α i , β i ∈ R, i ∈ N and γ j,i , δ j,i ∈ R, j ∈ J, i ∈ N such that as p → ∞ we have the following asymptotic expansion for any
Also there are functions c j,
) for the formula) such that
• for x ∈ M the value c j,u,i (x) depends only on the local geometry of M in x and on the action of
• For the functions u → c j,u,i (x), u > 0 the inequalities (2.4), (2.5) hold, so we can apply the Mellin transform and notation 2.2 makes sense.
And we have the following identities
Finally, the identities (1.3), (1.4) take place.
From now on till the end of this section we will describe the proof of this theorem. The following lemma is essentially the only non-technical difference between the proof of the manifold's case and the orbifold's one. It explains how the strata on M comes into play. The terms A(p, u), B(p, u) will appear in each proof till the end of this article. The analysis of the term A(p, u) will always be the same as in the case of a smooth manifold in Section 2.2. The main contribution of this section is the analysis of B(p, u).
The following proposition is a simplified orbifold's version of Theorem 2.6. where c j,u,i (x) are defined in (5.9). We see that decomposition (5.7), (5.10) and (5.11) obviously imply the proposition.
The next proposition will make sure that we can do Mellin transform in u with coefficients a i,u (x), c j,u,i (x), and thus ensure that the statement of Theorem 5.13 makes sense. This is the analogue of Proposition 2.7. Similarly for c j,u,i (x), i ∈ N, j ∈ J, h ∈ Z, h ≥ −n j there are functions c j We also have the following extension Proposition 2.9 and (2.14).
Proposition 5.17. For p ∈ N there are b p,i ∈ C, i ∈ Z, i ≥ −n and b j,p,i ∈ C, j ∈ J, i ∈ Z, i ≥ −n j such that for any k ∈ N we have the following asymptotic expansion as u → 0: Moreover for x ∈ ΣM [j] , b j,p,i (x) depend only on the local geometry of x ∈ ΣM [j] , on the geometry of the normal bundle N j in x and on the action of g ∈ (j) onÑ j,x .
by L 2 -scalar product. We denote by b,p the Kohn Laplacian, defined by b,p = ∂ b,p ∂ * b,p + ∂ * b,p ∂ b,p . We can associate the analytic torsion T p (g T X , h E ) to b,p as it is done in the case of Kodaira Laplacian (see Definitions 2.3, 2.4). The main result in the article [HH16] is the calculation of the first term of the asymptotic expansion of log T p (g T X , h E ) as p → +∞. In the case where X is a circle bundle associated to the dual of a positive line bundle L over a compact Hermitian complex manifold M, an orbifold vector bundle E becomes a vector bundle E ′ over a quotient manifold M = X/S 1 . The authors have constructed a chain isometry between differential complexes 5 (Ω and and
Then (1.3) gives the asymptotic expansion of log T (g T M , h L p ⊗E ), p → +∞. After reformulating this in terms of geometric objects on X, as it was done in the case where M is a manifold in [HH16, (1.4), (1.5)], we get exactly the main theorem of the article [HH16] . We also point out that the fractional powers on p in fact do not appear in the asymptotic expansion of log T p (g T X , h E ), in spite of their appearance in the asymptotic expansion of the heat kernel of an orbifold.
