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Abstract—Computational color constancy refers to the esti-
mation of the scene illumination and makes the perceived color
relatively stable under varying illumination. In the past few years,
deep Convolutional Neural Networks (CNNs) have delivered
superior performance in illuminant estimation. Several represen-
tative methods formulate it as a multi-label prediction problem
by learning the local appearance of image patches using CNNs.
However, these approaches inevitably make incorrect estimations
for the ambiguous patches affected by their neighborhood con-
texts. Inaccurate local estimates are likely to bring in degraded
performance when combining into a global prediction. To address
the above issues, we propose a contextual deep network for patch-
based illuminant estimation equipped with refinement. First,
the contextual net with a center-surround architecture extracts
local contextual features from image patches, and generates
initial illuminant estimates and the corresponding color corrected
patches. The patches are sampled based on the observation that
pixels with large color differences describe the illumination well.
Then, the refinement net integrates the input patches with the
corrected patches in conjunction with the use of intermediate
features to improve the performance. To train such a network
with numerous parameters, we propose a stage-wise training
strategy, in which the features and the predicted illuminant from
previous stages are provided to the next learning stage with more
finer estimates recovered. Experiments show that our approach
obtains competitive performance on two illuminant estimation
benchmarks.
Index Terms—Illuminant estimation, color constancy, local
context, refinement, deep convolutional neural networks.
I. INTRODUCTION
The computational color constancy [1] aims to estimate the
unknown color of the illuminating light source given an RGB
image, and then correct the chromaticity of the light source
using the illuminant estimate. It is inherently ambiguous and
a technically ill-posed problem because both the spectral
distribution of the illuminant and the scene reflectance are
unknown. But it has been attracting increasing interest in
the vision communities since various high-level visual un-
derstanding tasks require discounting the illuminant to obtain
the “true color” or reflectance of objects, such as material
recognition [2].
Early approaches are derived from image statistics or phys-
ical models that make a variety of assumptions about the im-
age, such as gray-world [3], white-patch [4], and Lambertian
surface [5]. These methods also assume that the illuminant
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in the image is spatially uniform. These assumptions are
coarse approximations to the real-world cases and limit the
performance.
To improve these methods, another line of research learns
a discriminative objective function based on hand-crafted
features to estimate the scene illumination directly by machine
learning techniques, such as neural networks [6], support
vector regression [7], Bayesian estimation [8], and exemplar
learning [9]. However, these methods fail to estimate the
scenes where the colors of objects are inherently similar to
those of the light sources.
Very recently, Convolutional Neural Networks (CNNs) have
been employed to learn the relationship between the pixels
and the chromaticity of the light source, which outperform
previous methods by a wide margin [10]–[16] and can be
roughly grouped as global approaches and local approaches.
The state-of-the-art performances [11], [12] are obtained by
considering the semantic information at a global level and
exploiting different model components on different datasets.
In addition, what is often overlooked among local approaches
is that color constancy is achieved by taking contextual
information between the image patch and its surrounding
illumination into account [17]. Since small patches can be
greatly affected by surrounding variance, calculating local
estimates can be difficult and the total global prediction suffers
from the degraded performance.
To address the aforementioned issues, we propose a novel
patch-based deep network with local contextual information
for illuminant estimation and refinement. First, rather than
introducing random or uniform sampling strategies [10], [11],
[14], we sample image patches based on the selected bright
and dark pixels from the color image by calculating and
ranking the projection distances of all color pixels to the
mean vector in the RGB domain. The rational behind our
method is that pixels with large color differences can well
describe the illumination direction [18]. The sampled patches
are taken as inputs to our network, which is comprised of
two cooperative sub-networks based on the VGG-16 archi-
tecture [19]: a feedforward contextual net and a refinement
net, as shown in Figure 1. The contextual net exploits both
local features and neighbor contextual features to generate
an initial illuminant estimate and correct the input patch via
the diagonal transform [20]. The refinement net efficiently
learns features over the joint input-output space by stacking
the corrected patch and the original patch, and uses the
intermediate features encoded in itself with skip connections
to generate a finer illuminant estimation. Our approach allows
for reevaluation of the illuminant color and features across
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Fig. 1. The pipeline of our approach. (a) The corrected patch is generated from the contextual net with a center-surround architecture. The refinement net is
connected to refine the initial estimate with skip connections from the input patch and intermediate features.
the sampled patches. It is similar in spirit to some structured
prediction methods [21], [22], which have made successive
predictions with intermediate supervision to refine predictions.
Inspired by the conclusion [23] that the stage-wise train-
ing can avoid gradient diffusion and overfitting for deep
networks by decoupling the feature extraction layers from
the classification layer across successive stages, we propose
a stage-wise training strategy by breaking down the entire
network into two related sub-tasks, in which the predicted
illuminant and the intermediate features are passed through the
networks stage-by-stage. Finally, to obtain a global illuminant
estimate, we use median pooling on all the local estimates.
We show experimentally that the proposed framework achieves
competitive performance over several state-of-the-art methods
on two illuminant estimation benchmarks.
The main contributions of this work are listed as follows.
• We propose a novel contextual deep network using a
center-surround architecture with a refinement mech-
anism for illuminant estimation, which captures local
contextual features for initial estimation and reevalu-
ates the features in the joint input-output space used
in conjunction with intermediate supervision for finer
estimation. The proposed approach can be viewed as the
first piece of work that shows how contextual informa-
tion and successive refinement are critical to improve
illuminant estimation, even without the use of semantic
information [11], [12].
• We sample image patches by selecting bright and dark
pixels with large color differences in the RGB space. To
the best of our knowledge, this is the first work to sample
patches directly from the color domain for illuminant
estimation.
• We propose a stage-wise training strategy to leverage the
initial estimation and intermediate supervision from the
illuminant color, which serves to increase efficiency and
reduce memory usage of our network while improving
precision of illuminant estimation.
We review related work in Section II and present our
approach in Section III, focusing on our contextual network ar-
chitecture, refinement, and our training procedure. We present
experiments and results in Section IV. In Section V discussion
and further perspectives of this work are presented.
II. RELATED WORK
Prior to the deep learning revolution, color constancy algo-
rithms mainly relied on different assumptions and handcrafted
features [24], [25]. In this section, we restrict ourselves mostly
to recent methods that exploit CNNs. These methods can be
roughly grouped as local approaches and global approaches.
A. Local approaches
An early attempt [14] using CNNs is to extract conv
features of non-overlapping patches based on AlexNet [26],
and pass them to a support vector regression to estimate
the illuminant color. To deal with non-uniform illumination,
a multiple illuminant detector [10] using a kernel density
estimator is proposed to determine if the image contains single
or multiple illuminants. To handle the ambiguities of unknown
reflections and local patch appearances, a deep specialized
network [13] is presented where a hypotheses network gen-
erates two hypotheses of illuminants for a UV patch and a
selection network adaptively picks the confident estimations
from these hypotheses. Another noteworthy work [27] clusters
the illuminants and then feeds them into a CNN with the new
illumination labels. The final illuminant color is estimated
by computing the weighted average of the cluster centers.
These methods conduct the prediction in a large and diverse
hypothesis space given limited training samples, making the
results still unsatisfactory. More recently, an end-to-end fully
convolutional network [11] is proposed to produce local esti-
mates followed by a confidence weight pooling to generate the
global prediction. This method implicitly takes advantage of
human faces as high-confidence regions and achieves impres-
sive performance based on two backbone models. In this work,
we propose a CNN-based framework to take the contextual
information into consideration and refine local estimates of
image patches in the joint input-output space.
B. Global approaches
Global illumination estimation based on the whole images
has been addressed by [12], [15], [16]. In the work of
3[16], three stacked CNNs are trained sequentially to get
hierarchy features of the full image for illuminant estimation.
Barron [15] and Barron & Tsai [12] formulated the task as
a 2D spatial localization problem by learning conv filters in
the log-chroma plane. These methods consider the semantic
information at a global level, and predict the illuminant color
with local details lost. In contrast, our work estimates the
illuminant colors at a patch level by sampling semantically
valuable local regions.
III. NETWORK ARCHITECTURE
We begin by describing the contextual net for initial esti-
mation in Section III-A, followed by a detailed description of
our refinement net in Section III-B. Finally, we present the
stage-wise training method in Section III-C.
A. Contextual network for initial estimation
We choose the VGG-16 network [19] as our backbone
model, which is pre-trained on the ImageNet dataset [28] for
object recognition. We replace the last layer of 1000 units that
predicts the ImageNet classes with a layer containing 3 units,
encoding the continuous illuminant color for RGB channels.
In principle, the backbone model can be replaced by other
advanced shallow or deep networks in our system.
As illustrated in Figure 1(a), the contextual net consists of
two central and surround separate streams, one fusion layer,
and one decision net. The central stream takes an image
patch Pc comprising selected bright and dark pixels as input
and extracts its local features. The surround stream takes the
surrounding neighbor Ps of the central patch and extracts
global features to provide the larger contextual information.
The kernel weights of the two streams are unshared. The fusion
layer combines the last conv features from the two streams
via element-wise summation, and gives it to the top decision
net that consists of three fully connected layers separated by
a ReLU layer for the initial local estimation e1. Finally, the
initial estimate is used to generate the color corrected patch P1
by applying the diagonal transform [20] to the original patch
Pc. The working of the contextual net can be mathematically
described by the following equations:
e1 = R (F(Pc;Wc) + F(Ps;Ws);W1)
P1 =M (e1,Pc)
(1)
where F(·) denotes the output feature maps generated by
the conv blocks of the two streams with weights Wc and
Ws, R(·) denotes illuminant regression by the fc layers with
parameter W1, and M(·) denotes the diagonal transform.
One reason for the usage of such a center-surround architec-
ture is that multi-scale information is known to be important
in capturing spatial context in color constancy [17], [29].
Furthermore, by considering the central patch twice (i.e. in
both the central stream and the surround stream) we implicitly
put more focus on the pixels closer to the center of a patch,
which can also improve precision of illuminant estimation.
Note that the proposed contextual network shares the similar
structure with the pseudo-siamese network proposed in [30]
except that stream outputs are summed. As verified in experi-
ments (Section IV-B), the proposed architecture improves the
illuminant estimation accuracy compared with other variants.
B. Refinement network for finer prediction
We also adopt the VGG-16 network as our fundamental
building block for illuminant refinement. We take the network
architecture further by stacking the refinement net and feeding
the output of the contextual net as input, which provides
the network with a mechanism for successive bottom-up
processing in the joint input-output space and allows for the
use of the intermediate features encoded in the refinement net.
Figure 1(b) shows a detailed illustration of the refinement
net, which concatenates the corrected patch P1 and the
original patch Pc along the third dimension with the long
skip connection to generate new intermediate feature maps
F = F (CAT (Pc,P1) ;W2) and the corresponding illu-
minant estimate e2, where CAT indicates the concatenation
operator. Then, we append extra three fully-connected layers
(denoted as fc6 3, fc7 3, and fc8 3) behind the fifth conv
block, which allows the intermediate features to be processed
again to further predict the illuminant color e3 on the original
patch. Finally, the new estimate is combined with e2 via
element-wise product to improve the scale of the illuminant
values, and even correct the wrong estimate to generate the
final corrected patch P2:
P2 =M (e2 ◦ R (F;W3) ,Pc) (2)
where ◦ is an element-wise product.
Our method bears some similarity to structured prediction
methods [21], [22] in a broad sense of being successive
predictions included with the input, but our work is tailored
for illuminant estimation and the network is different. Such a
refinement implicitly ensures consistency of the output with
the input by serving the corrected patch as an illuminant
prior, and provides richer intermediate supervision and helps
learn stage-specific refinements to predict the illuminant color.
It is important to note that the fc weights are not shared
across networks, and three losses are applied to the predictions
separately using the same ground truth. The details for the
training procedure are described below.
C. Training and implementation
The entire network is trained using ground-truth RGB la-
bels, i.e. to perform illuminant regression. We use a Euclidean
loss with the following learning objective function:
1
N
N∑
i=1
min
(
‖ei − e∗i ‖22
)
(3)
where N is the number of training samples in a batch, ei
is the illuminant estimate for the i-th patch, and e∗i is the
corresponding ground-truth illuminant color.
Our approach reduces illuminant estimation to a sequence of
predictions. We propose a stage-wise training strategy shown
in Figure 2, in which each stage is trained separately so that
the features and the predicted illuminant at the early stages are
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Fig. 2. The schematic diagram of the stage-wise training with information evolution. Note that only the conv layers are initialized using the previous stage.
(a) The context net. (b) The refinement net. The boxes with patter fills represent the fixed weights with a learning rate of 0.
provided to the next learning stage for finer estimation. Stage-
wise training has been previously studied [23], and shown
substantially improved performance in pose estimation [31].
• Stage 1: the weights of the fc8 1 layer are initialized
with zero-mean Gaussians. Other layers are initialized
with the pre-trained VGG-16 network [19]. The central
and the surround streams are fine-tuned to estimate the
illuminant, respectively.
• Stage 2: we only train the weights in the fc layers on
top of the combination of output features Fc and Fs to
generate an initial illuminant estimate e1 and its corrected
patch P1. The weights in the conv layers are transferred
from the preceding stage and fixed at this stage.
• Stage 3: the conv1-1 layer and the fc layers of the
refinement net are initialized with zero-mean Gaussians.
Other convolutional parameters are assigned with the
VGG-16 weights. We train this stage with the contextual
net fixed and predict the illuminant e2 by stacking the
original patch Pc and its corrected patch P1.
• Stage 4: at the second refinement stage, we train the
output layers (i.e. fc6 3, fc7 3 and fc8 3) based on
the intermediate features F obtained from the stage 3 to
produce a new estimate e3, keeping the weights of all
other layers learned from the preceding stages fixed.
We also try to train the whole network in an end-to-end
manner. However, it is hard to train such a deep network with
insufficient data in the benchmark datasets. As reported in
the experiments, we are able to achieve good solutions in
a reasonable computation time using the stage-wise training
strategy.
Implementation details: We implement the network based
on the Caffe framework [32] on a single NVIDIA Titan
XP GPU. The standard stochastic gradient descent (SGD) is
employed for optimization, where the initial learning rate, the
momentum and the weight decay are set to 0.001, 0.9 and
0.0005, respectively. We set the batchsize to 23 and the maxi-
mum iteration step to 160K, and decay the learning rates by a
factor of 0.1 every 50K iterations. The proposed network takes
only 0.16s to estimate the illuminant color of a whole image.
The source code is released at https://github.com/pencilzhang/
DeepIlluminance-computational-color-constancy.git.
IV. EXPERIMENTAL RESULTS
In this section, we experimentally evaluate the proposed
approach, and compare with state-of-the-art methods on single
illuminant estimation.
A. Setup
1) Datasets and preprocessing: We use the reprocessed
Color Checker Dataset [8] and the NUS 8-camera dataset [18]
for benchmarking. The reprocessed Color Checker Dataset
contains 568 raw images. The NUS 8-camera dataset consists
of 8 subsets captured by 8 different cameras, where each
subset contains 210 images. For both datasets, the Macbeth
Color Checker chart is placed in each image to estimate the
ground-truth illuminant color and masked out for both training
and testing. Following previous work [1], three-fold cross
validation is used to evaluate the network on both datasets.
Since the VGG-16 network is pre-trained on the ImageNet
dataset, where images are gamma-corrected for display, we
also apply a gamma correction of γ = 1/2.2 on linear RGB
images.
2) Patch sampling: We project all the pixels of an image
onto the mean vector and then rank the projection distances
according to the method in [18]. The pixels ranking in the
top d% distance are selected as bright pixels while the bottom
d% are dark pixels. Then, we randomly sample M central
patches of 224× 224 size containing both the bright and dark
pixels and their surrounding patches with 2 times the size of
the central patches as inputs to the network. In fact, we found
that we could not obtain better accuracy and higher coverage
with smaller or larger patch size. In this work, we set M = 15
and d = {3.5, 5, 10} in ascending order until the number of
the sampled patches meets the quantity requirement. By taking
patches as inputs, we have a much larger number of training
samples to train the network.
3) Metrics: We adopt the angular error  between the
estimated illumination e and the ground truth e∗ as the
performance measure:
 = arccos
(
e · e∗
‖e‖ · ‖e∗‖
)
(4)
5TABLE I
PERFORMANCE COMPARISON OF OUR PATCH SAMPLING METHOD BY
SELECTING THE BRIGHT AND DARK PIXELS AGAINST RANDOM SAMPLING
Method Mean Med Tri
Best
25%
Worst
25%
95th
Pct
Ours 1.94 1.29 1.47 0.37 4.56 5.74
RS 2.24 1.57 1.68 0.52 5.25 6.82
TABLE II
PERFORMANCE COMPARISON OF DIFFERENT MODEL VARIATIONS ON THE
REPROCESSED COLOR CHECKER DATASET
Method Mean Med Tri
Best
25%
Worst
25%
95th
Pct
Central 2.16 1.52 1.66 0.44 5.17 6.43
Context (2-channel) 2.21 1.63 1.81 0.51 5.21 7.02
Context (siamese) 2.37 1.68 1.84 0.65 5.35 6.99
Context (pseudo-siamese) 1.99 1.41 1.52 0.40 4.59 5.82
Context (ours) 1.94 1.29 1.47 0.37 4.56 5.74
We report the mean, median, tri-mean, means of the lowest-
error 25% and highest-error 25% of the angular error as
evaluation metrics. In addition, we use the 95 percentile for
the reprocessed Color Checker dataset. We run 8 different
experiments on the subset of the NUS 8-camera dataset and
evaluate with the geometric mean (Geomean).
B. Ablation studies
We analyze the contribution of the model components on the
reprocessed Color Checker Dataset and summarize the results
in the following section.
1) Influence of patch sampling: We compare the illuminant
estimation results of our patch sampling method and the
random sampling method. Both methods take the same size
and number of patches as inputs. Since the refinement net has
a substantial effect on the performance of local estimation, we
only report results of the contextual net in this experiment.
Table I summarizes the quantitative results, which show our
method achieves considerable improvements over the random
sampling method (‘RS’) in terms of all metrics.
Figure 3 shows two examples with sampled patches ob-
tained by the two methods and their corresponding angular
errors. We can observe that the sampled patches based on
our method can be estimated more accurately, and are more
coherent with the actual brightness contrast pattern in the
image, showing large color differences between pixels.
2) Effect of the center-surround architecture: To verify the
necessity of our center-surround architecture in the contextual
network, we compare five design choices in this experiment,
including single central network, 2-channel (stacking the cen-
tral and surrounding patches as a 2-channel image), Siamese,
Pseudo-siamese (the same architecture with Siamese but with
unshared weights), and our proposed contextual architecture.
Results are reported in Table II. From the results, we can
see that the architectures with unshared weights (i.e. pseudo-
siamese and ours) gives a significant boost to other models,
and our model exhibits clearly the best performance among
all models.
TABLE III
PERFORMANCE COMPARISON OF DIFFERENT MODEL VARIATIONS ON THE
REPROCESSED COLOR CHECKER DATASET
Method Mean Med Tri
Best
25%
Worst
25%
95th
Pct
Context 1.94 1.29 1.47 0.37 4.56 5.74
Refine (e2) 1.85 1.14 1.37 0.45 4.52 5.60
Refine (e2 + e3) 1.82 1.11 1.29 0.35 4.36 5.44
TABLE IV
PERFORMANCE COMPARISON OF DIFFERENT VARIATIONS OF THE
TRAINING SCHEME ON THE REPROCESSED COLOR CHECKER DATASET
Method Mean Med Tri
Best
25%
Worst
25%
95th
Pct
Scheme (1) 2.31 1.66 1.82 0.61 5.23 6.94
Scheme (2) 1.94 1.29 1.47 0.37 4.56 5.74
Scheme (3) 1.83 1.12 1.29 0.37 4.39 5.45
Scheme (4) 1.82 1.11 1.29 0.35 4.36 5.44
To further understand what information is better preserved
by the contextual representation, we compare the fused feature
maps with the pooled conv5 feature maps of the single central
stream, as shown in Figure 4. We observe that the central
stream alone is influenced by larger pixel intensity in the
patches while the proposed contextual network can co-adjust
the features of the central and surrounding patches.
3) Effect of the refinement: To better understand how our
refinement components benefit the performance, we perform
a detailed comparison of their performance. Table III shows
the performance of several versions of refinement. With the
corrected patch stacked with the original patch, the perfor-
mance of the subsequent refinement with e2 increases over the
contextual network, which indicates that encompassing both
the input and the initial estimate can expand the expressive
power of hierarchical features over the joint space. We further
see that the intermediate supervision in the further refinement
with e3 does offer an improvement to the final illuminant
estimation performance.
It is also interesting to observe the patches corrected early
and refined stage-by-stage by the network. Two representative
examples are visualized in Figure 5. It is observed that the
refinement net progressively improves the local estimates.
4) Comparison of training schemes: To further understand
why the stage-wise training can achieve improvement, we
explore different variants of training over the networks: (1)
training the contextual net using the VGG-16 pre-trained
weights, (2) training the fc layers of the contextual net on the
basis of the off-the-shelf features obtained from the central
and surround streams that are trained independently first, (3)
training the refinement net in one stage, and (4) training the
refinement net utilizing a stage-wise scheme.
The quantitative results are shown in Table IV. It can be
seen that directly fine-tuning the contextual net initialized
with the VGG-16 pre-trained model (scheme 1) decreases the
performance, comparing to training the fc layers on top of the
off-the-shelf conv5 features (scheme 2). One explanation is
that the network does not fully co-adapt the two streams by
6(a) (b) (c)
Fig. 3. Examples with sampled patches using different sampling methods. (a) Input image. (b) Our method. (c) Random sampling. The angular error is
provided at the top of each patch.
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6.45o 0.61o
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Fig. 4. Comparison of representative feature maps of local patches obtained from the single central stream and the proposed contextual network. (a) Input
image. (b) Pooled conv5 feature maps and the restored patches obtained from the central stream. (c) Fused feature maps and the restored patches obtained
from the proposed network. (d) Ground truth. The angular error is provided at the bottom of each patch.
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Fig. 5. Results of different stages on two sampled patches. (a) Input patch. (b) Contextual net output. (c) Refinement output (e2). (d) Refinement output
(e2 + e3). (e) Ground truth. The angular error is provided at the bottom of each patch.
jointly training. Stage-wise training benefits from treating the
conv layer and the fc layers separately, and gradient diffusion
can be addressed by preventing the complex co-adaptation
of the feature extraction layers with the decision layer as
demonstrated by [23]. We also observe that the scheme (4)
outperforms all other training schemes. This shows that the
8stage-wise refinement are indeed crucial for gaining better
performance. In other words, at the early stages of training the
network learns to perform the prediction by extracting coarse
properties of the scene illuminant. During following stages,
finer information is gradually provided to the network and the
learned intermediate features from the previous stage are re-
used to perform better predictions.
C. Comparison with state-of-the-arts
Our approach is compared with previous state-of-the-art
methods on the reprocessed Color Checker dataset [8] and the
NUS 8-camera dataset [18]. Most results of previous methods
are directly from [11]–[13]. Among them, the recent FC4 [11]
and FFCC [12] are proposed with model variants based on
different backbone models or features on two datasets. For fair
comparisons, we use the results of their methods with basic
components. Tables V and Table VI report the metric values
of the comparing methods on these two datasets, respectively.
The results of other methods are directly taken from published
works. For metric values not reported in the literature, their
entries are left blank.
As shown in the tables, we can see that the proposed
network achieves competitive performance in comparison to
the state-of-art methods [11]–[13], [15]. Overall our network
performs better on the reprocessed Color Checker dataset than
the NUS 8-camera dataset. The reason is that the larger size
of the reprocessed Color Checker dataset facilitates our learn-
ing. Moreover, our approach performs similarly to AlexNet-
FC4 [11] (training on patches and improving local estimates
via confidence-weighted pooling) across some error metrics,
suggesting that the use of neighbor contexts and refinement
for local patches is the driving force behind our algorithms
performance. However, we see a performance reduction in
best-25% error compared with FFCC-thumb [12] on the two
datasets, which is likely because semantic information from
object detection used in FFCC-thumb favors the lowest-error
of the data. Our experiments suggest that color constancy
algorithms may benefit from much larger datasets and high-
level semantic cues. We show restored images of our approach
against two recent SOTA methods on some sample images in
Figure 6.
V. DISCUSSION
We propose a novel deep network for patch-based illuminant
estimation. The network is able to capture the local contex-
tual information using the central and surround convolution
units with a refinement mechanism for reevaluation of the
initial estimates and features. Our patch sampling method
can significantly improve the performance of the network.
Learning features over the joint space of the input patch
and the output illumination in conjunction with the use of
the intermediate features are critical for training the network
in a stage-wise fashion. There still exist difficult cases not
handled perfectly by our approach, as shown in the red box of
Figure 7. Comparing with the easy cases (shown in the blue
box) restored by our approach, we found that non-solid color
regions with glint and dark areas (especially achromatic ones),
and bright and dark pixels located far apart generally lead
the sampled patches to be biased with illuminant ambiguities,
which are not meaningful enough to represent the scene
illumination of the whole image. Therefore, removing noisy
data from the training set, exploiting more effective contextual
schemes (e.g., tuned suppression [43]) or high-level semantic
cues at a global level may alleviate such problems.
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9TABLE V
PERFORMANCE COMPARISON ON THE REPROCESSED COLOR CHECKER DATASET. THE BEST THREE RESULTS ARE SHOWN IN RED, GREEN, AND BLUE,
RESPECTIVELY
Method Mean Med Tri Best-25% Worst-25% 95th Pct
White-Patch [33] 7.55 5.68 6.35 1.45 16.12 -
Edge-based Gamut [34] 6.52 5.04 5.43 1.90 13.58 -
Gray-World [35] 6.36 6.28 6.28 2.33 10.58 11.3
1st-order Gray-Edge [36] 5.33 4.52 4.73 1.86 10.03 11.0
2nd-order Gray-Edge [36] 5.13 4.44 4.62 2.11 9.26 -
Shades-of-Gray [37] 4.93 4.01 4.23 1.14 10.20 11.9
Bayesian [8] 4.82 3.46 3.88 1.26 10.49 -
General Gray-World [3] 4.66 3.48 3.81 1.00 10.09 -
Intersection-based Gamut [34] 4.20 2.39 2.93 0.51 10.70 -
Pixel-Based Gamut [34] 4.20 2.33 2.91 0.50 10.72 14.1
Natural Image Statistics [38] 4.19 3.13 3.45 1.00 9.22 11.7
Bright Pixel [39] 3.98 2.61 - - - -
Spatio-spectral (GenPrior) [40] 3.59 2.96 3.10 0.95 7.61 -
Cheng et al. [18] 3.52 2.14 2.47 0.50 8.74 -
Corrected-Moment (19 Color) [41] 3.50 2.60 - - - 8.60
Exemplar-based [9] 3.10 2.30 - - - -
Corrected-Moment (19 Edge) [41] 2.80 2.00 - - - 6.90
Regression Tree [42] 2.42 1.65 1.75 0.38 5.87 -
NetColorChecker [16] 3.10 2.30 - - - -
CNN [10] 2.36 1.98 - - - -
Oh & Kim [27] 2.16 1.47 1.61 0.37 5.12 -
CCC (dist+ext) [15] 1.95 1.22 1.38 0.35 4.76 5.85
DS-Net (HpyNet+SelNet) [13] 1.90 1.12 1.33 0.31 4.84 5.99
AlexNet-FC4 [11] 1.77 1.11 1.29 0.34 4.29 5.44
FFCC-thumb [12] 2.01 1.13 1.38 0.30 5.14 -
Ours 1.82 1.11 1.29 0.35 4.36 5.44
TABLE VI
PERFORMANCE COMPARISON ON THE NUS 8-CAMERA DATASET. THE BEST THREE RESULTS ARE SHOWN IN RED, GREEN, AND BLUE, RESPECTIVELY
Method Mean Med Tri Best-25% Worst-25% Geomean
White-Patch [33] 10.62 10.58 10.49 1.86 19.45 8.43
Edge-based Gamut [34] 8.43 7.05 7.37 2.41 16.08 7.01
Pixel-based Gamut [34] 7.70 6.71 6.90 2.51 14.05 6.60
Intersection-based Gamut [34] 7.20 5.96 6.28 2.20 13.61 6.05
Gray-World [35] 4.14 3.20 3.39 0.90 9.00 3.25
Bayesian [8] 3.67 2.73 2.91 0.82 8.21 2.88
Natural Image Statistics [38] 3.71 2.60 2.84 0.79 8.47 2.83
Shades-of-Gray [37] 3.40 2.57 2.73 0.77 7.41 2.67
Spatio-spectral (ML) [40] 3.11 2.49 2.60 0.82 6.59 2.55
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Cheng et al. [18] 2.92 2.04 2.24 0.62 6.61 2.23
CCC (dist+ext) [15] 2.38 1.48 1.69 0.45 5.85 1.74
Oh & Kim [27] 2.36 2.09 - - 4.16 -
Regression Tree [42] 2.36 1.59 1.74 0.49 5.54 1.78
DS-Net(HpyNet+SelNet) [13] 2.24 1.46 1.68 0.48 6.08 1.74
AlexNet-FC4 [11] 2.12 1.53 1.67 0.48 4.78 1.66
FFCC-thumb [12] 2.06 1.39 1.53 0.39 4.80 -
Ours 2.17 1.50 1.67 0.47 5.16 1.51
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Fig. 6. Restored images by comparing methods. (a) Input image. (b) Ground truth. (c) Ours. (d) FFCC-thumb [12]. (e) AlexNet-FC4 [11].
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Fig. 7. Restored images by our approach. (a) Input image. (b) Ground truth. (c) Our output. (d) Distribution of the bright and dark pixels (green: bright
pixels, blue: dark pixels). Typical failure cases in the red box include glint (top) and the bright and dark pixels located far apart in the image (bottom).
