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A SPECTRAL CHARACTERIZATION OF AN OPERATORS
SATISH K. PANDEY AND VERN I. PAULSEN
Abstract. We establish a spectral characterization theorem for the operators
on complex Hilbert spaces of arbitrary dimensions that attain their norm on
every closed subspace. The class of these operators is not closed under addition.
Nevertheless, we prove that the intersection of these operators with the positive
operators forms a proper cone in the real Banach space of hermitian operators.
1. Introduction
Throughout this paper H and K will denote complex Hilbert spaces and we write
B(H,K) for the set of all bounded, linear operators from H to K. We recall that
B(H,K) is a complex Banach space with respect to the operator norm
‖T ‖ = sup{‖Tx‖ : x ∈ H, ‖x‖ 6 1}.
Definition 1.1. An operator T ∈ B(H,K) is said to be an N operator or to
satisfy the property N if there is an element x in the unit sphere of H such that
‖T ‖ = ‖Tx‖.
Such operators achieve their norm and hence are known as norming operators.
A generalization of the property N leads to a new class of operators in B(H,K).
Definition 1.2. An operator T ∈ B(H,K) is said to be an AN operator or to
satisfy the property AN , if for every nontrivial closed subspace M of H, T |M
satisfies the property N .
Alternatively, an operator T ∈ B(H,K) is said to be an AN operator if for ev-
ery nontrivial closed subspace M of H there is an element x ∈ M, ‖x‖ = 1 such
that ‖T |M‖ = ‖T |M(x)‖. Since these operators, when restricted to any nontrivial
closed subspace of H, achieve their norm on that closed subspace, we say that these
operators are absolutely norming and hence the name AN operator. Needless to
say, every AN operator is an N operator.
The AN operators were introduced and studied in [1] and [4]. Carvajal and
Neves [1] proved a partial structure theorem [1, Theorem 3.25] for the class of
positive AN operators on complex Hilbert spaces that included an uncharacterized
“remainder” operator. This theorem motivated Ramesh [4] to attempt to obtain a
full characterization theorem [4, Theorem 2.3], without remainder, for positive AN
operators on separable complex Hilbert spaces.
In this paper, we present a counterexample to Ramesh’s characterization theorem
[4, Theorem 2.3]. We then give a full spectral characterization of the class of positive
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AN operators on complex Hilbert spaces of arbitrary dimensions, earlier results
needed to assume separability. The correct characterization requires more terms
than were used in [4] and [1]. Using this theorem, we prove a full characterization
theorem for the class of AN operators on complex Hilbert spaces of arbitrary
dimension.
We begin by giving noninductive proofs of some basic facts, which allows us to
remove the separability assumption. In section 3 and 4, we derive necessary and
sufficient conditions for a positive operator that satisfies the AN condition and con-
sequently establish a spectral characterization theorem (see 5.1) for these operators
in section 5. This theorem, together with the polar decomposition theorem, then
paves the way for our main result in section 6: the full spectral characterization
of the class of AN operators (see 6.4). The class of these operators is not closed
under addition. Nevertheless, we prove that the class of positive AN operators is
a proper cone in the real Banach space of hermitian operators.
We end this section by presenting a counterexample to [4, Theorem 2.3].
Example 1.3. Consider the operator
T =


1
2
1 0
1
. . .
0 1
1


∈ B(l2).
That T is positive operator on a separable Hilbert space is obvious. T is not
compact. The infimum of the eigenvalues of this operator, Ramesh’s m(T ) = 1/2.
The operator T −m(T )I = diag(0, 1/2, 1/2, ...) is not compact. Consequently, T
is neither compact nor of the form K +m(T )I for some positive compact operator
K. Even more, there does not exist α ≥ 0 such that T = K + αI for some positive
compact operator K. Thus, if [4, Theorem 2.3] was correct, then T would not
satisfy AN .
However, we now prove that T satisfies the property AN . Suppose that M is
an arbitrary nontrivial closed subspace of H. If M is one dimensional, then T |M
attains its norm at any vector inM with unit norm. If dim(M) ≥ 2 andM contains
two noncollinear vectors which are nonzero in the first entry, then there exists a
linear combination of these two vectors with 0 in the first entry. Letting x0 be the
normalization of this vector, we get 1 = ‖x0‖ = ‖T (x0)‖ ≤ ‖T |M‖ ≤ ‖T ‖ = 1 and
so we have equality throughout and T attains its norm on M.
Finally, if dim(M) ≥ 2 and it does not contain any two such vectors, then it
either has a single such vector and its scalar multiples or no such vector. Since
dim(M) ≥ 2,M has at least one vector linearly independent from all vectors with
nonzero first entry and that vector must have 0 in its first entry. If we normalize this
vector — we call this vector x0 — we get 1 = ‖x0‖ = ‖T (x0)‖ ≤ ‖T |M‖ ≤ ‖T ‖ = 1
and hence T attains its norm on M. This proves the assertion and serves to be a
counterexample to the characterization Theorem 2.3 of [4].
While some of our results have parallels in [1] and [4], our proofs are quite
different, since we do not assume separability and avoid representing operators by
ordered series indexed by N.
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2. Preliminaries
Proposition 2.1. If T ∈ B(H,K) is a compact operator, then T satisfies the
property AN .
Proof. If T is a compact operator from H to K then the restriction of T to any
closed subspace M is a compact operator from M to K. So it will be sufficient to
prove that if T is a compact operator then T satisfies N .
Let B = {x ∈ H : ‖x‖ 6 1} be the closed unit ball of H. Since T is a compact
operator, T (B) is a compact subset of K in the norm topology [3, page 55]. Also,
‖ · ‖K : T (B) −→ [0,∞) is a continuous function on T (B). Consequently we have
sup{‖Tx‖K : ‖x‖H 6 1} = max{‖Tx‖K : ‖x‖H 6 1}. It therfore implies that
there exists x0 ∈ B such that ‖T ‖ = ‖Tx0‖K. This, together with ‖Tx0‖K 6
‖T ‖‖x0‖H 6 ‖T ‖, implies that ‖x0‖H = 1. This proves the proposition. 
Proposition 2.2. [1, Proposition 2.3] Let T ∈ B(H) be a self-adjoint operator.
Then T satisfies N iff ‖T ‖ or −‖T ‖ is an eigenvalue of T .
This result leads us to the following theorem.
Theorem 2.3. Let T ∈ B(H) be a positive operator. Then T satisfies N iff ‖T ‖
is an eigenvalue of T .
Theorem 2.4. Let H and K be complex Hilbert spaces and T ∈ B(H,K). Then T
satisfies N iff T ∗T satisfies N .
Proof. First assume that T satisfies N . There exists x in the unit sphere of H such
that ‖Tx‖ = ‖T ‖. Then
‖T ∗T ‖ = ‖T ‖2 = 〈Tx, Tx〉 = 〈T ∗Tx, x〉 ≤ ‖T ∗Tx‖ ≤ ‖T ∗T ‖,
and so we have equality throughout which implies that T ∗T satisfies N .
Conversely, if T ∗T satisfies N , then by Theorem 2.3 ‖T ∗T ‖ is an eigenvalue
of T ∗T . Suppose y ∈ H is the corresponding eigenvector of unit norm. Then
‖Ty‖2 = 〈T ∗Ty, y〉 = 〈‖T ∗T ‖y, y〉 = ‖T ‖2, and the result follows. 
Let T ∈ B(H,K), recall that every positive operator has a unique positive square
root and that |T | := √T ∗T .
Theorem 2.5. Let H and K be complex Hilbert spaces and T ∈ B(H,K). Then
the following statements are equivalent.
(1) T satisfies N .
(2) T ∗ satisfies N .
(3) ‖|T |‖ is an eigenvalue of |T |.
(4) ‖T ‖ is an eigenvalue of |T |.
(5) |T | satisfies N .
(6) |T ∗| satisfies N .
(7) |T |2 satisfies N .
(8) |T ∗|2 satisfies N .
(9) ‖T ‖ is an eigenvalue of |T ∗|.
Proof. The equivalence of (1) and (7) follows from Theorem 2.4 as does the equiv-
alence of (5) and (7). Since ‖|T |‖ = ‖T ‖, by Theorem 2.3, (5) is equivalent to (3)
and (4).
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Replacing T by T ∗ in these equivalences and using that ‖T ‖ = ‖T ∗‖, shows the
equivalence of (2), (6), (8) and (9).
All that remains is to show the equivalence of (1) and (2). Assume that T
satisfies N . By equivalence of (1) and (4), ‖T ‖ is an eigenvalue of |T |. Let z ∈ H
be an eigenvector of |T | of unit norm corresponding to the eigenvalue ‖T ‖. Since
|T |(z) = ‖T ‖z we have T ∗Tz = |T |2(z) = |T |(|T |(z)) = ‖T ‖2z. Consequently,
‖T ∗(Tz)‖ = ‖T ‖2 = ‖T ‖‖T ∗‖, since ‖z‖ = 1. Notice that T ( z‖T‖ ) is in the unit
sphere of K and hence ‖T ∗(T z‖T‖ )‖ = ‖T ∗‖ which means that T ∗ satisfies N . This
proves that (1) implies (2). The backward implication follows if we replace T by
T ∗ in the proof and use T ∗∗ = T. This completes the proof. 
Remark 2.6. Later (see 6.3) we will give an example of an operator such that T
is AN but T ∗ is not AN .
3. Necessary conditions for positive AN Operators
The purpose of this section is to study the properties of positive AN operators.
Theorem 3.1. Let T ∈ B(H) be a positive AN operator. Then H has an orthonor-
mal basis consisting of eigenvectors of T .
Proof. Let B = {vα : α ∈ Λ} be the maximal orthonormal set of eigenvectors
of T . That B is nonempty is a trivial observation; for T , being a positive AN
operator, must have ‖T ‖ as its eigenvalue. Considering w to be a unit eigenvector
corresponding to the eigenvalue ‖T ‖, we have Tw = ‖T ‖w which implies that
w ∈ B.
To show that H has an orthonormal basis consisting entirely of eigenvectors of
T we define H0 := clos(span(B)) and show that H0 = H. It suffices to show that
H⊥0 = {0}; for then H0 = H⊥⊥0 = {0}⊥ = H.
We first claim that H⊥0 is an invariant subspace of H under T . To see this, let
F denote the collection of finite subsets of Λ, that is, F = {F ⊆ Λ : F is finite}. If
v ∈ H0, then
v =
∑
α∈Λ
〈v, vα〉 vα = lim
F∈F
∑
α∈F
〈v, vα〉 vα.
Since the above limit is the norm limit and T is bounded (norm continuous), it
follows that
Tv = T
(
lim
F∈F
∑
α∈F
〈v, vα〉 vα
)
= lim
F∈F
∑
α∈F
〈v, vα〉βαvα =
∑
α∈Λ
〈v, vα〉 βαvα ∈ H0,
considering Tvα = βαvα where βα ∈ C for every α ∈ Λ. This shows that H0 is
an invariant subspace of H under T . Since T = T ∗, we infer that H⊥0 is also an
invariant subspace of H under T .
We complete the proof by showing H⊥0 = {0}. Suppose, on the contrary, that
H⊥0 6= {0}, that is,H⊥0 is a nontrivial closed subspace ofH. Since T is a positiveAN
operator, T |H⊥
0
satisfies the property N . Even more, T |H⊥
0
is a positive operator
on H⊥0 which satisfies N because H⊥0 is invariant under T . Consequently, ‖T |H⊥
0
‖
is an eigenvalue of T |H⊥
0
. Let z be a unit eigenvector of T |H⊥
0
corresponding to
the eigenvalue ‖T |H⊥
0
‖. Clearly then z ∈ H⊥0 such that ‖z‖ = 1 and T |H⊥
0
(z) =
‖T |H⊥
0
‖z, which implies that Tz = T |H⊥
0
(z) = ‖T |H⊥
0
‖z. But this means that
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z /∈ H0 is an eigenvector of T which contradicts the maximality of the set B = {vα :
α ∈ Λ} of T and we conclude that H⊥0 = {0}. This completes the proof. 
Let H, K be Hilbert spaces with w ∈ H and v ∈ K. v ⊗ w then denotes the
operator from H to K defined as: (v ⊗ w)x = 〈x,w〉 v for every x ∈ H.
Corollary 3.2. If T ∈ B(H) is a positive AN operator, then
T =
∑
α∈Λ
βαvα ⊗ vα,
where {vα : α ∈ Λ} is an orthonormal basis consisting entirely of eigenvectors of
T and for every α ∈ Λ, Tvα = βαvα with βα > 0. Moreover, for every nonempty
subset Γ ⊆ Λ of Λ, we have sup{βα : α ∈ Γ} = max{βα : α ∈ Γ}.
Proof. That T =
∑
α∈Λ βαvα ⊗ vα is obvious. To prove the final claim we use
the method of contradiction and assume on the contrary that sup{βα : α ∈ Γ} 6=
max{βα : α ∈ Γ} for some nonempty subset Γ ⊆ Λ, that is, the supremum of the
set {βα : α ∈ Γ} (say β) is not achieved. In that case, for any x ∈ HΓ with ‖x‖ = 1,
‖T |HΓ(x)‖2 =
∑
α∈Γ
|βα|2| 〈x, vα〉 |2 <
∑
α∈Γ
β2| 〈x, vα〉 |2 = β2 = ‖T |HΓ‖2.
This implies that ‖T |HΓ(x)‖ < ‖T |HΓ‖ for every x ∈ HΓ with ‖x‖ = 1 which
contradicts the fact that T is an AN operator. This proves the assertion. 
The spectral conditions given in the above corollary do not characterize AN
operators as the following example and result show.
Example 3.3. Let K1,K2 be positive compact operators that are not of finite rank
on the complex Hilbert space l2, and 0 6 a < b. Consider the operator
T =
[
aI +K1 0
0 bI +K2
]
∈ B(l2 ⊕ l2).
Then the supremum of each subset of the spectrum is equal to the maximum of
that subset since the spectrum of T consists of the closure of the union of two
decreasing sequences, {an} and {bn}, with limn an = a and limn bn = b. However,
the spectrum of T has two limit points, and so by the following result T is not AN .
Thus, the spectral condition given by the above corollary does not characterize
positive AN operators.
Proposition 3.4. If T ∈ B(H) is a positive AN operator, then the spectrum σ(T )
of T has at most one limit point. Moreover, this unique limit point (if it exists) can
only be the limit of a decreasing sequence in the spectrum.
Proof. By the Corollary 3.2, we know that
T =
∑
α∈Λ
βαvα ⊗ vα,
where {vα : α ∈ Λ} is an orthonormal basis consisting entirely of eigenvectors of T
and for every α ∈ Λ, T vα = βαvα with βα > 0. All that remains is to show that
the spectrum σ(T ), which is precisely the closure of {βα}α∈Λ has at most one limit
point and this unique limit point (if it exists) can only be the limit of a decreasing
sequence in the spectrum.
First we show that whenever λ is a limit point of the spectrum σ(T ) of T , then
there exists a decreasing sequence (λn)n∈N ⊆ {βα : α ∈ Λ} such that λn ց λ. To
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see this, it is sufficient to prove that there are at most only finitely many terms of the
sequence of (λn)n∈N that are strictly less than λ; for if there are infinitely many such
terms, then there exists an increasing subsequence (λnk) such that λnk ր λ and for
each nk ∈ N, λnk < λ. But then if we defineM0 := clos(span{vnk}), where vnk ’s are
the eigenvectors corresponding to the eigenvalues λnk , then it is a trivial observation
that ‖T |M0‖ = sup{|λnk |} = λ. However, for every x =
∑
nk
αnkvnk ∈ M0 with∑
nk
|αnk |2 = 1 so that ‖x‖ = 1,
‖T |M0(x)‖2 = ‖
∑
nk
αnkλnkvnk‖2 =
∑
nk
|αnk |2|λnk |2 < λ2
∑
nk
|αnk |2 = λ2,
so that ‖T |M0(x)‖ < λ 6 ‖T |M0‖. This contradicts the fact that T is an AN
operator. This proves our first claim.
We next prove, by the method of contradiction, that the spectrum σ(T ) of T
has at most one limit point. Suppose on the contrary that the spectrum σ(T ) =
clos({βα}α∈Λ) has two limit points a < b. By the discussion in the above paragraph,
there exist decreasing sequences (an)n∈N ⊆ {βα}α∈Λ and (bn)n∈N ⊆ {βα}α∈Λ such
that an ց a and bn ց b. Let us rename and denote by {fn} and {gn} the eigen-
vectors corresponding to the eigenvalues {an} and {bn} respectively. Without any
loss of generality we may assume that a1 < b so that an < bn for each n ∈ N. (For
if it happens otherwise then we can choose a natural number m such that am < b
and redefine the sequence (an)
∞
n=m by (a˜n)
∞
n=1.) Also note that Tfn = anfn and
Tgn = bngn for each n ∈ N. Define
M := clos
(
span
{
cnfn +
√
1− c2ngn : n ∈ N
})
,
where c2n ∈ [0, 1] are yet to be determined. Needless to say that M is a closed
subspace of H and hence a Hilbert space in its own right. Moreover, it is a trivial
observation that the set {en : n ∈ N}, where en := cnfn +
√
1− c2ngn serves to be
an orthonormal basis of M. Then,
‖T |M‖2 > sup{‖Ten‖2} = sup{‖T (cnfn +
√
1− c2ngn)‖2 : n ∈ N}
= sup{‖cnanfn +
√
1− c2nbngn‖2 : n ∈ N} = sup{c2na2n + (1− c2n)b2n : n ∈ N}.
At this point we define a sequence (γn)n∈N by
γn := b+
a1 − b
2n
;n ∈ N.
Then, (γn)n∈N is a strictly increasing sequence such that for every n ∈ N, a21 < γ2n <
b2 and limn→∞ γn = sup{γn : n ∈ N} = b. Notice that c2na2n+(1− c2n)b2n is a convex
combination of a2n and b
2
n, and hence it follows that c
2
na
2
n+(1− c2n)b2n ∈ [a2n, b2n] for
each n ∈ N. In fact, by choosing the right value of c2n ∈ [0, 1], c2na2n+(1− c2n)b2n can
give any point in the interval [a2n, b
2
n]. Let us then choose a sequence (cn)n∈N such
that c2na
2
n + (1− c2n)b2n = γ2n. This yields
‖T |M‖2 > sup{c2na2n + (1− c2n)b2n : n ∈ N} = sup{γ2n : n ∈ N} = b2.
However, any x ∈M with ‖x‖ = 1 can be written as
∞∑
n=1
αn(cnfn +
√
1− c2ngn), with
∞∑
n=1
|αn|2 = 1,
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in which case,
‖T |M(x)‖2 = ‖Tx‖2 =
∥∥∥∥∥T
(
∞∑
n=1
αn(cnfn +
√
1− c2ngn)
)∥∥∥∥∥
2
=
∞∑
n=1
|αn|2(c2na2n + (1 − c2n)b2n) =
∞∑
n=1
|αn|2γ2n <
∞∑
n=1
|αn|2b2 = b2.
This implies that for every element x ∈ M with ‖x‖ = 1, ‖T |M(x)‖ < b 6 ‖T |M‖
which means that T does not satisfy the property AN . So we arrive at a contra-
diction. Hence, our hypothesis is wrong and we conclude that the spectrum of T
can have at most one limit point. This completes the proof. 
We now use this as a tool to prove the following result.
Corollary 3.5. If T ∈ B(H) is a positive AN operator, then the set {βα}α∈Λ of
distinct eigenvalues of T , that is, without counting multiplicities, is countable.
Proof. This corollary is a direct consequence of the fact that If E ⊆ R is an un-
countable subset, then E has at least two limit points. Since the set {βα}α∈Λ has at
most one limit point, by the contrapositive of the above fact, it is countable. 
Corollary 3.6. If T ∈ B(H) is a positive AN operator, then the set {βα}α∈Λ of
eigenvalues of T has at most one eigenvalue with infinite multiplicity.
Proof. To show that this set has at most one eigenvalue with infinite multiplicity,
we assume that it has two distinct eigenvalues β1 and β2 with infinite multiplicity,
and we deduce a contradiction from the assumption. Without loss of generality, we
assume that 0 ≤ β1 < β2. Now let (an)n∈N ⊆ {βα}α∈Λ and (bn)n∈N ⊆ {βα}α∈Λ be
two sequences such that for every n ∈ N, we have an = β1 and bn = β2. Clearly
then an −→ β1 and bn −→ β2. Let us, like in the previous proof, rename and denote
by {fn} and {gn} the eigenvectors corresponding to the eigenvalues {an} and {bn}
respectively where Tfn = anfn = β1fn and Tgn = bngn = β2gn for each n ∈ N. At
this point we define a sequence (γn)n∈N by
γn := β2 +
β1 − β2
2n
;n ∈ N.
That (γn)n∈N is a strictly increasing sequence with β
2
1 < γ
2
n < β
2
2 for every n ∈ N
such that limn→∞ γn = sup{γn : n ∈ N} = β2 is obvious. Let c2n ∈ [0, 1] be
arbitrary, then since c2nβ
2
1 + (1 − c2n)β22 is a convex linear combination of β21 and
β22 , it follows that for each n ∈ N, we have c2nβ21 + (1 − c2n)β22 ∈ [β21 , β22 ]. In fact,
by choosing the right value of c2n ∈ [0, 1], c2nβ21 + (1− c2n)β22 gives any desired point
in the interval [β21 , β
2
2 ]. This observation, together with the fact that β
2
1 < γ
2
n < β
2
2
for every n ∈ N, allows us to define the sequence (cn)n∈N concretely, which is as
follows:
for each n ∈ N, choose cn so that c2nβ21 + (1− c2n)β22 = γ2n.
We will use this so defined sequence (cn)n∈N as a tool to define a closed subspace
M of H by
M := clos
(
span
{
cnfn +
√
1− c2ngn : n ∈ N
})
.
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It is easy to see that the set {en : n ∈ N} serves to be an orthonormal basis of M,
where en := cnfn +
√
1− c2ngn. It now follows that
‖T |M‖2 > sup{‖Ten‖2} = sup{‖cnβ1fn +
√
1− c2nβ2gn‖2 : n ∈ N}
= sup{c2nβ21 + (1 − c2n)β22 : n ∈ N} = sup{γ2n : n ∈ N} = β22 .
However, any x ∈M with ‖x‖ = 1 can be written as
∞∑
n=1
αn(cnfn +
√
1− c2ngn) with
∞∑
n=1
|αn|2 = 1.
In that case,
‖T |M(x)‖2 = ‖Tx‖2 =
∥∥∥∥∥T
(
∞∑
n=1
αn(cnfn +
√
1− c2ngn)
)∥∥∥∥∥
2
=
∥∥∥∥∥
∞∑
n=1
αn(cnβ1fn +
√
1− c2nβ2gn)
∥∥∥∥∥
2
=
∞∑
n=1
|αn|2(c2nβ21 + (1 − c2n)β22)
=
∞∑
n=1
|αn|2γ2n <
∞∑
n=1
|αn|2β22 = β22 .
This implies that for every element x ∈ M with ‖x‖ = 1, ‖T |M(x)‖ < β2 6
‖T |M‖ which means that T does not satisfy the property AN . So we arrive at a
contradiction. Hence, our hypothesis was wrong and we conclude that the spectrum
of T can have at most one eigenvalue with infinite multiplicity. This completes the
proof. 
Corollary 3.7. Let T ∈ B(H) be a positive AN operator. If the spectrum σ(T ) =
clos{βα : α ∈ Λ} of T has both a limit point β and an eigenvalue βˆ with infinite
multiplicity, then β = βˆ.
Proof. To show that β = βˆ, we assume that β 6= βˆ, and we deduce a contradiction
from the assumption. We first consider the case when β < βˆ. Because β is a limit
point of the spectrum, we know that there exists a decreasing sequence (an)n∈N ⊆
{βα}α∈Λ such that an ց β. Let (bn)n∈N ⊆ {βα}α∈Λ be the constant sequence
whose each term is βˆ so that bn −→ βˆ. Without any loss of generality we may
assume that a1 < βˆ so that an < bn for each n ∈ N. Next we rename and denote
by {fn} and {gn} the eigenvectors corresponding to the eigenvalues {an} and {bn}
respectively where Tfn = anfn and Tgn = bngn = βˆgn for each n ∈ N.
As we did in the previous proof, we define a sequence (γn)n ∈ N by
γn := βˆ +
β − βˆ
2n
; n ∈ N.
Observe that (γn)n∈N is a strictly increasing sequence with a
2
n < γ
2
n < βˆ
2 for
every n ∈ N. It immediately follows then that limn→∞ γn = sup{γn : n ∈ N} = βˆ.
Thereafter for each n ∈ N, we choose cn so that c2n ∈ [0, 1] and c2na2n+(1−c2n)βˆ = γ2n.
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Finally, with the help of this sequence (cn)n∈N let us define a closed subspace M
of H by
M := clos
(
span
{
cnfn +
√
1− c2ngn : n ∈ N
})
.
We know that the set {en : n ∈ N}, where en := cnfn+
√
1− c2ngn, is an orthonor-
mal basis of M. It now follows, like the argument in the previous proof, that
‖T |M‖2 > sup{‖Ten‖2} = sup{‖cnanfn +
√
1− c2nβˆgn‖2 : n ∈ N}
= sup{c2na2n + (1 − c2n)βˆ2 : n ∈ N} = sup{γ2n : n ∈ N} = βˆ2.
Since each x ∈M with ‖x‖ = 1 can be written as
∞∑
n=1
αn(cnfn +
√
1− c2ngn) with
∞∑
n=1
|αn|2 = 1, it follows that
‖T |M(x)‖2 = ‖Tx‖2 =
∥∥∥∥∥T
(
∞∑
n=1
αn(cnfn +
√
1− c2ngn)
)∥∥∥∥∥
2
=
∥∥∥∥∥
∞∑
n=1
αn(cnanfn +
√
1− c2nβˆgn)
∥∥∥∥∥
2
=
∞∑
n=1
|αn|2(c2na2n + (1− c2n)βˆ2)
=
∞∑
n=1
|αn|2γ2n <
∞∑
n=1
|αn|2βˆ2 = βˆ2.
This implies that for every element x ∈ M with ‖x‖ = 1, ‖T |M(x)‖ < βˆ 6
‖T |M‖ which means that T does not satisfy the property AN . So we arrive at a
contradiction. Hence, our hypothesis was wrong and we conclude that β = βˆ.
To prove the assertion for the case when βˆ < β, we follow the same line of
argument. Let (an)n∈N ⊆ {βα}α∈Λ be the decreasing sequence such that an ց β,
(bn)n∈N ⊆ {βα}α∈Λ be the constant sequence whose each term is βˆ so that bn −→ βˆ,
and rename and denote by {fn} and {gn} the eigenvectors corresponding to the
eigenvalues {an} and {bn} respectively where Tfn = anfn and Tgn = bngn = βˆgn
for each n ∈ N. We define the sequence (γn)n ∈ N a bit differently by
γn := β +
βˆ − β
2n
;n ∈ N.
It is now a trivial observation that (γn)n∈N is a strictly increasing sequence with
βˆ2 < γ2n < a
2
n for every n ∈ N. Consequently, limn→∞ γn = sup{γn : n ∈ N} = β.
Thereafter for each n ∈ N, we choose cn so that c2n ∈ [0, 1] and c2nβˆ2+(1−c2n)a2n =
γ2n. Finally, with the help of this sequence (cn)n∈N, we define a closed subspace Mˆ
of H by
Mˆ := clos
(
span
{
cngn +
√
1− c2nfn : n ∈ N
})
.
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That the set {en : n ∈ N}, where en := cngn+
√
1− c2ngfn, is an orthonormal basis
of Mˆ can be easily verified. It now follows that
‖T |Mˆ‖2 > sup{‖Ten‖2} = sup{‖cnβˆgn +
√
1− c2nanfn‖2 : n ∈ N}
= sup{c2nβˆ2 + (1− c2n)a2n : n ∈ N} = sup{γ2n : n ∈ N} = β2.
Since each x ∈ Mˆ with ‖x‖ = 1 can be written as
∞∑
n=1
αn(cngn +
√
1− c2nfn) with
∞∑
n=1
|αn|2 = 1, it follows that
‖T |Mˆ(x)‖2 = ‖Tx‖2 =
∥∥∥∥∥T
(
∞∑
n=1
αn(cngn +
√
1− c2nfn)
)∥∥∥∥∥
2
=
∞∑
n=1
|αn|2(c2nβˆ2 + (1 − c2n)a2n)
=
∞∑
n=1
|αn|2γ2n <
∞∑
n=1
|αn|2β2 = β2.
This implies that for every element x ∈ Mˆ with ‖x‖ = 1, ‖T |Mˆ(x)‖ < β 6 ‖T |Mˆ‖
which contradicts the fact that T satisfies the property AN . Thus, we conclude
that β = βˆ. This completes the proof. 
We finish this section by stating the final proposition in its full strength.
Theorem 3.8. If T ∈ B(H) is a positive AN operator, then
T =
∑
α∈Λ
βαvα ⊗ vα,
where {vα : α ∈ Λ} is an orthonormal basis consisting entirely of eigenvectors of T
and for every α ∈ Λ, T vα = βαvα with βα > 0 such that
(i) for every nonempty subset Γ ⊆ Λ of Λ, we have sup{βα : α ∈ Γ} = max{βα :
α ∈ Γ};
(ii) the spectrum σ(T ) = clos {βα : α ∈ Λ} of T has at most one limit point.
Moreover, this unique limit point (if it exists) can only be the limit of a decreasing
sequence in the spectrum;
(iii) the set {βα}α∈Λ of eigenvalues of T , without counting multiplicities, is
countable and has at most one eigenvalue with infinite multiplicity;
(iv) if the spectrum σ(T ) = clos{βα : α ∈ Λ} of T has both, a limit point β and
an eigenvalue βˆ with infinite multiplicity, then β = βˆ.
4. Sufficient Conditions For AN Operators
We now discuss the sufficient conditions for an operator (not necessarily positive)
to satisfy the AN condition. There is an important and useful criterion for an
operator T ∈ B(H,K) to satisfy the property AN , which depends on the following
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facts: For a closed linear subspaceM of a complex Hilbert space H let VM :M−→
H be the inclusion map from M to H defined as VM(x) = x for each x ∈M. It is
then a trivial observation that the adjoint V ∗M : H −→M of VM is the orthogonal
projection of H on M (viewed as a map from H onto M), that is, V ∗M : H −→M
such that
V ∗M (y) =
{
y if y ∈M,
0 if y ∈M⊥.
The criterion referred to is the following: T satisfies the property AN iff for every
closed linear subspace M of H, TVM satisfies the property N . To prove this
assertion we first observe that for any given nontrivial closed subspace M of H,
‖TVM‖ = ‖T |M‖; for
‖TVM‖2 = sup{‖TVM(x)‖2 : ‖x‖ ≤ 1, x ∈ M}
= sup{‖Tx‖2 : ‖x‖ ≤ 1, x ∈ M} = ‖T |M‖2.
We next assume that T satisfies the property AN and prove the forward implica-
tion. Let M be an arbitrary nontrivial closed subspace of H. Clearly then there
exists x0 ∈ M with ‖x0‖ = 1 such that ‖T |M‖ = ‖Tx0‖. It follows then that
there exists x0 ∈ H such that ‖TVM‖ = ‖T |M‖ = ‖Tx0‖ = ‖TVM(x0)‖. Since
M is arbitrary, it follows that TVM satisfies the property N . We complete the
proof by showing that T is an AN operator if TVM satisfies the property N for
every nontrivial closed subspace M of H. Since TVM is an N operator, there
exists xM ∈ H(depending on M) with ‖xM‖ = 1 and ‖TVM‖ = ‖TVM(xM)‖.
This means that for everyM, ‖T |M‖ = ‖TVM‖ = ‖TVM(xM)‖ = ‖T (VMxM)‖ =
‖TxM‖ = ‖T |M(xM)‖ where xM ∈M and ‖xM‖ = 1. This essentially guarantees
that for every M, T |M achieves its norm on unit sphere and hence satisfies the
property N .
We can summarize the result of the above discussion in the following lemma:
Lemma 4.1. For a closed linear subspace M of a complex Hilbert space H let
VM :M−→ H be the inclusion map from M to H defined as VM(x) = x for each
x ∈ M. An operator T ∈ B(H,K) satisfies the property AN if and only if for every
nontrivial closed linear subspace M of H, TVM satisfies the property N .
The following application illustrates the power of this result.
Proposition 4.2. If T ∈ B(H,K) is an isometry, then T satisfies the property
AN .
Proof. That an isometry satisfies the property N is obvious; for the operator norm
of an isometry is 1 and it attains its norm on any vector of unit length. For a closed
linear subspaceM of the Hilbert space H let VM :M−→ H be the inclusion map
from M to H defined as VM(x) = x for each x ∈ M. To prove the assertion, it
suffices to show that for every nonzero closed linear subspace M, TVM is an N
operator. But TVM ∈ B(M,K) is an isometry and hence satisfies the property
N . 
Lemma 4.3. Let T ∈ B(H) be a diagonalizable operator on the complex Hilbert
space H and B = {vα : α ∈ Λ} be an orthonormal basis of H corresponding to
which T is diagonalizable. If T achieves its norm on the unit sphere of H, then it
achieves it norm on some v0 ∈ B. Alternatively, if T satisfies the property N , then
there exists v0 ∈ B such that ‖T ‖ = ‖Tv0‖.
12 S. K. PANDEY AND V. I. PAULSEN
Proof. Let {λα : α ∈ Λ} be the set of eigenvalues of T corresponding to the the
eigenvectors {vα : α ∈ Λ}. From [2, Problem 61], we know that ‖T ‖ = sup{|λα| :
α ∈ Λ}, so it suffices to prove that‖T ‖ = max{|λα| : α ∈ Λ}.
To this end, by the way of contradiction, we assume the negation of the above
claim. It implies that for every α ∈ Λ, we have |λα| < ‖T ‖. However, for every
x ∈ H with ‖x‖ = 1, we have Tx =∑α∈Λ λα 〈x, vα〉 vα so that
‖Tx‖2 =
∑
α∈Λ
|λα|2| 〈x, vα〉 |2 <
∑
α∈Λ
‖T ‖2| 〈x, vα〉 |2 = ‖T ‖2‖x‖2 = ‖T ‖2;
which is a contradiction of the fact that T satisfies the property N . This proves
the claim. 
Lemma 4.4. Let F ∈ B(H) be a self-adjoint finite-rank operator and α ≥ 0. Then
αI + F satisfies the property N .
Proof. Let the range of F be k-dimensional. Since F is self-adjoint, there exists
an orthonormal basis B = {vλ : λ ∈ Λ} of H corresponding to which the matrix
MB(F ) is a diagonal matrix with k nonzero real diagonal entries, say {β1, β2, ..., βk}.
Clearly then, MB(αI + F ) is also a diagonal matrix and
‖αI + F‖ = sup{|α+ β1|, |α+ β2|, ..., |α+ βk|, α}
= max{|α+ β1|, |α+ β2|, ..., |α+ βk|, α}.
It is then a trivial observation that there exists v0 ∈ B such that ‖αI + F‖ =
‖(αI + F )v0‖. This proves that αI + F achieves its norm on the unit sphere and
hence is an N operator. 
This lemma leads to the following propostion.
Proposition 4.5. If F ∈ B(H) is a self-adjoint finite-rank operator and α ≥ 0,
then αI + F satisfies the property AN .
Proof. For a closed linear subspace M of the Hilbert space H let VM : M −→ H
be the inclusion map from M to H defined as VM(x) = x for each x ∈M.
Let us then define T := αI + F so that we have T ∗ = αI + F and T ∗T =
(αI + F )2 = α2I + 2αF + F 2 = βI + F˜ where β = α2 ≥ 0 and F˜ = 2αF + F 2 is
another self-adjoint finite-rank operator. We observe that
T is AN ⇐⇒ for every closed subspace M of H, TVM is N
⇐⇒ for every closed subspace M of H, (TVM)∗(TVM) is N
⇐⇒ for every closed subspace M of H, V ∗M(T ∗T )VM is N
⇐⇒ for every closed subspace M of H, V ∗M(βI + F˜ )VM is N .
So, it suffices to show that for every closed subspace M of H, V ∗M(βI + F˜ )VM is
N . But V ∗M(βI + F˜ )VM :M−→M is an operator on M and
V ∗M(βI + F˜ )VM = V
∗
MβIVM + V
∗
MF˜ VM = βIM + F˜M,
which implies that V ∗M(βI + F˜ )VM is sum of a nonnegative scalar multiple of
identity and a self-adjoint finite-rank operator on a Hilbert spaceM which, by the
previous lemma, does satisfy the property N and thus proves our assertion. 
Lemma 4.6. For any positive compact operator K ∈ B(H) and α ≥ 0, αI + K
satisfies the property N .
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Proof. ThatK satisfies the propertyN is obvious, forK is compact. The positivity
ofK ascertains that there is an orthonormal basis B = {vλ : λ ∈ Λ} ofH, consisting
entirely of eigenvectors of K, corresponding to which K is diagonalizable; this
fact , together with the lemma 4.3 implies that there exists v0 ∈ B such that
‖K‖ = β0 = max {βλ : λ ∈ Λ} = ‖Kv0‖, where K(vλ) = βλvλ for each λ ∈ Λ.
Since α ≥ 0, it readily follows that
‖αI +K‖ = sup{α+ βλ : λ ∈ Λ} = α+ sup{βλ : λ ∈ Λ}
= α+max {βλ : λ ∈ Λ} = α+ β0 = ‖(αI +K)(v0)‖.
αI +K therefore achieves its norm on unit sphere for each α ≥ 0. This completes
the proof. 
This lemma is a special case of what the following proposition states.
Proposition 4.7. For any positive compact operator K ∈ B(H) and α ≥ 0, αI+K
is AN .
Proof. Let us define T := αI + K so that we have T ∗ = αI + K and T ∗T =
(αI +K)2 = α2I + 2αK +K2 = βI + K˜ where β = α2 ≥ 0 and K˜ = 2αK +K2 is
another positive compact operator.
T is AN ⇐⇒ for every closed subspace M of H, TVM is N
⇐⇒ for every closed subspace M of H, (TVM)∗(TVM) is N
⇐⇒ for every closed subspace M of H, V ∗M(T ∗T )VM is N
⇐⇒ for every closed subspace M of H, V ∗M(βI + K˜)VM is N .
So, it suffices to show that for every closed subspace M of H, V ∗M(βI + K˜)VM is
N . But V ∗M(βI + K˜)VM :M−→M is an operator on M and
V ∗M(βI + K˜)VM = V
∗
MβIVM + V
∗
MK˜VM = βIM + K˜M,
which implies that V ∗M(βI + K˜)VM is sum of a nonnegative scalar multiple of
Identity and a positive compact operator on a Hilbert spaceM which does satisfy
the property N and hence proves our assertion. 
Lemma 4.8. Let K ∈ B(H) be a positive compact operator and F ∈ B(H) be
a self-adjoint finite-rank operator. Then K + F can have at most finitely many
negative eigenvalues.
Proof. Since F is a self-adjoint finite-rank operator, there is an orthonormal basis
B of H consisting of eigenvectors of F corresponding to which it is diagonalizable.
This allows us to write F as the difference of two positive finite-rank operators,
F+ and F− so that F = F+ − F−. Consider the set of all eigenvectors in B
corresponding to which F− has nonzero (positive) eigenvalues. Needless to say
that they are finite in numbers. Define H− to be the span of these eigenvectors.
It is trivial to observe that H− is a closed finite-dimensional subspace of H and
H = H− ⊕H⊥− . We assume that the dimension of H− is k, that is, dimH− = k.
We claim that the total number of negative eigenvalues of K + F does not exceed
k. To prove this claim, we first observe that K + F can now be rewritten as
K+(F+−F−) = (K+F+)−F− = K˜−F− where K˜ = K+F+ is positive compact
operator on H. Also, K˜ − F− is a self-adjoint compact operator and thus there
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exists an orthonormal basis B of H consisting entirely of eigenvectors of K˜ − F−
corresponding to which K˜ − F− is diagonalizable. We next observe that
for any x ∈ H⊥− ,
〈
(K˜ − F−)x, x
〉
≥ 0;
because F−(x) = 0 for every x ∈ H⊥− and
〈
K˜x, x
〉
≥ 0 for each x ∈ H and
hence for each x ∈ H⊥− . We are now ready to prove our claim. Consider the set
of all orthonormal eigenvectors in B corresponding to which K˜ − F− has negative
eigenvalues. By the way of contradiction let us assume that the cardinality of
this set is strictly bigger than k. We fix some m > k and extract m eigenvectors
from this set. Let the set of these extracted eigenvectors be {v1, v2, v3, ..., vm} and
the corresponding eigenvalues be {λ1, λ2, λ3, ..., λm}. Since m > k, there exists
α1, α2, ..., αm not all zero such that PH−(
∑m
i=1 αivi) = 0. Then
〈(K˜ − F−)
(
m∑
i=1
αivi
)
,
m∑
j=1
αjvj〉 = 〈
m∑
i=1
αiλivi,
m∑
j=1
αjvj〉
=
m∑
i=1
|αi|2λi < 0.
But this contradicts the fact that
∑m
i=1 αivi ∈ H⊥− ; for we established that for any x ∈
H⊥− ,
〈
(K˜ − F−)x, x
〉
≥ 0. This proves our claim. 
This observation leads us directly to the following proposition.
Proposition 4.9. Let K ∈ B(H) be a positive compact operator and F ∈ B(H) be
a self-adjoint finite-rank operator. Then for every α ≥ 0, αI +K + F satisfies the
property N .
Proof. The assertion is trivial if α = 0; for then K+F is a compact operator which
satisfies the property N . We assume that α > 0. Notice that K+F is a self-adjoint
compact operator onH and thus there exists an orthonormal basisB ofH consisting
entirely of eigenvectors of K +F corresponding to which it is diagonalizable. From
the previous lemma,K+F can have at most finitely many negative eigenvalues. Let
{λ1, λ2, ..., λn} be the set of all negative eigenvalues of K + F with {v1, v2, ..., vn}
as the corresponding eigenvectors in basis B; and let {µβ : β ∈ Λ} be the set of all
remaining nonnegative eigenvalues ofK+F with {wβ : β ∈ Λ} as the corresponding
eigenvectors in B. We have B := {v1, v2, ..., vn} ∪ {wβ : β ∈ Λ} and the matrix
MB(K + F ) of K + F with respect to B is given by
K + F =


λ1
...
. . .
... 0
λn
...
. . . . . . . . . . . . . . . . . . . . .
...
. . .
0
... µβ
...
. . .


.
A SPECTRAL CHARACTERIZATION OF AN OPERATORS 15
Observing the fact that
‖K + F‖ = max{{|λi|}ni=1 ∪ {µβ}β∈Λ},
we proceed to show that αI +K + F satisfies property N . To accomplish this we
distinguish cases:
Case I. If µ
βˆ
= max{{|λi|}ni=1 ∪ {µβ}β∈Λ} for some βˆ ∈ Λ. Needless to say that
‖K + F‖ = µ
βˆ
= ‖(K + F )(w
βˆ
)‖. Clearly then
α+ µ
βˆ
≥ α+ |λi| ≥ |α+ λi| for each i ∈ {1, 2, ..., n}, and
α+ µ
βˆ
≥ α+ µβ for each β ∈ Λ.
It is now easy to convince ourselves that if w
βˆ
be the eigenvector corresponding to
the eigenvalue µ
βˆ
then ‖αI +K + F‖ = ‖α + µ
βˆ
‖ = ‖(αI +K + F )(w
βˆ
)‖ which
implies that αI +K + F achieves its norm at w
βˆ
.
Case II. If |λm| = max{{|λi|}ni=1∪{µβ}β∈Λ} for some m ∈ {1, 2, ..., n}. In this case
it is important to observe that
sup{µβ : β ∈ Λ} = max{µβ : β ∈ Λ};
indeed the matrix MB(K + F ) can be written as
K+F =


λ1
...
. . .
... 0
λn
...
. . . . . . . . . . . . . . . . . . . . .
...
0
... 0
...


+


...
0
... 0
...
. . . . . . . . . . . . . . . . . . . . .
...
. . .
0
... µβ
...
. . .


,
where the first matrix is compact. Consequently the second matrix is forced to be
compact which implies that sup{µβ : β ∈ Λ} = max{µβ : β ∈ Λ}. Let max{µβ :
β ∈ Λ} = µβ˜ for some β˜ ∈ Λ. It is then a trivial observation that sup{{|α +
λi|}ni=1 ∪ {α+ µβ}β∈Λ} = max{α+ µβ˜, |α+ λ1|, ..., |α+ λn|} which ascertains that
the operator αI+K+F satisfies the property N . We conclude the proof by a note
that αI +K + F need not necessarily be positive for the proof to work. 
This result is the key to the theorem that follows. The following result could
be deduced from [1, Theorem 3.23] but there are some gaps in their proof of [1,
Lemma 3.7] which is essential to their proof of [1, Theorem 3.23]; so we provide an
independent proof.
Theorem 4.10. Let K ∈ B(H) be a positive compact operator and F ∈ B(H) be
a self-adjoint finite-rank operator. Then for every α ≥ 0, αI +K + F satisfies the
property AN .
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Proof. LetM be an arbitrary nonempty closed linear subspace of the Hilbert space
H and VM :M −→ H be the inclusion map from M to H defined as VM(x) = x
for each x ∈M.
Let us then define T := αI + K + F so that we have T ∗ = αI + K + F and
T ∗T = (αI+K+F )2 = (α2I)+(2αK+K2)+(2αF+FK+KF+F 2) = βI+K˜+F˜
where β = α2 ≥ 0, K˜ = 2αK+K2 and F˜ = 2αF +FK+KF +F 2 are respectively
positive compact and self-adjoint finite-rank operators. Observe that
TVM is N ⇐⇒ (TVM)∗(TVM) is N
⇐⇒ V ∗M(T ∗T )VM is N ⇐⇒ V ∗M(βI + K˜ + F˜ )VM is N .
It suffices to show that V ∗M(βI + K˜ + F˜ )VM is N ; for then, sinceM is arbitrary, it
immediately follows from lemma 4.1 that T is an AN operator. To this end, notice
that V ∗M(βI + K˜ + F˜ )VM :M−→M is an operator on M and
V ∗M(βI + K˜ + F˜ )VM = V
∗
MβIVM + V
∗
MK˜VM + V
∗
MF˜ VM = βIM + K˜M + F˜M,
which implies that V ∗M(βI + K˜ + F˜ )VM is sum of a nonnegative scalar multiple
of Identity, a positive compact operator and a self-adjoint finite-rank operator on
a Hilbert space M which, by the preceding proposition, satisfies the property N .
This proves the assertion. 
Remark 4.11. It is desirable at this stage to make an important remark: the
sum of two AN operators need not necessarily be an AN operator. An example
[1, Section 2, Page 182] appears in [1] which establishes that the sum of two N
operators need not necessarily be an N operator. In fact, one can show that the
operators they consider are not just N operators but AN . In what follows, we
give an example of an operator T ∈ H which is AN but 2Re(T ) is not, which also
implies that sum of two AN operators need not be AN .
Example 4.12. Let {ei}i∈N be the canonical orthonormal basis of the Hilbert
space ℓ2(N), a ∈ (0, 1], and (ai)i∈N, (bi)i∈N be two sequences of real numbers such
that
0 < a1 < a2 < ... < a, ai ր a, and a2i + b2i = 1.
Let T ∈ B(ℓ2(N)) defined as Tei = λiei for each i ∈ N, where λi = ai + ibi. Then
T ∗ei = λiei. It is easy to observe that both T and T
∗ are isometries. Indeed, if
x ∈ ℓ2(N), then x =∑∞i=1 〈x, ei〉 ei which implies that
‖Tx‖2 =
∥∥∥∥∥
∞∑
i=1
〈x, ei〉λiei
∥∥∥∥∥
2
= ‖x‖2 =
∥∥∥∥∥
∞∑
i=1
〈x, ei〉λiei
∥∥∥∥∥
2
= ‖T ∗x‖2.
By Proposition 4.2, we infer that T and T ∗ are AN operators. We now show
that T + T ∗ is not an AN operator. Since every AN operator is an N operator,
it suffices to show that T + T ∗ is not an N operator. To this end, notice that
‖T + T ∗‖ > sup{‖Tei‖ : i ∈ N} = sup{|λi + λi| : i ∈ N} = sup{|2ai| : i ∈ N} = 2a.
But for every x ∈ ℓ2(N) with ‖x‖ = 1, we have
‖(T + T ∗)x‖2 =
∞∑
i=1
|λi + λi|2| 〈x, ei〉 |2 =
∞∑
i=1
|2ai|2| 〈x, ei〉 |2 < 4a2.
Consequently, for every x ∈ ℓ2(N) of unit length ‖(T + T ∗)x‖ < 2a 6 ‖T + T ∗‖
which implies that T + T ∗ does not satisfy the property N .
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5. Spectral Characterization Of Positive AN Operators
The final theorem of the preceding section just established —— that for every
α ≥ 0, αI + K + F satisfies the AN property where K and F are respectively
positive compact and self-adjoint finite-rank operators —— is the stronger version
of the backward implication of our spectral theorem for positive AN operators. If
the operator αI +K + F is also positive then the implication can be reversed and
the two conditions are equivalent. This is what the next theorem states.
Theorem 5.1 (Spectral Theorem For positive AN Operators). Let H be a complex
Hilbert space of arbitrary dimension and let P be a positive operator on H. Then P
is an AN operator if and only if P is of the form P = αI +K+F , where α ≥ 0,K
is a positive compact operator and F is self-adjoint finite-rank operator.
Proof. It suffices to prove the forward implication. We assume that P ∈ B(H)
is a positive AN operator. Theorem 3.8 asserts that there exists an orthonormal
basis B = {vλ : λ ∈ Λ} consisting entirely of eigenvectors of P and for every
λ ∈ Λ, T vλ = βλvλ with βλ ≥ 0. A moment’s thought will convince the reader
that there are four mutually exclusive and exhaustive set of possibilities for the
spectrum σ(P ) = clos{βλ : λ ∈ Λ} of P .
Case 1. σ(P ) has neither a limit point nor an eigenvalue with infinite multiplicity.
The index set Λ is then finite; for if it is not then the set {βλ : λ ∈ Λ} (count-
ing multiplicities) of eigenvalues is also infinite. Since each eigenvalue in this set
can have at most finite multiplicity, it is obvious then that the set {βλ : λ ∈ Λ}
(without counting multiplicities) of distinct eigenvalues of P is infinite. More inter-
estingly, {βλ : λ ∈ Λ} is bounded above by the operator norm of P and below by
0. Since every infinite bounded subset of real numbers has a limit point, we arrive
at a contradiction and hence Λ is finite. This forces the Hilbert space H to be
finite dimensional. In that case P boils down to a positive (and hence self-adjoint)
finite-rank operator and we can safely assume that P = αI +K + F with α = 0,
K = 0 and F the operator in question.
Case 2. σ(P ) has no limit point but has one eigenvalue with infinite multiplicity.
Let β0 ∈ {βλ : λ ∈ Λ} be the eigenvalue with infinite multiplicity. Then the
set Γ := Λ \ {λ ∈ Λ : βλ = β0} is finite; for if it is not, then the set {βλ :
λ ∈ Γ} (counting multiplicities) is also infinite which in turn implies that the set
{βλ : λ ∈ Γ} (without counting multiplicities) is infinite because each eigenvalue
in this set can have at most finite multiplicity. Since {βλ : λ ∈ Γ} is bounded
and every infinite bounded subset of real numbers has a limit point, we arrive at a
contradiction.This implies that Γ is finite. Observe that for an arbitrary x ∈ H, we
have x =
∑
λ∈Λ 〈x, vλ〉 vλ =
∑
λ∈Γ 〈x, vλ〉 vλ +
∑
λ∈Λ\Γ 〈x, vλ〉 vλ so that for every
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x ∈ H,
Px =
∑
λ∈Γ
〈x, vλ〉P (vλ) +
∑
λ∈Λ\Γ
〈x, vλ〉P (vλ)
=
∑
λ∈Γ
〈x, vλ〉βλvλ +
∑
λ∈Λ\Γ
〈x, vλ〉β0vλ
=
∑
λ∈Γ
(βλ − β0) 〈x, vλ〉 vλ + β0
∑
λ∈Λ
〈x, vλ〉 vλ
=
∑
λ∈Γ
(βλ − β0)(vλ ⊗ vλ)(x) + β0Ix
=
(∑
λ∈Γ
(βλ − β0)(vλ ⊗ vλ) + β0I
)
(x).
To conclude this case it suffices to observe that β0 ≥ 0 and
∑
λ∈Γ(βλ−β0)(vλ⊗vλ)
is a self-adjoint finite-rank operator. It then readily follows that P = αI +K + F ,
where α = β0,K = 0 and F =
∑
λ∈Γ(βλ − β0)(vλ ⊗ vλ).
Case 3. σ(P ) has no eigenvalue with infinite multiplicity but has a limit point.
The index set Λ is then countable; for if it is uncountable then the set {βλ : λ ∈ Λ}
(counting multiplicities) is also uncountable thereby rendering the set {βλ : λ ∈ Λ}
(without counting multiplicities) uncountable since each eigenvalue in this set has
finite multiplicity. Then this uncountable set must have at least two limit points;
and since this is impossible, we infer that Λ is countable and hence H is separable.
Having shown that Λ is countable, we can safely replace Λ by N. This essentially
redefines the spectrum σ(P ) = clos{βn : n ∈ N} of P .
Now let β ∈ σ(P ) be the unique limit point in the spectrum. We wish to
reorder the elements of {βn : n ∈ N} linearly in accordance with their size. To
accomplish this, we first notice that there are at most only finitely many terms
of the set {βn : n ∈ N} that are strictly less than β—— represent this set of
finite elements by {β1, β2, ..., βk} counting multiplicities. We next consider the set
{βn : βn > β}n∈N of all terms that are strictly bigger than β. We then inductively
define a nonincreasing sequence (βk+m)m∈N as
βk+1 := max{βn : βn > β}n∈N,
βk+2 := max{βn : βn > β}n∈N \ {βk+1},
...
βk+m := max{βn : βn > β}n∈N, \{βk+1, ..., βk+m−1},
...
This decreasing sequence is bounded below by β, so it converges to β; for if it
converges to any other point—–which, in that case, happens to be a limit point of
σ(P )—– then that contradicts the existence of only one limit point in the spectrum.
Before we go further, it is worth establishing that the set {βn : βn > β}n∈N of all
eigenvalues of P has been exhausted in the process of constructing the sequence
(βk+m)m∈N, that is, each eigenvalue of P that is strictly bigger than β is a term
of the sequence (βk+m)m∈N. This is rather a trivial observation if we show that
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whenever βn > β is an eigenvalue of P there exist only finitely many j’s such that
βj > βn. Now suppose, on the contrary, that there are infinitely many such j’s.
Then they form an infinite bounded set of real numbers with a limit point greater
than or equal to βn. But since βn > β, it contradicts the fact that β is the unique
limit point of the σ(T ).
This inductive method of constructing the decreasing sequence is exhaustive too
and as an immediate consequence we re-order the eigenvalues of P :
{βn}kn=1 ∪ {βn}∞n=k+1; where {βn}∞n=k+1 converges to β.
Let us rename and denote by {vn}kn=1 and {wn}∞n=k+1 the eigenvectors correspond-
ing to the eigenvalues {βn}kn=1 and {βn}∞n=k+1 respectively. Observe that for an
arbitrary x ∈ H, we have x = ∑kn=1 〈x, vn〉 vn +∑∞n=k+1 〈x,wn〉wn so that for
every x ∈ H,
Px =
k∑
n=1
〈x, vn〉P (vn) +
∞∑
n=k+1
〈x,wn〉P (wn)
=
k∑
n=1
〈x, vn〉βnvn +
∞∑
n=k+1
〈x,wn〉βnwn
=
k∑
n=1
(βn − β) 〈x, vn〉 vn +
∞∑
n=k+1
(βn − β) 〈x,wn〉wn + βIx
=
(
k∑
n=1
(βn − β)(vn ⊗ vn) +
∞∑
n=k+1
(βn − β)(wn ⊗ wn) + βI
)
(x).
To conclude this case it suffices to observe that β ≥ 0, ∑kn=1(βn − β)(vn ⊗ vn)
is a self-adjoint finite-rank operator, and
∑∞
n=k+1(βn − β)(wn ⊗ wn) is a pos-
itive compact operator. It then readily follows that P = αI + K + F , where
α = β,K =
∑∞
n=k+1(βn − β)(wn ⊗ wn) and F =
∑k
n=1(βn − β)(vn ⊗ vn).
Case 4. σ(P ) has both a limit point and an eigenvalue with infinite multiplicity.
Let β ∈ {βλ : λ ∈ Λ} be the unique eigenvalue with infinite multiplicity which
compels it to be the unique limit point of the spectrum σ(P ) of P . That the set
Γ := Λ \ {λ : βλ = β} is countable is, at this stage, a trivial observation. This
leaves us with{βλ : λ ∈ Λ} = {βλ : λ ∈ Γ} ∪ {β}. Since {βλ : λ ∈ Γ} is countable,
by the argument in the previous case, we can reorder the eigenvalues of this set in
such a way that for some k ∈ N,
{βλ : λ ∈ Γ} = {βn}kn=1 ∪ {βn}∞n=k+1 ∪ {β},
where, by the constructive method discussed previously, {βn}kn=1 (counting mul-
tiplicities) is the set of all eigenvalues strictly less than β and {βn}∞n=k+1 is a nonin-
creasing sequence converging to β. We next rename and denote by {vn}kn=1, {wn}∞n=k+1,
and {vλ}λ∈Λ\Γ the eigenvectors corresponding to the eigenvalues {βn}kn=1, {βn}∞n=k+1,
and {βλ}λ∈Λ\Γ respectively. Observe that for an arbitrary x ∈ H, we have x =∑k
n=1 〈x, vn〉 vn+
∑∞
n=k+1 〈x,wn〉wn+
∑
λ∈Λ\Γ 〈x, vλ〉 vλ. This yields that for every
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x ∈ H
Px =
k∑
n=1
〈x, vn〉P (vn) +
∞∑
n=k+1
〈x,wn〉P (wn) +
∑
λ∈Λ\Γ
〈x, vλ〉P (vλ)
=
k∑
n=1
〈x, vn〉βnvn +
∞∑
n=k+1
〈x,wn〉βnwn +
∑
λ∈Λ\Γ
〈x, vλ〉βvλ
=
k∑
n=1
(βn − β) 〈x, vn〉 vn +
∞∑
n=k+1
(βn − β) 〈x,wn〉wn
+
∑
λ∈Γ
〈x, vλ〉βvλ +
∑
λ∈Λ\Γ
〈x, vλ〉 βvλ
=
(
k∑
n=1
(βn − β)(vn ⊗ vn) +
∞∑
n=k+1
(βn − β)(wn ⊗ wn) + βI
)
(x).
It then immediately follows that P = αI+K+F , where α = β,K =
∑∞
n=k+1(βn−
β)(wn ⊗ wn) and F =
∑k
n=1(βn − β)(vn ⊗ vn).
We complete the proof by observing that in all the four possibilities, we get the
desired form. 
Example 4.12 establishes the fact that the class of AN operators is not closed
under addition. However, it is easy to see that it is closed under scalar multipli-
cation, that is, if T ∈ B(H,K) is AN and α ∈ C, then αT is also AN ; for if M
is an arbitrary nontrivial closed subspace of H, then ‖αTVM‖ = |α|‖TVM‖ =
|α|‖TVM(x0)‖ = ‖αTVM(x0)‖, where x0 ∈ M, ‖x0‖ = 1, and ‖TVM(x0)‖ =
‖TVM‖.
If we consider the class B(H)AN+ of positive AN operators, what can be said
about it in the similar vein? To answer this question, let T1, T2 ∈ B(H)AN+ .
It is fairly obvious that T1 + T2 is positive. Moreover, by Theorem 5.1, T1 =
α1I + K1 + F1 and T2 = α2I + K2 + F2 where α1, α2 ≥ 0;K1,K2 are posi-
tive compact operators, and F1, F2 are self-adjoint finite-rank operators. Then
T1+T2 = (α1+α2)I+(K1+K2)+(F1+F2) and hence it is AN . Also, if c ∈ R, c ≥ 0,
then cT1 ∈ B(H)AN+ . Finally, if T and −T are both in B(H)AN+ , then 〈Tx, x〉 ≥ 0
and 〈Tx, x〉 ≤ 0 which implies that 〈Tx, x〉 = 0 for each x ∈ H and so T = 0. These
observations, together with the fact that B(H)sa := {T ∈ B(H) : T = T ∗} is a real
Banach space, implies that B(H)AN+ is a cone in B(H)sa, which is proper in the
sense that B(H)AN+ ∩ (−B(H)AN+) = {0}.
6. Spectral Characterization Of AN Operators
For any operator T ∈ B(H,K), we know that T ∗T ∈ B(H) and T ∗T ≥ 0.
Moreover, there exists a unique positive operator |T | := √T ∗T such that |T |2 =
T ∗T . We state the polar decomposition theorem, which is a standard theorem and
its proof is thus omitted.
Proposition 6.1 (Polar Decomposition Theorem). Let H,K be complex Hilbert
spaces. If T ∈ B(H,K), then there exists a unique partial isometry U : H −→ K
A SPECTRAL CHARACTERIZATION OF AN OPERATORS 21
with final space clos(ranT ) and initial space clos(ran|T |) such that T = U |T | and
|T | = U∗T . If T is invertible, then U is unitary.
The following lemma is the key to the main theorem of this section.
Lemma 6.2. Let H and K be complex Hilbert spaces and let T ∈ B(H,K). Then
T is AN iff |T | is AN .
Proof. Let M be an arbitrary nontrivial closed subspace of H. For any x ∈ M
notice that
‖T |M(x)‖ = ‖Tx‖ =
√
〈Tx, Tx〉 =
√
〈T ∗Tx, x〉
=
√
〈|T |2x, x〉 =
√
〈|T |x, |T |x〉 == ‖|T |(x)‖ = ‖|T ||M(x)‖,
which essentially guarantees that
‖T |M‖ = ‖|T ||M‖.
Since M is arbitrary, the assertion follows. 
Example 6.3. Let V : l2 → l2 be an isometry onto a subspace M with infinite
codimension. By Proposition 4.2, V is AN . But |V ∗| = V V ∗ = PM is the orthog-
onal projection onto M and since PM has two eigenvalues of infinite multiplicity,
PM is not AN by Corollary 3.6. Thus, V is AN but V ∗ is not AN .
By the preceding lemma, the polar decomposition theorem and the spectral
theorem for positive AN operators, we can safely consider the following theorem
to be fully proved.
Theorem 6.4 (Spectral Theorem For AN Operators). Let H and K be complex
Hilbert spaces of arbitrary dimensions and let T ∈ B(H,K) such that |T | = U∗T ,
where U is the unique partial isometry U : H −→ K with final space clos(ranT ) and
initial space clos(ran|T |). Then T is an AN operator if and only if U∗T is of the
form U∗T = αI + F +K, where α ≥ 0,K is a positive compact operator and F is
self-adjoint finite-rank operator.
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