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The Language:
Rationale and Fundamentals
Nick Russell and Arthur H.M. ter Hofstede
1 Introduction
The Business Process Management domain has evolved at a dramatic pace
over the past two decades and the notion of the business process has become
a ubiquitous part of the modern business enterprise. Most organizations now
view their operations in terms of business processes and manage these busi-
ness processes in the same way as other corporate assets. In recent years, an
increasingly broad range of generic technology has become available for au-
tomating business processes. This is part of a growing trend in the software
engineering field throughout the past forty years where aspects of function-
ality that are potentially reusable on a widespread basis have coalesced into
generic software components. Figure 1 illustrates this trend and shows how
software systems have evolved from the monolithic applications of the 1960's
developed in their entirety often by a single development team to today's
offerings that are based on the integration of a range of generic technologies
with only a small component of the application actually being developed from
scratch.
In the 1990's generic functionality for the automation of business processes
first became commercially available in the form of workflow technology and
subsequently evolved in the broader field of business process management
systems (BPMS). This technology alleviated the necessity to develop process
support within applications from scratch and provided a variety of off-the-
shelf options on which these requirements could be based. The demand for
this technology was significant and it is estimated that by 2000 there were
well over 200 distinct workflow offerings in the market, each with a distinct
conceptual foundation. Anticipating the difficulties that would be experienced
by organizations seeking to utilize and integrate distinct workflow offerings,
the Workflow Management Coalition (WfMC), an industry group formed to
advance technology in this area, proposed a standard reference model for
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Fig. 1 Evolution of BPM technology
workflow technology with a express desire to seek a common platform for
achieving workflow interoperation.
Whilst a worthy aim, the proposal met with conceptual difficulties when
it came to specifying the details associated with workflow operation and
potential interaction schemes. Moreover individual workflow vendors were
reluctant to commit to a common operational platform that would leave them
with minimal opportunity for product differentiation. The net result was that
the Workflow Reference Model and the associated standards proferred by the
WfMC essentially constituted the lowest common denominator of workflow
concepts acceptable to all parties rather than laying a foundation for the
workflow domain more generally.
Nonetheless the issues identified remain unaddressed and there is a marked
absence of a common conceptual foundation for workflow technology or for
the area of business process management more generally. Furthermore there
are a plethora of competing approaches to business process modeling and en-
actment and the lack of an agreed set of fundamentals in the domain means
that direct comparisons between them and integration of their functionality
is extremely difficult. In light of these issues, in 1999 the Workflow Pattern
Initiative was conceived as an empirical means of identifying the core func-
tionality required of workflow systems.
During the past 10 years, over 100 patterns have been identified that are
relevant to workflow technology and to the various perspectives of business
processes more generally. One of the criticisms that the patterns faced early
on was that they represented isolated process concepts and did not give a
guide as to the form that a process language should take. In response to this,
YAWL (Yet Another Workflow Language) was developed. Initially, it sought
to show the manner in which the original 20 control-flow patterns should be
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operationalized in a workflow language. More recently it has been expanded
to encompass a broader range of the overall set of workflow patterns. In
tandem with the language effort, the YAWL System has also been developed
with the aim of providing a reference implementation for the YAWL language
and workflow technology.
In this chapter, we will explore the fundamental underpinnings of the
YAWL language, looking at the precursing workflow patterns, then examining
the formal foundations on which the language is based and finally reviewing
the language constructs of which it is comprised.
2 Workflow Patterns
In 1999, the Workflow Patterns Initiative commenced with the aim of iden-
tifying the generic, recurrent constructs relevant to business processes. In
the ten years since the initial proposal, the patterns have been extended to
provide comprehensive coverage of the desirable constructs in the control-
flow, data and resource perspectives of business processes and now delineate
126 distinct patterns. This section will present an overview of the main pat-
tern groupings in each of these perspectives and discuss the more significant
patterns in more detail.
2.1 Control-Flow Patterns
The control-flow patterns describe language features for managing the flow
of control amongst the various tasks that make up a business process. These
patterns can be divided into eight distinct groups based on their area of focus:
• Branching patterns capture scenarios where the thread of control in a
processes divides into two or more independent execution threads, possibly
in distinct branches;
• Synchronization patterns describe scenarios where several independent
threads of control in a process (possibly in distinct branches) need to be
synchronized into a single branch;
• Repetition patterns describe various ways in which repetitive tasks or
sub-processes can be specified in a process;
• Multiple instance (MI) patterns characterize situations where multiple
concurrent instances of a task or sub-process execute simultaneously and
may need to be synchronized upon completion;
• Concurrency patterns reflect situations where restrictions are imposed
on the extent of concurrent execution within a process;
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• Trigger patterns identify constructs that allow the execution in a process
past a specified point to be made contingent on the receival of a signal
from the operating environment;
• Cancelation and completion patterns categorize the various cancelation
scenarios that may arise in a business process; and
• Termination patterns which address the issue of when the execution of
a process can be considered to be finished.
Each of these groups contains a number of patterns that describe desirable
behaviors in a business process and we will now consider these in more detail
on a group-by-group basis.
Branching Patterns
Branching patterns identify various types of branching behaviors that are
generally associated with split operators in a process. Four distinct types of
split are commonly delineated:
• the AND-split which diverges the thread of control in a given branch into
multiple concurrent execution threads in several branches;
• the XOR-split (or the eXclusive OR-split) which routes the thread of con-
trol in a given branch into one of several possible outgoing branches on
the basis of an execution decision made at runtime;
• the OR-split which routes the thread of control in a given branch into one,
several or all outgoing branches on the basis of an execution decision(s)
made at runtime;
• the Thread-split which diverges the thread of control in a given branch
into multiple concurrent execution threads in the same branch.
This distinction between each of these operators is illustrated in Figures
2(a) - (d) which provide examples of the various split constructs in the context
of making a cup of tea. In Fig. 2(a) shows an AND-split where after the
pour tea task, both the add milk and add sugar tasks must always occur. In
contrast, in Fig. 2(b) based on an XOR split, after the pour tea task, only
one of the add milk or add lemon tasks executes. Figure 2(c) illustrates a
more flexible scenario based on an OR-split where after the pour tea task,
one or both of the add milk and add sugar tasks executes depending on desired
drinking preferences. Finally Fig. 2(d) illustrates the thread split operators
where after the pour tea task, the execution thread diverges into multiple
concurrent threads causing the add sugarcube task to execute several times.
Each of these situations can be mapped to a specific pattern that precisely
describes the desired split behavior as shown in Table 1. In the case of the
XOR-split, there are two possible ways in which it can be implemented and
consequently there are two patterns that describe these alternatives.
The operation of the XOR-split can be realized in two distinct ways de-
pending on whether the process itself contains sufficient information to make
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Table 1 Split construct - pattern mapping
Split construct Pattern
AND-split Parallel split
XOR-split
Exclusive choice
Deferred choice
OR-split Multi-choice
Thread-split Thread split
the required routing decision when the split construct is reached or whether
additional external input is required in order to make the decision. If we
consider the example shown in Fig. 2(b) two possible courses of action are
possible when the XOR-split construct is reached and these are recognized
by two specific patterns:
• Exclusive choice where process contains sufficient information in order to
determine where to route the thread of control when the decision construct
is reached and does so automatically. In the example above, this would
immediately result in either the add milk or add lemon task being initiated
when the XOR-split was reached; and
• Deferred choice where the decision is not made automatically from within
the context of the process but is deferred to an entity in the operational
environment. In the context of the example above, the process would halt
at the XOR-split pending this decision which would be signalled by either
the add milk or add lemon task being initiated.
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The branching patterns provide various mechanisms for diverging the thread
of control within a process. The following group of control-flow patterns pro-
vide various mechanisms for synchronizing threads of control within a process.
Synchronization Patterns
Synchronization patterns are the logical counterpart to the branching pat-
terns. They identify various types of synchronization and merging behaviors
that are generally associated with join constructs in a process. Four distinct
types of join are commonly utilized:
• the AND-join which synchronizes the thread of control in multiple branches
and merges them into a single execution thread in an outgoing branch;
• the XOR-join (or the eXclusive OR-join) which merges the thread of con-
trol from one of several incoming branches into an outgoing branch;
• the OR-join which synchronizes the various execution threads in those
incoming branches which are currently active and merges them into a
single execution thread in an outgoing branch; and
• the Thread-join which synchronizes and merges multiple concurrent exe-
cution threads in the same branch into a single execution thread.
This distinction between each of these operators is illustrated in Figures 3(a)
- (d) which continues the previous example. Figure 3(a) shows an AND-join
which only allows the serve tea task to commence once both the add milk and
add sugar tasks have been completed. In contrast, in Fig. 3(b), based on an
XOR-join, once one of the add milk or add lemon tasks has completed, the
serve tea task can be initiated. Figure 3(c) utilizes an OR-join and allows the
serve tea task to commence once all of the preceding add milk and add sugar
tasks that have been initiated have completed. Finally Fig. 3(d) illustrates
the thread join construct where multiple concurrent instances of the add
sugarcube task must complete and the associated threads of control must be
synchronized and merged into a single thread before the serve tea task can
commence.
AND-Join Variants
Although the behavior of each of these join constructs appears to be well
defined and predictable, upon closer examination it becomes clear that there
are a variety of ways in which they can be actually implemented. If we look
at the AND-join for example, we can identify several possible variations in
the way in which it can operationalized when we consider factors such as
1. extent of synchronization required  do all incoming branches need to be
triggered before the join can fire? For example, it might be desireable
for the join to be able to fire once a specified threshold of the incoming
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branches have been enabled providing it is certain that all of the incoming
branches will ultimately be triggered. This quality is particularly attractive
in time-critical processes;
2. untriggered branch handling  in the event of partial synchronization, how
should any remaining (i.e. untriggered) branches be handled? Where this
situation could possibly occur, there are a number of ways in which it can
be dealt with;
3. likelihood of concurrency  is it possible that concurrent execution threads
may occur in an incoming branch and, if so, how should this be handled.
A number of combination of these factors are permissible during process
execution and constitute desirable behaviors, thus they form the basis for a
number of distinct patterns as illustrated in Table 2.
Table 2 AND-join pattern variants
Pattern Extent of
synchronization
Untriggered
branch handling
Likelihood of
concurrency
Synchronization all branches not required not possible
Generalized AND-join all branches not required allowed
Structured partial join some branches do nothing not possible
Blocking partial join some branches block them allowed
Canceling partial join some branches cancel them not possible
The distinction between these patterns is as follows:
• the Synchronization pattern provides a means of synchronizing all of the
execution threads reaching the incoming branches of an AND-join where
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there is no likelihood of more than one triggering being received on each
incoming branch;
• the Generalized AND-join, similar to the Synchronization pattern, pro-
vides a means of synchronizing all incoming branches however it is able to
cater for situations where more than one incoming trigger is received on a
branch;
• the Structured partial join is a pattern describing an approach to AND-
join implementation that allows the join to fire once a threshold of the
incoming branches have been enabled provided there is certainty that all
incoming branches will ultimately be triggered. After the join has fired,
it cannot do so again until a trigger has been received on each of the
remaining (untriggered). The structured partial join can only operate in
a process that is structured in form (i.e. has balanced splits and joins).
The rationale of this is that the structured nature of the process simplifies
the implementation of the partial join however this has the consequence
that the partial join can only be used in a limited range of situations;
• the Blocking partial join is an alternative approach to partial join imple-
mentation which guarantees that each incoming branch only receives a
single triggering by utilizing the notion of a blocking region which only
allows one execution thread to travel on each incoming branch and pre-
vents any additional execution threads from flowing down each branch
after until the join has reset. Once the partial join has reset, it is once
again be re-enabled and can fire when it receives the required threshold of
triggers on any combination of its incoming branches. The blocking partial
join has the advantage that it can be used in a broader range of situations
than the structured partial join such as processes which contain loops; and
• the Canceling partial join provides a more expeditious approach to par-
tial join implementation by canceling any remaining execution threads in
incoming branches after the join has fired.
The various AND-join variants of the synchronization patterns deal with
synchronizing control-flow in multiple branches within a process. In contrast,
the XOR-join variants focus more on merging control-flow from one of several
incoming branches into an outgoing branch.
XOR-Join Variants
There are two possible operational forms that the XOR-join can take. These
are recognized by two distinct patterns:
• the Simple Merge which supports the merging of execution threads from
multiple incoming branches to the outgoing branch where only one of the
incoming branches is active at any given time; and
• the Multiple Merge which operates in the same way as the Simple Merge
but is able to handle multiple concurrent execution threads in the incoming
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branches, each of which leads to a distinct execution thread in the outgoing
branch.
OR-Join Variants
The OR-join construct is analogous to the AND-join in that it synchronizes
the execution threads in multiple incoming branches and merges them into a
single execution thread in an outgoing branch however it has the important
distinction that not all of the incoming branches may necessarily be active.
In general, an OR-join is preceded by a corresponding OR-split earlier in a
process that makes the decision about which branches will be activated. There
are three distinct patterns that provide alternate approaches to implementing
the OR-join:
• the Structured synchronizing merge which requires that the process frag-
ment between the OR-join and the corresponding preceding OR-split be
structured in format (i.e. has balanced splits and joins). Once the preced-
ing OR-split has fired, it provides information to the OR-join to indicate
how many incoming branches are active and will require synchronization.
The restriction of the pattern to a structured process simplifies the im-
plementation of the OR-join however this has the consequence that it can
only be used in a limited range of situations;
• the Local Synchronizing Merge which requires that the OR-join be able to
make a decision about when it should fire based on information available
locally to it (a notion that is often termed local semantics). The approach
allows the OR-join to operate in a wider range of processes although it
cannot be utilized in scenarios involving unstructured loops; and
• the General Synchronizing Merge where the OR-join can use any infor-
mation available about the current process state, including an analysis
of possible future states, to determine whether it should fire based on
currently enabled branches or whether it should wait for any additional
branches to complete before firing.
Figures 4(a) - (c) illustrate the main differences between these OR-join vari-
ants. In Fig. 4(a), the structured nature of the process in which the Struc-
tured Synchronizing Merge operates is evident as are the bypass branches
corresponding to each branch. Figure 4(b) illustrates the Local Synchronizing
Merge which is able to function in non-structured processes, including those
involving loops but relies on the use of local semantics and cannot be used
on a general basis unlike the General Synchronizing Merge shown in Fig. 4(c)
implementing an unstructured process involving an OR-join that cannot be
accommodated by either of the two preceding patterns.
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Thread Join
The Thread-join construct is directly recognized by the Thread join pattern
which coalesces a specified number of execution threads in a branch into a
single execution thread.
Repetition Patterns
Repetition patterns identify three alternative mechanisms for a task or group
of tasks to be executed repeatedly. These are illustrated in Fig. 5 and de-
scribed below:
• Structured Loop where a process contains a dedicated construct that allows
an individual task or a set of tasks to be repeated in a structured way.
A structured loop has either a pre-test associated with it that decides
at the beginning of each interation whether execution of the loop should
continue or a post-test that makes the decision at the end. Combination
loops involve both pre- and post-tests. Figures 5(c), (d) and (e) illustrate
pre-tested, post-tested and combination loops respectively;
• Arbitrary Cycles where a process contains a path in the form of a cycle
that connects a set of tasks thus allowing them to be executed multiple
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times. An arbitrary cycle may have more than one entry or exit point.
Figure 5(a) illustrates two overlapping cycles involving tasks DEC and
BCF; and
• Recursion provides a means of repeated execution of a task through the
use of self-invocation. Figure 5(b) provides an example of this pattern
where the implementation of task A is made up of a set of tasks that also
include task A, hence during its execution, task A may invoke subsequent
instances of itself in order to fulfill its operational requirements.
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Merge
Split
Merge
Split
Pre-test
BA DC Post-testMerge
BA EC Post-testPre-test
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(e)
Fig. 5 Repetition patterns
Repetition patterns involve the iterative execution of one or more tasks.
Another desirable property of processes is the ability for multiple instances of
a task to execute concurrently, possibly with some form of synchronization.
The multiple instance patterns document the various options in this area.
Multiple Instance (MI) Patterns
Multiple instance patterns identify scenarios where multiple instances of a
task are required to execute concurrently. There are various options for the
controlled concurrency of a task depending on the time that the required
number of instances is determined, on what basis the various instances need
to be synchronized and what happens to any remaining instances after this
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synchronization has occurred. Various combination of these factors lead to
distinct patterns as illustrated in Table 3.
Table 3 Multiple instance patterns
Pattern Instance
determination
Extent of
synchronization
Post-
synchronization
task handling
Multiple instances without
synchronization
run-time
before task
initiation
none no action
Multiple instances with a priori
design time knowledge
design time all instances no action
Multiple instances with a priori
run-time knowledge
run-time
before task
initiation
all instances no action
Multiple instances without a
priori run-time knowledge
run-time
before task
completion
all instances no action
Static partial join for multiple
instances
run-time
before task
initiation
some instances no action
Canceling partial join for multiple
instances
run-time
before task
initiation
some instances cancel
incomplete
instances
Dynamic partial join for multiple
instances
run-time
during task
completion
some instances no action
Each of these patterns corresponds to a distinct scenario involving concur-
rent execution of the same task. Figures 6 (a) - (e) illustrate the operation of
the patterns. Figure 6(a) demonstrates the Multiple instances without syn-
chronization pattern where a loop basically spawns off the required number
of task instances and there is no thought of subsequent synchronization. Fig-
ure 6(b) illustrates two of the patterns that essentially have the same form
requiring a specific number of task instances to be started and then synchro-
nized before the thread of control can be passed to subsequent tasks. The
Multiple instances with a priori design time knowledge pattern requires that
the number of instances (n) be specified at design time, theMultiple instances
with a priori run-time knowledge requires that it be determined before the
task is initated at runtime. The Multiple instances without a priori run-time
knowledge illustrated in Fig. 6(c) is similar to these two patterns except that
it allows additional instances to be added at runtime. The remaining three
patterns are illustrated in Figures 6(d) - (f) respectively. The Static partial
join for multiple instances involves a partial join that only requires that a
predetermined subset of the task instances have completed before synchro-
nization can occur and the thread of control be passed on to subsequent tasks.
Any remaining tasks are ignored. The Canceling partial join for multiple in-
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stances pattern operates in a similar way except that when the partial join
fires, it cancels the remaining instances. In both cases, the number of task in-
stances is known at design time. Finally the Dynamic partial join for multiple
instances allows additional instances to be added at runtime and supports a
different types of synchronization condition that does not necessarily need to
relate to the number of instances that have completed.
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Fig. 6 Examples of multiple instance patterns
Multiple instance patterns address concurrency for a single task. The con-
currency patterns extend this notion to a group of tasks.
Concurrency Patterns
Concurrency patterns denote situations involving restrictions on the extent
of concurrency that is permissible between a group of tasks in a process. The
most restrictive of these patterns is the Sequence which requires that a group
of tasks cannot execute concurrently and furthermore that they must execute
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in a specified order. The Interleaved parallel routing pattern relaxes the total
ordering requirement allowing the overall set of tasks to be broken into subsets
of tasks where each group has a specific ordering. Tasks from these subgroups
can then execute (potentially on an interleaved basis) until all of them have
executed providing no tasks execute concurrently at any time. The Interleaved
routing pattern further relaxes the concurrency constraints for the group of
tasks requiring only that none of the tasks execute concurrently. They may
execute in any order and all of them must execute exactly once. Analogous
to this pattern is the Critical Section pattern which requires that two or
more regions of a process model are identified such that the thread of control
can only be active in one of these regions at any time. The final pattern in
this group is the Milestone which requires that the execution of a nominated
task only be allowed to proceed when the process has reached a specific state
(typically denoted by the thread of control in a distinct branch being at a
specific point).
The concurrency patterns focus on restrictions on concurrent execution
between tasks or groups of tasks. The next set of patterns denote mechanisms
for actively intervening in the execution of a task or process instance to bring
it to a final state either through termination or completion.
Cancelation and Completion Patterns
This group of patterns identifies various mechanisms for triggering the can-
celation or completion of tasks. For each of them, the cancelation/completion
action must be triggered from within the process. Five distinct patterns of
this form are denoted:
• Cancel Task identifies the cancelation of a specific (atomic) task. If it is
active when the cancelation is effected, its execution is terminated and
recorded as having completed unsuccessfully. The canceled task does not
trigger any subsequent tasks;
• Cancel Case indicates the cancelation of all active task instances in a case.
Once triggered, these tasks are terminated and are recorded as having
terminated unsuccessfully. There is no further execution of the canceled
case and the case is marked as canceled;
• Cancel Multiple Instance Task identifies the cancelation of a specific multi-
ple instance task. Since a multiple instance task may potentially have mul-
tiple concurrent execution instances either active or pending at the time
of cancelation, the cancelation action extends to all of these instances and
requires that their execution be terminated and recorded as having com-
pleted unsuccessfully. None of the canceled task instances nor the canceled
task itself can trigger any subsequent tasks;
• Complete Multiple Instance Task denotes the forced completion of a mul-
tiple instance task. Unlike the preceding pattern, it seeks to bring the
various instances of a multiple instance to a conclusion by removing any
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currently executing instances and marking them as complete and by with-
drawing any pending instances that have not yet started executing. The
multiple instance task is deemed to have completed successfully and any
subsequent tasks are triggered; and
• Cancel Region which provides a general form of cancelation that is able to
terminate a group of tasks.
The cancelation and completion patterns deal with termination of executing
task instances from within a process. In contrast, the trigger patterns provide
a means of initiating task execution from outside of a process.
Trigger Patterns
The trigger patterns provide a means for the execution of a process to be
synchronized with its broader operational environment. Triggers can take
various forms, examples of which are shown in Fig. 7(a) which illustrates
a message-based trigger and Fig. 7(b) which denotes a time-based trigger.
Where a trigger is associated with a task, it can only commence execution
when it has (1) has been enabled and (2) received an instance of the required
trigger. Two types of trigger are recognized by distinct patterns: the Persis-
tent Trigger denotes triggers that are durable in form and are retained if the
task instance to which they are directed has not yet received the execution
thread whereas the Transient Trigger denotes triggers that are ephemeral in
form and if they are not immediately consumed by the task to which they
are directed (i.e. if the task does not yet have the thread of control), then
they are discarded.
A
(a) (b)
B
Fig. 7 Examples of trigger patterns
In contrast to these two patterns which deal with task initiation, the final
group of patterns denote schemes for determining when a process instance is
complete.
Termination Patterns
The termination patterns identify two distinct schemes for determining when
a process instance is complete:
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• Implicit Termination considers a process instance to be complete when
there is no remaining work left to do now or at any future time. Moreover
the process instance must not be in deadlock or livelock; and
• Explicit Termination requires a process to have a dedicated endpoint which
signifies the point of completion. When the thread of control reaches this
point in the process, it is considered to be complete and any remaining
work is discarded.
The preceding control-flow patterns delineate a series of desirable characteris-
tics relating to control-flow issues within a business process. Historically, the
control-flow perspective has received a significant amount of attention both
in terms of modeling and enactment of business processes and has tended to
be the central metaphor for processes against which most other aspects are
described. In spite of this bias, the data perspective is an equally important
aspect of a business process and in many cases, the aim of processes is to
manage the effective capture and distribution of information to process par-
ticipants. In the following section, we identify a series of data patterns that
describe recurrent data-related constructs and usage scenarios in business
processes.
2.2 Data Patterns
The data patterns describe language features for defining and managing data
resources during business process execution. They can be divided into four
groups:
• Data visibility which relate to the scope and visibility of data elements
in a process;
• Data interaction which focus on the way in which data is communicated
between active elements within a process;
• Data transfer which consider the means by which the actual transfer of
data elements takes place between process elements and describe the vari-
ous mechanisms by which data elements can be passed across the interface
of a specific process element; and
• Data-based routing which characterize the manner in which data ele-
ments can influence the operation of other aspects of a process, particularly
the control-flow perspective.
Each of these groups is discussed in detail in the following sections, starting
with data visibility patterns.
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Data Visibility Patterns
Data visibility patterns define the binding of a data element and its region
of visibility. Data elements are usually defined in the context of a particular
component of a process and this binding usually defines the scope in which the
data element is both visible to and capable of use by other process elements.
There are eight distinct patterns in this group which describe different degrees
of data scoping as follows:
• Task Data which corresponds to a data element defined in the context of a
particular task. It is typically only accessible within a given task instance
and has the same lifespan as the task instance to which it is bound. The
task data pattern is illustrated by the variable tvar that is associated with
task A in Fig. 8 and is only accessible within the context of this task;
• Block Data which corresponds to a data element defined in the context
of a particular block or net within a process that is hierarchical in form.
The data element is visible throughout the block and it has a lifespan
corresponding to the lifespan of the block. The block data pattern is il-
lustrated by the variables bvar and bvar′ that are associated with the two
process block depicted in Fig. 8. bvar is accessible only by tasks in the
upper block whilst bvar′ is accessible only to tasks within the lower block
that corresponds to the sub-process decomposition of task C in the upper
block;
• Scope Data which corresponds to a data element bound to a set of tasks
in a process. If the process is hierarchical in form, the tasks are assumed
to be in the same block although they need not be directly connected.
A scope data element is visible only to the tasks of which the scope is
comprised. It has the same lifespan as the block in which it resides. The
scope data pattern is illustrated by the variable svar shown in Fig. 8 which
is accessible only by tasks B and C;
• Multiple Instance Data corresponds to a data element in a specific execu-
tion instance of a task where the task may execute multiple times, possibly
concurrently. Examples of this are multiple instance tasks, tasks that are
triggered multiple times within a process (e.g. that are part of loop) and
tasks in a sub-process decomposition shared by several tasks in a process.
It is defined in the context of a given task and is accessible only within a
single execution instance of the task . It shares the same lifespan as the
execution instance. The multiple instance data pattern is illustrated by
the variable mivar that is associated with the multiple instance task B in
Fig. 8. Each instance of a multiple instance variable (e.g. mivar) and is
only accessible only within the context of a specific instance of a multiple
instance task;
• Case Data which corresponds to a data element that is accessible to all
tasks within a process instance. It has a lifespan that is the same as the
process instance. Figure 8 illustrates case data via the data elements cvar,
cvar′ and cvar′′;
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• Folder Data which corresponds to a data element that is defined outside
the context of the process that is able to be coupled with particular process
instances during their execution. Once married up with a process instance,
the data element is accessible to all tasks in the process instance;
• Global Data which corresponds to a data element that is accessible
throughout all tasks in cases for a given process. Figure 8 illustrates global
data via the data element gvar which is accessible throughout all tasks in
all process instances; and
• Environment Data which correspond to a data element that is defined
outside the context of the process but accessible within it during execution.
It is possible for an environment data element to be accessed by different
case of different processes.
A AB C
tvar: mivar:
svar:
bvar:
scope
block
task multiple instance
task
case
global
task
cvar:
X Y Z
blockbvar′:
casecvar′:
casecvar′′:
gvar:
Fig. 8 Examples of data visibility patterns
The data visibility patterns describe the types of data elements that are
permissible within the context of a process. The next group of patterns de-
scribe various ways in which those data elements are passed between the
main components in a process and also between a process and the operating
environment.
Data Interaction Patterns
Data interaction patterns divide into two main groups: internal data inter-
action patterns which describe the various ways in which data elements are
communicated between the main components in a process and external data
interaction patterns which describe the various ways in which data elements
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are communicated between the main components in a process and the oper-
ating environment.
There are four internal data interaction patterns describing scenarios for
data transfer between active components within a process instance or between
process instances:
• Data Interaction between Tasks distinguishes the way in which data el-
ements are passed between tasks in a process instance. There are three
distinct means by which this can be achieved as illustrated in the figures
below. Figure 9(a) shows the situation where control-flow and data pass-
ing occur between tasks are integrated. Figure 9(b) denotes the situation
where data-flow occurs separately from control-flow reducing the need to
distribute data elements to tasks other than those that require them. Fig-
ure 9(c) illustrates the scenario where data passing occurs implicitly via a
global data store common to all tasks in a process.
BA
(a)
C
A B C
X:X:
X:
X:
control- flow
& data flow
control- flow
& data flow
data flow (value of X)
control-flow control- flow (c)
BA Ccontrol-flow control-flow
(b)
common data storedata flow (value of X) data flow (value of X)
Fig. 9 Data Interaction between Tasks
• Data Interaction between Block Task and sub-process Decomposition de-
scribes the manner in which data elements are passed to and from a com-
posite task which has an associated sub-process decomposition. This can
be done in one of three ways. Figure (a)  (c) illustrate data interaction
with a sub-process using data channels, formal parameters and implicit
shared data stores respectively.
• Data Interaction with Multiple Instance Tasks describes the manner in
which data is passed to and from a multiple instance task. As there are
multiple instances of the same task, each of these instances replicates the
same data elements. Two possible scenarios arise. Either as illustrated in
Fig. 11(a), the data element that is passed to the instances is composite
in form and each of them receives a distinct part of it or as shown in
Fig. 11(b), each of them replicates the same input element. As well as the
factors associated with passing the data elements to the task instances,
there is also the consideration of how to pass them to subsequent tasks.
In the former scenario, the data elements are coalesced and the composite
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Fig. 10 Data Interaction between Block Task and Sub-process Decomposition
data element is passed on, in the latter, a specific instance is selected for
subsequent usage.
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Fig. 11 Data Interaction between Block Task and Sub-process Decomposition
• Data Interaction between Cases denotes the communication of a data ele-
ment from one case to another. Typically this is based on communication
between a task instance in one case and a target task instance in another
although other approaches are possible.
There are four external data interaction patterns describing scenarios for data
transfer between a process instance and the operating environment. These
are identified in Table 4. These patterns are differentiated on the basis of two
factors: the initiating party for the data interaction and the direction of the
data transfer.
Whereas the data interaction patterns describe the passing of data ele-
ments at a macro level, the data transfer patterns focus on the specific details
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Table 4 External Data Interaction Patterns
Pattern Initiator Data Source Data Target
Data Interaction  Process to
Environment  Push-Oriented
Process Process Environment
Data Interaction  Environment to
Process  Pull-Oriented
Process Environment Process
Data Interaction  Environment to
Process  Push-Oriented
Environment Environment Process
Data Interaction  Process to
Environment  Pull-Oriented
Environment Process Environment
associated with the trafficking of a data element across the interface of the
process component that is receiving or emitting it.
Data Transfer Patterns
Data transfer patterns deal with the mechanics of how a data element is
actually transported to or from a task instance in an executing process. The
actual handover of a data element can occur in four distinct ways, each of
which is recognized by an individual pattern.
• Data Transfer by Value recognizes the situation where the transport of a
data element is actually based on copying its value between one task and
another. This pattern is utilized in data passing approaches that rely on
the actual evaluation of an expression (such as an XQuery statement or
database query) prior to the assignment of the value to its target location;
• Data Transfer by Reference  Unlocked corresponds to the scenario where
data elements are passed by reference rather than by value. Implicit in this
approach is the notion that the data value can be seamlessly transferred
from the source to the target location;
• Data Transfer by Reference  With Lock is an extension of the preceding
pattern that also provides a measure of concurrency control by registering
a lock over the transferred data element to ensure that the receiving task
retains complete control over it and can rely on its integrity. The lock is
relinquished when the data element is passed to a subsequent task; and
• Data Transfer  Copy In/Copy Out corresponds to the situation where
the data element being sourced resides in a distinct location (typically
outside of the process) such as a database which normally is considered
to retain ownership of the data and when the data element is transferred
to the process or task instance it is done so with the proviso that it must
be transferred back (i.e. synchronized) when the process or task instance
completes;
The remaining two data transfer patterns deal with the transformation of
data elements when they are transferred to and from a task instance. These
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are the Data Transformation  Input and Data Transformation  Output
patterns.
Whilst this group of patterns has focussed on the mechanics of data trans-
fer at the micro level, the final set of data patterns examines how data can
affect other aspects of process execution.
Data-Based Routing Patterns
Data routing patterns focus on the various ways in which the data perspective
can influence other aspects of the way in which a process executes. The first
four of these patterns deal with task pre- and post-conditions that cause task
commencement or completion to be delayed until specified conditions based
either on existence of data elements or nominated data values are satisfied.
These patterns are
• Task Pre-condition  Data Existence
• Task Pre-condition  Data Value
• Task Post-condition  Data Existence
• Task Post-condition  Data Value
The next two patterns Event-based Task Trigger and Data-based Task Trig-
ger also provide mechanisms for synchronizing task commencement however
they are based on the occurrence of specified events such as the occurrence of
a specific type of event indicated by the receival of anticipated data elements
from the operating environment or from elsewhere in the process instance.
From both patterns, either a delayed task instance can be allowed to com-
mence or a completely new task instance can be triggered.
Finally the Data-based Routing pattern denotes the situation where the value
of one or more data elements can affect the flow of control in a process. It
aggregates two control-flow patterns  Exclusive Choice and Multi-Choice 
where data elements are used as the selection mechanism for determining
whether the thread of control should be routed down a given branch in the
process.
Whilst the data patterns focus on identifying the various ways in which
data impacts on and is distributed by a business process, the resource per-
spective delinates the ways in which resources, both human and non-human,
are involved in the conduct of work associated with business processes.
2.3 Resource Patterns
Resource patterns characterize the way in which work is distributed to the
resources associated with a process and managed through to completion.
There are seven distinct groups of patterns that describe the various aspects
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associated with the involvement of resources in automated business processes.
These are listed below.
• Creation patterns describe design time work distribution directives that
are nominated for tasks in a process model;
• Push patterns describe situations where the system proactively distrib-
utes work items to resources;
• Pull patterns relate to situations where individual resources take the ini-
tiative in identifying and committing to undertake work items;
• Detour patterns describe various ways in which the distribution and life-
cycle of work items can deviate from the directives specified for them at
design time;
• Auto-start patterns identify alternate ways in which work items can be
automatically started;
• Visibility patterns indicate the extent to which resources can observe
pending and executing work items; and
• Multiple-resource patterns identify situations where the correspondence
between work items and resources is not one-to-one.
One of the major determinants of the way in which individual patterns apply
is related to the state of a given task instance that a resource may encounter
at runtime. Figure 12 illustrates the lifecycle for a task instance or work item
as they are often known in a workflow context. The diagram indicates the
various states through which a work item passes during execution and the
arcs indicate the permissible paths between states. The label on each arc
indicate the common name for the state change and the R or S tag indicates
whether the state change is initiated by a resource or the system responsible
for automating the process.
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offered to a 
single 
resource
offered to 
multiple 
resources
allocated to a 
single 
resource
started
failed
suspended
completed
offer (S)
allocate (S)
offer (S)
allocate (R)
allocate (R)
start (R)
start (R)
start (R)
complete (R)
resume (R)suspend (R)
fail (R)
Fig. 12 Task lifecycle
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Creation Patterns
The first set of patterns describe various ways in which work items can be
allocated to one or several resources at runtime. Typically these allocation
notions correspond to design time directives that are captured in the under-
lying process model which indicate the way in which various tasks in the
process are intended to be undertaken by available resources. Consequently
they come into play at the moment that an instance of a task is triggered.
There are eleven creation patterns:
• Direct Distribution corresponds to the situation where a work item is di-
rectly offered or allocated to one or more specifically named resources, e.g.
allocate the prepare statement task to user jsmith;
• Role-based Distribution corresponds to the situation where a work item is
directly offered or allocated to one or more specifically named roles, each
of which contain one or more users, e.g. offer the referee match task to the
northern-referee and southern-referee roles;
• Deferred Distibution corresponds to the situation where the identification
of the resource that a work item will be offered or allocated to is delayed
until runtime, typically by nominating a data resource from which it can
be obtained, e.g. at runtime, allocate the organize meeting work item to
the resource identified in the daily-coordinator variable;
• Authorization identifies privileges that can be assigned to specific resources
during the execution of a process. These privileges define the range of ac-
tions that the resource may undertake during the execution of the process,
e.g. allow the user jsmith to skip the check-pressure task if it is not deemed
necessary;
• Separation of Duties (also known as the four eyes principle) corresponds
to a constraint that exists between two tasks requiring that they not be
executed by the same user within a given process instance, e.g. the sign-
cheque task cannot be undertaken by the same user that completed the
lodge-purchase-order task;
• Case Handling corresponds to the ability to allocate all work items in a
case to the same resource at the time of commencement, e.g. all work items
in an instance of the insurance claim process are allocated to user jsmith.
• Retain Familiar corresponds to a constraint that exists between two tasks
requiring that where possible they be executed by the same user within a
given process instance, e.g. the order-materials task should be undertaken
by the same user that completed the calculate-materials task;
• Capability-based Distribution corresponds to the situation where a work
item is offered or allocated to one or more resources based on capabilities
that they possess, e.g. allocate the audit account task to a user having a
CPA qualification;
• Organization-based Distribution corresponds to the situation where a work
item is offered or allocated to one or more resources based on their position
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or other responsibilities within the organization, e.g. allocate the authorize
order task to a user at the level of manager or above;
• History-based Distribution corresponds to the situation where a work item
is offered or allocated to one or more resources based on their preceding
execution history, e.g. allocate the audit major customer task to the user
who has completed most audits in the past 3 months;
• Automatic Execution corresponds to the situation where a work item can
be executed without needing to be distributed to a resource, e.g. the send-
order work item can execute automatically without requiring a user to
complete it.
Whilst this set of patterns have focused on establishing the identity of the
resources to which work items should be distributed, the next group  push
patterns  deal with the manner in which the system having identified the
resources can distribute work items to them.
Push Patterns
Push patterns apply in situations where work items are forwarded to re-
sources by the system that is automating a business process. These patterns
correspond to the offer and allocate arcs initiated by the system (i.e. tagged
(S)) in Fig. 12. The various push patterns are as follows.
• Distribution by Offer  Single Resource corresponds to the situation where
a work item is offered to a specific resource on a non-binding basis, e.g. the
review-feedback work item is offered to user jsmith to complete although
they are not obliged to do so;
• Distribution by Offer  Multiple Resources corresponds to the situation
where a work item is offered to several resources on a non-binding basis
with expectation that one of them might commit to undertaking it, e.g. the
process-application work item is offered to members of the administrator
role to complete although they are not commited to do so;
• Distribution by Allocation  Single Resource corresponds to the situation
where a work item is allocated to a specific resource on a binding basis
and they are expected to complete it at some future time, e.g. the process-
rejection work item is allocated to the user jsmith.
• Random Allocation corresponds to the allocation of a work item to a spe-
cific resource selected from a group of resources on a random basis, e.g.
allocate the process-claim work item to a member of the manager role
selected on a random basis;
• Round Robin Allocation corresponds to the allocation of a work item to a
specific resource selected from a group of resources on a round robin basis
basis, e.g. allocate the process-support-request work item to the member
of the sysadmin role that did it least recently;
26 Nick Russell and Arthur H.M. ter Hofstede
• Shortest Queue corresponds to the allocation of a work item to a specific
resource selected from a group of resources based on who has the least work
pending (i.e. the shortest work queue), e.g. allocate the annual-review work
item to the member of the sysadmin role that has the least pending work;
• Early Distribution corresponds to the situation where a work item can
be offered or allocated to a resource ahead of the time that it is actually
enabled and can be completed, e.g. allocate the annual-review work item
to the member of the sysadmin role with the requirement that they don't
start it until they are told to;
• Distribution on Enablement corresponds to the situation where a work
item is offered or allocated to a resource at the same time that it is enabled
and can be completed, e.g. offer the finalize-quote work item to members
of the sales-staff role as soon as the work item is triggered;
• Late Distribution corresponds to the situation where a work item is offered
or allocated to a resource at some time after the time at which it is enabled,
e.g. allocate the process-defect work item to the user jsmith only when they
do not have any other work items queued for them (this is often termed
heads down processing).
This group of patterns focuses on the distribution of work items by the sys-
tem, the next group  pull patterns  deals with work distribution that is
enabled by the resources that are doing the work.
Pull Patterns
Pull patterns correspond to work distribution actions that are initiated by
the actual resources undertaking them. As such, they provide a means of
empowering users in the conduct of their work activities. There are six pull
patterns as follows.
• Resource-Initiated Allocation corresponds to the situation where a resource
commits to undertaking a work item that has been offered to them;
• Resource-Initiated Execution  Allocated Work Item corresponds to the
situation where a resource starts a work item that has been offered to
them;
• Resource-Initiated Execution  Offered Work Item corresponds to the sit-
uation where a resource commits to undertake and immediately starts a
work item that has been offered to them;
• System-Determined Work Queue Content corresponds to the ability for
the system to impose an ordering on the sequence in which resources see
and/or can undertake their work items, e.g. display all work items in order
of priority;
• Resource-Determined Work Queue Content corresponds to the ability for
the resource to impose an ordering/reordering on the sequence in which
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they see and/or can undertake their work items, e.g. reorder work items
in date received sequence;
• Selection Autonomy corresponds to the ability for a resource to choose
which work item they undertake next.
All of the patterns discussed to date consider the normal state of affairs
where the work distribution approach captured in the underlying process
model is essentially followed directly. Whilst desirable, this approach does
not always allow for actual events that occur in practice, e.g. resources are
unexpectedly absent, become overloaded etc. The following set of patterns
 detour patterns  recognize approaches for dealing with these unexpected
situations.
Detour Patterns
Detour patterns identify approaches for deviating from the work distribu-
tion strategy implied by the process model and provide various means for
resources, as well as the enabling system itself, to deal with unexpected or
undesirable workload situations that may arise. There are nine detour pat-
terns as described below.
• Delegation corresponds to the situation where a resource allocates a work
item that is currently allocated to them to another resource, e.g. user
jsmith delegates the pick-order work item to user fbrown;
• Escalation corresponds to the situation where the system changes an ex-
isting work item offer or allocation and redistributes the work item to
another user with the goal of expediting a work item, e.g. the system iden-
tifies that the finalize-audit work item currently allocated to user jsmith
has exceeded its intended completion deadline and chooses to remove it
from jsmith's work list and allocate it to fbrown;
• Deallocation corresponds to the situation where a resource (or group of
resources) chooses to make a work item previously offered or allocated
to them available for redistribution to other resources, e.g. user jsmith
recognizes that the run-trial-balance work item allocated to them will not
be completed in time and chooses to make it available to other resources
who may be able to complete it sooner;
• Stateful Reallocation corresponds to the situation where a resource chooses
to allocate a work item that they have already started (but not completed)
executing to another resource and to retain any associated state informa-
tion, e.g. the user jsmith chooses to reallocate the conduct-audit task to
user fbrown with full retention of state such that any results from the par-
tial execution of the task are retained and it does not need to be restarted;
• Stateless Reallocation corresponds to the situation where a resource chooses
to allocate a work item that they have already started (but not completed)
executing to another resource without retaining any associated state in-
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formation, e.g. the user jsmith chooses to reallocate the quality-check task
to user fbrown without retaining any results from the partial execution of
the task thus requiring that it commence execution from the start;
• Suspension/Resumption corresponds to the ability of a resource to suspend
and resume execution of a work item, e.g. user jsmith suspends execution
of the conduct-audit work item and switches their attention to other work
priorities;
• Skip corresponds to the ability of a resource to skip a work item allocated
to it and mark the work item as complete, e.g. user jsmith skips the check-
news work item such that they can commence the next work item in the
process;
• Redo corresponds to the ability of a resource to redo a work item that has
previously been completed in a case. This may necessitate that work items
subsequent to it (and hence dependent on its results) also be repeated, e.g.
user jsmith repeats the enter order work item and all subsequent work
items for the current case; and
• Pre-Do corresponds to the ability of a resource to execute a work item in
the current case ahead of the time that it has been offered or allocated
to any resources, e.g. user jsmith executes the finalize ticketing work item
even though preceding work items are not complete on the basis that they
are sure that the details recorded for earlier work items will not change.
The detour patterns provide various mechanisms for ensuring that a process
delivers acceptable outcomes even in the face of unanticipated resource varia-
tions or difficulties. In a similar vein, the next set of patterns seek to expedite
the execution of a process.
Auto-Start Patterns
Auto-start patterns identify various means of expediting process execution
by automating various aspects of work item handling. There are four such
patterns.
• Commencement on Creation corresponds to the ability of a resource to
commence execution on a work item as soon as it is created, e.g. as soon
as an instance of the emergency-shutdown work item is created, allocate
it to the user jsmith in a started state;
• Commencement on Allocation corresponds to the ability of a resource to
commence execution on a work item as soon as it is allocated to them,
e.g. once the emergency-shutdown work item is allocated to a user jsmith
change its state to started;
• Chained Execution corresponds the ability to automatically start the next
work item in a case once the previous one has completed. Typically the use
of this pattern falls under the auspices of an individual resource for work
items associated with a specific case, e.g. for the current case, user jsmith
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indicates that as soon as they have completed a work item, the following
work item should be automatically allocated to them in a started state;
and
• Piled Execution corresponds to the ability to initiate the next instance of a
work item corresponding to a given task (perhaps in a different case) once
the previous one has completed such that all work items are allocated to
the same resource. Typically the use of this pattern falls under the auspices
of an individual resource for work items associated with a specific task.
Only one resource can be in Piled Execution mode for a given task at any
time, e.g. user jsmith indicates they wish to undertake any instances of
the finalize-audit work item regardless of the case in which they arise. In
the interest of expediting the completion of these work items, they are to
be automatically allocated to jsmith's work list in a started state.
The various patterns discussed thus far focus on various qualities associated
with the distribution of work items. In contrast, the next group  visibility
patterns  deal with the external observability of work items in a process.
Visibility Patterns
Visibility patterns delineate the ability to configure the extent of disclosure
about the state of progress on particular work items. There are two such
patterns.
• Configurable Unallocated Work Item Visibility corresponds to the ability to
configure the visibility of unallocated work items by process participants,
e.g. restrict the reporting of work items not yet allocated or started to
users to whom they might be offered; and
• Configurable Allocated Work Item Visibility corresponds to the ability to
configure the visibility of allocated or executing work items by process
participants, e.g. allow any users to see the state of allocated or started
instances of the adjudicate-case work item.
The final group of patterns  multiple resource patterns  deal with variations
in the cardinality between work items and resources.
Multiple Resource Patterns
Multiple resource patterns identify work situations where the correspondence
between work items and resources is not one-to-one. There are two of these
patterns.
• Simultaneous Execution corresponds to the ability for a resource to execute
more than one work item simultaneously, e.g. user jsmith can work on
multiple work items that have been assigned to them at the same time;
and
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• Additional Resources corresponds to the ability for a given resource to
request additional resources to assist in the execution of a work item that
it is currently undertaking, e.g. user jsmith requests the allocation of more
resources to the review-findings work item in order to speed its execution.
Although the patterns presented thus far have been described in an informal
manner, each of them has a precise underlying description. The notion of
formality is of critical importance if a business process is to be described and
interpreted in an unambiguous way. The next section examines the impor-
tance of formality in a business process and various approaches to describing
them in a complete and precise manner.
3 Formal Foundation
One of the frequent criticisms of modeling notations is that they are imprecise
and, as a consequence, subject to varying interpretations by different parties.
Describing a candidate modeling notation in terms of a formal technique
provides an effective means of minimising the potential for ambiguity. In
order to do so, it is necessary to describe both the syntax and semantics of the
modeling formalism using a well-founded technique. Suitable techniques for
doing so generally stem from mathematical foundations and include general-
purpose modeling approaches such as Petri-nets, process algebras together
with techniques more specifically focussed on software specification such as
the formal specification languages Z, SSADM and VDM.
Petri-nets have proven to be a particularly effective mechanism for model-
ing the dynamic aspects of processes. As indicated by van der Aalst[1], they
have three specific advantages:
• Formal semantics despite the graphical nature;
• State-based instead of event-based; and
• Abundance of analysis techniques.
For these reasons, Petri-nets and two specific variants  workflow nets and
reset nets  have been chosen as the formal underpinning for the YAWL lan-
guage. In this section, we will examine the operation of these techniques and
their use for describing various operational aspects of the YAWL language.
We start with Petri nets.
3.1 Petri Nets
Petri nets were originally conceived by Carl Adam Petri in the early 1960's as
a way of characterising concurrent behavior in distributed systems. Since that
time, Petri nets (which are also known as place/transition nets or P/T nets)
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have proven useful as a means of describing the dynamics of processes and
are widely utilized. Although they have a simple graphical format, they also
have a precise operational semantics that makes them an attractive option
for modeling the static and dynamic aspects of processes.
place transition arc
Fig. 13 Petri net constructs
A Petri net takes the form of a directed bipartite graph where the nodes
are either transitions or places. Figure 13 illustrates the elements appearing
in a Petri net. Places represent intermediate states that may exist during the
operation of a process and transitions correspond to the activities or events
of which the process is made up. Arcs connect places and transitions in such
a way that places can only be connected to transitions and vice versa. It is
not permissible for places to be connected to places or for transitions to be
connected to other transitions. A directed arc from a place to a transition
indicates an input place to a transition and a directed arc from a transition to
a place indicates an output place of a transition. These places are significant
when discussing the operational semantics of Petri nets. A Petri net can be
characterized formally as follows.
Definition 1. (Petri net). A Petri net is a triple (P, T, F):
• P is a finite set of places,
• T is a finite set of transitions where P ∩ T = ∅,
• F ⊆ (P × T ) ∪ (T × P ) is a set of arcs known as the flow relation.
A place p is called an input place of a transition t if and only if there is
a directed arc from p to t. Similarly, a place p is called an output place of
transition t if and only if there is a directed arc from t to p. The set of input
and output places for a transition t are denoted •t and t• respectively. The
notations •p and p• have analogous meanings: e.g. p• is the set of transitions
that have p as an input place.
The operational semantics of a Petri net are described in terms of tokens,
which signify a thread of control flowing through a process. Places in a Petri
net can contain any number of tokens. The distribution of tokens across all
of the places in a net is called a marking. It precisely describes the current
state of an operational instance of a process and can be characterized by
the function M : P→ N. A state can be compactly described as follows:
2p1 + 1p2 + 0p3 + 1p4 is the state with two tokens in place p1, one token in
p2, no tokens in p3 and one token in p4. We can also represent this state in
the following (equivalent) way: p1 + 2p2 + p3.
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We can usefully describe an ordering function ≥ over the set of possible
states such that for any two states M1 and M2, M1 ≥ M2 if and only if for
each p ∈ P :M1(p) ≤M2(p). M1 > M2 iff M1 ≥M2 and M1 6=M2.
The operational semantics of Petri nets are characterized by the notion
of a transition executing or firing. A transition in a Petri net can fire
whenever there are one or more tokens in each of its input places. Such an
action causes the state of a Petri net to change. The execution of a transition
occurs in accordance with the following firing rule:
1. A transition t is said to be enabled if and only if each input place p of t
contains at least one token.
2. An enabled transition may fire. If transition t fires, then t consumes one
token from each input place p of t and produces one token for each output
place p of t.
Figures 14(a) - (e) illustrate the act of firing for various Petri net configura-
tions. It is assumed that the firing of a transition is an atomic action that
occurs instantaneously and cannot be interrupted. The manner in which a
Petri executes is deliberately intended to be non-deterministic. Hence when
there are multiple transitions in a Petri net which are enabled, any one of
them may fire, however for execution purposes, it is assumed that they cannot
fire simultaneously. Furthermore, a distinction is drawn between a transition
being able to fire and it actually firing and one of the salient features of Petri
nets is the fact that an enabled transition is not obliged to fire immediately
but can do so at a time of its choosing. These features make Petri nets par-
ticularly suitable for modeling concurrent process executions such as those
that occur in business processes.
(a)
(e)
(d)
(b)
(c)
Fig. 14 Petri net operational semantics
The specific details associated with the enablement and firing of transitions
can be summarized as follows.
Definition 2. (Petri net enabling and firing rules). Given a Petri net
(P, T, F ) and an initial state M1, we have the following notations that char-
acterize the firing of a given transition (or sequence of transitions) and the
resultant state change:
• M1 t→M2: indicates that if transition t is enabled in state M1, then firing
t in M1 results in state M2.
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• M1 →M2: indicates that there is a transition t such that M1 t→M2.
• M1 σ→ M2: denotes the firing sequence σ = t1t2t3 . . . tn−1 that leads from
state M1 to state Mn, i.e. M1
t1→M2 t2→ . . . tn−1→ Mn.
• A state Mn is called reachable from state M1 (denoted M1 ∗→Mn) if and
only if there is a firing sequence σ = t1t2t3 . . . tn−1 such that M1
t1→M2 t2→
. . .
tn−1→ Mn.
We use (PN,M) to denote a Petri net PN with an initial state M . On the
basis of this, we can define some additional properties for Petri nets.
Definition 3. (Live). A Petri net (PN,M) is live if and only if, for every
reachable state M ′and every transition t there is a state M ′′ reachable from
M ′ which enables t.
The notion of liveness is important as a Petri net which demonstrates that
at least one transition can fire in every reachable state is deadlock free. Be-
ing deadlock free is a desirable property for a Petri net. Another important
property is boundedness which ensures that the number of tokens in a net
cannot grow arbitrarily.
Definition 4. (Bounded). A Petri net (PN,M) is bounded if and only if,
for every reachable state and every place p the number of tokens in p is
bounded.
Another useful and related property is coverability which allows two states
to be compared.
Definition 5. (Coverable): A marking M ′in Petri net (PN,M) is said to
be coverable if there exists a reachable marking M ′′ such that M ′′ ≥M ′.
A final property of Petri nets that proves to be useful when reasoning about
them is that of strong connectivity, defined as follows.
Definition 6. (Strongly connected). A Petri net is strongly connected if
and only if, for every pair of nodes (i.e. places and transitions) x and y, there
is a directed path leading from x to y.
Figure 15 provides an example of a Petri net used for modeling a business
process. In this case it shows an order fulfillment process. This proceeds first
with a take order task and then the pack order and check account tasks execute
in parallel. When they have both completed, the credit check task executes
and if the customer has sufficient credit remaining the order is despatched.
If not, the decline order task runs and the customer is advised and finally
the return stock task ensures the items from the order are returned to the
warehouse.
Over the years since their initial definition, Petri nets have proven to be
an extremely useful mechanism for capturing the details associated with con-
current systems and reasoning about them. In order to increase their appli-
cability to the business process domain, the workflow net was devised.
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take order credit 
check
pack order despatch
decline 
order
check account return
stock
Fig. 15 Petri net example: Order fulfillment process
3.2 Workflow Nets
Workflow nets were developed by Wil van der Aalst as a means of describing
workflow processes in a precise way that makes them amenable to subse-
quent analysis both at design time and runtime. Workflow nets are directly
based on Petri nets and consequently share all of their advantages in terms
of determinism and the range of available analysis techniques. In a work-
flow net, transitions represent the tasks which comprise a business process
and places represent the conditions preceding and following tasks. Although
they are based on Petri nets, workflow nets are subject to some additional
constraints:
1. A workflow net has a single start place and a single end place. Aside from
analytic considerations, this means that workflow nets closely correspond
to real-life processes which tend to have a specific starting point and a
specific end point.
2. Every transition in the workflow net is on a path from the start to the end
place. This ensures that each transition in a workflow net contributes to
the progression of an executing instance towards its end state.
We can formalize the notion of a workflow net and its correspondence with
a Petri net in the following way:
Definition 7. (WF-net). A Petri net PN = (P, T, F ) is a WF-net (Workflow
net) if and only if:
• PN has two special places: i and o. Place i is a source place: •i = ∅. Place
o is a sink place: o• = ∅.
• If we add a transition t∗ to PN which connects place o with i (i.e. •t∗ = o
and t∗• = i), then the resulting Petri net is strongly connected.
It is important to note that these are the minimal requirements for a workflow
net. By themselves they do not guarantee that a candidate workflow net will
not potentially be subject to deadlock or livelock. In order to ensure that this
is the case, there are two additional requirements that apply to a workflow
net:
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• Any executing instance of a workflow net must eventually terminate, and
at the moment of termination there must be precisely one token in the end
place o and all other places in the workflow-net are empty.
• There should be no dead tasks, i.e., it should be possible to execute an
arbitrary task by following the appropriate route though the WF-net.
The application of these two additional constraints corresponds to the sound-
ness property, which ensures that any given process instance behaves in a
predictable way.
Definition 8. (Sound). A procedure modeled in the form of a WF-net
PN = (P, T, F ) is sound if and only if:
• For every state M reachable from state i, there exists a firing sequence
leading from state M to state o. Formally:
∀M
[
(i ∗→M)⇒ (M ∗→ o)
]
• State o is the only state reachable from state i with at least one token in
place o. Formally:
∀M
[
(i ∗→M ∧ M ≥ o)⇒ (M = o)
]
• There are no dead transitions in (PN, i). Formally:
∀t∈T∃M,M ′
[
i
∗→M t→M ′
]
The format of workflow nets is essentially the same as for Petri nets although
there are some notational enhancements (often termed syntactic sugar) for
split and join constructs that simplify the specification of a workflow net.
Figure 16 illustrates the range of workflow-net constructs.
place
arc
automatic task
external task time task
user task explicit OR join explicit OR split
AND split AND join
Fig. 16 Workflow net constructs
A key aspect of a workflow net is that it identifies the way in which a task
is initiated. This can occur in one of four ways: (1) automatic tasks execute
as soon as they are enabled, (2) user tasks are passed to human resources for
execution once enabled, (3) external tasks only proceed once they are enabled
and a required message or signal is received from the operating environment
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and (4) time tasks only proceed once they are enabled and a specified (time-
based) deadline occurs.
Figure 17 illustrates the order fulfillment process shown earlier in the form
of a workflow net. In this model, the split and join constructs are explicitly
identified. Also the manner in which tasks are triggered is shown. Most are
undertaken by human resources (i.e. staff) however the take order task is
externally triggered when an order request is received and the decline order
task runs automatically with the customer receiving a notification either by
email or fax.
take order credit 
check
pack order despatch
decline ordercheck account return
stock
Fig. 17 Workflow net example: Order fulfillment process
Whilst Petri nets and workflow nets provide an effective means of modeling
a business process, they are not able to capture the notion of cancelation. This
is a significant omission given the relative frequency of cancelation in real-life
processes.
3.3 Reset Nets
The inability of standard Petri nets and workflow nets to directly capture the
notion of cancelation within a business process spurred the use of Reset nets
for this purpose. Reset nets are able to explicitly depict notions of cancelation
within a process definition.
place transition arc reset arc
Fig. 18 Reset net constructs
In Fig. 18 it can be seen that reset nets are made up essentially of the same
constructs as standard Petri nets with the addition of a reset arc. Like normal
input arcs, reset arcs connect places to transitions, however they operate in
a different way. When the transition to which a reset arc is connected fires,
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any places connected to the transition by reset arcs are emptied of any tokens
that they may contain. Figure 19(a) - (d) illustrate various scenarios of reset
net operation. Note that the tokens in places attached to a transition by reset
arcs play no part in the enablement of the transition.
(a) (c)
(b) (d)
Fig. 19 Reset net operational semantics
As with other Petri net-based modeling formalisms for business processes,
one of the advantages offered by reset nets is that they can be defined in a
formal way.
Definition 9. (Reset net). A reset net is a tuple (P, T, F,R), where:
• (P, T, F ) is a classical Petri net with a finite set of places P , a finite set of
transitions T , and a flow relation F ⊆ (P × T ) ∪ (T × P ), and
• R ∈ T→ 2P is a function defining the reset arcs associated with each
transition t.
A reachable marking M ′ is defined by first removing the tokens needed to
enable t from its input places •t then removing all tokens from reset places
associated with t (i.e. R(t)) and finally by adding tokens to its output places
t•. The notions of enablement and firing in a Reset net can be formalized as
follows.
Definition 10. (Reset net enabling and firing rules). LetN = (P, T, F,R)
be a reset net and M be a marking of the net.
• A transition t ∈ T is enabled if and only if t ≤M .
• An enabled transition t in state M can fire changing the state to M ′,
denotedM
t→M ′, if and only if •t ≤M andM ′ = (M−•t)[P \ R(t)]+t•.
Definition 11. (Occurrence sequence). Let N = (P, T, F,R) be a reset
net with marking M0. Let M1, . . . ,Mn be markings of the Reset net and
t0, t1, ..., tn−1 be transitions in T . Sequence σ = M0t0M1...tn−1Mnis an oc-
currence sequence if and only ifMi
ti→Mi+1 for all i, 0 ≤ i ≤ n−1. A marking
M ′ is reachable from a marking M, written M ∗→ M ′, if and only if there is
an occurrence sequence with initial marking M and final/last marking M ′.
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The three formalisms described above provide the formal basis for the YAWL
language and allow business process models developed using the YAWL lan-
guage to be enacted in an unambiguous way. In the next three sections,
we discuss the control-flow, data and resource perspectives of the YAWL lan-
guage in detail and relate them to the range of control-flow, data and resource
patterns introduced earlier.
4 Control-Flow
The control-flow patterns provide a guide to the range of features that are
desirable in a workflow language. YAWL provides an intuitive range of con-
structs for describing the control-flow aspects of a business process and in
doing so directly supports 31 control-flow patterns. In this section we discuss
the range of control-flow constructs that underpin YAWL and provide both
examples of their usage and a precise operational definition for each of them.
4.1 Constructs
Figure 20 identifies the complete set of language elements that make up
the control-flow perspective of YAWL. A YAWL model or specification is
composed of a set of YAWL-nets in the form of a rooted graph structure.
Each YAWL-net is composed of a series of tasks and conditions. Tasks and
conditions in YAWL nets play a similar role to transitions and places in
Petri nets. Atomic tasks have a corresponding implementation that underpins
them. Composite tasks refer to a unique YAWL-net at a lower level in the
hierarchy that describes the way in which the composite task is implemented.
One YAWL-net, referred to as the top level process or top level net, does not
have a composite task referring to it and it forms the root of the graph.
Each YAWL-net has one unique input and output condition. The input
and output conditions of the top level net serve to signify the start and
endpoint for a process instance. Similar to Petri nets, conditions and tasks
are connected in the form of a directed graph, however there is one distinction
in that YAWL allows for tasks to be directly connected to each other. In this
situation, it is assumed that an implicit condition exists between them from
a semantic perspective.
It is possible for tasks (both atomic and composite) to be specified as
having multiple instances (as indicated in Fig. 20). Multiple instance tasks
(abbreviated hereafter as MI tasks) can have both lower and upper bounds
on the number of instances created after initiating the task. It is also possi-
ble to specify that the task completes once a certain threshold of instances
have completed. If no threshold is specified, the task completes once all in-
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stances have completed. If a threshold is specified, the task completes when
the threshold is reached, but any remaining instances continue to execute
until they complete normally. However their completion is inconsequential
and does not result in any other side-effects. Should the task commence with
the required number of minimum instances and all of these complete but
the required threshold of instance completions is not reached, the multiple
instance task is deemed complete once there are no further instances being
executed (either from the original set of instances when the task was triggered
or additional instances that were started subsequently). Finally, it is possible
to specify whether the number of task instances is fixed after creating the
initial instances (i.e. the task is static) or whether further instances can be
added while the multiple instance task hasn't yet completed execution (i.e.
the task is dynamic).
Condition
Input condition
Output condition
AND splitAND join
OR splitOR join
XOR join XOR split
Atomic task
Composite task
Multiple instance
task
Composite multiple
instance task
Cancellation region
Fig. 20 YAWL control-flow symbols
Tasks in a YAWL-net can have specific join and split behaviors associated
with them. The supported join and split constructs are the AND-join, OR-
join, XOR-join, AND-split, OR-split and XOR-split. The operation of each
of the joins and splits in YAWL is as follows:
• AND-join  the branch following the AND-join receives the thread of
control when all of the incoming branches to the AND-join in a given case
have been enabled.
• OR-join  the branch following the OR-join receives the thread of control
when either (1) each active incoming branch has been enabled in a given
case or (2) it is not possible that any branch that has not yet been enabled
in a given case will be enabled at any future time with the currently enabled
branches continuing to be marked with at least one token.
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• XOR-join  the branch following the XOR-join receives the thread of con-
trol when one of the incoming branches to the XOR-join in a given case
has been enabled.
• AND-split  when the incoming branch to the AND-split is enabled, the
thread of control is passed to all of the branches following the AND-split.
• OR-split  when the incoming branch to the OR-split is enabled, the thread
of control is passed to one or more of the branches following the OR-split,
based on the evaluation of conditions associated with each of the outgoing
branches.
• XOR-split  when the incoming branch to the XOR-split is enabled, the
thread of control is passed to precisely one of the branches following the
XOR-split, based on the evaluation of conditions associated with each of
the outgoing branches.
Finally, YAWL supports the notion of a cancelation region which encompasses
a group of conditions and tasks in a YAWL-net. It is linked to a specific task
in the same YAWL-net. At runtime, when an instance of the task to which
the cancelation region is connected completes executing, all of the tasks in
the associated cancelation region that are currently executing for the same
case are withdrawn. Similarly any tokens that reside in conditions in the can-
celation region that correspond to the same case are also withdrawn. We now
review the constructs for the control-flow perspective via some illustrative
examples.
Figure 21 illustrates a review process comprising three main tasks: sched-
ule review, conduct review and report findings. The conduct review task has
a timeout associated with it that is triggered by the AND-split associated
with the schedule review task. This ensures that the countdown to the time-
out commences as soon as the schedule review task completes. (Note that
YAWL includes timer facilities for tasks that can be used for implementing
timeouts. By using these, this model could simplified by including a deadline
timer in the conduct review task hence removing the requirement for the pre-
ceding AND-split. However for the purposes of illustration, in this example,
we explicitly model the timeout as a distinct task).
Both the conduct review and timeout tasks have cancelation regions as-
sociated with them. In effect a race condition exists between the two tasks
and the first to complete cancels the other task. Thus one of two scenarios
is possible: the conduct review task competes before the deadline is reached
or if the deadline is reached, the task is canceled. Whichever scenario oc-
curs, the report findings task will be triggered exactly once before the process
completes as a consequence of the XOR-join associated with the task. Note
that the conditions preceding and following the conduct review and timeout
tasks are explicitly shown in the model and are included in the associated
cancelation regions as the states prior to and immediately after the execu-
tion of these two tasks are also subject to cancelation when the other task
completes. For example, if the timeout completes first then the conduct review
task is canceled and if it is waiting to commence or has just completed (i.e.
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there is a token in the condition before or after the task) then the token is
also removed.
conduct
review
schedule
review
report
findings
timeout
Fig. 21 YAWL control-flow example: 1
Figure 22 shows a process for organising travel. It commences when a
travel request arrives triggering the lodge travel request task. Once this has
completed, one or both of the organize visa and estimate cost tasks is initiated
depending on whether just travel arrangements, visa procurement or both
need to be organized. The activity of organising a visa is fairly straightforward
however the organization of the actual travel is more complex and involves
several tasks. First the likely costs need to be determined via the estimate
costs task. Then one or both of the book accommodation and book travel
tasks is initiated and after those have completed, it is determined if the
bookings are completed, if not, there are further iterations of estimate costs
and then book accommodation and/or book travel tasks as required. Once it is
determined that the bookings are complete, the final costings are checked. If
they are incomplete or vary markedly from the original request, the thread of
control is returned to the estmate cost task and another iteration of the travel
arrangement tasks occurs. Once any necessary visas have been organized and
the costings are complete, the archive paperwork task can execute and the
process is complete. The use of the OR-splits associated with the lodge travel
request and estimate cost tasks allows one or both outgong branches to be
selected and the OR-joins associated with the bookings complete and archive
paperwork tasks ensure that they don't commence until all active proceding
tasks have completed.
book
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complete
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Fig. 22 YAWL control-flow example: 2
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Figure 23 depicts a driving licence examination process. First there is a
written test task. If the applicant passes this, they are then able to progress
to the schedule practical test task. If not, the application is deemed to be
unsuccessful and it is filed and the test process for the applicant concludes.
The schedule practical test task is composite in form and consists of a sub-
process with two tasks: organize car and confirm insurance. Once it is complete,
the practical test task can occur. Depending on its outcome, if it is successful,
the issue licence task is triggered and if it is unsuccessful, the applicant can
attempt a subsequent practical test (on up to two subsequent occasions, after
this the application is deemed unsuccessful and is finalized) and the thread
of execution is routed back to the schedule practical test task again. After the
licence is issued, the file application task completes the process.
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Fig. 23 YAWL control-flow example: 3
Figure 24 provides a simple example of the use of the multiple instance
task. It shows a medical review process consisting of three tasks. First the col-
lect responses task gathers the details of the medical cases being investigated
from patients. Then a distinct evaluate results task executes concurrently for
each patient case being examined. The number of these tasks depends on the
data provided by the collect responses task. Finally, once all evaluations have
been completed, the report findings task is completed.
collect
responses
report
findings
evaluate
results
Fig. 24 YAWL control-flow example: 4
These diagrams serve to give an indication of the control-flow aspects of a
YAWL process model. In the next section we examine the formal represen-
tation of the control-flow perspective in a YAWL model.
The Language: Rationale and Fundamentals 43
4.2 Control-Flow Patterns Coverage
The various constructs that comprise the control-flow perspective of YAWL
are based upon the control-flow patterns discussed in Sect. 2.1. It provides an
interesting insight into the conceptual power of YAWL, to examine the range
of control-flow patterns that it provides support for. These are identified in
Table 5
Table 5 Control-flow pattern support
Pattern Group Supported Patterns
Branching patterns All except the Thread Split
Synchronization
patterns
All except the Thread Merge, Partial Join variants and the
Blocking Discriminator
Repetition patterns Arbitrary Cycles. Partial support for the Structured Loop via
task pre/postconditions facilitated via the exception service
Multiple instance
patterns
All except for the Dynamic Partial Join for Multiple Instances
which is only partially supported as a consequence of the fact
that multiple instance tasks can only have threshold-based
completion conditions and they cannot be specified in a more
general manner
Concurrency patterns All
Trigger patterns No support as task execution cannot be externally synchronized
Cancelation and
completion patterns
All except for Complete Multiple Instance Task which can only
be indirectly achieved through the use of a timer to force
complete remaining instances
Termination patterns Explicit Termination
In total, YAWL directly supports 31 of the 43 control-flow patterns and
provides partial solutions for a further three patterns.
4.3 Object Role Model
This section provides a description of the main elements that make up the
control-flow perspective of a YAWL model using the object-role modeling
notation as shown in Fig. 25. In summary, a YAWL workflow specification
is comprised of a number of YAWL nets. Each net provides a description
of a portion of an overall YAWL process. One of them is designated as the
root net (i.e. the top-level net in a process definition) whilst the others cor-
respond to decompositions of composite tasks. Each net comprises a number
of net elements which can be conditions or tasks. Two conditions are spe-
cially designated in each net as the start and end condition which signify the
initation and completion of an instance of the net. There is a precedence re-
lationship that provides an ordering between all net elements such that every
net element is on a path from the start to the end condition. Net elements
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are connected using directed arcs that indicate the direction in which the
thread of execution flows. The set of directed arcs for a net is termed the
flow relation.
Where a net element is a task, it may demonstrate split or join behavior of
AND, OR or XOR type. Also, a task may be atomic in form or it may have
multiple instances. Where it is a multiple instance task, it has a lower and
upper bound specified which indicate the minimum and maximum number
of instances that may run. It also has a threshold which indicates how many
instance must complete before the thread of control can be passed on and
a dynamicity which indicates whether the task is static i.e. all instances are
started at commencement or dynamic i.e. additional instances can be initi-
ated during execution. Where a task has an OR-split associated with it, it
has a branch nominated as its default should all conditions associated with
branches evaluate to false. Where the task has an XOR-split associated with
it, an ordering is specified indicating the sequence in which conditions as-
sociated with output branches are evaluated. In the event that none of the
conditions evaluate positively, the lowest ranked branch is selected as the
default.
5 Data
The data perspective of YAWL encompasses the definition of a range of data
elements, each with a distinct scoping. These data elements are used for
managing data with a YAWL process instance and are passed between process
components using query-based parameters. In order to integrate the data and
control-flow perspectives, support is provided in YAWL for specifying logical
conditions based on data elements that define whether the thread of control
can be passed to a given branch in a process (link condition). All of these
YAWL data constructs are discussed subsequently.
5.1 Data Element Support
YAWL incorporates a wide range of facilities for data representation and
handling. Variables of three distinct scopings are recognized as follows:
• Net variables are bound to a specific instance of a YAWL-net. At runtime a
new instance of the net variable is created for every instance of the YAWL-
net that is initiated. This variable instance is accessible throughout the
YAWL-net at runtime;
• Task variables are bound to a specific task. At runtime a new instance of
the task variable is created for every instance of the task that is initiated.
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Fig. 25 Object role model: YAWL control-flow perspective
This variable instance is accessible only to the corresponding task instance
at runtime; and
• Multiple-Instance variables are bound to a specific instance of a multiple-
instance task. At runtime a new instance of the multiple instance variable
is created for every instance of the multiple instance task that is initiated.
This variable instance is accessible only to the corresponding task instance
at runtime.
Figure 26 illustrates the configuration of task and multiple instance variables
for the Evaluate Results task in the Medical Review process shown in Fig. 24. It
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also shows how the values of these variables are populated from net variables
using XQuery-based parameters.
Fig. 26 Variable specification and parameter passing in YAWL
5.2 Data Interaction Support
There are two facilities for transferring data elements to and from tasks in
YAWL. Simple parameters can be used to transfer the value of a data element
between a net variable and a given task. The task can be of any form: atomic,
composite, multiple instance or composite multiple instance, however in all
cases the parameter operates on every instance of the task to which it applies.
Each task may have multiple simple parameters associated with it. There are
two types of simple parameter:
• Input parameters involve the application of an XQuery function to a net
variable in the block surrounding a task and placing the resultant value in
a nominated task variable; and
• Output parameters involve the application of an XQuery function to a task
variable and placing the resultant value in a nominated net variable in the
surrounding block.
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Figure 27 illustrates the use of simple parameters in the Driving Test Process
shown earlier. In this example they are used to map data values between the
net variable ApplicantStatus and the task variable iApplicantStatus. In each
case, the parameter is specified in the form of an XQuery expression. The
usage descriptor for the iApplicantStatus task variable is Input & Output
denoting that the value of the variable is passed in at task commencement
and passed out at its conclusion.
Fig. 27 Data passing using simple parameters in YAWL
The situation is essentially the same whether the parameter is transfer-
ring a data element to/from an atomic task or a composite task except that
the target variable is identified as both a task variable in the composite task
and a net variable in the associated decomposition. Figure 28 illustrates the
situation where the task being targeted is composite in form and has an asso-
ciated decomposition specified in the form of a sub-process. In this situation,
the net variable ApplicantStatus is passed to the variable iApplicant Status
which appears as both a task variable for the Schedule Practical Test task
and is also a net variable in the Practical Test Scheduling sub-process. Both
variables share the same name: iApplicant Status. The XQuery expression
which identifies the parameter mapping is also shown in this figure.
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Fig. 28 Data passing to composite task in YAWL
Multiple instance parameters operate on multiple instance tasks. Unlike
simple parameters which result in the application of the XQuery to every
instance of the task with which they are associated, multiple instance param-
eters are used to partition net variables containing record-based data across
individual instances of a multiple instance task or to coalesce variables in
instances of a given multiple instance task into a nominated task variable.
Only one set of multiple instance parameters can be associated with a specific
multiple instance task. The multiple instance parameter set is comprised of
four distinct components as illustrated in Fig. 29.
For data input to a multiple instance task, there are two queries:
• the accessor query gathers the data that is to be partitioned across various
query instances; and
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Fig. 29 Multiple instance input parameter handling
• the splitter query, as its name implies, splits the data element derived by
the accessor query across each task instance. The number of segments into
which the data element is split determines the number of task instances
that will be started. Each segment of data is mapped to a distinct task
instance. All task instances share the same task variable names (although
each task instance has a distinct instance of a given variable). In the ex-
ample shown in Fig. 29 separate variables are created for Test and Nr in
each task instance.
Similarly for data output from a multiple instance task, there are also two
queries:
• the instance query gathers the instances of the task variables from each
task instance at their completion; and
• the aggregate query coalesces the resultant data elements into a single
record-based task variable.
Figure 30 illustrates how individual instances of the iTestResult variable are
populated in the Evaluate Results multiple instance task from the TestResults
net variable and also how the results are coalesed at the conclusion of the
task. The XQuery expression required for each of the queries is also shown.
5.3 Link Conditions
As a consequence of a fully-fledged data perspective, YAWL is able to sup-
port conditions (known as flow conditions) on outgoing arcs from OR-splits
and XOR-splits. These conditions take the form of XPath expressions which
evaluate to a Boolean result indicating whether the thread of control can
be passed to this link or not. For OR-splits, all outgoing link conditions are
evaluated and the thread of control is passed to all that evaluate to true. A
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Fig. 30 Data passing to/from a multiple instance task in YAWL
default link is nominated to which the thread of control is passed if none of
the link conditions evaluate to true. For XOR-splits, the link conditions are
evaluated in a specified evaluation sequence and once the first link condition
evaluates to true, then the thread of control is passed to that link and any
further evaluation of link conditions ceases. If none of the link conditions
evaluate to true, then the thread of control is passed to the link which is last
in the evaluation sequence. Figure 31 illustrates the configuration of the flow
conditions for the XOR-split associated with the Practical Test task in the
Driving Test Process shown earlier in Fig. 23.
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Fig. 31 Data passing to/from a multiple instance task in YAWL
5.4 Data Patterns Coverage
The various facilities that underpin the data perspective in YAWL are influ-
enced by the data patterns presented in Sect. 2.1. The extent of data pattern
support is summarized in Table 6.
Table 6 Data pattern support
Pattern Group Supported Patterns
Data visibility patterns Task Data, Block Data and Multiple Instance Data
Data interaction patterns 
internal
All except Data Interaction  Case to Case
Data interaction patterns 
external
None are directly supported
Data transfer patterns Data Transfer by Value, Data Transformation  Input,
Data Transformation  Output
Data routing patterns Data-based Routing
In total, YAWL directly supports 13 of the data patterns. There are partial
solutions for a further five patterns: Data Interaction  Process to Environ-
ment  Push-Oriented is indirectly supported through the use of codelets
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via the resource service (cf. Chap. ??) and the various Task Pre- and Post-
condition patterns can be facilitated via task configurations supported by the
Exception Service.
5.5 Object Role Model
This section provides a conceptual model for the data perspective of a YAWL
model using the object-role notation as shown in Fig. 32. The data perspective
centres around the concepts of nets, tasks, variables and parameters. Vari-
ables are used to represent a data element and have a specific name together
with a data type specified using XMLSchema. Variables either correspond to
a net or a task. Parameters are used to map data elements from one variable
to another at the commencement or conclusion of a task. Parameters may
be simple (which can be used by any task) or multiple instance (which only
apply to multiple instance tasks). In either case however, they are specified in
terms of an XQuery expression. Parameters always have an input and output
data element. Simple parameters may be either input or output parameters,
indicating the direction in which they operate. In the case of multiple instance
parameters, the situation is more complicated and the parameter is made up
of four distinct queries: the accessor, splitter, instance and aggregate query.
Tasks have a precedence relationship between them (termed a flow) which
indicates the direction in which the thread of control flows between them
in a given process. In the case where a task has an OR-split or XOR split
associated with it, its outgoing flows are conditional and there is a Boolean
condition, specified in terms of an XPath expression, for each flow. This con-
dition is evaluated at runtime to determine whether the thread of control is
passed down the flow when the task completes execution.
6 Resources
YAWL provides support for a broad range of work distribution facilities,
inspired by the Resource Patterns that have not been previously embodied in
other PAIS. Traditional approaches to work item routing based on itemization
of specific users and roles are augmented with a sophisticated array of new
features. There are a variety of differing ways in which work items may be
distributed to users. Typically these requirements are specified on a task-by-
task basis and have two main components:
1. The interaction strategy by which the work item will be communicated
to the user, their commitment to executing it will be established and the
time of its commencement will be determined; and
The Language: Rationale and Fundamentals 53
Net
DataType
(XML Schema)
Var
(id)
.../contains ...
Task
Name
.../belongs to... 
BoolExpr
(XPath)
... has ... / ...
.
.
.
 
be
lo
n
gs
 
to
 
.
.
.
/..
.
... is of .../...
.../... has ... 
Net or Task
(id)
Parameter
... /... has source ... 
.../... has target ... 
XQuery
Expression
MI Task MIParameter
SimpleParameter
... precedes .../... 
... has output .../...
... has input .../...
... has accessor query ... / ... 
... has splitter query .../ ...
... has instance query  .../...
... has aggregator query … / ... 
Flow
Fig. 32 Object role model: YAWL data perspective
2. The routing strategy which determines the range of potential users that
can undertake the work item.
YAWL also provides additional routing constraints that operate with a given
case to restrict the users a given work item is distributed to based on the
routing decisions associated with previous work items in the case. There is
also the ability to specify privileges for each user in order to define the range
of operations that they can perform when undertaking work items. Finally,
there are two advanced operating modes that can be utilized in order to
expedite work throughput for a given user. Each of these features is discussed
in detail in the following sections.
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6.1 Organizational Model
YAWL assumes that a process operates in an organizational context, hence
there is an organizational model underpinning the resource and work distri-
bution aspects of each process. Figure 33 identifies the main organizational
and resource-related concepts that are applicable to a YAWL process and
dictate the context in which it operates. Whilst relatively simple, the YAWL
organizational model is deliberately intended to demonstrate general appli-
cability to a broad range of organizational situations in which it might be
utilized.
Position
(id)
reports to .../... 
belongs to .../... 
OrgGroup
(id)
OrgGroupType
(name)
Is of .../... 
is part of .../... 
H
ol
ds
 
.
.
.
/..
.
 
User
(id)
Role
(id)
.
.
.
/p
la
ys
 
.
.
.
… for … has ...
CapabilityValue
Capability
(id)
Fig. 33 YAWL organizational model
Work in a YAWL process may be completed by a human resource who
in turn is assumed to be a member of an organization. An organization is a
formal grouping of resources that undertake work items pertaining to a com-
mon set of business objectives. They usually have a specific position within
that organization and in general, most organizational characteristics that
resources possess relate to the position(s) that they occupy rather than di-
rectly to the resource themselves. There are two sets of characteristics that
are exceptions to this rule however: roles and capabilities. Roles serve as
another grouping mechanism for human resources with similar positions or
responsibility levels, e.g. managers, union delegates etc. Each resource may
have one or more corresponding roles. Individual resources may also pos-
sess capabilities or attributes that further clarify their suitability for various
kinds of work. These may include qualifications and skills as well as other
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position-related or personal attributes such as specific responsibilities held
or previous work experience. Each position is attached to an organizational
group which are groupings of human resources within the organization that
undertake work items relating to a common set of business objectives. These
may be permanent or temporary in nature (in which case they are formed for
a specific purpose and are often known as teams). Each position is generally
associated with a specific branch which defines a grouping of resources within
the organization at a specific physical location. It may also belong to a divi-
sion which defines a large scale grouping of resources within an organization
either along regional geographic or business purpose lines. In terms of the
organizational hierarchy, each position may have a number of specific rela-
tionships with other positions. Their direct report is the resource to whom
they are responsible for their work. Generally this is a more senior resource at
a higher organizational level. Similarly, a position may also have a number of
subordinates for whom they are responsible and to who each of them report.
6.2 Lifecycle in YAWL
Once a task is triggered in a YAWL process, a work item is created that can
be distributed to one or more resources for action. There is a specific lifecycle
associated with this work item as it is distributed to one or more resources for
action and is ultimately managed through to completion. Figure 34 illustrates
this lifecycle.
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offered to a 
single 
resource
offered to 
multiple 
resources
allocated to a 
single 
resource
started
failed
suspended
completed
offer (S,R)
allocate (S,R)
offer (S,R)
allocate (S,R)
allocate (S,R)
start (S,R)
start (S,R)
start (S,R)
complete (R)
resume (R)suspend (R)
fail (R)
direct start (S,R)
Fig. 34 Work item lifecycle in YAWL from a resource perspective
A work item comes into existence in the created state. This indicates that
the pre-conditions required for its enablement have been satisfied and it is
capable of being executed. At this point however, the work item has not been
allocated to a resource for execution and there are a number of possible paths
through these states that individual work items may take. Each edge within
this diagram is prefixed with either an S or an R indicating that the transition
is initiated by the system (i.e. the software environment in which instances of
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the process execute) or resource (i.e. an actual user) respectively. Transitions
between all states once the work item has been created up until when it is
started can be initiated either by the system or by a resource depending on
how the specific work distribution directives for the associated have been
configured. Once a work item is started, any further state transitions are
triggered by the resource responsible for the work item up until the time that
it is completed or failed. Each state has a specific meaning in terms of how
the work item is handled:
• created means that the work item has come into existence but no resources
are yet aware of it;
• offered to a single resource indicates that the opportunity to undertake
the work item rests with a single resource and that the resource has not
yet committed to undertaking it;
• offered to multiple resources indicates that several resources have been
offered the opportunity to undertakle the work item but none have elected
to do so as yet. Once one of them does commit to executing the work item,
the offers received by other resources are withdrawn;
• allocated indicates that a specific resource has elected (or by requested) to
undertake the work item but has not yet started working on it;
• started indicates that the responsible resource has commenced executing
the work item;
• suspended indicates that the responsible resource has elected to cease exe-
cution of the work item for a period, but does intend to continue working
on it at a later time;
• failed indicates that the work item cannot be completed and that the
resource will not work on it any further; and
• completed identifies that a work item that has been successfully executed
to completion.
6.3 Interaction Strategies
The potential range of interaction strategies that can be specified for tasks
in YAWL are listed in Table 7. They are based on the specification at three
main interaction points  offer, allocation and start  and the identity of
the party that will be responsible for determining when the interaction will
occur. This can be a resource (i.e. an actual user) or the system. Depend-
ing on the combination of parties specified for each interaction, a range of
possible distributions are possible as detailed below. From the perspective
of the resource, each interaction strategy results in a distinct experience in
terms of the way in which the work item is distributed to them. The range of
strategies supported range from highly regimented schemes (e.g. SSS) where
the work item is directly allocated to the resource and started for them and
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the resource has no involvement in the distribution process through to ap-
proaches that empower the resource with significant autonomy (e.g. RRR)
where the act of committing to undertake a work item and deciding when to
start it are completely at the resource's discretion.
As an aid to understanding the distinctions between the various interac-
tions described in Table 7, it is possible to illustrate them quite effectively
using UML Sequence Diagrams as depicted in Fig. 35. These show the range
of interactions between the system and resources that can occur when dis-
tributing work items. An arrow from one object to another indicates that
the first party sends a request to the second, e.g. in the RRR interaction
strategy, the first request is a manual_offer from the system to the workflow
administrator.
Figure 36 illustrates how the interaction strategy is configured for a task
in YAWL. In this case, the Book Accommodation task in the Process Travel
Request process is set to an SRR strategy. This means any associated work
items will be automatically offered to prospective users by the system when
the task is enabled, however users may choose to commit to undertaking the
task (i.e. allocation) and starting it at a time of their own discretion.
6.4 Routing Strategies
The second component of the work distribution process concerns the routing
strategy employed for a given task. This specifies the potential user or a
group of users from which the actual user will be selected who will ultimately
execute a work item associated with the task. There are a variety of means
by which the task routing may be specified as well a series of additional
constraints that may be brought into use at runtime. These are summarized
below. Combinations of these strategies and constraints are also permissible.
Task Routing Strategies
There are a variety of routing strategies that can be defined at the level of
an individual task as described below.
Direct user distribution
This approach involves routing to a specified user or group of users.
Role-based distribution
This approach involves routing to one or more roles. A role is a handle for
a group of users that allows the group population to be changed without the
necessity to change all of the task routing directives. The population of the
role is determined at runtime at the time of the routing activity. Figure 37
continues the configuration of the Book Accommodation task and illustrates
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Table 7 Work item interaction strategies supported in YAWL
Offer Allocation Start Effect
SSS system system system The system directly allocates work to a
resource and it is automatically started.
SSR system system resource The system directly allocates work to a
resource. It is started when the user selects
the start option.
SRS system resource system The system offers work to one or more users.
The first user to choose the select option for
the work item has the work item allocated to
them and it is automatically started. It is
withdrawn from other users' work lists.
SRR system resource resource The system offers work to one or more users.
The first user to choose the select option for
the work item has the work item allocated to
them. It is withdrawn from other users' work
lists. The user can choose when to start the
work item via the start option.
RSS resource system system The work item is passed to a manager who
decides which resources the work item should
be allocated to. The work item is then
directly allocated to that user and is
automatically started.
RSR resource system resource The work item is passed to a manager who
decides which resources the work item should
be allocated to. The work item is then
directly allocated to that user. The user can
choose when to start the work item via the
start option.
RRS resource resource system The work item is passed to a manager who
decides which resource(s) the work item
should be offered to. The work item is then
offered to those user(s). The first user to
choose the select option for the work item
has the work item allocated to them and it is
automatically started. It is withdrawn from
all other user's work lists.
RRR resource resource resource The work item is passed to a manager who
decides which resource(s) the work item
should be offered to. The work item is then
offered to those user(s). The first user to
choose the select option for the work item
has the work item allocated to them. It is
withdrawn from all other users' work lists.
The user can choose when to start the work
item via the start option.
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(a) RRR interaction strategy (b) RRS interaction strategy
(c) RSR interaction strategy (d) RSS interaction strategy
(e) SRR interaction strategy (f) SRS interaction strategy
(g) SSR interaction strategy (h) SSS interaction strategy
Fig. 35 Work item interaction strategies in YAWL
60 Nick Russell and Arthur H.M. ter Hofstede
Fig. 36 Interaction strategy for YAWL task
the use of a role-based distribution strategy for it. In this case, combined
with the interaction approach specified in Fig. 36, the task would be offered
to members of the Travel Consultant role. The same configuration screen also
allows for the specification of direct user and deferred distribution approaches
although they are not utilized in this example.
Fig. 37 Role-based work distribution
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Deferred distribution
This approach allows a net variable to be specified that is accessed at runtime
to determine the user or role that the work item associated with the task
should be routed to.
Organizational distribution
This approach allows an organizational distribution approach to be specified
for a task that utilizes organizational data to make a routing decision. In
doing so, the distribution of a task can be limited to users in a specified
position or organizational group.
Capability-based distribution
Capabilities can be specified for each user which describe the qualities
that they possess that may be of relevance in making routing decisions. A
capability-based distribution filter can be specified for each task which allows
user capabilities to be used in making work distribution decisions. Figure 38
continues the specification of the work distribution approach for the Book
Accommodation task specifying a capability distribution filter which requires
that the task only be distributed to users with an IATA Certificate (a stan-
dard travel industry qualification). In combination with the previous con-
figurations, this would result in work items corresponding to the task being
offered to resources in the Travel Consultant role with an IATA Certificate.
Thus it can be seen that relatively fine-grained work distribution strategies
can be specified for YAWL tasks. This figure also shows some other configu-
ration items that will be discussed shortly.
Fig. 38 Capability-based work distribution
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Historical distribution
The use of pluggable allocators allows historical data  essentially the content
of the execution log  to be used in making work distribution decisions.
There are a range of standard predefined allocators that can be utilized to
implement history-based task distribution strategies such as distribute it to
the user that completed it least recently, most recently, has the highest success
rate and completes it the quickest.
Additional Routing Constraints
There are two additional constraints supported by YAWL that can be used
to further refine the manner in which work items are routed to users. They
are used in conjunction with the routing and interaction strategies described
above.
Retain familiar
This constraint on a task overrides any other routing strategies and allows a
work item associated with it to be routed to the same user that undertook
a work item associated with a specified preceding task in the same process
instance. Where the preceding task has been executed several times within
the same process instance (e.g. as part of a loop or it is a multiple instance
task), it is routed to one of the users that undertook a preceding instance of
the task.
Four eyes principle
This constraint on a task is essentially the converse of the Retain familiar
constraint. It ensures that the potential users to whom a work item associated
with a task is routed does not include the user that undertook a work item
associated with a nominated preceding task in the same process instance.
Where the preceding task has been executed several times within the same
process instance or is a multiple instance task, it cannot be routed to any of
the users that undertook a preceding instance of the task. Figure 38 illustrates
a four eyes constraint for the Book Accommodation task, requiring that it not
be distributed in a given case to the same user that undertook the Lodge
Travel Request task.
Allocation Strategies
Allocation strategies provide a means of selecting one specific user from a
range of users identified by the routing strategy specified for a task. The task
is then allocated to the selected user. There are various means in which this
can be done as indicated below.
Random allocation
This filter ensures that any work items associated with a task are only ever
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routed to a single user where the user is selected from a group of potential
users on a random basis.
Round robin (by time) allocation
This filter ensures that any work items associated with a task are only ever
routed to a single user where the user is selected from a group of potential
users on a cyclic basis such that each of them execute work items associated
with the task the same number of times (i.e. the distribution is intended to
be equitable). The actual means of selecting the user is based on the user in
the nominated group that executed the task least recently.
Round robin (by last frequency) allocation
This filter operates in a similar way to the Round robin (by time) allocation
described above, however rather than simply selecting the user that executed
the task least recently, it actually involves keeping track of how many times
each eligible user has undertaken it and allocating the task to the person that
has executed it least times.
Round robin (by experience) allocation
This filter operates in a similar way to the Round robin (by least frequency)
allocation described above, except that it selects that the user that executed
the task most times.
Shortest queue allocation
This filter ensures that any work items associated with a task are only routed
to a single user where the user is selected from the group of potential users on
the basis of which of them has the shortest work queue. In YAWL this means
that the selected user has the least number of incomplete work items in their
work list. In the event that two user have the same number of incomplete
work items, one of them is selected at random.
Figure 39 illustrates the configuration of allocation strategies in YAWL. It
is only possible to configure these strategies for tasks that are allocated by
the system, i.e. in the screen shown in Fig. 36 where the interaction strategy
is specified for a task, the second option must be set such that the allocation
is done by the system.
Advanced User Operating Modes
YAWL supports two advanced operating modes for user interaction with the
system. These modes are intended to expedite the throughput of work by
imposing a defined protocol on the way in which the user interacts with the
system and work items are allocated to them. These modes are described
below.
Chained execution
Chained execution is essentially an operating mode that a given user can
choose to enable. Once they do this, upon the completion of a given work
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Fig. 39 Allocation strategies for work distribution
item in a process, should any of the immediately following tasks in the process
instance have potential to be routed to the same user (or to a group of users
that include the user), then these routing directives are overridden and the
associated work items are placed in the user's work list with a started status.
There are two parts to the configuration and use of chained execution: (1)
the user must have the chained execution privilege (see Fig. 42 for details of
how this occurs) and (2) the user must choose to enter the chained execution
mode via their worklist handler (the option for this is shown in Fig. 40). Once
initiated, chained execution continues until the user disables it or the case
completes.
Piled execution
Piled execution is another operating mode however it operates across multiple
process instances. It is enabled for a specified user-task combination and
once initiated, it overrides any routing directive for the nominated task and
ensures that any work items associated with the task in any process instance
are routed to the nominated user. There are two steps in enabling piled
execution for a task: (1) it needs to be specified in the YAWL model that
the task can be subject to execution in piled mode, as is the case for the
Book Accommodation task in Fig. 38 and (2) piled execution mode needs to
be initiated by a user for a given task using the option for this available in
their worklist handler as shown in Fig. 41. Once initiated, piled execution
continues until the user disables it.
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Fig. 40 Chained execution initiation in the YAWL worklist handler
Fig. 41 Piled execution initiation in the YAWL worklist handler
6.5 Privileges
YAWL provides support for a number of privileges that can be enabled on
a per-task or per-user basis that affect the way in which work items are
distributed and the various interactions that the user can initiate to other-
wise change the normal manner in which the work item is handled. Table 8
summarizes the privileges that can be set for individual tasks.
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Table 8 Task privileges supported in YAWL
Privilege Explanation
choose The ability to select the next work item to start execution
on
concurrent execution The ability to execute more than one work item
simultaneously
reorder The ability to reorder items in the work list
view team The ability to view work items offered to other users in
the same team(s) as a given user
view group The ability to view work items allocated to other users in
the same group(s) as a given user
chained execution The ability to enter the chained execution operating mode
manage cases The ability to administer cases and redistribute work
items to users
The actual screen for doing this forms part of the editor and is shown in
Fig. 42.
Fig. 42 Privilege specification for a YAWL task
Additionally there are also privileges that can be set of individual users.
These are summarized in Table 9.
The facility for specifying these options forms part of the resource man-
agement components of the YAWL engine. The actual screen for specifying
user privileges is shown in Fig. 43.
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Table 9 User privileges supported in YAWL
Privilege Explanation
suspend The ability for a user to suspend execution of work items
corresponding to this task
reallocate without
state retention
The ability for the user to reallocate work items
corresponding to this task (which have been commenced)
to other users without any implied retention of state
reallocate with state
retention
The ability for the user to reallocate work items
corresponding to this task (which have been commenced)
to another user and retain the state of the work item
deallocate The ability for the user to deallocate work items
corresponding to this task (which have not yet been
commenced) and cause them to be re-allocated
delegate The ability for the user to delegate work items
corresponding to this task (which have not yet been
commenced) to another user
skip The ability for the user to skip work items corresponding
to this task
6.6 Resource Patterns Coverage
The resource perspective in YAWL has been heavily influenced by the re-
source patterns, and it provides comprehensive support for them as indicated
in Table 10. In total it directly implements 37 of the 43 resource patterns.
As YAWL assumes a deterministic process execution environment, the main
omission from the broad range of functionality implied by the patterns is in
the area of case handling which requires that an offering be able to (tem-
porarily) deviate from the underpinning process model and allow tasks to be
executed out of sequence and for them to be initiated at times other than
would normally be implied by the flow of control within a case. The specific
patterns supported by YAWL are as follows.
Table 10 Resource pattern support in YAWL
Pattern Group Supported Patterns
Creation patterns All except for Case Handling
Push patterns All except for Early Distribution
and Late Distribution
Pull patterns All
Detour patterns All except for Redo and Pre-Do
Auto-start patterns All
Visibility patterns All
Additional resource patterns Simultaneous Execution
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Fig. 43 Privilege specification for a YAWL user
6.7 Object Role Model
This section provides a conceptual model for work distribution in a YAWL
model using the object-role notation as shown in Fig. 32. These aspects of
the resource perspective centre around the notion of a user task which corre-
sponds to an individual task in a YAWL model that will be distributed to a
user for execution. This contrasts with a system task which is performed au-
tomatically by a software component. Capturing the interaction strategy for
a task requires recording the type of actor (system or resource) responsible
for initiating the offer, allocation and execution of a work item corresponding
to the task. A work item corresponding to a user task is distributed to a
distribution entity which can be a user, role or a resource variable (stored in
a net variable) which identifies a user or role. Distribution filters can be spec-
ified for a task based on organizational, capability or historical expressions
that restrict the potential range of user to whom a task may be distributed.
There is the option to specify an allocation directive for a task. There is also
the option to specify that a user task be distributed to the same user that
executed another task in the same case or to to explictly specify that it not
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be distributed to the same user that executed another task. Finally, a range
of user and task privileges can be specified for a YAWL model that delineate
the range of actions permissible by users with respect to task interactions at
runtime.
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Fig. 44 Object role model: YAWL work distribution perspective
7 Syntax
This section presents a complete abstract syntax for YAWL. A YAWL spec-
ification is a set of YAWL-nets which form a rooted graph structure. Each
YAWL-net is composed of a series of tasks. All of these notions are now
formalized, starting with the YAWL specification.
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Definition 1. (YAWL Specification) A YAWL specification is a tuple =
(NetID, ProcessID, TaskID, MITaskID, VarID, TNmap, NYmap, VarName,
DataType, VName, DType, VarType, VNmap, VTmap, VMmap) such that:
(* global objects *)
• NetID is the set of net identifiers (i.e. the top-level process together with
all sub-processes);
• ProcessID ∈ NetID is the process identifier (i.e. the top-level net);
• TaskID is the set of task identifiers in nets;
• MITaskID ⊆ TaskID is the set of identifiers of multiple instance tasks;
• VarID is the set of variable identifiers used in nets;
• ParamID is the set of parameter identifiers used in nets;
(* decomposition *)
• TNmap : TaskID 9 NetID defines the mapping between composite tasks
and their corresponding sub-process decompositions which are specified in
the form of a YAWL-net, such that for all t, TNmap(t) yields the NetID
of the corresponding YAWL-net, if it exists;
• NYmap : NetID → YAWL-nets, i.e. each net has a complete description
of its contents such that for all n ∈ NetID, NYmap(n) is governed by
Definition 2 where the notation Tn denotes the set of tasks that appear in
a net n. Tasks are not shared between nets hence ∀m,n∈NetID [Tm ∩ Tn 6=
∅ ⇒ m = n]. TaskID is the set of tasks used in all nets and is defined as
TaskID =
⋃
n∈NetID Tn;
• In the directed graph defined by G = (NetID , {(x , y) ∈ NetID × NetID |
∃t∈Tx [t ∈ dom(TNmap)∧TNmap(t) = y]}) there is a path from ProcessID
to any node n ∈ NetID ;
(* variables *)
• VarName is the set of variable names used in all nets;
• DataType is the set of data types;
• VName : VarID → VarName identifies the name for a given variable;
• DType : VarID → DataType identifies the underlying data type for a vari-
able;
• VarType : VarID → {Net ,Task ,MI } describes the various variable scop-
ings that are supported. The notation VarIDx = {v ∈ VarID | VarType(v)
= x} identifies variables of a given type;
• VNmap : VarIDNet → NetID identifies the specific net to which each net
variable corresponds, such that dom(VNmap) = VarIDNet ;
• VTmap : VarIDTask → TaskID identifies the specific task to which a task
variable corresponds, such that dom(VTmap) = VarIDTask ;
• VMmap : VarIDMI → MITaskID identifies the specific task to which
each multiple-instance variable corresponds, such that dom(VMmap) =
VarIDMI ;
Having described the global characteristics of a YAWL specification, we can
now proceed to the definition of a YAWL-net. Note that YAWL-nets is the
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set of all instances governed by Definition 2. Each YAWL-net is identified
by a unique nid in the form of a tuple (C,T,F) which takes its form from
classical Petri nets where C corresponds to the set of conditions, T to the set
of tasks and F to the flow relation (i.e. the directed arcs between conditions
and tasks). However there are two distinctions: (1) i and o describe specific
conditions that denote the start and end condition for a net and (2) the flow
relation allows for direct connections between tasks in additional to links
from conditions to tasks and tasks to conditions.
Expressions are denoted informally via Expr which identifies the set of
expressions relevant to a YAWL-net. It may be divided into a number of dis-
joint subsets including BoolExpr, IntExpr, NatExpr, StrExpr and RecExpr,
these being the sets of expressions that yield Boolean, integer, natural num-
ber, string and record-based results when evaluated. There is also recognition
for work distribution purposes of capability-based, historical and organiza-
tional distribution functions that are denoted by the CapExpr, HistExpr and
OrgExpr subsets of Expr respectively. Note that in actuality, all forms of
Expr are realized using XQuery and XPath functionality.
Definition 2. (YAWL-net) A YAWL-net is a tuple (nid, C, i, o, T, TA,
TC , M, F, Split, Join, Default,<XOR, Rem, Nofi, ArcCond) such that:
(* basic control-flow elements *)
• nid ∈ NetID is the identity of the YAWL-net ;
• C is a set of conditions;
• i ∈ C is the input condition;
• o ∈ C is the output condition;
• T is the set of tasks;
• TA ⊆ T is the set of atomic tasks;
• TC ⊆ T is the set of composite tasks;
• TA and TC form a partition over T ;
• M ⊆ T is the set of multiple instance tasks;
• F ⊆ (C \ {o}×T )∪ (T ×C \ {i})∪ (T ×T ) is the flow relation, such that
every node in the graph (C ∪ T, F ) is on a directed path from i to o;
• Split : T 9 {AND ,XOR,OR} specifies the split behavior of each task;
• Join : T 9 {AND ,XOR,OR} specifies the join behavior of each task;
• Default ⊆ F,Default : dom(Split B {OR}) → T ∪ Cdenotes the default
arc for each OR-split. If none of the outgoing arc expressions evaluate to
true, the default arc indicated by Default(t) is selected, thus ensuring that
at least one outgoing arc is enabled;
• <XOR⊆ {t ∈ T | Split(t) = XOR} × P((T ∪ C) × (T ∪ C)) describes
the evaluation sequence of outgoing arcs from an XOR-split such that for
any (t, V ) ∈<XOR we write <tXOR= V and V is a strict total order over
t• = {x ∈ T ∪C | (t, x) ∈ F}. Link conditions associated with each arc are
evaluated in this sequence until the first evaluates to true. If none evaluate
to true, the minimum element (which corresponds to the default path and
is denoted as ⊥t) is selected;
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• Rem : T 9 P+(T ∪C\{i, o}) specifies the additional tokens to be removed
by emptying a part of the net and tasks that should be canceled as a
consequence of an instance of this task completing execution;
• Nofi :M → N× Ninf × Ninf × {dynamic, static} specifies the multiplicity
of each task  in particular the lower and upper bound of instances to be
created at task initiation, the threshold for continuation indicating how
many instances must complete for the thread of control to be passed to
subsequent tasks and whether additional instances can be created on the
fly once the task has commenced;
(* conditions on arcs *)
• ArcCond : F ∩ (dom(SplitB{XOR,OR})×(T ∪C))→ BoolExpr identifies
the specific condition associated with each branch of an OR or XOR split.
Each YAWL-net has a Data passing model associated with it that describes
how data is passed between tasks in a YAWL specification. The abstract
syntax for this model is given below.
Definition 3. (Data passing model) Within the context of a YAWL-net
nid , there is a data passing model (ParamVar, InPar, OutPar, Accessor,
Splitter, Instance, Aggregate) with the following components:
• (* parameter variable definition *)
• ParamVar : ParamID → VarID × VarID is a function identifying the
source and target variables for a given parameter;
• (* data passing to/from atomic tasks *)
• InPar : ParamID × T → Expr is a function identifying the input param-
eter mappings to a task at initiation;
• OutPar : ParamID × T → Expr is a function identifying the output pa-
rameter mappings from a task at completion;
(* data passing to/from multiple-instance tasks *)
• Accessor :TM → RecExpr is a function identifying the accessor query for
a multiple instance task;
• Splitter :TM → Expr is a function identifying the splitter query for a
multiple instance task;
• Instance :TM → Expr is a function identifying the instancer query for a
multiple instance task;
• Aggregate :TM → RecExpr is a function identifying the aggregate query
for a multiple instance task;
We now proceed to the abstract syntax for the resource perspective in YAWL.
This comprises two distinct components: the Organizational model which
provides a description of the overall structure of the organization in terms
of users, roles, organizational groups, positions and reporting lines and the
Work distribution model which defines the manner in which work items are
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distributed to users at runtime for execution as well as identifying the inter-
actions that individual users are able to invoke to influence the way in which
this distribution occurs. These two models are specified in more detail below.
Definition 4. (Organizational model) Within the context of a YAWL
specification ProcessID , there is an organizational model described by the tu-
ple (UserID, RoleID, CapabilityID, OrgGroupID, PositionID, CapVal, Role-
User, OrgGroupType, GroupType, PositionGroup, OrgStruct, Superior, User-
Qual, UserPosition) as follows:
(* basic definitions *)
• UserID is the set of all individuals to whom work items can be distributed;
• RoleID is the set of designated groupings of those users;
• CapabilityID is the set of qualities that a user may possess that are useful
when making work distribution decisions;
• OrgGroupID is the set of groups within the organization;
• PositionID is the set of all positions within the organization;
• CapVal is the set of values that a capability can have;
(* organizational definition *)
• RoleUser : RoleID → P(UserID) indicates the set of users in a given role;
• OrgGroupType = {team, group, department , branch, division, organization}
identifies the type of a given organizational group;
• GroupType : OrgGroupID → OrgGroupType;
• PositionGroup : PositionID → OrgGroupID indicates which group a posi-
tion belongs to;
• OrgStruct : OrgGroupID 9 OrgGroupID forms an acyclic intransitive
graph with a unique root which identifies a composition hierarchy for
groups;
• Superior : PositionID 9 PositionID forms an acyclic intransitive graph
which identifies the reporting lines between positions;
(* user definition *)
• UserQual : UserID ×CapabilityID → CapVal ∪ {Undefined} identifies the
capabilities that a user possesses;
• UserPosition : UserID → P(PositionID) maps a user to the positions that
they hold;
The YAWL organizational model takes the form of a tree, based on the re-
porting relationships between groups where the most senior group within the
organization is the root node of the tree. This model is deliberately chosen
to be simple and generic so that it applies to a relatively broad range of situ-
ations in which YAWL may be used. Finally, the Work distribution model is
presented that captures the various ways in which work items are distributed
to users and any constraints that need to be taken into account when doing
so.
74 Nick Russell and Arthur H.M. ter Hofstede
Definition 5. (Work distribution model)Within the context of a YAWL-
net nid , it is possible to describe the manner in which work items are dis-
tributed to users for execution. A work distribution model is a tuple (Re-
sourceVarID, Auto, TM , Initiator, DistUser, DistRole, DistVar, SameUser,
FourEyes, OrgDist, CapDist, UserSel, UserPriv, UserTaskPriv) as follows:
(* work allocation *)
• ResourceVarID ⊆ VarID is the set of variables which identify resources or
roles;
• Auto ⊆ TA is the set of tasks which execute automatically without user
intervention, where TA is the set of atomic tasks;
• TM ⊆ TA\Auto is the set of atomic tasks that must be allocated to users
for execution;
• Initiator : TM → {system, resource}×{system, resource}×{system, resource}
indicates who initiates the offer, allocate and commence actions;
• DistUser : TM 9 P(User) identifies the users to whom a task should po-
tentially be distributed;
• DistRole : TM 9 P(Role) identifies the roles to whom a task should po-
tentially be distributed;
• DistVar : TM 9 P(ResourceVarID) identifies a set of variables holding
either user or roles to whom a task should potentially be distributed;
• dom(DistUser), dom(DistRole) and dom(DistVar) form a partition over
TM ;
• OrgDist : TM 9 OrgExpr identifies the organizational criterion that users
that execute the task must satisfy;
• CapDist : TM 9 CapExpr identifies the capability that users that execute
the task must possess;
• SameUser : TM 9 TM is an irreflexive function that identifies that a task
should be executed by one of the same users that undertook another spec-
ified task in the same case;
• FourEyes : TM 9 TM is an irreflexive function that identifies a task that
should be executed by a different user to the one(s) that executed another
specified task in the same case;
• UserSel : TM 9 {random, round -robin, shortest-queue} indicates how a
specific user who will execute a task should be selected from a group of
possible users;
(* user privilege definition *)
• UserPriv : UserID → P(UserAuthKind) indicates the privileges that an
individual user possesses, where UserAuthKind = {choose, concurrent, re-
order, viewoffers, viewallocs, viewexecs, chainedexec};
• UserTaskPriv : UserID × TaskID → P(UserTaskAuthKind) indicates the
privileges that an individual user possesses in relation to a specific task,
where UserTaskAuthKind = {suspend, start, reallocate, reallocate_state,
deallocate, piledexec, delegate,skip}.
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8 Working Example
Throughout this book for illustrative purposes we will use a common working
example which depicts the order fulfilment process followed by the fictitious
Genko Oil company. In this section, we will give a brief introduction to the
content and operation of the process from a control-flow, data and resource
perspective. The complete process model is presented in Appendix A. It is also
available in electronic form from the YAWL website (www.yawl-system.com).
8.1 Control-Flow Perspective
The top level of the order fulfillment process is shown in Fig. 45. It comprises
five main composite tasks each of which has an associated sub-process which
describes the details of its implementation. We will only discuss the main
intentions of each of these tasks here. Full details of their implementation
can be found in Appendix A.
Ordering
Freight Delivered
Carrier Appointment
Freight in Transit Payment
[order not approved or timed out][else]
[order preparation timed out][else]
Fig. 45 Working example: control-flow
The first step in the order fulfillment process is the Ordering task which
involves the receival and processing of a purchase order. As part of this ac-
tivity, it may require various approvals and modifications before it can finally
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be confirmed and readied for supply. There is a three day time limit for the
confirmation of a newly received purchase order. If this requirement is not
met or the supply of the purchase order is not fully approved, it may be
discarded.
The next step in the process is the Carrier Appointment task where the
transportation arrangements for shipping the order are determined and any
necessary documentation is prepared. As the size of an order may vary from
an individual package right up to one requiring a truck (and possibly several
trailers) for its transportation, the actual process for organising the shipment
may vary markedly. At its conclusion however, all required arrangements
with shippers have been made and required documentation is available for
despatch with the goods ordered. If the task does not complete within five
days, it is canceled and the process terminates.
The next two steps in the process occur in parallel. The Payment task
involves two main activities: (1) securing payment for the goods supplied
from the customer and (2) organization of payment for the freight company
that transported the order. The Freight in Transit task involves tracking an
order whilst it is shipped to a customer and handling any enquiries they may
have about its status.
Once these two tasks have completed, the last task  Freight Delivered 
can execute. This involves handling any requests from customers to return
goods or any claims for loss or damge during its transportation that may be
received. These must be received within a specified timeframe, otherwise the
order is deemed to be complete and the process completes.
8.2 Data Perspective
The data perspective of the order fulfillment process is relatvely straightfor-
ward and centres around the notion of a purchase order. Figure 46 illustrates
the data elements passed between the various nets in the order fulfillment
process. In the main, the process-relevant data is retained in the Overall (i.e.
the top-level) process. It also illustrates the net variables in each of the nets.
Ordering Overall CarrierAppointment
POApproval:boolean
POApproval:boolean
POrder:PurchaseOrderType
PO_timedout:boolean
SP_timedout:boolean
SP_timedout:boolean
POrder:PurchaseOrderType
PO_timedout:boolean
SP_timedout:boolean
POApproval:boolean
POApproval:boolean
PO_timedout:boolean
POrder:PurchaseOrderType
PO_Manager:string
SP_timedout:boolean
TrailerUsage:TrailerUsageType
RouteGuide:RouteGuideType
Fig. 46 Working example: Data passing between nets and net variables within nets
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The data types underpinning the net variables depicted in Fig. 46 are
summarized in the following program listing.
Listing 2.1 Working example: Data passing between nets and net variables within nets
\ l a b e l { l i s t : yawl−language : work−ex−dp− l i s t }
<xs : schema xmlns : xs="http ://www.w3 . org /2001/XMLSchema" elementFormDefault="qu a l i f i e d ">
<xs : complexType name="PurchaseOrderType">
<xs : sequence>
<xs : element name="Company" type="CompanyType" />
<xs : element name="Order" type="OrderType" />
<xs : element name="FreightCost " type="xs : double " />
<xs : element name="Del iveryLocat ion " type="xs : s t r i n g " />
<xs : element name="InvoiceRequired " type="xs : boolean " />
<xs : element name="PrePaid" type="xs : boolean " />
</xs : sequence>
</xs : complexType>
<xs : complexType name="CompanyType">
<xs : sequence>
<xs : element name="Name" type="xs : s t r i n g " />
<xs : element name="Address " type="xs : s t r i n g " />
<xs : element name="City" type="xs : s t r i n g " />
<xs : element name="State " type="xs : s t r i n g " />
<xs : element name="PostCode" type="xs : s t r i n g " />
<xs : element name="Phone" type="xs : s t r i n g " />
<xs : element name="Fax" type="xs : s t r i n g " />
<xs : element name="BusinessNumber" type="xs : s t r i n g " />
</xs : sequence>
</xs : complexType>
<xs : complexType name="OrderType">
<xs : sequence>
<xs : element name="OrderNumber" type="xs : s t r i n g " />
<xs : element name="OrderDate" type="xs : date " />
<xs : element name="Currency" type="xs : s t r i n g " />
<xs : element name="OrderTerms" type="xs : s t r i n g " />
<xs : element name="RevisionNumber" type="xs : i n t e g e r " />
<xs : element name="Remarks" type="xs : s t r i n g " />
<xs : element name="OrderLines " type="OrderLinesType" />
</xs : sequence>
</xs : complexType>
<xs : complexType name="OrderLinesType">
<xs : sequence>
<xs : element maxOccurs="unbounded" name="Line " type="LineType" />
</xs : sequence>
</xs : complexType>
<xs : complexType name="LineType">
<xs : sequence>
<xs : element name="LineNumber" type="xs : i n t e g e r " />
<xs : element name="UnitCode" type="xs : s t r i n g " />
<xs : element name="UnitDescr ipt ion " type="xs : s t r i n g " />
<xs : element name="UnitQuantity " type="xs : i n t e g e r " />
<xs : element name="Action" type="xs : s t r i n g " />
</xs : sequence>
</xs : complexType>
<xs : complexType name="RouteGuideType">
<xs : sequence>
<xs : element name="OrderNumber" type="xs : s t r i n g " />
<xs : element name="Del iveryLocat ion " type="xs : s t r i n g " />
<xs : element name="Trackpoints " type="TrackpointsType" />
</xs : sequence>
</xs : complexType>
<xs : complexType name="TrackpointsType">
<xs : sequence>
<xs : element maxOccurs="unbounded" name="Trackpoint " type="xs : s t r i n g " />
</xs : sequence>
</xs : complexType>
<xs : complexType name="TrailerUsageType">
<xs : sequence>
<xs : element name="OrderNumber" type="xs : s t r i n g " />
<xs : element name="OrderLines " type="OrderLinesType" />
<xs : element name="Packages" type="PackagesType" />
</xs : sequence>
</xs : complexType>
<xs : complexType name="PackagesType">
<xs : sequence>
<xs : element maxOccurs="unbounded" name="Package" type="PackageType" />
</xs : sequence>
</xs : complexType>
<xs : complexType name="PackageType">
<xs : sequence>
<xs : element name="PackageID" type="xs : s t r i n g " />
<xs : element name="Volume" type="xs : i n t e g e r " />
</xs : sequence>
</xs : complexType>
</xs : schema>
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8.3 Resource Perspective
The order fulfillment process is based on a simple organizational model that
delineates a number of users and the roles that they play in an organizational
context. It also identified capabilities of individual users and the privileges
that they possess. Table 11 summarizes the main elements of this model.
Table 11 Working example: organizational model
User Role(s) Position Capabilities Privileges
Kay Adams Carrrier Admin
Officer
Head of CD choose, start, reorder
Billy Van Arsdale Junior Supply Officer SD clerk choose, start, reorder
Momo Barone Courier CD clerk choose, start, reorder
Emilio Barzini Finance Officer FD clerk choose, start, reorder
Peter Clemenza Courier CD clerk choose, start, reorder
Stefano Clemenza Shipment Planner,
Courier
CD clerk choose, start, reorder
Don Vito Corleone Order Fulfilment
Manager
CEO manage cases
Fredo Corleone PO Manager Head of OD choose, start, reorder
Mama Corleone Shipment Planner CD clerk choose, start, reorder
Michael Corleone PO Manager OD clerk choose, start, reorder
Sonny Corleone PO Manager OD clerk choose, start, reorder
Carmine Cuneo Shipment Planner CD clerk choose, start, reorder
Don Carmine
Cuneo
Account Manager FD clerk choose, start, reorder,
chained execution
Johnny Fontaine Shipment Planner CD clerk choose, start, reorder
Tom Hagen Senior Supply Officer,
Supply Admin Officer
Head of SD, Assistant
head of OD
Master in
SCLM
choose, start, reorder, view
group
Jaggy Jovino Senior Supply Officer SD clerk Master in
SCLM
choose, start, reorder
Jo Luccadello Senior Supply Officer Warehouse clerk, SD
clerk
Bachelor in
SCLM
choose, start, reorder
Vincent 'Vinnie'
Mancini-Corleone
PO Manager OD clerk choose, start, reorder
Carmine Marino PO Manager, Client
Liaison
OD clerk choose, start, reorder
Capt. McCluskey Finance Officer FD clerk choose, start, reorder
Arturo d'Ofstede Finance Officer FD clerk choose, start, reorder
Carlo Rizzi Junior Supply Officer SD clerk Bachelor in
SCLM
choose, start, reorder
Connie Corleone
Rizzi
Warehouse
Administration
Officer
Head of warehouse choose, start, reorder
Marcello La Rosa Courier CD clerk choose, start, reorder
Virgil 'The Turk'
Sollozzo
Senior Finance Officer Head of FD choose, start, reorder, view
group
Sal Tessio Client Liaison OD clerk choose, start, reorder
Jack Woltz Warehouse Officer Warehouse clerk choose, start, reorder
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In terms of other aspects of the resource perspective:
• most tasks in the process utilize an SRR or SRS interaction strategy such
that the system offers tasks to potential users but the selection and com-
mencement of the tasks is under the auspices of the individual user. On
occasions where a distribution strategy is used that requires direct allo-
cation of a task to a specific user, a specific allocation strategy is used to
select a single user for the task, such as for the following tasks
 Carrier Appointment (SSR): random allocation
 Create Carrier Manifest (SSR): round robin
 Prepare Quote Guide (SSR): shortest queue
 Estimate Trailer Usage (SSR): random allocation
 Issue Debit Adjustment (SSS): shortest queue
 Issue Credit Adjustment (SSS): shortest queue
• a minimalist set of privileges are specified for tasks, with the main privi-
leges being specified in this area being as follows:
 Prepare Transport Quote: suspend, reallocate (with and without state)
 Create Purchase Order: suspend, reallocate (with and without state),
deallocate
 Approve Purchase Order: delegate
 Confirm Purchase Order: deallocate
 Modify Purchase Order: skip
 Authorize Return Merchandize: delegate
 Authorize Loss or Damage Claim: delegate
• retain familiar and four eyes constraints are specified between the following
tasks when distributing work:
 Update Shipping Purchase Order and Issue Shipment Purchase Order (re-
tain familiar)
 Arrange Delivery Appointment (SP) and Arrange Pickup Appointment
(SP) (retain familiar)
 Arrange Delivery Appointment (FTL) and Arrange Pickup Appointment
(FTL) (four eyes)
9 Conclusion
In this chapter we have introduced the YAWL language in both conceptual
and operational terms, describing its major features in the control-flow, data
and resource perspectives. The derivation of these language features from the
workflow patterns is described in detail as are the formal modeling founda-
tions on which YAWL is based. In doing so, we trust that we have laid the
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groundwork for the reader to tackle subsequent chapters of this book that
assume some knowledge of the material discussed in this section.
Exercises
1. Identify the main YAWL split and join operators. Model each of these in
terms of Petri nets.
2. Model the following process as a Petri net and then as a YAWL model.
Highlight the differences between the two models.
• A travel agency makes travel arrangements for people
• A travel arrangement may include one or more of the following activities:
book flight, book car and book hotel
• These activities occur in parallel
• As they involve dealing with third parties, each of the booking activities
may be either successful or unsuccessful
• When all booking activities requested by a customer have completed suc-
cessfully, the payment activity is triggered
• If any of the booking activities are unsuccessful, any further progress on
the booking activities (if any) is canceled
• The process completes after either a payment or cancelation activity
3. Model the following process as a Petri net and then as a YAWL model.
Highlight the differences between the two models. Identify the patterns that
exist in each model.
• A quality management process exists within a company to receive improve-
ment recommendations from staff
• An instance of the process is triggered when an improvement suggestion
is received
• The first step in the process is to register the suggestion
• Two subsequent activities are then triggered in parallel: (1) a request for
further information is sent to the staff member and (2) the initial sugges-
tion evaluation occurs
• After the request for further information has been sent, there is a 14 day
waiting period for a response. If further details are received within this
time frame, then the process response task executes. If not, then the pro-
cess response task is skipped. In either case, the state after the process
response task has executed or been skipped is known as the response han-
dling complete state
• After the initial suggestion evaluation has completed, depending on the
outcome, one of two possible states is entered: either (1) the decision is
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made to accept the suggestion for action or (2) the decision is made to
reject the suggestion and the processing complete state is entered
• If the decision is made to accept the suggestion, and the response han-
dling complete state has been reached, then a detailed examination of the
suggestion occurs to determine what resolution action to take
• After the detailed examination has completed, the proposed response to
the improvement suggestion is forwarded to a manager for confirmation
• If the confirmation outcome is positive, then the resolution task executes
• If the confirmation outcome is negative, the process reverts to the accept
the suggestion state
• After the resolution task has completed, the processing complete state is
entered
• The archive task can execute once the process is in the response handling
complete and processing complete state. The process then terminates.
4. Model the following process as a Petri net and then as a YAWL model.
Highlight the differences between the two models.
• An accident investigation process exists within a farm machinery manufac-
turing organization to assess whether any reported farm accidents require
modifications to machinery currently being made
• An instance of the process is reported each time an accident is reported
• The first task to execute is the travel to accident location task
• After this task, two subsequent tasks are initiated in parallel: (1) the review
situation task and (2) the determine if investigation required task
• Once the review situation task has completed, multiple concurrent in-
stances of the interview witness task are executed concurrently depending
on the number of witnesses who saw the accident
• The determine if investigation required task allows a summary decision to
be arrived at as to whether to complete a full investigation of the accident
or not. If it is decided not to investigate the accident further, any instances
of the review situation and determine if investigation required tasks cur-
rently running are canceled. Regardless of the decision, the process enters
the assessment complete state
• Once the process has reached the assessment complete state and any re-
maining instances of the interview witness task have completed, the report
findings task can execute and the process can complete execution
5. Identify the possible execution traces for each of the following YAWL pro-
cesses.
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X Y
B
(a)
(d)
(e)
(c)
(b)
6. (a) Identify four distinct ways of passing data between a task instance and
the environment. What are the distinctions between them?
(b) Data passing by reference and value are two common schemes for data
handling in workflows. What are the implications of each strategy?
(c) Identify possible uses for data transformation patterns
7. In a workflow system such as YAWL, work items can be in an offered,
allocated or started state. As such, there are a number of distribution options
for work items depending on the timing of the various distribution options e.g.
offer, allocate, start results in a work item first being offered to several users
and appearing in their worklist handler in an offered state as shown in the
first line (a) of the diagram below. When one user selects it for allocation, its
state changes to allocated. When (at a later time) the user chooses to start
it, its state changes to started. Which interaction sequences do the other
strategies in lines (b), (c) and (d) correspond to?
offer allocate start
(a)
(b)
(c)
(d)
8. Which patterns do the following approaches to work distribution corre-
spond to?
• Allocate the batch rivet task to a manager
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• Allocate the batch rivet task to the resource with the least work
• Distribute the deliver invoice task to the resource identified in the respon-
sible operator field for the contract record corresponding to this customer
• Offer the dangerous mission task to all junior soldiers
• Allocate the dangerous mission task to the soldier who least recently un-
dertook a mission
• Allocate the dangerous mission task to a soldier who serves in the marine
or infantry division
• Allocate the dangerous mission task to a soldier with one or more bravery
citations
• Allocate the batch rivet task to the resource who undertook the prepare
solder task
• Allocate the count cash task to a resource who has undertaken the prepare
reconciliation task for more than 2 weeks
• Distribute the coordinate journey task to the least busy colonel in the
marine corps who has undertaken the training course
Chapter Notes
Readers that are interested in pursuing some of the topics introduced in this
chapter in more depth, may find the following publications of interest.
Petri Nets
The original definition of Petri nets is contained in the PhD thesis [13] of
Carl Adam Petri. Comprehensive introductions to the field of Petri nets can
be found in the work of Peterson [12], Reisig [14], and Desel and Esparza [6].
A comprehensive introduction to Coloured Petri nets by Jensen can be found
in [11].
Workflow Nets
The standard reference on Workflow nets and their application in the context
of workflow technology is from van der Aalst [1]. The three advantages of
using Petri nets for process modeling identified in Sect .3 are taken from this
work.
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Reset Nets
Comprehensive introductions to Reset nets and their use can be found in
work by Dufourd et al. [7] and Finkel et al. [8, 9].
Workflow Patterns
The seminal workflow patterns paper is published in [5]. This work has re-
cently been revised in [18] leading to an augmented set of workflow control-
flow patterns. Initial work in the area focussed on the control-flow perpsective.
Subsequent publications extended it to the data [19], resource [17] and ex-
ception [16] perspectives. A complete description of the workflow patterns is
contained in Russell's PhD thesis [15].
YAWL
The initial proposal for YAWL, a workflow language based on the workflow
patterns, was presented at the CPN Workshop in 2002 [3]. This was shortly
followed by a complete description of the language and its semantics in [4].
The language proposal soon spurred the development of an actual imple-
mentation of the YAWL language which is described in detail in [2]. Initial
versions of both the YAWL language and system focussed on control-flow as-
pects. In light of new insights into the full range of patterns that are relevant
to a process, particularly in the data and resource perspectives, a complete
revision of the YAWL language, termed newYAWL, has recently been pro-
posed [15].
Object-Role Modeling
The standard reference on Object-Role Modeling (commonly referred to as
ORM) is [10].
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