We show that the time-dependence of electromagnetic field in a periodically modulated cavity can be effectively analyzed using a Floquet map. The map relates the field states separated by one period of the drive; iterative application of the map allows to determine field configuration after arbitrary number of drive periods. For resonant and near-resonant drives, the map has stable and unstable fixed points, which are the loci of infinite energy concentration in the long time limit. The Floquet map method can be applied both to classical and quantum massless field problems, including the dynamical Casimir effect. The stroboscopic time evolution implemented by the map can be interpreted in terms of the wave propagation in a curved space, with the fixed points of the map corresponding to the black hole and white hole horizons. More practically, the map can be used to design protocols for signal compression/decompression, cooling, and sensing.
I. INTRODUCTION
Periodically driven systems lie between static and truly time-dependent systems. Though nominally only slightly more complex to specify than their time-independent counterparts, their behaviors can be qualitatively different. A notable classical example is the onset of chaos in a kicked rotor [1] and in a driven nonlinear oscillator [2] . In quantum systems, periodic driving can lead to new states of matter, impossible in equilibrium [3] [4] [5] [6] [7] [8] . More broadly, a digital computer can be seen as a physical system that periodically applies a specific set of rules to its current state, thus recomputing the input for the next clock cycle [9] [10] [11] [12] , producing a combinatorial variety of outputs.
A periodically driven closed physical system breaks the continuous time translation symmetry, which characterizes stationary systems. However, it preserves the discrete time translation symmetry: a time shift by an integer number of drive periods is a good symmetry, which can be used to simplify analysis. In this work we will assume that the drive is supplied by an external clock, which breaks the continuous time translational symmetry explicitly. However, this is not a necessary assumption, since -as long as there is an energy source -there are many mechanism for generating oscillations (e.g., a wound up spring in a mechanical clock or dc current in a quartz clock or a semiconductor laser) [13] .
Continuous time translation symmetry leads to energy conservation; on the other hand, the discrete time translation symmetry only conserves quasienergy, a bounded quantity. Since the quasienergy is defined only modulo the quantum of drive frequency, the instantaneous energy of a driven system becomes unbounded, leading to a richer dynamics not limited to the constant energy hypersurface of the phase space.
Just like the energy eigenstates provide a natural basis for static quantum systems, the quasi-energy eigenstates -or Floquet eigenstates -provide a convenient basis for periodically driven systems. They are the eigenstates of the evolution operator over the single period of the drive and hence their time evolution is particularly simple: after a period of drive they come back to themselves, up to a phase that defines quasienergy. An arbitrary initial state of a driven system can be expanded in terms of the Floquet states, which completely determines its time evolution.
For finite-dimensional Hamiltonians this is a very efficient approach that revealed possibility of such exotic quantum states as the Floquet topological insulators and time crystals. On the other hand, for truly (nonfactorizable) infinite dimensional systems, the application of Floquet technology is hampered by the need to diagonalize infinite matrices. Even the "simple" case of a single quantum parametrically driven oscillator, albeit solvable, requires application of special techniques [14] .
In this paper we demonstrate how a Floquet-like approach can be applied to solve the problem of a periodically driven one-dimensional electromagnetic cavity, e.g. a cavity whose length is periodically modulated. A static cavity contains an infinite number of eigenmodes, each a harmonic oscillator, making the problem equivalent to an infinite number of parametrically driven harmonic oscillators. Yet, as we will show, it is possible to construct a map that relates the electromagnetic field A(x, t 0 ) at some initial time t 0 to the field one period of drive later, A(x, t 0 + T ). The same map can be applied repeatedly to generate the field configuration at any other discrete time, A(x, t 0 + nT ). The map function plays a role similar to the Floquet evolution operator mentioned earlier.
For that reason, we will refer to the map as the Floquet map.
The Floquet map reveals some striking features of a classical field in a driven cavity. For instance, it shows that if the cavity is driven close to its q th eigenfrequency, any initial field configuration becomes exponentially concentrated and amplified around q fixed-point trajectories, one for each stable fixed point of the stroboscopic map function. This feature offers a possibility of creating ultrashort and intense pulses (related to mode-locking in lasers), or for concentrating and removing thermal or any other electromagnetic energy from the cavity ("parametric cooling").
The Floquet map function is closely related to the conformal transformation function that has been employed to relate a driven cavity problem to a stationary one [15] (reviewed in Section II B); it is known explicitly only in few special cases [15, 16] . Various approximate and numerical techniques have been proposed to construct the conformal transformation function [17, 18] . However, they didn't take advantage of the Floquet structure of the problem and tried to solve for it directly, apparently running into difficulties in the long time limit.
The knowledge of the Floquet map, and hence also the conformal map function, allows to solve the problem of the quantum cavity field. In particular, one can find how the vacuum energy density responds to driving. It has been noticed previously that starting from vacuum, as a result of driving, the energy density develops exponentially sharp peaks [16] . As we will show, these peaks correspond precisely to the stable fixed points of the Floquet map. In the case of weak driving, the Floquet map can be explicitly calculated for arbitrary number of drive periods (Section IV). That allows to show analytically both the emergence of the peaks, and that the vacuum energy density between the peaks generically drops to a value below the static Casimir energy density (Section VI).
The Floquet map allows to efficiently evolve any initial field configuration over any integer number of drive periods. If a field configuration at some other intermediate time is desired, it can also be found, by first applying the Floquet map for "coarse approach", and then evolving the wave equation directly over the time interval shorter than the drive period.
Moreover, it is easy to concatenate multiple periodic drive protocols, using output of one as an input for the following one. A special case of this is a time-reversal protocol (Section III D). The natural time evolution for resonant or near resonant driving, independent of the initial conditions, is for the radiation to be compressed to exponentially short pulses. However, there is no information loss: for any drive protocol, it is possible to construct a complementary protocol that inverts the discrete time evolution. This could be of interest for signal compression and decompression (Section IX C).
A consequence of the fixed point evolution is that there appears to be loss of unitarity in the long time limit -any initial state becomes infinitely compressed into a set of (stable fixed) points. Remarkably, propagating back in time has the same effect, except that the role of the stable fixed points is taken by the unstable fixed points. That is, if a system has experienced periodic drive starting from t = −∞ and has a nontrivial field configuration at time time t = 0, then it necessarily originated from an unstable fixed point(s) at t = −∞ ("bang") and is destined to end up in a stable fixed point(s) at time t = ∞ ("crunch"). This analogy with the black and white hole dynamics can be used to construct a stroboscopic toy model of General Relativity, with the speed of light and singularity structure controlled by the drive amplitude and detuning from the cavity resonances (Section VIII).
Besides a cavity with moving mirrors, essentially the same phenomena can be obtained in fixed mirror cavities or circular optical fiber resonators by modulating the optical properties of the medium. Spatio-temporally modulating the refractive index changes the optical length, which is analogous to changing the actual length of the cavity [19] [20] [21] (Appendix B). Moreover, besides the electromagnetic waves, other waves with weak dispersion (dependence of propagation speed on wavelength) can be used as well. Among them, phonons in crystals or Bose condensates, or antiferromagnons. The nonlinearities present in their dispersions can lead to additional phenomena, such as shock waves and caustics.
II. MODEL: 1D OPTICAL CAVITY WITH A MOVING MIRROR.
In this section we formulate the model of 1D cavity with moving mirror, present the formal solution in terms of the conformal transformation originally constructed by G. Moore [15] , and give its interpretation in terms of the vector potential transport along the light rays (light world lines = null lines). We then recast the problem of a linear resonator cavity into ring cavity of twice the size with only one direction of light propagation, and finally introduce the indicator basis for the dynamical problem which plays the same role as the eigenbasis of the stationary problem.
A. Statement of the problem
Consider an electromagnetic linear cavity defined by two mirrors, one stationary at x = 0, and the other following a trajectory x = z(t). This may be a linear stripline resonator or a cavity bounded by infinite parallel mirrors. In the latter case, we will not concern ourselves, however, with the wave propagation in the direction parallel to the mirrors, as the wave-vector in that direction is preserved and can be included straightforwardly (if mirrors are finite, then the role of the in-plane momentum is played by the mode index).
We will work in the Coulomb (transverse) gauge. The wave equation that describes the evolution of the vector potential A(t, x) between the mirrors is
(we use the units where the speed of light is c = 1). For a perfect mirror, either static or moving, the correct boundary conditions are A(t, 0) = 0 and A(t, z(t)) = 0. They correspond to the vanishing surface electric field in the frame where the mirror is stationary. Indeed, electric field in the frame moving with velocity v is related to the electric and magnetic fields in the lab frame via E z = γ(E z − vB y ) = γ(∂ t A +ż∂ x A), where
It is proportional to the directional derivative of the (z component of) vector potential along the mirror trajectory. Hence if A is set to 0 (or any other constant) on the mirrors, the zero electric field boundary conditions is automatically satisfied [15] .
The goal is to solve for A(t, x) starting from any initial field configuration. For a stationary resonator, the problem is trivially solved by expanding the initial conditions in terms of the eigenmodes of the cavity. When the cavity itself is time-dependent, the eigenmodes can only be defined for instantaneous mirror positions and thus no longer provide a good expansion basis. An alternative method is needed.
B. Solution by conformal mapping
It was shown by Moore [15] that the 1D problem with a moving mirror can be mapped onto a stationary problem with fixed mirrors by a conformal transformation,
It has the property dt 2 − dx 2 = F (s + w)F (s − w)(ds 2 − dw 2 ), and preserves the form of the wave equation,
The function F can be chosen to map, e.g., (t, 0) to (s, 0) and (t, z(t)) to (s, 1). The transformation is defined then by the conditions, t = F (s), (5) t + z(t) = F (s + 1), (6) t − z(t) = F (s − 1).
Introducing an inverse function R = F −1 , the last two equations are equivalent to R(t + z(t)) − R(t − z(t)) = 2,
which, when solved, can be used to relate any solution of static problem to a solution in the time-dependent problem. A general solution of Eq. (4) has the form A(s, w) = A + (s + w) + A − (s − w).
The zero boundary conditions at w = 0, 1 imply A + (s) = −A − (s), and A + (s) = A + (s + 2). Therefore a general solution to the original problem is A(s, w) → A + (R(t − x)) − A + (R(t + x)) ≡Ã(t, x).
That this is a legitimate solution is clear -as an additive function of (x ± t), it automatically satisfies the wave equation (1) everywhere inside the cavity. The zero boundary conditions are satisfied trivially at x = 0 and at x = z(t) from Eq. (8) and the periodic property of A + . For example, take an eigen-mode in the static problem. It corresponds to the following solution of the original problem A n (s, w) = e −inπs sin(nπw) = e −inπR(t+x) − e −inπR(t−x) 2i ≡Ã n (t, x). (10) If the mirror cannot move superluminally (|ż| < 1) [22] , then it is sufficient to define the function R(x) on the interval [−z(0), z(0)). From that interval, R(x) can be bootstrapped using Eq. (8) to all other x (but only if mirror is subluminal!). For instance, in the previous example, if we choose R(x) = x/z(0) on x ∈ [−z(0), z(0)], then A n (t, x) will clearly correspond to the cavity being initialized in the n th eignemode at t = 0.
C. Interpretation of the Moore formula.
The structure of the Moore formula (9) reflects the fact that the solution is being transported along the left and right moving rays, t ± x = const. This is indeed expected since, except for the reflection at the mirrors, the light propagates freely in vacuum, with the value of A being constant on the world (null) lines. What happens at the mirror? Right before encountering the mirror, the world line is causally unaware of its existence. After reflection it reverses direction and begins to move away from the mirror. At the mirror, by the boundary conditions, the total (incoming plus reflected) vector potential vanishes. Thus we conclude that the vector potential simply flips sign upon reflection, but preserves magnitude as the world line bounces between the mirrors, Fig. 1a . That prescription is independent of whether the mirror is moving or static. For moving mirror, same conclusion is reached from the Lorenz transformation properties of the vector potential: being transverse, A is invariant with respect to a boost in the direction of propagation, both before and after the reflection.
This leads to the following approach to solving the initial value problem with moving mirrors. Suppose the initial conditions are specified at t = 0, represented as a sum of left and right moving components, A 0 (x) = A 0+ (x) + A 0− (x), consistent with the boundary conditions. To find A + (t, x) and A − (t, x) at a different time, one should construct the null lines from (x, t) back to t = 0 line. These trajectories are x ± (t), satisfying the "final" conditions x ± (t) = x andẋ ± (t) = ±1. Then, if at initial timeẋ ± (0) = ±1, then A(t, x) = A + (x + (0)) + A − (x − (0)); otherwise (ẋ ± (0) = ∓1), we get A(t, x) = −A − (x + (0)) − A + (x − (0)). An equivalent point of view is that the time evolution is a time-dependent map of a set of points x i (t) from t = 0 to any other time. As the points propagate, they carry the associated initial values of A 0± (x i ) that determine the field configuration at any other time.
D. Unfolding cavity into a ring
Instead of keeping track of the right and left moving waves in the cavity, it is convenient to unfold the cavity of length z(t) into a ring of twice the circumference, 2z(t), with only one direction of propagation. What used to be a right moving wave ("right mover") at point x ∈ (0, z(t)) maps onto a point x in the ring, while the left mover at the same point maps onto point −x, with the same direction of propagation along the ring, Figure 1 . The ring construction makes explicit the cyclic nature of the wave propagation in the cavity: The left movers after reflecting from x = 0 boundary become right movers, and right movers after reflecting from the x = z(t) appear as the left movers at x = −z(t), the two points being identified on a ring. Upon reflection, the vector potential that they carry, A 0 , flips sign; a full trajectory around the ring contains two reflections and hence two sign changes. This corresponds to a chiral wave equation
defined on a ring with a time-dependent circumference 2z(t). As a simple first order PDE it can be solved by the method of characteristics. The characteristics are the null lines that "transport" the vector potential A, with no change, expect for sign flips at points (t, 0) and (t, z(t)).
A general solution of the wave equation, Eq. (9), rewritten on a ring becomes A(t, x) = A + (R(t − x s )) − A + (R(t + x s )) | xs∈seg → A + (R(t − x)) sign(x)| x∈ring (12) where x s is the positive coordinate in the original cavity, while x lives on a ring and can be either positive (right mover) or negative (left mover). As was shown in Section II B, A + (s) is an arbitrary function of x with period 2. An initial value problem with the initial vector potential A 0 (x) defined on the ring at t = 0, [−z(0), z(0)), is therefore solved by (12) , by matching to the initial conditions, A + (s) = A 0 (−z(0)s)sign(s), s ∈ [−1, 1); (13) (14) and constructing the inverse conformal function starting with R(x) = x, x ∈ [−1, 1), (15) and bootstrapping with R(t + z(t)) = R(t − z(t)) + 2.
Notice that while A 0 (x) is in general discontinuous at x = 0, z(0), the function A + (s) is continuos.
E. Indicator basis
We will now construct the modes (basis) for the dynamical problem in terms of which an arbitrary initial conditions can be expanded, and whose dynamics fully determines the time evolution. A convenient choice is the indicator basis. At t = 0 it is labeled by the position x 0 in [−z(0), z(0)), A x0 (0, x) = 1 δ (x − x 0 ), (17) where, 1 δ (x) = 1 if |x| < δ/2, and zero otherwise. If x 0 are spaced by δ, and δ → 0, any continuous function A 0 (x) can be expanded in this basis. The time evolution is governed by the light-ray propagation (see Section II C), A x0 (t, x) = 1 δ (x − x x0 (t)). (18) Here x x0 (t) is the null line originating at x 0 , x x0 (0) = x 0 . Hence the initial value problem is solved by
where
III. PERIODIC DRIVE: STROBOSCOPIC EVOLUTION AND THE FLOQUET MAP
As we saw in Section II E, the solution of the dynamical problem simply reduces to finding the null line trajectories, x x0 (t). This is the case in general, regardless of whether the drive z(t) is periodic or not. If the drive is periodic, the problem simplifies dramatically. In this section we show that the dynamics of the electromagnetic field in a periodically driven cavity is captured by the stroboscopic observation synchronized with the drive.
The stroboscopic evolution is completely determined by a map that relates positions x 0 = x x0 (0) and x x0 (T ) one period later. If the map has fixed points, the longtime evolution leads to collapse of the field to a discrete set of fixed point trajectories. The map is invertible, which will allow us to construct a discrete time-reversal by simply changing the modulation protocol z(t). For weak near-resonant drives we will calculate explicitly both the single period and multi-period map function.
A. Floquet map
The chiral wave equation on a ring (11) is the first order in time, and hence the field evolution does not have "memory" and only depends on the current and future cavity configurations. In this sense, the dynamics is "Markovian". After each period of modulation the cavity returns to its initial state. Therefore, the field evolution over single period is a sufficient building block to construct evolution over any number of periods. Using the indicator basis (Section II E), the problem reduces to finding the map relating the null line spatial coordinate x 0 at t = 0 to the one at t = T , x 1 = x x0 (T ).
Let us introduce map function, f (x) : x t0 → x t0+T , or using discrete-time indexing, x n+1 = f (x n ). There is a single null line originating from any point on the ring that implements the map (as opposed to the original cavity, which had two separate null lines corresponding to left and right movers). The nested application of the map function corresponds to the evolution over multiple periods, f (p) (x) : x t0 → x t0+pT . It is convenient to define also the inverse map function, g = f −1 . Indeed, if f corresponds to propagation by single period forward in time, g propagates back in time by one period. The multi-period inverse map function implements the discrete version of function R(x) from Eq. (8) . Taking the reference time to zero, t 0 = 0,
A discrete maps is characterized by its fixed points. As the name suggests, a fixed point remains invariant under the action of the map, x 0 = f (x 0 ). The fixed points can be either stable or unstable, depending on whether a deviation from the fixed point, δ, grows or decays. To linear order, δ n = f (x 0 )δ n−1 . Thus, stable fixed points have |f (x 0 )| < 1; for |f (x 0 )| > 1 they are unstable. There can also be higher (than 1) period fixed points, defined as x 0 = f (p) (x 0 ) [for instance, f (2) (x) = f (f (x))]. There are necessarily at least p of those, since if x 0 is a period p fixed point, so is f (x 0 ). As we will see, the period p fixed points emerge when the cavity is driven near the p th resonance mode of the cavity. The stable fixed points correspond to the (stroboscopic) points where the cavity energy is becoming infinitely concentrated in the long time limit ("black holes"), and the unstable fixed points to the points from which the energy is being repelled ("white holes"). It is important to note, that the map is static only stroboscopically, starting from some seed time (or, equivalently, mirror oscillation phase). Observed over continuous time, the fixed points actually travel inside the cavity at the speed of light tracing out fixed-point trajectories.
B. Fixed points and their evolutions with parameters.
The simplest example of a situation that has fixed points is a 1D cavity driven at the lowest frequency resonance, e.g., z(t) = L 0 + A sin Ωt with L 0 = cT /2 = πc/Ω. (2L 0 will denote the distance light travels during the period of modulation; will use A linear cavity of length z(t) can be "unfolded" into a ring of twice the circumference, 2z(t), with only one direction of propagation. What used to be a right moving wave ("right mover") at point x ∈ (0, z(t)) maps onto a point x in the ring, while the left mover at the same point maps onto point −x, with the same direction of propagation along the ring.
L to denote the average cavity length, that can be different from L 0 .) Then, trajectories that encounter the moving wall at the "neutral" position, z(t) = L 0 (which happens in this specific example at times t = nT /2, n integer), will keep coming back to the mirror after the mirror period T . Observed stroboscopically, they correspond to fixed-points. There are two distinct trajectories of this kind: one withż(t) > 0 at the time of the encounter (t = nT ), and the other withż(t) < 0 (encounters at t = (n + 1/2)T ), that produce negative and positive Doppler shift for the cavity light, respectively. The Doppler shift of the frequency or wavelength describes the contraction or expansion of the incoming wave (e.g., internode distance). Therefore, there is direct correspondence between the sign of the Doppler shift on the fixedpoint trajectory and the stability of the corresponding fixed point: positive frequency shift corresponds to stable fixed points, and vice versa.
The fixed points persist also away from the perfect resonance conditions, for any smooth function z(t) with period T as long as min z(t) < L 0 < max z(t). Geometrically, the fixed points trajectories pass through (reflect from) the intersections of x = z(t) and x = L 0 . As the function z(t) changes, the fixed points can appear and disappear, typically in pairs of stable and unstable fixed points. The happens when x = L 0 line touches z(t).
When fixed points are preset, in the long time limit, the light inside the cavity gets infinitely compressed into ultra short pulses that travel between the mirrors with the period of the drive. Outside the fixed point regime there is no infinite compression, and observed stroboscopically the ray position keeps shifting with every period.
In addition to the period-one fixed points, there can also be higher period fixed points. These occur when during the round trip through the cavity, the moving mirror performs several oscillations; they correspond to the cavity driven near its higher order resonance p > 1. Similar to the p = 1 case, the location of the fixed point trajectories is defined by the intersection of x = z(t) and x = pL 0 lines. When the fixed points exist, there are at least 2p of them, one stable and one unstable for every period of the drive. For each fixed point, there is a corresponding fixed point trajectory. A particular consequence of having multiple stable fixed points is that under driving, any initially uniform (e.g. eigen-mode) of the cavity becomes split into p equally spaced pulses.
C. Direct and inverse map functions
In this section we construct the equations that the single-period direct (f ) and inverse (g) map functions satisfy. Suppose we are interested in the map function starting at time t 0 , f : x(t 0 ) → x(t 0 + T ), or x 0 → x 1 for short. For concreteness will assume that during the period of modulation, the ray encounters the moving wall precisely once; that is, the modulation frequency Ω is near the fundamental resonance (higher resonances can be treated analogously). The time of encounter with the moving mirror is determined by
The total spatial length of the trajectory over the period of drive is
The above two equations specify the map x 0 → x 1 implicitly. If the nonlinear equation (23) is solvable analytically, the map can be constructed explicitly. Otherwise we can resort to numerics or perturbation theory. Due to the assumed periodicity of z(t), the identical map relates any x n and x n+1 . Somewhat more explicitly, the direct and the inverse maps are given by
Maps of this kind, connecting two points on a circle, have been first studied by Andrey Kolmogorov in relation to the dynamics of kicked spinning rotors and are known to have a number of interesting properties. Even though in general it is impossible to solve Eqs. (23, 25) analytically, there is a useful relationship between the direct and inverse maps that allows to construct a practical time reversal protocol. Such a protocol can be used to compress a signal to a very short duration and subsequently to perfectly reconstruct the original.
For concreteness let us stay close to the fundamental resonance. In this case,
Now, applying the transformation z(t) → 2L 0 − z(t) is equivalent to swapping x 0 and x 1 in both (25) and (23) . The modified modulation protocol makes the discretetime sequence x n run backwards in time! For example, driving the mirror with some periodic protocol z(t) up to some time t * and then changing it to 2L 0 − z(t) for t > t * is equivalent to doing a time reversal operation relative to time t *
Naturally, this can only be safely done at times when 2L 0 − z(t * ) = z(t * ) -to avoid discontinuity in the trajectory Z(t) at t * . Also, for a perfect transformation one has to avoid the situation when any part of the wave packet arrives at the moving mirror at time t * . Notice that this discrete time reversal is not the same as the trivial -continuous -time reversal z(t) → z(−t) and x → −x, as it does not require the time reversal of the light world lines.
If the cavity is driven at a higher harmonic, z(t) ≈ pL 0 , the corresponding time-reversal transformation that undoes the higher-period map
IV. WEAK MODULATION: PERTURBATIVE SOLUTION
In this section we will explicitly construct the single and multiperiod Floquet map functions for a weakly modulated mirror, for any z(t).
When the drive amplitude is small,
to the lowest order approximation, the solution of (26) 
Due to its simple explicit form, the result of the iterative map application map (both forward and back in time) can be easily computed. (Note that through Eq. (21), the iterated map function g (p) also determines the Moore conformal transformation function R.)
Long-time evolution
For a known map function, x n+1 = f (x n ) can be iterated to determine x n+q for an arbitrary integer q. Despite being explicit this is not always a convenient procedure, for instance if we are interested in the limit of large q. This is particularly true when the drive strength is weak, and every application of the map function has only a small effect. Fortunately, this is precisely the limit in which an explicit evaluation of the iterated map is possible, in the particularly interesting case of the nearly resonant drive.
For concreteness, consider the case of drive near the fundamental resonance, L ≈ L 0 = cT /2. Under the specified conditions the relative change of x n after one application of the map function is small, |x n+1 − x n | x n . Thus, the iteration step n can be approximately treated as a continuous variable, transforming the map equation (29) into an ODE,
or in the integral form
There are two qualitatively distinct regimes that this expression covers, depending on whether the denominator under the integral has roots as a function of x or not. The roots correspond to the fixed point of the iteration. If there are no roots, then as a function of time x keeps drifting with an approximate rate dx/dn ≈ 2(L 0 − L).
Weak harmonic modulation
Here we present the explicit results for an important case of weak harmonic modulation,
Suppose that the modulation is at the fundamental resonance, L = L 0 , |A| L 0 , which makes the conditions of (30) satisfied (the near-resonant case L = L 0 can also be solved analytically).
After conveniently choosing the reference time t 0 , the map ODE is
or, introducing rescaled
ForÃ > 0, it has an unstable fixed point atx u = 0 and a stable one atx s = π. It is clear from (34) that if the initialx 0 is inside the open interval (0, π) the evolution makes it gradually move toward the stable fixed point [similarly for the interval (π, 2π)]. The equation (34) can be integrated, relating the initial and the final values of x,
In the long time (n 1) limit, this gives convergence to the stable fixed point, unless the initial valuex 0 is precisely at the unstable fixed point. Indeed, let us define
. The limiting cases can be understood by realizing that in the long time limit, most of the iteration time spent in the vicinity of the fixed points, either stable or unstable. For instance, starting near the unstable fixed point, it takes n u ∼ (log 1/δ 0 )/f u iterations to reachx of order 1. From there, the remaining n s = n − n u iterations go from 1 to δ n near the stable fixed point, δ n ∼ (f s )
ns . Recalling now that f u ≈ 1 + 2Ã, and f s ≈ 1 − 2Ã we recover one of the limiting expressions above.
Finally, the multi-period map function is
The case of a drive at higher cavity resonance can be treated analogously. For a closer parallel, let us keep the cavity size fixed at L 0 and increase the drive frequency, Ω = qΩ 0 = qπc/L 0 , while keeping the "sampling frequency" still at Ω 0 . This way one period of sampling corresponds to q periods of drive. The new "continuous time" evolution equation is
which obviously has a solutioñ
It has q stable and q unstable fixed points, separated by distance π/q. Note that qn that appears in the exponential counts the true number of periods of the drive, and not of the "sampling."
V. ENERGY DENSITY AND ENERGY
Fixed points of the stroboscopic cavity field evolution described by the Floquet map correspond to the strong concentration of the field energy. In this section we examine this effect in detail for the case of classical fields. We find that the peaks become exponentially sharer and more intense with time. Between the peaks, the energy density becomes exponentially suppressed. The number of peaks is given by the order of the driven resonance, q = 1 for the fundamental and q > 1 for the higher modes. Such strong effects promise tantalizing opportunities for creation of high intensity pulses of energy, and also for "sweeping" the cavities -concentrating and removing unwanted energy, which is equivalent to cooling (Section VII). In Section VI we will repeat the analysis for the quantum fields, in particular examine how the vacuum energy is affected by pumping.
A. Qualitative picture
In the resonant or near-resonant retime, after the fixed point dynamics is established, every reflection of the pulse from the moving mirror leads to a multiplicative
, where k is the incoming wavevector and v is the mirror velocity at the intersection with the fixed point trajectory (world line). Coarse-graining over the fixed point trajectory period, T (approximately the fundamental mode period for small amplitudes of modulation)
(we assumed here that |v| c). The energy density of a wave scales as k 2 A 2 , and the total energy as kA 2 . Since the vector potential remains constant on the null lines (up to the sign flips after every reflection), these quantities grow exponentially with time as e 4vt cT and e 2vt cT , respectively (and decay exponentially for the unstable fixed point trajectories).
The wave vector behavior in Eq. (39) is identical to the one in the uniformly accelerating frame. This is not a coincidence (for details see Appendix A).
B. Quantitative picture
We now quantify the above qualitative arguments. Suppose the cavity is initialized in the state with the vector potential A 0 (x), defined on the initial circle [−z(0), z(0)), Fig. 1 which takes care of the left and right movers, and thus is equivalent do defining the initial values and derivates of A on the segment [0, z(0)] needed for the solution of the wave equation (1) . The value of the vector potential at any later space-time point (t, x t ) can be obtained by transporting back to time t = 0, to determine the corresponding value of x 0 and reading off A(x 0 ), as was discussed in Section II E. Let us introduce for convenience the inverse map function, such that x 0 = g (t) (x t ), which extends the discrete inverse map function g (p) (see, e.g., Section IV 2) to all times. Then, the general solution of the wave equation is
The cavity energy is the integral of the energy density (00 component of the energy-stress tensor T ),
(we used here |∂ x g (t) (x)| = |∂ t g (t) (x)| to eliminate time derivatives). Note that ∝ |A 0 | 2 is the initial energy density. For instance, if the initial energy density is uniform, then as a function of time it becomes proportional to (∂g (t) (x t )/∂x t ) 2 .
C. Weak harmonic modulation
Let us go back to the example of harmonically modulated cavity of Eq. (32) . In the case of weak modulation on the fundamental resonance, from Eq. (35) the inverse map function is
and its derivative is
The derivative g corresponds to spatial contraction between time 0 and time nT , and hence is related to the Doppler shift in Eq. (39) . Indeed, recognizing that v = ΩA, the exponent in Eq. (39) is 2vt/cT = 2ΩAn/c = 2πAn/L 0 , identical to g near the fixed point in the long time limit. The energy density and energy can now be computed using Eq. (42) for arbitrary initial A 0 (x 0 ). The energy density is controlled by [g (x n )]
2 . This function has a peak of height e 4Ãn near the stable fixed point. The width of the peak is exponentially small, ∼ e −2Ãn . The full energy can be explicitly calculated for initially uniform energy density case; it grows exponentially starting from its initial value as
again consistent with the qualitative picture presented above.
VI. DYNAMICAL CASIMIR EFFECT
So far we've been focusing on the modification of the classical cavity field by modulating the mirror position. In this section we will consider the effect of the drive on electromagnetic vacuum. Even if mirrors are static, the vacuum is modified due to the boundary conditions imposed by the mirrors. The eignemodes have a discrete spectrum inside the cavity and continuous outside. While the total zero-point energy of any finite volume of space is infinite both with and without cavity, the energy difference between the two vacua is finite [23] . In 1D, this difference, the Casimir energy, is
It is negative and is causing an observable attraction between mirrors separated by the distance L 0 . The static Casimir effect has been experimentally measured [24] [25] [26] .
A dynamical counterpart of the static Casimir effect corresponds precisely to the modulated cavity problem that we have been studying, however, starting from the initial vacuum state. Modulation of the cavity has been predicted to lead to a squeezed vacuum state, and generation of detectable photons [15, 16, 18, 27] . The signatures of the dynamical Casimir effect have been detected experimentally in superconducting resonator circuits [28] . In this section we show how the earlier results can be obtained using the Floquet map, and point out some general features that follow directly from the Floquet picture.
As in Section V B, we examine the time-dependent electromagnetic energy density, given by the T 00 (x, t) component of the stress energy tensor (Eq. (42)). For the initially static electromagnetic vacuum, upon regularization, it has been expressed in terms of the derivatives of the R(x) function [17, 18] ,
adding the contributions of the left and the right movers. For static mirrors, the first two terms vanish identically, and the last term gives rise to the static Casimir effect. With the help of the relationship (21), the energy density can be expressed in terms of the inverse map function,
whereg is the scaled map function [see, e.g., (44) ]. This is a general expression that can be used for any weak periodic drive protocol. In the case of harmonic resonant drive at the fundamental resonance, we can use the results of Eqs. (44) and (47) . Direct substitution reveals that the spatial derivatives -surprisingly -conspire in such a way that the vacuum energy density remains uniform in space and constant in time, equal to the static Casimir energy density,
Integration over x ∈ [−L, L] that amounts to including both right and left movers gives the standard Casimir energy (49) . The lack of spatial dependence is a consequence of a subtle cancellation effect and is special to the drive at the fundamental resonator frequency. For a drive at a higher harmonic of the fundamental, using Eq. (38), we find instead
with tilde still indicating normalization by the cavity size,
, and L is the size of the cavity. This result has interesting implications. As discussed earlier, and can also be readily seen here,g is a strongly peaked function whose width exponentially decreases with time, and the height exponentially increases. Away from this peak (there are q of them in fact), the vacuum energy density deficit that is responsible for the Casimir attraction is amplified by the factor q 2 , compared to the stationary cavity. In a qualitative analogy with the classical case of Section V C, it appears as if
of zero-point energy density is taken from the vacuum and moved into the sharp pulses, whose energy is amplified by pumping. Away from the peaks, the energy density approaches the value − πq 2 24L 2 exponentially rapidly, just as it approached zero energy density in the classical case. The Casimir energy density amplification by factor of four was previously obtained by Law in an exactly solvable model of (unharmonic) drive at twice the fundamental frequency [16] .
The total energy inside the cavity can be obtained by spatial integration, in analogy to Eq. (48),
It starts from the static Casimir value (49), and then increases exponentially with time. When the argument of cosh becomes order 1, the Casimir attraction becomes the Casimir repulsion. The light pressure, however, becomes strongly time-dependent: periods of stronger than static Casimir attraction are interspersed by the short repulsion pulses from the peaks in the energy density.
VII. CAVITY SWEEPING
As we have seen, parametrically driving a cavity near its resonances leads to spatio-temporal concentration of the initial classical field into short pulses with well defined trajectories. One application of this effect is cooling, or "sweeping" a cavity of unwanted electromagnetic radiation. The protocol is straightworward: First drive the cavity on resonance for a period of time needed to reduce the energy density to desired level everywhere except for the fixed-point peaks, and then "open" the mirror at the moment when the pulse is about to arrive, to let it out. Though superficially similar to the Maxwell's demon, there is no need to "observe" the pulse, since its location (fixed point trajectory) is a deterministic function of the drive. While the cavity is open, external radiation can enter; however, since the pulse -ideally -can be made exponentially short, the in-flow of energy can be made arbitrarily small.
In Section VI, we saw that similar energy concentration also occurs when the initial state of the cavity is vacuum. Pumping at any higher resonance except for the fundamental (q > 1) leads to the formation of the spatially concentrated energy density peaks riding on top of reduced vacuum energy density background, Eq. (53). Again, it appears that the energy pulses can be removed from the cavity by briefly opening the mirror for time intervals exponentially short in the pumping time, seemingly allowing to make the energy in-flow arbitrarily small. After all the pulses are let out and the cavity is frozen in a static configuration, a paradoxical situation seems to arise: the energy deficit in the cavity is increased by a factor q 2 compared to the static Casimir energy! This has to be impossible, indicating a failure of the semiclassical reasoning and the likely need to include the effects of quantum entanglement between the interior ("tails") and the exterior ("peaks") parts of the electromagnetic modes. The situation appears to be analogous to the entanglement between the interior and exterior of the black hole horizon, responsible for Hawking radiation, or entanglement between the right and left Rindler wedges responsble for Unruh effect [29] (see Appendix A for connection between the pumped cavity problem and Unruh effect).
A. Practical considerations
Under ideal conditions, the pulses become infinitely compressed. That would require ideal mirrors, perfectly reflecting in the infinite band of frequencies, and very stable modulation pattern of the moving mirror. Here we estimate the practical limits due to inevtable imperfections.
Finite finesse
The finesse, or quality factor, Q, roughly counts the number of times the waves bounce inside the cavity before escaping. This determines the number of times the map function is applied to the pulse. In optical cavities, it can be anywhere from 100 to 10
6 . The corresponding typical maximum compression factor (Eq. (39)) is ∼ e 2Qv/c , which can be quite large. The second criterion considers the energy balance in the cavity. On every round trip, there is a probability 1/Q for light to leave the cavity. Therefore, in a static cavity energy decreases with time as E(t) = E 0 e −t/(QT ) . On the other hand, in a driven cavity, there is an energy amplification effect due to pumping is E(t) = E 0 e 2vt/(cT ) . Hence, as long as 1/Q < 2v/c, pumping will dominate, producing net exponential gain in energy. This situation is similar to the single oscillator parametric resonance: In the presence of dissipation, even perfectly resonant pumping has to exceed a threshold set by dissipation.
Mirror noise
If the mirror position modulation not perfectly periodic, then after every round trip to the moving mirror, the pulse finds itself at a slightly different phase of the modulation. Due to the fact that the stable fixed points of iteration persist over a range of parameters (cavity length, modulation frequency, etc), the pulse compression is expected to be quite stable. A conservative estimate for the effect of phase fluctuations can be obtained in the following way. Suppose the phase of the modulation jumps by order of π every T φ . Right after the jump, the pulse finds itself outside the fixed point, and has time T φ to drift and compress toward the new fixed point. Most conservatively, if it becomes completely decompressed during this time, the final compression will be ∼ e
, that is related to the quality factor of the mirror modulation.
VIII. STROBOSCOPIC GENERAL RELATIVITY
In this section we will build an analogy between the stroboscopically observed light in a modulated cavity, and the light propagation in curved spaces, characteristic of the General Relativity (GR). In GR, the gravitational field is encoded in the curvature of space-time. Among the consequences of the space-time curvature is the light deflection (lensing) by gravitating bodies, and even light trapping by the black holes. The light propagation itself can be used as a means to map the structure of spacetime.
The space inside the modulated cavities that we study here is, of course, flat, and thus -in continuous time -the light propagation is trivial. The situation is changed, however, by introducing the mirror modulation and coarsegraining over the modulation period. Observed stroboscopically at the integer multiples of the modulation period, the cavity appears static. However, the light propagation, as represented by the stroboscopic light cones, encodes the mirror motion and can have nontrivial curvature. The effective -stroboscopic -speed of light can be arbitrarily slow, since the stroboscopic shift is smaller than the actual light ray path length inside the cavity. In particular, the light speed (one of them, to be precise) vanishes at the fixed points of the Floquet map. This suggests a connection between the fixed points and the black hole/white hole horizons. An obvious caveat is that the map only applies to massless fields such as light; a massive neutral classical particle can be at rest inside the cavity, oblivious to any possible photonic black holes nearby. Since the time step of the stroboscopic observation is at least the cavity period, the limit of continuous observation corresponds to sending the cavity size to zero.
Let us consider two representative cases: (a) a trivial map generated by observing a stationary cavity stroboscopically with some sampling frequency and (b) a cavity driven and observed with the same period, near one of the cavity resonances. In the former case, as expected, stroboscopic evolution corresponds to a space with a flat (Minkowski) metric. In the latter case, the metric becomes position dependent, and the fixed points of the map translate into the black hole and white hole event horizons.
In the case (a), the map function x n+1 = f (x n ) transports all points by the same distance and in the same direction along the ring (Figure 2a ). In the special case of observation frequency equal to the cavity fundamental resonance all points remain fixed, x n+1 = x n . We are more interested however in a general "detuned" case. In the linear cavity representation, which reinstates left and right movers, we see that stroboscopic sampling induces a trivial metric with the same (stroboscopic) light cones at each position. Notice that the stroboscopic "speed of light" is controlled by detuning between the sampling rate and the cavity resonance.
In the case (b), we consider a map function that is position dependent and has fixed points (Figure 2b ). Now the left and right speeds of light are in general different. At the fixed points of the map function one of the speeds of light vanishes. This is indeed what happens at the black hole event horizon: the incoming light can cross the horizon, while the "outgoing" light speed changes sign across the horizon. While not obvious in the Schwarzschild coordinates [30, 31] , the Eddington-Finkelstein coordinates [32] [33] [34] that parametrize space in terms of the incoming null lines and the radius reveal precisely that.
The fixed points separate regions of space where the speeds of light have the opposite or the same directions. The latter is clearly anomalous, usually associated with the interior of the black holes, where light propagates away from the horizon in the direction of the r = 0 singularity. In the GR realized by the driven cavity, however, there is no singularity. The anomalous region is terminated instead by another fixed point, through which all light exits. This is the white hole horizon (WHH), a time reversed partner of the black hole horizon (BHH).
Stroboscopic observation of static (a) and driven (b) cavity. Black ellipses correspond to the cavity in a ring representation (Section II D). The map function plotted as a function of position on the ring (red line). It indicates the distance by which the the light emitted from a point on a ring is sifted along the ring (counter-clock-wise, modulo the ring circumference) after one period of observation. The blue points on the ellipses are the corresponding stroboscopic "null points" (connected by lines for clarity, so simulate "light cones"). The lower row plots show the same information but in the linear cavity format. For undriven cavity, which has a trivial (constant) map function, the "light cones" are the same in every point of the cavity (panel a). For a driven cavity (panel b), the light cones become position dependent. Moreover, for a map with fixed points (vertical dashed lines), one side of the light cone becomes vertical, corresponding to zero propagation velocity. The anomalous (shaded) region between the fixed points has only one direction of light propagation (to the left in this figure) . Accordingly, the right fixed point is associated with the Black Hole horizon -nothing can escape black hole interior, and the right fixed point with the White Hole horizon -nothing can enter the white hole interior.
Notice that the BHH is associated with an unstable fixed point, while the WHH with the stable fixed point of the map, even though naively one could expect that stable fixed point, which concentrates all classical energy from the cavity, should be associated with a black hole. This is not so; the cosmological black hole horizon is indeed "unstable": light just outside the horizon can escape, and just inside begins for fall onto singularity, again away from the horizon; this is the qualitative origin of the Hawking radiation. On the other hand, the WHH concentrates the fluxes both from the interior and the incoming light from the exterior space. Because of the compact geometry in our cavity case, in the long time limit, all classical energy is concentrated on the WHH.
Thus driven cavity, stroboscopically observed, can be used to simulate curved 1+1D spaces, including black and white holes. The position of the "fixed points" depends of course on the choice of the initial phase of the drive (or, equivalently, the choice of the observation point within the period). Observed continuously, instead of stroboscopically, the BHH and WHH propagate inside the cavity at true vacuum speed of light.
It is worth noting that both black and white holes appear simultaneously in the Kruskal-Szekeres coordinates [34] [35] [36] , which join two time-reversed copies of Schwarzschild spaces. This parallels the fact that the stable and unstable fixed points of the Floquet map are the time reversed partners of each other: any non-trivial trajectory must start near an unstable fixed point and end near a stable fixed point. There are, however, no obvious singularities in the cavity model: the light that enters through the BHH, instead of falling onto singularity, approaches WHH. And vice versa, instead of having a singularity source inside the white hole, we have BHH. Finally, it is tempting to explore if the stroboscopic GR toy model can be applied to the case of quantum fields. We saw in Section VI that driving the cavity vacuum at any resonance higher than the fundamental would cause exponential energy and energy density growth in the vicinity of the stable fixed points (WHH) while simultaneously depleting the vacuum energy density everywhere else. Can there be a quantum gravity/cosmological analog of this effect as well?
The GR model described here relies on a finely-tuned external driving of the mirror movement. However, as mentioned in the Introduction, the need for an external coherent drive is superfluous, since even timeindependent energy source such as a battery can generate an AC output that could drive our "toy universe".
IX. NUMERICAL ILLUSTRATIONS
In this section we provide numerical illustrations for Section III, including single and multiperiod map functions for a cavity driven near fundamental resonance (Section IX A); higher order fixed points that occur when the cavity is driven at a higher than fundamental resonance (Section IX B); compression/decompression protocols that utilize the discrete time reversal technique presented in Section III D (Section IX C).
We also illustrate the exponential energy concentration effect described in Section V that pumping has on the classical cavity field (Section IX D). In this section we also compare the numerically exact results with the analytics derived in Section IV 2 for weak drives.
A. Single and multiperiod map function
Let us assume that a cavity mirror follows a harmonic trajectory [Eq. (32) 
We will keep the frequency and the drive amplitude fixed at Ω = π and A = 0.1 and only vary L to scan through the resonance. The perfect resonance condition is L = L 0 = π/Ω = 1 (see Section IV 2); however, the fixed points are expected to persist in a range of cavity lengths, Figure 3 shows the maps
.95, 0.9, 0.87. All of these cases are at or near the fundamental resonance; however, for L = 0.87, the period 1 map has no fixed points.
The top row of figures should be interpreted with the periodic boundary conditions in mind, (Fig. 1b) . For clarity, the interval (−z(0), z(0)] is scaled to x ∈ (−1, 1], with x = 1 and x = −1 identified. The intersections between the map function f (x) and the y = x line are the fixed points of the iteration. At one of the crossings the slope is larger than one (unstable fixed point), and at the other less than one (stable fixed point). The map function is smooth; however, the plot sometimes suffers from artificial discontinuities since it presents periodic structure of the non-periodic domain.
The lower row shows the results of repeated application of the map f (p) (x) to a set of points x, initially uniformly distributed on the circle (−z(t 0 ), z(t 0 )]. Those could be, for instance, the nodes of the cavity eigenmodes of the initially (for t < 0) static cavity. Since x n is defined on a ring, it is represented by the polar angle, φ n = πx n /z(t 0 ) (since z(t) comes back to z(0) after every period, the denominator does not change from iteration to iteration). The discrete time flows in the outward radial direction, with the concentric circles counting the periods of the drive. The radial plots show the expected exponential convergence to fixed points when
At the critical value of the cavity length, L = L 0 − A = 0.9, the stable and unstable fixed points merge. It is easy to see that the map function yields neither stable nor unstable fixed point, since f = 1. Inclusion of the curvature f leads to "one-sided" algebraic convergence δ n ∼ 1/n on the flatter side of f near the touching point, and instability on the other [37]. For L < L 0 − A, f (x) has no fixed points, and the map function gradually moves x n around the circle.
B. Higher period fixed points
When cavity is driven at a frequency significantly higher than the fundamental, a single application of the map function, which corresponds to time evolution over one period of the drive, does not have fixed points, that is, x = f (x) does not have solutions. However, when the drive frequency approaches one of the higher harmonics of the fundamental frequency, Ω ≈ pΩ 0 , higher order fixed points become possible. Those correspond to nested applications of the single period map functions, x = f (p) (x), which evolve over multiple periods of the drive needed to complete a round trip between the mirrors. On general grounds (Section III B), fixed points should come in sets of p equivalent ones (their number can in fact be any multiple of p, depending on the details of function z(t) and L; however, in general, different multiplets are going to be inequivalent). If there is a fixed point at x * , then f (x * ) is a distinct but equivalent fixed point. The higher order map function for the case p = 2 ( Fig.  4a) shows twice the number of crossings as in the case p = 1 (Fig. 3) , two stable and two unstable. The iterative application of f (2) (x) map (Fig. 4b) shows convergence to two fixed points (black rings mark the individual drive periods; the iterations proceed in steps of 2). The almost straight "rays" coming out vertically correspond to unstable fixed points: arbitrarily tiny deviation from the exact fixed point grows exponentially with the discrete time. Figure 4c shows analogous plot for p = 3.
C. Time-reversal: Signal compression and decompression
In this section we illustrate how the discrete time reversal protocol described in Section III D can be applied for signal compression, transmission, and reconstruction.
As we have already seen, if a (multi-period) map function has fixed points, e.g., x = f (p) (x), then there is an exponential compression of the initial field A(t 0 , x) around a few fixed point trajectories. That is, the (nearresonant) pumping automatically leads to compression, which may be useful, e.g., for signal transmission (shifting signal into frequency range to minimize losses, to avoid interception, or for multiplexing purposes). The recovery of the original signal can be achieved with the help of the discrete time-reversal of Section III D, in particular utilizing the protocol (27) .
In Figure 5 , the time reversal protocol relative to some time t * is illustrated in the world-line picture. We used the model Eq. (32) (28) to the case of a higher resonance, p = 2, for L = 2L 0 . The time reversal now applies to the period-two map, f (2) ; therefore the horizontal reference (observation) lines are now spaced by 2T instead of T , and z(t > t * ) corresponds to the reflection of z(t < t * ) around x = 2L 0 line. Again, the accurate mapping is verified. 
is shown in Figure 6 . Here, only the values of the iterated map x n (intersections of the null lines and horizontal guide lines from Fig. 5 ) are shown starting from several initial conditions for the null lines. Figure 6a shows compression followed by immediate decompression. Vertical green line marks the return to the initial values x 0 . In Figure 6b , a more complex protocol is employed: an undriven propagation (z(t) = const), followed by compression, then another interval of free propagation, followed by decompression. It is important for the compression and decompression protocols (z(t) = const) to be relatively synchronized; however, the free propagation need not even be inside the cavity.
D. Classical energy density: Analytical vs. Numerical results
We now illustrate the exponential energy concentration phenomenon described in Section V. We consider here the classical fields, and assume that the initial energy density is uniform.
In Section IV we gave analytical results for the multiperiod map function f (p) that are expected to apply in the weak near-
Here we test the quality of the analytical solutions by comparing them to the numerically exact results at various drive amplitudes. Figure 7 shows the snapshot of energy density after several periods of resonant drive (L = L 0 = 1) for two drive amplitudes, A = 0.1 and A = 0.05. The analytical result (47) fits well in both cases in the full range of positions x, predictably improving for smaller A. Figure 8 shows the energy density and the total energy as a function of the number of drive periods (that is, discrete time), for drive amplitude A = 0.1. Both the energy density and the total energy increase exponentially with time. Again, there is a good agreement with the analytical results (42) and (47), as well as the qualitative considerations based on the multiplicative Doppler shifts near the stable fixed point, Eq. (39).
X. SUMMARY AND DISCUSSION
The principal result of this work is the connection between the problem of a parametrically driven electromagnetic cavity and dynamical systems. The dynamical systems -specifically, maps -are characterized by their attractors. In 1D, these are fixed points, which can be stable and unstable, and, as a function of control parameters, can undergo bifurcations and other transformations, including heralding chaos [38] . Interestingly, a similarFloquet -map account for the evolution of the electromagnetic field in a periodically modulated cavity. The fixed points of the Floquet map are the loci of the energy concentration in the long time limit. On the practical side, Floquet maps can be tuned to perform signal compression and decompression. On the conceptual side, the maps realize spatial transformations that can be recast into the general relativity language, with the fixed points corresponding to the black hole and white hole horizons. In this section, we point out connections to some well known phenomena, discuss extensions and applications, as well as expand on some nuances of the presented results. 
A. Relation to other phenomena
Relation to mode-locked lasers. Resonant modulation of electromagnetic cavity properties has been the key invention that enabled the ultra-short pulse generation in mode locked lasers [39] . In the modern solid state lasers, the mode locking effect is typically achieved by active electro-optical or acousto-optical modulation or via "passive" saturable absorbers. However, the original realiza- tions of mode locking in the gas lasers indeed involved the spatial modulation of the mirror separation [40] [41] [42] .
In the case of lasers, the primary source of energy is electrical or optical one, which creates population inversion; the emitted light occupies a number of the cavity modes, with generally random relative phases. The standard picture of mode-locked lasing is that the cavity modulation locks all modes to be (very large) integer multiples of the modulation frequency, with synchronized phases. The result is very short and intense pulses of energy bouncing back and forth inside the cavity. Clearly, there is a close relationship between this standard (Fourier space) picture and the real space description in this paper, which provides interpretation of the mode locking in terms of fixed points of a real space map. Relation to frequency modulation. Waves are a universal carrier of energy and information. The standard technique for information transmission is to take a monochromatic carrier wave and encode information by modulating either the amplitude (AM) of the frequency/phase (FM) of the wave with the signal. A possible way to produce phase modulation is to reflect the carrier wave from a moving mirror -changing the mirror position changes the path length, thus introducing the phase shift directly proportional to the mirror displacement (and frequency shift proportional to the mirror velocity). The cavity setup with one moving and one stationary mirror that's been the focus of the present work is therefore a way to create a resonant phase modulation loop that shifts frequency to zero everywhere, except for the fixed point trajectory where it becomes infinite.
B. Further directions and applications
Applicability to individual photon "wavefunctions." The cavity modulation techniques can significantly change the properties of the classical cavity fields, and even modify the vacuum energy. For quantum information applications it could be useful to be able to change the properties of individual photons, e.g. to shift their frequency to a more convenient range for transmission. Whether it is possible to perform such a manipulation while preserving quantum information [43] is an interesting question. Moreover, the parametric pumping should allow creation of spatially multi-partite single and multi photon quantum states (cat stats), that should have unusual quantum correlations.
Non-1D cavities. In this work we focused on the dynamics of driven 1D cavities for the reasons of simplicity. Such cavities indeed exist and can have high quality factor, as is the case for superconducting strip-line resonators. It is however interesting to explore whether it is possible to implement a synchronous driving protocol with 2D circular or 3D spherical cavities. The resonant locking conditions should remain essentially the same as in 1D for the symmetric (s)-waves in circular and spherical cavities; however, one can expect a dramatic energy density amplification when the energy pulses pass through in the cavity center. For instance, for a spherical cavity of radius R, and the pulse width ξ, the amplification of energy density at the center, within a volume ξ 3 is by about a factor (R/ξ) 2 compared to when the pulse is near the resonator surface. Similar focusing phenomenon occurs in the acoustic waves in spherical cavities and can lead to sonoluminescence [44] .
Beyond simple resonances. Here we studied the cases when the cavity modulation is performed at the frequencies near the unperturbed cavity resonances, Ω = pΩ 0 . However, we cannot rule out additional interesting features, including stable fixed points, at other drive frequencies, e.g. rational Ω = (p/q)Ω 0 (p and q integers). A possibility of a non-trivial dynamics follows from the close relationship between the Floquet maps and the Circle map that shows the Devil's staircase of phase lockings (Arnold tongues) at rational detunings between the resonant and the drive frequencies [45] .
Beyond periodic drives. The fixed point trajectories are expected to be stable to slow variation of parameters, such as frequency or the drive amplitude. Thus, for the applications such as the cavity "sweeping" (parametric cooling), the drive can be turned off gradually, all the way down to zero amplitude, if driven precisely on resonance.
Classical refrigeration. The cavity sweeping protocol described in Section VII can be equally well applied to mechanical resonators, as basic as a high quality violin string under tension. The corresponding modulation protocol comprises of (1) modulating the string length by moving one of the support points in resonance with one of the string modes, e.g. main resonance; this will concentrate most of the string energy in a short pulse; (2) as the pulse approaches one of the ends of the string, add another support point (node), so that the energy pulse becomes outside the "redefined" string; (3) dissipate the pulsed energy into the environment; (5) Use the cold string as a mechanical refrigerant; (4) move the support (node) the the original position (reset the string); go back to step (1) . Advantage of such a parametric cooling protocol compared to more standard side-band cooling techniques is that all vibrational modes are cooled simultaneously.
C. Nuances
Stroboscopic General Relativity. We have argued in Section VIII that the Floquet map in a modulated cavity introduces non-trivial space-time curvature, with the fixed points corresponding to the event horizons. This may seem surprising, since the modulation is only affecting the boundary conditions for the field. There is an analogous situation that occurs in chaotic billiards. There, the interior of the billiard is trivial, and it is only the reflections at the boundary (or between particles) that may cause chaotic dynamics. A connection between this problem and kinematics in curved spaces was pointed out by I. Arnol'd [46, 47] . Indeed, the (twosided) billiard can be thought of as a flattened ellipsoid (a specular reflection can then be thought of as a smooth transition between the "upper" and the "lower" surfaces of the ellipsoid-billiard). The integrated Gaussian curvature of an ellipsoid is 4π; all of it becomes concentrated at the edge as the ellipsoid is flattened into a billiard. Similarly, if there are two particles in the billiard, one of them static, the effective topology becomes equivalent to a torus with two holes (genus two, "kringel") that has integrated curvature −4π. Then, using the result by Hopf [48] on geodesics on surfaces with negative curvature, Arnol'd argued qualitatively that the two particle case is chaotic, while for one particle may or may not be. Similarly, even though in the case of the dynamical mirrors studies here, the field is only affected at the time of reflection from a mirror, there coarse-grained effect is analogous to light propagation in a curved space-time. According to the Unruh effect [49] [50] [51] , when an observer moves through vacuum with acceleration, she will see a thermal electromagnetic field. One way to obtain this result is to start with a monochromatic wave, A ∼ e ik(x−ct) and transform into accelerating frame using the Rindler coordinates,
where scaled acceleration α = a/c, τ is the observer proper time, and ξ = c 2 /a (here we reinstated the dimensionfull speed of light). Thus, in the moving frame,
The spectrum of this highly unharmonic wave yields the Plank distribution with the Unruh temperature, T U = α/(2πk B ) [29, 52] . The form of the wave-vector renormalization obtained for cavity due to the repeated Doppler shifting (39) near a fixed point is the same as (A3), after identifying the Unruh acceleration a with 2v/T . This is to be expected, since on the fixed point trajectory, the moving mirror provides (delta-function) acceleration kicks relative to the incoming light. The factor of 2 is natural. Let's start with a light pulse with wavevector ∼ k in the lab frame, pointed towards moving mirror. To treat the reflection in stationary frame, let us change into the frame co-moving with mirror, so that at the moment of encounter the mirror is stationary. This is the first boost by v, with the velocity jump directed opposite to k. The pulse reflects from the mirror and starts traveling towards the other mirror (one stationary in the lab frame). To go back to the lab frame, we need to perform another boost, again in the direction against k. This is the second jump by v. Two boosts by v over the time period of T yield an effective acceleration a = 2v/T relative to the light pulse. However, in the lab frame, the boosts cancel each other. Thus we reach a seemingly paradoxical conclusion that the lab frame behaves as if it is accelerating relative to the fixed point trajectories. Since in the long time limit, all classical radiation becomes concentrated near the stable fixed point trajectories, the average behavior of the driven cavity as a whole maps onto the uniformly accelerating system.
The presented reasoning applies to a classical cavity field. It would be interesting to see if it remains valid in the case of quantum fluctuation of vacuum, making the dynamical Casimir effect equivalent to the Unruh radiation in a reference frame accelerating with the fixed-point acceleration a.
Appendix B: Spatio-temporal modulation of refraction index
An alternative way to parametrically modulate a cavity is to change the refraction index of the medium inside the cavity n(t, x), without changing its shape or size. The resulting phenomenology is similar to the mirror resonator; however, instead of varying the physical length, modulation is implemented by locally varying the optical length, dx opt = n(t, x)dx. As we will see, there is a close correspondence with the moving mirror case. However, it holds only when the spatial and temporal variation of n(t, x) is much slower and smoother than the modulated waves themselves (semiclassical limit). Otherwise, one has to include back-scattering on the spatiotemporal "boundaries", i.e., the regions of rapid change of n. The strong resonant compression effect around fixed point trajectories that we found in the main part of this paper appears when modulation is preformed around the fundamental or higher cavity mode frequencies. Thus, due to the slowness constraint in the case of modulated medium, the effect becomes limited to the waves whose Fourier spectrum contains only the high harmonics of the cavity. This is in contrast to the moving mirror case, where fixed point compression affects all possible modes equally well and no semiclassical limit is necessary.
Qualitatively, the possibility of resonant wave compression by modulating n(x, t) can be illustrated by the following example. As before, we will represent the cavity as a ring of length 2L (see Section II D; the actual cavity may either be a ring or a linear cavity of length L). Suppose n(t, x) is modulated in a step-like fashion, both in space and in time (assuming that the "steps" are still smooth on the typical wave oscillation scale, making back-scattering unimportant). Namely, in half of the cavity L < x < 2L (region B), the index alternates between values n 0 (same as the rest of the cavity, region A) and n 1 (n 1 > n 0 ), with the frequency near the fundamental cavity mode (if n 1 − n 0 n 0 ), see Figure 9 . Now, let us prepare an initial wave packet in the region A. Let's choose the phase of the drive such that when the packet arrives at x = L, the refraction index in region B is at n 1 . As the packet enters the region B with larger but static n 1 , it spatially contracts, without changing its temporal frequency composition. As the next step of the protocol, while the packet is still inside B, the refraction index is reduced down to value n 0 . Since the change is spatially uniform from the view point of the packet, the wave-vector composition remains unchanged in this process, while the frequency has to increase. The result of this two step process is therefore both spatial and temporal contraction of the incoming wavepacket. Now, arranging the drive frequency to be synchronous with the packet round-trip cycle (which is going to be close to the fundamental if |n 1 − n 0 | n 0 ), the packet can become -in the ideal case -infinitely contracted. In the nondispersive limit, when the phase velocity is constant, the drive frequency can be kept constant. But even if there is some dispersion, it can be compensated for by gradually adjusting the drive frequency (the same principle as used in synchrotrons). a n(t) A wave packet (whose envelop is shown schematically), enters the B region when it is in the state n1 (> n0, color of the B segment indicates the value of n), and becomes spatially contracted, while the temporal frequencies remain unaffected. Then the refraction index drops to n0 in B, while packets is still inside. This increases the temporal frequency, without affecting the spatial (wavevector) composition. If the modulation in region B is synchronized with the packet round trip, the contraction repeats multiplicatively every cycle.
Clearly, this simple picture is valid only to the extent that the back-reflection can be neglected. For the part of the wave that is getting contracted, the semiclassical approximation becomes progressively better as the time goes by. Still, it would be interesting to go beyond the semiclassical limit, and systematically study the corrections due to the finiteness of the carrier frequency.
In the next subsections we derive the semiclassical equations for the wave propagation in the medium with spatiotemporally varying refraction, and derive the analytical map function for the weakly (and almost locally) driven medium, and see that it corresponds exactly to the case of the weakly modulated mirror described in Section IV.
Wave propagation in smoothly varying n(t, x)
The electromagnetic wave equation in a nonstationary 1D medium with permittivity (t, x) and permeability µ(t, x) is [27] ∂ ∂t
which for uniform stationary medium reduces to Eq. (1).
[A mechanical analog is a balls-and-springs chain with space-time varying ball masses (analog of permittivity ) and spring stiffnesses (analog of the inverse permeability, 1/µ.)] The refraction index in terms of these functions is n(t, x) = (t, x)µ(t, x). For smooth spatiotemporal variations (relative to the "carrier" wavevector and frequency), there is no back scattering, and we can look for an approximate solution in the form
whereÃ(t, x) varies on the same scale and the medium properties, and the exponential encodes the fast evolution of the "carrier" wave (a typical frequency in the packet). After substituting this ansatz into Eq. (B1), we collect the terms that correspond to different powers of time and space derivatives of φ. The first equation,
accounts for the evolution of the "fast" phase. It has two branches,φ
corresponding to the two directions of propagation. The physical meaning is clear: for a given branch, the phase remains constant on the characteristics of the wave equation (B4) that has the space and time dependent speed of light, c * = c/ √ µ. In the semiclassical limit, the two branches decouple; for concreteness, we pick the right movers,φ + φ √ µ = 0. The other equation that we need involves the first powers of derivatives of φ,
Now, expressing all spatial derivatives of φ in terms of time derivatives using (B4), we obtain 2 Ȧ + 1
(B6) Note that this equation only contains derivatives in combinations that correspond to differentiation along the characteristics; therefore it describes evolution ofÃ on characteristics. It can be easily integrated, and implies that along the characteristics the following combination is conserved:
For a static inhomogeneous medium, it is equivalent to the spatial independence of the energy current (Poynting vector).
Since the "fast" phase is also conserved on characteristics, one consequence of (B7) is that if there is only an isolated "active" region that is being modulated and the rest of the medium is static and uniform ("passive"), the values of the full (not only the slow partÃ!) vector potential A(t, x) inside the passive medium can be read off by tracing characteristics back to the initial conditions, in the same way as in the problem with a moving mirror (Figure 1) .
We can now refine the qualitative picture of the field contraction described above and in Figure 9 . For that, let us schematically construct the characteristics of the wave equation (B4), Figure 10 . The vector potential is transported along them, only changing value when the parameters of the medium change. Since we assume in this example that the parameters are piece-wise constant, there are only two values of A along each characteristic. We see that the nearby characteristics can converge and diverge with time, depending on the drive phase, as we argued qualitatively above.
Analytic result for the weak modulation limit
We now consider the case when the properties of medium are periodically modulated only in a narrow spatial region. This case is closely related to the one we studied in Section IV, and similarly to it, can be solved analytically.
The length of the ring cavity is 2L (of L for a linear resonator). We will take the reference dielectric permittivity in the cavity as 1, and will allow it to change within a spatial region of width A L (or A/2 near one of the mirrors in the case of linear cavity). Within this region, n(t) can be an arbitrary periodic function.
As described in the previous section, to find the field everywhere outside the modulated region, we only need to determine the characteristics, since A is transported along them.
In precise analogy with the Section IV, we can construct the Floquet map for the case of a drive near the fundamental resonance (Ω = πc/L 0 ≈ πc/L -we reinstated here the vacuum speed of light for clarity). The equation relating spatial coordinates at time t 0 (x 0 ) and time T = 2π/Ω later (x 1 ), for spatially narrow modulation of small integrated strength, |∆n|A L, is
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W r Q U n n z m F P 3 A + f w D b 8 4 z q < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " which has the same form as Eq. (29) in Section IV.
For example, for a harmonic modulation of depth ν, for x n → x n+1 , we find
