Abstract Snow and hydrological modeling in alpine environments remains challenging because of the complexity of the processes affecting the mass and energy balance. This study examines the influence of snowmelt on the hydrological response of a high-alpine catchment of 43.2 km 2 in the Swiss Alps during the water year 2014-2015. Based on recent advances in Alpine3D, we examine how snow distributions and liquid water transport within the snowpack influence runoff dynamics. By combining these results with multiscale observations (snow lysimeter, distributed snow depths, and streamflow), we demonstrate the added value of a more realistic snow distribution at the onset of melt season. At the site scale, snowpack runoff is well simulated when the mass balance errors are corrected (R 2 5 0.95 versus R 2 5 0.61). At the subbasin scale, a more heterogeneous snowpack leads to a more rapid runoff pulse originating in the shallower areas while an extended melting period (by a month) is caused by snowmelt from deeper areas. This is a marked improvement over results obtained using a traditional precipitation interpolation method. Hydrological response is also improved by the more realistic snowpack (NSE of 0.85 versus 0.74), even though calibration processes smoothen out the differences. The added value of a more complex liquid water transport scheme is obvious at the site scale but decreases at larger scales. Our results highlight not only the importance but also the difficulty of getting a realistic snowpack distribution even in a well-instrumented area and present a model validation from multiscale experimental data sets.
Introduction
Snow is an essential component of the hydrologic cycle of mountain regions across the globe (Beniston, 1997; Serreze et al., 1999) . Mountain snowpacks are a major water resource for regional ecosystems, groundwater recharge, human consumption, agriculture, and hydropower, among others. The hydrology of mountain regions is expected to be strongly affected by climate change (Barnett et al., 2005; Stewart, 2009) , with shorter snow seasons and reduced snowpack storage (Bavay et al., 2009; Burn, 1994; Horton et al., 2006) and slower melt as a result of earlier snowmelt seasons Musselman et al., 2017) . These changes in snow regimes can have a negative impact for hydropower production (Schaefli et al., 2007) , winter sports (Schmucki et al., 2017; Scott et al., 2008) and mountain forests (Bales et al., 2011; Trujillo et al., 2012; Westerling, 2006) , evapotranspiration, and carbon uptake (Winchell et al., 2016) .
Accurate snowpack modeling is paramount to properly understand how these expected changes in climate affect snowpack processes in mountain regions (Bales et al., 2006; Viviroli et al., 2011) . However, significant challenges in snow modeling still exist because of the complexity of snow processes across multiple scales (Bl€ oschl, 1999; Clark et al., 2011) . Snow accumulation and melt are highly variable in space and time and are difficult to represent in snow models (Dozier, 2011) . Precipitation is very heterogeneous featuring complex patterns both at regional and watershed scales (Roe, 2005; Scipi on et al., 2013; Sevruk, 1997; Sommer et al., 2015) . Wind, topography, and vegetation control deposition and redistribution of snow, impacting the distribution patterns across scales (Gr€ unewald et al., 2014; Lehning et al., 2008; Mott et al., 2014; Schirmer et al., 2011; Trujillo et al., 2007 Trujillo et al., , 2009 . Following deposition, snow distribution is affected by avalanching and sloughing (Bl€ oschl & Kirnbauer, 1992) , radiation processes controlled by seasonal changes in temperature, solar radiation, cloud cover, topographic shading, and snow radiative properties (Lehning, 2006; Marks & Dozier, 1992) . Vegetation influences the mass and energy balance by modifying the micrometeorological conditions and changing the radiative fluxes (Harding & Pomeroy, 1996) . All these processes lead to highly heterogeneous snow distribution and snow physical properties. As a result, energy balance and snowmelt processes are also heterogeneous in space. This heterogeneity is accentuated later in the snowmelt season by the patchy nature of the snow cover modifying radiative and turbulent heat fluxes, and ultimately snow melt Mott et al., 2013 ). The hydrological response is then no longer proportional to the direct mass input from the atmosphere but rather to the combination of locally accumulated mass and the site specific energy balance (Lundquist & Dettinger, 2005; Woo, 2006) .
Physically based snow models (e.g., Crocus (Brun et al., 1989) , Isnobal (Marks et al., 1999) , and SNOWPACK (Lehning et al., 1999) ) have become increasingly popular due to the availability of higher quality and higher (spatial) density of required meteorological input, and improvements in modeling and numerical methods. Better validation through recent snow measuring techniques and remote sensing technologies has also increased acceptance of more complicated models (e.g., Wever et al., 2017) . While computationally intensive and often more vulnerable to data quality issues (Schl€ ogl et al., 2016) , these models require reduced parameter calibration and are expected to be more reliable when extrapolated to different conditions (e.g., climate change scenarios) or interpolated spatially over a larger region (Essery et al., 2009; Etchevers et al., 2004) . However, complexity increases along with the necessity to accurately model some of the detailed processes involved at the range of scales over which the processes take place (Bl€ oschl, 1999) . The spatial resolution will define which processes are explicitly resolved and which ones are parameterized or simply not represented (Clark et al., 2011) . In many cases, the computing power still remains a limiting factor.
In the present study, we assess the impact of recent developments in the physically based Alpine3D model on snowpack simulation and its melt. The objective of this study is to analyze the ability of Alpine3D to reproduce the snow cover evolution across multiple scales. Two recent advances are of particular interest for studying the hydrological response. First, Wever et al. (2014) implemented the Richards equation to model the liquid water transport in the snow cover. Second, V€ ogeli et al. (2016) proposed a new methodology that assimilates snow depth measurements in the precipitation interpolation scheme. We assess the impact of these new schemes by comparing model output to different experimental field data. In particular, we carry out detailed multiscale (plot, subcatchment/hillslope, and catchment) analyses of heterogeneity in snow cover and snowmelt patterns and their consequences on timing and magnitude of streamflow. The study focuses on spatial scales relevant for the accurate representation of the hydrological response of a complex high-alpine headwater catchment, the Dischma River basin in Switzerland (Figure 1 ), during the water year 2014-2015. Two components of the modeling system are 
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instrumental for the analysis: (1) Alpine3D, the spatially distributed version of SNOWPACK, enables a detailed representation of the atmosphere-vegetation-soil continuum. It has been extensively used for studying the snow cover evolution Schmucki et al., 2014) , its sensitivity to climate change (Bavay et al., 2009 (Bavay et al., , 2013 , snow transport , and glacier hydrology (Michlmayr et al., 2008) . (2) The StreamFlow model (Gallice et al., 2016) , which coupled to Alpine3D, enables simulation of hydrological response at the catchment scale.
Study Area
The Dischma River basin (Figure 1 ) covers an area of 43.2 km 2 with an elevation range between 1,668 and 3,146 m (mean: 2,372 m). The basin has a SE-NW orientation, with two dominating hillslopes facing northeast and southwest, respectively. The headwaters of the catchment form a north-facing bowl with a small glacier (0.9 km 2 , 2.1% of the contributing area) at the highest elevations. On the southwest side of the main valley, there are two small subwatersheds with north-and south-facing slopes. The land cover is representative of the alpine region: 36% of the valley is covered by subalpine meadows; bare soil and exposed bedrock cover about 50% of the basin; forest and shrubs less than 10%. On the hillslopes, soils (mainly Orthents, Rankers, and Entisols) are relatively shallow (<0.50 m on average), highly permeable (mean hydraulic conductivity: 4.3 3 10 24 m s 21 ), and with limited water retention capacity (mean: 17.8 mm; FOEN, 2017). Deeper soils (Fluvents) are found along the valley bottom with a more significant groundwater storage . The geological bedrock is mainly composed of crystalline rocks (orthogneiss, paragneiss, and amphibolites; Verbunt et al., 2003) .
From a climatological point of view, the Dischma catchment is located at the border between the wetter northern flank of the Alps and the drier inner-alpine area (Frei & Sch€ ar, 1998) . Due to its position, the basin is rather sheltered and receives below-average precipitation (mean annual precipitation in Switzerland (1961 Switzerland ( -1990 : 1,458 mm; Spreafico & Weingartner, 2005) . The mean annual precipitation in Davos (located at 1,594 m and 5 km northward) over the period 1974-2015 amounts to 1,039 mm yr 21 . At ''Kesch'' hut, located at 2,570 m southwest of the Dischma basin, the average annual precipitation is 1,251 mm yr 21 over the same period. The resulting altitudinal gradient of 22 mm/100 m (or 2%/100 m) is small for the alpine region but in agreement with corresponding values in the literature (Sevruk, 1997) . Finally, evapotranspiration is moderate (250 mm yr 21 ; Menzel et al., 1999) .
The hydrological regime is glacio-nival (Aschwanden et al., 1985) with low flows during winter and high flows in springtime and summer due to snow and ice melt. During this period, the diurnal variation in energy input mainly controls the magnitude and timing of the discharge. The mean annual discharge over the period 1961-1980 was 1,245 mm yr 21 (Sch€ adler & Weingartner, 1992) .
3. Data 3.1. Snow Lysimeter Snow lysimeters were deployed to quantify water output at the base of the snowpack and to detect the onset of the melting season. This type of instrumentation has been used in multiple snow studies to measure runoff from snowmelt (Kinar & Pomeroy 2015) . Permanent instrumentation generally have larger collecting areas to increase data representativeness (Kattelmann, 2000) , which is especially important for heavily stratified and heterogeneous snowpacks. For this study, nonpermanent instruments of smaller size (0.45 m of diameter) were deployed with a setup similar to W€ urzer et al. (2016) . Instrument sites are indicated in Figure 1a : (a) on a south-facing slope in the ''Rinertaelli'' side-valley and (b) on a northeast-facing slope close to the ''Stillberg'' weather station. The two sites are chosen at a similar elevation in order to facilitate direct comparison: differences in snow accumulation and melt are mainly influenced by aspect and topography.
Discharge Data
The Swiss Federal Office for the Environment is monitoring discharge from the Dischma River catchment at the ''Kriegsmatte'' outlet (blue circle in Figure 1a ), which is considered the reference discharge of the watershed. Two additional gauging stations were installed in early 2015 at upstream locations with the aim of capturing the hydrological response of subwatersheds with different geomorphological characteristics. The
Water Resources Research 10.1002/2017WR021278 first station, ''Am Rin,'' is located on a lateral tributary just before its confluence with the main stream ( Figure  1a ). The side-valley ''Rinertaelli'' covers an area of 4.3 km 2 (10% of the entire basin) and has southeast-facing and north-facing slopes. The second gauging station is ''Duerrboden'' on the main stream monitoring the headwaters of the Dischma River. This subwatershed is composed of a large cirque facing north and covering 12.1 km 2 (28% of the basin). Discharge was estimated using the salt dilution method (Day, 1976) . A rating curve for each site was derived allowing for the transformation of water depth into discharge following Weijs et al. (2013) .
Meteorological Data
For the chosen configuration (detailed in section 4), Alpine3D requires the meteorological variables listed in Table 1 . Two networks are used to complement the required data in the Dischma catchment area:
a. The Swiss Federal Office of Meteorology, MeteoSwiss, operates an automatic weather station (AWS) network covering the entire country. In the Dischma area, two stations are used: (i) ''Davos'' (DAV) and (ii) ''Weissfluhjoch'' (WFJ) on the mountain range northward of Davos. Data analysis of the precipitation time series revealed that the WFJ rain gauge recorded consistently more precipitation than the storage precipitation gauge in ''Kesch'' hut (1,359 mm yr 21 at WFJ versus 1,251 mm yr 21 , DP 5 108 mm or 9%) located at similar elevation 20 km southward. These differences can be explained by the northsouth precipitation gradient discussed in section 2. Therefore, we only used precipitation amounts from the ''Davos'' station and applied an altitudinal gradient estimated from the difference between the DAV station and the ''Kesch'' hut. b. The Inter-cantonal Measurement and Information System (IMIS) is a network of AWS covering highaltitude areas (2,500-3,500 m) in Switzerland (Lehning et al., 1999) . As a result of limited power supply, IMIS station sensors are not heated or ventilated. The stations located around the Dischma catchment are listed in Table 1 , two of them are shown in Figure 1a . It is worth noting that these snow depth measurements are only used for validation purposes.
Snow Depth Map
Digital surface models (DSM) were derived from stereo imaging captured by airborne digital sensors (ADS; B€ uhler et al., 2015) . Two flights covering the Dischma basin were carried out, one during summer (3 September 2013) and one close to peak accumulation (15 April 2015). The snow depth data set is obtained by subtracting the summer DSM from the winter surface. The spatial resolution is 2 m and its accuracy 630 cm (B€ uhler et al., 2015) . The data set contains spatial gaps because of the limitations of ADS to measure snow height over buildings, vegetated areas, and water bodies. The data were then averaged over 100 m grid cells to match the Alpine3D grid. A minimum of 50% of valid data coverage was set as a threshold (similar to V€ ogeli et al., 2016) to ensure consistency in the aggregated snow depths. This data set is used for validation of the modeled snow cover and is assimilated as a correction factor in the precipitation interpolation (section 4.1). Note. Variables marked with an ''3'' are measured at that station and used in the modeling process. Notation ''V'' means used for validation purposes only. The ''1'' are measured but not used in the modeling. The ''2'' signs indicate variables that are not measured at the weather station.
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4. Models and Methods
Alpine3D Setup
The one-dimensional SNOWPACK model (Lehning et al., 1999 ) computes the energy and mass balance of a multilayer snowpack and its underlying soil layers. Its spatially distributed version, Alpine3D, runs the same algorithm on a regular mesh grid without considering lateral exchange in the soil-snow-vegetation column. The model is run at a 15 min time step with a grid cell size of 100 m over a domain of 154 by 128 elements. The Dischma area is represented in terms of topography and land use by incorporating the digital elevation model and soil properties provided by the Federal Office of Topography. The turbulent heat fluxes are simulated based on Monin Obukhov (MO) similarity theory and stability corrections as described by Michlmayr et al. (2008) . The roughness length of the snow cover is set to 0.007 m. Vegetation influence is simulated with a two-layer canopy model developed for evergreen coniferous forests (Gouttevin et al., 2015) .
Interpolation of meteorological forcing data is carried out using meteoIO (Bavay & Egger, 2014) . This module contains routines for spatiotemporal interpolation and filtering of erroneous data. This study uses the following model setup:
1. For precipitation, data from MeteoSwiss station DAV are corrected for precipitation undercatch (Goodison et al., 1997) . Spatial interpolation is performed by applying a fractional lapse rate of 2%/100 m (see section 2). The precipitation phase is determined based on an air temperature threshold of 11.58C; above this value all precipitation is considered liquid. The hillslope-scale snow variability is modeled by assimilating snow depth data in the precipitation interpolation scheme (V€ ogeli et al., 2016) . This method consists in applying a spatial correction factor to the precipitation field based on observed snow depth fields. This results in a more realistic snow height distribution while conserving the mass balance over the entire catchment. In practice, precipitation P i,t at a given grid point i and at time t is computed as follows:
where P avg,t is the average interpolated precipitation over the basin at time t, HS i the measured snow depth at the given grid point i, and HS avg is the mean ADS snow depth over the catchment. Note that we could not run the snow transport module of Alpine3D, which is computationally too demanding for the size of the area but would significantly increase the heterogeneity of snow . 2. For the incoming shortwave radiation (ISWR), the atmospheric attenuation coefficient and direct/diffuse radiation apportionments are computed for each station separately as a function of the local potential maximum solar radiation. These values are then interpolated over the grid using inverse distance weighting (IDW) and taking into account topographic shading. 3. All other meteorological variables are interpolated applying IDW and an altitude-dependent lapse rate (Bavay & Egger, 2014) .
Liquid water transport in the snow cover and in the soil layer is simulated either by a simple bucket approach or using the Richards equation (RE; Wever et al., 2014) . In the first approach, the liquid water content of a layer is constrained by an upper threshold; once this water holding capacity is exceeded, water is drained down to the next layer. The water holding capacity is a direct function of the volumetric ice/soil content (Wever et al., 2014) . The second method relies on the Richards equation originally developed for water movement in unsaturated soils and recently implemented for the vertical water movement in snow by Wever et al. (2014) . This implementation relies on the Van Genuchten (1980) water retention model and the parameterization proposed by Yamaguchi et al. (2012) . Liquid water transport in the snowpack is simulated using the Richards equation.
StreamFlow Setup
StreamFlow (Gallice et al., 2016) is the hydrological extension of Alpine3D. This spatially explicit model relies on the travel time distribution (Botter et al., 2010; of water particles in a subcatchment. For each subcatchment, the mass balance is described by two superimposed linear reservoirs mimicking the fast and slow subsurface runoff, respectively. The lower bucket is supplied by the soil runoff originating from Alpine3D up to a maximum recharge rate R max (m s 21 ) while the upper reservoir collects the excess water. The runoff generation itself is controlled by the mean travel time s res,u and s res,l (s) of water particles in each reservoir. The subwatershed runoff is then injected into the stream network and routed to the outlet. Using the TauDEM algorithm (Tarboton, 1997) , the Dischma basin was divided into 55 subwatersheds with a mean area of 0.79 km 2 and its stream network was delineated (Figure 1b) . For the calibration, we opted for a Monte-Carlo approach and chose the best parameter values for R max , s res,u , and s res,l by optimizing the Nash-Sutcliffe model efficiency (NSE) coefficient (Nash & Sutcliffe, 1970) independently for each of the four model configurations. With this individual calibration, the differences in model results highlight the influence of water input on the hydrological response and we avoid biases induced by suboptimal parameter sets. The calibration is carried out on measured discharge at the Dischma basin outlet only. Observations from the subbasins are used for validation purposes. The streamflow seasonality is evaluated through the centroid in time (CT) of the daily discharge proposed by Stewart et al. (2005) . Finally, the results presented below are the average of the 100 best simulations for each model configuration in order to have a more robust signal.
Results
Snow Depths at Peak Accumulation
In high-altitude alpine catchments, snow cover at peak accumulation can be considered as the initial condition of the system for the spring melting season During this period, a strong settling or compaction of the snowpack was observed over the entire basin, which could partially explain these differences (supporting information Figure S1 , see also extensive discussion in V€ ogeli et al. (2016)). On the other hand, the Scal-BK simulation results slightly underestimate snow depth values below 0.5 m (MAE 5 0.12 m). The ADS snow depths were obtained around peak accumulation, but some low-elevation parts or south-facing slopes of the basin had already experienced limited melt. Alpine3D assimilates the data set, inherently containing this bias, but the model computes the melting and settling processes again. This leads to an overestimation of these two phenomena (i.e., melt and settling) and consequently leads to an underestimation of the snow thickness (especially at lower elevations). These results are similar to the findings of V€ ogeli et al. (2016) 
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The peak accumulation snow variability is also a good indicator of which part of the natural processes the model is able to reproduce. As expected, the scaling approach is performing much better (snow depth coefficient of variation (CV) 5 0.46-0.48 compared to 0.5 for the ADS data) than the reference scheme (CV 5 0.20-0.21). More interestingly, the original ADS data at 2 m resolution have a CV of 0.7, which is likely still smaller than the true spatial variability of the snowpack. At the chosen resolution, the snow variability in the model is significantly filtered out. Detailed statistics are presented in supporting information Table S1 .
Site-Scale Comparison of Snow Accumulation and Melt
The temporal snowpack evolution at Rinertaelli (SE facing) and Stillberg (NE facing) highlights the deficiency of the reference precipitation interpolation scheme for reproducing the snowpack spatial heterogeneity (Figure 3 and supporting information Figure S1 for a comparison with measurements). Even though the two sites have opposite aspects, their evolution throughout the winter is relatively similar, which should not be the case (due to melt events at the beginning of the winter and the local energy balance leading to enhanced settling at southerly expositions). At the end of the accumulation season, the difference in snow water equivalent (SWE) is only about 10%. During the ablation period, the heterogeneity of melt patterns between the two sites (as a consequence of differences in the local energy balance) seems well captured by Alpine3D with a much faster disappearance of snow on the south-facing slope (20 days earlier).
At Rinertaelli, the precipitation scaling sharply reduces snow accumulation, reaching only 40% SWE at the maximum compared to the reference simulation, and is much closer to observations (45 cm in the ADS data set versus 40 cm in the model, supporting information Figure S1a ). Shallower snowpacks require less energy to reach isothermal conditions, and melting starts 3-4 days earlier (14 April versus 17 April with the BK scheme and 11 April versus 15 April with RE scheme). The combination of these two factors results in a shorter snow cover duration and the site becomes snow free 11-12 days earlier than in the reference simulation depending on the liquid water transport scheme.
At the Stillberg site, the impact of the precipitation scaling method is smaller. At peak accumulation (20 April 2015), SWE is only 18% lower than in the reference simulation. Compared to Rinertaelli, this difference is not large enough to notably change the thermal state of the snowpack (not shown) but still reduces the snow duration by 4 days. When validating the model output with the snow depth measured at the Stillberg meteorological station (located 500 m away from our site, and at similar elevation), the scaling approach leads to improved results in snowpack evolution, melt dynamics and snow disappearance date (supporting information Figure S1b) . The above two examples show how increased snow depth variability results in larger spatial heterogeneity in melt dynamics, and in consequence, in meltout dates.
When using the Richards equation, melt water is routed faster through the snowpack that becomes isothermal earlier (not shown). Thus, liquid water is released at the base of the snowpack a few days earlier than for the bucket scheme. This effect is visible at both sites, although the difference in water release between the two schemes is more pronounced at the shallower Rinertaelli site (Figure 3a ). These observations are in agreement with the results of Wever et al. (2015) , who found a change of the snow internal energy budget with the Richards equation. 
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The two lysimeters enable an original comparison of snowpack liquid water output at the site scale with model output. On the southeastfacing slope (Figure 4a ), the shallow snowpack produces rapid outflow following mid-April. The scaling approach combined with the Richards equation performs really well with respect to timing: the melt season starts on 11 April, 1 day earlier compared to the observations. The reproduction of daily cycles is satisfactory (Table 2 , NSE Scal-RE 5 0.234), although the intensities are underestimated (Figure 5a ). Simulated snowpack runoff increases rapidly in the morning and reaches a maximum in the early afternoon, slightly delayed compared to measurements. The subsequent recession limb approaches zero around midnight. Observed outflow never entirely reaches 0. When classic interpolation is used in combination with the Richards equation, the runoff peak is delayed due to longer travel times through the deeper snowpack while dynamics remain similar (NSE Wever et al. (2014) , who showed that the RE scheme clearly outperforms the bucket scheme at subdaily time scales. When looking at the slopes of cumulative runoff for the Rinertaelli site (Figure 4a ), no simulation is able to reproduce the observed output rates leading to an noticeable discrepancy at the end of the melt season. In terms of mass balance, the reference interpolation scheme overestimates the cumulative outflow by about a factor of 2 while the scaling approach is much closer to the observations (30% underestimation). These results corroborate the negative bias noticed above for shallow snowpack at peak accumulation.
At the Stillberg site (NE facing), melt dynamics are different than at Rinertaelli (Figure 4a versus Figure 4b ). Snowmelt starts on 18 April, 6 days later than at Rinertaelli, and produces very limited outflow during the first 3 days. The deeper snowpack holds a nonnegligible part of the liquid water in the snow matrix during that period. Starting on 21 April, runoff slightly increases. None of the model configurations is able to reproduce the onset of the melt season perfectly; however, simulations using the Richards equation are closer to the observed onset and produce larger melt rates than with the bucket scheme. Snowmelt sharply increases at the beginning of May when the snowpack at Rinertaelli has already disappeared. The daily cycle, notably the timing, is very well captured in the model configurations using the Richards equation (Figure 5b , NSE Scal-RE 5 0.593). These simulations reproduce the recession curve very well and even sustain an outflow during nighttime. Contrary to the south-facing site, the maximum intensities are slightly larger than observed. The scaling approach compensates for the total volume error by slightly reducing the total precipitation. Discrepancies between the observed and modeled cumulative runoff are very minor (Figure 4b ) indicating correct representation of melt dynamics. Note that ISWR and ILWR are measured at the Stillberg weather station and both are used in the modeling calculations. Thus, interpolation errors for these quantities are small due to the vicinity of the station to the snow site.
The combination of the Richards equation and the scaling approaches results in improved performances in term of NSE coefficient and coefficient of determination (Table 2 ). Moreover, model results are much more accurate at Stillberg versus Rinertaelli, which can be partially explained by the proximity of the AWS station to the Stillberg site. These statistics also show that the precipitation interpolation method has a higher impact on model performance than the liquid water transport scheme.
Snowmelt Dynamics at the Basin Scale
At the basin scale, melt dynamics also change considerably for the different model configurations: this is illustrated by the temporal evolution 
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of total SWE and the snow depletion curves (SDC) over the Dischma basin ( Figure 6 ). From mid-April to mid-May, the RE scheme generates slightly more liquid water output from the snowpack compared to the bucket scheme (Figure 6a) . Afterward, the influence of the snow distribution becomes predominant: with increased snow heterogeneity, parts of the basin become snow free earlier, evident by the earlier decrease in snow-covered area (SCA) in the simulations using the scaling approach (Figure 6b) . However, the scaling also leads to slower melt, and thus to larger SWE volumes and higher SCA values than in the reference case during the second half of the melting season. In late June, the difference between the two interpolation methods reaches up to 10% in SCA and more than 2.7 3 10 6 m 3 of SWE, doubling the remaining snow volume. The same dynamics are observed for the headwater catchment (not shown) with a difference in SCA of 20% and three times more SWE in early July.
The spatial patterns of snow distribution at peak accumulation obtained using the classic precipitation interpolation scheme (Figure 7a . This spatial homogeneity is highlighted by the basin-wide histograms of snow depth at peak accumulation (supporting information Figure S2 ). Modeled variability for the reference scheme is principally controlled by the precipitation elevational gradient (supporting information Figure S3 ). The repeated melt events and rain-on-snow events that took place between October 2014 and January 2015 had little effect on the resulting snow heterogeneity and above statistics at peak accumulation (15 April 2017). Similarly, aspect variations across the basin did not play a dominant role in the resulting snow distribution during the accumulation season (supporting information Figure S4 ). Once the onset of spring melt sets in, a small increase in variability is observed (r Ref-BK 5 0.4 m, supporting information Figure S2 ) as a result of the spatial variability of radiative fluxes induced by topography. Nevertheless, the initial snowpack heterogeneity is still the dominant control on the general dynamics of melt (supporting information Figure S2 ). This homogeneity is also clearly visible spatially: the symmetry is noticeable between the two main valley flanks (Figure 7b ) while one would expect earlier snow melt on the southwest-facing slope. Finally, this uniformity leads to a shortening of the melting season because deeper accumulation areas are scarce (supporting information Figure S2 ).
With the scaling interpolation scheme, the heterogeneity of snow distribution ( Figure 7 and supporting information Figure S2 ) throughout the melting season is enhanced since it includes effects of snow transport and early melt. The snow distribution at the onset of melt also agrees very well with the observations (HS Scal-BK 5 1.55 m, r Scal-BK 5 0.72 m versus HS obs 5 1.42 m, r obs 5 0.71 m). Snow accumulation as a function of elevation also differs significantly between the two precipitation interpolation methods, with lower accumulation below 2,300-2,400 m and a maximum between 2,500 and 2,600 m for the scaling interpolation scheme (supporting information Figure S3 ). There is a decrease in snow accumulation on southwest-facing slopes and an increase on all north-facing slopes (from northwest to northeast) with the scaling interpolation method (supporting information Figure S4 ). As observed at the site scale, the southeast-facing slopes of the Rinertaelli side-valley have a noticeably shallower snow accumulation. As the melt dynamics are strongly determined by the initial snowpack distribution, these features persist throughout the melt season ( Figure 7 and supporting information Figure S2 ). Later, during the second half of the melt season, deeper snow accumulations remain on slopes close to ridges, while in the reference case, only shallow snow is present in these areas (compare maps c and g, d and h in Figure 7 ).
In the following paragraphs, we compare measured discharge at the outlet of two subbasins and the entire basin to cumulative soil runoff close to the surface (at 5 cm depth) integrated over each contributing area (Figure 8 ). This allows for a comparison between observations and modeling results without calibration. For the Rinertaelli subbasin, the total mass balance is almost independent of the chosen interpolation scheme but the snowpack distribution changes (Figure 8a and supporting information Figure S2 ). The heterogeneous snowpack leads to more melt water at the very beginning of the melt season, while later the reference configuration produces more runoff because the shallower snowpack portions in the scaling simulations have already disappeared and the remaining contributing area is smaller. On the other hand, the snowmelt season lasts longer due to deeper accumulations generated by the scaling approach. The water transport scheme changes the response only marginally due to averaging effects at the basin scale. Compared to the observed discharge, which starts earlier and has a larger magnitude, melt in April is consequently somewhat underestimated. This is coherent with the site-observations from the Rinertaelli, where the model underestimates the observed melt rate on south-facing slopes. In addition, the negative bias observed for shallow snow (0-0.5 m; Figure 2 and supporting information Figure S2 ) could also partly explain this underestimation.
In the Duerrboden catchment (Figure 8b ), the influence of the snowpack spatial distribution on the soil runoff is even more evident than in the previous case since the mass balance is not conserved locally at the subbasin scale as the reference interpolation largely underestimates snow accumulations on the upper part of the basin (supporting information Figure S2 ). At the end of June, the simulations are diverging with snowmelt runoff remaining considerably lower in the reference simulations. Relative to the observations, this underestimation is clear; the soil runoff cannot sustain the measured runoff. Physically this would be possible if significant groundwater storage volume was available, however this is not the case in the upper Dischma basin.
By definition, the scaling method conserves mass over the entire Dischma catchment (Figure 8c) . The results for the whole basin are partly similar to the ones observed previously, i.e., the hydrological response is mainly driven by the snow distribution (in contrast to the liquid water transport scheme). The scaling method slightly changes the beginning of the melt season (by 2-3 days) but most importantly extends its duration by more than a month. Compared to observations, the start of the melt season is heavily delayed (by more than 15 days). This last feature has already been observed when using Alpine3D for snow simulations of alpine catchments (e.g., Gallice et al., 2016; Lehning et al., 2006) .
Hydrological Response
In the Rinertaelli basin, the general runoff pattern is fairly well represented by all configurations (Figure 9a ) and model performances expressed as NSE coefficient are very similar (Table 3) . However, some interesting features can be pointed out. First, the model fails to capture the timing of the onset of the melt season, with the first melt pulse occurring 30 days later than in the observations resulting in a strong underestimation of the discharge during that time. In May and June, the general streamflow dynamics are well captured but the magnitude is underestimated. On the contrary, from end of June, the discharge is overestimated in the four scenarios, which could be a direct consequence of the previously observed runoff underestimation 
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(from April to June). Even if these results are consistent with the ones at the site scale (underestimated melt intensities on south-facing slope, section 5.2) and subbasin scale (delayed onset of the melt season, section 5.3), the underestimation at the beginning of the snowmelt season at the subbasin scale is fairly large.
In the Duerrboden catchment, a more realistic snowpack significantly improves the hydrological simulation (NSE of 0.86 and 0.85 compared to 0.72 and 0.74, Table 3 ) mainly by correctly simulating the snowmelt season, which is longer by more than a month (see the change of the centroid in time [CT], a seasonality indicator (Stewart et al., 2005) , in Table 3 and Figure 9b ). In the reference configuration, the basin becomes snow free too early in the season, which results in a strong underestimation of the observed discharge from early July to October explaining the bad performance in terms of log NSE (Table 3) . As already discussed for the soil runoff, differences between the two liquid water transport schemes are very small. Finally, the discharge underestimation in late April and May is visible in all simulations. This appears to be a model error possibly from the meteorological interpolation or from misrepresentation of subgrid processes, which is further addressed below in section 6.
At the Dischma outlet, model performance is high for all configurations with NSE coefficients between 0.85 and 0.87 (Table 3) . Even though the basin size causes a noticeable smoothing of the discharge signal ( Figure  9c ), interesting lessons can be learned. An initial snowpack closer to observations improves the simulated discharge evolution, notably during the second half of the melt season when large snow accumulations sustain the discharge (see inset in Figure 9c and change in CT in Table 3 ). With the reference interpolation, the hydrological model compensates the lack of snow (in July and August) by an increase of the maximum recharge rate R max . This leads to an intensive use of the lower reservoir, which has a longer residence time than the upper one and thus, the large bias observed in the headwater catchment is not visible anymore. This is one of the main drawbacks of model calibration: it will hide model underperformance by compensating through other mechanisms.
Discussion
The present study highlights the importance of having different types of observational data when trying to understand snowmelt variability in a small alpine catchment. These data allow for a detailed and independent validation of different components in physically based and spatially distributed snow models such as Alpine3D, highlighting strengths and weaknesses of such type of models. At the same time, it is essential that observations also cover various spatial scales. Our results show how discharge data at subbasin scales highlight features that would have been missed with only one streamflow time series at the basin outlet (i.e., snowmelt sustaining the discharge in summer). This is because the discharge signals of the various subbasins are averaged out over aggregated scales. Finally, novel snow surveying techniques allow for improvements in snow modeling that were previously unavailable. Here we show how the assimilation of a distributed snow depth data set at resolutions of the order of 100 m for precipitation interpolation and validation of model results allows a better understanding of the hydrological system itself. Such assimilation also allows the identification of model deficiencies that are difficult to assess with traditional snow surveying techniques (e.g., manual snow depth surveys).
SNOWPACK was originally developed to model the one-dimensional snowpack evolution at the location of an IMIS weather station (Lehning et al., 1999) . Consequently, good model performance at the site scale is not a surprise. However, the spatial interpolation of meteorological variables in complex terrain remains challenging and spatially distributed simulations are thus not trivial. The method of V€ ogeli et al. (2016) partially reduces the precipitation interpolation error. This change of the local mass balance translates in a change of the energy balance by reducing or increasing the thermal inertia of the snowpack (proportional to its mass). Moreover, the insulating effect of the snow and the presence (or absence) of a high albedo surface significantly modify the local energy budget. The combination of mass redistribution with the correct local components of the energy balance improves the results considerably (for example NSE 5 0.23 versus NSE 5 21.36 in Rinertaelli). As for the liquid water transport, the gains in term of performance are less significant between the two schemes, i.e., the bucket and Richards equation methods. However, the Richards equation approach leads to improvements in the representation of the snowmelt output dynamics at the base of the snowpack when compared to hourly observations at the point scale, confirming earlier studies at extensively instrumented sites (Wever et al., 2014 (Wever et al., , 2015 . The present study had to rely on interpolated meteorological data only. At the Rinertaelli site, the beginning of the melt period and its diurnal cycle are well captured. Modeled liquid output intensities are nevertheless lower than observed. Given that the second lysimeter (located close to a AWS) is very well simulated (NSE 5 0.59), we would suspect an error of shortwave and/or longwave radiation interpolation or that the interpolation scheme misses local temperature and wind maxima induced by micrometeorological phenomenon. Even if we cannot completely exclude a measurement error of the lysimeter, the large discharge underestimation observed in the Rinertaelli subbasin is therefore not fully explained. Unfortunately, we have no meteorological observation to validate our hypothesis.
As shown by Anderton et al. (2004) , seasonal snowmelt dynamics at subcatchment scales are mainly driven by the snowpack distribution at the peak of accumulation. Then the challenge is to get a realistic snowpack distribution as an initial stage variable for snowmelt modeling, even in a well-instrumented area. As observed here and in several previous studies (Gr€ unewald et al., 2014; Gr€ unewald & Lehning, 2011; Jonas et al., 2009; Sevruk, 1997) , precipitation and SWE exhibit a positive trend with elevation. However, considering only a linear altitudinal gradient leads to a too simplistic snow distribution. In reality, several processes such as preferential deposition, snow transport by winds, and avalanching lead to larger heterogeneity (Clark et al., 2011) . In this study, we applied the approach by V€ ogeli et al. (2016) for precipitation interpolation and mass accumulation. It has the merit of being computationally efficient and provides an initial snowpack distribution closer to the observations. The methodology also implicitly corrects for some of the processes mentioned above that are difficult to model explicitly, e.g., precipitation preferential deposition, snow transport, and avalanching. However, this approach requires a meticulous analysis of the ADS snow distribution to identify potential biases (e.g., heterogeneous snowmelt before date of flight) that could be introduced directly into the model results. In our case, due to the relatively large elevation gradient in the basin, the data set has a small negative bias for shallow snow and low elevations due to limited melt. This could be a second partial explanation of the underestimation observed in the discharge time series at the beginning of the melt season. Finally, the scaling method implicitly assumes that peak snow accumulation occurs simultaneously over the entire basin. Even if this classic categorization into an accumulation and an ablation season is convenient, this assumption is mainly but not fully fulfilled in our high-alpine case study.
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This condition is certainly not valid in regions with larger elevation and climatic gradients and, in general, will be less and less the case due to climate change in higher elevations. Thus, the scaling method must be applied cautiously. In a warmer climate, the significance of spatial snow variability for mountain hydrology will be fundamental, notably in terms of timing. As shown in our results, large snow accumulations are strongly underestimated by a traditional interpolation scheme. This snow storage is essential to extend the duration of the melt season and sustain the observed discharge in summer. These considerations tend toward the development of more physical/dynamic methods to model the spatial variability of snow.
We intentionally chose the StreamFlow model because of its limited number of parameters, as the objective was to study the influence of snowpack differences rather than the calibration capacity of the model. Unfortunately, the calibrated hydrological model acts as a low-pass filter on input signals and smoothens a large portion of the differences. However, we showed that the vertical snowpack liquid water transport scheme has a limited impact on the hydrological response at the catchment scale. Conversely, the snow distribution has a significant influence on the discharge at the subbasin scale (Table 3 ) and for the whole catchment (getting the right answer for the right reasons). With a more realistic snowpack distribution, the melt season starts earlier and lasts longer, more coherent with observations. These results are also in agreement with previous studies (Luce et al., 1998; Warscher et al., 2013; Winstral et al., 2013) for which snow transport was considered. If we focus our attention on model performance (Table 3) , differences are relatively small, which raises the question whether the increasing complexity is worth the small added value. In our opinion, simpler models can still be a good choice for many (operational) applications while physically based models would be more appropriate when trying to understand detailed snow and hydrological processes.
One of the results from our study is that the beginning of the melt season is not captured accurately whatever configuration of Alpine3D is chosen. The significance of the discrepancy indicates a misrepresentation or a missing process in the model. In reality, snow processes are taking place at varying spatial and temporal scales (Bl€ oschl, 1999) . In our case, the spatial resolution seems adequate to reproduce the large-scale features (regional and watershed scales). Nevertheless, we certainly miss some subgrid processes that take place at hillslope and local scales. For example, at the beginning of the melt season, the snowpack can be patchy due to the presence of boulders or rock faces exposed to the sun. Such situation can lead to an albedo feedback or modify the surrounding radiative budget enhancing melt. Recent work in the same region has also pointed out a strong feedback of the snow patch distribution on the local (katabatic/anabatic) wind and temperature fields . At the beginning of the melt season (high SCA), these circulation processes lead to an increase of the sensible heat flux toward the snowpack and then an intensification of ablation processes. As diurnal mountain winds are thermally driven, they particularly take place on south-facing slopes, but cannot be modeled in the present version of Alpine3D as no lateral exchange between grid elements is considered or would require the coupling of an atmospheric model (e.g., ARPS or WRF). Once the ablation season started, the lateral meltwater transport at the snow/soil interface (Eiriksson et al., 2013) and more generally the overland flow could also accelerate the hydrological response by bypassing the soil compartment. When the meltwater infiltrates into the soil, it displaces old water (known as translatory flow; DeWalle & Rango, 2008) and can rapidly generate runoff in the stream. All these elements support a proper integration of subgrid variability in snow models.
Conclusions
In this study, we analyze the effects of snow accumulation patterns and liquid water transport within the snowpack on snowmelt dynamics and on the hydrological response of an alpine catchment in the Swiss Alps. Our analyses combine in situ measurements of subhourly snowmelt output on north-facing and south-facing slopes, streamflow at the outlet of two small tributaries and at the outlet of the entire catchment, distributed snow depths from airborne photogrammetry, and output from the Alpine3D spatially distributed snow model for the water year 2014-2015.
During the accumulation period, we show how a novel precipitation scaling approach for spatial interpolation leads to an improvement in the estimation of snow distribution at peak accumulation when compared to a more traditional interpolation method (R 2 5 0.96 versus R 2 5 0.34). The simulated spatial pattern of peak accumulation differs by only 0.27 m in terms of RMSE when compared to measured snow depths at the 100 m scale. These results highlight the relevance of precipitation interpolation schemes for accurate
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representation of peak snow accumulation and distribution even in a well-instrumented area. Furthermore, we show how accurate representation of snow distribution at peak accumulation is key for accurate representation of snowmelt processes and differential melt. Simulated results demonstrate that the increased heterogeneity of snow accumulation obtained using the scaling interpolation approach produces differential melt patterns with rapid melt from shallower snow accumulation areas, due to reduced thermal inertia and melt water travel time in the snowpack, compared to slower melt from areas of deeper snow located at high elevation. These differential patterns translate in faster runoff generation at the onset of the melting season from shallower snow packs and a prolonged snowmelt season duration because of the delayed melt from the deeper snow accumulation areas. Such differential melt patterns and runoff responses are severely muted when the more traditional precipitation interpolation method is used. Finally, we show that improvements in the representation of the spatial variability of snow lead to an improvement of the NSE by up to 0.12 for the simulated streamflow when compared to measurements at two different locations, within the basin and at the outlet.
Simulations using a Richards equation scheme allow for faster drainage of liquid water toward the base of the snowpack when compared to the standard bucket approach that was originally implemented in the SNOWPACK model. The effect of these improvements is reflected in a more realistic liquid water output from the snowpack in terms of timing and daily cycle at the site scale. At larger scales, the impact of the liquid water transport scheme is rather limited.
