This paper is mainly devoted to the question about the holomorphic extendability on a domain D c c C n of the CR-functions defined on a relatively open connected subset dD \ K of dD. Pursuing the investigation of our earlier paper proving that the $(£>>convexity of K suffices, when n > 2, for the desired extendability, here we obtain some further results on this and similar matters, and a Hartogs' type theorem for certain domains in a Levi-flat hypersurface. All the results of this paper concern the case n > 3 and fail to be true in general for n = 2.
On the other hand, the 0(D)-convexity of K need not hold when p is plurisubharmonic only on a pseudoconvex neighborhood of K, or, even more, when the Lζ.' s are required only to be pseudoconvex. For example, the latter occurs in case K is contained in the boundary of a pseudoconvex domain Ω, such that Ω Π(D\K) = 0 and Ω has a neighborhood basis of pseudoconvex open sets.
Hence, it seems natural to ask if the extendability property under consideration is still valid in the above situations and in similar other situations which the results on this problem obtained so far do not suffice to deal with.
In the present paper we wish to show that some partial positive answers to such question are possible for n > 3 complex variables.
In the first section of the paper we discuss an improvement, for n > 3, of the theorem of [6] quoted above; in the second section we obtain consequently some further results of a more geometrical character, including an improvement of Theorem I.I (B) of [7] and a Hartogs' type theorem for certain domains in a Levi-flat hypersurface.
We point out that all the results of this paper relate to the case n > 3 and fail to be true in general for n = 2, in spite of the fact that our previous result of [6] -concerned with the 0(Z))-convexity of K-is true for n > 2. Indeed, the dichotomy, in this kind of problems, between the cases n > 3 and n = 2 appears already in [7] , and also in a part of the proof of the theorem of [6] itself. 
(]/ϊ) (the ball with center the origin and radius \/2) and dD \ K c 3B 4 (\/2), it follows that every point of dD \ K is a peak point for 0(D) and also, as a consequence, that Kp Π 3D = K. Hence D and J^ verify both the conditions (a) and (b) of Theorem 1.1. On the other hand, the function f(z, w) = z" 1 , which is holomorphic on a neighborhood of 3D \ K, has no holomorphic extension to D.
(ii) Since the condition (b) of Theorem 1.1 includes in particular the case when K is 0(Z>)-convex, it follows that Theorem 1.1 improves the result of [6] for n > 3.
(iii) The condition "K τ = K" is equivalent to the "^(D)-convexity" of K considered in [7] .
Proof of Theorem 1.1. We use the same technique and follow the same lines as in [6] . Therefore, though all steps of the proof are discussed, many technical details are waived.
Let us first list some of the notations to be used in the following. Therefore, it follows that what is to be proved now is that /|# has boundary values / on Σ = (dD \ K) Π N 9 i.e. that, for each point Z°GΣ, we have:
Consequently, it is plain that the extension F of / will be given by where s is any positive integer, and so the proof of the theorem will be concluded.
For the proof of (1.6) the assumption "K N = K" alone is no longer sufficient, and hence we have to distinguish between the two conditions (a) and (b).
In the first place let us prove the following: Now, on account of 1.7, the proof of (1.6) proceeds as in [6] (Proposition 2.7), with some minor changes, using a known potential-theoretic property of the Martinelli kernel-form.
It remains to prove the validity of (1.6) under the condition (b). Actually 1.7 is still true in this case, but a direct proof would be more involved, and we can dispense with it. Indeed we can prove the following, from which (1.6) follows at once (as well as 1.7): show that also the family FU.f' is coherent, and hence /' and / coincide on the intersection of their sets of definition. D REMARK. Let us point out that 1.4, which is a crucial point in the above proof, derives from the fact that, for n > 3, the difference
and Φ' h ,(ξ) e yΓ'"~2(t/'\L ? (φ')) of <o(f) is 9-cohomologous to zero in (U\L ζ (φ)) Π (£/'\£f(<P')). This implies that, for /e CR(8Z)\iί:), /(Φ Λ (f) -Φ^(f)) is exact in (6\D\ #) Π (ί/\L^(φ)) Π (U f \L ζ (φ f )) (in the sense of continuous regular forms), and hence, if dT s c (U\L ξ (φ)) Π (ί/'\L f (φ')), it follows that:
On the contrary, for n = 2 Φ Λ (f) -Φ^(f) is a holomorphic 2-form and f{Φ h {ζ) -Φ^(0) i n general is only closed, so that (1.9) need not be true.
Nevertheless (1.9) turns out to be true also for n = 2 in case U and £/' contain the whole of dD\K and |<p(f)| > max ar jφ|, \φ β (ξ)\> max ΘΓ Jφ'|; which is the reason why Theorem 1 of [6] holds for n = 2 too. Proof. It is well known that every point of 9Ω is a peak point for 0(Ω) (cf. Gunning-Rossi [2] , Corollary IX.C.7) and hence the condition (i) implies that every point of (dD\K) Π V is a peak point for & (D) . In view of Theorem 1.1, this already suffices to conclude the proof under the former case of (ii), for we may assume that N c V, so that the condition (a) of Theorem 1.1 is fulfilled. To deal with the latter case of (ii), we consider first the particular situation when there is a plurisubharmonic Since we may choose U so that U Π D is as small as we please, we conclude that the theorem is true for D and K as well. The role of the condition (i) of this theorem is merely to ensure that, for each component K λ of K, there are peak points for Θ(D) on 3D \ K as close to K λ as we please. Indeed the theorem is still true under this weaker condition in place of (i). 4 Here we may dispense with the assumption, made in Introduction, that dD\K is C 1 -smooth.
GUIDO LUPACCIOLU
Proof. In view of (i) we may find an increasing sequence {D s }f =ι oί C 00 -bounded strictly pseudoconvex subdomains of D such that D = Uf-i A We consider first the former case of (ii). Let P c JV be a closed neighborhood of K in D and let P N = Π φe^(ΛΓ) φ~1(φ(^>)) Clearly, since K N = K, we may assume that P N \K is as small as we please, provided P is small enough. This concludes the proof under the former case of (ii), since P N \K may be as small as we please. The proof under the latter case of (ii) , \z\ = |w| = 1}, but plainly the thesis of that theorem is not true in this case.
