Electromagnetic interaction between a sub-wavelength particle (the 'probe') and a material surface (the 'sample') is studied theoretically. The interaction is shown to be governed by a series of resonances or eigenoscillations, corresponding to surface polariton modes localized near the probe. The resonance parameters depend on the dielectric function and geometry of the probe, as well as the surface reflectivity of the material. Calculation of such resonances is carried out for several types of axisymmetric probes: spherical, spheroidal, and pear-shaped. For spheroids an efficient numerical method is developed, capable of handling cases of large or strongly momentum-dependent surface reflectivity. Application of the method to highly resonant materials such as aluminum oxide (by itself or covered with graphene) reveals a rich structure of multi-peak spectra and nonmonotonic approach curves, i.e., the probe-sample distance dependence. These features also strongly depend on the probe shape and optical constants of the model. For less resonant materials such as silicon oxide, the dependence is weak, so that the spheroidal model is reliable. The calculations are done within the quasistatic approximation with the radiative damping included perturbatively.
I. INTRODUCTION
The problem of electromagnetic interaction between a material surface and a small external particle is fundamental to numerous physical phenomena and spectroscopic techniques, including surface-enhanced Raman scattering, surface fluorescence, adsorbed molecules spectroscopy, and near-field microscopy. From the point of view of general electromagnetic theory, it is a special kind of scattering problem where the scatterer resides in a uniform half-space, e.g., vacuum, while the effect of the other half-space -the sample -is represented by the surface reflectivity r α (q, ω). The reflectivity may depend on the in-plane momentum q, frequency ω, and polarization α = P or S. Conventional optics describes the regime q < ω/c. Momenta q ω/c, which correspond to in-plane distances ∆ρ much smaller than the diameter c/ω of Wheeler's radian sphere, 1 are the domain of near-field optics.
This work is motivated by recent advancements of the scattering-type near-field optical microscopy 2,3 (s-SNOM), which has become one of the leading tools for measuring optical response of diverse materials on spatial scales as short as 5-20 nm. Thanks to technical improvements and the development of tunable and broad-band infrared sources, 4-6 the s-SNOM has provided insights into properties of complex oxides, [7] [8] [9] [10] [11] [12] [13] organic monolayers, 14 graphene, and other two-dimensional crystals.
4,15-17
The schematics of an s-SNOM experiment is shown in Fig. 1(a) . A sharp elongated probe is brought into close proximity of a sample and is illuminated by an external electromagnetic wave with electric field E ext e −iωt . Its interaction with the probe creates scattered waves e iqρ+ik z z−iωt , ρ = (x, y), with arbitrary in-plane momentum q, including large-q evanescent waves, k z = (ω/c) 2 − q 2 iq. Multiple reflections of these waves inside the probe-sample nanogap cause small but important changes in the total radiating dipole moment pe −iωt of the probe. These changes are detected by measuring the far-field scattering signal as a function of the probe coordinates. This signal is proportional to the probe polarizabilities,
which have the dimension of volume. The goal of this paper is to study the properties of functions χ ⊥ and χ . For simplicity, we consider only axisymmetric probes. We are especially interested in probes of large aspect ratio. In the experiment, strongly elongated probes are used because of high longitudinal polarizability χ ⊥ , which promotes an efficient coupling between evanescent and far-field radiation modes -the "antenna" effect -making the detection of the near-field component possible.
We assume that the length of the probe is much smaller than the diameter of the radian sphere c/ω, so that the scattering problem can be treated within the quasistatic approximation. The probe shape we examine the most is a prolate spheroid. At first glance both of these assumptions are unrealistic because actual probes are not spheroidal and their length (typically, tens of µm) can often exceed c/ω for ω in infrared or optical frequency domain. Yet this model was previously found to yield quantitative agreement with the s-SNOM experimental data for many materials. This apparent agreement can be expected in cases where the surface reflectivity r α (q, ω) of the sample is not too large, and the aspect ratio of (Color online) (a) Schematics of an s-SNOM experiment in which a polarizable probe is used to examine a sample characterized by the surface reflectivity rα(q). The external electric field Eext incident on the system creates evanescent waves inside the probe-sample gap. This modifies the dipole moment p of the probe, which is detectable by its far-field radiation.
(b) Expanded view of the probe-sample gap. The arrows symbolize the evanescent waves; β stands for the (approximately constant) value of the P-polarization reflectivity rP(q). (c) The real-space potential distribution for the first four eigenmodes of the probe polarizability χ ⊥ computed numerically for a spheroidal probe of half-length L = 25a. The axes are the x-and z-coordinates in units of a, the curvature radius of the tip of the probe. The probe's location is represented by the uniformly shaded beige area in the upper left corner of each panel.
the probe does not vary greatly from one experiment to the next. Under such conditions the gross features of the s-SNOM scattering amplitude should indeed have only a modest dependence on the exact shape of the probe and other experimental parameters. However fine details of the scattering amplitude are shape-dependent even in this case and they may be discerned as the instrumental resolution improves. Furthermore, for samples with high reflectivity, even the gross features become sensitive to the shape and size of the probe. To demonstrate these trends in this paper we study the longitudinal and the transverse polarizabilities in great detail. We will ignore the S-polarization reflectivity r S (q, ω) because for most materials it becomes very small at q ω/c. Hence, χ ν are functionals of the remaining reflectivity function r P (q, ω) and the probe-sample distance z tip . We show that such functionals can be quite complicated, especially for strongly momentum-dependent reflectivity typical of layered and/or ultrathin materials. Therefore, it is good to start with a simpler case of a bulk medium with a q-independent reflectivity β(ω) ≡ r P (q, ω) ,
so that for a fixed z tip and ω, the probe polarizabilities are functions of a single parameter β.
It should be clarified that while the absolute reflectivity may not exceed unity for the radiative modes q < ω/c because of energy conservation, for the evanescent ones q > ω/c it is allowed do so. Large β's are indicative of weakly damped surface modes in a material, e.g., surface phonons in dielectrics or surface plasmons in metals. We use the umbrella term "surface polaritons" for all such modes. The energy loss due to evanescent modes is governed not by |β| but by Im β which must be nonnegative at q > ω/c. (To compute the losses Im β needs to be integrated over q with a weight that depends on the probe-sample distance. 18 ) In the limit of vanishingly small dissipation, Im β(ω) tends to a δ-function peak at the mode frequency. In practice, Im β (and consequently |β|) as high as 10-20 is possible for well-ordered crystalline solids, e.g., aluminum oxide Al 2 O 3 possessing sharp phonon modes [ Fig. 2(a) ]. Therefore, a robust theoretical formalism must be capable of computing functions χ ν (β) in the entire upper complex half-plane. To meet this requirement such a formalism must correctly reproduce the analytic properties of functions χ ν (β). We adopt a version of the generalized method of eigenoscillations, in which the total field outside the probe and sample is decomposed into eigenfunctions of an auxiliary homogeneous problem, and the role of eigenvalues are played by the reflectivity β, the so-called β-method in the terminology of Ref. 19 . (Similar formalism is also known in the theory of conductivity of heterogeneous media. 20 ) We show that for any probe-sample distance z tip > 0 functions χ ν (β) are meromorphic. In other words, they admit the series representations
where the sequence of poles β ν k has no accumulation points, and so, no upper limit. Additionally, we will show that if the probe is made of an ideal conductor and no other sources of dissipation are present, then the poles β depend only on the geometric factors: the probe shape, size, and its distance z tip to the surface. All these results comply with the general theory of the β-method developed in Ref. 19 .
Both β ν k and R ν k grow exponentially with k but their ratios remain bounded and satisfy the sum rule Here χ ν 0 ≡ χ ν (β = 0) is the polarizability of an isolated probe, which does not depend on z tip . These properties ensure convergence of the series (3) at any β = β ν k . On the other hand, if a material-specific β(ω) approaches any of β ν k , a resonant peak in χ ν and ultimately, in the near-field signal, would be observed.
The divergence of χ ν at a given pole implies that a nonzero dipole, i.e., free oscillations may exist in the absence of any external field. Physical intuition about this regime is aided by the method of images, according to which real charges Q i on the probe interact with their virtual images −βQ i inside the sample and for β > 1 achieve a runaway positive feedback. However, one must keep in mind that these eigenoscillations arise only in the auxiliary problem where the sample is substituted by a fictitious material of reflectivity β ν k . The divergence never actually happens in real materials due to their inherent dissipation, which enters in the form of a positive imaginary part in β as shown in Fig. 2(a) and 2(b) . The resonances are further damped due to shifting of the poles β ν k to the lower complex half-plane when radiative corrections are considered [ Fig. 2(c) ], as discussed in more detail in Sec. VIII. For a generic probe that ends in a rounded tip, the amplitude of the eigenoscillations is the greatest near the tip, as illustrated in Fig. 1(c) for a spheroidal probe. Overall, this physical picture of tip-localized eigenoscillations is an elegant and economical approach to understanding the mechanism of probesample coupling.
The main objective of the present work is to elucidate the analytical properties of the coefficients β ν k and R ν k . We focus on the practically interesting case where the probe length L is much larger than the curvature radius a of the probe tip. We show that for such strongly elongated probes three regimes can be distinguished. The first is the short-distance limit z tip a where the behavior of β ν k is universal. We show that it can be derived from the known exact solutions for spherical particles (Sec. II). The second is the long-distance limit, z tip L, where the probe acts as a point-dipole and the functional form of the resonance parameters is again universal. The remaining third regime a < z tip < L is the most nontrivial one where β ν k and R ν k depend on the probe shape. For all the probe geometries we study the poles β ν k grows exponentially with k, and so for moderate values of β it is permissible to truncate the series in Eq. (3) after one or a few leading terms. This truncation is effectively done in simplified models 5, [21] [22] [23] [24] of the probe-sample coupling, see Sec. IX. However, this simplification may lead to qualitatively and quantitatively wrong results at small z tip and/or for large β. The latter characterize highly polar materials such as SiO 2 25 (a commonly used substrate) and the already mentioned Al 2 O 3 (an important reference material of infrared optics).
Besides addressing analytical properties of the probe polarizabilities, we also discuss methods for their numerical computation. For the simplest case of a momentumindependent reflectivity, the calculation can be made virtually instantaneous with the help of Eq. (3) once a first few β ν k and R ν k are computed and stored. For specific case of a spheroidal probe, this calculation can be further accelerated using the spheroidal harmonics basis instead of the standard boundary element method (BEM). Since number of relevant poles and residues is relatively small, for further convenience, they can be fitted to analytical forms, see an example for L = 25a spheroidal probe in Table I . The speed becomes a crucial consideration if the calculations have to be done repeatedly. An important example is extracting optical constants of the sample from the near-field spectroscopy data by curve-fitting algorithms. 26 One may anticipate to find a considerable speed-up if this inverse problem were treated using the eigenoscillation method. The acceleration occurs because the unknown physical parameter β = β(ω) of the sample and the geometric parameters β ν k and R ν k of the probe stand clearly separated. The eigenoscillation method also applies for momentum-dependent r P (q, ω), e.g., for layered samples; however, in the current implementation the speed-up compared to the BEM is achieved only for spheroidal probes.
The remainder of the article is organized as follows. In Sec. II we analyze the universal aspects of the shortand the long-distance regimes. In Sec. III the spheroidal probe model is considered. The equations for the poles and residues are presented and the results of their numerical solution for the case of a q-independent r P are discussed. In Sec. IV we explore the effects due to a weakly q-dependent surface reflectivity. In Sec. VI we apply our numerical method to computing the near-field response of bulk Al 2 O 3 , a strongly polar material. In Sec. VII we perform the calculation for the same Al 2 O 3 substrate but covered with graphene, which is a system with a strongly q-dependent reflectivity. In Sec. VIII we discuss the effects of the probe shape and retardation on these calculations. We also do a similar comparison for SiO 2 , a less polar material. In Sec. IX we discuss prior theoretical work and close with concluding remarks. Technical details of the derivations are summarized in Appendix. The source code of our computer program is available as the online Supplemental Material for this article.
II. PROBE-SAMPLE INTERACTION IN SHORT-AND LONG-DISTANCE LIMITS
We start with a qualitative analysis of the shortdistance regime defined by the condition z tip a. In this limit the structure of the localized polariton modes can be understood intuitively by analogy to electromagnetic modes in an open cavity. As sketched in Fig. 1(b) , the probe-sample gap can be approximated by a cavity with height z(ρ) z tip + (ρ 2 /2a) gradually increasing as a function of the radial position ρ. For simplicity, let us assume the surface reflectivity of the probe is equal to unity, as for an ideal conductor. To have free oscillations exist in such a cavity the surface reflectivity β of the sample must exceed unity, compensating for the exponential decay of the evanescent waves. The condition of the self-sustained oscillations is β exp 2ik z (ρ)z(r) = 1. Accordingly, the local radial momentum q(ρ) −ik z (ρ) = log β / 2z(ρ). Imposing the quasiclassical quantization condition
The mode is localized at distances ρ √ z tip a.
The validity of this qualitative analysis is supported by the exact results for spherical particles. For the ν = part, the following compact formulas for the poles and residues are available [27] [28] [29] :
where
It is easy to check that Eqs. (5) and (6) agree in the limit of small α. (Dependence of β ⊥ k on α is qualitatively similar; however, the residues scale as R ⊥ k ∼ ka 3 α 2 at small α, see Appendix B.) It is reasonable to think that the behavior of β ν k (α) at α 1 should be common for any shape ending in a rounded tip. As long as the modes are localized at ρ a, they should be affected weakly by the rest of the probe. This hypothesis is supported by numerical calculations presented later in this article.
Consider next the long-distance limit z tip L. In this case the probe-sample interaction can be analyzed using the multipole expansion. For the lowest resonance k = 0 it is sufficient to include only the dipole term. The dipole moment of the probe is given by 
For the sphere χ ν 0 = a 3 , so that the last pair of equations agrees with the exact result (7). The k > 0 resonances are dominated by higher-order multipoles. The principal dependence of the poles and residues on α is expected to be the same as for the sphere, i.e.,
where g ⊥ = 1/2 and g = 1. The forms for R ν k are verified numerically in a later section. Equations (9a)- (10) imply that in the large z tip limit the sum rule (4) is saturated by the k = 0 mode alone.
The case of a q-dependent reflectivity can be treated similarly. Thus, for k = 0 one finds
where c ⊥ = 1 and c = 1/2. Note that the integral in Eq. (12) is dominated by the in-plane momenta q ∼ 1/z tip , which we assume to be well outside the light cone, q ω/c. At z tip > c/ω this condition no longer holds and one has to include retardation effects, see Sec. VIII. 
and 0.003a < ztip < 10a. The fits for the residues apply only to the first eight poles, k = 0 through 7. The remaining residue R8 is constrained to obey the sum rule (4). In summary, in this section we presented arguments that the limiting case formulas (5) and (9a)- (12) apply to perfectly conducting probes of arbitrary shapes. For the sphere L = a and for probes of modest aspect ratio L a, these formulas match by the order of magnitude at z tip ∼ a. However, for strongly elongated probes L a an additional intermediate regime a z tip L exists which requires further study. The simplest example of such a shape is the prolate spheroid and we discuss it in the next section.
III. INTERMEDIATE DISTANCES. SPHEROIDAL PROBE
Unlike the problem of a sphere, that of a spheroidal probe cannot be solved analytically. However, we can take advantage of the separation of variables in prolate spheroidal coordinates (Fig. 3) , which enables a more efficient numerical solution. 30 In this coordinate system the spheroid is a surface of constant ξ = L/F ≡ ξ 0 . The focal length F , the major semi-axis L, the minor semiaxis W , and the curvature radius a of the spheroid apex are related by
This implies
We assume that the major axis of the spheroid is along the z-axis. If the distance between the spheroid and the sample is z tip , the sample surface is at z = −L − z tip .
We consider the quasistatic limit where the scalar potential has the harmonic time dependence ∝ e −iωt . Its spatial part must obey the Laplace equation in the do- main outside both the spheroid and the sample. Therefore, it can be expanded into spheroidal harmonics, which are products of the generalized Legendre functions of the first and second kind P m l (x) and Q m l (x). Here m = 0, ±1, ±2, . . . is the z-axis angular momentum and l must be greater or equal to |m|. As shown in Appendix A, the expansion coefficients A m l can be related to the charge distribution on the spheroid. For example, A m 0 is proportional to the total oscillating charge of the spheroid ∝ e −iωt . For a passive probe, A m 0 = 0. The l = 1 terms determine the components of the dipole moment induced on the probe:
For each m the set of coefficients A m l satisfies the infiniteorder system of linear equations
According to Eq. (14) , to find p we need to consider only m = 0 and m = 1. The requisite coefficients b m l on the right-hand side of Eq. (15) are given by
If the external field E ext = E xx + E yŷ + E zẑ is uniform, all other b m l vanish. Once we solve the system (15) for m = 0, we can find the transverse polarizability from
In turn, the solution for m = 1 would give us A 1 1 and
Equation (15) we wish to solve can be cast in a matrix form
and tip is again the dielectric constant of the spheroid. In this section we assume the probe is made of an ideal conductor, tip → ∞, in which case Eq. (21) simplifies to 
The elements of matrix H are given by
where I ν (z) are the modified Bessel functions of the first kind and
As mentioned in Sec. I, the reflectivity r P (q, ω) may have strong peaks at the dispersion curves ω(q) of the surface polaritons of the sample. In practice, r P (q, ω) is always finite, so that the integrand in Eq. (24) is well-behaved and exponentially decreasing. A fast method of computing H ll numerically is explained in Supplemental Material. In the remainder of this section we will assume that r P (q, ω) is q-independent. We will show that the polarizabilies of the spheroidal probe are meromorphic functions as stated in Sec. I. We will also present our analytical and numerical results concerning the behavior of their poles and residues. If r P (q, ω) = β = const, then matrix H factorizes H = βH and Eq. (20) becomes
It implies that A m as a function of β has poles β ν k that are the eigenvalues of the generalized eigenvalue problem
The substitution
Since M is a symmetric real matrix, its eigenvalues (β ν k ) −1 are real and its eigenvectors v k can be chosen to be orthonormal. Assuming v k form a complete basis, the solution A m of Eq. (26) can be sought as a linear combination of the corresponding u k . Taking into account Eqs. (18) and (19), we arrive at Eq. (3) with
where m = 0 for ν = ⊥, m = 1 for ν = , and (v k ) 0 is the first component of vector v k . The completeness of the basis entails k |(v k ) 0 | 2 = 1, leading to the sum rule (4). The explicit formulas for χ ν 0 that follow from Eqs. (22) and (29) read:
These formulas are familiar from classical electrostatics. For strongly elongated spheroid L a, ξ 0 1, they yield
In Sec. I we stated that the sequence β ν k may not have accumulation points. For the present case of a spheroidal probe this can be proven directly from the properties of matrix M. The first step is to show that the matrix elements ofH obey the asymptotic bound
at large l and l . This can be established using the saddlepoint integration in Eq. (24) . Together with Eqs. (22) and (23), this bound ensures that at z tip > 0 the highorder matrix elements of M decay exponentially,
Here α [Eq. (8)] parametrizes the probe-sample distance z tip . Hence, the double series ll M 2 ll = tr M 2 is convergent. Considering the identity
we see that the accumulation points are ruled out. On the contrary, tr M 2 diverges at z tip = 0 and one accumulation point does exist: β = 1. For the sphere this can be found directly from Eq. (7) by setting α = 0.
In the spherical limit ξ 0 → ∞ an analytical solution of our equations exists although it is not obvious. We deduced the form of this solution from the method of images, see Appendix B. At finite ξ 0 we resorted to solving the problem numerically. As already mentioned, due to an exponential growth of β ν k with k, only a first few of such poles are usually needed for evaluating the polarizabilities in question χ ν . To compute such β ν k and the corresponding R ν k we used the following procedure. Given L/a and α, we would generate an N × N matrix made of the first N rows and columns of the full infinite matrix M. We would diagonalize this finite-size matrix by standard library routines. The obtained eigenvalues approximate the first N poles β ν k . We would gradually increase the matrix size until the poles we are interested in would show no variation as a function of N within the desired accuracy. The larger L/a and the smaller α, the higher N was needed. We found this procedure workable as long as N did not exceed about 500. As a rule, the higher eigenvalues of larger matrices would either fail to reach the accuracy or would show an α-dependence inconsistent with physical principles. This behavior stems most likely from roundoff errors. In principle, one can combat them by utilizing higher-precision arithmetic but we did not pursue this route. For L = 25a the computation of the first nine poles with at least two-digit accuracy was possible for α > 0.08, i.e., z tip > 0.003a. The residues R ν k were obtained from the eigenvectors of the truncated matrix M using Eqs. (29)-(30b). In the interval 0 < α < 0.08 we used the linear interpolation between β Table I . The residue R ⊥ 8 behaves differently from the others because it was constrained to satisfy the sum rule (4). Using these formulas one can find the response χ ⊥ with negligible computational cost for any β(ω) as long as its value is not extremely large. Note that although these results are for perfectly conducting spheroids tip = ∞, calculations for arbitrary finite tip can be done in the same way except one has to use Eq. (21) 
instead of Eq. (22).
Let us now compare the obtained dependence of β ν k on z tip with the limiting asymptotic behavior predicted in Sec. II. First, at z tip a, the poles of the spheroid approach that of a sphere, as expected, see Fig. 4 (a) and (c). The other limit is z tip L, where the point-dipole formulas (9a)-(9b) should apply. In Fig. 4 it is seen that the lowest eigenvalue of both shapes indeed have the correct behavior. The intermediate regime a z tip L is the most nontrivial one. We argue that in this regime
with some coefficient c ∼ 1 independent of L. To arrive at this formula we first find bounds on β ⊥ 0 using the following theorem. Consider two perfectly conducting probes of different sizes. If the surface of one probe can be inscribed into the other, then the first probe must have a larger β ν 0 . This statement is physically natural because self-sustained oscillations around the smaller body require a larger compensation from the surface reflectivity, cf. Sec. II. It can also be proven mathematically from the variational principle. 31 To place bounds on β ⊥ 0 of the spheroid we can consider two other probes, a larger one and a smaller one. We get
where β cone,ν 0
is the lowest pole of a cone with a vertex touching the sample and enveloping the spheroid; β ss,ν 0 is the lowest pole of a spheroid of shorter length L = z tip . It can be shown that β cone,⊥ 0
(1/π) ln(z tip /a). As for the smaller spheroid, the point-dipole formula should apply by the order of the magnitude, β ss,⊥ 0 ∼ 6 ln(z tip /a), cf. Eqs. (9a) and (31a). Since the functional form of these bounds coincides with Eq. (34) up to numerical coefficients, we argue that β ⊥ 0 (z tip ) should obey the same equation as well. The graph shown in Fig. 4(a) is consistent with this prediction. However, due to numerical limitations L/z and z/a could not be very large in our simulation and we could obtain only a crude estimate 1 < c < 3 of the coefficient c. The poles β k of the inplane polarizability, which are plotted in Fig. 4 (c) as a function of α, also show crossovers among three regimes (short, long, and intermediate distances) and can be understood in a similar way.
The behavior of the residues R ν k is more difficult to analyze. At large z tip /a and ν = ⊥, residues of both a sphere and a spheroid approach the asymptotical values given by Eq. (10). At small distances both have the form R ⊥ k ∼ ka 3 α 2 but differ by factors of the order of unity. The intermediate-distance behavior of R ν k for ν = defies an obvious characterization. On the other hand, for ν = the residues of a spheroid also approach those of a sphere at large distances described by Eq. (7). Due to the smaller difference of χ 0 between the two shapes, they have more similar residues than in the ν = ⊥ case at small distances where all poles approach unity. It is intriguing that for small z tip /a the aspect ratio of the spheroid affects mainly the residues, while at large z tip /a it influences the poles.
Information about the probe-sample coupling complementary to the properties of the poles and residues can be obtained by examining the potential distribution of the polariton modes in real space. The examples for the ⊥ modes are depicted in Fig. 1(c) . The potential is strongly peaked near the tip of the spheroid, demonstrating the localized nature of the near-field coupling. The number of times the potential changes sign along x is equal to k.
IV. MOMENTUM-DEPENDENCE OF THE PROBE-SAMPLE COUPLING
A simple physical picture of the s-SNOM that served as an important insight in the early days of the field and still remains popular today is the notion that the probe couples predominantly to momenta q ∼ 1/a. Accordingly, the s-SNOM signal is collected from a very small region of size ∼ a directly underneath the tip. Modern applications of s-SNOM to two-dimensional and layered systems require going beyond this oversimplified picture because the q-dependence of the reflectivity r P (ω, q) of such systems can be very sharp due to presence of dispersive collective modes (Sec. VII). Recall that for a momentum-independent reflectivity β [Eq. (2)], the poles and residues of the polariton eigenoscillations are determined solely by the permittivity and geometry of the probe. Unfortunately, for a q-dependent reflectivity such a clean separation of the probe and sample properties in the eigenproblem is not possible. While one can still define the eigenoscillations by suitably modifying Eq. (3), the corresponding poles and residues will be, in general, complicated functionals of r P (ω, q). However, if the qdependence of the reflectivity is weak, it can be treated as a perturbation, and the sample-independent resonant modes are retained. As we show in this Section, in this perturbative case one can precisely define the probesample coupling as a function of q and the 'dominant' momentum as a function of z tip .
Consider a small q-dependent correction to the reflectivity:
The kth pole β ν k of the probe-sample eigenoscillations is a functional of r P . The key question is how this pole is affected by the nonlocal correction to r P . The answer can be written in terms of −G ν k (q, z tip ), the first variational derivative of β ν k [r P (q)] with respect to r P :
This is the desired relation to the leading order in δr P . A few general properties of function G ν k at q < 1/z tip can be established. First, this function decays exponentially at large q:
This is so because the probe-sample interaction is mediated by multiple reflections of evanescent waves (Sec. I) and the shortest distance such waves have to travel is 2z tip . Next, it is easy to see that G ν k is normalized:
Using a variation principle one can also show that for a perfectly conducting probe G ν k (q, z tip ) is nonnegative. Therefore, functions G ν k (q, z tip ) can be considered weight functions for the perturbation δr P (q). To put it another way, this set of function quantifies the momentum dependence of the probe-sample coupling. Below we show that the properties of these function paint a much more nuanced physical picture than the naive idea that the coupling is maximized at a single momentum q ∼ 1/a. However, if one insists on characterizing the entire distribution of relevant momenta by a single number, the logical candidates are the average momentā
The idea is that unless G ν k (q, z tip ) has a complicated structure or a slow decay,q 
To obtain this formula consider first a sample with a qindependent reflectivity β and let the probe-sample separation be z tip = z + dz. This system is equivalent to another one: the probe separated by z tip = z from a fictitious two-component medium composed of a vacuum layer of thickness dz plus the original sample. The surface reflectivity of such a two-component medium is qdependent, r P (q) = βe −2qdz , so that it has the form (36) with δr P (q) = −2qβdz. Evidently, such a δr P (q) shifts the resonant pole from β = β An equivalent description of the effect of a q-dependent perturbation is that it induces a correction to the surface reflectivity. The effective reflectivity β eff is different for each k and ν,
The corresponding polarizability χ ν is given by
In the following we focus on function G z tip . Actually, the large-distance limit of this function has the universal form
same for both ν. Equation (44) follows from Eqs. (11) and (37) and is consistent with the surmised large-q behavior (38) . As one can see, Eq. (44) gives G ν 0 (q, z tip ) that is normalized, nonnegative, and has a single maximum at q = 1/z tip . The average momentum isq ν 0 3/(2z tip ).
In the intermediate-distance regime functions G ν k (q, z tip ) are not expected to be universal.
The specific example we treat in detail is again the conducting spheroidal probe. Combining Eq. (41) with the results of Secs. II and III, for the strongly elongated spheroid we obtain the following:
Since the left-hand side has the physical meaning of the spatial resolution of the probe, we expect it to monotonically decrease as z tip decreases. Therefore, the length scaleL appearing on the second line of in Eq. (45) should be of the order of L / 3 log(L/a). The presence of a large logarithmic factor log(z tip /a) in the intermediatedistance regime a z tip L indicates that function G ⊥ 0 (q, z tip ) has a considerable weight at q parametrically smaller than 1/z tip . In other words, a strongly elongated spheroidal probe senses electric fields beyond its immediate vicinity ρ < z tip . (A similar point was made previously in Ref. 25 .) As L/a decreases,L comes close to a, and this intermediate regime disappears. For example, the sphere acts essentially as a local probe.
The calculation of G ν k (q, z tip ) for the spheroid can be done as follows. Applying the first-order perturbation theory to the linear system (26), one finds
where H is the matrix with elements
Once the eigenvectors u k are found, e.g., as described in Sec. III, function G ν k (q, z tip ) can be readily computed. Our numerical investigation of G ν k (q, z tip ) was limited mainly to k = 0 and ν = ⊥. We observed that the eigenvector components approximately followed the geometric series (u 0 ) j ∼ t j . The quotient t is somewhat larger than unity for small z tip . As z tip increases, t becomes less than unity, so that the first component (u 0 ) 0 dominates. Neglecting all other components and expressing the modified Bessel function I 3/2 (z) in terms of elementary functions, we obtain the analytical approximation from Eqs. (46) and (47):
where c 0 is a normalization constant. At z tip L we can focus on the range of momenta less than 1/L because at larger q this function is already exponentially small. For such q the bracketed expression on the right-hand side can be replaced by (F q) 6 /9 and z p = z tip + L by z tip , which yields the asymptotic form (44) .
To examine small and intermediate distances we used the direct numerical evaluation of u 0 and G ν 0 (q, z tip ). As in Sec. III, we considered two aspect ratios: L/a = 25 and L/a = 1. Only ν = ⊥ part was studied. The results for L/a = 25 are shown using the false color scale in Fig. 5(a) . It can be seen that as z tip decreases, both q ⊥ 0 (z tip ) and the position of the maximum of G ⊥ 0 (q, z tip ) as a function of q shift toward larger values. This implies that the probe becomes more sensitive to finer spatial features of the sample, as discussed above. The line plot of G ⊥ 0 (q, z tip ) for several z tip presented in Fig. 5(b) 
For
has nodes as a function q at fixed z tip . The number of nodes is equal to k, see Fig. 5(c) . Apparently, at such q near-field coupling between oscillatory charge distributions on the probe and the sample exactly vanishes. Therefore, small perturbations at such discrete q do not affect kth resonant mode. Finally, althoughq ⊥ k increase with k for the reasons explained above, the maxima of G ⊥ k show the opposite trend, which is presently not understood.
V. FROM NEAR-FIELD POLARIZABILITIES TO FAR-FIELD OBSERVABLES
In order to apply our theory to simulation of s-SNOM experiments, we need to include a few more ingredients in our calculation. The first one is the so-called far-field factor (FFF) F ν (ω). This factor accounts for the fact that the probe is illuminated not only by the incident wave but also by its reflection from the sample. In experiment the P-polarized incident wave is usually used, to take advantage of the high transverse polarizability of the probe. Assuming the sample surface is flat, uniform, and its linear dimensions are much longer than the radian sphere diameter c/ω, the reflection of the incident wave is described by the coefficient r P (q s , ω), where
is the in-plane photon momentum and θ is the angle of incidence. Hence, the ratio of ν-component of the electric field at the surface to that of the incident wave is 1 ± r P (q s , ω) for ν = ⊥ and , respectively. The FFF also takes into account that the field scattered by the probe reaches the detector in two waves: directly and after reflection from the sample surface. Usually, the backscattered field is measured. It has the in-plane momentum −q s and therefore the same reflection coefficient ω) as the incident wave. The total FFFs for this setup are given by
The trigonometric factors on the right-hand side take care of conversion between the total electric field E ext of the waves and their ⊥, components. We must point out that Eqs. (50) does not apply if the system studied by s-SNOM is nonuniform on scales shorter than c/ω. Typical examples include a small sample residing on some substrate 25 or measurements done close to a boundary of two different materials.
Another point we have to discuss is signal demodulation. In the experiment the probe is made to oscillate mechanically, which causes periodic variation of the probe-sample distance:
The oscillation amplitude is typically ∆z = 20-90 nm, comparable to the radius of curvature a ∼ 30 nm of the probe. The minimal approach distance z 0 ≥ 0 can be equal to zero if the probe taps the sample. The tapping frequency Ω is many orders of magnitude smaller than the laser frequency ω, and so the motion of the tip does not affect the electromagnetic response. Effectively, the experiment consists of measuring the scattered signal for many static configurations with different z tip . The nth Fourier harmonic of the backscattered field is referred to as the demodulated signal s n . (Here we define s n as a complex number but in experimental literature it is common to discuss the amplitude and the phase of s n separately.) The primary purpose of demodulation is to suppress the far-field background signal created by reflections from the body of the tip, the cantilever, etc. This background is large but depends on z tip very weakly (linearly) and thus contributes predominantly to the n = 1 harmonic. Unfortunately, demodulation strongly diminishes the signal amplitude, making it more susceptible to experimental noise. In practice, n = 2 or 3 usually gives the best approximation of the true near-field signal.
2,3,32
The demodulated signal is related to the polarizabilities χ ν (ω, z tip ) we have been discussing in previous sections by
where χ ν n (ω) is the nth Fourier harmonic of χ ν :
One more element of the experimental protocol is normalization. What is typically reported is s ν n (ω) normalized against a certain reference material, e.g., Si or Au:
The normalization eliminates a number of physically uninteresting or poorly known factors, such as the constant in Eq. (52) that are related to the optical setup of the experiment. The FFFs may also be canceled if both the studied and the reference objects in the experiment are positioned nearby, so that the data for the two are taken at points no farther apart than the diameter c/ω of the radian sphere. The last point we wish to draw attention to is that the absolute value of the minimum probe-sample distance z 0 [Eq. (51) ] can be determined with much worse accuracy than its relative change. Therefore, experimentalists have to measure the so-called approach curve, which is the s-SNOM response as a function of z 0 at a fixed frequency. They then identify the point z 0 = 0 as a point where a qualitative change in behavior in s 2 or s 3 appears. The logic behind this procedure is that once the probe makes a mechanical contact with the sample, its oscillations become anharmonic, which is a qualitative change. A potential flaw of this argument is that sharp changes in s n 's may be generated by a rapid variation of electromagnetic coupling between the probe sample at short separation even before they made the mechanical contact. We will discuss this issue in more detail in Sec. VI.
VI. CASE OF LOCAL REFLECTIVITY: ALUMINUM OXIDE
In this and the following Sections we discuss the implications of our theory for near-field response of real materials. We choose bulk α-Al 2 O 3 , also known as sapphire or corundum, as our first example of highly resonant material with a momentum-independent reflectivity β [ Fig. 2(a) ]. Another material with these properties, silicon carbide, has been a subject of a recent s-SNOM study co-authored by two of the present authors. 26 Modeling results based on the BEM showing good agreement with the data were also reported in that work. Realistic probe shapes and retardation effects have been taken into account in order to achieve that. The latter was necessary since the probe length 2L ∼ 20 µm in the experiments was in fact larger than the diameter of the radian sphere c/ω ∼ 11 µm. Here we do not aim for a perfect agreement with a particular experiment but instead wish to illustrate how the general theory of multiple eigenmodes formulated in the preceding Sections can generate novel features in near-field observables. We study mostly probes of an idealized spheroidal shape but examine some other shapes as well. We stay within the quasistatic approximation but we will comment on retardation effects in Sec. VIII.
We use the following momentum-independent model for the reflection coefficient of the uniaxial Al 2 O 3 crystal,
where µ for µ = o (ordinary) and e (extraordinary) axes is given by
The We start by studying the behavior of the probe polarizabilities χ ν as a function of frequency ω. In the midinfrared range, the reflection coefficient β of Al 2 O 3 has a single peak centered at the surface-phonon frequency ω SP = 818 cm −1 , depicted in Fig. 2(a) . As ω approaches ω SP from below, Re β(ω) steeply rises. Equation (3) implies that whenever Re β is equal to a pole β ν k , Im χ ν has a local maximum as long as the damping Im β(ω) is not too large. The positions of three such underdamped resonances are indicated schematically in Fig. 2(a) . Thus, a single surface mode ω SP of Al 2 O 3 may produce multiple modes of the coupled probe-sample system. These localized polariton resonances have been discussed at length in the preceding Sections. For example, they are depicted in Fig. 1(d) for the case of a spheroidal probe. Note that all the resonances are red-shifted from the frequency ω SP . Since Im β increases as ω approaches ω SP , higher-order resonances are progressively more broad. The scenario above is described in terms of constant β ν k . However, the poles are functions of z tip , and so the frequency of each resonance shifts with z tip . This is clearly seen in a false color plot of Im χ ⊥ (ω, z tip ) [ Fig. 6(a) ], where each mode creates a bright curve. All the curves are red-shifted from ω SP but converge to it at large z tip . The smallest z tip = 0.02a in Fig. 6(a) is limited by the accuracy of our numerical calculation. Based on our analytical results we expect that at smaller z tip the resonance curves are shaped as parabolas that approach ω TO = 576 cm −1 where Re β = 1, cf. Eqs. (5), (55), and (56). A horizontal line cut through Fig. 6(a) taken at z tip = 0.6 nm is plotted in Fig. 6(b) along with the absolute value of χ ⊥ . The strongest peak in this plot corresponds to the k = 0 mode. The multiple weaker peaks at higher frequencies are produced by k > 0 modes.
Next we consider the effects of demodulation on the s-SNOM signal, which can be understood as follows. As the probe oscillates, it spends most time at the minimum and maximum distances from the surface. One therefore expects peaks in χ one can see that all the resonance curves modes should merge together at z = z 0 + 2∆z for typical ∆z ∼ 50 nm.
Hence, all the modes should produce a single common peak in the demodulated signal from such z. Furthermore, while the peaks of χ ν (z 0 , ω) are distinct, only a few strongest of them can survive the smearing effect of the demodulation. These expectations are supported by Fig. 6(c) , where we plot the normalized quantities
ands 3 for ν = ⊥, assuming tapping amplitude ∆z = 50 nm, z 0 = 0.6 nm, and Si as the reference material. In Fig. 6(c) we see only three peaks. The peak at 650 cm −1 in |s 3 | is produced by the dominant k = 0 mode. It has the same frequency as the k = 0 peak in Fig. 6(b) . The second peak near 725 cm −1 in |s 3 | (which looks more like a shoulder inχ 3 ) is produced by the k = 1 mode at the z tip = z 0 point. The remaining third peak at 787 cm −1 is produced collectively by all the modes. A similar correspondence between the resonance curves of the polarizability function and the peaks in the demodulated signal is found in the ν = component, cf. Figs. 6(d)-(f) . However, the lower k = 1 peak is now very weak and is considerably blurred by the demodulation, Fig. 6(f) . Should we have considered a model with smaller dissipation, this and other highorder peaks would have been more clearly distinguishable in |s 3 |. Note that although the normalized and demodulated signal strength is comparable for the two ν components, the polarizability for ν = is orders of magnitude smaller so its contribution can be safely ignored.
The discussion above pertain to horizontal cuts of χ ν (z tip , ω). Taking a fixed-frequency (vertical) cut through Fig. 6(a) , and performing the demodulation for a range of minimum distances z 0 , one obtains the ν = ⊥ approach curve for the scattering signal. An intriguing result of this analysis is the possibility of a nonmonotonic dependence of the approach curve on z 0 . The non-monotonicity is due to the crossing of the resonance curves of χ ⊥ by the vertical line cut. Such crossings are found between ω TO where Re β = 1 and ω SP where Re β reaches its maximum. Near the low-frequency end of this interval, the k = 0 mode should be again dominant. It is expected to produce a peak in the approach curve, which would follow the same trajectory as the k = 0 curve in Fig. 6(a) , moving to larger z 0 as ω increases. Higher order modes should appear at frequencies closer to ω SP and produce weaker peaks at smaller z 0 . The amalgamation of these peaks give rise to the non-monotonicity of the approach curve.
We show in Fig. 7(a) the s 3 approach curves for ν = ⊥ for three frequencies. All the curves are normalized to their value at their left ends, z 0 = 0.6 nm. The approach curve for ω = 600 cm −1 decays monotonically with increasing z 0 because the cut at such ω does not cross any of the resonances. In the approach curve for 700 cm −1 , a strong peak is seen at around 2 nm due to the crossing of the k = 0 resonance. The last approach curve, for 800 cm −1 contains a series of oscillations at small z 0 and a broad hump at large z 0 , due to the multiple resonance crossings. The approach curves for ν = plotted in Fig. 7(b) exhibit the same general trends as those for ν = ⊥.
The striking multi-peak spectra and anomalous nonmonotonic approach curves we described above stem from the large r P of Al 2 O 3 and are not found in less resonant materials, see Sec. VIII and Ref. 26 . This rich structure is also quite sensitive to the choice of z 0 . If this parameter is too large, the peaks in the spectrum of the scattering signal merge together at ω = ω SP . If z 0 is too small, the resonance curves become very flat at ω < ω SP , so the corresponding peaks are smeared by demodulation and dwarfed by the ω SP peak. Hence, there exists an optimal value of z 0 that allows one to resolve multiple peaks most clearly. For our Al 2 O 3 model this value is actually not too far from z 0 = 0.6 nm used in Fig. 6 . For example, the s 3 spectrum for a smaller z 0 = 0.06 nm is shown in Fig. 8 (dashed lines) , where the k = 0 peak is much less pronounced while more higher order peaks become distinguishable and form small steps. For even smaller z 0 the steps are further smoothed, eventually leaving only one peak near ω SP .
In addition to the choice of z 0 , there are a multitude of other experimental parameters or procedures that can significantly alter the resultant spectrum. For instance, the determination of z 0 itself can be inaccurate due to the nonmonotonicity of the approach curves, as discussed in the previous Section. It is generally incorrect to ascribe z 0 = 0 to the probe position at which the near-field signal has the highest amplitude. Though a common practice, this protocol effectively yields a frequency-dependent z 0 , and a spectrum derived according to this protocol will be different from the spectra taken for a truly constant z 0 . The difference can be indeed drastic, as demonstrated in Fig. 8 . Conversely, the strong sensitivity of the near-field signal to the value of probe-sample distance may perhaps be used for accurate measurement of z 0 .
The demodulation amplitude ∆z is another parameter that the spectrum is sensitive to. When ∆z is small, the demodulation at nth order is roughly equivalent to taking the nth order derivative of χ ν (z tip ). Therefore, a material with a sharply varying approach curve yields a stronger demodulated signal than the material with a smoothly varying one. In our case the signal of Al 2 O 3 is normalized against Si, whose polarizability decays monotonically with z tip [ Fig. 9(b) ]. As ∆z decreases, the polarizability of Al 2 O 3 become increasingly oscillatory, while that of Si remains smooth. This results in the increased contrast of the demodulated signal for the two materials for smaller ∆z [ Fig. 9(a) ].
Other than these controllable parameters, the scattering signal is also dependent on the dielectric function of the probe itself. The calculation in the preceding discussion is done for a perfectly conducting probe, tip = ∞. In practice, near-field probes often have a Si core and a layer of metallic coating whose thickness ∼ 20 nm can be smaller than the skip depth of the metal. In this case, it may be more appropriate to set tip = Si ≈ 11.7 in Eq. (21) . Repeating the calculation, we find that while qualitative features in the signal are retained, there are major quantitative differences (Fig. 10 ).
The discussion above shows that the rich structure of the s-SNOM signal found on Al 2 O 3 is susceptible to many experimental parameters, presenting a serious challenge to the theoretical modeling of s-SNOM. On the other hand, these issues arise only for highly crystalline material with little dissipation and a general description is still possible for other materials, as will be discussed in Sec. VIII.
VII. NONLOCAL REFLECTION FUNCTION
The example material of the previous Section is a bulk crystal with a local (momentum independent) reflectivity function. However, in many other systems studied through s-SNOM, including thin films, graphene, and multi-layered systems reflection is inherently nonlocal. Thus, it is imperative to study how the q-dependence of the reflectivity affects the probe-sample interaction. As mentioned in Sec. IV, a general description of such interaction is challenging because the series representation of the polarizability
has generalized eigenvalues λ k and residues R k that are now complicated functionals of r P , cf. Eqs. (20) and (26) . Still, we can attempt to analyze these expressions using the simple perturbation theory developed in Sec. IV, in which λ k are computed from the poles of the q-independent theory, with corrections obtained by integrating the weighting functions over the momentum. As shown below, this scheme produces qualitative agreement with the calculated s-SNOM response for graphene on bulk Al 2 O 3 . The Al 2 O 3 /graphene system has two collective modes (the upper and the lower one) that emerge from hybridization of the surface phonon of Al 2 O 3 , originally at ω SP ≈ 750 cm −1 with the plasmon of graphene, ω(q) ∝ √ µv F q. (Coupling of substrate phonons to graphene plasmons has been probed by s-SNOM experiments with graphene/SiO 2 systems. 4, 15 This and related work is reviewed in Ref. 35 .) The modes share the optical weight and exhibit a level-repulsion that causes both to be dispersive. Both features depend on the chemical potential µ of graphene. Below we focus on the upper mixed mode and study its s-SNOM response for a range of µ, and compare the results with the perturbation theory method. To proceed, we need the formula for the reflectivity of the composite system. This formula is well-known (see, e.g., Ref. 4)
Here 1 = eff [Eq. (55)] is the permittivity of the lower half-space (Al 2 O 3 ), 0 = 1 is that of the upper half-space
c 2 − q 2 is the z-component of the wave vector in medium j = 0, 1, and σ = σ(q, ω) is the conductivity of graphene, which we calculate within the random phase approximation. 36, 37 For q ω/c, one finds k z j iq and Eq. (58) reduces to
which can be compared to Eq. (55). A convenient way to visualize the dispersion of the collective modes is to plot the imaginary part of r P (q, ω), which represents the power dissipation in the system, 18 as a false-color map, An example for µ = 800 cm −1 is shown in Fig. 11(b) . In the low-q regime ( v F q ω µ), 36,37 the lower bright curve is mainly the plasmon with dispersion ω ∝ √ µv F q, while the upper bright curve represents the dispersionless Al 2 O 3 surface phonon. (The additional bright curve around ω = 500 cm −1 is a weaker Al 2 O 3 surface phonon, which we do not discuss.) An increase in µ leads to a steeper dispersion of the plasmon, which causes both hybrid modes to go up in frequency. Decreasing µ has the opposite effect. Additionally, if µ drops below ω SP / 2 ≈ 380 cm −1 , the upper mode falls into the interband transition region of graphene, which results in strong damping of the surface phonon. As we will see below, this causes the µ = 300 cm −1 curve to look qualitatively different from the rest in Fig. 11(b) . Let us now discuss how the collective modes manifest themselves in the s-SNOM response.
In the simplistic picture of the s-SNOM response, the probe-sample interaction is dominated by a single momentumq = 1/a. If this assumption were accurate, we could set r P (q, ω) as β(ω) and calculate the response using the set of poles and residues established previously. | spectra of Al2O3 with a silicon probe. All other parameters are the same as in Fig. 6(b) and (c) . The spectra retain the same structure as in the tip = ∞ case.
We would then see peaks in the response generated by the upper hybrid mode. However, this crude approximation leads to higher peak frequencies than the actual calculation, as seen in Figs. 11(a), 11(c), and 11(d) . Indeed, we have shown in Sec. IV that when the qdependence in reflection is treated as a perturbation, each mode has its own range of sensitive momenta due to the inherent length scales in its potential distribution. The distributions change with an additional length scale -the tip-sample distance z tip , so that the momentum weighting functions are dependent on z tip as well, G k = G k (q, z tip ). For each mode, these functions provide a means to average over momentum and find an effective q-independent sample reflection β eff k (ω), cf. Eq. (42), so that we can again apply the established pole-residue decomposition. Strictly speaking perturbative methods cannot be applied here as the mixed mode may be strongly q-dependent. Even so, we find a very reasonable agreement with the computed signal in the range of graphene chemical potentials µ = 600-1800 cm −1 that we study. We first consider peak frequencies in Im χ ⊥ , which can be predicted by invoking the resonance condition Re β eff k = β k . For the lowest mode k = 0 and z tip = 0.02 a, there is a systematic overestimate of the peak position by 20-30 cm −1 for µ = 600-1800 cm −1 . The discrepancy is larger for higher µ at which the qdependence of the upper hybrid mode is stronger. This discrepancy is due in part to the well-known general tendency of the first-order perturbation theories to overestimate the lowest eigenvalues. Next, for the k = 1 mode, the resonance condition is satisfied only for µ = 600 cm ment in the polarizability, we proceed to analyzing the demodulated signal.
As inferred in Sec. VI, the demodulated signal is strongest near the peaks in χ ⊥ (z 0 , ω) and χ ⊥ (z 0 + 2∆z, ω), where each peak is attributed to a resonant mode. For the dominant k = 0 mode, we find a set of corresponding peaks in s ⊥ 3 (z 0 , ω) at the same frequencies as those in χ ⊥ (z 0 , ω), as shown in Fig. 11 (c) and Fig. 11(d) . For the other set of peaks in the s 3 spectra we must consider how the situation is changed at z 0 + 2∆z. At such distances z tip itself becomes the primary length scale and the sensitivity function G k is shifted toward smaller momentum, where the upper mode has a flatter dispersion and its frequency is close to ω SP of the bulk Al 2 O 3 crystal. Therefore, this set of peaks should all appear near ω SP , which is indeed the case. Repeating this procedure for the k = 1 mode, we find that the peaks it contributes are inseparable from the set of higher frequency peaks produced by the k = 0 mode as both have frequencies very close to ω SP . Its contributions, however, alter the heights of these peaks. For instance, the k = 1 peak is strongest in χ ⊥ (z 0 , ω) for µ = 600 cm −1 (among the four we used), so the high frequency peak in s ⊥ 3 for this chemical potential has the largest relative magnitude with respect to the low frequency peak. Thus we conclude the demodulated s-SNOM signal can be qualitatively explained by the perturbative method, albeit with inaccuracy in the lower peak frequency. However, as we argued in Sec. VI, the lower frequency peak in the demodulated signal is mainly an artifact of the finite z 0 we are forced to use. If z 0 were truly zero, only the peak near ω SP would survive.
VIII. MODEL-DEPENDENT EFFECTS
The spheroid model differs from real s-SNOM probes in two important ways: i) the real probe resembles an inverted pyramid, ii) at infrared wavelengths, the length ∼ 10 µm of the probe exceeds several times the diameter c/ω of the radian sphere. In previous literature it was assumed that these differences can all be neglected as the probe-sample interaction is focused around the apex of the probe [ Fig. 1(d) ], while contribution from the rest of the probe is canceled out during the process of demodulation and normalization. Hence, the exact shape of the probe is unimportant and the only relevant physical quantity is the apex radius of curvature a. Further, since the characteristic length scale a is well within the radian sphere, a quasistatic description should suffice. This simplistic argument is backed by previous agreement between the spheroid model and experiment. 15, 17, 25 However, we have shown that different probe shapes exhibit universal behavior only when z tip /a is of the order of a few percent (cf. Fig. 4(a) ). This range is much smaller than typical tapping amplitudes, so the majority of the s-SNOM response lies outside the universality regime and should indeed be probe shape dependent. Additionally, recent experiment and modeling have shown that a quasistatic formalism with ad hoc probe shapes is insufficient for highly resonant materials such as on silicon carbide.
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In this Section we re-examine these issues by examining two materials, the highly resonant Al 2 O 3 and the dissipative SiO 2 , and study the probe shape dependence of their response as well as electrodynamic corrections. We find that for dissipative materials shape dependence is weak and retardation effects are of less importance, so the spheroid model describes the s-SNOM experiment reasonably well. This explains the success of our model in reproducing the response of various materials in experiment. On the other hand, we find the response of resonant materials to be highly dependent on the probe shape and less well described within the quasistatic approximation. For such materials a full electrodynamic treatment with the exact probe shape may be required. Common numerical methods suitable for electrodynamic treatment of light scattering by a spheroid near a surface include T -matrix method 38, 39 and BEM. 26 For the case of a sphere near a surface, the calculation of necessary matrix elements can be done efficiently using recursion technique similar to what we use here.
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We consider the probe shape dependence and the retardation effects separately. To study the former, we simulated the s-SNOM signal of Al 2 O 3 samples obtained with spheroidal probes of different length. We also calculated (using BEM) the results for pear-shaped probes that may better mimic the inverted pyramids. As shown in Fig. 12(a) , the signal for a pear-shaped probe is qualitatively similar to that for the spheroid of the same length, but there are quantitative differences. For spheroids, we find that the signal strongly increases and the peak frequencies steadily decrease as the length of the probe increases at a fixed apex radius, as shown in Fig. 12(b) . These features can be explained by the scale invariance of the problem. It implies that an increase in probe length is equivalent to a simultaneous decrease in tapping amplitude and the apex radius. The decrease in radius produces changes in both the poles and residues. The former explains the shift in peak frequencies. The latter is mostly canceled out by normalization. In turn, the decrease in tapping amplitude leads to a larger contrast between the sample and the reference as discussed in Sec. VI [see Fig. 9(b) ], so the signal strength is dramatically increased.
The strong probe shape dependence found above seem to suggest that theoretical modeling of the s-SNOM experiments must always be done using actual tip shape to be reliable. In fact, such a sensitivity to the probe shape pertains only to with the highly-resonant, i.e., large β materials. In Al 2 O 3 this parameter reaches the maximum value of |β| ≈ 12, Fig. 2(a) . For comparison, in Fig. 13(b) and Fig. 13(c) , we show that the pear-shaped probe and the spheroid produced almost identical signals for sample of SiO 2 , the material with |β| ≤ 1.5. In this case, a factor of 16 increase in the probe length leads to only a doubled signal strength, compared to a nearly tenfold increase for Al 2 O 3 seen in Fig. 12(b) .
The results above are obtained within the quasistatic approximation. In reality, a probe half-length of 200a already exceeds the diameter c/ω of the radian sphere and one has to consider retardation effects. Naively, contributions from such effects should be eliminated by demodulation, as they pertain to a length scale much larger than the tapping amplitude. However, we show that one contribution -the radiative damping -survives demodulation. The radiative damping has an effect similar to a finite Im β, i.e., the dissipation in the sample. Hence, for dissipative materials one can neglect radiative damping and still find reasonable agreement with experiment, while doing so for highly resonant materials may lead to qualitatively wrong results. Let us illustrate these statements using the simplest model for the probe -the point dipole. The electrodynamic interaction between the dipole and the sample with the dielectric constant is given 18 by a modified version of Eq. (12),
where the second fraction in the integrand is the full form of the reflectivity r P (q, ω). [It is obtained from Eq. (58) by setting σ to zero.] Suppose ω and z tip are fixed, then the above integral defines g ν as a function of , which is generally a complex number. Alternatively, g ν is a function of β = ( −1)/( + 1). The integration domain Eq. (60) includes momenta q both inside and outside the light-cone. The radiative damping effect arises from the integration over former, i.e., the momenta q < k z 0 . This part of the integral yields a negative imaginary contribution to g ν , which shifts the pole of χ ν [Eq. (11) ] to the lower complex half-plane of β. The real parts of the poles also change but this is less conceptually important, see below. Consider now the remaining part of the integral, over momenta q > k z 0 . It is easy to see
so that there is a pole on the integration path. As a result, functions g ν and χ ν have branch cuts at ∈ (−∞, −1] in the complex plane or equivalently at β ∈ [1, ∞) in the complex β plane. These additional features are shown schematically in Fig. 2(c) . The physical origin of both the poles and the branch cut is quite clear. The discrete poles has been discussed at length in this article. They correspond to the polariton modes localized near the tip, Fig. 1(c) . In turn, the branch cut corresponds to the continuum of delocalized surface polaritons that exist without the probe. Indeed, Eq. (61), is the well-known equation for the spectrum of such excitations.
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Of the two features, the branch cut is not expected to affect the signal as the small-momentum contribution is greatly diminished by demodulation. Demodulation should also make less important the change in the real parts of the poles, because these real parts vary greatly with z tip on the account of tapping motion of the probe. However, the shift of the discrete poles away from the real axis is a qualitative change and its effects remain after demodulation. Our next objective is therefore to find this shift for the case of the spheroidal probe.
A free standing spheroid has an effective polarizability given by
to the lowest order in ω/c when radiative correction is considered. 43, 44 Modifying Λ accordingly [cf. Eq. (29)], it is easily shown that this formula applies to our geometry as well. Namely, the s-SNOM polarizability corrected for the radiative damping is given by
Viewed in the complex β plane, this correction is equivalent to the shift of the poles β k into the lower half-plane by approximately −i(2/3)(ω/c) 3 R k . Therefore, both the radiative damping and the intrinsic dissipation in the sample play a similar role: they increase the distance from the poles to the curve traced by the surface reflectivity β of the sample as ω varies [ Fig. 2(c) ]. For a dissipative material, the curve begins far from the poles, and so further increase in the distance produces little change. Conversely, for highly resonant materials the β(ω) curve passes close to the real axis, and so radiative damping may obscure or eliminate the fine features of the signals, such as multiple resonant peaks discussed in Sec. VI. It is worth noting however that while it may be important for s-SNOM experiments in infrared or visible domains, the radiative damping should be rather weak in the terahertz range, where typical s-SNOM probes would fit well inside the radian sphere.
Finally, a class of retardation effects we have not addressed here are antenna resonances arising when the length of the probe exceeds several times the diameter of the radian sphere. They give rise to additional peaks in the s-SNOM signal as a function of ω. For most materials such resonances are removed once the s-SNOM signal is normalized to a reference sample; however, for strongly resonant materials such as SiC and presumably also Al 2 O 3 we studied here, the cancellation is not complete.
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IX. DISCUSSION AND CONCLUSION
Further progress in the s-SNOM and related areas of near-field microscopy requires a quantitatively reliable procedure for determining the fundamental response function r P (q, ω) from the amplitude and phase of the s-SNOM scattering data, from which one can proceed to the next step of inferring the optical constants of the studied sample. Typically, materials with a higher absolute value of r P (q, ω) produce a higher amplitude s-SNOM signal. However, the peaks in the s-SNOM signal are often red-shifted with respect to those in |r P (q, ω)| or Im r P (q, ω).
Given additional information about the system, these inverse problems can be tackled by fitting the experimental data to the solution of the direct problem with a trial form of r P (q, ω) as the input. Unfortunately, the direct problem is also difficult to solve. The three-dimensional nature of this problem and the presence of widely different length scales make realistic simulations [45] [46] [47] of s-SNOM experiments very computationally intensive. This led to popularity of simple ad hoc approximations known as the point-dipole [21] [22] [23] and the finite-dipole model, 5, 24 in which the actual charge distribution induced on the probe is approximated by a point-like image dipole or a combination thereof with additional point charges.
The point-dipole model 2 postulates that Eqs. (9a)-(12) that are rigorous in the asymptotic long-distance limit z tip L remain qualitatively correct at much shorter z tip if the input physical parameters are suitably renormalized. Thus, the bare polarizabilities χ ν 0 become the adjustable parameters of the point-dipole model. It is customary to assume that the in-plane polarizability χ 0 is negligible compared the out-of-plane one, which is taken to be
where a is of the order of the curvature radius of the tip. Another adjustable parameter of the model 4,48 b 1 specifies the position of the effective dipole inside the probe:
Clearly, the point-dipole model accounts only for the sharp tip and ignore the body of the probe, as χ ν for the point-dipole in Eq. (11) is much smaller than χ ν 0 for a tip with L a. If the point-dipole model were literally correct, the radiating dipole of the probe in typical s-SNOM experiments would be so small that no measurable signal would be observed.
The finite-dipole model improves upon the point-dipole model by crudely includingthe missing antenna-like enhancement. It visualizes the probe as a spheroid of length 2L and that its electric dipole moment is due to a few point charges and dipoles spread along the length axis. It essentially replaces the point-dipole by a point charge and its image charges near the tip. The overall charge neutrality of the probe is maintained by compensating counter charges placed symmetrically near the other end of the spheroid. The probe dipole moment consists of contributions from both sets of charges.
The finite-dipole model is restricted to the case of qindependent r P (ω) such that the method of images can be used. As formulated in Ref. 49 , it yields the following functional form for effective polarizability: (66) where R fdp 0 ∝ aL 2 . However, inspection of Eq. (66) immediately shows that the finite-dipole model fails on at least the counts. First, R 0 does not scales like L 3 / ln L as asserted earlier and, as a result, the model yields the dipole moment smaller than exact solutions. So it still fails to predict absolute values of the dipole moment correctly. Second, the constant term in Eq. (66) violates the ⊥ | a few order of magnitude higher, but still about an order of magnitude below that of the spheroid. These differences are often lost in the process of demodulation or normalization to a reference material.
general requirement that χ → 0 as β → ∞, corresponding to the case when the applied field is screened completely by the induced charges in the sample. Third, β fdp 0 goes to ∼ 1.4 when z tip = 0. Instead, all smooth probe shapes must behave as a sphere at z tip a, and therefore yield β 0 → 1 as z tip → 0. The fact that finite-dipole model violates these general requirements once again illustrates the ad hoc nature of this model and suggest its limited usability. Indeed, widely different predictions of the four s-SNOM models for the case of Al 2 O 3 sample are illustrated in Fig. 14 . The prior success of the point-and finite-dipole models in fitting experimental data appears to be due to insufficient range of the data, multitude of adjustable parameters, or normalization that masks the error in the overall magnitude of the signal.
Another way to explain the difference between these ad hoc models and our approach is as follows. For the case of a sample with a local reflectivity β, the exact scattering problem of a dielectric probe near a surface reduces to a generalized eigenproblem, 19 that has an infinite number of eigenmodes, as we discussed in Sec. I. In contrast, both the point-dipole and the finite-dipole models attempt to approximate the infinite number of eigenmodes by a single one.
Since the real-space potential distribution of the eigenoscillations [ Fig. 1(c) ] depends on the shape and size of the probe and probe-sample distance but not on β, we can describe interaction of the probe with an arbitrary sample efficiently using the precalculated basis of such eigenoscillations. This allows one to use our approach to model s-SNOM response for a wide range of materials. However, calculations for realistic probe shapes are not always practical. In search of a broadly applicable yet simple model, we have chosen the prolate spheroid to be our probe shape, as it captures the essential features of the actual probes -a sharp apex and a strongly elongated shaft. We quantified the eigenmodes of the probesample system in the form of poles and residues of the polarizability functions χ ν (Table I) , allowing an expedient, in fact, instantaneous calculation of the s-SNOM reponse.
Recent work 26 has shown that in the strong-coupling regime of the probe-sample interaction a fully electrodynamic treatment using the BEM and realistic probe shape is necessary in order to reproduce the experimental measurements. These regime is realized for SiC, a material for which β is as high as ∼ 15, so it should also be relevant for Al 2 O 3 , see Fig. 2(a) . Our theory gives analytical insight into near-field response of such materials. We have shown that due to simultaneous excitation of multiple eigenmodes, novel features of the s-SNOM signal such as multi-peaked spectra and nonmonotonic approach curves can appear. These features are however very sensitive to experimental parameters such as tapping amplitude, minimum approach distance, and the data collection protocol. Retardation effects can also qualitatively alter the signal and must be considered. In contrast, in the weak-and moderate-coupling regimes, which are relevant for the vast majority of samples, the lowest-order eigenmode is dominant, and so the response should typically be monotonic in z tip and other parameters and mostly insensitive to experimental details and retardation effects. This is the regime where the spheroidal model of the probe can be used with the greatest confidence.
Our theory also applies to a more complicated problem where the sample reflectivity is nonlocal, i.e., momentumdependent. (In contrast, no attempt to extend the finitedipole model 49 to the case of nonlocal reflectivity has been made in the literature.) Here the salient advantages of our method are two-fold. First, in the case of a weak nonlocality, our method provides a mapping of the nonlocal problem to a local one. Thereby the sampleindependent eigenmode decomposition is retained, providing an intuitive interpretation of the scattering signal. Second, our numerical algorithm is more efficient than the standard BEM because the number of necessary matrix element calculations scales linearly instead of quadratically with the matrix size.
We hope that the improved physical understanding of the near-field probe-sample coupling achieved in this work as well as the numerical algorithms we developed for its computation (see Supplementary) can be of use for modeling and analysis of future s-SNOM and other near-field experiments.
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The other boundary condition for a uniform spheroidal probe with dielectric constant tip is: 
is the solution to the linear system of equations:
with the diagonal matrix 
where C 0 = −E z and C ±1 = (E x ∓ iE y )/2. The form of Λ is determined completely by the geometry of the probe (in terms of ξ 0 ) and its dielectric constant tip , while H describes the interaction between the sample reflection function r α and the momentum selectivity of the modes. 
