The purpose of this paper is to understand the links between a model introduced in 2012 by H. Berestycki, J.-M. Roquejofre and L. Rossi and a nonlocal model studied by the author in 2014. The general question is to investigate the influence of a line of fast diffusion on Fisher-KPP propagation. In the initial model, the exchanges are modeled by a Robin boundary condition, whereas in the nonlocal model the exchanges are described by integral terms. For both models was showed the existence of an enhanced spreading in the direction of the line. One way to retrieve the local model from the nonlocal one is to consider integral terms tending to Dirac masses. The question is then how the dynamics given by the nonlocal model resembles the local one. We show here that the nonlocal dynamics tends to the local one in a rather strong sense.
Introduction
Presentation of the models This paper is concerned with uniform spreading and propagation phenomena for reaction-diffusion equations with a line of fast diffusion. The model under study (1) was introduced in 2014 by the author in [17] .
∂ t u − D∂ xx u = −µu + ν ε (y)v(t, x, y)dy x ∈ R, t > 0 ∂ t v − d∆v = f (v) + µ ε (y)u(t, x) − ν ε (y)v(t, x, y) (x, y) ∈ R 2 , t > 0.
A two-dimensional environment (the plane R 2 ) includes a line (the line {(x, 0), x ∈ R}) in which fast diffusion takes place while reproduction and usual diffusion only occur outside the line. For the sake of simplicity, we will refer to the plane as "the field" and the line as "the road", as a reference to the biological situations. The density of the population is designated by v = v(t, x, y) in the field, and u = u(t, x) on the road. Exchanges of population between the road and field are defined by two nonnegative compactly supported functions ν and µ. The density of individuals who jump from a point of the field to the road is represented by y → ν ε (y), from the road to a point of the field by y → µ ε (y), with the following standard rescaling with ε > 0 : ν ε (y) = 1 ε ν y ε , µ ε (y) = 1 ε µ y ε .
We use the notation µ = µ, ν = ν.
It is easy to see that in the distribution sense ν ε → δ and µ ε → µδ with ε → 0, where δ = δ 0 , the Dirac function in 0. Hence, at least formally, the above system (1) tends to the underneath system (2) where exchanges of population are localised on the road:
(x, y) ∈ R × R * , t > 0 v(t, x, 0 + ) = v(t, x, 0 − ), x ∈ R, t > 0 −d {∂ y v(t, x, 0 + ) − ∂ y v(t, x, 0 − )} = µu(t, x) − νv(t, x, 0) x ∈ R, t > 0.
This model was introduced in 2013 in [7] by H. Berestycki, J.-M. Roquejffre and L. Rossi to describe biological invasions in a plane when a strong diffusion takes place on a line. Considering a nonnegative, compactly supported initial datum (u 0 , v 0 ) = (0, 0), the author proved the existence of an asymptotic speed of spreading c * 0 in the direction of the road for the system (2) . They also explained the dependence of c * 0 on D, the coefficient of diffusion on the road.
The same kind of results was invastigated in [17] for our system (1) with fixed ε, say ε = 1 for instance. The main Theorem was the following spreading result: Theorem 1.1. Let (u ε , v ε ) be a solution of (1) with a nonnegative, compactly supported initial datum (u 0 , v 0 ). Then, there exists an asymptotic speed of spreading c * ε and a unique positive bounded stationary solution of (1) (U ε , V ε ) such that, pointwise in y, we have:
• for all c > c * ε , lim t→∞ sup |x|≥ct (u(x, t), v(x, y, t)) = (0, 0) ; • for all c < c * ε , lim t→∞ inf |x|≤ct (u(x, t), v(x, y, t)) = (U ε , V ε ). This result is similar to the one showed in [7] , where the steady state is given by (U 0 , V 0 ) = ν µ , 1 . From these two similar results rises the natural question of the investigation of the case ε → 0 in (1) . A first reasonable guess is that the spreading speed c
The main result of the paper deals with uniform spreading in the x-direction, global in time. Set c * 0 the asymptotic speed of spreading associated to the initial model (2) . Then, starting from any small enough initial datum, we get the following result. Theorem 1.2. Uniform spreading:
The idea of the proof is to show that every solutions (u ε , v ε ) are above some travelling subsolutions in finite time. Then, we use the convergence of the spreading speed, which gives travelling subsolutions at some speed close to c * 0 . Hence, the main tool to get this uniform spreading result relies on the following convergence theorem. We consider nonnegative compactly supported initial datum (u 0 , v 0 ). Starting from these initial condition at t = 0,
• let (u, v) be the solution of the limit system (2);
• let (u ε , v ε ) be the solution of the ε-system (1).
0 uniformly on every compact set on t ∈ (0, +∞).
Notice that the convergence is global in space, but local in time.
Bibliographical remarks Reaction-diffusion equations of the type
have been introduced in the celebrated articles of Fisher [11] and Kolmogorov, Petrovsky and Piskounov [15] in 1937. The initial motivation came from population genetics. The reaction term are that of a logistic law, whose archetype is f (u) = u(1−u) for the simplest example. In their works in one dimension, Kolmogorov, Petrovsky and Piskounov revealed the existence of propagation waves, together with an asymptotic speed of spreading of the dominating gene, given by 2 df ′ (0). The existence of an asymptotic speed of spreading was generalised in R n by D. G. Aronson and H. F. Weinberger in [1] (1978) . Since these pioneering works, front propagation in reaction-diffusion equations have been widely studied. Let us cite, for instance, the works of Freidlin and Gärtner [12] for an extension to periodic media, or [18] , [4] and [5] for more general domains. An overview of the subject can be found in [3] .
New results on the model under study (2) have been recently proved. Further effects like a drift or a killing term on the road have been investigated in [6] . The case of a fractional diffusion on the road was studied and explained by the three authors and A.-C. Coulon in [2] and [8] . Models with an ignition-type nonlinearity are also studied by L. Dietrich in [9] and [10] . For the sake of simplicity, we will consider that ν is an even function. The general case is similar but heavier.
Background on supersolutions Because f is a KPP-type reaction term, it was natural to look for positive solutions of the linearised system
In [17] , we constructed exponential travelling waves and use them to compute the asymptotic speed of spreading in the x-direction. Theorem 1.1 relied on the following Proposition:
Proposition 2.2.
There exists a limiting velocity
is a solution of (3).
If
Thus, if D ≤ 2d, then c * 0 = c * ε = 2 df ′ (0) for all ε > 0, and the result is obvious. We will now assume D > 2d.
In [7] , c * 0 was defined as the first c > 0 such that the two algebraic curves in the (α, β)-plane given by (4) intersect.
−Dα
The first one is a parabola, the second a circle. Let us call them respectively P 0 and C 0 . The spreading speed c * ε given by Proposition 2.2 was defined as the first c > 0 such that Γ 1 and Γ ε 2 intersect, where Γ 1 is given in the (λ, γ)-plane by the algebraic curve
and Γ ε 2 is implicitly given by the graph of the function
and φ(.; ε, λ, c) is the unique solution in
All we have to show is that Γ ε 2 converges to a limit curve Γ 0 2 , and that there exists a diffeomorphism Φ :
Lemma 2.1. Let us consider φ := φ(y; ε, λ, c) the unique solution of (6) 
Proof. We consider φ = φ(y; ε, λ, c) defined for ε > 0, c > c KP P , λ ∈]λ − 2 (c), λ + 2 (c)[, and y ∈ R. We have previously seen that φ can be continuously extended to c = c KP P and λ = λ ± 2 (see [17] ). Considering the hypothesis on µ, ν, we get that:
Hence there exists K = K(ε, λ, c) such that ∀|y| > ε, φ(y; ε, λ, c) = K(ε, λ, c)e
Step 1. It is enough to bound K to get the uniform boundedness of φ(ε, λ, c) L ∞ (R) . Indeed, using the rescaling ξ = y ε , with ψ(ξ) = φ(y), ψ satisfies
Now, let us recall that µ, ν are continuous and compactly supported. then, by the Harnack inequality (thm 8.17 and 8.18 in [13] for instance), there exist C 1 , C 2 ≥ 0, independant of ε, c, λ, such that sup
which gives immediately
Step 2. Let us prove a uniform boundary for K. Set c 1 ∈]c KP P , +∞[, and assume by contradiction that lim sup
That is, there exist (ε n ) n , (λ n ) n , (c n ) n with ε n → 0 such that
Again by the Harnack inequality, ( φ n ∞ ) n is bounded. Integrating (8) between −∞ and y gives
hence (φ n ) n is uniformly Lipschitz. Specializing to y = 1, we get:
Then:
• µ Kn → 0 as n → ∞ by hypothesis ;
ν εnφn → −1 as n → ∞, since ν εn tends to the Dirac measure and (φ n ) n is uniformly Lipschitz.
For n → ∞, this contradicts (9) since the left term is nonnegative and the right term tends to a negative limit. Hence, there is a contradiction. That is, K(ε, λ, c) is bounded for c < c 1 . Recall that c → φ is nonincreasing, and φ is uniformly bounded with ε → 0 in λ, c.
Step 3. Boundedness of φ ′ ∞ with ε → 0. We integrate (6) from −∞ to y which gives:
Now, the explicit formula for φ and its uniform boundedness obtained in step 2 yields:
and the family ( φ(ε, λ, c) ∞ ) is equicontinuous for all ε close enough to 0, for all bounded set in c and for all λ in [λ
. So we get the uniform boundedness of φ in C 1 (R).
Convergence of φ(.; ε) with ε → 0, continuity of Ψ ε 2 . From Lemma 2.1 the set (φ(.; ε)) ε is included in C b (R) and equicontinuous, uniformly in c, λ. The Arzelà-Ascoli theorem (combined with Cantor's diagonal argument) yields that there exists a sequence (ε n ) n ⊂ R, ε n → 0 and a function φ 0 ∈ C b (R) such that φ(ε n ) −→ n→∞ φ 0 uniformly on compact sets. Passing to the limit in (6), φ 0 satisfies in the distribution sense
Moreover, K
|y|), ∀y ∈ R. It remains to show the uniqueness of the limit function: let φ 1 be another accumulation point for (φ(.; ε)) ε . Then φ 1 also satisfies (10) in the distribution sense, and φ 1 (y) =
Now, let us consider (ψ n ) n ⊂ D(R) such that ψ n → ψ uniformly on every compact and ψ ′ n → ψ ′ on every compact of R\{0}, and we get
and ψ ≡ 0. So φ 0 is the single accumulation point of (φ(.; ε)) ε , hence φ(.; ε) −→ It is now easy to see that the function Ψ ε 2 converges continuously in λ, c, to a limit function
and the curve Γ |y|) and satisfies (10) in the distribution sense. Applying the two sides of (10) to φ 0 (or, to be strictly rigorous, to a sequence φ n that tends to φ 0 ), we get Using the explicit formula for φ 0 , it yields:
and then, because 0 is not a solution,
.
As a result, the limit curve Γ 0 2 is given in the (λ, γ)-plane by the algebraic curve
Now, set Φ(α, β) = (α, µ 1+2dβ
), and we get the expected result. Notice that actually Φ −1 (Γ 0 2 ) is not equal to the circle C 0 , but only half of the circle (see fig. 1 ), the half part corresponding to exponential solutions that are integrable in the field considered in [7] . Due to the convexity of the parabola P 0 , it is obvious that it does not change the result. In the same way, Φ is not defined on R 2 , but on the half
in which we are concerned (that is, positive solutions).
Convergence of the stationary solutions
In this section, we are concerned with the convergence of the stationary solutions of (1) with ε → 0. We have already showed in [17] that, for all ε > 0, there exists a unique positive and bounded stationary solution of (1), which will be denoted (U ε , V ε ) or simply (U, V ), when there is no possible confusion. Moreover, this stationary solution is x−independent and satisfies lim y→±∞ V ε (y) = 1. The corresponding equation is
Solutions of (13) depend only of the y-variable, hence U is constant and V is entirely determined by the following integro-differential equation
The main result of this section lies in the next proposition. Of course, this implies that U ε → ν µ as ε → 0. As a result, the stationary solutions of (1) converge to the stationary solutions of (2) which were identified in [7] .
The difficulties lie in the singularity in(−ε, ε). Outside this interval, V satisfies
As (1, 0) is a saddle point for the system (15), it is easy to see that solutions of (15) belong to one of the two integral curves that tend to (V, V ′ ) = (1, 0). We can also notice that V (ε) > 1 (resp. < 1) implies that V is decreasing (resp. increasing) on (ε, +∞). Thus important estimates have to be found inside (−ε, ε). From now and without lack of generality, we will assume d = 1.
Step 1. Lower bound for W (1). From (15), we can see that there exists at least a point
Integrating (16), a rough bound is, for all ε > 0 :
Set K = 4( ν ∞ + ν + f Lip ) and we get the following estimate for W ε (1) = V ε (ε) :
Step 2. Lower bound for W ′ (1). Using once again (17), we have
The first term in the right handside in (20) is nonnegative, hence W ′ ε (1) ≥ −ε(ν + ε f Lip ) W ε ∞ and, in the y-variable :
(21)
Step 3. Proof of the boundary by contradiction. Let us suppose that
That is, there exists a sequence ε n → 0 such that sup
. Now, recall that on (ε n , +∞), V εn satisfies (15), mulitiply it by V ′ εn and integrate, and we get
f (s)ds is an antederivative of f. Considering the hypothesis on f this gives
Recall that f Lip > 2ν 2 and we get a contradiction with (21) and (19). As a result, ( V ε L ∞ (R) ) ε and ( V ′ ε L ∞ (R) ) ε are uniformly bounded as ε goes to 0.
Convergence of the stationary solutions From the previous paragraph and Ascoli's Theorem, (V ε ) ε admits at least one accumulation point, let say V 0 , and the convergence is uniform on every compact set, thus uniform on R (from the monotonicity of V ε outside (−ε, ε), or even a diagonal argument). So V 0 is continuous, bounded, tends to 1 at infinity. Passing to the limit in (14) , it satisfies in the distribution sense
As the support of the Dirac distribution is reduced to {0} , and because of the continuity of V 0 , it satisfies in the classical sense
It has already been showed (and it is quite obvious) that the only solution of (22) is V 0 ≡ 1. Hence, the set (V ε ) ε admits only one accumulation point, so V ε → 1 as ε goes to 0 uniformly on R, and the proof of Proposition 3.1 is complete. This convergence allows us to assert that there exist 0 < m < M < +∞,
Thus, any solution of (1) starting from an initial datum (u 0 , v 0 ) ≤ ( ν µ m, m) will remain below M, which gives a uniform supersolution in ε.
Finite time convergence
This section is devoted to the proof of Theorem 1.3. The proof lies on the fact that the singularity in (1) appears in the linear part. We first get some L ∞ and decay estimates. The second subsection will be devoted to some convergence properties of the linear system. Then we will use it in a Gronwall argument to deal with the nonlinearity.
Uniform decay in x
Let us recall that it was showed in [17] (resp. in [7] ) that there exists a couple (c *
is a solution of (3) in the ε-case (resp. the linearised system associated to 2, with obvious notation), where φ is given by the unique solution of (6) (resp. its limit as ε goes to 0, as we have already showed for the proof of Proposition 2.1). This was the purpose of Proposition 2.2.
First case: D ≤ 2d. In this case, it was proved that c * 0 = c * ε = c KP P , ∀ε > 0, and that the same λ could be chosen in both cases. Thus, we will focus on the second case.
Second
From Lemma 2.1, there exists a constant K 2 such that
We are now able to assert the following lemma about decays and L ∞ -bound of the solutions, up to replace K 2 by max(K 1 , K 2 ): Lemma 4.1. Let (u, v)(t) be the solution of (2) , (u ε , v ε )(t) the solution of (1), both with initial datum (u 0 , v 0 ). Then, for all (x, y) ∈ R 2 , t > 0, max (u(t, x), u ε (t, x), v(t, x, y), v ε (t, x, y)) ≤ K 2 e −λ(|x|−ct)
Uniform bounds on the linear part
Consider the two linear models
and
The aim of this section is to give a uniform bound on the difference between solutions of the two above linear systems. We choose to use a sectorial approach in order to get an integral representation of analytic semigroups. They both can be written in the form
where L = L ε in (24) and L = L 0 in (25) are linear unbounded operators are defined by
with X is the space of continuous functions decaying to 0 at infinity. The considered domains are those of the Laplace operator, with exchange conditions including in D(L 0 ). We recall the definition of a sectorial operator:
Definition 4.1. We say that a linear operator A :
, π), and M > 0 such that The proof for L ε is quite standard and omitted here. There is a general approach of the theory in [14] . A proof for L 0 can be found in [8] . Assumptions on ω and θ are only technical and can be improved.
From Proposition 4.1, we know (see [14] for instance) that, for all t > 0, solutions of (26) are of the form
where the analytic semigroup of L is given by
for any r > 0, ϑ ∈ ( π 2 , θ), where Γ r,ϑ := {λ, | arg(λ − ϕ − r)| = ϑ} is a counterclockwise oriented curve which encloses the spectrum of L, and will be denoted Γ when there is no possible confusion. Let us fix from now and for all our study r > 0 and the angle ϑ as above. A parametrisation of Γ r,ϑ is then given by s ∈ R → r + se iϑ. sgn(s) . Let us recall (see [14] or [16] ) that the Laplace operator is also sectorial, with a sector strictly containing S θ,ϕ . Thus, there exists a constant M > 0 such that for d ∈ {1, 2}, 
Proof. Let (U, V ) ∈ X, and (u, v) = R(λ, L ε )(U, V ), with λ ∈ Γ and |λ| > ε −β for ε small enough. That is:
λ ∈ Γ and |λ| > ε −β implies for ε small enough that |Im (λ) | > ) ∈ S θ,ω , ∀y ∈ R and
In the same way, we get a similar majoration for |λ + µ| . Now we apply (29) in (30) with the above estimates and get
Using the first equation of (31) in the second yields
i.e., for ε small enough,
with K 1 depending only on D, µ, ϑ. In the same vein, using (32) in the second equation of (31) produces the same estimate, and the proof is concluded.
Fourier transform for small values of λ
The above lemma allows us to control the norm of R(λ, L ε ) uniformly on ε for large values of λ, depending on ε. Other values are treated with Fourier transform in x-direction. For , γ > 0, ∀ε > 0, λ ∈ Γ r,ϑ and |λ| < ε −β implies
Corollary 1. Under assumptions of Proposition 4.2,
The proof is divided in two lemmas. First, we deal with the high frequencies in Lemma 4.3, i.e. for |ξ| ≫ ε −β , with some simple arguments from operator theory. Then, in Lemma 4.4, we make an almost explicit computation of the eigenfunctions for small values of λ.
, and, for ε > 0 and λ ∈ Γ rϑ , λ < ε −β , let us define
Notice that in this section, and this section only concerned by resolvent operators, (u, v) and (u ε , v ε ) denote the solutions of spectral problems corresponding with the linear equations, and NOT the solution of the evolution equations. Given the hypothesis on (U, V ), we can consider the partial Fourier transform in the x-direction:
We do a change of variables z = y ε and for the sake of simplicity we setv(., z) =v(., y). The second equation of (36) becomes
Lemma 4.3. There exists a constant C 3 depending only on µ, D such that, for all ξ with
Proof. The proof is quite similar as the one of Lemma 4.2, and we will detail only the ε-case. As γ > 0, and considering hypothesis on λ and ξ, there exists k 1 > 0 such that, for ε small enough, |ξ 2 + λ| > kξ 2 . Now, from (37) and using (29) we get
Now we use the above estimate (38) in the first equation of (36). As β > 1/2, εξ 2 ≫ 1 which gives for some constant k 2 > 0
It remains to insert this new estimate (39) in (38) to conclude the proof of Lemma 4.3.
The proof for the limit system (35) is similar and easier. Notice that actually, using recursively (38) and (39) in (36) and (37), provided that
Lemma 4.4. There exists a constant C 5 , for all λ ∈ Γ with |λ| < ε −β , for all ξ with
It is quite obvious that, combined with Lemma 4.3, the above lemma concludes the demonstration of Proposition 4.2. The proof requires some explicit computations of the solutions of the spectral problems.
Explicit computation of (û,v) Our choice of Γ r,ϑ allows us to choose a unique determination of the complex logarithm for all systems. From now and until the end of this proof, we will set for all ξ and λ satisfying the hypothesis of Lemma 4.4
the unique complex root of (ξ 2 + λ) with positive real part and
The first equation of (35) givesû
Integrating the second equation of (35) yields the existence of four constants K
The integrability ofv in y gives
The continuity and exchange conditions in 0 impose
Combining these two equations yields
The choice of ϕ, θ (and so r, ϑ) ensures us the existence of two positive constants c, C such that
And the above system (45) is well-defined. From (42), (43) and (45) we have an explicit formula for (û(ξ),v(ξ)).
Study of (û ε ,v ε )
Explicit formula In the same way as above, the first equation of (36) yieldŝ
Integrating the second equation of (36) leads us to set four constants K
, depending on ε and ξ, such that
For the same integrability reason as in the limit case, we already have an explicit formula for K ± 1 (ε) :
which immediately gives us a uniform boundary and, combining with (43), the first following estimate
It remains to determine K ± 2 (ε). Once again, we set z = y ε andv ε (z) :=v ε (y) for z ∈ (−1, 1). As for (37), the equation under study, set for z ∈ (−1, 1), is
(51) Specifying (47) and (48) in ε and −ε gives us the two following boundary conditions for (51):
Blow-up condition forv ε From now, we are only considering the rescaled equation (51) with the boundary conditions set in (52) and (53). Hence, all functions and derivatives are to be considered in these rescaled variables. We first show that the L ∞ (z)−norm ofv ε is controlled by K ± 2 (ε). We have:
Now let us recall that from (50) K − 1 (ε) is uniformly bounded in ε, β + γ < 1, and ξ → (Û (ξ),V (ξ)) belongs to the Schwartz space. So the above inequality and the symmetry of the problem allow us to assert that uniformly in ξ,
Control of the derivative in the same way as above we get a control of the derivative by v ε ∞ with a simple integration of (51):
Explicit computation of K ± 2 (ε) We are now ready to prove Lemma 4.4. The only tool we will use is, once again, an integration of (51).
hence, with (52),
where L 1 ∈ L (BUC(R)) is a bounded linear operator. In the same fashion,
hence, as we consider the case |ξ 2 + α| < cε 1−β−γ for some constant c, and using (53),
where L 2 ∈ L (BUC(R)) is a linear operator, uniformly bounded in ε, λ, ξ under assumptions of Lemma 4.4. The last step is a Taylor-Lagrange expansion: for all ε, ξ, λ, there exists a function c :
Including (58) in (57) gives 
where L 4 and L 5 are both uniformly bounded linear operators in
The last expression (60) combined with the control of v ε ∞ by K + 2 (ε) given in (54) allows us to assert that z →v ε (ξ, z) L ∞ (−1,1) ε is uniformly bounded on ε, ξ, λ under assumptions of Lemma 4.4, and so is y →v ε (ξ, y) L ∞ (R) ε with (47) and (48). Comparing (60) with (45) and using the previous estimate (50) and explicit formula for K ± 1 (ε) yields for some constant
Now we are done with the rescaled variables. To conclude the proof of Lemma 4.4, we compute directly the difference from (42) and (47),(48). We have explicit formula (43) and (49), other terms are treated by (61). As for our previous estimate (61), we will only focus on the case y > 0, the other one y < 0 being similar.
and the proof of Lemma 4.4 is finished.
Consequences on the difference between analytic semigroups
Combined with the explicit formula (28), the previous results given in Lemma 4.2 and Corollary 1 allow us to assert the following estimate on the difference between the analytic semigoups. (β+γ)
Indeed,
From Lemma 4.2 (and Proposition 4.1 for L 0 ), and considering the curve Γ, the first term of the right handside of the above inequality satisfies, for some constant C, (β+γ)
λ∈Γ,|λ|<ε −β |Ce tλ |dλ.
It remains to notice that Γ ∩ {z, Re (z) ≥ 0} is bounded, and the proof of Corollary 2 is complete.
Remark that e tLε , e tL 0 → Id as t → 0. So the estimate given in Corollary 2 is far from optimal, especially for small t. But it will be enough for our purpose.
Background on subsolutions Let us recall that in [7] (resp. in [17] ) the argument to prove the spreading was to devise stationary compactly supported subsolutions of (2) (resp. (1)) in a moving framework at some speed c less than and close to c * 0 (resp. c * ε ). More precisely, for L large enough, set Ω L := R×(−L, L) and let us consider the following systems for some δ ≪ 1 :
(74)
It was showed by an explicit computation in [7] and an analysis of a spectral problem in [17] where, for Ψ 2 , ϕ is given by the unique solution of second equation of (77). Let us call Γ 1 , resp. Γ 2 , the graph of Ψ 1 , resp. Ψ 2 . So we should keep in mind that in (76), both λ and ϕ depend on L, δ, ε. Using the same kind of arguments as for Lemma 2.1 and 2.2, we can assert that this dependance is continuous for the L ∞ -topology. In particular, the subsolution (76) of (75) converges uniformly in δ, L to the subsolution of (74) as ε goes to 0, and of course c * ε (L) → c * 0 (L) as ε → 0. Hence, the notation are not confused, as we can continuously extend ϕ(ε, δ, L) to ϕ(0, δ, L) as ε goes to 0.
So we get that both ϕ and Ψ 2 are:
