Abstract: In this article, the Parker-Sochacki method is extended to solving boundary values of N th order differential equations. By recasting the problem as a system of constant coefficient polynomial ordinary differential equation, the coefficients of the power series solution is computed iteratively. The closed form solution is obtained by employing Laplace-Padé series summation as an aftertreatment procedure. Application of the new technique to various examples elucidated the accuracy and reliability of the approach.
Introduction
In this article, based on the Parker-Sochacki method (PSM) [19] , we propose a new technique for solving boundary value problems of N th order ordinary differential equations of the form u (N ) (t) = f (t, u(t)), t ∈ [t 0 , T ],
subject to two (g 2 ≡ 0) or three-point boundary conditions
Received: August 7, 2016 c 2016 Academic Publications used to improve the Adomian decomposition method in [9] , the homotopy perturbation method [24, 14] , the differential transformation method and Laplace series method [15, 6, 5, 11] . In this paper, the Laplace-Padé post-processing procedure is employed as an after-treatment to derive exact solutions of two and three-point boundary value problems.
Description of the Method

The Parker-Sochacki Method
The Parker-Sochacki Method (PSM) is an extension, to nonlinear differential equations, of the conventional power series method for solving system of nonlinear ordinary differential equations of the form
If the problem is not already in this form, through appropriate auxiliary variables, the problem is recast as a system of constant coefficient ODE. Thus the solution to the original problem is a subset of the solution of the new system of equations. Interestingly, for higher order ODE problems, the unknown function as well as its derivatives are all computed at once through simple recursive relations. Without loss of generality let t 0 = 0. Note however that this choice is not a restriction on the applicability of the method as the scaling t → t − t 0 can always bring problems with t 0 = 0 to this case. In fact, the method applies straightforwardly as long as domain of validity of the problem contains the point 0. Suppose that the dependent variable y(t) can be expressed as
where
Differentiating the original series and shifting index appropriately it holds
so that
Hence, solution of arbitrary order can be computed using the above coefficients in (3).
The following basic arithmetic operations on power series (as can be found in [4] and [12] ) are useful in dealing with possibly nonlinear polynomial function F (y). Proposition 1. If f, g, h : t ∈ R → R are polynomial functions and denoting by h j the jth power series coefficient of h(t) = j≥0 h j t j , we have
Improved Parker-Sochacki Method (IPSM)
One of the major criticism of methods for computing series solution of differential equations is that the series solution often have finite radius of convergence. This is more pronounced when dealing with problems on infinite domains, for instance problems in fluid mechanics. The need to improve convergence of series solution therefore becomes imperative. A blend of series solution methods and appropriate convergence accelerator remain important recipe for solving initial and boundary value problems of differential equations. Known applicable convergence-accelerators include the Padé approximant [10] , Continuous Analytic Continuation [3] and Wynn-epsilon convergence [25] . For some problems, even a combination of these methods are required in order to obtain a closed form solution of the problem or to extend the domain of validity of the series solution. In this article, we follow the idea of [5, 6, 9, 11, 14, 15, 24] to employ a combination of the Laplace transform approach and Padé approximant in order to obtain exact solution or significantly improved solution to (1).
Laplace-Padé Post Processing
Suppose that the power series solution y P (t) of (1) has been computed following the discussion of Section 2.1, the exact solution y(t) can be obtained by applying Laplace-Padé post processing to y P (t) via the following steps:
1. Apply Laplace transform to y P (t), 2. We also point out that since Laplace transforms and Padé approximant are inbuilt in many computational packages such as Maple, the above procedure can easily be automated in a few lines of code in any symbolic computation platform.
Numerical Examples
Here the proposed technique of Section 2 is applied to some two-and three-point boundary value problems.
Example 3. Consider the fifth order nonlinear two-point BVP
with known exact solution u(x) = e x .
Adopting the variable substitutions v = u ′ , w = u ′′ , t = u ′′′ , z = u (4) , p = e −x the BVP reduces to a first order system
subject to initial conditions with u 0 = v 0 = w 0 = 1, t 0 = a, z 0 = b where the constants a = u ′′′ (0), b = u (4) (0) are to be determined from the boundary conditions u(1) = u ′ (1) = e.
Using the PSM, we obtained the series solution
Imposing the boundary conditions u(1) = u ′ (1) = e on the 5th order series solution yields a = 0.9999999824, b = 1.000000049.
Hence, the 5th order PSM solution is obtained as
Now applying step S1 and S2 in Section 2.3 yields
[L/M ] Pade approximant of U (x) with L, M ≤ 3 gives Employing the variable substitution v = y ′ , w = e 4t , the above BVP reduces to a system of first order constant-coefficient ODE
Applying the PSM on this system, we obtained the PSM series solution If we let u = x, v = x ′ , z = − cos t, w = sin t, the problem becomes
subject to the initial conditions
where the unknown a = x ′ (0) is to be determined from the other boundary condition. The PSM solution is obtained as
Imposing the boundary condition 3x(1/3) + 2x ′ (1) = 0 on 14th order solution, we obtained a = x ′ (0) = 0.6160237102.
With N = 10, we have the truncated series solution
The convergence of this series solution is improved using the proposed postprocessing operations. Steps S1 and S2 applied on the 10th order PSM solution gives X(t) = 0.6160237102 Example 6. Consider the fourth order nonlinear three-point BVP y (4) (t) = e −t y 2 (t), 0 < t < 1 subject to y(0) = y ′ (0) = 1, y(1) = e, y(3/4) = 3/4
with known exact solution y(t) = e t .
As before, the substitutions u = y, v = y ′ , w = y ′′ , t = y ′′′ , z = e −x reduce the problem to the system
Applying the PSM, we obtained the series solution 
Conclusion
In this article, the closed form solution of two and three-point boundary value problems have been derived using a blend of Parker-Sochacki method and Laplace-Pade series technique. The proposed method yielded the exact solution of the two and three-point boundary value problems considered. The performance of the method on both high order linear and non-linear problems showed high accuracy and reliability of the new method. The proposed method therefore serves as a viable alternative approach to solving boundary value problems.
