Abstract. This study proposes a combined method to integrate soft computing techniques and multiple criteria decision making (MCDM) methods to guide semiconductor companies to improve financial performance (FP) -based on logical reasoning. The complex and imprecise patterns of FP changes are explored by dominance-based rough set approach (DRSA) to find decision rules associated with FP changes. Companies may identify its underperformed criterion (gap) to conduct formal concept analysis (FCA) -by implication rules -to explore the source criteria regarding the underperformed gap. The source criteria are analysed by decision making trial and evaluation laboratory (DEMATEL) technique to explore the cause-effect relationship among the source criteria for guiding improvements; in the next, DEMATEL-based analytical network process (DANP) can provide the influential weights to form an evaluation model, to select or rank improvement plans. To illustrate the proposed method, the financial data of a real semiconductor company is used as an example to show the involved processes: from performance gaps identification to the selection of five assumed improvement plans. Moreover, the obtained implication rules can integrate with DEMATEL analysis to explore directional influences among the critical criteria, which may provide rich insights and managerial implications in practice.
Introduction
In recent years, the intensification of competitions in the global supply chain and rapid changes in economic environment has caused more challenges for companies to maintain or improve its financial performance (FP) with clear guidance. As a result, the importance of using advanced and analytical techniques to support financial decision making has been aware in both academic and practical fields (Spronk et al. 2005) . Considering the complexity among the involved factors of FP, the multiple criteria decision making (MCDM) approach is suitable and widely explored to tackle this issue (Steuer, Na 2003; Xidonas et al. 2009 ). Moreover, certain computational intelligence techniques (e.g., fuzzy logics, rough set approach, and artificial neural network) that may deal with the uncertain and imprecise characteristics of business information are incorporated to enhance the effectiveness of models. A rising trend to integrate multiple methods (or techniques) based on the strengths of each method (or technique) has emerged, and the present study also attempts to devise an integrated model for FP prediction and diagnosis in this approach.
The study of FP has caused increasing interests from various groups (e.g., investors, creditors, and management teams) for at least three purposes: (a) find out a company or stock with investment potential; (b) detect early signs of insolvency; (c) pursue the right direction for conducting improvement plans (Penman 2007) . Due to its potential value and practical needs from business environment, researchers from various fields have tried to address this research topic. Conventional studies mainly rely on statistical analyses to identify the main variables that have positive or negative influences on future FP (Piotroski 2000) . However, the most often used statistical model -regression model -has obvious limitations in several aspects. For example, the prerequisite linear relationship of the regression model is not realistic; also, the assumed independence among the considered variables might not be valid. In a real world, factors are often interrelated with certain relationships (Liou, Tzeng 2012) . To extend the limitations of conventional studies, various multiple criteria decision making (MCDM) and computational intelligence methods have been tried to explore the FP prediction problem. The commonly used MCDM methods -such as Analytic Hierarchy Process (AHP) (Saaty 1988) , Analytic Network Process (ANP) (Saaty 2004) , DEMATEL (Gabus, Fontela 1972) and TOPSIS (Opricovic, Tzeng 2004 ) -collect domain expert's opinions to decide the influential weights of each criterion for ranking and selecting company with plausible superior FP in the future. Enhanced from AHP, the ANP method (Saaty 2004 ) was proposed to consider the dependence relationship among criteria, and integrate multiple dimensions and criteria for making complex decisions. However, this kind of MCDM models depend on the subjective judgments of domain experts, criticized by lacking of objective supports. On the contrary, computational intelligence techniques or methods depend on advanced algorithms to induct (explore) the implicit patterns from large data sets. The well-known artificial neural network (ANN) (Lam 2004; Shen 2011) , neuro-fuzzy inference technique (Boyacioglu, Avci 2010) , decision tree (DT) (Wang, Chan 2006) , rough set approach (RSA) (Shyng et al. 2010a) , all have been applied to solve this FP prediction problem. The ANN related techniques have strength in minimizing its modeling errors through various learning algorithms; nevertheless, the implicit knowledge is embedded in its connections among nodes and its network structure, difficult for gaining reusable and understandable knowledge. Compared with ANN related techniques, DT and RSA methods could induct understandable decision rules; nevertheless, these induction methods mainly process discretized inputs (i.e., transform numerical data into intervals or rankings) to capture certain granule of knowledge, which have limitations in exploring the interrelationship among the criteria and gaining more managerial implications. Both MCDM meth-ods and computational intelligence techniques have their own strengths and limitations; thus, a logical combination that may capture the changes of FP patterns from large data sets and clarify the interrelationship among the critical criteria is highly needed in practice.
Aside from the FP prediction problem, once a company was classified as underperforming in the next period, which direction (criterion) it should focus to improve at the current stage -based on limited resources -is another important issue. Furthermore, the involved criteria are often interrelated in a real business environment (Liou, Tzeng 2012) , and how to consider the plausible directional influences to design or evaluate an improvement plan for a specific criterion is still unexplored. To bridge the gap, this study plans to design an FP diagnosis model by infusing two approaches: computational intelligence and MCDM methods. To be more accurate, this study aims to answer the following questions for supporting decision makers in a real business environment: Which criteria are crucial to identify the changes of FP? Once a company found the critical gap that it plans to improve, which are the relevant criteria that should be considered in a contextual way? Moreover, if the company came out with several improvement plans for its identified gap (certain criterion), how to select among the potential improvement plans? To answer the aforementioned questions, a Dominance-based Rough Set Approach (DRSA) (Greco et al. 2002) is proposed to explore the patterns of FP changes. DRSA is extended from RSA (Pawlak 1982) , which considers preferential characteristic of criteria while making inductions. The evaluation of FP involves various financial attributes, and those attributes often have preferential characteristic in nature; for example, the higher gross margin ratio is generally preferred concerning FP evaluation. The obtained decision rules from DRSA may support underperformed companies to identify performance gaps for improvements; however, if a company further attempts to devise or select improvement plans for its performance gaps, a logical and systematic evaluation method is still required. As a result, the present study proposes an FCA-based MCDM model in the next stage, to extend the findings from the DRSA decision rules.
At the second stage, if a criterion was targeted to improve, it is necessary to identify its highly interrelated criteria to plan for improvements; otherwise, it might cause unwanted side-effects while implementing a new plan. To meet this goal, a formal concept analysis (FCA)-based DANP (DEMATEL-based ANP) analysis (Shen, Tzeng 2015) is proposed for the diagnosis. FCA is a mathematical theory (Wille 2005) , which may induct from historical data to generate implication rules and pertinent criteria in a logical approach. Finally, the associated criteria could be analyzed (by DANP model) to explore the directional influences and relative weights concerning the improvement of the addressed target (criterion). The simplified two-stage research flow is illustrated as Figure 1. (detail steps will be provided in Section 3).
Compared with previous studies that applied MCDM (Spronk et al. 2005; Zopounidis, Doumpos 2013) or computational intelligence techniques (Bahrammirzaee 2010) for FP problems, the present study has three major differences as below:
1) Most of previous research put emphasis on prediction/classification (by using computational intelligence techniques) or ranking/selection (by MCDM) methods; however, the present study focuses on FP improvement planning, which has constructive managerial implications for companies (Liou, Tzeng 2012) ;
2) To our best knowledge, this study is the first model that attempts to devise a MCDM evaluation model (i.e., DANP) based on FCA implications, to support a systematic improvement planning for an individual company; 3) While nearly all previous MCDM methods attempted to construct a model for ranking or selection -for all alternatives (including new companies), the proposed approach aims to support an individual company to devise an evaluation model based on its current performance gap, to select the best improvement plan. The remainder of this study is structured as below: Section 1 provides a discussion regarding the FP prediction problem and the involved research methods, including DRSA, FCA, DEMATEL, and DANP. In Section 2, the proposed two-stage model is explained with needed steps. Section 3 takes the public-listed semiconductor stocks in Taiwan as an empirical case for examining the proposed model. The research results and discussions are included in Section 4, and the final section concludes this study with suggested future research directions.
Preliminary of DrSA rules with FCA-based DANP evaluation
This section briefly reviews the MCDM methods applied to deal with financial problems. In addition, the combined methods (i.e., DRSA, FCA, and DANP) are discussed, with the main purposes for adopting each method and technique, and the advantages compared with previous studies are also discussed. 
Multiple criteria decision making (MCDM) methods in finance
The growing complexity in the business environment has raised the needs to evaluate financial decisions considering multiple aspects and criteria; therefore, it is well-suited to adopt various methods in the framework of MCDM for solving financial problems (Spronk et al. 2005; Zopounidis, Doumpos 2013) . The aforementioned financial problems could be roughly divided into two categories: investment analysis (e.g., portfolio management and investment evaluation) and corporate finance (e.g., FP prediction and evaluation, business failure prediction, capital budgeting, credit scoring, auditing, and financial planning), and the present study belongs to the latter category. In practice, the use of financial ratios for comparing and forecasting the FP of a company is commonly adopted, also termed as fundamental analysis (FA). FA is generally conducted by comparing the relative FP of a company within its industry (i.e., with its peer group) or modeling the patterns of its own FP indicators over a period of time (Penman 2007) . In financial studies, FA is mainly modeled by regressions; however, the unrealistic assumptions (such as the independence of the involved variables, the linear relationship among the target variable and the other involved variables) of regression models might cause unpersuasive results. Furthermore, regression represents the "average" result (Spronk et al. 2005) , which has difficulty in indicating the contingent performance in a specific context. On the other side, certain MCDM methods do not have the limitations to assume the probabilistic distributions of variables and the independence among the criteria (e.g., ANP and DANP), which are more realistic in practice. As a result, MCDM methods have strengths to complement the existing financial research to solve FP problems (Liou, Tzeng 2012) .
To consider multiple aspects simultaneously, several MCDM outranking methods have been introduced to assess the FP of companies, such as the two groups of outranking methods: ELECTRE (Ergul, Oktem 2011) and PROMETREE (Mareschal, Brans 1991; Mareschal, Mertens 1992; Tsui et al. 2014) . Another main stream in MCDM is the utilitybased approach, such as multi-attribute utility theory (MAUT) (Diakoulaki et al. 1992; Tzeng et al. 1989; Yeh et al. 2000) , and utility additive method (UTA) (Zopounidis et al. 1995) . The utility-based theory has its theoretical foundation in economics to aggregate the preferences of decision maker (DM) on multiple attributes. The aforementioned outranking methods and utility-based approach may conduct ranking and selection without the prerequisite assumption of the probabilistic distribution of variables. Nevertheless, they still assume the independent relationship among criteria (Liou, Tzeng 2012; Liou 2013; Peng, Tzeng 2013) ; in addition, they are insufficient to support for FP improvements.
Recently, AHP extended methods (i.e., ANP and DANP) have been adopted to resolve the FP evaluation problem Shen, Tzeng 2014b ). This approach requests domain experts (or DMs) to make pairwise comparison between two criteria in each other, and the relative influence of each criterion may be obtained to form the overall performance evaluation model. More detailed discussions on this approach will be provided in Subsection 1.4. Although this approach may allow for interdependence among criteria (i.e., ANP and DANP), the selection of criteria relies on subjective judgment. Considering the complexity of FP evaluation, how to select the minimal criteria (variables) with discernibility for modeling is still unanswered in this approach. Therefore, the present study adopts FCA (Shyng et al. 2010a; Ou Yang et al. 2011 ) implication analysis to find the highly related criteria -for the identified performance gap based on DRSA decision rules -from historical data, which could form the basis for the subsequent decision model in a more objective way.
rough set approach (rSA) for predicting financial performance
RSA is a mathematical theory (Pawlak 1982) , which has been implemented on various applications to deal with the imprecise and uncertain characteristic of data sets. Several studies had attempted to apply RSA for FP predictions, which could be categorized into two types: 1) a single RSA model implemented by different induction algorithms (Dimitras et al. 1999; Beynon, Peel 2001; Tay, Shen 2002) ; and 2) a hybrid or a combined model to infuse two or more techniques with RSA, such as ANN (Ahn et al. 2000) , data envelopment analysis (DEA) (Shuai, Li 2005) , and the rough-AHP with a fuzzy decision model (Aydogan 2011) . The first type model employed RSA algorithms to induct rules from data sets, and the obtained rules were used to make classification or prediction. Though this type of RSA models gained positive results, it could not support an individual company to plan for improvements. The second type of model was devised with different purposes. The combination (Ahn et al. 2000) used RSA as a preprocessor to remove redundant attributes, and the ANN was applied to increase the model's accuracy. However, the ANN technique is criticized by its black-box processing (Ravi et al. 2008) , the obtained knowledge was mainly stored in the network structure and the connections between nodes; DMs would have difficulties to gain understandable insights. The integration of RSA and DEA (Shuai, Li 2005) was done by using RSA to handle qualitative attributes (e.g., change of auditor) and using DEA to deal with quantitative attributes (e.g., financial ratios), and those two sub-modules were integrated in the next stage. Nevertheless, just like certain regression models, DEA is based on the assumptions of independence among variables and the linearity of a model; which is not that realistic in practice. The last model discussed here -the rough-AHP with a fuzzy decision model (Aydogan 2011) -integrated RSA with MCDM methods to make selection. The conditional entropy and attribute significance concepts in RSA were used to improve the judgment consistency in AHP. Nevertheless, the AHP method cannot evaluate the interdependence among attributes, which is also unable to support for improvement planning.
As for DRSA (Greco et al. 2002) adopted in this study, it was extended from classical RSA. DRSA was proposed to consider the preferential characteristic of attributes while making classification, which is more suitable to tackle multiple criteria decision problems. DRSA has at least six advantages in solving MCDM problems: 1) the considered preferential characteristic of conditional attributes is commonly required for evaluating performance; 2) generate intuitive and easy-to-understand decision rules to indicate findings; 3) capable to discern complex patterns with reduced variables; 4) does not need to assume the probability distributions of the examined data or variables; 5) able to deal with both quantitative and qualitative information and with interrelated criteria; 6) does not require discretization of quantitative criteria. Recently, the strengths of DRSA have been aware in the social science (Liou, Tzeng 2010; Shyng et al. 2010b; Zaras 2011; , 2015 , and the aforementioned four advantages are also the reasons why this study adopts DRSA to explore the patterns of FP changes for the semiconductor companies. Applying DRSA decision rules for improvements might not be a new idea, the previous study (Greco et al. 2005) had proposed a system to estimate the plausible effects or improvements brought by taking a specific treatment to satisfy certain decision rule (or rules). Nevertheless, this approach assumed that the corresponding treatment was already known, and it would cause the same effect on all alternatives. On the contrary, the present study assumed that the improvement plans for each company should be different, which need to consider the resources and constraints of each company. Therefore, the present study attempts to explore FP patterns by DRSA at the first stage, and supports an individual company to identify the criteria associated with its underperformed criterion (by FCA) in the next stage; in addition, the proposed model may explore the cause-effect relationship (by DEMATEL analysis) among the considered criteria to guide for systematic improvements and select improvement plans (integrated-weighting by DANP) based on influential network relationship map (INRM), which are the major differences and the novelty compared with previous RSA applications.
Formal concept analysis (FCA) for obtaining implication rules
FCA is originated from applied mathematics, rooted from lattice theory (Ganter et al. 1997; Wille 2005) . The FCA analysis can organize objects and related attributes in a contextual approach to form hierarchical concept lattices, with the capability to clarify the formalization of concept with implication rules. The applications of FCA have gained increasing interests in international research community recently, and the applications ranges from software engineering, knowledge discovery, marketing (Fang et al. 2012) , personal investment portfolios (Shyng et al. 2010a) , and information retrieval (Tilley et al. 2005) . The use of FCA in financial application such as investment analysis or performance evaluation is relatively underexplored. The use of FCA could support to explore the related source criteria of a specific financial attribute in a logical approach, and we attempt to construct a persuasive model based on FCA implications to select the critical attributes in DANP model.
DEMATEL and DEMATEL-based ANP (DANP)
In social science research, most of the involved variables have interrelationship in a complex problem, and DEMATEL technique (Gabus, Fontela 1972) was proposed to evaluate the total influences and entwined relations among the considered criteria (Ou Yang et al. 2008 , 2013 Liou, Tzeng 2012; Peng, Tzeng 2013) . Compared with conventional regression models, DEMATEL does not need to assume the independence of the considered variables (criteria); furthermore, it may divide the criteria into a cause group and an effect group, and the directional influences (from cause group to effect group) could thus be explored.
The obtained directional influences may support decision makers to gain more indepth understanding of the addressed problem. The use of DEMATEL has been widely incorporated into various applications, such as the vendor or supplier selection problem (Hsu et al. 2012) , forming strategy map (Jassbi et al. 2011) , explore the core competences of IC design service companies (Lin et al. 2011) , and the examination of hospital service quality (Tseng 2009) .
Aside from finding the directional influences among criteria, DEMATEL technique was also integrated with the well-known MCDM evaluation method -analytic network process (ANP), to adjust the weights of the involved dimensions in an evaluation model , also termed as DANP. This hybrid MCDM approach has gained increasing interests in many social science studies recently, such as the security risk control assessment (Ou Yang et al. 2013) , the selection of outsourcing provider (Hsu et al. 2013) , the stock investment problem , and exploring smart phone improvements (Hu et al. 2012 (Hu et al. , 2014 . In this study, to leverage the analytical capability of DEMATEL (explore the directional influences among criteria) and DANP (find out the influential weights of criteria for improving a target criterion), the results of DEMATEL will be integrated with FCA implication rules for forming the directional implication relationship map (DIRM), and the DIRM may thus support DMs to plan for improvements by identifying the source influences of underperformed criteria. As a result, DMs may plan in a systematic way to prevent from only focusing on the identified performance gap.
research model
This section provides the essential ideas of the applied methods in this study, and the required steps for the proposed model are also discussed. The proposed model comprises of three parts: 1) Induct decision rules for classifying future FP; 2) Obtain implication rules and source criteria for the addressed performance gap; 3) Construct DANP model for evaluating and selecting improvement plans.
Dominance-based rough set approach (DrSA)
DRSA begins with an information table, and instance (objects) can be placed in rows with attributes in columns. Compared with classical RSA, the main difference of DRSA is the consideration of ordinal evaluation of objects and attributes. The typical data table of DRSA comprises of four tuples, which can be indicated as an information system (IS), for
In the DRSA IS, U is a finite set of universe, Q is a finite set of k attributes (i.e.,
, and f denotes a total function (i.e., :
The attributes comprise of condition attributes C and decision attribute D in a typical DRSA model, and the conditional attributes are often regarded as criteria for a MCDM evaluation problem.
Suppose that there are n objects in U, a complete outranking relation on U can be defined as q  with respect to a criterion q Q ∈ ; if q x y  for , x y U ∈ , then it denotes that "x is at least as good as y with respect to criterion q". In DRSA, the outranking relation q  is generally supposed to be a complete preorder relation with respect to criterion q. Decision attribute d ∈ D divides U into a finite number of decision classes (such as m decision classes), i.e., { } (1)- (2):
The upward union is used in this study to identify the good decision class (i.e., positive FP change in the next period); therefore, only the upward union of classes is discussed hereafter. The condition attributes (criteria) can be used to classify decision classes by dominance relations. Given a set of attributes p ⊆ C and x, y ∈ U, x dominates y with respect to set of attributes p could be denoted by P xD y to represent x p-dominates y. Therefore, a set of objects (instances) dominating x is termed as p-dominating set in Eq. (3), and a set of objects dominated by x is called p-dominated set in Eq. (4):
{ } ( ) :
The p-dominating set and p-dominated set can be used to representing a collection of upward and downward unions of decision classes, which may represent granules of knowledge. The p-lower and p-upper approximation of an upward union with respect to p ⊆ C can be defined by Eq. (5) and Eq. (6) respectively:
The p-lower approximation ( ) t P Cl ≥ denotes all of the objects x ∈ U that are for sure to be included in the upward union t Cl ≥ , whereas all objects have at least the same or better evaluation with regard to all criteria p ⊆ C. With the p-upper approximation and p-lower approximation of t Cl ≥ , the p-boundary of t Cl ≥ is defined as Eq. (7):
The so-called dominance principle requires that if an object x dominating object y on all considered criteria p ⊆ C (i.e., in conditional part), then the object x should also dominate y on the decision attribute. The objects that comply with the dominance principle are called consistent; otherwise, inconsistent. Moreover, the quality of approximation is defined as the ratio in Eq. (8), and the ratio ( ) P Cl γ can be regarded as a consistency ratio, for all the objects from U and all considered condition attributes p ⊆ C.
Furthermore, the accuracy of approximation of ordered classes t Cl ≥ with regard to a set of criteria p ⊆ C is defined as
in Eq. (9), and • in Eq. (8)- (9) is the cardinality of a set.
( ) ( )
Each minimal subset p ⊆ C that may satisfy ( ) ( )
is called a REDUCT of Cl, and the intersection of all REDUCTs represent the indispensable attributes to maintain the quality of approximation, called CORE Cl . Using the dominance-based approximation approach, a set of decision rules can be obtained in the form of "if antecedent then consequence", which can support DMs to identify a company's performance gaps on the critical criteria (financial indicators) in decision rules, to plan for improvements for its FP. The DRSA decision rules comprise of two types: certain and possible; the certain decision rules provide conditions for objects belonging to ( ) t P Cl ≥ , mainly used in this study. The details of DRSA can be found in (Greco et al. 2001 (Greco et al. , 2002 Błaszczyński et al. 2007 Błaszczyński et al. , 2013 . To conduct DRSA modeling in this study, the required steps are as below:
Step 1. Define condition attributes and decision attribute of a semiconductor stock, and conduct a three-level discretization for all the attributes, i.e., including condition attributes and decision attribute. The three-level discretization may deliver more intuitive understanding for DMs to interpret obtained decision rules by comparing the relative performance of a company with its peer group on each criterion. The details of the used three-level discretization in this study will be explained in Subsection 3.1.
Step 2. Match the values of a stock's condition attributes in time period (t-1) with its decision class in time period t to denote an object (instance), and the matched data set is devised to predict the FP of a stock in the subsequent period by using its current financial data.
Step 3. Construct DRSA model and obtain decision rules to identify stocks with plausible good FP in the next period. The validation of DRSA model will be further illustrated in Section 3.
Formal concept analysis (FCA)
Originated from applied mathematics, FCA was developed based on mathematical order and lattice theory, which has been applied in various fields, such as software engineering, knowledge acquisition, medical classification, and financial investment. FCA can be defined as a set of structure ℜ: = (G, M, I), and I denotes the binary relation between two sets: G and M. The elements in the set G represent objects, and the elements in the set M denote attributes. Thus, a formal context can be formed by connecting the objects in G to attributes in M through the binary relation I (yes or no), i.e., (g, m) ∈ I for g ⊆ G and m ⊆ M. If g = m I and m = g I ; then g and m can be called the extent and intent of a pair of formal concept (g, m) . Based on the theorem in concept lattice (Ganter et al. 1997) , while the concept lattice of (G, M, I ) is a complete lattice, it should be made up of the closed subsets (i.e., sub-lattices). The closed subset property provides the foundation for calculating Duquenne-Guigues base of implications, which has a minimal number of implication rules. In this study, the identified performance gap on a certain criterion can be regarded as a m in the attribute set M, and the Duquenne-Guigues implication rules (Ganter et al. 1997; Wille 2005) can be obtained to explore the extents with high object supports.
Step 4. Examine a target company's performance on the strong decision rules (associated with good FP change in the subsequent period), and identify the top performance gap.
Step 5. Conduct Duquenne-Guigues implication reasoning in FCA to obtain implication rules associated with the source criteria that might lead to the identified performance gap attribute in Step 4.
With FCA implication analysis, decision makers could have a guidance regarding the source factors (criteria) related to the underperformed criterion (identified by DRSA decision rules) for a company. In a real business environment, the criteria regarding a company's FP are often interrelated; the FCA is proposed to induct from positive alternatives in the historical data, for finding the source criteria of the underperformed criterion for an individual company.
DEMATEL-based analytic network process (DANP)
After identify the pertinent criteria for evaluating improvement plans by FCA implication analysis, the obtained source criteria can be used to devise a questionnaire to collect domain expert's opinions regarding the relative importance of each criterion for evaluating an improvement plan. Because DEMATEL technique may support to explore directional relationship among dimensions (also attributes), the DANP is adopted in this study to construct the improvement evaluation model at the final stage.
Step 6. Calculate the direct-influence matrix D using performance scores from the initial average matrix A.
Experts are asked to judge the direct effect that they feel attribute (criterion) i will have on attribute (criterion) j, indicated as a ij . The scale ranges from 4 (very high influence) to 0 (no influence). The initial average matrix takes the arithmetic mean of each expert's feedback for forming the initial average matrix A as Eq. (10):
The direct influence matrix D can be obtained by normalize the initial average matrix A referring to Eq. (11)- (12): 
The total influence matrix T can be decomposed as Eq. (13) 
( )
Step 7 
The normalized in Eq. (15) is obtained by the calculation in Eq. (16)- (17). Thus, the total influence matrix can be normalized into an un-weighted super-matrix W in Eq. (18). 
( ) 
To obtain the weighted super-matrix, the total influence matrix of the dimensions matrix is shown in Eq. (19), which is normalized to be N D T in Eq. (20).
1 11
The DEMATEL weighted super-matrix W DW can be obtained by multiple N D T with W, i.e., DW N D = W T W. The weighted super-matrix is multiple by itself multiple times (until stable) to obtain the stable super-matrix. The influential weights of criteria in the DANP can thus be obtained by using the weights for criteria in the limit super-matrix.
Step 8. Based on the DANP weights for each criterion to evaluate (select) improvement plans. The potential (available) improvement plans can be evaluated by domain experts or DMs to get the performance scores on each criterion in the DANP model, and synthesized those performance scores with the influential weights from DANP to get the final score for each potential improvement plan.
The FCA-based DANP model may help a company rank or select improvement plans (proposals) in a quantitative approach, which further extends the applications of MCDM methods in FP decision making.
Empirical case of semiconductor industry in Taiwan
The semiconductor industry in Taiwan has formed a strong foundation for the design and production of IT products. Nearly all high influential semiconductor companies are listed in Taiwan's stock market; therefore, this study uses the public-listed semiconductor stocks for examining and illustrating the proposed model. The empirical case comprises of two stages. The first stage is the modeling of FP changes of semiconductor stocks by DRSA method. The second stage illustrates the proposed "identify critical criteria for selecting improvement plans" by using a real stock's financial data in 2012. Furthermore, a sample company was illustrated for identifying its critical performance gap, and five assumed improvement plans were evaluated with the ranking result. The research flow of the illustrated example is as Figure 2. 
Data
To capture the FP change patterns, the present study included all of the semiconductor stocks in Taiwan stock market from 2007 to 2012 for DRSA modeling. After excluding incomplete financial data in each year, there were 182 instances (stocks) could be used for training (from 2007 to 2011), and 55 stocks were available to be tested in 2012. The Taiwan stock exchange reports each stock's summary financial result in five aspects with 20 key financial indicators (Table 1) , and all of the indicators were adopted as the condition attributes in the DRSA model. (Table 9) DEMATEL analysis - (Table 7 8 The corresponding ROA changes of each stock in subsequent year were used to denote its decision class; in other words, the DRSA model may be regarded as a one-period lagged model that associates each stock's 20 financial indicators with its own subsequent ROA changes, which is illustrated in Figure 3 . The financial data were retrieved from the Taiwan Economic Journal database, and all of the raw financial figures were discretized into three values to indicate "High" (the top 1/3), "Middle" (the middle 1/3), "Low" (the bottom 1/3) as "H", "M", "L" respectively. The adopted three levels discretization ranked all of the available stocks based on the performance of each attribute in each year, and assigned a corresponding value (i.e., "H" or "M" or "L") for each attribute of a stock; therefore, the discretization supported to identify the relative performance of each stock on the 20 financial attributes in each year. The reasons for adopting the three levels discretization could be summarized in two points: 1) compare the relative performance (on each attribute) in each year to avoid external economic effect; 2) the three discretized values (i.e., "H", "M" and "L") could be denoted as conceptual ideas and analyzed by FCA in the next stage. The decision classes were also discretized in three states according to a stock's corresponding ROA change in the subsequent year (i.e., rank the top 1/3 companies with positive ROA change as Good, the bottom 1/3 companies with negative ROA change as Bad, and the rest as Middle). However, since we aim to explore the patterns that may lead to improvements or deteriorations in the next period, only the stocks categorized as "Good" and "Bad" were kept for rule induction. After excluding stocks that were not categorized as "Good" or "Bad" decision class in each year, there were 145 stocks left as the training set and 35 stocks (in 2012) as the testing set.
DrSA model with decision rules
To construct the DRSA model, a two-step validation was conducted. Since there are only two states for the decision class, we reported the classification accuracy (i.e., correctly classified percentage) instead of mean absolute error (commonly used for ordinal classification problem) in the experiment. In the first step, the training set was examined and compared by four different classifiers: DRSA classifier, support vector machine (SVM), decision tree (DT), and discriminant analysis (DISCRIM). The jMAF software (Błaszczyński et al. 2013) developed by the Laboratory of Intelligent Decision Support Systems was used for DRSA modeling in the study, and the DTREG software for the other three classifiers. A 5-fold cross validation was conducted five times for each classifier, and the average classification accuracy is reported with its standard deviation (SD) in Table 2 . To examine the performance differences among the four classifiers, a non-parametric Friedman test was conducted, and DRSA classifier was ranked as the top with c 2 = 12.12 (df = 3), which was significant at the 0.01 confidence level. Therefore, the average of 5-fold cross validation from DRSA outperformed the other three classifiers. The next step used the whole training set (145 stocks) for DRSA induction, and the testing set (35 stocks) was used to validate the model. The classification accuracy of the training set was 97.24%, and the testing set also generated 85.71% classification accuracy. The confusion matrix of the testing set is shown as Table 3 (three instances were not able to be classified). The trained DRSA model generated 24 decision rules with 118 REDUCTs. As this study aims to explore the FP patterns that might lead to improvements in the subsequent period, only the decision rules associated with the at least "Good" decision class (with more than 10 supports) are shown in Table 4 . Table 4 . Decision rules associated with at least "Good" decision class
After obtaining the strong decision rules associated with the at least "Good" decision class, we further illustrate how to construct an evaluation model for a sample stock by the obtained rules. Take the data of semiconductor company Kinsus (code: 3189) in 2012 for example, its financial attributes (LongCapital = M, Speed = M, AR_turnover = M, AR_days = M, ROE = H, CashFlow = H, CashFlow_adq = H, EpS = H, Debt = M, InterestCoverage = M, Inventory = M) meet all of the conditional criteria of the top three decision rules (i.e., Support = 17, 16, and 14) except the attributes AR_turnover (both in the second and third rules of Table 4 ) and AR_days (in the first rule of Table 4 ). As the attributes AR_turnover appeared in two of the top three decision rules, the subsequent analysis used it as an example (i.e., the identified performance gap) for improvement planning.
FCA-based DANP method for selecting improvement plans
To explore the critical attributes that have close relationship with high AR_turnover attribute (notation AR_turnover_h was used to denote AR_turnover with "High" value in FCA implication rules), FCA implication was conducted by analyzing all of the stocks (including the training set and the testing set) categorized as "Good" with high AR_turnover financial attribute. The FCA analysis was done by using the software ConExp, which generated 111 implication rules. The implication rules (covered by more than 10 stocks) associated with high AR_turnover are shown in Table 5 . Table 5 . Implication rules associated with high AR_turnover
Implication rules Covers
The obtained implication rules in Table 5 indicated that those formal attributes (such as LongCap_M and Speed_M) are the commonly shared attributes for those stocks that were categorized as "Good" decision class with high AR_turnover. In other words, FCA supports to identify the plausible formal attributes that might cause high AR_turnover from the companies in the "Good" decision class. After FCA implication processes, this study used the criteria listed in the top three decision rules (in Table 5 ) for DANP modeling as an example, and the involved financial criteria were reduced from 20 to seven in Table 6 .
The dimensions and criteria listed in Table 6 were adopted for designing the questionnaire for retrieving domain expert's knowledge (experience) regarding FP. In the questionnaire, the asked questions are like: Compare financial attribute Debt (C 1 ) to Inventory (C 5 ), what is the relative influence degree of C 1 to C 5 for attaining high AR_trunover (i.e., high Table 6 . Financial attributes that implied high AR_turnover
Dimensions
Criteria (financial attributes)
account receivable turnover)? The answer scale ranges from 0 (no influence) to 4 (extremely high influence). There were eight experts helped to fill the questionnaire, and their all have more than 10 years' working experience in technology sector or financial industry. The experts' job positions include CEO, Vice President, General Manager, Director, CFO, Investment Analyst, Fund Manager, and Senior Manager. The arithmetic mean was calculated for each question (from the eight domain experts), and the raw data collected by questionnaires (for the calculations of DEMATEL and DANP) are in Appendix A; also, the details for obtaining the influential weights of DANP are in Appendix B. The influential network relationship map (INRM) is in Figure 4 , and the corresponding relative influential degree (i.e., r i + d i ) and cause-effect group indicator (i.e., r i -d i ) for each dimension and criterion are in Table 7 and Table 8 respectively.
In Figure 4 , the inner region denotes the directional influences among the five dimensions, and the outside points or sub-plots denote the directional influences among the criteria (within a dimension). If a dimension has a positive value on D D i i r d − , then it implies that this dimension belongs to a cause group. 
result of the improvement plan selection and discussions
To illustrate how to apply the obtained weights (from FCA-based DANP model) to select improvement plans, the assumed five improvement plans (i.e., A, B, C, D, and E plans) with the weights for each criterion are in Table 9 . From logical perspective, the implication rules that associated with high AR_turnover contain the granule of concepts that might cause high AR_turnover. Thus, the constructed DANP evaluation model comprises of those granule of concepts (i.e., criteria) for attaining high AR_turnover, which could be applied to select improvement plans. The assumed performance scores of each plan on each criterion may be obtained by internal management team to rank the relative performance that each improvement plan might have for attaining high AR_turnover. In this example (in Table 9 ), a five-point Likert scale is assumed for illustration. As indicated in Table 9 , the summed score of plan D is 1.643, which supposed to be the best choice by the proposed model. According to the FCA-based DANP model, the company Kinsus should select plan D to improve its AR_turnover result. Furthermore, by the results in Table 5 (implication rules from FCA), Table 7, Table 9 , and Figure 4 (INRM), the proposed model further explored the directional influences among the dimensions and criteria that imply high AR_turnover. The integration of the implication rules and INRM Note: * A five-point Likert scale (1, 2, 3, 4, 5) is assumed with ascending order (i.e., 1 is better than 5).
may provide more managerial insights regarding the FP pattern changes, illustrated and termed as directional implication relationship map (DIRM) in Figure 5 . The obtained DIRM not only indicated the directional influences among the five dimensions, but also incorporated with implication rules to provide more insights. First, as indicated in Figure 5 , to reach high AR_turnover, the source dimension should be Operational (D 3 ), and D 3 have influences on the other four dimensions (i.e., D 1 , D 2 , D 4 , and D 5 ). Therefore, the criterion Inventory (C 5 ) in dimension D 3 should be considered as the top priority while planning for an improvement plan. Second, refer to DANP weights for each criterion in Table 9 , the top three influential criteria are C 6 (0.228), C 5 (0.179), and C 7 (0.179) respectively. However, the criterion EpS (C 6 ) belongs to the effect group ( )
= − < , which should be influenced by the other dimensions and criteria. Therefore, Inventory (C 5 ) and CashFlow_adq (C 7 ) should be considered as the most critical criteria to enhance its performance, which might cause relatively higher marginal effects for attaining high AR_turnover. Third, dimensions D 1 , D 2 , and D 5 all have influences on dimension D 4 (profitability), the management team of Kinsus may examine its current performances on the three dimensions and related criteria (i.e., C 1 , C 2 , C 3 , C 4 , and C 7 ), to see if there was any underperformed criterion that should be addressed. The aforementioned insights could not be provided by conventional regression models, which are also the novelty and main contributions of the proposed approach.
Conclusions and remarks
To conclude, the present study proposes a combined model by integrating computational intelligence (i.e., DRSA) and MCDM methods (i.e., DEMATEL and DANP) to diagnose FP of semiconductor companies. Compared with previous studies (Hsu et al. 2012 (Hsu et al. , 2013 Ou Yang et al. 2013; ) that constructed MCDM evaluation models by interviews or literature review to select the involved criteria/dimensions, the proposed 
High AR_turnover model -conducted by logical reasoning from historical data -is based on the implication rules of FCA. Compared with the REDUCTs (describe each minimal subset of criteria that may deliver the same quality of approximation to classify "Good" and "Bad" decision classes) from DRSA, the obtained critical attributes only analyzed those "Good" alternatives. The purpose is to retrieve the other commonly shared attributes based on the fact that those "Good" alternatives have the same formal concept "AR_turnover_H (i.e., high AR_turnover)", which is the target for the sample company to reach (improve). As a result, the DANP model at the second stage would have a reasonable foundation, which is also the critical point to transform the findings of DRSA into a hybrid MCDM model. Furthermore, the obtained figurative results (i.e., INRM and DIRM) may help DMs to gain more understandable insights (cause-effect influences in implication rules) compared with a single approach (computational approach or MCDM approach), which are the novel applications and major contributions in this study. The results indicate that the integrated model may resolve the FP diagnosis problem, and evaluate future improvement plans in a reasonable manner.
Our findings provide an integrated approach to resolve complex financial problems in real business environment. Nevertheless, there are still several limitations in the present study. First, the used DRSA model was based on the assumption: historical financial patterns will reoccur in the near future, and the model was based on the data in recent five years to form patterns and decision rules. Second, the adopted three-level discretization method in DRSA might generate different results by using the other discretization methods. More discretization methods are suggested to be examined to explore its effects on DRSA model in the future. Third, though the real semiconductor companies' data were applied in the empirical case, the selection of improvement plans was illustrated by assumed plans; the present research may be regarded as a pilot study. By jointly-working with a company, future studies are suggested to evaluate real improvement plans based on the proposed method. Finally, this study only uses the DRSA decision rules associated with the "at least Good" decision class to highlight the FP patterns for improvements; future studies may examine the rules associated with the "at most Bad" decision class to explore the FP patterns and construct a corresponding evaluation model -to avoid performance deteriorations. 
