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Proteini sodelujejo v skoraj vseh procesih, ki se odvijajo v celicah zˇivecˇih
organizmov. Razumevanje njihovih funkcij je kljucˇnega pomena za razume-
vanje biolosˇkih procesov. Soodvisne spremembe v proteinih, ki se tekom
njihove evolucije odvijajo, so tesno povezane z njihovo strukturo in funkcijo.
Razvitih je bilo vecˇ razlicˇnih algoritmov za detekcijo soodvisnih sprememb,
vsi pa so racˇunsko zelo zahtevni. Eden izmed taksˇnih algoritmov je algoritem
OMES, ki temelji na statisticˇnem testu χ2 in nakljucˇnem mesˇanju poravnav
proteinskih zaporedij. Cilj diplomske naloge je paralelizacija in implementa-
cija algoritma OMES na graficˇni procesni enoti z uporabo platforme CUDA.
Graficˇne procesne enote so specializirani procesorji, ki danes najverjetneje
nudijo najboljˇse razmerje med racˇunsko mocˇjo in ceno. V primerjavi z im-
plementacijo na centralni procesni enoti smo dosegli stokratne pohitritve in
porabili manj energije.
Kljucˇne besede: analiza soodvisnih sprememb proteinov, OMES, splosˇno-
namensko racˇunanje na graficˇnih procesnih enotah, CUDA.

Abstract
Proteins are involved in almost all processes that take part in cells of living or-
ganisms. Understanding of their function is important for the understanding
of biological processes. Correlated mutations in proteins, which take place
over the course of their evolution, are closely related to their structure and
function. Several different algorithms for detection of correlated mutations
have been developed, all very computationally intensive. One of such algo-
rithms is the OMES algorithm, which is based on the statistical χ2-test and
random shuﬄing of protein sequences. The aim of the thesis is paralelisation
and implementation of the OMES algorithm on graphics processing units
using the CUDA platform. Graphics processing units are specialized proces-
sors, which nowadays probably offer the best computing power to price ratio.
Compared to the implementation on a central processing unit we achieved a
100-fold speedup and used less energy.
Keywords: correlated mutation analysis, OMES, general-purpose comput-




V zadnjih desetletjih so racˇunalniki postali nepogresˇljiv del nasˇega vsakda-
njega zˇivljenja. Nepogresˇljivi so postali tudi v moderni znanosti. Znan-
stveniki jih s pridom uporabljajo za resˇevanje problemov iz najrazlicˇnejˇsih
podrocˇij. A za resˇevanje cˇedalje vecˇjih in kompleksnejˇsih problemov se-
veda potrebujemo vedno bolj zmogljive racˇunalnike. Obicˇajno zmogljivost
racˇunalnika povezujemo s frekvenco centralne procesne enote. Opazimo lahko,
da ta v zadnjih letih narasˇcˇa cˇedalje pocˇasneje oziroma se skoraj ustavlja. Ra-
zlog ticˇi v tem, da ne znamo dovolj ucˇinkovito odvajati toplote, ki se sprosˇcˇa
pri visokih frekvencah. Zato razvoj procesorjev sedaj stremi k vecˇjedrnosti
in paralelnosti, ki omogocˇa socˇasno izvajanje vecˇih ukazov. Tu pa proce-
sorje povsem zasencˇijo graficˇne procesne enote, ki na vecˇ sto procesnih jedrih
izvajajo vecˇ deset tisocˇ vzporednih niti.
Graficˇne procesne enote so specializirani procesorji, namenjeni prikazova-
nju racˇunalniˇske grafike. Na danasˇnjih graficˇnih karticah so se, predvsem po
zaslugi industrije racˇunalniˇskih iger, razvile v izjemno zmogljive in prilago-
dljive procesorje. Danes najverjetneje nudijo najvecˇje razmerje med racˇunsko
mocˇjo in ceno. Cˇeprav so bile graficˇne procesne enote sprva namenjene zgolj
racˇunalniˇski grafiki, pa jih lahko uporabljamo tudi za racˇunanje, nepove-
zano z grafiko. Izid platforme CUDA je povzrocˇil velik val zanimanja za
izkoriˇscˇanje graficˇnih procesnih enot za znanstveno racˇunanje, med drugim
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tudi na podrocˇjih racˇunske biologije in bioinformatike.
Molekularna koevolucija [1] je eno izmed najbolj aktivnih podrocˇij razi-
skav v bioinformatiki. Analiza soodvisnih mutacij je nacˇin za predvidevanje
strukture proteinov in interakcij med njimi. Proteini igrajo veliko vlogo v
nasˇem zˇivljenju, saj opravljajo pomembne naloge v vseh celicah zˇivecˇih or-
ganizmov. Razumevanje funkcij proteinov je kljucˇnega pomena za razume-
vanje biolosˇkih procesov in posledicˇno tudi za razvoj novih zdravil. Kljub
izboljˇsavam eksperimentalnih postopkov za dolocˇitev strukture proteinov se
razkorak med sˇtevilom znanih proteinskih zaporedij in poznavanjem njihovih
struktur sˇe naprej vecˇa [2]. Zato ni prav nicˇ cˇudno, da se je razvila cela ko-
pica racˇunskih metod za detekcijo molekularne koevolucije in predvidevanje
struktur proteinov. Vsem pa je skupno to, da so racˇunsko precej zahtevne.
Zato bomo v tem diplomskem delu paralelizirali in poizkusili pohitriti
enega od algoritmov za detekcijo soodvisnih mutacij. Izbrali smo algoritem
OMES (Observed Minus Expected Squared), ki temelji na statisticˇnem testu
χ2. Zaradi svoje velike podatkovne paralelnosti je kot nalasˇcˇ primeren za
implementacijo na graficˇni procesni enoti. Algoritem bomo implementirali
tako na sekvencˇni, tradicionalen nacˇin, kot tudi z uporabo platforme CUDA.
Na koncu bomo primerjali cˇase, ki jih implementaciji potrebujeta za izracˇun
rezultata pri razlicˇnih velikostih vhodnih podatkov in izracˇunali pohitritev, ki
smo jo dosegli z implementacijo algoritma na graficˇni procesni enoti. Preverili





Koevolucija igra zelo pomembno vlogo v kljucˇnih biolosˇkih sistemih. Je po-
sebna vrsta evolucijskega procesa, pri katerem se dve razlicˇni vrsti prilagajata
evolucijskim spremembam druga druge, in je odgovorna za velik del bogate
biolosˇke raznovrstnosti na nasˇem planetu.
Najbolj razsˇirjena definicija koevolucije je Thompsonova, ki koevolucijo
strogo definirana kot vzajemno evolucijsko spreminjanje v vrstah, ki med-
sebojno vplivajo druga na drugo [3]. Po tej definiciji so koevolucijske spre-
membe samo tiste, ki nastanejo pod vplivom biotskih dejavnikov, to je in-
terakcij med sobivajocˇimi organizmi. Spremembe, ki so posledica abiotskih
dejavnikov (na primer spremembe v okolju), niso koevolucijske. Pomemben
del definicije je vzajemnost sprememb [1]. Evolucijska sprememba v eni vrsti
skozi selekcijski pritisk povzrocˇi spremembo v drugi vrsti. Kot odgovor na
to spremembo lahko druga vrsta povzrocˇi vzajemno spremembo nazaj v prvi
vrsti. Koevolucija je torej tesno povezana z naravno selekcijo. Ker prezˇivijo
le najuspesˇnejˇsi posamezniki, se v naslednje generacije vrste prenesejo le tiste
spremembe, ki so bile dejansko koristne.
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Do koevolucije lahko po [4] pride pri naslednjih tipih interakcij med vr-
stami:
1. Odnos plenilec-plen:
Evolucija plena vpliva na evolucijo plenilca in obratno. Plenilec tezˇi k
razvoju lastnosti, ki mu olajˇsajo lov (na primer cˇutila, kremplji), plen
pa k razvoju lastnosti, ki mu pomagajo pri izmikanju plenilcem (na
primer kamuflazˇa, hitrost). Govorimo o evolucijski oborozˇevalni tekmi.
2. Odnos gostitelj-zajedavec:
Odnos je precej podoben odnosu plenilec-plen. Pomembna razlika je,
da je zajedavec odvisen od gostitelja ne samo za hrano, pacˇ pa tudi za
zavetje in razmnozˇevanje. Hitra smrt gostitelja ni v interesu zajedavca.
3. Mutualizem in priskledniˇstvo:
Dve vrsti se evolucijsko razvijeta tako, da med seboj sodelujeta. To
koristi eni (priskledniˇstvo) ali obema (mutualizem) vrstama. Tipicˇen
primer mutualizma je odnos med cˇebelami in rozˇami.
4. Tekmovanje:
Vecˇ vrst med seboj tekmuje za prevlado (na primer prostor, svetlobo,
hrano) in prezˇivetje.
Vendar pa vsaka taksˇna interakcija med dvema vrstama ni nujno pove-
zana s koevolucijo [5]. Na primer, prisotnost zajedavca na gostitelju sˇe ni
nujno dokaz, da se med zajedavcem in gostiteljem odvija proces koevolucije.
Zajedavec je namrecˇ lahko imel lastnosti, ki mu omogocˇajo zaobiti gostite-
ljeve obrambe, zˇe preden je zacˇel napad na gostitelja. Da bi se prepricˇali, cˇe
je med vrstama res priˇslo do koevolucije, moramo poiskati in dokumentirati
vzajemne spremembe in izvesti filogenetsko analizo1.
1 Filogenetika je veda, ki se ukvarja z evolucijskimi sorodstvi med skupinami orga-
nizmov (geni, populacijami, vrstami) [6]. S filogenetsko analizo na podlagi sekvenciranja
molekul sklepamo o teh sorodstvih.
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2.2 Molekularna koevolucija
Koevolucija igra pomembno vlogo na vseh biolosˇkih nivojih. Opazimo jo
lahko tako na makroskopskem nivoju, kjer vpliva na kovariiranje znacˇilnosti
med razlicˇnimi vrstami (poglavje 2.1), kot tudi na mikroskopskem nivoju,
kjer govorimo o molekularni koevoluciji. Koevolucija na nivoju molekul je
povsem analogna koevoluciji na nivoju vrst, le da se vzajemne spremembe
odvijajo med molekulami. Lovell in Robertson sta v [1] prilagodila Thomp-
sonovo definicijo koevolucije (poglavje 2.1) in definirala molekularno koevo-
lucijo kot vzajemno evolucijsko spreminjanje lokusov, ki medsebojno evo-
lucijsko vplivajo drug na drugega. Lokus je specificˇna lokacija gena (ali
pomembne DNA sekvence) na kromosomu [7].
Molekularna koevolucija se lahko odvija tako znotraj iste molekule (in-
tramolekularna koevolucija), kot tudi med razlicˇnimi molekulami (intermo-
lekularna koevolucija) [1]. Najbolj znani primeri molekularne koevolucije so
spremembe v zaporedjih nukleotidov v deoksiribonukleinskih kislinah (DNA)
in ribonukleinskih kislinah (RNA) ter spremembe v zaporedjih aminokislin-
skih ostankov proteinov. Bolj specificˇno, sprememba na nekem mestu v za-
poredju aminokislinskih ostankov v enem proteinu lahko povzrocˇi vzajemno
spremembo na nekem drugem mestu v istem proteinu ali pa spremembo
na nekem mestu v drugem proteinu. Razlog za nastanek druge spremembe
je ohranjanje funkcije, strukture in/ali stabilnosti proteina, ki jih je lahko
ogrozila prva sprememba [8]. To lahko interpretiramo tudi kot izvajanje se-
lektivnega pritiska prvega mesta spremembe na drugo mesto.
Da lahko proteini opravljajo svojo funkcijo imajo kompleksno tridimenzi-
onalno strukturo in so v interakciji z drugimi proteini in molekulami. Povsem
pricˇakovano je, da soodvisne spremembe nastanejo na mestih, ki so zaradi
strukture in interakcij fizicˇno v blizˇini. Znani pa so tudi primeri, ko se sood-
visne spremembe pojavijo med proteini, ki niso v direktni interakciji drug z
drugim. Spremembe se namrecˇ lahko propagirajo tudi med bolj oddaljenimi
proteini [9].
6
POGLAVJE 2. KOEVOLUCIJA IN ANALIZA
SOODVISNIH MUTACIJ
2.2.1 Proteini
Proteini so velike, kompleksne molekule, ki opravljajo veliko pomembnih
funkcij v zˇivecˇih organizmih. Sestavljeni so iz ene ali vecˇ verig aminoki-
slinskih ostankov2, ki so med seboj povezani s peptidno vezjo. Verige so
sestavljene iz ostankov dvajsetih razlicˇnih standardnih aminokislin [10]. Pro-
teini se med seboj razlikujejo v dolzˇini verig (obicˇajno med sto in tisocˇ ami-
nokislinskimi ostanki) in vrstnem redu aminokislinskih ostankov v verigah.
Zaporedju aminokislinskih ostankov recˇemo primarna zgradba proteina. Vr-
stni red aminokislinskih ostankov je dolocˇen z zaporedjem nukleinskih kislin
v genu.
Slika 2.1: Primer zvitja proteina v kompleksno tridimenzionalno strukturo.
Povzeto po [11].
Vrstni red aminokislinskih ostankov dolocˇa unikatno tridimenzionalno
strukturo vsakega proteina (slika 2.1). Zaradi interakcij med posameznimi
deli se veriga aminokislinskih ostankov zvije v kompleksno tridimenzionalno
strukturo. Tridimenzionalna struktura proteina tocˇno dolocˇa kaksˇno funk-
cijo opravlja protein. Ta posebna struktura mu namrecˇ omogocˇa interakcijo
z drugimi proteini in molekulami.
Proteini so bistvenega pomena za vse celice. Sodelujejo pri skoraj vseh
procesih, ki se v njih odvijajo. Njihove funkcije med drugim vkljucˇujejo:
• pospesˇevanje kemicˇnih reakcij,
• sodelovanje pri metabolizmu,
2 Izraz aminokislinski ostanek se uporablja zato, ker se pri nastanku peptidne vezi od
aminokisline odcepi molekula vode. Verigo torej sestavljajo le ostanki aminokislin.
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• prenos signalov med celicami,
• delitev celic,
• transport,
• zagotavljanje strukturne podpore, in
• imunske odzive.
Razumevanje strukture proteinov in interakcij med njimi je torej nadvse
pomembno za razumevanje funkcij proteinov in nacˇina delovanja celicˇnih
sistemov in organizmov [12]. Zˇal pa je dolocˇanje tridimenzionalne strukture
proteinov z biolosˇkimi metodami precej neprakticˇno in drago [2]. Zato sta
racˇunsko predvidevanje tridimenzionalne strukture proteinov in predvideva-
nje interakcij med proteini dve pomembnejˇsi podrocˇji v bioinformatiki.
2.2.2 Poravnava vecˇ zaporedij
Poravnava vecˇ zaporedij (angl. Multiple Sequence Alignment, MSA) je po-
ravnava vecˇ proteinskih zaporedij aminokislinskih ostankov (lahko pa tudi
zaporedij nukleotidov v DNA ali RNA) v pravokotno matriko, obicˇajno tako,
da je vsako zaporedje v svoji vrstici. V vecˇini primerov so ta zaporedja ho-
mologna, kar pomeni, da so domnevno evolucijsko povezana in imajo skupne
prednike. Vsako zaporedje lahko predstavimo kot niz cˇrk, kjer vsaka cˇrka
predstavlja tocˇno dolocˇen element zaporedja. Na primer, cˇrka A predsta-
vlja aminokislinski ostanek alanin. Cilj je najti taksˇno razporeditev, da so
si aminokislinski ostanki v danem stolpcu enaki ali cˇim bolj podobni. Da
najdemo cˇim boljˇse ujemanje, v zaporedja vstavimo vrzeli. Primer taksˇne
matrike lahko vidimo na sliki 2.2.
Slika 2.2: Primer poravnave 6 zaporedij dolzˇine 55 aminokislinskih ostankov.
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V nastali matriki lahko identificiramo regije podobnih zaporedij, ki so
posledica evolucijskih, strukturnih ali funkcijskih razmerij med zaporedji.
Cˇe si zaporedja delijo skupne prednike, lahko neujemanja interpretiramo kot
mutacije. Nasprotno, odsotnost neujemanj v dolocˇeni regiji pa lahko pomeni,
da je regija funkcijsko ali strukturno pomembna za protein. Poravnave vecˇ
zaporedij so torej osnova za predvidevanje strukture in funkcije proteinov,
analizo soodvisnih mutacij, filogenetsko analizo in sˇe veliko drugih pogostih
postopkov pri analizi zaporedij.
Razporejanje zaporedij v matriko ni trivialen postopek. Obstaja vecˇ
razlicˇnih metod, vse pa so zelo racˇunsko zahtevne [13, 14].
2.2.3 Karta proteinskih stikov
Slika 2.3: Primer bi-
narne karte proteinskih
stikov [15].
Karta proteinskih stikov (angl. protein contact
map) je dvodimenzionalna reprezentacija komple-
ksne tridimenzionalne strukture proteina. Je ma-
trika (slika 2.3), katere red je enak sˇtevilu amino-
kislinskih ostankov v proteinu. Element matrike
(i, j) predstavlja razdaljo med aminokislinskima
ostankoma na mestih i in j. Najvecˇkrat je to bi-
narna vrednost, kjer vrednost 1 predstavlja kon-
takt med aminokislinskima ostankoma. Aminoki-
slinska ostanka sta v kontaktu, cˇe je razdalja med
njima manjˇsa ali enaka dolocˇeni mejni vrednosti.
Matriko zlahka razsˇirimo tako, da prikazuje raz-
dalje med aminokislinskimi ostanki dveh razlicˇnih proteinov.
Karta proteinskih stikov je v bioinformatiki zelo pogosto uporabljen nacˇin
za predstavitev kontaktov med aminokislinskimi ostanki. Uporabljamo jih
lahko za primerjavo, napovedovanje in vizualizacijo struktur proteinov. Nji-
hova prednost pred tridimenzionalnimi modeli proteinov sta predvsem neob-
cˇutljivost na rotacije in translacije proteinov.
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2.3 Analiza soodvisnih mutacij
Analiza soodvisnih mutacij (angl. Correlated Mutation Analysis, CMA) je
nacˇin za detekcijo molekularne koevolucije in napovedovanje interakcij pro-
teinov. Cilj teh metod je identifikacija mest parov aminokislinskih ostankov,
ki soodvisno mutirajo pogosteje, kot bi to lahko pricˇakovali od aminokislin-
skih ostankov, ki niso v stiku drug z drugim. V ta namen je bilo razvitih
veliko razlicˇnih racˇunskih metod, a so bile omejene z algoritmicˇnimi ome-
jitvami in visoko racˇunsko zahtevnostjo. Sˇele nedavni napredki v razvoju
algoritmov (na primer zmanjˇsevanje evolucijskega sˇuma) in racˇunski mocˇi so
omogocˇili bistveno napredovanje pri iskanju soodvisnih mutacij [16].
Koevolucija se sicer lahko odvija med razlicˇnimi vrstami molekul, vendar
se najnovejˇsa orodja in metode osredotocˇajo na koevolucijo proteinov. Te
metode lahko v grobem razdelimo v dve skupini. Prve delujejo na nivoju
aminokislinskih ostankov, druge pa na nivoju proteinov [17].
Vecˇina metod, ki deluje na nivoju aminokislinskih ostankov za izhodiˇscˇe
uporablja poravnave vecˇ zaporedij (poglavje 2.2.2). Delujejo tako, da v po-
ravnavah identificirajo mesta, na katerih med razlicˇnimi zaporedji lahko opa-
zimo soodvisne spremembe. Ta mesta pa ustrezajo dejanskim mestom v
verigi aminokislinskih ostankov v proteinih. Detekcija koevolucije aminoki-
slinskih ostankov ponavadi poteka v dveh korakih [18]:
1. konstrukcija oziroma pridobitev poravnave vecˇ zaporedij proteina (ali
druzˇine proteinov), in
2. izracˇun sˇtevilcˇne ocene soodvisnosti za vsak par mest v tej poravnavi.
Metode se med seboj razlikujejo predvsem v drugem koraku, saj vsaka izra-
cˇuna sˇtevilcˇno oceno na drugacˇen nacˇin.
Metode, ki delujejo na nivoju proteinov, za izhodiˇscˇe uporabljajo filoge-
netska drevesa druzˇin proteinov. Filogenetska drevesa so razvejani diagrami,
ki prikazujejo domnevna evolucijska razmerja med biolosˇkimi vrstami, orga-
nizmi ali geni. Ideja metod je v tem, da molekularno koevolucijo, ki jo pov-
zrocˇijo interakcije med proteini, lahko prepoznamo kot podobnosti v pripa-
dajocˇih filogenetskih drevesih proteinov. Podobnosti namrecˇ lahko opazimo
10
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tudi na makroskopskem nivoju med filogenetskimi drevesi vrst, ki sodelujejo
v koevoluciji.
Z analizo soodvisnih mutacij lahko torej identificiramo mesta aminokislin-
skih ostankov, ki sodelujejo v koevoluciji. Rezultate najvecˇkrat prikazˇemo v
obliki karte proteinskih stikov (poglavje 2.2.3). Z njo lahko predvidimo tridi-
menzionalno strukturo proteinov, identificiramo aktivna mesta na proteinu
in napovemo interakcije med proteini. To nam omogocˇa boljˇse razumevanje
funkcije proteinov in proteinskih kompleksov ter pripomore k vecˇanju znanja
o celicah, celicˇnih sistemih in organizmih.
Zato ni prav nicˇ cˇudno, da se je skozi leta pojavilo veliko razlicˇnih me-
tod za detekcijo soodvisnih mutacij [17, 19]. V nadaljevanju poglavja bomo
pregledali zgolj najbolj priljubljene metode, ki soodvisne mutacije iˇscˇejo na
nivoju aminokislinskih ostankov.
2.3.1 McBASC
Algoritem McBASC (angl. McLachlan Based Substitution Correlation) [20]
je eden od najbolj priljubljenih algoritmov za detekcijo soodvisnih mutacij.
Od ostalih algoritmov se razlikuje v tem, da poleg poravnav vecˇ zaporedij
uporablja sˇe matrike nadomesˇcˇanja (angl. substitution matrices), ki opisujejo
stopnje zamenjave ene aminokisline z drugo. V implementaciji se obicˇajno
uporabi McLachlanovo matriko nadomesˇcˇanja, po kateri je algoritem tudi
dobil ime. S pomocˇjo te matrike se za vsako mesto v poravnavi vecˇ zapo-
redij izracˇuna sˇtevilcˇna ocena, ki jo z uporabo Pearsonovega korelacijskega
koeficienta primerjamo z drugimi mesti [16]. Mesta z visoko stopnjo korela-
cije so soodvisna. Algoritem McBASC velja za enega izmed bolj natancˇnih
algoritmov za predvidevanje strukturnih interakcij [21].
2.3.2 Medsebojna informacija
Ta metoda uporablja za detekcijo soodvisnosti koncept medsebojne informa-
cije (angl. mutual information) iz teorije informacij. Medsebojna informacija
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nam pove, za koliko se povecˇa nasˇe znanje o mestu j, cˇe poznamo mesto i [19].
Vecˇja kot je medsebojna informacija, bolj sta mesti soodvisni. Medsebojno










P (x) in P (y) sta verjetnosti, da najdemo aminokislinski ostanek x na mestu i
in aminokislinski ostanek y na mestu j, P (x, y) pa je verjetnost, da najdemo
najdemo aminokislinska ostanka x, y na mestih i, j.
Metoda je precej priljubljena predvsem zaradi intuitivne interpretacije,
vendar v nasprotju z McBASC ne uposˇteva podobnosti med aminokislinskimi
ostanki.
2.3.3 SCA
Algoritem SCA (angl. Statistical coupling analysis) detektira soodvisne mu-
tacije tako, da oceni kako se distribucija aminokislinskih ostankov na ne-
kem mestu v poravnavi vecˇ zaporedij spremeni, cˇe na nekem drugem mestu
perturbiramo (nakljucˇno premesˇamo) distribucijo aminokislinskih ostankov
(obdrzˇimo na primer samo zaporedja z dolocˇenim aminokislinskim ostan-
kom). Stopnjo evolucijske odvisnosti med aminokislinskimi ostanki izrazimo
v smislu energije, imenovane statistical coupling energy [22]. To izracˇunamo
kot razliko med ocenami originalne in perturbirane poravnave. Originalna
razlicˇica tega algoritma je imela podobno ucˇinkovitost kot metoda medse-
bojne informacije, vendar so se kmalu pojavile izboljˇsane razlicˇice algoritma
in tudi druge metode, osnovane na perturbaciji.
2.3.4 OMES
Algoritem OMES (angl. Observed Minus Expected Squared) [9] je algoritem
za detekcijo soodvisnih mutacij med aminokislinskimi ostanki. Za izhodiˇscˇe
uporablja poravnave vecˇ zaporedij in temelji na Pearsonovem statisticˇnem
testu prileganja χ2 (angl. χ2 goodness-of-fit test). S testom χ2 za vsak mozˇen
12
POGLAVJE 2. KOEVOLUCIJA IN ANALIZA
SOODVISNIH MUTACIJ
par mest v poravnavi vecˇ zaporedij primerja opazovane (dejanske) pojavitve
s pricˇakovanimi pojavitvami aminokislinskih ostankov na teh mestih. Tako
identificira tiste pare mest, kjer se dolocˇeni ostanki pojavijo pogosteje kot bi
lahko pricˇakovali, cˇe bi bili mesti povsem neodvisni.
Obstaja vecˇ razlicˇic in izboljˇsav tega algoritma [9, 21, 23]. Za detekcijo
soodvisnih mutacij sta test χ2 prva uporabila Kass in Horovitz leta 2002 [9].
Algoritem, ki smo ga paralelizirali v tem delu in je bolj podrobno opisan
v nadaljevanju poglavja, je povzet po razlicˇici algoritma, imenovani detek-
cija soodvisnih mutacij z nakljucˇnim mesˇanjem (angl. detection of correlated
mutations using random shuﬄing) [23].
Algoritem
Najprej za vsako mesto v poravanvi vecˇ zaporedij presˇtejemo kolikokrat se
na njem pojavi vsak aminokislinski ostanek. S spremenljivko fA,i oznacˇimo
delezˇ zaporedij, ki na mestu i vsebujejo aminokislinski ostanek A, s spremen-
ljivko fB,j pa delezˇ zaporedij, ki na mestu j vsebujejo aminokislinski ostanek
B. Pricˇakovano sˇtevilo zaporedij, NEX , ki hkrati vsebujejo aminokislinski
ostanek A na mestu i in aminokislinski ostanek B na mestu j izracˇunamo po
enacˇbi
NEX = Nseq · fA,i · fB,j . (2.2)
Pri tem je spremenljivka Nseq sˇtevilo vseh zaporedij v poravnavi. Enacˇba
predpostavlja da med mestoma i in j ni soodvisnosti.
Aminokislinske ostanke na mestu j nato velikokrat nakljucˇno premesˇamo
(v [23] je teh mesˇanj 2000), pri cˇemer pustimo aminokislinske ostanke na
mestu i nedotaknjene. Po vsakem mesˇanju ugotovimo kaksˇno je opazovano
sˇtevilo zaporedij, NOBS, ki hkrati vsebujejo aminokislinski ostanek A na







izracˇunamo vrednost χ2r(i, j) za mesto i in premesˇano mesto j. Pri tem je
spremenljivka r zaporedna sˇtevilka mesˇanja, spremenljivka n pa predstavlja
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sˇtevilo razlicˇnih parov aminokislinskih ostankov, ki jih lahko najdemo na
mestih i in j, cˇe je l sˇtevilo razlicˇnih aminokislinskih ostankov na mestu i, m
pa na mestu j. Velja n = l ·m. Vrednost χ2r(i, j) izracˇunamo tudi za mesto
i in sˇe nepremesˇano mesto j. Oznacˇimo jo s χ20(i, j).
Po koncˇanem mesˇanju lahko paru mest i in j priredimo statisticˇno zna-
cˇilnost korelacij, izrazˇeno z vrednostjo p (angl. p-value). Dolocˇimo jo glede
na primerjavo vrednosti χ20(i, j) z vsemi vrednostmi χ
2
r(i, j), dobljenimi po







1, cˇe χ2r(i, j) ≥ χ20(i, j)0, sicer . (2.5)
Spremenljivka N predstavlja sˇtevilo mesˇanj mesta j. Z izrazom v imeno-
valcu enacˇbe 2.4 presˇtejemo koliko vrednosti χ2r(i, j) je bilo vecˇjih ali enakih
vrednosti χ20(i, j).
Vrednost p je definirana kot verjetnost, da dobimo rezultate, ki so enaki
ali bolj ekstremni od dejansko opazovanih rezultatov, pri predpostavki, da ve-
lja nicˇelna hipoteza [24]. V kolikor je vrednost p manjˇsa od vnaprej dolocˇene
kriticˇne vrednosti (ponavadi je to 5% ali 1%), lahko nicˇelno hipotezo zavr-
nemo.
V nasˇem primeru je nicˇelna hipoteza domneva, da v enacˇbi 2.2 mesti i
in j med seboj nista soodvisni. Cˇe je dobljena vrednost p za par mest i
in j zelo majhna, lahko z veliko verjetnostjo zakljucˇimo, da predpostavka
o neodvisnosti tega para mest ne drzˇi. Postavimo torej lahko alternativno
hipotezo, da sta mesti soodvisni.
Celoten postopek ponovimo za vse mozˇne pare mest i in j v poravnavi
vecˇ zaporedij.
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Graficˇna procesna enota (angl. Graphics processing unit, GPU ) je specializi-
rano integrirano vezje, ki se primarno uporablja pri prikazovanju racˇunalniˇske
grafike. Med drugim to vkljucˇuje transformacije objektov pred izrisom, osve-
tljevanje, sencˇenje, preslikovanje tekstur in upodobitev poligonov. Vcˇasih so
se vse te operacije izvajale na centralnih procesnih enotah (angl. Central
processing unit, CPU ). Z razvojem vse bolj graficˇno intenzivnih aplikacij
so centralne procesne enote postajale preobremenjene in trpela je njihova
ucˇinkovitost. V iskanju resˇitve, kako razbremeniti centralne procesne enote,
so se razvile graficˇne procesne enote, katerih namen je bil sprva hitrejˇse pri-
kazovanje racˇunalniˇske grafike. Scˇasoma so se razvile v komponente z vecˇjo
racˇunsko mocˇjo in prepustnostjo pomnilnika, kot jo ima CPU. Na sliki 3.1
lahko vidimo primerjavo narasˇcˇanja zmogljivosti CPU in GPU. Dandanes
graficˇne procesne enote najdemo v skoraj vseh racˇunalnikih. Izjema niso niti
superracˇunalniki, ki jih imajo po vecˇ tisocˇ.
Glavna lastnost, zaradi katere lahko graficˇne procesne enote upodabljajo
slike hitreje kot centralne procesne enote, je njihova visoko paralelna ar-
hitektura, ki jim omogocˇa socˇasno izvajanje sˇtevilnih izracˇunov. Zaradi
svoje ucˇinkovitosti se graficˇne procesne enote cˇedalje bolj uporabljajo tudi za
15
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Intel CPU, enojna natančnost
Intel CPU, dvojna natančnost
NVIDIA GPU, enojna natačnost
NVIDIA GPU, dvojna natančnost
Slika 3.1: Primerjava sˇtevila operacij v plavajocˇi vejici na sekundo med CPU
in GPU. Povzeto po [25].
racˇunsko zahtevne probleme, ki niso neposredno povezani z racˇunalniˇsko gra-
fiko. Govorimo o splosˇno-namenskem racˇunanju na graficˇnih procesnih eno-
tah (angl. General-purpose computing on graphics processing units, GPGPU ).
Razlog za sˇirjenje GPGPU vidimo predvsem v vsesplosˇni razpolozˇljivosti in
cenovni dostopnosti graficˇnih kartic. Pripomore tudi dejstvo, da se zaradi
vecˇjedrnih procesorjev vse bolj uveljavlja paralelno programiranje. Ravno pri
paralelnosti pa se zelo dobro izkazˇejo graficˇne procesne enote, saj so zmozˇne
hkrati izvajati vecˇ deset tisocˇ vzporednih niti.
Graficˇna procesna enota je zaradi svojih graficˇnih korenin najbolj pri-
merna za resˇevanje problemov z naslednjimi karakteristikami [26]:
1. Obsezˇna racˇunska zahtevnost
Upodabljanje v realnem cˇasu zahteva izris vecˇ milijonov tocˇk na se-
kundo, vsaka tocˇka pa zahteva vecˇ sto operacij. GPU ima ogromne
racˇunske zmogljivosti, da zadovolji potrebe realno-cˇasovnih aplikacij.
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2. Visoka stopnja podatkovnega paralelizma
Arhitektura graficˇnega cevovoda je zaradi operacij nad tocˇkami in fra-
gmenti primerna za izvajanje paralelnih programov, kar lahko izkori-
stimo pri mnogih drugih racˇunskih problemih.
3. Prepustnost je bolj pomembna kot zakasnitev
Na CPU je poudarek na cˇim hitrejˇsem izvajanju ene niti, za kar potre-
bujemo predpomnilnike za zmanjˇsanje zakasnitev in kompleksno kon-
trolno logiko. Na GPU pa se zakasnitve skrije s socˇasnim, sicer pocˇa-
snejˇsim, izvajanjem vecˇjega sˇtevila niti. Cˇe mora ena nit cˇakati na po-
datek iz pomnilnika, se medtem izvaja druga nit. Racˇunski problemi
s poudarkom na prepustnosti niso izkljucˇno znacˇilni za racˇunalniˇsko
grafiko, ampak jih najdemo tudi v mnogih drugih domenah.
Probleme, ki ustrezajo zgornjim karakteristikam, lahko najdemo na najraz-
licˇnejˇsih podrocˇjih, od fizike, astrofizike in kemije, pa do medicine, biologije
in genetike, na primer:
• simulacija fizikalnih modelov,
• problemi N teles,
• dinamika tekocˇin,
• modeliranje vremena in obnasˇanja okolje,
• procesiranje slik,
• iskanje in urejanje,
• dolocˇanje zgradbe proteinov in
• modeliranje celic.
3.1 CUDA
CUDA, Compute Unified Device Architecture, je strojna in programska plat-
forma za vzporedno racˇunanje na graficˇnih procesnih enotah. Razvijalcem
ponuja neposreden dostop do nabora ukazov racˇunskih elementov na GPU
in do njihovega pomnilnika. Platformo so razvili pri podjetju NVIDIA. Ker
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gre za zaprto, pa cˇeprav brezplacˇno platformo, je ta na voljo le na graficˇnih
procesnih enotah podjetja NVIDIA. Graficˇne procesne enote z arhitekturo
CUDA so na voljo od novembra 2006, ko je izsˇla graficˇna kartica NVIDIA
GeForce 8800 GTX, prva kartica z mikroarhitekturo NVIDIA Tesla.
Programe za platformo CUDA lahko piˇsemo v razsˇiritvah programskih je-
zikov C, C++ in Fortran, imenovanih CUDA C/C++ in CUDA Fortran. Se-
veda so na voljo tudi knjizˇnice, ki nam omogocˇajo pisanje programov CUDA
v drugih popularnih programskih jezikih, kot so Python, C#, Java in Ma-
tlab. Obstajajo pa tudi visoko-nivojski vmesniki, ki programiranje ovijejo v
dodaten nivo abstrakcije in s tem programerju olajˇsajo delo. Primer taksˇnega
vmesnika je programski jezik hiCUDA [27].
3.1.1 Arhitektura
Pred arhitekturo CUDA so bile izvajalne enote v GPU razdeljene na sencˇilnike
vozliˇscˇ in sencˇilnike slikovnih tocˇk. V nekaterih aplikacijah se je lahko zgodilo,
da so bile ene enote preobremenjene, druge pa neizkoriˇscˇene. Z arhitekturo
CUDA so to posplosˇili in sedaj lahko vsaka izvajalna enota na GPU izvaja
vse operacije. Razsˇirili so nabor ukazov in ga, namesto prejˇsnje specializacije
zgolj za grafiko, prilagodili splosˇnemu racˇunanju. Aritmeticˇno-logicˇne enote
so nacˇrtovali tako, da so skladne s standardom IEEE 754 za racˇunanje v pla-
vajocˇi vejici. Poleg tega so posameznim izvajalnim enotam dovolili nakljucˇen
dostop do pomnilnika, torej lahko piˇsejo v ali berejo iz poljubne pomnilniˇske
besede. Vse nasˇteto so dodali z namenom, da bi ustvarili graficˇno procesno
enoto, ki bi se odlikovala tudi pri splosˇnih racˇunskih problemih in ne le pri
tradicionalnih graficˇnih nalogah [28].
Arhitektura CUDA (slika 3.2) je zgrajena okrog polja enot, imenovanih
Streaming Multiprocessors (SM). Vsako polje enot je sestavljeno iz vecˇ iz-
vajalnih enot, imenovanih Streaming Processors (SP), v novejˇsih GPU-jih
tudi CUDA Core. Polje enot je pravzaprav samostojen procesor, ki skrbi za
socˇasno izvajanje vecˇ sto niti. To mu omogocˇa arhitektura SIMT (Single-
Instruction, Multiple-Thread) [29], kar pomeni, da vecˇ niti hkrati izvaja isti
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Slika 3.2: Arhitektura in pomnilniˇski model CUDA. Povzeto po [30].
Pomnilniˇski model (slika 3.2) je zasnovan na razlicˇnih tipih pomnilnika.
1. Registri (angl. Registers)
So najhitrejˇsi tip pomnilnika, ki je na voljo vsaki niti. Cˇas dostopa
znasˇa le eno urino periodo. Zavedati pa se moramo, da jih je zelo
malo.
2. Lokalni pomnilnik (angl. Local memory)
Ko zmanjka prostora v registrih, se podatki shranjujejo v lokalni po-
mnilnik. Podobno kot pri registrih lahko vsaka nit dostopa le do svo-
jega dela pomnilnika. Ker je lokalni pomnilnik fizicˇno del globalnega,
so zakasnitve pri dostopu relativno velike.
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3. Deljeni pomnilnik (angl. Shared memory)
Fizicˇno se nahaja znotraj polja enot, zato lahko do njega dostopajo le
niti v istem bloku. Dostop do deljenega pomnilnika je precej hitrejˇsi od
dostopa do globalnega pomnilnika in le malce pocˇasnejˇsi od dostopov do
registrov. Cˇas dostopa znasˇa med 10 in 20 urinih period. Uporabljamo
ga lahko za komunikacijo in deljenje podatkov med nitmi v istem bloku.
4. Globalni pomnilnik (angl. Global memory)
Je najvecˇji izmed nasˇtetih vrst pomnilnikov, vendar je tudi dostop do
njega najpocˇasnejˇsi. Cˇas dostopa znasˇa med 400 in 800 urinih period.
Implementiran je v tehnologiji DRAM in ni na istem cˇipu kot GPU.
Do njega lahko dostopajo vse niti, ne glede na blok. Ker je glavni
namen globalnega pomnilnika komunikacija in prenos podatkov med
gostiteljem in napravo, je dostopen tudi iz CPU.
5. Pomnilnika konstant in tekstur (angl. Global and Texture memory)
Oba sta specializirana bralna pomnilnika in sta ostanka graficˇnih ko-
renin GPU. Implementirana sta v tehnologiji DRAM in sta predpo-
mnjena.
3.1.2 Izvajalni model
Vcˇasih je bilo potrebno racˇunske probleme prevesti v graficˇne probleme, cˇe
smo jih zˇeleli resˇevati na GPU. Uporabljati smo morali graficˇno orientirane
sencˇilne jezike kot sta OpenGL-ov GLSL in Microsoftov HLSL. S prihodom
platforme CUDA to ni vecˇ potrebno.
Program CUDA sestoji iz dveh delov. Prvi del je serijski program, ki se
v eni (ali vecˇ) niti izvaja na gostitelju (CPU). Drugi del pa je eden ali vecˇ
sˇcˇepcev (angl. kernels). Sˇcˇepec je program, ki se izvaja na napravi GPU. Ko
sˇcˇepec v sekvencˇni kodi zazˇenemo, ga na napravi zacˇne izvajati vecˇ vzpore-
dnih niti. Tu lahko izkoristimo podatkovni paralelizem in sˇcˇepec sprogrami-
ramo tako, da ga vsaka nit izvaja nad razlicˇnimi podatki. Ko se izvajanje

















(0,0,0)   Nit
(0,1,3)
   Nit
(0,1,0)
   Nit
(0,1,1)
   Nit
(0,1,2)
   Nit
(0,0,0)
   Nit
(0,0,1)
   Nit
(0,0,2)
   Nit
(0,0,3)
(1,0,0) (1,0,1) (1,0,2) (1,0,3)
Slika 3.3: Logicˇna organizacija niti. Povzeto po [30].
Niti so logicˇno organizirane v bloke (angl. blocks), bloki pa v mrezˇo (angl.
grid)(slika 3.3). Bloki in mrezˇe so lahko eno-, dvo- ali pa tri-dimenzionalni.
Vsaka nit je tako dostopna preko eno-, dvo- ali tri-dimenzionalnih indeksov.
Dimenzionalnost in velikost blokov in mrezˇ dolocˇi programer. Obicˇajno jih
prilagodi strojni opremi in dimenzijam problema, ki ga resˇuje. Cˇe na primer
mnozˇimo dvodimenzionalne matrike, je najbolj enostavno, da so tudi niti
organizirane v dvodimenzionalne bloke.
Celoten blok niti je dodeljen za izvajanje enemu polju enot. Na enem
polju enot se lahko hkrati izvaja vecˇ blokov niti. V kolikor polje enot nima
dovolj resursov za vzporedno izvajanje blokov, se ti izvajajo v poljubnem
vrstnem redu. Niti znotraj enega bloka lahko med seboj komunicirajo preko
deljenega pomnilnika, lahko pa jih med seboj tudi sinhroniziramo. Vse niti
lahko med seboj sinhroniziramo zgolj na gostitelju.
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Izvajanje tipicˇnega programa CUDA poteka v sˇtirih korakih (slika 3.4).
Najprej moramo iz pomnilnika gostitelja v pomnilnik naprave prenesti vho-
dne podatke. Nato gostitelj izda zahtevo za zagon sˇcˇepca. Ta se zacˇne izva-
jati v vecˇ socˇasnih nitih na napravi in pri tem dostopa in piˇse v pomnilnik
naprave. Sledi sˇe prenos rezultatov nazaj v pomnilnik gostitelja.




Glavni cilj diplomske naloge je paralelizacija algoritma OMES in implemen-
tacija na graficˇni procesni enoti. Uspesˇnost paralelizacije smo preverili v
primerjavi s sekvencˇno razlicˇico algoritma, ki se izvaja na centralni procesni
enoti.
Kodo, ki se izvaja na CPU smo napisali v programskem jeziku C++,
kodo, ki se izvaja na GPU pa v programskem jeziku CUDA C. C++ je visoko-
nivojski objektno-orientiran programski jezik, ki pa nam hkrati omogocˇa tudi
nizko-nivojsko upravljanje s pomnilnikom in druge optimizacije. CUDA C je
razsˇiritev programskega jezika C z novimi kljucˇnimi besedami in program-
skimi vmesniki, ki nam omogocˇa programiranje na graficˇnih procesnih eno-
tah. Sekvencˇno implementacijo smo razvijali v integriranem razvojnem oko-
lju Microsoft Visual Studio 2013, implementacijo na GPU pa v razvojnem
okolju NVIDIA Nsight Eclipse Edition.
V poglavju 4.1 smo podrobneje opisali nasˇo sekvencˇno implementacijo
in se bolj osredotocˇili na sam postopek izracˇuna vrednosti p (enacˇba 2.4)
in koncˇnega rezultata, v poglavju 4.2 pa smo opisali tezˇave, na katere smo
naleteli ob implementaciji na GPU, in kako smo jih resˇili.
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4.1 Sekvencˇna implementacija
4.1.1 Vhodni podatki
Program potrebuje sˇtiri vhodne podatke. Prvi je parameter N , ki nam pove
kolikokrat bomo premesˇali vsako mesto v eni izmed poravnav vecˇ zaporedij
(poglavje 2.2.2). Naslednji je parameter pTh, ki predstavlja zgornjo mejo
vrednosti p, ki nas bolj podrobno zanimajo. Uporabimo ga pri generiranju
karte proteinskih stikov (poglavje 2.2.3) in poskrbi da imajo majhne vrednosti
p na voljo vecˇ odtenkov sivin.
Za delovanje nasˇ program potrebuje sˇe dve poravnavi vecˇ zaporedij, vsako
v svoji datoteki. Datoteki morata biti strukturirani tako, da vsaka vrstica
predstavlja eno zaporedje. Vsaka vrstica mora biti sestavljena iz identifika-
torja zaporedja in zaporedja samega. Vsako zaporedje mora biti sestavljeno iz
niza znakov (velikih tiskanih cˇrk), kjer vsak znak predstavlja en aminokislin-
ski ostanek. Znak - pomeni vrzel v zaporedju, ki je nastala pri poravnavanju
zaporedij. Vsa zaporedja morajo biti enake dolzˇine. Prazne vrstice program
preskocˇi. Primer taksˇne datoteke lahko vidimo na sliki 2.2. Ker bomo pri
delu s poravnavami vecˇ zaporedij operirali z matrikami, bomo v tem poglavju
namesto o mestih v poravnavi govorili o stolpcih.
Nasˇ program ob zagonu najprej prebere obe poravnavi vecˇ zaporedij iz
datotek. V ta namen smo napisali razred MSA (Izsek kode 4.1), ki hrani vse po-
datke o prebranih poravnavah in vsebuje metode za branje, mesˇanje in druge
operacije povezane z njimi. Dejansko branje iz datoteke in razcˇlenjevanje
poravnave se zgodi v metodi void MSA::ParseFromFile(std::string filename).
Tu zaporedja preberemo in jih shranimo v pomnilnik v polje char *m_Data.
Pri tem moramo uposˇtevati da je pomnilnik linearen, vsebina datoteke
pa je dvodimenzionalna matrika (poravnava vecˇ zaporedij je zapisana v vecˇ
vrsticah in stolpcih). Poznamo vecˇ nacˇinov predstavitve vecˇdimenzionalnih
matrik v linearnem pomnilniku. Najpogosteje uporabljana nacˇina sta uredi-
tev po vrsticah (angl. row-major order) in ureditev po stolpcih (angl. column-
major order). Pri prvem nacˇinu si v pomnilniku eden za drugim sledijo ele-
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4 char *m_Data = nullptr; // MSA (column major matrix)
5 std::map<char, float> *m_FreqRelative = nullptr;
6 bool *m_SelectedPositions = nullptr;
7
8 public:
9 size_t NumOfSequences = 0; // height




14 void ParseFromFile(std::string filename);
15 void CalculateFrequencies();
16 char Get(int row, int column);
17 std::map<char, float>& GetRelativeFrequency(int index);
18 bool IsColumnSelected(int column);
19 void Shuffle();
20 };
menti vrstic matrike, pri drugem pa elementi stolpcev. Za nasˇ problem je bolj
primerna ureditev po stolpcih, saj pri racˇunanju pricˇakovanih in opazovanih
frekvenc najpogosteje po vrsti dostopamo do vseh elementov v posameznem
stolpcu. Posledica te prostorske lokalnosti je manj zgresˇitev v predpomnil-
niku in hitrejˇse delovanje programa [32].
Spremenljivko m_Data bi sicer lahko deklarirali kot dvodimenzionalno polje
(char m_Data[][]), vendar v programskem jeziku C++ to pomeni, da bi se za
predstavitev v pomnilniku avtomatsko uporabljala ureditev po vrsticah. Zato
smo spremenljivko m_Data deklarirali kot enodimenzionalno polje (oziroma kot
kazalec na enodimenzionalno polje). Do elementa poravnave v i-tem zapo-
redju (vrstici originalne datoteke) in j-tem stolpcu lahko sedaj dostopamo z
m_Data[index], kjer je index enak i+j ·sˇtevilo zaporedij. Lahko pa uporabimo
tudi metodo char MSA::Get(int row, int column), ki index izracˇuna namesto
nas.
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4.1.2 Izracˇun relativnih frekvenc
Relativne frekvence pojavitev posameznega aminokislinskega ostanka v vsa-
kem stolpcu poravnave vecˇ zaporedij izracˇunamo tako, da presˇtejemo koliko-
krat se dolocˇen aminokislinski ostanek v stolpcu pojavi in to sˇtevilo delimo
s sˇtevilom vseh aminokislinskih ostankov v stolpcu. Ker relativne frekvence
potrebujemo v naslednjih korakih algoritma, jih moramo shraniti. Za to je
najbolj primerna podatkovna struktura slovar (angl. dictionary, tudi map).
Slovar je pravzaprav mnozˇica parov kljucˇ-vrednost. Do posamezne vredno-
sti lahko dostopamo preko njenega kljucˇa. V nasˇem primeru bo kljucˇ cˇrka,
ki predstavlja aminokislinski ostanek, vrednost pa relativna frekvenca tega
aminokislinskega ostanka v dolocˇenem stolpcu. V programskem jeziku C++
je podatkovna struktura slovar implementirana z razredom std::map iz stan-
dardne knjizˇnice. Ker si moramo relativne frekvence zapomniti za vsak stol-
pec posebej, potrebujemo za vsak stolpec svoj slovar. Relativne frekvence
izracˇunamo v metodi void CalculateFrequencies() in jih shranimo v polje slo-
varjev std::map<char, float> *m_FreqRelative v razredu MSA (izsek kode 4.1).
Zanimajo nas le stolpci, ki vsebujejo vsaj dva razlicˇna aminokislinska
ostanka, izkljucˇujocˇ vrzeli. V nasprotnem primeru bo stolpec po mesˇanju ve-
dno enak, zato ga lahko pri racˇunanju preskocˇimo. Stolpce, ki nas zanimajo,
oznacˇimo z vrednostjo true na ustreznem mestu v polju m_SelectedPositions
v razredu MSA.
4.1.3 Glavni del algoritma
Za vsako mozˇno kombinacijo stolpcev v obeh poravanavh vecˇ zaporedij mo-
ramo primerjati pricˇakovane in opazovane frekvence pojavitev aminokislin-
skih ostankov. Vse mozˇne kombinacije stolpcev najlazˇje predstavimo z ma-
triko. Ta matrika mora imeti toliko stolpcev kot je dolzˇina zaporedij v prvi
poravnavi in toliko vrstic kot je dolzˇina zaporedij v drugi poravnavi. Primer
taksˇne matrike vidimo na sliki 4.1. Vsak element matrike predstavlja eno
mozˇno kombinacijo stolpcev obeh poravnav. Element v i-ti vrstici in j-tem
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stolpcu matrike ustreza kombinaciji j-tega stolpca v prvi poravnavi in i-tega

















































































































































































































































































































































































































































































































































































































































































































































































































































































































Slika 4.1: Primer matrike vseh mozˇnih kombinacij stolpcev MSA.
V algoritmu potrebujemo vecˇ takih matrik. Matrika map<string, float>
*matrixExpectedFreqs vsebuje pricˇakovane frekvence za vsako mozˇno kom-
binacijo stolpcev. Za zapis pricˇakovanih frekvenc ene kombinacije stolp-
cev smo ponovno uporabili slovar. Tokrat bodo kljucˇi mozˇni pari amino-
kislinskih ostankov, ki se lahko pojavijo v dolocˇeni kombinaciji stolpcev,
vrednosti pa pricˇakovane frekvence pojavitev teh parov. Potrebujemo tudi
matriko float *matrixChiSq0, kamor shranjujemo vrednosti χ20, izracˇunane
pred prvim mesˇanjem. Zadnja matrika, ki jo potrebujemo, je matrika int *
matrixChiSqCounts. V tej matriki bomo po enacˇbi 2.5 za vsako mozˇno kombi-
nacijo stolpcev posebej sˇteli, kolikokrat je vrednost χ2r, izracˇunana po vsakem
mesˇanju, vecˇja od vrednosti χ20.
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Izsek kode 4.2: Glavni del sekvencˇnega algoritma. (datoteka Cma.cpp)
1 int matrixLength = (int) (msa1.SequenceLength * msa2.SequenceLength);
2 float *matrixChiSq0 = new float[matrixLength];
3 int *matrixChiSqCounts = new int[matrixLength];
4 for( int i = 0; i < matrixLength; i++ )
5 matrixChiSqCounts[i] = 0;
6 map<string, float> *matrixExpectedFrequencies = new map<string, float>[
matrixLength];
7
8 for( int n = 0; n < N; n++ )
9 {
10 int index = 0;
11 for( int row = 0; row < msa2.SequenceLength; row++ )
12 {
13 for( int column = 0; column < msa1.SequenceLength; column++, index++ )
14 {
15 // ignore columns that contain less than 2 aminoacids
16 if( !msa1.IsColumnSelected(column) !msa2.IsColumnSelected(row) )
17 continue;
18
19 if( n == 0 )
20 CalculateExpectedFrequencies( (float) msa1.NumOfSequences,
21 msa1.GetRelativeFrequency( column ),
22 msa2.GetRelativeFrequency( row ),
23 matrixExpectedFrequencies[index] );
24
25 map<string, int> observed;
26 map<string, float>& expected = matrixExpectedFrequencies[index];
27 CountObservedFrequencies( msa1, column, msa2, row, observed );
28
29 float chiSq = CalculateChiSq( expected, observed );
30
31 float chiSqUnshuffled;
32 if( n == 0 )
33 matrixChiSq0[index] = chiSqUnshuffled = chiSq;
34 else
35 chiSqUnshuffled = matrixChiSq0[index];
36
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Implementacijo glavnega dela algoritma lahko vidimo na izseku kode 4.2.
Z zunanjo zanko N -krat ponovimo racˇunanje vrednosti χ2r in mesˇanje stolp-
cev. Z notranjima zankama se sprehodimo cˇez vse mozˇne kombinacije stolp-
cev. Pri tem spremenljivka row predstavlja indeks vrstice v matriki vseh
mozˇnih kombinaciji stolpcev in hkrati tudi indeks trenutnega stolpca v drugi
poravnavi vecˇ zaporedij (slika 4.1). Spremenljivka column pa predstavlja in-
deks stolpca v matriki vseh mozˇnih kombinaciji stolpcev in indeks trenutnega
stolpca v prvi poravnavi vecˇ zaporedij.
Kot smo zˇe omenili, nas stolpci, ki ne vsebujejo vsaj dveh razlicˇnih ami-
nokislinskih ostankov, ne zanimajo, zato jih pri racˇunanju preskocˇimo (vr-
stice 15-17).
Za vsako mozˇno kombinacijo stolpcev moramo najprej izracˇunati pricˇako-
vane frekvence pojavitev aminokislinskih ostankov NEX . To storimo v funk-
ciji CalculateExpectedFrequencies. Vse mozˇne kombinacije dobimo tako, da
izracˇunamo kartezicˇni produkt med mnozˇicama aminokislinskih ostankov,
ki se pojavijo v stolpcih trenutne kombinacije. Za vsak par izracˇunamo
sˇe njegovo pricˇakovano frekvenco po enacˇbi 2.2. Pri tem uporabimo zˇe
izracˇunane relativne frekvence (poglavje 4.1.2). Rezultate shranimo v slo-
var in ga zapiˇsemo na ustrezno mesto v matriki matrixExpectedFreqs. Ker
se pricˇakovane frekvence po mesˇanju ne bodo spreminjale, je dovolj, cˇe jih










A: 0.4 C: 0,8








Tabela 4.1: Primer izracˇuna pricˇakovanih in opazovanih frekvenc za kombi-
nacijo stolpcev i in j.
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Za vsako mozˇno kombinacijo stolpcev moramo izracˇunati tudi opazo-
vane frekvence NOBS. To storimo v funkciji CountObservedFrequencies, kjer
presˇtejemo kolikokrat se posamezen par aminokislinskih ostankov dejansko
pojavi v trenutni kombinaciji stolpcev. Primer izracˇuna pricˇakovanih in opa-
zovanih frekvenc lahko vidimo v tabeli 4.1.
V naslednjem koraku klicˇemo funkcijo CalculateChiSq. Na podlagi prav-
kar izracˇunanih opazovanih in pricˇakovanih frekvenc izracˇunamo vrednost χ2r
za trenutno kombinacijo stolpcev po enacˇbi 2.3. V kolikor gre za prvi ob-
hod zunanje zanke, torej sˇe pred prvim mesˇanjem, izracˇunano vrednost χ20
shranimo v matriko matrixChiSq0 (vrstica 35).
V zadnjem koraku algoritma sˇe primerjamo vrednosti χ2r z vrednostmi χ
2
0.
Cˇe je vrednost χ2r vecˇja od vrednosti χ
2
0, povecˇamo vrednost na ustreznem
mestu v matriki matrixChiSqCounts za 1 (enacˇba 2.5).
Ko smo to storili za vse mozˇne kombinacije stolpcev, s klicem funkcije msa1
.Shuffle() premesˇamo prvo poravnavo vecˇ zaporedij. Natancˇneje, v vsakem
stolpcu prve poravnave nakljucˇno premesˇamo aminokislinske ostanke. Za
mesˇanje smo uporabili funkcijo std::random_shuffle(char* first,char* last)
iz standardne knjizˇnice C++. Ta zagotavlja, da je vsaka mozˇna permutacija
enako verjetna.
4.1.4 Izhodni podatki
Po zakljucˇku zunanje zanke izracˇunamo sˇe dejanske vrednosti p. Dobimo
jih tako, da vrednosti v matriki matrixChiSqCounts delimo s sˇtevilom mesˇanj
(enacˇba 2.4). Na mesta, za katera vrednosti p nismo racˇunali, vstavimo
vrednost 1. Cˇe bi tudi za ta mesta racˇunali vrednost p, bi namrecˇ vedno
dobili rezultat 1, ker bi bile vrednosti χ2r po vsakem mesˇanju vedno enake
vrednostim χ20. Tako smo pri racˇunanju prihranili kar nekaj cˇasa.
Dobljeno matriko vrednosti p izpiˇsemo v datoteko in jo prikazˇemo sˇe
kot karto proteinskih stikov. Primer taksˇne karte lahko vidimo na sliki 4.2.
Zaradi enostavnosti smo za format slike izbrali format PGM (angl. Portable
Graymap Format). V tem formatu je vsaka tocˇka zapisana s sˇtevilom med 0
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(cˇrna barva) in 255 (bela barva). Ker nas bolj podrobno zanimajo samo zelo
majhne vrednosti p, pobarvamo vrednosti p, ki so vecˇje kot pTh belo, vse
ostale pa premo sorazmerno preslikamo na interval [0, 255]. Tako zagotovimo
da imajo majhne vrednosti p na voljo vecˇji razpon odtenkov sive barve.
Slika 4.2: Primer izhodne slike pri N = 1000 in pTh = 0, 025.
4.2 Posebnosti implementacije na GPU
4.2.1 Razdelitev dela
Pri programiranju na graficˇni procesni enoti imamo na voljo veliko sˇtevilo
vzporednih niti. Nasˇo sekvencˇno implementacijo algoritma moramo torej
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prilagoditi tako, da bo racˇunanje lahko izvajalo vecˇ niti vzporedno. To naj-
bolj enostavno storimo tako, da vsaka nit izracˇuna vrednost p ene od mozˇnih
kombinacij stolpcev. Tako so niti med seboj povsem neodvisne in ne potre-
bujejo medsebojne sinhronizacije. Za izracˇun vrednosti p nit potrebuje le
podatke iz svojega para stolpcev, za katerega racˇuna vrednost p.
Za predstavitev vseh mozˇnih kombinacij stolpcev smo v poglavju 4.1.3
uporabili dvodimenzionalno matriko. Zato je smiselno, da tudi niti organi-
ziramo v dvodimenzionalne bloke in mrezˇe. Mrezˇa niti bo torej enako velika
kot matrika vseh mozˇnih kombinacij stolpcev s slike 4.1. Tako lahko vsako nit
identificiramo z dvodimenzionalnim indeksom, ki hkrati ustreza tudi indeksu



































































































































































































































































































































































































































































































































































































































































































































































































































































































Slika 4.3: Razdelitev matrike vseh
mozˇnih kombinacij na kose.
Cˇe hocˇemo vzporedno zagnati
vse te niti, moramo prej seveda v po-
mnilnik graficˇne procesne enote pre-
nesti vse potrebne vhodne podatke.
Poleg tega moramo tam rezervirati
prostor, ki ga potrebujemo za hra-
njenje matrik pricˇakovanih frekvenc,
opazovanih frekvenc in koncˇnih re-
zultatov. Ker so vse te strukture
zelo velike, se lahko zgodi, da nam
pri poravnavah z zelo dolgimi za-
poredji zmanjka pomnilnika. Ker
smo hoteli implementirati racˇunanje
tudi za poljubno velike poravnave
vecˇ zaporedij, smo matriko vseh
mozˇnih kombinacij stolpcev razse-
kali na kose (slika 4.3). Naenkrat smo zagnali le niti, ki racˇunajo vre-
dnosti p kombinacij stolpcev v trenutnem kosu. Tako na graficˇni procesni
enoti potrebujemo le toliko pomnilnika, da vanj shranimo podatke, potrebne
za racˇunanje enega kosa. Preden lahko zacˇnemo racˇunati na naslednjem
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kosu, pa moramo rezultate prejˇsnjega kosa prenesti nazaj na gostitelja in na
graficˇno procesno enoto prenesti potrebne podatke za naslednji kos.
4.2.2 Slovarji na GPU
Pri sekvencˇni implementaciji smo se za operacije z relativnimi in pricˇakovani
frekvencami zanasˇali na podatkovno strukturo slovar, natancˇneje na std::map
iz standardne C++ knjizˇnice. Ker na graficˇni procesni enoti taksˇne strukture
niso na voljo, smo poiskali alternativno resˇitev.
Za izracˇun relativnih frekvenc (poglavje 4.1.2) moramo najprej presˇteti
kolikokrat se pojavi vsak aminokislinski ostanek v vsakem stolpcu poravnave
vecˇ zaporedij. To lahko najelegantneje storimo na centralni procesni enoti z
uporabo podatkovne strukture slovar ob branju poravnav iz datoteke. Ker
smo vse nadaljnje racˇunanje prestavili na graficˇno procesno enoto, moramo









A 5 B 1 A 2 B 1 C 3 F 3 G 1 H 2
0 4 10
0   1   2   3   4   5   6   7   8   9   10  11  12  13  14  15
0     1     2     3
stolpec 0 stolpec 1 stolpec 2
Polje absolutnih frekvenc:
Polje odmikov:
Slika 4.4: Primer polja absolutnih frekvenc in pripadajocˇih odmikov.
Absolutne frekvence smo zapisali v enodimenzionalno polje, v formatu
prikazanem na sliki 4.4. Vsakemu aminokislinskemu ostanku, ki se pojavi v
stolpcu, sledi sˇtevilo njegovih pojavitev. Stolpci si v polju sledijo eden za
drugim. Opazimo, da je v nekaterih stolpcih lahko vecˇ razlicˇnih aminoki-
slinskih ostankov kot v drugih. Da vemo, kje v polju absolutnih frekvenc
se zacˇnejo podatki dolocˇenega stolpca, potrebujemo sˇe polje odmikov (angl.
offset, tudi displacement). Element z indeksom i v polju odmikov nam pove
na katerem indeksu v polju absolutnih frekvenc se zacˇnejo podatki o absolu-
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tnih frekvencah stolpca i. Ker bomo pri nadaljnjem racˇunanju do absolutnih
frekvenc vedno dostopali po vrsti, je taksˇna implementacija slovarja povsem
zadostujocˇa.
Drugacˇe pa je s pricˇakovanimi in opazovanimi frekvencami. Pri racˇunanju
vrednosti χ2 za neko kombinacijo stolpcev po enacˇbi 2.3 moramo po vrsti
dostopati do vseh opazovanih frekvenc parov aminokislinskih ostankov, ki
se na tej kombinaciji stolpcev pojavijo. Za vsak tak par aminokislinskih
ostankov moramo poiskati tudi njegovo pricˇakovano sˇtevilo pojavitev. Cˇe
bi pricˇakovane frekvence shranili v enodimenzionalno polje na enak nacˇin
kot absolutne frekvence, bi iskanje pricˇakovane frekvence za nek par imelo
cˇasovno zahtevnost O(n). Ker pari v tem polju niso urejeni, bi morali vedno
po vrsti dostopati do vseh parov, dokler ne bi nasˇli iskanega. Za primerjavo,
iskanje elementa v std::map ima cˇasovno zahtevnost O(log n).
Ta problem smo zaobsˇli tako, da smo prilagodili format zapisa pricˇakova-
nih in opazovanih frekvenc v enodimenzionalno polje. Do sedaj smo amino-
kislinske ostanke oznacˇevali z znaki, enakimi kot so v datotekah iz katerih
preberemo poravnave vecˇ zaporedij. Za same izracˇune je pomembno zgolj
razlikovanje med razlicˇnimi aminokislinski ostanki v posameznem stolpcu.
V vsakem stolpcu lahko torej vsak razlicˇen znak preslikamo v zaporedno
sˇtevilko njegove pojavitve. Izjema je samo znak - za vrzel, ki ga ne spremi-

















Tabela 4.2: Primer preslikave znakov (aminokislinskih ostankov) v sˇtevila.
Ta preslikava nam omogocˇa da lahko pricˇakovane frekvence zapiˇsemo v
kompaktno dvodimenzionalno matriko, kot jo vidimo na sliki 4.5. Na tej
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2.5 0.8 1.7 0.5 0.2 0.3
0       1       2       3       4       5
I                                               I+6
Polje pričakovanih frekvenc:
I+6I
index  index+1 index+2
Polje odmikov:
3
index  index+1 index+2
Polje širin:
Matrika:
 2.5 0.8 1.7 




AF  AG  AH   BF   BG    BH
Slika 4.5: Primer polja pricˇakovanih frekvenc in pripadajocˇih odmikov. Upo-
rabljena sta stolpca i in j iz tabele 4.2.
sliki smo za primer uporabili stolpca i in j iz tabele 4.2. Zaradi preslikave
nam v matriko ni potrebno zapisovati znakov za aminokislinske ostanke, kot
smo to storili pri absolutnih frekvencah. Katero sˇtevilo pripada kateremu
paru aminokislinskih ostankov sedaj dolocˇajo preslikana sˇtevila. Pricˇakovano
sˇtevilo pojavitev para aminokislinskih ostankov B in H (po preslikavi sta to
sˇtevili b = 1 in h = 2) zapiˇsemo v matriko v vrstico z indeksom b in stol-
pec z indeksom h. Kot je prikazano na sliki 4.5, lahko taksˇno matriko
splosˇcˇimo v enodimenzionalno polje. Pricˇakovano sˇtevilo pojavitev para
BH je sedaj zapisano v elementu polja z indeksom h + b · sˇirina matrike.
Sˇirina matrike je enaka sˇtevilu razlicˇnih aminokislinskih ostankov v stolpcu
j. Ker je sˇirina matrike razlicˇna za vsako kombinacijo stolpcev, jo mo-
ramo shraniti. Potrebujemo novo polje, v katerega na indeks index shranimo
sˇirino matrike pricˇakovanih frekvenc kombinacije stolpcev i in j. Ker tudi tu
uporabljamo matriko kombinacij vseh stolpcev prikazano na sliki 4.1, velja
index = j+ i ·dolzˇina zaporedij v MSA. Da vemo, kje v polju pricˇakovanih
frekvenc se zacˇnejo podatki neke kombinacije stolpcev, ponovno potrebu-
jemo sˇe polje odmikov. Element z indeksom index v polju odmikov nam
pove, na katerem indeksu v polju pricˇakovanih frekvenc se zacˇnejo podatki o
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pricˇakovanih frekvencah kombinacije stolpcev i in j.
Popolnoma enak nacˇin lahko uporabimo tudi za zapis opazovanih fre-
kvenc. Pri tem lahko uporabimo kar ista polja odmikov in sˇirin matrik, kot
smo jih pri pricˇakovanih frekvencah. Sˇirine matrik in odmiki so namrecˇ enaki.
S taksˇnim formatom zapisa smo zagotovili, da je v polju pricˇakovanih
frekvenc pricˇakovano sˇtevilo pojavitev nekega para aminokislinskih ostankov
zapisano na isto lezˇecˇem mestu, kot je v polju opazovanih frekvenc zapi-
sano sˇtevilo pojavitev istega para. Pri racˇunanju vrednosti χ2r nam sedaj
pricˇakovanega sˇtevila ni vecˇ potrebno iskati.
4.2.3 Optimizacija neuporabljenih stolpcev
V poglavju 4.1.2 smo ugotovili, da nas stolpci poravnav vecˇ zaporedij, ki
ne vsebujejo vsaj dveh razlicˇnih aminokislinskih ostankov, pravzaprav ne
zanimajo. Taksˇne stolpce smo pri sekvencˇni implementaciji oznacˇili v polju
*m_SelectedPositions in jih pri racˇunanju preskocˇili.
Cˇe zˇelimo racˇunanje prestaviti na graficˇno procesno enoto, moramo tja
prenesti vse podatke, ki jih pri racˇunanju potrebujemo. Med drugim so
to tudi podatki o obeh poravnavah vecˇ zaporedij. Ker smo s pomnilnikom
na graficˇni procesni enoti bolj omejeni in sam cˇas prenosa podatkov ni za-
nemarljiv, se nam zdi nesmiselno, da bi tja prenasˇali tudi stolpce, ki jih
pravzaprav ne bomo nikoli uporabili. Zato smo se odlocˇili, da bomo pred
prenasˇanjem odvecˇne stolpce odstranili. Posledicˇno se, kot lahko vidimo na
sliki 4.6, zmanjˇsajo tudi matrike, v katerih hranimo izracˇunane podatke o
vseh mozˇnih kombinacijah stolpcev. S tem sˇe malce bolj zmanjˇsamo porabo
pomnilnika na graficˇni procesni enoti in cˇas prenasˇanja podatkov tja in na-
zaj. Zmanjˇsa se tudi sˇtevilo potrebnih niti. Brez te optimizacije bi namrecˇ
tudi za vsako nezanimivo kombinacijo morali zagnati locˇeno nit. Sˇele pri
racˇunanju v sˇcˇepcu bi preverili, ali nas ta kombinacija sploh zanima.
Paziti pa moramo pri izpisu koncˇnih rezultatov. Matrika izracˇunanih
vrednosti p je sedaj manjˇsa, kot bi bila, cˇe stolpcev ne bi odstranjevali. Zato
jo moramo pred izpisom povecˇati na ustrezno velikost. Na mesta, za katera





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Slika 4.6: Na levi je primer matrike iz slike 4.1, kjer so z modro oznacˇeni
stolpci, ki vsebujejo vsaj dva aminokislinska ostanka. Desno je primer iste
matrike po odstranitvi odvecˇnih stolpcev.
nismo racˇunali vrednosti p, moramo vstaviti ustrezne vrednosti, kot smo to
storili v poglavju 4.1.4.
4.2.4 Mesˇanje stolpcev
Del algoritma OMES je tudi mesˇanje stolpcev. Cˇe bi ohranili implementacijo
mesˇanja iz sekvencˇne implementacije (poglavje 4.1.3), bi morali rezultate
mesˇanja vsakicˇ prenasˇati na graficˇno procesno enoto. Ker se hocˇemo temu
izogniti, moramo mesˇanje implementirati na graficˇni procesni enoti. Pri tem
moramo celoten algoritem za mesˇanje implementirati sami, saj v sˇcepcih
nimamo na voljo funkcije random_shuffle ali njej podobne.
Mesˇanje smo med niti razdelili tako, da vsaka nit premesˇa en stolpec.
Cˇe hocˇemo da bo mesˇanje nakljucˇno, moramo na graficˇni procesni enoti ge-
nerirati nakljucˇna sˇtevila. Za to smo uporabili knjizˇnico cuRAND. Da bo
vsako mesˇanje res nakljucˇno, moramo med mesˇanji shraniti stanje genera-
torja psevdonakljucˇnih sˇtevil. Ker niti tecˇejo vzporedno, potrebuje vsaka
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nit svoje stanje. Ker generatorji psevdonakljucˇnih sˇtevil potrebujejo seme,
moramo ta stanja tudi inicializirati. To storimo v posebnem sˇcˇepcu s klicem
funkcije curand_init na zacˇetku programa. Da pa ne bodo vse niti generirale
istih psevdonakljucˇnih sˇtevil, mora vsaka nit imeti razlicˇno seme. Zato sku-
pnemu semenu dodamo sˇe identifikator niti. Sedaj lahko v sˇcepcih generiramo
psevdonakljucˇna sˇtevila med 0 in 1 s klicem funkcije curand_uniform(&state).
Izsek kode 4.3: Sˇcepec, s katerim premesˇamo MSA. (datoteka kernels.cu)
1 __global__ void kernel_shuffle(
2 char *msa, // MSA data
3 int width, // Sequence length
4 int height, // Number of sequences
5 curandState* states // array of PRNG states
6 ){
7 int columnIdx = blockIdx.x * blockDim.x + threadIdx.x;
8 if(columnIdx < width)
9 {
10 curandState state = states[columnIdx]; // get PRNG state
11
12 // Fisher-Yates shuffle
13 char *column = &msa[columnIdx*height];
14 for(int i = height-1; i>0; i--)
15 {
16 int j = (int)(curand_uniform(&state) * i);
17 char t = column[i]; //
18 column[i] = column[j]; // swap column[i] and column[j]
19 column[j] = t; //
20 }
21 states[columnIdx] = state; // save PRNG state
22 }
23 }
Eden najbolj znanih algoritmov za generiranje nakljucˇnih permutacij kon-
cˇne mnozˇice sˇtevil je algoritem Fisher-Yates. Za mesˇanje stolpcev smo v
sˇcˇepcu na izseku kode 4.3 implementirali modernizirano verzijo tega algo-
ritma. Sam algoritem je dokaj preprost. V polju, ki ga zˇelimo premesˇati,
izberemo nakljucˇen element in ga zamenjamo z zadnjim elementom v po-
lju. Postopek nato ponavljamo, vendar v izbiro nakljucˇnega elementa ne
vkljucˇujemo elementov, ki smo jih zˇe prestavili na konec polja. Ko nam v
polju zmanjka elementov, ki jih sˇe nismo prestavili, smo koncˇali. Rezultat je
nakljucˇna permutacija originalnega polja.
Poglavje 5
Meritve in rezultati
5.1 Testno okolje in podatki
V okviru diplomske naloge smo algoritem OMES implementirali sekvencˇno,
za izvajanje na CPU, in paralelno, za izvajanje na platformi CUDA. Da
bi ugotovili kaksˇne pohitritve smo dosegli z implementacijo na GPU, smo
opravili meritve cˇasov izvajanja programa.
Cˇase izvajanja za sekvencˇni program smo merili na prenosnem racˇunalni-
ku s procesorjem Intel Core i5-3230M s frekvenco 2,60 GHz in 4 GB pomnil-
nika. Ker za poganjanje paralelnega programa potrebujemo graficˇno kartico
podjetja NVIDIA, smo meritve izvajalnih cˇasov paralelnega programa izvajali
na delovni postaji z dvema sˇestjedrnima procesorjema Intel Xeon E5-2620,
ki tecˇeta s frekvenco 1,20 MHz, 64 GB pomnilnika in dvema graficˇnima kar-
ticama NVIDIA Tesla K20m. Podrobnosti o teh karticah lahko vidimo na
sliki 5.1.
Na cˇas izvajanja programa najbolj vplivajo sˇtevilo korakov (sˇtevilo mesˇanj
vsakega mesta) in velikost vhodnih poravnav vecˇ zaporedij. Te parametre
smo spreminjali in za vsako kombinacijo opravili 3 meritve in izracˇunali pov-
precˇje. Pri velikosti poravnav smo spreminjali tako sˇtevilo zaporedij amino-
kislinskih ostankov, kot tudi dolzˇino le teh.
Poravnave vecˇ zaporedij, ki smo jih uporabljali kot vhod v nasˇa programa,
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Device 0: "Tesla K20m"
CUDA Driver Version / Runtime Version 6.5 / 5.0
CUDA Capability Major/Minor version number: 3.5
Total amount of global memory: 5120 MBytes (5368512512 bytes)
(13) Multiprocessors x (192) CUDA Cores/MP: 2496 CUDA Cores
GPU Clock rate: 706 MHz (0.71 GHz)
Memory Clock rate: 2600 Mhz
Total amount of constant memory: 65536 bytes
Total amount of shared memory per block: 49152 bytes
Total number of registers available per block: 65536
Warp size: 32
Maximum number of threads per multiprocessor: 2048
Maximum number of threads per block: 1024
Maximum sizes of each dimension of a block: 1024 x 1024 x 64
Maximum sizes of each dimension of a grid: 2147483647 x 65535 x 65535
Slika 5.1: Izsek izpisa programa CUDA Device Query, ki prikazuje lastnosti
graficˇne kartice NVIDIA Tesla K20m.
smo pridobili iz projekta 1000 genomov [33]. Cilj tega projekta je vzpostavi-
tev najbolj podrobnega kataloga cˇlovesˇke genetske variacije. V okviru tega
projekta so bili sekvencirani genomi zˇe vecˇ kot 1000 prostovoljcev.
5.2 Rezultati
Najprej smo izmerili, kako na cˇas izvajanja vpliva sˇtevilo korakov. En korak
pomeni eno mesˇanje poravnave vecˇ zaporedij in izracˇun vrednosti χ2 za vse
kombinacije mest v poravnavi. Rezultate lahko vidimo v tabeli 5.1 in na





kjer je tCPU celoten cˇas izvajanja sekvencˇnega programa na CPU, tGPU pa
celoten cˇas izvajanja paralelnega programa na GPU. V tGPU je vkljucˇena tudi
vsa inicializacija, ki je potrebna za racˇunanje na GPU. Ta vkljucˇuje alokacijo
pomnilnika na GPU, prenasˇanje podatkov na in z GPU in ostale operacije
povezane s tem.
Kot smo pricˇakovali, je paralelna implementacija veliko hitrejˇsa od se-
kvencˇne implementacije. Dosegli smo namrecˇ priblizˇno 100-kratno pohitri-
tev. Cˇe primerjamo sˇe povprecˇne cˇase izvajanja enega koraka, ki na CPU
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sˇtevilo korakov tCPU [s] tGPU [s] S
100 378,1 5,1 74,1
500 1782,7 18,2 98,0
1000 3556,5 34,5 103,1
1500 5392,1 50,9 106,0
2000 7241,2 67,1 107,9
Tabela 5.1: Cˇasi izvajanja in pohitritve pri razlicˇnem sˇtevilu korakov in kon-
stanti velikosti MSA (1000 zaporedij dolzˇine 1000 aminokislinskih ostankov).
traja 3,5 s, na GPU pa 0,03 s, smo dosegli celo 117-kratno pohitritev. Cˇas
izvajanja enega koraka seveda ni odvisen od sˇtevila korakov.
Opazili smo, da pohitritev narasˇcˇa s sˇtevilom korakov. Razlog za to je
inicializacija na GPU. Cˇas, ki ga potrebujemo za inicializacijo je namrecˇ
vedno enak, saj se inicializacija izvede samo enkrat, ne glede na sˇtevilo kora-
kov. Z vecˇjim sˇtevilom korakov postaja cˇas inicializacije v primerjavi s cˇasom


























  čas CPU / 10
  čas GPU
  pohitritev
Slika 5.2: Graf cˇasov izvajanja pri razlicˇnem sˇtevilu korakov. Cˇasi CPU so
zaradi ogromne razlike s cˇasi GPU pomnozˇeni s faktorjem 0,1.
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Zanimalo nas je tudi kaksˇni so cˇasi izvajanja in pohitritve pri razlicˇnih
velikostih vhodnih poravnav vecˇ zaporedij. Spreminjamo lahko 2 parametra.
Prvi je dolzˇina zaporedij aminokislinskih ostankov in je v tabelah v nadalje-
vanju oznacˇen z L. Ta vpliva na sˇtevilo mozˇnih kombinacij mest, za katere je
potrebno v vsakem koraku izracˇunati vrednost χ2. Ker smo pri izvajanju me-
ritev program vedno zagnali z dvema enako velikima poravnavama, je vseh
mozˇnih kombinacij L2. Drugi parameter je sˇtevilo zaporedij v poravnavi,
ki smo ga v tabelah oznacˇili z M . Ta vpliva na cˇas, ki ga potrebujemo za
izracˇune ene vrednosti χ2. Ker smo ugotovili, da cˇas izvajanja z vecˇanjem
sˇtevila korakov narasˇcˇa dokaj enakomerno (slika 5.2), smo vse nadaljnje me-
ritve izvajali pri 100 korakih. V nasprotnem primeru bi namrecˇ nekatere
meritve na CPU pri velikih poravnavah trajale vecˇ ur.
Izvajalne cˇase in pohitritve pri razlicˇnih velikostih vhodnih poravnav
lahko vidimo v tabelah 5.2, 5.3, 5.4 in 5.5. Rezultati se skladajo z nasˇimi
pricˇakovanji, saj je paralelna implementacija ponovno precej hitrejˇsa od se-
kvencˇne. Na grafih na sliki 5.3 lahko vidimo, da izvajalni cˇasi z vecˇanjem
sˇtevila aminokislinskih ostankov v zaporedju narasˇcˇajo eksponentno. To je
povsem razumljivo, saj sˇtevilo mozˇnih kombinacij mest narasˇcˇa z L2. Cˇas iz-
vajanja seveda narasˇcˇa tudi z vecˇanjem sˇtevila zaporedij, saj se s tem povecˇa
cˇas, potreben za izracˇun ene vrednosti χ2. Povecˇa se tudi cˇas, potreben za
mesˇanje enega mesta.
Na sliki 5.4 lahko vidimo, kako se spreminjajo pohitritve pri razlicˇnih
velikostih vhodnih poravnav. Pri najmanjˇsi poravnavi (M = 500, L = 250)
smo na GPU dosegli 19-kratno pohitritev, pri najvecˇji poravnavi (M = 2000,
L = 1500) pa kar 110-kratno pohitritev. Pri vecˇjih poravnavah so pohitritve
pricˇakovano vecˇje, kot pri manjˇsih. Vecˇja kot je namrecˇ poravnava, vecˇ vzpo-
rednih niti zazˇenemo na GPU. Zaradi tega je visoko paralelna arhitektura
graficˇne procesne enote bolj izkoriˇscˇena. To pa seveda ne gre v nedogled, saj
prej ali slej zasicˇimo izvajalne enote in pohitritve se lahko celo zmanjˇsajo.
Glede na ugotovitve iz tabele 5.1, bi z vecˇjim sˇtevilom korakov pri vecˇjih
poravnavah verjetno dosegli sˇe vecˇje pohitritve.
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L tCPU [s] tGPU [s] S
250 31,2 1,6 19,3
500 36,0 1,6 22,2
750 65,2 2,1 30,5
1000 90,9 2,6 34,9
1250 161,4 3,2 50,1
1500 227,5 4,0 56,5
Tabela 5.2: Izvajalni cˇasi in pohi-
tritve pri M = 500 in 100 korakih.
L tCPU [s] tGPU [s] S
250 72,2 2,2 33,3
500 112,0 2,5 45,5
750 255,3 4,4 58,0
1000 378,1 5,1 74,1
1250 628,4 7,4 84,8
1500 955,7 10,5 90,8
Tabela 5.3: Izvajalni cˇasi in pohi-
tritve pri M = 1000 in 100 kora-
kih.
L tCPU [s] tGPU [s] S
250 149,7 3,0 49,6
500 239,4 4,0 60,3
750 548,7 7,0 78,5
1000 880,2 9,7 90,4
1250 1494,0 14,8 100,7
1500 2210,6 20,9 105,7
Tabela 5.4: Izvajalni cˇasi in pohi-
tritve pri M = 1500 in 100 kora-
kih.
L tCPU [s] tGPU [s] S
250 191,6 3,5 54,3
500 350,5 5,2 67,5
750 829,8 9,5 87,8
1000 1605,6 16,3 98,4
1250 2685,1 25,0 107,5
1500 3821,4 34,9 109,5
Tabela 5.5: Izvajalni cˇasi in pohi-
tritve pri in M = 2000 in 100 ko-
rakih.





































Slika 5.3: Izvajalni cˇasi na CPU (levo) in na GPU (desno) pri razlicˇnih


















Slika 5.4: Graf pohitritev pri razlicˇnih velikostih MSA.
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Preverili smo sˇe, kaksˇna je poraba energije med izvajanjem obeh progra-
mov. Za meritve na GPU smo uporabili orodje NVIDIA System Management
Interface, na CPU pa Intel Power Gadget. Meritve smo izvajali pri 100 kora-
kih in poravnavi vecˇ zaporedij z velikostjo M = 2000 in L = 1500. Ugotovili
smo, da med izvajanjem sekvencˇnega programa CPU trosˇi mocˇ 13 W, med
izvajanjem paralelnega pa GPU trosˇi mocˇ 109 W. Za primerjavo, v mirova-
nju CPU trosˇi mocˇ 4,5 W, GPU pa 16 W. S hitrim izracˇunom ugotovimo, da
je CPU za izvajanje nasˇega programa porabil 13 W · 3821 s = 13,8 Wh, GPU
pa 109 W · 35 s = 1,1 Wh energije. Kljub temu, da graficˇna procesna enota
pod obremenitvijo deluje s precej vecˇjo mocˇjo kot centralna procesna enota,
je za izracˇun vseeno potrebovala manj energije, saj ga opravi precej hitreje.
Zavedati pa se moramo da v te meritve ni vkljucˇena energija, ki jo porabijo
ostale racˇunalniˇske komponente.
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Poglavje 6
Sklepne ugotovitve
Cilj te diplomske naloge je bila implementacija enega od algoritmov za detek-
cijo soodvisnih sprememb proteinov na graficˇni procesni enoti. V okviru dela
smo najprej opisali, kaj je molekularna koevolucija in zakaj je analiza sood-
visnih mutacij proteinov pomembna. Pregledali smo algoritme za detekcijo
soodvisnih sprememb, in enega, algoritem OMES, podrobneje opisali. Se-
znanili smo se tudi z uporabo graficˇnih procesnih enot za splosˇno-namensko
racˇunanje.
Glavni prispevek dela je zagotovo implementacija algoritma OMES na
graficˇni procesni enoti. Sprva smo algoritem implementirali sekvencˇno, na
centralni procesni enoti. Nato smo ga paralelizirali in ga s pomocˇjo platforme
CUDA implementirali sˇe na graficˇni procesni enoti. Cˇeprav je programiranje
na graficˇnih procesnih enotah od izida platforme CUDA precej lazˇje, kot je
bilo vcˇasih, sˇe vedno zahteva dokaj drugacˇen nacˇin razmiˇsljanja kot tradicio-
nalno sekvencˇno programiranje. Kodo, ki se bo izvajala na graficˇni procesni
enoti moramo locˇiti od tiste, ki se bo izvajala na centralni procesni enoti in
jo prilagoditi na izvajanje v vecˇ socˇasnih nitih. Podatke moramo prenesti v
pomnilnik graficˇne procesne enote in paziti, da do njih pravilno dostopamo.
Da lahko dosezˇemo optimalno ucˇinkovitost nasˇega programa, moramo zelo
podrobno poznati samo arhitekturo graficˇne procesne enote.
Nasˇ program omogocˇa detekcijo parov mest v proteinskih in DNA/RNA
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zaporedjih, na katerih lahko opazimo soodvisne spremembe. Rezultat prikazˇe
v obliki karte proteinskih stikov. To lahko biologi in kemiki uporabijo kot
vhode v mnoge druge algoritme pri raznih analizah evolucije in strukture pro-
teinov. Nasˇa implementacija na graficˇni procesni enoti je pomembna pred-
vsem zato, ker smo v nasˇih testih v primerjavi s sekvencˇno implementacijo
dosegli priblizˇno stokratne pohitritve. Na primer, cˇas, potreben za detekcijo
soodvisnih sprememb med dvema poravnavama z 2000 zaporedji dolzˇine 1500
aminokislinskih ostankov, smo z vecˇ ur skrajˇsali na dobro minuto. Zaradi
krajˇsega cˇasa izvajanja je precej manjˇsa tudi poraba energije.
Seveda pa je v nasˇem programu sˇe prostor za izboljˇsave. Ena od mozˇnih
izboljˇsav bi bila uporaba deljenega pomnilnika, ki ima precej nizˇje zakasnitve
dostopa kot globalni pomnilnik. Najbolj ocˇitno mesto, kjer bi ga lahko upo-
rabili je mesˇanje poravnav vecˇ zaporedij. Tam namrecˇ pri vsakem mesˇanju
vsaka nit vecˇkrat piˇse v globalni pomnilnik. Naslednja mozˇna izboljˇsava
bi bila prilagoditev na izvajanje na vecˇ graficˇnih procesnih enotah hkrati.
Nasˇa implementacija trenutno podpira zgolj izvajanje na eni graficˇni proce-
sni enoti.
Literatura
[1] S. C. Lovell in D. L. Robertson, “An integrated view of molecular coevo-
lution in protein–protein interactions,” Molecular biology and evolution,
sˇt. 27, zv. 11, str. 2567–2575, 2010.
[2] A. A. Abu-Doleh, O. M. Al-Jarrah, in A. Alkhateeb, “Protein contact
map prediction using multi-stage hybrid intelligence inference systems,”
Journal of biomedical informatics, sˇt. 45, zv. 1, str. 173–183, 2012.
[3] J. N. Thompson, The coevolutionary process. University of Chicago
Press, 1994.
[4] M. Tokeshi, Species coexistence: ecological and evolutionary perspectives.
John Wiley & Sons, 2009.
[5] D. H. Janzen, “When is it coevolution,” Evolution, sˇt. 34, zv. 3, str.
611–612, 1980.
[6] Wikipedia, “Phylogenetics,” 2014. Dostopno na: http://en.wikipedia.
org/w/index.php?title=Phylogenetics&oldid=617843965 (23. 7. 2014).
[7] Wikipedia, “Locus (genetics),” 2014. Dostopno na: http://en.wikipedia.
org/w/index.php?title=Locus (genetics)&oldid=617901828 (30. 7.
2014).
[8] H. Ashkenazy, R. Unger, in Y. Kliger, “Optimal data collection for cor-
related mutation analysis,” Proteins: Structure, Function, and Bioin-
formatics, sˇt. 74, zv. 3, str. 545–555, 2009.
49
50 LITERATURA
[9] I. Kass in A. Horovitz, “Mapping pathways of allosteric communica-
tion in groel by analysis of correlated mutations,” Proteins: Structure,
Function, and Bioinformatics, sˇt. 48, zv. 4, str. 611–617, 2002.
[10] H. Lodish, Molecular cell biology. Macmillan, 2008.
[11] Wikipedia, “Protein folding,” 2015. Dostopno na: http://en.wikipedia.
org/w/index.php?title=Protein folding&oldid=642807810 (26. 1. 2015).
[12] L. S. Swapna, N. Srinivasan, D. L. Robertson, in S. C. Lovell, “The
origins of the evolutionary signal used to predict protein-protein inte-
ractions,” BMC evolutionary biology, sˇt. 12, zv. 1, str. 238, 2012.
[13] R. C. Edgar in S. Batzoglou, “Multiple sequence alignment,” Current
opinion in structural biology, sˇt. 16, zv. 3, str. 368–373, 2006.
[14] C. B. Do in K. Katoh, “Protein multiple sequence alignment,” v Func-
tional Proteomics. Springer, 2008, str. 379–413.
[15] A. E. Marquez-Chamorro, G. Asencio-Cortes, F. Divina, in J. S. Aguilar-
Ruiz, “Evolutionary decision rules for predicting protein contact maps,”
Pattern Analysis and Applications, str. 1–13, 2012.
[16] D. R. Livesay, K. E. Kreth, in A. A. Fodor, “A critical evaluation of
correlated mutation algorithms and coevolution within allosteric me-
chanisms,” v Allostery. Springer, 2012, str. 385–398.
[17] D. de Juan, F. Pazos, in A. Valencia, “Emerging methods in protein co-
evolution,” Nature Reviews Genetics, sˇt. 14, zv. 4, str. 249–261, 2013.
[18] K. Y. Yip, P. Patel, P. M. Kim, D. M. Engelman, D. McDermott, in
M. Gerstein, “An integrated system for studying residue coevolution in
proteins,” Bioinformatics, sˇt. 24, zv. 2, str. 290–292, 2008.
[19] I. Halperin, H. Wolfson, in R. Nussinov, “Correlated mutations: Ad-
vances and limitations. a study on fusion proteins and on the cohesin-
LITERATURA 51
dockerin families,” Proteins: Structure, Function, and Bioinformatics,
sˇt. 63, zv. 4, str. 832–845, 2006.
[20] U. Go¨bel, C. Sander, R. Schneider, in A. Valencia, “Correlated muta-
tions and residue contacts in proteins,” Proteins: Structure, Function,
and Bioinformatics, sˇt. 18, zv. 4, str. 309–317, 1994.
[21] A. A. Fodor in R. W. Aldrich, “Influence of conservation on calculations
of amino acid covariance in multiple sequence alignments,” Proteins:
Structure, Function, and Bioinformatics, sˇt. 56, zv. 2, str. 211–221, 2004.
[22] V. Baths in U. Roy, “Identification of distant co-evolving residues in
antigen 85c from Mycobacterium tuberculosis using statistical coupling
analysis of the esterase family proteins,” Journal of biomedical research,
sˇt. 25, zv. 3, str. 165–169, 2011.
[23] O. Noivirt, M. Eisenstein, in A. Horovitz, “Detection and reduction of
evolutionary noise in correlated mutation analysis,” Protein Engineering
Design and Selection, sˇt. 18, zv. 5, str. 247–253, 2005.
[24] Wikipedia, “P-value,” 2014. Dostopno na: http://en.wikipedia.org/w/
index.php?title=P-value&oldid=618791870 (15. 8. 2014).
[25] nVidia, “Cuda c programming guide,” 2014. Dostopno na: http:
//docs.nvidia.com/cuda/cuda-c-programming-guide/ (15. 1. 2015).
[26] J. D. Owens, M. Houston, D. Luebke, S. Green, J. E. Stone, in J. C.
Phillips, “Gpu computing,” Proceedings of the IEEE, sˇt. 96, zv. 5, str.
879–899, 2008.
[27] T. D. Han in T. S. Abdelrahman, “hicuda: High-level gpgpu program-
ming,” Parallel and Distributed Systems, IEEE Transactions on, sˇt. 22,
zv. 1, str. 78–90, 2011.
[28] J. Sanders in E. Kandrot, CUDA by example: an introduction to general-
purpose GPU programming. Addison-Wesley Professional, 2010.
52 LITERATURA
[29] J. Nickolls in W. J. Dally, “The gpu computing era,” IEEE micro, sˇt. 30,
zv. 2, str. 56–69, 2010.
[30] D. B. Kirk in W. H. Wen-mei, Programming massively parallel proces-
sors: a hands-on approach. Newnes, 2012.
[31] Wikipedia, “Cuda,” 2014. Dostopno na: http://en.wikipedia.org/w/
index.php?title=CUDA&oldid=641728337 (17. 9. 2014).
[32] D. Kodek, Arhitektura in organizacija racˇunalniˇskih sistemov. Bi-tim,
2008.
[33] “1000 genomes project,” 2014. Dostopno na: http://www.1000genomes.
org/ (21. 1. 2015).
