A consequence of Bertrand's postulate, proved by L. Greenfield and S. Greenfield in 1998, assures that the set of integers {1, 2, · · · , 2n} can be partitioned into pairs so that the sum of each pair is a prime number for any positive integer n. Cutting through it from the angle of Graph Theory, this paper provides new insights into the problem. We conjecture a stronger statement that the set of integers {1, 2, · · · , 2n} can be rearranged into a cycle so that the sum of any two adjacent integers is a prime number. Our main result is that this conjecture is true for infinitely many cases.
Introduction
Primes are the collection that has been extensively studied in Number Theory. This paper is motivated from a result, by Greenfield and Greenfield in 1998 [9] , concerning prime numbers. Theorem 1.1. [9] The set of integers {1, 2, 3, · · · , 2n}, n ≥ 1, can be partitioned into pairs {a i , b i } such that a i + b i is prime for all i = 1, 2, · · · , n.
Taking n = 10 for an example, {1, 2, · · · , 20} can be partitioned into pairs so that the sum of each pair is a prime number, as shown in Figure 1 . Theorem 1.1 was proved by L. Greenfield and S. Greenfield in 1998 [9] and reproduced by D. Galvin in 2006 [8] . This lovely result follows with an elegant proof from the well-known Bertrands Postulate, or sometimes called Bertrand-Chebyshev Theorem [1, 15] . Theorem 1.2. [1, 15] For any positive integer n > 1, there is at least a prime p such that n < p < 2n.
As the proof of Theorem 1.1 is short, we demonstrate it in the following for selfcontained. The proof is by induction on n. For n = 1, it is trivial. Assume that the statement is true for any k < n. By Bertrand-Chebyshev Theorem, there exists a prime p ∈ (2n, 4n). We may assume that the prime p = 2n + k for some 1 ≤ k < 2n. Then the set of integers {k, k + 1, · · · , 2n − 1, 2n} obviously can be partitioned into pairs {k, 2n}, {k + 1, 2n − 1}, · · · and so on up to {n + k/2 , n + k/2 } (the last is valid since k is odd). Each of the pairs sums to the prime 2n + k. By the induction hypothesis, the set of remaining integers {1, 2, · · · , k −1} has the property, too. Thus, the whole set of {1, 2, · · · .2n} can be partitioned into pairs so that the sum of each pair is prime. This completes the proof.
From the Graph Theory point of view, it is natural to think of a graph that treats numbers as vertices and two vertices are adjacent if the sum of the corresponding numbers is a prime. Let's denote as G n such a graph of vertices {1, 2, · · · , n}. Theorem 1.1 can be rephrased in the terminology of Graph Theory: a graph defined in this way has a perfect matching. Inspired by Theorem 1.1, we are interested in the structure of such a graph.
We first give a formal definition of the mentioned graph. For any positive integer n, define a graph G n = (V, E) with the vertex set V = {1, 2, · · · , n} and E = {ij : i + j is prime}. We call G n the prime sum graph of order n.
Expectedly, properties in G n can reflect some properties on prime numbers. Therefore, if one can provide some new insight from the angle of Graph Theory, then it could eventually raise awareness of new challenges of prime numbers. Obviously, prime sum graphs are bipartite graphs, and thus are 2-colorable. This reflects a trivial fact that a prime (an edge) can be formed only by connecting an odd number to an even number. Each vertex in G n has degree n log n as n is sufficiently large. Thus, there are nearly n 2 2 log n edges. This reflects a well-known result that the number of primes below n is π(n) ∼ n log n . Theorem 1.1 assures that G 2n has a perfect matching. This result strongly relies on the existence of one prime p between 2n and 4n, as an immediate consequence of Bertrand-Chebyshev Theorem. In fact, there are some further extensions of BertrandChebyshev Theorem that suggest the existence of more and more primes between 2n and 4n as n is tending to infinity. Results alone this direction guarantee that every number connects to more than one numbers in a prime sum graph. Naturally, an interesting question is that "can we say something more than a perfect matching hidden in the graph G 2n ?" If there are two or more perfect matchings in G 2n , then it is likely that there exists a Hamilton cycle, a cycle that visits each vertex exactly once.
In this paper, we pose an interesting conjecture concerning positive integers and prime numbers. Conjecture 1. The set of integers {1, 2, 3, · · · , 2n}, n ≥ 2, can be rearranged in a circle such that the sum of any two adjacent numbers is a prime. In other words, G 2n contains a Hamilton cycle.
We first prove the following result, which provides a sufficient condition for G 2n being Hamiltonian. 
For any positive integer m, let E m denote the set of the edges in a prime sum graph G = (V, E) with the sum of two endpoints is m, i.e., E m = {uv ∈ E(G) : u + v = m}. Denote P as the set of all primes less than 4n. A set H ⊆ P is called a Hamiltonian prime set of G 2n if p∈H E p contains a Hamilton cycle in G 2n . As a consequence of Theorem 1.3 by setting p 1 = 1 and p 2 = 3, we have the following corollary. Corollary 1.4. The set {3, 2n + 1, 2n + 3} ⊆ P is a Hamiltonian prime set of G 2n for n ≥ 2. In other words, if 2n + 1 and 2n + 3 are twin primes, then G 2n has a Hamilton cycle.
It is worth mentioning that {3, 2n+1, 2n+3} is the smallest Hamiltonian prime set of G 2n . The reason is that every vertex needs at least two edges to form a Hamilton cycle and thus the vertex i requires at least two primes in its potential candidate set
On the one hand, Corollary 1.4 implies that if the well-known twin prime conjecture is true, then there are infinitely many G 2n 's that have a Hamilton cycle. On the other hand, the above discussion can also be interpreted as a big challenge of proving the existence of infinitely many Hamiltonian G 2n 's. The reason is that, to achieve this conclusion, it needs to prove that there are infinitely many prime triples (or quadruples) satisfying certain conditions. Many similar statements concerning prime numbers have been addressed and proposed in the literature. However, most are still unsolved and the twin prime conjecture is one of the mysteries.
A recent breakthrough in the twin prime conjecture is that Yitang Zhang showed in 2013 [16] for the first time that we will never stop finding pairs of primes that are within a bounded distance within 70 million. Soon after, dozens of outstanding researchers in the world work together to improve Zhang's 70 million bound, bringing it down to 246 [12, 13] . Theorem 1.5. [12, 13] There are infinitely many pairs of primes
Thanks to the breakthrough, we can prove the following main result by combining Theorem 1.3 and Theorem 1.5 with an elaborate argument. This paper partly improves a Number Theory result by Greenfield and Greenfield [9] with new insights from Graph Theory. We pose Conjecture 1 and show that it is true for infinitely many cases. Although the main result is still far from our conjecture, the value of this paper is in calling awareness to the discovery of a simple, previously unnoticed property of numbers and its connection to several of the most central concepts in graphs and prime numbers.
The rest of this paper is organized as follows. Section 2 and Section 3 are the proofs of Theorems 1.3 and 1.6, respectively. Finally, we conclude this paper in Section 4.
Proof of Theorem 1.3
Consider a balanced bipartite graph B = (X ∪ Y, E) with vertex set V = X ∪ Y , where |X| = |Y |, and edge set E which contains some edges with one vertex in X and the other one in Y . Let X = {x 1 , x 2 , · · · , x n } and Y = {y 1 , y 2 , · · · , y n }. For 0 ≤ i ≤ n − 1, define i-difference set as the set consisting of edges whose indexes in X and Y differ by i (mod n) and denote by D i = {x j y k : i ≡ j − k (mod n)}. A result well known in Graph Theory assures as the following. Theorem 2.1. Let B be a balanced bipartite graph of order 2n, n ≥ 2, as defined above and s, t be two integers in
Recall that E m = {uv ∈ E(G)
The last equality implies that x j y k ∈ E 2n+p 1 , and vice versa. Thus, if x j y k ∈ E 2n+p 1 and j ≥ k, then x j y k ∈ Dp 1 −1 2 . If j < k, then we have
This implies that x j y k ∈ E p 1 , and vice versa. Thus, if x j y k ∈ E p 1 and j < k, then
It is easy to see that gcd
forms a Hamilton cycle in G 2n .
3 Proof of Theorem 1.6
Suppose that there exists a number g such that there are infinitely many prime pairs (p, p ) satisfying the condition p − p = g. Take g = 12 for example.
(1) Then, there must be infinitely many prime pairs (p, p ) with p − p = 12 and satisfying one of the following forms (all potential cases of a prime (mod 12)):
Notice that 12k + 3 and 12k + 9 are excluded because they are not primes.
(2) For each form, find an explicit representative as shown in Table 1 .
(1,13) p = 12k + 5 (5,17) p = 12k + 7 (7,19) p = 12k + 11 (11, 23) It is easy to verify that 2n = (12k + 1) − 11 = 12k + 2 and thus n = 6k + 1 for some k. Therefore, we have gcd p − p 2 , n = gcd (6, 6k + 1) = 1, as desired.
Similarly, for each of the other forms we can conclude the same by setting p 1 and p 2 properly, as in Table 2 .
Form (p 1 , p 2 ) gcd condition p = 12k + 1 (11,23) gcd(6, 6k + 1) = 1 p = 12k + 5 (7,19) gcd(6, 6k + 5) = 1 p = 12k + 7 (5,17) gcd(6, 6k + 1) = 1 p = 12k + 11 (1,13) gcd(6, 6k + 5) = 1 (4) It is known by Theorem 1.5 [12, 13] that such a number g ≤ 246 exists, but not knowing which number. We can check (1), (2), and (3) for all possibilities of g = 2, 4, 6, · · · , 246 to see whether it is true or not. Since for each g there are only finite cases, this process can be done simply by computers. As expected, for each g and for each potential form p = gk + t, we successfully find a representative (p 1 , p 2 ) as a match with (p, p ) such that gcd( g 2 , g 2 · k + s) = 1. Because there are too many cases (total 6170 cases) to demonstrate in this paper, we list only the cases of g = 246 below. The other cases can be found in the file of full lists in the webpage (http://www.davidguo.idv.tw/temp/Data.pdf).
The above discussion implies that there are infinitely many G 2n 's with a Hamilton cycle, verifying Conjecture 1 for infinitely many cases. The proof is complete. 
Conclusions
The notion of Hamilton cycles is one of the most central in modern Graph Theory, and many efforts have been devoted to obtain sufficient conditions for Hamiltonicity. One of the oldest results is the theorem of Dirac [4] , who showed that if the minimum degree of a graph G on n vertices is at least n 2
, then G contains a Hamilton cycle. This result is only one example of a vast majority of known sufficient conditions for Hamiltonicity that mainly deal with fairly dense graphs. On the other hand, it appears that little has been known about Hamilton cycles in relatively sparse graphs. As mentioned previously, the minimum degree of G 2n is roughly n log n < n 2 . So, Diracs result or Dirac-type results for bipartite graphs [5, 11] do not work in our case.
Things are different in random graphs. Pósa's result [14] shows that the probability that a random graph with n vertices and cn log n edges, for sufficiently large c, contains a Hamilton cycle tends to 1 as n tends to infinity. The number of edges in G 2n is around n 2 / log n, which is more than cn log n in the Pósa's result. Although G 2n is not a real random graph, connecting of the edges in G 2n relies on prime numbers, which have been long thought to distribute 'randomly' in some sense.
It is worth mentioning that the sufficient condition in Theorem 1.3 involves only four primes, and the number four is much less than π(4n − 1), the number of all candidates of primes in G 2n . Though the sufficient condition in Theorem 1.3 is much stronger than Conjecture 1 in this sense, we believe that it is likely to be satisfied for any even number 2n ≥ 4. To support this point, we have verified the condition for all 2n < 10 8 by a computer search. A wealth of numerical evidence supports Conjecture 1, but so far a proof has eluded us.
The numerical results of the existence of p 2 and 2n + p 2 in the sufficient condition also lead us to pose the following question.
"Is there a prime p < 2n such that 2n + p is also a prime for any 2n ≥ 4?" Obviously, the prime 2n + p is between 2n and 4n. So, this can be viewed as a generalization of Bertrand's postulate on even numbers with an extra condition. In addition, the conjecture can also be interpreted as a variant of Goldbach's conjecture that "every even number 2n ≥ 4 is the difference of two primes p and 2n + p". Chen's work [2] on Goldbach's conjecture also showed a related result that every even number is the difference between a prime and a product of two primes. However, it is still unknown "whether every even number is the difference of two primes?". According to the discussion, it seems difficult to prove Conjecture 1 by showing directly that the sufficient condition holds for any even number 2n ≥ 4.
Another research direction is to consider an extension of the discussed problem alone the concept of quasi-random graphs by Chung, Graham and Wilson [3] . Quasirandom graphs (or pseudo-random graphs) can be informally described as graphs whose edge distribution resembles closely that of a truly random graph G(n, p) of the same edge density. The connection between pseudo-randomness and Hamiltonicity has been explored in several articles [6, 7, 10] . Although the distribution of prime numbers in integers is not random, the prime sum condition on the discussed problem can be relaxed to any subset of integers, nothing to do with primes. By choosing these integers randomly, one can construct a new class of graphs that might behave like pseudo-random graphs. We believe that proving Hamiltonicity in the new class of graphs is an interesting and challenging task, and will lead to more interesting problems.
