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In recent years, data mining is applied more and more widely in many fields, 
such as the analysis of sequence, the classification and clustering of customers, 
cross-selling, detection of fraudulence, etc. Clustering, as one of the main 
techniques of data mining, becomes an increasingly hot topic. At present, many 
clustering algorithms are available, such as k-means, BIRCH, CURE, DBSCAN, 
STING, and so on. Although some of them have been applied successfully in 
some fields, many new challenges are emerging, such as the handling of large 
datasets and high dimensional datasets, subspace clustering, clustering with 
constraints, clustering of data streams, etc. To solve these new problems, some 
strive to design brand new algorithms, while others try to improve existing 
algorithms.  
It is the sparsity of the data objects in high dimensional space, which is 
unavoidable, and the data objects in high dimensional space are not uniformly 
distributed. The difficulties arise just for these in clustering the data points which 
have dozens of attributes. It is not meaningful to look for clusters in such a high 
dimensional space as the average density of points anywhere in the data space is 
likely to be quite low. And distance functions that use all the dimensions of the 
data may be ineffective. Moreover, several clusters may exist in different 
subspaces comprised of different combinations of attributes. In order to solve the 
problem of clustering of large high dimensional datasets, two algorithms are put 
forward in this dissertation. They were named GCARD (Grid Clustering 
Algorithm Based on Reference and Density) and BSC (use Bit-String Clustering).  
By combining density-based and grid-based clustering together, the 
algorithm of GCARD has the merits of both, and can handle large high 
dimensional datasets effectively and efficiently. Because the points beside the 
clusters grids and in the grids which don’t belong to the core grids were not deal 














some grids for there points by reference points. This increased accuracy of the 
GCARD algorithm. 
The BSC algorithm aggregated data objects by projecting them on some 
dimensions. First, BSC divided the values of the attributes, and then replaced 
these attributes by dual variables. After these steps, the records in database were 
denoted by bit-strings. Second, BSC got the core dimensions through bit 
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第一章   绪 论 1
第一章   绪 论 
1.1  数据挖掘技术的产生和发展 





















































































































































































关联规则为单维关联规则。典型算法有 Apriori 算法。 






























1.3  聚类问题简述 
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