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If k is a field, then the automorphism theorem for k[x, y] states that every k-algebra 
automorphism of k[x, y] is a finite compositional product of automorphisms of the type: (i) 
X+-+X, y H y + h(x) with h(x) E k[x]; or (ii) x ++ al,x + a,,y + al3, y - az,x + a,,y + az3 with 
a11a22 # a,,a,, and a,, E k. The proof presented in this paper, in the case of k being the complex 
numbers, uses the resultant formula for the inverse of an automorphism (McKay and Wang) 
and a differential equation associated with the fact that the Jacobian of the automorphism is a 
nonzero constant. Then the required divisibility condition on the degrees of the images of x and 
y follows from the fact that this differential equation must have a rational function solution. 
1. Introduction 
In 1942 Jung [6] first proved that every automorphism of the polynomial ring in 
two variables over a field of characteristic 0 is a composition of elementary 
automorphisms (see Section 4). In 1953 Van der Kulk [13] extended Jung’s 
theorem to a field of arbitrary characteristic. Since then several proofs have 
appeared: Gutwirth [5] in 1961, Shafarevich [12] in 1966, Rentschler [ll] in 1968, 
Makar-Limanov [SJ in 1970, Nagata [lo] in 1972, Abhyankar and Moh [l] in 1975, 
Dicks [3] in 1983. The techniques used are different. Gutwirth (Evyatar) studied 
numerical properties of pencils of curves with a common multiple base point 
satisfying a number of conditions relative to the infinitely near points to this base 
point. Shafarevich used the fact that every birational isomorphism of projective 
surfaces is a product of dilatations. Using Dixmier’s work [4] on automorphisms 
of the first Weyl algebra, Rentschler proved that any locally nilpotent derivation 
of k[x, y] (where k is a field of characteristic 0) is conjugate by a composition of 
certain elementary automorphisms to a derivation of the form f( y)(alax) (where 
f(y) is a polynomial in y), from which the automorphism theorem follows. 
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Makar-Limanov considered different linear orderings on the free abelian group 
with two generators, to obtain information about leading forms. Nagata gave two 
proofs, one geometric [lo, 01.2, pp. 21-281, one numerical [lo, §1.3, pp. 28-321. 
Abhyankar and Moh used Newton-Puiseux expansion, characteristic pairs and 
approximate roots to prove [l, (4.2) Main Theorem, p. 1611 first and then 
deduced [l, (1.5) Automorphism theorem, p. 1511. Dicks gave a modified version 
of Makar-Limanov’s proof. Based on the automorphism theorem, one can derive 
a more precise statement: the automorphism group of k[x, y], where k is a field, 
is the fibre coproduct of its affine subgroup A(2) and de Jonquieres (i.e., 
triangular) subgroup J(2) over their intersection C(2) = A(2) n J(2); in other 
words, the automorphism group is the free product of A(2) and J(2) amalgamated 
along C(2). The last statement was derived in [lo, Theorem 3.3, p. 31; 7, 
Theorem 2, p. 454; 13, Theorem 4, p. 245; 2, the last theorem on p. 111; 3, 
Theorem 3, p. 1601, and stated in [12, Theorem 7, p. 2111. (Note that the ‘fact’ 
stated in [12, second paragraph on p. 2091, now known as the Jacobian conjec- 
ture, has not been proved yet.) 
We present an elementary proof in this paper, which is self-contained except for 
the inversion formula and a simple derivation about resultants [9, Theorem 12, p. 
252, and Theorem 5, p. 2491. This information is explicitly recorded in the 
beginning of Section 4. Besides being an elementary and different approach, it is 
presented for another reason. It suggests that information about automorphisms 
of @[x, y, z] can be determined by finding the inversion formula for c[x, y, z]. 
As Nagata states “. . . in order to investigate the three variable case or more 
general cases, it is worthy to know many different proofs of the two variable 
case.“[lO, Preface]. 
2. Fundamental differential equation 
Throughout we use the following notations. C denotes the field of complex 
numbers, c[U] a polynomial ring over @, @(U) a rational function field over @, 
and 2 = @(U)((V-‘)) the field of formal Laurent series in VP1 with coefficients in 
C(U). 
A(U, V) = a(U)V” + q_,(U)V’-’ f.. . , 
B(U, V) = P(U)V” + pb_l(U)Vb-’ +. . * 
are nonzero Laurent series in Z’, where a(U) # 0 and p(U) # 0. Note that the 
powers of V are decreasing. (Y(V)V’ is called the Zeading term of A, a(U) the 
leading coeficient of A, and a the V-degree of A. We also define deg, 0 = ---CC). We 
shall assume that the Jacobian of A and B with respect to U and V is nonzero and 
its V-degree is c - 1 so that 
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a(A, B) 
WA v> = y(U)V’_’ + yc_*(u)vc-2 + . . . 
for some y(U) # 0. 
If a Laurent series D(U, V) in 2 has leading term 1, say 
D(U, V) = 1+ p_,(u)v-’ + p_,(u)v-’ + * * * ) 
and r is a rational number, then D admits unique powers D’ with leading term 1; 
namely, we can apply the binomial expansion to 
{1+ [p_,(u>v-’ + p_*(u)v-* + . . .I}’ . 
Note that 
A(U, V) = 4W”A,,,(U, V) 
where A ,l,(U, V) has leading term 1. As a result, an rth power of A( U, V) exists 
in 2 if and only if an rth power of its leading term exists in 9. Note that C[ U, V] 
embeds into 2’ by arranging any polynomial in U and V in decreasing powers of 
V. Thus, since 2’ is a field, c(U, V) embeds into 2. By working in 23 instead of 
@(U, V) we have the advantage of knowing that (an) [A(U, V)]’ exists in 22 
whenever (an) [cx(U)V”]’ exists in 2. 
Lemma 1. Let A, B, a = deg, A, b = deg, B be as above. Zf 
< a + b - 1 
and a #O, then a (bla)th power of A exists in 2’= c(U)((V’)) and 
deg,(B - AA”“) < deg, B 
for some nonzero A in @. 
Proof. Under the hypothesis on degrees, 
a’(U)V cx(U)aV”-’ 
P’(U)Vb /3(U)bV’-’ = ” 
Hence [/?(U)“cx(U)-“1’ = 0 and so p(U)” = ,lacx(U)” for some nonzero A in @. 
Thus, putting 
C(U, V) = A-‘/3(U)Vb[A,,,(U, V)]“‘” , 
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we have 
C(U, V)” = h-“@(U)‘YbA,,,(U, V)” = cy(U)bV”bAI,,(U, V)” 
= A(U, V)” 
so C is a (bla)th power of A; we shall write C = Abia. Since A[A(U, V)]“‘” = 
AC(U, V) = P(U)V”[A,,,(U, V)]“‘” has the same leading term as B(U, V), 
deg,(B - AAb’“) < deg, B. Cl 
Theorem 2 (Fundamental Differential Equation). Let 
A(U, V) = a(U) + . . . , B(U, V) = P(U)V” f.. . ) 
d(A, B) 
d(U, v> 
= y(u)vc-’ + . . . 
be as above. If a #O, then there exists a S(U) in c(U) such that 
Y(U) ff’(U) S’(U) 
- = c - - a 6(U) 6(U) 4U) 
or equivalently 
y(u) = [4w”~(u>-“l’ 
6(U) a(u)%(u)-” . 
Proof. In general, deg,(@A, B)Id(U, V)) 5 deg, A + deg, B - 1 or equivalently, 
cla+b. 
Case 1. c = a + b. 
a(A, B) = a’(U)V’ cr(U)aV”-’ 
d(U, V) p’(U)V” /3(U)bVb-’ 
+ terms of lower V-degree 
= [bcu’(U)p(U) - m(U)p’(U)]V”‘“-’ + ‘,“,;i,yf lower v- 
On the other hand, a(A, B) la(U, V) = y(U)V’-’ + terms of lower V-degree, 
with y(U) # 0. Thus 
y(u) = ba’(U)P(U) - aW)P’(U) , 
Y(U) 
4U>P(U) = b 
ff’(U> P’(U) cf’(U) --am=c--a [4U)P(Wl 
a(U) ff(U) 4U)P(U) . 
Setting 6(U) = a(U)p(U), we have the desired result. 
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Case 2. c < a + b. 
We claim that there exists a B, = B - @-linear combination of rational powers 
of A such that 
deg, B, = c - a , 
Note then that 
d(A, B,) = a(A, B) 
w, V) w, V) 
has V-degree c - 1 and c = a + (c - a) = deg, A + deg, B,, whence (A, B,) is as 
in Case 1. Hence the theorem follows, from Case 1, with 
S(U) = (Y(U) x leading coefficient of B, . 
We establish the claim as follows. By Lemma 1, we can adjust B, by subtracting 
A,A” to obtain 
B, = B - h,A” 
with deg, B, I deg, B - 1 without changing the Jacobian. As before, c 5 a + 
deg, B, or equivalently deg, B, 2 c - a. If there is strict inequality, then the 
process can be repeated to obtain 
B, = B, - h2ArZ = B - A,A” - 449 
with deg, B, 5 deg, B, - 1 without changing the Jacobian. Since c - a is a lower 
bound for the V-degrees of B, B,, B,, . . . , the process must stop. Therefore 
there is a B, in 2 such that 
(i) B, is obtained from B by subtracting a finite @-linear combination of 
rational powers of A; 
(ii) deg, B, = c - a. Cl 
Corollary 3. Zf b # 0, then there exists an E(U) in @(U) such that 
3. A lemma on logarithmic derivatives 
In the next section we will note that the Jacobian condition applied to two 
polynomials in @[x, y] suggests that we are interested in the fundamental 
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differential equation for the case of a(A, B)Ia(U, V) with a special type of 
leading V-terms. To study this differential equation, our method is to embed 
C(U) into C((U - O)), the field of formal Laurent series in U - 0, for various 
0 E @, and then compare the degrees and orders of both sides of the differential 
equation. 
For any rational function /A(U) /Y(U), with p(U), v(U) E C[U], define deg( II/ 
v) = deg p - deg v. Then -deg is a discrete valuation on C(U). This discrete 
valuation will also be denoted by u,. To define ug ( p /Y) for 0 E C, expand p lv as 
a Laurent series in powers of U - 0. Then ug( CL/Y) is the smallest integer i such 
that (U - O)j appears with a nonzero coefficient in this expansion. The mapping 
ug is a discrete valuation on C((U - 0)). In short, 
VCC ( 1 
E 
V 
= -deg p + deg v = order of f as a Laurent series in U-’ , 
= order of t as a Laurent series in U - 0 . 
In terms of the unique factorization on C(U), the discrete valuations u,, ug on 
C(U) can be expressed as follows: Let 
l)(U) = A n (U - up 
be the unique factorization of a nonzero element q(U) of C(U) where some of 
the integers e,,, may be negative, and A # 0 in @. Then 
uJlcI> = - C e, , u&4 = e, . 
wEC 
Hence we also have the summation formula 
c 
.D=u{m) 
u,=o. 
In our situation, as we shall see in Section 4, the most crucial information is 
obtained from u, + uO. 
The next lemma provides useful information about these valuations applied to a 
logarithmic derivative. 
Lemma 4. Let I/J(U) be a nonzero rational function in U with coefficients in C, and 
let 0 be in C. 
(i) 
e U,(@)#O? 
>-1 G u,(lcI)=O. 
(ii) u 
01 
!K is ’ e ucc(+)+O> 
x * >l e r&($)=0. 
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Or equivalently, 
e deg$fO, 
e &g+!t=O. 
Proof. Let 
be the unique factorization of I/J(U), where A # 0 is in @. Then 
For u, ($I# 0, 
The discrete valuation of a sum is greater than or equal to the minimum of the 
discrete valuation of the individual terms, and when the minimum occurs only at 
one term, then the discrete valuation is the minimum. This proves part (i). 
(ii) Write @(U)= p(U)lv(U) with p(U), v(U) in @[U] and #O. Then 
*‘I* = (/A’//J) - (V’IV) and deg($‘l$) = deg( p ‘v-pv’)-degp-degv. Be- 
cause deg P’V = deg pu’ = deg p + deg v - 1, deg($‘lq) is either <-- 1 or - 1 
depending upon whether or not the highest power terms in P’V and EI.Y’ are 
identical. This happens if and only if deg p = deg V, i.e., if and only if deg I,!J = 
0. L7 
Remark. Part (ii) of Lemma 4 can also be derived from part (i) by noting that 
um($‘(U)> = u_( g> = u_( 3) + V_( d&l) = V_( 3) - 2. 
The gist of Lemma 4 is that for each 0 E @, either u,(I,!J’/+) = -1 or u,(I,!J) = 0; 
either u,(+!J’/$) = 1 or urn(+) = 0. 
4. Automorphisms of C[x, y] 
If 
$J : @[x3 Yl-+ q-5 Yl 9 x -fc? Y) 3 Y-&d% Y) > 
defines an automorphism of C[x, y] and n = deg f(0, t) 2 1, m = deg g(0, t) 2 1, 
we want to show that n) m or m 1 n. 
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This argument is self-contained except for one fact from [9, Theorem 12, p. 
252, and Theorem 5, p. 2491, which we now state. If #J -l(x) = F(x, y), then 
where F, s E @, and 
c Fr_sxrys = @(x6 - pyi)d 
where d = g.c.d.(m, n), & = m/d, i = n/d and p, p are nonzero elements of @. In 
other words, if a monomial x’yS appears in F(x, y) with a nonzero coefficient, 
then (r, S) is within the triangle whose vertices are (m, 0), (0, n),_(O, 0): see Fig. 
1, and moreover, the sum of terms along the hypotenuse is P(x”’ - ~y”)~. 
) x 
(7% 0) 
Fig. 1. 
To pick up terms along the hypotenuse, we shall assign 
weight(x) = n” , weight(y) = 6 . 
Then the terms on the hypotenuse are those whose weights are fin = mn” = fiiid. 
To relate the above information to the previous sections, we fix the following 
notation. Pick a pair of positive integers U, u such that z& - un” = 1. As 
we can embed C(x, y) onto @(U, V) by 
x=u”P, y=U”P. 
Then, with weight(x) = n”, weight(y) = fi, the weight of any monomial in x, y is 
exactly the exponent of V after the change of variables. With F(x, y) = 4-‘(x) 
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and G(x, y) = +-l(y), set 
and 
A(U, V) = F(U”V”, U”@) 
B(U, V) = G(U”V’, U”V&) . 
Clearly A(U, V) and B(U, V) are nonzero elements of 3 = C(U)((V-‘)). Since 
A(U, V) = c F,,,lJru+suVr’+S~ 
rii+srii&irid 
= a(U)V” + (terms of V-degree <a) , 
the leading term a(U)V” of A(U, V) is 
c 
Fr,,=,ru+suVrii?id = 
p[(U”VZ)~ - p(U”Vm)qd 
rfi+ski=fiid 
= pUurid,Uurki _ pldv”“d = pUnu,U _ pldVrbid. 
Note that there are d + 1 lattice points on the hypotenuse. 
By the chain rule, the product of Ci(F, G)ld(x, y) and i3(f, g)l+, y) equals 1 
and so d(F, G)ld(x, y) . 1s a nonzero element of @ which we may assume to be 1. 
Then 
d(A, B) d(F> G) 8(x, Y> 1 u n” Uu+u-lV,i+~-l 
d(U, V) = ___. ___ = a@, Y) d(U, v> I I u rii 
=u vii+ri-l. u+u-1 
Thus the leading term y(U)V’-’ of d(A, B)Id(U, V) as a Laurent series in VP1 is 
given by 
y(U) = uU+“-l ) c=n”+ii. 
Recall from above that the leading term a(U)V” of A(U, V) is given by 
According 
(*) 
with 
a(U) = /.LUn”[U- pld ) a=riin”d. 
to Theorem 2, there is a 6(U) in C(U) such that 
U u+“-’ _ v+‘(U) 
6(U) *(U) ’ 
IT+& = ~ Us”‘“‘“’ [U - p]n+m8(u)-knd . 
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Applying Lemma 4 to Equation (*) with 0 = 0, we have 
(u + LJ - 1) - u,(6) 
( 
-1 e nu(n + m) - G&,(S) # 0 ) 
is >-1 e n”v(n+m)-rnn”du,(6)=0. 
(ufu-l)-deg(S) 
-1 e &(n+m)+(n+m)-r%ddeg(6)#0, 
C-1 e Zu(n+m)+(n+m)-%ddeg(6)=0. 
In other words, there are two options for u,(6), and two options for deg(6): 
I 
u+ u, 
uo(S) = 7J(n + m) 1 
m =U+u--lji; 
u+u, 
deg(S ) = 
O+m)+n+m=U+u+i L 
m riin”d n 
Thus we have four options: 
The fourth option implies n” = fi = 1 since the left-hand side is an integer, and 
n, G are relatively prime integers. The middle two options imply either n” = 1 or 
fi = 1. To dispose of the first option, we apply Lemma 4 to Equation (*) with 
0 = p to show -u,(6) - u,(S) > 0. By applying Lemma 4, we have 
-1 e (n + m) - Kidu,(b) Z 0 , 
>-I e (n+m)-mfidu,(6)=0. 
Equivalently, u,(6) = 1 or 
o<l+l=n+m 
m n” 
-=u,(S)<l. 
&id 
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Since u,(S) is an integer, u,(6) = 1. Similarly, for O${O, p}, u,(S) = 1 or 0. 
Thus 
6(U) = AiY(U- p) I-I (U- O)‘@ 
Of0.P 
where e is an integer, e, is either 1 or 0, and A is a nonzero element of @. It 
follows that -u,(6) - u,(6) = 1+ c o e, > 0. Consequently, we have 
Lemma 5 (Automorphism Lemma). Zf 4 is a C-algebra automorphism of @[x, ~1 
with +(x) =f(x, y), 4(y) = g(x, y), deg f(O, t) = n 2 1, deg do, t) = m 2 1, then 
n)m or min. 0 
An automorphism $ of @[x, y] is tame if 4 is a finite (compositional) product of 
automorphisms of the following elementary types: 
(i) x H A,,x + h,,Y + A,, 9 Y ++ 4,~ + A,,Y + 4, 
with 
#O and A,EC; 
(ii) X+-+X) Y-Y++) 
with h(x) E C[x]. 
Theorem 6 (Automorphism Theorem). Every @-dgebra automorphism of @[x, y] 
is tame. 
Proof. Let 4 be an automorphism of @[x, y] with 4(x) =f(x, y), 4(y) = g(x, y) 
and n = deg f(0, t), m = deg f(0, t). 
If IZ = 0, then f(x, y) is a polynomial in C[x] and 
d(f? 8) df ag 
a@, y) = dx ’ i$ 
is a nonzero element of C. Hence f is a linear polynomial in @[xl, and g is the sum 
of a linear polynomial in @[y] and a polynomial in @[xl. Therefore 4 is tame in 
this case. Similarly 4 is tame if m = 0. 
Now consider n 2 1 and m 2 1. Then 
fb, Y> = f,Y” + f,-*b)Y”-’ + . * . + f,(x) ) 
.d% Y) = &Y" + &-lwY"-' + . . * + go(x) 
where .6(x>, g,(x) E a=[ x , and, by the observation at the beginning of this section, 1 
f, and g, are nonzero elements of C. By Lemma 5, either 12 (m or m 1 n. If n 1 m, 
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let e = mln and A = g,lfE, then 
degy( g - Af’) < degy g = m . 
The replacement of g by g - hf’ is a tame automorphism. By induction on the 
maximum of degy 4(z) and degy 4(y), it follows that C$ is tame. 0 
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