In this paper, the complete convergence and weak law of large numbers are established for   -mixing sequences of random variables. Our results extend and improve the Baum and Katz complete convergence theorem and the classical weak law of large numbers, etc. from independent sequences of random variables to   -mixing sequences of random variables without necessarily adding any extra conditions.
. Without loss of generality we may assume that n is such that (see [1] ). Here we give two examples of the practical application of 
, from this point of view,   -mixing is weaker than  -mixing.
A number of writers have studied   -mixing sequences of random variables and a series of useful results have been established. We refer to [2] for the central limit theorem [1, 3] , for moment inequalities and the strong law of large numbers [4] [5] [6] [7] [8] [9] , for almost sure convergence, and [10] for maximal inequalities and the invariance principle. When these are compared with the corresponding results for sequences of independent random variables, there still remains much to be desired. The main purpose of this paper is to study the complete convergence and weak law of large numbers of partial sums of   -mixing sequences of random variables and try to obtain some new results. We establish the 
. Without loss of generality, assume that n  . By the Cauchy-Schwarz inequality and Lemma 1.2,
, and n n n denote that there exists a constant c such that
, and
is said to be a slowly varying function at if for any
Lemma 2.1 ([13], Lemma 1). Let be a slowly varying function at
iii) For any and   
Hence (2.5) holds. So to prove (2.2) it suffices to prove that
and 
