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OPTIMAL REGULARIZATION PARAMETERS FOR
GENERAL-FORM TIKHONOV REGULARIZATION
JULIANNE CHUNG∗, MALENA I. ESPAN˜OL† , AND TUAN NGUYEN∗
Abstract. In this work we consider the problem of finding optimal regularization parameters for
general-form Tikhonov regularization using training data. We formulate the general-form Tikhonov
solution as a spectral filtered solution using the generalized singular value decomposition of the ma-
trix of the forward model and a given regularization matrix. Then, we find the optimal regularization
parameter by minimizing the average of the errors between the filtered solutions and the true data.
We extend the approach to the multi-parameter Tikhonov problem for the case where all the matrices
involved are simultaneously diagonalizable. For problems where this is not the case, we describe an
approach to compute optimal or near-optimal regularization parameters by using operator approxi-
mations for the original problem. Several tests are performed for 1D and 2D examples using different
norms on the errors, showing the effectiveness of this approach.
Key words. spectral filtering, regularization, multi-parameter Tikhonov, optimal filters, learn-
ing approach
1. Introduction. We consider a linear ill-posed problem that can be modeled
as
Axtrue + n = b, (1.1)
where xtrue ∈ R
n×1 is the desired solution, A ∈ Rm×n,m ≥ n, models the forward
process, n ∈ Rm×1 is additive random noise, and b ∈ Rm×1 is observed data. The
goal is to obtain an approximate solution of xtrue given A and b. Prior information
regarding the probability distribution of nmay be incorporated, if known. The matrix
A is ill-conditioned and its singular values decay to zero without significant spectral
gap. Due to the ill-posed nature of the problem, the exact (inverse) solution of
(1.1) will be contaminated by noise and may not be a good approximation of xtrue.
Thus, we seek an approximation to the solution by solving a nearby problem that
is well-posed, a process called regularization. A well-known regularization method is
Tikhonov regularization [14],
xλ = argmin
x
{
‖Ax− b‖22 + λ
2‖Lx‖22
}
, (1.2)
where λ is a regularization parameter and L is a regularization matrix. The matrix
L must have the same number of columns as A, and we assume that the null spaces
of A and L intersect trivially such that the matrix [A⊤ L⊤] has full row rank and the
solution xλ is unique. If λ and L are chosen appropriately, the solution to (1.2) should
approximate the desired solution xtrue. Typical choices of L include the identity
matrix and the discrete first or second derivative operators. If L = I, we say that
(1.2) is in standard form. Otherwise, we say it is in general form. For the latter case,
we can transform the problem to standard form. That is, we can use the substitution
x = L−1y if L is invertible, or otherwise, we can define x = L†Ay, where L
†
A is the
A-weighted generalized inverse of L defined by L†A = (I−(A(I−L
†L))†A)L†; see [14,
Section 2.3] for further details.
Next we provide a motivating example to illustrate the potential benefits of con-
sidering the general-form Tikhonov regularization. Using the deriv2 test problem
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Fig. 1.1. Motivating example to illustrate the effect of using different regularization matrices L
on the reconstructed solution. Here, the true solution is provided, along with reconstructions corre-
sponding to L = I (standard Tikhonov) and L = D1, where D1 represents a discrete approximation
of the first derivative.
from [15], we provide in Figure 1.1 reconstructions for various choices of L, where in
each case, the regularization parameter λ was selected to produce the smallest mean
squared error. This example illustrates that L = I is not suited for all problems
and that better reconstructions may be obtained with L 6= I. We remark that this
example is used for illustrative purposes only, so specific details are not included here.
Complete numerical investigations will be presented in Section 4.
The difficulty in selecting an appropriate regularization matrix has recently led
researchers to investigate an extension of the general-form Tikhonov regularization
that contains several regularization terms instead of only one. This extension is
known as the multi-parameter Tikhonov problem,
xλ = argmin
x
‖Ax− b‖22 +
J∑
j=1
λ2j‖Ljx‖
2
2
 , (1.3)
where multiple regularization parameters λ = [λ1, . . . , λJ ] and multiple regulariza-
tion matrices Lj ∈ R
pj×n are incorporated. Several studies on the multi-parameter
Tikhonov problem include [1, 2, 4, 10, 23, 26].
A key ingredient for both the one-parameter (1.2) and multi-parameter (1.3)
Tikhonov problems is the choice of the regularization parameter(s). Standard tech-
niques to find the regularization parameter for Tikhonov regularization have been
studied extensively in the literature and include the discrepancy principle, the L-
curve criterion, and the generalized cross-validation (GCV) method [14]. Some of
these techniques have been extended to the multi-parameter Tikhonov problem. For
example, a higher dimension L-curve is considered in [2], the discrepancy principle
is discussed in [10, 23, 26], and an extension of GCV is described in [4]. In [1], the
Regin´ska’s parameter choice rule is generalized to the multi-parameter Tikhonov case.
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In this paper, we propose a learning approach for computing optimal regulariza-
tion parameters for both Tikhonov problems (1.2) and (1.3). Previous work on learn-
ing approaches in the context of regularization methods for solving inverse problems
can be found in [6, 5, 9, 13, 18, 19, 21, 25]. However, none of these works specifically
address the general-form Tikhonov and multi-parameter Tikhonov problems.
We follow the work of Chung et. al. [6] where training data is used to find optimal
regularization parameters for a variety of spectral regularization methods, including
standard form Tikhonov regularization. We first extend these approaches to the
general-form Tikhonov problem. For general-form Tikhonov, the generalized singular
value decomposition (GSVD) [16] of {A,L} can be used to write the solution to (1.2)
as a spectral filtered solution. We take advantage of this fact to develop efficient meth-
ods for computing an optimal regularization parameter, and compare its performance
to that of filtered SVD solutions on several numerical examples.
Another main contribution of our work is to develop an efficient learning approach
for the multi-parameter Tikhonov problem. The extension to the multi-parameter case
is more complex, not only in terms of finding multiple λ’s, but also because in general,
there is no natural extension of the GSVD for A and multiple regularization matrices
Lj . For problems where matrices A and Lj are simultaneously diagonalizable (SD),
such as those arising in image processing, we propose an efficient learning approach
for computing optimal regularization parameters. However, for problems that do not
exhibit this nice property, we follow a framework for regularization introduced in [7],
where matrix approximations are used to compute regularization parameters, but the
original problem is solved. It is worth mentioning that in [9] and [21], multi-parameter
learning approaches for denoising problems (A = I) are proposed. In [21] a parameter
learning approach for multiple ℓp-norm regularization terms is presented. The learning
problem is formulated as a bilevel optimization problem and solved using semismooth
Newton methods. Although the same techniques could be extended to our problem,
we believe that such an approach applied to the problem where A 6= I would be more
computationally expensive than the one we propose here.
The paper is organized as follows. Background on the general-form Tikhonov
regularization problem is provided in Section 2. We provide the solution as a spectral
filtered solution and describe some standard approaches for selecting regularization
parameters. In Section 3, we extend the optimal filter framework to both the general-
form Tikhonov regularization problem and the multi-parameter Tikhonov regulariza-
tion problem and describe an empirical Bayes risk framework for computing optimal
regularization parameters. In particular, numerical methods for computing optimal
regularization parameters for the multi-parameter problem are discussed. Numerical
results are presented in Section 4, and conclusions and future work can be found in
Section 5.
2. Background. A closed form solution to the general-form Tikhonov regular-
ization problem (1.2) can be obtained using the GSVD of the matrix pair {A,L}.
Given matrices A ∈ Rm×n,m ≥ n, and L ∈ Rp×n, the GSVD can be obtained by first
considering the reduced QR-factorization of the stacked matrix,[
A
L
]
=
[
QA
QL
]
R.
We have A = QAR and L = QLR. Let QA = PCW
T and QL = P¯SW
T be the CS
decomposition [12] of {QA,QL}, where P ∈ R
m×m, P¯ ∈ Rp×p, and W ∈ Rn×n are
3
orthogonal matrices; C =
[
CA
0
]
∈ Rm×n whereCA ∈ R
n×n is diagonal and S ∈ Rp×n
is diagonal (not necessarily square), satisfying CTC+ STS = I. The existence of the
CS decomposition can be found in [3, Section 22.1]. Then the GSVD of {A,L} is
defined as follows
A = PCWTR︸ ︷︷ ︸
Z−1
and L = P¯SWTR︸ ︷︷ ︸
Z−1
, (2.1)
where for convenience, we have ordered the entries in C and S such that
1 ≥ c1 ≥ · · · ≥ cmin{n,p} ≥ 0, cmin{n,p}+1 = · · · = cn = 1,
0 ≤ s1 ≤ ... ≤ smin{n,p} ≤ 1.
Using the GSVD, the general-form Tikhonov solution can be written as
xλ =
n∑
i=1
φi
pTi b
ci
zi (2.2)
= ZΦ
[
C−1A 0
]
P⊤b ≡ A†λb , (2.3)
where Φ ∈ Rn×n is a diagonal matrix with filter factors,
φi =
{
c2i
c2
i
+λ2s2
i
if i = 1, ...,min{n, p}
1 if i = min{n, p}+ 1, ..., n
(2.4)
on the diagonal. Notice that for i ≤ min{n, p}, φi can be written as
t2i
t2
i
+λ2
, where
ti =
ci
si
are the generalized singular values. It is easy to see that for standard-
form Tikhonov regularization where Z and C contain the right singular vectors and
singular values of A (with reordering) and si = 1 for all i, the filter factors are given
by φi =
c2i
c2
i
+λ2
. Therefore, by allowing L 6= I, we not only affect the definition of
the filter factors, but also alter the basis vectors zi used to represent the regularized
solution xλ.
For ill-posed inverse problems, it is well known that the problem satisfies the
discrete Picard condition [14]. That is, the values |pTi b| decay on average faster than
the values ci, until an index is reached where the noise components dominate the
solution. After that point, the coefficients |pTi b| stabilize around the noise level and
ci’s continue decreasing, resulting in amplification of errors in the reconstruction. A
sample Picard plot is provided in Figure 2.1. Since the signal is contained primarily in
the subspace spanned by zi for small i and including zi for larger i results in errors,
a good value of the regularization parameter λ should filter out the terms in (2.2)
for larger values of i. In other words, the filter factors determined by λ should go
to zero to counteract the amplification of the error. Figure 2.1 shows filter factors
corresponding to the parameter λ that produces the smallest mean squared errors.
Therefore, it is a very important task to find a good regularization parameter λ.
Here we describe two standard methods for selecting regularization parameters for
general-form Tikhonov regularization: one that requires an estimate of the level of
noise, namely the discrepancy principle, and one that does not require prior knowledge
about the noise level, namely GCV.
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Fig. 2.1. A sample Picard plot is provided in (a), where ci are the generalized singular values
and |pT
i
b| are the absolute values of the spectral coefficients of the observed data. Filter factors are
provided in (b) as a function of the index i.
The basic idea of the discrepancy principle is to select a regularization parameter
λ such that the residual satisfies
‖Axλ − b‖
2
2 = τη, (2.5)
where η is an estimate of the expected value of ‖n‖
2
2, and τ > 0 is a user-defined
parameter. For a given λ, the GSVD (assumed available) can be used to simplify the
residual as
‖Axλ − b‖
2
2 =
∥∥∥∥([Φ 0
]
− I
)
P⊤b
∥∥∥∥2
2
=
min{n,p}∑
i=1
(
λ2s2i
c2i + λ
2s2i
)2
(p⊤i b)
2 +
m∑
i=n+1
(p⊤i b)
2 . (2.6)
Standard root finding methods can be used to find the regularization parameter λDP
that satisfies (2.5). However, note that even with a very accurate estimate of η, results
may be sensitive to the choice of τ .
The GCV method [11] is also a well-known method to compute the regularization
parameter λ. The GCV parameter λGCV is computed to minimize the GCV function,
GCV(λ) =
∥∥∥(I−AA†λ)b∥∥∥2
2
[trace(I−AA†λ)]
2
, (2.7)
where A†λ is defined in (2.3). Using the GSVD, the GCV function can be simplified
as
GCV(λ) =
min{n,p}∑
i=1
(
λ2s2i
c2i + λ
2s2i
)2
(p⊤i b)
2 +
m∑
i=n+1
(p⊤i b)
2
m− n+ min{n,p}∑
i=1
λ2s2i
c2i + λ
2s2i
2
, (2.8)
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making evaluation of the GCV function computationally convenient. As mentioned
earlier, computing λDP requires an estimate of the noise level, while computing λGCV
does not. In the next section, we describe an approach for computing optimal regu-
larization parameters for cases where training data is available.
3. Optimal Regularization Parameters. In this section, we describe a learn-
ing approach to compute optimal regularization parameters for the general-form
Tikhonov problem (1.2) and the multi-parameter Tikhonov problem (1.3). We use an
empirical Bayes risk minimization framework to incorporate probabilistic information
from training data, and we allow optimal regularization parameters to be computed
for various error measures. This approach is an extension of methods developed in [6].
Suppose we are given training data (b(k),x
(k)
true), k = 1, 2, ...,K, where b
(k) =
Ax
(k)
true + n
(k), and n(k) is unknown. For each observation b(k), we seek either a
general-form Tikhonov solution (1.2) or a multi-parameter Tikhonov solution (1.3)
and compute the error vector,
e(k)(λ) = x
(k)
λ
− x
(k)
true , (3.1)
where λ is a vector in the multi-parameter case and a scalar in the general-form
Tikhonov case. Let ρ(ξ) : Rn → R+0 be some error measure, for example, ρ(ξ) =
||ξ||pp for p ≥ 1. Then the goal is to find the regularization parameter vector λ that
minimizes the average error of the reconstructions for the training data,
fK(λ) ≡
1
K
K∑
k=1
ρ(e(k)(λ)) . (3.2)
That is, we seek a solution to the following empirical Bayes risk minimization problem,
min
λ
fK(λ) . (3.3)
Notice that underlying (3.3) is a Bayes risk minimization problem, where the goal
is to compute λ that minimizes the expected value of the reconstruction errors over the
joint distribution of the noise and unknown parameters [6]. Since these distributions
are rarely known in practice, we approximate the expected value with the sample
mean and instead seek a solution to (3.3). Minimizing the average error (3.2) is one
approach based on this interpretation that we are minimizing the expected value of
the errors, but one could also consider minimizing the median of the errors or the
maximum value of the errors, depending on the desired design or goal of the problem.
3.1. One-parameter General-form Tikhonov. For the one-parameter
general-form Tikhonov problem, one could use derivative-free methods (e.g.,
fminsearch in MATLAB) to solve (3.3) for various error measures. However, it
is also possible to compute the derivative f ′K(λ) and solve f
′
K(λ) = 0 using standard
root finding methods. For completeness, we provide the derivatives here.
Let us define vector γ ∈ Rn×1 with elements γi =
p⊤i b
ci
and let Γ ∈ Rn×n be a
diagonal matrix with entries γi. Then decompose
Z =
[
Ẑ, Z˜
]
, γ =
[
γ̂
γ˜
]
, and Γ =
[
Γ̂
Γ˜
]
, (3.4)
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where Ẑ ∈ Rn×min{n,p}, γ̂ ∈ Rmin{n,p}×1, Γ̂ ∈ Rmin{n,p}×min{n,p} and Z˜, γ˜, and Γ˜ have
corresponding size. Then the solution to the general-form Tikhonov problem can be
written as
x
(k)
λ =
n∑
i=1
φi
pTi b
(k)
ci
zi = ẐΓ̂φ(λ) + Z˜γ˜, (3.5)
where φ ∈ Rmin{n,p}×1 contains filter factors φi which depend on λ. For each k, the
Jacobian of the errors with respect to λ can be written as
J(k) = ẐΓ̂(k)ψ , (3.6)
where the ith element of vector ψ is the derivative of φi with respect to λ, which is
given by
ψi =
−2λc2i s
2
i
(c2i + λ
2s2i )
2
. (3.7)
Thus, the derivative f ′K(λ) can be computed as
f ′K(λ) =
1
K
K∑
k=1
J(k)
⊤
∇ρ(e
(k)) , (3.8)
where the ∇ρ contains the partial derivatives of ρ evaluated at e
(k)(λ). We remark
that the second derivative, if desired, could be numerically approximated.
It is worthwhile to note that one could compute optimal error filters as described
in [6], where no functional form for the filter factors is assumed. In this case, the basis
vectors for the solution would be the columns of Z, and n filter factors would need
to be computed rather than one regularization parameter, thereby requiring not only
more computational cost for the minimization but also more training data.
3.2. Multi-parameter Tikhonov. In this section we describe an approach to
compute optimal or near-optimal regularization parameters for the multi-parameter
Tikhonov problem (1.3), whose solution can be written as,
xλ =
ATA+ J∑
j=1
λjL
T
j Lj
−1ATb. (3.9)
Unlike the one-parameter general-form Tikhonov problem where the GSVD pro-
vides a decomposition of {A,L} that allows the solution to be written as a filtered
solution (2.2), a factorization for the multi-parameter Tikhonov problem where all
matrices share the same right factor,
A = PCZ−1 and Lj = P¯jSjZ
−1 j = 1, ..., J , (3.10)
may not be possible, in general [4]. Thus, a filtered representation for xλ is not always
possible.
For problems where such a decomposition does not exist, a bilevel optimization
approach could be used to compute optimal parameters [8, 21]. However, this ap-
proach would require computing (3.9) for various estimates of λ, which could become
computationally expensive. Another approach that was proposed in [7] uses operator
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approximations to estimate regularization parameters. For problems where operator
approximations can be found that satisfy the above simultaneous diagonalizability
condition (3.10), we propose to use the approximate problem to estimate near-optimal
regularization parameters and then solve the original problem using the computed pa-
rameters. Thus, here we restrict our derivation to square matrices, i.e., m = n and
pj = n for j = 1, ..., J, and consider scenarios where such a decomposition exists or
can be approximated.
We remark that in signal and image processing applications, it is common to
encounter matrices A and Lj that satisfy (3.10), under certain assumptions on the
boundary conditions. In these situations, P, P¯j and Z
−1 typically represent the same
frequency transform, and we get the following simultaneous diagonalizability condition
A = QCQ∗ and Lj = QSjQ
∗ j = 1, ..., J , (3.11)
where Q is an orthogonal (or unitary) matrix. For instance, in image deblurring,
if we assume periodic boundary conditions on the image, then the blurring operator
A and the regularization matrices Lj are block circulant matrices with circulant
blocks (BCCB). In this case, Q∗ represents the 2D discrete Fourier transform (DFT)
matrix. If we assume reflexive boundary conditions and the point spread functions
defining A and Lj satisfy a double symmetry condition [17], then the matrices can
each be written as a sum of BTTB (block Toeplitz with Toeplitz blocks), BTHB
(block Toeplitz with Hankel blocks), BHTB (block Hankel with Toeplitz blocks), and
BHHB (block Hankel with Hankel blocks) matrices. In this case, the matrices are
diagonalized by the discrete cosine transform (DCT), where Q∗ represents the 2D
discrete DCT matrix.
Next, we show that with the above decomposition (3.11), the multi-parameter
Tikhonov solution can be written as a filtered solution. For notational purposes, |∆|2
represents element-wise absolute value followed by element-wise square for any matrix
∆. Then from (3.9), the solution of (1.3) can be written as,
xλ = Q
|C|2
|C|2 + J∑
j=1
λ2j |Sj |
2
−1
C−1Q∗b
=
n∑
i=1
φi
q∗ib
ci
qi
= QΦC−1Q∗b , (3.12)
where as before Φ is a diagonal matrix containing the filter factors, which in this case
are given by
φi =
|ci|
2
|ci|2 +
∑J
j=1 λ
2
j |si,j |
2
, (3.13)
with si,j being the ith diagonal element of matrix Sj .
In this case, the GCV method can provide a vector of regularization parame-
ters λGCV = [λ1, . . . , λJ ] by minimizing the GCV function (2.7) where now A
†
λ =
8
QΦC−1Q∗. Using decomposition (3.11), the GCV function can be written as
GCV(λ) =
n∑
i=1
(1− φi)
2
(q∗ib)
2
(
n∑
i=1
1− φi
)2 . (3.14)
In the numerical results section, we will use the GCV regularization parameters for
comparison.
For notational convenience, let Γ be an n×n diagonal matrix whose ith diagonal
element is γi =
q∗i b
ci
. Then (3.12) can be written as
xλ = QΓφ(λ), (3.15)
where φ(λ) ∈ Rn×1 is the vector of filter factors (3.13) that depends on the vector of
regularization parameters λ.
Recall that our goal is to compute optimal regularization parameters by solv-
ing (3.3), where instead of one regularization parameter λ, we now have multiple
parameters λ1, . . . , λJ , and therefore the error in (3.2) is given by
e(k)(λ) = QΓ(k)φ(λ)− x
(k)
true . (3.16)
Here, for each training data b(k), we define Γ(k) where the ith diagonal element of
Γ(k) is γ
(k)
i =
q∗ib
(k)
ci
.
Since we must optimize over several parameters, we propose to use a Gauss-
Newton approach to solve (3.3). The Jacobian of the errors with respect to λ can be
written as
J =
1
K
 J
(1)
...
J(K)
 , with J(k) = QΓ(k)Ψ , (3.17)
where the (i, j)-th entry of the matrix Ψ ∈ Rn×J is the derivative of φi with respect
to λj . Define S¯ ∈ R
n×J whose i, j entry is |si,j |
2, then the matrix Ψ is given by,
Ψ = −2TS¯Λ , (3.18)
where Λ = diagλ and T is a diagonal matrix whose ith diagonal entry is given by
|ci|
2
(|ci|2+
∑
J
j=1 λ
2
j
|si,j |2)2
. The gradient of fK(λ) and the Gauss-Newton approximation of
the Hessian can be written as
g =
1
K
K∑
k=1
J(k)
∗
∇ρ(e
(k)) , and H =
1
K
K∑
k=1
J(k)
∗
F(k)J(k) , (3.19)
where the ∇ρ(e
(k)) contains the partial derivatives of ρ evaluated at e(k)(λ), and F(k)
contains the second derivatives (i.e., the Hessian) of ρ evaluated at e(k)(λ).
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Fig. 4.1. Columns of these images were used as training signals for computing optimal regu-
larization parameters for Example 1.
For the special case where ρ(ξ) = 12 ‖ξ‖
2
2 , we have ∇ρ(e
(k)) = e(k) and F(k) = I,
so the Hessian approximation simplifies nicely,
H =
1
K
K∑
k=1
J(k)
∗
J(k) =
1
K
K∑
k=1
Ψ∗
(
Γ(k)
)∗
Q∗QΓ(k)Ψ
=
4
K
ΛS¯∗
{
T
(
K∑
k=1
|Γ(k)|2
)
T
}
S¯Λ ,
where we note that the matrix contained in the curly brackets is diagonal. Notice that
for the case J = 1, these derivations are equivalent to those for the one-parameter
general-form Tikhonov case.
4. Numerical Results. In this section, we provide some numerical results that
illustrate the performance of the optimal regularization parameters for general-form
Tikhonov and multi-parameter Tikhonov regularization. We consider three investi-
gations. Example 1 is a 1D signal deconvolution example that compares optimal
Tikhonov and optimal error filters for both standard SVD and generalized SVD re-
constructions. Examples 2 and 3 are 2D image deconvolution examples. Example
2 compares one L versus multiple Ls for various error measures, and Example 3 in-
vestigates an example where approximate matrices A and L can be used to obtain
regularization parameters for the original problem.
Example 1. In this first example, we use a 1D signal deconvolution example to
investigate the benefits of incorporating a regularization matrix L in the optimal
filter framework, compared to the standard Tikhonov case where L = I. We compare
optimal Tikhonov filters and optimal error filters for each case.
To generate training signals, we took 200 columns of each of the 5 MRI images
shown in Figure 4.1, thereby resulting in 1, 000 training signals, each of size 256× 1.
Each signal was blurred with a Gaussian point spread function with mean 0 and
variance 1. Gaussian white noise was added, where noise levels were randomly selected
between 0.2 and 0.25. That is, a noise level of 0.2 means ‖η‖
2
2 / ‖Axtrue‖
2
2 = 0.2.
Validation signals were generated in the same manner using columns from different
MRI images.
For this example, we select regularization matrix L ∈ R257×256 to represent a
10
discretization of a first derivative operator,
L =

1
−1 1
. . .
. . .
−1 1
−1
 . (4.1)
We compare four approaches that use training data to obtain optimal filters.
• opt-Tik-SVD and opt-Tik-GSVD correspond to standard and general
Tikhonov solutions obtained using filter factors (2.4), where λ minimizes the
average mean squared error over all training data, i.e., λ solves (3.3) with
ρ(ξ) = ‖ξ‖
2
2.
• opt-error-SVD and opt-error-GSVD correspond to solutions that use the op-
timal error filters for the SVD and GSVD bases respectively. That is, the
optimal error filter factors assume no functional form, so optimization is per-
formed over 256 independent filter factors.
It is worth noting that opt-Tik-SVD and opt-error-SVD filters were introduced and
compared in [6]. Our goal here is to investigate their GSVD counterparts.
Once computed, the optimal filters were used to reconstruct each of the valida-
tion signals. The distribution of the relative errors, ‖xλ − xtrue‖
2
2 / ‖xtrue‖
2
2, for the
validation set is presented in Figure 4.2 using box and whisker plots. The box part
presents the median value, along with the 25th and 75th percentiles. The whiskers
correspond to extreme data points and the outliers are plotted individually. As ob-
served in [6], relative errors for opt-Tik-SVD are consistently higher than those for
opt-error-SVD due to the high noise level in the problem. The optimal Tikhonov filter
corresponding to GSVD can produce errors that are comparable to both opt-error-
SVD and opt-error-GSVD. This is an important point because both opt-error-SVD
and opt-error-GSVD require n unknowns, whereas opt-Tik-GSVD only requires one.
Of course, the performance of opt-Tik-GSVD relies on a good choice of L; such con-
cerns will be addressed in later examples of the multi-parameter case.
Fig. 4.2. Box and whisker plots for the 2-norm of the reconstruction errors for the validation
set in Example 1. Horizontal lines in the box correspond to the median and 25th and 75th percentiles.
Whiskers correspond to extreme data points, and outliers are plotted individually.
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Filter factors for the four approaches are presented in Figure 4.3. In the top
plot, we observe that opt-Tik-SVD has difficulty in obtaining filter factors close to 1
(corresponding to large singular values). Since Tikhonov filter factors depend on one
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regularization parameter, there is an inherent limitation of standard-form Tikhonov
for problems with high noise levels. However, this is not true of Tikhonov filter factors
with GSVD, as evident in the bottom plot in Figure 4.3. Thus, one of the potential
benefits of using general-form Tikhonov is being able to obtain filter factors that can
overcome the limitations of standard-form Tikhonov for problems with high noise
level.
Fig. 4.3. Computed optimal filter factors for approaches compared in Example 1.
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For a subset of the validation signals, we provide absolute error images between
the computed and true solutions in Figure 4.4 in inverted colormap. White regions in
the image correspond to low absolute errors and darker regions correspond to larger
errors. These results are consistent with our observations from Figure 4.2.
Fig. 4.4. Absolute error images between the reconstructed signals and the true signals for a
subset of the validation signals in Example 1. Images are displayed in inverted colormap so that
white corresponds to zero error.
opt−Tik−SVD opt−error−SVD opt−Tik−GSVD opt−error−GSVD
We remark that the training set can be used to obtain uncertainty estimates for
the reconstructions. The average reconstruction errors with corresponding standard
deviations for both the training and validation sets are provided in Table 4.1. For
comparison purposes, we also include results for MSE-Tik-GSVD, which corresponds
to general-form Tikhonov, where the filter has the form (2.4), and regularization pa-
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Table 4.1
Average relative reconstruction error (RRE) and standard deviation (STD) for the training and
validation sets in Example 1.
Training Set Validation Set
average RRE STD average RRE STD
opt-Tik-SVD 5.912e-02 6.713e-03 5.929e-02 6.839e-03
opt-error-SVD 2.145e-02 5.931e-03 2.092e-02 5.182e-03
opt-Tik-GSVD 2.202e-02 5.986e-03 2.143e-02 5.277e-03
opt-error-GSVD 2.144e-02 5.927e-03 2.091e-02 5.180e-03
MSE-Tik-GSVD 2.142e-02 5.185e-03 2.091e-02 4.855e-03
rameter λ minimizes the mean squared error between the true signal and the recon-
struction, ‖xλ − xtrue‖
2
2. This approach requires the true solution from the validation
set and is not practical in applications. Since this parameter depends on the indi-
vidual problem, these results had to be computed separately for each training and
validation signal. From Table 4.1, we see that errors corresponding to the training set
provide fairly accurate estimates for the validation set. We observe that opt-error-
GSVD produces slightly better results than opt-error-SVD, implying that it is not
just the filter factors, but also the basis vectors that play a role in improving the
reconstructions.
Lastly, for this example, we investigate the reconstruction errors for the valida-
tion set as a function of the number of training signals used to obtain the optimal
filters. We compare opt-Tik-SVD, opt-error-SVD, and opt-Tik-GSVD, and provide
average reconstruction errors for the validation set in Figure 4.5. These plots are often
referred to as Pareto curves. We see that average relative reconstruction errors for
opt-Tik-SVD and opt-Tik-GSVD remain fairly stable as the number of training signals
increases. On the other hand, for small numbers of training signals, opt-error-SVD
is significantly biased towards the training data, but reconstruction errors plateau
with enough training signals. It is interesting to note that opt-error-SVD requires 298
training data to achieve the same relative reconstruction error that opt-Tik-GSVD
can obtain with only 1 training signal. Thus, opt-Tik-GSVD can be a good alterna-
tive to opt-error-SVD if a good L is known a priori and if there are very few signals
in the training set.
Example 2. In this example, we consider a 2D image deblurring example and
investigate optimal regularization parameters for Tikhonov regularization, for both
the one parameter and multiple parameter case, and we compare different choices of
error measures ρ.
For the training set, we used eight images of satellites with 10 rigid transforma-
tions of each, giving a total of 80 training images. The blur used was 2D symmetric
Gaussian blur with zero mean and variance 1. Reflexive boundary conditions were
assumed. Additive white Gaussian noise was included with a noise level that was
randomly selected from a range of .1 and .15. A set of 80 validation images was
generated in the same manner, but with eight different images of satellites. Sample
training images and validation images can be found in the top and bottom rows of
Figure 4.6 respectively.
We consider various choices for regularization matrix L, as well as the multi-
parameter Tikhonov case. We use the identity matrix L1 = I, matrices corresponding
to the finite difference approximation to the second derivative in each direction, de-
13
Fig. 4.5. Pareto curves that display the average relative reconstruction errors for the validation
set as a function of the number of training signals used to compute the optimal filters in Example 1.
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Fig. 4.6. Sample training and validation images used in Example 2 can be found in the top and
bottom rows respectively.
noted L2 and L3, and the discrete Laplacian matrix, L4. Stencils corresponding to
the latter three matrices are given by0 0 01 −2 1
0 0 0
 ,
0 1 00 −2 0
0 1 0
 , and
0 1 01 −4 1
0 1 0
 . (4.2)
Since all of these stencils are doubly symmetric and we assumed reflexive boundary
conditions, simultaneous diagonalizability (3.11) can be obtained whereQ∗ represents
the 2D DCT matrix.
Using the training data, we compute optimal regularization parameters corre-
sponding to each choice of L individually, which we refer to as opt-Tik-L1, opt-Tik-L2,
opt-Tik-L3, and opt-Tik-L4. In addition, optimal parameters were computed for the
multi-parameter Tikhonov problem using all four L matrices; we call this opt-Tik-
multi. Relative reconstruction errors, computed using the 2-norm, for the validation
data are presented in Figure 4.7 using box plots. In general, the Laplacian matrix
(L4) seems to be a good choice for the regularization matrix, providing smaller rel-
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ative errors than both standard-form Tikhonov and the one-dimensional derivatives.
Multi-parameter Tikhonov consistently provided good results.
Fig. 4.7. Box plots corresponding to the relative reconstruction errors for the validation set in
Example 2. Results correspond to the 2-norm.
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These results correspond to ρ(ξ) = ‖ξ‖
2
2, but similar results were observed for
other error functions. In particular, we considered ρ(ξ) = ‖ξ‖55 and ρ(ξ) = ‖ξ‖1. Since
optimization of the 1-norm can be difficult due to non-differentiability, we instead use
the Huber function [20],
ρ(ξ) =
{
|ξ| − β2 , if |ξ| ≥ β,
1
2β ξ
2, if |ξ| < β,
(4.3)
with smoothing parameter β = 10−4, which provides an approximation to the 1-norm.
Relative reconstruction errors were computed as ρ(ξλ − xtrue)/ρ(xtrue). The average
relative reconstruction error for the validation set and corresponding standard devia-
tions, can be found in Table 4.2 for the different approaches. In addition, we compare
to GCV-Tik-multi, which corresponds to multi-parameter Tikhonov, where the regu-
larization parameter vector λ minimizes the GCV function in (3.14). The parameter
vector is problem dependent and was computed separately for each validation image.
Table 4.2
Average relative reconstruction error and standard deviation, in parenthesis, for the validation
set in Example 2 for various error functions.
Huber 2-norm 5-norm
opt-Tik-L1 1.672e-01 (4.164e-02) 2.324e-02 (4.375e-03) 1.232e-04 (9.215e-05)
opt-Tik-L2 3.718e-01 (1.411e-01) 1.257e-01 (4.904e-02) 1.118e-02 (9.886e-03)
opt-Tik-L3 3.816e-01 (1.422e-01) 1.303e-01 (4.669e-02) 1.145e-02 (9.391e-03)
opt-Tik-L4 9.368e-02 (4.586e-02) 9.766e-03 (5.457e-03) 3.383e-05 (3.436e-05)
opt-Tik-multi 9.393e-02 (4.806e-02) 9.829e-03 (5.993e-03) 3.469e-05 (3.817e-05)
GCV-Tik-multi 9.411e-02 (4.739e-02) 8.870e-03 (5.172e-03) 5.076e-05 (4.711e-05)
We observe that in all error measures, the Laplacian matrix outperforms all of the
tested L matrices, even in this case, the multi-parameter Tikhonov case. Note that in
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the 2-norm, GCV-Tik-multi performs very well, even better than opt-Tik-multi. This
is expected since opt-Tik-multi computes the optimal regularization parameters on
average, while GCV-Tik-multi computes regularization parameters that are specific
to each problem. However, for the other error measures, this is not the case and
opt-Tik-multi results in smaller average reconstruction errors than GCV-Tik-multi.
The specific choice of ρ is reflected in the quality of the reconstructed images.
For one validation image, we present in Figure 4.8 absolute error images (i.e., ab-
solute value of the reconstruction minus the true image) in inverted colormap for
opt-Tik-L1 (standard Tikhonov) and opt-Tik-multi. Similar to the above conclu-
sions, we see that opt-Tik-multi provides reconstructions with smaller absolute errors
than standard Tikhonov. Comparing the different error functions, we observe that
reconstructions with the Huber function have small errors in flat or constant regions
of the image and large errors near edges. Furthermore, the 5-norm reconstruction has
overall smaller reconstruction errors, but the errors are more distributed in the image.
This is consistent with observations made in [6]. The error images on the far right
correspond to GCV for both standard Tikhonov and multi-parameter Tikhonov.
Fig. 4.8. Absolute error images, in inverted colormap so that white corresponds to small errors,
for one of the validation images in Example 2. Images on the left correspond to optimal parameters
that were computed using training data. The two images on the right correspond to GCV-selected
parameters for both standard Tikhonov and multi-parameter Tikhonov.
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Example 3. In this example we consider a multi-parameter Tikhonov problem
where operator approximations are used to estimate regularization parameters. As
mentioned in Section 3.2, for problems where simultaneous diagonalizability does not
exist or is not easily obtainable, for example for spatially variant blurs [24] or problems
where L represents dictionaries or gradient masks [22], a bilevel optimization approach
could be used to compute optimal regularization parameters, but such an approach
may be costly. We follow the approach described in [7] where operator approximations
are used to estimate regularization parameters, and then the original problem is solved
using these parameters.
For this example, we use the 2D image deblurring problem described in Example
2, whereA, L1, L2, L3 and L4 are jointly diagonalizable by the 2D DCT due to the as-
sumption of reflexive boundary conditions. However, we assume for the moment that
such a factorization is not available, and we use the assumption of periodic boundary
conditions to obtain approximate matrices Aˆ, Lˆ1, Lˆ2, Lˆ3 and Lˆ4, which are jointly
diagonalizable by the 2D DFT. Using the training data, we compute the optimal reg-
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Fig. 4.9. Box plots of relative reconstruction errors for opt-Tik-multi, Tik-multi-λˆ, and Tik-
multi-λˆGCV.
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ularization parameters corresponding to the approximate problem, denoted as λˆ, by
using the Gauss-Newton approach described in Section 3.2. For comparison purposes,
we also use the training data to compute the optimal regularization parameters for
the original problem.
Regularization parameters were then used to reconstruct the blurred images in
the validation set. Results using optimal regularization parameters corresponding to
the original problem are provided as opt-Tik-multi (this corresponds to Figure 4.7),
while Tik-multi-λˆ corresponds to reconstructions from solving the original problem
with regularization parameters λˆ. For each validation image, we also use the multi-
parameter GCV function on the approximate problem to estimate parameters λˆGCV
that were then used to solve the original problem. This approach is denoted Tik-
multi-λˆGCV. We compute the relative 2-norms of the errors for the reconstructions
of the validation data and display their distributions using boxplots in Figure 4.9.
From these comparisons, we see optimal parameters computed for the approxi-
mate problem can lead to relative reconstruction errors that are comparable to errors
obtained using optimal parameters for the original problem. An interesting phe-
nomenon is that the relative reconstruction errors for Tik-multi-λˆGCV have a slightly
smaller interquartile range and smaller outliers. This is because GCV parameters
are computed individually for each image in the validation set thereby tailoring the
parameters to the individual characteristics of each image in the validation set. On
the other hand, the multi-parameter approach takes a holistic approach and finds the
best set of regularization parameters that minimizes errors for the entire set.
We investigate this further by considering the values of the computed regulariza-
tion parameters λˆ and λˆGCV. In Figure 4.10, we provide histograms of each of the
GCV-computed parameters over all validation images, with the corresponding mean
value µ. In addition, we provide the computed parameters λˆ as solid vertical lines.
As seen in the histogram, Tik-multi-λˆ overweights the significance of L1 and L4 and
underweights that of L2 and L3. This can be explained by the fact that L1 and L4
take into account information in both vertical and horizontal directions, while L2 and
L3 only look in one direction, which may be beneficial for only a few images. It is
worthwhile to mention the computational trade-off between the two approaches. In
general, using GCV on each individual image can produce superior results, but can
be costly for problems where very large sets of images must be reconstructed in real
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Fig. 4.10. Histograms of GCV-computed regularization parameters λˆGCV over all validation
images. Solid vertical lines corresponds to computed parameters λˆ that were obtained using approx-
imate operators and training data.
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time. For these problems, finding one set of parameters that will work for a variety
of images (e.g., opt-Tik-multi or multi-Tik-λˆ) will have a significant cost advantage
and will produce results that are nearly as accurate as those obtained by individual
GCV results.
In these examples, satellite images (although different ones) were used for both
training and validation. A natural question would be to investigate how different the
images can be from the training set and still produce good reconstructions. That is,
holding everything else constant, can the regularization parameters that were com-
puted for a set of satellite images be used to reconstruct other types of images?
Our empirical results suggest that this is possible. We selected four images from
Matlab’s imdemos image library. These images were blurred and noise was added.
Then reconstructed images were computed using multi-parameter Tikhonov regular-
ization, using the optimal parameters computed for the training set. Relative recon-
struction errors are provided in Table 4.3, and image reconstructions are provided in
Figure 4.11. To provide a quantitative measure of the similarity between the four
images and the set of training images, we report in Table 4.3 the average of the 2-
norm of the differences and the average of the Mean Structural Similarity (MSSIM)
indices between the each of the four images and the set of training images. MSSIM
values that are closer to 1 indicate more structural similarity between images [27].
The reconstruction quality is encouraging, with average reconstruction errors for the
“outsider” images being larger than the median reconstruction error for the valida-
tion set by a factor of approximately 2 (we compare to the median of the errors for
Tik-multi-λˆGCV in Figure 4.9, but the other two choices would yield similar results).
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Table 4.3 also suggests that, while there is no strict relationship between similarity
and image quality, a positive correlation between the two can be expected in general.
Table 4.3
Comparison of average difference, average SSIM values, and relative reconstruction errors for
non-satellite images. Smaller average difference values and average SSIM values closer to 1 imply
closer similarity between the image and the set of training images.
Ave. Difference Ave. SSIM Difference Rel. Reconstruction Errors
Cell Image 71.6595 2.348e-01 1.13e-02
Fabric Image 83.6700 0.482e-01 2.50e-02
Aerial Map 90.3935 0.432e-01 1.75e-02
Camera Man 114.4114 1.379e-01 1.55e-02
5. Conclusions. In this paper, we described a learning approach to compute op-
timal regularization parameters for general-form and multi-parameter Tikhonov regu-
larization. We formulated the problem as an empirical Bayes risk minimization prob-
lem and developed numerical algorithms for computing the optimal or near-optimal
regularization parameters. Various error measures were considered. Numerical re-
sults illustrate that GSVD filtered solutions give better performance than optimal
SVD filtered solution, with less training data. In addition, optimal parameters for
multi-parameter Tikhonov can provide results comparable to GCV, with less compu-
tational cost for a large set of images, and these parameters can be used to reconstruct
different types of images.
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