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Introduction
Singularities are the most interesting and important points on curves and surfaces. These critical points contain a great deal of information about the geometry and topology of the curve, so detecting and analyzing singularities is very useful in geometric modeling and computer graphics.
Over the years, a great deal of research has been devoted to the study of the singularities of rational planar curves (see, for example, Chen and Sederberg (2002) , Coolidge (1931) , Fulton (1989) , Hilton (1920) , Perez-Diaz (2007) , Walker (1950) , Jia and Goldman (2009) ). However there is much less work on the detection and analysis of singularities for non-planar curves. Most techniques are based either on Groebner basis computations (Park (2002) ) or on generalized resultants (Rubin, Serradilla and V elez (2009) ).
Since μ-bases were first introduced into geometric modeling by Cox, Sederberg and Chen (1998) , many applications of μ-bases have been investigated. Recently, Wang, Jia and Goldman (2009) applied μ-bases to compute the singularities of three dimensional space curves of low degree. Shi and Chen (2010) computed the singularities of rational space curves from the Smith form of two random combinations of μ-basis functions. Busé and Luu Ba (2010) constructed a non-square Sylvester style matrix derived from a μ-basis, for which the corresponding Smith form provides the parameter values and the multiplicities of all the singularities.
Here, using μ-bases we shall reduce the problem of computing the singularities on a rational space curve to the problem of computing the intersection points of three related planar algebraic curves of different bidegrees. Resultants for bivariate polynomials can be used to compute the intersection of three planar algebraic curves. But most papers on multivariate resultants, such as (Chionh, Goldman and Zhang (1998) ; Dickenstein and Emiris (2003) ; Emiris and Pan (2002) ; Sturmfels and Zelevinsky (1994) ), deal either with total degree polynomials or with polynomials of the same multidegree, while our algebraic curves are represented by three polynomials with different bidegrees. Therefore to analyze the intersections of these three planar curves, we construct a new sparse resultant matrix for these three bivariate polynomials. Let R denote this resultant matrix and let ν Q denote the multiplicity of the singular point Q. We show that size(R)−rank(R) = ν Q (ν Q −1), where the sum is taken over all the singularities including the infinitely near singularities of the space curve. We also show how to find the singularities of the rational space curve by applying Gaussian elimination to this sparse resultant matrix. Our square Sylvester style resultant matrix R is intimately related to the non-square Sylvester style matrix of Buse and Luu Ba, but the entries of our square matrix are constants, whereas the entries of their non-square matrix are univariate polynomials; for further details and comparisons, see the Remark in Section 5.
Compared with previous work by Shi and Chen (2010) and Busé and Luu Ba (2010) , the main contributions of this paper are the following. First, since our work is based only on a sparse numerical matrix, our computations are simpler than previous methods. Second, since the expression ν Q (ν Q − 1) for the total multiplicity of all the singular points of a rational space curve depends only on the size and rank of the resultant matrix, when there are only a small number of singularities, we can compute the number of singularities and their multiplicities without knowing the locations of the singularities.
We begin in Section 2 by introducing the notion of singularities for rational space curves and the blow up method which can be used to find all the infinitely near singular points. In Section 3, we review the properties of μ-bases for rational space curves and we show how to use μ-bases to construct three planar algebraic curves whose intersection points correspond to the singularities of the corresponding rational space curve. To find these intersection points, we construct in Section 4 a resultant matrix for three polynomials of bidegrees (ς 1 , τ), (ς 2 , τ), (ς 3 , τ) . By applying Gaussian elimination to this resultant matrix, we show in Section 5 how to generate a single univariate polynomial whose roots are exactly the parameter values of the singularities with the correct multiplicity whenever Q ν Q ≤ 2n − 3. Otherwise when Q ν Q > 2n − 3, we apply Gaussian elimination to the resultant matrix to construct two bivariate polynomials whose common roots correspond to the singularities. We also show that if R is this resultant matrix, then size(R) − rank(R) = ν Q (ν Q − 1). In Section 6 we provide an algorithm based on the results in Section 5 for finding all the singularities including all the infinitely near singularities of a rational space curve. We then present some examples to illustrate our methods and to confirm our results from Section 5. We close in Section 7 with a short summary of our work along with a brief discussion of the strengths and weaknesses of our method.We also include an Appendix by Brendan Hassett which uses sheaf cohomology to prove that size(R) − rank(R) = ν Q (ν Q − 1).
Singularities, infinitely near points and blow ups
We shall now briefly review some basic concepts related to singularities and μ-bases. Much of this material is taken verbatim from a previous paper by one of the authors' (Shi and Chen (2010) ). We repeat this material here for the sake of completeness. Let R[s, u] be the set of homogeneous polynomials in the homogeneous parameter s : u with real coefficients. A degree n rational space curve C is usually represented by a parametrization given in homogeneous form
where a (s, u), b(s, u), c(s, u), d(s, u) are degree n homogeneous polynomials in R [s, u] . Throughout this paper we will assume that the four polynomials a (s, u), b(s, u), c(s, u), d(s, u) are relatively prime and linearly independent. Furthermore, we shall assume that the parametrization of the rational space curve P(s, u) is generically one-to-one.
In computer aided geometric design, people care mostly about real curves. Here we consider the parametrization P(s, u) as a complex curve with real coefficients. The following analysis works over the complex field.
Singularities
Intuitively, a singular point is a point on a curve (surface) where the tangent line (plane) is not uniquely determined. More formally, we have the following definition: Definition 1. Let Q be a point on a rational space curve C, and let Π be a plane containing Q. Then the point Q is called a singular point of order k ≥ 2, if the intersection multiplicity of C with Π at Q is k ≥ 2 for every generic choice of Π. A point on the curve is nonsingular if and only if k = 1. A point is not on the curve if and only if k = 0. Definition 2. Let Q be a singular point of order k ≥ 2 on a space curve C given by a rational parametrization P(s, u) as in (1). Let Π := a 0 x+b 0 y +c 0 z +d 0 w = 0 be a generic plane containing Q. Define Φ(s, u) s, u) . Then Φ(s, u) contains a factor h (s, u) which is independent of the choice of Π. The polynomial h(s, u) has degree k, and the roots of h (s, u) are the parameters (with proper multiplicity) corresponding to the point Q. We call h(s, u) the inversion formula for the point Q.
Infinitely near singularities and blow ups
Consider a rational space curve C, given by the parametrization P(s, u). If a singular point Q is non-ordinary, there will be additional singularities Q * arising from the singular point Q when the parametrization P(s, u) undergoes a small perturbation. We call the singularities Q * infinitely near points arising from the point Q. Without loss of generality, we can move Q to the origin (0, 0, 0, 1). Then the parametrization P(s, u) becomes
where gcd (a, b, c) and h(s, u) is the inversion formula for the point Q.
We can also ensure that gcd(a, h) = 1 by a coordinate transformation. Given a rational space curve with a parametrization in the form of (2), infinitely near singularities to the singular point Q = (0, 0, 0, 1) can be found by blowing up the parametrization at Q. Let P 1 (s, u) be the homogeneous form of the curve given by the parametrization
* is an infinitely near singularity in the first neighborhood of Q if Q * is a singularity on the blow up curve given by the parametrization P 1 (s, u) and Q * is related to Q, i.e., all the parameters corresponding to Q * form a subset of all the parameters corresponding to Q. If we continue to blow up the space curve given by the parametrization P 1 (s, u) to get P 2 (s, u), the points on the curve given by the parametrization P 2 (s, u) related to the point Q are said to be in the second neighborhood of Q, and so on. Thus we have the following definition: Definition 3. We say that there is an infinitely near singular point of multiplicity r arising from the i-th neighborhood of the point Q, if there is a singularity Q * of multiplicity r on the i-th level blow up space curve which is given by the parametrization P i (s, u) , whose parameters correspond to the parameters of the point Q.
μ-bases of rational space curves
A moving plane L(s, u; x, y, z, w) 
That is, for every homogeneous parameter s 0 : u 0 , the plane
Let M p be the set of all the moving planes following the parametrization P(s, u). Then M p is a free syzygy module of rank three (Cox, Sederberg and Chen (1998) 
Every rational space curve has a μ-basis. Moreover, there is a fast algorithm for computing a μ-basis based on Gaussian elimination (Song and Goldman (2009) ). Every μ-basis has the following properties.
Proposition 5. (Cox, Sederberg and Chen (1998) (s, u) .
, and if necessary reorder p, q, r so that μ 1 ≤ μ 2 ≤ μ 3 . The μ-basis elements p, q, r for a rational space curve are not unique, but the degrees μ 1 , μ 2 , μ 3 of the μ-basis elements are unique (Cox, Sederberg and Chen (1998) ). We call (μ 1 , μ 2 , μ 3 ) the type of the curve given by the parametrization P(s, u). Lemma 6. (Wang, Jia and Goldman (2009) ) Let p(s, u), q(s, u), r(s, u) be a μ-basis for the rational space curve given by the parametrization P(s, u). Then the inversion formula for a point Q on the curve is given by the polynomial
Let p(s, u), q(s, u), r(s, u) be a μ-basis for the rational space curve given by the parametrization P(s, u). The following three bihomogeneous polynomials play a prominent role in our analysis of the singularities of the curve given by the parametrization G(s, u; t, v H(s, u; t, v G(s, u; t, v) = 0, and H(s, u; t, v) = 0 if and only if the two parameter pairs (s 0 , u 0 ) and (t 0 , v 0 ) correspond to the same singularity on the curve given by the parametrization P(s, u). G(s, u; t, v) = 0 and H(s, u; t, v 
which is equivalent to
But by Lemma 6, Equation (7) holds if and only if the parameter values (s 0 , u 0 ) and (t 0 , v 0 ) are both parameters for the point Q relative to the parametrization P(s, u). 2
Suppose that the curve given by the parametrization P(s, u) is of degree n, and that the μ-basis elements p(s, u), q(s, u), r(s, u) are of degrees μ 1 , μ 2 , μ 3 , where μ 1 + μ 2 + μ 3 = n. Then the three polynomials F (s, u; t, v) = 0, G(s, u; t, v) = 0 and H(s, u; t, v) 
. Therefore, by Theorem 7, to determine whether the curve given by the parametrization P(s, u) has any singularities, we need to determine whether these three bivariate polynomials of bidegrees (μ 1 −1, n−1), (μ 2 − 1, n − 1), (μ 3 − 1, n − 1) have any common roots. This observation leads us to the study of resultants for three bivariate polynomials of bidegrees (ς 1 , τ), (ς 2 , τ), (ς 3 , τ).
A resultant for three polynomials of bidegrees (ς
Consider the general case of three bihomogeneous polynomials,
where
There is a unique irreducible polynomial Res (f, g, h) in the coefficients of f, g, h such that f (s, u; t, v), g(s, u; t, v), h(s, u; t, v) have a common root in
We shall construct a simple Sylvester style matrix R, and then prove that det(R) is indeed the resultant of f, g, h. We proceed in the following fashion:
(1) multiply f (s, t) by the monomials s
.., τ . This approach generates 2ςτ polynomials, where ς = ς 1 +ς 2 +ς 3 . If we put the coefficients of these polynomials into a matrix, we get a square matrix R of size 2ςτ
Notice that if ς 1 = ς 2 = ς 3 = ς o , R is just the standard Dixon-Sylvester resultant matrix of order 6ς o n (Dixon (1908) ).
Theorem 8.

det(R) = Res(f, g, h).
Proof. It is enough to show that det(R) has the following three properties:
ii det(R) has the same degrees in the coefficients of f, g, h as Res (f, g, h) . iii det(R) is not identically zero. We now prove these three properties. s, u; t, v), g(s, u; t, v), h(s, u; t, v) 
ii. det(R) has the same degree in the coefficients of f, g, h as Res (f, g, h) .
) denote the degree of Res (f, g, h) in the coefficients of f, g, h. Then by construction:
Moreover by (Cox, Little and O'Shea (1998) 
where NP denotes a Newton Polygon and MV denotes the mixed volume. But by (Goldman (2003))
Therefore det(R) has the same degree in the coefficients of f, g, h as Res (f, g, h) . (f, g, h) . It remains only to show that c = 0 or equivalently that det(R) is not identically zero.
iii. det(R) is not identically zero. We will provide a canonical example for which det(R) is not identically zero for any
Clearly these three polynomials have no common root in CP 1 × CP 1 . We will now prove that for these three polynomials det(R) = 0. Observe that ⎛
. . .
Thus after some elementary column operations, we get Res(f, g, h) up to a nonzero constant multiple. 2
Singularities and resultants
It is easy to find the singularities of a space curve of type(1, 1, n − 2) --see (Wang, Jia and Goldman (2009) ). Therefore in this section we shall consider only those space curves that satisfy μ 1 + μ 2 ≥ 3. Let P(s, u) be a parametrization of a degree n rational space curve with a μ-basis
Recall that by Theorem 7, the space curve given by the parametrization P(s, u) has a singularity if and only if the three polynomials
By Equation (8), we can construct the resultant matrix R of F, G, H in the following fashion: let ς 1 = μ 1 − 1, ς 2 = μ 2 − 1, ς 3 = μ 3 − 1, and τ = n − 1.
( 1) This approach generates 2ςτ polynomials, where ς = ς 1 +ς 2 +ς 3 . If we put the coefficients of these polynomials into a matrix, we get a square matrix R.
Since ς = ς 1 + ς 2 + ς 3 = μ 1 + μ 2 + μ 3 − 3 and μ 1 + μ 2 + μ 3 = deg(P) = n, R is a resultant matrix for the polynomials F, G, H of size 2(n − 3)(n − 1) × 2(n − 3)(n − 1).
Theorem 9. The space curve given by the parametrization P(s, u) is singular if and only if det(R) = 0.
Proof. This result is an immediate consequence of Theorem 7 and Theorem 8. 2
Remark:
The matrix R can be generated in two steps. First, define a matrix RM 1 whose entries depand on t:
Since the entries are polynomials with degree n − 1 in t, construct
Here for a column matrix
Thus RM 2 is of size 2(n − 3)(n − 1) × (n − 3) with entries of degree 2n − 3 in t. Now eliminate the parameter t from the matrix RM 2 by expanding each entry
The column size is multiplied by 2n − 2, so we get a numerical square matrix which is the matrix R we just constructed. Busé and Luu Ba (2010) uses a submatrix of RM 1 to analyze the singularities of the curve parametrized by P(s, u) whereas we focus on the matrix R.
Intersection multiplicity for planar algebraic curves
In this section we briefly review the formal notion of intersection multiplicity for two and three planar algebraic curves.
Consider the polynomial ring C [s, t] . Fix a point S * = (s * , t * ). A basic local invariant of the point S * is its local ring
C[s, t] S * is a subring of the field C(s, t). This construction can be applied to an arbitrary commutative function ring A: A localized at S * is A S * = {f/g |f, g ∈ A, g(S * ) = 0}, see (Shafarevich (1994) 
-that is, the dimension of the quotient localized at S * , where
The total intersection multiplicity is
where the sum is taken all the common roots of f (s, t), g (s, t) .
Definition 11. Similarly, let F (s, t), G(s, t), H(s, t) be three bivariate polynomials with no common factors, and let S
* = (s * , t * ) be a common root of F (s, t
), G(s, t), H(s, t). Denote by F (s, t), G(s, t), H(s, t) the ideal of C[s, t] generated by F (s, t), G(s, t), H(s, t).
Then the intersection multiplicity of F (s, t), G(s, t), H(s, t) at S
Once again the total intersection multiplicity is
where the sum is taken over all the common roots of F (s
, t), G(s, t), H(s, t).
By assumption the three polynomials F, G, H have no common factors, but any two of these polynomials may have common factors.
Later we shall need the following result. 
Proof. Let R = C[s, t]/ g . Multiplication by h is an R-linear map:
with image h . We claim that m h is injective. Indeed,
Since by assumption g has no factor dividing h, we have
Intersection multiplicity for the singularities of rational space curves
Let Q be a singular point on the rational space curve represented by the parametrization P(s, u), and let (s i , u i ), i = 1, ..., k be all the distinct homogeneous parameters corresponding to the point Q. Based on Theorem 7, we can define the intersection multiplicity of F (s, u; t, v) = 0, G (s, u; t, v) = 0 and H(s, u; t, v) = 0 contributed by the singularity Q as
Theorem 13. The intersection multiplicity of F, G, H gives the proper multiplicity for each singularity Q on the curve represented by the parametrization P(s, u):
where ν Q * denotes the multiplicity of an infinitely near point Q * of the singular point Q, and the sum is taken over all the infinitely near singularities of Q including Q itself.
In order to prove Theorem 13, we first need some lemmas. Letp,q,r be three syzygies that are linearly independent for any parameter (s, u) corresponding to the singularity Q. Construct three polynomialsF ,G,H in the same way as F, G, H. Then for each singularity Q on the space curve given by the parametrization P(s, u), we have:
Proof. Sincep,q,r are syzygies for the curve given by the parametrization P(s, u), there must be polynomials
Sincep,q,r are linearly independent for any parameter (s, u) corresponding to the singularity Q,
for all parameters (s, u) corresponding to the point Q. Therefore sincẽ s, u; t, v) , s, u; t, v) ,
we conclude that
Therefore, to prove Theorem 13, we can examine another three obvious syzygies for the curve given by the parametrization P(s, u). Without loss of generality, we shall assume that the singularity Q = (0, 0, 0, 1). Then the curve has the following parametrization:
P(s, u) = (a(s, u)h(s, u), b(s, u)h(s, u), c(s, u)h(s, u), d(s, u)), where gcd(a, b, c) = 1, gcd(h, d) = 1, gcd(a, h) = 1, and h(s, u)
is the inversion formula for the singular point Q. Now we have the following three syzygies that are linearly independent for any parameter (s, u) corresponding to Q:
We construct three polynomials from the syzygies L, M, N:
(s, u)c(t, v) − c(s, u)a(t, v) sv − tu h(t, v) :=L(s, u; t, v)h(t, v), M (s, u; t, v) = M(s, u) · P(t, v) sv − tu = a(s, u)b(t, v) − b(s, u)a(t, v) sv − tu h(t, v) :=M (s, u; t, v)h(t, v), N (s, u; t, v) = N(s, u) · P(t, v) sv − tu = a(s, u)h(s, u)d(t, v) − a(t, v)h(t, v)d(s, u) sv − tu .
Lemma 15. Suppose that Q = (0, 0, 0, 1) is an order m singularity. Then
be all the distinct parameters corresponding to the point Q and let S ij = (s i , u i ; s j , u j ). If m i is the multiplicity of (s i , u i ) as a root of h(s, u), then
(s, u)d(t, v) − a(t, v)d(s, u) sv − tu h(t, v) + a(s, u)d(t, v) h(s, u)
− h(t, v) sv − tu ) = I Sij (h(t, v), a(s, u)d(t, v) h(s, u) − h(t, v) sv − tu ) = I Sij (h(t, v), h(s, u) − h(t, v) sv − tu ) = ⎧ ⎨ ⎩ m i (m i − 1), i = j m i m j , i = j Therefore I Q (h, N ) = i,j I Sij (h, N ) = k i=1 m i (m i − 1) + i =j m i m j = k i,j=1 m i m j − k i=1 m i = m 2 − m = m(m − 1).
Theorem 16. Let ν Q * denote the multiplicity of an infinitely near point
where the sum is taken over all the infinitely near singularities of Q including Q itself.
Proof. Without loss of generality, we can assume that Q = (0, 0, 0, 1). Set
where gcd(a, b, c) = 1, gcd(h, d) = 1. We can also make a coordinate transformation so that gcd(a, h) = 1.
We assume that the curve given by the parametrization P 0 (s, u) has no infinitely near singularities after k blow ups, and we prove the theorem by induction on k. Blowing up the curve given by the parametrization P 0 (s, u) at the singularity Q = (0, 0, 0, 1), we get
Assume that Q * is a singular point related to Q. To blow up the curve given by the parametrization P 1 (s, u) at the singularity Q * , we translate the coordinates so that the point Q * is moved to (0, 0, 0, 1). Then we have the following parametrization
where gcd(a 1 , b 1 , c 1 ) = 1, gcd(h 1 , d 1 ) = 1, and the roots of h 1 are the parameters of the point Q * with the correct multiplicity.
There are three obvious syzygies for the parametrization P 1 (s, u):
We construct three polynomials from S 1 (s, u), T 1 (s, u) and U 1 (s, u):
There are also three obvious syzygies for parametrization P 1 (s, u):
Define: s, u) , N 1 (s, u) are both independent collections of syzygies (for the parameters corresponding to the point Q = (0, 0, 0, 1)). By Lemma 14, for each infinitely near point Q * in the first neighborhood of the point Q,
where the second equality follows from Proposition 12. Let
A parameter pair (s, u; t, v) corresponds to an infinitely near singularity in the first neighborhood of Q if and only ifL 0 (s, u; , t, v s, u; , t, v),M 0 (s, u; t, v) , N 0 (s, u; t, v) = 0 provides all the parameters of infinitely near singular points in the first neighborhood of Q whereas the intersection of h 0 (t, v) and N 0 (s, u; t, v) = 0 provides all the parameters corresponding to the singularity Q. Comparing the expressions forL 0 ,M 0 , N 0 and S 1 , T 1 , U 1 and using the fact that gcd (a(s, u), h(s, u) gcd(d(s, u), h(s, u) ) = 1, we find that
where the sum is taken over all the infinitely near singularities Q * in the first neighborhood of Q. From Equation 12 and Lemma 15, we find that
For each infinitely near singularity Q * in the first neighborhood of Q, continue to examine I Q * (L 1 ,M 1 , N 1 ) by blowing up the curve P 1 (s, u) at the point Q * . After k blow ups we will conclude that
where the sum is taken over all the infinitely near singularities in all the neighborhoods of the point Q (not including Q itself). Finally,
where the sum is taken over all the infinitely near singularities in all the neighborhoods of the point Q including Q itself. 2
Theorem 13 follows directly from Theorem 16 because
Also we get I(F, G, H)
where the sum is taken over all the singular points including all the infinitely near singularities. The expression Q ν Q (ν Q − 1) describes the total multiplicity of all the singularities, which is an important geometric invariant. Using μ-bases, we can bound this expression for space curves of degree n.
Theorem 17.
I(F, G, H)
Proof. We can assume that μ 1 ≥ 1, since by assumption the curve given by the parametrization P(s, u) is a non-planar curve. By construction, F has bidegree (μ 1 − 1, n − 1), G has bidegree (μ 2 − 1, n − 1) and H has bidegree (μ 3 − 1, n − 1). If gcd(F, G) = 1, by Bezout's Theorem, I(F, G, H) ≤ I(F, G) = (μ 1 + μ 2 − 2)(n − 1). On the other hand, if F, G have a common component h (s, u; t, v) 
I(F, G, H) = I(F , G , H) + I(h, H) ≤ I(F , G ) + I(h, H),
where F has bidegree (μ k 2 ) , and H has bidegree (μ 3 − 1, n − 1). Moreover, F , G have no common components and h, H have no common components, so
If a degree n rational space curve has type (μ 1 = 1, μ 2 = μ 3 ) and has just two singularities of order μ 3 without infinitely near singular points, then Q ν Q (ν Q − 1) = (n−1)(μ 1 +μ 3 −2). So (n−1)(μ 1 +μ 3 −2) is a tight upper bound for the total multiplicity of all the singularities.
Applications of the resultant matrix
The determinant of the resultant matrix R of F, G, H is equal to zero if and only if the polynomials F, G, H have a common root. So we expect all the solutions (counting multiplicity) of R · X = 0 to be from roots of the polynomials F, G, H. Indeed, every common root (σ, ς) of the polynomials F, G, H corresponds to an element of the kernel of R because by Equation (9)
Therefore by Theorem 13 we should expect a close connection between
size(kernel(R)) = size(R) − rank(R) and I(F, G, H)
In fact, this connection is even tighter than one might initially expect.
Theorem 18. Let R be the resultant matrix of F, G, H defined by (9). Then
where the sum is taken over all the singularities including infinitely near singular points.
Proof. The proof is a bit complicated, so we defer this proof to the Appendix. 2
Next we show how to compute the singularities of a space curve from the resultant matrix R. First we assume that there is no singularity at (s = 1, u = 0) (If there is, by a coordinate transformation the singularity can be moved to another point). Hence by assumption F, G, H have no common root at (s = 1, u = 0; t = * , v = * ) or (s = * , u = * ; t = 1, v = 0). The numerical matrix R is of size 2(n − 1)(n − 3). Let Gauss(R) denote the matrix generated by applying Gaussian elimination to R, and set
where Gauss(R) [i] is the i-th row of the matrix Gauss(R).
Proof. This result follows because each polynomial
By Proposition 19, to compute all the singularities of a rational space curve, we can first find all the common roots of the two bivariate polynomials given by the last two nonzero rows of Gauss(R), and then use Lemma 6 to check whether the candidate roots actually correspond to singularities on the space curve. Since these two polynomials have the lowest degree of all the nonzero polynomials in the matrix Gauss(R), this algorithm is quite efficient. Our examination of many examples, however, reveals a much more efficient variation of this algorithm.
Let r denote the rank of the resultant matrix R. The r-th row of the matrix Gauss(R) is its last nonzero row. For the order s > t, Gauss(R) r (s, t) has the smallest degree among the polynomials Gauss(R) i (s, t), i = 1, ..., r, since (s n−4 t 2n−3 , s n−4 t 2n−4 , · · · , t, 1) T are all the monomials with bidegree less than (n − 4, 2n − 3) sorted lexicographically with s > t. Thus the last 2n − 2 terms contain only a single variable: t 2n−3 , t 2n−4 , ..., t, 1. Therefore one might hope that if Q ν Q ≤ 2n − 3, then the polynomial Gauss(R) r (s, t) is a univariate polynomial in t whose roots are exactly the parameters corresponding to the singularities of the rational space curve. This statement holds for all the examples we have tried so far. Moreover, when Q ν Q > 2n − 3, we find that the roots of the polynomial Res s (Gauss(R) r (s, t), Gauss(R) r−1 (s, t)) are once again exactly the parameters corresponding to the singularities of the rational space curve. Thus we are lead to the following conjecture. 
Conjecture 20. • The polynomial Gauss(R) r (s, t) is a univariate polynomial in t if and only if
Q ν Q ≤ 2n − 3
Algorithm and Examples
Next we present an algorithm for finding the singularities of a rational space curve, based on the theorems and conjecture in Section 5.
Algorithm f or F inding the Singularities of a Rational Space Curve
Input: A rational space curve given by a proper parametrization a(s, u), b(s, u), c(s, u), d(s, u) ).
(1) Compute a μ-basis p(s, u), q(s, u), r(s, u) for P(s, u).
(2) Compute the three auxiliary polynomials: G(s, u; t, v H(s, u; t, v Otherwise let r = rank(R), and
• If Gauss(R) r is a univariate polynomial in t,
, and s = t 1 , ..., t i ; u = 1 correspond to the singularities of the curve.
• Otherwise let
Compute the resultant R(t) of Gauss(R) r , Gauss(R) r−1 with respect to s. Then (R) , there are infinitely near singularities. Blow up the curve at each singularity to get the infinitely near singular points. Also test whether the point Q * = P(s = 1, u = 0) corresponds to a singularity by computing the inversion formula gcd(p · Q * , q · Q * , r · Q * ). Otherwise there are no infinitely near singular points. Output: A list of singularities with their order, their infinitely near singularities (singularity tree) and the parameter values corresponding to each singularity.
Example 1: (A curve with two double points)
Consider a rational space curve with parametrization
This curve has type (1, 2, 2) with a μ-basis
For the resultant matrix R (F, G, H) , size = 16, rank = 12. After Gaussian elimination, the last nonzero row represents the polynomial: t 2 (t − 1) 2 , so s = 0 and s = 1 correspond to singularities. There are two double points Q 1 = P(s = 0, 1) = (0, 0, 0, 1) and Q 2 = P(s = 1, 1) = (1, 0, 0, 0). Since
there are no infinitely near singular points for either of the double points Q 1 or Q 2 .
Example 1b: (A curve with a singularity at P (s = 1, u = 0)) Consider a rational space curve with parametrization
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The purpose of this Appendix is to prove Theorem 18, using techniques from sheaf cohomology. Our inspiration is the formulation of the resultant from Gelfand et al. (2008) , in the language of homological algebra. However, the argument here is self-contained and does not rely on theorems from Gelfand et al. (2008) . Nevertheless, we do freely use results on schemes and sheaf cohomology from Hartshorne (1977) ; for the most part, we follow Hartshorne's notation. We work over the complex numbers C, although most of what we do readily extends to arbitrary fields.
To fix our notation, let S = C [s, u; t, v] denote the polynomial ring interpreted as a bigraded ring, i.e.,
where S (a,b) consists of forms homogeneous in (s, u) of degree a and homogeneous in (t, v) of degree b, and has dimension (a + 1)(b + 1). By convention, S (a,b) = 0 if a < 0 or b < 0. For each (d, e) ∈ Z 2 , we have the twisted graded S-module 
Combining this result with Theorem 13 yields Theorem 18.
To prove Theorem 21, we interpret Z = {F 1 = F 2 = F 3 = 0} ⊂ P 1 × P 1 as a closed subscheme with sheaf of regular functions O Z . Note that Z is zero-dimensional because F 1 , F 2 , and F 3 have no common factors. The scheme structure encodes algebraic data beyond the points where F 1 , F 2 , and F 3 all vanish, including the relevant multiplicity data. In particular, the definition of I(F 1 , F 2 , F 3 ) is expressed as the sum of the intersection multiplicities over the common zeros of F 1 , F 2 , and F 3 , i.e.,
Here O Z,p is the localization of O Z at the maximal ideal corresponding to p.
In the following proposition, we recast the total multiplicity in terms more amenable to global computation.
Proposition 22. Let Z be a zero-dimensional closed subscheme. Then the following are equal:
• the degree of Z, as computed with respect to any embedding Z → P N into projective space;
• the codimension of the subspace Thus the global definition of the degree of a projective variety is compatible with the local formulation via multiplicities. This proposition is a fundamental result in intersection theory, see (Fulton, 1998, §1.4-1.5, Ex. 2.5 .2), but we offer a proof below.
i.e., the alternating sum of the dimensions of the sheaf cohomology groups of O Z (m). This expression is a polynomial p Z (m), known as the Hilbert polynomial of Z; this polynomial has leading term
For m 0, we have Serre vanishing (Hartshorne, 1977, III.5 .2)
is constant in m and equal to the degree of Z ⊂ P N , as well as the codimension of
0. Finally, the local ring O Z,p is finite dimensional (since Z is zero-dimensional) and thus can be spanned by polynomials of sufficiently large degree m. 2
We return to the case where
We can also consider the bivariate Hilbert function
and the bigraded Hilbert polynomial
Our strategy is to interpret the square matrix R used to define Res(F 1 , F 2 , F 3 ) in Section 4 through the Koszul complex associated with F 1 , F 2 , and F 3 . This complex takes the form
and the entries of the matrix correspond to multiplication by the indicated polynomial. We can restrict (13) 
Sheafifying the terms of complex (13) 
To implement our strategy, we seek d and e such that • complex (14) has just two non-trivial terms and thus is given by a single matrix;
• the determinant of complex (14) computes the resultant in the sense of (Gelfand et al., 2008, p. 106) . The first condition is very explicit, as S (a,b) = 0 if and only if a < 0 or b < 0. For the second condition, Theorem 4.2 in (Gelfand et al., 2008, ch. 3) expresses the GKZ-resultant as the determinant of the complex, provided all the sheaves appearing in complex (15) have vanishing higher cohomology:
where j > 0, r = 0, . . . , 3, and 1 ≤ i 1 < · · · < i r ≤ 3. This condition is the notion of 'stably twisted complexes' of (Gelfand et al., 2008, p. 116) .
Here is the crucial point: From now on, assume d = a 1 + a 2 + a 3 − 1 and e = 2b − 1. The vanishing (16) occurs for these values by the Künneth formula
and the fact that H 1 (O P 1 (m)) = 0 for m ≥ −1. Thus Res(F 1 , F 2 , F 3 ) coincides with the GKZ-resultant up to a nonzero constant. Moreover, complex (14) where R is the square matrix of size (a 1 + a 2 + a 3 ) · 2b used to define Res(F 1 , F 2 , F 3 ) in Section 4. Our interpretation of R implies h Z (a 1 + a 2 + a 3 − 1, 2b − 1) = (a 1 + a 2 + a 3 ) · 2b − rank(R).
To complete the proof of Theorem 21, it suffices to establish the following claim:
h Z (a 1 + a 2 + a 3 − 1, 2b − 1) = deg(Z).
Using (15) This complex is not exact since {F 1 , F 2 , F 3 } is not a regular sequence, but the failure of exactness can be quantified using the fact that any two of the polynomials do form a regular sequence, since they lack common factors. The leftmost non-trivial arrow is injective (see (Eisenbud, 1995, Cor. 17.12 
where Q and K are defined as the kernel and cokernel of the corresponding boundary maps. We also have 0 → Q → K → K/Q → 0.
(20) The mapping from Q to K exists because we have a complex, and the quotient K/Q measures the failure of our complex to be exact. As such, it is supported along Z.
To establish our claim, it suffices to show that H 1 (I Z (d, e)) = 0; this implies
is surjective, by the long exact sequence in cohomology arising from short exact sequence (19). We have vanishing Hence the long exact sequence arising from (20) reduces us to proving that H 2 (Q) = 0. Finally, the long exact sequence from (17) 
