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Resumen 
 
La presente investigación “La herramienta spss en el aprendizaje de la estadistica 
II en los estudiantes de Administración de Negocios de la Universidad Alas Peruanas, 
Sede Chosica, 2015”, tiene como propósito contribuir en el proceso de enseñanza 
aprendizaje de la asignatura Estadística II a nivel superior en los primeros ciclos de la 
formación profesional de los estudiantes de la carrera de Administración de negocios de la 
Universidad Alas Peruanas, sede Chosica. El trabajo de investigación es el resultado 
experimentar la relación de causalidad entre las variables: Aplicación de la Herramienta 
SPSS en el Aprendizaje de Estadística II en la carrera de Administración de negocios de la 
UAP. La muestra está constituida por todos los estudiantes matriculados en la asignatura 
de  Estadística  II, que estuvieron distribuidos en dos secciones y que en total suman 59 
estudiantes. Los instrumentos que se han construido, validado y aplicado fueron los test de 
conocimiento conceptual, conocimiento procedimental y conocimiento actitudinal, las que 
permitieron medir el aprendizaje de Estadística II. Los resultados más relevantes de la 
investigación lo constituye la elaboración de los materiales de aprendizaje de Estadística II, 
mediante la aplicación de SPSS, aplicación de los materiales, recojo de datos,  la prueba de 
hipótesis y el logro de objetivos propuestos. El material de aprendizaje se basó en los 
contenidos de la asignatura de Estadística II, parte del currículo de los estudiantes del 
cuarto ciclo académico de la carrera de Administración de negocios de la UAP, teniendo 
como fuente la teoría del aprendizaje significativo desde la perspectiva Ausubeliana. La 
hipótesis general fue probada a través de las hipótesis específicas, llegando a confirmar que 
la aplicación del módulo de enseñanza de Estadística II mediante la aplicación de SPSS, 
permite obtener un mayor aprendizaje significativo en los estudiantes en relación de forma 
convencional. Asimismo, se comprobó que la estrategia de aprendizaje en el que se utiliza 
el módulo de aprendizaje de Estadística II, favoreció en lo conceptual, procedimental y 
actitudinal a los estudiantes que participaron en la fase de tratamiento de la variable 
independiente, tal como nos indican los resultados del procesamiento estadístico de los 
datos través de la prueba t – Student. Así contrastándose la hipótesis formulada en la 
investigación 
 
Palabras claves: Aplicación de SPSS en Estadística II 
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Abstract 
 
The present research "THE SPSS TOOL IN THE LEARNING OF STATISTICS II IN 
THE BUSINESS ADMINISTRATION STUDENTS OF THE ALAS PERUANAS 
UNIVERSITY, SEDE CHOSICA, 2015", aims to contribute in the teaching process of the 
subject Statistic II at the level Superior in the first cycles of the professional training of 
students of the Business Administration career of Alas Peruanas University, Chosica 
headquarters. The research work is the result of experiencing the causal relationship 
between variables: SPSS Tooltipulation in Statistical Learning II in the Business 
Administration career of the UAP. The sample is made up of all the students enrolled in 
the subject of Statistics II, which were distributed in two sections and in total there are 59 
students. The instruments that were constructed, validated and applied were the tests of 
conceptual knowledge, procedural knowledge and attitudinal knowledge, which allowed to 
measure the learning of Statistics II. The most relevant results of the research are the 
development of the learning materials of Statistics II, through the application of SPSS, 
application of materials, data collection, hypothesis testing and achievement of proposed 
objectives. The learning material was based on the contents of the subject of Statistics II, 
part of the curriculum of the students of the fourth academic year of the career of Business 
Administration of the UAP, having as a source the theory of meaningful learning from the 
Ausubelian perspective. The general hypothesis was tested through the specific 
hypotheses, confirming that the application of the teaching module of Statistics II through 
the application of SPSS, allows to obtain a greater significant learning in the students in 
relation in a conventional way. Likewise, it was verified that the learning strategy in which 
the learning module of Statistics II is used, favored in the conceptual, procedural and 
attitudinal the students who participated in the phase of treatment of the independent 
variable, as the Results of the statistical processing of the data through the t - Student test. 
Thus, the hypothesis formulated in the research 
 
Keywords: Application of SPSS in Statistics II  
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Introducción 
 
La presente investigación “LA HERRAMIENTA SPSS EN EL APRENDIZAJE DE LA 
ESTADISTICA II EN LOS ESTUDIANTES DE ADMINISTRACIÓN DE NEGOCIOS DE 
LA UNIVERSIDAD ALAS PERUANAS, SEDE CHOSICA, 2015”, es una contribución para 
mejorar el proceso de enseñanza-aprendizaje de la asignatura Estadística II, en la carrera de 
Administración de negocios de la Universidad Alas Peruanas, sede Chosica. 
 
El presente trabajo de investigación es el resultado experimentar la relación de 
causalidad entre las variables: Aplicación de la Herramienta SPSS en el Aprendizaje de 
Estadística II en la carrera de Administración de negocios de la UAP. 
 
Creemos necesario agradecer a todos y cada uno de los integrantes de carrera de 
Administración de negocios de la Universidad Alas Peruanas, sede Chosica, por su valiosa 
colaboración desinteresada para lograr los objetivos propuestos en el presente trabajo de 
investigación a través de colaboración permanente. 
 
La aplicación de la herramienta SPSS en el módulo de aprendizaje de Estadística II, 
en la carrera de Administración de negocios de la Universidad Alas Peruanas, sede 
Chosica, ha sido estructurada de la siguiente manera: 
 
En el primer capítulo se formula el problema de investigación, se presenta la 
fundamentación del problema, los objetivos del problema; se argumenta su importancia y 
se determinan los alcances y limitaciones de la investigación. 
 
  xii 
 
En el segundo capítulo se desarrolla el marco teórico que comprende los 
antecedentes de la investigación, las bases teóricas del problema estudiado que relaciona el 
módulo de aprendizaje de Estadística II, mediante la aplicación de SPSS, con el logro de 
aprendizajes significativos de los estudiantes en el contexto de la educación superior 
universitaria y la definición de conceptos básicos. 
 
En el tercer capítulo se formula la hipótesis a probar y las variables: la herramienta 
SPSS y el aprendizaje de Estadistica II con respectivas operacionalidades. 
 
En el cuarto capítulo se expone la metodología de la investigación que comprende 
las siguientes partes: enfoque y tipo de investigación, diseño de la investigación y la 
población, muestra seleccionada, técnicas e instrumentos de recolección de información 
tratamiento estadístico y procedimiento seguido.   
 
En el quinto  capítulo se presenta los procedimientos de la construcción de 
instrumentos y se validaron los instrumentos que permitieron recopilar los datos, la 
descripción de las técnicas para el tratamiento estadístico, interpretación de resultados, 
prueba de hipótesis, presentado a través de tablas y la discusión de los resultados de la 
investigación. 
 
Teniendo en cuenta que todo trabajo de investigación, es una aproximación a la 
búsqueda de la verdad del conocimiento, en este caso, a la aplicación de la herramienta 
SPSS en el aprendizaje de la Estadística II, en la carrera de Administración de negocios de 
la Universidad Alas Peruanas, sede Chosica. 
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Capítulo I 
Planteamiento del problema 
 
1.1. Determinación del problema  
 
La educación es un fenómeno activo, dinámico y debe ser integral; el estudiante 
tiene que interrelacionarse con su comunidad, su cultura, lenguaje adquirido 
progresivamente, valores humanos y culturales que le va permitir planificar con éxito 
sus actividades y el de toda la vida. 
 
Con la finalidad de poder centrarme en el marco general del problema; vamos a 
partir de un análisis de las herramientas informáticas con que hoy en día cuenta el 
alumno que lleva la asignatura estadística II en la carrera de Administración de negocios 
de la universidad Alas Peruanas en la sede de Chosica. 
 
Generalmente en los textos ofrecidos en idioma español, los contenidos de los 
mismos son traducciones del inglés al español; muchos de ellos muy buenos pero otros 
lamentablemente distorsionan las ideas o conceptos estadísticos; como en la lógica, en 
la presentación de la teoría, la resolución de los problemas muchas veces no son 
explícitos, ni están ordenados según su grado de dificultad, muchos de ellos no utilizan 
las herramientas informáticas como Matlab, Minitab, SPSS, u otros. Además, complican 
por la simbología y terminología; quizás porque está dirigido a un público con 
conocimientos básicos de estadísticas muy variadas. 
 Otro aspecto fundamental es el deficiente proceso de la enseñanza de las 
matemáticas y similarmente la estadística.En la actualidad, la mayoría de alumno logran  
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poco aprendizaje de la teoría y mucho menos logran resolver los problemas referidos a 
la carrera de Administración de negocios. 
 
 Por lo tanto; el grado de conocimiento de los fundamentos de la matemática, que 
son requisitos indispensables para el entendimiento de la estadística es mínimo.  
 
 Por otro lado, a nivel de Administración de negocios quien enseña el curso de 
estadística no necesariamente es un profesional en estadística. Como es lógico, se espera 
que el estudiante no tenga dificultades en el aprendizaje. En este nivel aflora su bajo 
conocimientos e interés. Esto, hemos considerado, que se debe a un inadecuado proceso 
de enseñanza y aprendizaje que recibe el estudiante durante el tiempo de estudio de la 
educación secundaria. 
 
 La estadística, como se ha indicado, utiliza los conceptos de la matemática, para 
comprender los fenómenos probabilísticos y situaciones de toma de decisiones. Los 
estudiantes de la carrera de Administración de negocios, tienen la necesidad de aprender 
eficientemente esta materia; y así superar el bajo aprendizaje de contenidos de la 
estadística descriptiva, la probabilidad y la estadística inferencial. 
 
1.2. Formulación del problema 
 
Si tomamos en cuenta que, en la carrera de Administración de negocios, los estudiantes 
llevan la asignatura de Estadística II, y el docente no cuenta con métodos de enseñanza 
y aprendizaje adecuados; en el presente trabajo se ha comparado las diferencias 
significativas del aprendizaje en el estudiante mediante el uso del método tradicional y 
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la aplicación del módulo de aprendizaje de Estadística II, mediante la aplicación de 
SPSS; por el que se planteó la siguiente interrogante: 
 
1.2.1. Problema general 
 
¿Cuál es el efecto de la aplicación de la herramienta SPSS en el aprendizaje  de 
la Estadística II en los estudiantes de Administración de negocios de la 
Universidad Alas Peruanas, sede Chosica, 2015? 
 
1.2.2. Problemas específicos 
 
¿Cuál es el efecto de la aplicación de la herramienta SPSS en el aprendizaje  
conceptual de la Estadística II en los estudiantes de Administración de negocios 
de la Universidad Alas Peruanas, sede Chosica, 2015? 
 
¿Cuál es el efecto de la aplicación de la herramienta SPSS en el aprendizaje  
procedimental de la Estadística II en los estudiantes de Administración de 
negocios de la Universidad Alas Peruanas, sede Chosica, 2015? 
 
 ¿Cuál es el efecto de la aplicación de la herramienta SPSS en el aprendizaje  
actitudinal en los estudiantes de Administración de negocios de la Universidad 
Alas Peruanas, sede Chosica, 2015? 
 
 
 
1.3       Propuesta de objetivos 
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1.3.1     Objetivo general 
 
Probar que la aplicación de la herramienta SPSS mejora el aprendizaje  de la 
Estadística II en los estudiantes de Administración de negocios de la 
Universidad Alas Peruanas, sede Chosica, 2015. 
 
1.3.2.   Objetivos específicos 
 
Probar que la aplicación de la herramienta SPSS mejora el aprendizaje  
conceptual de la Estadística II en los estudiantes de Administración de negocios 
de la Universidad Alas Peruanas, sede Chosica, 2015. 
 
Probar que la aplicación de la herramienta SPSS mejora el aprendizaje 
procedimental de la Estadística II en los estudiantes de Administración de 
negocios de la Universidad Alas Peruanas, sede Chosica, 2015. 
 
Probar que la aplicación de la herramienta SPSS mejora el aprendizaje  
actitudinal en los estudiantes de Administración de negocios de la Universidad 
Alas Peruanas, sede Chosica, 2015 
 
1.4.        Importancia de la investigación 
Justificación teórica 
La presente investigación se justifica porque los resultados hallados aportan al 
progreso del conocimiento del ser humano en el aspecto intelectual, social, afectivo y 
cultural, redundando todos ellos en el progreso de la educación y específicamente en el 
aprendizaje de la Estadística II, mediante la aplicación de la herramienta SPSS.Asimism  
la investigación es importante porque busca determinar el efecto de la aplicación de 
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SPSS en el aprendizaje de los fundamentos teóricos-prácticos de la estadística II en los 
estudiantes de la carrera de Administración de negocios de la Universidad Alas 
Peruanas Sede Chosica, de esta manera se busca describir y explicar sus dimensiones, 
componentes e indicadores de las variables en estudio. 
 
Justificación Pedagógica  
La demostración de que la aplicación de la herramienta SPSS permite mejorar el 
aprendizaje de la asignatura Estadística II en los estudiantes de la carrera de 
Administración de negocios de la Universidad Alas Peruanas Sede Chosica, Además, 
este trabajo contribuirá a que los docentes asuman un cambio de actitud y se sientan aún 
más motivados para realizar sus quehaceres educativos en el proceso enseñanza-
aprendizaje de sus estudiantes, quienes serán los más beneficiados pues recibirán 
mejores conocimientos y por ende se verá la mejora de la calidad de la educación 
superior universitaria. 
 
Justificación práctica 
 El presente proyecto de investigación ayudará a los docentes de la carrera de 
Administración de negocios de la Universidad Alas Peruanas Sede Chosica, mejorar su 
práctica educativa, en especial, contar con nuevos métodos de enseñanza, proporcionan                                
nuevas estrategias para la realización de todo el trabajo de dictado de clases. Asimismo, 
los resultados de la investigación pueden ser aplicados a otras carreras universitarias y 
otras, donde la figura de un docente es preponderante, fomentará la práctica docente a 
través del dialogo reflexivo, la reflexión dialógica, la creatividad y la cooperación                                                                                              
 Las diferentes carreras profesionales de la Universidad Alas Peruanas, adolecen 
de apoyo en los cursos de estadística, así como de libros y de bibliotecas especializadas 
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en las unidades de pregrado. En el presente trabajo de investigación, se elabora  un 
material de apoyo a la asignatura Estadística II, mediante la aplicación de SPSS. 
 
El modulo didáctico de aplicación del SPSS en el aprendizaje de la Estadística 
tiene la doble funcionalidad de uso; como estrategia de enseñanza para el docente y 
como estrategia de aprendizaje para el estudiante. Es a la vez, un material para 
enseñanza presencial de estudiantes interesados en aprender Estadística II, que se brinda 
a nivel de pregrado a los estudinates de la carrera de Administración de negocios de la 
Universidad Alas Peruanas. 
 
1.5 Limitaciones de la investigación 
 Las limitaciones que se presentaron en el desarrollo de la investigación fueron 
los siguientes:Poca motivación y resistencia de los docentes al uso de nuevas estrategias 
de enseñanza-aprendizaje en el desarrollo de la asignatura de Estadistica II, por otro 
lado el factor tiempo de los docentes y estudiantes. 
Poco apoyo de las autoridades de la Universidad Alas Peruanas sede Chosica, como es 
el caso en el uso de laboratorios de cómputo. 
 
Espacial: 
El objeto de estudio serán los estudiantes de la carrera de Administración de Negocios 
de la Universidad Alas Peruanas sede Chosica, matriculados en la asignaturEstadísticaII 
 
Temporal: 
 El estudio se llevó a cabo durante el primer ciclo académico 2016-II y con los  
estudiantes de la carrera de Administración de Negocios de la Universidad Alas 
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Peruanas sede Chosica, matriculados en la Asingatura Estadística II, el ciclo acdémico 
tuvo una duración de 16 semanas de clases. 
 
Infraestructura: 
 Se utilizaron los ambientes de la carrera de Administración de Negocios de la 
Universidad Alas Peruanas sede Chosica, es importante señalar que existe poca 
bibliografía especializada en la Biblioteca de las sedes de la universidad. 
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Capítulo II 
Marco teórico 
 
2.1. Antecedentes del estudio 
2.1.1. Antecedentes nacionales 
Murillo, F.F. (2014) en la investigacion titulada” La actitud hacia la estadística 
y el nivel de conocimientos básicos en estadística en los estudiantes en proceso de 
formación docente en el año 2013”, desarrollado en la Sección de Postgrado de la 
Universidad de San Martín de Porres; la investigación tuvo como objetivo determinar el 
grado de relación entre los diferentes componentes de la actitud hacia la estadística y el 
nivel de conocimientos básicos en estadística en los estudiantes en proceso de 
formación docente de la Escuela profesional de Educación de la Universidad Alas 
Peruanas en el año 2013; en la que se presenta las siguientes conclusiones: 
Primera. Los estudiantes de la escuela profesional de educación de la UAP tienen una 
disposición y actitud favorable hacia la estadística, que se muestra con diferentes grados 
de intensidad según el género y la especialidad de la escuela profesional. 
Segunda. La atracción y agrado hacia la estadística en los estudiantes se fundamenta en 
el componente de valor que asigna esta materia para su vida profesional y vida diaria.  
Tercera. El componente afectivo y el componente cognitivo favorecen el desarrollo de 
una actitud positiva hacia la estadística.  
Cuarta. Los estudiantes perciben que el grado de complejidad de  estadística constituye   
un elemento de dificultad que desarrolla desfavorablemente su actitud hacia esta materia   
Quinta. Existe una situación desfavorable en el nivel de preparación académico de 
conocimientos estadísticos básicos en los estudiantes de la escuela profesional de 
educación de la UAP.  
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Sexta. El promedio de calificación en conocimientos estadísticos básicos, es 
desaprobatorio, en todas las especialidades de formación docente. (pp. 135-136) 
 
Ramón, P. (2010) en la investigación titulada” Factores relacionados con el 
rendimiento académico en matemática en los estudiantes de la Universidad Nacional de 
Educación “Enrique Guzmán y Valle” en el año 2010. Donde el trabajo de 
Investigación estudia la relación entre la habilidad con el razonamiento matemático, la 
actitud frente a la matemática, el desempeño global y el rendimiento en la asignatura de 
matemática; de los estudiantes de la Universidad Nacional de Educación Enrique 
Guzmán y Valle;  tuvo como objetivo el establecer la relación que existe entre el 
antecedente del proceso de admisión, la actitud para la matemática, la habilidad del 
razonamiento matemático, el desempeño global y el rendimiento en matemática en 
estudiantes de la universidad. El tipo de investigación fue correlacional ya que a partir 
de una muestra de estudiantes se midieron las variables; habilidades en el razonamiento 
matemático, actitudes frente a la matemática y desempeño global y luego se estableció 
su relación de carácter funcional con los resultados del rendimiento en matemática; en 
la que presentan las siguientes conclusiones: 
1. Los estudiantes investigados tienen un promedio de 12,096 en habilidad en 
razonamiento matemático, lo que indica, que sus conocimientos adquiridos en 
educación secundaria sobre matemática son bajos. Examinada su relación con el 
rendimiento en matemática, se encuentra una asociación muy baja.  
2. Los estudiantes investigados tienen un promedio de 14,12 en actitud frente a la 
matemática, lo que indica que es regular con respecto a lo establecido. Examinada su 
relación con el rendimiento en matemática, se encuentra una asociación muy baja.    
3. La asociacion entre la variable, desempeño global y rendimiento en la asignatura de                             
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matemática es muy bajo. (p.84) 
Osorio, A. R. (2012) en la investigacion titulada Análisis de la idoneidad de un 
proceso de instrucción para la introducción del concepto de probabilidad en la 
enseñanza superior,  realizada en la Pontifica Universidad Católica del Perú, la 
investigación tuvo como objetivo general el elaborar una propuesta para la introducción 
natural del concepto de probabilidad desde una concepción subjetiva, partiendo de la 
comprensión de lo que es una situación aleatoria y como objetivos específicos: 1. 
Analizar el diseño del proceso de instrucción que actualmente aplicamos para enseñar el 
concepto de situaciones aleatorias. Para ello, hay que verificar en primer lugar, que 
están presentes todos los conceptos que deseamos tener en cuenta desde la propuesta 
epistemológica del objeto situación aleatoria y, en segundo lugar, que tengamos todos 
los espacios necesarios para obtener las respuestas de los alumnos a las diferentes 
actividades, de manera que podamos verificar si el nivel de dominio del tema es cercano 
al esperado en la configuración epistémica.  2. Implementar el proceso de instrucción. 
Para ello hay que considerar un grupo de alumnos; esta aplicación debemos realizarla 
con aquellos alumnos que presenten características similares a los grupos con los que se 
implementó el proceso de instrucción en situaciones anteriores.  3. Analizar la idoneidad 
del proceso de instrucción, teniendo en cuenta los aspectos epistémico y cognitivo, 
según los descriptores de idoneidad considerados para realizar dicha determinación. Los 
descriptores de la idoneidad epistémica nos deben permitir determinar qué tan alejada 
está la configuración epistémica implementada de la configuración epistémica de 
referencia, dado que para cada componente de la configuración se ha elegido un grupo 
de descriptores que permiten observar tal desviación. Dentro de los descriptores de la 
idoneidad cognitiva y en la componente de aprendizaje hay que considerar un descriptor 
que permita analizar si los alumnos logran apropiarse de  significados implementados. 
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Con este descriptor debemos establecer qué tan alejados están los significados 
personales (de los alumnos) de los institucionales (los que en teoría queremos alcanzar). 
(Osorio, A. R , 2012, p. 20). La investigación presenta las siguientes conclusiones: 
1. Con respecto al cumplimiento de los objetivos del proceso de instrucción (ver 
sección 2.1.2) hemos establecido, durante el análisis de las respuestas de los dos 
alumnos analizados, que este proceso les permitió, a pesar de iniciarlo sin ningún 
conocimiento previo sobre el tema, llegar a identificar, proponer y analizar una 
situación aleatoria. Esto nos da pie para indicar que el proceso cumple con su finalidad 
y por lo tanto, pensar que una mejora del proceso de instrucción es factible y válida. 
2. Un punto importante que debemos tener en cuenta con respecto a la presencia de 
las desviaciones encontradas es el marco epistémico que hemos tenido en cuenta para la 
construcción del proceso de instrucción. La docente del curso o mejor dicho 
nosotros,  no hemos trabajado sobre un marco epistémico difundido en la literatura 
sobre el tema de situaciones aleatorias (pp. 232-233) 
 
2.1.2. Antecedentes internacionales 
 Mondéjar, J., Vargas, M. & Meseguer, M. (2007) en la investigacion titulada 
“Aprendizaje cooperativo en entornos virtuales: el método Jigsaw en asignaturas de 
estadística”; es una investigación que trabaja sobre una novedosa metodología docente 
empleada en asignaturas de contenido estadístico, tradicionalmente consideradas como 
“difíciles” por el alumnado. Dentro de un entorno virtual de aprendizaje, se han 
incorporado técnicas didácticas novedosas en las disciplinas cuantitativas, como el uso 
del método Jigsaw de aprendizaje cooperativo, que ha debido ser adaptado a las 
particularidades de la materia estudiada. Con este proyecto metodológico se pretende 
adaptar la docencia de las asignaturas estadísticas a la nueva estructura que está 
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surgiendo de la adaptación al Espacio Europeo de Educación Superior y de los nuevos 
títulos de grado. Igualmente, se pretende el desarrollo de competencias y habilidades, 
tanto transversales como específicas, que no se trabajaban con una metodología más 
tradicional y que, sin embargo, son fundamentales para el futuro laboral de los 
egresados y su proceso de aprendizaje continuo; en la que presenta las  conclusiones: 
Primera. La  organización docente general de una asignatura de contenidos 
cuantitativos, haciendo especial referencia al uso de una técnica concreta de aprendizaje 
cooperativo, el Jigsaw, dentro de un entorno virtual de aprendizaje.  
Segunda: Entre los métodos de aprendizaje cooperativo que existen en la bibliografía 
especializada, se ha optado  debido a la facilidad de aprendizaje de las normas de 
funcionamiento por parte de los alumnos, la facilidad de aplicación en entornos 
virtuales y  de utilizar, de forma simultánea y enlazada, otras estrategias de aprendizaje. 
Tercera: La adopción de un enfoque de aprendizaje por problemas facilita un proceso 
de aprendizaje significativo, donde el alumnado va construyendo las soluciones a partir 
de las herramientas básicas que ya conoce. Se consigue así romper con la estructura 
clásica basada en la memorización e introducir al alumno en la lógica de investigación  
científica, además de desarrollar sus capacidades para el aprendizaje continuo. 
Cuarta: La utilización del método Jigsaw ha facilitado el acercamiento a una disciplina 
cuantitativa sin los prejuicios negativos generalizados entre el alumnado recogidos en 
Bayot et al. (2005). La necesidad de cooperar con compañeros, el aprendizaje entre 
iguales y la carencia de una solución explicada por el profesor, ha aumentado la 
flexibilidad y la implicación del alumnado en su proceso de aprendizaje. Este hecho se 
ha traducido en dos beneficios:la comprensión del carácter instrumental de la disciplina 
y de sus fundamentos básicos, que son aplicados posteriormente a  situaciones concretas 
distintas. Por otro lado, se han desarrollado competen. (pp. 126-128) 
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 Campos, C. (2008) en la investigacion titulada “Aprendizaje de la estadística a 
través de casos prácticos”, en la que se considera una metodología de enseñanza y 
aprendizaje de Estadística en Ingeniería que constituye un cambio en la concepción de 
la metodología docente usualmente empleada en las universidades españolas con la 
finalidad de alcanzar una mejora en la calidad de la enseñanza. Los procesos a 
modelizar con técnicas estadísticas suelen ser altamente complejos y son difíciles de 
caracterizar pues es habitual que dependan de muchas variables, que es lo usual al 
trabajar con datos reales. Asimismo, para trabajar con datos reales se tienen en cuenta 
los conocimientos que poseen los estudiantes de informática y en el manejo y 
utilización de programas de ordenador (como son, por ejemplo, EXCEL, MATLAB o 
MAPLE), conocimientos y habilidades que han adquirido en asignaturas ya cursadas 
previamente, como son Informática y Matemáticas. La investigación tuvo por objetivo 
incidir en la enseñanza de la Estadística basada en la resolución de problemas y casos 
prácticos con datos reales de diversos aspectos del ámbito de la tecnología y las 
ciencias, para así potenciar los factores que condicionan positivamente el aprendizaje al 
colocar a los estudiantes ante casos y problemas relativos al mundo de la Ingeniería; en 
la que presenta las siguientes conclusiones: 
Primera: Los estudiantes logran las capacidades siguientes: 
1. Aplicar los conocimientos de estadística, ciencia e ingeniería. 
2. Diseñar y realizar experimentos así como analizar e interpretar datos. 
3. Diseñar un sistema, componente o proceso que deba cumplir ciertas 
necesidades o requerimientos. 
4. Trabajar en equipos multidisciplinares. 
5. Detectar, identificar, formular y resolver problemas de índole estadística en 
Ingeniería. 
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6. Conocer herramientas estadísticas que en la práctica se utilizan tanto en la 
etapa de diseño de productos como en la de fabricación. 
7. Usar las técnicas, habilidades y herramientas estadísticas contemporáneas 
necesarias para la práctica de la Ingeniería. 
Segunda: Es necesario profundizar en el análisis de datos reales y el desarrollo de casos 
prácticos que propicien una mayor implicación del estudiante. Se destaca, la necesidad 
de potenciar la lógica y el razonamiento estadístico, que se han manifestado como 
indispensables y la importancia del trabajo práctico con alumnos en pequeños grupos a 
modo de tutoría. (pp. 91-92) 
 
 Vega, E. (2012)  en la investigacion titulada “El método de proyectos y su efecto 
en el aprendizaje del curso estadística general en los estudiantes de pregrado”. La 
investigación tuvo por objetivo determinar el efecto que tiene el método basado en 
proyectos sobre el aprendizaje del curso Estadística General por parte de los estudiantes 
de pregrado de una universidad privada, durante el semestre 2010-II. El texto es de tipo 
descriptivo-explicativo; aplica el método ex post facto y el diseño correlacional. Para la 
recolección de datos, se aplicó a los estudiantes un cuestionario, que recogió sus 
opiniones sobre las variables del estudio. En relación a la muestra, estuvo conformada 
por cien alumnos de las escuelas profesionales de Ingeniería Ambiental, Contabilidad y 
Psicología. Para procesar los datos, se utilizó el Software SPSS, versión 19. El trabajo 
concluye que la aplicación del Método de Proyectos es beneficiosa en el aprendizaje de 
la estadística descriptiva, de las probabilidades y de la estadística inferencial; coincide, 
por ende, con la hipótesis planteada al inicio: “La aplicación del método basado en 
proyectos tiene un efecto positivo sobre el aprendizaje del curso Estadística General por 
parte de los estudiantes de pregrado de la universidad privada de Lima”.  Conclusiones: 
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Primera: Para las tres unidades de la asignatura de Estadística General (estadística 
descriptiva, probabilidades y estadística inferencial), el nivel de aprendizaje alcanzado, 
en mayor porcentaje (por más del 50% del total de alumnos), fue el de un logro regular 
(una calificación entre 11 y 14). En cuanto al nivel de aprendizaje bien logrado (de 15 a 
20), resultó mayor para las unidades de estadística descriptiva y probabilidades. No 
sucedió lo mismo con la estadística inferencial, cuyo porcentaje de alumnos con nivel 
de aprendizaje deficiente (de 0 a 10) superó al nivel bien logrado. 
Segunda: Sobre la aplicación del Método de Proyectos, el Proyecto 1 fue calificado 
entre bueno y muy bueno por el 61%, y entre regular y deficiente por el 31%. El 
Proyecto 2 tuvo un 82% de alumnos que lo acogieron como bueno o muy bueno (18%, 
entre regular y deficiente). El Proyecto 3 tuvo un respaldo de 73% (entre bueno y muy 
bueno); el 27% lo definió entre regular y deficiente. 
Tercera: La aplicación del método basado en proyectos tiene un efecto positivo sobre el 
aprendizaje de la estadística descriptiva del curso Estadística General. (pp. 131-132) 
 
 Gamboa, R. y otros (2007) en la investigacion titulada” Uso de la tecnología en 
la enseñanza de las matemáticas”, elaborado en la Escuela de Matemática  de la 
Universidad Nacional de Costa Rica, en la que presenta las siguientes conclusiones: 
Primera. El uso de la tecnología en la resolución de problemas, permite a los 
estudiantes desarrollar conductas como: búsqueda de relaciones entre los elementos de 
las representaciones, con el propósito de identificar la solución de los problemas; 
elaboración de conjeturas a partir de los datos observados en las distintas 
representaciones realizadas en cada una de las herramientas tecnológicas; 
generalización de los resultados a casos generales, a partir de las soluciones obtenidas al 
trabajar con las herramientas tecnológicas; elaboración de conexiones entre los 
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resultados obtenidos; y comprobación de los resultados obtenidos en un proceso de 
resolución, mediante la elaboración de otro diferente. 
Segunda. De igual forma, el proceso de resolución de problemas con el uso de la 
tecnología se ve enriquecido pues permite a los estudiantes: i) realizar el análisis de 
casos particulares de los problemas a trabajar. Basados en estos casos particulares, los 
alumnos pueden conjeturar sobre la solución para el caso general; ii) facilitar la 
observación de los fenómenos presentes en cada uno de los problemas., lo que requiere 
de todo un análisis donde el uso de la tecnología juega un importante papel; iii) generar 
una serie de valores y representaciones, en los cuales se basa el análisis para hallar la 
solución del problema.  
Tercera. La posibilidad de variar una representación dinámica, generar una serie de 
valores en Excel y de cambiar los parámetros de una expresión algebraica, para que de 
manera rápida se obtengan resultados en la calculadora, permite no sólo resolver un 
problema, sino explorar otras posibles extensiones de éste que faciliten el estudio de 
otros contenidos matemáticos (pp. 37-38) 
 
 Ursini, S.; Sánchez, G.; Orendain, M. y Butto, C. (2002)en la investigacion 
titulada “El uso de la tecnología en el aula de matemáticas: diferencias de género desde 
la perspectiva de los docentes”. En este estudio participaron, de manera voluntaria, 24 
profesores (15 hombres y 9 mujeres). Sus edades estaban entre los 25 y los 58 años (μ = 
41,5); su antigüedad como profesores de matemáticas iba de 5 a 31 años (μ = 17); y su 
experiencia en haber trabajado en el proyecto EMAT era de un año (1 profesor), dos 
años (16 profesores) y tres años (6 profesores). Antes de que se iniciara el proyecto 
EMAT, estos profesores, igual que la mayoría de sus colegas, acostumbraban a dictar 
cátedra y solicitaban a sus alumnos que, de preferencia, trabajaran de forma individual. 
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Al empezar el estudio se discutieron los nueve aspectos arriba mencionados con los 24 
docentes, con el propósito de lograr una comprensión compartida del significado de 
cada uno de estos aspectos. Las conclusiones que presenta la investigación son: 
1. Que la introducción de la tecnología en la clase de matemáticas, junto con la 
propuesta pedagógica que promueve el proyecto EMAT, implica una modificación de la 
cultura en el salón de clases que lleva a cambios significativos en el comportamiento de 
los y las estudiantes. Según los profesores, después de tres años en el proyecto, la gran 
mayoría de los estudiantes, sin distinción de sexo, tenían una buena capacidad para 
analizar los problemas que se les planteaban y para interpretar las hojas de trabajo, 
mostraban tener más iniciativa que sus compañeros con menos tiempo en el proyecto, 
eran más dedicados al trabajo, defendían mejor sus ideas y tenían una actitud más 
creativa al enfrentarse a los problemas que se les planteaban.  
2. No se reportaron cambios significativos en este aspecto entre las alumnas, que 
preferían, en su gran mayoría, el trabajo en equipo. Tampoco reportaron cambios 
significativos entre los varones en participación y solicitud de ayuda, mientras sí los 
señalaron para las mujeres. Según los profesores, las mujeres con tres años en el 
proyecto participaban más y solicitaban más ayuda que sus compañeras que habían 
usado la tecnología menos tiempo.  
3. Los resultados muestran que cierto uso de la tecnología en la clase de 
matemáticas propicia cambios de conducta importantes entre los estudiantes en general 
y que aquéllos no son iguales en los hombres y las mujeres.  
4. Este resultado sugiere que usar la tecnología en un ambiente en el que se 
propicia el trabajo en equipo, las discusiones de grupo y en el que se guía el trabajo de 
los alumnos a través de hojas de trabajo puede ayudar a que se vayan modificando 
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ciertos patrones culturales de conducta que contribuyen a reforzar las diferencias de 
género y, de este modo, se puede ayudar a lograr una mayor equidad.  
5. En el presente estudio se pudo observar también que los profesores calificaron 
las conductas de sus estudiantes como positivas o negativas, de acuerdo con sus propios 
estereotipos de género, y atribuyeron estas conductas a características de personalidad, 
como si éstas fueran inhe- rentes a uno u otro sexo. Esto podría influir en su forma de 
interactuar con los chicos y las chicas en la clase de matemáticas, estereotipando 
previamente a los estudian- tes e interactuando con ellos, en relación con sus propias 
concepciones de género. Consideramos conveniente reali- zar, en un futuro próximo, un 
estudio longitudinal con el propósito de investigar si los estereotipos de género que 
manifiestan los profesores sufren alguna modificación a consecuencia de los cambios 
que presentan los estudiantes cuando trabajan en un ambiente con tecnología. (p.421-
422) 
 
Hernández, E. J. (2005) en la investigacion titulada” Software educativo para el 
aprendizaje experimental de las matemáticas”, para la Fundación Arturo Rosenblueth, 
Colonia del Valle, México. Presenta las siguientes conclusiones: 
1. Los laboratorios de matemáticas Galileo son un complemento a las cátedras 
dictadas en papel y lápiz, que fomenta el desarrollo de ideas y la resolución de 
problemas, en un ambiente de investigación donde profesor y alumno se convierten en 
compañeros.  
2. Así, el estudiante cuenta con una potente herramienta que lo acompañará en su 
proceso de aprendizaje, permitiéndole realizar pruebas complejas de cálculo numérico, 
trasladando así soluciones y estrategias desde los contextos teóricos originales a otros 
nuevos mucho más inteligibles para él.  
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3. Las aplicaciones se han planteado no solo como un auxiliar en el salón de clase, 
sino como herramientas que ayuden al estudiante con sus trabajos en casa y permitiendo  
aplicar sus conocimientos matemáticos a problemas reales y en otras áreas, como  física.  
4. El uso de los laboratorios es una excelente oportunidad para responder una 
sencilla pregunta: ¿qué implica saber matemáticas? Acumular hechos y procedimientos, 
o aplicar el conocimiento a conjeturar, experimentar y extraer conclusiones(pp.102-104) 
 
Serrano, R. (2010) en la investigacion titulada “Pensamientos del profesor: un 
acercamiento a las creencias y concepciones sobre el proceso de enseñanza-
aprendizaje en la Educación Superior”. La investigación pretende dar a conocer las 
creencias que sobre el proceso de enseñanza-aprendizaje en la Educación Superior tiene 
un conjunto de profesores y profesoras de la Facultad de Ciencias de la Educación de la 
Universidad de Málaga. Se quiere contrastar, además, si se produce alguna diferencia en 
las creencias de estos profesores en función de algunas variables ya estudiadas en el 
campo de “Pensamientos del Profesor”. Para la consecución de estos fines, se ha 
utilizado una metodología de investigación de tipo cuantitativo, fundamentalmente 
descriptiva, basada en el uso de tests estadísticos. Exactamente, para el acopio de datos 
se ha construido un cuestionario de creencias pedagógicas que tiene un total de 73 ítems 
que intentan cubrir los ámbitos esenciales de los procesos de enseñanza-aprendizaje en 
el ámbito institucional de la Universidad: Universidad, educación y formación; 
naturaleza humana y potencialidad educativa; infraestructuras organizativas; 
planificación y programación; selección y organización de los contenidos; naturaleza 
del conocimiento; metodología; teorías del aprendizaje; formación y funciones del 
docente. Los resultados derivados del tratamiento estadístico empleado en los datos 
obtenidos mediante este instrumento permiten deducir que, en general, los profesores y 
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profesoras encuestados/as mantienen una actitud progresista hacia la educación, excepto 
en cuestiones que hacen referencia a la metodología, evaluación del proceso de 
enseñanza y programación de la enseñanza; en la que presenta las siguientes 
conclusiones: 
1. Los profesores encuestados mantienen una actitud positiva hacia la mayoría de 
las declaraciones de las distintas dimensiones que conforman el cuestionario de 
creencias. Sin embargo, destaca la alta puntuación media que se acerca a los niveles de 
conservadurismo en las distintas declaraciones referentes a la dimensión: programación.  
2. La comparación realizada entre las creencias en función de las distintas variables 
(profesor funcionario o contratado, categoría profesional, años de experiencia en la 
función docente universitaria, tipo de estudios universitarios e ideología política), 
mediante la Prueba T de Student para muestras independientes nos permite verificar que 
las variables no inciden en las creencias.(p. 167-168) 
 
 Espinoza, C. M. y Fernández, J. (2014) en la investigacion titulada Importancia 
del software estadístico en la enseñanza y aprendizaje en la Universidad de Carabob. 
La investigación que ha tenido como objetivo general determinar la actitud del 
alumnado en relación a aspectos tales como la importancia, agrado, interés y dificultad 
de la asignatura de “Estadística III”, de la titulación de Administración Comercial y 
Contaduría Pública, de la Facultad de Ciencias Económicas y Sociales de la 
Universidad de Carabobo (Venezuela), hacia el uso del software estadístico SPSS. El 
instrumento de recogida de información ha sido un cuestionario tipo Likert 
confeccionado ad hoc, estructurado en cuatro dimensiones con un total 42 ítems. En el 
presente artículo se presentan los resultados relevantes en todas sus dimensiones. La 
muestra estuvo compuesta por 91 estudiantes de la Facultad de Ciencias Económicas y 
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Sociales de la Universidad de Carabobo (Venezuela), el análisis de datos se llevó desde 
una perspectiva cuantitativa; las conclusiones que presentan son: 
1. Se muestra una actitud favorable hacia el paquete estadístico SPSS y se 
considera que dicho paquete estadístico es indispensable para comprender la estadística.  
2. Es útil para procesar datos y necesario para poder avanzar en sus estudios.  
3. Facilita y amplia el aprendizaje de esta asignatura.  
4. anteriormente citado se desprende en la dimensión importancia que las mujeres 
tienden hacia una actitud más favorable hacia la utilidad del paquete estadístico SPSS 
que los hombres. En el ítem 38 (p=,044) la diferencia de media en los hombres es más 
significativa que en las mujeres, por lo tanto los hombres, en la dimensión dificultad, 
tienden hacia una actitud desfavorable hacia el ítem 38, el cual expresa que el uso del 
paquete estadístico SPSS no es fácil para procesar datos. 
5. El paquete SPSS no es considerado como complejo para procesar los datos, al 
mismo tiempo  es fácil de usar. En líneas generales se puede observar una disposición  
favorable por parte del alumnado hacia el uso del paquete estadístico SPSS 2014. 
6. Es imprescindible para desarrollar investigaciones, ya que el uso de este 
procesador de datos permite disponer de datos reales y realizar tomas de decisiones ante 
la incertidumbre. 
7. El paquete SPSS no es considerado como complejo para procesar los datos, al 
mismo tiempo que es fácil de usar. En general se puede observar una disposición  
favorable por parte del alumnado hacia el uso del paquete estadístico SPSS.(p.326-327) 
 
Estos antecedentes nos muestran la gran importancia que tiene el proceso de enseñanza-
aprendizaje de la estadística en diversas universidades del país y el extranjero. Mi 
propósito fue elaborar un Manual de Aprendizaje a nivel de pregrado en la carrera de 
  34 
 
Administración de negocios, en la que el estudiante tenga un material teórico práctico 
para el desarrollo de la asignatura Estadística II, con uso de herramientas informáticas  
como el SPSS. 
 
Ojeda, M. y Morales, N. (2001) en la investigación titulada Hacia una nueva 
pedagogía: el enfoque basado en proyectos para mejorar el aprendizaje del diseño 
estadístico. En la que presentan las siguientes conclusiones: 
Primera. Los resultados obtenidos permitieron identificar que el número de cursos 
previos de estadística y el grado de estudios, no influyeron en el concepto de estadística 
al inicio del curso-taller, ya que la mayoría de los participantes aportó un concepto 
difuso o limitado.  
Segundo. Considerando que uno de los propósitos del curso-taller fue el de cambiar la 
visión de la estadística como una metodología útil en la fase de diseño de proyectos, la 
evaluación permitió conocer la existencia de cambios significativos en los participantes 
y el enfoque basado en proyectos mejora los niveles de aprendizaje de la estadística en 
general. 
Tercero. Se logró indudablemente elevar la motivación por el aprendizaje del diseño y 
análisis estadístico en el contexto del proceso de investigación, ya que casi la totalidad 
de los participantes declaró desear que se continúe con el taller hasta la fase de escritura 
del reporte, pasando por la fase de análisis de los datos. (p. 142-143) 
 
Hernández, E.J. (2005) en la investigacion titulada Software educativo para el 
aprendizaje experimental de las matemáticas. Desarrollado en el Instituto Galileo de 
Innovación Educativa, México. Este trabajo presenta los principales conceptos, 
objetivos y características de la línea de productos de software educativo Galileo para la 
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enseñanza-aprendizaje de matemáticas a nivel medio superior y superior. En la que 
presenta las siguientes conclusiones: 
Primera. Los laboratorios de matemáticas Galileo son un complemento a las cátedras 
dictadas en papel y lápiz, que fomenta el desarrollo de ideas y resolución de problemas   
en un ambiente de investigación donde profesor y alumno se convierten en compañeros. 
Segunda. El estudiante cuenta con una potente herramienta que lo acompañará en su 
proceso de aprendizaje, permitiéndole realizar pruebas complejas de cálculo numérico, 
trasladando así soluciones y estrategias desde los contextos teóricos originales a otros 
nuevos mucho más inteligibles para él. 
Tercera. Las aplicaciones se han planteado no solo como un auxiliar en el salón de 
clase, sino como herramientas que ayuden al estudiante con sus trabajos en casa y 
permitiéndole aplicar sus conocimientos matemáticos a problemas reales y en otras 
áreas, como la física. 
Cuarta. El uso de los laboratorios es una excelente oportunidad para responder una 
sencilla pregunta: ¿qué implica saber matemáticas? Acumular hechos y procedimientos, 
o aplicar el conocimiento para conjeturar, experimentar y extraer conclusiones. (p. 203) 
 
2.2.      Bases teóricas 
La enseñanza-aprendizaje de la estadística en escuelas de formación de 
profesionales de diferentes carreras y Administración de negocios e Ingeniería es un 
proceso dirigido a la adquisición de los conocimientos científicos, prácticos y útiles; que 
los alumnos acumulan en sus experiencias de su formación, de modo que tengan los 
conocimientos básicos para afrontar con éxito las futuras exigencias del mundo laboral, 
donde el aspecto de gran relevancia es el desarrollo constante de adaptación al cambio e 
innovación tecnológica, como se indica en Campos C. A.et al. (2008). 
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2.2.1. Desarrollo de competencias básicas a través de proyectos 
 
 Según Batanero, C. (2011), el trabajo con proyectos contribuye a la adquisición 
de las siguientes competencias básicas y mínimas que se debe tener en cuenta: 
1. Competencia en comunicación lingüística. Durante el desarrollo del proyecto los 
alumnos se ejercitan en la construcción y comunicación del conocimiento y la 
organización y autorregulación del pensamiento. Además adquieren destrezas y 
actitudes como formarse un juicio crítico, generar ideas y disfrutar expresándose tanto 
de forma oral (exponiendo las conclusiones obtenidas a sus compañeros) como escrita 
(redactando el informe del proyecto). 
2. Competencia matemática. Puesto que han de utilizar y relacionar números 
enteros, fraccionarios y decimales, los alumnos aplican operaciones básicas, símbolos, 
formas de expresión y razonamiento matemático. Utilizan las proporciones, funciones, 
elementos geométricos y de medición. También ponen en práctica procesos de reflexión 
que llevan a la solución de los problemas o a la obtención de información, por medio 
del reconocimiento de las técnicas apropiadas. Al trabajar con los proyectos, los 
alumnos integraran el conocimiento matemático con conocimientos de otras disciplinas, 
ya que la parte “matemática” es sólo una fase del proyecto. 
3. Competencia en el conocimiento y la interacción con el mundo físico. El trabajo 
con proyectos posibilita la comprensión de sucesos de la actualidad y sus consecuencias 
y el análisis de fenómenos sociales desde diversos puntos de vista. Hace también 
posible identificar preguntas o problemas en la vida diaria o en la actualidad y obtener 
conclusiones basadas en pruebas, con la finalidad de comprender y tomar decisiones. 
Procura una habilidad progresiva para poner en práctica los procesos y actitudes propios 
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del análisis sistemático de una tarea y de indagación científica, ya que los proyectos se 
conciben como auténticas investigaciones.  
4. Tratamiento de la información y competencia digital. En las fases de “recogida 
de datos” y “organización, análisis e interpretación de los datos”, se habitúa a los 
alumnos a buscar, obtener y procesar información para transformarla en conocimiento. 
Los proyectos contribuyen al aprendizaje del uso de calculadora, ordenadores y 
software y adquirir destrezas de razonamiento para organizar información, relacionarla  
sintetizarla y hacer inferencias y deducciones de distinto nivel de complejidad. 
5. Competencia social y ciudadana, pues se adquieren conocimientos diversos y 
habilidades complejas que permiten participar, tomar decisiones y responsabilizarse de 
las elecciones y decisiones adoptadas. Además, se conciencia a los alumnos de la 
importancia de la estadística en la sociedad actual, implicándose a través de procesos 
estadísticos en la mejora de la sociedad (participando en los censos, etc.). Por otro lado, 
los proyectos es aconsejable realizarlos en grupos de 2 o 3 personas, lo cual fomenta la 
cooperación y la valoración del trabajo de los demás. Finalmente ayuda a tener una 
actitud crítica y reflexiva en la valoración de la información disponible, contrastándola 
cuando es necesario, y respetando las normas de conducta acordadas socialmente. 
6. Competencia para aprender a aprender, se ejercita la curiosidad de plantearse 
preguntas, identificar y manejar las diversas técnicas y estrategias con las que afrontar 
una misma situación problemática y afrontar la toma de decisiones con la información 
de la que se dispone. Se ejercitan habilidades para obtener información y para 
transformar dicha información en conocimientos propios. 
7. Autonomía e iniciativa personal. Es preferible que los proyectos sean planteados 
por los propios alumnos, fomentando así su capacidad de elegir con criterio propio, de 
ejercitar su imaginación y de llevar adelante las acciones necesarias para desarrollar las 
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acciones y planes personales. Además en el proyecto el estudiante no depende tanto del 
profesor, pues tiene libertad para elegir las estrategias de resolución. (pp. 223-224) 
 
2.2.2. La estadística como cultura 
Según Holmes, P. (2002), la enseñanza de la estadística y probabilidad fue ya 
introducida en 1961 en el currículo de Inglaterra en forma opcional para los estudiantes 
de 16 a 19 años que querían especializarse en matemáticas, con el fin de mostrar las 
aplicaciones de las matemáticas a una amplia variedad de materias. Holmes y su equipo, 
con el proyecto School Council Project (Holmes,1980) mostraron que era posible iniciar 
la enseñanza ya desde la escuela primaria, justificándola por las razones siguientes:  
- La estadística es una parte de la educación general deseable para los futuros 
ciudadanos adultos, quienes precisan adquirir la capacidad de lectura e interpretación de 
tablas y gráficos estadísticos que con frecuencia aparecen en los medios informativos.  
- Es útil para la vida posterior, ya que en muchas profesiones se precisan unos 
conocimientos básicos del tema.  
- Su estudio ayuda al desarrollo personal, fomentando un razonamiento crítico, 
basado en la valoración de la evidencia objetiva.  
- Ayuda a comprender los restantes temas del currículo, tanto de la educación 
obligatoria como posterior, donde con frecuencia aparecen gráficos, resúmenes o 
conceptos estadísticos. Esta relevancia ha producido un interés creciente por la 
enseñanza de la estadística, como se refleja en diferentes documentos curriculares, 
donde se insiste en la necesidad de comenzarla lo antes posible, y, al menos, en la 
educación secundaria obligatoria. Se habla de proporcionar una cultura estadística 
“que se refiere a dos componentes interrelacionados: a) capacidad para interpretar y 
evaluar críticamente la información estadística, los argumentos apoyados en datos o los 
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fenómenos que las personas pueden encontrar en diversos contextos, incluyendo los 
medios de comunicación, pero no limitándose a ellos, y b) capacidad para discutir o 
comunicar sus opiniones respecto a tales informaciones estadísticas cuando sea 
relevante” (Gal, 2002, pp. 2-3). 
 
 El término “statistical literacy” ha ido surgiendo de forma espontánea entre los 
estadísticos y educadores estadísticos en los últimos años, quiere resaltar el hecho de 
que la estadística se considera hoy día como parte de la herencia cultural necesaria para 
el ciudadano educado. Como señala Ottaviani (1998):  
“a nivel internacional la UNESCO implementa políticas de desarrollo económico y 
cultural para todas las naciones, que incluyen no sólo la alfabetización básica, sino la 
numérica. Por ello los estadísticos sienten la necesidad de difusión de la estadística, no 
sólo como una técnica para tratar los datos cuantitativos, sino como una cultura, en 
términos de capacidad de comprender la abstracción lógica que hace posible el estudio 
cuantitativo de los fenómenos colectivos” (p. 1). 
  
El proyecto GAISE (Franklin y cols., 2005), para la educación K-12, presenta 
algunas recomendaciones y en éstas se indica que, la enseñanza de la estadística debe 
tener como principal objetivo ayudar a los estudiantes a aprender los elementos básicos 
del pensamiento estadístico, entre otros los siguientes: 
 La necesidad e importancia de los datos. Reconocer la necesidad de basar las 
decisiones personales en la evidencia (datos) y los peligros inherentes del que actúa 
sobre supuestos que no están respaldados por datos. Reconocer que es difícil conseguir 
datos de buena calidad y que el tiempo ocupado para formular problemas y obtener 
datos de buena calidad no es tiempo perdido. 
  40 
 
 La omnipresencia de la variabilidad. Reconocer que la variabilidad es ubicua en 
muchos fenómenos cotidianos. La variabilidad es la esencia de la estadística como 
disciplina y no puede ser entendida sólo mediante estudio y lectura, sino que debe ser 
experimentada. 
 La cuantificación y explicación de la variabilidad. Reconocer que la variabilidad 
puede ser medida y explicada, tomando en consideración lo siguiente: (a) aleatoriedad y 
distribuciones de las variables aleatorias; (b) parámetros de tendencia central y de 
dispersión (tendencia y residuo); (c) modelos matemáticos paramétricos; (d) modelos de 
análisis exploratorio de datos. (p. 217) 
 
 Watson, J. (2006) ha llevado a cabo investigaciones sobre la comprensión de los 
distintos contenidos del currículo de estadística y probabilidad y su relación con el 
desarrollo de cultura estadística en los alumnos. Según la autora, es importante que los 
alumnos se enfrenten a problemas estadísticos en los que el contexto juegue un papel 
importante, ya que es con este tipo de problemas se encontraran cuando  acaben la 
educación secundaria. La autora, teniendo en cuenta los objetivos del currículo de 
probabilidad y estadística en la escuela primaria y secundaria y relacionándolos con las 
habilidades que debiera tener una persona adulta estadísticamente culta, define una 
jerarquía de niveles de cultura estadística útil para evaluar la comprensión de los 
estudiantes (Watson, 1997). Los niveles propuestos son los siguientes:  
 El desarrollo del conocimiento básico de los conceptos estadísticos y 
probabilísticos.  
 La comprensión de los razonamientos y argumentos estadísticos cuando se 
presentan dentro de un contexto más amplio de algún informe en los medios de 
comunicación o en el trabajo.  
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 Una actitud crítica que se asume al cuestionar argumentos que estén basados en 
evidencia estadística. (p. 112) 
 
2.2.3. Razonamiento estadístico 
 Cuando de refieren al conociniento, no sólo deben  ser conocimientos 
conceptuales o procedimentales. El razonamiento estadístico es una componente 
esencial del aprendizaje. Este tipo de razonamiento, incluye según Wild y Pfannkuch 
(1999) cinco componentes fundamentales:  
 Reconocer la necesidad de los datos: La base de la investigación estadística es la 
hipótesis de que muchas situaciones de la vida real sólo pueden ser comprendidas a 
partir del análisis de datos que han sido recogidos en forma adecuada. La experiencia 
personal o la evidencia de tipo anecdótico no es fiable y puede llevar a confusión en los 
juicios o toma de decisiones. 
 Transnumeración: Los autores usan esta palabra para indicar la comprensión que 
puede surgir al cambiar la representación de los datos. Al contemplar un sistema real 
desde la perspectiva de modelización, puede haber tres tipos de transnumeración: (1) a 
partir de la medida que “captura” las cualidades o características de la Estadística con 
Proyectos 13 mundo real, (2) al pasar de los datos brutos a una representación tabular o 
gráfica que permita extraer sentido de los mismos; (3) al comunicar este significado que 
surge de los datos, en forma que sea comprensible a otros.  
 Percepción de la variación. La recogida adecuada de datos y los juicios correctos 
a partir de los mismos requieren la comprensión de la variación que hay y se transmite 
en los datos, así como de la incertidumbre originada por la variación no explicada. La 
estadística permite hacer predicciones, buscar explicaciones y causas de la variación y 
aprender del contexto. 
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 Razonamiento con modelos estadísticos. Cualquier útil estadístico, incluso un 
gráfico simple, una línea de regresión o un resumen puede contemplarse como modelo, 
puesto que es una forma de representar la realidad. Lo importante es diferenciar el 
modelo de los datos y al mismo tiempo relacionar el modelo con los datos. 
 Integración de la estadística y el contexto: Es también un componente esencial 
del razonamiento estadístico. (p.134) 
 
 La mejor forma de seguir estas recomendaciones es introducir en las clases de 
estadística el trabajo con proyectos, algunos de los cuales son planteados por el profesor 
y otros escogidos libremente por los alumnos. En lugar de introducir los conceptos y 
técnicas descontextualizadas, o aplicadas únicamente a problemas tipo, difíciles de 
encontrar en la vida real, se trata de presentar las diferentes fases de una investigación 
estadística: planteamiento de un problema, decisión sobre los datos a recoger, recogida 
y análisis de datos y obtención de conclusiones sobre el problema planteado. 
 
2.2.4. Aprendizaje de la estadística 
 
Según Campos, C. (2008), a partir de unos datos experimentales o de ejemplos 
asociados al sistema o problema que se quiere analizar, se debe establecer un modelo 
teórico de comportamiento de lo que se quiere modelar. Esta clase de proceso de 
enseñanza-aprendizaje está comprendida inicialmente en el aprendizaje inductivo y se 
termina considerando de hecho como un aprendizaje con ejemplos y casos prácticos con 
datos reales del ámbito de la formación de Ingeniería y otras carreras administrativas; 
esto constituye un aspecto de aproximación a la realidad por procedimientos empíricos, 
que implica que el estudiante debe conocer los diversos aspectos teóricos del modelo 
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que se quiere construir. Así pues, este conocimiento teórico debe ser impartido en 
paralelo con el estudio y resolución de los casos prácticos considerados.  
 
La Estadística, en una cierta aceptación general y popular, se dedica al recojo de 
los datos e información numérica que se ordena posteriormente en tablas o gráficos. 
Pero más esencial y profundamente, de la Estadística es la Ciencia cuyo objeto es la 
inducción o inferencia incierta y emplea técnicas especiales propias para obtener y 
alcanzar algún conocimiento sobre la Naturaleza. Así pues, hay que considerar la 
Estadística, según la expresión de Mood y Graybill, como la tecnología del método 
científico experimental, o según Rao, C.R., la Estadística puede contemplarse como la 
nueva tecnología del siglo actual (“ ... I have come to appreciate Statistics as the new 
technology of the present century”, en C.R. Rao(1973): Linear Statistical Inference and 
Its Applications, Wiley, New York ). (p.82) 
 
Es primordial que el alumno entienda que el razonamiento inductivo, propio de 
los Métodos Estadísticos, es una inferencia incierta; los hechos experimentales, a partir 
de los cuales actúa el método inductivo, no pueden originar conclusiones generales 
categóricas e inflexibles.La inducción produce leyes generales más o menos admisibles. 
En cambio, una ley lógico–deductiva (es decir, matemática) es falsa si se encuentra un 
sólo contraejemplo que no cumpla el enunciado de tal ley. (Campos, C., 2008, p. 102) 
 
El propósito de esta metodología de enseñanza basada en casos prácticos con 
datos reales está siendo desarrollado a lo largo del Curso 2007-08 y consiste en servir de 
orientación en el aprendizaje y la implicación de un modo activo de los estudiantes en 
las técnicas y metodologías estadísticas aplicadas en diferentes titulaciones de 
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Ingeniería, atendiendo a las implicaciones que implica el Espacio Europeo de Educación 
Superior en las diferentes titulaciones de Ingeniería, las cuales nos han llevado a la 
reflexión acerca de cuáles son las actividades que habrán de llevarse a cabo con los 
estudiantes de Estadística. (Campos, C., 2008, p. 108) 
 
2.2.5.    Experimentación y metodología en estadística 
 
A partir de una experimentación muestral adecuada se puede obtener 
conocimiento de la población de la cual se tomó la muestra y, por tanto, del 
comportamiento de futuras muestras. Así por ejemplo, a partir de una muestra de ítems 
de un proceso productivo se podrán sacar conclusiones acerca de su estado de control y 
de su capacidad; si una muestra posterior está en desacuerdo con las expectativas que se 
tienen se dirá que su estado del proceso de fabricación ha cambiado estadísticamente, es 
decir, que se ha alterado porque esta última muestra difiere significativamente de la 
primera. 
  
Como nuestro deseo es que el alumno adquiera un aprendizaje significativo, nos 
hemos propuesto incidir en nuevas metodologías didácticas en la impartición de esta 
asignatura de Estadística en concordancia con Garfield (1995, p.63). 
 
Los alumnos, previamente, reciben materiales didácticos, con preferencia libros 
de reconocida solvencia, que les permiten conocer los principios que establece la 
Estadística y además colecciones de datos experimentales para su análisis. De esta 
manera se adquiere una información teórica, objetiva y científica sobre el tema para 
conseguir los objetivos cognoscitivos que nos proponemos. 
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Para conseguir un aprendizaje significativo es interesante e imprescindible, 
como se ha indicado previamente, utilizar datos reales y, si fuera posible, realizar 
experiencias sencillas de adquisición de datos, de tal manera que esto favorezca el 
cambio de actitudes ante la aplicación de las técnicas estadísticas en la Ingeniería. 
 
Por consiguiente, el alumno habrá aprendido unos contenidos y técnicas que no 
conocía. Si además ha tenido la experiencia de aplicar esos contenidos, desde un punto 
de vista más personal, nos parece más fácil que ese aprendizaje sea significativo y 
favorezca la modificación de su habilidad estadística, que si sólo aprenden unos 
contenidos por medio de una metodología puramente formal. 
 
          En definitiva, se desea realizar una metodología didáctica que sirva de orientación 
en el aprendizaje y la implicación de un modo activo de los estudiantes en las técnicas y 
metodologías estadísticas aplicadas en Ingeniería, atendiendo a las implicaciones que 
implica el Espacio Europeo de Educación Superior en las diferentes titulaciones de 
Ingeniería, las cuales nos han llevado a la reflexión acerca de cuáles son las actividades 
que habrán de llevarse a cabo con los estudiantes de Estadística.(Campos,C.,2008,p. 63) 
 
2.2.6 Estructuración de la docencia en un entorno virtual de aprendizaje. 
Mondejar, J. (2006) afirma que “En el proceso de adecuación a los nuevos 
escenarios de educación, en el área de Estadística hemos optado por un sistema de 
enseñanza-aprendizaje basado en el elearning, que destaca por ser capaz de integrar el  
uso de las nuevas tecnologías y elementos didácticos tradicionales. De entre las ventajas 
de este tipo de aprendizaje, resultan especialmente útiles en nuestro caso la posibilidad 
  46 
 
de asistencia a clase de forma remota, la existencia de un espacio virtual de reunión para 
la realización de trabajos y un mayor dinamismo en el aprendizaje. Así, para el 
seguimiento de una asignatura, por ejemplo la de control estadístico de la calidad, los 
alumnos disponen de una página wweb o sobre una plataforma Moodle, donde está 
organizada la docencia y  materiales necesarios para el aprendizaje de la materia.(p.66) 
 
Esta organización permite un seguimiento virtual de la asignatura, donde el 
alumnado se organiza el tiempo y el ritmo de trabajo, lo que resulta especialmente útil 
para aquellos alumnos que no pueden asistir regularmente a clase por motivos laborales, 
de compatibilidad con otros estudios o con programas de movilidad de estudiantes como 
Erasmus. Pero también los que asisten regularmente al aula encuentran útil disponer de 
una visión de conjunto de la asignatura, donde se recogen todos los materiales, el 
cronograma de la asignatura (calendario), información sobre eventos, contacto con los 
profesores y el resto de compañeros (e-mail, chat, foros, tutorías virtuales, tanto 
individualizadas como en grupo, etc.). (p. 77) 
 
2.2.7 Aprendizaje cooperativo 
 
El aprendizaje cooperativo ha sido objeto de numerosas investigaciones desde 
los años setenta, momento en el que surgen las primeras investigaciones sobre 
aplicaciones específicas del mismo (Slavin, 1991). A través de los métodos y técnicas 
de aprendizaje cooperativo, se trata de lograr, según (Johnson y Johnson, 1989), el 
desarrollo de cinco elementos esenciales: interdependencia positiva, interacción cara a 
cara, responsabilidad individual, habilidades sociales y el procesamiento grupal    
autónomo. Según Slavin (1983), el aprendizaje cooperativo es un amplio y heterogéneo 
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conjunto de métodos de instrucción estructurados en los que los estudiantes trabajan 
juntos, en grupos o equipos, en tareas generalmente académicas. Existen diversas 
técnicas a través de las cuáles el profesor puede diseñar las tareas a realizar por medio 
del aprendizaje cooperativo, sintetizadas en Walters (2000), quien señala cuatro 
modelos principales de aprendizaje cooperativo. Estos métodos destacan por su 
flexibilidad en la aplicación a diferentes asignaturas, edades, situaciones de aprendizaje, 
etc. Los cuatro modelos señalados por este autor son: Jigsaw (Puzzle), Student Team 
Learning (Aprendizaje por Equipos de Estudiantes), Learning Together (Aprendiendo 
Juntos), y Group Investigation (Investigación en Grupo).  
Las diferencias entre ellos se encuentran en el grado de estructuración de la 
tarea, la utilización de recompensas, la competición y los métodos de evaluación 
individual (Trujillo, 2002).  
 
Según señala Pérez (2008), existen una serie de objetivos a conseguir con el 
aprendizaje cooperativo:  
1. Objetivos generales:  
- Conocer otra forma de aprender distinta de la habitual, fomentando distintas 
técnicas de aprendizaje (investigación, descubrimiento, etc.)  
- Desarrollar habilidades y capacidades como la iniciativa, la toma de decisiones, 
el trabajo en equipo, el espíritu crítico, la creatividad y la flexibilidad.  
2. Académicos  
- Conocer de forma más explícita los contenidos de la unidad temática.  
- Desarrollar una mejor capacidad de síntesis y comprensión respecto al tema 
expuesto.  
- Aumentar la motivación intrínseca por el aprendizaje.  
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- Saber dar y pedir explicación a sus compañeros.  
- Uso del diálogo y la discusión en grupo.  
3. De colaboración  
- Que los alumnos sean capaces de trabajar de forma cooperativa. 
- Que los alumnos sean capaces de aprender a solicitar ayuda a sus compañeros. 
- Que los alumnos conozcan y manejen el "feedback" o retroalimentación como 
herramienta de refuerzo y apoyo. 
- Que los alumnos interactúen entre sí, que compartan ideas y materiales, apoyo y 
alegría en los logros académicos de unos y otros. 
- Que los alumnos sean capaces de buscar información en diferentes fuentes. 
- Que los alumnos aprendan a escuchar al resto de compañeros, así como respetar 
opiniones contrarias a la suya. 
- Que los alumnos sean capaces de respetar el turno de palabra. 
- Garantizar la responsabilidad individual que se debe llevar a cabo en toda tarea 
cooperativa.  
- Fomentar el desarrollo de las habilidades sociales necesarias para el trabajo en 
grupo. 
- Garantizar la igualdad de oportunidad de éxito para todo el grupo clase.  
- Desarrollar un mayor conocimiento entre los miembros del grupo. (p. 227-228) 
 
A pesar de todas las ventajas que tiene esta metodología, debemos ser 
conscientes de que no está exenta de dificultades, como las señaladas en González y 
García, (2007): Espacios/aulas inadecuadas para el desarrollo de trabajos en grupo, 
Dificultad para seleccionar textos apropiados, El tiempo para corregir y evaluar se 
incrementa, Cambio en el sistema de evaluación: continua / final, Absentismo escolar 
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ante los exámenes, Falta de experiencia del profesorado, Individualismo del profesorado 
y Excesivo número de alumnos por aula. (p. 241) 
2.2.8 Datos, sus tipos, fuentes de datos  
 A diario en todas las clases se enfrenta  a la necesidad de recoger, organizar e 
interpretar sistemas complejos de datos y esta necesidad aumentará en el futuro, debido 
al desarrollo de los sistemas de comunicación y las bases de datos. El punto de 
comienzo de la estadística debería ser el encuentro de los alumnos con sistemas de datos 
reales: resultados deportivos de sus equipos favoritos, medios de transporte usados para 
ir a la escuela, temperatura máxima y mínima a lo largo de un mes; color o tipo de 
vehículo que pasa por delante de la ventana, etc. Uno de los objetivos que debiera 
incluirse en un curso de estadística es capacitar al alumno para recoger, organizar, 
depurar, almacenar, representar y analizar sistemas de datos sencillos. Este objetivo 
comienza por la comprensión de las ideas básicas sobre organización de datos: 
codificación grabación y depuración. 
 
 De este modo podrán ver que construir un sistema de datos propio y analizarlo 
no es lo mismo que resolver un problema de cálculo rutinario tomado de un libro de 
texto. Si quieren que el sistema de datos sea real, tendrán que buscar información 
cuando les falte, comprobar y depurar los errores que cometen al recoger los datos, 
añadir nueva información a la base de datos cuando se tenga disponible. Aprenderán a 
comprender y apreciar más el trabajo de los que realizan las estadísticas para el 
gobierno y los medios de comunicación. Si comprenden la importancia de la 
información fiable, se mostrarán más dispuestos a colaborar cuando se les solicite 
colaboración en encuestas y censos.  
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En la mayor parte de los conjuntos de datos hay al menos tres componentes: la 
descripción de las variables, los valores de las variable (campos), que es el cuerpo 
principal de los datos, y los resúmenes estadísticos de cada variable. Los campos 
pueden ser de longitud fija o variable, y puede haber campos vacíos. Asimismo, 
clasificamos las variables según diversas tipologías: cualitativas o cuantitativas; 
discretas, continuas; nominales, ordinales, datos de intervalo, de razón. Sobre cada una 
de estas componentes pueden realizarse operaciones o transformaciones internas 
(clasificación, recodificación, agrupamiento) y externas (insertar, borrar, seleccionar...). 
Podemos clasificar variables, clasificar los casos dentro de una variable o clasificar los 
resúmenes estadísticos, por ejemplo, por su magnitud. Podemos seleccionar casos por 
los valores de una variable, o seleccionar variables porque sus valores coinciden en una 
serie de casos. También es posible determinar relaciones entre estos componentes, por 
ejemplo, de dependencia, implicación, similaridad (dependencia entre variables; 
similaridad de sujetos; similaridad de variables). Estos tipos de operaciones deben ser 
presentadas para casos sencillos a los estudiantes, de modo que sean comprendidas. Ver 
Tabla 1.  (Batanero, C. 2011, p. 24) 
 
Tabla 1 
Tipo de datos en los proyectos. (Batanero, 2001, p. 25) 
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2.2.9 Computadoras en la enseñanza de la estadística 
 
 Las computadoras con software especializados, como el SPSS, permiten ser 
considerados ahora en día en la señanza de la estadística, debido a los bajos costos en el 
mercado. Entre las posibilidades que ofrecen a la enseñanza de la estadística, citamos: 
Transmisión de datos (entre calculadoras o calculadora y ordenador). Es posible, por 
ejemplo, tomar datos de Internet, sobre un tema de interés y transmitirlo a la 
calculadora, sin necesidad de tener que grabarlos a mano, Opciones de manejo de listas 
y posibilidad de transformación de los datos, Cálculos estadísticos y gráficos básicos 
para una y varias variables, Posibilidad de ser programadas y Generador de números 
aleatorios y tablas estadísticas básicas (Batanero, 2001, p. 26) 
Simulación 
Un uso característico del material en estocástica es la simulación. En ocasiones 
el estudio de un problema de probabilidad es complejo para el alumno. Una pregunta 
que sin duda se plantea el profesor es si sería disponible realizar un estudio intuitivo de 
estos temas con ayuda del material concreto, calculadoras u ordenadores. 
Afortunadamente, contamos con la simulación., que para Heitele (1975) es en 
estadística algo parecido a lo que constituye el isomorfismo en otras ramas de las 
matemáticas. 
En la simulación ponemos en correspondencia dos experimentos aleatorios 
diferentes, de modo que a cada suceso elemental del primer experimento le corresponda 
un suceso elemental del segundo y sólo uno, y los sucesos puestos en correspondencia 
en ambos experimentos sean equiprobables. Como indica Girard (1997) al trabajar 
mediante simulación estamos ya modelizando, porque debemos no sólo simplificar la 
realidad, sino fijar los aspectos de la misma que queremos simular y especificar unas 
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hipótesis matemáticas sobre el fenómeno estudiado. Otras posibilidades de la 
simulación se discuten en Fernándes, Batanero, Contreras y Díaz (2009). 
 
Por ejemplo, podemos “simular” el experimento aleatorio consistente en 
observar el sexo de un recién nacido mediante el experimento aleatorio consistente en 
lanza una moneda al aire. Ahora bien, son muchos los aspectos que podríamos estudiar 
sobre un recién nacido, como el grupo sanguíneo, su peso o su raza, que no podrían 
simularse con el lanzamiento de la moneda. También hacemos una hipótesis 
(matemática) sobre equiprobabilidad para los dos sexos, independientemente de la raza, 
sexo y antecedentes familiares. Sólo una vez que hemos hecho estos supuestos, 
podremos comenzar el trabajo con la simulación. Como indican Chaput, Girard y Henry 
(2011) la simulación constituye una verdadera modelización en probabilidad. 
Lo importante de ésta es que podemos operar y observar resultados del segundo 
experimento y utilizarlos para obtener información del primero. Por ejemplo, si 
queremos saber cuál es la probabilidad que entre 100 recién nacidos hay más de un 60% 
de varones, podemos lanzar, por ejemplo 1000 veces 100 monedas al aire, estudiar en 
cada uno de los 1000 experimentos si hubo o no más de un 60% de nacimientos y 
obtener una estimación para la probabilidad pedida. La ventaja de la simulación es 
obvia, incluso en este ejemplo tan sencillo, pues permite condensar el experimento en 
un tiempo y espacio concreto. Vemos además que la simulación es, en sí misma un 
modelo de la realidad simulada, puesto que simplifica la propia realidad y supone un 
trabajo de abstracción sobre la misma. Es además un modelo material (o bien 
algorítmico si usamos un simulador de una calculadora u ordenador), que nos permite 
reproducir físicamente el experimento y observarlo y por tanto, permite un trabajo 
intuitivo sobre el modelo sin necesidad del aparato matemático. 
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Entre el dominio de la realidad en que se encuentra la situación que queremos 
analizar y en la que interviene el azar y el dominio teórico donde, con ayuda de la 
matemática construimos un modelo teórico de probabilidad que debe, por un lado, 
simplificar la realidad y abstraer sólo sus aspectos esenciales y, por otro, ser útil para 
interpretar los caracteres retenidos en la modelización, Coutinho (2001) sitúa el dominio 
pseudo-concreto en el que podríamos trabajar con  alumnos por medio de la simulación. 
 
Mientras que en el dominio de la realidad se efectúa una acción o experiencia 
concreta y en el dominio teórico es característica la representación formal o simbólica, 
en el dominio pseudo concreto se opera mentalmente. En este dominio alumno ya ha 
salido de la realidad y trabaja con una situación abstracta idealizada. Por ejemplo, se 
imagina que está trabajando con dados perfectos, prescinde de las condiciones del 
lanzamiento. Al mismo tiempo conserva la denominación de las caras del dado real para 
nombrar los resultados del dado idealizado. El papel didáctico del modelo pseudo-
concreto es inducir implícitamente el modelo teórico a los alumnos, incluso aunque su 
formulación matemática formalizada no sea posible (Henry, 1997). 
 
Para presentar un modelo se pueden utilizar diversos tipos de lenguajes o 
representaciones. Incluso podemos usar palabras de la vida común, a las que atribuimos 
nuevos significados más precisos (como el caso que hemos descrito), usando la 
analogía. Un caso muy interesante son los modelos de urna. En el caso de observar el 
sexo de un recién nacido podríamos simularlo sustituyéndolo por el experimento que 
consiste en elegir al azar con reemplazamiento una bola de una urna en la que 
introducimos dos bolas de diferente color para representar los dos sexos. Si queremos 
simular otro experimento aleatorio con dos sucesos en forma que sus probabilidades 
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sean p y q (p+q=1), basta usar una urna en que se mantengan las proporciones p y q 
para los dos colores de bolas. Simular un experimento con r sucesos diferentes solo 
requiere usar bolas de r colores distintos, respetando las probabilidades 
correspondientes. 
 
Cualquier problema probabilístico implica una serie de experimentos aleatorios 
compuestos de una determinada manera. Cada uno de estos experimentos puede ser 
“simulado” con un modelo de urnas convenientemente escogido (de una forma algo más 
compleja y usando una transformación inversa de la función de distribución, incluso los 
modelos continuos de probabilidad podrían simularse indirectamente, mediante este 
procedimiento). 
 
En este sentido la urna con bolas de colores (fichas, tarjetas) es un “material 
universal”, válido para estudiar cualquier problema o concepto probabilístico.Por ello la 
simulación proporciona un método“universal”para obtener la estimación de la solución 
de los problemas probabilísticos, que no tiene paralelo en otras ramas de la matemática. 
Además de la simulación con modelos de urnas y otros materiales manipulativos, las 
tablas de números aleatorios son también un instrumento de simulación universal, como 
hemos mostrado con algunos ejemplos presentados en nuestro libro Azar y probabilidad 
(Godino, Batanero y Cañizares, 1997). 
 
Aunque es importante que los alumnos realicen algunas actividades de 
simulación con apoyo de material manipulativo, como moneda, dados o ruletas y con 
tablas de números aleatorios, es realmente el ordenador el que proporciona una mayor 
potencia de simulación. La mayoría del software estadístico proporciona generadores de 
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números aleatorios, así como de valores de diferentes distribuciones de probabilidad, 
que pueden, una vez generados, ser analizados con ayuda de los recursos de cálculo y 
representación. 
 
Otras posibilidades son los módulos de estudio de las diferentes distribuciones 
de probabilidad con representación gráfica y cálculo de valores críticos y áreas bajo la 
función de densidad. Unido esto a la posibilidad de extracción de muestras de valores de 
estas distribuciones de tamaño dado, almacenamiento de las mismas en nuevos ficheros 
de datos, que pueden ser analizados, proporciona una herramienta muy interesante para 
la introducción de ideas de inferencia. Finalmente existen programas didácticos 
específicos para explorar conceptos estocásticos, desde los más elementales a los más 
avanzados, como, por ejemplo los procesos estocásticos. 
 
2.2.10 Desarrollo de competencias básicas a través de proyectos 
 
Como expresa Batanero, C. (2011), que el trabajo con proyectos contribuye a la 
adquisición de las siguientes competencias básicas en la formación de los futuros 
profesionales: 
 Competencia en comunicación lingüística. Durante el desarrollo del proyecto los 
alumnos se ejercitan en la construcción y comunicación del conocimiento y la 
organización y autorregulación del pensamiento. Además adquieren destrezas y 
actitudes como formarse un juicio crítico, generar ideas y disfrutar expresándose tanto 
de forma oral (exponiendo las conclusiones obtenidas a sus compañeros) como escrita 
(redactando el informe del proyecto). 
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 Competencia matemática. Puesto que han de utilizar y relacionar números 
enteros, fraccionarios y decimales, los alumnos aplican operaciones básicas, símbolos, 
formas de expresión y razonamiento matemático. Utilizan las proporciones, funciones, 
elementos geométricos y de medición. También ponen en práctica procesos de reflexión 
que llevan a la solución de los problemas o a la obtención de información, por medio 
del reconocimiento de las técnicas apropiadas. Al trabajar con los proyectos, los 
alumnos integraran el conocimiento matemático con conocimientos de otras disciplinas, 
ya que la parte “matemática” es sólo una fase del proyecto. 
 Competencia en el conocimiento y la interacción con el mundo físico. El trabajo 
con proyectos posibilita la comprensión de sucesos de la actualidad y sus consecuencias 
y el análisis de fenómenos sociales desde diversos puntos de vista. Hace también 
posible identificar preguntas o problemas en la vida diaria o en la actualidad y obtener 
conclusiones basadas en pruebas, con la finalidad de comprender y tomar decisiones. 
Procura una habilidad progresiva para poner en práctica los procesos y actitudes propios 
del análisis sistemático de una tarea y de indagación científica, ya que los proyectos se 
conciben como auténticas investigaciones. 
          Tratamiento de la información y competencia digital. En las fases de “recogida de 
datos” y “organización,análisis e interpretación de los datos”, se habitúa a los alumnos a   
buscar, obtener y procesar información para transformarla en conocimiento.Loproyectos 
contribuyen al aprendizaje del uso de calculadora, ordenadores y software y adquirir 
destrezas de razonamiento para organizar la información, relacionarla, analizarla, 
sintetizarla y hacer inferencias y deducciones de distinto nivel de complejidad. 
 Competencia social y ciudadana, pues se adquieren conocimientos diversos y 
habilidades complejas que permiten participar, tomar decisiones y responsabilizarse de 
las elecciones y decisiones adoptadas. Además, se conciencia a los alumnos de la 
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importancia de la estadística en la sociedad actual, implicándose a través de procesos 
estadísticos en la mejora de la sociedad (participando en los censos, etc.). Por otro lado, 
los proyectos es aconsejable realizarlos en grupos de 2 o 3 personas, lo cual fomenta la 
cooperación y la valoración del trabajo de los demás. Finalmente ayuda a tener una 
actitud crítica y reflexiva en la valoración de la información disponible, contrastándola 
cuando es necesario, y respetando las normas de conducta acordadas socialmente. 
 Competencia para aprender a aprender, se ejercita la curiosidad de plantearse 
preguntas, identificar y manejar las diversas técnicas y estrategias con las que afrontar 
una misma situación problemática y afrontar la toma de decisiones con la información 
de la que se dispone. Se ejercitan habilidades para obtener información y para 
transformar dicha información en conocimientos propios. 
 Autonomía e iniciativa personal. Es preferible que los proyectos sean planteados 
por los propios alumnos, fomentando así su capacidad de elegir con criterio propio, de 
ejercitar su imaginación y de llevar adelante las acciones necesarias para desarrollar las 
acciones y planes personales. Además en el proyecto el estudiante no depende tanto del 
profesor, pues tiene libertad para elegir las estrategias de resolución. (pp. 42-43) 
 
2.2.11 Evaluación de los trabajos 
 
Un punto que sin duda preocupa, tanto a alumnos como a profesores, es la 
evaluación. En Webb (1993) se concibe la evaluación como un proceso dinámico y 
continuo de producción de información sobre el progreso de los alumnos hacia los 
objetivos de aprendizaje. El principal propósito es mejorar el aprendizaje de los 
alumnos. 
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Es necesario reconocer la complejidad de la función evaluadora, debido a que 
ésta debe atender a las múltiples facetas del conocimiento estadístico (comprensión 
conceptual y procedimental, actitudes). Precisamos todo un sistema para recoger datos 
sobre el trabajo y rendimiento del alumno y no es suficiente evaluarlo a partir de las 
respuestas breves dadas a preguntas rutinarias en una única evaluación (o examen). Por 
el contrario, en un proyecto se reflejan bien los diversos aspectos del conocimiento 
matemático, que se deben tener en cuenta en la planificación de la instrucción y en su 
correspondiente evaluación según los estándares del NCTM (2000), los enunciamos: 
 Comprensión conceptual: Dar nombre, verbalizar y definir conceptos; 
identificar y generar ejemplos válidos y no válidos; utilizar modelos, diagramas y 
símbolos para representar conceptos; pasar de un modo de representación a otro; 
reconocer los diversos significados e interpretaciones de los conceptos; identificar 
propiedades de un concepto determinado y reconocer las condiciones que determinan un 
concepto en particular; comparar y contrastar conceptos. 
 Conocimiento procedimental: Reconocer cuándo es adecuado un procedimiento; 
explicar las razones para los distintos pasos de un procedimiento; llevar a cabo un 
procedimiento de forma fiable y eficaz; verificar el resultado de un procedimiento 
empíricamente o analíticamente; reconocer procedimientos correctos e incorrectos; 
reconocer la naturaleza y el papel que cumplen los procedimientos dentro de las 
matemáticas. 
 Resolución de problemas: Formular y resolver problemas; aplicar diversas 
estrategias para resolver problemas; comprobar e interpretar resultados; generalizar 
soluciones. 
 Formulación y comunicación matemática: Expresar ideas matemáticas en forma 
hablada, escrita o mediante representaciones visuales; interpretar y juzgar ideas 
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matemáticas, presentadas de forma escrita, oral o visual; utilizar el vocabulario 
matemático, notaciones y estructuras para representar ideas, describir relaciones. 
 Razonamiento matemático: Utilizar el razonamiento inductivo para reconocer 
patrones y formular conjeturas; utilizar el razonamiento deductivo para verificar una 
conclusión, juzgar la validez de un argumento y construir argumentos válidos; analizar 
situaciones para hallar propiedades y estructuras comunes;  
 Actitud o disposición hacia las matemáticas: Confianza en el uso de las 
matemáticas para resolver problemas, comunicar ideas y razonar; flexibilidad al 
explorar ideas matemáticas y probar métodos alternativos para la resolución de 
problemas; deseo de continuar hasta el final con una tarea matemática; interés, 
curiosidad e inventiva al hacer matemáticas; inclinación a revisar y reflexionar sobre su 
propio pensamiento y su actuación; valorar la aplicación de las matemáticas a 
situaciones que surjan de otras materias y de la experiencia diaria; reconocer el papel 
que cumplen las matemáticas en nuestra cultura, y el valor que tienen como herramienta 
y como lenguaje. (Batanero, 2011, p. 45) 
La evaluación del proyecto debe llevarse a cabo en varias etapas (Starkings, 
1997), para proporcionar a los estudiantes ayuda en su ejecución. Esta autora sugiere 
también que la evaluación de los proyectos, y evaluación individual de cada estudiante 
participante, debe tener en cuenta el interés del proyecto, su completitud, la corrección 
de las técnicas estadísticas e interpretación, la claridad del informe, así como la 
integración del estudiante en el equipo, su esfuerzo individual y su contribución al 
trabajo colectivo. 
 
Puesto que los estudiantes valoran aquello sobre los que los examinamos, 
debemos examinarlos sobre las habilidades y conocimientos que para nosotros son más 
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importantes. Una buena evaluación debe asegurar que el estudiante aprende y no sólo 
que aprueba. Algunos puntos que podrían tenerse en cuenta en la evaluación son: 
 Pregunta de interés: Si es la pregunta de investigación es relevante, está 
claramente enfocada y expuesta. Si es una pregunta que se puede abordar con los 
conocimientos del estudiante. En este apartado podría tenerse también en cuenta la 
definición de las variables, la descripción de cómo se pueden medir, la exposición 
correcta de los objetivos y, en el caso de que sea pertinente, la exposición de las 
hipótesis. 
 Diseño de la investigación: Un mismo problema se puede abordar de muchas 
formas diferentes. Para evaluar el diseño se debe tener en cuenta si se especificó la 
forma en que el estudiante aborda el problema,, incluyendo la descripción de población 
y muestra y el modelo en que los estudiantes recogieron datos. Se tendrá en cuenta si los 
datos permiten resolver la cuestión investigada. 
 Análisis de datos: Se debe valorar si el análisis de datos es adecuado al tipo de 
variables y a la pregunta de investigación, si se respetan los supuestos de aplicación de 
los diferentes métodos y si los métodos están correctamente aplicados. 
 Conclusiones: Las conclusiones han de ser consistentes con el análisis; los datos 
deben apoyar las conclusiones obtenidas 
  Reflexión sobre el proceso: Es interesante incluir una reflexión sobre las 
limitaciones del estudio y sugerencias de cómo mejorar el diseño o el análisis.  
 Presentación de resultados. La presentación, incluyendo claridad y corrección 
de los gráficos, organización adecuada en secciones y apartados y correcta expresión 
escrita es también pertinente. 
 Creatividad y originalidad: El último punto a valorar es la originalidad del 
trabajo y creatividad del alumno. (Batanero, 2011, pp. 45-46) 
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2.2.12 Teoría de aprendizaje 
 
Según Moreira, M. A. (2012) las principales corrientes psicológicas que han 
influido en la enseñanza y en el aprendizaje en las últimas décadas, son: 
 Conductismo: Skinner, enseñanza programada, objetivos operativos, tecnología 
educativa 
 Humanismo: Rogers, escuelas abiertas, enseñanza centrada en el alumno, Freire, 
 Cognitivismo: constructivismo, Piaget, Bruner, Vygotsky, Ausubel, Vergnaud, 
 Representacionismo: Ciencia Cognitiva: Psicología Cognitiva, Neurociencia, 
Lingüística, Ciencia de la Computación, Filosofía, Antropología Cognitiva; Johnson-
Laird, modelos mentales, representaciones mentales, (p. 44) 
 
En el mapa conceptual presentado en la Figura 1 dichas corrientes están 
diferenciadas en términos de énfasis, principios y conceptos básicos. La teoría de 
educación de Novak y el modelo de enseñanza de Gowin, contribuciones que han 
enriquecido significativamente esta construcción teórica.  
 
En esa misma línea se aportan también principios determinantes en la atribución 
de significados provenientes de la teoría de los campos conceptuales de Vergnaud y de 
la pedagogía de Freire que, junto con la concepción que defiendo de un aprendizaje 
significativo crítico, me han permitido configurar una visión actualizada y más eficaz de 
lo que debe ser entendido hoy como un aprendizaje significativo. De esta perspectiva 
conjunta que integra diferentes referentes teóricos se derivan, como veremos, 
importantes consecuencias para la enseñanza y diferentes principios que, aplicados a la 
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labor docente, supondrían una mayor significatividad de los aprendizajes y, con ello, 
una educación más efectiva, más significativa. 
 
 
Figura 1. Un mapa conceptual para los “ismos” que han influido en las prácticas 
docentes. Cada uno de ellos tiene un énfasis y algunos principios y conceptos básicos. 
Las “teorías de aprendizaje” encajan en esos “ismos” o filosofías (Moreira, 2012). 
 
2.2.13 La teoría del aprendizaje significativo de David Ausubel (1963) 
 
La idea central que subyace a esta teoría se apoya en la famosa consideración 
que Ausubel hace y con la que sintetiza su concepción de la enseñanza: 
Si tuviese que reducir toda la psicología educativa a un solo principio, enunciaría éste: 
de todos los factores que influyen en el aprendizaje, el más importante es lo que el 
alumno ya sabe. Hay que averiguarlo y enseñar de acuerdo con eso (Ausubel, 1963, 
2000). 
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Implicaciones que se derivan de esta afirmación. ¿Qué supone este principio 
fundamental y qué rasgos nos obliga a considerar? 
 Lo que el alumno ya sabe: su estructura cognitiva. 
 Hay que averiguarlo: investigar la estructura cognitiva pre-existente; conocer la 
estructura cognitiva; tener informaciones sobre la misma. 
 Enseñar de acuerdo con eso: basar la enseñanza en lo que el alumno ya sabe; 
identificar los conceptos organizadores básicos de lo que va a ser enseñado y utilizar 
recursos y principios que faciliten el aprendizaje significativo. 
El concepto básico o central de este planteamiento es el aprendizaje significativo (con 
significado), un modo de aprender que implica tener en cuenta tres rasgos definitorios: 
 La interacción cognitiva entre conocimientos nuevos y previos es la 
característica clave del aprendizaje significativo. 
 En dicha interacción, el nuevo conocimiento debe relacionarse de manera no 
arbitraria y substantiva (no al pie de la letra) con lo que el aprendiz ya sabe y éste debe 
presentar una predisposición para aprender. 
 Aprendizaje significativo y aprendizaje mecánico están ubicados a lo largo de un 
mismo continuo. Ver Figura 2. 
 
Figura 2: El aprendizaje significativo ↔ aprendizaje mecánico. El aprendizaje no es significativo o 
mecánico, no se trata de una dicotomía. El aprendizaje significativo es progresivo (Moreira, 2011). 
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Para organizar la enseñanza acorde con la pretensión de que el alumnado 
desarrolle un aprendizaje significativo, Ausubel propone cuatro principios 
programáticos: 
 Diferenciación progresiva: cuando la materia de enseñanza se programa de 
acuerdo con ese principio, las ideas más generales, más inclusivas de la disciplina se 
presentan al principio de la enseñanza y se van diferenciando progresivamente en 
términos de detalles y especificidades a lo largo del proceso. 
 Reconciliación integradora: es lo contrario de la práctica usual de los libros de 
texto de compartimentalizar conocimientos en capítulos y subcapítulos. De acuerdo con 
ese principio, la enseñanza debe explícitamente explorar relaciones entre 
conocimientos, indicando diferencias y semejanzas significativas, reconciliar 
inconsistencias reales o aparentes, integrar o cambiar ideas similares. 
 La diferenciación progresiva y la reconciliación integradora están representadas 
esquemáticamente en la Figura 3. 
 
Figura 3: Una representación del modelo ausubeliano de la diferenciación conceptual 
progresiva y de la reconciliación integradora. Las líneas más fuertes sugieren la 
dirección que se recomienda para la diferenciación progresiva de conceptos. Las líneas 
más claras sugieren la reconciliación integradora: para alcanzarla de manera más 
eficaz, se debe “descender” de los conceptos generales hacia los particulares y “subir” 
otra vez hasta los generales (Moreira, 2006). 
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2.2.14 La teoría de educación de Joseph Novak (aprendizaje significativo en una 
visión humanista) 
 
La premisa fundamental de esa teoría es: 
El aprendizaje significativo subyace a la integración constructiva de 
pensamientos, sentimientos y acciones y conduce al engrandecimiento humano. El 
aprendizaje significativo genera una sensación buena, agradable, engrandecedora, y 
aumenta la disposición para nuevos aprendizajes (Novak, 1981). 
 
La evaluación también es un lugar común del evento educativo. Es decir, son 
cinco los lugares comunes de la educación: aprendiz (aprendizaje), profesor 
(enseñanza), conocimiento (plan de estudios), contexto (medio social) y evaluación (del 
aprendizaje, de la enseñanza, del plan de estudios y del contexto). Estas ideas claves 
están representadas por medio de un mapa conceptual en la Figura 4. 
 
 
Figura 4: Modelo para organizar la instrucción de acuerdo con la teoría de Ausubel. 
(Moreira, 2006). 
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Novak (1981) propone varios principios en su teoría, de los cuales merecen ser 
destacados los siguientes: 
1. Todo evento educativo implica cinco elementos: aprendiz, profesor, conocimiento, 
contexto y evaluación. 
2.  Pensamientos, sentimientos y acciones están interrelacionados, positiva o 
negativamente.  
3. El aprendizaje significativo requiere: a) disposición para aprender, b) materiales 
potencialmente significativos y c) algún conocimiento relevante. 
4. Actitudes y sentimientos positivos con relación a la experiencia educativa tienen sus 
raíces en el aprendizaje significativo y, a su vez, lo facilitan. 
5. El conocimiento humano se construye; el aprendizaje significativo subyace a esa 
construcción. 6. El conocimiento previo del aprendiz tiene gran influencia sobre el 
aprendizaje significativo de nuevos conocimientos. 
7. Los significados son contextuales; el aprendizaje significativo no implica adquisición 
de significados “correctos”. 
8. Los conocimientos adquiridos por aprendizaje significativo son muy resistentes al 
cambio. 
9. La enseñanza debe ser planeada de manera que facilite el aprendizaje significativo y 
propicie experiencias afectivas positivas. 
10. La evaluación del aprendizaje debe buscar evidencias de aprendizaje significativo. 
(p. 63) 
2.2.15 El modelo de enseñanza de D. B. Gowin (el aprendizaje significativo en una 
visión interaccionista-social) 
Para Gowin (1981), en el proceso enseñanza-aprendizaje hay una relación 
triádica entre profesor, alumno y materiales educativos. Tal como sugiere la Figura 5, 
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esa relación tiene lugar en un contexto y el lenguaje es fundamental en esa relación. En 
tal relación triádica caben algunas relaciones diádicas: 
Profesor – Materiales Educativos 
Profesor – Alumno 
Alumno – Alumno (Profesor – Profesor) 
Alumno – Materiales Educativos 
Cada una de estas relaciones puede ser educativa o degenerativa. Las primeras 
corresponden a las que se establecen manteniendo un lugar en la relación triádica. Las 
relaciones degenerativas son aquéllas que son tan autocontenidas que interfieren en la 
concreción de la relación triádica. 
El producto de la relación entre profesor, materiales educativos y alumno está 
constituido por los significados compartidos: La enseñanza se consuma cuando el 
significado del material que el alumno capta es el significado que el profesor pretende 
que ese material tenga para el alumno (op. cit., p. 81). 
 
Figura 5: El modelo triádico de Gowin (Moreira, 2006): Gowin ve una relación 
triádica entre Profesor, Materiales Educativos y Alumno. Para él, una situación de 
enseñanza-aprendizaje se caracteriza por compartir significados entre alumno y 
profesor, con respecto a conocimientos vehiculados por los materiales educativos del 
plan de estudios. 
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El modelo triádico de enseñanza que postula Gowin (1981) se puede describir 
atendiendo a los siguientes postulados o premisas: 
 Un episodio de enseñanza tiene lugar cuando profesor y alumno logran 
compartir significados. 
 Usando materiales educativos del plan de estudios, profesor y alumno buscan 
coherencia de significados. 
 En una situación de enseñanza, el profesor actúa de manera intencional para 
cambiar significados de la experiencia del alumno, utilizando materiales educativos del 
plan de estudios. 
 Si el alumno manifiesta una disposición para el aprendizaje significativo, actúa 
intencionalmente para captar el significado de los materiales educativos. 
 El objetivo es compartir significados.  
 
 El profesor le presenta al alumno los significados ya compartidos por la 
comunidad conrelación a los materiales educativos del plan de estudios. 
 El alumno, a su vez, le devuelve al profesor los significados que captó. 
 Si no se llega a compartir significados, el profesor debe, otra vez, presentar, de 
otro modo, los significados aceptados en el contexto de la materia de enseñanza. 
 El alumno, de alguna manera, debe externalizar, nuevamente, los significados 
que captó. 
 El proceso puede ser más o menos largo, pero el objetivo es siempre compartir 
significados. 
 Profesor y alumno tienen responsabilidades distintas en ese proceso. 
 El profesor es responsable de verificar si los significados que el alumno captó 
son los compartidos por la comunidad de usuarios. 
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 El alumno es responsable de verificar si los significados que captó son los que el 
profesor pretendía que captase, es decir, los significados compartidos en el contexto de 
la materia de enseñanza. 
 Si se llega a compartir significados, el alumno está en condiciones de decidir si 
quiere o no aprender significativamente. 
 La enseñanza requiere reciprocidad de responsabilidades, sin embargo, aprender 
significativamente es una responsabilidad del alumno que no puede ser compartida con 
el profesor. (p. 162) 
 
2.2.16 Aprendizaje significativo según Ausubel (1963) 
 
Aprendizaje significativo es el proceso a través del cual una nueva información 
(un nuevo conocimiento) se relaciona de manera no arbitraria y sustantiva (no-literal) 
con la estructura cognitiva de la persona que aprende. 
  
En el proceso del aprendizaje significativo, el significado lógico del material de 
aprendizaje se transforma en significado psicológico para el sujeto. Para Ausubel (1963, 
p. 58), el aprendizaje significativo es el mecanismo humano, por excelencia, para 
adquirir y almacenar la inmensa cantidad de ideas e informaciones representadas en 
cualquier campo de conocimiento.  
 
No-arbitrariedad quiere decir que el material potencialmente significativo se 
relaciona de manera no-arbitraria con el conocimiento ya existente en la estructura 
cognitiva del aprendiz. O sea, la relación no es con cualquier aspecto de la estructura 
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cognitiva sino con conocimientos específicamente relevantes a los que Ausubel llama 
subsumidores. 
  El conocimiento previo sirve de matriz “ideacional” y organizativa para la 
incorporación, comprensión y fijación de nuevos conocimientos cuando éstos “se 
anclan” en conocimientos específicamente relevantes (subsumidores) preexistentes en la 
estructura cognitiva. Nuevas ideas, conceptos, proposiciones, pueden aprenderse 
significativamente (y retenerse) en la medida en que otras ideas, conceptos, 
proposiciones, específicamente relevantes e inclusivos estén adecuadamente claros y 
disponibles en la estructura cognitiva del sujeto y funcionen como puntos de “anclaje” a 
los primeros. Sustantividad significa que lo que se incorpora a la estructura cognitiva es 
la sustancia del nuevo conocimiento, de las nuevas ideas, no las palabras precisas 
usadas para expresarlas. El mismo concepto o la misma proposición pueden expresarse 
de diferentes maneras a través de distintos signos o grupos de signos, equivalentes en 
términos de significados. Así, un aprendizaje significativo no puede depender del uso 
exclusivo de determinados signos en particular (op. cit. p. 41).  
 
La esencia del proceso de aprendizaje significativo está, por lo tanto, en la 
relación noarbitraria y sustantiva de ideas simbólicamente expresadas con algún aspecto 
relevante de la estructura de conocimiento del sujeto, esto es, con algún concepto o 
proposición que ya le es significativo y adecuado para interactuar con la nueva 
información. De esta interacción emergen, para el aprendiz, los significados de los 
materiales potencialmente significativos (o sea, suficientemente no arbitrarios y 
relacionables de manera no-arbitraria y sustantiva a su estructura cognitiva). En esta 
interacción es, también, en la que el conocimiento previo se modifica por la adquisición 
de nuevos significados.  
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Queda, entonces, claro que en la perspectiva ausubeliana, el conocimiento previo (la 
estructura cognitiva del aprendiz) es la variable crucial para el aprendizaje significativo. 
  
Cuando el material de aprendizaje es relacionable con la estructura cognitiva 
solamente de manera arbitraria y literal que no da como resultado la adquisición de 
significados para el sujeto, el aprendizaje se denomina mecánico o automático. La 
diferencia clave entre aprendizaje significativo y aprendizaje mecánico está en la 
capacidad de relación con la estructura cognitiva: no arbitraria y sustantiva versus 
arbitraria y literal (ibid.). No se trata, pues, de una dicotomía, sino de un continuo en el 
cual éstas ocupan los extremos. 
  
El aprendizaje significativo más básico es el aprendizaje del significado de 
símbolos individuales (típicamente palabras) o aprendizaje de lo que ellas representan. 
Ausubel denomina aprendizaje representacional a este aprendizaje significativo (op. cit. 
p. 42).  
El aprendizaje de conceptos, o aprendizaje conceptual, es un caso especial, y 
muy importante, de aprendizaje representacional, pues los conceptos también se 
representan por símbolos individuales. Sin embargo, en este caso son representaciones 
genéricas o categoriales. Es preciso distinguir entre aprender lo que significa la palabra-
concepto, o sea, aprender qué concepto está representado por una palabra dada y 
aprender el significado del concepto (op. cit. p. 44). 
  
El aprendizaje proposicional, a su vez, se refiere a los significados de ideas 
expresadas por grupos de palabras (generalmente representando conceptos) combinadas 
en proposiciones o sentencias. Según Ausubel, la estructura cognitiva tiende a 
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organizarse jerárquicamente en términos de nivel de abstracción, generalidad e 
inclusividad de sus contenidos. Consecuentemente , la emergencia de los significados 
para los materiales de aprendizaje típicamente refleja una relación de subordinación a la 
estructura cognitiva.  
 
Conceptos y proposiciones potencialmente significativos quedan subordinados 
o, en el lenguaje de Ausubel (op. cit. p. 52), son “subsumidos” bajo ideas más 
abstractas, generales e inclusivas (los “subsumidores”). Este aprendizaje se denomina 
aprendizaje significativo subordinado. Es el tipo más común. Si el nuevo material es 
sólo corroborador o directamente derivable de algún concepto o proposición ya 
existente, con estabilidad e inclusividad, en la estructura cognitiva, el aprendizaje se 
denomina derivativo. Cuando el nuevo material es una extensión, elaboración, 
modificación o cuantificación de conceptos o proposiciones previamente aprendidos de 
manera significativa, el aprendizaje subordinado se considera correlativo (ibid.). El 
nuevo material de aprendizaje guarda una relación de superordenación con la estructura 
cognitiva cuando el sujeto aprende un nuevo concepto o proposición más abarcadora 
que pueda subordinar, o “subsumir”, conceptos o proposiciones ya existentes en su 
estructura de conocimiento. Este tipo de aprendizaje, mucho menos común que el 
subordinado, se llama aprendizaje superordenado. Es muy importante en la formación 
de conceptos y en la unificación y reconciliación integradora de proposiciones 
aparentemente no relacionadas o conflictivas (op. cit. p. 53).  
Ausubel cita además el caso del aprendizaje de conceptos o proposiciones que 
no son subordinados ni superordenados en relación con algún concepto o proposición, 
en particular, ya existente en la estructura cognitiva. No son subordinables ni son 
capaces de subordinar algún concepto o proposición ya establecido en la estructura 
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cognitiva de la persona que aprende. A este tipo de aprendizaje le da el nombre de 
aprendizaje significativo combinatorio 4 (ibid.).  
 
Según él, generalizaciones inclusivas y ampliamente explicativas tales como las 
relaciones entre masa y energía, calor y volumen, estructura genética y variabilidad, 
oferta y demanda, requieren este aprendizaje.  
 
De manera resumida, y prácticamente sin ejemplos, intenté presentar en esta 
sección los significados originales atribuidos por Ausubel al concepto de aprendizaje 
significativo. Este concepto es hoy muy usado cuando se habla de enseñanza y 
aprendizaje, sin embargo, frecuentemente sin que se sepa con exactitud lo que significa. 
Además de procurar aclarar esto, este apartado también pretende proporcionar ayudas 
para argumentar, en las secciones siguientes, que el concepto de aprendizaje 
significativo es compatible con otras teorías constructivistas pero que su mayor 
potencial, en la perspectiva de la instrucción, está en la teoría original de Ausubel, 
complementada por Novak y Gowin. 
 
2.2.17 Clasificación de tipos de aprendizaje según Ausubel (1963) 
 
 Ausubel, D. (1983) clasificó que en un salón de clase existen cuatro tipos de 
aprendizajes: por recepción, por descubrimiento, por repetición, y significativo. 
También, el aprendizaje significativo (Ausubel, D., 1983) es el más importante y 
deseable, ya que posibilita la adquisición de conocimientos que tengan sentido y 
relación. Para lograr un aprendizaje significativo de conceptos, es necesario que el 
material este internamente organizado, entendible y comprensible; además, que el 
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alumno tenga conocimientos previos que pueda activar y relacionar con ese nuevo 
material, unidos a una disposición favorable a buscar ese tipo de relaciones 
significativas. Podemos concordar con el constructivismo, el cual busca en los 
estudiantes la estrategia de como pensar y habilidades para buscar y producir concimtos. 
   
2.2.18  Teorías del aprendizaje  
 
El aprendizaje es el proceso que constituye el núcleo fundamental de la 
educación y que compromete con sus características y limitaciones a gran parte del 
proceso educativo; sin embargo, como señalan Hilgard y Bower (1973), es difícil la 
formulación de una definición del aprendizaje abordarse y analizarse para encontrar las 
soluciones al problema, y orienta la prueba de las hipótesis.; como expresa R. Gagné 
(1979): 
"Una teoría de aprendizaje está destinada a proporcionar una explicación de varios (en 
ocasiones muchos) hechos específicos que se han observado en forma independiente, 
relacionando estos hechos con un modelo conceptual". 
Es importante que los aportes de la Psicología del aprendizaje sean llevados a la 
práctica sistemática y controlada, pues esto permitirá no sólo comprobarla o verificarla en 
diferentes, realidades o medios sino también la posibilidad de mejorarla o reestructurarla de 
acuerdo a los resultados obtenidos y las condiciones en las que se hayan experimentado. 
De acuerdo con la teoría de Gagné, el aprendizaje se define como: 
"...un proceso que capacita al hombre para modificar su conducta con una cierta rapidez en 
una forma más o menos .permanente, de todo que la misma modificación  no tiene que 
ocurrir una y otra vez en cada situación nueva". (Gagné, 1971). 
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El proceso que implica el aprendizaje involucra una serie de eventos internos que son 
inferidos de la observación de la conducta de quienes aprenden, estos eventos anteceden y 
siguen al llamado "incidente esencial del aprendizaje", mediante el cual se produce el cambio 
en el sujeto. Según Gagné (1979) los eventos internos del aprendizaje son: La expectativa 
que es responsable del aspecto energético de la conducta. La memorización es e! proceso por 
el cual la información ya codificada se almacena en la memoria a largo plazo (MLP). De 
donde es recuperada mediante el proceso de recuperación que implica la búsqueda y 
selección de la entidad necesaria; y vuelve a la MCP y se combina con otros datos para 
formar nuevas codificaciones. Algunos datos indican que el almacenamiento es permanente 
y no experimenta menoscabo con el transcurso del tiempo, pero en otros se da el fenómeno 
del olvido debido principalmente a la falta de reforzamientos o a la ineficacia de los procesos 
de búsqueda y recuperación. 
 
 A estos procesos internos, Gagné hace corresponder fases del aprendizaje 
respectivamente: la motivación, aprehensión perceptiva, adquisición, retención, recordación, 
generalización o transferencia, desempeño y retroalimentación.  Por otro lado, mientras se 
realizan estos procesos internos los eventos externos ejercen efectos sustanciales sobre el 
aprendizaje; en la manera en que se efectúan y en la eficacia con que logran su finalidad, los 
eventos externos pueden tanto facilitar el aprendizaje y la memoria como producir el efecto 
contrario. 
 
La adquisición del aprendizaje está condicionada por factores internos y externos que 
Gagné llama condiciones. Las condiciones internas son las capacidades adquiridas 
previamente que deben ser actualizadas con antelación al nuevo aprendizaje; las 
expectativas, motivaciones, intereses y habilidades propias del sujeto. Las condiciones 
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externas activan y estimulan los procesos internos; los principios de contigüidad, repetición 
y refuerzo cobran especial importancia para motivar y conservar la intensidad del 
comportamiento (Skinner, 1979). 
 
El aprendizaje se produce entonces por la acción de los eventos externos sobre los 
proceso internos, es decir como una respuesta a la estimulación que el sujeto recibe de su 
ambiente. El aprendizaje implica logros que son conocidos como resultados de aprendizaje, 
los cuales cuando se dan en el proceso educativo y están vinculados a los objetivos 
educacionales se denominan "rendimiento académico". Son cinco las categorías en los 
resultados del aprendizaje, o  facultades humanas conocidas: 1) información verbal, 2) 
habilidades intelectuales, 3) estrategias cognoscitivas, 4) destrezas motoras y 5) actitudes. 
 
La información verbal constituida por os conceptos, hechos, principios y 
generalizaciones que el sujeto aprende y se almacena en /a memoria. Las habilidades 
intelectuales son las capacidades que hacen competente al hombre para el manejo símbolos, 
y su aplicación práctica, en contraste con los conocimientos teóricos de la información. 
Dentro de las habilidades intelectuales se identifican: las discriminaciones, conceptos 
concretos y definidos, reglas simples y de orden superior. Las estrategias cognitivas son 
habilidades internamente organizadas que gobiernan la propia conducta del estudiante, 
regulan los procesos de atender, recordar, pensar y aprender. Las actitudes son estados 
complejos del organismo humano que afectan la conducta del individuo hacia las personas, 
cosas y acontecimientos. 
La motivación es despertar y mantener el interés del sujeto; el maestro debe recurrir 
a las expectativas del alumno para despertar ese interés. Esto se establece cuando el maestro 
comunica al alumno lo que será capaz de hacer cuando el aprendizaje se haya logrado o con 
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el reforzamiento permanente para aumentar la posibilidad de futuras respuestas. 
 
2.2.19 Teoría de aprendizaje significativo 
 
COLL (2000) refiere que las teorías de aprendizaje son: 
“un conjunto global de fundamentos, hechos, enfoques y perspectivas teóricas 
que intentan ofrecer explicaciones más o menos generales de los elementos o 
factores implicados en el proceso de cambio que las personas experimentan 
como resultado de su experiencia y de su relación con su medio; es utilizada con 
frecuencia, en un sentido más estricto, para designar un subconjunto específico 
de marcos teóricos, que son caracterizados porque se inspiran, de manera más o 
menos directa, en la tradición conductista de la psicología”. 
 
Según Ausubel (1983: p.46), un aprendizaje se dice significativo cuando una 
nueva información (concepto, idea, proposición) adquiere significado para el aprendiz a 
través de una especie de anclaje en aspectos relevantes de la estructura cognitiva 
preexistente del individuo, o sea en conceptos, ideas, proposiciones ya existentes en su 
estructura de conocimientos (o de significados) con determinado grado de claridad, 
estabilidad y diferenciación. 
 
Por lo tanto, en el aprendizaje significativo hay una interacción entre el nuevo 
conocimiento y el ya existente, en la cual ambos se modifican. En la medida en que el 
conocimiento sirve de base para la atribución de significados a la nueva información, él 
también se modifica, o sea, los conceptos van adquiriendo nuevos significados, 
tornándose más diferenciados, más estables. La estructura cognitiva está constantemente 
reestructurándose durante el aprendizaje significativo. El proceso es dinámico, por lo 
tanto el conocimiento va siendo construido. Este aprendizaje, según COLL (1997), 
consiste en establecer jerarquías conceptuales que prescriben una secuencia 
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descendente: partir de los conceptos más generales e inclusivos hasta llegar a los más 
específicos, pasando por los conceptos intermedios. 
 
Coll (1987) comenta los trabajos de Ausubel y colaboradores, en relación con su 
propuesta de análisis de contenido. Sostiene que “ésta consiste en establecer jerarquías 
conceptuales que prescriben una secuencia descendente: partir de los conceptos más 
generales e inclusivos hasta llegar a los más específicos, pasando por los conceptos 
intermedios”. (p.32) 
 
Piaget (1972) sostiene que “conocer” es  “actuar mediante la realidad que nos 
envuelve”. El sujeto conoce en la medida que modifica la realidad “a través de los 
hechos”. Los esquemas de conocimiento de Piaget hacen referencia a los aspectos 
generales de hechos, que consiste en reunir, comparar, separar, juntar, ordenar, etc.; y 
que pueden ser aplicados a cualquier realidad. Además, según Piaget, un esquema 
corresponde a un aspecto organizativo de una acción o hecho, la estructura que 
corresponde a ese hecho puede repetirse o ser repetido y ser aplicado con ligeras 
modificaciones en situaciones distintas para conseguir objetivos similares; y éstos  
denominan, según Piaget, “a aquellas acciones que permiten transportar, generalizar, o 
diferenciar  de una u otra manera, o que es común a las diversas repeticiones o 
aplicaciones de la misma situación”. 
Ausubel (1983) refiere que el aprendizaje del estudiante depende de la estructura 
cognitiva previa que se relaciona con la nueva información. Debe entenderse, por 
“estructura cognitiva“, al conjunto de conceptos, ideas que un individuo posee en un 
determinado  campo del conocimiento, así como su organización. En el proceso de 
orientación del aprendizaje, es de vital importancia conocer la estructura cognitiva del 
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estudiante; no sólo se trata de saber la cantidad de información que posee, sino cuáles 
son los conceptos y proposiciones que maneja así como de su grado de estabilidad. 
 
Coll (2000) plantea que es importante considerar los aprendizaje desde la 
perspectiva de los conocimientos referidos a hechos, conceptos, principios y teorías; el 
aprendizaje de los procedimientos, referidos a conocer el manejo de determinados 
instrumentos, capacidad de una persona para realizar una secuencia de actividades, 
mostrar habilidad específica en la resolución de problemas de su vida diaria y 
profesional; y el aprendizaje actitudinal, referido a crear hábitos para el cuidado 
personal en el trabajo escolar u otro, participación y cooperación en grupo, fraternidad, 
solidaridad, integración intercultural y responsabilidad. 
 
Para Coll (1997), desarrollo, aprendizaje y enseñanza son tres elementos 
íntimamente relacionados entre sí, ya que el nivel de desarrollo afectivo condiciona los 
posibles aprendizajes que el individuo puede realizar gracias a la enseñanza, pero ésta, a 
su vez, puede llegar a modificar el nivel de desarrollo efectivo del alumno mediante los 
aprendizajes específicos que promueve. En Coll, encontramos que el aprendizaje es un 
proceso activo, desde el punto de vista del alumno, en el cual éste construye, modifica, 
enriquece y diversifica sus esquemas de conocimiento con respecto a los distintos 
contenidos escolares, a partir del significado y el sentido que puede atribuir a esos 
contenidos y al propio hecho de aprenderlos. La enseñanza debe entenderse como una 
ayuda al proceso de aprendizaje; sólo ayuda, porque la enseñanza no puede sustituir la 
actividad mental constructiva del alumno ni ocupar su lugar. 
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Novoa (2006) define que los “contenidos” son las capacidades y competencias 
que se espera que el estudiante adquiera, y constituyen el cuerpo de conocimientos que 
llevarán al estudiante a desarrollar las capacidades y habilidades esperadas. Éstos 
pueden ser del orden: de aprendizaje de los conocimientos conceptuales, 
procedimentales y actitudinales. Según el autor, lo conceptual se refiere a: 
“hechos, conceptos y principios; y los conocimientos conceptuales se refieren al 
conjunto de objetos, hechos o símbolos que tienen ciertas características comunes. Los 
sistemas conceptuales hacen referencia a imágenes mentales y expresan hechos, datos, 
conceptos, principios, teorías que constituyen el saber de la ciencia. Ordinariamente 
consisten en conjuntos de datos que el alumno debe aprender de memoria sin necesidad 
de comprenderlos (representan el "Saber" de la educación)”. (p.5) 
 
2.2.20 Aprendizaje de contenidos conceptuales 
 
Novoa (2006) se refiere al aprendizaje de contenidos factuales y los define 
como: ”hechos, acontecimientos, situaciones, datos y fenómenos concretos”. 
Información que debemos saber porque asociada a otro tipo de contenidos, más 
complejos, permitirán comprender los problemas de la vida cotidiana y profesional. 
Asimismo los contenidos conceptuales son: “ideas y conceptos, que los estudiantes 
deben alcanzar en una etapa determinada de su formación”. 
 
El aprendizaje supone la incorporación de todos los componentes del hecho, e 
implican un recuerdo con la mayor fidelidad posible. Aprender hechos supone en 
síntesis, repetición, memorización, las que a su vez requieren de estrategias que 
permitan una asociación significativa entre ellos y otros conceptos o situaciones. Para 
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ello, se usan listas o agrupaciones significativas, cuadros o representaciones gráficas, 
visuales, o asociaciones con otros conceptos fuertemente asimilados. 
 
2.2.21 Aprendizaje de contenidos procedimentales  
 
Para Zavala (1993) los contenidos procedimentales es: "…un conjunto de 
acciones ordenadas y finalizadas, es decir dirigidas a la consecución de un objetivo". 
Asimismo, precisa que el aprendizaje procedimental se refiere a la adquisición y/o 
mejora de nuestras habilidades, a través de la ejercitación reflexiva en diversas técnicas, 
destrezas y/o estrategias para hacer cosas concretas. Se trata de determinadas formas de 
actuar, cuya principal característica es que se realizan de forma ordenada: "Implican 
secuencias de habilidades o destrezas más complejas y encadenadas que un simple 
hábito de conducta". Los principales tipos de contenidos procedimentales son las 
técnicas y estrategias. 
 
Para Valls (1995) los procedimientos es: 
 “un conjunto de acciones ordenadas a la consecución de una meta”. Asimismo, 
menciona que “no debe confundirse un procedimiento con una determinada 
metodología. El procedimiento es la destreza que queremos ayudar a que el 
alumno construya. Es, por tanto, un contenido escolar de la planificación e 
intervención educativa, y el aprendizaje de ese procedimiento puede trabajarse 
mediante distintos métodos”.  
 
Por otra parte, los contenidos procedimentales designan conjuntos de acciones, 
de formas de actuar en pos de metas. Se trata de unos conocimientos con los cuales nos 
referimos al saber hacer (con las cosas, o sobre las cosas, las personas, la información, 
las ideas, los números, la naturaleza, los símbolos, los objetos, etcétera) y su aprendizaje 
supone, en último término, que se sabrá usar y aplicar en otras situaciones de 
persecución de metas. En ellos agrupamos las habilidades y capacidades básicas para 
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actuar de alguna manera, a las estrategias que uno aprende para solucionar problemas o 
a las técnicas y actividades sistematizadas relacionadas con aprendizajes concretos. 
 
Para Zavala, el aprendizaje de estrategias permite planificar, tomar decisiones y 
controlar la aplicación de las técnicas para adaptarlas a las necesidades específicas de 
cada tarea. En la estrategia no se adquieren aprendizajes por procesos asociativos, es 
decir, procesos en los que se desarrolla la repetición, sino por procesos de 
reestructuración de la propia práctica, producto de una reflexión y toma de conciencia 
sobre lo que hacemos y cómo lo hacemos. 
 
Como plantea Pozo, para la reflexión, hace falta tener un conocimiento 
significativo de contenidos conceptuales asociados al contenido procedimental que se 
ejercita o se aplica. Así, por ejemplo, yo puedo revisar una composición a partir de un 
conjunto de reglas morfosintácticas que me permitirán establecer errores y hacer 
modificaciones posteriores. La aplicación en contextos diferenciados se basa en el 
hecho de que aquello que hemos aprendido será más útil en la medida en que podamos 
utilizarlo en situaciones siempre imprevisibles. Las ejercitaciones han de realizarse en 
contextos diferentes para que los aprendizajes puedan ser utilizados en cualquier 
ocasión. 
Para explicar cómo se producen esos aprendizajes, muchos psicólogos de la 
corriente de enseñanza cognitiva parten comúnmente de distinguir entre conocimientos 
declarativos y conocimientos procedimentales. Esta forma de aprendizaje permite que el 
estudiante pueda aprender a aprender, a veces mediante la metodología de “prueba y 
error”. 
 
  83 
 
2.2.22 Aprendizaje de contenidos actitudinales 
Pozo (1999) define las actitudes como: “tendencias o disposiciones adquiridas y 
relativamente duraderas a evaluar de un modo determinado un objeto, persona, suceso o 
situación y a actuar en consonancia con dicha evaluación”. Son disposiciones afectivas 
y racionales que se manifiestan en los comportamientos; por ello, tienen un componente 
conductual (forma determinada de comportarse), rasgos afectivos y una dimensión 
cognitiva no necesariamente consciente.  
 
 Coll (2000) presenta la clasificación del aprendizaje de los conocimientos 
actitudinales, y manifiesta que las actitudes y valores trascienden las situaciones 
específicas y se manifiestan de manera personalizada, y por ende se refleja en la 
sociedad; los valores y actitudes que se encuentran en los objetivos de la etapa de 
enseñanza y aprendizaje se fundamentan en: “La autonomía y la iniciativa. La salud y la 
higiene, La participación y la solidaridad, El respeto a los valores de los otros, La 
responsabilidad, La convivencia y la paz, La tradición histórica y cultural, Conservación 
del medio ambiente físico y natural y La identidad nacional y cultural.”
 
 (p.266) 
 
2.2.23 Tipos de aprendizaje 
Ausubel distingue tres tipos de aprendizaje significativo: de representaciones conceptos 
y de proposiciones. 
 
2.2.23.1 Aprendizaje de representaciones: 
Es el aprendizaje más elemental del cual dependen los demás tipos de 
aprendizaje. Consiste en la atribución de significados a determinados símbolos, ocurre 
cuando se igualan en significado símbolos arbitrarios con sus referentes (objetos, 
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eventos, conceptos) y significan para el alumno cualquier significado al que sus 
referentes aludan (AUSUBEL; 1983:46). 
Este tipo de aprendizaje se presenta generalmente en los niños, por ejemplo, el 
aprendizaje de la palabra "Pelota", ocurre cuando el significado de esa palabra pasa a 
representar, o se convierte en equivalente para la pelota que el niño está percibiendo en 
ese momento, por consiguiente, significan la misma cosa para él; no se trata de una 
simple asociación entre el símbolo y el objeto sino que el niño los relaciona de manera 
relativamente sustantiva y no arbitraria, como una equivalencia representacional con los 
contenidos relevantes existentes en su estructura cognitiva. 
2.2.23.2 Aprendizaje de Conceptos 
Los conceptos se definen como "objetos, eventos, situaciones o propiedades de 
que posee atributos de criterios comunes y que se designan mediante algún símbolo o 
signos" (AUSUBEL 1983:61), partiendo de ello podemos afirmar que en cierta forma 
también es un aprendizaje de representaciones. 
Los conceptos son adquiridos a través de dos procesos. Formación y 
asimilación. En la formación de conceptos, los atributos de criterio (características) del 
concepto se adquieren a través de la experiencia directa, en sucesivas etapas de 
formulación y prueba de hipótesis, del ejemplo anterior podemos decir que el niño 
adquiere el significado genérico de la palabra "pelota" , ese símbolo sirve también como 
significante para el concepto cultural "pelota", en este caso se establece una 
equivalencia entre el símbolo y sus atributos de criterios comunes. De allí que los niños 
aprendan el concepto de "pelota" a través de varios encuentros con su pelota y las de 
otros niños.  
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El aprendizaje de conceptos por asimilación se produce a medida que el niño 
amplía su vocabulario, pues los atributos de criterio de los conceptos se pueden definir 
usando las combinaciones disponibles en la estructura cognitiva por ello el niño podrá 
distinguir distintos colores, tamaños y afirmar que se trata de una "Pelota", cuando vea 
otras en cualquier momento. 
2.2.23.3 Aprendizaje de proposiciones. 
Este tipo de aprendizaje va más allá de la simple asimilación de lo que 
representan las palabras, combinadas o aisladas, puesto que exige captar el significado 
de las ideas expresadas en forma de proposiciones. 
El aprendizaje de proposiciones implica la combinación y relación de varias 
palabras cada una de las cuales constituye un referente unitario, luego estas se combinan 
de tal forma que la idea resultante es más que la simple suma de los significados de las 
palabras componentes individuales, produciendo un nuevo significado que es asimilado 
a la estructura cognoscitiva. Es decir, que una proposición potencialmente significativa, 
expresada verbalmente, como una declaración que posee significado denotativo (las 
características evocadas al oír los conceptos) y connotativo (la carga emotiva, 
actitudinal e ideosincrática provocada por los conceptos) de los conceptos involucrados, 
interactúa con las ideas relevantes ya establecidas en la estructura cognoscitiva y, de esa 
interacción, surgen los significados de la nueva proposición. 
En resumen podemos decir que el aprendizaje significativo es todo cambio en el 
comportamiento del sujeto, cambio relativamente estable o permanente; donde permite 
al estudiante construir conocimientos en forma activa y autónoma siendo este el 
resultado de la práctica o experiencia personal del sujeto. 
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Los aprendizajes no son sólo procesos intrapersonales sino también 
interpersonales, por ello los alumnos deben emprender tareas de aprendizaje 
colectivamente organizadas.  Los alumnos deben ser capaces de descubrir sus 
potencialidades y limitaciones en el aprendizaje, para ello es necesario que identifique 
lo que aprenden y comprendan como lo aprenden, es decir que ejerciten la meta 
cognición. Esto les permitirá enfrentar con mayor éxito los retos que se presentan. Por 
tanto, la educación al impulsar aprendizajes significativos y funcionales y la meta 
cognición en los alumnos potencia sus propias capacidades y promueve el desarrollo 
de su autonomía, identidad e integración social.   
 
2.2.24 Momentos en el aprendizaje significativo 
 
Según Ausubel (1983:84) existen los siguientes momentos de aprendizaje: 
a). Momentos de iniciación o motivación  
Es el momento en que el docente:  
- Pretende motivar al alumnado para la actividad y despertar en el su interés. 
- Pretende conocer cuales son las ideas o teorías que maneja el alumnado 
(saberes previos). 
- Quiere despertar en el alumno el interés para buscar informaciones. 
b). Momento básico 
En esta etapa es importante la participación del docente con nuevas explicaciones sobre 
el material de aprendizaje. En este momento es cuando el alumno experimenta y 
reflexiona sobre lo que hace, construye su conocimiento considerando la relación entre 
el saber anterior y el nuevo saber. 
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c). Momento práctico o de aplicación 
En este momento el alumnado afianza lo aprendido para ello puede presentarse 
actividades que le permitan aplicar nuevas estructuras adquiridas. 
d). Momento de evaluación 
 El docente estimula la recuperación del proceso seguido por el alumno 
(meta cognición) y constata lo que aprendió. Es bueno saber que la evaluación es un 
proceso permanente y que es necesario ejercitar al alumnado en los procesos de 
autoevaluación y  coevaluación. 
e). Momento de extensión 
Aquí es necesario proponer al alumno actitudes que le exijan transferir las recientes 
asimilaciones o adquisiciones mentales. Es explicar el conocimiento a otras situaciones 
sin ayuda del profesor y darse cuenta de su utilidad. 
 
2.2.25 Aprendizaje de la estadística 
 
Según Campos, C. (2008), a partir de los datos experimentales o de ejemplos 
asociados al sistema o problemas que se quieren analizar se debe establecer un modelo 
teórico de comportamiento que se quiere modelar. Esta clase de enseñanza-aprendizaje 
está comprendida inicialmente en el aprendizaje inductivo, asimusmo, como método de 
proyecto y se concluye considerando de hecho como un aprendizaje con ejemplos o 
casos prácticos con datos reales del ámbito de la Ingeniería, o Aminstración de 
negocios, que constituye un aspecto de aproximación a la realidad por procedimientos 
empíricos, que implica que el estudiante debe conocer los diversos aspectos teóricos del 
modelo que se quiere construir. Así pues, este conocimiento teórico debe ser impartido 
en paralelo con el estudio y resolución de los casos prácticos considerados.  
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La Estadística, se dedica al recojo de datos o información numérica que se 
ordena posteriormente en tablas o gráficos y luego de analiza los resultados. Pero, se 
puede precisar que la Estadística es la ciencia cuyo objeto es la inducción o inferencia y 
emplea técnicas especiales propias para obtener y alcanzar algún conocimiento  sobre la 
naturaleza. Así pues, se tiene que considerar la Estadística, según la expresión de Mood 
y Graybill (1978), como la tecnología del método científico experimental (p.16), o Rao, 
Calyampudi Radhakrishna (1973), la Estadística puede contemplarse como la nueva 
tecnología del siglo actual (“ ... I have come to appreciate Statistics as the new 
technology of the present century”,en Rao,Calyampudi Radhakrishna (1973): Linear 
Statistical Inference and Its Applications, Wiley, New York ). (p.82) 
 
Es primordial que el alumno entienda que el razonamiento inductivo, propio de 
los Métodos Estadísticos, es una inferencia incierta; los hechos experimentales, a partir 
de los cuales actúa el método inductivo, no pueden originar conclusiones generales 
categóricas e inflexibles. La inducción produce leyes generales más o menos admisibles 
En cambio, una ley lógico–deductiva (es decir, matemática) es falsa si se encuentra un 
sólo contraejemplo que no cumpla el enunciado de tal ley. (Campos, C., 2008, p. 102) 
 
El propósito de esta metodología de enseñanza basada en casos prácticos con 
datos reales se ha desarrollado a lo largo de los Curso años 2007- 2008 y consiste en 
servir de orientación en el aprendizaje y la implicación de un modo activo de los 
estudiantes en las técnicas y metodologías estadísticas aplicadas en diferentes carreras 
profesionales de Ingeniería y otras, atendiendo a las tendencias que implica,como es el 
caso del Espacio Europeo de Educación Superior en diferentes titulaciones de Ingeniería 
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las cuales nos han llevado a la reflexión acerca de cuáles son las actividades que habrán 
de llevarse a cabo con los estudiantes de Estadística. (Campos, C., 2008, p. 108) 
 
2.2.26 Experimentación y metodología en estadística 
 
A partir de una experimentación muestral adecuada se puede obtener 
conocimiento de la población de la cual se tomó la muestra y, por tanto, del 
comportamiento de futuras muestras. Así por ejemplo, a partir de una muestra de ítems 
de un proceso productivo se podrán sacar conclusiones acerca de su estado de control y 
de su capacidad; si una muestra posterior está en desacuerdo con las expectativas que se 
tienen se dirá que su estado del proceso de fabricación ha cambiado estadísticamente, es 
decir, se ha alterado ya que la última muestra difiere significativamente de la primera. 
 
Como nuestro deseo es que el estudiante adquiera un aprendizaje significativo, 
nos hemos propuesto incidir en nuevas metodologías didácticas en la impartición de esta 
asignatura de Estadística en consonancia con Garfield (1995). 
 
Los alumnos, previamente, reciben materiales didácticos, con preferencia libros 
de reconocida solvencia, que les permiten conocer los principios que establece la 
Estadística y además colecciones de datos experimentales para su análisis. De esta 
manera se adquiere una información teórica, objetiva y científica sobre el tema para 
conseguir los objetivos cognoscitivos que nos proponemos. 
 
Para conseguir un aprendizaje significativo nos ha parecido interesante e 
imprescindible, como se ha indicado previamente, utilizar datos reales y, si fuera 
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posible, realizar experiencias sencillas de adquisición de datos, de tal manera que esto 
favorezca el cambio de actitudes en la aplicación de técnicas estadísticas en Ingeniería 
 
Por consiguiente, el estudiante habrá aprendido unos contenidos y técnicas que no 
conocía. Si además ha tenido la experiencia de aplicar esos contenidos, desde un punto 
de vista más personal, nos parece más fácil que ese aprendizaje sea significativo y 
favorezca la modificación de su habilidad estadística, que si sólo aprenden unos 
contenidos por medio de una metodología puramente formal. 
2.2.27 Estructuración de la docencia en un entorno virtual de aprendizaje. 
Mondejar, J. (2013) afirma que: 
En el proceso de adecuación a los nuevos escenarios de educación, en el área de 
Estadística hemos optado por un sistema de enseñanza-aprendizaje basado en el 
elearning, que destaca por ser capaz de integrar el uso de las nuevas tecnologías 
y elementos didácticos tradicionales. De entre las ventajas de este tipo de 
aprendizaje, resultan especialmente útiles en nuestro caso la posibilidad de 
asistencia a clase de forma remota, la existencia de un espacio virtual de reunión 
para la realización de trabajos y un mayor dinamismo en el aprendizaje. Así, 
para el seguimiento de una asignatura, por ejemplo la de control estadístico de la 
calidad, los alumnos disponen de una página wweb o sobre una plataforma 
Moodle, donde está organizada la docencia y los materiales necesarios para el 
aprendizaje de la materia. (p.131) 
 
Según Mondejar, J. (2013), esta estructura permite un seguimiento virtual de la 
asignatura, donde el alumnado se organiza el tiempo y el ritmo de trabajo, lo que resulta 
especialmente útil para aquellos alumnos que no pueden asistir regularmente a clase por 
motivos laborales, de compatibilidad con otros estudios o con programas de movilidad 
de estudiantes. Pero también los que asisten regularmente al aula encuentran útil 
disponer de una visión de conjunto de la asignatura, donde se recogen todos los 
materiales, el cronograma de la asignatura (calendario), información sobre eventos, 
contacto con los profesores y el resto de compañeros (e-mail, chat, foros, tutorías 
virtuales, tanto individualizadas como en grupo, etc.). (p. 77) 
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2.3 Definición de términos básicos 
 
Aprendizaje: Considera la adquisición y práctica de nuevas metodologías, destrezas, 
actitudes y valores necesarios para desarrollarse en este mundo cambiante.  
Enseñanza: Enseñar es "enseñar a pensar" orientar los procesos de construcción de 
conocimiento. La enseñanza es una práctica que facilita la transformación de 
pensamiento, el comportamiento, las actitudes, los valores de los alumnos. Todo ello 
está sistematizado por el docente, quien pretende intervenir de un modo peculiar 
(modalidad didáctica) con un cuerpo de conocimientos específicos (disciplinarios) 
(Celman de Romero 1995).  
Aprendizaje Significativo: El aprendizaje significativo ocurre cuando una nueva 
información “se conecta” con un concepto relevante (subsunsor) pre-existente en la 
estructura cognitiva. 
Enseñanza Significativa: Utiliza la teoría relacionada con el aprendizaje significativo. 
Etapas que cumple la enseñanza significativa. La primera pretende preparar al alumno, a 
través de la búsqueda de saberes previos que podrían propiciar u obstaculizar el 
aprendizaje. La segunda, activar los conocimientos previos al presentar los contenidos. 
SPSS: Es un programa estadístico informático muy usado en las ciencias sociales y las 
empresas de investigación de mercado.  
Tecnología: es el conjunto de conocimientos técnicos, científicamente ordenados, que 
permiten diseñar y crear bienes y servicios que facilitan la adaptación al medio 
ambiente y satisfacer tanto las necesidades esenciales como los deseos de la humanidad. 
Gráficos: Es una representación por medio de líneas y aquello perteneciente o relativo a 
la escritura y a la imprenta. Un periódico y una revista son medios gráficos. 
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Concepto de Software: Está formado por una serie de instrucciones y datos, que 
permiten aprovechar todos los recursos que el computador tiene, de manera que pueda 
resolver gran cantidad de problemas. 
La psicopedagogía: Es la rama de la psicología que se encarga de los fenómenos de 
orden psicológico para llegar a una formulación más adecuada de los métodos 
didácticos y pedagógicos.  
El método deductivo: Es un método científico que considera que la conclusión se halla 
implícita dentro las premisas.  
Método inductivo. Es aquel método científico que obtiene conclusiones generales a 
partir de premisas particulares.  
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Capitulo III 
Hipótesis y variables  
 
3.1. Sistema de hipótesis 
3.1.1. Hipótesis  general 
 
La aplicación de la herramienta SPSS mejora significativamente el aprendizaje  de 
la Estadística II en los estudiantes de Administración de negocios de la 
Universidad Alas Peruanas, sede Chosica, 2015 
 
3.1.2.           Hipótesis Específicas 
 
 
La aplicación de la herramienta SPSS mejora significativamente el aprendizaje 
conceptual de la Estadística II en los estudiantes de Administración de negocios de 
la Universidad Alas Peruanas, sede Chosica, 2015 
 
La aplicación de la herramienta SPSS mejora significativamente el aprendizaje 
procedimental de la Estadística II en los estudiantes de Administración de 
negocios de la Universidad Alas Peruanas, sede Chosica, 2015 
 
La aplicación de la herramienta SPSS mejora significativamente el aprendizaje 
actitudinal en los estudiantes de Administración de negocios de la Universidad 
Alas Peruanas, sede Chosica, 2015 
 
3.2. Sistema de variables 
 
Las variables que intervienen en el desarrollo de la investigación son las siguientes: 
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3.2.1. Variable Independiente 
 
 X: Aplicación de la herramienta SPSS 
 
 
A). Conceptual 
 
La aplicación de SPSS se traduce en una activa reestructuración de las 
percepciones, ideas, conceptos y esquemas de conocimiento presentes en la estructura 
cognitiva del estudiante, con lo cual se establece que el sujeto no es un simple receptor 
pasivo de información, sino que participa para transformarla y le da una nueva 
estructura, al ponerla en interacción con sus esquemas de conocimiento previo y sus 
mismas características personales (donde convergen lo individual y lo social-
cultural).(Ausubel 2006-2009) 
 
Normalmente la aplicación de SPSS supone que los alumnos trabajan utilizando 
el módulo de aprendizaje de Estadística II, utilizando un computador, de forma 
individual o en grupos pequeños (dos integrantes) y el profesor hace de mediador, 
acompañador, facilitador, tutor, de todo el proceso. 
. 
 Durante la puesta en marcha de esta metodología, los alumnos consiguen un 
aprendizaje de su propio conocimiento, elaboran un diagnóstico de sus propias 
necesidades de aprendizaje (metacognición), comprenden la importancia de trabajar 
cooperativamente y de forma colaborativa, aprenden de la interacción con sus 
compañeros de grupo, desarrollan habilidades de análisis y síntesis de la información,  
actitud crítica, en definitiva, las competencias necesarias para alcanzar, objetivos de la 
materia y del curso. 
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B).  Operacional 
 El módulo de aprendizaje de Estadística II, mediante la aplicación de la 
herramienta SPSS, facilita la comprensión, explicación y desarrollo, a través  de la 
secuencia de cuatro procesos que se deben considerar: 
1. Presentación de la actividad (profesor): Motivación de los alumnos, Planteamiento 
del problema y  Planificación del trabajo a realizar. 
2. El trabajo en grupos cooperativos (alumnos): Delimitación del problema, la 
planificación, el hábito de la búsqueda e investigación, trabajo individual y en grupo, 
puesta en común, y  la resolución del problema. 
3. La presentación de los resultados (alumnos):  
4. La evaluación de la actividad (profesor y alumnos) 
Tabla  2.   
Dimensiones e indicadores de la variable independiente: Aplicación de la Herramienta 
SPSS 
Dimensiones Indicadores 
Operativo-
Funcional  
 Software que se adapta a diferentes sistemas operativos y compatibilidad con 
interfaces gráficas 
 Entorna amigable 
 Fácil manejo de datos 
 Implementa los conocimientos de la estadística 
Dialéctica  
- Permite ahorro de tiempo y esfuerzo, realizando en segundos un trabajo que 
requeriría horas e incluso días.  
- Hace posible cálculos más exactos, evitando los redondeos y aproximaciones 
del cálculo manual.  
- Permite trabajar con grandes cantidades  de datos, utilizando muestras mayores 
e incluyendo más variables.  
- Permite trasladar la atención desde las tareas mecánicas de cálculo alas tareas 
conceptuales: decisiones sobre el proceso, interpretación de resultados, análisis  
Holística  
- Presencia de diferentes medios comunicacionales  
- Elementos que incorporan valores y respeto. 
Factibilidad 
- Adaptabilidad a casos de estudio  
- Facilita el procesamiento de datos 
Fuente: Elaboración propia  
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3.2.2. Variable Dependiente 
 
 Y: Aprendizaje de Estadística II. 
 
A) Conceptual 
 
El aprendizaje significativo surge a partir del establecimiento de una relación entre 
los nuevos conocimientos adquiridos y aquellos que ya están; produciéndose en el 
proceso de una reconstrucción de ambos. Asimismo, el aprendizaje significativo radica 
en la creación de vínculos entre los nuevos conceptos y la estructura cognitiva previa. 
Para que esto sea posible, el conocimiento precedente debe ser sólido ya que será la 
base del desarrollo cognitivo. Si los datos más antiguos son comprendidos por el sujeto 
y éste puede recurrir a ellos para su reinterpretación, el aprendizaje significativo puede 
llevarse adelante. 
B) Procedimental 
Son realizados por los estudiantes y el desarrollo de las clases teórico y práctico de 
Estadística II, acompañados las horas de actividades prácticas en el Laboratorio de 
Cómputo, en el se aplica el software SPSS versión 20. Los contenidos del sylabus de la 
mencionada asignatura son: Estadística Descriptiva: Definiciones de términos básicos, 
escala de medición, clasificación de variables, estadígrafos, Tablas de distribución de 
frecuencias de datos simples y agrupados, regla de Sturges, intervalos de clase, y gráfico  
Medidas de tendencia central: Media, moda, mediana, para datos simples y agrupados, 
sus propiedades. Medida de dispersión: Varianza y desviación media, propiedades 
Percentiles, medidas de asimetría, sesgo de Pearson y medidas de Kurtosis.Diagramas 
de tallos y hojas Algebra de eventos, teoría de conteo,permutación, combinaciones, 
Teoría básica de probabilidad, Aplicaciones de probabilidad, condicion           
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probabilidad condicional, probabilidad: de producto de eventos, eventos independientes. 
Probabilidad total, Teorema de Bayes  
             Variables aleatorias discretas,  Esperanza matemática y varianza, variable 
aleatoria continua, Teorema de Chebyschec, distribuciones discreta, esperanza 
matemática y varianza, Variable aleatoria continua, Distribución uniforme continua, 
distribución binomial, distribución de Bernulli y distribución de Poisson. Distribuciones 
Normal y t 
Tabla 3 
Dimensiones e indicadores de la variable dependiente: Aprendizaje de Estadística II. 
Dimensiones Indicadores 
 
 
 
 
 
Aprendizaje  de 
conocimientos 
conceptuales. 
- Datos y base datos 
- Cálculo estadístico de datos simples y grupados 
- Medidas de tendencia central 
- Gráfica de Percentiles-sesgo de Pearson-Kurtosis 
- Tallos y hojas- Diagrama de cajas 
- Tablas de contingencia 
- Gráficos (P-P), (Q-Q) y Cubos OLAP 
- Tablas personalizadas 
- Distribuciones discretas: Uniforme,Bernulli, Binomial y Poisson 
- Aproximaciones de distribuciones 
- Intervalos de confianza: distribución Normal y t-Student.  
 
 
 
 
Aprendizaje  de 
conocimientos 
procedimentales. 
- Resuelve problemas de Base datos 
- Realiza el cálculo estadístico de datos simples y a grupados 
- Realiza el cálculo de medidas de tendencia central 
- Realiza la gráfica de Percentiles-sesgo de Pearson-Kurtosis 
- Realiza el cálculo de Tallos y hojas- Diagrama de cajas 
- Realiza el proceso de Tablas de contingencia 
- Realiza los gráficos (P-P), (Q-Q) y Cubos OLAP 
- Resuelve problemas de distribuciones discretas: Uniforme,Bernulli, 
Binomial y Poisson 
- Resuelve problemas Intervalos de confianza: distribución Normal y t-
Student 
 
Aprendizaje  de 
conocimientos 
actitudinales  
- Respeta opiniones de sus compañeros de clase 
- Se motiva para cumplir con sus tareas 
- Valora el trabajo de sus compañeros 
Fuente: Elaboración propia   
 
3.3. Operacionalizacion de las variables: ver tablas 2 y 3 respectivamente 
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                                                            Capitulo IV 
Metodologia 
4.1. Enfoque de la investigación 
 
 
El enfoque de la investigación fue  cuantitativa; se trata de una investigación de tipo                                                     
explicativo- experimental. 
 
4.2. Tipo de investigación 
  
El tipo de investigación es aplicada, que permite establecer la relación de causa–
efecto de la variable independiente sobre la variable dependiente, mediante la 
aplicación del módulo de aprendizaje de Estadística II, mediante la aplicación de la 
herramienta SPSS; como una estrategia metodológica. 
 
Teniendo en cuenta las limitaciones establecidas por el tipo de diseño de 
investigación cuasi experimental, medidas antes y después, con grupo de control y otro 
grupo experimental. El experimento se desarrolló en 12 sesiones de acuerdo al silabo de 
la asignatura Estadística II. 
4.3. Diseño de la investigación 
 
El diseño de la investigación que se realizó es cuasi experimental, de acuerdo a lo 
señalado por Hernández, et al. (1999), en tanto se trabajó con dos grupos uno de los 
cuales era  el grupo experimental (GE) y el otro de control (GC). 
 
El esquema que corresponde al diseño propuesto es el siguiente: 
     
GE: O1      O2 
 
GC: O3      O4 
X 
-- 
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Donde: 
GE:  Grupo experimental 
GC:  Grupo de control 
O1, O3: Pretest 
O2, O4: Postest 
X: Aplicación de la Herramienta SPSS.. 
 - - :  Método tradicional. 
A los grupos experimental y control se aplicó el Pretest (O1 y O3) y el Postest (O2, O4) y 
luego se realizó: 
- Un estudio estadistico comparativo de los puntajes obtenidos por los grupos, 
relacionando O1 con O2 y O3 con O4. 
- Un  estudio estadístico comparativo de los puntajes obtenidos por los grupos 
independientes O1 con O3 y O2 con O4. 
 
Se debe indicar que los grupos se constituyeron en forma aleatoria y cada grupo estuvo 
integrado por estudiantes de la carrera de Administración de negocios de la Universidad 
Alas Peruanas, sede Chosica (30 estudiantes por sección). El grupo experimental se 
desarrolló la clase de Estadística II, mediante la aplicación de la Herramienta SPSS y el 
grupo control mediante la forma tradicional (ver la Tabla 4). 
 
Tabla 4 
Grupos de estudio según estrategia utilizada. 
 Aplicación de la Herramienta SPSS Forma tradicional 
Grupo control              - -          
Grupo experimental X  
Fuente: Elaboración propia 
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Los grupos experimental y de control se conformaron de forma aleatoria de las dos 
secciones de clase, mediante una “elección aleatoria simple sin reposición” de las dos 
secciones existentes que son de la carrera de Administración de negocios.  
 
4.4. Población y muestra 
 
4.4.1. Población 
 
 Todos los alumnos que se matricularon en el quinto ciclo académico 2016-II, la 
que está constituido por dos secciones de 30y 29 estudiantes, respectivamente, que en 
total son 59 estudiantes matriculados en la asignatura de Estadística II, de la carrera de 
Administración de negocios de Universidad Alas Peruanas, Sede Chosica. 
 
4.4.2. Muestra 
La muestra está constituida por todos los estudiantes de la carrera de Administración de 
negocios de Universidad Alas Peruanas, Sede Chosica,  que se encuentran matriculados 
en la asignatura de Estadística II, que en total son 59 estudiantes. 
Tabla  5 
Distribución de alumnos por sección 
Grupo Ciclo académico Sección Total de alumnos 
Experimental 2016-II AN1 29 
Control 2016-II AN2 30 
Total de la muestra 59 
Fuente:  Oficina Central de Registro Académico de la UAP. 2016. 
 
4.5.   Técnica y elaboración de los instrumentos de recolección de información 
 
Técnica:    
 Para recopilar los datos de la variable Aprendizaje de Estadística II, se utilizó la 
técnica de la encuesta.  
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Instrumentos:  
Como instrumentos se utilizó el cuestionario. 
 Según Pérez (1991), el cuestionario consiste es un conjunto de preguntas de varios 
tipos, preparado sistemática y cuidadosamente sobre los hechos y aspectos que interesan 
en una investigación o evaluación y que puede ser aplicado en formas variadas. 
La escala a utilizar fue la dicotómica (pregunta bien contestada: 1 y errada: 0)  para 
recoger datos sobre el aprendizaje conceptual y procedimental; para recoger datos del 
aprendizaje actitudinal se utilizó la escala de Likert, según Hernández, Fernández, y 
Baptista (2010) este método “consiste en un conjunto de ítems presentados en forma de 
afirmaciones para medir la recolección del sujeto en tres, cinco o siete categorías” 
(p.245) 
 
Ficha técnica: 
Para medir la variable Aprendizaje de Estadística II 
 
Título: Test de Aprendizaje de conocimiento conceptual de Estadística II  
Autor: Heiner Teófilo López Principe 
Año: 2016 
Objetivo: Este instrumento aprecia el aprendizaje de conocimientos conceptuales de 
Estadística II, através de sus dimensiones de: Base datos, Cálculo estadístico de datos 
simples y agrupados, Medidas de tendencia central, Gráfica de Percentiles, Sesgo de 
Pearson, Kurtosis, Tallos y hojas, Diagrama de cajas, Tablas de contingencia, Gráficos 
(P-P), (Q-Q) y Cubos OLAP, Tablas personalizadas, Distribuciones discretas: 
Uniforme,Bernulli, Binomial y Poisson, Aproximaciones de distribuciones, Intervalos 
de confianza: distribución Normal y t-Student. 
Aplicación y duración: Directa – 60 minutos. 
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Población: Estudiantes de la carrera de Administración de negocios de Universidad 
Alas Peruanas, Sede Chosica, 2016. 
Número de Ítems: 08 
Normas de aplicación:Elentrevistado marcará en cada ítem su respuesta de acuerdo a  
la solución que obtenga de cada Item de acuerdo a lo que considere correcto su respuet                      
Escala: Dicotómica: respuesta correcta.     
Niveles y Rango: Se han establecido los siguientes niveles y rangos  
Buena (17 - 20)                  Regular (11 – 16)              Deficiente (0 – 10)     
 
Título: Test de Aprendizaje de conocimiento procedimental de Estadística II 
Autor: Heiner Teófilo López Principe 
Año: 2016 
Objetivo: Este instrumento aprecia el aprendizaje de conocimientos procedimentales de 
Estadística II, através de sus dimensiones de: Base datos, Cálculo estadístico de datos 
simples y agrupados, Medidas de tendencia central, Gráfica de Percentiles, Sesgo de 
Pearson, Kurtosis, Tallos y hojas, Diagrama de cajas, Tablas de contingencia, Gráficos 
(P-P), (Q-Q) y Cubos OLAP, Tablas personalizadas, Distribuciones discretas: 
Uniforme,Bernulli, Binomial y Poisson, Aproximaciones de distribuciones, Intervalos 
de confianza: distribución Normal y t-Student. 
Aplicación y duración: Directa – 60 minutos. 
Población: Estudiantes de la carrera de Administración de negocios de Universidad 
Alas Peruanas, Sede Chosica, 2016. 
Número de Ítems: 08 
Normas de aplicación: El entrevistado marcará en cada item su respuesta de acuerdo  
a la solución que obtenga; de acuerdo alo que considere correcta su respuesta     
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Escala: Dicotómica: respuesta correcta.     
Niveles y Rango: Se han establecido los siguientes niveles y rangos  
Buena (17 - 20)                  Regular (11 – 16)              Deficiente (0 – 10)     
 
Título: Test de Aprendizaje de actitudinal de Estadística II  
Autor: Heiner Teófilo López Principe 
Año: 2016 
Objetivo: Este instrumento aprecia el aprendizaje de conocimientos actitudinales de los 
estudiantes durante el desarrollo de la asignatura Estadística II. 
Aplicación y duración: Directa – 10 minutos. 
Población: Estudiantes de la carrera de Administración de negocios de Universidad 
Alas Peruanas, Sede Chosica, 2016. 
Número de Ítems: 08 
Normas de aplicación: El entrevistado marcará en cada ítem de acuerdo a lo que 
considere respecto al proceso de aprendizaje realizado. 
Escala: de Likert: Siempre, Casi siempre, Algunas veces y Nunca 
Niveles y Rango: Se han establecido los siguientes niveles y rangos  
Buena (21 - 32)                  Regular (11 – 20)              Deficiente (0 – 10)   
 
4.6.      Tratamiento Estadistico    
El procesamiento de los datos se realiza mediante la herramienta del SPSS para 
Windows con el que se calcula los estadisticos como la media, varianza, prueba de 
normalidad y la aplicación del estadistico t- Student para dos muestras independientes 
proveniente de los grupos(experimental y control) y tomar la decision de aceptar o 
rechazar el eperimento. 
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4.7.      Procedimiento 
1. Construcción de los cuestionarios para medir las variables: Aplicación de la 
herramienta SPSS y Aprendizaje de Estadistica II de los estudiantes de la institución 
educativa considerda. 
2. Validación de los cuestionarios através de juicio de expertos. 
3. Aplicación de los cuestionarios a las muestras en estudio para recoger información 
de las dos variables. 
4. Procesamiento de confiabilidad de los instrumentos mediante la herramienta SPSS. 
5. Procesamiento de los datos de las dos variables, recogidas en los cuestionarios 
usando la herramienta SPSS. 
6. Análisis e interpretación de los resultados obtenidos. 
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Capítulo V 
Resultados 
5.1. Validación y confiabilidad del instrumento 
Validez: 
Dada la validez de los instrumentos por juicio de expertos para los Test de 
aprendizaje y el Módulo de Aprendizaje de Estadística II, mediante la herramienta 
SPSS. La calificación de los expertos dio como resultado de “Bueno”, lo que permite 
garantizar que los instrumentos son válidos. (ver Tabla  6).  
 
Tabla 6 
Validación del cuestionario por juicio de especialistas 
Nº Expertos Coeficiente Nivel de validez 
1 Dr. Daniel Chirinos Maldonado  90% Excelente 
2 Dr. Juan Carlos Valenzuela Condori 80%     Muy Bueno 
3 Dr. Narciso Fernández Saucedo 90%            Excelente 
Promedio de valoración  Excelente 
 
La prueba piloto se aplicó a los estudiantes que llevaron la asignatura de 
Estadística II en el semestre 2016-I, de la carrera de Administración de negocios de 
Universidad Alas Peruanas, Sede Chosica. 
Confiabilidad 
 Al respecto Hernández, Fernández y Batista (2010) manifiestan que: “la 
confiabilidad de un instrumento de medición se refiere al grado en que su aplicación 
repetida al mismo individuo u objeto produce resultados iguales” (p.200) 
Para la interpretación de los resultados del Alfa de Cronbach, Pino (2010, p.380) 
establece la siguiente escala: 
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Tabla 6 
Magnitus de valores de Alfa de Cronbach 
Resultado Magnitud 
Alta confiabilidad 0.90    -  1 
Fuerte confiabilidad 0.76    -  0.89 
Moderada confiabilidad 0.50    -  0.75 
Baja confiabilidad      0.1    -  0.49 
No es confiable     -1    -   0 
Fuente: Pino (2010, p.380) 
Se aplicó una prueba piloto para obtener datos y analizar la confiabilidad del 
instruento Test de aprendizaje de conocimientos actitudinales, que tiene cuatro 
respuestas posibles de la escala de Likert.  
Se procedió al análisis de confiabilidad del instrumento correspondiente a la 
variable Aprendizaje de conocimientos actitudinales, utilizando para ello el coeficiente 
de confiabilidad, Alfa de Crombach: 
Tabla 7 
Coeficiente de Alfa de Cronbach 
Instrumento Alfa de Cronbach 
Test de Aprendizaje conocimiento actitudinal 0.780 
Fuente: Prueba piloto 
Como el coeficiente de Alfa de Cronbach es 0.780, entonces se puede decir que 
el instrumento tiene una fuerte confiabilidad, por lo tanto es aplicable para el estudio en 
toda la muestra. 
Para el estudio de la confiabilidad de los instrumentos correspondiente a la 
variable Aprendizaje de conocimientos conceptuales y procedimentales, se ha utilizado 
el estadístico (KR20) (1973) 
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 Para la interpretación de los resultados del Kuder-Richardson, se ha utlizado la 
tabla de valores presentados por Ruiz (2000, p.50): 
Tabla 8 
Magnitud de valores de KR20 
Resultado Magnitud 
Muy Alta 0.81    -  1 
Alta 0.61    -  0.80 
Moderada 0.41    -  0.60 
Baja    0.21    -  0.40 
Muy baja 0.01    -   ..02 
Fuente: Ruiz (200, p.70) 
En el estudio de la confiabilidad de los instrumentos: Aprendizaje 
conocimientos conceptuales  y Aprendizaje conocimientos procedimentales, se ha 
obtenido los resultados presentados en la Tabla 9: 
Tabla 9  
Coeficiente de Kuder-Richardson (KR20) 
Instrumento KR20         
Test de Aprendizaje conocimiento conceptual 0.750 
Test de Aprendizaje conocimiento procedimental 0.700 
Fuente: Prueba piloto 
 
El promedio del coeficiente KR20 es 0.725, entonces se puede decir que los 
instrumentos tienen una Alta confiabilidad, por lo tanto son aplicables para el estudio. 
Los resultados mostrados en las tablas anteriores nos permiten concluir que los 
instrumentos son confiables. 
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5.2. Presentación  y análisis de los resultados 
 
 Los estudiantes del grupo control y experimental que se matricularon en la 
asignatura de Estadística II, fueron evaluados mediante el Pretest en la primera sesión 
de clases y mediante el Postest al finalizar el ciclo académico 2016-II; se debe precisar 
que el Pretest y Postest son los mismos, el Postest tiene el orden de los ítems ordenados 
al azar: Los resultados de las medidas de tendencia central se muestran en la Tabla 10, 
11 y 12. 
 
Tabla 10 
 Resultados del pretest y postest de conocimiento conceptual 
 Grupos 
 
Control Experimental 
Pretest Postest Pre test Postest 
Media Aritmética 2.10 1.72 4.07 5.90 
Desviación Estándar 1.094 1.172 0.922 0.817 
Fuente: Datos procesados a partir de los puntajes obtenidos de medir el aprendizaje de 
conocimiento conceptual. 
 
La tabla 10, resume los promedios de ambos grupos, el de control y el experimental, 
tanto en sus promedios como sus desviaciones estándares. Para ambos grupos los 
resultados son significativos, pero existe un incremento superior en la media en 4.18 
puntos en el grupo experimental con respecto del grupo control. 
Acerca de los resultados de aprendizaje de conocimiento conceptual, se observa que el 
grupo experimental en el Postest obtiene un promediado de 5.90 y el grupo control un 
promedio de 1.72; lo que nos permite establecer esta diferencia significativa como 
consecuencia probablemente de haber aplicado el Módulo de Aprendizaje de Estadística 
II, mediante la herramienta SPSS. 
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Tabla 11 
 Resultados del pretest y postest de conocimiento procedimental 
 Grupos 
 
Control Experimental 
Pretest Postest Pre test Postest 
Media Aritmética 2.33 5.4 1.55 6.72 
Desviación Estándar 1.061 .968 .827 .649 
Fuente: Datos procesados a partir de los puntajes obtenidos de medir el aprendizaje de 
conocimiento procedimental. 
 
La tabla 11, resume los promedios de ambos grupos, el de control y el experimental, 
tanto en sus promedios como sus desviaciones estándares. Para ambos grupos los 
resultados son significativos, pero existe un incremento superior en la media en 1.32 
puntos en el grupo experimental con respecto del grupo control. 
Acerca de los resultados de aprendizaje de conocimiento procedimental, se observa que 
el grupo experimental en el Postest obtiene un promediado de 6.72 y el grupo control un 
promedio de 5.4; lo que nos permite establecer esta diferencia significativa como 
consecuencia probablemente de haber aplicado el Módulo de Aprendizaje de Estadística 
II, mediante la herramienta SPSS. 
Tabla 12 
 Resultados del pretest y postest de conocimiento actitudinal 
 Grupos 
 
Control Experimental 
 Postest  Postest 
Media Aritmética    19.80  29.14 
Desviación Estándar    2.024  1.407 
Fuente: Datos procesados a partir de los puntajes obtenidos de medir el aprendizaje de conocimiento 
actitudinal. 
La tabla 12, resume los promedios de ambos grupos, el de control y el experimental, 
tanto en sus promedios como sus desviaciones estándares. Para ambos grupos los 
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resultados son significativos, pero existe un incremento superior de opinión de actitudes 
en el grupo experimental con respecto del grupo control; lo que nos permite establecer 
esta diferencia significativa como consecuencia probablemente de haber aplicado el 
Módulo de Aprendizaje de Estadística II, mediante la aplicación de la herramientaSPSS. 
 
 
5.2.1  Prueba estadística de hipótesis específica 1. 
Hipótesis específica 1: 
H0:  La aplicación de la herramienta SPSS no mejora significativamente el aprendizaje 
conceptual de la Estadística II en los estudiantes de Administración de negocios de 
la Universidad Alas Peruanas, sede Chosica, 2016 
H1:  La aplicación de la herramienta SPSS mejora significativamente el aprendizaje 
conceptual de la Estadística II en los estudiantes de Administración de negocios de 
la Universidad Alas Peruanas, sede Chosica, 2016 
 
Tabla 13 
Prueba de Kolmogorov-Smirnov de los puntajes de Aprendizaje de conocimiento 
conceptual. 
a  La distribución de contraste es la Normal. 
b  Se han calculado a partir de los datos. 
 
En la tabla 13 puede observarse que el nivel de significancia para la Z de Kolmogorov-
Smirnov es mayor que 0,05 tanto en los puntajes del Pretest y  Postest, por lo que se 
deduce que la distribución de estos puntajes en el grupo control y experimental no 
 
Pre_Control_
Conceptual 
Pre_Experim_C
onceptual 
Pos_Control_
Conceptual 
Pos_Experim_
Conceptual 
N 30 29 30 29 
Parámetros normales(a,b) Media 2.10 1.72 4.07 5.90 
  Desv. 
estand. 
1.094 .922 1.172 .817 
Diferencias más extremas Absol. .176 .210 .187 ,240 
  Post. .176 .210 .152 ,208 
  Negat. -.161 -.204 -.187 -,240 
Z de Kolmogorov-Smirnov .964 1.131 1.024 1.293 
Sig. asintót. (bilateral) .310 .155 .245 .071 
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difieren de la distribución normal. Esta información nos permite realizar la prueba 
mediante el estadístico t-Student. La prueba  de la hipótesis específica 1, se realiza con 
57 grados de libertad y de grupos independientes (Experimental y Control). 
Puntajes del Pretest y Postest del grupo control y experimental en el aprendizaje de 
conocimientos conceptuales de Estadística II (Ver Tabla 14). 
 
Tabla  14 
Resultados del Pretest y Postest del grupo control y experimental 
Nº Pretest Control Pretest Experimental Postest Control Postest experimental 
1 2 1 6 7 
2 1 1 4 7 
3 2 2 3 6 
4 3 3 3 5 
5 2 1 5 7 
6 1 0 4 6 
7 3 2 6 6 
8 3 3 4 7 
9 2 2 4 7 
10 3 3 4 6 
11 0 0 6 6 
12 3 2 3 5 
13 2 2 3 5 
14 1 1 5 6 
15 3 2 3 5 
16 2 2 2 7 
17 1 1 3 6 
18 3 2 5 6 
19 5 4 2 6 
20 1 1 4 6 
21 3 3 5 5 
22 1 1 5 6 
23 2 2 5 7 
24 3 2 2 5 
25 1 1 4 6 
26 4 1 5 5 
27 2 2 4 5 
28 2 2 3 4 
29 1 1 5 6 
30 1 . 5 . 
Los resultados del cálculo t-Student se presenta en la Tabla 15. 
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Tabla 15 
Valor de t-Student para la Prueba de muestras independientes de conocimiento 
conceptual 
   
Prueba de Levene para 
la igualdad de 
varianzas Prueba T para la igualdad de medias 
    F Sig. T Gl 
Sig. 
(bilateral) 
Diferencia 
de medias 
Error típ. de 
la diferencia 
Control-
Experim
ental 
Se han 
asumido 
varianzas 
iguales 
4.267 .043 -6.933 57 .000 -1.830 .264 
  No se han 
asumido 
varianzas 
iguales 
  -6.974 51.890 .000 -1.830 .262 
 
De donde, se obtiene el valor de tobtenido = -6.933 (valor que se obtiene de los datos de la 
muestra) y el valor de tcrítico= 2.042 (valor que se obtiene de las tablas estadísticas) 
Luego;  
Teniendo en cuenta a Pagano, R.R. (2008, p.299); si tobtenido >  tcrítico  entonces, se 
rechaza la hipótesis nula (H0) y por lo que se acepta la hipótesis alterna (H1): “La 
aplicación de la herramienta SPSS mejora significativamente el aprendizaje conceptual 
de la Estadística II en los estudiantes de Administración de negocios de la Universidad 
Alas Peruanas, sede Chosica, 2016” 
 
5.2.2.    Prueba estadística de hipótesis específica 2. 
 
Hipótesis específica 2: 
H0: La aplicación de la herramienta SPSS no mejora significativamente el aprendizaje 
procedimental de la Estadística II en los estudiantes de Administración de 
negocios de la Universidad Alas Peruanas, sede Chosica, 2016 
H1: La aplicación de la herramienta SPSS mejora significativamente el aprendizaje 
procedimental de la Estadística II en los estudiantes de Administración de 
negocios de la Universidad Alas Peruanas, sede Chosica, 2016 
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Tabla  16 
Prueba de Kolmogorov-Smirnov de los puntajes de Aprendizaje de conocimiento 
procedimental 
 
a  La distribución de contraste es la Normal. 
b  Se han calculado a partir de los datos. 
 
 
En la tabla 16 puede observarse que el nivel de significancia para la Z de Kolmogorov-
Smirnov es mayor que 0,05 tanto en los puntajes del Pretest y  Postest, por lo que se 
deduce que la distribución de estos puntajes en el grupo control y experimental no 
difieren de la distribución normal. Esta información nos permite realizar la prueba 
mediante el estadístico t-Student. La prueba  de la hipótesis específica 2, se realiza con 
57 grados de libertad y de grupos independientes (Experimental y Control). 
 
Puntajes del Postest del grupo control y experimental en el aprendizaje de 
conocimientos procedimental de Estadística II (Ver Tabla 17). 
 
 
 
Pre_Control_P
rocedimen. 
Pre_Experim_ 
Procedimen 
Pos_Control_ 
Procedime 
Pos_Experim_ 
Procedimen 
N 30 29 30 29 
Parámetros normales(a,b) Media 2.33 1.55 5.40 6.72 
  Desv. 
estand. 
1.061 .827 .968 .649 
Diferencias más extremas Absol. .235 .258 .199 ,354 
  Posit. .198 .196 .194 ,266 
  Negat. -.235 -.258 -.199 -,354 
Z de Kolmogorov-Smirnov 1.287 1.388 1.089 1.908 
Sig. asintót. (bilateral) .073 .042 .186 .001 
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Tabla  17 
Resultados del Pretest y Postest del grupo control y experimental 
Nº Pretest Control Pretest Experimental Postest Control Postest experimental 
1 3 1 6 7 
2 1 1 6 7 
3 2 2 5 8 
4 3 3 4 7 
5 3 1 5 7 
6 1 0 5 7 
7 3 2 5 6 
8 3 3 7 7 
9 2 2 7 7 
10 3 2 4 6 
11 0 0 4 7 
12 3 2 6 7 
13 2 2 5 6 
14 2 1 4 7 
15 3 2 5 6 
16 3 1 7 7 
17 1 1 4 7 
18 3 2 6 6 
19 5 3 5 7 
20 1 1 5 6 
21 3 2 5 7 
22 2 1 5 6 
23 2 2 6 7 
24 3 2 6 6 
25 1 0 4 7 
26 4 1 6 5 
27 2 2 7 7 
28 2 2 6 8 
29 3 1 6 7 
30 1 . 6 . 
 
Los resultados del cálculo t-Student se presenta en la Tabla 18. 
 
 
Tabla 18   
Valor de t-Student para la Prueba de muestras independientes de los puntajes de 
conocimiento procedimental 
 
   
Prueba de Levene para 
la igualdad de 
varianzas Prueba T para la igualdad de medias 
    F Sig. T Gl 
Sig. 
(bilateral) 
Diferencia 
de medias 
Error típ. de 
la diferencia 
Control-
Experim
ental 
Se han 
asumido 
varianzas 
iguales 
7.465 .008 -6.148 57 .000 -1.324 .215 
  No se han 
asumido 
varianzas 
iguales 
    -6.188 50.839 .000 -1.324 .214 
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De donde, se obtiene el valor de tobtenido = -6.148 (valor que se obtiene de los datos de la 
muestra) y el valor de tcrítico= 2.042 (valor que se obtiene de las tablas estadísticas) 
Luego;  
Teniendo en cuenta a Pagano, R.R. (2008, p.299); si tobtenido >  tcrítico  entonces, se 
rechaza la hipótesis nula (H0) y por lo que se acepta la hipótesis alterna (H1): “La 
aplicación de la herramienta SPSS mejora significativamente el aprendizaje 
procedimental de la Estadística II en los estudiantes de Administración de negocios de 
la Universidad Alas Peruanas, sede Chosica, 2016” 
 
5.2.3.     Prueba estadística de hipótesis específica 3. 
Hipótesis específica 3: 
H0:  La aplicación de la herramienta SPSS no mejora significativamente el aprendizaje 
actitudinal en los estudiantes de Administración de negocios de la Universidad 
Alas Peruanas, sede Chosica, 2016 
H1:  La aplicación de la herramienta SPSS mejora significativamente el aprendizaje 
actitudinal en los estudiantes de Administración de negocios de la Universidad 
Alas Peruanas, sede Chosica, 2016 
Tabla  19 
Prueba de Kolmogorov-Smirnov de los puntajes de Aprendizaje de conocimiento 
actitudinal. 
a. La distribución de contraste es la Normal. 
b. Se han calculado a partir de los datos 
 
 Pos_Control_ Aactitudinal Pos_Experim_ Actitudinal 
N    30 29 
Parámetros normales(a,b)  Media                  19.80 29.14 
  
 Desv. estand.         2.024     1.407 
Diferencias más extremas           
 
Absoluto                 .128 
Positivo                   .094                                                                    
      .185 
.160
   Negativ.                 -.128     -.185 
Z de Kolmogorov-Smirnov             .702        .997 
Sig. asintót. (bilateral)               .708        .273 
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En la tabla 19 puede observarse que el nivel de significancia para la Z de Kolmogorov-
Smirnov es mayor que 0,05 tanto en los puntajes del Pretest y  Postest, por lo que se 
deduce que la distribución de estos puntajes en el grupo control y experimental no 
difieren de la distribución normal. Esta información nos permite realizar la prueba 
mediante el estadístico t-Student. La prueba  de la hipótesis específica 3, se realiza con 
57 grados de libertad y de grupos independientes (Experimental y Control). 
 
Puntajes del Postest del grupo control y experimental en el aprendizaje de 
conocimientos actitudinal de Estadística II (Ver Tabla 20). 
 
Tabla  20 
Resultados del Pretest y Postest del grupo control y experimental 
 
Nº Postest Control Postest Experimental 
1 23 30 
2 21 30 
3 15 30 
4 19 29 
5 20 26 
6 20 31 
7 17 28 
8 18 32 
9 18 29 
10 22 29 
11 19 29 
12 20 30 
13 19 29 
14 22 27 
15 17 29 
16 19 28 
17 17 31 
18 22 29 
19 19 28 
20 21 27 
21 22 30 
22 20 29 
23 17 29 
24 23 29 
25 21 27 
26 20 31 
27 20 28 
28 22 30 
29 19 31 
30 22 . 
 
Los resultados del cálculo t-Student se presenta en la Tabla 21. 
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Tabla 21 
Valor de t-Student para la Prueba de muestras independientes de los puntajes de 
conocimiento actitudinal 
   
Prueba de Levene 
para la igualdad de 
varianzas Prueba T para la igualdad de medias 
    F Sig. T Gl 
Sig. 
(bilateral) 
Diferencia 
de medias 
Error típ. 
de la 
diferencia 
Juntos Se han asumido 
varianzas iguales 4.248 .044 -20.509 57 .000 -9.338 .455 
  No se han asumido 
varianzas iguales     -20.632 51.832 .000 -9.338 .453 
 
De la tabla 21, se obtiene el valor de tobtenido = -20.509 (valor que se obtiene de los datos 
de la muestra) y el valor de tcrítico= 2.042 (valor que se obtiene de las tablas estadísticas) 
Luego;  
Teniendo en cuenta a Pagano, R.R. (2008, p.299); si tobtenido >  tcrítico  entonces, se 
rechaza la hipótesis nula (H0) y por lo que se acepta la hipótesis alterna (H1): “La 
aplicación de la herramienta SPSS mejora significativamente el aprendizaje actitudinal 
de la Estadística II en los estudiantes de Administración de negocios de la Universidad 
Alas Peruanas, sede Chosica, 2016” 
 
5.3. Discusión de los resultados 
 
Esta investigación tuvo como propósito identificar y describir aquellas experiencias 
traumáticas que inciden en la vida de los estudiantes universitarios, en la aplicación de 
nuevas herramientas informáticas en el desarrollo de las diversas asignaturas; en nuestro 
caso se ha podido probar que la Aplicación de la Herramienta SPSS en el desrollo de la 
asignatura de estadística II, mejora su aprendizaje conceptual de los contenidos de la 
asignatura; esto es corroborado por Mondéjar, J. (2007) en la que afirma en la Tercera 
conclusión, que “la adopción de un enfoque de aprendizaje por problemas facilita un  
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proceso de aprendizaje significativo, en lo conceptual, donde el alumnado va 
construyendo las soluciones a partir de las herramientas básicas que ya conoce.”; 
efectivamente, así se persigue romper con la estructura clásica basada en la 
memorización e introducir al alumno una nueva forma de trabajo académico para que 
pueda mejora el proceso enseñanza-aprendizaje. Esto es consistenciado con los 
resultados del Postest del grupo experimental que obtuvo un promedio de puntaje de 
5.90 y el grupo control un promedio de 1.72, tal como muestra la Tabla 10. 
Vega, D. (2012) concluye que “La aplicación del método basado en proyectos tiene 
un efecto positivo sobre el aprendizaje de los procedimientos de la estadística 
descriptiva del curso Estadística General”; este resultado corrobora la conclusión que 
hemos llegado de que “La aplicación de la herramienta SPSS mejora significativamente 
el aprendizaje procedimental de la Estadística II en los estudiantes de Administración de 
negocios de la Universidad Alas Peruanas, sede Chosica, 2016”; esta coencidencia se 
corrobora con que el grupo experimental obtuvo un promedio superior a 1.32 con 
respecto del grupo control, tal como muestra la Tabla 11. Esta afirmación es tambien 
apoyada por las conclusiones que llega Gamboa, R. y otros (2007), en la que afirma, 
que el uso de la tecnología, permite a los estudiantes desarrollar conductas como: 
búsqueda de relaciones entre los elementos de las representaciones, con el propósito de 
identificar la solución de los problemas; elaboración de conjeturas a partir de los datos 
observados en las distintas representaciones realizadas en cada una de las herramientas 
tecnológicas; generalización de los resultados a casos generales, a partir de las 
soluciones obtenidas al trabajar con las herramientas tecnológicas; elaboración de 
conexiones entre los resultados obtenidos y otros contenidos; y comprobación de los 
resultados obtenidos en un proceso de resolución de casos diferentes. 
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En la investigación se ha contrastado que la aplicación de la herramienta SPSS 
mejora significativamente el aprendizaje actitudinal en los estudiantes de 
Administración de negocios de la Universidad Alas Peruanas, sede Chosica, 2016; esto 
realmente ha hecho que los estudiantes hayan mejorado sus relaciones interpersonales, 
valorar el trabajo colabortivo, mejorar el respeto a la opinión de sus compañeros; es 
decir mejoraron su comportamiento y elevado su autoestima, tal como muestra la Tabla 
12; esto es corroborado por Ursini, S y otros (2004), en la que sostiene que en el 
resultado de su investigación afirma, que la introducción de la tecnología en la clase de 
matemáticas, junto con la propuesta pedagógica que promueve el proyecto EMAT, 
implica una modificación de la cultura en el salón de clases que lleva a cambios 
significativos en el comportamiento de los y las estudiantes. Según los profesores, 
después de tres años en el proyecto, la gran mayoría de los estudiantes, sin distinción de 
sexo, tenían una buena capacidad para analizar los problemas que se les planteaban y 
para interpretar las hojas de trabajo, mostraban tener más iniciativa que sus compañeros 
con menos tiempo en el proyecto, eran más dedicados al trabajo, defendían mejor sus 
ideas y tenían una actitud más creativa al enfrentarse a los problemas que se les 
planteaban. La conclusiones hechas en el trabajo tal como se muetra en Tablas 19 y 20; 
es también apoyada por las Espinoza, C. M. y Fernández, J. (2014) que afirma que el 
estudiante muestra una actitud favorable hacia el paquete estadístico SPSS y se 
considera que dicho paquete estadístico es indispensable para comprender la estadística, 
es útil para procesar datos, necesario para poder avanzar en sus estudios y facilita y 
amplia el aprendizaje de esta asignatura.  
En el desarrollo del curso de Estadística II, con los estudiantes de la carrera de 
Administración de negocios, se ha logrado una buena aceptación por parte de los 
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 estudiantes en el uso de la herramienta SPSS en la parte practica del curso; los 
estudiantes ponen mucho interés en realizar trabajos colaborativos en la implementación 
de casos practicos que se presentan en el módulo de aprendizaje de Estadística II; en la 
que mejoran su aprendizaje procedimental al  resolver problemas de la asignatura, tal 
como se puede ver los resultados de la tabla 17 y 18; esto es corroborado  por Ojeda, 
M., Caballero, y Morales, N. (2001) en la que afirma, que considerando que uno de los 
propósitos del curso-taller fue el de cambiar la visión de la estadística como una 
metodología útil en la fase de diseño de proyectos, la evaluación permitió conocer la 
existencia de cambios significativos en los participantes y el enfoque basado en 
proyectos mejora los niveles de aprendizaje de la estadística en general y asimismo; 
afirma que, se logró indudablemente elevar la motivación por el aprendizaje del diseño 
y análisis estadístico en el contexto del proceso de investigación, ya que casi la totalidad 
de los participantes declaró desear que se continúe con el taller hasta la fase de escritura 
del reporte, pasando por la fase de análisis de los datos. 
Finalmente, el aprendizaje conceptual de los estudiantes en la asignatura de 
Estadística II, ha mejorado en comparación de la metodología tradicional, tal como se 
muestra en la Tabla 14 y 15. Este resultado es corroborado por Hernández, E.J. (2005) 
en que afirma que el estudiante cuenta con una potente herramienta que lo acompañará 
en su proceso de aprendizaje, permitiéndole realizar pruebas complejas de cálculo 
numérico, trasladando así soluciones y estrategias desde los contextos teóricos 
originales a otros nuevos mucho más inteligibles para él; además, el uso de los 
laboratorios es una excelente oportunidad para responder una sencilla pregunta: ¿qué 
implica saber estadística?. Una actividad importante debe ser acumular hechos y 
procedimientos, aplicar el conocimiento para conjeturar, experimentar y extraer 
conclusiones válidas.  
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                                                                Conclusiones 
 
1. La aplicación de la herramiento SPSS mejora el aprendizaje de los conocimientos 
conceptuales de Estadística II, en los estudiantes de Administración de negocios de 
la Universidad Alas Peruanas, sede Chosica. 
 
2. La aplicación de la herramiento SPSS mejora el aprendizaje de los conocimientos 
procedimentales de Estadística II, en los estudiantes de Administración de negocios 
de la Universidad Alas Peruanas, sede Chosica. 
 
3. La aplicación de la herramiento SPSS mejora el aprendizaje de los conocimientos 
actitudinales de Estadística II, en los estudiantes de Administración de negocios de 
la Universidad Alas Peruanas, sede Chosica. 
 
4. La aplicación de la herramienta SPSS mejora el aprendizaje de Estadística II, en los 
estudiantes de Administración de negocios de la Universidad Alas Peruanas, sede 
Chosica. 
 
5. La aplicación del módulo de enseñanza de la Estadística II, mediante la herramienta 
SPSS como material didáctico de instrucción, mostró que los alumnos y profesores 
modificaron su conducta y sus actitudes, y tomaron conciencia de la necesidad de 
desarrollar una serie de módulos de enseñanza-aprendizaje para la solución de 
problemas propias de la asignatura que imparten. 
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6. El realizar un correcto uso del conocimiento de los fundamentos de la estadística y 
la forma de cómo debemos utilizar el SPSS nos permite desarrollar adecuadamente 
el procesamiento de los datos (manual-digital), en base a las variables determinadas, 
y así lograr la obtención de resultados adecuados para una adecuada interpretación. 
 
7. El SPSS permite el ahorro de tiempo y esfuerzo por la obtención de resultados los 
cuales se pueden demorar horas y este programa permite en minutos adquirir los 
resultados requeridos. 
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Recomendaciones 
 
1. La Universidad Alas Peruanas sede Chosica, debe aplicar la herramienta SPSS 
en el proceso de enseñanza-aprendizaje de la asignatura de Estadística II en 
todas las carreras donde se imparte dicha asignatura. 
 
2. La Universidad Alas Peruanas sede Chosica, debe capacitar a sus docentes que 
tienen a cargo la asignatura Estadística II, en el uso de la herramienta SPSS para 
mejorar el proceso de enseñanza-aprendizaje de la asignatura de Estadística II. 
 
3. La universidad debe propiciar en cada una de las asignaturas de las diversas 
carreras profesionales, que los docentes propicien la introducción de diversas 
metodologías de enseñanza-aprendizaje para sus estudiantes y así mejorar su 
rendimiento universitario. 
 
4. Cuando se obtiene los resultados del SPSS se debe tomar en cuenta que es 
necesario realizar una mejor interpretación de los estadísticos de los datos que se 
obtiene, y así, nos permitirá lograr una mejora de la interpretación por parte de 
los estudiantes de la asignatura de Estadística II. 
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Semana  1 
Tema: Estadística    descriptiva 
 
1. Contenidos a desarrollar  
En esta semana se desarrollarán los siguientes contenidos: Escalas de 
medición, Clasificación de Variables, Variables estadísticas, Definiciones de 
Estadísticas, Etapas que cubre la Estadística, Tipos de curva que definen los 
estadísticos de tendencia central. 
 
2. Conocimientos previos (10 min.) 
Se presentará la reseña histórica de la evolución de la estadística y su 
respectiva motivación al estudiante de la importancia de esta asignatura. 
Incidiendo en que el estudiante tenga claro las dos partes de la Estadística: 
descriptiva e inferencial. 
 
3. Desarrollo del contenido programado (90 min.)     
3.1  Algunas definiciones y términos importantes en Estadística 
3.2  Escalas de medición 
3.3  Clasificación de variables  
3.4  Variables estadísticas usuales  
3.5  Definiciones de Estadísticas o estadígrafos  
3.6  Etapas que cubre la Estadística Descriptiva  
3.7  Tipos de curva que definen los estadísticos de tendencia central  
 
Objetivo general. 
Presentar la estadística en su proceso histórico natural de desarrollo y que 
cobra importancia por su utilidad al estado, al medio social y a las ciencias en 
general. Además, se define los elementos básicos como son: escalas, 
variables, los estadísticos fundamentales, definir los tipos de curva y los 
métodos de tratamiento de datos. 
 
 
 
 
 
Objetivos específicos 
- El estudiante debe entender el porqué del estudio de la estadística. 
- Presentar los conceptos de estadística descriptiva y estadística inferencial 
- Presentar la diferencia los términos: población, muestra, estadígrafos y 
parámetro.       
- El estudiante debe diferenciar las escalas de medición: nominal, ordinal, de 
interval 
- Presentar el uso de variables cualitativas y cuantitativas  
- El estudiante debe interpretar la tendencia de los datos descritos por los 
tipos de curva que definen los estadísticos de tendencia central. 
 
4. Evaluación de la clase (10 min.)  
En esta sección se realizará preguntas orales de los temas tratados, para 
poder comprobar, que efectivamente ha comprendido los conocimientos 
conceptuales y procedimentales en clase teórica. 
 
5. Laboratorio de computo (90 min.)  
Los estudiantes en el Laboratorio de Cómputo pondrán en marcha la aplicación 
de la herramienta estadística SPSS. Haciendo uso del módulo de aprendizaje 
correspondiente a esta clase, implementarán las actividades académicas 
programadas en el módulo de aprendizaje antes mencionado, correspondiente 
a la semana 1. 
     
6. Tarea domiciliaria  
Al estudiante se le presenta las actividades que deberán realizar en sus horas 
libres en su domicilio y dichas tareas presentarán al inicio de la semana 
siguiente clase. 
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Actividades de la semana 
 
2. Conocimientos previos 
La estadística surge de la necesidad que tiene el estado de recolectar datos de 
su población y recursos. Evoluciona en el tiempo, se considera tres etapas. 
La etapa inicial.- desde la antigüedad hasta antes del siglo XVII, la estadística 
se utiliza para: censos, nacimiento y muerte de sus habitantes, así como 
propiedades y sus valores, etc. Las grandes civilizaciones Babilonia, Egipto 
(papiros) Grecia, Roma, Azteca, Inca (quipus), utilizaban registros detallados 
sobre población y recursos. La etapa de sistematización: considera la 
formalización, aparecen la Escuela Alemana: crea la cátedra en estadística y a 
la asocia con la administración. La Escuela Inglesa: para el estudio de 
asuntos sociales (enfermedades, peste, matrimonios) y política. La Escuela 
Francesa, introduce la combinación de la teoría de probabilidad y la lógica 
como fundamento matemático de la estadística. 
En la actualidad y a partir del siglo XIX se caracteriza como ciencia y 
metodología de investigación científica en los diversos campos del saber 
humano. Así los administradores aplican técnicas estadísticas en todas las 
ramas de empresas públicas y privadas, es por ello que se divide en dos 
grandes categorías estadística descriptiva y estadística inferencial. 
La Estadística Descriptiva.- es la que nos proporciona la metodología para la 
recolección mediante censo o muestreo, el análisis, clasificación, presentación 
de los datos. Es la base de los métodos de la estadística inferencial y ha 
servido para mejorar la teoría de la probabilidad que en la actualidad ha hecho 
posible aplicar la estadística en todos los campos de la investigación. 
 
 
Estadística Inferencial.- Es la que nos proporciona la teoría necesaria para 
tomar decisiones cuando prevalecen condiciones de incertidumbre y 
variabilidad o predecir, inferir o estimar parámetros y distribución de una 
población, utilizando resultados o conclusiones del análisis de una muestra. 
Recolección 
censo o 
muestra 
Análisis de 
los datos 
Presentación 
de datos 
Tablas  
Gráficos  
Descripción 
de datos 
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3. Desarrollo del contenido programado 
 
3.1. Algunas definiciones y términos importantes en estadística 
 
Para analizar con precisión los diversos tópicos que se estudiaran es necesario 
utiliza correctamente las definiciones y términos que se dan a continuación. 
 
a) Población N.- Conjunto completo de individuos, objetos, datos o 
características que el investigador considera importante investigar. La 
población está constituida por unidades elementales a las cuales se les 
llama unidad estadística, unidad experimental u observación, también se 
puede definir variables poblacionales. Ejemplo  la edad de los habitantes de 
Perú, se define: 
 Población: habitantes de Perú. 
 Unidad elemental: cada habitante de Perú. 
 Variable: edad. 
Una población se puede considerar: 
Finita, la cual puede ser pequeña o grande. Así por ejemplo, población 
pequeña un colegio de 500 alumnos; población grande, estudiantes de una 
universidad nacional con 4000 estudiantes. 
Infinita, una población de bacterias del cólera o también una población finita 
muy grande para efecto de estudios se la considera infinita, la población 
peruana, la población de celulares, etc.   
 
Recolección 
censo o 
muestra 
Estimación 
Prueba de 
Hipótesis 
Predicción 
Puntual  
Por intervalos  
Regresión 
Series de tiempo  
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b) Muestra (n). Cualquier subconjunto de la población. En un experimento por 
razones de tiempo y economía, es usual que el investigador recurra a la 
muestra, la que debe tener las características deseables a estudiar para 
ser representativa de la población. 
Ejemplo.- En elecciones de un candidato, si el investigador (encuestador) 
desea estimar el porcentaje de votos preferenciales de un determinado 
candidato, no entrevistará a miles o millones de votantes que constituyen la 
población, sino que seleccionará una muestra de votantes y basándose en 
el resultado, se obtendrán conclusiones referentes a la población de 
votantes.  
 
3.2. Escala de medición 
 
Medir es una forma de asignar un valor numérico a una observación que 
resulta ser un dato. La estadística analiza datos siendo éstos resultados de 
mediciones. Existen cuatro clases de escala de medición: nominal, ordinal, de 
intervalo y de razón o proporción. Ellas se diferencian por atributos 
matemáticos que poseen; siendo estos magnitud, un intervalo igual entre 
unidades adyacentes y un cero absoluto.  
 
a) Escala Nominal.- Al utilizar una escala nominal la variable se divide en sus 
diversas categorías  
Estado civil  1.- soltero, 2.- casado, 3.- divorciado, 4.- conviviente 
(categorías unidades de la escala, no existe relación entre las unidades y 
son disjuntas). La escala nominal no tiene atributos matemáticos de 
magnitud. 
b) Escala Ordinal.- Utiliza variables cualitativas. Asigna números de acuerdo 
a la propiedad de orden del sistema numérico: los valores están ordenados 
en forma creciente, pero no hay idea de igualdad entre las distancias. La 
escala ordinal nos permite comparaciones mejor que, igual, menor que: A > 
B, A = B, A < B, no indica nada sobre la magnitud de las diferencias entre 
las unidades adyacentes pertenecientes a dicha escala. 
c) Escala de Intervalo.- Utiliza variable cuantitativa. No solo usa 
ordenamiento sino establece que las distancias (o diferencias) que ha entre 
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número y número son iguales, además posee el cero relativo como ocurre 
en las escalas de temperatura. 
Ejemplo.-Los ceros arbitrarios de las escalas Celsius y Fahrenheit. 
 
Cuerpo 
Escala de medición 
C Celsius F Fahrenheit 
El agua se congela 0 32 
El agua hierve 100 212 
Temperatura promedio del hombre 37 98.6 
 
Se puede establecer proporciones entre las diferencias de temperatura 
teniendo en cuenta los ceros arbitrarios de las escalas que son: 0C y 32F. 
 
 
 
Finalmente si existiera el cero absoluto  podríamos decir la temperatura de 
hoy día es doble de la de ayer, lo cual no tiene sentido en la escala de 
intervalo; así como también no tiene sentido decir “un cuerpo a 40C es dos 
veces más caliente que uno de 20C”. 
 
La escala de intervalos es una escala cuantitativa, pudiéndose con ella 
aplicar muchos procedimientos. En vista de los análisis realizados 
podemos ver que además de determinar si A = B  A>B o  A < B,  una  
escala  de  intervalos  nos  permite  determinar si A – B = C – D,     A – B > 
C – D    o A – B < C – D. 
 
d) Escala de razón o proporción.- Tiene todas las propiedades de una 
escala de intervalo y ordinal además de poseer el cero absoluto. El tener 
estas cualidades, podemos definir cocientes o razones en las cuantías que 
se miden. 
Ejemplo.-Una persona gana S/. 2 000 nuevos soles y otra gana S/. 1 000 
nuevos soles; la razón o proporción es , indica que la primera 
persona gana el doble que la segunda. Una relación la podemos definir 
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, donde x es la escala 1 y y es la  escala 2; luego si x = 0  
y = b(0) = 0, ambas escalas tienen el mismo cero; que se denomina el cero 
absoluto. 
 
3.3. Clasificación de las variables 
 
Una variable (X, Y, Z, …) es cualquier propiedad o característica de algún 
evento, objeto o persona, que puede tener diversos valores, según las 
condiciones, del experimento. De acuerdo a sus características se clasifican: 
 
a) Variable Independiente (v.i.).- La variable independiente en un 
experimento es aquella que es controlada sistemáticamente. 
Ejemplo.-Sea el experimento del estudio de la privación del sueño con 
respecto al comportamiento agresivo. Los sujetos en el experimento son 
privados de dormir una cierta cantidad de horas de sueño y se observan las 
consecuencias en relación con la agresividad. En este caso se controla, la 
cantidad de horas de sueño, siendo esta la variable independiente (v.i.). La 
fundición de un metal, se controla con la temperatura (v.i.). 
 
b) Variable dependiente (v.d.).- La variable dependiente en un experimento 
es calculada por el investigador para determinar el efecto de la variable 
independiente. 
Ejemplo.- El comportamiento agresivo (v.d.) y el efecto de la privación de  
horas de sueño (v.i.).La fundición de un metal (v.d.), la temperatura (v.i.) 
 
3.4. Variables estadísticas usuales 
 
En estadística la utilización de variables es fundamental, pues en cada 
experimento, problema, proyecto o cualquier tema de investigación se tiene 
que definir muy claramente, para obtener los resultados esperados. 
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A continuación se define las variables cualitativas y cuantitativas: 
 
a) Variable Cualitativa o Categórica.- Son variables cuyos valores consisten 
en categorías de clasificación o sea se refieren a la cualidad que presenta 
la población no lleva clasificación numérica sus valores son atributos, 
cualidades o modalidades. Se usa las escalas nominal u ordinal para que 
tenga sentido los valores de la variable. Ejemplos: estado civil, carrera 
académica, marca de automóvil. 
b) Variable Cuantitativa.- Son aquellas que se obtienen como resultado de 
mediciones o conteo. Una variable se llama cuantitativa o también 
estadística si tiene sentido para las escalas de intervalo o de razón. Como 
ejemplos: sea “X”, variable asignada al tiempo de vida de una placa 
electrónica; sea “Y”, variable asignada al peso en kg de los estudiantes de 
un aula; y sea “Z”, la variable asignada al número de estudiantes de una 
universidad. 
c) Variable Discreta.- Es aquella que toma valores enteros pudiendo ser 
estos de orden finito. Ejemplos: sea “X”, variable número de hijos en una 
familia; y sea “Y”, variable número de estudiantes en una clase. 
d) Variable Continua.- Son aquellas que toman valores infinitos entre dos 
número. Ejemplos: sea “X”, variable estatura humana; y sea “Y”, la variable 
tiempo. 
e) Dato Estadístico.- Son números o medidas que han sido recopilados 
como resultado de observaciones que pueden ser comparados, analizados 
e interpretados. Entendemos que es la valorización de una variable X. 
Ejemplo: si tenemos la variable peso X en kg de n = 5  estudiantes, la 
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valorización del peso de cada estudiante se denota como  X1 = 30; X2 = 40; 
X3 = 35; X4 = 45; X5 = 38. 
f) Parámetro. Medida que describe alguna característica de la población 
cuyo valor es determinado utilizando todos los valores de las variables 
estadísticas u observaciones que la constituyen,  por lo tanto las decisiones 
no tendrán error y serán de certidumbre total. Por ejemplo los parámetros 
poblacionales:  media poblacional; 2  variable poblacional; y p  
proporción poblacional   1  p  0   . 
g) Estadístico o estadígrafos.- Es una medida usada para describir alguna 
característica de la muestra y la toma de decisiones contiene un grado de 
incertidumbre o error. Ejemplos: x  media muestral;  Me mediana  muestral;  
Mo: moda muestral; S2 varianza  muestral, 2s  S  desviación estándar  
muestral, Cv = 
x
s  coeficiente de variación. 
 
3.5. Definiciones de estadísticas o estadígrafos 
 
A continuación se definen los estadígrafos o estadísticas. 
 
a) Media ( x ).- Es la Suma de todos los datos divididos entre el total de 
datos. 
 Mediana (Me).- Se encuentra justo al centro del conjunto de datos 
ordenados previamente de menor a mayor (o de mayor a menor). Divide al 
conjunto de datos 50% a un lado (izquierdo)y 50‟% al otro lado (derecho). 
b) Moda (Mo).- Se determina considerando la mayor frecuencia con que se 
repiten los datos. En un conjunto de datos pueden haber varias modas por 
ejemplo la uní modal (una), bimodal (dos) trimodal (tres), etc. 
c) Varianza (S2).-  Es la suma de las desviaciones (di = xi - x ) de los n 
datos (xi) respecto de su media x  elevadas al cuadrado y divididas por (n – 
1). Indica como los datos están dispersos alrededor de la media. Una 
varianza grande indica una alta dispersión o variabilidad de los datos. El 
divisor(n – 1) lo utilizamos en vez de n porque produce una estimación más 
precisa de la correspondiente varianza poblacional 2. La varianza S2, 
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dividida por (n – 1) tiene propiedades deseables, para la inferencia 
estadística. 
d) Desviación estándar ( 2SS  ).- Representa el grado de alejamiento o 
dispersión de los valores de una variable, con respecto a su media. Cuando 
mayor sea la dispersión de los valores de la variable mayor será la 
magnitud de las desviaciones respecto a la media por lo tanto las 
desviaciones estándar crecerá en magnitud. En un experimento, 
normalmente la mayor parte de los datos estará a una distancia de una 
desviación estándar de la media. Muy pocos estarán alejados  dos o tres 
veces la desviación estándar. 
e) Coeficiente de variación (CV = S/ x ).- Indica en porcentaje de la 
variabilidad de los datos respecto a la medida. Es decir, es baja si  0   CV 
< 20%, es media si 20% ≤ CV < 50% y es alta  si 50% ≤ CV  < 100%. Como 
es una medición relativa, el coeficiente de variación es particularmente útil 
para comparar la variabilidad dos o más series de datos, que se expresan 
en distintas unidades de medición. 
 
3.6. Etapas que cubre la estadística descriptiva 
 
a) Recolección. Si la información es recolectada cuidadosamente las 
conclusiones que de ella se derive podrán tener validez. Para recolectar 
una buena información es necesario no cometer errores y saber cómo 
controlarlo. Los métodos de recolección de datos se realizan mediante, 
diseños y la elaboración de los formularios, cuestionarios, encuestas de 
opinión; se dirigirán obviamente a los individuos en estudio. 
b) Crítica de los datos. Recolectada la información es necesaria resolverla 
cuidadosamente, resumirla y presentarla convenientemente. Los datos 
deberán ser clasificados, organizados en clases o categorías. 
c) Presentación. Una vez organizados los datos de acuerdo a algunos 
métodos de clasificación estos son descritos y analizados a fin de facilitar 
su entendimiento y comprensión usando las tablas de frecuencia y gráficas 
d) Descripción. Estudiados cuidadosamente los datos en la muestra los 
describimos. Estas medidas descriptivas fundamentalmente estudian las 
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medidas de tendencia central ( x  , Me y Mo), de variabilidad o de dispersión 
(S2, S, CV), y asimetría y kurtosis.  
3.7. Tipos de Curva que definen los estadísticos de tendencia central 
 
A continuación, se presenta gráficamente las estadísticas de tendencia central 
que nos serán muy útiles en el  estudio de la tendencia de datos y múltiples 
aplicaciones de la estadística descriptiva.  
 
 
 
Los siguientes gráficos presentan deformación vertical estudiada por la Kurtosis 
que depende de los percentiles.  
 
 
 
La deformación horizontal estudia la asimetría mediante los sesgos de Pearson       
que serán estudiados posteriormente. 
 
4.  Evaluación de la clase 
- La estadística se divide en dos grandes categorías. ¿Cuáles son? 
- ¿Cuantos tipos de escala de medición existe?. Ejemplos 
- Existen estadísticos de posición y dispersión. ¿Cuáles son? 
- Indicar los tipos de  variables  estadística. Ejemplos  
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- Los estadísticos de tendencia central definen tres tipos de curva 
¿Cuáles son?. Ejemplos. 
 
5. Laboratorio  de Cómputo  
5.1. Definición de variables e ingreso de datos    
5.2. Recolección de datos-codificación-tabulación 
5.3. Caso venta de autopartes 
5.4. Caso estudio de maestría 
SEMANA  1 
5.1. Definición de variables  e  Ingreso de datos 
Inicio aparece el SPSS si deseamos hacer uso de una base de datos o Matriz 
de datos vamos a Archivos recientes, hacemos clic en Aceptar, de lo 
contrario Cancelar 
 
Editor de datos ver parte superior del cuadro; constituido por dos elementos 
para la elaboración de la Base de datos o Matriz de datos siendo: Vista de 
variables y Vista de datos  situados  en la parte inferior del cuadro. Hacemos 
clic en cualquiera de ellos para su uso. Para ingresar datos: primero definimos  
la Variable compuesta por: Nombre, Tipo,…. Ver figura 
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Terminado el ingreso de variables hacemos clic en Vista de datos: ingresamos 
los datos 
 
5.2. Recolección de datos-codificación-tabulación  
Para recolectar datos es necesario formular un cuestionario, luego  codificar el 
cuestionario y transcribirlos a  la base de datos: Formulemos una encuesta. 
 
5.3. Caso: Venta de autopartes 
Una compañía requiere un informe de su personal sobre su negocio de ventas 
mensuales de autopartes formula un cuestionario constituido por 10 preguntas. 
Las preguntas son del tipo cualitativo y cuantitativo entremezcladas.  
Indicación: Marque con una   “x” la alternativa correcta o escriba sobre las 
líneas punteadas.  
1.- Sexo: Mujer        Hombre          
2.- Nivel  educacional:    Técnica       Superior             
 3.- Procedencia: Lima         Provincia       Sueldo en nuevos soles     
4.- Sueldo  (en nuevos soles)………………………………….. 
5.- Peso (en kilogramos)………………………………….. 
6.- Estado civil:    Casado         Soltero        Conviviente        Viudo     
7.- Edad (en años)……………………………………. 
8.- Turno:    Mañana          Tarde        Noche     
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9.- Tiempo de servicio en la compañía (años)………………………………. 
10.- Número de ventas mensuales…………………………………. 
 
CODIFICACIÓN DE LA ENCUESTA 
1.- Sexo (0: Mujer, 1: Varón) 
2.- Nivel educacional (1: Técnica, 2: Superior) 
3.- Procedencia (0: Lima, 1: Provincia) 
4.- Sueldo en nuevos soles 
5.- Peso en Kilogramos 
6.- Estado civil (0:Casado, 1: Soltero, 2: Viudo, 3:Divorciado) 
7.- Edad en años 
8.- Turno (0: Mañana, 1: Tarde, 2: Noche) 
9.- Tiempo de servicio en la compañía 
10.- Número de ventas mensuales     
 
TABLA DE ENCUESTA CODIFICADA 
Las preguntas han sido codificadas (variables) se encuentran en las columnas 
y en las filas los casos.       
Caso Preg.1 Preg.2 Preg.3 Preg.4 Preg.5 Preg.6 Preg.7 Preg.8 Preg.9 Preg.10 
1 1 1 0 2500 70 0 40 1 5 10 
2 1 1 0 3000 65 1 35 0 6 12 
3 1 1 1 4000 85 0 25 2 3 13 
4 0 2 0 3500 68 2 38 0 8 9 
5 1 2 0 4500 75 0 40 1 9 15 
6 0 2 0 5000 60 2 45 |12 10 18 
7 1 1 1 3500 80 1 35 1 7 10 
8 1 2 0 2000 72 2 28 0 4 8 
9 1 1 1 2800 68 0 42 0 4 9 
10 0 1 1 3900 58 1 34 1 5 11 
11 1 1 1 4800 77 1 50 2 9 15 
12 1 2 0 5000 55 0 55 1 10 17 
13 0 1 1 5500 90 1 60 1 9 19 
14 1 1 1 4200 78 0 55 1 6 14 
15 0 2 0 3000 69 1 39 1 6 11 
 
Las preguntas de un cuestionario vienen a ser las variables,  que si son del tipo 
cualitativo se las codifica con números enteros, incluyendo el cero; nuestro 
ejemplo tiene 5 preguntas del tipo cualitativo y 5 preguntas del tipo cuantitativo; 
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algunas veces se las considera del tipo cualitativo por ejemplo edad 
(adolescente, joven, adulto) n=15 son los sujetos encuestados. 
Las variables son del Tipo: Numéricas (cuantitativas) y Cadena (cualitativas). 
Las variables Numéricas: Sueldo, Peso, Edad, Tiempo de servicio, Número de 
ventas. Las variables de Cadena: Sexo , Nivel educacional, Procedencia, 
Estado Civil, Turno. 
VISTA VARIABLES (Definir variables).- Está constituida por  filas en las que 
se definen las variables, en la fila: 1 la primera variable, 2 la segunda 
variable,……, y  columnas en cada una se representa un parámetro o 
especificación de esa variable (Nombre, Tipo,) 
Proceso: En  Editor de datos nos ubicamos en Vista de variables hacemos 
clic  y a la altura de 1 empezamos a digitar. En Nombre: Sexo ;  en Tipo 
hacemos clic y aparece el recuadro, Tipo de variable  marcamos Cadena,  al 
lado derecho aparece en Caracteres el número 8 puede variar según nuestra 
elección; Aceptar (ver figura). 
 
Regresamos  a Vista de variables ; vamos a Etiqueta aclaramos el significado 
de la variable: participaron en la encuesta hombres y mujeres en seguida 
vamos a Valores: hacemos clic en Ninguna y aparece un recuadro  en donde  
observamos: Etiquetas de valor, en Valor digitamos 0 y en Etiqueta: mujer 
hacemos clic en Añadir aparece en el cuadro pequeño  0=”mujer”, 
similarmente para varón. Ver fig. finalmente tenemos codificada la variable 
Sexo: 0=”mujer”, 1=”varón”/Aceptar. 
 
14 
 
 
Nos ubicamos en Medida aparece Nominal es porque ya lo habíamos definido 
en Tipo de variable. Proseguimos ingresando  las variables niveduc y proced 
que son del tipo cadena. Ver igura 
 
Proseguimos ingresando  las variables niveduc y proced que son del tipo 
cadena. Ver  fig. Ingresemos la variable sueldo( es cuantitativa),según el 
ordenamiento correspondería a la fila 4, el proceso es similar al anterior: Vista 
de variables /en  Nombre escribimos sueldo/ en Tipo hacemos clic y aparece 
Tipo de variable: marcamos Numérico, en Anchura  8  en Posiciones 
decimales  0 / Aceptar. Ver fig.  
 
 Regresamos a Vista de variables y vamos a Medida la cual describe el tipo 
de medida que puede ser de Escala (datos numéricos o de razón), Ordinal 
(que representa categorías ordenadas) o Nominal (representa categorías sin 
orden alguno); muy útil en procedimientos gráficos. Continuando con la variable 
sueldo Podemos ver en Medida: Escala es porque se definió en Tipo de 
variable .Ver fig. 
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Continuamos ingresando el resto de variables similares a las anteriores; peso, 
estciv, edad, tur-no. En Vista de variables los cinco elementos 
fundamentales: Nombre, Tipo, Valores, Etiqueta y Medida. También  
tenemos los secundarios: Anchura y Decimales que se definen en Tipo de 
variable, esto debido a las características de cada variable (Escala, Ordinal, 
Nominal).   
 
Perdidos: pueden ocurrir Valores perdidos por el sistema (ausencia de datos) 
o los valores declarados por nosotros. Ver fig. Alineación: indica la posición 
del dato en la casilla. Ver fig. 
 
OBSERVACION.- Es importante saber distinguir una variable Categórica de 
una de Escala. Una variable categórica es la que tiene un número limitado de 
valores o categorías distintas. Las variables de cadena y numéricas  con 
etiquetas de valor definidas o las variables numéricas definidas como 
nominales u ordinales se tratan como categóricas. 
VISTA  DE DATOS.- Una vez recolectados los datos de los  n  casos (sujetos) 
en  j  variables (preguntas). Como hemos ya codificado e ingresada las 
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variables;  los datos los  introducimos a una base de datos o matriz de 
datos; en nuestro caso  n=15  y  j=10. Ver fig. 
 
Observando el cuadro las columnas corresponden a las variables ya 
ingresadas y las filas corresponden a los casos que falta ingresar. 
Proceso: Hacemos clic en Vista de datos, nos ubicamos en la primera 
columna (sexo) y la primera fila (primer caso), empezamos así a ingresar los 
datos por columnas.  Ver figura. 
 
Si deseamos realizar cualquier modificación o corrección vamos a Vista de 
variables; por ejemplo la variable turno como se observa en Vista de datos  
los turnos mañana, tarde, noche están pegados a la derecha  se puede pasar a 
la izquierda  para esto se entra a  Vista de variables y se pulsa el botón en la 
intersección de la columna Alineación con la fila variable turno  en donde 
aparece Izquierda,   Derecha,  Centrado 
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Si se necesitan los datos definidos con etiquetas usamos la opción del  menú 
Ver hacemos clic y aparece el cuadro sin marcar Etiquetas de valor.  Ver fig. 
que antecede. Marcamos Etiquetas de valor y aparece el cuadro presente. Es 
importante en cualquier circ11unstancia de chequeo,  verificación  por ejemplo. 
 
Estos dos últimos cuadros representan las 10 variables ingresadas (primer 
cuadro) y datos de los 15 sujetos (casos) encuestados. 
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Para guardar la base de datos creada vamos al Editor de 
datos/Archivo/Guardar como: vamos a Nombre de archivo y escribimos: 
Base de datos1-venta de autopartes/Guardar. El Editor de datos está 
constituido por: Vista de variables y Vista de datos. Existe otra ventana 
importante y es el Visor de resultados: presenta  la respuesta a problemas 
planteados. 
 
5.4. Caso: Estudio de Maestría 
Se plantea el ejercicio para consolidar el aprendizaje en la conformación de 
una base de datos o Matriz de datos. El proceso de su solución es similar al 
ejemplo precedente. Los estudiantes que finalizaron sus estudios de Maestría 
en Administración de negocios en una institución educativa de prestigio decidió 
hacer una encuesta  para saber  la opinión de los cursos ,su rendimiento  y 
perspectivas profesionales de  sus egresados de ese año,  par a lo cual tomó 
una muestra de tamaño 20 cuya  población era de  120 maestristas. 
Indicación: marcar con una “x” su preferencia por una alternativa o escribir 
sobre la línea de puntos. 
1.- Sexo: Mujer      Varón   
2.- Estado civil: Soltero     Casado      Conviviente      Divorciado    
3.- Condición laboral: Trabaja      No trabaja   
4.- Calificación académica en el curso de Estadística (escala de 0  a  20).……... 
5.- Calificación académica en el curso de Metodología de Investigación (escala 
de  0  a  20)……… 
6.- ¿Los cursos que brinda esta institución satisface sus expectativas? 
Muy buena      Buena      Regular      Mala   
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7.- Orden de mérito en su promoción: Quinto superior   Tercio superior   
Ninguno  
8.- Apreciación de los cursos y la plana académica: Muy buena   Buena   
Regular  Mala  
9.- ¿Qué tan importante es su formación académica para el trabajo que está 
realizando?: Muy importante   Importante   Algo importante    Nada 
importante  
10.- Las oportunidades de trabajo después de la maestría son mejores o 
peores para las personas de su género? : Mejores      No tiene efecto   
 
CODIFICACION DE LA ENCUESTA  
1. Sexo:  (0: Mujer;  1: Varón) 
2. Estado civil:  (1: Soltero  ; 2:  Casado  ;   3:  Conviviente  4:  Divorciado)  
3. Condición laboral:  (T: Trabaja  ; NT:  No trabaja )  
4. Calificación académica en el curso de Estadística (escala de 0  a  20) 
5. Calificación académica en el curso de Metodología de Investigación (escala 
de 0 a 20)  
6. ¿Los cursos que brinda esta institución satisface sus expectativas? (1: Muy 
buena ; 2: Buena ; 3: Regular  ;  4: Mala). 
7. Orden de mérito en su promoción: (QS: Quinto superior  ; TS: Tercio 
superior;  N: Ninguno)  
8. Apreciación de los cursos y la plana académica:(1: Muy buena ; 2: Buena ; 
3: Regular; 4:  Mala)  
9. ¿Qué tan importante es su formación académica para el trabajo que está 
realizando? (1: Muy importante;  2:  Importante  ;  3: Algo importante  ;  4: 
Nada importante) 
10. Las oportunidades de trabajo después de la maestría son mejores o peores 
para las personas de su género?  (1: Mejores ;  2:  No tiene efecto) 
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TABLA DE ENCUESTA CODIFICADA     
 
Las preguntas en columnas y los casos en filas  
 
Sujeto Preg.1 Preg.2 Preg.3 Preg.4 Preg.5 Preg.6 Preg.7 Preg.8 Preg.9 Preg10 
1 1 2 T 18 17 MB QS 1 1 1 
2 0 3 T 17 16 MB QS 1 1 1 
3 1 1 T 16 15 MB TS 2 1 1 
4 1 1 T 14 13 B N 1 1 2 
5 1 1 NT 15 17 B TS 3 1 1 
6 1 4 T 12 13 B N 4 2 2 
7 0 1 NT 13 18 B N 2 2 1 
8 1 1 T 10 16 MB N 1 1 2 
9 0 1 T 12 15 R N 2 1 1 
10 0 3 NT 14 14 M N 1 2 1 
11 1 2 NT 15 17 B TS 1 2 1 
12 1 2 T 15 16 MB TS 2 2 1 
13 1 2 T 15 13 R N 2 2 1 
14 1 2 T 16 15 M TS 1 1 1 
15 1 4 NT 17 10 B N 2 1 2 
16 0 1 NT 15 20 B T 1 1 2 
17 0 2 T 19 18 MB QS 1 1 1 
18 0 4 T 20 17 MB QS 1 2 1 
19 1 3 T 08 13 MB N 3 4 1 
20 0 2 T 09 13 B N 4 4 2 
Para definir la Base de datos o Matriz de datos es necesario que defina las 
variables  luego ingresaría los datos de la tabla. Terminada la tarea la 
guardamos  dándole un nombre a nuestra base de datos. 
LA BARRA DE MENÚS.- Está constituida por diferentes Opciones que las 
utilizaremos para manipulas la base de datos elaborados. Las herramientas 
fundamentales que permiten: 
  
Operacionalizar nuestros datos son: Datos, Transformar y Analizar (ver fig.). 
Los menús más familiares son: Archivo, Editar, Ver, Ventana, Marketing 
directo, Gráficos, etc  aparecen en otros programas de tipo Windows. Todos 
tienen submenús que se utilizaran  en su momento 
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6. Tarea domiciliaria 
1.- En los siguientes casos indique si las siguientes medidas obtenidas son 
parámetros o estadísticas 
a) Consideremos los ingresantes a la Facultad de Administración, como la 
población en estudio. Basándose la información registrada sobre ellos, se 
obtiene la edad promedio. 
b) Con la finalidad de implementar  los conocimientos de matemática se hace 
una encuesta sobre la población ingresante a la Facultad  en forma aleatoria al 
25% de los estudiantes. 
2.- Clasifique las siguientes variables y señale su escala de medición       
a) Número de llamadas telefónicas a domicilio de estudiantes. 
b) Edad de estudiantes de educación superior 
c) Número de hijos de una familia c) Consumo de luz 
3.- En cada una de las siguientes proposiciones explique la diferencia entre:  
a) Variables cualitativas y cuantitativas. Dar un ejemplo 
b) Población y muestra. Dar un ejemplo 
c) Variable discreta y continua. Dar un ejemplo 
d) Nivel de medición de razón e intervalo. Dar un ejemplo 
e) Parámetro y estadístico 
4.- Conteste las siguientes preguntas: 
a) Explique la diferencia entre:   
i.- variables cualitativas y cuantitativas. Dar ejemplos de cada una   
ii.- muestra y población. Dar ejemplos.      
iii.- variable discreta y continua. Dar ejemplos  
5.- a) Usando las definiciones de estadísticos establezca sus  diferencias: 
i.- Media y Mediana           ii.- Moda y Mediana           iii.- Media y Moda       
b) Los estadísticos de tendencia central al ser comparados definen tres tipos 
de curva. ¿Cuáles son?. 
c) ¿Cuáles son los estadísticos que miden la variabilidad de los datos? 
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                                                                              Semana 2 
  
Tema: Calculo de estadísticos en datos agrupados y no agrupados 
 
1. Contenidos a desarrollar 
En esta semana se desarrollarán los siguientes contenidos: Cálculos 
estadísticas más importantes: Tabla de distribución de frecuencias de datos no 
agrupados y datos agrupados, métodos de clasificación de datos y la regla 
Sturges. 
 
2. Conocimientos previos (10 min.) 
Se presentará un  repaso  de los temas tratados en la clase de la semana 
pasada y se harán preguntas orales de los mismos, para que los estudiantes 
recuerden los conocimientos adquiridos y los puedan utilizar en 
correspondiente a esta semana. 
 
3. Desarrollo del contenido programado (90 min.) 
3.1  Cálculo de estadísticas más importantes 
3.2   Caso I: Datos no agrupados  
3.3   Caso II: Datos agrupados por sus frecuencias  
3.4   Caso III: Datos agrupados en intervalos – Procedimiento  
3.5   Tabla de distribución de frecuencias  
3.6   Procedimiento de elaboración de una tabla de frecuencias de  K intervalos  
3.7  Métodos de clasificación de datos – Regla de Sturges  
 
Objetivo general. 
El estudiante será capaz de presentar los datos mediante la Tabla de 
distribución de frecuencias de datos no agrupados y datos agrupados. 
Calculo de los diversos estadísticos  de posición y dispersión a desarrollados y 
manejo de los métodos de clasificación de datos – Regla de Sturges 
  
 
 
 
 
Objetivos específicos 
- El estudiante será capaz de presentar los datos mediante una Tabla de 
distribución agrupada por sus frecuencias y calcular los estadísticos.   
- El estudiante clasifique los datos en intervalos dado el número de intervalos 
clase y calcular los estadísticos. 
- El estudiante utilice la regla Sturges para clasificar datos 
 
4. Evaluación de la clase (10 min.)  
En esta sección se realizará preguntas orales de los temas tratados, para 
poder comprobar, que efectivamente ha comprendido los conocimientos 
conceptuales y procedimentales en clase teórica. 
 
5. Laboratorio de computo (90min.) 
Los estudiantes en el Laboratorio de Cómputo pondrán en marcha la aplicación 
de la herramienta estadística SPSS. Haciendo uso del módulo de aprendizaje 
correspondiente a esta clase, implementarán las actividades académicas 
programadas en el módulo de aprendizaje antes mencionado, correspondiente 
a la semana 2. 
 
6. Tarea domiciliaria  
Al estudiante se le presenta las actividades que deberán realizar en sus horas 
libres en su domicilio y dichas tareas presentarán al inicio de la semana 
siguiente clase. 
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Actividades de la semana  
 
2.  Conocimientos previos 
-El estudiante deberá  diferenciar la estadística: descriptiva y la inferencial   
-Diferenciar las escalas de medición y las  variables cualitativa y cuantitativa.  
- Diferenciar parámetros de estadística o estadísticos 
-Tener los conceptos claros de los estadísticos de posición y dispersión 
. 
3.  Desarrollo del contenido programado 
 
3.1. Cálculo de los estadísticos más importantes – Casos 
 
Los datos son descritos por variables, para ser interpretados se representan 
mediante los estadísticos que describen su posición y dispersión        
 Caso I:  Datos originales o los obtenidos en experimentación es decir;  sin 
agruparlos  xi.  i = 1, 2, .., n 
Caso II:  Datos agrupados por sus frecuencias  ni. i = 1, 2,..,k  
Caso III:  Distribución de frecuencias de datos agrupados por intervalos de 
clase Ii. i = 1, 2,.., k 
 
Caso I y II: Datos no agrupados por Intervalos 
 
3.2. Caso I: Datos originales o los obtenidos por 
experimentación sin      agruparlos   xi.  i = 1, 2, ….., n 
 
Ejemplo.- Los siguientes datos son el número de niños por familia 
correspondiente a 15 familias que viven en una urbanización de renta baja: 2, 
5, 7, 6, 5, 3, 3, 4, 4, 8, 4, 2, 6, 4, 7. Calcular los estadísticos: rango (R), media 
( ), mediana (Me), moda (Mo), varianza (S
2), desviación estándar (S), 
coeficiente de variación (CV). 
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Solución.- Estadísticos de tendencia central y de dispersión donde “X” variable 
estadística (v.e.): niños por familia cuyos valores son n = 15; 2, 5, 7, 6, 5, 3, 3, 
4, 4, 8, 4, 2, 6, 4, 7 
 R = [2, 8], menor dato = 2, mayor dato = 8. El Rango (R) es una 
expresión que presenta a los datos de menor a mayor; no indica el 
comportamiento de la distribución entre sus puntuaciones extremas  
 La media  tiende a ubicarse al centro del conjunto de datos 
, niños por familia. 
 La mediana se ubica al centro del conjunto de datos. Para el cálculo de 
la mediana ordenamos los datos de menor a mayor   n = 15 impar;  
 
  2    2    3    3    4    4    4   4    5    5    6    6    7    7    8 
              
 
Me = X8 
Me =  niños por familia. 
 
 La moda se calcula observando la mayor frecuencia de niños por familia. 
Mo = 4, la mayor frecuencia con que se repiten 
 Los estadísticos , Me, Mo se encuentran en la parte central de la 
distribución de los datos que al compararlos definen una distribución 
ligeramente asimétrica a la derecha  4.67 > 4 = 4;    (  > Me = Mo) 
 La varianza, nos indica la variación promedio de los datos de una 
distribución, dentro del rango (R) = [2,8]. El cálculo de la varianza se 
aprecia a continuación: 
 
La varianza muestral, se calcula abreviadamente del modo siguiente: 
 
 La desviación estándar se calcula así: . La 
fórmula de la desviación estándar depende de , describe como los valores 
50 % 50 % 
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de la variable estadística X se extienden respecto a  a lo largo del rango; 
si la media es grande, tendremos una variabilidad alta por consiguiente una 
desviación estándar grande, ya que la media es sensible a valores 
extremos. Por ejemplo si transcribimos mal el dato 2 y lo escribimos como 
20 tendríamos: 20, 5, 7, 6, 5, 3, 3, 4, 4, 8, 4, 20, 6, 4, 7;     
 
Existe una gran diferencia entre S = 1,84  y  S = 5,26. Esto induce a que la 
desviación estándar reportaría una distribución sesgada en la que pocos 
datos se extienden en una dirección. Coeficiente de variación 
 indica que la Variación es alta. La media sería poco 
confiable: 100 % - CV = 26,94 %  
 es una variación media de niños por familia 
satisface la condición de que 20 % < CV = 39,3 7 % < 50 %.     Es mejor la 
confiabilidad de la media: 100 % - CV = 60,63 %. No sería confiable si CV 
> 1: indica que existen datos atípicos, induciría a revisar los datos 
experimentales. 
  
3.3. Caso II.- Datos agrupados por sus frecuencias ni: i = 1, 2, …, 
k 
 
Ejemplo.- Para el Caso II, utilizaremos el enunciado y datos del ejemplo del 
Caso I. Los datos los agrupamos por frecuencias (número de veces que se 
repite un dato). Definimos una tabla de frecuencias, ordenando los datos de 
menor a mayor, figurando en la tabla: datos ( ), frecuencias ( ), frecuencia 
del dato ( ), frecuencia acumulada ( ) y frecuencia * dato2 ( ); donde 
sea “X” el número de niños por familia. Los datos: n = 15; 2, 5, 7, 6, 5, 3, 3, 4, 4, 
8, 4, 2, 6, 4, 7. 
 
Solución.- Los valores de los estadísticos a obtenerse son los mismos que 
hemos calculado para el Caso I. La diferencia está en las fórmulas de la media 
y varianza, desviación estándar en donde aparece la frecuencia . 
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 su tendencia es ubicarse al centro del conjunto de datos. 
Para el cálculo de la Mediana usamos la propiedad de dividir a los datos 
ordenados 50 % al lado izquierdo y 50 % al lado derecho, para ello dividimos el 
tamaño de la muestra entre dos ( ), y luego la comparamos 
observando las frecuencias acumuladas en la tabla y razonamos: 
 
Tabla de frecuencias 
     
2 2 2 x 2 = 4 2 x 22 = 8 N1…2 = 2 
3 2 2 x 3 = 6 2 x 32 = 18 N2…2+2 = 4 
4 4 4 x 4 =16 4 x 42 = 64 N3...4+4 = 8   
5 2 2 x 5 =10 2 x 52 = 50        2+8 = 10 
6 2 2 x 6 =12 2 x 62 = 72 ……2+10 = 12 
7 2 2 x 7 =14 2 x 72 = 98 ……2+12 = 14 
8 1 1 x 8 = 8 1 x 82 = 64 ……1+14 = 15 
   = 15  = 70   = 374  
 
N1 = 2 < 7.5? si, N2 = 4 < 7.5? si, N3 = 8 < 7.5? No  indica que a ese nivel (4, 
4, 4, 4) ver cuadro tercera línea, se encuentra la mediana que correspondería 
al valor del dato ordenado X8 = 4 (es el último dato 4 en ese nivel). 
Me =  
Mo = 4 mayor frecuencia  no = 4; ver cuadro tercera línea 
 
 
- C.V. =  variación media   
Dados los estadísticos de tendencia central determine las asimetrías. 
 = 14, Me = 12, Mo = 10;  = 14, Me = 16, Mo = 18;    = 14, Me = 14, Mo = 4 
3.4. Caso III: Datos agrupados en intervalos - Procedimiento 
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Los datos que se obtienen en una investigación estadística no son 
generalmente susceptibles de  ser analizados o interpretarlos. Esto induce a 
organizarlos utilizando como instrumento una tabla de distribución de 
frecuencias que los presenta en categorías numéricas de menor a mayor que 
se corresponden con los intervalos de clase. Definida la tabla de distribución de 
frecuencias, podemos calcular los estadísticos, aproximadamente porque los 
datos perdieron su identidad,  quién los representa en el intervalo es la marca 
de clase. La tabla facilita las diferentes gráficas y  las tendencia de los datos: 
histograma, ojivas, etc. 
 
3.5. Tabla de distribución de frecuencias 
 
Supongamos una muestra de n datos: x1, x2………., xn, extraídos de una 
población o resultados por observación o experimentación. Los clasificamos en 
k intervalos: Ii = [Li,Li+1  ; una vez clasificados los datos xi son representados 
por las marcas de clase,  Xi como se observa en la tabla que se presenta a 
continuación; describe los elementos básicos que toda tabla completa debe 
tener y responde a muchas preguntas que desearíamos saber. A continuación 
mostramos los procedimientos y métodos de cálculo para los estadísticos de 
posición y dispersión para los datos clasificados en intervalos. 
 
3.6. Procedimiento para elaborar una distribución y tabla de 
frecuencias, dados  K intervalos. Calculo de estadísticos 
 
Ejemplo.- El ministerio de transportes está preocupado por accidentes de 
tránsito que ocurre en la gran Lima, motivo por el cual desea los datos de 
velocidad en km/h que imprimen los choferes en un día cualquiera: 
 
32 
35 
33 
38 
39 
39 
40 
42 
43 
44 
45 
43 
46 
50 
51 
52 
51 
50 
52 
51 
47 
48 
58 
55 
56 
57 
53 
59 
54 
54 
53 
55 
57 
58 
60 
61 
62 
63 
70 
73 
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a) Se pide determinar la tabla de distribución de frecuencias con C = 7 
b) Usando la tabla definida determinar el porcentaje de choferes que usan 
velocidades entre 46 y menos de 67 km/h 
c) Usando la tabla definida en a) determinar los estadísticos , Me, Mo, S2, S 
y CV 
d) Determine el tipo de distribución que generan los datos 
e) ¿Es confiable los datos proporcionados? 
 
Solución.- Utilizando el procedimiento de clasificación dada la amplitud C = 7 
se pueden definir. K = 6 intervalos cuyas categorías o clases van en orden 
creciente, es decir de menos a más. 
 
a) Definimos los intervalos [32, 32+7>, [39, 39+7>, … [67, 67+7] luego las 
marcas de clase (xi), realizamos el conteo determinando ni después las 
frecuencias fi enseguida la acumuladas Fi. 
 
Ji Xi ni fi = ni/n Fi %f        %F 
[32, 39> 
[39, 46> 
[46, 53> 
[53, 60> 
[60, 67> 
[67, 74> 
35.5 
42.5 
49.5 
56.5 
63.5 
70.5 
4 
8 
10 
12 
4 
2 
0.10 
0.20 
0.25 
0.30 
0.10 
0.05 
0.10 
0.30 
0.55 
0.85 
0.95 
1.00 
10%    10% 
20%    30% 
25%    55% 
30%    85% 
10%    95% 
5%   100% 
  40 1.00  100% 
 
 
b) Localizamos los intervalos            [46, 53> - 25%; 
      [53, 60> - 30% 
      [60, 67> - 10% 
Sumando: 65% de los choferes se desplazan entre 46 y menos de  67 K 
m/h. 
 
c) Calculo de los estadísticos , Me, Mo, S2, S y CV 
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 Km/h 
 
Km/h 
 
Ii Xi ni Ni niXi niX
2
i 
[32, 39> 
[39, 46> 
[46, 53> 
[53, 60> 
[60, 67> 
[67, 74> 
35.5 
42.5 
49.5 
56.5 
63.5 
70.5 
4 
8 
10 
12 
4 
2 
4 
12 
22 
34 
38 
40 
142 
340 
495 
678 
254 
141 
5041.0 
14450.0 
24502.5 
38307.0 
16129.0 
9940.5 
  40  2050 108370 
 
Moda: n0 = 12  Mo [53, 60>; 1 = 12-10=2, 2 = 12-4=8 
                             Km/h 
d) Comparando:  < Me < Mo, se tendría una distribución con sesgo a la 
izquierda (51.50 < 53 < 54.4) 
 
 = 84.8077 
Desviación estándar: S = 9.21 Km/h 
e) Usamos el coeficiente de variación: 
 
La variabilidad de los datos es baja (17.88%); esto indica que la media  es 
altamente confiable: 100% - CV = 100% - 17.88% = 82.12% 
 
3.7. Métodos de clasificación de datos – Regla de Sturges 
 
a) Rango de variación de los datos: R = [ menor dato, mayor dato] 
b) Longitud del rango: l( R ) = | mayor dato - menor dato | 
c) Número aproximado de intervalos 
a.-  Regla de Sturges: k = 1 + 3.33 Log10 n 
      b.-  Regla de la raíz cuadrada: si n ≤ 25,  k =5  ;  si n > 25,  k =  
1 
2 
n0 
n/2 
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d) Amplitud el intervalo: c= l(R)/ k 
e) Determinación de intervalos semiabiertos: 
 
I1= [L1, L2>,  I2 = [L2, L3>, … Ik = [LK, LK+1> 
 
Ejemplo.- Los siguientes datos proporcionan el cobro por hora dictada de 
profesores en Institutos especializados de Administración  
 
n = 50 73 47 67 82 67 70 60 67 61 80 
65 70 57 85 59 70 57 73 77 58 
69 58 76 67 52 68 69 66 72 86 
76 79 77 88 94 67 77 59 93 56 
73 64 70 46 68 63 72 84 63 74 
 
Calcular los estadísticos de: tendencia central, dispersión y tipo de distribución   
 
Cálculo de intervalos y estadísticos 
Usemos el método de la regla de Sturges para determinar la amplitud C. 
a) R = [ 46, 94 ] 
b) l ( R ) = | 94 – 46 | = 48 
c) k = 1 + 3,33 Log10 50 = 6,657 ≈ 6, 7, 8, se considera una terna, buscando 
que dividir a la longitud de R. 
d) 8
6
48)(

k
Rl
c , pocos intervalos para el número de datos, además que la 
amplitud es grande 
      857,6
7
48)(

k
Rl
c , la división no es exacta, no consideramos 
      6
8
48)(

k
Rl
c ;  (v) divide exactamente, luego  C = 6 y K=8  
e) Determinación de los intervalos  semi abiertos: 
46 + 6 = 52  [46, 52>; 52 + 6 = 58  [52, 58> 
 52,46
1
I ;  58,52
2
I ;  64,58
3
I ;  70,64
4
I ;  76,70
5
I ;  82,76
6
I ;  
 88,82
7
I ;  94,88
8
I  
Según el criterio establecido, formulamos la siguiente tabla: 
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i
I       
  52,46  49 2 2 98 4 802 
  58 , 52  55 5 7 275 15 125 
  64 , 58  61 7       1 14 427 26 047 
  70 , 64  67 12      26  804 53 868 
  76 , 70  73 10     2 36 730 53 290 
  82 , 76  79 7 43 553 43 687 
  88 ,82  85 4 47 340 28 900 
  94 , 88  91 3 n = 50 273 24 843 
   in = 50   ii xn =3 500 
2
ii xn = 250562 
 
El promedio: es x  =
n
xn ii
= 70
50
3500
  
Si Ni es mayor a 
2
n
  Me  Li, Li+1  ; N4 = 26 > 
2
n
 = 25  Me  64,70 
Mediana:  5,69
12
11
664
12
1425
6642
1





 
















i
i
ii
n
N
n
CLMe    
Mayor frecuencia, 
oi
n = 12  Mo  64,70 
Moda: 29.68285,68
7
5
*664
25
5
664
21
1 
















 ii CLMo  
          57121001  ii nn                   210121002  ii nn  
Varianza muestral: 
   
5102,113
49
5562
49
245000250562
150
50
3500
250562
1
22
2
2 










n
n
xn
xn
S
ii
ii
  
Desviación estándar muestral: 65,1051,113
2  SS  
Coeficiente de Variación: %21,151521,0
70
65,10

X
S
CV  
 Coeficiente de variación bajo   (0%<CV=15.21% < 20%) 
 Confiabilidad de la media , los 
datos son confiables, y no existen datos extraños o raros.  
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 Tipo de curva que definen la media, mediana, moda: Mo < Me <  
68.29 < 69.5 < 70, ligeramente sesgada a la derecha o asimétrica a 
la derecha. 
Observación: Lo datos tomados con las debidas precauciones dan 
buenos resultados. Los instrumentos estadísticos se deberán elaborar 
cuidadosamente.  
 
4. Evaluación de la clase 
- Indicar cuando usamos la clasificación de datos por intérvalos. 
- Los casos I y II proporcionan los mismos valores de los estadísticos. Explicar 
- Describir el desarrollo de la aplicación del método de la regla de Sturges 
- Los valores del cálculo de  los estadísticos usando la clasificación de datos 
por intervalos son valores aproximados al valor verdadero. Explicar 
 
5. Laboratorio de cómputo    
5.1.  Calculo de estadísticos de datos agrupados y no agrupados. 
5.2.  Caso II: Datos agrupados por sus frecuencias.  
5.3.  Caso lll: Distribución de frecuencias de datos agrupados por intervalos de 
clase- Regla de Sturges. 
 
                                                                                                SEMANA 2 
5.1. Cálculo de estadísticos: de datos agrupados y no 
agrupados 
Caso II:  Datos agrupados por sus frecuencias  ni. i = 1, 2,..,k  
Caso III:  Distribución de frecuencias de datos agrupados por intervalos de 
clase Ii. i = 1, 2,.k                                                                                       
5.2. Caso ll: Datos agrupados por sus frecuencias  
1.-  Encuesta  del número de hijos por familia (numhifam). 
Datos obtenidos, n = 15:      2, 5, 7, 6, 5, 3, 3, 4, 4, 8, 4, 2, 6, 4, 7. 
Recurrimos al Editor de datos del SPSS 22 y definimos la  variable numhifam 
en Vista de variables continuamos en Vista de datos en donde digitamos los 
datos. En seguida vamos; Analizar/Estadísticos descriptivos/Frecuencias, 
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se traslada la variable numhifam a la ventana Variables mediante el botón 
flecha a continuación hacemos click en Estadísticos, seguidamente 
marcamos los estadísticos de nuestro interés; Continuar/Aceptar. Observar 
fig. 
 
 
Los valores de los estadísticos y la tabla de frecuencias, aparecen en el Visor 
de resultados. 
 
ESTADISTICOS 
número de hijos por familia   
N 
Válido 15 
Perdidos 0 
número de hijos por familia 
 Frecuencia Porcentaje Porcentaje válido 
Porcentaje 
acumulado 
Válido 
2 2 13,3 13,3 13,3 
3 2 13,3 13,3 26,7 
4 4 26,7 26,7 53,3 
5 2 13,3 13,3 66,7 
6 2 13,3 13,3 80,0 
7 2 13,3 13,3 93,3 
8 1 6,7 6,7 100,0 
Total 15 100,0 100,0  
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Calculo de los estadísticos 
   Estadísticos 
número de hijos por familia   
N Válido 15 
Perdidos 0 
Media 4,67 
Mediana 4,00 
Moda 4 
Desviación estándar 1,839 
 Varianza 3,381 
C/V=1,839/4,67=39.38%               
 
5.3. CASO III: Distribución de frecuencias de datos agrupados 
por intervalo 
2.- Los siguientes datos proporcionan el cobro por hora dictada de 
profesores en  institutos especializados de Administración en nuevos 
soles . 
n = 50 73 47 67 82 67 70 60 67 61 80 
65 70 57 85 59 70 57 73 77 58 
69 58 76 67 52 68 69 66 72 86 
76 79 77 88 94 67 77 59 93 56 
73 64 70 46 68 63 72 84 63 74 
 
Paso previo se define la variable cuantitativa cobro por hora(cobporhr) y los 
datos en el Visor de variables y Visor de datos en el spss respectivamente.   
Aplicamos el método de Sturges: localizamos el valor mínimo y máximo del 
conjunto de datos. Analizar / Estadísticos descriptivos/Frecuencias 
 
(ventana en donde aparece la variable cobro por hora). Mediante el botón-
flecha se traslada la variable a la ventana variables como aparece en la figura 
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En seguida presionamos el botón estadísticos y aparece la  figura. Marcamos 
 
 
lo que necesitamos saber, luego: Continuar/Aceptar. Visor de resultados   
Estadísticos 
cobro por hora de profesores   
N Válido 50 
Perdidos 0 
Rango 48 
Mínimo 46 
Máximo 94 
Suma 3471 
 
Usamos el Rango=94-46=48; elegimos el número de intervalos k=8,porque 
divide exactamente a la amplitud C=48/8=6; de lo contrario se aproxima a un 
entero(ver teoría).Para lograr los intervalos de clasificación es necesario utilizar 
el siguiente proceso.  
Consideramos46,94contenido en  45.9, 94.1 y definamos los 8 intervalos.  
Procedimiento: Transformar /Recodificar en distintas variables. Aparece la 
ventana en donde se encuentra la variable cobporhr, se traslada  mediante el 
botón flecha a la ventana: Variable  numérica     Variable de  resultado. 
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En seguida se asigna en la ventana Variable de resultado en Nombre: 
cobporhr1/Cambiar. Observar la figura en seguida hacer click en Valores 
antiguos y  nuevos/Recodificar  en  distintas variables : Valores  antiguos 
y nuevos; en donde se definen los intervalos: 45.9-51.9,51.9-
57.9,………87.9,94.1. Observe la figura./Continuar/Aceptar/  Visor de 
resultados, aparecen los intervalos-EXECUTE . 
 
.Regresamos a Vista de variables para asignar su equivalente a los intervalos, 
seguidamente usamos la columna Valor y la fila cobporhr1 en su 
intersección hagamos click resultando la ventana Etiquetas de valor en 
donde se transcribe de manera recíproca los intervalos definidos anteriormente, 
observe la figura/Aceptar. En seguida vamos a Analizar/Estadísticos    
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descriptivos/Frecuencia.Se pasa a la ventana Variables: cobporhr1/Aceptar: 
Luego en Visor de resultados visualizamos los datos ya clasificados por 
intervalos en la tabla que se presenta. Recordemos clasificamos datos 
cuantitativos, para poder calcular los estadísticos, también para graficar 
presentar informes y contestar diversas preguntas de nuestro interés.    
 
cobporhr1 
 
Frecuencia Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
Válido 45,9-51,9 2 4,0 4,0 4,0 
51,9-57,9 4 8,0 8,0 12,0 
57,9-63,9 8 16,0 16,0 28,0 
63,9-69,9 12 24,0 24,0 52,0 
69,9-75,9 10 20,0 20,0 72,0 
75,9-81,9 7 14,0 14,0 86,0 
81,9-87,9 4 8,0 8,0 94,0 
87,9-94,1 3 6,0 6,0 100,0 
Total 50 100,0 100,0  
 
 CALCULO DE LOS ESTADISTICOS 
Procedimiento: Analizar/Estadísticos descriptivos/ Frecuencias. Usamos la 
variable cobporhr  y la ubicamos en la ventana Variables/ Estadísticos. 
Marcamos los estadísticos deseados, y sus valores en el Visor de resultados  
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Estadísticos 
cobro por hora de profesores   
N Válido 50 
Perdidos 0 
Media 69,4200 
Mediana 69,0000 
Moda 67,00 
Desviación estándar 10,67916 
Varianza 114,044 
CV=S/  =10.67916/69.4200=0.1538   15.38%  variabilidad de los datos  baja 
Confiabilidad de la media : 100% - CV= 100% - 15.38% = 84.62% altamente 
confiable 
6. Tarea domiciliaria (semana2) 
1.- a) Un bibliotecario encuestó a 20 estudiantes al salir de la biblioteca y les 
preguntó cuántos libros habían sacado. Las respuestas fueron las siguientes: 0  
2  2  3  4  2  1  2  0  2  2  3  1  3  7  3  5  4  2  1  
i.- Calcule la media, mediana y moda de esta conjunto de datos. Interprete sus 
resultados. ¿Qué tipo de gráfica definen? 
ii.- Grafique los datos de la frecuencia con el número de libros sacados 
iii.- ¿Cuál de las tres medidas: media, mediana  o la moda es la que representa 
mejor al conjunto de datos? 
iv.- Calcular los estadísticos de dispersión: rango, varianza, desviación 
estándar y coeficiente de variación. ¿Cuál de las tres medidas de iv.- describen 
mejor la variabilidad de los datos? 
v.- ¿La dispersión es alta, media o baja?  
2.- Los datos que se muestran a continuación son cobros en dólares: por agua, 
luz y gas durante un mes de alto consumo  en oficinas de 50 empresas. 123  
172 147  130 114  141  95  108  157  96  171  185  149  163  119  202  90  206  
150  183  178  116  175  154  151  102  111  128  143  135  153  148  144  187  
191  197  214  168  166  137  127 130 109  139  129  81 165 167 149 158 
a) Clasificar los datos usando siete intervalos. Defina la tabla de distribución de 
frecuencias y calcule los estadísticos de posición y dispersión. 
b) Determine el coeficiente de variación e indique si la variación de los datos es 
alta, media o baja ¿es confiable la media de los datos?. Además indique el tipo 
de curva que definen los estadísticos los de tendencia central. 
c) Verificar mediante la regla de Sturges el uso de los siete intervalos. 
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3.- Se realizó un concurso de digitadores para cubrir vacantes en un centro de 
cómputo concursaron 44 personas experimentadas en digitar palabras y/o 
números por minuto proporcionando datos de velocidad de digitación que a 
continuación se presenta:  28  31  31 42  43  44  48  49  50  50  52  52  52 54  
55  60  61  62  63  63  64 65 68  68  72  72  75  75  76  77  77  78  78 79  81  82  
83  84  85 86 88 95 96  98  a) Clasificar los datos en  intervalos de clase – Usar 
la regla de Sturges  
b) Calcular los estadísticos de tendencia central. Tipo de curva que describen  
c) Calcular los estadísticos de dispersión. 
d) ¿Son confiables los datos proporcionados?. ¿Cómo explica la confiabilidad?  
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                                                              Semana  3 
Tema: Gráficas – Propiedades de la media y varianza- Percentiles 
 
1.  Contenidos a desarrollar 
En esta semana se desarrollarán los siguientes contenidos: Gráficas. 
Propiedades de la media y varianza. Percentiles y Medidas de Asimetría  
 
2. Conocimientos previos (10 min.)                                           
Se presentará un  repaso  de los temas tratados en la clase de la semana 
pasada y se harán preguntas orales de los mismos, para que los estudiantes 
recuerden los conocimientos adquiridos y los puedan utilizar en 
correspondiente a esta semana. 
 
3. Desarrollo del contenido programado (90 min.)                       
3.1  Gráfica de distribución de frecuencias  
3.2  Propiedades de la media y varianza  
3.3  Percentiles para datos sin clasificar y clasificados por intervalos  
3.4  Medidas de asimetría-Pearson  
3.5  Medida de Kurtosis   
 
Objetivo general 
La teoría sobre estadísticos nos ayudan a sentar la base de la estadística en el 
análisis de datos. El análisis teórico de los estadísticos media y varianza es de 
vital importancia no solamente no solamente de lo que aquí desarrollamos sino 
en la inferencia estadística. 
 
Objetivos específicos 
- Representar en una tabla de frecuencias los datos cualitativos y graficarlos 
- Representar una tabla de frecuencias de datos cuantitativos por medio de 
histogramas, polígonos de frecuencias  y  frecuencia acumulada. 
- Interpretar la tendencia  de los datos en una gráfica 
- Calcular e interpretar los estadísticos de  posición y dispersión de los datos 
- Usar las propiedades de la media y varianza en la solución de problemas 
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- Interpretar resultados en problemas, mediante percentiles, con datos sin 
clasificar y clasificados por intervalos.  
- Calcular e interpretar el sesgo de Pearson y Kurtosis en tipos de curva  
 
4 Evaluación de la clase (10 min.)  
En esta sección se realizará preguntas orales de los temas tratados, para 
poder comprobar, que efectivamente ha comprendido los conocimientos 
conceptuales y procedimentales en clase teórica. 
 
5 Laboratorio de computo(90 min) 
 Los estudiantes en el Laboratorio de Cómputo pondrán en marcha la 
aplicación de la herramienta estadística SPSS. Haciendo uso del módulo de 
aprendizaje correspondiente a esta clase, implementarán las actividades 
académicas programadas en el módulo de aprendizaje antes mencionado, 
correspondiente a la semana 3. 
     
6 Tarea domiciliaria  
Al estudiante se le presenta las actividades que deberán realizar en sus horas 
libres en su domicilio y dichas tareas presentarán al inicio de la semana 
siguiente clase. 
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Actividades de la semana 
 
2. Conocimientos previos                                          
- El estudiante será capaz de calcular los estadísticos para datos clasificados 
y  no clasificados así mismo interpretarlos respecto al problema.                          
- Saber las propiedades de los estadísticos media, mediana, moda y varianza                                                            
- Comparar los estadísticos y definir el tipo de distribución de datos 
- Aplicar con solvencia el método  de Sturges. 
 
3. Desarrollo del contenido programado  
 
3.1. Gráfica de distribución de frecuencias 
 
La comunicación del significado de los datos es más efectiva por gráficos, más 
que por medio de tablas.  Para graficar o hacer diagramas, se debe seleccionar 
cuidadosamente los títulos, la descripción de la escala, los subtítulos, y 
leyendas que contribuyan al objetivo de comunicar.  
 
Las gráficas a escala nos dan una idea mucho más precisa del comportamiento 
de los datos que los cuadros estadísticos. El motivo es porque consideran el 
título, la gráfica propiamente dicha y las notas explicativas. Las escalas más 
utilizadas en estadística son Escala 1:1 y la Escala 1:3/4. De las dos, la Escala 
1:1 representa mejor los datos. 
Los tipos de gráficos más usuales son:  
1. Diagrama de Barras  
2. Diagrama Circular 
3. Histograma 
4. Polígono de Frecuencias 
5. Polígono de Frecuencias Acumuladas 
Para datos Cualitativos 
(nominal / ordinal) 
Para datos cuantitativos 
(intervalos / razón) 
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3.2 Propiedades de la media y varianza 
 
Sea nXXX ,......,, ;21 ; una muestra extraída de una población. Se desea estudiar 
las características de dicha población, utilizamos las propiedades de  la media 
y la varianza. 
 
Propiedades de la Media 
 
 
 
1.- Si:   = C   
2.- Si:  =  + b  =  
3.- Si:  =    
4.- Si  =    
5.- La Media ponderada es aquella en donde los  son afectados por 
coeficiente : “pesos” o coeficientes de cada ; se define como la suma de los 
 divididos por   ip  
 
 
 
6.- La media global es donde las medias ix  y las frecuencias respectivas, se 
definen como la , dividido por  la  :in  
 
 
kz1
21
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......;;.........;

KXXX
 
 
 
 




n
i
i
n
i
ii
P
XP
Xp
1
1
nn
n
Xn
X iK
i
i
k
i
ii
 




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7.- La suma de las desviaciones   x  -  x d ii   de los datos respecto de la madia 
es cero.     
n
i
0     X  -  X i                                                       
8.- La media  de un conjunto de datos es el centro de gravedad (C. G.) o 
punto de equilibrio de dicho conjunto, es por ello que la suma  es igual a cero. 
 
9.- . Esta desigualdad nos indica que  
 
2
x  -  xi  es mínima respecto a cualquier número iX  C  , si dividimos la 
desigualdad entre (n – 1) obtenemos la varianza s x
2
 la cual es un mínimo valor 
e importante en inferencia estadística. 
 
Ejemplo.- Supongamos valores de la variable Xi: 3, 5, 7 definamos una tabla 
con elementos para verificar esta propiedad. 
 
Xi (Xi - ) (Xi - )
2
 (Xi - )
2 
; c = 4  3, 5, 7 
3 
5 
7 
3 – 5 = -2 
5 – 5 = 0 
7 – 5 = 2 
(-2)
2
 = 4 
0
2
 = 0 
(2)
2
 = 4 
 (3 - 4)
2
 = 1 
(5 - 4)
2
 = 1 
(7 - 4)
2
 = 9 
Xi = 15 (Xi - ) = 0 (Xi - )
2
 = 8 (Xi - c) = 11 
 
Solución.-  
Si , se evidencia la , es minina 
para cualquier valor de C diferente de 3, 5, 7. 
 
Propiedad de la Varianza muestral  
 
 
 
1.- Si  Xi = C  S
2
x = V(c) = 0 
2.- Si Yi = Xi + b  S
2
y = V(y) = S
2
x 
3.- Si Yi = a Xi  S
2
y = V(y) = a
2 S2x 
4.- Si Yi = a Xi + b  S
2
y = V(y) = a
2 S2x 
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Ejemplo.- En una empresa en donde los sueldos tienen una media de $ 500 y 
una desviación estándar $ 50, en una reunión de directorio se decide hacer un 
aumento mediante la relación lineal  20    1.5x    y ii  . El gerente general acoge 
parcialmente la solución disminuyendo en un 10% los sueldos así propuestos. 
Calcular la nueva media y desviación típica 
 
Solución: 
Sean los sueldos: x1, x2, …, xn 
La media de los sueldos y desviación estándar:x=500, s=50  
Según las hipótesis:  yi=1.5xi+20  =1.5  + 20=770 
Sueldos reajustados:   
Respuesta: 
los sueldos  
 Observaciones 
La media  x  es influenciada por los valores extremos de un conjunto de datos. 
La media no es calculable en intervalos de clases abiertos en el 1ro y último. 
La mediana es insensible a valores extremos. 
La moda (Mo) puede ser unimodal, la bimodal , trimodal  depende de los datos.. 
La moda no existe cuando hay uniformidad de datos o datos iguales. 
El valor de la moda es independiente de los valores extremos, es inestable si 
se cambia o varía el intervalo de clase. 
El coeficiente de variación se para comparar la variación de conjuntos de datos 
3.3 Percentiles para datos sin clasificados y clasificados por intervalos  
 
Los percentiles son utilizados para describir la posición de un dato en un 
conjunto de datos estos. Primero se ordenan para ver, si el dato, es o no 
significativo, dentro del grupo. Los percentiles  son valores que dividen a la 
muestra ordenada en forma ascendente o descendente en 100 partes iguales. 
 
 
 
i i i i
2 22
y'y' y
y'     y   -  0.10 y     0.9 y     y'    0.9 y    693
    0.9       S     0.90 x 1.5 x 50  67.5s s
    
   
P1 P2 Pi 
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1P  : 1er percentil, deja el 1% de las observaciones menores o iguales a él y 
el 99% de observaciones superiores a él. 
  :  i-ésimo percentil, deja el i% de las observaciones menores o iguales a 
él y el (100-i)% de observaciones superiores a él. 
 : 99avo percentil, deja el 99% de las observaciones menores o iguales a 
él y el 1% de observaciones superiores a él. 
Los percentiles se subdividen en: 
Di: Deciles     i = 1, 2,…, 9. Dividen las observaciones en 10 partes iguales. 
Qi: Cuartiles  i = 1, 2, 3. Dividen las observaciones en 4 partes iguales. 
 
Los percentiles en general se pueden determinar para los casos I y II  de datos 
no agrupados y agrupados por sus frecuencias ni. El tamaño de n: par o impar.  
Por ejemplo: nii  
100
i
 :P          P i 





 99,..,2,1,  
i i
i
D  , i    10, 20, .. 90      D  :  
100
n
 
   
 
 ;    Qi , i  =  25, 50,75    n 
100
i
  : Q  i 





  
 
 Caso I.- Datos no agrupados, por ejemplo consideremos el sueldo de 10 
personas, que  están ordenados.  
 
Ejemplo.- Calcular Q1, Q2, Q3, teniendo en cuenta que n = 10 par. 
   Xi ($)         ni      Ni               
   200  1      1 
   300  1      2 
   400  1      3 
   500  1      4  
   600  1      5 
   700  1      6  
   750  1      7 
   800  1      8  
Q1 
Q2 
Q3 
 
 
  775    800    750  
2
1
  Q3
Acumulada Frec.   7.5   10 
100
75
    Q3
650    700  600 
2
1
  Q2
acumulada Frec.   5    10 
100
50
 Q2
350    400    300 
2
1
  Q
acumulada Frec.    2.5  10 
100
25
  Q
1
1
























 
 2.5 
 5 
 7.5 
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   850  1      9  
   900  1    10 
Q1: Indica que el 25% de las personas ganan a lo mas $ 350 
Q2: Indica que el 50% de las personas ganan a lo más $ 650 
Q3: Indica que el 75% de las personas ganan a lo  más $ 775 
 
 Caso II.- Consideremos pagos semanales en dolares ya ordenados por sus 
frecuencias de 33 personas. Calcular  P10, Q1,Q2, Q3, P90; n = 33 impar 
    Xi ($)           ni       Ni 
   
     150   3        3 
      250   4        7 
     300    5      12 
     400    6      18 
     550    7      25 
     600    4      29 
     700    3      32 
     800     1      33 
                33 
Observamos que P10  =  D1 , P25  =  Q1 , P75  =  Q3 , P90  =  D9.  Las 
respuestas siempre se dan en forma razonada como en el ejemplo anterior. 
P10 = 250, indica que el 10% de las personas gana a lo más $250 
 
 Caso III.- Consideremos las pulsaciones de un equipo de atletas después de 
una carrera los datos obtenidos son; clasificados por intervalos Ii, con sus 
respectivas frecuencias, donde la amplitud es C=5 y K=6  
Solución: 
i
I       
[70,75> 72.5 3 3 0.0698 0.0698 
[75,80> 77.5 3 6 0.0698 0.1396 
[80,85> 82.5 7 13 0.1628 0.3024 
[85,90> 87.5 10 23 0.2326 0.5350 
[90,95> 92.5 12 35 0.2791 0.8141 
[95,100] 97.5 8 43 0.1860 1.0000 
  n = 43  ∑  = 1.0000  
700    P
29.7    33  
100
90
 :P
550  Q
24.75    33  
100
75
 : Q
300  Q
8.25    33  
100
25
 : Q
250  P
3.3    33  
100
10
 : P
90
90
3
3
1
1
10
10




























 
P10 
Q1 
Q3 
P90 
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Calcular los percentiles: P10, P25, P50, P75 y P90 e interpretar los resultados 
a) Dado i, Pi: 
100
i
n
 
 
 
  Pi  1, iLi L               
Pi   = Li + 
1100
i
i
i
n N
C
n
 
   
 
 
 
 
 
b) i = 10,    P10: 
10
43
100
 
 
 
= 4.3  P10  75,80  
P10 = 75 + 
4.3 3
5
3
 
 
 
= 77.17 
c) i = 25,  Q1= P25: 
25
43
100
 
 
 
= 10.75  P25  80,85  
P25 = 80 + 
10.75 6
5
7
 
 
 
= 83.39 
d) i = 50, Me = D5 = Q2 =  P50: 
50
43
100
 
 
 
 = 21.5  Me  85,90  
P50 = Q2 = D5 = Me = 85 + 
21.5 13
5
10
 
 
 
= 89.25 
e) i = 75, Q3 = P75: 
75
43
100
 
 
 
 = 32.25  P75  90,95  
P75 = Q3 = 90 + 
32.25 23
5
12
 
 
 
= 93.85 
f) i = 90, D9 = P90: 
90
43
100
 
 
 
= 38.7  P90 95,100  
P90 = D9 = 95 + 
38.7 35
5
8
 
 
 
 = 97.31 
 
 El cálculo del rango percentil (i%), se muestra en el siguiente ejemplo 
Ejemplo.- Sea el percentil Pi = 87. Determinar el rango percentil i. 
 
 90 , 85    87    Pi   
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P87  85,90    87   = 85 + 
100
43 13
5
10
i 
 
 
 
 
 
 
      i    = 39.53%         
El rango  percentil 39.53% de los atletas tienen pulsaciones menores o 
iguales a 87 pulsaciones. 
 
3.4 Medida de asimetría   
 
La asimetría de los gráficos unimodales indica la dirección de la dispersión de 
los datos denominándose sesgo de Pearson. Este índice muestra la 
deformación horizontal de los datos o el sesgo de la gráfica de los mismos. 
 
Cuanto más se aparta la moda de la media mayor  será la asimetría. En el 
presente problema la media y la moda poco se apartan  
  sesgo negativo 
1. Para asimetrías moderadas la media es muy próxima a la mediana,  se usa 
la relación empírica 
 
S
MeX
SP
MexxMo
x
)(3
obtenemosanterior   formula laen  doSustituyen
)(3             Me  -  x     
3
Mo - 



 
 
El sesgo  de Pearson (SP) como se observa es una medida positiva o 
negativa, diríamos es un valor que excede a la  simetría. Comparando los 
valores de la media y mediana éstas están bastante cercanas luego 
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amerita usar esta fórmula, obteniéndose un sesgo menor que el anterior 
con asimetría a la izquierda con SP negativo. 
 
 
 
3.5 Medida de Kurtosis 
 
Es el grado de deformación vertical de una distribución de frecuencias. Con 
relación al grado de apuntamiento podemos tener curvas leptocurticas, 
mesocurticas y platicurticas,  se define como: 
3 1
90 10
1
2
Q Q
k
P P
 
  
 
 
 P90 – P10 = Q3 – Q1, K-> ½ leptocurtica   
 Q3 – Q1 tiende a ser pequeño respecto a P90 – P10  K->0  platicurtica 
P90 – P10 es aproximadamente el doble de Q3 – Q1  
 
 P90 – P10 = 2(Q3 – Q1)    K -> ¼ mesocurtica 
 
Utilizando los percentiles calculados determinamos el valor de la Curtosis. 
 
La distribución es aproximadamente mesocurtica (simétrica), porque para que 
lo sea debe tener el valor  que discrepa ligeramente de 0.2668. 
 
4. Evaluación de la clase  
- ¿Qué nos indica las gráficas respecto de los datos?.  
- Para datos cuantitativos  ¿Cuáles son las gráficas que se usan?  
- Indicar dos propiedades de media y dos de la varianza  
- ¿Cómo interpretaría el valor de la mediana usando percentiles?  
- ¿Qué es el sesgo según Pearson?.-- ¿Qué es la Kurtosis? 
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5. Laboratorio de cómputo 
 
5.1. Graficas - Percentiles - Sesgo de Pearson – Kurtosis 
5.2. Diagrama de barras y circular 
5.3. Caso II: Percentiles 
5.4. Caso III: estadísticos – asimetría – kurtosis  
 
SEMANA 3 
5.1. Graficas-Percentiles-Sesgo de Pearson-Kurtosis 
 
5.2. Graficas- Diagrama de barras y circular 
Usemos el archivo: clientes de supermercado.sav. Procedimiento 
Analizar/Estadísticos descriptivos/Frecuencias: usemos la variable cualitativa 
ordinal,instrucc/Graficos:elegimos la Gráfica de nuestro interés marcando 
primero Barras y después Circulares./Continuar/Aceptar.  Observar la Fig.   
 
 
 Visor de resultados 
Frecuencias 
grado de instrucción 
 Frecuencia Porcentaje Porcentaje válido 
Porcentaje 
acumulado 
Válido no tiene 5 16,7 16,7 16,7 
primaria 11 36,7 36,7 53,3 
secundaria 7 23,3 23,3 76,7 
superior 7 23,3 23,3 100,0 
Total 30 100,0 100,0  
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FREQUENCIES VARIABLES=instrucc 
  /PIECHART FREQ 
  /ORDER=ANALYSIS. 
 
 
 
Consideremos ahora la variable cuantitativa venta de abarrotes  esta variable 
transformada (abarrote1). Podemos hacer esto  porque es continua, pudiendo 
así obtenerse una mejor representación gráfica. Procedemos como anterior: 
Analizar/Estadísticos descriptivos/Frecuencias/Gráficos. Marcamos 
Histograma y luego Mostrar  curva normal en el 
histograma/Continuar/Aceptar. Observar  fig. 
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Visor de resultados 
 
Frecuencia 
abarrote1 
               Frecuencia Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
Válido 29.00--31,4 2 6,7 6,7 6,7 
31,4-33,8 9 30,0 30,0 36,7 
33,8-36,2 14 46,7 46,7 83,3 
36,2-38,6 4 13,3 13,3 96,7 
38,6-41,00 1 3,3 3,3 100,0 
Total 30 100,0 100,0  
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Se observa una distribución normal perfecta. Si se considerara la variable 
venta de abarrote no se observaría tal perfección. Se recomienda revisar la 
Semana 2 –Caso lll. 
Las gráficas nos ayudan a interpretar tendencias y comportamiento de los 
datos, redundando en un mejor análisis y decisión a tomarse sobre ellos..   
 
5.3. Caso ll: Percentiles 
Ejemplo.- Consideremos pagos semanales en dólares ya ordenados por sus 
frecuencias de 33 personas. Calcular  P10, Q1,Q2, Q3 P90; n = 33 impar 
    Xi ($)           ni       Ni 
   
     150   3        3 
      250   4        7 
     300    5      12 
 Q2     400    6      18 
     550    7      25 
     600    4      29 
     700    3      32 
     800     1      33 
                33 
700    P
29.7    33  
100
90
 :P
550  Q
24.75    33  
100
75
 : Q
300  Q
8.25    33  
100
25
 : Q
250  P
3.3    33  
100
10
 : P
90
90
3
3
1
1
10
10




























 
P10 
Q1 
Q3 
P90 
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Digitamos la variable pagosem en Vista variable y en,Vista datos los valores 
de pago en dólar. Seguidamente el procedimiento:   
Analizar/Estadisticos descriptivos/Frecuencias/Estadisticos:marcar los 
percentiles pedidos/Continuar/Aceptar.Observar fig. 
 
 
 
Visor de resultados 
Estadísticos 
pago semanal en dolares   
N Válido 33 
Perdidos 0 
Percentiles 10 190,0000 
25 300,0000 
50 400,0000 
75 575,0000 
90 700,0000 
pago semanal en dolares 
 Frecuencia Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
Válido 150,00 3 9,1 9,1 9,1 
250,00 4 12,1 12,1 21,2 
300,00 5 15,2 15,2 36,4 
400,00 6 18,2 18,2 54,5 
550,00 7 21,2 21,2 75,8 
600,00 4 12,1 12,1 87,9 
700,00 3 9,1 9,1 97,0 
800,00 1 3,0 3,0 100,0 
Total 33 100,0 100,0  
 
La primera tabla nos presenta los valores pedidos la diferencia se debe a como 
se define el cálculo y criterio usado en percentiles. Nosotros nos basamos en lo 
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que hemos dado por definición. La segunda tabla si nos presenta los mismos 
valores de las frecuencias; además de las formas porcentuales que las 
podemos usar para contestar otras preguntas que se nos pudiera formular.  
 
Podemos transformar los datos ya que es una variable continua. Usamos el 
método de Stürges. Consideramos el intervalo cerrado150,800 contenido en 
el cerrado149,801 cuyo rango es R=801-149=652 elegimos K=8 
determinando la amplitud C=652/8=81.5, cálculo de los intervalos. 
Transformar/Recodificar en diferentes variables/trasladamos a la ventana: 
Variable numéricavariable resultado; en la ventana: Variable  resultado 
tipeamos Nombre: pagosem1/Cambiar/Valoresantiguos y nuevos/en Rango: 
se transcriben los intervalos: 149,230.5 
…………719.5,801.0/Continuar/Aceptar/en Visor de resultados. Aparecen 
los intervalos además Execute indica que debemos ir al Visor de datos y 
variables/en Vista de variables en la intersección de la columna Valores y la 
fila pagosem1; definimos el equivalente de los intervalos en la ventana: 
Etiquetas de valor. En seguida vamos a: Analizar/Estadisticos 
descriptivos/Frecuencias/trasladamos a la ventana, Variables: 
pagosem1/Estadisticas, marcamos los percentiles 
pedidos/Continuar/Aceptar.   
 
Visor de resultados 
pagosem1 
 Frecuencia Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
Válido 149-230,5 3 9,1 9,1 9,1 
230,5-312,0 9 27,3 27,3 36,4 
393,5-475,0 6 18,2 18,2 54,5 
475,0-556,5 7 21,2 21,2 75,8 
556,5-638,0 4 12,1 12,1 87,9 
638,0-719,5 3 9,1 9,1 97,0 
719,5-801,0 1 3,0 3,0 100,0 
Total 33 100,0 100,0  
 
5.4. Caso lll: Percentiles –estadísticos-asimetría Kurtosis 
Consideremos las pulsaciones de un equipo de atletas después de una carrera 
los datos obtenidos son; clasificados por intervalos Ii, con sus respectivas 
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frecuencias: Calcular los percentiles: P10, P25, P50, P75 y P90 e interpretar los 
resultados. Calcular además los estadísticos básicos y la asimetría de Pearson 
y la Kurtosis 
Sean los siguientes datos(pulsatle): 
70     71    74     76    76    79    82    82    83    84    81    82    81    85    85    86  
86     87    88     89    87    88    87    90    94    94    90    93    91    92    92    93  
93     94    94     95    96    97    98    99    100   98    95  
 
Procedimiento:Analizar/Estadisticos descriptivos/Frecuencias;escribir en la 
ventana Variables:pulsatle/Estadisticos:marcar los estadísticos pedidos. 
Continuar/Aceptar.Observar la fig. 
 
Visor de resultados 
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Transformando los datos definimos los intervalos tal como aparece  
en el Visor de resultados  y obtenemos la respectiva tabla de la 
variable transformada. 
 
RECODE pulsatle (69.5 thru 74.7=1) (74.7 thru 79.9=2) (79.9 thru 
85.1=3) (85.1 thru 90.3=4) (90.3 thru 95.5=5) (95.5 thru 100.5=6) 
INTO pulsatle1. 
EXECUTE. 
 
Pulsatle1 
 Frecuencia Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
Válido 69,5-74,7 3 7,0 7,0 7,0 
74,7-79,9 3 7,0 7,0 14,0 
79,9-85,1 9 20,9 20,9 34,9 
85,1-90,3 10 23,3 23,3 58,1 
90,3-95,5 12 27,9 27,9 86,0 
95,5-100,5 6 14,0 14,0 100,0 
Total 43 100,0 100,0  
 
Podemos por ejemplo la Gráfica de los datos así clasificados. Cálculo de 
estadísticos y preguntas que se podría formular. Se observa que los datos 
tienen una ligera asimetría a la derecha. 
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6. Tarea domiciliaria                                                                     
 
1.- Se realizó un estudio sobre tecnologías relacionadas con el hogar se 
relacionaba con el uso semanal del computador personal en una muestra de 60 
personas. Se excluyeron personas que laboraban fuera del hogar que 
empleaban la computadora como parte de su trabajo los datos son: 
0,4  0.6  1,1  1,1  1,3  1,7  1,7  2,0  2,1  2,1  2,2  2,4  2,4  2,6  2,7  2,7  3,3  3,7 
4,2  4,3  4,3  4,3  4,5  4,5  4,6  4,7  4,8  4,9  5,1  5,2  5,2  5,2  5,3  5,4  5,5  5,6 
5,6  6,0  6,3  6,3  6,4  6,5  6,5  6,6  6,7  6,7  6,7  7,7  7,9  8,1  8,5  8,5  8,8  9,2 
9,3  9,3  9,3  9,7  9,8  10,1 
a) Clasificar los datos en 7 intervalos de clase y defina la tabla de frecuencia 
b) Elabore la gráfica de un histograma e interprete sus resultados. 
c) Elabore el diagrama circular (o pastel) y analizar sus resultados.  
2.- a) Un estudiante de la Facultad de Administración se matricula  en el primer 
semestre en los cursos: Estadística y Contabilidad de 3 horas cada uno, 
obteniendo en ambos la calificación de 18. Obtuvo 15 en el curso de Historia de 
5 horas y 15 en Matemáticas I de  4horas. ¿Calcular su promedio  semestral?  
b) Supongamos que un estudiante se inscribe en 3 cursos Análisis Matemático, 
Lenguaje y Humanidades con sus respectivos créditos 5, 4, 3 y en el examen 
final obtiene de calificación 12, 15 y 17 en los respectivos cursos. Determinar el 
promedio ponderado. 
 3.- a) Dados los siguientes datos: 45 47  49  49  49  52  52  53  54  54  54 58 
58 Determinar los percentiles: P10 y P90; los cuartiles: 25 (Q1), 50(Q2) y 75 (Q3)   
b) Un gerente de ventas de máquinas Lap-top realiza una encuesta en diversas 
regiones del país. La compañía tiene  40 agentes de ventas. Cada sábado le es 
enviado el informe de las encuestas sobre las ventas a profesores que visitaron  
36  39  41  45  45  45  47  48  48  51  51  53  53  54  54  54  54  56  56  57  59  
59  59  59  62  62  62  62  63  64  65  66  66  67  67  70  71  71  79  79   
i)   Determinar los percentiles: 10, 90 y los cuartiles Q1, Q2 y Q3.  
ii)  Calcular el percentil  P73 y el rango percentil de 65 
iii) Calcular la Kurtosis e indicar el tipo de curva que generan los datos  
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Semana 4  
Tema: Descripción de tallos y hojas- Diagrama de cajas 
 
1. Contenidos a desarrollar  
En esta semana se desarrollarán los siguientes contenidos: dado un conjunto 
de datos presentarlos en diagrama e tallos y hojas. Determinar cuartiles y otros 
elementos que lo caracterizan. Diseñar  diagramas de una y dos cajas.    
 
2. Conocimientos previos (10 min.)   
Se presentará un  repaso  de los temas tratados en la clase de la semana 
pasada y se harán preguntas orales de los mismos, para que los estudiantes 
recuerden los conocimientos adquiridos y los puedan utilizar en 
correspondiente a esta semana. 
 
3. Desarrollo del contenido programado (90 min.)  
3.1  Diagrama de tallos y hojas  
3.2  Diagrama de una  caja  
3.3  Diagrama de dos cajas  
  
Objetivo general 
La teoría de análisis exploratorio de datos hace posible el no perder 
información cuando agrupamos datos por intervalos. Nos proporciona 
herramientas descriptivas de datos para solucionar problemas como las que se 
presentan en el manual, imágenes globales sin pérdida de información. 
 
Objetivos específicos 
- Usar con propiedad la definición de tallos y hojas al solucionar problemas 
- Determinar si existen datos raros o extraños en los datos experimentales 
- Calcular los elementos de un diagrama de caja y presentarlos gráficamente 
- Saber diagnosticar el comportamiento de datos una vez construida la caja  
- Comparar experimentos de dos o más cajas; analizar  ventajas y 
desventajas en el diagnóstico de sus datos, para luego tomar una decisión 
4. Evaluación de la clase (10 min.)                                                                            
 
 
En esta sección se realizará preguntas orales de los temas tratados, para 
poder comprobar, que efectivamente ha comprendido los conocimientos 
conceptuales y procedimentales en clase teórica. 
 
5. Laboratorio de computo (90 min.) 
Los estudiantes en el Laboratorio de Cómputo pondrán en marcha la aplicación 
de la herramienta estadística SPSS. Haciendo uso del módulo de aprendizaje 
correspondiente a esta clase, implementarán las actividades académicas 
programadas en el módulo de aprendizaje antes mencionado, correspondiente 
a la semana 4. 
 
6.  Tarea domiciliaria 
Al estudiante se le presenta las actividades que deberán realizar en sus horas 
libres en su domicilio y dichas tareas presentarán al inicio de la semana 
siguiente clase. 
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Actividades de la semana 
 
2.  Conocimientos previos 
- Que el estudiante maneje la distribución de frecuencias de datos - Saber por 
ejemplo si los datos se trasladan sumándole una constante la varianza varía- 
El estudiante deberá tener en claro que son los: percentiles,  mediana y  
cuartiles.  
- Saber que es una asimetría.  
 
3. Desarrollo del contenido programado  
 
3.1. Diagrama de tallos y hojas  
 
Para estimar el comportamiento de la distribución de datos, se presenta un 
método, junto con recursos tabulares y gráficas conocidos como diagrama de 
tallos y hojas o en diagrama de cajas. Los diagramas de tallos y hojas es una 
técnica que nos muestra cómo están distribuidos los datos y sin pérdida de 
ellos. La muestra es organizada en tablas y diagramas con el fin de intensificar 
el análisis e interpretación de los mismos, aspecto clave en la toma de 
decisiones. 
 
a) Clasificación ordenada.- Los datos obtenidos en una encuesta, 
recopilación o cualquier otro medio se obtienen de forma no ordenada, es 
necesario ordenarlos, de menor a mayor; facilitando la evaluación de las 
principales característica; para ello recurrimos al diagrama de tallos y hojas  
 
b) Diagrama de tallos y hojas.-  Separa los datos de entrada en tallos y 
hojas. A continuación se indican los pasos para  construcción. 
 
1. Dividir cada observación del conjunto de datos en tallos y hojas. Por 
ejemplo: 
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 tallo hoja   Tallo Hoja   tallo Hoja 
24  2 4  5.8  5 8  3.41  3 41 
 
Tallo 2 primer dígito 
Hoja 4 segundo 
dígito 
  
Tallo 5 a la izquierda 
del punto 
Hoja 8 a la derecha 
del punto 
  
Tallo 3 a la izquierda 
del punto 
Hoja 41 a la derecha 
del punto 
  
                  
  
 
 
2. Liste tallos en orden en una columna, comenzando con los más 
pequeños y terminando con los más grandes 
3. Recorra el conjunto de datos colocando la hoja de cada observación en 
la fila del tallo apropiado. Si lo desea puede acomodar las hojas de cada 
fila en orden ascendente 
 
Ejemplo.- Se encuestó a 25 estudiantes de una universidad nacional, sobre 
gasto en pasaje mensual obteniéndose los siguientes datos en nuevos soles. 
123, 116,  91,   97,  108, 117, 129, 115, 124, 94, 115, 130, 111, 102, 128, 122, 
117, 102, 116, 103, 117, 122, 100, 113, 132 
a) Elabore una clasificación ordenada de los datos. 
b) Determine el diagrama de tallo y hojas. 
c) Reordene el diagrama de tallos y hojas de menor a mayor. 
d) Incrementar el número de tallos para obtener una mejor concentración de 
hojas en los tallos restantes. 
e) Resumir los datos obtenidos en c) en un diagrama de tallos y hojas. 
 
Solución.- 
a) Sea la variable cuantitativa gasto de X: pasaje mensual de estudiantes 91, 
94,  97, 100, 102, 102, 103, 108, 111, 113 115, 115, 116, 116, 117, 117, 
117, 122, 122, 123, 124, 128, 129, 130, 132, donde menor 91, mayor 132. 
Los valores centrales tienen mayor frecuencia 
 
b) Diagrama de tallos y hojas                                                                     
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           tallo  hoja 
     9  714 
   10  82230                                           
   11  561776735                     
   12  394282 
13  20 
c) Reordenando.    
tallo   hoja            ni       Ni 
     9  147   3 3 
   10  02238   5 8 
   11  135566777  9 17 
   12  223489   6 23 
   13  02   2 25 
 
ni: frecuencias y Ni: frecuencias acumuladas 
Se observa pocos datos en los extremos y acumulamiento en la parte 
central. 
d) Para incrementar el número de tallos es necesario dividir cada tallo anterior 
en dos nuevos tallos uno para los dígitos a: 0, 1, 2, 3, 4 de la unidad inferior 
y otro para los dígitos b: 5, 6, 7, 8, 9 de la unidad superior, luego definimos 
los nuevos tallos  hojas. 
e) Algunas veces el investigador desea resumir por alguna circunstancia, para 
lograr condensar, se unen las parejas consecutivas de tallos y hojas 
respectivamente. Así mismo c) logramos. 
 
tallos    hojas 
  9,10   14702238 
11,12   135566777223489 
     13   20 
Como observamos se ha resumido o condensado el diagrama de tallos y 
hojas. 
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Casos que se presentan en la solución de problemas 
 
En la solución de problemas el investigador debe tener recursos que a 
continuación se presenta como sugerencia: 
Usar tallo: a se denomina etiqueta a la izquierda de la línea vertical. 
a: 0, 1, 2, 3, 4, 5, 6, 7, 8, 9   
Usar dos tallos: a y b etiquetas a la izquierda de la línea vertical. 
a: 0, 1, 2, 3, 4                 b: 5, 6, 7, 8, 9   
Usar tres tallos: a, b y c etiquetas a la izquierda de la línea vertical. 
a: 0, 1, 2, 3                       b: 4, 5, 6                    c: 7, 8, 9 
Usar cinco tallos: a, b, c, d y e  etiquetas a la izquierda de la línea vertical 
a: 0, 1        b: 2,3         c: 4,5          d: 6,7            e: 8,9 
Generalmente se selecciona entre 5 y 20 tallos, depende del número de datos 
 
3.2. Diagrama de una caja 
 
El diagrama de caja está constituido por la mediana, los cuartiles, el rango 
intercuartilico, todo ello en una misma gráfica. La mediana, los cuartiles y 
valores extremos se localizan en una recta numérica. 
 
Elementos: 
 Rango muestral (Rm) = máximo valor – mínimo valor;  de los datos, es una 
medida de la variabilidad dentro del conjunto de datos. 
 Rango intercuartilico (ri) = Q3 - Q1, mide la dispersión: es la longitud de la 
caja en el diagrama, donde Q1 primer cuartil y Q3  tercer cuartil. 
 La mediana Me es el segundo cuartil Q2. 
 Las observaciones extremas, atípicas o datos extraños, alejadas de las 
demás se les llama externas, 
 Una regla sencilla para determinar las observaciones externas es delimitar 
una distancia igual a 1.5 ri menor que Q1 y mayor que Q3. Luego cualquier 
observación menor que L = Q1 - 1.5ri o mayor que U = Q3 + 1.5ri, se da el 
nombre de externa y puede requerir un análisis especial; corresponde luego 
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al investigador  tratar de encontrar una razón de la presencia de estas 
observaciones externas o atípicas. 
 
Finalmente los diagramas de caja es una herramienta de diagnóstico y muy 
eficaces con ellos se comparan conjuntos de datos que tienen la misma unidad 
de medida.   
 
 
 
 
 
 
 
 
 
 
Ejemplo.- Supongamos que tenemos un conjunto de 63 datos procedentes de 
un examen de matemática de estudiantes de un colegio estatal, la escala 
usada para la calificación es de cero a veinte, se presentaron los resultados 
mediante el diagrama de tallos y hojas. 
a) Definir los tallos usados en la presentación. 
b) Determinar: Q1, Q2 = Me, Q3; ri, Rm, L, U 
c) Graficar el diagrama de cajas. Usar escala adecuada y analizar su resultado 
tallos    hojas 
      0        
      0   233 
      0    44555 
      0    66677777 
      0    8888999999 
      1    000011111111 
      1    2222233333 
      1    44455555 
      1    666 
1  8888  
       L                Q1                      Q3                U 
3 ri 3 ri 
1.5 ri 1.5 ri 
cota 
exterior 
superior 
cota exterior 
inferior 
Datos 
discordantes o 
atípicos 
Me 
Datos 
discordantes o 
atípicos 
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Solución.- 
Tallos usados: a: 0,1  b: 2,3  c: 4,5  d: 6,7  e: 8,9  f: 10, 11  g: 12,13  h: 14, 15   
i: 16, 17  j: 18,19 
x: variable cuantitativa. Escala de calificación de 0 a 20 
 
 tallos   hojas           ni Ni 
0a    
0b    233  3 3 
0c    44555  5 8 
0d    66677777  8 16 
0e    8888999999  10 26 
1f     000011111111  12 38 
1g    2222233333  10 48 
1h    444555558  5 6 
1i     666  3 59 
1j     8888  4 6 
 
 
n = 63 (impar) Ubicación de los 
cuartiles en los tallos y hojas 
Frecuencia 
acumulada 
Ni 
Valores observando 
en el ordenamiento de 
tallos y hojas 
 
 
 
Rm = max – min =18 – 2 = 16 
ri = Q3 – Q1 = 13 – 7 = 6 
L = Q1– 1.5ri = 7 – 1.5(6) = -2 
U = Q3 + 1.5ri = 13 + 1.5(6) = 22 
<  16 
 
< 38 
 
< 48 
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Diagrama de caja:      
 
El diagrama presenta una asimetría ligera hacia la izquierda no se observa una 
alta dispersión y no existen datos atípicos. 
 
3.2. Diagrama de dos cajas 
 
Ejemplo.- Supongamos 20 árboles se plantan, todos están sometidos al mismo 
medio ambiente, es decir suelo, luz solar y agua. 10 árboles sirven de control 
no se les suministra nitrógeno (N) y a otros 10 si se le suministra nitrógeno, se 
le denomina placebo después de 140 días de tratamiento se realizan las 
mediciones de los tallos en gramos. Elaborar un gráfico de cajas y analizar su 
comparación, con los datos promedio de cada árbol con o sin tratamiento. 
 
N 
Árbol 
1 2 3 4 5 6 7 8 9 10 
Sin 0.32 0.53 0.28 0.37 0.47 0.43 0.36 0.42 0.38 0.43 
Con 0.26 0.43 0.47 0.49 0.52 0.75 0.79 0.86 0.62 0.46 
 
Solución.- 
Resultados de los cálculos de los elementos que componen la caja. 
Sin nitrógeno    Con nitrógeno 
Q1 = 0.35     Q1 = 0.4525 
Me = 0.40     Me = 0.5050 
Q3 = 0.44     Q3 = 0.76 
Rm = 0.53 – 0.28 = 0.25   Rm = 0.86 – 0.26 = 0.60 
 Max  
2  18 
 Me  
  7             11    13 
 Min  
1.5(6) 1.5(6) 
           Q1                     Q3                       
ri = 6     -2         0 20         22 
 U   L  
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ri = 0.44 – 0.35 = 0.09   ri = 0.76 – 0.4525 = 0.3075 
L = 0.35 – 1.5(0.09) = 0.215  L=0.4525–1.5(0.3075) = 0.00875 
U = 0.44 + 1.5(0.09) = 0.575  U = 0.76 + 1.5(0.3075) = 1.2212 
 
tallo hojas     tallo  hojas 
    2 8          0  2 
    3 2678               0  44445 
    4 2337               0  677 
    5 3                             0  8 
 
Al observar la gráfica revela una variabilidad menor para el grupo sin nitrógeno, 
además se observa una diferencia significativa entre los pesos medios, también 
indicaría que la presencia del nitrógeno aumentaría el peso de los tallos y 
aumento de la variabilidad en los pesos. No existen datos raros o atípicos. La 
grafica de cajas de ambos experimentos se puede apreciar a continuación 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0.85 
 
0.80 
 
0.75 
 
0.70 
 
0.65 
 
0.60 
 
0.55 
 
0.50 
 
0.45 
 
0.40 
 
0.35 
 
0.30 
 
0.25 
 
0.20 
0.53 
0.28 
0.44 
0.40 
0.4525 
0.26 
0.5050 
0.76 
0.86 
sin nitrógeno 
(control) con nitrógeno 
(placebo) 
peso5
3 
0.35 
 
9 
 
4. Evaluación de clase 
- ¿Qué son los tallos y hojas?                                                                                
- ¿Es posible perder información cuando usamos este método?                            
- ¿Nos ayuda a definir la tendencia de los datos?. Explique                                   
- ¿Cuáles son los elementos de que está constituida una caja?                             
- ¿Cuáles serían las causas de tener observaciones atípicas un 
experimento?. 
- ¿Qué es y paraqué sirve el diagrama de dos cajas?. 
 
5. Laboratorio de cómputo 
5.1. Tallos y hojas – Diagramas de cajas                                                               
5.2. Tallos y hojas- diagrama de una caja                                                                                   
5.3. Tallos y hojas – diagrama de dos cajas 
                                    
                                                                                                          SEMANA 4 
5.1. Tallos y hojas – Diagrama de cajas 
 
5.2. Tallos y hojas -diagrama de una caja  
1 .- Supongamos que tenemos un conjunto de 63 datos procedentes de un 
examen de matemática de estudiantes de un colegio estatal, la escala usada 
para la calificación es de cero a veinte, se presentaron los resultados mediante 
el diagrama de tallos y hojas. 
 n=12: 02  03  03  04  04  05  05  05  06  06  06  07  07  07  07 07  08  08  08                  
          08  09  09  09  09  09  09  10  10  10  10  11  11  11  11  11  11  11  11    
           12  12  12  12  12  13  13  13  13  13  14  14  14  15  15  15  15  15  16   
           16  16  18  18  18  18    
  
a) Definir los tallos usados en la presentación. 
b) Determinar: Q1, Q2 = Me, Q3; ri, Rm, L, U 
c) Graficar el diagrama de cajas. Utilizar una escala adecuada y 
analizar suresultados. 
Solución 
Digitando la variable y los datos en vista de variables y datos. Procedimiento: 
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Analizar/Estadísticos descriptivos/Explorar: trasladar la variable calif en la 
ventana: Lista de dependientes/Gráficos/Explorar: Gráficos; en la ventana: 
Diagrama de cajas marcar: Niveles de los factores juntos; en la ventana 
Descriptivos marcar: Tallos  y hojas/Continuar: en la ventana Visualización, 
marcar Ambos/Aceptar. Ver fig. 
 
Visor de resultados     Resumen de procesamiento de casos 
 
Casos 
Válido Perdidos Total 
N Porcentaje N Porcentaje N Porcentaje 
calificacion de examenes 
en mat. 
63 98,4% 1 1,6% 64 100,0% 
Descriptivos 
 
 Estadístico Error estándar 
calificacion de 
examenes en mat. 
Media 10,48 ,511 
95% de intervalo de 
confianza para la media 
Límite inferior 9,45  
Límite 
superior 
11,50  
Media recortada al 5% 10,49  
Mediana 11,00  
Varianza 16,447  
Desviación estándar 4,055  
Mínimo 2  
Máximo 18  
Rango 16  
Rango intercuartil 6  
Asimetría -,034 ,302 
Curtosis -,646 ,595 
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calificacion de examenes en mat. 
calificacion de examenes en mat. Stem-and-Leaf Plot 
 
 Frequency    Stem &  Leaf 
 
      .00        0 . 
     3.00        0 .  233 
     5.00        0 .  44555 
     8.00        0 .  66677777 
    10.00        0 .  8888999999 
    12.00        1 .  000011111111 
    10.00        1 .  2222233333 
     8.00        1 .  44455555 
     3.00        1 .  666 
     4.00        1 .  8888 
 
 Stem width:  10 
 Each leaf:       1 case(s) 
 
La respuesta a las preguntas del problema se obtienen observando el cuadro 
Descriptivos. Comparar estos resultados con los obtenidos teóricamente.  
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5.3. Tallos y hojas - diagrama de dos cajas  
2.- Supongamos 20 árboles se plantan, todos están sometidos al mismo medio 
ambiente, es decir suelo, luz solar y agua. 10 árboles sirven de control no se 
les suministra nitrógeno (N) y a otros 10 si se le suministra nitrógeno, se le 
denomina placebo después de 140 días de tratamiento se realizan las 
mediciones de los tallos en gramos. Elaborar un gráfico de cajas y analizar su 
comparación, con los datos promedio de cada árbol con o sin tratamiento. 
N 
Árbol 
1 2 3 4 5 6 7 8 9 10 
Sin 0.32 0.53 0.28 0.37 0.47 0.43 0.36 0.42 0.38 0.43 
Con 0.26 0.43 0.47 0.49 0.52 0.75 0.79 0.86 0.62 0.46 
 
Solución 
Para comparar los valores resultantes de las variables es necesario un cuadro. 
Digitando la variable y los datos en vista de variables y datos. 
Procedimiento: Analizar/Estadísticos descriptivos/Explorar: trasladar las 
variables sinnit y connit  a la ventana: Lista de dependientes/ 
Gráficos/Explorar: Gráficos; en la ventana: Diagrama de cajas marcar: 
Dependientes juntas ; en la ventana Descriptivos marcar: Tallos y  
hojas/Continuar: en la ventana Visualización, marcar Ambos/Aceptar. 
Observar fig. 
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Visor de resultados 
Resumen de procesamiento de casos 
 
Casos 
Válido Perdidos Total 
N Porcentaje N Porcentaje N Porcentaje 
Arbol sin nitrogeno-
control 
10 100,0% 0 0,0% 10 100,0% 
Arbol con nitrogeno- 
placebo 
10 100,0% 0 0,0% 10 100,0% 
 
Descriptivos 
 Estadístico Error estándar 
Arbol sin nitrogeno-
control 
Media ,3930 ,02692 
95% de intervalo de 
confianza para la media 
Límite inferior ,3321  
Límite superior ,4539  
Media recortada al 5% ,3950  
Mediana ,4000  
Varianza ,007  
Desviación estándar ,08512  
Mínimo ,22  
Máximo ,53  
Rango ,31  
Rango intercuartil ,09  
Asimetría -,556 ,687 
Curtosis 1,137 1,334 
Arbol con nitrogeno- 
placebo 
Media ,5650 ,05905 
95% de intervalo de 
confianza para la media 
Límite inferior ,4314  
Límite superior ,6986  
Media recortada al 5% ,5656  
Mediana ,5050  
Varianza ,035  
Desviación estándar ,18674  
Mínimo ,26  
Máximo ,86  
Rango ,60  
Rango intercuartil ,31  
Asimetría ,218 ,687 
Curtosis -,653 1,334 
 
Gráfico del  diagrama de dos cajas  
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Diagrama de tallos y hojas para dos cajas 
Arbol sin nitrogeno-control Stem-and-Leaf Plot 
 Frequency    Stem &  Leaf 
 
     1.00 Extremes    (=<.22) 
     1.00        3 .  2 
     3.00        3 .  678 
     3.00        4 .  233 
     1.00        4 .  7 
     1.00        5 .  3 
 
 Stem width:       .10 
 Each leaf:       1 case(s) 
 
Arbol con nitrogeno- placebo Stem-and-Leaf Plot 
Frequency    Stem &  Leaf 
 
     1.00        0 .  2 
     5.00        0 .  44445 
     3.00        0 .  677 
     1.00        0 .  8 
 
 Stem width:      1.00 
 Each leaf:       1 case(s) 
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6. Tarea domiciliaria                                                                     
1.- a) Los siguientes datos dados en miles de soles ganados anualmente por 
egresados en la especialidad de Administración en empresas privadas fueron 
24   26   30   31   33   36   38   40. 
i) Calcular los cuartiles Q1, Q2 y Q3 
ii) Calcular la media, desviación estándar y Sesgo de Pearson 
b) En un estudio sobre el rendimiento en kilómetros por galón de gasolina de 
automóviles modelo 2007, la media de kilómetros por galón fue de 44.3 y la 
mediana de 43.1. El valor más pequeño en el estudio fue de 20.4 kilómetro por 
galón y el más grande de 80.8. El primer y tercer intercuartiles fueron 28.9 y 
57.1 kilómetros por galón, respectivamente. Elabore un diagrama de caja, sus 
elementos y analice  la distribución. ¿La distribución es simétrica? 
2.- Un hotel de turista tiene departamentos con diferentes tipos de servicios y a 
diferentes precios. Se toma una muestra de 30 con sus respectivos precios en 
nuevos soles ordenados de menos a mayor: 
110  120  150  190  200  210  210  220  230  240  240  240  245  245  260  265  
270  280  280  290  300  300  310  310  315  325  340  350  350  360 
a) Construya el diagrama de tallos y hojas. Comentario sobre la distribución 
b) Calcular la media y cuartiles Q1 , Q2 y Q3 
c) Calcular el percentil 63 y los percentiles 10 y 90. Rango percentil i de Pi=300 
d) Construya el diagrama de caja para representar los datos. 
e) Determinar el sesgo de Pearson y la Curtosis. ¿Qué tipo de distribución ? 
3.- Con el fin de medir los efectos de una campaña de venta general de 
artículos que no se venden, el director de investigación de una cadena de 
supermercados a nivel nacional tomó una muestra aleatoria de 15 pares de 
tienda que fueron comparadas de acuerdo con su volumen de ventas semanal. 
Una tienda de cada par (el grupo experimental ) fue expuesto a la campaña de 
ventas, y otro miembro del par ( el grupo de control) no. Los siguientes datos 
(en miles de soles) corresponden a los resultados de un período deventa 
semanal. 
Con campaña de venta: 31.7   38.4   47.6   49.3   54.0   57.3   59.4   64.3   67.2   
75.2   80.1   94.7   97.8  
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Sin campaña de venta: 33.0   37.9   39.8   41.7   52.4   53.6   54.7   58.4   65.3   
69.9   81.3   89.0   92.5 
a) Organizar cada uno de los casos mediante el diagrama de tallos y hojas 
b).- i.- Calcular la media, mediana, el primer y tercer cuartil cuando se realiza 
campaña para las ventas . Elabore el diagrama para una caja cuando se realiza 
campaña de ventas.  
ii.- Proceda similarmente  cuando no se realiza campaña. 
c) Comparar sus resultados de b) con los de a) e indicar, ¿cuál de los dos tipos 
de venta resultaría favorable?.¿Por qué?. Explicar detalladamente 
d) ¿Cuál de los dos tipos de venta resulta de mayor tendencia  simétrica?. 
e) ¿Cuál de los dos tipos de venta  tiene mayor variación?. 
f) Usar la gráfica para complementar los  elementos de las cajas y compararlas  
en un solo diagrama como el que aparece, usando  la misma escala. 
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Semana 5 
Tema: Conceptos de Probabilidades y Probabilidad clásica 
 
1. Contenido a desarrollar 
Operaciones con eventos – Número de elementos de un evento y probabilidad 
clásica – Experimento y Espacio muestral – Diagrama de árbol – 
Permutaciones y combinaciones. 
 
2.  Conocimientos previos (10 min).  
Se presentará un  repaso  de los temas tratados en la clase de la semana 
pasada y se harán preguntas orales de los mismos, para que los estudiantes 
recuerden los conocimientos adquiridos y los puedan utilizar en 
correspondiente a esta semana. 
 
3. Desarrollo del contenido programado (90 min)  
3.1 Conceptos básicos de probabilidad 
3.2  Conteo de puntos muestrales 
3.3  Permutaciones  
3.4  Combinaciones 
3.5  Algebra de eventos     
3.6  Probabilidad clásica y eventos en un espacio muestral finito. 
 
Objetivo general.-  
El desarrollo teórico del algebra de eventos, es similar al algebra de conjuntos; 
se basa en experimentos aleatorios que describen un espacio muestral 
constituido por eventos simples o compuestos. La teoría de conteo se inserta 
en el manual porque  no todos los elementos de un experimento se pueden 
presentar en un espacio muestral, induciéndose a las reglas de conteo 
desarrolladas. 
 
Objetivos específicos 
- Que el estudiante sea capaz de operacionalizar eventos. 
-Definir experimentos aleatorios y generar espacios muestrales   
-Diferenciar y construir eventos simples y compuestos en problemas dados 
 
 
-Determinar la probabilidad clásica dado el número de elementos de eventos  
-Que el estudiante sepa diferenciar el principio de adición y multiplicación en el 
conteo de elementos de un conjunto o evento. 
-Diferenciar cuando aplicar la permutación y combinación dado un problema 
 
4. Evaluación de la clase (10 min.) 
En esta sección se realizará preguntas orales de los temas tratados, para 
poder comprobar, que efectivamente ha comprendido los conocimientos 
conceptuales y procedimentales en clase teórica. 
 
5. Laboratorio de cómputo (90 min) 
Los estudiantes en el Laboratorio de Cómputo pondrán en marcha la aplicación 
de la herramienta estadística SPSS. Haciendo uso del módulo de aprendizaje 
correspondiente a esta clase, implementarán las actividades académicas 
programadas en el módulo de aprendizaje antes mencionado, correspondiente 
a la semana 5. 
 
6. Tarea domiciliaria 
Al estudiante se le presenta las actividades que deberán realizar en sus horas 
libres en su domicilio y dichas tareas presentaran al inicio de la semana 
siguiente de clase. 
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Actividades de la semana  
 
2. Conocimientos previos  
Concepto y operaciones con conjuntos. Número de elementos de un conjunto – 
Diagrama de Veen – Producto Cartesiano, concepto de función continua, 
funcion discreta e intervalos en números reales.- Población, muestra. 
 
3. Desarrollo del contenido programado  
 
3.1. Conceptos básicos de probabilidad 
 
La estadística descriptiva muy útil en algunos tipos de estudio, investigación o 
experimentos siendo éstos del tipo determinístico. El estudio de la estadística 
propiamente dicha se basa en el estudio de posibilidades en donde interviene 
la incertidumbre o aleatoriedad; recurriéndose a modelos no determinísticos o 
probabilísticos;  basados en la probabilidad de ocurrencia de dichos eventos : 
espacio muestral, diagrama de árbol, el análisis combinatorio, eventos.  
 
Experimento.- se utiliza para describir cualquier proceso que genera datos 
experimentales  que representan conteos o mediciones o datos categóricos  
Cualquier registro de información sea éste numérico o categórico se 
denominará observación. Por ejemplo elección de artículos  en una línea de 
producción, se eligen al azar 4 que pueden resultar datos categóricos  D,N,D,N 
artículos defectuosos D y no defectuosos N. 
El cálculo de posibilidades se vincula con los posibles resultados de un 
experimento estadístico. Ejemplo: Lanzar una moneda al aire (experimento) 
con dos resultados posibles: Cara o Sello. Lanzar un dado(experimento) sus 
resultados posibles: 1,2,3,4,5,6. Se puede repetir el experimento  
      
Espacio muestral(S) Es la totalidad de resultados posibles de un  experimeto. 
Ejemplo. a) Lanzar tres monedas su espacio muestral S1 =ccc, ccs, csc, css, 
scc, scs, ssc, sss}; 23=8 observaciones;  b) Lanzar un dado S2 = { 1,2,3,4,5,6}; 
c) Lanzar un dado y una moneda su espacio muestral  puede ocurrir de dos 
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maneras; consideremos solamente una S= { (1,c), (2,c), (3,c), (4,c), (5,c), (6,c), 
(1,s), (2,s), (3,s), (4,s), (5,s), (6,s)}; 61x 21= 12 observaciones. 
El diagrama de árbol muy útil para ilustrar o presentar los elementos del 
espacio muestral. Pero tiene sus limitaciones, cuando por ejemplo el espacio 
muestral es grande. Ejemplo lo dado en a) y b) 
 
 1era  2da  3era  S1      
 C  C  C  CCC    S2  
     S  CCS    1  
   S  C  CSC    2  
     S  CSS    3  
 S  C  C  SCC    4  
     S  SCC    5  
   S  C  SSC    6  
     S  SSS      
 
Suponga tiene un exámen de opción múltiple  donde se proponen 10 preguntas 
con 3 alternativas .Las formas  responder serian 310 = 59049 lo cual sería 
imposible de representar en un diagrama de árbol o espacio muestral  
 
Esta dificultad es superada usando el método de la regla o por comprensión. 
Describen mejor los espacios muestrales: Por ejemplo a) Cuidades del Perú 
que tienen más de 50000 habitantes. El espacio muestral  S= { x/ x es una 
ciudad con más de 50000 habitantes}. b) Describir el espacio muestral 
lanzados 3 dados D1, D2, D3: D1xD2xD3 = { (x,y,z)/ 1x6  , 1y6 1z6} 
Los espacios muestrales pueden ser del tipo  discreto finito como los dados o 
continuos finitos  aquellos que no tienen interrupción. Por ejemplo, tiempo de 
vida de un foco encendido. Flujo de energía eléctrica. Hospitalización por 6 
días de una persona que tiene una afección. 
 
3.2. Conteo de puntos muestrales 
 
Los problemas que se abordan en estadística se relacionan también con 
elementos que tienen aleatoriedad y que se asocia con la ocurrencia de ciertos 
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eventos cuando se realizan experimentos. Estos tipos de problemas se 
relacionan con la teoría de probabilidad que desarrollaremos posteriormente.  
Comencemos por especificar los dos principios básicos de conteo que son 
subyacentes a las fórmulas de permutaciones y combinaciones. 
 
   Principio de la multiplicación     
Supongamos que un procedimiento designado como 1 puede hacerse de n1 
maneras. Supongamos que un segundo procedimiento designado como 2 se 
puede hacer de n2 maneras. Ambas no son excluyentes, sino que pueden 
realizarse juntas o en sucesión. Entonces el procedimiento que consta de 1 
seguido por 2 se puede hacer de n1 x n2 maneras(o formas). La definición se 
puede extender a k procedimientos: n1 x n2 x … x nk 
Ejemplo.- Un producto se arma en tres etapas. En la primera etapa hay 5 
líneas de armado, en la segunda, 4 líneas de armado y en la tercera 6 líneas 
de armado. Responder: ¿De cuántas maneras puede moverse el producto en 
el proceso de armado?, ¿Puede representar mediante el diagrama de árbol? 
Sea 1 la primera etapa: n1 = 5  
n1 x n2 x n3 
5 x 4 x 6 = 120 maneras 
Sea 2 la segunda etapa: n2 = 4  
Sea 3 la tercera etapa: n3 = 6       
 
Principio de la adición 
 
Supongamos un procedimiento designado con 1 se puede hacer de “n1” 
maneras. Supongamos un procedimiento designado con 2 se puede hacer de 
n2 maneras. Supongamos además que no es posible que ambos 1 y 2 se 
hagan juntos, por tratarse de procedimientos mutuamente excluyentes. 
Entonces, el número de maneras como puede hacerse 1 o 2 es n1 + n2. La 
definición puede extenderse a k procedimientos: n1 + n2 + … + nk. 
Ejemplo.- Supongamos que planeamos un viaje de vacaciones y debemos 
decidir si nos transportarnos en avión u ómnibus. Si hay 4 rutas por avión y 3 
por ómnibus. Determinar el número de maneras en que se puede viajar. 
Sea 1 la primera etapa : n1 = 4  n1 + n2 = 4 + 3 = 7 
rutas disponibles Sea 2 la segunda etapa: n2 = 3  
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3.3. Permutaciones 
La permutación se define como uno de los diferentes arreglos u ordenaciones 
que se pueden hacer con todos o con parte de los elementos de un conjunto. 
Las permutaciones de objetos son útiles para contar todas las ordenaciones o 
arreglos, teniendo en cuenta el orden de los elementos.  
Ejemplo.- Se tiene tres conferencistas programados para dar conferencias en 
un colegio. El organizador desea saber las maneras diferentes en que los 
puede ubicar en el escenario, a los tres conferencistas A, B y C, teniendo en 
cuenta el orden de aparición, decide formar los posibles grupos de expositores. 
Solución.- 
Grupos: ABC, ACB, BAC, BCA, CAB y CBA. Se formaron 6 agrupaciones (3 x 2 
x 1). Una forma equivalente de determinar el número de agrupaciones es 
agrupar los 3 objetos es equivalente a ponerlos, en algún orden específico, en 
una caja con 3 compartimientos (o casillas). Aplicando el principio de la 
multiplicación vemos que la caja se puede llenar de 6 maneras. El primer 
compartimiento se puede llenar de 3 maneras. El segundo compartimiento se 
puede llenar de 2 maneras. El tercer compartimiento se llena  de 1 manera. 
 
1ro 2do 3ro 
3 2 1 
 
Permutaciones de 3 elementos tomados de 3 en 3.  
 El esquema general de “n” objetos equivale a ponerlos en un orden específico, 
en una caja con “n” compartimientos y aplicando el principio de la multiplicación 
 
Obtendríamos permutaciones de n elementos tomados de n en n:  nPn= n! 
 
-Por ejemplo en una exposición de pintura se desea ubicar 9 cuadros en línea 
recta sobre una pared. ¿De cuántas maneras diferentes se puede hacer?. 
n=9, cuadros, importa el orden 9P9. Entonces: 9P9= 9!=9x8x7……x2 x1=362880       
-Existen casos en que cuando se ordena n objetos diferentes, puede uno no 
estar en condiciones de utilizar todos sino solamente escoger r de esos 
objetos; 0  r  n y permutamos los r elegidos, obteniendo nPr maneras.  
    3 x 2 x 1 = 6 
 
5 
 
 
Caso particular:        Si n = r; nPn =     (0!=1) 
-El encargado de poner discos en una radiodifusora tiene que escoger cinco 
discos de entre diez para ponerlos en un programa de 15 minutos. ¿De cuántas 
maneras se puede programar la distribución de estos cinco discos entre las 
cinco interrupciones que hay entre comerciales, charlas? 
10P5 =  
 
3.4. Combinaciones.-  
 
Consideremos nuevamente n objetos diferentes. Estamos interesados en 
contar el número de maneras como podemos escoger r de entre n objetos 
sin  considerar el orden. Por ejemplo sean los objetos a, b, c y d y r = 2; 
determinemos  el número de combinaciones de cuatro objetos tomados de 
dos en dos. De acuerdo al ejemplo anterior, definimos una combinación: C  
 
Podemos extender a n objetos tomados de r en r. 
 
Una combinación es un arreglo de cierto número de objetos tomados de un 
conjunto de n objetos el orden en que se disponen no importa. 
 
Notación:   o  nCr=    
-Un club que tiene 12 miembros va a elegir, en votación secreta, cuatro 
directivos, a saber: un presidente, un vicepresidente, un secretario y un 
tesorero. Todos los doce miembros son elegibles y desean prestar sus 
servicios en la votación. ¿Cuántos grupos posibles de cuatro miembros pueden 
servir, si no se tiene en cuenta el tipo de trabajo? 
-n = 12 miembros ;  r=4 directivos 
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Evento(E).- Es un subconjunto de un espacio muestral, puede ser simple o 
compuesto. 
 
3.5. Algebra de eventos  
 
El álgebra de eventos utiliza la teoría de conjuntos con algunas diferencias. La 
teoría de conjuntos es una herramienta poderosa de la matemática pues sin 
ésta la estadística y probabilidad no se hubieran podido desarrollar. Los 
conjuntos y la teoría de conjuntos son fundamentales en nuestro  pensamiento 
descriptivo-lógico y analítico así como su operatividad. La ciencia trabaja 
básicamente con los conceptos de grupo, clase o conjunto de objetos, cuando 
los investigadores o científicos discuten sobre eventos u objetos individuales 
los consideran elementos de conjunto de objetos. Por ejemplo decir número 
uno pero la palabra número uno no tiene sentido sin el concepto de un grupo 
de tales números llamado números reales. Similarmente un evento está 
referido a un espacio   muestral resultante de un experimento. 
 
Operaciones con  eventos  
 
Se consideran dos operaciones básicas la unión () y la intersección (). 
Adicionalmente aparece el complemento („) y la diferencia de eventos. A  
-Unión de dos eventos A y B: Es el evento que consta de todos los elementos 
de A o B o ambos: AB = {x/x  A o/y x  B} 
-Intersección de dos eventos A y B: Es el evento que contiene todos 
elementos de A y B: A  B = {x/ xA y xB} 
-Complemento del evento A:  A‟ = {xS/ xA}, A‟ = S – A 
-Diferencia de dos eventos A y B: Son los elementos que pertenecen al 
evento A y no a B: A-B = {x/ xA y xB}; A - B = A  B‟ 
-Diferencia simétrica, de dos eventos A y B: Es el conjunto de elementos 
que pertenecen a (A-B) o (B-A):  
(A-B)  (B-A) = {x/ x  A-B ó x  B-A} = (A  B‟)  (B  A‟) 
-Eventos disjuntos A y B o mutuamente excluyentes: A  B = .                                                                                                                                            
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Evento contenido en otro evento: Todos los elementos de A se encuentran 
en B: A  B 
Ejemplo.- Sea el espacio de descripción muestral  S= {1, 2, 3, 4, 5, 6, 7, 8, 9, 
10}, y sean los eventos A = {1, 2, 3, 4} y B = {3, 4, 5, 6}.Determinar AB, AB, 
A‟, A-B, (A-B)B-A)  
Solución.- 
A  B = {1,2,3,4}  {3,4,5,6} = {1,2,3,4,5,6} 
A  B = {1,2,3,4}  {3,4,5,6} = {3,4} 
A‟ = U–A = {1,2,3,4,5,6,7,8,9,10}–{1,2,3,4} = {5,6,7,8,9,10} 
A – B = {1,2,3,4,} – {3,4,5,6} = {1,2} 
B – A = {3,4,5,6} – {1,2,3,4} = {5,6}                                                                                                                             
(A - B)  (B - A) = {1,2}  {5,6} = {1,2,5,6} 
- producto cartesiano de dos eventos A y B. Se define como un conjunto de 
pares ordenados notado por A x B:  A x B = {(x,y) / xA e yB}. 
- El lanzamiento de dos dados se puede expresar en un producto cartesiano.  
Por el método de comprensión: D1 x D2 = {(x,y) / x  D1 y  y  D2} 
Por el método de extensión: D1 x D2 = {(1,1), (1,2), …, (6,5), (6,6)}  
  
3.6. Probabilidad clásica y eventos en un espacio muestral S 
finito 
   
En muchas situaciones probabilísticas en las que surgen espacios finitos de 
descripciones muestrales se puede suponer que todas las descripciones son 
igualmente probables, precisando: el espacio de descripciones muestrales 
S={D1, D2, ………Dn}; donde los Di es la descripción(o el elemento i ) y {Di} es el 
evento elemental con i: 1,2, …… n. Si todos los eventos elementales de S 
tienen la misma probabilidad de ocurrir es: 1/n 
                               P({D1})=P({D2})= ………=P({Dn})= 1/ n 
Luego la probabilidad de la suma de los {Di} es 1 
        P({D1}  {D2}  ………  {Dn})= P({D1})+P({D2})+ …+P({Dn})= n/ n=1                     
 En consecuencia podemos concluir que: Para calcular la probabilidad de 
cualquier evento cuando el espacio de descripciones muestrales S finito y 
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todas las descripciones son igualmente probables para cualquier evento E de S 
se tiene la fórmula: 
P(E)= nE / nS = número de elementos de E / número total de elementos de S   
Esta fórmula se puede expresar con palabras. Si definimos un evento como 
un subconjunto de un espacio finito de descripciones muestrales, cuyas 
descripciones son igualmente probables, entonces la probabilidad del 
evento es el cociente del número de descripciones pertenecientes al 
evento, entre el número total de descripciones.  
 
Ejemplo.- Usemos el primer ejemplo en donde se dan los eventos compuestos:            
AB, AB, A‟, A-B, (A-B)B-A);  N° de elementos de los  eventos compuestos. 
n(AB)=6 , n(AB)=2 , n(A‟)=n(S-A)=6 , n(A-B)=2 , n(B-A)=2 , n((A-B)(B-A)=4 
Usemos la definición de probabilidad clásica P(E)= nE / nS  :   n(S)=10. 
P(AB)=6/10 , P(AB)=2/10 , P(A‟)=P(S-A)=610 , P(A-B)=2/10 , P(B-A)=2/10, 
 P((A-B)(B-A))=4/10 
Otro planteamiento para solucionar problemas prácticos son las tablas de 
contingencia o tablas cruzadas, se presenta  en experimentos el uso de 
variables cualitativas o categóricas que resultan de examinar respuestas a dos 
tipos de variables. Por ejemplo tipo de institución y clasificación institucional 
. 
Tipo de 
institución 
Clasificación institucional 
Total 
D E F G 
A 
B 
… 
… 
… 
… 
… 
… 
… 
… 
… 
… 
C … … … … … 
Total … … … … n= 
 
Ejemplo.- Se pidió a cien comerciantes que dijeran qué tipo de programas de 
televisión preferían. La siguiente tabla muestra las 100 respuestas clasificadas 
a la vez según el nivel de estudios de los comerciantes y según el tipo de 
programa preferido (i) Especificar el número de elementos de cada uno de los 
siguientes conjuntos o eventos y su respectiva probabilidad. El espacio 
muestral S o universo de los eventos cuyo número es n(S) = 100. 
Tipo de 
programas 
Nivel de Estudios 
Total 
Colegio (A) Universidad (B) Postgrado (C) 
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Deportes (D) 
Noticias (T) 
Drama (V) 
Comedia (W) 
15 
3 
5 
10 
8 
7 
5 
3 
7 
20 
15 
2 
 
Total    n =100 
 
a) D   b) VC c) A d) W‟ e) S f) B‟ g) TB 
h)(TC)‟       
Solución: Número de elementos de cada evento 
 n(D) = 30 
n(VC) = n(V) + n(C) – n(VC) = 25 + 44 – 15 = 54 
n(A) = 33 
n(W´) = n(S)-n(W) = 100 - 15 = 85 
n(S) = 100 
n(B‟) = n(S) – n(B) = 100 - 23 = 77 
n(TB) = 7 
   
n(TC)‟ = n(S) – n(TC) = 100 - 20 = 80    
Para el cálculo de las probabilidades es necesario definir los eventos 
 El universo o espacio muestral S: el conjunto de los 100 comerciantes. 
 Los eventos D: Deportes; T: Noticias; V: Drama; W: Comedia; A: 
Colegio; B:  Universidad  y   C: Posgrado 
 
Operación Resultado 
 = 
 
 (VC) = P(V)+P(C)–P(VC)  = 
 
 = 
 
P(W‟) = P(S) - P(W) = 
 
 = 
 
(B‟) = P(S) - P(B) = 
 
 = 
 
(TC)‟ = (S) - P(TC) = 
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4. Evaluación de la clase  
- Explicar en qué consiste un experimento aleatorio, su espacio muestral. 
- ¿Cuál es la utilidad del diagrama del árbol? 
- ¿Cómo  define la  probabilidad clásica?. Ejemplos 
- ¿Cuál es la diferencia entre permutaciones y combinaciones? 
 
5. Laboratorio de cómputo  
 
5.1. Tablas de contingencia o tablas cruzadas 
5.2. Caso dos variables cualitativas. 
5.3 Caso una variable cuantitativa y una cualitativa. 
5.4 Caso dos variables cuantitativas. 
 
                                                                                                      SEMANA 5                                                                                                                                                                                                                                          
5.1. Tablas de contingencia o Tablas cruzadas 
Se presentan cuatro casos en su uso: 
Dos variables cualitativas 
a) U
na variable cuantitativa y una cualitativa 
b) D
os variables cuantitativas 
5.2. El caso de dos variables cualitativas: 
 Por ejemplo: Instrucción(fila) y edad(columna). Para describirlas se elabora 
una tabla de Contingencia. 
Procedimiento.-Análisis/Estadísticos descriptivos/Tablas cruzadas. 
 
 
11 
 
En seguida hacemos click en Tablas cruzadas y luego trasladamos las 
variables a sus respectivas ventanas: Ver fig. 
 
La obtención de la tabla cruzada se obtiene mediante el Procedimiento: 
Analizar/Estadísticos descriptivos/Tablas cruzadas/Aceptar. 
 Visor de Resultados 
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La  tabla presenta las distribuciones conjuntas y marginales; diagrama de 
barras 
Las distribuciones conjuntas también pueden obtenerse en frecuencias 
relativas o porcentajes para ambas variables (filas y columnas) para ello 
se selecciona el botón casillas (celdas) del cuadro de dialogo anterior. 
Aparece el siguiente cuadro de dialogo, observar  las marcas (check) 
/Continuar / Aceptar  
 
En el Visor de resultados aparecen los mismos valores que antes  pero 
expresados en porcentajes, pudiendo contestar preguntas de nuestro 
interés. 
grado de instruccion*edad tabulación cruzada 
 
Edad 
Total Adolescente coven Adult 
grado de instruccion no tiene Recuento 0 2 3 5 
% del total 0,0% 6,7% 10,0% 16,7% 
primaria Recuento 0 3 8 11 
% del total 0,0% 10,0% 26,7% 36,7% 
secundaria Recuento 3 0 4 7 
% del total 10,0% 0,0% 13,3% 23,3% 
superior Recuento 0 0 7 7 
% del total 0,0% 0,0% 23,3% 23,3% 
Total Recuento 3 5 22 30 
% del total 10,0% 16,7% 73,3% 100,0% 
 
5.3. Caso: de una variable cuantitativa y una cualitativa; 
  El procedimiento es similar que para variables cualitativas, pero en esta caso 
una variable es cuantitativa para realizar un análisis adecuado es necesario 
Transformar/Recodificar,  la variable cuantitativa , lográndose una nueva 
variable .  Usando el archivo clientes de supermercado.sav; elegimos la 
variable cualitativa instrucción (fila) y la variable cuantitativa aseo1 
(columna), usamos la variable aseo   y procedemos a: 
Transformar/Recodificar, procedimiento realizado anteriormente. 
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El proceso anterior puede realizarse también considerando las variable aseo1 
como fila y la variable instrucción como columna (¿será ventajoso analizar de 
esta forma?). 
5.4. Caso: dos variables cuantitativas. 
Consideremos las variables continuas venta de abarrotes y venta de verduras 
como ya sabemos estas se transforman en abarrotes1 y en verduras1 
respectivamente. 
Procedimiento: Analizar/Estadisticos descriptivos/Tablas cruzadas; 
trasladar la variable abarrotes1 a la ventana filas y verduras1 a la ventana 
columnas; marcar:           Mostrar las gráficas de barras 
agrupadas/Aceptar. Se obtiene :  Visor de resultados.   
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Lo importante aquí es el análisis y cómo se obtiene las tablas cruzadas y las 
gráficas.    
 
6. Tarea domiciliaria  
1.- a) Se lanza un dado normal los puntos posibles que pintan son: 
S=1,2,3,4,5,6 y sean los eventos A: número par y B: número impar                       
Determinar: AB , AB , A =complemento de A , B =complemento de B              
b) ¿Cuáles de los siguientes eventos son mutuamente excluyentes al lanzar 
dos dados?.                                                                                                              
i.- Un total de cinco puntos y un cinco en un dado                                                   
ii.- Un total de siete y un número par de puntos en ambos dados                           
iii.-Un total de ocho puntos y un número impar de puntos en ambos dados             
c) Dado A=t, u, v, w, x, y, z y B=w, x, y, z                                                          
Hallar:  AB  ,   AB  ,  ¿Son excluyentes A y B?  ,  A'A  ,  B'  ,  AA'                  
d ) Sea el conjunto universal U=a,b,c,d,e,f,g,h,j,k,m y y sean los subconjuntos    
R=a, c, e, g ,  S= b, d, f, h  ,  T= a, e, d, f, j, k. Dibujar el diagrama de 
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Venn para representar todos éstos conjuntos y sus respectivos elementos. 
Enumerarlos elementos de cada uno de los siguientes:  R'  ,   S'  ,  T'  ,  RS  ,    
RT  ,  TS  ,  RS  ,  ST  ,  TR  ,   (RT)'  ,  TS'  , (RS)'  ,  R(ST)       
(ST)R  ,  R(ST)  ,  RST  ,  U'= ?  ,  Ø'= ?  ,  (R')'= ? 
 
2.- a) Calcular haciendo uso de las reglas del análisis combinatorio              
5!  ,   20!/15!  ,   8P8  ,  10P6  ,  6C3  ,  10P6  ,  18!/5!(18-5)!  ,  4P4*6C3*5P2             
b) Un encuestador seleccionó en forma aleatoria a 4 de 10 personas 
disponibles .¿Cuantos diferentes grupos de 4 es posible formar? 
c) El directorio de una compañía tiene interés en saber del desempeño de su 
gerente de ventas, formula 15 preguntas de las cuales, el  encargado de la 
encuesta selecciona 10 de las preguntas. ¿Cuántas de las 10 preguntas se 
pueden formar tomando en cuenta el orden?. 
d) El productor de un programa de variedades de la televisión, tiene 10 
números para distribuir en una hora. ¿Cuántos programas diferentes puede 
organizar, si cada número puede presentar sólo una vez?.                                                                                                   
e) El jefe de ventas de una distribuidora debe nombrar un comité de 4 
vendedores y 3 vendedoras entre los vendedores que dispone. Debe 
escogerlos entre un  grupo de 8 hombres y 6 mujeres. ¿Cuántos comités 
diferentes se pueden nombrar?.                                                                             
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Semana  6 
Tema: Probabilidad básica 
 
1. Contenido a desarrollar 
Probabilidad clásica y empírica – Proceso en la solución de un problema en 
probabilidad. Axiomas de Probabilidad. Teoremas. 
 
2. Conocimientos previos (10 min.) 
Se presentará un  repaso  de los temas tratados en la clase de la semana 
pasada y se harán preguntas orales de los mismos, para que los estudiantes 
recuerden los conocimientos adquiridos y los puedan utilizar en 
correspondiente a esta semana. 
 
3. Desarrollo del contenido programado (90min) 
3.1 Definiciones y conceptos básicos a desarrollar 
3.2  Tipos de probabilidad: Objetiva y Subjetiva 
3.3  Secuencia natural de solución en problemas de probabilidad 
3.4  Axiomas de probabilidad  
3.5   Algunos teoremas importantes en probabilidad  
 
Objetivo general 
 El aprendizaje de la teoría de probabilidad es vital en estadística; dado que un 
problema se convierte en un conjunto de eventos sobre los cuales se aplica la 
función de probabilidad, que tiene como principio básico los axiomas de 
probabilidad. Debido a su uso se  menciona dos probabilidades la clásica y la 
empírica que es la más usual. 
 
Objetivos específicos 
-Los eventos bien definidos  en problema es obtener la probabilidad correcta 
-Diferenciar cuando aplicar la probabilidad a priori y a posteriori 
-Diferenciar cuando una probabilidad es objetiva y cuando subjetiva 
-Que el estudiante reconozca los axiomas y aplique apropiadamente los 
teoremas de probabilidad sobre unión, intersección y complementación. 
 
 
 
-Tener en cuenta: la secuencia natural  de solución a un problema dado,   
siendo  necesario el algebra de eventos y teoremas de probabilidad  
 
4. Evaluación de la clase (10 min.) 
En esta sección se realizará preguntas orales de los temas tratados, para 
poder comprobar, que efectivamente ha comprendido los conocimientos 
conceptuales y procedimentales en clase teórica. 
 
5. Laboratorio de cómputo (90min) 
Los estudiantes en el Laboratorio de Cómputo pondrán en marcha la aplicación 
de la herramienta estadística SPSS. Haciendo uso del módulo de aprendizaje 
correspondiente a esta clase, implementarán las actividades académicas 
programadas en el módulo de aprendizaje antes mencionado, correspondiente 
a la semana 6.  
 
6. Tarea domiciliaria  
Al estudiante se le presenta las actividades que deberán realizar en sus horas 
libres en su domicilio y dichas tareas presentaran al inicio de la semana 
siguiente de clase. 
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Actividades de la semana  
 
2. Conocimientos previos  
Probabilidad clásica o de Laplace. Eventos, experimento, espacio muestral – 
Conteo de puntos muestrales: permutaciones y combinaciones.  
 
3. Desarrollo del contenido programado  
 
3.1. Definiciones y conceptos básicos de probabilidad 
La probabilidad es una posibilidad de ocurrencia de fenómenos aleatorios ante 
una incertidumbre, el término posibilidad está incorporado a nuestro lenguaje 
cuando no tenemos la certeza de ocurrencia de algún evento aleatorio. Por 
ejemplo: cuando decimos es posible que asista clases; es posible que apruebe 
el examen del curso de estadística; en pronósticos meteorológicos etc. La 
teoría de probabilidad menciona a menudo en sus aplicaciones fenómenos 
aleatorios y experimentos aleatorios;  la palabra aleatorio, proviene del vocablo 
alea que significa suerte o azar; surge de los juegos de azar  en el siglo XV. 
Existen dos corrientes probabilística la objetiva y la subjetiva. La teoría de 
probabilidad tiene aplicación como herramienta en una investigación científica o 
profesional, en los diferentes campos del saber humano como en ingeniería, 
las ciencias físicas, naturales y sociales. El objetivo es facilitar una 
comprensión de la teoría básica de probabilidad necesaria para el estudio y 
entendimiento de las distribuciones de probabilidad y la inferencia estadística.  
Experimento aleatorio. La palabra experimento se utiliza para describir 
cualquier proceso que genera datos u observaciones. El experimento aleatorio 
es cualquier acción o proceso de un fenómeno aleatorio, no es algo que 
necesariamente ocurra  en lo real o laboratorio, puede ser imaginario también.   
Condiciones que debe satisfacer 
-Se puede repetir las veces que sea necesario (repeticiones independientes) 
-Su resultado no es controlable depende del azar(no regularidad determinística) 
-Se puede anticipar todos los resultados posibles (los resultados posibles se 
representan por las frecuencias relativas (f)). 
-Se observa cierto patrón de regularidad a medida que aumenta las 
repeticiones (indica regularidad estadística, es decir existen valores entre 0 y 1) 
 
2 
 
Espacio muestral (S). Es la totalidad de resultados posibles en un 
experimento aleatorio, es decir, el conjunto de todas las posibles ocurrencias.                
Evento. Un evento o evento aleatorio, es un subconjunto del espacio muestral 
S, que puede ser simple o compuesto se anota con letra mayúscula. 
Evento imposible (). Tipo de evento que no tiene posibilidad de ocurrir cuya 
probabilidad de ocurrencia es cero. Por ejemplo lanzar un dado y que salga 
siete o lanzar una moneda y esta ruede (pues no pintaría cara o sello); lanzar 
un dado y caiga sobre un arista o de canto  decimos duda.  
Evento seguro (S). Evento que seguramente ocurrirá es el espacio muestral S 
o el universo del experimento aleatorio, cuya probabilidad de ocurrencia es 
uno. Ejemplo lanzar un dado y que cualquier número salga o lanzar una 
moneda salga cualquiera de las caras, en ambos casos se gana con cualquier 
número ó cualquier cara con  probabilidad uno. 
 
3.2. Tipos de probabilidad: Objetiva  y Subjetiva 
a) Objetiva.- Probabilidad clásica o a priori. 
 Desarrollada por Laplace, se basa en el conocimiento anterior de la 
naturaleza del experimento. En el caso más simple cuando cada resultado es 
igualmente probable de ocurrir o equiprobable.  
“Probabilidad es la razón del número de casos favorables (E) al número 
total (S) de casos” 
 
La probabilidad de ocurrencia del evento E: , donde: 
 
b) Objetiva.-  Probabilidad clásica a posteriori o empírica 
Un evento aleatorio(E) tiene la propiedad de que la frecuencia relativa(f) con 
que aparece en una sucesión muy grande de observaciones realizadas al azar 
se acerca a un valor límite estable a medida que el número de observaciones 
tiende a infinito  (n ) el valor límite de la frecuencia relativa se llama 
probabilidad del evento alea torio(P(E))   
          
  n  grande 
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Ejemplo.- El experimento aleatorio de lanzar una moneda regular o 
perfectamente balanceada y ver si sale cara o sello. En condiciones ordinarias 
nadie puede anticipar el resultado de si sale cara  o  sello,  pero  a  medida  
que  aumentan  las repeticiones (n  )  se observa que aproximadamente la 
mitad de las veces sale cara y la otra mitad sello P(cara) = ½ = P(sello), el valor 
½ = 0.5 es el valor fijo que obtiene en el límite.  
 
c)  Probabilidad subjetiva.- Existen situaciones en las que no se puede 
emplear el enfoque objetivo es decir en situaciones  donde los resultados no 
son igualmente probables y no se dispone de datos históricos. En este caso se 
debe hacer una evaluación subjetiva de la probabilidad. La persona le asigna 
una probabilidad (P) a los resultados posibles de un proceso, con base a 
su experiencia. 
 
3.3. Secuencia natural de solución en problemas de probabilidad 
El gráfico siguiente diagrama la secuencia natural en la solución de problemas 
de probabilidad. 
 
Experimento 
 
 
Experimento  Espacio    Evento (E)  Probabilidad de ocurren- 
aleatorio  muestral (e.m.)    cia del evento: 0 
P(E)1        
 
Ejemplo.-Dada una baraja estándar de 52 cartas de juego. Calcular la 
probabilidad de extraer un as o un trébol 
Solución   
Experimento: Extraer cartas de una baraja ordinaria 
Espacio muestral(S):{4ases,12tréboles,12diamantes,12espadas,12 corazone}  
Evento: E= {un as} o {un trébol}  
P(E)= P({un as } {un trébol})=P({un as})+P({un trébol})-P({un as}{un trébol}) 
         = 4/52+13/52-1/52=16/52=4/13 
 
0 1 
S  
E 
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3.4. Axiomas de probabilidad 
Con los conceptos matemáticos dados podemos establecer los postulados del 
modelo matemático de un experimento aleatorio ( o fenómeno aleatorio) que 
describe un espacio mmuestral S, la probabilidad es una función P(  ) que 
asigna a cada evento(A) un número real no negativo, denotado P(A), que se 
llama probabilidad del evento A. Dicha función de probabilidad debe satisfacer 
los tres axiomas siguientes. 
 
- P(A)  0 la probabilidad es no negativa para todo evento A 
- P(S) = 1, donde S es el evento seguro 
- P(AB) = P(A)+P(B); para todo A y B en S, AB = , excluyentes. 
 
Debe quedar en claro que las propiedades establecidas por los axiomas 
formalizan de hecho algunas de las propiedades de los valores de P(A) y P(B), 
que se interpretan como las frecuencias relativas de ocurrencia de los eventos 
A y B en un gran número n de repeticiones del fenómeno aleatorio en el que se 
han definido. Podemos extender a más eventos:   
 Si A1, A2, …, An eventos en S, son disjuntos dos a dos (o mutuamente 
excluyentes) Ai  Aj = . La probabilidad de la unión es: 
 
 La probabilidad empírica o frecuencia relativa que se basa en el número de 
veces que ocurre un evento A esto es P(A); cumple también con los tres 
axiomas ya formalizada la probabilidad como un modelo matemático de un 
experimento aleatorio:  fA=nA/nS 
 
1. f(A)0 la frecuencia relativa es no negativa para cualquier evento en S. 
 la frecuencia relativa del evento seguro es 1                
3.  
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Haciendo uso de los axiomas se deducen propiedades y teoremas importantes 
de las probabilidades. En particular por el axioma 3 podemos calcular 
probabilidades de eventos construidos mediante complementos („), uniones() 
e intersecciones() en términos de las probabilidades de dichos eventos. 
 
3.5. Algunos teoremas importantes  
T1: Probabilidad del evento imposible:    P( )= 0 
T2: Probabilidad del complemento del evento A: P(A’)=1-P(A) 
T3: Sean  dos eventos cualquiera A y B: P(AB)= P(A)+P(B)-P(AB) 
T4: Probabilidad del evento AB‟: P(AB’)=P(A)-P(AB) 
T5: Si AB entonces  P(A)P(B) 
T6: Para cualquier evento A en S se cumple 0  P(A)  1  
También usaremos las operaciones con eventos vistos en la semana 
anterior a los cuales le aplicaremos la función de probabilidad  
El T3: podemos extenderlo a más eventos 
T‟3:P(ABC)=P(A)+P(B)+P(C) -P(AB)-P(AC)-P(BC)+P(ABC) 
 
Ejemplo.-  Supongamos el experimento aleatorio de lanzar un dado perfecto 
cuyo espacio muestral es S = {1, 2, 3, 4, 5, 6}.Se definen los siguientes eventos 
a) Que el evento A sea par de puntos muestrales. 
b) Que el evento B sea impar de puntos muestrales. 
c) Que el evento C sea a lo más cinco. 
Aplicar los  teoremas mostrados y algunas definiciones o propiedades. 
Solución 
Según enunciado: A = {2,4,6};  B = {1,3,5}; C = {1,2,3,4,5} 
T1: P()=0:  S = S => P(S) = P()+P(S) = P(S) => P()=0 
T2: P(A‟) = 1-P(A): A‟ = S-A => P(A‟) = P(S-A) = P(S) – P(A)=    
T5: AC => P(A)P(C): {2,4,6}  {1,2,3,4,5} => P(A)  P(C) =>  
T3: P(AC) = P(A) + P(C) – P(AC)  
T‟3  P(ABC)=P(A)+P(B)+P(C)-P(AB)-P(AC)-P(BC)+P(ABC) 
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Axioma 2 : P(ABC) = P(S)=1;     P(AC)=P(S)=1 
T5: Cualquier evento en S su probabilidad esta entre 0 y 1. 
AS => P(A)  P(S); 0  P(A), Ax1; 0  P(A)  1 => 0  ocurre igual 
con B  S; C  S     ¡comprobar!                                                                                                                                                    
Ejemplo.- En base a experiencias pasadas, un corredor de bolsa considera 
que bajo las condiciones económicas actuales un cliente invertirá con una 
probabilidad de 0.6 en bonos libres de impuestos, en fondos mutualistas con 
una probabilidad de 0.3 y en ambos instrumentos con una probabilidad de 0.15. 
El corredor quiere determinar la probabilidad de:                                                                                                                                                                          
a) Inversión en bonos libres de impuestos o en fondos mutualistas 
b) En ninguno de los dos instrumentos 
c) En alguno de ellos 
Solución 
B: evento bonos libres  P(B) = 0.6 ;  F: evento fondo mutualista  P(F) = 0.3 
BF: en ambos instrumentos P(BF) = 0.15 
-P(BF) = P(B)+P(F)-P(BF) = 0.6 + 0.3 – 0.15 = 0.75 
-P(B‟F‟) = P(BF)‟ =  1–P(BF) = 1-0.75 = 0.25 
-P(B‟F  F‟B) = P(F) - P(BF) + P(B) - P(BF) = 0.3 - 0.15 + 0.6 - 0.15 = 
0.6    
   
Ejemplo.- Se somete a un estudiante a un examen del tipo verdadero – falso, 
el que contiene 10 preguntas; para aprobar debe responder correctamente 
ocho o mas preguntas. Si el estudiante adivina ¿cuál es la probabilidad de que 
apruebe el examen? 
Solución: 
El examen contiene 10 preguntas: ,2,1, iX i …,10 
Cada pregunta tiene éxito Ei; luego cada Ei;  
2
1
iEP  
Probabilidad total  de éxitos independientes.  
101021 2
1
,...,, EEEP  
 
Como debe responder ocho o más preguntas: 8X  
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     
101010 2
10
10
10,
2
9
10
9,
2
8
10
8




















 XPXPXP  
Probabilidad de que apruebe el examen: 
 























10
8
101010 1024
56
2
10
10
2
9
10
2
8
10
i
iXP  
 
 
4. Evaluación de la clase  
- Explicar conceptualmente que es una probabilidad -                                   
- ¿Qué es un evento?. Ejemplos                                                                                      
- Diferenciar la probabilidad clásica de la empírica.                                                
- Explicar la secuencia natural en la solución de un problema.                               
- Interpretar los axiomas de probabilidad.                                                                   
- Teoremas sobre probabilidad y describir alguna  aplicación  
 
5. Laboratorio de cómputo 
5.1.  Gráficos (P-P) y (Q-Q) plots – Cubos OLAP                                                                                                  
5.2.  Gráficos (P-P) plots 
5.3.  Gráficos (Q-Q) plots 
5.4.  Cubos OLAP 
 
SEMANA 6 
 
5.1. Gráficos(P-P) y (Q-Q) plots – Cubos OLAP 
Los gráficos P-P y Q-Q sirven para determinar si un conjunto de datos tienen 
una distribución normal. 
Los cubos OLAP se utilizan en las presentaciones de informes proporcionando 
una forma rápida y flexible de crear, distribuir y manipular información para 
tomar decisiones. Los cubos OLAP es un procedimiento que crea una tabla con 
varias capas que contienen totales, medias, varianzas, rango y otros 
estadísticos.   
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5.2. Gráficos (P-P) Plots 
Crea un gráfico de las proporciones acumuladas de una variable respecto a la 
de una distribución cualquiera de prueba; proporciona dos gráficos: 
1.- Presenta los valores de la función acumulativa esperada bajo el supuesto 
de   normalidad (por defecto) de los datos observados. 
2.- Se presentan los residuos para ver si tienen una determinada ley de 
distribución. 
Si la variable seleccionada coincide con la distribución de prueba, los puntos se  
centran alrededor de una línea recta. Existen diferentes distribuciones de 
prueba: uniforme, exponencial, logarítmica, normal, t-de student, Pareto, etc. 
En nuestro caso la variable venta de abarrotes (abarrotes) podemos decir que 
tiene una distribución normal. 
Para crear un gráfico de P-P procedemos del siguiente modo: 
Analizar/Estadísticos descriptivos/Gráficos P-P, hacemos click en el botón 
y aparece el cuadro de dialogo Graficar P-P trasladamos a Ventana la variable 
de nuestro interés en este caso venta de abarrotes (abarrote)/Aceptar. Ver fig.  
 
Visor de resultados     
Se observa que las frecuencias acumuladas están alrededor de la línea recta 
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Se observa que los residuos no tienen una ley de formación 
 
 
5.3. Gráficos (Q-Q) Plots 
Crea un gráfico con los cuantiles de distribución de una variable con relación a 
los cuantiles de una distribución cualquiera de prueba. Luego por cada variable 
especificada se proporciona dos graficos: 
1.- Se presenta los valores de los cuantiles esperados bajo el supuesto de 
distribución normal (por defecto) de media cero y varianza uno frente a los 
observados. 
2.-Los residuos para ver si tiene una determinada ley de formación o si coincide 
con una distribución dada. 
Las distribuciones de prueba son las mismas mencionadas en P-P plots 
El proceso de obtención de las gráficas Q-Q plots son similares que P-Pplots 
 Analizar/Estadísticos descriptivos/Gráficos Q-Q, hacemos click en el botón 
y aparece el cuadro de dialogo Graficar Q-Q trasladamos a Ventana la 
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variable de nuestro interés en este caso venta de abarrotes (abarrote)/Aceptar. 
Visor de resultados  
 
Los puntos siguen na línea recta y residuos sin tendencia de seguir alguna dist. 
 
 
5.4. Cubos OLAP (procedimiento analítico interactivo) 
Crea una tabla con varias capas (variables de control) que contienen totales , 
medias, varianzas, rango  y otros  estadístico univariados para variables 
resumen continuas según una o más variables categóricas de agrupación. En 
la tabla se creará una nueva capa para cada categoría de cada variable 
agrupación. Proceso: Analizar/Informes/Cubos OLAP.  
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Hacemos click en Cubos OLAP aparecen las ventanas:Variable resumen 
trasladamos las variables continuas: aseo, verduras abarrotes y bebidas a 
dicha ventana;en seguida trasladamos la variable categorica intruccion que 
deseamos analizar a la ventana: Variable de agrupacion seguidamente 
hacemos click en Estadisticos,aparece la ventana Cubos OLAP:Estadisticos 
trasladamos a la ventana Estadisticos de casilla los estadisticos que 
deseamos estudiar/Continuar/Aceptar.  
 
 
 
 
Visor de resultados 
 
Se observa el procesamiento de los casos a estudiar mediante mediante los 
estadísticos de nuestro interés   
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En la misma tabla se puede analizar el comportamiento del grado de 
instrucción de acuerdo con sus grupos: No tiene grado de instrucción, grado de 
instrucción primaria, grado de instrucción secundaria y grado de instrucción 
superior. Luego haga doble click en Grado de instrucción :Total 
 
 
 
A continuación se puede seleccionar de la lista desplegable uno de los grupos 
por ejemplo instrucción de grado superior observándose el resultado en la tabla 
siguiente. Podemos analizar, grado de instrucción superior vs. aseo, verduras,.. 
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6. Tarea domiciliaria 
1.- a) Indicar el tipo de probabilidad (clásica a priori, clásica empírica, o una 
subjetiva) se aplicaría a cada uno de los siguientes eventos: 
i.- El lanzamiento de un dado no cargado pinte  5 
ii.- El  uso de tablas de contingencia   
iii.- El tren de Villa María  al centro de Lima llegue 5 minutos tarde 
iv.- El Universitario de Deportes gane al Alianza Lima 
b) Dar dos ejemplos de: probabilidad clásica a priori , probabilidad clásica 
empírica , probabilidad subjetiva. 
c) Una muestra de 30 gerentes de la industria de polietileno se eligió para 
someter a prueba un cuestionario. Una pregunta relacionada con cuestiones 
ambientales requería un sí o un no. 
i.- Indicar el tipo de experimento y defina un posible evento. 
ii.- De los 30 gerentes 12 respondieron que no. Basándose en estas 
respuestas de la muestra. ¿Cuál es la probabilidad de que un gerente 
responda que no?. 
iii.- ¿Qué tipo de probabilidad se aplica en ii? 
iv.- ¿Los posibles resultados tienen la misma probabilidad y son mutuamente 
excluyentes?  
2.- a) Dado un evento en el que: P(A)=1/2,  P(B)=1/2 y P(AB)= 2/3, Calcular:  
     P( )  ,  P( )  ,  P(AB)  ,  P(  )  ,  P(  )  ,  P(A )  ,  P( B),  P( B)  
3.- a) En una Escuela de Negocios se graduaron 100 estudiantes 54 se 
especializaron en Administración,  69 en Negocios y 35 en ambas 
especialidades. Si se selecciona aleatoriamente uno de estos estudiantes, 
encuentre la probabilidad de que: 
i) se haya dedicado a Administración o Negocios 
ii) no hay cursado ninguna de estas materias. 
iii) haya estudiado Administración pero no Negocios 
iv) en ninguna de estas dos especialidades 
 
4.- a) Las probabilidades de que una compañía de grúas responda a: 0, 1, 2, 3, 
4, 5, 6, o menos de 7 llamadas de urgencia de conductores durante una 
tormenta son 0.03, 0.10, 0.17, 0.25, 0.19, 0.13, 0,09 y 0.04. ¿Cuáles son las 
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probabilidades que durante una tormenta una compañía de grúas responda a:                 
i.- a lo más 5 llamadas, 
ii.- menos de 3 llamadas, 
iii.- de 2 a 4 llamadas 
b) La probabilidad de que una industria estadounidense se instale en Perú es 
de 0.7; de que se localice en Colombia, de 0.4 y de que se encuentre ya sea en 
Colombia o en Perú o en ambas, de 0.8. ¿Cuál es la probabilidad de la 
industria se localice: 
i.- en ambas cuidades? 
ii.- en ninguna de ellas? 
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Semana  7 
Tema: Probabilidad sobre eventos–Teorema de la probabilidad total y 
Teorema de Bayes 
 
1. Contenido a desarrollar 
Probabilidad condicional -Probabilidad: producto de eventos, independencia de 
eventos – Probabilidad total y Teorema de Bayes. 
 
2. Conocimientos previos (10 min) 
Se presentará un  repaso  de los temas tratados en la clase de la semana 
pasada y se harán preguntas orales de los mismos, para que los estudiantes 
recuerden los conocimientos adquiridos y los puedan utilizar en 
correspondiente a esta semana. 
 
3.  Desarrollo del contenido programado (90 min) 
3.1 Probabilidad condicional  
3.2 Probabilidad de un producto de eventos  
3.3 Probabilidad de eventos independientes  
3.4 Teorema de la probabilidad total  
3.5 Teorema de Bayes y aplicaciones 
 
Objetivo general 
 Las aplicaciones se solucionan apropiadamente basados en la teoría básica 
de probabilidad En esta parte la probabilidad busca que relacionar las 
probabilidades: condicional de un evento respecto de otro, de un producto de 
eventos, independencia de eventos. Así mismo la probabilidad total con el 
teorema de Bayes que resulta ser una regla de decisión 
Objetivos específicos 
- Que el estudiante diferencie cada una de las definiciones y teoremas dados 
- Saber cuándo una probabilidad es condicional y cuando independiente 
-Condiciones que se establecen a la probabilidad de un producto de eventos  
  para que sea cero; para que sea un producto de probabilidades. 
- Condiciones a tener en cuenta para  aplicar la probabilidad total 
 
 
-Recurrir al diagrama del árbol para usar el teorema de Bayes 
-Hacer uso del teorema de Bayes para tomar una decisión 
 
4. Evaluación en clase (10 min.) 
En esta sección se realizará preguntas orales de los temas tratados, para 
poder comprobar, que efectivamente ha comprendido los conocimientos 
conceptuales y procedimentales en clase teórica. 
 
5. Laboratorio de cómputo(90 min) 
Los estudiantes en el Laboratorio de Cómputo pondrán en marcha la aplicación 
de la herramienta estadística SPSS. Haciendo uso del módulo de aprendizaje 
correspondiente a esta clase, implementarán las actividades académicas 
programadas en el módulo de aprendizaje antes mencionado, correspondiente 
a la semana 7. 
 
6. Tarea domiciliaria  
Al estudiante se le presenta las actividades que deberán realizar en sus horas 
libres en su domicilio y dichas tareas presentaran al inicio de la semana 
siguiente de clase. 
 
 
 
1 
 
Actividades de la semana  
2. Conocimientos previos  
¿Qué es un experimento aleatorio? – Explicar cómo solucionar un problema en 
probabilidades – Enunciar los tres axiomas de probabilidad – Enunciar alguno 
de los teoremas de probabilidad. - Explicar cómo aplicar la probabilidad de la 
unión de eventos. Explicar qué son eventos exhaustivos. 
 
3.  Desarrollo del contenido programado 
 
3.1 Probabilidad condicional 
Todo lo cubierto considera eventos referidos al espacio muestral S. 
Consideremos el evento A en S lo podemos simbolizar (A/S) indica que “ocurre 
el evento A dado que ocurrió el evento S” su probabilidad de ocurrencia es 
 
Usemos como referencia un evento B. La probabilidad  que ocurra el evento A 
dado que ocurrió B se llama probabilidad condicional del evento A. Se 
simboliza por P(A/B) y se calcula mediante.  
Si  
Si  
Notación: / indica “dado que” 
La probabilidad condicional induce a calcular nueva tipos de probabilidad según 
se tenga cierta información de eventos que la involucran.  
Ejemplo.-La probabilidad de que una compañía emplee una nueva estrategia 
de mercado es de 0.54; la probabilidad de que la nueva estrategia de mercado 
sea adoptada y que la venta crezcan a los niveles proyectados es de 0.39. 
¿Cuál es la probabilidad de que si la nueva compañía emplea la nueva 
estrategia de ventas, las ventas crezcan a los niveles proyectados? 
Solución.- 
- A: e. de que las ventas crezcan. 
- B: e. de que se emplee nueva estrategia: P(B)=0.54 
- (AB = BA), AB: e. conjunto a venta crezcan y emplee nueva estrategia 
P(AB) = 0.39 
Las ventas crezcan/nueva estrategia:  
AB 
A 
B 
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A/B; P(A/B)  
3.2 Probabilidad de un producto de eventos 
Una nueva forma de determinar la probabilidad de un evento conjunto o 
producto de eventos, es cuando no hay datos originales por experimentación, 
recurriéndose a la probabilidad condicional:     
                  
  
Ejmplo.-Entre las 90 cartas entregadas a una oficina, 50 están dirigidas al 
departamento de Contabilidad y 40 al de Mercadotecnia. Si dos de estas cartas 
se entregan a la oficina del gerente por error, y la selección es aleatoria. 
Responder: 
a) ¿Cuál es la probabilidad de que ambas debían entregarse al 
departamento de Contabilidad? 
b) ¿Cuál es la probabilidad de que ambas debían entregarse al 
departamento de Mercadotecnia? 
c) ¿Cuál es la probabilidad de que una debía entregarse al departamento 
de Contabilidad y la otra a Mercadotecnia?. Experimento sin reposición. 
Solución.- 
A: e. cartas dirigidas al departamento de Contabilidad: A1, A2 
B: e. cartas dirigidas al departamento de Mercadotecnia: B1, B2 
n(S) = 90, n(A) = 50, n(B) = 40; P(A1) = 50/90 entrega  la 1ra carta, P(A2/A1) 
= 49/89  entrega la  2da carta. 
a) P(A1A2) = P(A1) P(A2/A1) =  
P(B1) = 40/90, entrega la 1ra. carta; P(B2/B1) = 39/89 entrega la 2
da carta. 
b) P(B1B2) = P(B1) P(B2/B1) = , se entrega una de 
ellas y la otra no: A1 y A‟2  o  B1y B‟2 
c) P(A1A‟2B1B‟2) = P(A1A‟2)+P(B1B‟2)-P() 
                               = P(A1-A1A2)+P(B1-B1B2) 
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3.3 Probabilidad de eventos independientes 
Muy a menudo usamos cotidianamente el concepto de independencia, por 
ejemplo la computadora: está funcionando y el trabajo se procesará de 
inmediato; en una línea de producción: la elección de artículo buenos y 
defectuosos; una noche de: luna llena y comer una hamburguesa; obtener: un 
as y un rey, en ese orden al extraer dos cartas con reemplazo, de una baraja. 
 Definiciones: 
a)  A y B son  eventos independientes en S si y solo si P(AB)=P(A)P(B)                                                             
b)  Usando la probabilidad condicional:                                                                                                                                                
P(A/B)=P(A) si y solo si P(AB)=P(A)P(B) siempre que P(B)>0  o  también  
P(B/A)=P(B) si y solo si  P(AB)=P(A)P(B) siempre que P(A)> 0                                                                                           
c)  Si consideramos n eventos independientes A1 , A2,……… An en S                                           
P(A1A2 ……An)=P(A1)P(A2)………P(An) 
Ejemplo.-Un instituto está considerando la introducción de dos nuevos cursos, 
uno de informática y otro de arte por la demanda que podría tener en la 
localidad donde se sitúa. El director cree que la posibilidad de éxito es de casi 
60% para el primero y 75% para el segundo. ¿Cuál es la probabilidad de que 
ambos cursos tengan éxito? 
Solución.-  
Sean los eventos:  A: curso de informática P(A) = 0.60 
                    B: curso de arte P(B) = 0.75 
Eventos independientes: P(A  B) = P(A) P(B) = 0.60 x 0.75 = 0.45  
Ejemplo.- Una pequeña cuidad tiene dos carros de bomberos que operan 
independientemente. La probabilidad de que un vehículo específico esté 
disponible cuando se necesite es de 0.96. ¿Cuál es la probabilidad de que:               
a) ninguno esté disponible en caso necesario. b) al menos uno  lo esté cuando 
se le necesite. 
Solución  
Sean los eventos: A: e. carro disponible, P(A)=0.96  A‟: e. carro no disponible, 
P(A‟)=0.04;B: carro disponible, P(B)=0.96; B‟:  carro no disponible, P(B‟)=0.04 
a) P(A‟B‟)=P(A‟)P(B‟)=0.04x0.04=0.0016 
b) son las combinaciones posibles: A‟B, AB‟, AB. La probabilidad de la 
unión de estas combinaciones:  
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P(A‟B AB‟ AB)=P(A‟B)+P( AB‟)+P( AB)=2x0.0384+0.9216=0.9984        
3.4 Teorema de la probabilidad total 
En muchas ocasiones es necesario considerar que un evento común ocurra 
con otros eventos. Por ejemplo cuando en un proceso común de producción 
de artículos se usan varias máquinas, es necesario detectar los artículos 
defectuosos que producen cada una de ellas; a las compañías de seguros no 
solo les interesa la magnitud del daño en accidentes automovilísticos, sino 
también, la ciudad donde se produjo, la edad y sexo del conductor; etc. Para 
formalizar lo anterior recurrimos a la probabilidad condicional y al producto de 
dos eventos, para calcular un solo evento A usamos el teorema de la 
probabilidad total. 
Sean los eventos B1, B2, …, Bk exhaustivos (B1  B2  …  Bk = S) y 
mutuamente excluyente (Bi  Bj = , i  j) en el espacio muestral S tal que 
P(Bi) > 0, i = 1,2,.,k; entonces para cualquier evento A en S, se tiene que: 
                                                               
 
 
Ejemplo 1.- Durante la época de exámenes en cierta escuela 25% de los 
profesores advierten a sus alumnos por escrito que no está permitido 
levantarse a hacer preguntas durante la prueba; en tanto que 75% de los 
profesores no hacen tal aclaración. A presar de eso durante los exámenes 
ocurre que con los profesores que sí hicieron la advertencia, 20% de los 
alumnos se levanta a hacer preguntas, mientras que para aquellos profesores 
que no establecen la advertencia, la cifra correspondiente es de 70%. Si 
durante el examen a cargo del profesor X, de pronto irrumpe un inspector al 
salón y observa que un alumno se ha levantado para hacer una pregunta al 
profesor, ¿cuál es la probabilidad de que éste no les haya hecho la advertencia 
de que está prohibido levantarse a preguntar durante la prueba? 
Solución.- 
Sean los eventos: 
A: e. el profesor advierte no levantarse: P(A) = 0.25 
N: e. el profesor no advierte levantarse: P(N) = 0.75 
L: e. común de que el estudiante se levante a preguntar al profesor. 
P(Bi) B1 B2 Bi Bk 
P(A/Bi) 
…                   … 
A 
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L/A: e. el estudiante se levante, habiendo sido advertido. P(L/A) = 0.20 
L/A: e.  estudiante se levante no habiendo sido advertido. P(L/N) = 0.70 
Tenemos L, un evento en común a los eventos A y N. aplicamos el 
teorema de la probabilidad total: 
    L =  (A  L)  (N  L) 
P(L) = P(AB) + P(N  L) 
 = P(A) P(L/A) + P(N) P(L/N) 
 = 0.25 x 0.20 + 0.75 x 0.70=0.575 
No podemos contestar la pregunta: ¿Cuál es la probabilidad de que éste 
no les haya hecho la advertencia de que está prohibido levantarse a 
preguntar durante la prueba? Esta se traduce al cálculo de la probabilidad 
condicional: P(N/L). Significa: No se hizo la advertencia dado que se 
levanta a preguntar un estudiante. La solución es usar el teorema de Bayes    
Ejemplo2.-Un profesor de estadística de una universidad imparte clases a un 
grupo de 36 alumnos que consta de 10 estudiantes de contabilidad; 14 de 
administración; 9 de tecnología de alimentos, y 3 de mercadotecnia. Por 
experiencia sabe que la probabilidad de que un estudiante de contabilidad 
copia las soluciones de las tareas a un compañero en lugar de resolverla él 
mismo es de 0.9; y para los estudiantes de administración, tecnología de 
alimentos y mercadotecnia, las cifras correspondientes son de 0.7, 0.4 y 0.8, 
respectivamente. Si al calificar una tarea de uno de sus alumnos descubre que 
las soluciones han sido  copiadas de otra tarea.¿Cuál es la probabilidad de que 
se trata de un alumno de contabilidad 
Solución.- 
Sean los eventos:  
C: e. estudiante de contabilidad 
A: e. estudiante de administración  
             
P(C) 
P(Co/C)  P(C)P(Co/C) 
P(L/A) 
P(A) 
P(T) 
P(M) 
P(Co/A)  P(A)P(Co/A) 
P(L/A) 
P(Co/T)  P(T)P(Co/T) 
P(L/A) 
P(Co/M)  P(M)P(Co/M) 
P(L/A) 
0.25 
0.75 
0. 20 
0. 70 
P(A) 
P(N) 
P(L/A)  P(A) P(L/A) 
P(L/N)  P(N) P(L/N) 
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T: e. estudiante de tecnología de alimentos      
M: e. estudiante de mercadotecnia 
n(S) = 36, n(C) = 10, n(A)=14, n(T)=9, n(M)=3 
P(C)=10/36, P(A)=14/36, P(T)=9/36, P(M)=3/36 
Co: evento común de que el estudiante haya copiado en cualquiera de las 
especialidades. 
Definimos los eventos y probabilidad condicional 
Co/C: e. de que el estudiante copie dado que es de contabilidad. 
Co/A: e. de que el estudiante copie dado que es de administración. 
Co/T: e. de que el estudiante copie dado que es de tecnología. 
Co/M: e. de que el estudiante copie dado que es de mercadotecnia. 
P(Co/C)=0.9, P(Co/A)=0.7, P(Co/T)=0.4, P(Co/M)=0.8 
Usamos el teorema de probabilidad total para el cálculo de P(Co)  
Co = C  Co  A  Co  T  Co  M  Co 
P(Co) = P(C  Co) + P(A  Co) + P(T  Co) + P(M  Co) 
          = P(C) P(Co/C) + P(A) P(Co/A) + P(T) P(Co/T) + P(M) P(Co/M) 
 
No podemos contestar la pregunta: Si hay evidencia de copia ¿Cuál es la 
probabilidad de que se trate de un alumno de contabilidad? Se traduce al 
cálculo de la probabilidad condicional: P(C/Co). Significa, el estudiante de 
contabilidad copió dado que la copia es de alguna de las especialidades. Las 
probabilidades condicionales P(N/L) y P(C/Co) podrán ser contestadas por uso 
del teorema de Bayes       
3.5 Teorema de Bayes y aplicaciones 
La probabilidad a priori de un evento, se le asigna antes de que se tenga 
conocimiento de que ocurra. La probabilidad total se relaciona con dicha 
probabilidad. 
La probabilidad a posteriori o probabilidad de las causas es la que consiste 
en determinar un efecto en particular debido a una causa específica. El 
procedimiento para revisar estas probabilidades se conoce con el nombre de 
Teorema de Bayes, aporte del reverendo Thomas Bayes (1702-1761). Es una 
fórmula sencilla que permite calcular las posibilidades de las causas dados los 
efectos, es decir la probabilidad posteriori. Es de gran utilidad práctica para 
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deslindar responsabilidades, relacionándose con la toma de decisiones en 
estadística. A continuación se enuncia el Teorema de Bayes: 
“Si los eventos B1, B2, …, Bk constituyen una partición del espacio 
muestral S y P(Bi) > 0, para i = 1, 2, …, k, entonces para un evento A  
cualquiera en S tal que P(A) > 0”. 
                                                             
   
 
       
Analizando la fórmula.- Si a los eventos Bi se les llama “causas”, entonces la 
fórmula de Bayes puede considerarse como una fórmula de que el evento A, ha 
ocurrido, sea resultado de la causa Bi. De esta manera se ha interpretado como 
la fórmula de la probabilidad de causas o a priori. 
Apliquemos el teorema a los ejemplos citados.  
Ejemplos.- 
 Del primer ejemplo dado en probabilidad total: 
 
  
También podríamos contestar la siguiente pregunta ¿Cuáles la probabilidad 
de que éste le haya hecho la advertencia que está prohibido levantarse 
durante la prueba? 
 
 
 Del segundo ejemplo de probabilidad total: 
 
 
Similarmente se pueden calcular las otras probabilidades de causa. 
                                
  
P(Bi) 
B1 B2 Bi Bk 
P(Bi/A) 
…                   … 
A 
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Analizando los resultados el estudiante de Administración es el estudiante 
que más altamente probable copie y el menos probable es el estudiante de 
Mercadotecnia  El ejemplo dado se puede estructurar en una tabla. 
Eventos   Prob. a Priori    Prob. cond.           Prob. conjunta           Prob. a 
posteriori(Bayes)                                                                         
                             P(Bi)           P(Co/Bi)                    P(CoBi)                          P(Bi/Co)                                   
B1=C                    10/36            0.9                          0.2500                             0.3629                               
B2=A                     14/36           0.7                          0.2722                             0.3951                                      
B3=T                       9/36            0.4                          0.1000                             0.1452                                 
B4=M                     3/36             0.8                          0.0667                             0.0968                             
   Total                                                                           0.6889                              
1.0000   
 
4. Evaluación en clase  
- Explicar cuál es la diferencia entre la P(A/S) y P(A/B); S e. m. 
- Cómo explica la probabilidad de eventos independientes. 
- La probabilidad condicional se usa en la probabilidad total? 
- ¿Los eventos considerados en la probabilidad total son disjuntos y 
exhaustivos?. ¿El teorema de Bayes es una regla de decisión? 
- ¿Por qué el Teorema de Bayes es la probabilidad de las causas? 
 
5. Laboratorio de cómputo 
5.1  Tablas personalizadas  y Tablas de respuesta multiple 
5.2  Tablas personalizadas 
5.3  Tablas de respuesta múltiple 
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5.1. Tablas personalizada y Tablas de respuesta múltiple  
 
5.2. Tabla personalizada 
En este tipo de tablas estableceremos criterios generales sobre su estructura 
que se tendrán en cuenta en la construcción de cuadros. Se estudiaran 
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diferentes tipos de cuadros de acuerdo a nuestras necesidades, según los 
datos disponibles 
 
 
 
Al realizar un análisis con el uso de este tipo de Tablas (Tablas personalizadas 
,Tablas de respuesta) se deben seguir los cuadros de diálogo que se van 
generando. Analizar/Tablas/Tablas personalizadas (Normal, Compacta y 
Capas) hacemos click en el botón Tabla, mostrando el cuadro de dialogo: 
 
 
 
Obtenido el cuadro arrastramos  las variables a la derecha: en fila elegimos la 
variable instrucción y en  columna edad obteniéndose el siguiente  cuadro de 
dialogo. Tablas personalizadas/Tabla/Normal (muestra  filas y columnas). 
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Hacemos click en Aceptar. Obtenemos el:  
Visor de resultados 
 
 
Si deseamos seguir analizando, pulsamos el botón Categorías y totales en 
cuadro de dialogo anterior, obtendríamos el siguiente cuadro de dialogo en el 
cual se puede excluir adolescente de las categorías de edad que aparece en 
Etiqueta  se traslada haciendo click en botón flecha a la ventana Excluir. 
  
 
 
Enseguida Aplicar/Aceptar. 
Visor de resultados 
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Elaboramos los cuadros según el informe o reporte solicitado.  
 
5.3. Tablas de respuesta multiple 
Procedimiento: Analizar/Tablas personalizadas/Tabla; se hace click en Capas 
(Layers) aparece el primer cuadro de dialogo en el cual de  la ventana 
Variables se arrastra las variables a analizar. El segundo cuadro de dialogo se 
obtiene usando las variables:  instrucción a Filas, edad a Columnas y estado 
civil a Capas. 
 
 
 
Finalmente Aceptar. 
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Visor de resultados 
Haciendo uso de la primera tabla se puede analizar los subgrupos o categorías  
de la variable  Estado civil (soltero,  casado , divorciado, o vuido; solo hacer 
doble click en Estado civil: Soltero, como se muestra en la segunda tabla. 
 
 
 
6. Tarea domiciliaria  
1.- Una escuela de negocios  del estado desea saber la habilidad de sus 
estudiantes en asuntos de finanzas  y matemática. Para lo cual elige una 
muestra aleatoria de 200 estudiantes y se les pregunta su habilidad  en 
matemática y su interés  por las finanzas si es bajo, medio o alto. Los 
resultados de la encuesta se clasifica en la siguiente tabla 
.                                                          Habilidad en matemática 
Interés en Finanzas       Bajo              Medio             Alto                Totales 
            Bajo                     55                  30                  15                  100 
             Medio                  25                  20                 15                    60 
             Alto                      10                  10                 20                    40 
         Totales                    90                   60                 50                   200 
a) Dar un ejemplo de evento simple y uno conjunto. 
b) ¿Por qué “alto interés en finanzas” y “alto interés en matemática” es un 
evento conjunto?  
Se elige aleatoriamente a un estudiante, ¿Cuál es la probabilidad de que tenga: 
i.- alta habilidad en finanzas?, un interés medio en matemática? 
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ii.- una alta habilidad en matemática y un interés medio en finanzas? 
iii.- un interés medio en matemática o baja habilidad en finanzas? 
iv.-  tenga una baja habilidad en matemática o una habilidad media en 
matemática o una alta habilidad en matemática?.¿Son eventos mutuamente 
excluyentes?.¿Son eventos exhaustivos?. En ambos casos explique. 
2.- Un investigador de una clínica de especialistas ha descubierto que durante 
un período de varios años, el 20% de pacientes que llegaron  la clínica habían 
tenido cierta enfermedad D1, el 30% una  enfermedad D2 y el 50% una  D3 .El 
investigador también ha descubierto que un conjunto de síntomas S de fácil 
reconocimiento y se encontraba en el 25% de los pacientes que tenían la 
enfermedad D1, en 60% D2 y el 80% D3. El investigador usa esta información 
para hacer un diagnóstico sobre los síntomas S elige al azar una persona. 
¿Cuál es la probabilidad de que esta persona tenga la enfermedad D1? D2? D3? 
          
 
 
Semana 8  
Tema: variable aleatoria: discreta y continua 
Variable aleatoria 
Proceso aleatorio natural en la solución de un problema  
Variable aleatoria discreta 
Variable aleatoria continua  
Distribución uniforme  discreta y continua 
Laboratorio de cómputo  
Distribuciones discretas 
 
 
3.1. ................................................................................................ Variable aleatoria 1 
3.2. ...................................... Proceso aleatorio natural en la solución de problemas 1 
3.3. ...................................................................... Variable aleatoria discreta (VAD). 2 
3.4. ................................................................................. Variable aleatoria continua 7 
5. ......................................................................................... Laboratorio de computo 9 
5.1. ............................................................ Distribuciones discretas de probabilidad 10 
5.2. .......................................................................................... Distribución uniforme 10 
5.3. ..................................................................................... Distribución de Bernoulli 11 
5.4. .......................................................................................... Distribución binomial 12 
5.5. ...................................................................................... Distribución de Poisson 15 
6. ................................................................................ Tarea domiciliaria (semana8) 18 
 
 
 
                             Semana  8 
Tema: variable aleatoria: discreta y continua 
1. Contenido a desarrollar 
Variable aleatoria – Proceso en la solución de problema – Tipos de variable 
aleatoria – Esperanza y varianza de una variable aleatoria discreta – 
Distribución uniforme discreta y  continua. 
 
2. Conocimientos previos (10 min.) 
Se presentará un  repaso  de los temas tratados en la clase de la semana 
pasada y se harán preguntas orales de los mismos, para que los estudiantes 
recuerden los conocimientos adquiridos y los puedan utilizar en la  
correspondiente a esta semana. 
 
3. Desarrollo del contenido programado (90 min) 
3.1  Variable aleatoria 
3.2  Proceso aleatorio natural en la solución de un problema  
3.3  Variable aleatoria discreta  
3.4   Variable aleatoria continua 
3.5   Distribución uniforme  discreta y continua  
Objetivo general 
Explicar como del conocimiento de variable aleatoria es posible construir 
distribuciones de probabilidad discretas y continuas; esto según sea el tipo de 
experimento aleatorio. Definidas las distribuciones de probabilidad se pueden 
calcular sus respectivas medias, varianzas y desviación estandar; que usadas 
conjuntamente solucionan multiples problemas de estadística. 
Objetivos específicos 
- Explicar como un experimento aleatorio genera una variable aleatoria de  
interés cuyos valores hacen posible calcular una probabilidad 
-Establecer la diferencia de probabilidad entre caso discreto y continuo cuando 
se calcula la media, varianza y la distribución acumulada  
- Elaborar gráficos para conceptualizar la función de probabilidad y distribución 
acumulada 
- Analizar y diferenciar las propiedades de las variables aleatorias: discretas y 
continuas. 
4. Evaluación de la clase (10 min.) 
 
 
En esta sección se realizará preguntas orales de los temas tratados, para 
poder comprobar, que efectivamente ha comprendido los conocimientos 
conceptuales y procedimentales en clase teórica. 
 
5. Laboratorio de cómputo (90 min.) 
Los estudiantes en el Laboratorio de Cómputo pondrán en marcha la aplicación 
de la herramienta estadística SPSS. Haciendo uso del módulo de aprendizaje 
correspondiente a esta clase, implementarán las actividades académicas 
programadas en el módulo de aprendizaje antes mencionado, correspondiente 
a la semana 8. 
 
6. Tarea domiciliaria  
Al estudiante se le presenta las actividades que deberán realizar en sus horas 
libres en su domicilio y dichas tareas presentaran al inicio de la semana 
siguiente de clase. 
 
 
1 
Actividades de la semana  
7. Conocimientos previos  
Conceptos sobre sumatoria, función y cálculo integral básico, variables reales 
cuando es discreta o continua – Probabilidad de un evento discreto o continuo.  
 
8. Desarrollo del contenido programado  
8.1. Variable aleatoria 
 
La variable aleatoria X es una función que asocia un número real a cada 
elemento del espacio muestral, es decir tiene por dominio (DomX) al espacio 
muestral y por rango un subconjunto de los números reales (RX  R). La 
variable aleatoria puede ser discreta (VAD) generando funciones de 
probabilidad p(x) o  variable aleatoria continua(VAC) que genera funciones de 
densidad de probabilidad f(x) ambas tienen propiedades que satisfacer. 
Además se puede calcular la media (), varianza (2), desviación estándar o 
típica ( ), su respectiva función de distribución acumulada F(x), los 
cuales son elementos fundamentales en la inferencia estadística 
 
8.2. Proceso aleatorio natural en la solución de problemas 
 
  
 
Definiciones  
-Experimento aleatorio (exp. alea.). No se puede predecir el resultado 
consiste en: lanzar monedas, dados, extracción de cartas, en educación 
rendimiento de estudiantes, control de calidad, tiempo de vida de un artefacto  
Experiment
o aleatorio 
 w 
Espacio muestral 
S 
R 
Función variable  
aleatoria X 
  
0                              
1   
  
Dominio de X: 
Dom X 
Rango de X: 
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-Espacio muestral (e.m.). Son todos los elementos o eventos elementales {wi} 
i = 1, 2,…, n relacionados con el experimento aleatorio que constituyen la 
población finita o infinita. Pueden discretos o continuos según sea el 
experimento. 
-Función de variable aleatoria X. Tiene por Dominio el espacio muestral (Dom 
X) y Rango Rx subconjunto de los números reales   (Rx  ), el cual es imagen 
o resultados de la variable aleatoria  X: X(w) = x. 
-Función de probabilidad P. Función que se aplica a todos los elementos del 
rango de X: P(x) = P(X(w) = x) ó P(X=x) = P(X)  [0,1]. 
 
8.3. Variable aleatoria discreta (VAD). 
 
 Aquella que toma valores enteros en su rango Rx, contenido en los números 
reales, por ejemplo número de “caras” en seis lanzamientos de una moneda, 
número de accidentes de tránsito, número de estudiantes en un aula. 
  
 Propiedades de la  variable aleatoria  discreta(VAD) 
Condiciones debe satisfacer la  función de probabilidad P(x) 
1.-    P(x) 0          2.-              3.-       P(X = x) = p(x)  [0,1] 
Distribución de probabilidad acumulada: F(x)=P(Xx)=              
F(x): decreciente F( =0; creciente F(+ )= 1; Si a < b     F(a)< F(b)  
 
Ejemplo.-Supongamos que elegimos al azar calificaciones de 40 estudiantes 
de un determinado curso y los clasificamos en 5 intervalos de clase en una 
tabla de distribución de frecuencias. Analizar y graficar los elementos de la 
) 
 
-        -4        -3        -2        -1         0        1        2        3       4       + 
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tabla que se presenta bajo el modelo de variables aleatorias. Así mismo usar y 
verificar las definiciones 
Solución 
Experimento aleatorio: calificaciones de estudiantes. 
Espacio muestral: Son las 40 calificaciones notado por {wi} i = 1,2,… 40 
Variable aleatoria X: son las calificaciones notado por Xi: X(wi) = xi 
Probabilidad de ocurrencia de P(X(wi) = xi)=P(X=xi)  [0,1] 
Tabla de distribución de frecuencias: Utilizando este tipo de  tabla podemos  
determinar la distribución de probabilidad acumulada. 
Ii Xi ni fi = P(X = xi) Fi = F(xi) = P(X  Xi) 
[0,4> 
[4,8> 
[8,12> 
[12,16> 
[16,20] 
2 
6 
10 
14 
18 
2 
8 
15 
12 
3 
2/40 = 0.05 
8/40 = 0.20 
15/40 = 0.375 
12/40 = 0.30 
3/40 = 0.075 
2/40 = 0.05 
10/40 = 0.25 
25/40 = 0.625 
37/40 = 0.925 
40/40 = 1 
 
 
 
fi = 40 fi = 1 
 
 
Tabla de distribución de probabilidad 
       X(wi) = Xi 2 6 10 14 18 
P(Xi) = P(X=xi) 2/40 8/40 15/40 12/40 3/40 
 
A continuación, la distribución de probabilidad 
 
 
Gráfico 1. Distribución de probabilidad. En el caso discreto es un 
conjunto de “bastoncitos” la distribución de probabilidades 
Tabla de distribución de probabilidad acumulada 
X(wi) = Xi 2 6 10 14 18 
F(Xi) = P(Xxi) 2/40 10/40 25/40 37/40 40/40 =1 
 
0             2            6              10              14              18               
 
2/40 
8/40 
15/40 
12/40 
3/40 
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Gráfico 2. Distribución de probabilidad acumulada. La probabilidad es 
un conjunto de “peldaños” que definen una “escalera”, por la acumulación 
de la probabilidad. El punto incluido se representa por  y el punto excluido 
se representa por . 
 
Media, Varianza y desviación estándar de  una distribución de 
probabilidad discreta. 
Media.- Se tiende a ubicarse en la parte central de la distribución de 
probabilidad, también se le conoce con el nombre de valor esperado; es el 
promedio ponderado de posibles valores de una variable aleatoria que se 
ponderan con sus correspondientes probabilidades de ocurrencia. 
       =E(X) = xiP(xi) = x1P(x1) + x2P(x2) + ... +xnP(xn) 
      p(x1) + p(x2) + … + p(xn) = 1 (exhaustiva) 
E: es un operador que solamente se aplica a variables aleatorias 
 
Observación.- =E(X) no es una probabilidad, es un número real positivo o 
negativo; por ejemplo en apuestas si ganamos, si tenemos utilidades, es 
positivo si perdemos, si tenemos déficit  es negativo, La media  está referida a 
la población sea esta finita o infinita y no a una muestra.  
 
Varianza y desviación estándar.-  
0             2            6           10           14           18               
 
2/40 
  10/40 
  37/40 
   25/40 
      1 
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La varianza (2) describe la dispersión,  variación o heterogeneidad de los 
datos. También es un promedio ponderado de  diferencias al cuadrado (Xi-)
2 
entre cada resultado posible y su media multiplicado por cada una de las 
probabilidades P(Xi)  de los resultados respectivos.    
                                2 =E(X-)2 = 2p(x) 
  Para cálculos usar:   2 = E(X - )2 = E(X2)-2= (xi)
2 p(xi)-
2 ;  20 
   La desviación estándar es la raíz cuadrada de la varianza: =2, mide las 
veces que los datos se alejan de la media poblacional : a la izquierda(-) o 
derecha(+), esto es:      ,   2,   3 
La media  y la varianza 2 muy usuales en la inferencia estadística. 
Ejemplo- Suponga las probabilidades 0.4, 0.3, 0.2 y 0.1 respectivamente de 
que 0, 1, 2 o 3 fallas de energía eléctrica afecten una cierta subdivisión en un 
año cualquiera. Encuentre la media, varianza y desviación estándar de la 
variable aleatoria X que representa el número de fallas de energía eléctrica. 
 Solución 
Media:=x1P(x1)+x2P(x2)+x3P(x3)+x4P(x4)=0x0.4+1x0.3+2x0.2+3x0.1=0.73fallas 
Varianza.- 2= (x1)
2 p(x1) + (x2 )
2p(x2) +(x3)
2p(x3) + (x4)
2p(x4) - 
2 
                       =02 x 0.4 + 12 x 0.3 + 22 x 0.2 + 32 x 0.1 – 0.732= 1.4671 fallas2             
Desviación estándar.- =2 =1.21 fallas 
Ejemplo- Una compañía tiene registros estadísticos de ventas de automóviles 
de los últimos  500 días de trabajo.  El jefe de ventas desea hacer un estudio 
estadístico para lo cual recurre al registro que a continuación se presenta en 
donde: X representa el número de automóviles vendidos al día y fr representa 
frecuencia de ocurrencia  
X 0 1 2 3 4 5 6 7 8 9 10 11 
fr 40 100 142 66 36 30 26 20 16 14 8 2 
 
a) Determinar la frecuencia de probabilidad empírica para la variable aleatoria 
discreta X. 
b) Calcule la media o número esperado de automóviles vendidos diariamente y 
la desviación estándar. 
c) ¿Cuál es la probabilidad de vender automóviles en un día determinado: 
 menos de 4?; a lo más 4?; al menos 4?; exactamente 4?; más de 5? 
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d) Realice un informe al jefe de departamento sobre el desempeño de las 
ventas en los últimos 500 días de trabajo. 
Solución:   
a) Usando la frecuencia de ocurrencia determine la probabilidad P(Xi)=ni/ns      
P(X0)=40/500=0.08, P(X1)=100/500=0.200,…………………P(X11)=2/500=0.004. 
b) =3.056; 2=6.068864; =2.4635  
c) P(X<4)=0.696; P(X4)=0.768; P(X4)=0.304; P(X=4)=0.072; P(X>5)=0.172 
d) La sugerencia es analizar sus resultados para realizar su informe. 
Distribución uniforme discreta 
La distribución discreta uniforme de una variable aleatoria X asume los valores 
X1, X2, …, XK con iguales probabilidades, entonces la distribución uniforme es: 
 
 
Se ha utilizado la notación f(x;k) en vez de f(x), para indicar que la 
distribución uniforme depende de K. La media y la varianza de la 
distribución uniforme discreta f(x,k) están dadas por: 
 
 
 
Ejemplo.- Suponga que un profesor de estadística tiene 15 alumnos en su 
grupo y que la siguiente lista son calificaciones de exámenes finales de sus 
alumnos: 8, 12, 15, 10, 11, 13, 9, 5, 17, 14, 9, 12, 13, 16 y 19. Se elige al azar 
la calificación de un estudiante. 
a) Determine la distribución de probabilidad de esas calificaciones. 
b) Calcular la media y varianza. 
Solución.- 
Sea X la variable aleatoria de las  calificaciones de los 15 alumnos, donde       
X = xi, i = 1, 2, 3, …, 15; todas las calificaciones tienen la misma posibilidad de 
ser elegidas, de las cuales se elige una calificación. 
La distribución de probabilidad discreta uniforme es: 
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8.4. Variable aleatoria continua  
La variable aleatoria continua (VAC) es una función cuyo dominio es el espacio 
muestral (e.m.) resultado de un experimento aleatorio (exp. aleat) con rango Rx 
subconjunto de los números reales (Rx  ) es un intervalo continuo sin 
interrupciones donde se encuentran todos los valores de la variable aleatoria X: 
X(w) = x, ó X = x; w es un evento elemental.  
Si bien, el cálculo integral no es nuestro objetivo, pero si los resultados; el 
manejo de la: media (), varianza (2), y la función de distribución F(x).  
La función de densidad de probabilidad (fddp) f(x) generada por la VAC es 
usada para para el cálculo áreas bajo la curva f(x) son probabilidades que 
serán determinadas por tablas de probabilidad. 
 
 
                                   
 
Propiedades: 1.- f(x)0 ;   2.- )dx = 1 ;   3.-P(a<x<b)=  
Distribución acumulada: F(x)=P(Xx)=   
Media:  =E(X)=  ; Varianza: 2=E(x-)2 =  
 
La variable aleatoria continua X verifica que las probabilidades son iguales  
                                  a                                                                          b          X            
f(x) 
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      P(a  X < b) = P(a < X  b) = P(a < X < b) = P(a  x  b)   
Se debe a que la probabilidad en un punto es cero . Si la 
variable aleatoria fuera discreta las probabilidades mostradas serían diferentes. 
 Distribución uniforme continua 
La variable aleatoria X tiene una distribución uniforme continua si su función de 
densidad es:  
         
 
             f(x)=                                              =(a+b ) /2  ;  2=(b-a)2/ 12 
                             0; en otro caso                      
 
Ejemplo.- Sea la distribución uniforme donde a=2 y b=7. Verificar si cumple 
con las propiedades y calcular: F(x) , 2,  
 
   
Solución 
 Verifiquemos lascondiciones 
1.-    
  
3.-  Consideremos el intervalo  <3,5>  <2,7>     
 
F(x) = P(X  x) =  
 
  
 
     
                   
 
1/5 
2 0 7 
o o 
f(x) 
x 
  1 
 0 
o 
F(x) 
x 
;0
;
1
bxa
ab


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9. Evaluación de la clase 
-Explicar cómo solucionaría un problema de V.A. discreta.- ¿La variable 
aleatoria es una función?.-Dar ejemplo sobre variable aleatoria discreta y 
variable aleatoria continua.-¿La esperanza matemática es una probabilidad?. - 
¿Qué es lo que mide la varianza?.- ¿Qué es la utilidad esperada en un 
problema de negocios? 
 
5. Laboratorio de computo 
5.1. Distribuciones discretas de probabilidad 
5.2  Distribución uniforme 
5.3   Distribución Bernoulli 
5.4  Distribución binomial 
5.5  Distribución de Poisson 
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                                                                                                       SEMANA 8 
5.1. Distribuciones discretas de probabilidad 
5.2. Distribución uniforme 
Sean los valores de x=1,2,3,4; en donde la probabilidad de éxito permanece 
constante calcular dicha probabilidad. 
 
En Vista de datos y variables se ingresan los datos y variable del problema 
Procedimiento: Transformar/Calcular variable; se observan varias ventanas, 
en Grupos de funciones localizamos FDP y FDP no centrada enseguida 
vamos a Funciones y variables especiales localizamos Pdf. Uniform en 
seguida lo  trasladamos mediante el botón flecha a Expresión numérica: 
PDF.UNIFORM (c,min,max) =PDF.UNIFORM (x,1,4) hemos ingresado los 
datos del problema. En seguida el valor de la probabilidad se asigna a una 
variable en este caso a aparece en la ventana Variable de destino. Finalmente 
Aceptar. Observamos en Visor de resultados  aparece Compute-Execute 
 
 
 
 
 
Continuamos y vamos a Vista de datos en donde aparece la probabilidad 0.33 
para todos los valores de x=1,2,3,4  
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5.3. Distribución de Bernoulli 
 
Como sabemos por teoría el experimento de Bernoulli tiene dos posibilidades: 
Exito o Fracaso. 
Consideremos una situación en la que a lo largo del tiempo, siete décimas 
partes de las personas que solicitan cierto tipo de trabajo aprueba el examen 
de aptitudes. Decimos que la probabilidad es de 0.7, pero podríamos describir 
el resultado del examen como de Bernoulli sólo si tenemos la certeza de que la 
fracción de los que aprueban el examen es 0.7 permanece constante todo el 
tiempo. Luego cada examen tendría que tener éxito o fracaso siendo los  
resultados de cada prueba estadísticamente independientes.  
 
Procedimiento: Transformar/Calcular variable; se observan varias ventanas, 
en Grupos de funciones localizamos FDP y FDP no centrada enseguida 
vamos a Funciones y variables especiales localizamos Pdf.Bernoulli en 
seguida lo  trasladamos mediante el botón flecha a Expresión numérica: 
PDF.BERNOULLI (c,p) =PDF.BERNOULLI (x,0.7) hemos ingresado los datos 
del problema. En seguida el valor de la probabilidad se asigna a una variable 
en este caso b aparece en la ventana Variable de destino. Finalmente 
Aceptar. Observamos en Visor de resultados  aparece Compute-Execute 
 
 
Continuamos y vamos a Vista de datos en donde aparece las probabilidades  
x=1  ,   p=0.7  ,    x=0   ,    q=1-p=0.3  
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5.4. Distribución binomial  
Por teoría sabemos que n veces repitiendo el experimento de  Bernoulli  se 
define la distribución Binomial. Como en toda distribución discreta de 
probabilidad podemos calcular su Función de densidad de Probabilidad (PDF) 
en diferentes puntos, asimismo su Función de densidad Acumulada (CDF). 
Ejemplo.-Consideremos cualquier experimento del tipo Binomial en donde la 
Variable aleatoria X toma valores: 0,1,2,3,4,5,6.  Veces que se repite el 
experimento: n= 6  Probabilidad de éxito: p=0.4. Deseamos calcular la 
Probabilidad en cada uno de sus puntos, y respectivas sus Acumuladas 
Proceso: Definimos la variable aleatoria X en Vista de variables y sus valores 
en Vista de datos. En seguida vamos a: 
Transformar/Calcular variable; se observan varias ventanas, en Grupos de 
funciones localizamos FDP y FDP no centrada enseguida vamos a 
Funciones y variables especiales localizamos Pdf.Binom en seguida lo  
trasladamos mediante el botón flecha a Expresión numérica: 
PDF.BINOM (c,n,p)=PDF.BINOM (x,6,0.4) hemos ingresado los datos del 
problema. En seguida el valor de la probabilidad se asigna a una variable en 
este caso escribimos a en la ventana Variable de destino. Finalmente 
Aceptar. Observamos en Visor de resultados  aparece Compute-Execute. 
Regresamos a Vista de datos y observamos las probabilidades en a. 
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Calculo de las probabilidades acumuladas (CDF). Similar al anterior. 
 
Transformar/Calcular variable; se observan varias ventanas, en Grupos de 
funciones localizamos FDA y FDA no centrada enseguida vamos a 
Funciones y variables especiales localizamos Cdf.Binom en seguida lo  
trasladamos mediante el botón flecha a Expresión numérica: 
CDF.BINOM (c,n,p)=CDF.BINOM (x,6,0.4) hemos ingresado los datos del 
problema. En seguida el valor de la probabilidad se asigna a una variable en 
este caso escribimos a en la ventana Variable de destino. Finalmente 
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Aceptar. Observamos en Visor de resultados  aparece Compute-Execute. 
Regresamos a Vista de datos y observamos las probabilidades en b. 
 
Ejemplo.- Juan Pérez está a cargo de la sección de electrónica de una gran 
tienda departamental. Se ha dado cuenta de que la probabilidad de que un 
cliente que solamente se encuentre curioseando compre algo es de 0.30. 
Suponga que 15 clientes visitan la sección electrónica cada hora. ¿ Calcular la 
probabilidad de que: 
a).- al menos una de las personas que curiosea compre algo durante una  hora 
dada? 
b).- al menos cuatro personas que curiosean compren algo en una hora dada? 
c).- ninguna de las personas que curiosean compre algo durante una hora 
dada? 
d).- no más de cuatro personas que curiosean compre algo durante una hora 
dada?. 
Solución 
Sea X v.a la persona que curiosea ; Probabilidad de éxito: p=0.30 ; N° de 
personas n=15 
a).- X1 P(X1)=1-P(X<1)=1-CDF.BINOM (0,15,0.3) =1-0.00475=0.99525 
 
Visor de resultados, seguidamente vamos  a Vista de datos en a:0.00475 
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La respuesta anterior se puede lograr directamente con solamente cambiar en 
la ventana Expresión numérica: 1-CDF.BINOM (0,15,0.3) 
 
Visor de resultados, seguidamente vamos  a Vista de datos en b:0.99545 
 
 
El proceso de solución para las siguientes preguntas son similares 
b).- X4    P(X4)=1-P(X<4)=1-CDF.BINOM (3,15,0.3)=0.70313 
c).- X=0    P(X=0)=PDF.BINOM (0,15,0.30)=0.00475 
d).- X4    P(X4)=CDF.BINOM (4,15,0.30)=0.51549 
 
5.5. Distribución de Poisson 
 
Recordemos que  es promedio              
y t es la unidad en que ocurre el experimento. 
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Ejemplo.- Consideremos el número de accidentes de tránsito en determinada 
esquina  del Cercado de Lima que según estadística policial en promedio 
mensual se registran 8. El número de accidentes está distribuido según 
Poisson. Se nos pide calcular las Probabilidades del número de 
accidentes:0,1,2,3,4,5,6, …..15 y sus respectivas Acumuladas 
Solución 
X: V.A. número de accidentes : 0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15 
Promedio de accidentes por mes: =8  accid../ mes, t=1 mes  t=8 accid 
Definido estos elementos procedemos como en la distribución Binomial 
 
Calculo de las Probabilidades en x: 0,1,2,……..,15 
Proceso: Definimos la variable aleat1oria X en Vista de variables y sus 
valores en Vista de datos. En seguida vamos a: 
Transformar/Calcular variable; se observan varias ventanas, en Grupos de 
funciones localizamos FDP y FDP no centrada enseguida vamos a 
Funciones y variables especiales localizamos Pdf.Binom en seguida lo  
trasladamos mediante el botón flecha a Expresión numérica: 
PDF.POISSON (c,media)=PDF.POISSON(x,8) hemos ingresado los datos del 
problema. En seguida el valor de la probabilidad se asigna a una variable en 
este caso escribimos a en la ventana Variable de destino. Finalmente 
Aceptar. Observamos en Visor de resultados  aparece Compute-Execute. 
Regresamos a Vista de datos y observamos las probabilidades en a. 
Calculo de las Probabilidades  Acumuladas en x: 0,1,2,………,15Para el 
cálculo de  las Acumuladas usamos: FDA Y FDA no centrada y su respectiva 
Cdf.Poisson, en Expresión numérica: CDF.POISSON(c,media)=          
CDF.POISSON(x, media).Resultados en Vista de datos acumuladas en b 
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Visor de resultados   
Comentario.-En la columna b las prob. Acum. no da1, ¿Por qué? 
Ejemplo.-Si los precios de los automóviles nuevos se incrementan en un 
promedio cada 3 años,encuentre la probabilidad de que: 
a).-ningun precio se incremente en un periodo de 3 años se leccionado de 
manera aleatoria. 
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b).- dos precios aumenten. 
c).- cuatro precios aumenten. 
d).- aumenten cinco o mas. 
Solucion 
Sea X:v.a. precios nuevos aumenten 
=3prec/autom.    t=1autom.      t=3prec       
 
 P(X=x)= =     x: 0,1,2,….. 
a).- P(X=0)=PDF.POISSON(0, 4)=0.01832 
b).- P(X=2)=PDF.POISSON(2, 4)=0.14653 
c).- P(X=4)=PDF.POISSON(4,4)=0.19637 
d).- P(X5)=1-CDF.POISSON(4,4)=0.37116 
 
 
 
6. Tarea domiciliaria (semana8) 
 
1.- a) Un empresario negocia con sus empleados mejores salarios por hora 
estima que las probabilidades están 0.40, 0.30, 0.20 y 0.10 que sus miembros 
tengan un aumento de S/ 1.50 por hora, un aumento de S/ 1.00 por hora, un 
aumento de 50 centavos por hora o ningún aumento, respectivamente. ¿Cuál 
es el aumento esperado? 
b) A un importador le ofrecen un cargamento de máquinas herramientas por 
$140000 y las probabilidades de que las venda en $ 180000, $ 170000 o 
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$150000 son, respectivamente, 0.32, 0.55 y 0.13. ¿Cuál es la utilidad esperada 
de importador?  
2.- Consideremos el experimento aleatorio: lanzamiento de dos dados; éstos 
describen un espacio muestral. La variable aleatoria de interés representa la 
suma total de los puntos de las caras que ocurren cuando se arrojan los dados  
no cargados. La distribución de probabilidad se da a continuación: 
X:        2      3      4       5       6       7       8       9       10     11     12 
P(X): 1/36  2/36  3/36  4/36  5/36  6/36  5/36  4/36  3/36  2/36  1/36   
a) Presentar el diagrama del espacio muestral. 
b) Calcular la media o suma esperada de arrojar un par de dados no cargados  
 3.- La cantidad diaria de litros de café despachado por una máquina, ubicada 
en la sala de espera de un aeropuerto es una variable aleatoria X que tiene una 
distribución uniforme continua: a=7 y b=10. Encuentre la probabilidad de 
que en un determinado día la cantidad de café despachado sea:                     
a) cuando mucho 8.8 litros  ;                                                                                
b) más de 7.4 pero menos de 9.5 litros                                                               
c) al menos 8.5 litros  ;                                                                                          
d) verificar si cumple las propiedades de una fddp  
 e) Determinar su función de distribución  acumulada. 
 f) Calcular su media y desviación estándar                      
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                         Semana  9 
Tema: Distribuciones discretas y aproximaciones 
1. Contenido a desarrollar 
Distribuciones discretas, Bernoulli, Binomial y Poisson. Aproximación de la 
Binomial a Poisson.  
 
2. Conocimientos previos (10 min.) 
Se presentará un  repaso  de los temas tratados en la clase de la semana 
pasada y se harán preguntas orales de los mismos, para que los estudiantes 
recuerden los conocimientos adquiridos y los puedan utilizar en 
correspondiente a esta semana. 
 
3.  Desarrollo del contenido programado (90 min) 
3.1  Algunas distribuciones discretas en probabilidad  
3.2  Distribución de Bernuolli  
3.2  Distribución Binomial  
3.4  Distribución de Poisson  
3.5  Aproximación de la Binomial a la Poisson  
   
Objetivo general 
 El estudio de las distribuciones discretas se hace necesario para solucionar 
múltiples casos prácticos que se presentan como fenómenos aleatorios 
discretos, que generan las distribuciones mencionadas, éstas cumplen 
condiciones para su aplicabilidad; las cuales es necesario saberlas diferenciar y 
cuando aplicar, las distribuciones  a la solución de problemas.      
Objetivos específicos 
- Dado un problema saber establecer la condiciones de aplicación de las 
distribuciones Binomial y Poisson. 
- Cálculo de la media y varianza distribución Binomial en aplicaciones como, 
juegos de azar, control de calidad, finanzas, negocios, etc. 
- Calculo de la media y varianza de la distribución de Poisson en aplicaciones 
de fenómenos de llegada y espera de diversos tipos, numero de defectos en 
producción, número de vehículos vendidos por día, etc. 
- Como aplicar  la condición de aproximación de Poisson a la Binomial cuando  
n  grande y p pequeño    
                                                                                                                                      
4. Evaluación de la clase (10 min.) 
En esta sección se realizará preguntas orales de los temas tratados, para 
poder comprobar, que efectivamente ha comprendido los conocimientos 
conceptuales y procedimentales en clase teórica. 
 
 
 
5. Laboratorio de Cómputo (90 min) 
Los estudiantes en el Laboratorio de Cómputo pondrán en marcha la aplicación 
de la herramienta estadística SPSS. Haciendo uso del módulo de aprendizaje 
correspondiente a esta clase, implementarán las actividades académicas 
programadas en el módulo de aprendizaje antes mencionado, correspondiente 
a la semana 9. 
 
6. Tarea domiciliaria  
Al estudiante se le presenta las actividades que deberán realizar en sus horas 
libres en su domicilio y dichas tareas presentaran al inicio de la semana 
siguiente de clase. 
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Actividades de la semana  
2. Conocimientos previos 
Variable aleatoria discreta: Esperanza matemática, varianza, propiedades o 
condiciones que debe cumplir una variable aleatoria discreta(VAD), Distribución 
acumulada – Dar ejemplos sobre VAD. Variable aleatoria continua: 
propiedades, valor esperado o media, varianza. 
3. Desarrollo del contenido programado 
 
3.1. Algunas distribuciones discretas en probabilidad  
Una variable aleatoria queda descrita por su distribución discreta de 
probabilidad; mediante un histograma en forma tabular o mediante fórmulas. 
Las distribuciones anteriormente estudiadas son distribuciones empíricas. 
Muchos experimentos reales definen modelos de distribución, muy usuales 
tales como: la distribución Uniforme Discreta, Bernoulli, Binomial, Poisson, etc. 
 
3.2. Distribución de Bernoulli 
Existen experimentos que consisten en ensayos repetidos con solamente dos 
posibilidades. éxito(p) o fracaso(1-p=q) por ejemplo: la elección de un artículo 
en una línea de producción puede ser defectuoso o no defectuoso; lanzar un 
dado y apostar a que salga número par o impar 
Los ejemplos descritos tienen propiedades similares en el sentido de que los 
intentos o ensayos (son obtener éxito o fracaso) repetidos son independientes 
y la probabilidad de éxito permanece constante. Este proceso se conoce como 
proceso de Bernoulli; donde cada intento se llama experimento de Bernoulli. 
               Probabilidad de éxito: P(E) =  p 
           Probabilidad de fracaso: P(F) = 1 – p = q   
Podemos definir la variable aleatoria X de Bernoulli del modo siguiente 
 
Cálculo de su media y varianza: 
 
p + q = 1 
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                 2=E(X-)2  
 
 
Si usamos repetidamente el experimento de Bernoulli digamos n veces 
 
 = p       = np   
 

2 = pq   2 = npq   
 
Las condiciones para el proceso de solución de un experimento o problema 
con el uso de la Distribución de Bernoulli, corresponde a ensayos repetidos 
con reposición.  
a) El proceso consiste de n intentos repetidos. 
b) Los resultados obtenidos en cada uno de los intentos pueden 
clasificarse como éxito o fracaso. 
c) La probabilidad de éxito se representa por p, que permanece 
constante para todos los intentos en el experimento 
d) Los intentos repetidos son independientes 
 
3.3. Distribución Binomial 
Un experimento de Bernoulli puede resultar en un éxito con una probabilidad p 
y en un fracaso con una propiedad q = 1 – p. Entonces  la distribución de 
probabilidad de la variable aleatoria binomial X=x el número de éxitos de 
entre n experimentos de Bernoulli, es: 
                               P(X=x)=  
                       Media es  = np  y   varianza 2 = npq.    
 La demostración formal utiliza la definición y es como sigue:  
 = E(X)= =npq 
Ejemplo.-Si X es una variable aleatoria binomial con parámetros n=10 y p=0.4; 
hallar la probabilidad de que X tome valor(es):; a) entre 3 y5inclusive; b) no 
Son la varianza y media de la 
distribución binomial a estudiarse 
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más de 3; c) mayores a ocho d) mayores o iguales a 3 pero menor a 5; e) 
mayor que 3 pero menor a 5; f) mayor a 3 pero no más de 5; g) calcular  y . 
Solución.- 
Sea “X” una variable aleatoria binomial; donde n = 10,  p = 0.4 parámetros  
      ;       
Combinaciones posibles de n = 10, x = 0,1, 2, 3, 4, 5, 6, 7, 8, 9, 10 
 
 
 Son los coeficientes binomiales.  
a)  
b)  
c) (se podría también 
haberse usado el complemento P(X > 8) = 1–P(X8)  
d)  
e)  
f)  
g) Cálculo de la media  = np = 10(0.4) = 4 
       Cálculo de la desviación estándar:  
            
Ejemplo.-Un test consta de 10 preguntas de tipo verdadero-falso. Un alumno 
que no sabe el tema en cuestión decide responder cada pregunta lanzando una 
moneda equilibrada. Hallar la probabilidad de: 
a)Obtener por lo menos 5 respuestas correctamente respondidas. 
b)Tener menos de 3 respuestas correctamente respondidas. 
Solución.- 
Sea “X” una variable aleatoria de responder una pregunta correcta; donde la 
probabilidad de éxito: p = ½ (se obtiene al lanzar una moneda) y n = 10 
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a) 
 
 
b) 
 
 
3.4. Distribución de Poisson 
La distribución de Poisson se presenta frecuentemente en los campos de 
investigación de operaciones y ciencias administrativas. La demanda de 
servicios (cajeros, puertos, aeropuertos, tráfico telefónico, etc.) y también 
con la rapidez con que ofrecen los servicios, conducen frecuente mente a 
que obedecen exacta o aproximadamente a la ley de Poisson. 
Los valores de la variable aleatoria X ocurren en un intervalo de tiempo 
dado o región específica, se le llama experimento de Poisson que 
satisface las siguientes propiedades:       
1. El número de resultados que ocurren en intervalos o regiones que 
no se sobreponen son independientes. 
2. La propiedad de que un  resultado sencillo  ocurre en un intervalo 
muy corto o en una región pequeña es proporcional a la longitud 
del intervalo o al tamaño de la región. 
3. La probabilidad de que más de un resultado ocurra en ese 
intervalo de tiempo  corto o en región tan pequeña es insignificante 
 
La distribución de probabilidad de la variable aleatoria de Poisson X que 
representa el número de resultados que ocurren en un intervalo de tiempo 
dado o en una región específica indicado por t, es: 
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donde  es el número promedio de resultados por unidad de tiempo o 
región y  e = 2.71828… 
- Media, varianza y desviación estándar de la distribución de probabilidad. 
 
      
 
Tanto la media, varianza y desviación estándar, = tienen el mismo 
promedio ,  es una característica de este tipo de distribución. 
Ejemplo.- Un banco recibe por día 5 cheques que no tienen fondos si se 
considera que el número de cheques sin fondo que recibe el banco tiene 
distribución de Poisson. Hallar probabilidad de que en un día determinado 
reciba: a) Cero cheques sin fondo. b) Más de dos cheques sin fondo c) A lo 
más tres cheques sin fondo. 
 
Solución.- 
Sea “X” la variable aleatoria que indica los cheques que no tienen fondos 
 
 
                                
t = 1 día 
 
a)  
b) 
 
  = 0.9596 
c) 
 
 =0.4054 
Ejemplo.-Una central telefónica recibe un promedio 10 llamadas por hora. Si 
se considera que el número de llamadas que recibe la central tiene distribución 
de Poisson, hallar la probabilidad de que en: a) una hora reciba 5 llamadas. b) 
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dos horas reciba más de 2 llamadas. c) 30 minutos reciba a lo más 3 llamadas. 
d) 15 minutos reciba llamadas entre 3 y 7 inclusive. 
Solución 
Sea “X” la variable aleatoria de recepción de llamadas en una central telefónica 
 
 
a)  
 
  t = 1 hora   
 
 
b)  
    
t = 2 horas   
 
 
 
c)  
     
t = 30 minutos =  hora  
 
P  
 
d)  
     
t = 15 minutos =  hora  
  
P  
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3.5. Aproximación de la Binomial a la Poisson  
Aplicamos la aproximación a Poisson cuando la binomial, está muy lejos de 
tener una forma de campana esto sucede cuando p es pequeña( p<0.1). 
Teorema.- Sea X una variable aleatoria binomial con distribución de 
probabilidad b(x; n,p): Cuando n , p0 y =np  constante:  
                   b(x; n,p)   
Condiciones de aproximación: 
n  20  y  p  0.05;   n  100  y  np  10    ó   la relación  
Ejemplo.- Una determinada lotería tiene la probabilidad de cometer 
errores en la impresión de sus billetes, dicha probabilidad es 0.5%. 
Estos billetes no salen a la venta ¿Cuál es la probabilidad de que en 
un lote de 1000 billetes en un sorteo determinado: 
a) Ningún billete tenga error 
b) 10 billetes tengan error 
c) 15 exactamente tengan errores 
Solución: 
X = V.A. billetes con error 
n = 1000(n grande ) ; indica buena aproximación 
p = 0.005 (p  pequeña  0) 
Aplicamos la aproximación de Poisson:  = np = 1000 x 0.005 = 5 
a)  37946 
b)  32788 
c)  57245 
Como ilustración calculamos usando la binomial 
 53968 
 96 
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Comparando podemos indicar que coinciden con 4 cifras decimales 
redondeadas: 
a) 0.0067  b) 0.0181  c) 0.0002 
 
4. Evaluación de la clase (10 min.) 
--Indicar las propiedades que debe cumplir la distribución de Bernoulli.               
– Dar  ejemplo de la distribución binomial y el valor de su media y varianza. 
--Dar ejemplo en donde explique la definición de Poisson. 
--Bajo qué condiciones se aproxima la Binomial a la Poisson. 
 
5. Laboratorio de Cómputo 
5.1  Distribuciones discretas  de probabilidad                    
5.2  Ejemplos en donde se combinan las distribuciones: binomial, poisson en 
forma exacta y aproximada. 
 
                                                                                                         SEMANA 9 
5.1. Distribuciones discretas de probabilidad 
La aproximación es buena cuando la aproximación binomial a la Poisson se da 
bajo las condiciones siguientes: n grande (n  ), p pequeña (p  0), mientras 
la media  = np permanece constante,  
5.2. Ejemplos en donde se combinan las distribuciones: binomial, 
Poisson en forma exacta y aproximada. 
 En general la distribución de Poisson ofrecerá una buena aproximación a 
probabilidades binomiales cuando: 
n  20  y  p  0.05  o  n  100  y  np  10    ó   la relación  
P(X=x)=   x=0,1 2, 3,……            
Ejemplo 1.- En un verano caluroso la probabilidad de obtener insolación es 
0.5% en una playa concurrida de nuestro litoral cuyo número de bañistas es 
4000 ¿Cuál es la probabilidad de que 25 personas contraigan insolación? 
Solución: 
X: V.A. personas que contraen insolación n = 4000 grande (n  ) 
p = 0.005 pequeña (p  0) 
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Elegimos la condición  indica una gran 
aproximación. Los siguientes cálculos lo hacemos con calculadora.  
Usamos la aproximación b(25; 4000, 0.005)   
Cálculo de la probabilidad binomial: 
  
Cálculo de la probabilidad de Poisson 
 = np = 4000 x 0.005 = 20 
 
Observamos que coinciden con 6 cifras decimales: 0.044587 por consiguen es 
una gran aproximación. No siempre ocurre pues algunas veces coincide en el 
orden de las décimas, centésimas o milésimas. Como indicamos depende de la 
n grande y p pequeño. 
Usemos el spss.- El proceso es similar a lo anterior: primero usamos la 
distribución Binomial el valor de la probabilidad se asigna a la variable abinom, 
en seguida usamos la distribución de Poisson asignándose el valor de la 
probabilidad a la variable bpoiss 
 
Visor de resultados-En vista de datos se observan los valores 
aproximados: Binomial: 0.0445873 y de Poisson: 0.0445876. 
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Observando los resultados vemos  la coincidencia de 6 digitos decimales 
discrepando en el sétimo digito. Esto ocurre porque el tamaño de n es grande y 
pequeño.  
Ejemplo 2.-La Oficina de Impresión y Grabado de Estados Unidos es la 
responsable de imprimir el papel moneda en ese país. 
El departamento tiene una sorprendente baja frecuencia de errores de 
impresión; solo 0.5% de los billetes presenta errores graves que no permiten su 
circulación. ¿Cuál es la probabilidad de que de un fajo de 1000 billetes: 
a).- ninguno presente errores graves? 
b).- diez presenten errores que no permitan su circulación?       
c).- quince presenten errores que no permitan su circulación? 
d).- a lo más 10 presenten errores que no permitan su circulación? 
e).- no más de 15 presenten errores que no permitan su circulación? 
Solución  
Sea X:v.a. los billetes presenten errores graves 
P=0.005 (0) ;  n=1000 () ;  =np=1000*0.005=5 
a).- X=0  P(X=0)=PDF.POISSON (0,5)=0.0067379 
b).- X=10 P(X=10)=PDF.POISSON (10,5)=0.0181328 
c).- X=15 P(X=15)=PDF.POISSON (15,5)=0.0001572 
d).- X10 P(X10)=CDF.POISSON (10,5)=0.9863047 
e).- X15 P(X15)=CDF.POISSON (15,5)=0.9999310 
Usemos el SPSS para la aproximación Binomial a Poisson 
En Vista de variables y Vista de datos introducimos la variable X y los datos 
del problema.Luego Transformar/Calcular variable/ Cuadro de dialogo: para 
las preguntas a), b), c) usamos FDP y FDP no centrada Pdf.Poisson; para 
d), e) usamos FDA y FDA no centrada  Cdf.Poisson . Se puede ver en 
Visor de resultados, lo usado para el logro de los resultados; que aparecen en 
Vista de datos. 
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Ejemplo 3.- Se sabe que la probabilidad de que un estudiante de secundaria 
presente escoliosis(curvatura en la espina dorsal) es 0.004. De los siguientes 
1875 estudiantes que se revisen en búsqueda de escoliosis, encuentre la 
probabilidad de que: 
a).- menos de 5 presenten el problema; 
b).- ocho, nueve, o diez presenten el problema. 
Solución 
X:v.a. estudiante que presente escoliosis. 
Por los datos concluimos que se puede aproximar la Binomial a una Poisson: 
(n/p)=1875/0.004=468750>500; sería buena aproximación 
=np=1875*0.004=7.5 ;   ; x=8,9,10 
Del enunciado: 
a).- X<5P(X<5)= 
b).- 8X10P(8X10)= 
Introducimos los datos en Vista de variables y datos En seguida 
Transformar/Calcular variable: cuadro de dialogo y procedemos al uso de:   
 La probabilidad acumulada: FDA y FDA no centradaCdf.Poisson                                        
a).- X<5P(X<5)=CDF.POISSON(4,7.5)=0.132062 
b).-8X10P(8X10)=CDF.POISSON(10,7.5)-CDF.POISON(7,7.5) = 
0.337599 
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Visor de resultados 
 
Solución exacta.- usando la distribución Binomial obtenemos: 
a).- X<5P(X<5)=CDF.BINOM(4,1875,0.004)=0.131551 
b).-8X10P(8X10)=CDF.BINOM(10,1875,0.004) 
                                  =-CDF.BINOM(4,1875,0.004)=0.338176                                          
 
 
La aproximación es en el orden de las milésimas 
 
Ejemplo 4 .- Suponga que, en promedio, una persona en 1000 comete un error 
numérico al preparar su declaración de impuestos. Si se seleccionan 10000 
formas y se examinan, encuentre la probabilidad de que: 
a).- exactamente 5 de las formas contengan un error 
b).- al menos 6 de las formas contengan un error    
c).- menos de 12 de las formas contengan un error 
d).- entre 5 y 10 inclusive de las formas contengan un error. 
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Solución 
X: v.a. la declaración de impuestos contengan error. 
Usemos la aproximación de Poisson a la Binomial:=n*p=10000*0.001=10. 
Según enunciado del problema tenemos. 
a).- X=5P(X=5)= 
b).- X6P(X6)=1-P(X<6)= 
c).- X12P(X12)= 
d).- 5X10P(5X10)= 
Introducimos los datos en Vista de variables y datos En seguida 
Transformar/Calcular variable: cuadro de dialogo y procedemos al uso de:   
 La probabilidad acumulada: FDA y FDA no centradaCdf.Poisson  
Probabilidad no acumulada FDP Y FDP no centradaPdf.Poisson 
Procedemos a solucionar según el tipo de pregunta 
a).- X=5P(X=5)=PDF.POISSON(5,10)=0.037833 
b).- X6P(X6)=1-P(X<6)=1-CDF.POISSON(5,10)=0.932914 
c).- X12P(X12)=CDF.POISSON(12,10)=0.791556 
d).-5X10P(5X10)=CDF.POISSON(10,10)- 
CDF.POISSON(4,10)=0.553787      
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6. Tarea domiciliaria 
1.- La empresa Edel-Nor tiene un departamento de servicio al cliente la cual 
recepciona llamadas relacionadas con el servicio que prestan por cualquier 
falla que lo hubiera en el servicio eléctrico. Suponga que una variable de 
servicio es la rapidez con que la persona o el cliente es atendido y que el 
técnico en reparaciones llega a tiempo  según la programación en un período 
de tres horas. Por datos históricos la probabilidad de que llegue  al domicilio de 
la persona es 0.75. Si se selecciona una muestra de 6 llamadas de servicio por 
falta de energía eléctrica, ¿cuál es la probabilidad de que el técnico llegue: 
a) Al menos 5 domicilios en el período de tres horas?  
b) Mas de 3  pero menor o igual que 6 domicilios en el período 3 horas?    
 c) Determine la probabilidad de que el técnico llegue a: cero, uno, dos, tres, y 
cuatro domicilios. Grafique el histograma de la distribución de probabilidad e 
indique la forma de la distribución graficada.   
2.- a) Registros históricos de transito muestran el número promedio de 
accidentes en una esquina es de 3.5 al día. ¿Cuál es la probabilidad de que:                                                                                                                    
i.- Al menos 5 de tales accidentes en un día dado?                                                          
ii.- No más de 3 accidentes en un día dado?                                                                                                                       
iii.- Más de 2 pero no mayor que 6 accidentes en un día dado?                                                
iv.- Uno o dos accidentes en un día dado? 
3.- a) La probabilidad de que una persona muera debido a una fibrosis 
pulmonar es de 0.003. Encuentre la probabilidad de que mueran menos de 6 
de las próximas 2500 personas afectadas. Usar las distribuciones binomial y 
Poisson. Comparar sus resultados. ¿Qué opinión le merece?     
b) Cuando se realiza una declaración de impuesto a la renta se comete errores 
numérico involuntarios; podemos suponer en promedio una persona de cada 
mil .Si se selecciona al azar 10000 formas y se examina; encuentre la 
probabilidad de que 5, 6, 7, u  8 formas tengan error. Usar las distribuciones      
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Semana  10 
Tema: Distribuciones continuas de probabilidad 
1. Contenido a desarrollar 
Distribución normal – Propiedades y comportamiento en experimentos – Área 
bajo normal – Normal estándar- Uso de tabla. Casos que se presenta –
Aproximación de la normal a las distribuciones binomial y Poisson. 
. 
2. Conocimientos previos 
Se presentará un  repaso  de los temas tratados en la clase de la semana 
pasada y se harán preguntas orales de los mismos, para que los estudiantes 
recuerden los conocimientos adquiridos y los puedan utilizar en 
correspondiente a esta semana. 
 
3. Desarrollo del contenido programado (90 min) 
3.1   Distribución normal 
3.2    Propiedades y comportamiento de la distribución normal  
3.3   Area bajo la curva normal  
 3.4  Lectura de la tabla de probabilidades     
 3.5   Aplicación de la distribución normal 
 
Objetivo general.- 
 El estudio de la distribución normal es de amplio uso en todas las ciencias. 
Representa a fenómenos aleatorio continuos y aproxima a diferentes  modelos 
aleatorios discretos bajo condiciones determinadas. 
 
Objetivos específicos 
- Identificar  las propiedades de la distribución normal. 
.- Calcular el área bajo la curva normal usando la transformación Z=(X-)/ 
.- Dada una  probabilidad encontrar el valor correspondiente de Z 
- Dado Z calcular la probabilidad 
- Condiciones de aproximación de la binomial y Poisson a la normal 
 
4. Evaluación de la clase (10 min.) 
 
 
En esta sección se realizará preguntas orales de los temas tratados, para 
poder comprobar, que efectivamente ha comprendido los conocimientos 
conceptuales y procedimentales en clase teórica. 
 
5. Laboratorio en cómputo (90 min.) 
Los estudiantes en el Laboratorio de Cómputo pondrán en marcha la aplicación 
de la herramienta estadística SPSS. Haciendo uso del módulo de aprendizaje 
correspondiente a esta clase, implementarán las actividades académicas 
programadas en el módulo de aprendizaje antes mencionado, correspondiente 
a la semana 10. 
 
6. Tarea domiciliaria 
Al estudiante se le presenta las actividades que deberán realizar en sus horas 
libres en su domicilio y dichas tareas presentarán al inicio de la semana 
siguiente clase. 
 
 
 
 
1 
 
Actividades de la semana  
 
2. Conocimientos previos 
-Propiedades de la f(x)(fddp) – Distribución acumulada F(x) = P(Xz) 
-Diferenciar lo continuo de lo discreto 
 
3. Desarrollo del contenido programado (90 min) 
3.1 Distribución normal 
La distribución normal es una de las más importantes en la estadística, su 
aplicación es amplia, en ciencias sociales, físicas, biológicas, administración, 
ingeniería, etc usan la variable aleatoria que tienen distribución normal o que se 
aproximan a ella. Abraham de Moivre desarrolló la ecuación matemática de la 
distribución normal, otros ilustres matemáticos que figuran en la historia inicial 
de la distribución, el Marques de Laplace (1749-1827) y Carl Fierdrich Gauss 
(1777-1855) en cuyos honor se denomina a veces distribución de Gauss quien 
también dedujo su ecuación de un estudio de errores en mediciones repetidas 
de la misma cantidad. 
Los problemas que se resuelven mediante el uso de la normal pueden o no 
adaptarse es por ello que se indicará condiciones de supuestos de normalidad, 
como el caso del Teorema Central del Límite. 
También se establecerá aproximación de distribuciones discretas como la 
Binomial y Poisson a la normal bajo determinadas condiciones. 
Distribución Normal.- La función de densidad de la variable aleatoria normal 
X, con media  y varianza 2 está dada por: 
 
Donde e = 2.71828…,   = 3.14159… 
Observación.- En la nomenclatura aparece N(x; ,); conocidos los 
parámetros  y  queda completamente definida, teniendo su gráfica una forma 
de campana. Para el cálculo de probabilidades(área bajo la curva) haremos 
uso de tablas generada por normal estandar N(z;0,1)  
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3.2 Propiedades y comportamientos de la distribución normal  
1.-Es simétrica alrededor de la media  es decir 50% del área a la derecha y 
50% a la izquierda de . 
2.-La media, mediana y moda son iguales por la forma simétrica 
3.- La moda tiene un valor máximo cuando x = :   
4.-La curva tiene sus puntos de inflexión en x=  , es cóncava hacia abajo si 
-<X<- y cóncava hacia arriba fuera del intervalo.  
5.-La curva normal se acerca al eje horizontal en forma asintótica esto indica 
teóricamente que nunca toca al eje X 
6.- El área total bajo la curva y arriba del eje horizontal es igual 1 
 
Comportamientos de la distribución normal según experimentos 
Diferente media pero  Igual media pero  Diferente media y 
desviaciones estándar  diferentes desviaciones desviación estándar 
iguales :   estándar:        
  
 
Cálculo de la media y varianza de una variable aleatoria normal X 
 
Obviamos el cálculo integral. Usamos tablas de la normal estandar N(z;0,1) 
en la solución de problemas dados  y 2 .Posteriormente no las conoceremos 
y mediante métodos estadísticos los estimaremos o aproximaremos a su valor 
verdadero mediante los estadísticos X,S2 
 
3.3 Área bajo la curva normal  
Calcular la probabilidad P(a<X<b) tendríamos que integrar f(x).  
                  
No integramos, para evitarlo usamos la transformación  que 
estandariza a X y la normal original N(x,,) se convierte en N(Z,0,1) con 
media:  E(Z)=E(X- / )=0 ; varianza :  E(Z2) = E(X- /)2 = 1 
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Para lograr la tabla de probabilidades se usó la normal estandar 
 
3.4 Lectura de la tabla de probabilidades. 
La tabla está constituida por valores de Z y sus respectivas probabilidades.  
P(Z < z) para valores de Z en el intervalo -3.49 a +3.49 
La tabla se lee de izquierda a derecha determinándose las probabilidades 
por simple diferencia: P(Z2) – P(Z1). Ver Tabla-Anexo 
 
P(-3 < Z < -2) = P(Z < -2) – P(Z < -3)=  0.0228 – 0.0013 = 0.0215                                   
P(-2 < Z < -1) = P(Z < -1) – P(Z < -2)=  0.1587 – 0.0228 = 0.1359                                                                                                                                  
P(-1 < Z < 0) = P(Z < 0) – P(Z < -1)=  0.5000 – 0.1587 = 0.3413                        
P( 0 < Z  < 1 )  = P(Z < 1) – P(Z < 0) = 0.8413 – 0.5000 = 0.3413                                                 
P(1 < Z < 2) = P(Z < 2) – P(Z < 1) = 0.9772 – 0.8413 = 0.1359 
P(2 < Z < 3) = P(Z < 3) – P(Z < 2) = 0.9987 – 0.9772 = 0.0215 
 
Casos de lectura de la tabla  
a) Dada la probabilidad determinar Z 
Encuentre el valor de Z si el área bajo una curva normal estándar. 
a)  a la derecha de Z es 0.3622 c) entre 0 y Z, con Z>0, es 0.4838 
b) a la izquierda de Z es 0.1131 d) entre –Z y Z con Z>0, es 0.9500 
Solución 
a) P(Z > z) = 0.3622 => P(Z > z) = 1-P(Z<z) = 0.3622 
                                           0.6368  Z = 0.35(cerca),[0.6368-0.6378= - 0.0001] 
P(Z < z) = 0.6378 => P(Z < z) = 0.6378 
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                                           0.6406  z = 0.36(lejos), [0.6406-0.6378=0.0028] 
P(Z > 0.35) = 0.3622 
b) P(Z < z) = 0.1131 ; P(Z < -1.21) = 0.1131 
 
              Z = -1.21 
c) P(0 < Z < z) = 0.4838 
La lectura de la tabla se realiza de izquierda a derecha, luego: 
P(Z < z) = 0.5 + 0.4838 = 0.9838                 
P(Z < z) = 0.9838 
 
          Z = 2.14 
P(0 < Z < 2.14) = 0.4838                                                    
d) P(-z < Z < z) = 0.9500 : se encuentra en la parte central esto nos induce a  
repartir la probabilidad (1-0.95)/2=0.025 en las colas; luego:  
P(Z < z) = 0.025 + 0.95 = 0.975 
P(Z < z) = 0.975                                                       
                                                                           
          Z = 1.96 por simetría obtenemos Z                                     
Luego: P(-1.96 < Z <1.96) = 0.95 
b)  Dado Z calcular la probabilidad 
 
Ejemplo .- Dada una distribución normal con =30 y = 6 calcular: 
a) el área de la curva normal a la derecha de x = 17 
b) el área de la curva normal a la izquierda de x = 22 
c) el área de la curva normal entre x = 32 y x = 41 
d) el valor de x que tiene el 80% del área de la curva normal a la izquierda 
e) los valores de x que contienen un intervalo central de 75% de la mitad 
del área de la curva normal 
Solución 
a) P(X > 17) = 1 – P(X  17)= 1 – p  =1 – P(Z < -2.1666)=1- 0.0150 
    P(X > 17) = 0.9850 
 
b) P(X < 22) = = P(Z < -1.33)=0.0918 
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 c) P(32< X <41) = = 0.9664 – 0.6293 
    Luego P(32 < X < 41) = 0.3371 
 
d) P(X < K) = 0.80 
  Z = 0.84  0.9795  (0.0005 más cerca) Z=0.84 
                                          0.80 
               Z = 0.85  0.8023  (0.0023 más lejos) 
             Z =  
Luego: P(X < 35.04) = 0.80 
e) P(-K < X < K) = 0.75 
Lectura de tabla adecuamos a la gráfica 
P(X < k) = 0.125 + 0.75 = 0.875 
 Z=  =36.9 
Por simetría k = 30 – 6.90 = 23.1          Luego P(23.1 < X < 36.9) = 0.75 
 
3.5 Aplicación de la distribución Normal 
 
Ejemplo .- Supongamos tenemos información de una población de 10000 
estudiantes de estudios comunes de una determinada universidad cuyo 
rendimiento medio es 13 y desviación estándar 2.  
 a)Teniendo en cuenta la población de 10000 estudiantes, podemos 
clasificarlos, según sus calificaciones obtenidos como: 
i.- excelente si {X  17};           ii.- bueno si {14  X < 17} 
iii.- regular si {12  X < 14};      iv.- desaprobado si {7  X < 12} 
v.- deficiente si {X < 7} 
Se pide determinar el número de estudiantes por cada tipo de calificación. 
b)A partir de que calificación se encuentra el 10% de estudiantes mejor 
edificados? 
1. Calcular el sexto decil, de las calificaciones 
Solución 
Sea X: V.A. con distribución normal supuesta. 
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a) Calculemos las probabilidades para cada tipo de calificación y luego 
multipliquemos por 10000. 
i.- P(x  17) = 1-P(X < 17) = 1-P(Z<2) = 0.0228; 10000 x 0.0228 = 228 
ii.- P(14  X < 17) = P(0.5 < Z < 2) = 0.2857; 10000 x 0.2857 = 2857 
iii.- P(12  X < 14) = P(-0.5 < Z < 0.5) = 0.3830; 10000 x 0.3830 = 3830 
iv.- P(7  X < 12) = P(-3 < Z < -0.5) = 0.3072; 10000 x 0.3072 = 3072 
v.- P(X < 7) = P(Z < -3) = 0.0013; 10000 x 0.0013 = 13 
Luego la población estaría constituida por estudiantes 228 excelentes, 
2857 buenos, 3830 regulares, 3072 desaprobados y 13 deficientes. 
b) Sea k la calificación menor de los mejores calificados que son el 10%. Ver 
la gráfica 
{X  k};P(X  k)=1-P(X < k) = 0.10  P(Z<(k-13)/2)=0.90,Z=(k-13)/2=1.28 
Luego:  k=13 + 2*1.28=15.56 calificación buscada  
Elegimos el valor de Z, considerando la probabilidad más cercana a 0.90 la 
cual es 0.8997, luego Z = 1.28 (la más alejada es 0.9015, y corresponde a 
Z = 1.29) 
c) El sexto decil simbolizado por D6 es el valor correspondiente a la 
calificación x que proporciona el área a la izquierda, esto deviene por la 
definición de percentiles. Ver la gráfica  
{X < k}; P(X < k) = 0.60 
 
Elegimos el valor de Z considerando la probabilidad más cercana a 0.60, la 
cual es 0.5987 y que corresponde a Z = 0.25, (la más alejada es 0.6026 y 
corresponde a Z = 0.26) 
Luego k = x = 13 + 2(0.25) = 13.5; indica que el 60% de la población tiene 
calificaciones menores o iguales a 13.5. 
 
Ejemplo.- Al final de cierto período escolar. José se presentó a cuatro 
exámenes finales. La media y la desviación estándar para cada examen, junto 
con las calificaciones de José en cada prueba, aparecen a continuación. 
Suponga que las calificaciones de cada examen tiene una distribución normal. 
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Examen  Media  Desv. Est. Calific.de José 
Francés  75.4 6.3 78.2 
Historia  85.6 4.1 83.4 
sicología  88.2 3.5 89.2 
Estadística  70.4 8.6 82.5 
 
a) ¿En cuál prueba le fue mejor a José con respecto a los demás estudiantes 
que se presentaron al examen? 
b) ¿Cuál fue el rango percentil en ese examen? 
Solución 
Sea X: V.A. calificación obtenida por José 
El problema se relaciona con el rango percentil, para lo cual es necesario 
calcular la probabilidad correspondiente al percentil de la calificación obtenida. 
La siguiente gráfica es el esquema que debemos realizar en cada uno de los 
casos: 
Estandarizamos las calificaciones con Z=(x- /)  y calculamos su probabilidad 
usando la definición del percentil ya estandarizado: P(Z<X- /)=i% 
 
 
 
 
Estadística sería el curso en donde le fue mejor porque José supera al 92.07% 
(rango percentil), con su calificación de 70.4; es superado por solamente 
7.93% de los estudiantes. 
 
4. Evaluación de la clase  
-Cualidades más saltantes de la distribución normal                                                
-Comportamiento en experimentos (existen 3 casos)                                             
-Calcular una probabilidad  dado un valor Z.                                                           
- Dada una probabilidad calcular el valor de Z 
- Condiciones para aproximar la binomial a la normal 
- Condiciones para aproximar la Poisson a la normal  
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5. Laboratorio en cómputo  
5.1 Distribución normal-Aproximación de la binomial y Poisson a la normal 
 5.2 Distribución normal                                                                                              
5.3 Aproximación binomial a la normal.                                                                    
5.4  Aproximación Poisson a la normal  
 
                                                                                                   SEMANA 10 
5.1 Distribución normal – Aproximación de la binomial y 
Poisson a la normal 
 
5.2 Distribución Normal.-  
mos la variable a/Aceptar. La función de densidad de la variable aleatoria 
normal X, con media  y varianza 2 está dada por: 
 
Donde e = 2.71828…,   = 3.14159…   
Z=(X-)/ 
 
 
 Dada una probabilidad determinar Z 
Ejemplo.- Encuentre el valor de Z si el área bajo una curva normal estándar. 
a)  a la derecha de Z es 0.3622 b) entre 0 y Z, con Z>0, es 0.4838 
c) a la izquierda de Z es 0.1131 d) entre –Z y Z con Z>0, es 0.9500 
Solución  
En la solución de  problemas dada  la probabilidad se trabaja con las 
acumuladas 
a) Se pide calcular P(Z>z)=0.3622. Debemos calcular z 
Consideramos la probabilidad acumulada para calcular z:1-0.3622=0.6378. 
En este caso usamos la Inversa de la Normal estandar: N(z;0,1)  
Previamente introducimos en Vista de variables y Vista de datos: z y 0.0000 
respectivamente, en seguida.Transformar/Calcular variable/Calcular 
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variable: cuadro de dialogo, en seguida vamos a FDA y FAD no centrada ; 
ubicamos GL  InversosIdf.Normal     
Continuamos con el procedimiento que aparece en el cuadro de dialogo.  
IDF.NORMAL(p,media,desv_tip)=IDF.NORMAL(0.6378,0,1) 
En la Variable de destino, asignamos la variable  a  / Aceptar   
 
Visor de resultados 
 
Continuamos con Vista de datos y observamos el valor buscado a=0.3526.   
Respuesta.-      P(Z>0.3526)=0.3622 
     b).- Se pide calcular P(0<Z<z)=0.4838. Debemos calcular z 
Consideramos la probabilidad acumulada para calcular z:0.5+0.4838     
=0.9838. 
En este caso usamos la Inversa de la Normal estándar: N(z;0,1) 
Previamente introducimos en Vista de variables y Vista de datos: z y 0.0000 
respectivamente, en seguida.Transformar/Calcular variable/Calcular 
variable: cuadro de dialogo, en seguida vamos a FDA y FAD no centrada ; 
ubicamos GL  InversosIdf.Normal     
Continuamos con el procedimiento que aparece en el cuadro de dialogo.  
IDF.NORMAL(p,media,desv_tip)=IDF.NORMAL(0.9838,0,1) 
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En la Variable de destino, asignamos la variable b/Aceptar.  Visor de 
resultados  ↙ 
 
 
Continuamos con Vista de datos y observamos el valor buscado b=2.1394                  
Respuesta.-    P(0<Z<2.1394)=0.4838 
     c).- Se pide calcular P(Z<z)=0.1131. Debemos calcular z. Consideramos la 
probabilidad acumulada para calcular z:=0.1131.En este caso usamos  la 
Inversa de la Normal estándar:N(z;0,1).El proceso de solución es similar a la 
solución de a) y b); solamente realizar una interpretación correcta del 
enunciado. Esencialmente usamos: 
IDF.NORMAL(p,media,desv_tip)=IDF.NORMAL(0.1131,0,1); c=-1.2102                           
Respuesta.- P(Z<-1.2102)=0.1131 
     d).- Se pide calcular P(-z<Z<z)=0.9500. Calculamos z usando la 
probabilidad acumulada P(Z<z)=0.5+(0.5-0.025)=0.9750 
En este caso usamos  la Inversa de la Normal estándar: N(z;0,1) 
El proceso de solución es similar a la solución de a),b)yc); solamente realizar 
una interpretación correcta del enunciado. En esencia usamos: 
IDF.NORMAL(p,media,desv_tip)=IDF.NORMAL(0.9750,0,1) 
d=1.96, usamos el concepto de simetría determinamos -1.96 
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Respuesta.- P(-1.96<Z<1.96)=0.9500Los resultados del proceso se aprecian  
en los  gráficos. 
 
 
  Calculo de una probabilidad dado el valor de Z 
Ejemplo.- Dada la variable aleatoria X distribuida normalmente con media 18 y 
desviación estándar 2.5, determine 
a) P(X < 15);   b) el valor de k tal que P(X < k) = 0.2236;   c) el valor de k tal que 
P(X > k) = 0.1814 
d) P(17 < X < 21) 
Solución 
Sea X: v.a.  con =18  ;  =2.5 
a).- P(X<15)=P(Z<(15-18)/2.5)=P(Z<-1.2)=0.11507 es lo que haríamos con uso 
de tablas y calculadoras científicas. Con el SPSS: 
Vista de variables y Vista de datos: z y .00000, respectivamente. 
Transformar/Calcular variable/Calcular variable : cuadro de dialogo 
usamos el procedimiento anterior; usamos la probabilida acumulada FDA Y 
FDA no centradaCdf.Normal en la ventana Expresión 
numérica:CDF.NORMAL(c,media,desvtíp)=CDF.NORMAL(15,18,2.5)/Aceptar. 
Respuesta.-    P(X<15)=CDF.NORMAL(15,18,2.5)=a=0.11507  
b).- P(X<k)=0.2236; usamos la Inversa de la Normal: N(x;,)Usamos la 
probabilidad acumulada FDA Y FDA no centrada: GL inversosIdf.Normal 
en la ventana Expresión numérica: 
IDF.NORMAL(c,media,desv_tip)=IDF.NORMAL(0.2236,18,2.5)/Acept 
Respuesta.- 
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IDF.NORMAL(0.2236,18,2.5)=b=16.09977 :P(X<16.09977)=0.2236 
c).- P(X>k)=0.1814 1-P(X<k)=0.1814P(X<k)=0.8186 estaríamos  
como en el caso anterior; calculando k y usando la Inversa de la Normal:IDF. 
NORMAL(c,media,desv-tip)=IDF.NORMAL(0.8186,18,2.5)/Aceptar. 
Respuesta.- IDF.NORMAL(0.8186,18,2.5)=c=20.27511 
                 P(X>20.27511)=0.1814 
d).- P(17<X<21)=P(X<21)-P(X<17). Se trata de la diferencia de distribuciones 
acumuladas. 
CDF.NORMAL(21,18,2.5)-CDF.NORMAL(17,18,2.5)=0.54035 . Ver figura 
resultados 
 
 
 
5.3 Aproximación binomial a la normal 
Condiciones para la aproximación de la binomial a la normal 
1. Proporciona buena aproximación 
i.- n grande y P no cercana a 0 ó 1 
ii.- n pequeña y P razonablemente cercana a ½  
2. Existe una regla general que tanto np y nq sean mayores o iguales a 5 (np 
 5 y nq  5) la distribución es una buena aproximación a la binomial. 
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 La aproximación de la Binomial a la distribución  Normal: µ=np ; =npq       
N(z;np,npq)  
Ejemplo.- Basándose en experiencia pasada, 7% de todos los comprobantes 
de pago de almuerzo tienen errores. Si se selecciona una muestra aleatoria de 
400 comprobantes, ¿Cuál es la probabilidad exacta y aproximada de que: 
 a).- exactamente 25 tengan errores? 
 b).- menos de 25 tengan errores? 
 c).- entre 20 y 25 (inclusive) tengan errores? 
 Solución    
Probabilidad exacta: X v.a. errores en comprobantes de pago. n=400 ,  
p=0.07 
Usamos la distribución binomial 
a).- P(X=25)=PDF.BINOM(25,400,0.07)=0.0686797 
b).- P(X<25)=CDF.BINOM(24,400,0.07)=0.2511457 
c).-P(20X25)=CDF.BINOM(25,400,0.07)-
CDF.BINOM(20,400,0.07)=0.2541306 
 ( Para probabilidad acumulada:FDA y FDA no centradaCdf.Binom 
   Para probabilidad no acumulada:FDP y FDP no centradaPdf.Binom) 
Se pueden ver los resultados del proceso: 
 
 
       Visor de resultados 
 
Probabilidad aproximada:  X v.a. errores en comprobantes  de pago 
Condición de aproximación a la Normal: np>5400*0.07=28>5, cumple. Luego  
definimos los parámetros de aproximación =np=28 ; =npq=26.04=5.1029 
a).- P(X=25)=PDF.NOMAL(25,28,5.1029)=0.0657720 
b).- P(X<25)=CDF.NORMAL(25,28,5.1029)=0.2782994 
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c).- P(20X25)=CDF.NORMAL(25,28,5.1029) 
CDF.NORMAL(20,28,5.1029)=0.2198280 
 ( Para probabilidad acumulada:FDA y FDA no centradaCdf.Normal 
   Para probabilidad no acumulada:FDP y FDP no centradaPdf.Normal) 
Los resultados del proceso se pueden apreciar en las figuras. 
 
 
La aproximación no es tan buena como esperábamos; esto depende del tama 
ño de muestra y la probabilidad.(Puede  probar con una muestra mas grande y 
una probabilidad más pequeña). 
Observación.-  En el  problema se soluciona lo exacto y  lo aproximado, el 
propósito es comparar los resultados.  
Solución exacta :        a).- 0.0686797     b).- 0.2511457     c).- 0.2541306                                    
Solución aproximada: a).- 0.0657720     b).- 0.2782994     c).- 0.2198280    
5.4 Aproximación Poisson a la normal  
Condicion de aproximación de aproximación de la Poisson a la distribución 
Normal:µ=t ; =t . Luego N(x,t,t) 
Ejemplo.-El número promedio de accidentes al día en una fábrica de llantas es 
4.0 
a).-¿Cuál es la probabilidad  de que en un periodo de 5 días: 
      1.- ocurran exactamente 20 accidentes? 
       2.- ocurran más de 20 accidentes? 
       3.- ocurran al menos 20 accidentes? 
       4.-.ocurran entre 15 y20 accidentes? 
b).-   ¿Cuál es la probabilidad (aproximada) de que en un periodo de 5 días: 
       1.- ocurran exactamente 20 accidentes? 
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       2.- ocurran más de 20 accidentes? 
       3.- ocurran al menos 20 accidentes 
       4.- ocurran de 15 a 20 accidentes? 
Solución 
Calculo de la solución exacta de este problema aplicaremos la probabilidad 
no acumulada y  acumulada de la distribución de Poisson.     
X:v. a. accidentes al día en una fábrica. 
=4 accid./día  y   t=5 días    t=4*5=20 accid. 
a).- (1) X=20P(X=20) 
      (2)  X>20P(X>20)=1-P(X20) 
      (3)  X20P(X20)=1-P(X<20)=1-P(X19) 
      (4)  15X20P(15X20)= P(X20)-P(X14) 
Introducimos la variable y los datos del problema en Vista de variables y 
datos respectivamente. En seguida Transformar/Calcular variable: cuadro de 
dialogo y procedemos al uso de:   
 Probabilidad acumulada: FDA y FDA no centradaCdf.Poisson 
 Probabilidad no acumulada: FDP y FDP no centradaPdf.Poisson 
según sea la pregunta a contestar del problema planteado. 
 (1) X=20P(X=20)=PDF.POISSON(20,20)=0.088835 
 (2) X>20P(X>20)=1-P(X20)=1-CDF.POISSON(20,20)=0.559093 
(3) X20P(X20)=1-P(X<20)=1-P(X19)=1-
CDF.POISSON(19,20)=0.529743 
 (4)  15X20P(15X20)= P(X20)-P(X14) 
                                               =CDF.POISSON(20,20)-CDF.POISSON(14,20) 
                                               =0.5590926625-0.1048642808=0.454228                         
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Visor de resultados 
 
Calculo de la solución aproximada: distribución normal a la distribución de 
Poisson. Usamos la probabilidad y la acumulada de la distribución normal. 
N(x;t,t)P(x;t) 
b).- (1) X=20P(X=20)= 
      (2)  X>20P(X>20)=1-P(X20)= 
      (3)  X20P(X20)=1-P(X<20)=1-P(X19)= 
      (4)  15X20P(15X20)= P(X20)-P(X14)= 
Introducimos la variable y los datos del problema en Vista de variables y 
datos respectivamente. En seguida Transformar/Calcular variable: cuadro de 
dialogo y procedemos. 
 Calculo de la probabilidad acumulada: FDA y FDA no centradaCdf.Normal 
Estandarizamos, X usando Z=(X-)/; =20, =20=4.472 y el factor de 
corrección por continuidad 0.5 
Según sea el tipo de pregunta a contestar.  
(1) P(X=20)=CDF.NORMAL(0.11,0,1)-CDF.NORMAL(-0.11,0,1)=0.087591 
(2) P(X>20)=1-P(X20)=1-CDF.NORMAL(0.11,0,1)=0.456205 
(3) P(X20)=1-P(X<20)=1-CDF.NORMAL(-0.11,0,1)=0.543796 
 
17 
 
(4) P(15X20)= P(X20)-P(X15)=0.434447 – ver fig. o  Visor de resultados  
 
 
La aproximación se da en el orden de las centésimas a lo más 
 
6. Tarea domiciliaria  
 
1.- a) Dada una distribución normal  estándarizada con media 0 y desviación 
estándar 1; encuentre el área bajo la curva (usar tabla dada)                                                                  
i.- a la izquierda de z= 1.47; iii.- entre z= - 2.17  z= - 0.65;                                  
b) Encuentre el valor de z si el área bajo la curva normal estándar:                               
i.- a la izquierda de z es 0.1131; ii.- a la derecha es 0.2632;                                
c) Dada una distribución normal estándar encuentre el valor de k tal que :        
i.- P(Z<k)= 0.0427; ii.- P(Z>k)=0.2946; iii.- P(-0.93<Z<k)=0.7235                                                                   
d) Verifique lo siguiente: i.- El área bajo la curva normal entre la media y 2 
desviaciones estándar por arriba y por debajo de ésta es 0.9544)  
2. Un estudio reciente sobre salarios por hora de equipos de mantenimiento  de 
las aerolíneas de un aeropuerto mostró que el salario medio por hora era de $ 
20.50, y una desviación estándar de $3.50.Suponga que distribución de los 
salarios por hora tiene una distribución normal. Si se elige al integrante de un 
equipo al azar, ¿cuál es la probabilidad de que gane : i.- entre $ 20.50 y $ 
24.00 la hora?; ii.- más de $ 24.0 la hora?.                                                                                                
3.- b) Un instituto de nutrición dedicado al estudio alimentación saludable reveló 
que 30% de los miembros de su comunidad tienen un exceso de peso. Una 
campaña de promoción de membresías dio como resultado la captación de 300 
nuevos miembros                                                                                                   
i.- Se sugirió utilizar la aproximación de la binomial a la normal para determinar 
la probabilidad de que 175 o más de los nuevos miembros se encuentren muy 
excedidos de peso. ¿Es este problema de naturaleza binomial?. Explicar                                                                                                     
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ii.- ¿Cuál es la probabilidad de que 175 o más de los nuevos miembros  se 
encuentren muy sobrepasados  de peso?                                                                                         
4.- a) La probabilidad de que un enfermo se recupere de un padecimiento 
pulmonar  es de 0.2. Suponga que 100 personas han  sido contagiadas.                                                   
ii.- ¿Cuál es la probabilidad de que sobrevivan exactamente 14?                            
Ii.- ¿Cuál es la probabilidad de que sobrevivan al menos 10?                                                               
Iii.- ¿Cuál es la probabilidad de sobrevivan al menos 14, pero no más de18?    
Iv.- ¿Cuál es la probabilidad de que sobrevivan un máximo de 16? 
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Semana  11 
Tema: Aproximación binomial-normal-Poisson. Distribución muestral- 
Estimación 
1. Contenido a desarrollar 
Aproximación binomial: normal - Poisson – Distribución muestral de la media  
– Teorema del Límite Central – Estimación. 
 
2. Conocimientos previos (10 min.) 
Se presentará un  repaso  de los temas tratados en la clase de la semana 
pasada y se harán preguntas orales de los mismos, para que los estudiantes 
recuerden los conocimientos adquiridos y los puedan utilizar en 
correspondiente a esta semana. 
 
3.  Desarrollo del contenido programado (90 min) 
3.1  Aproximación de la distribución binomial a la norma 
3.2  Aproximación de la distribución de Poisson a la normal  
3.3  Distribución muestral de la media               
3.4  Muestra extraída de una población con distribución  normal  
3.5  Muestra extraída de una población con distribución  no conocida-TLC              
3.6 Estimación puntual 
3.7 Error muestral. 
 
Objetivo general 
Establecer condiciones de aproximación de la distribución Normal a las 
distribuciones Binomial y Poisson. Condiciones que debe satisfa-cer los 
estimadores media  y varianza S2 muestrales para estimar los paráme-                     
tros poblacionales  y 2. Formulación del TLC usando los estimadores mues-                                                                                       
trales que tiene por distribución la Normal, aplicándose  al caso discreto y conti-  
nuo; proporcionando así una base para la Inferencia Estadística clásica. 
 
Objetivos especificos 
- Aproximar la Normal a la Binomial y Poisson aplicando el factor de correcc. 
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-Explicar la extracción de una muestra representativa de una población e 
indicar la ventaja frente a otras que no lo son. Explicar el error de muestreo. 
- En aplicaciones del TLC: cuando se tiene muestras pequeñas la distribución a 
usar. Similarmente para muestras grandes. Explicar el error estandar de .  
-Explicar porque  y S2 son buenos estimadores. Error muestral.  
 
4. Evaluación de la clase (10 min.) 
En esta sección se realizará preguntas orales de los temas tratados, para 
poder comprobar, que efectivamente ha comprendido los conocimientos 
conceptuales y procedimentales en clase teórica. 
 
5. Laboratorio de cómputo (90 min.) 
Los estudiantes en el Laboratorio de Cómputo pondrán en marcha la aplicación 
de la herramienta estadística SPSS. Haciendo uso del módulo de aprendizaje 
correspondiente a esta clase, implementarán las actividades académicas 
programadas en el módulo de aprendizaje antes mencionado, correspondiente 
a la semana 11. 
 
6. Tarea domiciliaria 
Al estudiante se le presenta las actividades que deberán realizar en sus horas 
libres en su domicilio y dichas tareas presentarán al inicio de la semana 
siguiente clase. 
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Actividades de la semana   
 
2. Conocimientos previos  
Conocimiento de variable aleatoria discreta y continua- Distribuciones binomial 
y Poisson- Calculo de media y varianza – Concepto de muestra -  Uso de la 
distribución normal – Concepto de aproximación 
3. Desarrollo del contenido programado  
 
3.1. Aproximación de la distribución binomial a la normal 
 
Existen fenómenos que describen distribuciones discretas pero que bajo 
determinadas condiciones pueden aproximarse a distribuciones continuas. La 
condición para pasar de discreto a lo continuo a este hecho se le denomina 
corrección por continuidad que consiste en sumar y restar ½  a la variable 
discreta x de finiendo un intervalo para calcular la probabilidad de aproximación 
P(-1/2 < x < 1/2) calculándose por uso de la normal estándar N(0; 0, 1).Existen 
múltiples aplicaciones en las ciencias en general.   
 
Teorema.- Si X es una variable aleatoria binomial con media  = np y varianza 

2 = npq, entonces la forma límite de la distribución de 
 
cuando n tiende a infinito (n  ), es la normal estándar  
 
 Condiciones de aproximación  
 
1. Proporciona buena aproximación 
i.- n grande y P no cercana a 0 ó 1 
ii.- n pequeña y P razonablemente cercana a ½  
2 .Existe una regla general que tanto np y nq sean mayores o iguales a 5  la 
distribución es una buena aproximación a la binomial. 
10. Cuando n grande (n  ) es preferible aproximar por medio de la 
distribución de Poisson (binomial  Poisson) 
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Observación 
De las condiciones indicadas concluimos 
Binomial  Normal 
Binomial  Poisson  
 
Ejemplo.-Supongamos un experimento con distribución binomial b(x; 10, 0.4). 
Se pide calcular: P(X=4), P(X4), P(X>4), P(X4), P(X<4),P(2X5), P(2<X<5). 
Solución:  
Proceso: Probabilidad binomial  Corrección por continuidadProbabilidad 
deseada. Elementos a usar en la aproximación. 
;   = =1.549;   factor de corrección:  1/2 
1. Valor exacto:  
        Valor aproximado P(X=4) = P(4-½ < X<4+½)= 
                                   
Si se redondean a 3 cifras decimales seria 0.251  
2.  
                                = 1 – P(Z < -0.32) = 1 – 0.3745=0.6255 
Valor aprox. P(X  4) = 0.6255 
Valor exacto P(X  4) = =0.6177 
Si redondeamos a 2 cifras decimales seria 0.62  
 
3.  
                             = 1 – P(Z < 0.32) = 1 – 0.6255=0.3745 
4.  
Valor aprox. P(X  4) = 0.6255 
Valor exacto P(X  4) = =0.6331 
 Si redondeamos a 2 cifras decimales seria 0.63  
5.  
6.  
Binomial  Normal  Poisson 
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= P(-1.61 < Z < 0.97) = 0.8340 – 0.0537 = 0.7803 
Valor aproximado: P(2  X  5) = 0.7803 
Valor exacto:  
Como se observa es una buena aproximación. 
7.  
                = P(-0.97 < Z < 0.32)=0.6255-0.1660=0.4595 
Valor aproximado P(2 < X < 5) = 0.4595 
Valor exacto:  
 
3.2. Aproximación de la distribución de Poisson a la normal 
 
La distribución de poisson definida :  
Donde t es el valor esperado o promedio; siendo  el promedio por unidad de 
tiempo o región; t es un tiempo dado o región 
 Para aproximar a la normal es necesario que  = t  5, que es el valor 
esperado o promedio y la desviación estándar  
 Es ventajoso el uso de esta aproximación porque solamente se requiere: 
de la media  conocida o estimada (aproximada) y de una población 
grande. En este caso no es necesario conocer n (muestra) y p 
(proporción). Luego podemos redefinirla 
 
Como X es una variable aleatoria de Poisson, para lograr la aproximación 
normal es necesario estandarizarla usando la transformación:  
 
:  número  esperado de éxitos o media de la distribución de Poisson 
: desviación estándar o típica de Poisson 
X: variable aleatoria discreta, luego usaremos la teoría de corrección por 
continuidad ya vista en la distribución binomial, para lograr la aproximación a la 
distribución normal. 
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Ejemplo.- El número de automóviles que llegan por minuto a una caseta de 
peaje; tiene una distribución de Poisson con una media de 2.5 
a) ¿Cuál es la probabilidad de que en cualquier minuto dado? 
(1) no llegue ningún automóvil 
(2) no llegue más de dos automóviles 
b) Si el número esperado de automóviles que llegan a la caseta de peaje en 
un intervalo de 10 minutos es 25.0 ¿Cuál es la probabilidad aproximada 
de que en cualquier periodo de diez minutos? 
(1) no llegue más de dos automóviles 
(2) llegue entre 20 y 30 automóviles  
Solución 
X: V.A. llegada de automóviles cada minuto 
a)  = 2.5;  
                t = 1 minuto 
   (1) {X = 0}  P(X = 0) =  
   (2)  
 
c) X: V.A. llegada de automóviles cada 10 minutos 
 
 = 25.0;         
      t = 10 minutos 
 
(1) {X  2}  P(X  2) =  
 
(2)  
= P(-1.1 < Z < 1.1) = 0.8643 – 0.1357 
Valor aproximado P(20  X  30) = 0.7286 
Valor exacto  
                                       = e-25 [5.254442574 x 1010]  
P(20  X  30) = 0.7297340351  0.7297 
Comparando el valor aproximado con el valor exacto. 
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La aproximación seria en el orden de las milésimas 0.729; esto se debe a la 
condición de aproximación   5, en este caso es  = 25 
 
3.3. Distribución muestral de la media  
 
Se presentan dos casos, cuando la extracción de la muestra se extrae de una 
población normal  o cuando no tiene una distribución poblacional conocida en 
ambos casos las distribuciones tienen media  y varianza 2  
 
3.4. Muestra extraída de una población normal 
  
 La muestra es extraída usando el muestreo aleatorio simple calculándose la 
media muestral  la que describe la distribución normal de medias con la media 
de media muestral = y variaza de la media muestral         
=E( -)2=/                      
                                                    
/ : error estándar de la media muestral 
-El caso presentado es para poblaciones infinitas, en este caso la elección de 
las muestras pueden ser con reemplazo o sin reemplazo el tamaño de la 
población no va a ser afectada por el muestreo. 
-Cuando el tamaño de la muestra aumenta el error estándar disminuye. 
-Si la población fuera finita de tamaño N si será afectada por el muestreo sin 
remplazo, en este caso   ;  : factor de corrección de 
población finita, condición para usarla n/N > 0.05. Cuando N es bastante 
grande (N  ) el factor de corrección se aproxima a 1. 
-Cuando usamos el factor de corrección generalmente obtenemos 
estimaciones más exactas porque el error estándar  es más pequeño, ya que 
el factor de corrección es generalmente menor a 1. 
Ejemplo: Las llamadas telefónicas de larga distancia se distribuyen 
normalmente con  = 8 minutos y  = 2 minutos. Si se seleccionan muestras 
aleatorias de tamaño 25 llamadas. 
a) Calcule  
 
6 
 
b) ¿Qué proporción de las medias de muestra estaría entre 7.8 y 8.2 minutos? 
c) ¿Qué proporción de las medias de muestra estaría entre 7.5 y 8 minutos? 
d) Si se selecciona una muestra de 100 llamadas ¿qué proporción de las 
medias de muestra estaría entre 7.8 y 8.2 minutos? 
e) Explique la diferencia de resultados entre  b)  y  d) 
f) ¿Qué es más probable que ocurra: un valor individual mayor de 11 
minutos, una media de muestra por arriba de 9 minutos en una muestra de 
25 llamadas, o una media de muestra por arriba de 8.6 minutos en una 
muestra de 100 llamadas. Explique. 
g) ¿Qué porción de medias muestrales estarían entre 7.5 y 8 de la población 
si está constituida por N = 5000 llamadas? La extracción de muestras es 
con reposición. 
Solución: 
 Según  enunciado  la  población tiene distribución normal con  = 8min  
y   = 2min; la población es infinita, se pueden extraer muchas muestras. 
 Muestra aleatoria de tamaño n= 25. 
 Sea X V.A. llamadas individuales 
 Sea   V.A. media muestral de llamadas 
a)  minuto, es el error estándar de la media 
b)  
P(7.8 <  < 8.2) = 0.3830; indica que 38.30% de las medias  de muestras 
posibles de tamaño 25 estarían en el intervalo de llamadas y más cerca de . 
=0.3944                      
P(7.5 <  < 8) = 0.3944; indica que 39.44% de las medias ……………..     
d) Muestra grande de llamadas n = 100;  
 
P(7.8 <  < 8.2) = 0.6826; indica que  68.26% … 
 
e) La diferencia se debe (68.26% - 38.30% = 29.96%) al aumento del tamaño 
de muestra de n = 25 a n = 100, el error estándar disminuye. 
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f) X: V.A. individual: P(X > 11) = 1 – P(X  11) =  
           = 1–P(Z<1.5) = 1–0.9332 = 0.0668                                          
: V.A. media muestral:    
 
=0.0013 
Observando las tres probabilidades es más probable que ocurra la muestra de 
n = 100 tiene menos posibilidad de ser mayor que 8.6 comparada con las otras, 
ya que la probabilidad de que esté más cercana a  = 8 es bastante alta 1 – 
0.0013 = 0.9987. 
g) Se trata de una población finita de tamaño N = 5000 llamadas                                                  
.  
=0.6826 
Resulta la misma probabilidad que en c).¿Debido a que ocurre? 
Como afirmación de su conocimiento pruebe para N = 1000? 500? 
El ejemplo resuelto determina una probabilidad dado un intervalo. Nuestro 
objetivo es resolver el problema inverso es decir dada una probabilidad 
estimar el  intervalo que contiene a la media poblacional . 
3.5. Muestra extraída de una población con distribución no 
conocida-TLC 
 
Cuando realizamos muestreos en poblaciones finitas y no finitas con 
distribuciones no conocidas la distribución muestral de la media  será 
aproximadamente normal con media = y varianza = /n dado que el 
tamaño de muestra es grande. Esta resultado se justifica por el Teorema del 
Límite Central(TLC) el más importante de la inferencia estadística.  
Teorema del Limite Central.- Si  es la media de una muestra aleatoria de 
tamaño n que se toma de una   población con media  y varianza 2, entonces 
la forma límite de la distribución de:     Z=( -)//   
conforme   n  ,  es la distribución normal estándar N(z; 0,1)      
Población    Muestra de         Transformación     Normal estándar 
f:dist.no conoc.     tamaño n                                               es: 
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X  f(x; , )                Z                   
 
 Condiciones para aplicar el TLC a la solución de problemas.  
1. Si n  30, la aproximación normal para  por lo general es buena, sin 
importar la distribución de la población. 
2. Si n < 30, la aproximación es buena solo si la distribución de la población 
no es muy diferente de una distribución normal. 
3. Si se sabe que la población tiene distribución normal la distribución 
muestral de  seguirá una distribución normal exacta, no importando 
que tan pequeña sea el tamaño de las muestras. 
Ejemplo.- Las estaturas de 1000 estudiantes están distribuidos 
aproximadamente en forma normal con una media de 174.5 centímetros y una 
desviación estándar de 6.9 centímetros. Si se sacan de esta población 200 
muestras aleatorias de tamaño 25 y se registran las medias, determine. 
a. La media y el error estándar de la distribución muestral de  
b. El número de medias muestrales que caen entre 172.5 y 175.8 
centímetros. 
c. El número de medias muestrales que caen por debajo de 172.00 
centímetros. 
Solución: 
X: V.A. estatura de estudiantes 
 = 174.5 centímetros,    = 6.9 centímetros ,  n = 25 
a)  propiedad:  ,   
b) {172.5< <175.8}  
) 
= P(-1.45 < Z < 0.94) = 0.8264-0.0735 = 0.7529 
Número de medias muestrales = 200 x 0.7529 = 150.58  151 
c)  
                                     = P(Z < -1.81) = 0.0352 
Número de medias muestrales: 200 x 0.0352 = 7.04  7 
  Estimación 
Se subdivide en: Estimación puntual y Estimación por intervalos  
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3.6. Estimación puntual 
 
Un estimador puntual en estadística es una aproximación o acercamiento al 
valor verdadero. Así por ejemplo la media muestral  es un acercamiento a la 
media poblacional ( ), la varianza muestra S2 es un acercamiento a la 
varianza poblacional 2 (S2  2). Estas estadísticas cumplen condiciones 
especiales de ser estimadores: 
 Insesgado o imparcial 
 Eficiente 
 Consistente 
Estimador insesgado.- Si la media de la distribución  muestral de la media  
es igual a la media poblacional . 
También ocurre con la varianza muestral S2, es un estimador insesgado de 
 
Estimador eficiente.- Si consideramos todos los posibles estimadores 
insesgados del parámetro , aquel que tenga menor varianza será el estimador 
eficiente con menor varianza. 
 Ejemplo.- La media y la mediana son ambos estimadores insesgados de la 
media poblacional E( ) = E( )= , pero la varianza de la media es menor que 
la varianza de la mediana ;         y     
Estimador consistente.- Al aumentar el tamaño de muestra la variación hace 
que  el estimador se torne un mejor estimador del parámetro poblacional. 
 Ejemplo.-,La media muestral es mejor estimador de la media poblacional. 
También ocurre con la desviación estándar aunque sesgado es  consistente y 
tiende a aproximarse al valor del parámetro estimado, cuando la muestra tiende 
a ser grande.  , es sesgado y consistente (n  ). 
3.7. Error muestral  
El error muestral e =  ( ), cuando estimamos la media poblacional  por la 
media muestral . La media muestral puede estar a la izquierda o derecha de 
. Es lo que mide cuan cercano o alejado estamos del parámetro poblacional; 
esto induce al  error de muestreo. 
4. Evaluación de la clase  
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 Explicar las ondiciones de aproximación entre la binomial y Poisson 
 Qué es el factor de corrección por continuidad 
 Explicar la condición de aproximación binomial a la normal 
 Cuándo se aplica el TLC – Propiedades de un buen estimador. 
 
5. Repaso de problemas en estadística descriptiva y 
distribuciones 
a.  Estadística descriptiva 
b.  Distribuciones discretas 
c.  Distribuciones continuas 
d.  Aproximación de las distribuciones binomial-Poisson – normal 
 
 
                                                                                                         SEMANA11 
                                                                                                                 
10.1. Repaso de problemas en estadística descriptiva y 
distribuciones 
 
5.2   Estadística descriptiva  
5.3   Distribuciones discretas 
 5.4  Distribuciones continuas 
e.  Aproximaciones de las distribuciones binomial-Poisson-
normal 
 
10.2. Estadística descriptiva 
ANALISIS EXPLORATORIO DE DATOS 
Los procedimientos que nos presenta es una ventaja para hacer una 
proyección de los datos , realizar pruebas de normalidad , homogeneidad 
de los datos, detectar errores y observar la distribución de los datos. 
2. Diagrama de dos o más cajas 
Usemos las variables:     Coeficiente de inteligencia (coefint) .  Sexo(sexo) 
Proceso: Analizar/Estadísticos descriptivos/Explorar/trasladar a la Lista de 
dependientes: coefint y a la Lista de factores: sexo/Estadísticos/en la 
ventana Explorar: Estadísticos, marcar Valores 
atípicos/Continuar/Gráficos/en la ventana Explorar Gráficos, en Diagrama 
de cajas, marcar Dependientes juntas y en Descriptivos , Tallos y 
hojas/Continuar/ en Visualización         marcar Ambos/Aceptar. 
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Observando los Tallos y hojas se pueden ver los datos atípicos asimismo los 
Diagramas de cajas 
 
TABLAS DE CONTINGENCIA Y SUS RESPECTIVOS GRAFICOS 
 
12 
 
Los casos a tratar: 1.-  Dos variables cualitativas;     2.- Una variable cualitativa 
y otra discreta 
 
 3.-  Dos variables cuantitativas categorizadas 
Usemos la base de datos1-Maestría 
1.-  Dos variables cualitativas: Sexo (sexo) y Estado civil (estaciv)        
Proceso: Análisis/Estadísticos descriptivos/Tablas cruzadas/en la ventana 
Tablas cruzadas: trasladar a Filas: sexo y en Columnas: estado civil/ al lado 
izquierdo de la ventana marcar: Mostrar los gráficos de barra 
agrupadas/Aceptar 
 
Se puede cambiar también filas por columnas eso depende de lo que 
deseamos investigar 
2.- Una variable cualitativa y una discreta 
Usemos las variables: Sexo (sexo) y Número de hijos (numhij) 
Proceso: Análisis/Estadísticos descriptivos/Tablas cruzadas/en la ventana 
Tablas cruzadas: trasladar a Filas: número de hijos y en Columnas: sexo/ al 
lado izquierdo de la ventana marcar: Mostrar los gráficos de barra 
agrupadas/Aceptar 
 
 
 
 
 
 
 
 
3.- Dos variables continuas categorizadas 
Usemos las variables : Coeficiente de inteligencia (coefint) y nota de ingreso a 
la maestría(notingma) 
1.- Método de Sturges. l(R)=|120-93|=27; k=1+log10(70)= 7.14 9   c=L(R)/k 
=27/9=3, elegimos k=9 porque divide exactamente a 27 y es igual a 3  
2.- Construimos los intervalos: [93,96), [96,99), [99,102),…….. [93,120]. 
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3.- Definimos la variable ficticia (coefint) y le asignamos: 1,2,3,4,5,6,7,8 ,9.  
Guardándose  los  valores en   cada uno  de los intervalos propuestos.  
Proceso : Similar al seguido  con la variable notingma3.        Presentemos 
los resultados:  
 
 
 
Tenga en cuenta que las tablas y los gráficos se elaboran de acuerdo a la  
investigación realizada o informe que elaboramos. 
 
10.3. Distribuciones  discretas 
Distribución Binomial 
Probabilidad acumulada: FDA y FDA  no centrada Cdf. Binomial 
Probabilidad no acumulada: FDP y FDP no centrada Pdf. Binomial 
Proceso: Transformar/Calcular variables 
1.- Una parte importante de la responsabilidad del servicio a clientes de una 
empresa pública de gas natural se refiere a la rapidez con que se pueden 
atender las llamadas relativas a la falta de calefacción en una casa. Suponga 
que una variable de servicio de importancia se refiere a si la persona de 
reparaciones llega o no a la casa en un período de dos horas. Los datos 
pasados indican que la probabilidad es de 0.60. Si se selecciona una muestra 
de cinco llamadas de servicio de “falta de calefacción”, ¿ cuál es la probabilidad 
de que una persona de reparaciones llegue a:  a) Las cinco casas en un 
período de cinco horas? b) Al menos a tres casas en el período de dos horas?. 
c) De que llegue a cero, una y dos casas en un período de dos horas?. d) 
¿Cuál es la forma de la distribución en c?. Explique. 
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Solución 
X: V. A. persona que repara;  p=0.60  la persona llegue en dos horas;  n=5  
llamadas 
                                                            Xb(x;n,p)=b(x;5,0.60) 
a).- P(X=5)=PDF.BINOM(5,5,0.60)=0.07776 
b).- P(X3)=1-CDF.BINOM(2,5,0.60)=0.68256 
c).-P(X=0)=PDF.BINOM(0,5,0.6)=0.01024 
 
       P(x=1)=PDF.BINOM(1,5,0.6)=0.07680 
        P(X=2)=PDF.BINOM(2,5,0.6)=0.2304 
d) Observando c) las probabilidades son crecientes, la distribución sería 
sesgada a la izquierda. 
 
 
Distribución de Poisson 
 Probabilidad acumulada: FDA y FDA  no centrada Cdf. Binomial 
Probabilidad no acumulada: FDP y FDP no centrada Pdf. Binomial 
Proceso: Transformar/Calcular variables 
1.- Los cambios en los procedimientos de los aeropuertos requieren de una 
planeación considerable. Los índices de las llegadas de los aviones es un 
factor importante que se debe tomar en cuenta. Suponga que los aviones 
pequeños llegan a cierto aeropuerto, de acuerdo con un proceso de Poisson, 
con un índice de seis por hora. De esta manera, el parámetro de  
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Poisson para las llegadas en un período de t horas es =6t. ¿Cuál es la 
probabilidad 
a).- de que exactamente  cuatro aeronaves pequeñas lleguen durante un 
período de una hora? 
b).- de que al menos cuatro lleguen durante un período de una hora? 
c).- Si definimos un día laboral de 12 horas, ¿cuál es la probabilidad de que al 
menos 75 pequeñas aeronaves lleguen durante el día? 
 
Solución 
X: V. A. aeronaves que llegan al earopuerto; =6t promedio de llegadas; t: 
periodo en hora 
a).- P(X=4)=PDF.POISSON(4,6)=0.13385 
b).- P(X4)= 1-P(X<4)=1-P(X3)=1-CDF.POISSON(3,6)=1- 0.84880=0.15120 
c).-   =6x12=72;   P(X75)=1-P(X<75)=1-P(X74)=1-CDF.POISSON(74,72)=1-
0.62267=0.37733 
Proceso: Transformación/Calcular variable/Grupo de funciones: se 
elige/Funciones y variables espaciales: se elige/se presiona el botón 
flecha y aparece en Expresión numérica la distribución deseada/se asigna 
el valor de la función en Variable de destino/Aceptar. 
 
 
Aproximación Binomial-Poisson 
Proceso: Transformar/Calcular variables 
1.- El fabricante de las unidades de disco usadas en una de las conocidas 
marcas de microcomputadoras espera que 2% de las unidades de disco no 
funcionen bien durante el período de garantía de las microcomputadoras.                                                                                                                     
a) En una muestra de diez unidades de disco, ¿Cuál es la probabilidad de que:                                                               
(1) ninguna funcione mal durante el período de garantía?                                                                                                                                      
(2) exactamente una funcione mal durante el período de garantía?                                                                                                            
(3) al menos dos funcionen mal durante el período de garantía?                                                                                                                                          
b) Resuelva, a) usando la distribución de Poisson  como una aproximación de 
la distribución binomial y compare brevemente sus resultados .                                                                                                                                                                                       
c)En una muestra de 50 unidades de disco, ¿cuál es la probabilidad 
aproximada de que:                                                                                                          
(1) ninguna funcione mal durante el período de garantía?                                                                                                                                                                           
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(2) exactamente una funcione mal durante el período de garantía?                                                                                                                        
(3) al menos dos funcionen mal durante el período de garantía?                                                                                                                                                                 
d) Qué suposiciones se requieren con el  fin de usar las dos distribuciones  en 
esta problema?                                                                                                                                                                                                                                                                                                                                                                                                         
Solución  
X: V. A. de que el disco funciona mal; p=0.02 de que el disco no funcione bien 
a).- Muestra  n=10  unidades de disco  
(1) P(X=0)=PDF.BINOM(0,10,0.02)=0.81707 
(2) P(X=1)=PDF.BINOM(1,10,0.02)=0.16675 
(3) P(X2)= 1-P(X<2)= 1-P(X1)= 1-CDF.BINOM(1,10,0.02)=0.01618 
 
 
 b).- Usemos la aproximación de la Binomial a la Poisson: 
u=np=10x0.02=0.2 
(1) P(X=0)=PDF.POISSON(0,0.2)=0.81873 
(2) P(X=1)=PDF.POISSON(1,0.2)=0.16375 
(3) P(X2)= 1-P(X<2)= 1-P(X1)= 1-CDF.POISSON(1,0.2)=0.01752 
 
Observando los resultados la aproximación se da en orden de los centésimos                            
c).- Muestra  n=50 unidades de disco; la muestra es mayor, u=np=50x0.02=1. 
Usamos la aproximación a Poisson. 
(1) P(X=0)=PDF.POISSON(0,1)=0.36788 
(2) P(X=1)=PDF.POISSON(1,1)=0.36788 
(3) P(X2)= 1-P(X<2)= 1-P(X1)= 1-CDF.POISSON(1,1)=0.26424 
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Si usamos la binomial que es  la forma exacta (lo hacemos para comparar con 
lo obtenido en c) 
(1) P(X=0)=PDF.BINOM(0,50,0.02)=0.36417 
(2) P(X=1)=PDF.BINOM(1,50,0.02)=0.37160 
(3) P(X2)= 1-P(X<2)= 1-P(X1)= 1-CDF.BINOM(1,50,0.02)=0.26423 
 
    d).- La suposición de aproximación de la distribución de Poisson a la 
distribución binomial se da cuando  n 20  y  p 0.05 . Luego la aproximación 
obtenida en b) buena. Ver resultados 
10.4. Distribuciones continuas 
Distribución Uniforme 
Probabilidad acumulada: FDA y FDA  no centrada Cdf. Uniform 
Probabilidad no acumulada: FDP y FDP no centrada Pdf. Uniform 
1.- La cantidad de bebida de cola en una lata de 12 onzas tiene una 
distribución uniforme entre 11.96 y 12.05.                                                                                                                                                                                                       
a) ¿Cuál es la probabilidad de elegir una lata de cola que contenga menos de 
12 onzas?                                                                                                                                                                                                           
b) ¿Cuál es la probabilidad de elegir una lata de cola más de 11.98 onzas?                                                                                                                                                                                 
c) ¿Cuál es la probabilidad de elegir una lata de cola más de 11 onzas?                                                                                                                           
d)  Calcular la media y varianza. Adicionalmente graficar y definir la función de 
distribución. 
Solución 
X: V. A. elección de una lata de cola;  a=min=11.96, b=máx=12.05  c=valor en 
donde se calcula 
a).- P(X<12)= CDF.UNIFORM(12,11.96,12.05)=0.444444                                                                                                                                                                              
b).- P(X>11.98)=1-P(X 11.98)=1-
CDF.UNIFORM(11.98,11.96,12.05)=0.777778 
c).- P(X>11)=1-P(X 11)=1-CDF.UNIFORM(11,11.96,12.05)=1-0=1 
Proceso: Transformación/Calcular variable/Grupo de funciones: se 
elige/Funciones y variables espaciales: se elige/se presiona el boton 
flecha y aparece en Expresión numérica la distribución deseada/se asigna 
el valor de la función en Variable de destino/Aceptar. 
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d).- Revisar en clase teórica 
=(a+b)/2=(11.96+12.05)/2=12.005 ;  =((b-a)2/12 )1/2=0.02598  
Distribución Normal 
Probabilidad acumulada: FDA y FDA  no centrada Cdf.Normal 
Probabilidad no acumulada: FDP y FDP no centrada Pdf. Normal 
1.- Los montos de dinero que se piden en las solicitudes de préstamos a un 
banco tiene una distribución normal con una media de 70000 nuevos soles, y 
desviación estandar de 20000 nuevos soles. Esta mañana se recibió una 
solicitud de préstamo.¿Cuál es la probabilidad :                                                      
a) de que el monto solicitado sea de 80000 nuevos soles o superior?                                                                                                                                           
b) de que el monto solicitado oscile entre 65000 y 80000 nuevos soles?                                                                                          
c) de que el monto solicitado sea de 65000 o superior?                                                                                                                                                                         
Solución 
X: V. A. solicitud de préstamo; =70000;  =20000;   
a).- P(X80000)=1-P(X< 80000)=1-P(Z<0.5)=1-
CDF.NORMAL(80000,70000,20000)=0.30854 
b).- P(65000 X80000)=P(-0.25< Z< 0.5)=CDF.NORMAL(80000,70000,20000) 
                                                                             - 
CDF.NORMAL(65000,70000,20000)=0.29017                                                                                                                                                                
c).- P(X 65000)=1-P(Z<-0.25)=1-CDF.NORMAL(65000,70000,20000)=059871 
Proceso: Transformación/Calcular variable/Grupo de funciones: se 
elige/Funciones y variables espaciales: se elige/se presiona el boton 
flecha y aparece en Expresión numérica, la distribución deseada/se 
asigna el valor de la función en Variable de destino/Aceptar. 
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Tipo de problema.- Dada una  probabilidad determinar su valor 
correspondiente.Para solucionar esta tipo de problema usamos la 
INVERSA DE LA DISTRIBUCION NORMAL.  
2.- a) Una distribución normal tiene una media de 50 y una deviación estandar 
4. Determinar el     valor por debajo del cual se presentará 95% de las 
observaciones.                                                                                                                        
b) Suponga que el costo medio por hora de operación se sigue por una 
distribución normal con una media de $ 2100 y una desviación estandar de $ 
250. Cuál es el costo de operación  más bajo para 3% de los aviones?                                                                                                                                                           
c) Las ventas mensuales de silenciadores para automóviles tiene una 
distribución normal , con media 1200 y una desviación estandar de 225. Al 
fabricante le gustaría establecer niveles de inventarios de manera que haya 
solo el 5% de probabilidad de que se agoten las existencias. ¿Dónde o en qué 
nivel se deben  establecer los niveles de inventario?.                                                                                                                                                                                                                                                                              
Solución 
X: V. A. tiene distribución normal;  =50  y  =4 ;  sea k el valor buscado para  
p=0.95 
a).- P(X<x)=P(Z<(x-50)/4)=0.95 x=IDF.NORMAL(0.95,50,4)=56.58 
b).- P(X<a)=P(Z<(a-
2100)/250)=0.03a=IDF.NORMAL(0.03,2100,250)=1629.80 
c).- El valor buscado  debe superar a la media de las ventas, se usaría el 
complemento del 5% para tener existencias : 95%.  
P(X<b)=P(Z<(b- 1200)/225)=0.95b=IDF.NORMAL(0.95,1200,225)=1570 
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10.5. Aproximación de las distribuciones binomial-Poisson-
normal 
En éstos casos de aproximación de lo discreto a lo continuo usamos el 
factor de corrección por continuidad más o menos 0.5 
Aproximación Binomial-Normal 
1.- Una agencia especializada en declaraciones de impuesto sobre la renta de 
clientes profesionales en medicina, dentistas, contadores, administradores y 
abogados. En una auditoría reciente de las declaraciones que elaboraba la 
agencia, llevó a cabo el gobierno, indicó que 5% de las declaraciones que 
había elaborado durante el año pasado contenía errores. Si la tasa de error 
continua este año y la agencia elabora 60 declaraciones, ¿Cuál es la 
probabilidad de que cometa errores en: 
a) más de seis declaraciones? 
b) por lo menos seis? 
c) seis declaraciones exactamente? 
d) mayor o menor que tres, pero menor que 7? 
(Observación: la  distribución normal con =np y 2 =np(1-p); aproxima bien  
cuando n grande y p no necesariamente cercana a  0 o 1 ) 
Solución  
X: V. A. declaraciones de impuesto sobre renta; n=60 , p=0.05 . Aplicamos la 
aproximacimación                                                                                                                                                                                                     
=60x0.05=3 , =0.05x0.95x60=1.6882   
a).- P(X>6)=1-P(X6)=1-P(Z<(6+0.5-3)/1.6882)=1-P(Z<2.07)=1-
CDF.NORMAL(2.07,0,1)=0.019226 
b).- P(X6)=1-P(X<6)=1-P(Z<(6-0.5-3)/ 1.6882)=1-P(Z<1.48)=1-
CDF.NORMAL(1.48,0,1)=0.06944 
c).- P(X=6)=P(6-0.5<X<6+0.5)=P(1.48<Z<2.07)= CDF.NORMAL(2.07,0,1)-
CDF.NORMAL(1.48,0,1) 
                                                                                  = 0.050210 
d).- P(3 X<7)=P((3-0.5-3)/1.6882<Z<(7-0.5-3)/1.6882)=P(-0.2962<Z<2.0732)= 
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                          =CDF.NORMAL(2.0732,0,1)-CDF.NORMAL(-0.2962,0,1)= 
0.597384 (Este último resultado no resulta conveniente a la agencia pues 
perdería credibilidad) 
Proceso: Transformación/Calcular variable/Grupo de funciones: se 
elige/Funciones y 
variables espaciales: se elige/se presiona el botón flecha y aparece en 
Expresión numérica, la distribución deseada/se asigna el valor de la 
función en Variable de destino/Aceptar. 
 
 
Aproximación Poisson-Normal 
La consideración fundamental para aproximar la distribución  normal a la 
distribución de Poisson es considerar:  =t  y  =t  muy similar a la 
distribución binomial. 
1.- El número de automóviles que llegan por minuto a una caseta de peaje de 
un puente particular tiene una distribución de Poisson con una media de 2.5                                                                      
a) ¿Cuál es la probabilidad de que en cualquier minuto dado: (1) no llegue 
ningún automóvil?                                                                            (2) no lleguen 
más de dos automóviles?                                                                                                                                                        
b) Si el número esperado  de automóviles que llegan a la caseta de peaje en un 
intervalo de 10 minutos es 25.0, ¿cuál es la probabilidad aproximada de que 
en cualquier período de 10 minutos : (1) no lleguen más de veinte automóviles 
? (2) lleguen entre 20 y 30 automóviles? 
Solución 
X: V.A de que lleguen automóviles a la caseta de peaje  =2.5 aut./min, 
t=1min t=2.5 
a).- (1) P(X=0)=PDF.POISSON(0,2.5)=0.082085 
       (2)  P(X2)=CDF.POISSON(2,2.5)=0.543813 
b).- (1)  P(X20)=P(Z<(20-0.5-25)/5)=P(Z<-0.9,0,1)=CDF.NORMAL(-
0.9,0,1)=0.184060 
       (2)  P(20X30)=p(-1.1<Z<1.1)=CDF.NORMAL(1.1,0,1)-CDF.NORMAL(-
1.1,0,1)=0.728668 
          (Como se observa  en b) aproximamos la normal a la Poisson: =t=25 y 
=25=5) 
 
22 
 
 
11. Tarea domiciliaria 
1.- El número promedio de interrupciones de trabajo por hora en un proceso de 
producción es de 0.8.                                                                                                                                                                  
a) ¿Cuál es la probabilidad de que en cualquier turno de ocho horas ocurran   
i.- menos de 16 interrupciones?      ; i i.- de 8 a16 interrupciones inclusive?            
b) ¿Cuál es la probabilidad aproximada de que en cualquier turno de ocho 
horas ocurran.                                                                                                                
i.- menos de 16 interrupciones?           ii.-entre 8 y 16 interrupciones?                                                     
c) Compare y contraste sus resultados de a), b) desde el punto de vista teórico                                     
2.- La variable aleatoria discreta X, que representa el número de cerezas en 
una empanada, tiene la siguiente distribución de probabilidad: 
     X=x     :       4           5            6            7           8 
P(X=x)     :      0.15        0.2          0.3        0.25     0.1    
a) Encuentre la media  y la varianza  2  de X                                                                                                  
b) Encuentre la media de la media muestral  y la varianza  de la media 
para  para muestras aleatorias de 49 empanadas de cereza                                                                                       
c) Encuentre la probabilidad de que el número promedio de cerezas en 49 
empanadas sea menor que 6.2 
3.- a) Una población finita consta de  cuatro valores: 12, 12, 14 y 16.                                                                                                            
i.-Determine muestras de tamaño 2 (4C2) calcule la media de cada muestra ( i)                                                                                                                           
ii.- Calcule la media de la distribución muestral de la media ( )  y la media 
de la población (). Compare los dos valores.                                                                                                             
4.- La cantidad de tiempo que un pagador tarda con cada  cliente tiene una 
media poblacional = 3.10 minutos y una desviación estándar = 0.40 minuto. 
Si se selecciona una muestra aleatoria de 16 clientes.                                                                                             
a) ¿Cuál es la probabilidad de que el tiempo promedio por cliente sea de al 
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menos 3 minutos?.                                                                                                                                    
b) ¿Existe un 85% de probabilidad de que la media de muestra esté por debajo 
de cuantos minutos?.  Indique que supuestos realizó para resolver a) y b)                                                                                                                               
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Semana  12  
Tema: Intervalo de confianza, distribución normal y t de Student 
1. Contenido a desarrollar 
Intervalo de confianza para la normal 
Intervalo de confianza para la t de Student 
Tamaño de muestra error y longitud de intervalo 
 
2. Conocimientos previos 
Se presentará un  repaso  de los temas tratados en la clase de la semana 
pasada y se harán preguntas orales de los mismos, para que los estudiantes 
recuerden los conocimientos adquiridos y los puedan utilizar en 
correspondiente a esta semana. 
 
3. Desarrollo del contenido programado (90 min) 
3.1 Intervalo de confianza  
3.2 Intervalo de confianza  para la media poblacional  
3.3 Intervalo de confianza cuando se conoce 2  
3.4  Intervalo de confianza cuando no se conoce 2  
3.5 Lectura de tabla- Distribución t de Student 
3.6 Tamaño de muestra ,error y longitud de un intervalo 
 
Objetivo general.- 
Determinación de un intervalo de  confianza para la media poblacional   dada 
una probabilidad o proporción cuando se conoce o no la varianza poblacional; 
lo que implica usar el teorema del límite central y las distribuciónes Normal o la 
t de Student; siendo las más usuales en este nivel. Los intervalos dependen del 
error y tamaño de muestra. 
 
Objetivos específicos 
- Aplicar las condiciones que establece el TLC para el cálculo de los intervalos 
de confianza (n30 y n<30) para la Normal y t Student. 
 
 
- Elegir el nivel de confianza (1-)100% adecuado para determinar el intervalo 
de confianza para la media  en el uso de ambas distribuciones. 
- Saber  cuándo  aplicar la  t de Student y suposiciones deben darse. 
- Determinación del error, tamaño de muestra y longitud de intervalo en la 
distribución Normal y t de Student. 
 
4. Evaluación de la clase (10 min.) 
En esta sección se realizará preguntas orales de los temas tratados, para 
poder comprobar, que efectivamente ha comprendido los conocimientos 
conceptuales y procedimentales en clase teórica. 
 
5. Laboratorio de cómputo( 90 min) 
Los estudiantes en el Laboratorio de Cómputo pondrán en marcha la aplicación 
de la herramienta estadística SPSS. Haciendo uso del módulo de aprendizaje 
correspondiente a esta clase, implementarán las actividades académicas 
programadas en el módulo de aprendizaje antes mencionado, correspondiente 
a la semana 12. 
 
6. Tarea domiciliaria 
 Al estudiante se le presenta las actividades que deberán realizar en sus horas 
libres en su domicilio y dichas tareas presentarán al inicio de la semana 
siguiente clase. 
 
 
 
Actividades de la semana  
 
2. Conocimientos previos 
 Condiciones de tamaño de muestra que establece el TLC 
 Cuando el error estándar de la media es pequeño y cuando es grande. 
 Estimación del error estándar para la población finita de tamaño N. 
 Condiciones que cumplen estimaciones  y S2  
12.  Desarrollo del contenido programado  
3.1. Intervalo de confianza  
 
-El intervalo de confianza nos da más información que la estimación puntual ya 
que consiste de un conjunto de estimadores puntuales, cuyos valores se espera 
estime el parámetro poblacional con una probabilidad 1- dada a la cual se le 
llama nivel de confianza, éstos definen un punto crítico  valor de Z por 
encima del cual se encuentra un área de /2.  
Nivel de confianza (1-)100%: 90%, 95%, 99% el parámetro se encuentre en el 
intervalo. 
No confianza 100%: 10%, 5%, 1% de que el parámetro no se encuentre en el 
intervalo sino en áreas: /2 por debajo y /2 por encima de dicho parámetro. 
-Interpretación del nivel de confianza indica que de 100 muestras extraídas de 
una población 90, 95 y 99 medias muestrales se encuentran en los intervalos que 
estiman al parámetro poblacional; y que 10, 5, 1 intervalos no lo contengan  
-Los niveles de confianza considerados se deben al grado de alejamientos que 
tienen los datos alrededor de la media poblacional, esto es   
 
3.2. Intervalo de confianza para la media poblacional 
 
En la estimación mediante intervalos para la media poblacional , usaremos la 
distribución normal y la distribución t de student ambas simétricas, siendo las más 
importantes de la estadística. 
 
 
Recurriremos a lo estudiado; estimación puntual, teorema central del límite (TLC) 
como se indicó el más importante de la estadística. Para los datos usamos el 
muestreo aleatorio simple. El tamaño de muestra, cuando n pequeña poca 
precisión, cuando n grande mayor precisión por lo tanto una mejor decisión, 
recurrimos a la muestra por razones de tiempo y dinero a invertir. 
En el estudio de intervalos de confianza se presentan dos casos. 
1.- Cuando se conoce la varianza poblacional 2 
2.- Cuando no se conoce la varianza poblacional 2 
 
3.3. Intervalo de confianza cuando se conoce   2 
 
a) La distribución poblacional es normal con 2 conocida se usa cualquiera 
que sea el tamaño de muestra. 
Intervalo de confianza de  conociendo 2.- Si  es la media de una muestra 
aleatoria de tamaño n de una población con varianza 2 conocida, el intervalo de 
confianza de (1-) 100% para  es 
 
donde  es el valor de Z a la derecha del cual se tiene un área de /2. 
 
-El error estándar  que depende de n será grande o pequeño según lo 
sea n; este comportamiento acorta o amplia el rango de la media poblacional 
-Si la población fuera  finita de  tamaño N , el error estándar sería  y 
el proceso de obtener el intervalo de confianza (IC) sería similar. Condición de 
aplicación   . 
Tabla de los niveles de confianza más importantes 
Nivel de 
confianza 1- 
Valor 
crítico Z/2 
Int. Conf. 
IC de (1-) 100% 
No confianza  
Amplitud del 
IC 
90% 
 
95% 
 
99% 
1.645 
 
1.96 
 
2.575 
 
 
 
 
 
10 medias no 
estarán en IC 
5 medias no 
estarán en IC 
1 media no estará 
en IC 
Corta 
 
Media 
 
Grande  
Caso de población finita N  la amplitud de los IC son más cortos. 
 
 
 
En la práctica es muy usual el nivel de confianza 95% 
 
Ejemplo.- En una investigación de mercado se realiza una encuesta a fumadores 
para calcular la cantidad media que los fumadores gastan en cigarrillos durante 
una semana. Los investigadores encontraron que la distribución de cantidades 
gastadas por semana tendían a seguir una distribución normal, con una 
desviación estándar S/ 5. Se tomó una muestra aleatoria de 49 fumadores y se 
obtuvo que  = S/. 20. 
a) ¿Cuál es el estimador puntual de la media de la población?.   
b) Con nivel de confianza de 95% determine el IC para . 
c) Si  n = 64 fumadores (en lugar de 49). Suponga que la media es la misma. 
i.- ¿cuál es el estimador del intervalo de confianza de 95% para ? 
ii.- Explique porque el intervalo de confianza es más corto que el obtenido en b) 
Solución: 
Sea: X: v.a. cantidades en soles gastados por semana;   X  
Población:  = ?,    = 5 
Muestra:  = 20;        n = 49     
a) La media de la muestra  es el estimador puntual de  
b) 1- = 0.95  /2 = 0.025,  Z0.025 = -1.96                 
 
              95 intervalos contienen a la media poblacional y 5 no la contendrán 
c) Usando n = 64 
i)               
ii) Es más reducido porque n = 64 (grande) luego el IC se acorta su longitud 
veamos: 21.4-18.6 = 2.821.225-18.775 = 2.45;L= 2(Z/2 ) ; L1=2.8>L2=2.45 
Sugerencia.- Considerar el ejemplo dado, con los mismos datos y usar los 
niveles de confianza 90% y 99%, para estimar la media poblacional  
 
b) La distribución poblacional no es normal con 2 conocida aplicamos el 
TLC para muestras n > 30 
 
 
Ejemplo. Los suscriptores de televisión por cable de una ciudad de la costa son 
90,000 se encuestó aleatoriamente a 80 suscriptores y se encontró que el número 
promedio de horas que ven televisión por semana son 12.8 horas con una 
desviación estándar de 2.1 horas. 
a) ¿Cuál es la desviación estándar estimada para esta población? 
b) Calcule el error estándar estimado de la media 
c) Determine un intervalo de confianza del 99% para la media de la población 
Solución: 
Sea X v.a. suscriptores de televisión por cable. 
 X  f(x,, ); f distribución no normal  : no conocida;  S  = 2,1; n > 30 
Población:  = ?, S   = 2.1 hrs, N = 90000 subscriptores de TV por cable 
Muestra: n = 80,  = 12.8 hrs/sem 
; distribución aproximadamente normal;  TLC (n > 30) 
a) La desviación estándar estimada S   = 2.1 para la población 
b) Es una población finita N=90000, luego el factor de corrección: 
 
c) 1- = 0.99  /2 = 0.005  Z0.005 = 2.575; condición para IC:     
 no es mayor que 0.05, luego consideramos el intervalo para 
poblaciones infinitas. 
 
  12.8 ± 0.604577  12.8 ± 0.6046  12.1954 <  < 13.4046 suscriptores 
 
Resumen.- Si la población tiene distribución normal con varianza conocida 2 
cualquiera que sea el tamaño de muestra se puede determinar el intervalo de 
confianza para la media poblacional. Si no se conoce la distribución 
poblacional, ni tampoco su varianza 2, pero n ≥ 30, se aplica el TLC para 
determinar el IC para la media poblacional. 
IC para muestras grandes:  
 
 
 
3.4. Intervalo de confianza cuando no se conoce 2 
En muchos casos reales tenemos que trabajar con muestras pequeñas n menor a 
30 (n < 30) por ejemplo en laboratorios y no conocemos la desviación estándar de 
la población , si la podemos estimar mediante la desviación estándar muestral S. 
Esto motiva a utilizar una distribución apropiada llamada:  
Distribución t de Student. Al utilizar la distribución t suponemos que la 
distribución poblacional es normal o aproximadamente normal. 
-La distribución t es una distribución continua que se logra de la relación de la 
distribución normal con la distribución ji-cuadrado. La característica más saltante 
es que la normal y t de Student ambas son simétricas, siendo más aplanada 
(mayor dispersión) la t de Student que la normal menos aplanada (menor 
dispersión). La distribución t es diferente para cada tamaño de muestra n  y por el 
TLC podemos formular:  
 
 
 
La distribución t usa los grados de libertad (g.l.)  =n-1, para describir por cada g.l. 
una distribución t, esto nos induce a indicar que los g.l. son independientes. 
Además cuando n tiende a ser grande la distribución t se acerca a la normal 
estándar:    
Debemos tener en cuenta que para muestras mayores a 30, la distribución t se 
asemeja tanto a la normal que la utilizamos para aproximar a la distribución t. 
 
Intervalo de confianza de  no conociendo .- Si  y S son la media y la 
desviación estándar de una muestra aleatoria de una población normal con 
varianza no conocida 2, un intervalo de confianza del (1-) 100% para  es: 
 
 
 
Donde t/2, valor de t con  = n-1 g.l lo que deja un área de /2 a la derecha 
 
 
 
3.5. Lectura de tabla- distribución t de Student                               
  
n: tamaño de muestra ; : n-1 grados de libertad 
n: 6,  = 5,  = 0.05  t0.05 = 2.015           n: 21,  = 20,  = 0.005  t0.005 = 2.845 
n: 26,  = 25,  = 0.025  t0.025 = 2.060    n: 25,  = 24,  = 0.025  t0.025 = 2.064 
Intervalos de Confianza más usuales. Sea el tamaño de muestra n=15 y S un 
valor que resulta de los datos experimentales obtenidos; con =n-1=14 usando la 
tabla de la t- de Student ; los resultados se pueden observar en el cuadro. 
 
 Tabla de los niveles de confianza más importantes en la t-de Student  
Nivel de 
confianza 1-
 
Valor 
crítico t/2 
Int. Conf. 
IC de (1-) 100% 
No confianza  
Amplitud del 
IC 
90% 
 
95% 
 
99% 
1.761 
 
2.145 
 
2.977 
 
 
 
 
 
10 medias no estarán 
en IC 
5 medias no estarán 
en IC 
1 media no estará en 
IC 
Corta 
 
Media 
 
Grande  
Caso de población finita N  la amplitud de los IC se acortan según N 
 
Ejemplo: El director del departamento de control de calidad de una organización 
de salud desea evaluar el tiempo de espera de los pacientes en una clínica local. 
Se selecciona una muestra aleatoria de 25 pacientes de un libro de citas. El 
tiempo de espera se define como el tiempo transcurrido desde que el paciente se 
reporta con la enfermera hasta que es atendido por el médico. Los datos 
siguientes representan el tiempo de espera (en minutos): 
 
25.4 39.8 45.6 30.5 19.5 
42.5 52.0 28.6 21.8 25.4 
36.6 4.9 43.1 31.1 26.1 
29.6 45.9 1.9 12.1 10.7 
12.7 39.0 17.4 13.8 41.3 
 
a) ¿qué suposiciones respecto a la distribución de población deben hacerse 
para solucionar el problema planteado? 
b) Establezca una estimación del intervalo de confianza de 95% del tiempo 
promedio de espera de la población. 
 
 
c) ¿Es razonable concluir que el tiempo de espera con  =  35 min? 
d) Determine los intervalos de confianza del 90% y 99%. Explique su diferencia 
e indique ¿cuál de ellas sería más ventajoso usarla?. 
Solución:  
Sea X v.a. tiempo de espera de pacientes que constituyen la población que 
puede ser normal o aproximadamente normal. 
a) Población: no se conoce ;  es necesario estimarla mediante la desviación 
estándar muestral S 
     Muestra:  n = 25 < 30 muestra pequeña 
            = ?  es necesario calcularla usando los datos 
   S = ?  es necesario calcularla usando los datos 
Usamos la distribución t por tener muestra pequeña n = 25 y la estimación de   
b) Cálculos:  
   
  S = 13.86968877  13.870 
1 -  = 0.95  /2 = 0.025  t0.025 = 2.064; =25-1=24 
 
c) No es razonable concluir que el tiempo de espera sea =35 min. Está fuera del 
intervalo obtenido. 
d) 1- = 0.90  /2 = 0.0         t0.05 = 1.711;     =24 
  
1- = 0.99  /2 = 0.005          t0.005 = 2.797;     =24 
 
Longitud de los intervalos: L=2 s/ ; <  es ventajoso usar el 90% 
 
3.6. Tamaño de muestra para estimar una media poblacional 
El tamaño de muestra se ha venido asignando en los experimentos. Nos 
planteamos el caso inverso en donde no conocemos su valor. ¿Qué tan grande 
deberá ser una muestra?; para satisfacer necesidades y tomar decisiones en la 
vida práctica. Su determinación requiere especial cuidado: 
 
 
a) Si es muy pequeña podemos mal determinar nuestros objetivos 
b) Si es muy grande perdemos recursos 
 Error de muestreo , se puede controlar al seleccionar una 
muestra de tamaño n adecuado en nuestro experimento. Cuanto más pequeño 
es el error mayor será el tamaño demuestra. 
 Distribución normal:  
 
 
L= ( ) – ( ) = 2( ) = 2(  
Distribución t de Student:  
 
L=( )=2( =2( ) 
El error de muestreo se controla asignándole, un valor según la precisión 
(acercamiento de  al valor verdadero ) de la estimación que deseamos. 
 
Ejemplo.- La presurización en la cabina de un avión influye en la comodidad de 
los pasajeros. Una presurización más alta permite un ambiente más cercano a lo 
normal y un vuelo más relajado. Un estudio llevado a cabo por un grupo de 
usuarios de aerolíneas registró la presión de aire correspondiente a 30 vuelos 
elegidos en forma aleatoria. El estudio reveló una presión equivalente media de 
8000 pies, con una desviación estándar de 300 pies. 
a) Establezca un intervalo de confianza de 99% para la presión equivalente de la 
media poblacional. Explique si el estudio realizado fue acertado. 
b) ¿De qué tamaño necesita ser la muestra para que la media de la población se 
encuentre dentro del margen de 25 pies, con una confianza de 95%? 
Solución:  
Sea X.v.a. presurización de vuelo 
Población:  = ?     = 300 
Muestra:  
 
 
a) 1- = 0.99  Z0.005 = 2.575 
 
b) 1- = 95  Z0.025 = 1.96;   e =  = 25 
     n=554 
 
Ejemplo.- Suponga que el gerente de una competidora de la cadena de 
supermercados ASA desea estimar sus ventas promedio de población para el 
cereal de desayuno, dentro de S/. 10, con una confianza de 99%. Puesto que no 
tiene acceso a los resultados de muestra de otras similares, el gerente hace su 
propia estimación independiente de la desviación estándar, la cual queda 
establecida en S/. 20. ¿Qué tamaño de muestra se necesita? 
Solución: 
X.v.a. cereal para el desayuno. Supongamos que la población es normal 
e = 10,   = 20,  1- = 0.99,   Z0.005 = 2.575 
      n=27 
 
4. Evaluación de la clase  
-Tipo de distribución a aplicar según, tamaño de muestra grande o pequeña. 
-¿Qué es el intervalo de confianza para la media poblacional? 
-Si no conoce la varianza poblacional y tiene una muestra pequeña ¿Qué 
distribución utilizaría?  
-Para calcular el tamaño de muestra ¿qué elementos usamos? 
-Qué es más favorable en un experimento, una longitud grande o corta cuando se 
utiliza un intervalo de confianza. 
 
5. Laboratorio de cómputo  
5.1   Intervalo de confianza: Distribución normal y t de Student.                                       
5.2   Intervalo de confianza: Distribución normal                                                            
5.3   Prueba de normalidad: Shapiro-Wilk y elección de una muestra                                                  
5.4   Intervalo de confianza: t de Student 
 
 
 
 
                                                                                        Semana 12 
5.1. Intervalo de confianza de la distribución: Normal y la t 
 
5.2. Intervalo de confianza –Distribución normal 
1.- Una empresa de investigación llevó a cabo una encuesta para determinar la 
cantidad media que los fumadores gastan en cigarrillos durante una semana. La 
empresa encontró que la distribución de cantidades gastadas por semana tendía 
a seguir la distribución normal, con una desviación estándar de $ 5.Una muestra 
de 49 fumadores reveló que  =$20. 
 
a) ¿Cuál es el estimador puntual de la media de la población? .Explique lo que 
indica 
b)Con el nivel de confianza de 95%, determine el intervalo de confianza para 
.Explique. 
c) Determine el error y la longitud del intervalo. 
Solución 
X: V.A. encuesta de fumadores  de cigarrillos.    XN(x;,) 
Población:  =5   , =?                                                                                                                                                                                                                       
Muestra :  n=40  ,  =20   
 
a).- El estimador puntual de la media poblacional  es la media muestral     ( ) 
 
b).- IC del  95%:  =    Z/2/n
1/2 
  = 20 1.96x5/401/2  =20  1.5495  
                                         18.4505<<21.5495 
 
c).- e= Z/2/n
1/2 = 1.5495  ;  L=2xe=2x1.5495=3.099  ;  n=(Z/2 /e)
2 =40.00 
El tipo de problema que acabamos de resolver es lo clásico que solucionamos; 
podemos también,  dado un conjunto de datos de terminar el Intervalo de 
Confianza de: 90%,95%,99%, o de cualquier otro tipo de intervalo. 
 
Generemos datos considerando:n=40,  =20  ,  =5. Lograremos una muestra 
aleatoria de 40 datos; definimos  x: orden de los datos de 1,2,3,……..40;  
xaleat: los datos aleatorios generados usando la distribución normal. 
 
Proceso:  Transformar/Calcular variable/en Grupo de funciones :localizamos 
Números aleatorios               /al pie de la ventana Funciones y variables 
especiales: ubicamos Rv.Normal hacemos click luego pulsamos el botón 
flecha/en la ventana Expreción numérica aparece RV.NORMAL(20,5) los 
valores que genere se asignan xaleat que aparece en  Variable de destino 
/Aceptar.   Ver la fig.   Al costado del cuadro aparecen los números generados  
 
 
 
5.3. Prueba de normalidad usando Shapiro-Wilk y elección de 
una     muestra aleatoria 
Comprobemos analíticamente que los datos tienen una distribución normal 
utilizando  Shapiro-Wilk(n=40<50 es una condición para probar la 
normalidad ).Ver fig. 
 
El coeficiente de confianza es 1-=0.95, luego el nivel de significancia es =0.05. 
Observando el cuadro Sig.(significancia)=p=0.675>=0.05. Se observa que p es 
mayor que (p> ) condición para aceptar que los datos tienen distribución 
normal. Si p menor que (p<) se diría que los datos no tienen distribución 
normal .Comprobada la normalidad de los datos procedemos a determinar  el 
Intervalo de Confianza del 95%; además de otros importantes estadísticos. La 
siguiente figura ilustra el proceso. 
Proceso: Analizar/Estadísticos descriptivos/Explorar/en Explorar,  
trasladamos a  Lista de dependientes   xaleat /en Explorar estadísticos: 
marcamos, Descriptivos,Intervalo de confianza para la media 95% / Continuar 
/en Visualización, marcamos Estadísticos/Aceptar.   
 
 
 
Podemos observar en el cuadro inferior: en Descriptivos; I C de 95%: 
19.60<<22.98 
El error estandar =0.845, la media muestral= 21.27, desviación estandar de la 
muestra=5.347 
e= Z/2/n
1/2=1.96x5.347/(40)1/2=1.657 
 
EL INTERVALO DE CONFIANZA obtenido al 95% es ligeramente diferente del  
anterior  esto porque los 40 datos se generaron aleatoriamente. 
 
2.- Usemos la base de datos Maestría que tiene 70 casos de una encuesta 
realizada en Facultad de Educación de la UNMSM. Elijamos aleatoriamente 
una muestra de  30 casos  siguiendo el procedimiento, del anterior ejemplo. Ver 
las figuras en forma secuencial 
Proceso: Datos /Seleccionar casos/aparece la ventana, luego en Seleccionar, 
marcamos : Muestra aleatoria de casos y pulsamos Ejemplo/ aparece la 
ventana Seleccionar casos: Muestra aleatoria en Tamaño de muestra 
marcamos en Exactamente :  35 de los primeros 70 
casos/Continuar/regresamos a la ventana anterior y marcamos en Resultados : 
casos no seleccionados; al  pie aparece  Estado actual : Filtrar casos por 
valores de filter $ /. En seguida  
 
 
 
aparece el cuadro de casos elegidos aleatoriamente(1) y no elegidos(0) los 
tachados 
 
pulsamos(el lado derecho del raton) filter$ aparece una ventana en la cual 
marcamos Ordenar en forma descendente aparecen los unos y  ceros 
ordenados,eliminamos los ceros  y nos quedan los unos que asignan 35 casos   
(en la fig. aparecen 23, estos  continuan hasta 35. 
 
Con el nuevo archivo de los 35 casos( Estudiantes encuestados) formulamos 
las preguntas: 
 
 
a) La v. e. rendimiento el curso de estadística (redcurest) ¿tiene distribución 
normal?. Probar.                                               b) Determinar el intervalo de 
confianza 95% de la media poblacional de la variable redcurest 
Solución  a).-La prueba de normalidad para muestras  n<50  usa  Shapiro-Wilk  
Proceso: Analizar/Estadísticos descriptivos/Explorar/trasladamos la variable 
redcurest a Lista de dependientes /Gráficos/Explorar: Gráficos en Diagrama 
de cajas pulsamos Niveles de factores juntos y Gráficos con pruebas de 
normalidad/Continuar /regresamos al cuadro anterior en Visualización y 
marcamos Gráficos/Aceptar . Observar Visor de resultados 
 
 
Se presenta en el recuadro Shapiro-Wilk donde 
sig(significación)=p=0.063>=0.05, indicando que los 35 datos de la variable 
redcurest  tiene distribución normal.Luego podemos resolver b)  
 
b).- IC del 95%:  1-=0.95=0.05 (nivel de significancia)Z/2=1.96 
Proceso: Analizar/Estadísticos descriptivos/Explorar/trasladamos la variable 
coefint a Lista de dependientes /Estadísticos/Explorar: Estadísticos, 
marcamos Descriptivos Intervalos de confianza para la media 95%  
/Continuar /regresamos al cuadro anterior en Visualización y marcamos 
Estadísticos/Aceptar . Observar Visor de resultados 
 
 
 
En el cuadro se presentan los resultados en donde se encuentran diversos 
estadísticos:  la media  muestral  =12.57, error estandar =s/n1/2 
=2.404/351/2=0.406 (s). 
El error:  e= Z/2/n
1/2=1.96x2.404/351/2=0.796 ; n=(Z/2/n
1/2)2 
=(1.96x2.404/0.796)2=35 
SUGERENCIA: Resolver problemas similares, utilizando el proceso desarrollado 
salvo mejor parecer. 
5.4. Intervalo de confianza –Distribución t de Student 
1.- El director del departamento de control de calidad de una organización de 
salubridad desea evaluar el tiempo de espera de los pacientes de una clínica 
local. Se selecciona una muestra alatoria de 25 pacientes de un libro de citas. El 
tiempo de espera se definió como el teimpo transcurrido desde que el paciente se 
reporta con la enfermera hasta que es atendido por el médico. Los datos 
siguientes representan eel tiempo de espera en minutos: 
19.5  30.5  45.6  39.8  29.6  25.4  21.8  28.6  52.0  25.4  26.1  31.1  43.1  4.9  12.7  
10.7   12.1  1.9     45.9   42.5    42.5  41.3  13.8   17.4   39.0   36.6 
a) Establezca una estimación del intervalo de confianza de 95% del tiempo 
promedio de la población 
b) ¿Qué suposiciones respecto a la población deben hacerse en a)? 
Solución    
a)Se procede a ingresar los datos  del problema: En Vista de variables se define 
la variable x: tiempo de espera de pacientes (que corresponde a un valor 
numérico medible):En seguida vamos a Vista de datos e ingresamos los datos 
numéricos n=25<30,  usamos la t-de Estudent   
 
 
 
Proceso: Analizar/Comparar medias/pulsamos t:Prueba T para una 
muestra/aparece la ventana : Prueba T para una muestra; trasladamos la 
variable a la ventana: Variable de prueba/ Pulsamos Opciones/aparece, Prueba 
t para una muestra: Opciones ,en Porcentaje del intervalo de confianza 
95%(aparece escrito a priori, si deseamos cambiar lo hacemos: con 90%, 99%,.., 
etc.) en la ventana Valores perdidos marcamos Excluir casos según 
análisis/Continuar. En la ventana anterior en Valor de prueba aparece 0 escrito 
a priori porque se trata del Intervalo de confianza (se usa también para verificar si 
determinados valores de t se encuentran dentro del intervalo de confianza. El 
proceso descrito se presenta en la figura anterior y esta posterior que está a la 
vista. 
 
En el Visor de resultados tenemos los estadísticos en la ventana Estadísticas de 
muestra única y el Intervalo de confianza en el cuadro de Prueba de muestra 
única.  Calcular el IC de 90% 
 
 
 
Observando el cuadro Prueba de muestra única para IC de 95% : 
1-=0.95        /2=0.025      t/2=2.064, con =24;    = t/2 s/(n)
1/2    
     =27.89200  2.064x13.86969/(25)1/2       22.1t6659<<33.61741            
Error estandar=s/n1/2=13.86969/251/2=2.773938  ;  
e=t/2s/n
1/2=2.064x13.86969/251/2=5.7254 
n=(t/2s/e)
2=25  ;  Longitud del intervalo=2e=2(5.7254)=11.4508 
SUGERENCIA: Complementar con la teoría; el análisis, la interpretación y la 
significación de los resultados. 
2.- Los profesionales de la especialidad de Administración en negocios, después 
de ocho años de actividad y que tienen maestría,  cuyos  sueldos mensuales  en 
nuevos soles y promedio de ofertas de trabajo, se presentan en el siguiente 
cuadro 
Sujeto    1         2        3          4            5         6          7         8          9        10      11       12        
Suel -maestría 9983  8454  8821  10980  10368  6482  6858  10058  7907  8952  7048   7538 
Prom.  de 
ofert. de trab. 
3.06    2.96    2.98    3.44    3.66     2.68    2.45    2.48    3.74    3.25    2.78   2.69 
Sujeto    13       14       15           16              17              18            19               20 
Suel-maestría 8641   7988   7299         7268         6769         7982         7497           6478 
Prom. de ofert. 
de trab. 
2.40   2.68    2.42        2.42        2. 56         3.08           2.34                2.19 
 
a) Determinar el intervalo de confianza del  90% para la media poblacional de los 
sueldos 
b) Calcular el error estandar estimado, el error, verificación del tamaño de 
muestra y longitud del intervalo. 
c)Calcular el intervalo de confianza del 99% para el promedio de oferta de trabajo 
d)Asuma que los sueldos después de la maestría tienen una distribución normal; 
calcular la probabilidad de que un graduado en maestría elegido al azar esté en la 
 
 
siguiente situación : (1)Gane más de $ 10000. (2) Gane menos de $ 6000. (3) 
Gane entre $ 7500 y $ 9500. 
e) Calcule la media para el número promedio de ofertas de trabajo. 
f) Si las ofertas de trabajo para los graduados en maestría tienen una distribución 
de Poisson con una media como la calculada en e) encuentre la probabilidad de 
que un graduado seleccionado al azar reciba lo siguiente :(1) Menos de dos 
ofertas . (2) Dos o tres ofertas. (3) Mas de tres ofertas. 
 
Solución 
El proceso es similar a lo anterior toda vez que n=20<30 implica el uso de la 
distribución t de Student: Se debe tener cuidado con la definición de las variables 
o sea Nombre, Tipo, Valores, Medida y su ingreso a Vista de variables,  
también así con los datos en Vista de datos 
Para obtener las respuestas de los casos a) y b) usamos el procedimiento del 
ejemplo anterior presentaré solamente el Visor de resultados   el cual debe 
observarse  cuidadosamente.  
Las variables usadas: suelmaes cuando tiene maestría; ofertrab: oferta de 
trabajo 
 
a) IC de 90%    1-=0.90        /2=0.05      t/2=1.729, con =19;    = t/2 
s/(n)1/2 
     =8168.55  1.729x1340.347/(20)1/2       7650.35<<8686.75 
b) error 
estandar=s/n1/2=1340.347/201/2=299.711;e=t/2s/n
1/2=1.729x1340.347/201/2=518.
199 
n=(t/2s/e)
2=20 ;  Longitud del intervalo=2e=2(518.1998)=1036.40 
 
 
 
c) IC de 99%:    1-=0.99        /2=0.005      t/2=2.861, con =19;    = t/2 
s/(n)1/2    
 
 
 
     =2.5272  2.861x0.4468/(20)1/2       2.5272<<3.0988 
 
d).- Sea X: V. A. sueldo cuando tiene maestría;  X N(x; ,)  ;  =8168.55; 
s=1340.347 
El proceso de obtención es similar a lo realizado para la Normal anteriormente. 
Ver las figuras    
(1).- P(X>10000)=1-P(Z<(10000-8168.55)/1340.347)=1-P(Z<1.37)=1-
CDF.NORMAL(1.37,0,1) =0.085343 
(2).- P(X<6000)= P(Z<(6000-8168.55)/1340.347)=P(Z<-1.62)=0.052616 
(3).- P(7500<X<9500)=P(-0.50<Z<0.99)=CDF.NORMAL(0.99,0,1)-
CDF.NORMAL(-0.50,0,1)=0.53= 0.530375  
 
 
e).- Podemos ver  el último Visor de resultados para la Prueba T: Estadísticas 
de muestra  única indica Media =2.8130 o promedio. Cuando usamos Poisson 
definimos u=t=2.8130. 
f).-Usemos la distribución de Poisson  con u=2.8130  Recordando lo desarrollado 
anterior. 
(1).-P(X<2)=P(X1)= CDF.POISSON(1,2.8130)=0.228874 
 
 
(2).- 
P(X=2)+P(X=3)=PDF.POISSON(2,2.8130)+PDF.POISSON(3,2.8130)=0.460170 
(3).- P(X>3)=1-P(X3)= 1-PDF.POISSON(3,2.8130)=0.310956 
 
 
 
6. Tarea domiciliaria  
1.- a) Suponga que desea utilizar un nivel de confianza del 80%. Dé el límite 
superior e inferior del intervalo de confianza en términos de la media de la 
muestra   y del error estándar,  
b)De qué forma podría una estimación ser menos significativa debido a:           i.- 
Un alto nivel de confianza?                      ii.- Un estrecho nivel de confianza? 
2.- b) El médico de la universidad está interesada en conocer la estatura 
promedio de los estudiantes del último año de estudios, pero no tiene suficiente 
tiempo para examinar los registros de los 430 estudiantes. Por ello, selecciona 48 
al azar y encuentra que la media de la muestra es 64.5 pulgadas y la desviación 
estándar es 2.3 pulgadas                                                                       i.-Encuentre 
la estimación del error estándar de la media                                            ii.-
Construya un intervalo de confianza del 90% para la media. 
3.- a)Para los siguientes tamaños de muestra y niveles de confianza, encuentre 
los valores t adecuados para construir intervalos de confianza:                         i.- 
n=15; 1-=90%               ii.- n=6; 1-=95%                     iii.-n=19; 1-=99% 
 
 
b) Dados los siguientes tamaños de muestra y los valores t utilizados para 
construir intervalos de confianza, encuentre los niveles de confianza 
correspondiente                                                                                                       
i.- n=27; 2.056                 ii.-  n=5; 2.132                         iii.-  n=18; 2.898 
c) Una muestra de 12 elementos tiene una media de 62 y una desviación 
estándar de 10. Construya un intervalo de confianza del 95% para la media de la 
población. 
4.-  La siguiente muestra de ocho observaciones fue tomada de una población 
infinita con distribución normal: 
75.3 76.4 83.2 91.0 80.1 77.5 84.8 81.0 
i.- Encuentre la media. 
ii.- Estime la desviación estándar de la población. 
iii.-Construya un intervalo de confianza del 98% para la media de la población. 
 
 
 
Apéndice B: Matriz de consistencia 
 
DOCTORANDO: HEINER TEÓFILO LÓPEZ PRINCIPE 
TÍTULO: LA HERRAMIENTA SPSS EN EL APRENDIZAJE DE LA ESTADÍSTICA II EN LOS ESTUDIANTES DE ADMINISTRACIÓN DE NEGOCIOS DE LA 
UNIVERSIDAD ALAS PERUANAS, SEDE CHOSICA, 2015 
Problema Objetivo Hipótesis 
Variables – Indicadores 
Método Instrumento 
Variables Dimensión  Indicadores  Ítems  
Índice  
1  2  3  4 Problema General Objetivo General Hipótesis General 
¿Cuál es el efecto de la 
herramienta SPSS en 
el aprendizaje de 
Estadística II en los 
estudiantes de 
Administración de 
Negocios de UAP sede 
Chosica 2015-I? 
 
 
Problemas 
Específicos 
PE1: ¿Cuál es el efecto 
de la herramienta 
SPSS en el aprendizaje 
conceptual de 
Estadística II en los 
estudiantes de 
Administración de 
Negocios de la UAP 
sede Chosica 2015-I? 
 
PE2: ¿Cuál es el efecto 
de la herramienta 
SPSS en el aprendizaje 
procedimental de 
Estadística II en los 
estudiantes de 
Probar que la 
herramienta SPSS 
mejora el aprendizaje 
de Estadística II en los 
estudiantes de 
Administración de 
Negocios de la UAP 
sede Chosica 2015-I? 
 
 
Objetivos Específicos 
OE1: Probar que la 
herramienta SPSS 
mejora el aprendizaje 
conceptual de 
Estadística II en los 
estudiantes de 
Administración de 
Negocios de la UAP 
sede Chosica 2015-I? 
 
 
OE2: Probar que la 
herramienta SPSS 
mejora el aprendizaje 
procedimental de 
Estadística II en los 
estudiantes de 
La herramienta SPSS 
mejora 
significativamente el 
aprendizaje de 
Estadística II en los 
estudiantes de 
Administración de 
Negocios de la UAP 
sede Chosica  2015-I. 
 
Hipótesis Específicas  
HE1: La herramienta 
SPSS mejora 
significativamente el 
aprendizaje conceptual 
de Estadística II en los 
estudiantes de 
Administración de 
Negocios de la UAP 
sede Chosica  2015-I. 
 
 
HE2: La herramienta 
SPSS mejora 
significativamente el 
aprendizaje 
procedimental de 
Estadística II en los 
V. 
Independiente 
Herramienta 
SPSS 
 
 
 
 
 
 
V. Dependiente 
Aprendizaje 
significativo de 
Estadística II 
 
 
 
 
 
 
 
 
V. Interviniente 
-Predisposición 
de los docentes 
-Equipamiento 
del laboratorio 
-Horario de 
 
 
 
 
 
 
 
 
 
 
Aprendizaje de 
conocimientos 
conceptuales 
 
 
 
 
 
 
 
 
 
Aprendizaje de 
conocimientos 
procedimentale
s 
 
Aprendizaje de 
Fundamentos 
de la 
Estadística II 
 
 
 
 
 
 
 
Procedimiento
s de 
Estadística II 
 
 
 
 
 
 
 
 
 
Valores de los 
estudiantes en 
el aprendizaje 
 
 
 
 
 
 
 
 
 
 
 
 
 
8 items de 
múltiple opción 
(4) 
 
 
 
 
 
 
 
 
 
8 items de 
múltiple opción 
(4)  
 
 
 
    Analítico-
deductivo  y cuasi 
experimental. 
 
Diseño de 
investigación 
Esquema de la 
investigación 
GE: O1  X O2 
GC: O3  --O4 
Dónde: 
GE: Grupo 
Experimental 
GC: Grupo de 
Control 
O1,O2: Post-test 
X: Herramienta 
SPSS 
--: Herramienta 
tradicional 
 
Población y 
Muestra 
Población todos 
los alumnos 
matriculados en el 
quinto ciclo 
-Material de 
aprendizaje de 
Estadística II con 
aplicaciones del 
SPSS 
-Test de 
aprendizaje de 
conocimientos. 
-Conceptual 
-Procedimental 
-Actitudinal 
-Técnicas de 
recolección de 
datos: 
Se tomará test que 
mide el aprendizaje 
de conocimiento: 
conceptuales, 
procedimentales y 
actitudinales, antes 
y después del 
experimento. 
-Tratamiento 
estadístico 
-Para confiabilidad 
de los instrumentos 
pre-test y post-test 
que evalúan los 
 
 
Administración de 
Negocios de la UAP 
sede Chosica 2015-I? 
 
PE3: ¿Cuál es el efecto 
de la herramienta 
SPSS en el aprendizaje 
actitudinal de 
Estadística II en los 
estudiantes de 
Administración de 
Negocios de la UAP 
sede Chosica 2015-I? 
Administración de 
Negocios de la UAP 
sede Chosica 2015-I? 
 
OE3: Probar que la 
herramienta SPSS 
mejora el aprendizaje 
actitudinal de 
Estadística II en los 
estudiantes de 
Administración de 
Negocios de la UAP 
sede Chosica 2015-I? 
estudiantes de 
Administración de 
Negocios de la UAP 
sede Chosica  2015-I. 
 
 
 
HE3: La herramienta 
SPSS mejora 
significativamente el 
aprendizaje actitudinal 
de Estadística II en los 
estudiantes de 
Administración de 
Negocios de la UAP 
sede Chosica  2015-I. 
 
 
clase 
-Material de 
enseñanza 
-Bibliografía 
conocimientos 
actitudinales 
 
Accesibilidad  
 
 
 
 
 
Repetitivo 
 
 
 
 
 
Flexible  
 
 
 
Acceso al 
entorno de 
trabajo 
amigable 
 
 
Proceso 
reiterativo de 
aplicaciones 
de situaciones 
similares. 
 
Adaptable a 
situaciones 
similares. 
8 items de opción 
multiple 
académico 2015-I 
constituido por 60 
estudiantes. 
La muestra está 
constituida por 
todos los 
elementos de la 
población 
divididos en dos 
grupos: Control y 
Experimental. 
conocimientos 
usamos el 
coeficiente de Alfa 
de Cronbach y 
“juicio de expertos” 
así mismo para 
analizar la 
separación de datos 
pre y post-test 
usamos la prueba 
de “U” de Mann-
Whitney y el 
estadístico W de 
Wilcoxon. 
 
 
 
 
Apéndice C              
UNIVERSIDAD ALAS PERUANAS 
SEDE CHOSICA  
ESTADISTICA II 
APRENDIZAJE DE CONTENIDOS CONCEPTUALES 
1. Las características más usuales que son observadas en las 
unidades estadísticas son: 
a) peso y talla 
b) sexo y edad 
c) cualitativas y cuantitativas 
d) solamente cuantitativas 
2. De las estadísticas de tendencia central: media, mediana y moda. 
¿Cuál de las tres es la más usada con datos cuantitativos? 
a) media 
b) moda 
c) mediana 
d) ninguna de las anteriores 
3. Las estadísticas muestrales: media y varianza se caracterizan, 
respectivamente por ser: 
a) Son medidas de posición de los datos 
b) Un promedio y la dispersión de datos y en el entorno de dicho 
promedio 
c) Son medida de posición de los datos 
d) Medidas de asimetría 
4. Cuando se utiliza el diagrama de tallos y hojas se mantienen los 
datos originales obtenidos en el experimento. 
a) No existen datos atípicos en cualquier experimento 
b) No se pueden determinar los datos atípicos porque se pierde 
información 
c) Se pueden determinar los datos atípicos, si ellos existen en el 
experimento 
d) Ninguno de los anteriores 
5. Las operaciones con eventos y la teoría de conjuntos 
 
 
a) Un evento no tiene que ver nada con un conjunto 
b) Un evento es un subconjunto por tanto son equivalentes 
c) Un evento es un subconjunto del espacio muestral y un 
conjunto no 
d) Ninguno de los anteriores 
6. La probabilidad de intersección de dos eventos: 
a) Es el producto de las probabilidades marginales si ellos son 
independientes 
b) Para calcular esta probabilidad se requiere la probabilidad 
condicional 
c) Si son dependientes es el producto de las respectivas 
probabilidades 
d) Ninguna de las anteriores 
7. El teorema de Bayes, se utiliza en estadística para 
a) La toma de decisiones dado que la formula involucra la 
probabilidad de las causas o a priori 
b) No porque no usa la probabilidad total  
c) No porque no usa probabilidades condicionales 
d) Ninguna de las anteriores. 
8. Las variables aleatorias discretas tiene el valor esperado  = E(X) 
= xp(x) y varianza        xpxXE
222   su media y 
varianza pueden tener valores: 
a) Ambos positivos 
b) La media  solo puede tener valores negativos o positivos y la 
varianza positiva y mayor que cero 
c) Negativa y mayor que cero 
d) Ninguna de las anteriores 
 
 
UNIVERSIDAD ALAS PERUANAS 
SEDE CHOSICA  
ESTADISTICA II 
APRENDIZAJE DE CONTENIDOS PROCEDIMENTAL 
 
 
1. ¿Cuál de las siguientes proposiciones corresponde a una variable 
cualitativa ordinal 
a) Automóvil marca: Ford, Nissan, Toyota 
b) En educación: primaria, secundaria, superior 
c) En colores: rojo, verde, amarillo 
d) Ninguna de las anteriores 
2. Sean los siguientes datos: 0, 2, 3, 3, 4, 4, 4, 4; indicar los 
valores de la media, mediana y moda 
a) media = 3, mediana = 3.5, moda = 4 
b) media = 3, mediana = 3, moda = 4 
c) media = 4, mediana = 4, moda = 4 
d) ninguna de las anteriores 
3. Para el cálculo de la asimetría en datos experimentales son la 
media ( ), mediana (Me), la desviación atípica (S). el sesgo de 
Pearson es positivo si: 
a)  menor que Me 
b) Igual a cero 
c)  mayor que Me 
d) Ninguna de las anteriores 
4. Los datos: 12, 21, 21, 32, 34, 34, 42, 44, 53, mediante tallos y 
hojas el tipo de distribución que define, es: 
a) Asimétrica a la derecha 
b) Simétrica 
c) Asimétrica a la izquierda 
d) Ninguna de las anteriores. 
5.  Sean los eventos  A = {1, 2, 3, 4, 5} y B = {1, 3, 5, 7, 9} 
¿Cuál de las siguientes proposiciones, es cierta?: 
a) (AB)’ = {2, 4, 7} 
b) A – B = {2, 4, 1} 
c) A  B = {1, 2, 4,3, 5, 7, 9} 
d) Ninguna de las anteriores 
 
 
6. Según la probabilidad clásica: “se produce un incendio y 
concurren una ambulancia con P(A) = 0.3 y los bomberos con 
P(B) = 0.7 se pide calcular la probabilidad de ambos lleguen al 
incendio. 
a) P(AB) =  
b) P(AB) = 1 
c) P(CB) = 0.21 
d) Ninguna de las anteriores 
7. Dadas las probabilidades P(A1) = 0.60, P(A2) = 0.40, P(B/A1) = 
0.05, P(B/A2) = 0.10. Según  teorema de Bayes  P(A1/B) es: 
a) 3/6 
b) 3/7 
c) 3/5 
d) Ninguna de los anteriores 
8. Dada la distribución binomial dado n = 3 y p = 0.6. calcular la 
media y varianza y p(X = 2) 
a)   122 4.06.0
2
3
272.0,8.1 





 xP  
b)  
c)  
d) Ninguna de las anteriores 
 
 
 
 
UNIVERSIDAD ALAS PERUANAS 
SEDE CHOSICA  
ESTADISTICA II 
APRENDIZAJE DE CONTENIDOS ACTITUDINAL 
Evaluación de aprendizaje actitudinal en curso de la Estadística II en 
los estudiantes de Administración de Negocios 
 Si 
siempre 
Casi 
siempre 
Algunas 
veces 
 No 
nunca 
1.- Participo activamente en 
clase. 
2.- Diálogo con mis compañeros 
sobre cómo solucionar 
problemas en el curso. 
3.- Escucho con atención las 
recomendaciones que se dan 
para un mejor rendimiento en el 
curso. 
4.- Me involucro en el grupo de 
estudio cuando se relaciona con 
el curso. 
5.- Respeto la opinión de mis 
compañeros en clase. 
6.- Me encuentro predispuesto a 
solucionar problemas cuando me 
proponen. 
7.- El uso del SPSS me 
entusiasma porque es una 
herramienta que facilita los 
cálculos. 
8.- Me esfuerzo y persevero en 
la solución de problemas. 
 
    
 
 
 
 
 
 
Apéndice D              
UNIVERSIDAD ALAS PERUANAS 
SEDE CHOSICA  
ESTADISTICA II 
APRENDIZAJE DE CONTENIDOS CONCEPTUALES 
9. Cuando se utiliza el diagrama de tallos y hojas se mantienen los 
datos originales obtenidos en el experimento. 
e) No existen datos atípicos en cualquier experimento 
f) No se pueden determinar los datos atípicos porque se pierde 
información 
g) Se pueden determinar los datos atípicos, si ellos existen en el 
experimento 
h) Ninguno de los anteriores 
10. Las características más usuales que son observadas en las 
unidades estadísticas son: 
a) peso y talla 
b) sexo y edad 
c) cualitativas y cuantitativas 
d) solamente cuantitativas 
11. Las estadísticas muestrales: media y varianza se caracterizan, 
respectivamente por ser: 
e) Son medidas de posición de los datos 
f) Un promedio y la dispersión de datos y en el entorno de dicho 
promedio 
g) Son medida de posición de los datos 
h) Medidas de asimetría 
12. De las estadísticas de tendencia central: media, mediana y 
moda. ¿Cuál de las tres es la más usada con datos cuantitativos? 
e) media 
f) moda 
g) mediana 
h) ninguna de las anteriores 
13. Las operaciones con eventos y la teoría de conjuntos 
 
 
e) Un evento no tiene que ver nada con un conjunto 
f) Un evento es un subconjunto por tanto son equivalentes 
g) Un evento es un subconjunto del espacio muestral y un 
conjunto no 
h) Ninguno de los anteriores 
14. Las variables aleatorias discretas tiene el valor esperado  = 
E(X) = xp(x) y varianza        xpxXE
222   su media y 
varianza pueden tener valores: 
e) Ambos positivos 
f) La media  solo puede tener valores negativos o positivos y la 
varianza positiva y mayor que cero 
g) Negativa y mayor que cero 
h) Ninguna de las anteriores 
15. La probabilidad de intersección de dos eventos: 
e) Es el producto de las probabilidades marginales si ellos son 
independientes 
f) Para calcular esta probabilidad se requiere la probabilidad 
condicional 
g) Si son dependientes es el producto de las respectivas 
probabilidades 
h) Ninguna de las anteriores 
16. El teorema de Bayes, se utiliza en estadística para 
e) La toma de decisiones dado que la formula involucra la 
probabilidad de las causas o a priori 
f) No porque no usa la probabilidad total  
g) No porque no usa probabilidades condicionales 
h) Ninguna de las anteriores. 
 
 
UNIVERSIDAD ALAS PERUANAS 
SEDE CHOSICA  
ESTADISTICA II 
APRENDIZAJE DE CONTENIDOS PROCEDIMENTAL 
 
 
9. Los datos: 12, 21, 21, 32, 34, 34, 42, 44, 53, mediante tallos y 
hojas el tipo de distribución que define, es: 
e) Asimétrica a la derecha 
f) Simétrica 
g) Asimétrica a la izquierda 
h) Ninguna de las anteriores. 
10. Sean los datos: 0, 2, 3, 3, 4, 4, 4, 4; luego: 
e) media = 3, mediana = 3.5, moda = 4 
f) media = 3, mediana = 3, moda = 4 
g) media = 4, mediana = 4, moda = 4 
h) ninguna de las anteriores 
11. Suponga la distribución binomial dado n = 3 y p = 0.6. calcular 
la media y varianza y p(X = 2) 
e)   122 4.06.0
2
3
272.0,8.1 





 xP  
f)  
g)  
h) Ninguna de las anteriores 
12. Para el cálculo de la asimetría en datos experimentales 
son la media ( ), mediana (Me), la desviación atípica (S). el 
sesgo de Pearson es positivo si: 
e)  menor que Me 
f) Igual a cero 
g)  mayor que Me 
h) Ninguna de las anteriores 
 
13. Sean los eventos  A = {1, 2, 3, 4, 5} y B = {1, 3, 5, 7,9} 
¿Cuál de las siguientes proposiciones, es cierta?: 
e) (AB)’ = {2, 4, 7} 
f) A – B = {2, 4, 1} 
 
 
g) A  B = {1, 2, 4,3, 5, 7, 9} 
h) Ninguna de las anteriores 
14. ¿Cuál de las siguientes proposiciones corresponde a una 
variable cualitativa ordinal 
e) Automóvil marca: Ford, Nissan, Toyota 
f) En educación: primaria, secundaria, superior 
g) En colores: rojo, verde, amarillo 
h) Ninguna de las anteriores 
15. Según la probabilidad clásica: “se produce un incendio y 
concurren una ambulancia con P(A) = 0.3 y los bomberos con 
P(B) = 0.7 se pide calcular la probabilidad de ambos lleguen al 
incendio. 
e) P(AB) =  
f) P(AB) = 1 
g) P(CB) = 0.21 
h) Ninguna de las anteriores 
16. Dadas las probabilidades P(A1) = 0.60, P(A2) = 0.40, 
P(B/A1) = 0.05, P(B/A2) = 0.10. Según  teorema de Bayes  
P(A1/B) es: 
e) 3/6 
f) 3/7 
g) 3/5 
h) Ninguna de los anteriores 
 
 
 
 
UNIVERSIDAD ALAS PERUANAS 
SEDE CHOSICA  
ESTADISTICA II 
APRENDIZAJE DE CONTENIDOS ACTITUDINAL 
Evaluación de aprendizaje actitudinal en curso de la Estadística II en 
los estudiantes de Administración de Negocios 
 Si 
siempre 
Casi 
siempre 
Algunas 
veces 
 No 
nunca 
1.- Participo activamente en 
clase. 
2.- Diálogo con mis compañeros 
sobre cómo solucionar 
problemas en el curso. 
3.- Escucho con atención las 
recomendaciones que se dan 
para un mejor rendimiento en el 
curso. 
4.- Me involucro en el grupo de 
estudio cuando se relaciona con 
el curso. 
5.- Respeto la opinión de mis 
compañeros en clase. 
6.- Me encuentro predispuesto a 
solucionar problemas cuando me 
proponen. 
7.- El uso del SPSS me 
entusiasma porque es una 
herramienta que facilita los 
cálculos. 
8.- Me esfuerzo y persevero en 
la solución de problemas. 
 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
