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a b s t r a c t
In this paper, we investigate a novel delayed chaotic neural model, in which a non-
monotonously increasing transfer function is employed as activation function. Local
stability and existence of Hopf bifurcation are analyzed in details. Chaos behavior of the
neuron model is observed in computer simulations. An electronic implementation of the
neuron is also considered. The dynamical behavior of the designed circuits is closely similar
to the results simulated by numerical experiments.
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1. Introduction
Since the first physical paradigm of the well-known Chua’s circuit system [1], chaotic systems have been considered as
a rich mechanism for signal design and generation. Purposefully generating chaos can be a key issue in many technological
and engineering applications. It has been noticed that simple neural networks with time delays can exhibit very chaotic
dynamical behavior [2–6].
In our previous work, Liao et al. constructed a new chaotic neuron model named chaotic Liao’s delayed neuron model,
in which linear combinations of several tangent hyperbolic functions are employed to realize activation function [2]. More
recently, Duan and Liao [7] proposed an electronic implementation of this model.
In this paper, a novel delayed chaotic neural model is proposed, in which a non-monotonously increasing transfer
function is employed as activation function. The proposed neural model exhibits complex dynamical behavior and
a symmetrical chaotic attractor is observed in numerical simulations. An electronic implementation of the neuron
is also considered in details. Phase plane and power spectrum diagram observed in experiment show the chaotic
dynamical behavior. The dynamical behavior of the designed circuits is closely similar to the results simulated by
numerical experiments. The proposed circuit may be used as delayed chaos generator and has potential applications to
communications and signal processing.
The rest of this paper is organized as follows. In Section 2, the mathematical model of the proposed delayed chaotic
neural model is described. Local stability and existence of Hopf bifurcation are analyzed. Chaotic behavior of the neuron
model is also observed in computer simulations. In Section 3, the electronic circuitry implementation of the neural model
is discussed and analyzed. Finally, some concluding remarks are given in Section 4.
2. The delayed chaotic neuron model
In this section, we discuss the local stability, existence of Hopf bifurcation condition and chaotic behavior for a simple
neuron model.
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2.1. Local stability and existence of Hopf bifurcation
Consider a simple delayed chaotic system as following
dy
dt
= −y(t)− bf (y(t − 1))+ c, t > 0 (2.1)
where b is coefficient and f (·) is an arbitrary non-linear function and its third continuous derivative exists. For convenience,
we consider system (2.1)with c = 0. Note that the delay differential equation (2.1) is supplementedwith an initial condition
of the form
x(s) = ψ(s), s ∈ [−1, 0]
where ψ(·) is assumed to be a continuous real-valued function on [−1, 0].
If y∗ denotes an equilibrium of (2.1), then y∗ satisfies
y∗ = −bf (y∗). (2.2)
We assume b satisfies the inequalities
b ≥ 0, |bM| < 1 (2.3)
where |f ′(y∗)| ≤ M . Obviously, while (2.3) is satisfied Eq. (2.2) has an exclusive solution, so system (2.1) has an equilibrium
y = y∗. Expanding Eq. (2.1) around y∗, we have
y˙ = Ly(t)+ H(y)+ higher order terms (2.4)
where{
Ly(t) = −(y(t)− y∗)+ b1(y(t − 1)− y∗)
H(y) = b2(y(t − 1)− y∗)2 + b3(y(t − 1)− y∗)3
and
b1 = −bf ′(y∗), b2 = −bf ′′(y∗)/2, b3 = −bf ′′′(y∗)/6.
Then the linearized equation becomes
u˙ = −u(t)+ b1u(t − 1), u(t) = y(t)− y∗. (2.5)
It is well known that the stability of the equilibrium point y = y∗ depends on the roots of the characteristic equation. Then
we have
Lemma 2.1. Consider the transcendental equation
λ = −1+ b1e−λ (2.6)
where b1 6= 0.
(1) If 0 < b1 < 1, then all the solutions λ of (2.6) have negative real parts.
(2) If b1 < 0 and−1 < |b1| < [1+ θ2] 12 , where θ = − tan θ , then all the solutions λ of (2.6) have negative real parts.
(3) There exists a value b01 such that (2.6) has a pure imaginary solution at b1 = b01.
Proof. A necessary and sufficient condition for all the roots of Eq. (2.6) having a negative real part is that −1 < −b1 <
[1 + θ2] 12 , where is the unique root of θ = − tan θ . By condition (1), we must have b1 < 1 and by condition (2), we must
have−|b1| < [1+ θ2] 12 .
If b1 > 0, then these conditions reduce b1 < 1; if b1 < 1, then the stability conditions are−1 < |b1| < [1+ θ2] 12 . This
completes the proof of (1) and (2).
Suppose Eq. (2.6) has a pure imaginary solution λ = iω0, ω0 ∈ R+, for some parameter value b1 = b01. This leads to the
following pair of equations:{
b01 cosω0 = 1
b01 sinω0 = −ω0. (2.7)
Or, equivalent to the equation
ω0 = − tanhω0. (2.8)
Having positive roots ω0, ω0 ∈ (npi −pi/2, npi), n = 1, 2, 3, . . .. Hence, λ = iω0 is a solution of (2.6). This completes the
proof of (3).
By use of Lemma 2.1, we have the following theorem:
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Theorem 2.1 (Local Stability and Existence of Hopf Bifurcation). (1) If 0 < b1 < 1, then y = y∗ is the unique stable equilibrium
of system (2.6); If b1 < 0, −1 < |b1| < [1 + θ2] 12 and θ = − tan θ , then y = y∗ is the unique stable equilibrium of system
(2.1).
(2) There is a Hopf bifurcation from y∗ to a periodic orbit at b1 = b01 > 0.
Proof. The proof of (1) can be directly obtained by Lemma 2.1. In the following statement, we will prove condition (2).
Let λ = µ+ iω, and using Eq. (2.6), we obtain the pair of equations for µ and ω:{
µ = −1+ b1e−µ cosω
ω = −b1e−µ sinω. (2.9)
We already know that for b1 = b01 > 0, Eq. (2.6) has a solution λ0 = µ0 + iω0, where µ0 = 0 and ω0 ∈ R+.
The second condition for the occurrence of a Hopf bifurcation is (see [8])
dRe(λ)
db1
∣∣∣∣
b1=b01
> 0.
In the following, we will show that the condition is also satisfied.
Let µ = Re(λ) and ω = Im(λ). It is easy to observe from (2.9) at b1 that
dµ
db1
= e−µ cosω − b1e−µ cosω dµdb1 − b1e
−µ sinω
dω
db1
and
dω
db1
= −e−µ sinω + b1e−µ sinω dµdb1 − b1e
−µ cosω
dω
db1
.
From Eq. (2.7), µ = 0 when b1 = b01,
dµ(µ0, ω0, b01)
db1
= cosω0 − b01 cosω0
dµ(µ0, ω0, b01)
db1
− b01 sinω0
dω(µ0, ω0, b01)
db1
and
dω(µ0, ω0, b01)
db1
= − sinω0 + b01 sinω0
dµ(µ0, ω0, b01)
db1
− b01 cosω0
dω(µ0, ω0, b01)
db1
.
This implies that
dµ(µ0, ω0, b01)
db1
= b
0
1 + cosω0
(1+ b01 cosω0)2 + (b01 sinω0)2
= (b
0
1)
2 + 1
b01[(1+ b01 cosω0)2 + (b01 sinω0)2]
> 0.
If b01 > 0, then dµ(µ0, ω0, b
0
1)/db1 > 0. This completes the proof of Theorem 2.1. 
2.2. Chaos behavior of the neuron model
Eq. (2.1) is the simplest first-order non-linear system with time delay, in which the following non-linear activation
function is adopted [2]
f (x) =
2∑
i=1
αi[tanh(x+ ki)− tanh(x− ki)], (2.10)
where αi and ki are constants. n = 2, α1 = 2, α2 = 1.5, k1 = 1 and k2 = 4/3 are chosen in our system, as shown in Fig. 1.
System (2.1) with (2.10) shows rich chaotic behavior, as shown in Fig. 2.
3. Circuitry implementation of the neuron model
An electronic circuit is designed to realize the chaotic neuron model. The circuit consists of one activation function
circuit units, a time delay circuit unit, an integration circuit unit and corresponding associated circuitries. Common resistors,
capacitors, inductances and operational amplifiers are employed to realize these circuit units.
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Fig. 1. Waveform of the activation function (2.10).
Fig. 2. Phase plane diagram of the delayed chaotic system (2.1) with activation function (2.10).
3.1. Circuit implementation of the activation function
The activation function (2.10) can be implemented as a linear combinations of four translated hyperbolic tangent
functions. Each hyperbolic tangent function can be obtained by a dual-transistor pair [5]. In our circuit design, we adopt
a muchmore practicable tangent hyperbolic circuit with translation indeed. For convenience, it can be called as tanh circuit
unit, as shown in Fig. 3.
The state equation of the circuit can be obtained as
Vta_out =
(
R8
2R6
− −R8
2R5
)
× tanh
(
R2
2VtR1
Vta_in − R1 + R22VtR1 Vtr1
)
(3.1)
where Vta_in, Vtr1 and Vta_out are input, translation and output volts of the tangent hyperbolic circuit unit, respectively.
The operational amplifier µA741 U1 and U2 are employed to realize gain control for circuit and subtraction operation,
respectively. Now, circuitry implementation of the activation function (2.10) can be obtained by using linear combinations
of four tangent hyperbolic circuit units (Fig. 4). The circuit consists of four channels to perform four tangent hyperbolic
functions, respectively. The DC sweep analysis result of the transfer characteristic for the activation function unit is given in
Fig. 5.
3.2. Circuit implementation of the time delay unit
A network of T -type LCL filters with matching resistors at the input and the output is employed to realize delay unit [7].
The time delay can be approximated by [4]
τ = n√2LC, n ≥ 1. (3.2)
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Fig. 3. Circuit implementation of the tangent hyperbolic function with translation.
Fig. 4. The activation function circuit unit.
Fig. 5. DC transfer characteristic analysis of the activation function circuit unit.
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Fig. 6. Circuit implementation of the delayed chaotic neuron model.
Fig. 7. Waveform diagram y(t) of symmetrical chaotic system. The scales of vertical and horizontal axes are 2.0 V/div and 10.0 mS/div, respectively.
3.3. Circuit implementation of delayed chaotic neuron model
The proposed chaotic system can be easily implemented by a proposed activation function circuit units, a time delay
circuit unit, an integration circuit unit, as shown in Fig. 6.
By applying standard node analysis to the circuit, the state equation that govern the dynamical behavior of the circuit
can be obtained as following
dy(t)
dt
= − 1
R53C11
y(t)− 1
R55C11
f [y(t − 1)] + 1
C11
(
1
R53
+ 1
R55
)
V1. (3.3)
For the component values R51 = R52 = 10 k, R55 = 42 k and C11 = 1 nF been chosen, Eq. (3.3) is equivalent to
system (2.1) with activation function (2.10). In addition, the coefficients of y(t) and f [y(t − 1)] can be independently varied
by adjusting the corresponding resistors R53 and R55.
The time response of the state, a beautiful symmetrical chaotic attractor, just like a delicious water caltrop, and power
spectrum diagram are obtained in experimental observation, as it shown in Figs. 7–9, respectively. From Fig. 9, we can find
the spectrum is broadband with a few broad peaks, a familiar characteristic of chaotic motion [9].
4. Conclusions
In this paper, a novel simple delayed chaotic neuralmodel is described and analyzed. Local stability and existence of Hopf
bifurcation are considered in details. Chaos of the neuron model is also observed in computer simulations. An electronic
circuitry implementation of this system is discussed and analyzed. Good qualitative agreements are shown between the
numerical simulation and the experimental result observed by oscillograph with waveform diagram and phase plane plot.
The proposed delayed chaotic circuit had three interesting features: (1) the mathematical model is very simple; (2) it is
convenient to circuitry implementation; (3) the structure of the chaotic attractor is symmetrical. Theproposed chaotic circuit
may be used as delayed chaos generator, a chaotic neuron circuit unit, even a cell for cellular neural network.
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Fig. 8. Phase plane y(t − 1) − y(t) of the symmetrical chaotic system observed in the circuit simulation. The scales of vertical and horizontal axes are
2.0 V/div and 1.0 V/div, respectively.
Fig. 9. Power spectrum diagram observed in the circuit simulation.
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