In this work we introduce the category of multiplicative sections of an LA-groupoid. We prove that these categories carry natural strict Lie 2-algebra structures, which are Morita invariant. As applications, we study the algebraic structure underlying multiplicative vector fields on a Lie groupoid and in particular vector fields on differentiable stacks. We also introduce the notion of geometric vector field on the quotient stack of a Lie groupoid, showing that the space of such vector fields is a Lie algebra. We describe the Lie algebra of geometric vector fields in several cases, including classifying stacks, quotient stacks of regular Lie groupoids and in particular orbifolds, and foliation groupoids.
Introduction
The concept of LA-groupoid first appeared in the work of K. Mackenzie [19] as the infinitesimal counterpart of double Lie groupoids. Intuitively, an LA-groupoid is thought of as a groupoid object in the category of Lie algebroids. Besides Lie algebroids of double groupoids, geometric examples of LA-groupoids include the cotangent bundle of a Poisson groupoid [20] and more generally multiplicative Dirac structures on Lie groupoids [26] .
Additionally, LA-groupoids have recently appeared in connection with the notion of Lie algebroid over a differentiable stack, introduced by the second author in [31] . Roughly, differentiable stacks are generalized quotients of smooth manifolds which arise naturally in moduli problems, including orbifolds as particular instances. It is well known that isomorphism classes of differentiable stacks correspond to Morita equivalence classes of Lie groupoids. Hence, one can think of a differentiable stack as a Lie groupoid up to Morita equivalence, e.g. an orbifold corresponds to a proper and étale Lie groupoid up to Morita equivalence. The notion of Lie algebroid over a differentiable stack was introduced in [31] , where it is shown that a Lie algebroid over a differentiable stack corresponds to a special type of LA-groupoid. Hence, when working with Lie algebroids over a differentiable stack, one can either work with the stacky version or with the LA-groupoid picture. In this work we will follow the second approach. The main goal of the paper is to study the algebraic structure underlying the space of sections of an LA-groupoid. Our guiding principle is thinking of an LA-groupoid as a categorified version of a Lie algebroid, hence the space of sections should be a categorified version of a Lie algebra. This naturally leads us to the notion of Lie 2-algebra in the sense of Baez and Crans [2] , i.e. an internal category to the category of Lie algebras.
Our approach is as follows. The forgetful functor from the category of Lie algebroids to the category of vector bundles, extends to a forgetful functor from the category of LA-groupoids to the category of VB-groupoids. Hence we first study the space of sections of a VB-groupoid and then we restrict our study to LA-groupoids. The notion of VB-groupoid was introduced by Pradines in [28] in connection with symplectic groupoids. Also, VB-groupoids have been further studied by K. Mackenzie [18] and their relation with representation theory was shown by Mehta and Gracia Saz in [14] . Also, VB-groupoids play a role in a possible notion of 2-vector bundle over a differentiable stack [11] .
Given a VB-groupoid V ⇒ E over G ⇒ M , we introduce the category of multiplicative sections of V, extending the category of multiplicative vector fields introduced by Hepworth in [15] . The main result concerning multiplicative sections is Theorem 3.1, which states that the category of multiplicative sections of V has a natural structure of 2-vector space, induced by a 2-term complex of vector spaces canonically associated to V. Then we move to the case of LA-groupoids and we prove Theorem 7.1, which says that the 2-term complex of vector spaces associated to the underlying VB-groupoid is part of a structure of crossed module of Lie algebras. As a consequence, we show Theorem 7.2 which states that the category of multiplicative sections of any LA-groupoid inherits a canonical structure of Lie 2-algebra. In the special case of the tangent LA-groupoid, Theorem 7.2 gives a positive answer to a conjecture by Hepworth [15] about the Lie 2-algebra structure on the category of multiplicative vector fields on a Lie groupoid.
In order to obtain a geometric structure in the level of differentiable stacks, we need to deal with Morita invariance of the category of multiplicative sections or equivalently of the corresponding 2-term complexes. Morita maps between VB-groupoids were introduced in [11] , and allow one to define a notion of Morita equivalence for VB-groupoids. In Theorem 5.3 we show that Morita equivalent VB-groupoids have isomorphic cohomology. In Section 6 we study projectable sections of VB-groupoids. This gives an alternative way to relate the complexes associated to Morita equivalent VB-groupoids, and is needed in Section 7. Similarly to the case of VB-groupoids, we define Morita maps and a notion of Morita equivalence for LA-groupoids. We show in Theorem 7.4 that if V and W are Morita equivalent LAgroupoids then the corresponding Lie 2-algebras are isomorphic in the derived category of Lie 2-algebras. We note in Theorem 7.5 that this implies that there exists an L ∞ quasi-isomorphism between the two Lie 2-algebras, considered as 2-term differential graded Lie algebras.
As applications of our main results, we study the algebraic structure underlying multiplicative vector fields on a Lie groupoid. It turns out that the category of multiplicative vector fields on a Lie groupoid G is equipped with a Lie 2-algebra structure which dependes only on the Morita equivalence class of G. This gives a positive answer to a conjecture by Hepworth [15] . Then, we use the Lie 2-algebra of multiplicative vector fields to introduce geometric vector fields on quotient stacks as degree one cohomology classes of multiplicative vector fields. This notion is more geometric rather than categorical and allows to describe vector fields on quotient stacks in many different situations, including classifying stacks, orbifolds, foliations among others.
The paper is organized as follows. In order to fix our notation, in Section 2 we briefly discuss the main examples of VB-groupoids and the relation with representations up to homotopy. We also review the basics on LA-groupoids and the relation between Lie 2-algebras and crossed modules of Lie algebras. In Section 3 we introduce the category of multiplicative sections of a VB-groupoid and we prove Theorem 3.1, which is the main result of this section. We also describe the category of multiplicative sections of an important class of VB-groupoids, those which are regular. In Section 4 we study the cohomology of the complex of multiplicative sections of a VB-groupoid and its relation with representations up to homotopy. In Section 5 we prove Morita invariance of the category of multiplicative sections of a VB-groupoid, this is the content of Theorem 5.2. In Section 6 we study projectable sections of VB-groupoids and prove Theorem 6.1, which is used in Section 7. In Section 7 we show that the category of multiplicative sections of an LA-groupoid carries a natural Lie 2-algebra structure (Theorem 7.2) and show that this structure is Morita invariant in an appropriate sense (Theorems 7.4 and 7.5). Finally, in Section 8, we give a detailed exposition on the Lie 2-algebra of vector fields on a Lie groupoid. Several examples are discussed and we introduce a geometric notion of vector field on a differentiable stack.
While completing this work we learned that E. Lerman and D. Berwick-Evans have independently proved that the category of multiplicative vector fields on a Lie groupoid has a Lie 2-algebra structure, see [3] . In the case of tangent groupoids our results on VB and LA-groupoids agree with theirs, but our methods are different.
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Preliminaries

2-vector spaces
2-vector spaces and their relation to 2-term complexes first appeaered in a more general setting in [13] . See [12] for an exposition of the (2-categorical) equivalence between 2-vector spaces and 2-term complexes, and [2] for details relevent to Lie 2-algebras. We denote by Vect the category of vector spaces over R. A 2-vector space is a category internal to Vect. We depict a 2-vector space by a diagram of the form
where the horizontal arrows represent the source and target morphisms, s and t. A morphism of 2-vector spaces is an internal functor in Vect. 2-vector spaces and morphisms between them form a category, denoted 2Vect. The forgetful functor Vect → Set extends to a faithfull functor 2Vect → Cat allowing one to consider 2-vector spaces as small categories with some extra structure. A morphism of 2-vector spaces is an equivalence if the underlying functor is fully-faithful and essentially surjective. The category 2-Term is the category of cochain complexes of real vector spaces concentrated in degrees 0 and 1. We call the objects of 2-Term '2-term complexes'. There is an equivalence of categories:
At the level of objects the equivalence (1) is as follows. The functor 2-Vect → 2-Term is
and the quasi-inverse functor 2-Term → 2Vect is
where V ⊕ W ⇒ W is the category associated to the action of V on W given by the map (v, w) → ∂(v) + w. Under the equivalence (1), quasi-isomorphisms of 2-term complexes correspond to equivalences of 2-vector spaces, H 0 of a complex corresponds to the vector space of automorphisms of 0 ∈ V 0 , and H 1 corresponds to the vector space of isomorphism classes of objects in the category V 1 ⇒ V 0 . Note that it is common, particularly in the related theory of 2-groups, that 2-Term is taken to be the category of chain complexes concentrated in degrees 1 and 0. Our convention is motivated by the link between our results and VB-groupoid cohomology -see section 4.
Lie 2-algebras and crossed modules of Lie algebras
See [2] and [25] for the relevant aspects of the theory of Lie 2-algebras. A Lie 2-algebra is an internal category in Lie. We depict a Lie 2-algebra by a diagram of Lie algebras
where the horizontal arrows represent the source and target morphims. A morphism of Lie 2-algebras is an internal functor in Lie. Lie 2-algebras and morphisms between them form a category, denoted 2Lie. The forgetful functor Lie → Vect extends to a functor 2Lie → 2Vect allowing one to consider Lie 2-algebras as 2-vector spaces with some extra structure. Similarly, the forgetful functor Lie → Set extends to a functor 2Lie → Cat allowing one to consider Lie 2-algebras as small categories with some extra structure. A morphism of Lie 2-algebras is an equivalence if the underlying functor is fully-faithful and essentially surjective. Note that equivalences of Lie 2-algebras are in general not (quasi-) invertible.
A crossed module of Lie algebras, or just crossed module, consists of a pair of Lie algebras g, h and Lie algebra morphisms
such that
We denote a crossed module by a diagram of type (2), or by a tuple (g, h, ∂, φ). If (g, h, ∂, φ) is a crossed module then it follows from 1. that H 0 (∂) = Ker(∂) ⊆ g is an abelian Lie subalgebra and from 2. that Im(∂) is an ideal in h and therefore that H 1 (∂) = Coker (∂) has a natural Lie algebra structure. Crossed modules form a category X-mod, where a morphism
consists of Lie algebra morphisms
) for all X ∈ h, u ∈ g. Remark 2.1. In fact, if f 1 is only assumed to be a linear map, it follows from the axioms of crossed modules that if i) and ii) hold then f 1 is automatically a Lie algebra morphism. Indeed, if u, v ∈ g then
A morphism of crossed modules induces a pair of Lie algebra morphisms Ker (∂) → Ker (∂ ′ ) and Coker (∂) → Coker (∂ ′ ). A morphism of crossed modules is a quasi-isomorphism if both of these Lie algebra morphisms are isomorphisms. There is a forgetful functor X-mod → 2-Term defined on objects by
and which preserves the notion of quasi-isomorphism.
There is an equivalence of categories
At the level of objects the equivalence is as follows. The functor 2Lie → X-mod is
and the quasi-inverse functor X-mod → 2Lie is
where g ⋊ h is the vector space g ⊕ h is equipped with the semi-direct product Lie bracket determined by φ;
and the structure morphisms of g⋊h ⇒ h are identical to those of the 2-vector space associated to the 2-term complex g ∂ − → h. Under the equivalence (3) a morphism in 2Lie is an equivalence if and only if the corresponding morphism in X-mod is a quasi-isomorphism. We shall occasionally use the equivalence (3) implicitly, and shall speak of Lie 2-algebras interchangeably. The derived category of Lie 2-algebras is the localisation of X-mod (equivalently 2Lie) obtained by inverting all quasi-isomorphisms (equivalently all equivalences).
We can summarise the discussion above in the following commutative diagram of categories and functors:
Cat
The vertical arrows are forgetfull functors, with those on the left preserving equivalences and the functor on the right preserving quasi-isomorphisms, and the horizontal functors are equivalences of categories, all of which map equivalences to quasi-isomorphisms or vice-versa.
Note that the category X-mod is also equivalent to the category of 2-term differential graded Lie algebras, though we will only make use of this equivalence briefly in Section 7.6.
VB-groupoids and representations up to homotopy
Let G ⇒ M be a Lie groupoid. A VB-groupoid over G is a Lie groupoid V ⇒ E, where both q V : V −→ G and q E : E −→ M are vector bundles which are compatible with the groupoid structures in the sense that all the structure maps of the Lie groupoid V ⇒ E are vector bundle morphism over the corresponding structure maps of G ⇒ M . The structure maps of V ⇒ E are denoted bys,t,m,ĩ and1. We write a VB-groupoid as a square
The fact thats : V −→ E is a surjective submersion implies that ker(s) ⊆ V is a vector bundle over G. The core of V is the vector bundle over M defined as the pullback C := ker(s)| M . The core C fits into an exact sequence of vector bundles over G:
where the map r : t * C −→ V is defined by r(c t(g) ) = c t(g)0g . We refer to (5) as the core sequence of V. Sections of the core determine special sections of V, as we explained below.
Definition 2.1. Let c ∈ Γ(C) be a section of the core. The right invariant section c r ∈ Γ(V) determined by c is defined as c r (g) = c(t(g))0 g for g ∈ G. Similarly, the left invariant section
Example 2.1. (2-vector spaces) A VB-groupoid over the trivial Lie groupoid { * } ⇒ { * } is the same as a finite dimensional 2-vector space.
Example 2.2. (Tangent groupoid) Let G ⇒ M a Lie groupoid. The tangent groupoid is the Lie groupoid T G ⇒ T M obtained by applying the tangent functor to each of the structure maps of G. The tangent groupoid is a VB-groupoid with core A the Lie algebroid of G.
Example 2.3. (Cotangent groupoid) Given a Lie groupoid G ⇒ M with Lie algebroid A, the cotangent bundle T * G inherits a Lie groupoid structure over the dual A * , making T * G ⇒ A * into a VB-groupoid with core T * M . This is the cotangent groupoid of G. For more details see [7] .
Example 2.4. (Representations) A representation of a Lie groupoid G ⇒ M is a vector bundle E −→ M equipped with a linear action of G, i.e. a morphism of Lie groupoids ∆ E : G −→ GL(E), where GL(E) ⇒ M is the Lie groupoid with objects being points of M and arrows x −→ y defined as linear isomorphisms between the fibers E x −→ E y . Any representation gives rise to a VBgroupoid by considering the transformation groupoid s * E = G ⋉ E ⇒ E. This is a VB-groupoid with core C = 0. Indeed, every VB-groupoid with zero core arises in this way.
Example 2.5. (Equivariant vector bundles) Let E −→ M be a vector bundle. Assume that G is a Lie group which acts on E by vector bundle automorphisms φ g :
Hence, the construction of Example 2.4 applies and one gets a VB-groupoid s * E ⇒ E, where s : G ⋉ M ⇒ M is the source map. One easily observes that the groupoid s * E ⇒ E coincides with
The notion of representation of a Lie groupoid can be generalized by representing Lie groupoids on graded vector bundles. This corresponds to the concept of representation up to homotopy introduced in [1] . For that, recall that a quasi-action of a Lie groupoid G ⇒ M on a vector bundle E −→ M is a smooth map ∆ : G → L(E) with ∆ g : E s(g) −→ E t(g) for any g ∈ G. Here L(E) is the smooth category whose objects are elements of M , and morphisms between x, y ∈ M are linear maps E x → E y between the fibers. If ∆ : G −→ L(E) satisfies ∆ x = Id : E x −→ E x , then we say that ∆ is unital. Also, if ∆ gh = ∆ g • ∆ h for any composable elements g, h ∈ G, then ∆ is called flat. Hence, a representation of G is just a flat unital quasi-action.
A representation up to homotopy of a Lie groupoid G on a graded vector bundle E can be defined in cohomological terms, as a differential in the complex C(G, E) of groupoid cochains with values in E. In this work we are concerned only with 2-term representations up to homotopy, i.e. on a graded bundle of the form C ⊕ E. For convenience, we use the following equivalent definition of representation up to homotopy. Definition 2.2. Let G ⇒ M be a Lie groupoid. A representation up to homotopy of G on the graded vector bundle E = C ⊕ E, is given by a quadruple (∂, ∆ C , ∆ E , Ω) where:
• ∆ C and ∆ E are unital quasi-actions on C and E, respectively,
• Ω ∈ Γ(G (2) , Hom(s * E, t * C)) is a section assigning to each composable pair (g 1 , g 2 ) ∈ G (2) a linear map Ω g 1 ,g 2 : E s(g 2 ) → C t(g 1 ) which is normalized, i.e. Ω g 1 ,g 2 = 0 if either g 1 or g 2 is a unit, satisfying the following conditions:
for every composable triple (g 1 , g 2 , g 3 ) in G.
As explained in [14] , a representation up to homotopy of G on C ⊕ E, induces a groupoid structure on the vector bundle t * C ⊕ s * E −→ G which makes t * C ⊕ s * E into a VB-groupoid over G with core C and side E. The groupoid t * C ⊕ s * E ⇒ E is defined as follows:
A VB-groupoid of the form t * C ⊕ s * E ⇒ E with structure maps (7) is called a split VBgroupoid.
Conversely, given a VB-groupoid, the core anchor map is the vector bundle morphism ∂ : C −→ E defined by ∂(c) =t(c). In order to obtain a representation up to homotopy out of a VB-groupoid, first we need to choose a horizontal lift. Note that, for every unit element x ∈ M , the fiber V x is canonically isomorphic to C x ⊕ E x via the isomorphism
As defined in [14] , a horizontal lift of V is a right splitting h : s * E −→ V of (5) which at every unit x ∈ M coincides with the canonical splitting (8) . As shown in [14] , horizontal lifts of a VB-groupoid always exist. The choice of a horizontal lift on V induces a representation up to homotopy of G on C ⊕ E. Actually, a result of Gracia Saz and Mehta [14] says that there is a one-to-one correspondence between representations up to homotopy of G on C ⊕ E and VBgroupoids V with core C and side E together with a horizontal lift. More precisely, as shown in [11] , this construction is functorial and yields an equivalence of categories between the category of VB-groupoids over G ⇒ M and that of representations up to homotopy of G ⇒ M .
Remark 2.2. In the special case of the Lie groupoid { * } ⇒ { * } a representation up to homotopy of { * } ⇒ { * } is just a linear map between vector spaces ∂ : V 0 −→ V 1 and one recovers the (finite dimensonal version of the) equivalence of categories 2Vect ≃ 2Term described in Section 2.1 above.
It will be useful to have an expression for the right and left invariant sections associated to c ∈ Γ(C) in the case of a split VB-groupoid. This follows straightforward from the definition of the structure maps (7), yielding
and
LA-groupoids
In this subsection we follow [20] closely. Let G ⇒ M be a Lie groupoid. An LA-groupoid over G is a VB-groupoid as in (4) where both vertical structures V −→ G and E −→ M are Lie algebroids and all the structure maps defining the Lie groupoid V ⇒ E are Lie algebroid morphisms over the corresponding structure maps of G ⇒ M . The core C −→ M of an LA-groupoid inherits a Lie algebroid structure defined in the following way. The anchor map ρ C : C −→ T M is given by ρ C (c) = ρ E • ∂, where ρ E : E −→ T M is the anchor of E and ∂ : C −→ E is the core anchor map. Given two sections c 1 , c 2 ∈ Γ(C) the Lie
We finish this section with some examples of LA-groupoids. Example 2.6. An LA-groupoid V ⇒ W over { * } ⇒ { * } is the same as a finite dimensional Lie 2-algebra. [32] is a Lie groupoid G ⇒ M equipped with a Poisson structure π ∈ X 2 (G) which is multiplicative, i.e. the graph of the multiplication Γ m = {(g, h, gh); s(g) = t(h)} ⊆ G × G ×Ḡ is a coisotropic submanifold. As shown in [21] , the multiplicativity condition is equivalent to π ♯ : T * G −→ T G being a Lie groupoid morphism. In this case, the cotangent groupoid T * G ⇒ A * inherits the structure of an LA-groupoid. See [20] for more details. More generally, multiplicative Dirac structures [26] can be viewed as LA-groupoids L ⇒ E with respect to the natural structure induced from the Courant algebroid T G ⊕T * G which is a Lie groupoid over T M ⊕ A * .
Example 2.9. Suppose that Γ is a discrete group acting on a Lie algebroid E → M by Lie algebroid automorphisms. We observed in Example ... that the transformation groupoid Γ⋉E ⇒ E is a VB-groupoid over Γ ⋉ M ⇒ M . The vector bundle Γ ⋉ E = s * E has a natural Lie algebroid structure induced by that of E, with respect to which Γ ⋉ E ⇒ E is an LA-groupoid over Γ ⋉ M ⇒ M .
The category of multiplicative sections
In this section we introduce the category of multiplicative sections of a VB-groupoid. We study the algebraic structure underlying such category in both cases of VB-groupoids and LAgroupoids.
Multiplicative sections
Let V ⇒ E be a VB-groupoid over G ⇒ M . A multiplicative section of V is given by a pair of sections e ∈ Γ(E) and V ∈ Γ(V) such that V : G −→ V is a Lie groupoid morphism covering e : M −→ E. The space of multiplicative sections of V is denoted by Γ mult (V). Multiplicative sections are closed under addition and scalar multiplication, making Γ mult (V) into a subspace of Γ(V).
Example 3.1. If V 1 ⇒ V 0 is a 2-vector space, considered as a VB-groupoid over { * } ⇒ { * }, then Γ mult (V 1 ⇒ V 0 ) can be identified with V 0 . Indeed, functors from the trivial groupoid { * } ⇒ { * } to V 1 ⇒ V 0 can be identified with the set of units
Example 3.2. In the case of the tangent groupoid T G ⇒ T M , a multiplicative section is referred to as a multiplicative vector field on G. The space of multiplicative vector fields on G is denoted by X mult (G).
Example 3.3. Multiplicative sections of the cotangent groupoid T * G ⇒ A * are called multiplicative 1-forms on G. The space of multiplicative 1-forms on G is denoted by Ω 1 mult (G). This is in agreement with the terminology introduced in [22] .
G . An easy calculation shows the converse -that if e ∈ Γ (E) G then the pair (s * e, e) is automatically multiplicative. Example 3.5. As a special case of the previous example, if
One easily observes that a VB-groupoid morphism Φ :
In particular, given a VB-groupoid V as in (4) together with a horizontal lift h : s * E −→ V, one gets a representation up to homotopy of G on C ⊕ E. This determines a VB-groupoid isomorphism between V and a split VB-groupoid t * C ⊕ s * E described in (7) . As a consequence, multiplicative sections of V are in one-to-one correspondence with multiplicative sections of a split VB-groupoid. Proposition 3.1. Let V be a VB-groupoid over G ⇒ M with core C. For any section c ∈ Γ(C), the section c r − c l : G −→ V is multiplicative.
Proof. An isomorphism of VB-groupoids V −→ V ′ covering id : G −→ G sends left and right invariant sections to left and right invariant sections respectively. Hence, we may assume that V = t * C ⊕ s * E is a split VB-groupoid associated to a representation up to homotopy (∂, ∆ C , ∆ E , Ω) of G on C ⊕ E. The structure maps of t * C ⊕ s * E ⇒ E are given by (7) . Consider now a section c ∈ Γ(C), then equations (9) and (10) describe the corresponding right and left invariant sections associated to c. Hence,
On the one hand, let g, h ∈ G be composable arrows, i.e. s(g) = t(h). Then,
where the last equality follows from the second condition of a representation up to homotopy (6) . On the other hand, we have that
where in the previous identities we have used the second formula in (7) for the multiplication on a split VB-groupoid, together with the identity ∆ C g c s(g) = ∆ C g c t(h) , which holds because s(g) = t(h). Hence, we conclude that for any composable arrows g, h ∈ G, the following identity holds
This proves that c r − c l is a multiplicative section.
The category of multiplicative sections
Consider a VB-groupoid V ⇒ E over G ⇒ M . We will introduce the category of multiplicative sections of V. Since multiplicative sections are special type of functors G −→ V, one can talk about (smooth) natural transformations between multiplicative sections. We look at those natural transformations which are also compatible with the linear structure. On any VB-groupoid (4), the bundle projection q V : V −→ G is a groupoid morphism over q E : E −→ M (see [14] ). Given multiplicative sections V,
• denotes the horizontal composition of natural transformations:
Let V be a VB-groupoid as in (4) . The category of multiplicative sections of V is defined as the subcategory Sec(G, V) of Hom LieGpd (G, V) defined by:
i) the objects of Sec(G, V) are multiplicative sections
Proof. Let x ∈ M a unit of G. We have
In other words, the objects of Sec(G, V) are multiplicative sections, and by Proposition 3.2, we can identify morphisms in Sec(G, V) with certain sections of the vector bundle 1 * V ∼ = C ⊕ E.
Description of morphisms
Let V be a VB-groupoid as in (4) . Consider the category Sec(G, V) of multiplicative sections of V. By Proposition 3.2, a morphism τ : V ⇒ V ′ in Sec(G, V) can be identified with a special section of 1 * V ∼ = C ⊕ E, so we can write τ = (c 0 , e 0 ) where c 0 ∈ Γ(C) and e 0 ∈ Γ(E). The following result identifies precisely which sections τ arise this way.
if and only if the following conditions are fulfilled
Therefore, in order to describe Sec(G, V) in a more explicit way, we may assume that V is a split
Recall that the structure maps of t * C ⊕ s * E ⇒ E are defined by (7) . This is going to be used along the proof of Proposition 3.3.
Proof. Let t * C ⊕ s * E ⇒ E be the VB-groupoid associated to a representation up to homotopy
and only if the following conditions hold:
iii) τ (g) is natural in g with respect to V and V ′ .
For any x ∈ M we haves
Hence, condition 1. and 2. in the proposition are equivalent to i) and ii), respectively. Now, assume that τ : M −→ V satisfies i) and ii). Given g ∈ G, the naturality square for τ with respect to V and V ′ is
/ / e ′ t(g) (11) and
Since V : G −→ t * C ⊕ s * E is a multiplicative section covering e ∈ Γ(E), then at each point g ∈ G we write V (g) = (c t(g) , g, e s(g) ). Similary, we write
On the one hand
where in the last equality we have used (9) . On the other hand,
where in the last equality we used (10) . Now, the commutativity of (11) is equivalent to
, is the 2-term complex of vector spaces
As recalled in Section 2.1, associated to the 2-term complex δ :
Theorem 3.1. The category of multiplicative sections Sec(G, V) is isomorphic to (the category underlying) the 2-vector space Γ(C) ⊕ Γ mult (V) ⇒ Γ mult (V), whose structure maps arê
Proof. We have already described a map Sec(G, V) −→ Γ(C) ⊕ Γ mult (V) which is a bijection. It remains to be shown that such a map is a functor. As usual, it suffices to prove this for V split. For that, consider multiplicative sections V, V ′ , V ′′ ∈ Γ mult (V) covering e, e ′ , e ′′ ∈ Γ(E), respectively. Assume that τ : V ⇒ V ′ and σ :
The composition on the groupoid V ⇒ E induces a composition of natural transformation, which yields a morphism σ
We will show that the arrow in
Note that 2. in Proposition 3.3 implies that e 1 = δ(c 0 ) + e 0 , hence the composition above makes sense. Now, due to Proposition 3.3 we only need to compute the composition of the arrows in (14) and prove that
We only show identity (15) , since (16) follows in a similar manner. Since τ : V ⇒ V ′ is a morphism, we have shown in Proposition 3.3 that
so, identities (7) imply that the left hand side of (15) reads
This shows identity (15) . A similar computation shows (16).
Examples
Let us discuss some important examples.
Indeed, category of functors from the trivial groupoid { * } ⇒ { * } to V 1 ⇒ V 0 is canonically isomorphic to (the category underlying)
In terms of Theorem 3.1, the complex of multiplicative sections is exactly the 2-term complex
, and the isomorphism
is exactly that arising from the equivalence (1).
Example 3.7. Let T G ⇒ T M be the tangent groupoid of G ⇒ M defined in Example 2.2. In this case, the category of multiplicative sections coincides with the category of multiplicative vector fields Vect(G) introduced by Hepworth in [15] . It follows from Theorem 3.1, that Vect(G) has the structure of a 2-vector space
corresponding to the 2-term complex of vector spaces
where A denotes the Lie algebroid of G.
Example 3.8. Let T * G ⇒ A * the cotangent groupoid of G ⇒ M defined in Example 2.3. In this case, the core bundle is T * M −→ M and any 1-form α ∈ Ω 1 (M ) induces right and left invariant 1-forms on G given by
See Section 11.3 in [18] for more details. Hence, the category of multiplicative 1-forms on G has a 2-vector space structure
Example 3.9. If G ⋉ E ⇒ E is the VB-groupoid associated to a representation of a Lie groupoid G ⇒ M on a vector bundle E → M (see Example 2.4) then the core of G ⋉ E is 0, and
. Therefore the complex of multiplicative sections is
Regular VB-groupoids
In this section we describe the category of multiplicative sections of the so-called regular VBgroupoids [14] . A VB-groupoid V ⇒ E is called regular if the core anchor map ∂ : C −→ E has constant rank. There are two extreme classes of regular VB-groupoids; a regular VB-groupoid is of type 0 if the core anchor map is zero, and we say that it is of type 1 if the core anchor map ∂ : C −→ E is an isomorphism of vector bundles. It turns out that any regular VB-groupoid is isomorphic to the direct sum of a VB-groupoid of type 0 with one of type 1. For more details, see [14] .
Regular VB-groupoids of type 1
Let G ⇒ M be a Lie groupoid and q E : E −→ M a vector bundle. The pullback groupoid q ! E G ⇒ E has a natural structure of vector bundle over G given by the direct sum q ! E G = s * E ⊕ t * E. It is easy to see that q ! E G ⇒ E is a VB-groupoid over G ⇒ M , with structure maps
In this case, the core anchor is id : E −→ E, hence q ! E G is a regular VB-groupoid of type one. As shown in [14] , any regular VB-groupoid of type 1 is isomorphic to a pullback q ! E G ⇒ E. In order to describe the complex of multiplicative sections of a regular groupoid of type 1, it suffices to do it for the pullback groupoid q ! E G ⇒ E. It is easy to check that any multiplicative section of q ! E G has the form G −→ q ! E G; g → (e t(g) , g, e s(g) ), for some section e ∈ Γ(E) and hence the space of multiplicative sections of q ! E G identifies with Γ(E). Also, if e ∈ Γ(E) is a section of the core bundle E, then the induced right and left invariant sections e r , e l : G −→ q ! E G are e r (g) = (e t(g) , g, 0); e l (g) = (0, g, −e s(g) ).
We conclude that the complex of multiplicative sections of q ! E G ⇒ E is the exact complex
Regular VB-groupoids of type 0
Let V ⇒ E be a regular VB-groupoid of type zero over G ⇒ M . This is equivalent to have a pair of representations ∆ C , ∆ E on C and E respectively, together with a normalized element
We will use (18) to describe multiplicative sections on t * C ⊕ s * E ⇒ E. For that, consider V : G −→ t * C ⊕s * E a multiplicative section covering e ∈ Γ(E). Sinces•V = e•s andt•V = e•t, we conclude that e ∈ Γ(E) G is an invariant section, i.e. e t(g) = ∆ E g e s(g) for every g ∈ G. Now, for any composable pair
, gh, e s(h) ), which implies that c, c ′ andc are constrained bỹ
As a consequence, we conclude that the space of multiplicative sections on t * C ⊕ s * E is given by the subspace of Γ(t * C) ⊕ Γ(E) G defined by the constraint (19) .
Remark 3.2. It is worthwhile to observe that if C = 0 the constraint (19) holds automatically and hence Γ mult (s * E) ∼ = Γ(E) G , as seen in Example 3.9. Now we are able to describe the complex of multiplicative sections of the type zero VB-groupoid t * C ⊕ s * E ⇒ E. It follows from (9) and (10) that the right and left invariant sections associated to c ∈ Γ(C) are respectively given by
. Therefore, the complex of multiplicative sections is given by
where
General regular VB-groupoids
Consider now a regular VB-groupoid V with core anchor ∂ : C −→ E. If K = ker(∂), F = im(∂) and ν = E/F = coker(∂), one can construct two VB-groupoids V 0 and V 1 with V ∼ = V 0 ⊕ V 1 , namely
Note that V 0 has core anchor ∂ : K −→ ν, hence V 0 is regular of type zero. Similarly, the core anchor of V 1 is id : F −→ F , hence V 1 is regular of type one. For more details the reader can consult [14] .
As a result, we obtain that the complex of multiplicative sections of any regular VB-groupoid with core C ∼ = K ⊕ F and side E ∼ = F ⊕ ν, is isomorphic to the complex
with k r − k l defined as in (20) . Proof. It is clear from (24) that the inclusion of the subcomplex δ :
Remark 3.3. We will see later (Corollary 5.2) that this result can also be seen as a consequence of Morita invariance.
Example 3.10. A Lie groupoid G ⇒ M is called regular if t : s −1 (x) −→ M has constant rank for every x ∈ M . Infinitesimally, the anchor map ρ : A −→ T M has constant rank. In particular, the tangent VB-groupoid T G ⇒ T M is regular. By Example 3.7, we know that the complex of multiplicative sections of T G is just the complex Γ(A) −→ X mult (G) of multiplicative vector fields on G. Hence, the choice of a splitting of T G ⇒ T M induces an isomorphism of complexes
where K = ker(ρ), F = im(ρ) and ν = T M/F . This example will be studied in detail in Section 8.
Cohomology
In this section we study the cohomology of the complex of multiplicative sections as well as its connection with the theory of representations up to homotopy.
Cohomology of VB-groupoids
Let G ⇒ M be a Lie groupoid. The nerve of G is the simplicial manifold G • = (G (p) ) p∈N , where
is the manifold of composable p-arrows and face maps ∂ i :
As for any simplicial manifold, one can define a complex
The corresponding cohomology is called the groupoid cohomology of G and it is denoted by
Consider now a VB-groupoid V ⇒ E over G ⇒ M with core C. It was proved in [6] that the nerve V • is a simplicial vector bundle over the nerve G • . The linear complex (C • lin (V), d) of a VB-groupoid was introduced in [6] . A linear p-cochain is a smooth function V (p) −→ R which is fiberwise linear with respect to the vector bundle structure V (p) −→ G (p) . The differential d is just the restriction of the groupoid differential (25) . It was also proved in [6] 
Multiplicative sections and linear cochains
Let E → M be a vector bundle and C ∞ lin (E * ) denote the vector space of fibre-wise linear smooth functions on E * . There is a linear isomorphism
e → (α ∈ E * m → α (e(m))) from Γ(E) to the vector space of fibre-wise linear smooth functions on E * . (We will denote this map by l for any vector bundle.) These maps satisfy several naturality properties, see Proposition A.1.
Recall that a VB-groupoid V ⇒ E over G ⇒ M with core C has a dual VB-groupoid V * ⇒ C * over G ⇒ M with core E * (c.f. Section 11.2 in [18] ). In particular, any section V : G −→ V induces a linear 1-cochain l V on the dual VB-groupoid V * ⇒ C * . 
, which is equivalent to saying that V is multiplicative.
Proposition 4.2. The linear isomorphisms
Proof. It follows from Proposition 4.1 that the statement is equivalent to the commutativity of the diagram
Denote the structure maps of V * ⇒ C * byŝ,t,m,î,1, and the zero section by0 :
Therefore dl = lδ as required.
Representations up to homotopy
As shown in [6] , the cohomology of the linear complex C • lin (V * ) is isomorphic to H • (G, E V ), the cohomology of G with coefficients in the representation up to homotopy E V corresponding to the VB-groupoid V. In particular, we obtain the following result which describes the cohomology of the category of multiplicative sections Sec(G, V). A result of Arias Abad and Crainic [1] , establishes that if G is proper Lie groupoid and E is a representation up to homotopy of G, then the cohomology of G with coefficients in E is concentrated in degree 0 and degree 1. Combining this result with Proposition 4.3, we obtain the following.
Corollary 4.1. Let V ⇒ E be a proper VB-groupoid. Then the 2-term complex of multiplicative sections δ : Γ(C) −→ Γ mult (V) computes the cohomology of G with coefficients in the representation up to homotopy E V corresponding to V.
Proof. One easily observes that if
V is proper, then G is proper as well. Hence, the cohomology H • (G, E V ) is concentrated in degrees 0 and 1, which can be computed by using the complex of multiplicative sections of V. Remark 4.1. Notice that a VB-groupoid over a proper groupoid G ⇒ M is not necessarily a proper VB-groupoid. For instance, any 2-vector space is a VB-groupoid over the proper groupoid * ⇒ * . However, 2-vector spaces are not necessarily proper.
Morita invariance
In this section we study Morita invariance of the category of multiplicative sections Sec(G, V) of a VB-groupoid V as in (4) . We first explain the notion of Morita equivalence of VB-groupoids, introduced in [11] .
VB-Morita maps
Recall that a groupoid morphism ϕ : G 1 → G 2 covering f : M 1 −→ M 2 is called a weak equivalence if it satisfies the following conditions:
is a good fiber product of manifolds [10] .
Following [11] , we specialize the notion of Morita map to the framework of VB-groupoids.
Definition 5.1. Let V 1 and V 2 be VB-groupoids over G 1 and G 2 , respectively. A morphism of VB-groupoids (Φ, φ) : V 1 → V 2 is called a VB-Morita map if Φ is a weak equivalence of Lie groupoids.
For more details about this notion, the reader can see [11] . Following the case of Lie groupoids, the notion of VB-Morita maps leads to a notion of Morita equivalence for VB-groupoids: Proof. Using Proposition A.2 the proof is identical to the analogous statement for Lie groupoids ( [24] ).
. Proof. By Theorem 5.1 a pair of VB -Morita morphisms Φ : W → V and Φ ′ : W → V ′ induces a pair of quasi-isomorphisms
and therefore an isomorphism
Notation
For the remainder of Section 5 let V ⇒ E and W ⇒ F be VB-groupoids with bases G ⇒ M and H ⇒ N respectively. Denote the structure maps of V, G, W, H bys, ..., s, ...,s ′ , ..., s ′ , ... respectively. Denote the cores of V and W by C and D respectively, and the differentials of the complexes C • mult (V) and C • mult (W) by δ V and δ W , or just by δ if no confusion will arise. We also fix a morphism of VB-groupoids Φ : V → W covering a groupoid morphism φ : G → H:
Denote by Φ C : C → D the map determined by Φ. This is a vector bundle morphism covering φ 0 : M → N :
Our aim is now to prove the analogue of Corollary 5.1 for complexes of multiplicative sections. This will follow from Proposition 4.2, Theorem 5.1, and the use of the pullback construction for VB-groupoids.
Pullbacks of multiplicative sections
As explained in [4] , the pullback vector bundle φ * W is a VB-groupoid over G, with groupoid structure given by the diffeomorphism
where G × H W is the (strict) fibre product (in the category of Lie groupoids) of φ : G → H and the projection W → H. The projection φ * W → W is a morphism of VB-groupoids, denoted φ ! , and there is a unique morphismΦ : V → φ * W such that Φ = φ ! •Φ:
It follows from the form of the source morphism of φ * W
that the core of φ * W is isomorphic (as a vector bundle over G) to φ * 0 D. In particular, there is a canonical linear map
As φ * W is a strict fibre product of Lie groupoids, any multiplicative section V of W pulls back to a multiplicative section φ * V of φ * W, which induces a linear map
Proposition 5.2. The linear maps (27) and (28) are the components of a chain map
and therefore
A similar computation shows that
AsΦ is a base-preserving morphism of VB-groupoids it induces a chain map
We will show in the next section that if Φ is a VB-Morita map then the chain maps (29) and (30) are quasi-isomorphisms.
Morita invariance of C
If we pullback the dual VB-groupoid W * along φ : G → H, then after identifying φ * W with (φ * W) * , the dualΦ * ofΦ is a morphismΦ * : φ * W * → V * , and we have a pair of morphisms: Proof. It is shown in [11] that φ ! : φ * W * → W * is a Morita map whenever φ is a weak equivalence, and so in particular whenever Φ is a Morita map. It then follows from the 2 out of 3 property of weak equivalences thatΦ is a Morita map whenever Φ is. Finally, it is shown in [11] that a 'base preserving' morphism of VB-groupoids is a Morita map if and only if its dual is, which implies thatΦ * is a Morita map whenever Φ is.
Proposition 5.4. If Φ is a VB-Morita map then the chain maps
and (28) above) are quasi-isomorphisms.
Proof. Consider the following diagram of chain maps
in which the vertical arrows are the isomorphisms of Proposition 4.2, and the morphisms in the top row are the 1-truncations of the chain maps induced by the two morphisms of VBgroupoids in (31) . It follows from Proposition 5.3, Theorem 5.1 and the fact that the 1-truncation functor preserves quasi-isomorphisms that the morphisms in the top row of (32) are both quasiisomorphisms. Therefore, it is sufficient to show that the diagram (32) commutes, which follows from Proposition A.1.
Proof. The quasi-isomorphisms of Proposition 5.4 induce isomorphisms between homology groups
More generally, we have: 
Remark 5.1. Note that the isomorphism of Theorem 5.3 depends on the choice of a VB-groupoid W and VB-Morita maps W → V and W → V ′ .
Remark 5.2. The proof of Theorem 5.2 actually shows that there is a 'zig-zag' of quasiisomorphisms relating the complexes C • lin (V) and C • lin (V ′ ). However, every cochain complex of vector spaces is homotopy equivalent to its cohomology, and so the existence of such a zig-zag is equivalent to the existence of an isomorphism
. This is no longer the case in the category of differential graded Lie algebras -in particular in the category of Lie 2-algebras. For this reason the statements of Theorems 7.4 and 7.5 (see below) -which are LA-groupoid analogues of Theorems 5.2 and 5.2 above, involve either the derived category of crossed modules or L ∞ morphisms.
Consequences
Recall that the complex of multiplicative sections of a regular VB-groupoid V ⇒ E over G ⇒ M was described in (23) in terms of the corresponding complexes associated to the type zero and type one components of V. We finish this section with a simple application of Theorem 5.2 which describes the complex of multiplicative sections of a regular VB-groupoid only in terms of its type zero component. For that, consider a regular VB-groupoid V ⇒ E over G ⇒ M with core anchor ∂ : C −→ E. Let K = ker(∂), F = im(∂) and ν = coker(∂) = E/F . Consider the decomposition of V ∼ = V 0 ⊕ V 1 as in (22) . Proof. It suffices to show that the canonical projection Φ : V −→ V 0 is a VB-Morita map, hence the result follows by Theorem 5.2. In order to prove that Φ is a VB-Morita map, we will use a result of [11] which says that a morphism of VB-groupoids is a VB-Morita map if and only if it is a Morita map between the base groupoids and a quasi-isomorphism fiberwise. In our case, the base map is the identity, hence a Morita map, and clearly Φ : V −→ V 0 induces a quasi-isomorphism between the fibers.
Projectable sections of VB-groupoids
In this section we study the sections of a VB-groupoid V that are projectable with respect to a morphism Φ : V → W. The motivation is to relate the Lie 2-algebras of sections of Morita equivalent LA-gropoids -see Section 7. (The issue is that if V and W are LA-groupoids then the VB-groupoid f * W in Proposition 5.4 has no natural Lie algebroid structure. Instead, we study projectable sections of V, and their projection to sections of W -an operation that respects the Lie brackets.)
Projectable sections of vector bundles
In this subsection we fix some notation regarding projectable sections of vector bundles. Let
be a morphism of vector bundles. Denote bȳ
the canonical linear maps determined by ψ. We denote by Γ(E 1 ) ψ the vector space of ψ-projectable sections of E 1 , i.e.
We have:
Assume now that f is surjective. If ξ ∈ Γ(E 1 ) then the surjectivity of f implies that there exists at most one section ξ ′ ∈ Γ(E 2 ) such that ψξ = ξ ′ f . It follows that there is a natural linear map
We denote by Γ(E 1 ) ψ ֒→ Γ(E 2 ) the inclusion map. The following is immediate:
Lemma 6.1. The following diagram commutes and is a fibre product of vector spaces:
Projectable sections of VB-groupoids
We will prove an analogue of Lemma 6.1 for morphisms of VB-groupoids. We continue in the setting defined in Section 5.2 above, but assume from now on that Φ is surjective on objects, morphisms, and on composable pairs. This implies that the same is true of φ.
Definition 6.1. We define the vector space Γ mult (V) Φ of Φ-projectable multiplicative sections of V to be the intersection
be the object component of V . Then:
Proof. 1. Let (h, h ′ ) ∈ H 2 be a composable pair of morphism in H. By assumption φ is surjective on composable pairs, so we can choose (g,
which shows that v ∈ Γ(E) Φ 0 .
3. Since we have shown that Φ * V is multiplicative it is sufficient to show that
By assumption φ is surjective, so we can choose g ∈ G such that φ(g) = h. This implies that φ 0 (s(g)) = s ′ (h). Then:
as required.
It follows from Proposition 6.1 that Φ * restricts to a linear map
The following Lemma is an analogue of Lemma 6.1 above:
Lemma 6.2. The following diagram commutes and is a fibre product of vector spaces:
Proof. It follows from Lemma 6.1 that (33) commutes. The fact that (6.1) is a fibre product holds for essentially the same reason as Lemma 6.1: as φ is surjective the map φ * in (33) is injective, from which it follows that the fibre product of the linear mapsΦ and φ * is isomorphic to the preimageΦ −1 (Im (φ * )):
Moreover, the two projections out of the fibre product can then be identified with the inclusion Γ mult (V) Φ ֒→ Γ mult (V) and the map Φ * .
Applying Lemma 6.1 to the morphism Φ C : C → D gives Lemma 6.3. The following diagram is a fibre product of vector spaces:
The projectable subcomplex
We will show that Γ(C) Φ C and
Proposition 6.2. The fibre product of complexes
is isomorphic to the complex
Proof. Consider the following diagram:
The projections pr 1 take values in Γ (C) Φ C and Γ mult (V) Φ and are isomorphisms onto those subspaces by Lemmas 33 and 34. It is immediate that the diagram commutes.
Definition 6.2. The complex
Φ is the subcomplex of projectable sections.
Theorem 6.1. Let Φ : V → W be a VB-Morita map covering a morphism φ : G → H and assume that Φ is surjective on objects. Then the following diagram is a fibre product of 2-term complexes in which every morphism is a quasi-isomorphism:
Theorem 6.1 follows from the following two Lemmas, the proofs of which are straightforward:
be a fibre product of cochain complexes. If f is a surjective quasi-isomorphism then so is f ′ .
Proof. (of Theorem 6.1) The fact that Φ is a Morita map and surjective on objects implies that it is also surjective on morphisms and composable pairs. It then follows from Proposition 6.2 that (35) is a fibre product of 2-term complexes. By Proposition 5.4 the morphismsΦ and φ * are quasi-isomorphisms. The degree 0 component ofΦ is the map
which is surjective becauseΦ C and φ 0 are surjective. It then follows from Lemma 6.4 that the degree 1 component ofΦ is surjective, and then by Lemma 6.5 that the map Φ * is a quasiisomorphism. As three of the four morphisms in the commutative square (35) are then quasiisomorphisms, it follows that the same is true of the inclusion
7 Sections of LA-groupoids
Lie 2-algebra structure
Let V be an LA-groupoid over G ⇒ M with side Lie algebroid E −→ M and core C. In this section we will see that the complex of multiplicative sections δ : Γ(C) −→ Γ mult (V) is part of a crossed module of Lie algebras. In particular, the category Sec(G, V) of multiplicative sections of an LA-groupoid inherits the structure of a Lie 2-algebra.
Recall that, as explained in subsection 2.4, the core bundle has a canonical structure of Lie algebroid. Also, for any LA-groupoid V the space of multiplicative sections Γ mult (V) is closed under the Lie bracket [·, ·] V on Γ(V). Hence, we have a pair of Lie algebras (Γ(C), Γ mult (V)) naturally associated to the LA-groupoid V.
The following result due to Mackenzie (c.f. Lemma 2.12 in [20] ) will be used to prove Theorem 7.1 below. Recall that a star section of V is a pair (V, e) where V ∈ Γ(V) and e ∈ Γ(E) satisfỹ s • V = e • s and V • 1 =1 • e. For instance, every multiplicative section is a star section. As shown in [20] , given a star section (V, e) and a section c ∈ Γ(C), define
Given star sections (V, e) and (V ′ , e ′ ) and a section c ∈ Γ(C), the following hold:
We will use the previous lemma in the case of multiplicative sections, concluding that the Lie algebra Γ mult (V) acts on the Lie algebra Γ(C) by derivations. Any multiplicative section V : G −→ V covering e : M −→ E defines a derivation D V : Γ(C) −→ Γ(C) with symbol ρ E (e). Theorem 7.2. Let V ⇒ E be an LA-groupoid over G ⇒ M . The 2-vector space Γ(C) ⊕ Γ mult (V) ⇒ Γ mult (V) has a Lie 2-algebra structure induced by the crossed module of Theorem 7.1.
The following result is immediate.
Corollary 7.1. The cohomology groups H 0 (C • mult (V)) and H 1 (C • mult (V)) carry natural Lie algebra structures induced by the crossed module of Lie algebras (Γ(C), Γ mult (V)).
Examples
Let us see some examples. 
where D : X mult (G) −→ Der(Γ(A)) is given as in (36).
Remark 7.1. The category of multiplicative vector fields Vect(G) on a Lie groupoid was introduced by Hepworth in [15] . It was conjectured in [15] that the category Vect(G) has a Lie 2-algebra structure. The example above says that Hepworth's conjecture is true. However, Hepworth's conjecture is a consequence of a much more general result, namely Theorem 7.2, which states that the category of multiplicative sections of any LA-groupoid has the structure of a Lie 2-algebra.
Example 7.3. (Poisson groupoids)
Let (G, π G ) be a Poisson groupoid. As observed in Example 3.8, the complex of multiplicative sections in this case is δ :
It is well known that the base M of any Poisson groupoid (G, π G ) inherits a unique Poisson structure π M making the source map into a Poisson map. As a consequence, Ω 1 (M ) has a Lie algebra structure which coincides with the one induced on the space of sections of the core of the cotangent LA-groupoid. As shown in [20] , for any multiplicative 1- generally by (36) ), has symbol ρ A * (ξ) where ρ A * : A * −→ T M denotes the anchor map of the dual Lie algebroid A * . Since α r = t * α, as explained in Example 2.18 of [20] , the following holds
Therefore, the Lie 2-algebra of multiplicative 1-forms on G is given by
Dual Lie brackets
Assume now that V ⇒ E is an LA-groupoid over G ⇒ M . The dual vector bundle V * −→ G has a linear Poisson structure which is also multiplicative with respect to the groupoid structure V * ⇒ C * , making V * into a PVB-groupoid. Here PVB stands for Poisson vector bundle. Since V * comes equipped with a linear Poisson bracket {·, ·} V * , the space of linear 1-cochains C ∞ lin (V * ) inherits a Lie algebra structure with Lie bracket {·, ·} V * . Additionally, the fact that
is a Lie subalgebra. As a result we conclude that the isomorphism of Proposition 4.1
is a Lie algebra isomorphism. Since V ⇒ E is an LA-groupoid, the linear Poisson groupoid V * ⇒ C * induces a Poisson structure on the base C * which is also linear. Indeed, this is the linear Poisson structure dual to the Lie algebroid structure on the core C −→ M . In particular, the canonical identification
is a Lie algebra isomorphism. As a result we get. Proposition 7.1. The isomorphism of 2-term complexes between δ : Γ(C) −→ Γ mult (V) and
is given by Lie algebra isomorphisms at each degree. 
LA-Morita maps
Morita equivalence for LA-groupoids is an equivalence relation.
Proof. Using Proposition A.3 the proof is identical to the analogous statement for Lie groupoids ( [24] ).
Proposition 7.3. If V and V ′ are Morita equivalent LA-groupoids then there exists an LAgroupoid W and LA-Morita maps W → V and W → V ′ which are surjective on objects, morphisms and composable pairs.
Morita invariance of C
• mult (V) for LA-groupoids
If V and V ′ are Morita equivalent LA-groupoids then they are in particular Morita equivalent as VB-groupoids, and so Theorem 5.3 shows that
as graded vector spaces. However, this isomorphism will not in general preserve the graded Lie brackets. This issue arises from the fact that even if W is a Lie algebroid, the VB-groupoid φ * W * in (31) does not carry any natural Lie structure.
Instead, we prove a result at the level of the complexes. We show that the projectable subcomplex C • mult (V) Φ is a sub crossed module of C • mult (V), and that the inclusion and projection morphisms in (35) are quasi-isomorphisms of crossed modules. We use this to show that if V and V ′ are Morita equivalent VB-groupoids then the crossed modules C • mult (V) and C • mult (V ′ ) are isomorphic in the derived category of crossed modules.
Proposition 7.4. Let Φ : V → W be an LA-Morita map and assume that Φ is surjective on objects. Then:
is a morphism of crossed modules. 2. This follows immediately from 1.
The projection Φ
3. This follows from the proof of 1: the projection maps (Φ C ) * and Φ * are Lie algebra morphisms, and
Theorem 7.3. If Φ : V → W is an LA-Morita map that is surjective on objects then the maps
are quasi-isomorphisms of crossed modules.
Proof. By Proposition 7.4 the inclusion and the projection Φ * are morphisms of crossed modules, and by Theorem 6.1 they are both quasi-isomorphisms. Proof. By Proposition 7.3 there exists an LA-groupoid W and LA-Morita maps Φ : W → V and Ψ : W → V ′ , both of which are surjective on objects. By Theorem 7.3 this induces a zig-zag of quasi-isomorphisms of crossed modules:
Corollary 7.2. If V and V ′ are Morita equivalent LA-groupoids then there are Lie algebra iso-
In particular, an LA-Morita map Φ : V → V ′ that is surjective on objects determines such a pair of isomorphisms.
L ∞ -morphisms
If we consider crossed modules as differential graded Lie algebras concentrated in degrees 0 and 1, then we can speak of L ∞ -morphisms between them. See [25] for this perspective on crossed modules, and, for example, [17] for the notions of L ∞ -morphism.
which, at the level of cohomology, is the inverse of f 1 (see, for example, [17] , Theorem 4.6). We can apply this result to the left pointing morphisms in (38) and then compose the resulting composable chain of L ∞ -quasi-isomorphisms, the result being an
Applications
In [15] Hepworth introduced vector fields on a differentiable stack S as maps S −→ T S which are sections of the tangent stack T S up to a 2-morphism. Such vector fields form a category Vect(S) and one of the main results of [15] establishes that this category is equivalent to the category of multiplicative vector fields on any Lie groupoid presenting S.
In this section we apply the results of section 3 to the special case of the tangent LA-groupoid T G ⇒ T M , proving a conjecture by Hepworth [15] about the Lie 2-algebra structure on the category of vector fields on a differentiable stack. This conjecture was proven independently by Berwick-Evans and Lerman in [3] .
One of the main goals of this section consists of introducing a different notion of vector field on a differentiable stack, which is more geometric than categorical. Several examples are discussed.
Multiplicative vector fields on Lie groupoids
Let G ⇒ M be a Lie groupoid. Recall that a multiplicative vector field on G is by definition a multiplicative section of the tangent VB-groupoid T G ⇒ T M . In this case, the category of multiplicative sections of T G coincides with the category of multiplicative vector fields denoted by Vect(G ⇒ M ) introduced in [15] .
Given a Lie groupoid G ⇒ M with Lie algebroid A, the complex of multiplicative vector fields is δ : Γ(A) −→ X mult (G); a → a r − a l , where a r and a l denote respectively the right and left invariant vector fields on G induced by a ∈ Γ(A), see Example 3.7.
Remark 8.1. In this section, both the Lie 2-algebra Vect(G ⇒ M ) of multiplicative vector fields on a Lie groupoid G ⇒ M as well as the complex of multiplicative vector fields Γ(A) −→ X mult (G) will be simply denoted by L G .
A result of [11] shows that a Lie groupoid morphism ϕ : G 1 −→ G 2 is a Morita map if and ony if the tangent morphism T ϕ : T G 1 −→ T G 2 is a VB-Morita map. Then, due to Theorem 7.4 we have Let G be a Lie group, i.e. a Lie groupoid of the form G ⇒ { * }. The tangent groupoid T G is also a Lie group, which is isomorphic to the semidirect product Lie group G ⋉ g with respect to the adjoint representation. The core is given by the Lie algebra g. In this case, a multiplicative vector field can be seen as a smooth map G −→ g which is a 1-cocycle. Hence, the complex of multiplicative vector fields coincides with the 1-truncation g −→ Z 1 (G, g) of the group complex of G with coefficients in the adjoint representation, in agreement with Proposition 4.2.
It is well-known that if G is transitive, then the inclusion G x −→ G is a Morita map for every x ∈ M . Hence, Example 8.1 describes the category of multiplicative vector fields of any transitive Lie groupoid.
Example 8.2. (Manifolds)
Any smooth manifold M can be viewed as a Lie groupoid by considering the unit groupoid M ⇒ M , on which all the structure maps are the identity. In this case, the tangent groupoid is also a unit groupoid T M ⇒ T M and the core bundle is C = 0. A straightforward computation shows that a multiplicative vector field is just a vector field on M . The complex of multiplicative vector fields is 0 −→ X(M ) and hence the Lie 2-algebra of vector fields on M ⇒ M is the unit Lie 2-algebra X(M ) ⇒ X(M ).
Example 8.3. (Submersion groupoids)
Let π : M −→ N be a surjective submersion. The submersion groupoid denoted M × N M ⇒ M has source and target given by s(x, y) = y and t(x, y) = x, and all the other structure maps are the obvious one. The tangent groupoid is the submersion groupoid associated to the surjective submersion T π : T M −→ T N . The core bundle is given by the vertical bundle C = ker(T π). In this case, a multiplicative vector field is the same that a π-projectable vector field. Hence, the category of multiplicative vector fields is given by the 2-vector space associated to the 2-term complex Γ(ker(T π)) −→ X(M ) π , where X(M ) π ⊆ X(M ) denotes the subspace of π-projectable vector fields.
Given a surjective submersion π :
, is a Morita map. Hence, by Proposition 8.1, the Lie 2-algebra of multiplicative vector fields Vec(M × N M ⇒ M ) is equivalent to the Lie 2-algebra X(N ) ⇒ X(N ) defined in Example 8.2. As a particular instance of this situation, associated to any open cover U = {U i } of a manifold M is the Čech groupoid which is the submersion groupoid defined by π : i U i −→ M . Hence, the Lie 2-algebra of vector fields on the Čech groupoid is equivalent to the Lie algebra of vector fields X(M ) viewed as a Lie 2-algebra. In other words, a multiplicative vector field on the Čech groupoid is given by a family of vector fields on each U i coinciding on the overlaps, which is the same as having a vector field defined on the whole of M .
Example 8.4. (Transformation groupoid)
Let G be a Lie group acting smoothly on a manifold M . The transformation groupoid is denoted by G ⋉ M ⇒ M and its arrows are pairs (g, x) ∈ G × M with source s(g, x) = x and target t(g, x) = gx. A result of Hepworth [15] shows that if G is compact, then the category of multiplicative vector fields on the transformation groupoid G ⋉ M ⇒ M is equivalent to the 2-vector space associated to the 2-term complex
), x ∈ M, g ∈ G} and f (x) M denotes the infinitesimal generator associated to the Lie algebra element f (x) ∈ g .
Suppose that G is a Lie group which acts freely and properly on a manifold M . In this case, the orbit space M/G inherits a unique smooth structure making the canonical projection π : M −→ M/G into a surjective submersion. It is easy to see that the map ϕ : Let G be a Lie group acting properly on a manifold M . Suppose that the action is locally free, i.e. the isotropy Lie algebra g x = {u ∈ g; u M (x) = 0} is trivial, for any x ∈ M . In this case, the transformation groupoid G⋉M ⇒ M has anchor map ρ : M ×g −→ T M ; (x, u) → u M (x), which is injective and hence G⋉M ⇒ M is a regular groupoid. The tangent groupoid T (G⋉M ) ⇒ T M is a regular VB-groupoid with core anchor ρ : M × g −→ T M . Corollary 5.2 implies that the complex of multiplicative vector fields on G ⋉ M is quasi-isomorphic to the complex of multiplicative sections of the type zero component of
where K = ker(ρ) and ν = T M/im(ρ). Since the anchor map is injective, we conclude that the complex of multiplicative vector fields on G ⋉ M ⇒ M is quasi-isomorphic to the complex
Example 3.9 implies that Γ mult (s * ν) ∼ = Γ(ν) G , where ν −→ M is viewed as a G-equivariant vector bundle with respect to the canonical representation of G on ν.
Example 8.6. (Étale groupoids)
Let G ⇒ M be an étale Lie groupoid. The tangent groupoid T G ⇒ T M has core C = 0 and hence T G is a regular groupoid of type zero. Moreover, since the core is trivial, T G ∼ = s * T M is given by the transformation groupoid of a representation of G on T M . It follows from Example 3.9 that the space of multiplicative vector fields X mult (G) is isomorphic to the space Γ(T M ) G of G-invariant vector fields on M .
Let us see a particular example of étale groupoid. Assume that F is a regular foliation on M and let Hol(F) ⇒ M be the holonomy groupoid. If S ⊆ M is a complete transversal of F, i.e. S intersects transversally each leaf at least once, then the inclusion i S : S −→ M can be used to construct the restricted holonomy groupoid Hol S (F) := i ! S Hol(F) ⇒ S which is just the pullback groupoid by the inclusion map. The canonical map Hol S (F) −→ Hol(F) is a Morita map, hence the complex of multiplicative vector fields on Hol(F) ⇒ M is quasi-isomorphic to the complex of multiplicative vector fields on Hol S (F) ⇒ S. The latter is an étale groupoid, so we conclude that its complex of multiplicative vector fields is
where Γ(T S) F is the space of vector fields on S which are invariant by the holonomy representantion.
Example 8.7. (Regular groupoids)
If G ⇒ M is a regular Lie groupoid, then the tangent groupoid T G ⇒ T M is a regular VBgroupoid, whose complex of multiplicative sections has been described in Example 3.10. Due to Proposition 5.2, T G is VB-Morita equivalent to its type zero component t * K ⊕ s * ν ⇒ ν, where K = ker(ρ) and ν = T M/im(ρ). In particular, the complex of multiplcative vector fields is quasi-isomorphic to the 2-term complex Γ(K) −→ Γ(s * ν).
A particular class of examples of regular groupoids is given by the so-called foliation groupoids, i.e. Lie groupoids which are Morita equivalent to an étale groupoid. It was shown in [9] that a Lie groupoid G with Lie algebroid A is a foliation groupoid if and only if the anchor map ρ : A −→ T M is injective. As as result, the complex of multiplicative vector fields on a foliation groupoid is quasi-isomorphic to 0 −→ Γ(s * ν).
Vector fields on differentiable stacks
We start by a quick review on differentiable stacks and their relation with Lie groupoids. Let M an be the site of smooth manifolds and Grpd the category of groupoids. A stack over manifolds is a fibered category π : S −→ M an satisfying a descent condition [5, 30] . Given a smooth manifold M , the fiber S(M ) := π −1 (M ) has a natural structure of groupoid. Moreover, the choice of a cleavage of π : S −→ M an defines a pseudo-functor S : M an op −→ Grpd which satisfies a gluing condition at both the level of objects and morphisms. This establishes a correspondence between fibered categories together with a cleavage and pseudo-functors M an op −→ Grpd defining a sheaf of groupoids. For more details see [5, 30] . Consider a Lie group G acting on a smooth manifold M . The quotient stack of the action is the fibered category [M/G] whose objects are pairs (P → N, P → M ) where P −→ N is a principal G-bundle and P −→ M is a G-equivariant smooth map. Morphisms (P → N, P → M ) −→ (P ′ → N ′ , P ′ → M ) are given by principal G-bundle maps ϕ : P −→ P ′ which determine a commutative triangle with target M .
All the examples above can be unified by looking at the quotient stack of a Lie groupoid, which we describe below. 
Given a differentiable stack S, a Lie groupoid G ⇒ M with [M/G] ∼ = S is referred to as a presentation of S. Remark 8.2. In this section, we study differentiable stacks via Lie groupoids. We think of a differentiable stack in two different ways:
In particular, by Proposition 8.1 the sets π 1 Γ(X , T X ) and π 0 Γ(X , T X ) carry Lie algebra structures, well defined up to isomorphism. (Note that the mismatch between the gradings on the left and right hand sides of (40) and (41) arises from our conventions on 2-vector spaces.)
Our main goal now is to introduce a geometric notion of vector field on a differentiable stack. For that, we first study vector fields on quotient manifolds, that is, a smooth manifold N which is the base of a surjective submersion π : M −→ N .
Remark 8.4. (Vector fields on quotient manifolds)
It is well known that there is a canonical identification between vector fields on N and horizontal vector fields on M , that is 
In general, the space of geometric vector fields on a quotient stack [M/G] can be described by using representations up to homotopy. More precisely, if one applies Corollary 4.3 to the special case of multiplcative vector fields, the degree one cohomology of the complex of multiplicative vector fields on a Lie groupoid G ⇒ M coincides with H 1 (G, Ad G ), the cohomology of G with coefficients in the adjoint representation up to homotopy. However, describing H 1 (G, Ad G ) is not easy in general. In what follows, we describe the Lie algebra of geometric vector fields of some particular differentiable stacks. A particular instance of this situation is given by foliation groupoids. If G ⇒ M is a foliation groupoid (its Lie algebroid has injective anchor map), then the space of geometric vector fields on [M/G] identifies with Γ(s * ν). Also, vector fields on the stack associated to the holonomy groupoid of a foliation can be described as follows. Consider Hol(F) ⇒ M the holonomy groupoid of a regular foliation on M . If S ⊂ M is a complete transversal, then the restricted holonomy groupoid Hol S (F) ⇒ S is étale and hence X([M/F]) ∼ = X(S) F .
It is interesting to study in which sense the category of multiplicative vector fields and geometric vector fields on quotient stacks can be seen as derivations of a suitable notion of algebra of functions on differentiable stacks. This will be treated in a future work [27] .
The deformation complex
In [8] the authors define and study the deformation complex C • def (G) of a Lie groupoid G. Propositions 3.9 and 4.3 in loc. cit. show that
is the 2-term truncation of C • def (G). Some of the results in [8] then provide alternative proofs of some of computations in the examples in Section 8.2 above. In particular, Proposition 3.1 in loc. cit. gives an alternative proof of the computation in Example 8.13 above, Proposition 3.3 of loc. cit. of that of Example 8.16, and Theorem 6.1 in loc. cit. of that of the discussion of free proper actions in Example 8.14.
A Appendix
A.1 Fibre-wise linear functions
If E → M is a vector bundle then we denote by l the canonical isomorphism
e → (α ∈ E * m → α (e(m)))
where C ∞ lin (E * ) is the vector space of fibre-wise linear smooth functions on E * . Proposition A.1.
1. If Φ : E → F is a morphism of vector bundles over M then the following diagram commutes:
(Here, Φ * : F * → E * is the morphism of vector bundles over M dual to Φ, and (Φ * ) * is the pullback of smooth functions (Φ * ) * : C ∞ (E * ) → C ∞ (F * ) induced by Φ * . Note that (Φ * ) * restricts to a map (Φ * ) * : C ∞ lin (E * ) → C ∞ lin (F * ) because Φ * is fibre-wise linear.)
2. If E → M is a vector bundle, f : N → M is a smooth map, and f ! : f * E → E is the canonical pullback morphism covering f
then the following diagram commutes:
Proof. If e ∈ Γ(E), e ′ ∈ Γ(F ), x ∈ N , α ∈ E * f (x) , andᾱ = (x, α) ∈ (f * E * ) x , then ((Φ * ) * l e ) (ᾱ) = l e (Φ * ᾱ ) = (Φ * ᾱ ) (e(x)) =ᾱ (Φ (e(x))) = l Φ(e) (ᾱ) f ! * l e (x, α) = l e f ! (x, α)
= l e (α) = α (e(f (x)) = (x, α) (x, e(φ(x))) = l f * e (g, α)
This shows that
A.2 Weak fibre products of VB and LA-groupoids
The purpose of this appendix is to show the existence of weak fibre products of VB and LA groupoids under certain conditions. This is needed is Sections 5 and 7.4. We start by recalling the construction of weak fibre products of Lie groupoids. See [24] for more details. Let G ⇒ M, G ′ ⇒ M ′ and H ⇒ N be Lie groupoids, with structure maps denoted s, s ′ and s and similar. Let φ : G → H and φ ′ : G ′ → H be morphisms of groupoids as in the following Proof. Consider the following diagrams of morphisms of vector bundles:
We first show that the iterated fibre products of the diagrams (46) and (47) exist in the category of vector bundles. Note that the 'base component' of a morphism of vector bundles is a submersion whenever the 'total space component' is, and that transverse fibre products of vector bundles always exist. Therefore, in order to show that a certain fibre product of vector bundles exists it is sufficient to show that the total space component of one of the morphisms is a submersion. With this in mind, the proof is identical to that of the analogous result for Lie groupoids given in [24] , but we spell out the details for convenience. We start with the diagram (47). Ass is a submersion the fibre product
exists. By assumption Φ is a VB-Morita morphism, and so Φ is in particular a weak equivalence of Lie groupoids. Therefore the mapt 
Vs
/ / E which exists becauses ands ′ are submersions. Therefore, the weak fibre products V × w W V ′ and G × w H G ′ exist, proving Statement 1, and there are canonical vector bundle structures V × w W V ′ → G × w H G ′ and (V × w W V ′ ) 0 → (G × w H G ′ ) 0 . Statements 2 and 3 follow from the fact that the structure maps of the Lie groupoid V × w W V ′ can be expressed in terms of fibre products and compositions of the structure maps of V, W and V ′ , and the maps Φ and Φ ′ , all of which are vector bundle morphisms covering the corresponding maps between G, H and G ′ . Using the fact that Φ : V → W is a VB-Morita morphism and therefore a weak equivalence of Lie groupoids, Statement 4, and the fact that the projections V × w W V ′ → V ′ and G × w H G ′ → G ′ are surjective on objects follows from Proposition 5.12 of [24] . Statement 5 follows from the fact that a weak equivalence which is surjective on objects is also surjective on morphisms and composable pairs. Proof. The proof is identical to that of Proposition A.2: the fibre products which appear in the proof are all transverse fibre products of Lie algebroids -which always exist (see, [16] , [29] , [4] ).
