The ageing patterns reflected on the human face with age progression can be used directly to develop age-based intelligent systems for the applications such as biometrics, security and surveillance, etc. This paper presents a novel human age classification system based on local binary patterns (LBP) and wrinkle analysis for ageing feature extraction and multi-class support vector machine (M-SVM) for age classification to classify the face images into four age classes. In this paper, the potential of LBP to capture the minute variations in the textures has been exploited to extract an efficient and robust ageing features invariant to illumination and rotation changes. The proposed age classification system is trained and tested with the face images from PAL face database and achieved the improved age classification accuracy of 91.39%. The experimental results comparison of MSVM classifier with nearest neighbour (k-NN) classifier and artificial neural network (ANN) classifier concludes that M-SVM classifier is the best classifier among the three classifiers for the task of human age classification using LBP and wrinkle analysis for ageing feature extraction.
Introduction
Human age classification via face images has potential applications in the field of computer vision such as age specific human computer interaction (ASHCI) (Geng et al., 2007; Ramanathan and Chellappa, 2005) , rating studies, e-commerce (Fu et al., 2010) , etc. Hence in-spite of well-known challenges in this topic such as harder database collection over a wide age range, uncontrollable and personalised ageing process, etc., researches from both academic world and industry are rigorously working on this topic to develop an efficient age classification system for real time applications. Till now the performance of existing human age classification systems proposed by researchers (Gunay and Nabiyev, 2008; Ylioinas et al., 2012; Hajizadeh and Ebrahimnezhad, 2011; Fard et al., 2013; Yang and Ai, 2007) is not up to the mark that can be used for real time applications. Hence one attempt is made here to improve the performance of human age classification system. Main contribution of this paper is summarised as follows. A novel age classification system based on local binary patterns (LBP) and wrinkle analysis for ageing features extraction in combination with multi-class support vector machine (M-SVM) for age classification is proposed in this paper. The novelty of the proposed age classification method consists of following four ways. Firstly, instead of extracting LBP of whole face as in case of Gunay and Nabiyev (2008) and Ylioinas et al. (2012) which is time consuming, the LBP of only eight regions of interests on the face image are extracted which makes the age classification system faster as compared to the age classification systems proposed by Gunay and Nabiyev (2008) and Ylioinas et al. (2012) . Secondly, instead of using only LBP or variants of LBP for ageing feature extraction as in case of Gunay and Nabiyev (2008) and Ylioinas et al. (2012) , LBP of eight regions of interest and wrinkle analysis of five regions of interest are used as robust ageing features which contributes to improve the age classification accuracy. Thirdly, M-SVM is used as an age classifier, experimentally which is proven to be an efficient classifier than the nearest neighbour (k-NN) classifier as in case of (Gunay and Nabiyev, 2008) and artificial neural network (ANN) for the task of human age classification using LBP and wrinkle analysis ageing features. Lastly, greatly improved age classification accuracy of 91.39% is achieved because of aforementioned three novelties by using proposed age classification method.
The proposed age classification system is trained and tested with face images productive ageing lab (PAL) face database (Minear and Park, 2004) . The proposed age classification system deals with the human age classification via face images during the age progression from adulthood to senior adult that is during the age ranging from 18 years to 93 years. Hence more importance is given for extracting the skin textural changes as the skin texture shows perceptible changes during the age progression from adulthood to senior adult (Geng et al., 2007) .
The rest of the paper is organised as follows. Section 2 gives the summary of existing age classification systems. The proposed age classification system is described in Section 3. Section 4 elaborates the experimental results and Section 5 concludes the paper.
Related work
The existing age classification systems which are using only skin textural features as an ageing features are discussed as follows. The age classification accuracy of 80% is achieved by Gunay and Nabiyev (2008) for classifying the face images collected from face recognition technology (FERET) database (Phillips et al., 2000) and their private database into six age groups in the age ranging from five years to 65 years with ten years intervals using LBP for ageing feature extraction in combination with k -NN classifier. The variants of LBP named as boosted LBP in combination with M-SVM are used by Ylioinas et al. (2012) to design an unconstrained age classification system. They achieved age classification accuracy of 51.7% and 88.7% for rank-1 and rank-2 approaches respectively for classifying the face images from images of groups' database (Gallagher and Chen, 2009 ) into seven age groups in the age ranging from 0 year to 70 years with random intervals. The age classification accuracy of 92.12% and 87.5% is achieved by Yang and Ai (2007) for classifying the face images from FERET (Phillips et al., 2000) database and pose, illumination, and expression (PIE) database (Sim et al., 2003) respectively into three age groups using LBP histograms and adaptive boosting (AdaBoost) classifier. The age classification accuracy of 87.025% is achieved by (Hajizadeh and Ebrahimnezhad, 2011) for classifying the face images from Iranian face database (IFDB) (Bastanfard et al., 2007) into four age groups using histograms of oriented gradients (HOG) and probabilistic neural network (PNN). The age classification accuracy of 88.01% is achieved by Fard et al. (2013) for classifying the face images from PAL face database (Minear and Park, 2004) into four age groups using HOG, LBP and adaptive neuro-fuzzy inference system (ANFIS).
After studying the aforementioned age classification systems it has been observed that the age classification accuracy has to be improved for real time applications, the execution speed of age classification system can be made faster by extracting LBP of only few regions of interests where the perceptible skin textural changes occurs during age progression on the face image instead of extracting LBP of whole face as in case of (Gunay and Nabiyev, 2008; Ylioinas et al., 2012) which is time consuming and wrinkle features may help to improve the age classification accuracy in addition with the textural descriptors such as LBP. Hence by considering the aforementioned observations, a novel age classification method is proposed in this paper to improve the age classification accuracy based on LBP and wrinkle analysis for ageing features extraction in combination with M-SVM for age classification. Figure 1 shows the block diagram of age classification system which consists of pre-processing, ageing feature extraction, feature normalisation, feature fusion and an age classifier. The steps involved for human age classification using proposed method are as follows.
1 Let I be an input colour face image. Apply I to age classification system shown in Figure 1 . Features to an age classifier with corresponding age class labels AG1, AG2, AG3 and AG4 having age ranges 18 to 30, 31 to 60, 61 to 74 and 75 to 93 (in years) respectively in training phase and without corresponding age class labels in testing phase. The detailed explanation of each block of proposed age classification system is as follows.
Pre-processing
The first step in the proposed age classification system is pre-processing which consists of converting colour face image I into gray scale image I(x, y) and rotation normalisation of face image with the help of manually marked eye coordinates (x r , y r ) and (x l , y l ) for right and left eye corner points respectively by finding the rotation angle θ of the line formed by joining (x r , y r ) and (x l , y l ) with respect to horizontal axis to align the face which results in pre-processed face image I p (x, y).
Ageing feature extraction
After pre-processing the next step is ageing feature extraction. Human face shows significant variations in the facial skin texture with age progression. These variations in skin texture are captured by using LBP and wrinkle analysis to develop an efficient age classification system.
Local binary patterns
LBP were initially proposed by Ojala et al. (2002) for texture classification. Later on, LBP were used by the researchers for different applications related to facial skin texture such as face recognition (Ahonen et al., 2004) , facial expression recognition (Feng et al., 2005) , etc. LBP has the potential to capture the minute variations in the skin texture robust to illumination changes. Hence few researchers (Gunay and Nabiyev, 2008; Ylioinas et al., 2012; Yang and Ai, 2007; Fard et al., 2013) shown their interest to develop an age classification system using LBP. The LBP codes are calculated by using equation (4) as follows.
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where
< ⎩ s l and s c denotes the pixel value of l th pixel and centre pixel respectively. P and R denote the number of neighbouring pixels and distance of neighbouring pixels from the centre pixel respectively. f(.) is a binary threshold function with value 0 or 1.
After calculating LBP codes for whole image, the LBP codes are grouped into 58 uniform patterns and a non-uniform pattern i.e., in total 59 patterns as elaborated in Ojala et al. (2002) . Later on, to generate the robust patterns invariant to rotation changes, these 59 patterns are circularly right shifted till the minimum decimal value of these binary codes is reached and grouped into ten codes (Maenpaa and Pietikainen, 2004) . The histogram of these ten LBP codes for an image called local binary pattern histogram (LBPH) is used as ageing features in the proposed age classification system.
Wrinkle analysis
Wrinkle analysis is efficient for separating the face images during age progression from adulthood to senior adult. It is performed by calculating wrinkle density in the regions of interest on the human face. Wrinkles in the regions of interest are detected by using canny edge detector and morphological operations such as opening and thinning. The wrinkle density is calculated by using equation (5) as follows.
where W d is the wrinkle density, W p is the count of wrinkle pixels and T p is the count of total pixels in an image. The steps involved in extracting ageing features using LBP and wrinkle analysis are as follows. Table 1. 3 Calculate the LBPH of . 
Feature normalisation and feature fusion
The next step after ageing feature extraction is feature normalisation. Feature normalisation is performed separately on features extracted using LBP and wrinkle analysis by using min-max normalisation method to get the feature values in the range from 0 to 1 given by equation (8) as follows. [
Age classifier
Age classification is the last step in the proposed age classification system. The normalised ageing feature vector is applied to an age classifier in turn which assigns one of the four age groups to the input face image. In the proposed age classification method M-SVM is used as an age classifier. In this paper, the performance of M-SVM classifier is compared with nearest neighbour (k-NN) classifier and ANN classifier for the task of human age classification using LBP and wrinkle analysis ageing features. Supervised learning method is used for these three classifiers.
Multi-class support vector machine
Support vector machine (SVM) (Cortes and Vapnik, 1995) was originally designed for binary classification. It is extended to for multi-class classification by using the techniques such as one-against-all, one-against-one, etc. (Hsu and Lin, 2002) . Here a fast and simple 'one-against-all' technique is used to design M-SVM classifier which classifies the face images into four age classes. In this context, four binary SVM classifiers with nonlinear radial basis kernel are created and each classifier is trained to distinguish one age class from the remaining three age classes. During the testing phase, normalised ageing feature vector is classified by finding margin from the separating hyperplane of each age class. Finally, the age class to test face image is assigned by using the winner-takes-all method i.e., the age class with largest margin is assigned to test face image. The rest of the regularisation parameter values of M-SVM such as spread of nonlinear kernel γ, constant C, etc. are decided through experimentation by using grid search and cross-validation method. Various combinations of (C, γ) values in the range log 2 C ∈ {−5,…,−15} and log 2 γ ∈ {−15,…,−3} have to be used to find the (C, γ) pair that results in best cross-validation accuracy.
Artificial neural network
For the task of human age classification the ANN classifier is designed by using multilayer feedforward backpropagation neural networks in turn which consists of input layer, hidden layer and output layer. The training comprises of feedforward recall phase in which the output y is estimated for present inputs X i , where i = 1,…,N and N is the total number of training samples and error backpropagation phase in which the error E between the y and desired output d is back propagated from output layer to input layer. First the weights W o of neurons in the output layer and then the weights W h of neurons in hidden layer are adjusted to minimise E (Zurada, 1992) . Input layer has neurons equal to the length of normalised ageing feature vector for each face image and output layer has four neurons excluding the bias neuron equal to number of age groups. The rest of the parameters of ANN such as number of hidden layers, number of neurons in the hidden layers, number of epochs, etc. are decided through experimentation.
Nearest neighbour classifier
In this classifier, the class of test face image is predicted by using majority class labels of k closest training face images. of training face image, where i = 1,…N and N is the total number of training face images as given in equation (10) and then by observing the majority age class labels of k nearest training face images the age class is assigned to the test face image. Here the value of k and the appropriate distance metric are selected through experimentation to get the maximum age classification accuracy.
Experimental results
The experimental analysis is carried out by using 120 male face images and 240 female face images in total 360 face images with neutral facial expression in the age ranging from 18 years to 93 years from publicly available PAL face database (Minear and Park, 2004) . Figure 3 shows the steps involved in training and testing of proposed human age classification system. The normalised ageing feature vector n t F given by equation (9) of size 1 × 85 is calculated for input face image as discussed in Section 3 and applied to an age classifier. The input face images are provided with their corresponding age groups for training purpose and without corresponding age groups for testing purpose as the supervised learning are used to train an age classifier. The experimental analysis is carried out using MATLAB software on a machine with 2.4 GHz processor. The k-NN classifier is designed by using Bioinformatics toolbox of MATLAB, ANN classifier is designed by using neural network toolbox of MATLAB and M-SVM is designed by using MATLAB-based LIBSVM toolbox (Chang and Lin, 2011) . The experimental results using k-NN classifier, ANN and M-SVM are shown in Table 2, Table 3 and  Table 4 respectively. Figure 3 Steps involved in training and testing of proposed human age classification system Table 2 Experimental results using nearest neighbour classifier
LBPH of whole face [Gunay and Nabiyev (2008) Table 4 Experimental results using M-SVM
LBPH of whole face [Ylioinas et al. (2012) The age classification accuracy of 83.06% is achieved by evaluating the (Gunay and Nabiyev, 2008 ) method with k = 1, P = 8, R = 1 and Euclidean distance metric using the face images from PAL face database (Minear and Park, 2004) which is greater than that of mentioned by (Gunay and Nabiyev, 2008) (80%) . This is because the number of face images used for training and testing of age classification method are less in count, the face images are of high resolution and the number of age groups (four) are less in count as compared to (Gunay and Nabiyev, 2008) method. But the improved age classification accuracy of 85.56% is achieved by using the LBPH of regions of interest and wrinkle analysis method in combination with k-NN classifier with k = 1, P = 8, R = 1 and Euclidean distance metric. The age classification accuracy decreases with increase in values of k and R as shown in Table 2 . The age classification accuracy is improved by using ANN classifier in combination with either LBPH of whole face or LBPH of regions of interest and wrinkle analysis as compared to nearest neighbour classifier for P = 8, R = 1 and P = 8, R = 2 as shown in Table 3 . In this case also the LBPH of regions of interest and wrinkle analysis gives better age classification accuracy of 88.06% as compared to LBPH of whole face in combination with ANN classifier. The age classification accuracy decreases with increase in value of R. Greatly improved age classification accuracy of 91.39% is achieved by using M-SVM classifier as compared to k-NN classifier and ANN classifier in combination with LBPH of regions of interest and wrinkle analysis. The age classification accuracy of 89.72% is obtained by evaluating (Ylioinas et al., 2012) method using the face images from PAL face database (Minear and Park, 2004) which is greater than that of mentioned by Ylioinas et al. (2012) (51.7% and 88 .7% for rank-1 and rank-2 respectively). This is because the number of face images used for training and testing of age classification method are less in count, the face images are of high resolution and the number of age groups (four) are less in count as compared to Ylioinas et al. (2012) method. But, improvement in the age classification accuracy is observed using LBPH of regions of interest and wrinkle analysis in combination with M-SVM classifier as shown in Table 4 , in this case also the age classification accuracy decreases with increase in value of R. The best age classification accuracy achieved throughout the experimentation is 91.39% by using LBPH of regions of interest and wrinkle analysis in combination with M-SVM for the proposed age classification method which is greater than the age classification accuracies of the existing age classification systems as shown in Table 6 . 
The performance of proposed age classification method is also evaluated with the noisy face images affected by two types of noise namely salt and pepper and Gaussian as shown in Figure 4 (b) and Figure 4 (c) respectively, without performing filtering in the pre-processing step. The PAL face database (Minear and Park, 2004) contains the face images without salt and pepper and Gaussian noise. Hence, salt and pepper and Gaussian noise are added manually to the face images in PAL face database (Minear and Park, 2004) as shown in Figure 4 (b) and Figure 4 (c) respectively, to evaluate the performance of proposed age classification method with the noisy face images. The LBP technique is robust to illumination changes but very sensitive to noise in images such as Gaussian, salt and pepper, etc. Hence, it becomes very difficult to capture the variations in the skin texture from noisy face images by using LBP technique. The wrinkles get affected slightly due to salt and pepper noise and very badly due to Gaussian noise as shown in Figure 4 (b) and Figure 4 (c) respectively. Hence, it becomes very difficult to perform wrinkle analysis of noisy face images. The experimental results of proposed age classification method for the face images affected by salt and pepper noise with noise density 0.02 and Gaussian noise with mean zero and variance 0.01 are shown in Table 5 . From Table 5 it has been observed that, the age classification accuracy of the proposed age classification method decreases for noisy face images. From Table 5 it also has been observed that, the proposed age classification system gives poor performance for face images affected by Gaussian noise as compared to the performance for face images affected by salt and pepper noise. Experimentally it has been observed that, the age classification accuracy of the proposed age classification system decreases with increase in the values of noise density of salt and pepper noise and variance of Gaussian noise in the face images.
Experimentally it has been observed that, the median filter efficiently removes the salt and pepper noise from noisy face image by preserving the wrinkle information. Hence, after performing filtering in the pre-processing step, the ageing features are extracted by using LBP and wrinkle analysis, which improved the performance of proposed age classification system. But, experimentally it has been observed that, the performance of the proposed age classification system is poor for face images affected by Gaussian noise even though the filtering is done in the pre-processing step, as it becomes very difficult to preserve and extract the wrinkle information from such type of noisy face images.
Conclusions
A novel human age classification system based on LBP and wrinkle analysis for ageing feature extraction and M-SVM for age classification to classify the face images into four age classes is proposed in this paper. The performances of three classifiers namely nearest neighbour classifier, ANN and M-SVM are compared for the task of human age classification. Experimentally it has been observed that P = 8 and R = 1 for calculating LBPH gives better results in combination with any of the three aforementioned classifiers. k = 1 and Euclidean distance metric gives better results for nearest neighbour classifier. LBPH of regions of interest where the perceptible skin changes occur during adult age progression and wrinkle density features are efficient than only LBPH of whole image as ageing features in combination with any of the three aforementioned classifiers. Experimentally it also has been observed that the best age classification accuracy obtained throughout the experimentation is 91.39% using M-SVM in combination with LBP and wrinkle analysis. Hence M-SVM is the best classifier among the three aforementioned classifiers for the task of human age classification using LBP and wrinkle analysis.
The experimental evaluation carried out with the noisy face images without performing filtering in the pre-processing step concludes that, the proposed age classification system gives lower age classification accuracy for the face images affected by salt and pepper noise and much lower age classification accuracy for the face images affected by Gaussian noise. The performance of the proposed age classification system is improved after performing filtering in pre-processing step for the face images affected by salt and pepper noise. But, the proposed age classification system lags in proving the robustness against the face images affected by Gaussian noise even after performing filtering in pre-processing step.
