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Abstract. This article investigates the full Boltzmann equation up to second
order in the cosmological perturbations. Describing the distribution of polarized
radiation by a tensor valued distribution function, we study the gauge dependence
of the distribution function and summarize the construction of the gauge-invariant
distribution function. The Liouville operator which describes the free streaming
of electrons, and the collision term which describes the scattering of photons
on free electrons are computed up to second order. Finally, the remaining
dependence in the direction of the photon momentum is handled by expanding
in projected symmetric trace-free multipoles and also in the more commonly
used normal modes components. The results obtained remain to be used for
computing numerically the contribution in the cosmic microwave background
bispectrum which arises from the evolution of second order perturbations, in
order to disentangle the primordial non-Gaussianity from the one generated by
the subsequent non-linear evolution.
Introduction
The cosmic microwave background (CMB) has become in the past twenty years a
central observable of modern cosmology. The properties of the CMB temperature
fluctuations depend both on the initial conditions set at the end of the primordial in-
flationary era, and on their evolution through time in the post-inflationary eras. The
theory of cosmological perturbations around a space-time with maximally symmetric
spatial sections is a cornerstone of our understanding of the large scale structure of the
universe. The relativistic matter (photons, neutrinos) is described with a statistical
approach [1, 2, 3], also referred to as kinetic theory, in which we use a distribution func-
tion whose evolution is given by a Boltzmann equation. As for non-relativistic matter
[baryons, cold dark matter], a fluid approximation is usually sufficient. Given the
typical amplitude (10−5) of the metric fluctuations, the dynamics of the cosmological
perturbations was so far mainly studied at linear order around a Friedmann-Lemaˆıtre
(FL) space-time, and characterized statistically by the power spectrum. This method
allows to relate the CMB angular power spectrum to the initial power spectrum, which
opens a window on the early universe. However, the linear order of perturbations fails
to capture the intrinsic non-linear features of General Relativity which enter both
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the initial conditions and the evolution. The CMB measurements, though already of
high precision [4, 5], are soon going to improve with the new forthcoming missions
such as Planck [6], and will be sensitive to these non-linear effects. It becomes thus
necessary to go beyond this linear perturbation scheme by studying the second-order
perturbations. This is even more crucial if we want to estimate the bispectrum in
the cosmic microwave background since this can only arise from non-Gaussian initial
conditions set by inflation or from non-linear evolution. In order to improve our the-
ory of the early universe and discriminate between different models of inflation, it is
thus necessary to disentangle the primordial non-Gaussianity from the one induced by
non-linear evolution. We thus need to extend the program followed at first order in
perturbations up to second order.
Since cosmological perturbations are plagued by the gauge freedom, we need to
build a full set of gauge invariant perturbation variables and derive the perturbed
Boltzmann and Einstein equations in terms of these variables to obtain their dy-
namical equations. The first-order gauge invariant perturbation variables in the fluid
approach were built in [7], and in the kinetic theory in [8, 9]. In the inflationary
era and for slow-roll one field inflation, the quantization in the linear equations of
the canonical degrees of freedom [10] which transfer to Gaussian classical fluctuations
enable us to fix the initial conditions for the post-inflationary dynamics on super-
Hubble scales. By using quantities which are conserved for modes larger than the
Hubble radius [11, 12, 13], we can ignore the details between the end of inflation and
the subsequent eras. In this program, the evolution of radiation‡ requires a special
care since the distribution function is shaped by Compton scattering by free electrons
and in particular this generates polarization. At first order, the evolution equations
describing polarized radiation were studied intensively in [14, 15, 16], and codes have
been made available [17, 18] for integrating numerically these equations and thus an-
alyzing the CMB data.
At second-order, the program remains so far incomplete and this paper aims at
filling this gap. The quantization of the canonical degrees of freedom in the models
of slow-roll one field inflation with non-linear couplings has been investigated in the
interaction picture [19, 20] up to the loop corrections [21, 22, 23] aiming at computing
the level of primordial non-Gaussianity. This generically predicts negligible amounts
of non-Gaussianity [19] whereas multi-field inflation [24, 25, 26, 27, 28, 29, 30, 31, 32]
can generate significant levels of non-Gaussianity. Since the use of adapted estima-
tors [33, 34, 35] tends to show that there might be a detectable amount of non-
Gaussianity in the CMB [4, 5, 36], the understanding of non-linear evolution is of first
importance in order to constrain these models of inflation. In particular all non-linear
effects in the foreground [37, 38, 39, 40] (see [41] for a review) have to be understood
and estimated. In order to develop the mathematical tools for this general study, the
gauge issue in the fluid approach was studied in [42] and gauge invariant variables
were built in [12, 43] up to second order in perturbations. This fluid approximation
has already been used to understand the general form of the bispectrum generated by
evolutionary effects [44]. As for the more general kinetic approach, the gauge issue was
studied in our previous paper [45], and the evolution equations through free-streaming
‡ Usually, the word radiation is used for relativistic particle. In the context of CMB, it is often used
just for photons, as it is the case in this paper.
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and Compton collision on free electrons were derived in [46, 47, 48, 49], but it is so
far restricted to unpolarized radiation, which is inconsistent since Compton scattering
does generate polarization. In this article, we will extend these works to polarized
radiation, leaving open the issue of second-order numerical integration. It should be
mentioned that an alternative program consists in working directly with covariantly
defined quantities in the so-called 1+3 covariant formalism. The first order canonical
degrees of freedom required to fix the initial conditions in this approach have been
identified [50], the conserved quantities, used to ignore the detail between the inflation-
ary era and the subsequent eras, have been built [51, 52] and the dynamical equations
up to second order [53, 54, 55, 56, 57, 58, 59] have also been extensively studied, but
so far leaving aside for the second order the problem of mode decomposition and the
treatment of polarized polarization. The results presented in this paper can be used in
a straightforward manner for the description of collisions in this 1 + 3 formalism, and
we even correct a small mistake for the unpolarized case. The two formalisms should
of course lead to the same conclusion and they have been compared in [60, 61, 62].
This paper is organized as follows. We first review the description of polarized
radiation with a tensor valued distribution function in section 1. We then recall
the gauge dependence and the construction of gauge invariant variables when using
a fluid approximation 2. In section 3, we summarize the results of our previous
paper [45] which focused on the gauge dependence of the distribution function and the
construction of a gauge invariant distribution function in the kinetic theory, and we
extend the results to the tensor valued distribution function. This formalism is then
used to compute the second order gauge invariant Liouville operator, for radiation in
section 4 and for matter in section 5. The collision term for both cases is computed in
section 6. Finally, in section 7, we develop the necessary tools to express these results
in terms of the normal modes decomposition.
1. Kinetic theory
1.1. Momentum and tetrad
In the kinetic description of radiation, the momentum of photons is usually
decomposed onto an orthonormal basis, that is using a tetrad field. Though not
compulsory, this facilitates the separation between the magnitude of the momentum
and its direction represented by a spacelike unit vector. The tetrad vectors ea and
their corresponding tetrad forms ea satisfy the orthonormality conditions
ea.eb ≡ e µa e νb gµν = ηab, ea.eb ≡ eaµebνgµν = ηab, (1.1)
where gµν is the space-time metric, g
µν its inverse and ηab = ηab the Minkowski
metric. In the previous expressions and throughout this paper, we use Greek indices
(µ, ν, ρ, σ . . .) for abstract indices and the beginning of the Latin alphabet (a, b, c, d . . .)
for tetrad labels. Since the tetrad labels run from 0 to 3, we also use Latin indices
starting from the letter i (that is i, j, k, l . . .) with values ranging from 1 to 3 to label
the spacelike vectors or forms of a tetrad. We then reserve the label o for the timelike
vector and form in a tetrad. A momentum can then be decomposed as
p = paea = p
oeo + p
iei , (1.2)
where the components can be extracted as
pa = p.ea ≡ eaµpµ . (1.3)
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It can be decomposed into a magnitude po and the a direction vector n according to
pµ = po(eµo + n
µ) , n.eo ≡ nµeµo = 0 , nµnµ ≡ n.n = 1 . (1.4)
This decomposition can be used to define a screen projector
Seoµν(p) = gµν + e
o
µe
o
ν − nµnν , (1.5)
which projects on a space which is both orthogonal to eo and orthogonal to the
direction n, since
Seoµνe
µ
o = 0, Seoµνp
µ = 0, Seoµνn
ν = 0, Seo
ν
µ Seoνσ = Seoµσ . (1.6)
In this paper, a projected tensorial quantity is orthogonal to eo only and a screen
projected quantity is orthogonal to both n and eo. If there is no risk of confusion about
the choice of the observer in this screen projector, then we will use the notation Sµν
instead of Seoµν . If we also omit the dependence of the screen projector in the photon
momentum, then we abbreviate Sµν(p) in Sµν , and Sµν(p
′) in S′µν . The polarization
of a photon is represented by its polarization vector ǫ(p) which is a complex spacelike
unit vector (ǫ⋆µ(p)ǫ
µ(p) = 1) and taken in the Lorentz gauge (ǫµ(p)p
µ = 0). Since
there is a residual gauge freedom (of electromagnetism) in the choice of the polarization
vector, we will work with the screen projected polarization vector Sµνǫ
ν(p) which is
unique.
1.2. The (screen-projected) polarization tensor
The radiation is represented by a Hermitian tensor valued distribution function (which
is thus complex valued), also called polarization tensor [63, 64, 58, 65] satisfying
Fµν(x
A, pa) pµFµν(x
A, pa) = 0 , (1.7)
from which we can form the distribution function of photons in a given state of
polarization ǫ by
Fµν(x
A, pa)ǫ⋆µ(p)ǫν(p) . (1.8)
Here the xA are the coordinates used to label points on the space-time manifold.
Throughout this paper, indices which refer to these coordinates are A,B,C, . . . if they
run from 0 to 3. Furthermore, indices which are I, J,K, . . . run from 1 to 3, and the
time component index is O.
For a given electromagnetic plane wave with potential vector amplitude Aµ = Aǫµ and
wave vector kµ in the geometric optics limit, this polarization tensor can be defined [66]
by
δ1D(p.p)Fµν (p
a) ≡ 1
2
(2π)3δ4D(k− p)A2ǫµ(k)ǫ⋆ν(k) , (1.9)
where δnD is the Dirac function of dimension n. This tensor Fµν should not be confused
with the Faraday tensor. Since the remaining gauge freedom of electromagnetism also
affects the polarization tensor, we can define the screen-projected distribution function
by
fµν(x
A, pa) = SρµS
σ
ν Fρσ(x
A, pa) . (1.10)
This tensor is no more dependent on the residual gauge freedom and encodes all
the polarization properties of radiation as seen by an observer having a velocity eo.
Similarly to the definition of the screen projector, if the context requires it, we will
use an index notation of the type fµνeo to remind with which velocity, and thus with
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which screen projector, it is defined. The screen projected tensor has four degrees of
freedom which can be split according to
fµν(x
A, pa) ≡ 1
2
I(xA, pa)Sµν+Pµν(x
A, pa)+
i
2
V (xA, pa)ǫµνσn
σ,(1.11)
with ǫµνσ ≡ eρoǫρµνσ, and where ǫρµνσ is the completely antisymmetric tensor. Pµν ,
which encodes the degree of linear polarization, is real symmetric and trace free, as
well as orthogonal to eo and n, and thus encodes two degrees of freedom, which
can be described by the Stokes functions Q and U [58]. I(xA, pa) and V (xA, pa)
are respectively the intensity (or distribution function) for both polarizations and
the degree of circular polarization. We also define the normalized (screen-projected)
polarization tensor by
Uµν ≡ fµν
fαα
=
fµν
I
. (1.12)
1.3. Stress-energy tensor and energy-integrated functions
For a distribution of photons, a stress-energy tensor can be defined by
T µν(xA) ≡ eµa e νb
(∫
δ1D(p.p)I(x
A, pc)papb
dpod3pi
(2π)3
)
. (1.13)
Performing the integral over po (we choose the convention in which we integrate on
the two mass hyperboloides), we eliminate the Dirac function and it leads to
T µν(xA) ≡ eµa e νb
(∫
I(xA, pi)papb
d3pi
po(2π)3
)
, (1.14)
where now the intensity distribution function has to be considered as a function of pi,
and po is positive and taken on the mass shell, that is po =
√
pipi, and is thus identified
with the energy of the photon. Splitting the integral over d3pi into magnitude and
angular direction leads to
T µν(xA) ≡ 1
(2π)3
eµa e
ν
b
(∫
I(xA, pi) (po)3NaN bdpod2Ω
)
, (1.15)
where d2Ω is the differential solid angle associated with the unit vector ni, and where
N i ≡ ni and No ≡ 1. This motivates the definition of the (energy-) integrated
counterparts of I, V and Pµν which are
I(xA, ni) ≡ 4π
(2π)3
∫
I(xA, po, ni)(po)3dpo , (1.16)
V(xA, ni) ≡ 4π
(2π)3
∫
V (xA, po, ni)(po)3dpo , (1.17)
Pµν(xA, ni) ≡ 4π
(2π)3
∫
Pµν(x
A, po, ni)(po)3dpo . (1.18)
I is the brightness, V is the degree of linear polarization in units of I, and Pµν is the
tensor of linear polarization in units of I.
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1.4. Description of massive particles
For massive particles such as electrons (e), protons (p) or cold dark matter (c), we
do not need to describe polarization and thus we can rely solely on a the distribution
functions ge, gp and gc (chosen to describe the two helicities). Additionally, following
common practice in cosmology, we will refer to electrons and protons together as
baryons though electrons are leptons. This is motivated by the fact that most of the
mass is carried by protons which are baryons, and the Compton interaction between
protons and electrons makes these two components highly interdependent. For a
particle with impulsion qa, we use the following notation
ni ≡ q
i
qo
, β =
√
nini , λ ≡ βqo , nˆi = ni/β , γ =
(
1− β2)−1/2 , (1.19)
where now we have to distinguish between the unit vector nˆi and the velocity vector
ni because of the mass m of the particles. The stress-energy tensor can be defined in
a similar manner to equation (1.15) by
T µν(xA) ≡ eµa e νb
(∫
δ1D(q.q −m2)g(xA, qc)qaqb
dqod3qi
(2π)3
)
. (1.20)
Integrating over qo, this leads to
T µν(xA) ≡ 1
(2π)3
eµa e
ν
b
(∫
g(xA, qi)qoNaN bd3qi
)
, (1.21)
where we recall thatNa ≡ (1, ni), and qo is taken on the mass shell (qo =
√
qiqi +m2).
1.5. The fluid limit
The stress-energy tensor of radiation or matter is equivalent to the one of an imperfect
fluid with stress-energy tensor
Tµν = ρuµuν + P (gµν + uµuν) + Πµν . (1.22)
In this decomposition ρ is the energy density, P is the pressure, uµ is the fluid velocity
and Πµν , which satisfies Πµµ = u
µΠµν = 0, is the anisotropic stress. For an isotropic
distribution of radiation, that is where I(xA, pi) depends only on the magnitude of pi,
it is straightforward to show by comparison of the expressions (1.15) and (1.22) that
P = ρ/3. Similarly, for a set of heavy particles (or non-relativistic particles), that is
with
√
qiqi ≪ m, the pressure satisfies P ≪ ρ and the anisotropic stress tensor is also
similarly small. For cold dark matter, it is assumed that the mass of particles is large
enough so that we can use this approximation.
In the case of electrons and protons, that is baryons, the Coulomb interaction ensures
that the distribution of momenta follows a Fermi-Dirac distribution in the reference
frame where they have no bulk velocity [2], at least as long as the baryonic matter is
ionized. This distribution is isotropic in this adapted frame and depends only on λ
gfd(λ) =
(
exp
[√
(λ2 +m2)− µ
T
]
+ 1
)−1
. (1.23)
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As a consequence, the anisotropic stress vanishes, and in this adapted frame the
baryons are then ideally described by the energy density and the pressure
ρb ≡ 4π
(2π)3
∫
gfd(λ)
√
λ2 +m2λ2dλ , (1.24)
Pb ≡ 4π
3(2π)3
∫
gfd(λ)
λ4√
λ2 +m2
dλ . (1.25)
If we can neglect the chemical potential µ, which is the case in the cosmological
context, then for non-relativistic particles we obtain
ρb ≃ m
(
1 +
3T
2m
)
nb , (1.26)
Pb ≃ nbT . (1.27)
The baryonic matter is ionized roughly until recombination where the temperature
of photons is of order TLSS ≃ 0.25 eV [5]. For electrons, the thermal correction is of
order TLSS/me ≃ 0.25/511000 ≃ 0.5 10−6, and this ratio is even mp/me ≃ 1836 times
smaller for protons. We thus deduce that the baryons either have no anisotropic stress
because of Coulomb interaction, or have a very tiny pressure and anisotropic stress
after recombination has occurred. However, as discussed in section 6.2 this thermal
correction is still of order of the metric perturbations and should not in principle be
ignored for second order computations. Nevertheless, the thermal corrections are not
relevant for computing the bispectrum and it is for this reason that we will, from now
on, drop terms in T/m and describe baryons as cold matter (but not dark since it can
interact with radiation). It should be mentionned that for neutrinos these conclusions
are not valid anymore since they are very light [67]. We will here assume that they are
light enough to be treated as collisionless radiation, and the equations which govern
their evolution can be found by setting σT = 0 in the equations for photons, where
σT is the Thomson cross section.
1.6. Multipole expansion for radiation
Functions of pa can be viewed as functions of (po, na) and we can separate the
dependence into the energy and the direction of the momentum. The dependence
in the direction can be further expanded in multipoles using projected symmetric
trace-free (PSTF) tensors, where projected means that they are orthogonal to eo. For
instance, I can be expanded as
I(xA, po, na) =
∞∑
ℓ=0
Iaℓ(x
A, po)naℓ , (1.28)
where the Iaℓ ≡ Ia1...aℓ are PSTF. For the lowest multipole, i.e. the one corresponding
to ℓ = 0, we use the notation I∅. Note that we have defined the notation n
aℓ ≡
na1 . . . naℓ . We also remind that na ≡ n.ea ≡ nµeaµ. Since n is projected, no = 0 and
thus if any of the indices in Iaℓ is o, then the multipoles is chosen to vanish. These
multipoles can be obtained by performing the following integrals
Iaℓ(x
A, po) = ∆−1ℓ
∫
I(xA, po, na)n〈aℓ〉d
2Ω , ∆ℓ ≡ 4π ℓ!
(2ℓ+ 1)!!
, (1.29)
where 〈. . .〉 means the symmetric trace-free part. A similar expansion can be
performed on V , by replacing I by V in the above expressions, as well as for their
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energy integrated counterparts. Note that in particular
I∅ = T oo , (1.30)
Ii = 4π∆−11 T oi , (1.31)
Iij = 4π∆−12 T 〈ij〉 . (1.32)
As for Pab ≡ Pµνeµa e νb , it can be expanded in electric and magnetic type components
according to [54, 58, 68, 69]
Pab(x
A, pa) =
∞∑
ℓ=2
[
Eabcℓ−2(x
A, po)ncℓ−2 − ncǫcd(aBb)dcℓ−2(xA, po)ncℓ−2
]TT
, (1.33)
where the notation TT denotes the transverse (to n) symmetric trace-free part, which
for a second rank tensor is
[Xab]
TT ≡ S c(aS db)Xcd −
1
2
SabS
cdXcd . (1.34)
The electric and magnetic multipoles can be obtained by performing the integrals
Eaℓ(x
A, po) =M2ℓ∆
−1
ℓ
∫
n〈aℓ−2Paℓ−1aℓ〉(x
A, po, na)d2Ω , (1.35)
Baℓ(x
A, po) =M2ℓ∆
−1
ℓ
∫
nbǫ
bd
〈aℓ
naℓ−2Paℓ−1〉d(x
A, po, na)d2Ω , (1.36)
where
Mℓ =
√
2ℓ(ℓ− 1)
(ℓ + 1)(ℓ+ 2)
. (1.37)
1.7. Transformation rules under a change of frame
1.7.1. The photon momentum So far, everything was defined with respect to an
observer having a velocity eo. How does all this machinery transform when the
radiation is observed by an observer with a different velocity e˜o? Since two velocities
can be related by a Lorentz transformation, there exists a vector v such that
e˜o = γ(eo + v), γ ≡ 1√
1− v.v v
o ≡ v.eo = 0 . (1.38)
We deduce immediately that the magnitude and the direction unit vector of the photon
momentum transform as
po˜ ≡ p.e˜o = γpo (1− n.v) , (1.39)
n˜ =
1
γ(1− v.n) (eo + n)− γ(eo + v) . (1.40)
We remind that the direction, as observed by the transformed observer, is given by
the decomposition p = po˜(e˜o + n˜). These rules imply the following transformation
rule for the screen projector
S˜µν = Sµν +
2γ
po˜
p(µSν)ρv
ρ +
(
γ
po˜
)2
pµpνSαβv
αvβ , (1.41)
which implies directly the following useful relations
S˜µν = S˜
ρ
µ S˜
σ
ν Sρσ , n˜
µǫ˜µρσ = n
µǫµαβS˜
α
ρS˜
β
σ . (1.42)
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The last relation can also be demonstrated easily by noting that nµǫµαβS˜
α
ρS˜
β
σ is by
construction orthogonal to e˜o and n˜, and since it is also obviously antisymmetric in its
two free indices, it has to be proportional to n˜µǫ˜µρσ . By contracting both expressions
with themselves we obtain that they are indeed equal.
The rest of the tetrad can be transformed without rotation, that is with a pure boost,
by
e˜a = Λabe
b, e˜a = eb(Λ
−1)ba = Λ
b
a eb , (1.43)
and the components of this transformation are given by
Λoo = γ, Λ
o
i = Λ
i
o = −γvi, Λij = δij +
γ2
1 + γ
vivj , (1.44)
where we remind that vi is the component of v along the tetrad ei, that is vi = v.ei .
The transformation rule for the photon direction when expressed along tetrads is thus
n˜ı˜ ≡ n˜.e˜i = 1
γ(1− n.v)
[
ni +
γ2
(1 + γ)
n.v vi − γvi
]
. (1.45)
1.7.2. The radiation multipoles It can be easily checked that for a vector orthogonal
to p, such as the polarization vector, S˜µνS
ν
σǫ
σ = S˜µσǫ
σ. As an immediate consequence,
we deduce from equation (1.9) that the screen-projected polarization tensor transforms
according to
f˜µν(x
A, po˜, n˜a˜) = S˜µαS˜
ν
βfαβ(x
A, po, na) . (1.46)
We deduce from equation (1.42) that Pµν transforms following the same rule, whereas
I and V transform as scalars
I˜(po˜, n˜a˜) = I(po, na) , V˜ (po˜, n˜a˜) = V (po, na) . (1.47)
Here and in the rest of this paper, we omit the dependence in the position xA to
simplify the notation. We can deduce from equation (1.39) that the differential solid
angle transforms according to (this can also be deduced from using the transformation
rule of po and the fact that d3pi/po = podpod2Ω is a scalar)
dΩ˜ =
[
1
γ(1− v.n)
]2
dΩ , (1.48)
and this can be used to deduce the transformation rules of the multipoles
I˜a˜ℓ(p
o˜) = ∆−1ℓ
∫
dΩ [γ(1− v.n)]−2
∞∑
ℓ′=0
Ibℓ′ [p
o˜γ−1(1− ncvc)−1]nbℓ′ n˜〈a˜ℓ〉 . (1.49)
In the previous integral, Ibℓ′ [p
o˜γ−1(1− ncvc)−1] has to be considered as a function of
the direction na. It is thus necessary to Taylor expand it as
Ibℓ [p
o˜γ−1(1 − ncvc)−1] =
∞∑
n=0
1
n!
(
γ−1ncvc
1− γ−1ncvc
)n
I
{n}
bℓ
[po˜γ−1] , (1.50)
where we define
I
{n}
bℓ
(po) ≡ (po)n ∂
nIbℓ(p
o)
∂(po)n
, (1.51)
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with the conventions I ′bℓ ≡ I
{1}
bℓ
and I ′′bℓ ≡ I
{2}
bℓ
. Under this form, it is then possible
to perform the integration using the following well known integrals [70]∫
ni1 . . . nik
d2Ω
4π
=


0 , if k = 2p+ 1,
1
k + 1
[
δ(i1i2 . . . δi(k−1)ik)
]
, if k = 2p.
(1.52)
Note that we have used the standard notation (. . .) for the symmetrization of indices
which leaves unchanged an symmetric tensor and we will also use the notation [. . .] for
the antisymmetrization of indices which leaves unchanged an antisymmetric tensor.
The integrals (1.52) used in the transformation rule (1.49) are ideally suited for a
tensor calculus package, and we used xAct [71] to compute them.
Since the result of equation (1.49) will involve terms like I
{n}
bℓ
[po˜γ−1] = I
{n}
bℓ
[po(1 −
ncvc)], it will require an additional Taylor expansion in order to have the result
expressed only in function of the I
{n}
bℓ
[po˜] or I
{n}
bℓ
[po]. Note that the expression of
I˜a˜ℓ(p
o˜) in function of the I
{n}
bℓ
[po˜], which is the choice that we make in the expressions
that we report below, does not depend on the direction ni, whereas it does when
expressed in function of the I
{n}
bℓ
[po] since po is unambiguously defined from po˜ only
once a direction ni is specified. A similar method, with similar definitions can be used
to determine the transformation rules of the electric and magnetic multipoles [58]. At
first order in the velocity v, we obtain the following transformation rules
I˜a˜ℓ(p
o˜) = Iaℓ(p
o˜) +
(ℓ+ 2)(ℓ + 1)
(2ℓ+ 3)
vbIbaℓ(p
o˜) +
(ℓ + 1)
(2ℓ+ 3)
vbI ′baℓ(p
o˜)
− (ℓ − 1)v〈aℓIaℓ−1〉(po˜) + v〈aℓI ′aℓ−1〉(po˜) , (1.53)
E˜a˜ℓ(p
o˜) = Eaℓ(p
o˜) +
(ℓ− 1)(ℓ+ 2)(ℓ+ 3)
(ℓ+ 1)(2ℓ+ 3)
vbEbaℓ(p
o˜) +
(ℓ− 1)(ℓ+ 3)
(ℓ+ 1)(2ℓ+ 3)
vbE′baℓ(p
o˜)
− (ℓ− 1)v〈aℓEaℓ−1〉(po˜) + v〈aℓE′aℓ−1〉(po˜)
− 2
(ℓ+ 1)
vbǫ
bc
〈aℓ
Baℓ−1〉c(p
o˜)− 2
(ℓ+ 1)
vbǫ
bc
〈aℓ
B′aℓ−1〉c(p
o˜) , (1.54)
B˜a˜ℓ(p
o˜) = Baℓ(p
o˜) +
(ℓ− 1)(ℓ + 2)(ℓ+ 3)
(ℓ + 1)(2ℓ+ 3)
vbBbaℓ(p
o˜) +
(ℓ− 1)(ℓ+ 3)
(ℓ+ 1)(2ℓ+ 3)
vbB′baℓ(p
o˜)
− (ℓ− 1)v〈aℓBaℓ−1〉(po˜) + v〈aℓB′aℓ−1〉(po˜)
+
2
(ℓ+ 1)
vbǫ
bc
〈aℓ
Eaℓ−1〉c(p
o˜) +
2
(ℓ+ 1)
vbǫ
bc
〈aℓ
E′aℓ−1〉c(p
o˜) . (1.55)
As for the energy-integrated counterparts, they transform at first order in v as
I˜a˜ℓ = Iaℓ +
(ℓ− 2)(ℓ+ 1)
(2ℓ+ 3)
vbIbaℓ − (ℓ+ 3)v〈aℓIaℓ−1〉 , (1.56)
E˜a˜ℓ = Eaℓ−
(ℓ− 1)(ℓ− 2)(ℓ+ 3)
(ℓ + 1)(2ℓ+ 3)
vbEbaℓ−(ℓ+3)v〈aℓEaℓ−1〉−
6
(ℓ+ 1)
vbǫ
bc
〈aℓ
Baℓ−1〉c ,(1.57)
and
B˜a˜ℓ = Baℓ−
(ℓ− 1)(ℓ− 2)(ℓ+ 3)
(ℓ+ 1)(2ℓ+ 3)
vbBbaℓ−(ℓ+3)v〈aℓBaℓ−1〉+
6
(ℓ+ 1)
vbǫ
bc
〈aℓ
Eaℓ−1〉c .(1.58)
We report in Appendix A the transformation rules up to second order in v for
multipoles of further interest.
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1.8. The Liouville equation
In this section, we present the equation which governs the free-streaming of photons
directly in the tetrad basis though nothing prevents it from being expressed with
formal indices. The evolution of the polarization tensor is dictated by the Boltzmann
equation
L[fab(x
A, po, ni)] = Cab(x
A, po, ni) . (1.59)
L is the Liouville operator whose action on TT tensors like the screen-projected
polarization tensor fab is given by [58]
L[fab(x
A, pa)] ≡ S caS db
[
ph∇hfcd(xA, pa) + ∂fcd(x
A, pa)
∂ph
dph
ds
]
, (1.60)
where s is the affine parameter along the particle geodesic. ∇ is the covariant derivative
which in the tetrad basis is related to the partial derivative by
ph∇hfcd(xA, pa) ≡ ph∂hfcd(xA, pa) + phω bhc fbd(xA, pa) + phω bhd fcb(xA, pa) , (1.61)
where the ωabc are the Ricci rotation coefficients (see Appendix C and [72] for details).
Cab is the collision tensor whose expression will be detailed in section 6.
In the case where the collision tensor can be ignored, that is when the collision of
photons with electrons or protons can be neglected [the latter type of collision can be
always ignored compared to the former since its cross section is reduced by a factor
(me/mp)
2], this reduces to the Liouville equation. The Liouville equation arises from
the fact that the polarization vector ǫ of a photon is parallel transported and thus
satisfies pµ∇µǫν = 0, and then it follows from the construction (1.9) of the (not screen
projected) polarization tensor Fµν that
ph∇hFcd(xA, pa) + ∂Fcd(x
A, pa)
∂ph
dph
ds
= 0 . (1.62)
By using the expression (1.5) for Sµν and the property Fµν(x
A, pa)pµ = 0, we
obtain directly from the previous equation that the screen-projected tensor satisfies
L[fab(x
A, pa)] = 0. It can also be shown that the Liouville operator preserves the
decomposition of fµν in an antisymmetric part (V ), a trace (I) and a symmetric
traceless part (Pµν), that is
L[fab(x
A, pa)] =
1
2
L[I(xA, pd)]Sab + L[Pab(x
A, pa)] +
i
2
L[V (xA, pd)]ncǫcab , (1.63)
with the Liouville operator acting on a scalar valued function like I or V according to
L[I(xA, pa)] ≡ ph∂hI(xA, pa) + ∂I(x
A, pa)
∂ph
dph
ds
. (1.64)
To see this, we need only to use the property ωa[bc] = ωabc and remark that
Sc(aS
d
b)p
hωhcfS
f
d = p
hωhcfS
c
(aS
f
b) = 0 , (1.65)
Sc[aS
d
b]p
hωhcf ǫ
f
d ∝ Sc[aSdb]ǫcf ǫfd = ǫf [aǫ fb] = 0 , (1.66)
where we have used the definition ǫµν ≡ nαǫαµν .
Additionally, since the affine parameter s is a scalar, the transformation properties
of the Liouville operator and the collision tensor under a local change of frame is the
same as the transformation property of fµν given in equation (1.46) [58].
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2. Gauge transformations and gauge invariance for tensors
The formalism presented in the previous section is very general and can be applied to
the description of matter and radiation in any type of space-time. In the cosmological
context it proves useful to use the high symmetries of the large scale space-time to find
the solutions of the Einstein and Boltzmann equations using a perturbation scheme.
We will review the standard perturbation theory for tensors in this section as well as for
a scalar valued distribution function in section 3 and extend it to the TV distribution
function.
2.1. First- and second-order perturbations
We assume that, at lowest order, the universe is well described by a Friedmann-
Lemaˆıtre space-time (FL) with Euclidian spatial sections. The most general form of
the metric for an almost FL universe is
ds2 = gµνdx
µdxν (2.1)
= a(η)2
{− (1 + 2Φ)dη2 + 2ωIdxIdη + [(1− 2Ψ)δIJ + hIJ ]dxIdxJ},
where η is the conformal time for which the corresponding index is O, and a(η) is the
scale factor. We perform a scalar-vector-tensor (SVT) decomposition as
ωI = ∂IB +BI , (2.2)
hIJ = 2HIJ + ∂IEJ + ∂JEI + 2∂I∂JE, (2.3)
where BI , EI and HIJ are transverse (∂
IEI = ∂
IBI = ∂
IHIJ = 0), and HIJ is
traceless (HI I = 0). There are four scalar degrees of freedom (Φ, Ψ, B, E), four
vector degrees of freedom (BI , EI) and two tensor degrees of freedom (HIJ). As
we shall see in section 2.3, the perturbation variables live on the background space-
time and thus their indices are lowered and raised by the background (conformally
transformed) spatial metric and its inverse, that is with δIJ and δIJ . Each of these
perturbation variables can be split in first and second-order parts as
W =W (1) +
1
2
W (2) . (2.4)
This expansion scheme will refer, as we shall see, to the way gauge transformations
and gauge-invariant (GI) variables are defined. First-order variables are solutions
of first-order equations which have been extensively studied (see [73] for a review).
Second-order equations will involve purely second-order terms, e.g. W (2) and terms
quadratic in the first-order variables, e.g. [W (1)]2. There will thus never be any
ambiguity about the order of perturbation variables involved as long as the order of
the equation considered is known. Consequently, we will often omit to specify the
order superscript when there is no risk of confusion.
As we shall see in section 2.3, 4 of the 10 metric perturbations are gauge degrees
of freedom and the 6 remaining degrees of freedom reduce to 2 scalars, 2 vectors and
2 tensors. The three types of perturbations decouple at first order and can thus be
treated separately. As long as no vector source terms are present, which is generally the
case when no magnetic field or topological defect is taken into account, the first order
vector modes decay as a−2. Thus, we can safely discard them and set E
(1)
I = B
(1)
I = 0.
In the following of this work, we shall not include first-order vector modes for the sake
of clarity. We checked that our arguments and derivation can trivially (but at the
expense of much lengthy expressions) take them into account.
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In the fluid description, the four-velocity of each fluid is decomposed as
uA =
1
a
(
δAO + V
A
)
. (2.5)
The indices of V A are raised and lowered with the (conformally transformed)
background metric, that is with ηAB and η
AB. The perturbation V A has only
three independent degrees of freedom since u must satisfy uµu
µ = −1. The spatial
components can be decomposed as
V I = ∂IV + V˜ I , (2.6)
V˜ I being the vector degree of freedom (∂I V˜
I = 0), and V the scalar degree of freedom.
As for the energy density and pressure, similarly to any quantity which does not vanish
in the background space-time, they are decomposed according to
ρ = ρ¯+ ρ(1) +
1
2
ρ(2) + . . . , P = P¯ + P (1) +
1
2
P (2) + . . . . (2.7)
It is also common practice to define a conformally transformed anisotropic stress by
πCD =
1
a2
ΠCD , πCD = Π
C
D , πCD = a
2ΠCD . (2.8)
It should be mentionned that due to the symmetries of the background space-time,
the anisotropic stress is already a perturbed quantity. At first order, the formalism
developed by the seminal work of [7] provides a full set of gauge-invariant variables.
Thanks to the general covariance of the equations at hand (Einstein equations,
conservation equations, Boltzmann equation), it was shown that it was possible to
get first-order equations involving only these gauge-invariant variables. In addition,
if these gauge invariant variables reduce, in a particular gauge, to the perturbation
variables that we use in this particular gauge, then the computation of the equation
can be simplified. Actually, we only need to derive the equations in this particular
gauge, as long as it is completely fixed, and then to promote by identification our
perturbation variables to the gauge-invariant variables. Thus, provided we know this
full set of gauge invariant variables, the apparent loss of generality by fixing the gauge
in a calculation, is in fact just a way to simplify computations. Eventually we will
reinterpret the equations as being satisfied by gauge invariant variables. The full set
of first-order gauge-invariant variables is well known and is reviewed in [73] and [74].
As gauge transformations up to any order were developed, it remained uncertain [42],
whether or not a full set of gauge-invariant variables could be built for second and
higher orders. This has been recently clarified [43], and the autosimilarity of the
transformation rules for different orders can be used as a guide to build the gauge-
invariant variables at any order. We present a summary of the ideas presented in [42]
about gauge transformations and the construction of gauge-invariant variables [43]
in a shorter version than in our previous paper [45]. A summary emphasizing the
differences between the active and passive point of views can also be found in [75].
2.2. Points identification on manifolds
When working with perturbations, we consider two manifolds: a background manifold,
M0, with associated metric g¯, which in our case is the FL space-time, and the physical
space-timeM1 with the metric g. Considering the variation of metric boils down to a
comparison between tensor fields on distinct manifolds. Thus, in order to give a sense
to “g(1)(P ) = g(P ) − g¯(P¯ )”, we need to identify the points P and P¯ between these
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two manifolds and also to set up a procedure for comparing tensors. This will also be
necessary for the comparison of any tensor field.
One solution to this problem [42] is to consider an embedding 4 + 1 dimensional
manifold N = M × [0, 1], endowed with the trivial differential structure induced,
and the projections Pλ on submanifolds with P0(N ) = M × {0} = M0 and
P1(N ) = M × {1} = M1. The collection of Mλ ≡ Pλ(N ) is a foliation of N ,
and each element is diffeomorphic to the physical space-timeM1 and the background
space-time M0. The gauge choice on this stack of space-times is defined as a vector
field X on N which satisfies X4 = 1 (the component along the space-time slicing R).
A vector field defines integral curves that are always tangent to the vector field itself,
hence inducing a one parameter group of diffeomorphisms φ(λ, .), also noted φλ(.),
a flow, leading in our case from φ(0, p ∈ P0(N )) = p ∈ P0(N ) along the integral
curves to φ (1, p ∈ P0(N )) = q ∈ P1(N ). Due to the never vanishing last component
of X , the integral curves will always be transverse to the stack of space-times and
the points lying on the same integral curve, belonging to distinct space-times, will be
identified. Additionally the property X4 = 1 ensures that φλ,X(P0(N )) = Pλ(N ), i.e.
the flow carries a space-time slice to another. This points identification is necessary
when comparing tensors, but we already see that the arbitrariness in the choice of a
gauge vector field X should not have physical meaning, and this is the well known
gauge freedom.
2.3. Gauge transformations and gauge invariance
The induced transport, along the flow, of tensors living on the tangent bundle, is
determined by the push-forward φ⋆λ and the pull-back φ
⋆
λ [72, 75] associated with
an element φλ of the group of diffeomorphisms. These two functions encapsulate the
transformation properties of the tangent and co-tangent spaces at each point and its
image. Indeed, the pull-back can be linked to the local differential properties of the
vector field embedded by the Lie derivatives along the vector field in a Taylor-like
fashion (see [72] or [42])
φ⋆X,λ(T ) =
k=∞∑
k=0
λk
k!
LkXT, (2.9)
for any tensor T . The expansion of equation (2.9) on P0(N ) provides a way to compare
a tensor field on Pλ(N ) to the corresponding one on the background space-time P0(N ).
The background value being T0 ≡ L0XT |P0(N ), we obtain a natural definition for the
tensor perturbation
∆XTλ ≡
k=∞∑
k=1
λk
k!
LkXT
∣∣∣
P0(N )
= φ⋆X,λ(T )− T0. (2.10)
The subscript X reminds the gauge dependence. We can read the n-th order
perturbation as
XT
(n) ≡ LnXT
∣∣∣
P0(N )
, (2.11)
which is consistent with the expansion of perturbation variables of the physical metric
in equation (2.4), since the physical space-time is labeled by λ = 1. However, the fact
that the intermediate space-time slices Pλ(N ) are labeled by λ removes the absolute
meaning of order by order perturbations, as it can be seen from equation (2.10). The
The radiative transfer at second order 15
entire structure embedded by N is more than just a convenient construction and this
will have important consequences in gauge changes as we will now detail.
If we consider two gauge choices X and Y , a gauge transformation from X to Y
is defined as the diffeomorphism
φX→Y,λ = (φX,λ)
−1(φY,λ), (2.12)
and it induces a pull-back which carries the tensor ∆XTλ, which is the perturbation
in the gauge X , to ∆Y Tλ, which is the perturbation in gauge Y . As demonstrated
in [42, 62] this family (indexed by λ) of gauge transformations fails to be a one
parameter group due to the lack of the composition rule. It should be Taylor expanded
using the so called knight-diffeormorphism along a sequence of vector fields ξn. For
the two first orders, the expression of this knight-diffeomorphism is
φ⋆Y,λ(T ) = φ
⋆
X→Y,λφ
⋆
X,λ(T ) (2.13)
= φ⋆X,λ(T ) + λLξ1φ⋆X,λ(T ) +
λ2
2!
(Lξ2 + L2ξ1)φ⋆X,λ(T ) + . . .
The vector fields ξ1, ξ2 are related to the gauge vector fieldsX and Y by ξ1 = Y−X and
ξ2 = [X,Y ]. By substitution of the perturbation by its expression in equation (2.10),
we identify order by order in λ, and obtain the transformation rules for perturbations
order by order. The first and second order transformation rules, on which we will
focus our attention, are
YT
(1) − XT (1) = Lξ1T0,
YT
(2) − XT (2) = 2Lξ1 XT (1) + (Lξ2 + L2ξ1)T0 . (2.14)
General covariance, i.e. the fact that physics should not depend on a particular
choice of coordinates is an incentive to work with gauge-invariant quantities. As we
notice from equation (2.14), a tensor T is gauge-invariant up to n-th order if it satisfies
Lξ XT (r) = 0 for any vector field ξ and any r ≤ n, as can be deduced by recursion. A
consequence of this strong condition is that a tensor is gauge-invariant up to order n
if and only if T0 and all its perturbations of order lower than n either vanish, or are
constant scalars, or are combinations of Kronecker deltas with constant coefficients.
Einstein equation is of the form G − T = 0, and for this reason is totally gauge
invariant. However, we cannot find non-trivial tensorial quantities (that is, different
from G − T ) gauge-invariant up to the order we intend to study perturbations, with
which we could express the perturbed set of Einstein equations.
Consequently, we will build, by combinations of perturbed tensorial quantities,
gauge-invariant variables. These combinations will not be the perturbation of an
underlying tensor. This method will prove to be very conclusive since a general
procedure exists for perturbations around FL. Eventually we shall identify observables
among these gauge-invariant variables and the fact that they are not the perturbation
of a tensor will not matter. It has to be emphasized that the transformation rules of
these combinations are not intrinsic and cannot be deduced directly from the knight-
diffeomorphism since they are not tensorial quantities. Instead, we have to form the
combination before and after the gauge change in order to deduce their transformation
rules.
We now summarize the standard way to build gauge-invariant variables up to
second order. For simplicity we will not consider the vector part of the gauge
transformations at first order, since we will not consider first order vector modes
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in the metric and fluid perturbation variables (again, this could be done, but would
just obfuscate the explanations). In the following, we split ξµ1 and ξ
µ
2 as
ξ1
O = T (1), ξI1 = ∂
IL(1), ξ2
O = T (2), ξI2 = ∂
IL(2) + LI(2) ,(2.15)
with ∂IL
I(2) = 0. We conventionally choose to lower and raise the indices of ∂IL+LI
with the (conformally transformed) background metric, which implies that
ξ1I = a
2∂IL
(1) , ξ2I = a
2∂IL
(2) + a2L
(2)
I . (2.16)
2.4. First-order gauge-invariant variables
In the subsequent work we present the transformation rules of perturbed quantities
in a simplified notation. Instead of writing YW
(r) = XW
(r) + f (ξ1, .., ξr), in order to
state that the difference between the expression of the r-th order pertubed variableW
in gauge Y and in gaugeX is a function f of the knight-diffeomorphism fields ξ1, ..., ξr,
we prefer to write W (r) →W (r) + f (ξ1, .., ξr). We remind that the expressions of the
fields (ξn)1≤n≤r necessary for the knight-diffeomorphism are expressed in function
of the gauge fields X and Y [see below equation (2.14)]. From the transformation
rules (2.14) we deduce that the first-order perturbations of the metric tensor (2.1)
transform as
Φ(1) → Φ(1) + T ′(1) +HT (1) (2.17)
B(1) → B(1) − T (1) + L′(1) (2.18)
Ψ(1) → Ψ(1) −HT (1) (2.19)
E(1) → E(1) + L(1) (2.20)
H
(1)
IJ → H(1)IJ , (2.21)
while the quantities related to matter transform as
ρ(1) → ρ(1) + ρ¯′T (1)
P (1) → P (1) + P¯ ′T (1)
V (1) → V (1) − L′(1) (2.22)
πIJ(1) → πIJ(1) , (2.23)
where a prime denotes a derivative w.r.t. to conformal time η, and where H ≡ a′/a.
From now on, we shall refer to these first-order transformation rules defined by
ξ1 as Tξ1(Φ(1)), Tξ1(B(1)), ... or simply T (Φ(1)), T (B(1)), ... For instance T (Φ(1)) =
Φ(1) + T ′(1) +HT (1).
We first note that the first-order tensorial modes and the first-order anisotropic
stress are automatically gauge invariant. We can define gauge invariant variables,
by transforming Φ(1) and Ψ(1) towards the Newtonian gauge (NG) [10]. This
transformation is defined by the vector field ξ
(1)
→NG decomposed in T
(1)
→NG = B
(1) −
E′(1), L
(1)
→NG = −E(1), and it transforms the perturbation variables as
B(1) → 0 (2.24)
E(1) → 0 (2.25)
Φ(1) → Φˆ(1) ≡
NG
Φ(1) = Φ(1) +H
(
B(1) − E′(1)
)
+
(
B(1) − E′(1)
)′
(2.26)
Ψ(1) → Ψˆ(1) ≡
NG
Ψ(1) = Ψ(1) −H
(
B(1) − E′(1)
)
. (2.27)
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Similarly the gauge-invariant variables that would reduce to δρ, δP and v are
ρˆ(1) ≡ NGρ(1) = ρ(1) + ρ¯′
(
B(1) − E′(1)
)
δ(1)Pˆ ≡
NG
P (1) = P (1) + P¯ ′
(
B(1) − E′(1)
)
Vˆ (1) ≡
NG
V (1) = V (1) + E′(1)
πˆIJ(1) ≡ NGπIJ(1) = πIJ(1). (2.28)
Since we have ignored the vector gauge degrees of freedom, B(1) and E(1) are
the two gauge variant variables of the metric perturbation while Φˆ(1) and Ψˆ(1) are
the gauge-invariant part. As mentionned before, we then force the gauge-invariant
variables in the perturbed metric by replacing Φ(1) with Φˆ(1) − H (B(1) − E′(1)) +(
B(1) − E′(1))′ and applying similar procedures for Ψ(1), ρ(1) and P (1). When
developping Einstein equations, we know that general covariance will eventually keep
only gauge-invariant terms. Thus, we can either do a full calculation and witness
the terms involving the degrees of freedom B(1) and E(1) disappear, or perform the
calculations with B(1) and E(1) set to zero and obtain the perturbed Einstein equations
only in function of gauge-invariant variables. The latter simplifies the computation,
which is useful when going to higher orders. This procedure means that we decompose
the perturbed metric in a gauge-invariant part and a gauge variant part as
g(1) ≡ gˆ(1) + L
−ξ
(1)
→NG
g¯, (2.29)
as it can be seen from the transformation rules under a gauge change characterised
by ξ1
gˆ(1) → gˆ(1),
−ξ(1)→NG → − ξ(1)→NG + ξ1 , (2.30)
and that eventually, only gˆ(1) will appear in the equations. This property which is not
general but happens to hold in the case of cosmological perturbation (i.e. around FL
metric) is the key to extend this construction to second order.
It should be noted that this procedure, although achieved by defining gauge
invariant variables which reduce to the perturbation variables in the Newtonian
gauge, can be extended to other types of gauge-invariant variables which reduce to
perturbation variables in another gauge.
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2.5. Second-order gauge-invariant variables
For second-order perturbations, equation (2.14) gives the following transformation
rules
Φ(2) → Φ(2) + T ′(2) +HT (2) + SΦ
B(2) → B(2) − T (2) + L′(2) + SB
Ψ(2) → Ψ(2) −HT (2) + SΨ
E(2) → E(2) + L(2) + SE
B
(2)
I → B(2)I + L
′(2)
I + SBI
E
(2)
I → E(2)I + L(2)I + SEI
H
(2)
IJ → H(2)IJ + SHIJ
ρ(2) → ρ(2) + ρ¯′T (2) + Sρ
P (2) → P (2) + P¯ ′T (2) + SP
V (2) → V (2) − L′(2) + SV
V˜ I(2) → V˜ I(2) − L′I(2) + SV˜ I
πIJ(2) → πIJ(2) + SπIJ , (2.31)
where the source terms are quadratic in the first-order gauge transformation variables
T (1),L(1), and the first order metric perturbations Φ(1),Ψ(1),B(1),E(1) and E
(1)
IJ . We
collect the expressions of these terms in Appendix B. In the rest of this paper, we
shall refer to these second-order transformation rules associated with (ξ) ≡ (ξ1, ξ2) as
T(ξ)(Φ(2)), T(ξ)(B(2)), ... or simply T (Φ(2)), T (B(2)), .... These transformation rules are
much more complicated than their first-order counterparts. However, the combination
defined by F ≡ g(2) + 2L
ξ
(1)
→NG
g(1) + L2
ξ
(1)
→NG
g¯ enjoys the simple transformation rule
F → F + L
ξ2+[ξ
(1)
→NG,ξ1]
g¯ under a gauge change defined by ξ2 and ξ1 (see [43]). As
a result, its transformation rule mimics the one of first-order pertubations under a
gauge change. This means that if we decompose F in the same way as we did for the
metric with
ΦF ≡ Φ(2) + SΦ(ξ(1)→NG)
ΨF ≡ Ψ(2) + SΨ(ξ(1)→NG)
BF ≡ B(2) + SB(ξ(1)→NG)
EF ≡ E(2) + SE(ξ(1)→NG)
BFI ≡ B(2)I + SBI (ξ(1)→NG)
EFI ≡ E(2)I + SEI (ξ(1)→NG)
HFIJ ≡ H(2)IJ + SHIJ (ξ(1)→NG), (2.32)
then the transformation rules for these quantities will be similar to those of
equation (2.24), but with the vector ξ2 + [ξ→NG, ξ1] instead of ξ1. Consequently, we
shall use the same combinations (taking into account the vector contribution at second
order since it is does not vanish at this order) in order to construct gauge-invariant
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variables which are
Φˆ(2) ≡ ΦF + (BF − E′F )′ +H (BF − E′F )
Ψˆ(2) ≡ ΨF −H (BF − E′F )
Φˆ
(2)
I ≡ BFI − E′FI
Hˆ
(2)
IJ ≡ HFIJ . (2.33)
This procedure is equivalent to transforming quantities in the Newtonian gauge since
it transforms B, E and EI into a null value up to second order. This transformation
is defined by ξ
(2)
→NG that we decompose in
T
(2)
→NG = B
(2) − E′(2) + SB
(
ξ
(1)
→NG
)
− S′E
(
ξ
(1)
→NG
)
L
(2)
→NG = − E(2) − SE
(
ξ
(1)
→NG
)
L
I(2)
→NG = − EI(2) − SEI
(
ξ
(1)
→NG
)
. (2.34)
The second-order gauge-invariant variables can thus also be defined by
Φˆ(2) ≡ NGΦ(2)
Ψˆ(2) ≡
NG
Ψ(2)
Φˆ
(2)
I ≡ NGE(2)I
Hˆ
(2)
IJ ≡ NGH(2)IJ (2.35)
ρˆ(2) ≡ NGρ(2)
Pˆ (2) ≡
NG
P (2)
Vˆ (2) ≡ NGV (2)
ˆ˜V
I(2)
≡
NG
V˜ I(2)
πˆIJ(2) ≡ NGπIJ(2). (2.36)
where the index NG indicates that we transformed the quantity with the formula
(2.14), with the vector fields ξ
(1)
→NG and ξ
(2)
→NG defined above. This procedure means
that we have split the second-order metric according to
g(2) = g˜(2) + L
−ξ
(2)
→NG
g¯ + 2L
−ξ
(1)
→NG
g(1) − L2
−ξ
(1)
→NG
g¯ , (2.37)
where g˜(2) is the gauge-invariant part and −ξ(2)→NG the gauge variant part, as it can be
seen from the transformation rules under a gauge change characterised by (ξ1, ξ2)
g˜(2) → g˜(2),
−ξ(2)→NG → − ξ(2)→NG + ξ2 + [ξ(1)→NG, ξ1]. (2.38)
3. Gauge transformations and gauge invariance for a distribution function
3.1. pre-Riemannian distribution function in the unpolarized case
So far, we have set up the mathematical framework to identify points between the
background space-time and the perturbed space-times through a gauge field X . This
enabled us to define the perturbation of tensors and to calculate their transformation
properties under a gauge transformation. However this allows only to perform a fluid
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treatment of the radiation. In the statistical description for a set of particles, we
assume that each particle has a given impulsion pµ and is located at a given position
[76]. The equations then have to describe the phase space distribution of the particles.
If the number of particles is high enough, we can define a probability density, the
one-particle distribution function, of finding a particle in an infinitesimal volume of
the phase space. Now, let us focus our attention on this distribution function. The
distribution function is a function of the point considered (i.e. its coordinates xA),
and also a function of the tangent space at this point whose coordinate we label by
pν∂ν . There is no special reason for this function to be linear in p
ν∂ν , but we can
expand it, without any loss of generality, in power series of tensors according to
f
(
xA, pν
)
=
∑
k
Fµ1..µk(x
A)pµ1 ...pµk . (3.1)
Here f stands for either the intensity I, the degree of circular polarization V or the
matter distribution functions ge, gb and gc. From the previous section we know the
transformation rules for the tensorial quantities Fµ1..µk , thus f transforms according
to
T(ξ)
[
f
(
xA, pν
)] ≡∑
k
T(ξ)
[
Fµ1..µk(x
A)
]
pµ1 ...pµk , (3.2)
where T(ξ) refers to the knight-diffeomorphism with the set of vectors (ξ1, ξ2, ...).
As we do not necessarily want to refer explicitly to the decomposition in
multipoles, we use the fact that for any vector ξ = ξµ∂µ, which defines a flow on the
background space-time P0(N ), we can define an induced flow (a natural lift) on the
vector tangent bundle TP0(N ) directed by the vector field Tξ =
[
ξµ∂µ, p
ν(∂νξ
µ) ∂∂pµ
]
.
This implies the useful property
Lξ
(
Fµ1..µp
)
pµ1 ..pµp = LTξ
(
Fµ1..µpp
µ1 ..pµp
)
. (3.3)
With this definition, we can rewrite the transformation rule for f as
T(ξ)
[
f
(
xA, pν
)]
= T(Tξ)
[
f
(
xA, pν
)]
, (3.4)
where now T(Tξ) refers to the knight-diffeomorphism with the set of vectors
(Tξ1, T ξ2, ...). The evolution of the distribution function is dictated by the Boltzmann
equation, and its collision term can be expressed in the local Minkowskian frame
defined by a tetrad fields ea, from known particles physics. For this reason, the
framework developed to define gauge transformations for a general manifold has to be
extended to the case of Riemannian manifold. Instead of using the coordinates basis
∂A to express a vector of tangent space as p = p
A∂A, we prefer to use the tetrads
basis ea and write p = p
aea. In terms of coordinates, this means that the distribution
function is a function of xA and pa, and that we favor the expansion (1.28) instead
of the expansion (3.1). When expressing the physics with the tetrad fields, the metric
is not just one of the many tensors of the theory whose properties under a gauge
transformation we need to know, but rather a central feature of the manifold, since
it determinates the tetrads (up to a Lorentz tranformation) required to express the
distribution function.
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3.2. Perturbation of tetrads
3.2.1. Pulling back the tetrad With the formalism developed for tensors, we carry
this tetrad field onto the background space-time using a gauge field X with
Xea ≡ φ⋆λ,X(ea) =
k=∞∑
k=0
λk
k!
LkXea
Xe
(n)
a ≡ LnXea
∣∣∣
P0(N )
e¯a ≡ Xe(0)a , (3.5)
and similar formulas for ea.
As e¯a is a basis of the tangent space on the background space-time (and e¯
a a
basis of its dual space), Xea and Xe
a which also lie on the background space-time can
be expressed in the generic form
Xea = XR
b
a e¯b , Xe
b = e¯a XS
b
a , XR
c
a XS
b
c = XS
c
a XR
b
c = δ
b
a, (3.6)
where
XRab ≡
∑
k
λk
k!
XR
(k)
ab , XSab ≡
∑
k
λk
k!
XS
(k)
ab . (3.7)
Order by order, this reads
Xe
(n)
a = XR
(n)b
a e¯b, Xe
b(n) = e¯a XS
(n)b
a . (3.8)
3.2.2. Normalization condition Tetrads are four vector fields which satisfy
equation (1.1) and are thus related to the metric. Consequently, the perturbations of
the tetrad defined above are partly related to the perturbations of the metric. When
pulled back to the background space-time, equation (1.1) implies
φ⋆λ,X(ηab) = ηab = φ
⋆
λ,X(e
µ
ae
ν
bgµν)
= φ⋆λ,X(e
µ
a)φ
⋆
λ,X(e
ν
b )φ
⋆
λ,X(gµν). (3.9)
Identifying order by order we get in particular for the first and second orders
e¯b.Xe
(1)
a + e¯a.Xe
(1)
b + Xg
(1)(e¯a, e¯b) = 0 ,
e¯b.Xe
(2)
a + e¯a.Xe
(2)
b + Xg
(2)(e¯a, e¯b) + Xe
(1)
b .Xe
(1)
a (3.10)
+
X
g(1)
(
Xe
(1)
a , e¯b
)
+
X
g(1)
(
e¯a, Xe
(1)
b
)
= 0 ,
where a dot product here stands for g¯ ( , ). From the constraints (3.10), we can
determine the symmetric part of R
(n)
ab as
XR
(1)
(ab) = −
1
2 X
g(1)(e¯a, e¯b) , (3.11)
XR
(2)
(ab) = −
1
2 X
g(2)(e¯a, e¯b)− Xg(1)
(
XR
(1)
ac e¯
c, e¯b
)
−
X
g(1)
(
e¯a, XR
(1)
bc e¯
c
)
− XR(1)ca XR(1)bc , (3.12)
which are related to the components of the inverse by
XS
(1)
ab = − XR(1)ab , (3.13)
XS
(2)
ab = − XR(2)ab + 2XR(1)ca XR(1)cb . (3.14)
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The antisymmetric part, XR[ab], still remains to be chosen as it corresponds to
the Lorentz transformation freedom (boost and rotation), which is allowed by the
definition (1.1). A first and easy choice would be XR
(n)
[ab] = 0 for any n. However, as
mentioned above, we eventually want to decompose a vector pA∂A on tangent space
as
pB∂B = p
aea = p
aeBa ∂B , (3.15)
and identify po with the energy and pi with the momentum (although conserved
quantities are generally ill-defined in general relativity, energy and momentum can be
defined when performing perturbations around a maximally symmetric background
[77] as it is the case here). When working with coordinates, we want to express
physical quantities, as measured by a set of fundamental observers that we need to
choose. If we choose the velocity of these fundamental observers as orthonormal to
the constant time coordinate hypersurfaces, then we require [78] eo ∼ dη, which is
equivalent to choose XS
(n)
io = 0 for any n. This choice allows us to fix the boost in
S(n) by imposing the condition XS
(n)
[io] = −XS(n)[oi] = −XS(n)(io), and it can be checked by
recursion that this implies
XR
(n)
[io] = −XR(n)[oi] = −XR(n)(io) . (3.16)
We also fix the rotation by requiring XS
(n)
[ij] = 0, and it can be checked similarly, that
this implies XR
(n)
[ij] = 0.
3.3. Gauge transformation of tetrads
Under a gauge transformation, we can deduce the transformation properties of the
tetrad from those of the perturbed metric. In the FL case, we use a natural background
tetrad associated to Cartesian coordinates
e¯o ≡ (∂O) /a , e¯i ≡ (∂I) /a , (3.17)
in order to evaluate equation (3.11). We report the detailed expressions for the
transformation of the tetrads for the first and second orders in Appendix C. Since
the tetrads are constrained by equation (3.9), the transformation is necessarily of the
form
T (ea) = Λ ba Tknight(eb) , T (ea) = Λ ab Tknight(eb) , (3.18)
where Tknight refers to the transformation that one would obtain by considering each of
the four vectors fields in the tetrad as independent vector fields, whose transformation
rule is calculated using the knight diffeomorphism of equations (2.14). As a result
of the choice R[ij] = S[ij] = 0, we get that Λ
j
i = δ
j
i , and the three vectors ei in a
tetrad transform as independent vector fields. Similarly, if a vector field W satisfies
W.eo = 0, thenW
i transform as a scalar field under gauge transformations (recall that
W i ≡ ei.W). This property extends of course to higher rank tensors, which means
that the tetrad components of a projected tensor are to be considered as scalars under
gauge transformations.
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3.4. Gauge transformation of a distribution function
3.4.1. The perturbed distribution function with a tetrad Now that the transformation
properties of the tetrads are known, we turn to the general transformation of a
distribution function f(xA, pa). First, by using the tetrad we can deduce a multipole
decomposition of the type (1.28) from the decomposition (3.1) by
f(xA, pµ) ≡
∑
ℓ
Fµ1...µℓ(x
A)pµ1 . . . pµℓ
=
∑
ℓ
[
Fµ1...µp(x
A)eµ1a1 . . . e
µℓ
aℓ
]
pa1 . . . paℓ
≡
∑
ℓ
Faℓ(x
A)paℓ
≡ f(xA, pa). (3.19)
Since the momentum is constrained to be on the mass shell, only three of the four
components are independent, and we can thus choose the multipoles Faℓ(x
A) to be
projected, that is to say if any of their indices is o, then they vanish. Note that in the
case of radiation, that is for f ≡ I, then Faℓ = (po)ℓIaℓ .
We do not need any additional identification procedure for the tangent spaces through
a gauge field, in order to identify points of the tangent space of the slices TPλ(N ).
Indeed, once the metric and a gauge field X are chosen, there exists a natural
identification with the tetrad fields. First, and as mentioned before, we identify
the points of N which lie on the same integral curves of X , that is, we identify a
point P ∈ P0(N ) and Φλ,X(P ) ∈ Pλ(N ). Then, we identify vectors of their respective
tangent spaces, if the coordinates of these vectors in their respective local tetrad frames
e¯a and ea, are the same. To be short, we identify p
aea and p
ae¯a. The multipoles
Faℓ(x
A) are scalar fields, and they can be pulled back on the background space-time
using the gauge field X , and we define in this way perturbations
Φ⋆λ,X
[
Faℓ(x
A)
]
≡ XFaℓ(xA) ≡
∑
λ
λn
n!
XF
(n)
aℓ (x
A) . (3.20)
This perturbation scheme induces a perturbation procedure for the distribution
function f as
Xf(x
A, pa) ≡
∑
n
λn
n!
Xf
(n)(xA, pa),
Xf
(n)(xA, pa) ≡
∑
ℓ
XF
(n)
aℓ
(xA)paℓ . (3.21)
It is essential to stress that pa is not a perturbed quantity, it is a coordinate of the
locally Minkowskian tangent space. However, the tetrad field allows us to see p as
a perturbed vector since p(pa) = eap
a. In other words, for a given pa, there is an
associated vector whose order by order perturbation in a given gauge X is given by
X
p(n) ≡ Xe(n)a pa.
3.4.2. Gauge transformation of a distribution function We can deduce the
transformation rule under a gauge change directly on the form (3.19), pulled back
to the background space-time,
T [Xf(xA, pa)] ≡∑
ℓ
T [XFµ1...µℓ(xA)] T (Xeµ1a1 ) . . . T (Xeµℓaℓ ) pa1 . . . paℓ . (3.22)
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The first factor in this expression is tensorial. Exactly as for the pre-Riemannian case,
its transformation rule is dictated by the knight-diffeomorphism, whereas we get the
transformation rules of the tetrads from equations (C.2) and equations (C.4). As we
do not necessarily want to refer explicitly to the multipole expansion, the first factor
is rewritten by considering f as a function of pµ using pa = Xe
a
νp
ν , and applying
equation (3.4). We then have to consider the resulting distribution function as a
function of pa, knowing that the inversion is now given by p(pa) = T (ea)pa. This will
account for T (
X
eµ1a1
)
. . . T (
X
eµℓaℓ
)
in equation (3.22). In a compact form it reads
T [
X
f(xA, pa)
]
= T(Tξ)
{
X
f
[
xA, eaµp
µ
]} ∣∣∣
pµ=T (eµ
b
)pb
. (3.23)
To obtain an order by order formula, we explicit these three steps using a Taylor
expansion. First, we use that
X
f(xA, pa) =
[
exp
(
e¯bµp
µ
XS
a
b
∂
∂pa
)
X
f
]
(xA, e¯bµp
µ) ≡
X
g(xA, pµ), (3.24)
in order to consider f as a function of pµ. We then Taylor expand again the result of
the knight-diffeomorphism in order to read the result as a function of pa,
T [
X
f(xA, pa)
]
=
[
exp
(
e¯µb p
aT (XR ba ) ∂∂pµ
)
T(Tξ) (Xg)
]
(xA, e¯µap
a). (3.25)
The derivatives in the previous expressions have to be ordered on the right in each
term of the expansion in power series of the exponential. When identifying order by
order, we need to take into account the expansion in Rab and Sab, in the exponentials
and also in the knight-diffeomorphism. The detail of the transformation properties
of the first and second-order distribution function can be found in [45]. We report
here the final result of the transformation rule for the first order and the second order
distribution function for radiation
T
[
X
f (1)
]
=
X
f (1) +
∂f¯
∂po
poni∂IT + T
∂f¯
∂η
, (3.26)
T
(
X
f (2)
)
=
X
f (2) +
∂f¯
∂η
(T (2) + TT ′ + ∂IT∂
IL)
+
∂f¯
∂po
{
pi∂IT
(2) − 2pj [(∂I∂JE + EIJ + ∂I∂JL)∂IT −Ψ∂JT ]
+po∂IT∂
IT + pi(T∂IT )
′ + pi∂I
(
∂JL∂JT
)
+ 2Φpi∂IT
}
+
∂2f¯
∂ (po)2
(
pi∂ITp
j∂JT
)
+ 2
∂2f¯
∂η∂po
Tpi∂IT +
∂2f¯
∂η2
T 2
+ 2
∂
X
f (1)
∂po
pj∂JT + 2
∂
X
f (1)
∂pi
po∂IT + 2∂IL∂IXf
(1) + 2T
∂
X
f (1)
∂η
. (3.27)
In order to derive this formula, no use has been made of the normalization of the
momentum. Consequently in the above transformation rule, f stands either for I, V
or for ge, gb (where we conventionally prefer to use the notation q instead of p for
the momentum of particles). Note here that the Einstein implicit summation rule still
applies on index of tetrad type (i, j, k . . .) when contracted with indices of coordinate
type (I, J,K . . .). This type of contraction arises from the fact that we have chosen a
background tetrad field adapted to the coordinate system, that is with e¯Ba ∼ δBa and
e¯aB ∼ δaB.
The radiative transfer at second order 25
3.4.3. Gauge transformation of the linear polarization tensor Now if we want to
describe polarized radiation, it is straightforward to generalize this calculation. Indeed
it is projected, that is foi = fio = foo = 0, and thanks to the remark at the end
of section 3.3, each of the nine components fij can be treated like a scalar valued
distribution function, and the same property is valid for Pij . Furthermore, since
for symmetry reasons the radiation is not polarized at the background level, that is
P¯ij = 0, its transformation rule reduces to
T
[
X
P
(1)
kl
]
=
X
P
(1)
kl , (3.28)
T
(
X
P
(2)
kl
)
=
X
P
(2)
kl + 2
∂
X
P
(1)
kl
∂po
pj∂JT (3.29)
+ 2
∂
X
P
(1)
kl
∂pi
po∂IT + 2∂IL∂IXP
(1)
kl + 2T
∂
X
P
(1)
kl
∂η
.
We can then form first-order and second-order gauge invariant intensity function,
degree of circular polarization and tensor of linear polarization, by transforming these
quantities in the Newtonian gauge
Iˆ(1) ≡
NG
I(1) ≡ T
ξ
(1)
→NG
(
XI
(1)
)
(3.30)
Vˆ (1) ≡ NGV (1) ≡ Tξ(1)
→NG
(
XV
(1)
)
(3.31)
Pˆ
(1)
ij ≡ NGPij ≡ Tξ(1)
→NG
(
XP
(1)
ij
)
, (3.32)
(3.33)
Iˆ(2) ≡
NG
I(2) ≡ T(
ξ
(1)
→NG, ξ
(2)
→NG
)
(
XI
(2)
)
(3.34)
Vˆ (2) ≡ NGV (2) ≡ T(ξ(1)
→NG, ξ
(2)
→NG
)
(
XV
(2)
)
(3.35)
Pˆ
(2)
ij ≡ NGP (2)ij ≡ T(ξ(1)
→NG, ξ
(2)
→NG
)
(
XP
(2)
ij
)
. (3.36)
The energy integrated counterparts Iˆ(n), Vˆ(n) and Pˆ(n)ij with n = 1, 2, follow from a
definition similar to equations (1.16). Since the transformation rule (3.27) is valid also
for the electrons and protons (or for baryons which is the sum of these two components)
distribution functions, the corresponding gauge invariant distribution functions can be
defined in a similar manner and we name them gˆ(1) and gˆ(2) for the first and second
order respectively.
4. The gauge invariant Liouville equation for radiation
Now that we have a complete formalism to handle the perturbations of the fluid quan-
tities and of the distribution functions, we will use it to express the perturbations of
the dynamical equations satisfied by these quantities. In this section we focus on the
perturbative expansion of the Liouville operator and in section 6 we detail the per-
turbative expansion of the collision term. In both cases we will recover the standard
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first order result and the novelty lies in the second order perturbation.
In practice, we want to express the Boltzmann (or the Liouville equation if
relevant) in function of η rather than the affine parameter s, since we want to perform
an integration on coordinates. We should thus multiply equation (1.59) by dsdη = 1/p
O.
However, there is no point multiplying with the full expression of dsdη since when
focusing on the n-th order of the Boltzmann equation, the perturbations
(
ds
dη
)(k)
with
0 < k < n will multiply the (n − k)-th order of the perturbed Boltzmann equation
and these terms will thus vanish. This is the reason why we will instead multiply only
by
(
ds
dη
)(0)
=
(
1/pO
)(0)
= a/po, and we will use the notation
L#[] ≡ L[]
(
ds
dη
)(0)
, C#ab[] ≡ Cab
(
ds
dη
)(0)
. (4.1)
In order to compute the Liouville operator, we need to calculate the perturbed
expression of dp
o
dη and
dni
dη . They can be obtained from the geodesic equation
dpa
ds
+ ωbacp
cpb = 0, with
dpa
ds
≡ pb∂bpa ≡ pbe Cb ∂C(pa) , (4.2)
that we pull back to the background space-time in order to extract order by order
equations (
dpa
ds
)(n)
= −ω(n)bacpcpb , n = 0, 1, 2 , (4.3)
and from the perturbative expansion of pO(
dη
ds
)(n)
=
(
pO
)(n)
= pae(n)Oa , n = 0, 1, 2 . (4.4)
It should be noted that the transformation properties of L#[] under a local change of
frame is not similar to that of L[] due to the factor 1/po which transforms according
to equation (1.39) [58].
The result of the Liouville operator up to second order is of the form
L[X¯,X(1), X(2)] = L¯[X¯] + L(1)[X¯,X(1)] +
1
2
(
L(2)[X¯,X(2)] + L(1)(1)[X¯,X(1)]
)
, (4.5)
whereX stands for either I, V or Pab. Similarly to Einstein equations, the second order
Boltzmann equation will involve either terms which are linear in purely second order
quantities that we gather in L(2)[], or terms quadratic in first order quantities that we
gather in L(1)(1)[]. The linear dependence in these purely second order quantities is,
as usual, the same as for the linear dependence obtained for the first order equation
with respect to the first order quantities, and this means L(2)[] = L(1)[]. In principle,
once presented the expression of L(1)[X¯,X(1)], we only need to report the expression
of L(1)(1)[X¯,X(1)] to fully express the second order equations. In practice however
we will report both since we chose to neglect the first order vector degrees of freedom
but we cannot neglect them at second order and they will thus contribute to L(2)[].
Additionally, we also choose to neglect the first order tensorial perturbations. Though
they are generated in standard models of inflation, their amplitude is expected to be
much smaller than first order scalar perturbations, and furthermore they decay once
they enter the Hubble radius. Similarly to vector modes, we will not neglect the tensor
The radiative transfer at second order 27
modes at second order and their contribution will be also reported in L(2)[].
Since the expressions in the decomposition (4.5) have a dependence in (po, ni), we will
also perform a multipolar expansion according to equation (1.28) for the equations on
I and V (with multipoles L[I]aℓ and L[V ]aℓ) and according to equation (1.33) for the
equation involving Pab (with electric and magnetic type multipoles being respectively
L[E]aℓ and L[B]aℓ).
We will also define the energy integrated Liouville operator by
L[] ≡ 4π
(2π)3
∫
L[](po)3dpo , (4.6)
and use similar definitions for L#[], Cab and C
#
ab, and this will lead to define multipoles
for these quantities, with an obvious choice of notation. We recall that since the
polarization tensor is a function of the position coordinates xA, that we do not write
explicitly, and of the momentum components pa, then the Liouville operator and the
collision tensor have a dependence in the same variables. However, in order to simplify
the notation, we will not write the dependence in pa throughout this section, which
is dedicated to the Liouville operator for radiation, and throughout section 5, which
is dedicated to the Liouville operator for baryons, but we will restore it in section 6
dedicated to the collision tensor.
4.1. The background Liouville operator
At the background level, space is homogeneous and isotropic. Consequently, the
radiation is not polarized and its distribution function depends neither on the direction
ni of the photon nor on the position in space xI . It only depends on po and η, which
implies that ∂I¯∂ni =
∂I¯
∂xI = P¯ab = 0. Since the background geodesic equation implies(
∂po
∂η
)(0)
= −Hpo, the Liouville operator reads at the background level
L¯#[I¯] =
∂I¯
∂η
−Hpo ∂I¯
∂po
, (4.7)
where we recall that the derivative w.r.t. η is to be taken at pa fixed. Its energy
integrated counterpart reads
L¯#[I¯] = ∂I¯
∂η
+ 4HI¯ . (4.8)
4.2. The Liouville operator at first order
The equation required to express the Liouville operator is the first order of equation 4.3
which in the Newtonian gauge leads to(
dpo
dη
)(1)
= po
[
−ni∂IΦ(1) +Ψ(1)′
]
. (4.9)
and we obtain that the first order perturbed Liouville operator can be expressed in
function of gauge invariant quantities by
L#(1)[I¯ , Iˆ(1)] =
∂Iˆ(1)
∂η
+ nj∂J Iˆ
(1) −Hpo ∂Iˆ
(1)
∂po
+
[
−nj∂J Φˆ(1) + Ψˆ(1)′
]
po
∂I¯
∂po
. (4.10)
Its energy integrated counterpart is thus given by
L#(1)[I¯, Iˆ(1)] = ∂Iˆ
(1)
∂η
+ nj∂J Iˆ(1) + 4HIˆ(1) + 4
[
nj∂J Φˆ
(1) − Ψˆ(1)′
]
I¯ . (4.11)
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It will prove more convenient to decompose it in multipoles which are given by
L#(1)[I¯, Iˆ(1)]iℓ = Iˆ
′(1)
iℓ
+ 4HIˆ(1)iℓ +
ℓ+ 1
(2ℓ+ 3)
∂J Iˆ(1)jiℓ + ∂〈Iℓ Iˆ
(1)
iℓ−1〉
(4.12)
+ 4δ1ℓ I¯∂I1Φˆ(1) − 4δ0ℓ I¯Ψˆ
′(1) .
As for V , it follows the same equation as I but we will see in section 6 that it is not
excited by the collisions and remains null.
Following the same method for the linear polarization tensor leads to
L#(1)[Pˆ
(1)
cd ] = S
a
c S
b
d
[
∂Pˆ
(1)
ab
∂η
+ nj∂J Pˆ
(1)
ab −Hpo
∂Pˆ
(1)
ab
∂po
]
, (4.13)
L#(1)[Pˆ(1)cd ] = Sac Sbd
[
∂Pˆ(1)ab
∂η
+ nj∂J Pˆ(1)ab + 4HPˆ(1)ab
]
. (4.14)
We can extract the electric and magnetic type multipoles of the energy integrated
Liouville operator, and they read
L#(1)[Eˆ(1)]iℓ = Eˆ
′(1)
iℓ
+ 4HEˆ(1)iℓ +
(ℓ− 1)(ℓ+ 3)
(ℓ + 1)(2ℓ+ 3)
∂J Eˆ(1)jiℓ + ∂〈Iℓ Eˆ
(1)
iℓ−1〉
− 2
(ℓ+ 1)
(curl Bˆ(1))iℓ , (4.15)
L#(1)[Bˆ(1)]iℓ = Bˆ
′(1)
iℓ
+ 4HBˆ(1)iℓ +
(ℓ − 1)(ℓ+ 3)
(ℓ+ 1)(2ℓ+ 3)
∂J Bˆ(1)jiℓ + ∂〈Iℓ Bˆ
(1)
iℓ−1〉
+
2
(ℓ+ 1)
(curl Eˆ(1))iℓ , (4.16)
where
(curlX)iℓ ≡ ǫjk〈iℓ∂JX kiℓ−1〉 . (4.17)
However, it can be shown that when the first order tensor and vector modes are
neglected, which is our case in this paper, the first order magnetic type multipoles are
not excited and remain null [15]. We will thus discard them from the computation
in the following of this paper in order to simplify the intricate expressions of second
order perturbations. In order to be consistent with equation (4.16) we will also have
to neglect (curl Eˆ(1))iℓ .
4.3. The Liouville operator at second order
Following the same method as for the first order case, we obtain the second order
evolution of the energy po which in the Newtonian gauge reads(
dpo
dη
)(2)
= po
[
−ni∂IΦ(2) +Ψ(2)′ +
(
∂IB
(2)
J −H(2)
′
IJ
)
ninj
+2(Φ−Ψ)ni∂IΦ + 4ΨΨ′
]
. (4.18)
We also need the first order photon trajectory which in the Newtonian gauge reads(
dxI
dη
)(1)
=
(
pI
pO
)(1)
= ni(Φ + Ψ) , (4.19)
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and the first order lensing equation which gives the evolution of the direction ni(
dni
dη
)(1)
= −Sij∂J (Ψ + Φ) . (4.20)
We then obtain the gauge invariant second order Liouville operator
L#(2)[I¯ , Iˆ(2)] =
∂Iˆ(2)
∂η
+ nj∂J Iˆ
(2) −Hpo ∂Iˆ
(2)
∂po
(4.21)
+
[
−nj∂J Φˆ(2) + Ψˆ(2)′ +
(
∂IΦˆ
(2)
J − Hˆ(2)
′
IJ
)
ninj
]
po
∂I¯
∂po
,
L#(1)(1)[I¯ , Iˆ(1)] = 2(Φˆ + Ψˆ)ni∂I Iˆ
(1) − 2Sij
(
∂JΨˆ + ∂J Φˆ
) ∂Iˆ(1)
∂ni
+ 2
∂Iˆ(1)
∂po
po
[
−ni∂IΦˆ + Ψˆ′
]
+
[
2(Φˆ− Ψˆ)ni∂IΦˆ + 4ΨˆΨˆ′
]
po
∂I¯
∂po
− 2ΦˆL#(1)[I¯ , Iˆ(1)] . (4.22)
Its energy integrated version is
L#(2)[I¯, Iˆ(2)] = ∂Iˆ
(2)
∂η
+ nj∂J Iˆ(2) + 4HIˆ(2) (4.23)
− 4I¯
[
−nj∂J Φˆ(2) + Ψˆ(2)′ +
(
∂IΦˆ
(2)
J − Hˆ(2)
′
IJ
)
ninj
]
,
L#(1)(1)[I¯, Iˆ(1)] = 2(Φˆ + Ψˆ)ni∂I Iˆ(1) − 2Sij
(
∂J Ψˆ + ∂J Φˆ
) ∂Iˆ(1)
∂ni
− 8Iˆ(1)
[
−ni∂IΦˆ + Ψˆ′
]
− 4I¯
[
2(Φˆ− Ψˆ)ni∂IΦˆ + 4ΨˆΨˆ′
]
− 2ΦˆL#(1)[I¯, Iˆ(1)] . (4.24)
We recall again that we have omitted some exponents stating that some quantities
are first order perturbations variables, since at second order, the terms involved are
either involving purely second order perturbations or terms quadratic in first order
quantities, and there is thus never any ambiguity. Note also that, if L#[] and L#[] had
been defined with (ds/dη) instead of (ds/dη)
(0)
in the definition (4.1), the last line of
equations (4.22) and (4.24) would not be there, and this enables us to compare with
the results of [48, 49] where such different choice has been made (though it is then
inconsistent with the collision term of [48] which has been calculated with (ds/dη)
(0)
,
but not with the collision term reported in [49] which seems to be defined with (ds/dη)
though it is stated that it is the same expression as in [48]). We can then extract the
multipoles of these equations and we obtain
L#(2)[I¯, Iˆ(2)]iℓ = Iˆ
′(2)
iℓ
+ 4HIˆ(2)iℓ +
ℓ+ 1
(2ℓ+ 3)
∂J Iˆ(2)jiℓ + ∂〈Iℓ Iˆ
(2)
iℓ−1〉
(4.25)
− 4δ2ℓ I¯
(
∂(I1Φˆ
(2)
I2)
− Hˆ(2)′I1I2
)
+ 4δ1ℓ I¯∂I1Φˆ(2) − 4δ0ℓ I¯Ψˆ
′(2) ,
L#(1)(1)[Iˆ(1)]iℓ =
(ℓ+ 1)
(2ℓ+ 3)
[
8∂JΦ− 2(ℓ+ 2)∂J(Φ + Ψ) + 2Ψ∂J] Iˆ(1)jiℓ
+
[
8∂〈I1Φ+ 2(ℓ− 1)∂〈I1(Φ + Ψ) + 2Ψ∂〈I1
] Iˆ(1)iℓ−1〉
− 8Ψ′Iˆ(1)iℓ − 2ΦIˆ
(1)′
iℓ
− 8HΦIˆ(1)iℓ
+ 4δ1ℓ I¯ [2(Ψ− 2Φ)∂IΦ] + 4δ0ℓ I¯ [(2Φ− 4Ψ)Ψ′] . (4.26)
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Following the same method as for the intensity part of the Liouville operator, we
obtain the Liouville operator for the linear polarization tensor
L#(2)[Pˆ
(2)
cd ] = S
a
c S
b
d
[
∂Pˆ
(2)
ab
∂η
+ nj∂J Pˆ
(2)
ab −Hpo
∂Pˆ
(2)
ab
∂po
]
, (4.27)
L#(1)(1)[Pˆ
(1)
cd ] = S
a
c S
b
d
[
2(Φˆ + Ψˆ)ni∂I Pˆ
(1)
ab − 2Sij
(
∂J Ψˆ + ∂J Φˆ
) ∂Pˆ (1)ab
∂ni
+2
∂Pˆ
(1)
ab
∂po
po
(
−ni∂I Φˆ + Ψˆ′
)
− 2ΦˆL#(1)[Pˆ (1)ab ]
]
, (4.28)
and its energy integrated counterpart
L#(2)[Pˆ(2)cd ] = Sac Sbd
[
∂Pˆ(2)ab
∂η
+ nj∂J Pˆ(2)ab + 4HPˆ(2)ab
]
, (4.29)
L#(1)(1)[Pˆ(1)cd ] = Sac Sbd
[
2(Φˆ + Ψˆ)ni∂IPˆ(1)ab − 2Sij
(
∂J Ψˆ + ∂J Φˆ
) ∂Pˆ(1)ab
∂ni
−8Pˆ(1)ab
(
−ni∂IΦˆ + Ψˆ′
)
− 2ΦˆL#(1)[Pˆ(1)ab ]
]
. (4.30)
We extract the electric and magnetic type multipoles
L#(2)[Eˆ(2)]iℓ = Eˆ
′(2)
iℓ
+ 4HEˆ(2)iℓ +
(ℓ − 1)(ℓ+ 3)
(ℓ+ 1)(2ℓ+ 3)
∂J Eˆ(2)jiℓ + ∂〈Iℓ Eˆ
(2)
iℓ−1〉
− 2
(ℓ + 1)
(curl Bˆ(2))iℓ , (4.31)
L#(1)(1)[Eˆ(1)]iℓ =
(ℓ− 1)(ℓ+ 3)
(2ℓ+ 3)(ℓ+ 1)
[
8∂JΦˆ− 2(ℓ+ 2)∂J(Φˆ + Ψˆ) + 2Ψˆ∂J
]
Eˆjiℓ (4.32)
+
[
8∂〈IℓΦˆ + 2(ℓ− 1)∂〈Iℓ(Φˆ + Ψˆ) + 2Ψˆ∂〈Iℓ
]
Eˆiℓ−1〉
− 8Ψˆ′Eˆiℓ − 2ΦˆEˆ ′iℓ − 8HΦˆEˆiℓ ,
L#(2)[Bˆ(2)]iℓ = Bˆ
′(2)
iℓ
+ 4HBˆ(2)iℓ +
(ℓ− 1)(ℓ+ 3)
(ℓ+ 1)(2ℓ+ 3)
∂J Bˆ(2)jiℓ + ∂〈Iℓ Bˆ
(2)
iℓ−1〉
+
2
(ℓ + 1)
(curl Eˆ(2))iℓ , (4.33)
L#(1)(1)[Bˆ(1)]iℓ =
2
ℓ+ 1
ǫjk〈iℓ
[
−2∂J(Φˆ + Ψˆ)Eˆkiℓ−1〉 + 2(Φˆ + Ψˆ)∂J Eˆkiℓ−1〉
+8∂JΦˆEˆkiℓ−1〉
]
. (4.34)
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4.3.1. Dependence on the choice of the tetrad We chose in section 3.2.2 to align the
tetrad eo with the form (dη), which means that the corresponding observers follow
worldlines always orthogonal to the constant time hypersurfaces. Alternatively, we
could have chosen to align eo with the vector (∂η), which would then in turn correspond
to observers of constant spatial coordinates [9]. These two choices are related by a
boost parameterized by the shift vector ωI , and in the case of the Newtonian gauge, the
parameter velocity which characterizes this boost reduces to ΦˆI . This change in the
tetrad used to decompose the momentum induces a transformation of the distribution
function. Up to second order the two gauge invariant distribution functions (with
obvious notation) are related by
Iˆ
(1)
(∂η)
= Iˆ
(1)
(dη) (4.35)
Iˆ
(2)
(∂η)
= Iˆ
(2)
(dη) +
∂I¯(dη)
∂po
poΦˆ
(2)
I n
i .
It can be checked that the equation satisfied by Iˆ
(2)
(∂η)
is the same as Iˆ
(2)
(dη)
[equation (4.21)] with ∂IΦˆ
(2)
J n
inj replaced by −Φˆ′(2)J nj , and thus our result is
consistent with [15, 48] where Iˆ
(2)
(∂η)
is used.
What would be the best choice then? In our case (the same choice is performed in [9]),
eoI = 0. We can check that if there is no scalar perturbation, then the coordinates of
the acceleration defined by aν ≡ (eo)µ∇µeoν read
aI = (e
o
I)
′ +HeoI . (4.36)
We thus conclude that the choice that we made corresponds to picking observers
which accelerate the less, that is which accelerate only because of gradients in the
gravitational potential, and thus this class of observers is the closest to freely falling
observers.
5. The gauge invariant Liouville equation for baryons
5.1. The background and first order Liouville operator
We follow the same method as for radiation. The main difference lies in the fact that
ni is not a unit vector anymore. Consequently we cannot drop terms like nin
i = β2.
Furthermore it is not interesting to split the dependence in the momentum into a
dependence in its energy and in the direction of its spatial part, since the magnitude of
the spatial momentum (λ) cannot be identified with the energy qo. At the background
level, the evolution of qo, qi and λ are dictated by(
dqo
dη
)(0)
= −Hqoβ2 ,
(
dλ
dη
)(0)
= −Hλ ,
(
dqi
dη
)(0)
= −Hqi , (5.1)
and we thus obtain for the background Liouville operator
L¯#[g¯] =
∂g¯
∂η
−Hqi ∂g¯
∂qi
=
∂g¯
∂η
−Hλ∂g¯
∂λ
. (5.2)
In order to compute the Liouville operator at first order, we need the evolution of
the particle spatial momentum magnitude λ at first order, which from equation (4.3)
is given in the Newtonian gauge by(
dλ
dη
)(1)
=
1
β
(
dqo
dη
)(1)
= λ
[
− 1
β2
ni∂IΦ
(1) +Ψ(1)
′
]
. (5.3)
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and this leads to the following first order gauge invariant Liouville operator
L#(1)[g¯, gˆ(1)] =
∂gˆ(1)
∂η
+ nj∂J gˆ
(1) −Hqi ∂gˆ
(1)
∂qi
+
[
− 1
β2
nj∂J Φˆ
(1) + Ψˆ(1)
′
]
qk
∂g¯
∂qk
. (5.4)
5.2. The second order Liouville operator
At second order, the evolution of λ is also obtained from equation (4.3), and in the
Newtonian gauge we obtain(
dλ
dη
)(2)
=
1
λ
(
dqo
dη
)(2)
=
λ
β2
{
−ni∂IΦ(2) +
[
Ψ(2)
′
nin
i +
(
∂IB
(2)
J −H(2)
′
IJ
)
ninj
]
+2(Φ−Ψ)ni∂IΦ+ 4β2ΨΨ′
}
. (5.5)
We also need to use the first order evolution of qi which in the Newtonian gauge reads(
dqi
dη
)(1)
= qiΨ′ − qo∂IΦ− qo (β2γij − ninj) ∂JΨ . (5.6)
Finally we need the first order photon trajectory given in the Newtonian gauge by(
dxI
dη
)(1)
=
(
qi
qo
)(1)
= ni(Φ + Ψ) . (5.7)
With this we obtain the second order gauge invariant Liouville operator for massive
particles
L#(2)[g¯, gˆ(2)] =
∂gˆ(2)
∂η
+ nj∂J gˆ
(2) −Hqi ∂gˆ
(2)
∂qi
(5.8)
+
[
− 1
β2
nj∂J Φˆ
(2) + Ψˆ(2)
′
+
1
β2
(
∂IΦˆ
(2)
J − Hˆ(2)
′
IJ
)
ninj
]
qk
∂g¯
∂qk
,
L#(1)(1)[g¯, gˆ(1)] = 2ni(Φˆ + Ψˆ)∂I gˆ
(1) − 2
[
(β2δij − ninj)∂J Ψˆ + ∂IΦˆ
] ∂gˆ(1)
∂qi
qo (5.9)
+
[
2
β2
(Φˆ− Ψˆ)nj∂J Φˆ + 4ΨˆΨˆ′
]
qi
∂g¯
∂qi
+ 2
∂gˆ(1)
∂qi
qiΨˆ′ − 2ΦˆL#(1)[g¯, gˆ(1)] .
5.3. The fluid limit
If we choose a tetrad, not necessarily adapted to this bulk velocity, then the
components of the stress-energy tensor are given in function of the energy density
and pressure by
T oo = ρ + (ρ + P)
[
(uo)2 − 1] = ∫ d3qk
(2π)3
g(qk)qo , (5.10)
T oi = ρuoui =
∫
d3qk
(2π)3
g(qk)qi , (5.11)
T ij = ρuiui + Pδij =
∫
d3qk
(2π)3
g(qk)
qiqj
qo
. (5.12)
In general for a distribution function g(qb), its associated stress-energy tensor
conservation tensor ∇µT µν is obtained by [1]
a∇µT µb =
∫
L#[g]qb
d3qi
(2π)3
, (5.13)
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where we recall that a is the scale factor. We can then perform a perturbative
expansion of this expression according to the expansion (2.7) and obtain for baryons
the perturbation of the continuity equation
a(∇µT µo) =
∫
d3qk
(2π)3
qoL¯#[g¯] =
(
T¯ oo
)′
+ 3HT¯ oo +HT¯ ii , (5.14)
a (∇µT µo)(1) =
∫
d3qk
(2π)3
qoL#(1)[g¯, gˆ(1)] (5.15)
=
(
Tˆ oo(1)
)′
+ 3HTˆ oo(1) +HTˆ i(1)i + ∂I Tˆ oi(1) − Ψˆ′
(
3T¯ oo + T¯ ii
)
,
a (∇µT µo)(2) =
∫
d3qk
(2π)3
qoL#(2)[g¯, gˆ(1), gˆ(2)] (5.16)
=
(
Tˆ oo(2)
)′
+ 3HTˆ oo(2) +HTˆ i(2)i + ∂I Tˆ oi(2) − Ψˆ
′(2)
(
3T¯ oo + T¯ ii
)
+ 2(Ψˆ + Φˆ)∂I Tˆ
oi(1) − 2Ψˆ′
(
3Tˆ oo(1) + Tˆ
i(1)
,i
)
+ 4Tˆ oi(1)∂I
(
Φˆ− Ψˆ
)
− 4 (3T¯ oo + T¯ ib,i) Ψˆ′Ψˆ
− 2Φˆ
[(
Tˆ oo(1)
)′
+ 3HTˆ oo(1) +HTˆ i(1)i + ∂I Tˆ oi(1) − Ψˆ′
(
3T¯ oo + T¯ ii
)]
,
and the perturbation of the Euler equation
a
(∇µT µi)(0) = 0 , (5.17)
a
(∇µT µi)(1) =
∫
d3qk
(2π)3
qiL#(1)[g¯, gˆ(1)] (5.18)
=
(
Tˆ oi(1)
)′
+ 4HTˆ oi(1) + ∂J Tˆ ji(1) + ∂J Φˆ
(
T¯ ooδij + T¯ ij
)
,
a
(∇µT µi)(2) =
∫
d3qk
(2π)3
qiL#(2)[g¯, gˆ(1), gˆ(2)] (5.19)
=
(
Tˆ oi(2)
)′
+ 4HTˆ oi(2) + ∂J Tˆ ji(2) + ∂J Φˆ(2)
(
T¯ ooδij + T¯ ij
)
− 2Φˆ
[(
Tˆ oi(1)
)′
+ 4HTˆ oi(1)
]
+ (2Ψˆ− 4Φˆ)∂J Φˆ(1)
(
T¯ ooδij + T¯ ij
)
+ 2∂J Φˆ
(
Tˆ oo(1)δij + Tˆ ij(1)
)
− 8Ψˆ′Tˆ oi(1) + 2Ψˆ∂J Tˆ ij(1)
+ 2
(
∂IΨˆTˆ
k(1)
k − 3∂JΨˆTˆ ij(1)
)
.
In order to further specify the continuity and Euler equations, we need to
express the perturbations of the stress-energy tensor components in function of the
perturbations of the fluid quantities. Due to the strong coupling between electrons
and protons through Coulomb interactions when matter is ionized, the baryons cannot
develop significant anisotropic stress before recombination and thus the corresponding
stress-energy tensor is of the form
T µν = (P + ρ)uµuν + Pgµν . (5.20)
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Indeed, the strong interactions between electrons and protons ensure that they follow
a Fermi-Dirac distribution of energies in their rest frame (that is where they have no
bulk velocity). We also note that since u¯i = 0, then the normalization condition of
uau
a = −1 implies
uo(1) = 0 , uo(2) = ui(1)ui(1) . (5.21)
Furthermore we can identify the velocity vi and the spatial momentum ui up to second
order in perturbation since
ui =
1√
1− vjvj
vi . (5.22)
We then deduce the following perturbative expansion of the stress-energy tensor in
function of the fluid quantities
T¯ oo = ρ¯ , (5.23)
T oo(1) = ρ(1) , (5.24)
T oo(2) = ρ(2) + 2(ρ¯+ P¯ )ui(1)u
(1)
i , (5.25)
T¯ oi = 0 , (5.26)
T oi(1) = (ρ¯+ P¯ )ui(1) , (5.27)
T oi(2) = (ρ¯+ P¯ )
(
ui(2)
)
+ 2(ρ(1) + P (1))ui(1) , (5.28)
T¯ ij = P¯ δij , (5.29)
T ij(1) = P (1)δij , (5.30)
T ij(2) = P (2)δij + 2(ρ¯+ P¯ )ui(1)uj(1) . (5.31)
By using these expressions, we obtain the following gauge invariant conservation and
Euler equations from equations (5.14-5.19)
a(∇µT µo) = ρ¯′ + 3H(ρ¯+ P¯ ) , (5.32)
a (∇µT µo)(1) = ρˆ(1)′ + 3H
(
ρˆ(1) + Pˆ (1)
)
+ (ρ¯+ P¯ )∂I uˆ
i(1) − 3(ρ¯+ P¯ )Ψˆ′ , (5.33)
a (∇µT µo)(2) = ρˆ(2)′ + 3H
(
ρˆ(2) + Pˆ (2)
)
+ 6H(ρ¯+ P¯ )uˆi(1)uˆ(1)i
+ (ρ¯+ P¯ )∂I uˆ
i(2) − 3(ρ¯+ P¯ )Ψˆ(2)′ + 2(ρ¯′ + P¯ ′)uˆi(1)uˆ(1)i
+ 2H(ρ¯+ P¯ )uˆi(1)uˆ(1)i + 2∂I
[
(ρˆ(1) + Pˆ (1))uˆi(1)
]
− 6Ψˆ′
(
ρˆ(1) + Pˆ (1)
)
+ 2(Φˆ + Ψˆ)(ρ¯+ P¯ )∂I uˆ
i(1) + 4(ρ¯+ P¯ )uˆi(1)∂I(Φˆ− Ψˆ)
− 12ΨˆΨˆ′(ρ¯+ P¯ ) + 4(ρ¯+ P¯ )uˆi(1)uˆ(1)′i − 2Φˆa (∇µT µo)(1) , (5.34)
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a
(∇µT µi)(1) = [(ρ¯+ P¯ )uˆi(1)]′ + 4H [(ρ¯+ P¯ )uˆi(1)]
+ ∂I Pˆ (1) + ∂IΦˆ
(
ρ¯+ P¯
)
, (5.35)
a
(∇µT µi)(2) = [(ρ¯+ P¯ )uˆi(2)]′ + 4H [(ρ¯+ P¯ )uˆi(2)]
+ ∂I Pˆ (2) +
(
ρ¯+ P¯
)
∂IΦˆ(2) + 2(ρ¯+ P¯ )∂J
(
uˆi(1)uˆj(1)
)
+ 2
[
(ρˆ(1) + Pˆ (1))uˆi(1)
]′
+ 8H
[
(ρˆ(1) + Pˆ (1))uˆi(1)
]
− 2(Φˆ + Ψˆ)
{[
(ρ¯+ P¯ )uˆi(1)
]′
+ 4H
[
(ρ¯+ P¯ )uˆi(1)
]}
− 4 (ρ¯+ P¯ ) Φˆ∂IΦˆ + 2∂IΦˆ(ρˆ(1) + Pˆ (1))− 8Ψˆ′(ρ¯+ P¯ )uˆi(1)
+ 2Ψˆa
(∇µT µi)(1) . (5.36)
5.4. Comparison with the coordinates approach
In the literature, the fluid equation are usually derived starting directly from the stress-
energy tensor and in components associated with coordinates. It is straightforward to
compare with our results since
∇µT µA = ∇µT µieAi . (5.37)
At first order we have
a
(∇µT µA)(1) = (∇µT µa)(1) , (5.38)
and at second order
a
(∇µT µO)(2) = [(∇µT µo)(2) + 2Φˆ(1) (∇µT µo)(1)] , (5.39)
a
(∇µT µI)(2) = [(∇µT µi)(2) − 2Ψˆ(1) (∇µT µi)(1)] . (5.40)
The presentation that we have chosen in the previous section makes the use of these
relations simple. However, in order to succeed this comparison it should be noticed
that [45]
vi(1) = V I(1) , (5.41)
vi(2) = V I(2) − 2ΨV I(1) , (5.42)
since the results in the literature for the fluid approximation are so far expressed in
function of V I .
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6. Collision term
6.1. General expression
The general expression of the collision term is given by [70, 79, 80]
Cuκω(p) = Su
α
κSu
β
ω(2π)
4
∫
Dq
∫
Dp′
∫
Dq′δ4D (p
′ + q− p− q′) (6.1){
ge(q)fµν(p
′)Mµναβ(p′,q;p,q′)
− ge(q′) [ηστUαβ(p)fµν(p)]Mµνστ (p,q′;p′,q)
+ [ge(q)− ge(q′)] fµν(p′)Mµνστ (p′,q;p,q′)Nqσταβ(p)
}
,
where we used the notation Dp ≡ δ1D(p.p −m2) d
4pa
(2π)3 . This expression accounts for
the incoming transitions in the second line and the outgoing transitions in the third
line. We have neglected the Pauli blocking terms (1−ge/2) since for the physics of the
CMB, the electrons are much more diluted than the photons. However we include the
stimulated emission in the fourth line and discuss later its relevance, and this requires
the use of the stimulated emission matrix
Nqσταβ(p,q) ≡ (6.2)
1
2
[
fαβ(p)Sq
στ +
(
Sq
σ
αSq
τ
β − SqστSqαβ
)
I(p) + f⋆στ (p)Sqαβ
]
.
In this definition we recall that the projectors Sq
αβ are taken with respect to an
observer having a velocity q/m, which means that Sq
αβqβ = 0, and f
⋆στ is the
complex conjugate of fστ . The stimulated emission in the case of polarized light
is discussed in [64, 80, 81]. These treatments give the stimulated emission matrix
in terms of the Stokes parameters. However, we do not want to refer to them
since they imply and choice of the angle in the polarization plane basis, but it
can be checked that the expression given here for the stimulated emission tensor is
equivalent to the expression of these references when expressed in terms of the Stokes
parameters. These parameters are an intermediary step between the polarization
tensor and the multipoles which is not compulsory, and we thus intentionally bypass
them in our derivations. In the end, this method will prove more powerful because it
is computationally more straightforward.
The Dirac function in equation (6.1) ensures momentum conservation and
Mµνστ (p,q;p′,q′) is the transition tensor for the process
γ(p) + e−(q)←→ γ(p′) + e−(q′) . (6.3)
Its expression is given by
Mµναβ(p,q;p′,q′) = (6.4)
3
2
πσTm
2
e
{
Qq
µν
αβ +
1
4
[
p′.q
p.q
+
p.q
p′.q
− 2
](
Sq
µνS′qαβ +Qq
µν
αβ −Qqνµαβ
)}
where
Qq
µν
αβ ≡ SqµγSqνδS′q
γ
α
S′q
δ
β
≡ Sqµγ(p)Sqνδ(p)Sqγα(p′)Sqδβ(p′) . (6.5)
The detail of its derivation can be found in [79]. Intuitively, it consists in transforming
the incoming polarization tensor to the rest frame of the incoming electron, and
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applying the Klein-Nishina formula for the amplitude of the scattering process.
Thanks to the reversibility of the scattering process, the transition tensor satisfies
Mµναβ(p′,q′;p,q) = Sq′µω Sq′ντ Mωτσλ(p,q;p′,q′)Sq′σα Sq′λβ , (6.6)
as it can be checked directly on its expression (6.4). It is then possible to recast the
collision term as
Cuκω(p) = Su
α
κSu
β
ω
∫
Dq
∫
Dp′
∫
Dq′ (2π)4δ4D (p
′ + q− p− q′) (6.7)
× ge(q)fµν (p′)Mµνστ (p′,q;p,q′)
{
δσαδ
τ
β +Nqσταβ(p)
}
− SuακSuβω
∫
DqDp′Dq′ (2π)4δ4D (p+ q− p′ − q′)
× ge(q)
{
ηστUαβ(p)fµν(p) +Nqµναβ(p)fστ (p′)
}
Mµνστ (p,q;p′,q′) .
The remaining two screen projectors at the very beginning of equations (6.1,6.7) en-
sure that the result is read in the required frame (usually the cosmological frame).
The form of the expressions (6.1,6.7) is manifestly covariant. First, the measures Dp
and Dq, the Dirac function and the electron distribution function ge(p) are Lorentz
invariant. Second, given the transformation rule (1.46) for the polarization tensor, the
screen projectors in the transition tensor and the stimulated emission tensor ensure
that fµν(p
′)Mµναβ(p′,q;p,q′) and fµν(p′)Mµνστ (p′,q;p,q′)f⋆qστ (p) are independent
from the frame used to evaluate fµν . Finally we note that the screen projectors
Su
α
κSu
β
ω are defined with respect to the observer having a velocity u, which is the
velocity with respect to which the collision tensor in equations (6.1,6.7) is defined (in
our case uµ = (dη)µ). Hence they ensure that the expression of the collision tensor
is independent from the observer (that is the frame) used to define the unit polariza-
tion tensor Uαβ appearing in the third line of equation (6.1) and the fourth line of
equation (6.7), and also independent from the observer used to define the polarization
tensor fαβ appearing in the stimulated emission tensor. Additionally these screen
projectors makes it straightforward to check that the collision tensor transforms as in
the rule (1.46).
Given this discussion, it is in principle possible to express this collision term in
the fundamental tetrad basis, in order to specify further the collision tensor. How-
ever, all the screen projectors appearing in the transition matrix and in the stimulated
emission tensor are taken with respect to the observer with velocity q which varies
throughout the integration
∫
Dq. In order to simplify the computations, it would thus
be helpful to use an intermediate tetrad basis adapted to each momentum q in this
integration. Additionally, instead of expressing the collision tensor in the fundamental
frame or tetrad, one would prefer to compute it, that is to obtain it explicitly in func-
tion of the radiation multipoles, in the electrons rest frame. In a second step, we would
then transform the collision term in the fundamental frame using its transformation
rule which is given by equation (1.46), and the transformation rules of the radiation
multipoles and momentum components under this change of frame that we gave in
section 1.7. We thus need for this final step to determine up to which order in the
electrons velocity we need to compute this change of frame to be consistent with the
perturbative expansion of the Boltzmann equation.
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6.2. A double perturbative expansion
When performing a perturbative expansion, we need to expand both in the metric
perturbations and in the velocity perturbations. However these perturbations are
of different type and also have a different magnitude. The magnitude of the met-
ric perturbations are typically of order 10−5 for the processes involved in the CMB,
and thus the bulk velocities of the radiation and matter distribution are also of the
same amplitude. However the temperature of radiation (Tr) and the temperature of
electrons (Te), which are nearly identical around recombination are approximately of
order Tr/me ≃ Te/me ≃ 10−6 and thus the thermal velocity of electrons is of order
10−3. Consequently, when going up to second order in metric perturbations, we would
need in principle to keep perturbations up to fourth order in velocities as they can
in the end lead to terms of order (Tr/me)
2, TrTe/m
2
e and (Te/me)
2, which can be
comparable to the second order perturbations of the metric if the numeric coefficients
in front of these terms are quite large. It can be shown [82, 83, 84] that in fact, due
to Comptonization processes, these terms will be of order (T¯ /me)
2 × (Tr− Te)/T¯ and
will be thus completely negligible in our context. However we would certainly need to
retain terms up to third order in the baryons velocity, that we will call accordingly to
this discussion of order 3/2 in the metric perturbation (though there is no such half
integer perturbation for the metric).
We will now apply this method to perform a perturbative expansion of the collision
term
• in section 6.3 for electrons having no thermal dispersion and choosing for this
computation the rest frame of electrons which is also the rest frame of baryons,
• in section 6.4 for electrons having a thermal dispersion, choosing the same frame
for the computation,
• in section 6.5 for the general case, accounting for the bulk velocity of electrons
by transforming the result obtained in the baryons rest frame toward the
fundamental frame.
6.3. Distribution of cold electrons with no bulk velocity
It will prove convenient to calculate the collision term in the Boltzmann equation
starting from a very simple case. We will first assume that the free electrons have
only a bulk velocity and no thermal dispersion in their velocity distribution function
ge(q
i). Furthermore, we will choose to align the first vector of the tetrad eo (an
adapted tetrad) with this bulk velocity that is to work in the baryons rest frame in
order to specify the collision tensor given in equation (6.7). In that case the electron
distribution function is explicitly given by ge(q
i) = (2π)3δ3D(q
i)ne which makes the
integration on electrons momenta trivial. In the baryons rest frame, the velocity of the
incoming electron is aligned with the tetrad eo, and we obtain from the momentum
conservation in the collision
1
qoq′o
=
1
m2e
[
1− (p
i − p′i)(pi − p′i)
2m2e
]
. (6.8)
The second term in the brackets of this expression is of order (Tr/me)
2, that
is comparable to second order perturbations in the metric, and according to the
discussion in section 6.2 they can be ignored. We then need to expand the Dirac
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function. We first integrate on the spatial components of the outgoing electron
momentum since the integrand does not depend on it in the form (6.7) of the collision
tensor. The remaining one-dimensional Dirac function is handled by following the
standard steps that can be found in [2], and we obtain
δ1D(p
′o + qo − po − q′o) = δ1D(po − p′o)−
(pi − p′i)(pi − p′i)
2me
∂
∂p′o
δ1D(p
′o − po) , (6.9)
δ1D(p
′o + q′o − po − qo) = δ1D(po − p′o) +
(pi − p′i)(pi − p′i)
2me
∂
∂p′o
δ1D(p
′o − po) . (6.10)
Additionally, using the fact the tetrad corresponds to the rest frame of all electrons,
1
po
=
1
p′o
+
1
me
(
1− nin′i
)
, (6.11)
which is more conveniently expressed as
p′o
po
= 1 +
p′o
me
(
1− nin′i
)
. (6.12)
As a consequence, the term in square brackets in the definition (6.4) of the
transition matrix is of order (po/me)
2 ∼ (Tr/me)2 and is comparable to second order
perturbations of the metric. This would not have been the case if the tetrad was not
adapted to the incoming electron velocity and in that case the term in brackets in
equation (6.4) would be of order Tr/me. This property is important since, given the
discussion in section 6.2, they can be ignored. Finally using
ne =
∫
d3qi
(2π)3
ge
(
qh
)
, (6.13)
the collision term is expressed as
Cab
(
ph
)
= neσT
[
Cab,T
(
ph
)
+ Cab,R
(
ph
)]
, (6.14)
where
Cab,T
(
ph
)
= po
[
3
2
∫
d2Ω′
4π
S caS
d
b fcd
(
p′h
)− fab (ph)
]
, (6.15)
Cab,R(p
h) = −3
2
∫
dp′op′o
∫
d2Ω′
4π
[
(po)2 + (p′o)2 − 2p′oponin′i
2me
]
∂δ1D(p
′o − po)
∂p′o
(6.16)
×
{
Scdfcd
(
p′h
) [
fab(p
h)− I(ph)Sab
2
]
+
[
1 + I(ph)
]
ScaS
d
b fcd
(
p′h
)}
+ 2
(po)2
me
fab(p
h).
We recall that in these expressions, the screen projector Scd is defined with respect
to the photon with momentum p, and thus Scdfcd(p
′h) 6= I(p′h). Note also that
ScdS′cd = 1 + (n.n
′)2 [79], and this helps recovering from the trace of the Thomson
term (6.15) the standard form of the Thomson collision term for unpolarized radiation.
Using the integrals (1.52) we find explicitly the Thomson and the recoil terms which
are given by
Cab,T(p
h)
po
=
1
2
Sab
[
−I(po, ni) + I∅(po) + 1
10
Icd(p
o)ncnd − 3
5
Ecd(p
o)ncnd
]
+
[
−Pab(po, ni)− 1
10
Iab(p
o) +
3
5
Eab(p
o)
]TT
+
1
2
iǫabcn
c
[
−V (po, ni) + 1
2
Vd(p
o)nd
]
, (6.17)
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Cab,R(p
h)
po
=
po
me
{
1
2
Sab
{
2I(po, ni) +
[
1 + I(po, ni)
] (
2 + po
∂
∂po
)
[
I∅(p
o)− 2
5
Ic(p
o)nc +
1
10
Icd(p
o)ncnd − 3
70
Icdh(p
o)ncndnh
−3
5
Ecd(p
o)ncnd +
1
7
Ecdh(p
o)ncndnh
]}
+
{
Pab(p
o, ni)
[
2 + I ′∅(p
o) + 2I∅(p
o)
]
+ [1 + I∅(p
o)]
(
2 + po
∂
∂po
)
[
+
3
5
Eab(p
o)− 1
7
Eabc(p
o)nc − 2
5
Bca(p
o)ǫ cdb nd
− 1
10
Iab(p
o) +
3
70
Iabc(p
o)nc
]}TT
+
1
2
iǫabcn
c
{
V (po, ni)
[
2 + I ′∅(p
o) + 2I∅(p
o)
]
+ [1 + I∅(p
o)]
(
2 + po
∂
∂po
)
[
−1
2
V∅(p
o) +
1
2
Vc(p
o)nc − 1
5
Vcd(p
o)ncnd
]}}
. (6.18)
We recall that, according to the notation of section 1.7.2, I ′aℓ(p
o) ≡ po ∂∂po Iaℓ(po). We
see clearly by examining the antisymmetric part of the Thomson and recoil terms, i.e.
the terms proportional to iǫabcn
c, that the circular polarization is not excited and thus
remains null if it is initially so. From now on, we will discard the antisymmetric term
in the polarization tensor and in the Boltzmann equation. Additionally, since there is
a small amount of energy transferred from the electrons to the photons in the recoil
term Cab,R, there is also energy transferred from the photons to the electrons, and
it is incompatible with a cold distribution of electrons. In order to have a consistent
treatment of the collision term, we can still work in the electrons rest frame but we
have at least to consider a thermal distribution of electrons. Consequently we turn
to this case in the next section, but the results obtained for a cold distribution of
electrons can be used to derive the collision tensor for this more general case.
6.4. Thermal distribution of electrons with no bulk velocity
If the distribution of the velocities of free electrons is thermal then we can apply the
previous method for each of the electrons. That is for each momentum q in the integral
on distribution function ge(q), we choose a tetrad field e˜a whose timelike vector e˜o is
aligned with this momentum (e˜o = q/me). We then calculate the collision rate per
electron defined in equations (6.15) and (6.16) in this frame [that is σTn˜eC˜a˜b˜,T(p
c˜)
and σTn˜eC˜a˜b˜,R(p
c˜)], and since these quantities transform similarly to equation (1.46),
then the collision term is expressed by
Cab(p
h) = σT
∫
d3qi
(2π)3qo
mege(q
h)S c˜aS
d˜
b
[
C˜c˜d˜,T
(
ph˜
)
+ C˜c˜d˜,R
(
ph˜
)]
. (6.19)
In practice this means that we need to use the transformation rules of the radiation
multipoles, of the energy and of the momentum direction, in order to express
everything inside this integral in function of the multipoles taken in the fundamental
frame. The interest lies in the fact that integrals on the electron distribution function
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with odd powers of v (the velocity of the electron considered) vanish. Since we need
only to go up to third order in the thermal velocities, then in that case we can restrict
to second order in thermal velocity.
However we have many reasons to follow a much simpler track. First the terms
coming from the second order change of frame (that is second order in v) will
lead after integration on the electron momentum to terms having a factor at least
Te/me ≡ (T¯ + δTe)/me, and following the discussion of section 6.2, this factor can be
comparable to first order perturbations in the metric (T¯ /me) or second order (δTe/me).
Since we stop our expansion at second order, we can have in each of this term either
a quantity whose smallest non-vanishing perturbation is the first order (Iaℓ for ℓ ≥ 1)
or a quantity whose smallest non-vanishing perturbation is the background (I∅). If
it is the latter case, then the term contributes to the famous Kompaneets collision
term [85]. If it is the former case, then the term contributes to what can considered as
corrections to the Kompaneets term for anisotropic radiation, but since it is linear in
first order perturbations, this type of term cannot contribute to the bispectrum [44].
Similarly, the terms coming from the recoil term have an overall factor of po˜/me
which is typically of order Tr/me, and for these terms the same reasoning applies.
Consequently, when interested in the bispectrum, we should in principle just keep the
Kompaneets term. However the expression of this famous Kompaneets collision term
which is contained in the total collision term (6.19) is
Ccd,K
(
ph
)
= neσT
Scd
2
1
mepo
∂
∂po
{
(po)4
[
Te
∂I∅(p
o)
∂po
+ I∅(p
o)
(
1 +
1
2
I∅(p
o)
)]}
,(6.20)
and it can be checked that for I∅(p
o)/2 following a Bose-Einstein distribution of
temperature Tr = Te, then the Kompaneets collision term exactly vanishes, and if
these two temperatures are close, as it is the case when recombination occurs, then it
is of order (Tr−Te)/me. The Kompaneets contribution, which is at least a second order
quantity in the sense of the discussion in section 6.2, bears thus only a linear response
in the (primordial) first order metric perturbations through T¯ /me(T
(1)
r − T (1)e )/T¯ .
Consequently it cannot contribute to the bispectrum generated by evolution, and we
will ignore it in the rest of this paper. Note also that on the form (6.20) of the
Kompaneets collision term, it is obvious that C#cd,K ≡ aCcd,K /po does conserve the
photons number density [2, 46] and not the energy density (it is known to induce
spectral distortions) as it is not the case on the expression (4.38) given in [48]. Hence,
the integrated counterpart of the Kompaneets term, C#ab, does not vanish and it is only
because we focus on the bispectrum that we may discard it.
Gathering all these remarks, we conclude that for a thermal distribution of electrons
with no bulk velocity, the collision term is given by
Cab(p
c) = neσTS
c
aS
d
b Ccd,T(pc) +O(1) [O(Te/me) + O(po/me)] ,(6.21)
and that the terms of order O(Te/me) and O(p
o/me) are irrelevant for the purpose
of computing the bispectrum generated by evolution. This method which consists in
working in the baryons rest frame simplifies the physical interpretation of the collision
tensor. Indeed on the form (6.17) and (6.21) we clearly see that in this frame in the
tight coupling limit (that is when Cab,T = 0) there is no polarization (Pab = 0) and
the radiation is moving with the baryons as if it was a single fluid since the only non-
vanishing multipole is I∅. This terminates rigorously the discussion in section II.C.2
of [44] (see also the discussion at the end of section 6.6).
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6.5. Thermal distribution with bulk velocity
If the distribution of electrons has indeed a bulk velocity in the cosmological frame,
then we just need to transform the result obtained in the baryons rest frame to the
cosmological frame, and in this process, we keep only the terms which can contribute
up to second order when performing perturbations. For the sake of comparison with
literature, we only report the intensity part of the collision term and present here C#
rather than C. We obtain
SabC#ab(p
h) = τ ′
{[
−I(po, ni) + I∅(po) + 1
10
Icd(p
o)ncnd
]
(1− n.v) (6.22)
− I ′∅(po)n.v +
7
10
Ic(p
o)vc +
3
10
I ′c(p
o)vc +
2
10
Icd(p
o)ncndn.v
− 1
10
I ′cd(p
o)ncndn.v − 1
10
Ic(p
o)ncn.v +
1
10
I ′c(p
o)ncn.v
− 1
5
Icd(p
o)ncvd +
6
35
Icdh(p
o)ncnhvd +
3
70
I ′cdh(p
o)ncnhvd
+ I ′∅(p
o)v.v +
3
20
I ′′∅ (p
o)v.v +
11
20
I ′′∅ (p
o) (n.v)
2
+ I ′∅(p
o) (n.v)
2
− 3
5
Ecd(p
o)ncnd(1 + v.n) +
3
5
E′cd(p
o)ncndv.n+
6
5
Ecd(p
o)ncvd
− 4
7
Ecdh(p
o)ncndvh − 1
7
E′cdh(p
o)ncndvh
+
2
5
Bcd(p
o)ǫfhdvhnfn
c +
2
5
B′cd(p
o)ǫfhdvhnfn
c
}
+O(Te/me, p
o/me) ,
where τ ′ ≡ aneσT§.
Though we have also obtained the full collision term for the polarization part, we only
report here the result of its energy integrated counterpart, in order to simplify the
expressions obtained.
C#ab(ni) = τ ′
1
2
Sab
[(
−I(ni) + I∅ + 1
10
Icdncnd
)
(1− n.v) (6.23)
− 1
2
Icvc − 1
2
Icncn.v + 3
5
Icdncndn.v
− 1
5
Icdncvd + 4I∅n.v − I∅v.v + 7I∅(v.n)2
−3
5
Ecdncnd(1 + 5v.n) + 6
5
Ecdncvd − 6
5
Bcdǫfhdvhnfnc
]
+ τ ′
[
−Pab(ni)(1− n.v) +
(
− 1
10
Iab + 3
5
Eab
)
(1 + 3v.n)
+
6
5
Eacncvb − 1
5
Iacncvb + 6
5
B da ǫbhdvh +
1
2
Iavb − I∅vavb
]TT
+O(Te/me, po/me) .
§ Note here that ne is the electron number density as seen in the electrons rest frame. Though
we have changed the frame for expressing the collision term we keep this definition for the electron
number density since this is the most physical. However, a change of frame only affects the number
density by a factor γ ≃ 1+v.v/2, and since the background collision term vanishes, the second order
perturbation of the collision term is not affected by the precise choice of frame used to define the
electron number density.
The radiative transfer at second order 43
The trace part of this energy-integrated collision term as well as its non-energy
integrated counterpart which is given in equation (6.22) reproduce the results obtained
previously in [46, 48, 86] for unpolarized radiation.
6.6. Multipole decomposition
This last expression can then be decomposed in multipoles, in order to separate the
intensity from the linear polarization part.
1
τ ′
C#[I]aℓ = − Iaℓ +
(ℓ+ 1)
(2ℓ+ 3)
Iaℓbvb + I〈aℓ−1vaℓ〉 + δ0ℓ
[
4
3
I∅vbvb − 23Ibv
b + I∅
]
(6.24)
+ δ1ℓ [3I∅va1 ] + δ3ℓ
[
1
2
I〈a1a2va3〉 − 3E〈a1a2va3〉
]
+ δ2ℓ
[
1
10
Ia1a2 −
3
5
Ea1a2 −
1
2
I〈a1va2〉 + 7I∅v〈a1va2〉 −
6
5
ǫbc〈a1v
bBca2〉
]
,
1
τ ′
C#[E ]aℓ = − Eaℓ +
(ℓ− 1)(ℓ+ 3)
(2ℓ+ 3)(ℓ+ 1)
Eaℓbvb + E〈aℓ−1vaℓ〉 (6.25)
+ δ3ℓ
[
−1
2
I〈a1a2va3〉 + 3E〈a1a2va3〉
]
− 2
ℓ+ 1
ǫbc〈aℓv
bBcaℓ−1〉
+ δ2ℓ
[
− 1
10
Ia1a2 +
3
5
Ea1a2 +
1
2
I〈a1va2〉 − I∅v〈a1va2〉 +
6
5
ǫbc〈a1v
bBca2〉
]
,
1
τ ′
C#[B]aℓ = − Baℓ +
(ℓ− 1)(ℓ+ 3)
(2ℓ+ 3)(ℓ+ 1)
Baℓbvb + B〈aℓ−1vaℓ〉 (6.26)
+
2
ℓ+ 1
ǫbc〈aℓv
bEcaℓ−1〉 + δ2ℓ
[
4
5
ǫbc〈a1v
bEca2〉 −
2
15
ǫbc〈a1v
bIca2〉
]
.
We recall that the multipoles are projected so all indices a, b, c . . . in the above expres-
sions could in fact be replaced by i, j, k . . ..
In the case where there is no polarization, the expression (6.24) for the intensity part
of the collision is nearly consistent with equations (64-67) of [57]. Indeed the only dis-
crepancy is the coefficient in front of I∅v〈a1va2〉, which in our case is 7 and in the case
of [57] is 3. In their notation, this discrepancy arises from a missing factor 6 in their
equation (60) in front of the factor (vcBec)
2. The terms in the first bracket of the r.h.s
in this equation can be traced directly to the expansion of [γB(1 − vcBec)]−3, arising
from the change of frame between the baryons rest frame and the fundamental frame.
Indeed, in the definition 4.6 applied to the collision tensor, C[] is a scalar but (noting
here e˜a the tetrad in the baryons rest frame) (p
o)3dpo = (po˜)3dpo˜
[
γ(1− nivi)
]−4
, and
in the definition 4.1 of C# there is an additional factor 1/po = γ(1 − nivi)/po˜. As
a consequence, the factor −3 in front of the term ρRv〈aB vb〉B in equation (63) of [57]
should be −7.
In the tight coupled limit, that is when we can neglect (when compared to the
Liouville operator) the r.h.s of equations (6.24-6.26), then it is obvious that
Eiℓ = Biℓ = Iiℓ = 0, if ℓ ≥ 3 , (6.27)
Eij = Bij = 0 ,
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2
15
Iij = T〈ij〉 = 4
3
I∅v〈ivj〉 ,
Ii = 4I∅vi .
We recover of course that since there is no polarization in the baryons rest frame, as
noted at the end of section 6.4, then there is no polarization in any frame, and we
check from the comparison with a perturbed stress-energy tensor with no anisotropic
stress given in equations (5.28-5.31) that the multipoles Ia and Iab, which vanish in
the baryons rest frame, are non-vanishing only because of the change of frame, and
consequently in this tight coupled limit there is a quadrupole but no anisotropic stress
[87].
6.7. Perturbative expansion of the collision term
Though this result might appear to be general since we have not performed a
perturbative expansion around a FL space-time, it is not general since we have kept
terms quadratic in the change of frame velocity v only when they multiply I∅, since
this is the only quantity which will have a background contribution. The full second
order transformation (in v) can be computed using the transformation rules at second
order in v for the multipoles involved in the Thomson collision term (6.17) and we
have reported them in Appendix A. This full result at second order in the bulk velocity
v has already been derived in [88], but without polarization. By developing with the
expansion (2.4) the intensity, the electric and the magnetic multipoles along with τ ′
and v, we can perform a perturbative expansion of the collision term following the
same notations as for the Liouville operator expansion, that is as in equation (4.5). The
background collision term vanishes. Since we have decided to discard the first order
magnetic multipole of radiation (because we can neglect first order vector and tensor
perturbations), there is no contribution to the magnetic multipole of the collision term.
The first order intensity and electric multipoles read
C#(1)[I¯, Iˆ(1)]aℓ = τ¯ ′
{
−Iˆ(1)aℓ + δ0ℓ Iˆ
(1)
∅ + δ
1
ℓ4I¯∅vˆ(1)a1 + δ2ℓ
[
1
10
Iˆ(1)a1a2 −
3
5
Eˆ(1)a1a2
]}
, (6.28)
C#(1)[Eˆ(1)]aℓ = τ¯ ′
{
−Eˆ(1)aℓ + δ2ℓ
[
− 1
10
Iˆ(1)a1a2 +
3
5
Eˆ(1)a1a2
]}
. (6.29)
At second order, the linear contribution is given by
C#(2)[I¯, Iˆ(2)]aℓ = τ¯ ′
{
−Iˆ(2)aℓ + δ0ℓ Iˆ
(2)
∅ + δ
1
ℓ4I¯∅vˆ(2)a1 + δ2ℓ
[
1
10
Iˆ(2)a1a2 −
3
5
Eˆ(2)a1a2
]}
, (6.30)
C#(2)[Eˆ(2)]aℓ = τ¯ ′
{
−Eˆ(2)aℓ + δ2ℓ
[
− 1
10
Iˆ(2)a1a2 +
3
5
Eˆ(2)a1a2
]}
, (6.31)
C#(2)[Bˆ(2)]aℓ = −τ¯ ′Bˆ(2)aℓ . (6.32)
As for the quadratic contribution, it is given by
C#(1)(1)[I¯, Iˆ(1)]aℓ = 2τ¯ ′
{
(ℓ + 1)
(2ℓ+ 3)
Iˆ(1)aℓbvˆb(1) + Iˆ
(1)
〈aℓ−1
vˆ
(1)
aℓ〉
+ δ1ℓ3Iˆ(1)∅ vˆ(1)a1 (6.33)
+ δ0ℓ
[
4
3
I¯∅vˆ(1)b vˆb(1) −
2
3
Iˆ(1)b vˆb(1)
]
+ δ2ℓ
[
−1
2
Iˆ(1)〈a1 vˆ
(1)
a2〉
+ 7I¯∅vˆ(1)〈a1 vˆ
(1)
a2〉
]
+δ3ℓ
[
1
2
Iˆ(1)〈a1a2 vˆ
(1)
a3〉
− 3E(1)〈a1a2 vˆ
(1)
a3〉
]}
+ 2τˆ ′
(1)C#(1)[I¯, Iˆ(1)]aℓ ,
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C#(1)(1)[Eˆ(1)]aℓ = 2τ¯ ′
{
(ℓ− 1)(ℓ + 3)
(2ℓ+ 3)(ℓ+ 1)
Eˆ(1)aℓbvˆb(1) + Eˆ
(1)
〈aℓ−1
vˆ
(1)
aℓ〉
+ δ3ℓ
[
−1
2
Iˆ(1)〈a1a2 vˆ
(1)
a3〉
+ 3Eˆ(1)〈a1a2 vˆ
(1)
a3〉
]
− 2
ℓ + 1
ǫbc〈aℓ vˆ
b(1)Bˆc(1)aℓ−1〉
+δ2ℓ
[
1
2
Iˆ(1)〈a1 vˆ
(1)
a2〉
− I¯∅vˆ(1)〈a1 vˆ
(1)
a2〉
]}
+ 2τˆ ′
(1)C#(1)[Eˆ(1)]aℓ , (6.34)
C#(1)(1)[Bˆ(1)]aℓ = 2τ¯ ′
{
2
ℓ+ 1
ǫbc〈aℓ vˆ
b(1)Eˆc(1)aℓ−1〉 (6.35)
+δ2ℓ
[
4
5
ǫbc〈a1 vˆ
b(1)Ec(1)a2〉 −
2
15
ǫbc〈a1 vˆ
b(1)Iˆc(1)a2〉
]}
.
6.8. The fluid equations for baryons
The total stress-energy tensor is conserved
∇µT µνb+r = ∇µT µνb +∇µT µνr = 0 . (6.36)
This arises from the Bianchi identities, and thus the action of baryons on photons
is opposite to the action of photons on baryons. This means that we can define the
force resulting from the action of photons on baryons and the force resulting from the
action of baryons on photons by
∇µT µνb ≡ F νr→b = −∇µT µνr ≡ −F νb→r . (6.37)
The expression of the force in the tetrad basis is further given by
F ar→b =
1
a
∫
qaC#[g](qi)
d3qi
(2π)3
= −1
a
∫
NaC#[I](ni)d
2Ω
4π
, (6.38)
and from equations (5.13) and (1.59), its components are easily related to the moments
of the radiation collision term by
aF or→b = − C#[I]
∅
, (6.39)
aF ir→b = −
1
3
C#[I]i . (6.40)
It is then straightforward to deduce the perturbative expansion of the force, which
is inherited directly from the perturbative expansion of the radiation collision term.
Note that in particular F
o(1)
r→b = 0.
7. From PSTF multipoles to normal modes components
7.1. The normal modes in Fourier space
The equations (4.25-4.24), (4.31-4.34), (5.34-5.36) with equations (6.30-6.35) and
(6.39) are a key result of this paper, since they provide the full second order Boltzmann
hierarchy for the coupled system of baryons and photons. However in order to
make contact with the standard approach of CMB numerical integration, it is more
convenient to describe the angular dependence of the radiation functions using the
normal modes components [15]. And in order to perform a numerical integration in
the most simple way, we also turn to Fourier space in order to solve only for a time
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integral. It has been shown [89] that we can convert the PSTF multipoles into normal
modes components by decomposing the quantities I, E and B according to
X (xA, ni) =
∑
ℓm
∫
d3k
(2π)3/2
Xmℓ (k, η)GXℓm(k, xI , nj) =
∞∑
ℓ=0
Xaℓ(xA)n〈aℓ〉 , (7.1)
where X stands for I, E or B. Here we have used the notation k, that is a boldface
font, for a mode in the Fourier transform though it is only a three dimensional vector.
The modes GXℓm(n
i) according to which we decompose are defined by
GIℓm(k, x
I ,n) = I¯ 1
Nℓ
eikIx
I
Y ℓm(n) , (7.2)
GEℓm(k, x
I ,n) = −GBℓm(k, xI ,n) = I¯
Mℓ√
2Nℓ
eikIx
I
Y ℓm(n) , (7.3)
with
Nℓ ≡ iℓ
√
(2ℓ+ 1)
4π
. (7.4)
The components Xℓm(k, η) are the time-dependent components in Fourier space of the
spherical harmonics decomposition, also called normal modes. Note that we have also
factorized the background intensity so these quantities are now dimensionless, but we
did not divide by 4 as is usually done when we want to have a quantity which can
be interpreted as a temperature. Instead we decompose I/I¯ which is the fractional
variation of the energy density of radiation as it is what is really measured. The
Xℓm(k, η) can be obtained from the PSTF multipoles using the formulas
Iˆmℓ (k, η) =
1
I¯Nℓ∆ℓ
∫
d3xI
(2π)3/2
e−ikIx
IY⋆ aℓℓm Iˆaℓ(xA) , (7.5)
Eˆmℓ (k, η) =
1
I¯
Nℓ
√
2
Mℓ
∆ℓ
∫
d3xI
(2π)3/2
e−ikIx
IY⋆ aℓℓm Eˆaℓ(xA) , (7.6)
Bˆmℓ (k, η) = −
1
I¯
Nℓ
√
2
Mℓ
∆ℓ
∫
d3xI
(2π)3/2
e−ikIx
IY⋆ aℓℓm Bˆaℓ(xA) . (7.7)
The functions Yaℓℓm are null if one of the indices in aℓ is o, since it is already the case for
the indices in the intensity, the electric and the magnetic multipoles. These quantities
are built in details in [69], and in the case where m ≥ 0 they are defined by
Yiℓℓm = (−1)m
[
2ℓ+ 1
4π
(ℓ−m)!
(ℓ+m)!
]1/2 [(ℓ−m)/2]∑
j=0
(−1)j(2ℓ− 2j)!
2ℓj!(ℓ− j)!(ℓ −m− 2j)! (7.8)
×
(
δ
(i1
1 + iδ
(i1
2
)
. . .
(
δim1 + iδ
im
2
)
δ
im+1
3 . . . δ
iℓ−2j
3 δ
iℓ−2j+1iℓ−2j+2 . . . δiℓ−1iℓ) .
If m < 0, then it is defined by Yiℓℓm = (−1)mY
⋆ iℓ
ℓ−m. The PSTF multipoles can be
conversely obtained from the normal modes components by the inverse formulae
Eˆaℓ(xA) = I¯
Mℓ√
2Nℓ
∫
d3k
(2π)3/2
eikIx
I
ℓ∑
m=−ℓ
Yℓmaℓ Eˆmℓ (k, η) , (7.9)
Iˆaℓ(xA) = I¯
1
Nℓ
∫
d3k
(2π)3/2
eikIx
I
ℓ∑
m=−ℓ
Yℓmaℓ Iˆmℓ (k, η) , (7.10)
Bˆaℓ(xA) = −I¯
Mℓ√
2Nℓ
∫
d3k
(2π)3/2
eikIx
I
ℓ∑
m=−ℓ
Yℓmaℓ Bˆmℓ (k, η) . (7.11)
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7.2. The basis for the decomposition of tensors
In order to decompose the metric perturbations and the fluid perturbations according
to this spherical harmonics scheme, we start from the vectors
e¯(0) ≡ −e¯3, e¯(1) ≡ 1√
2
(e¯1 + ie¯2) , e¯(−1) ≡ − 1√
2
(e¯1 − ie¯2) . (7.12)
These are not true vectors since they live on the background space-time and their
indices are raised and lowered by the euclidian metric δIJ and its inverse δ
IJ . Their
associated forms are thus
e¯(0) ≡ −e¯3, e¯(1) ≡ 1√
2
(
e¯1 + ie¯2
)
, e¯(−1) ≡ − 1√
2
(
e¯1 − ie¯2) . (7.13)
We then build a tensor basis in Fourier space out of this basis. We start from the
scalar basis which in Fourier space is given by
Q(0) ≡ exp
(
eikIx
I
)
, (7.14)
and we align k with e¯3. It is then used to build the scalar basis of higher rank tensors
according to
Q
(0)
I ≡ − ∂IQ(0)/k = ie¯(0)I Q(0) , (7.15)
Q
(0)
IJ ≡ ∂〈I∂J〉Q(0)/k2 =
(
−e¯(0)I e¯(0)J + δIJ/3
)
Q(0) , (7.16)
since perturbation variables ”live” on the background space-time. We then remark
that
Q(0) = GI00, n
iQ
(0)
I = G
I
10, n
injQ
(0)
IJ =
2
3
GI20 , (7.17)
and this enables us to make contact with the normal modes decomposition first
performed for the directional dependence of radiation. For vectors, we follow the
same method and we start from the basis
Q
(±1)
I ≡ ie¯(±1)I Q(0) , (7.18)
from which we can build a basis for vector type perturbations of higher order rank
tensors (we restrict to rank two tensors, since in the problem at hand we have no rank
higher than 2)
Q
(±1)
IJ ≡ −∂(IQ(±1)J) /k = ie¯(0)(IQ(±1)J) . (7.19)
We then make contact with the normal modes decomposition by noting that
niQ
(±1)
I = G
I
1±1, n
injQ
(±1)
IJ =
1√
3
GI2±1 . (7.20)
Note the difference in the definition of Q±1I in equation (7.18) with respect to the
expression given in [15]. However it agrees with the expression given in [90] up to
factors (−1)m which arise because of a different convention in the spherical harmonics.
Finally for tensors we use the basis
Q
(±2)
IJ ≡ −
√
3
2
e¯±1I e¯
±1
J Q
(0) , (7.21)
which conveniently satisfies
ninjQ±2IJ = G
I
2±2 . (7.22)
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The (second order) vector perturbation of the metric is then decomposed as
Φˆ
(2)
I (x
A) =
∫
d3k
(2π)3/2
∑
m=±1
QI
(m)(k)Φˆ(2)m (k, η) . (7.23)
Similarly the (second order) tensor perturbations are decomposed according to
Hˆ
(2)
IJ (x
A) =
∫
d3k
(2π)3/2
∑
m=±1
Q
(2m)
IJ (k)Hˆ
(2)
m (k, η) . (7.24)
As for gradients of the first order and second order scalar perturbations (Φ and Ψ)
they are decomposed similarly to the vector perturbations in
∂IΦˆ(x
A) =
∫
d3k
(2π)3/2
1∑
m=−1
QI
(m)(k)k(m)Φ(k, η) . (7.25)
This is equivalent to decomposing the Fourier mode k into a scalar part (in the
direction e¯(0)) and a vector part (in the plane orthogonal to e¯(0)) according to
kI = k(0)e¯ I(0) + k
(1)e¯ I(1) + k
(−1)e¯ I(−1) =
1∑
m=−1
k(m)e¯ I(m) . (7.26)
The relation of these components to the Cartesian components of k are
k(0) = −k3 , k(1) = 1√
2
(k1 − ik2) , k(−1) = − 1√
2
(k1 + ik2) .(7.27)
For the second order perturbations (or for first order perturbations when we solve the
first order equations) we choose to align the mode k with e¯(3), which implies in the
previous decomposition that k(1) = k(−1) = 0, and k(0) = −k. However for first order
quantities appearing in quadratic terms in the second order equations, this is not possi-
ble because of the convolution generated by the Fourier transform. In the following we
will also use the notation‖ kˆ = k/k with the same decomposition as in equation (7.26).
As for the second order velocity of the electrons v, it has a scalar degree of freedom
and a vector degree of freedom according to the decomposition (2.6), and the Fourier
components of this vector degree of freedom could be decomposed similarly to ΦˆI ,
that is according to equation (7.23) with m running from −1 to 1. However since the
velocity of the electrons always appear with tetrad basis components, it is not very
convenient to go in the coordinate basis in order to split into scalar and vector modes
and then transform back to tetrad components. We use instead for va the same type
of decomposition as we did for Ia. Namely, this decomposition reads
vˆa(x
A) =
1
N1
∫
d3k
(2π)3/2
eikIx
I
1∑
m=−1
Y1ma vˆm(k, η) . (7.28)
7.3. Comment on the SVT decomposition
We have arbitrarily chosen to perform the multipole decomposition on vˆa and not
Vˆ A. If we use Vˆ A for this multipole decomposition, then Vˆ0 matches the scalar
component and Vˆ±1 match the vector components in the usual SVT decomposition of
equation (2.6). We did not follow this approach for the baryons velocity, but we did
‖ Note here that the hat denotes a unit vector and has nothing to do with a gauge invariant variable.
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it for the vector degrees of freedom in the metric ΦˆI , and also for the tensor degrees
of freedom HˆIJ . We see from equation (5.41) that vˆa 6= Vˆ A and consequently, when
performing the multipole decomposition using vˆa (which is what we have done in this
paper) the normal modes components components are different (vˆm 6= Vˆm). It would
thus be misleading to name vˆ0 a scalar component and vˆ±1 vector components. For
the sake of the discussion here we will nonetheless use the terms coordinate SVT and
tetrad SVT to name these different decompositions. Essentially the difference comes
from the fact that when we perform the coordinate SVT decomposition of a vector, the
decomposition is made on a Euclidian space-time which is the background space-time.
Indeed the indices on the mode kI are lowered and raised by a simple kI = δIJk
I . The
coordinate SVT decomposition of tensors is not motivated by physical reason but just
by the Fourier transformation. On the other hand, in the tetrad SVT decomposition
we use the tetrad indices i, that is we work in the locally Euclidian frame of the
physical space-time, and indices are lowered and raised by vˆi = δij vˆ
j . The fictitious
background Euclidian frame is different from the physical locally Euclidian frame.
As it can be seen from equation (5.41), a local volume expansion higher than the
average (Ψ) leads to a difference in what is considered as a length, and the SVT
components found in one decomposition are a rescaled version of those obtained in
the other decomposition. If we had chosen not to neglect the first order gravitational
waves, then the r.h.s of the second of the equations (5.41) would be supplemented
by a term 2E
i(1)
j V
J(1). Again, this would lead to a difference in the direction used
to perform the decomposition and the scalar part of a vector in one approach would
mix the scalar and the vector components of the other approach. Note that since
we have neglected the first order vector and tensor perturbations of the metric, the
decomposition of the second order vector and tensor perturbations of the metric in
either approach leads to the same result. A more detailed discussion on the issue of
SVT decomposition can be found in [61].
7.4. Transforming the Boltzmann equation in normal modes components
Since the second order equations are quadratic, we need to know how to compose the
Yℓmaℓ . This is deduced from the composition rules of the spherical harmonics, and the
key result is
Yℓ1m1(iℓ1 Y
ℓ2m2
iℓ2 )
=
ℓ1+ℓ2∑
ℓ3=0
(ℓ1+ℓ2−ℓ3) even
√
(2ℓ1 + 1)(2ℓ2 + 1)
4π(2ℓ3 + 1)
C
ℓ3(m1+m2)
ℓ1m1ℓ2m2
Cℓ30ℓ10ℓ20
× Yℓ3(m1+m2)(iℓ3 δiℓ3+1iℓ3+2 . . . δiℓ1+ℓ2−1iℓ1+ℓ2) , (7.29)
where the Cℓ3m3ℓ1m1ℓ2m2 are the Clebsch-Gordan coefficients. A set of useful relations can
be obtained by considering the cases where ℓ1 = ℓ2, ℓ1 = ℓ2 − 1 or ℓ1 = ℓ2 + 1. These
are reported in Appendix D.
7.5. The Boltzmann hierarchy in normal modes components at first order
Throughout this section we will use the following definitions that will simplify the
notation
0
s↑Kmℓ ≡ 0s↓Kmℓ ≡
√
(ℓ2 −m2)(ℓ2 − s2)
ℓ2
, (7.30)
The radiative transfer at second order 50
±1
s ↑Kmℓ ≡ −
√
(ℓ±m)(ℓ ±m+ 1)(ℓ2 − s2)
2ℓ2
, (7.31)
±1
s ↓Kmℓ ≡
√
(ℓ ±m)(ℓ±m− 1)(ℓ2 − s2)
2ℓ2
, (7.32)
0λmℓ ≡ −
m
ℓ
, ±1λmℓ ≡ ±
1
ℓ
√
(ℓ∓m+ 1)(ℓ±m)
2
. (7.33)
At first order we choose to align the mode considered k with the direction e¯3,
and the dependence in k becomes only a dependence in its magnitude k. The set of
equations obtained at first order is (dropping the obvious dependence of all quantities
in η in the rest of this paper)
L#(1)[Iˆ]0ℓ (k) = Iˆ
′0
ℓ (k) + k
[
0
0↑K0ℓ+1
2ℓ+ 3
Iˆ0ℓ+1(k)−
0
0↓K0ℓ
2ℓ− 1 Iˆ
0
ℓ−1(k)
]
− δ0ℓ 4Ψ′(k)− δ1ℓ4kΦˆ(k) , (7.34)
L#(1)[Eˆ ]0ℓ (k) = Eˆ
′0
ℓ (k) + k
[
0
2↑K0ℓ+1
2ℓ+ 3
Eˆ0ℓ+1(k)−
0
2↓K0ℓ
2ℓ− 1 Eˆ
0
ℓ−1(k)
]
, (7.35)
C#(1)[Iˆ]0ℓ(k) = τ¯ ′
{
−Iˆ0ℓ (k) + δ0ℓ Iˆ00 (k) + 4δ1ℓ vˆ0(k)
+δ2ℓ
1
10
[
Iˆ02 (k)−
√
6Eˆ02 (k)
]}
, (7.36)
C#(1)[Eˆ ]mℓ (k) = τ¯ ′
{
−Eˆmℓ (k)− δ2ℓ
√
6
10
[
Iˆ02 (k)−
√
6Eˆ02 (k)
]}
. (7.37)
As already mentionned, the first order magnetic modes are not excited since the first
order vector and tensor modes are negligible, so we did not report them in the above
equations. Additionally, the intensity and electric multipoles are only excited for
m = 0, that is the reason why we also only reported this case.
7.6. The Boltzmann hierarchy in normal modes components at second order
At second order, a Fourier mode k on a quadratic term will appear as a convolution
on modes k1 and k2 whose sum is k. It implies an integral of the form
K(k1,k2,k) ≡
∫
d3k1d
3k2
(2π)3/2
δ3D(k1 + k2 − k) , (7.38)
that we abbreviate in K. We can only align k with the direction e¯3, but not k1 or k2
at the same time. However for a first order quantity the components Xmℓ for a mode
in a given direction kˆ1 can be obtained by rotating the components X
0
ℓ obtained when
we had decided to align this direction with e¯3. Namely this rotation leads for a mode
k to
Xmℓ (k) =
√
4π
2ℓ+ 1
Y ⋆ℓm(kˆ)X0ℓ (ke¯3) , (7.39)
and in particular for the first order velocity
vˆn(k) = −kˆ(n)vˆ0(ke¯3) . (7.40)
Note that the scalar product of two mode vectors is given by
k1.k2 = k
(0)
1 k
(0)
2 −k(1)1 k(−1)2 −k(−1)1 k(1)2 =
1∑
n=−1
(−1)nk(n)1 k(−n)2 .(7.41)
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7.6.1. The Liouville operator We finally obtain for the linear terms in the second
order Liouville operator
L#(2)[Iˆ(2)]mℓ (k) = Iˆ
′m(2)
ℓ (k) + k
[ 0
0↑Kmℓ+1
2ℓ+ 3
Iˆm(2)ℓ+1 (k)−
0
0↓Kmℓ
2ℓ− 1 Iˆ
m(2)
ℓ−1 (k)
]
− δ0ℓ δ0m4Ψ′(2)(k)− δ1ℓ δ0m4kΦˆ(2)(k)
+ δ2ℓ δ
1
m
4k√
3
Φˆ
(2)
1 (k) + δ
2
ℓ δ
−1
m
4k√
3
Φˆ
(2)
−1(k)
+ δ2ℓ δ
2
m4Hˆ
′(2)
1 + δ
2
ℓ δ
−2
m 4Hˆ
′(2)
−1 , (7.42)
L#(2)[Eˆ(2)]mℓ (k) = Eˆ
′m(2)
ℓ (k) (7.43)
+ k
[ 0
2↑Kmℓ+1
2ℓ+ 3
Eˆm(2)ℓ+1 (k) +
2m
ℓ(ℓ+ 1)
Bˆm(2)ℓ (k)−
0
2↓Kmℓ
2ℓ− 1 Eˆ
m(2)
ℓ−1 (k)
]
,
L#(2)[Bˆ(2)]mℓ (k) = Bˆ
′m(2)
ℓ (k) (7.44)
+ k
[ 0
2↑Kmℓ+1
2ℓ+ 3
Bˆm(2)ℓ+1 (k)−
2m
ℓ(ℓ+ 1)
Eˆm(2)ℓ (k)−
0
2↓Kmℓ
2ℓ− 1 Bˆ
m(2)
ℓ−1 (k)
]
.
As for the quadratic terms, we can use the composition rules given in Appendix D to
obtain
L#(1)(1)[Iˆ]mℓ (k) = 2K
{
−
1∑
n=−1
n
0↑Kmℓ+1
2ℓ+ 3
Iˆm+nℓ+1 (k2) (7.45)
×
[
−(ℓ− 2)k(−n)1 Φˆ(k1) +
(
k
(−n)
2 − (ℓ + 2)k(−n)1
)
Ψˆ(k1)
]
+
1∑
n=−1
n
0↓Kmℓ
2ℓ− 1 Iˆ
m−n
ℓ−1 (k2)
×
[
(ℓ+ 3)k
(n)
1 Φˆ(k1) +
(
k
(n)
2 + (ℓ− 1)k(n)1
)
Ψˆ(k1)
]
− 4Ψˆ′(k1)Iˆmℓ (k2)− Φˆ(k1)Iˆ
′m
ℓ (k2)
+ 4δ1ℓ
(
Ψˆ(k1)− 2Φˆ(k1)
)
Φˆ(k2)k
(m)
2
+4δ0ℓ
[
Φˆ(k1)− 2Ψˆ(k1)
]
Ψˆ′(k2)
}
,
L#(1)(1)[Eˆ ]mℓ (k) = 2K
{
−
1∑
n=−1
n
2↑Kmℓ+1
2ℓ+ 3
Eˆm+nℓ+1 (k2) (7.46)
×
[
−(ℓ− 2)k(−n)1 Φˆ(k1) +
(
k
(−n)
2 − (ℓ + 2)k(−n)1
)
Ψˆ(k1)
]
+
1∑
n=−1
n
2↓Kmℓ
2ℓ− 1 Eˆ
m−n
ℓ−1 (k2)
×
[
(ℓ + 3)k
(n)
1 Φˆ(k1) +
(
k
(n)
2 + (ℓ− 1)k(n)1
)
Ψˆ(k1)
]
−4Ψˆ′(k1)Eˆmℓ (k2)− Φˆ(k1)Eˆ
′m
ℓ (k2)
}
,
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L#(1)(1)[Bˆ]mℓ (k) = 2K
2
(ℓ+ 1)
{
1∑
n=−1
nλmℓ Eˆm−nℓ (k2)× (7.47)
×
[
(k
(n)
2 − k(n)1 )
(
Φˆ(k1) + Ψˆ(k1)
)
+ 4k
(n)
1 Φˆ(k1)
]}
This last expression and its version in PSTF multipoles (4.34), can be traced directly
to the lensing term in the expression (4.30) and we recover the well known result
that at second order, gravitational lensing generates magnetic type multipoles out of
electric type multipoles.
7.6.2. The collision tensor Using a similar method applied to the collision term leads
to
C#(2)[Iˆ]mℓ (k) = τ¯ ′
[
−Iˆm(2)ℓ (k) + δ0ℓ δ0mIˆ0(2)0 (k) + 4δ1ℓ vˆ(2)m (k) + δ2ℓ Pˆm(2)(k)
]
, (7.48)
where Pˆm(2)(k) is not null only if −2 ≤ m ≤ 2 and is defined in that case by
Pˆm(2)(k) =
1
10
[
Iˆm(2)2 (k)−
√
6Eˆm(2)2 (k)
]
. (7.49)
For the electric and magnetic type collision terms, their second order linear
components read
C#(2)[Eˆ ]mℓ (k) = τ¯ ′
[
−Eˆmℓ (k)− δ2ℓ
√
6Pˆm(2)(k)
]
, (7.50)
C#(2)[Bˆ]mℓ (k) = −τ¯ ′Bˆmℓ (k) . (7.51)
The quadratic terms are then given by
C#(1)(1)[Iˆ(1)]mℓ (k) = 2τ¯ ′K
{
−
1∑
n=−1
n
0↑Kmℓ+1
2ℓ+ 3
Iˆm+nℓ+1 (k2)vˆ−n(k1)
+
1∑
n=−1
n
0↓Kmℓ
2ℓ− 1 Iˆ
m−n
ℓ−1 (k2)vˆn(k1)
+ δ0ℓ
[
−4
3
1∑
n=−1
(−1)nvˆn(k1)vˆ−n(k2)
+
1∑
n=−1
2
n
0 ↑K01
3
Iˆn1 (k2)vˆ−n(k1)
]
+ δ1ℓ3
1∑
n=−1
n
0↓Km1 Iˆm−n0 (k2)vˆn(k1)
+ δ2ℓ
1∑
n=−1
n
0↓Km2
3
[
−1
2
Iˆm−n1 (k2) + 7vˆm−n(k2)
]
vˆn(k1)
+δ3ℓ
1
2
1∑
n=−1
n
0↓Km3
5
[
Iˆm−n2 (k2)−
√
6Eˆm−n2 (k2)
]
vˆn(k1)
}
+ 2Kτˆ ′(1)(k1)C#(1)[Iˆ(1)]mℓ (k2) , (7.52)
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C#(1)(1)[Eˆ(1)]mℓ (k) = 2τ¯ ′K
{
−
1∑
n=−1
n
2↑Kmℓ+1
2ℓ+ 3
Eˆm+nℓ+1 (k2)vˆ−n(k1)
+
1∑
n=−1
n
2↓Kmℓ
2ℓ− 1 Eˆ
m−n
ℓ−1 (k2)vˆn(k1)
+ δ2ℓ
1∑
n=−1
n
0↓Km2
3
[√
6
2
Iˆm−n1 (k2)−
√
6vˆm−n(k2)
]
vˆn(k1)
+δ3ℓ
1
2
1∑
n=−1
n
2↓Km3
5
[
−
√
6Iˆm−n2 (k2) + 6Eˆm−n2 (k2)
]
vˆn(k1)
}
+ 2Kτˆ ′(1)(k1)C#(1)[Eˆ(1)]mℓ (k2) , (7.53)
C#(1)(1)[Bˆ(1)]mℓ (k) = − 2τ¯ ′K
{
−2
(ℓ+ 1)
1∑
n=−1
nλmℓ vˆn(k1)Eˆm−nℓ (k2) (7.54)
−δ2ℓ
1∑
n=−1
nλm2 vˆn(k1)
[
4
5
Eˆm−n2 (k2)−
2
15
√
6Iˆm−n2 (k2)
]}
.
7.7. Continuity and Euler equations for baryons
As discussed in section 1.5 we describe the baryons by cold matter that is by a fluid
with no pressure. From equations (5.33) (5.34) and (6.37) we obtain the continuity
equations[
ρˆ(1)(k)
ρ¯
]′
+ kvˆ
(1)
0 (k)− 3Ψˆ
′(1)(k) = 0 , (7.55)
[
ρˆ(2)(k)
ρ¯
]′
+ kvˆ
(2)
0 (k)− 3Ψˆ
′(2)(k)
+2K
{
−
1∑
n=−1
(−1)n
[
Hvˆn(k1)vˆ−n(k2) + ρˆ(k1)
ρ¯
k
(n)
1 vˆ−n(k2) + 2vˆn(k1)vˆ
′
−n(k2)
]
+
[
ρˆ(k1)
ρ¯
+ Φˆ(k1) + Ψˆ(k1)
]
k2vˆ0(k2)− 3Ψˆ′(k1) ρˆ(k2)
ρ¯
− 6Ψˆ(k1)Ψˆ′(k2)
−2
1∑
n=−1
(−1)n
[
Φˆ(k2)− Ψˆ(k2)
]
k
(n)
2 vˆ−n(k1)
}
= −2τ¯
′
R
K
1∑
n=−1
(−1)n
[
1
3
Iˆn1 (k2)vˆ−n(k1)−
4
3
vˆn(k1)vˆ−n(k2)
]
where R ≡ ρ¯/I¯.
From equations (6.37) (5.35) and (5.36) we obtain the Euler equation for baryons
vˆ
′(1)
m (k) +Hvˆ(1)m (k)− δ0mkΦˆ(1)(k) = −
τ¯ ′
3R
[
−Iˆm(1)1 (k) + 4vˆ(1)m (k)
]
, (7.56)
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vˆ
′(2)
m (k) +Hvˆ(2)m (k)− δ0mkΦˆ(2)(k) (7.57)
+ 2K
{[
ρˆ(k1)
ρ¯
− Φˆ(k1)
]
[vˆ′m(k2) +Hvˆm(k2)] +
[
ρˆ(k1)
ρ¯
+ Ψˆ(k1)
]
k
(m)
2 Φˆ(k2)
+vˆm(k2)
[(
ρˆ(k1)
ρ¯
)′
− 4Ψˆ′(k1)
]
+ δ0mkΦˆ(k1)Φˆ(k2)− vˆm(k2)
1∑
n=−1
(−1)nvn(k1)k(−n)
}
= − τ¯
′
3R
[
−Iˆm(2)1 (k) + 4vˆ(2)m (k)
]
− 2
3R
Kτˆ ′(1)(k1)
[
−Iˆm(1)1 (k2) + 4vˆ(1)m (k2)
]
− 2
3R
τ¯ ′K
[
4Iˆ00 (k2)vˆm(k1)−
1∑
n=−1
n
0↑Km2
5
Iˆm+n2 (k2)vˆ−n(k1)
]
.
7.8. The road to numerical integration
The set of equations which need to be integrated is very intricate. First the scalar
(m = 0) first order equations need to be integrated for each Fourier mode magnitude
k (see [91, 92, 93]). This encompasses the first order Einstein equations to determine
the first order scalar potentials, the baryons continuity equation (7.55) and Euler
equation (7.56), together with the Boltzmann infinite hierarchy of coupled equations
for the intensity and electric type multipoles given by the first order Liouville operator
multipoles (7.34) and (7.35) equated with the first order collision multipoles (7.36) and
(7.37). The first order Boltzmann hierarchy couples the modes ℓ with modes ℓ±1. The
results obtained depend only on the magnitude of a given mode since we chose to align
the mode with the azimuthal direction of the spherical harmonics. The multipoles for
any direction of the Fourier mode is obtained by the rotation (7.39). Finally, we obtain
from this first order numerical integration a first order transfer function T m(1)ℓ (k, η)
defined by
Iˆm(1)ℓ (k, η) = T m(1)ℓ (k, η)I¯mℓ (η)ζ(k) , (7.58)
where ζ(k) is the primordial curvature perturbation in comoving gauge.
At second order the numerical integration has to be performed in the same
manner. We have to integrate simultaneously the second order Einstein equations
in order to obtain the metric perturbations Φˆ(2), Ψˆ(2), Φˆ
(2)
I and Hˆ
(2)
IJ (the expressions
of the second order Einstein tensor can be found for instance in [43, 94, 95, 96]),
the second order continuity equation for baryons (7.56) and the second order Euler
equation (7.57), together with the second order Boltzmann infinite hierarchy for
intensity, electric type, and magnetic type multipoles which is obtained from the
second order Liouville operator multipoles (7.42-7.47) equated with the second order
collision multipoles (7.48-7.54). After numerical integration we will obtain a second
order transfer function T m(2)ℓ (k1,k2) defined by
1
2
Iˆm(2)ℓ (k, η) = KT m(2)ℓ (k1,k2, η)I¯mℓ (η)ζ(k1)ζ(k2) . (7.59)
However, we already see that the Boltzmann hierarchy at second order is much more
complex than its first order counterpart. First it depends on the two modes k1 and
k2 (though their sum k is chosen to be aligned with the azimuthal direction of the
spherical harmonics) inside the convolution in quadratic terms. Second, it couples a
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mode (ℓ,m) with the modes (ℓ ± 1,m± 1). And finally, one problem which needs to
be solved is the determination of τ ′(1). Indeed, photons can only scatter off free
electrons and its correct expression is τ ′ = anexeσT, where xe is the fraction of
ionized electrons. Both nˆ
(1)
e and xˆ
(1)
e contribute to the first order perturbation since
τˆ ′(1) = aσTxˆ
(1)
e n¯e + aσTx¯enˆ
(1)
e . Though nˆ
(1)
e is easily obtained from the first order
equations using nˆ
(1)
e /n¯e = ρˆ
(1)
e /ρ¯e, the perturbation of xe requires to determine and
integrate the equations which rule the physics of recombination on the first order
perturbed space-time.
Conclusion
In this paper we have extended our previous investigation [45] to the case of polarized
radiation, also including the Compton scattering of photons off free electrons, in order
to obtain a fully consistent second order treatment of the radiation transfer. We
also studied the case of massive particles in the kinetic theory and checked that
in the case T/m ≪ 1 it was consistent with a fluid approximation up to second
order. Our analysis is based on the careful definition of a locally Minkowski frame
which thanks to the equivalence principle simplifies the treatment of local interactions.
Though this method was already implicitly followed in the existing literature, we
have performed a deep analysis of its implications for the gauge transformation, the
SVT decomposition and the evolution equations. At first order it provides a more
satisfactory understanding of the formalism used in the literature, whereas at second
order it appears that it is completely necessary to master the formal aspects that
we have presented in this paper in order to understand the physical meaning of the
dynamical equations. For this purpose we have introduced a font and color based
notation which should clarify the formalism. The results that we have presented should
now be the starting point to a numerical integration of the second order radiative
transfer, but it appears already to be a huge and long term task if we want it to be
computationally efficient. Similarly to the first order, approximate schemes should be
first developed in order to obtain the main features, and this first step has already
been taken in [44] for small angular scales.
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Appendix A. Transformation rules for multipoles at second order in v
Following the method of section 1.7 to compute the transformation rules of the
radiation multipoles under a change of frame, we find the following rules up to second
order in v for the multipoles used in section 6.5 (note that contrary to the choice we
made in section 1.7.2, we express the result in function of the I
{n}
aℓ (p
o) and not the
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I
{n}
aℓ (p
o˜) since this is what was required to transform the collision tensor in section 6.5)
I˜∅(p
o˜) = I∅(p
o)− I ′∅(po)n.v + I ′∅(po)v.v +
1
6
I ′′∅ (p
o)v.v +
1
2
I ′′∅ (p
o) (n.v)
2
+
2
3
viIi(p
o) +
1
3
viI ′i(p
o)− 1
3
I ′′i (p
o)viv.n− I ′i(po)viv.n
+
2
5
Iij(p
o)vivj +
2
5
I ′ij(p
o)vivj +
1
15
I ′′ij(p
o)vivj , (A.1)
I˜ı˜˜(p
o˜) = Iij(p
o) +
1
2
I ′′∅ (p
o)v〈ivj〉 − I〈i(po)vj〉 + I ′〈i(po)vj〉 − I ′′〈i(po)vj〉n.v
− I ′ij(po)n.v −
4
7
Iij(p
o)v.v +
5
7
I ′ij(p
o)v.v +
1
14
I ′′ij(p
o)v.v +
1
2
I ′′ij(p
o) (n.v)
2
− 9
7
Ik〈i(p
o)vj〉v
k +
6
7
I ′k〈i(p
o)vj〉v
k +
2
7
I ′′k〈i(p
o)vj〉v
k
+
12
7
Iijk(p
o)vk +
3
7
I ′ijk(p
o)vk − 15
7
I ′ijk(p
o)vkn.v − 3
7
I ′′ijk(p
o)vkn.v
+
40
21
Iijkl(p
o)vkvl +
20
21
I ′ijkl(p
o)vkvl +
2
21
I ′′ijkl(p
o)vkvl , (A.2)
E˜ı˜˜(p
o˜) = Eij(p
o)− 2
21
Eij(p
o)v.v +
11
14
E′ij(p
o)v.v +
11
42
E′′ij(p
o)v.v
+
5
7
Ek〈i(p
o)vj〉v
k − 6
7
E′k〈i(p
o)vj〉v
k − 2
7
E′′k〈i(p
o)vj〉v
k
+
20
21
Eijk(p
o)vk +
5
21
E′ijk(p
o)vk
+
50
63
Eijkl(p
o)vkvl +
25
63
E′ijkl(p
o)vkvl +
5
126
E′′ijkl(p
o)vkvl
+
1
3
vkǫ
kl
〈iBj〉l(p
o) +
1
3
vkǫ
kl
〈iB
′
j〉l(p
o) (A.3)
− 10
21
ǫlm〈iBj〉km(p
o)vkvl − 5
7
ǫlm〈iB
′
j〉km(p
o)vkvl − 5
42
ǫlm〈iB
′′
j〉km(p
o)vkvl .
As for their energy integrated counterparts, they transform as
I˜∅ = I∅ + 4
3
I∅v.v − 2
3
Iivi + 2
15
Iijvivj , (A.4)
I˜ij = Iij + 10 I∅v〈ivj〉 − 5 I〈ivj〉 + Ik〈ivj〉vk , (A.5)
E˜ij = Eij − 3Ek〈ivj〉vk + 2Eijv.v + 2vkǫkl〈iBj〉l . (A.6)
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Appendix B. Sources terms in second order transformations
The perturbation variables in the decomposition (2.1) are extracted as follows
Φ(n) = − 1
2a2
g
(n)
OO, (B.1)
Ψ(n) = − 1
4a2
Pv
IJg
(n)
IJ ,
B(n) =
1
a2
Ps
Ig
(n)
OI ,
B
(n)
I =
1
a2
Pv
J
I g
(n)
OJ ,
E(n) =
1
4a2
(∆∆)
−1 (
3∂I∂J −∆δIJ) g(n)IJ ,
E
(n)
N =
1
a2
Pv
L
NPs
K
(
δIKδ
J
L −
1
3
δKLδ
IJ
)
g
(n)
IJ
H
(n)
MN =
1
2a2
Pv
K
MPv
L
N
(
δIKδ
J
L −
1
3
δKLδ
IJ
)
g
(n)
IJ ,
where n = 1, 2 is the order and where we have used the definitions
Ps
I ≡ ∆−1∂I , PvIJ ≡ δIJ −∆−1∂I∂J . (B.2)
Using this method we can read the source terms defined in equation (2.31), which
are quadratic in the gauge change variables T, L and the perturbation variables
Φ,Ψ, B,E,EIJ
SΦ = T
(
T ′′ + 5HT ′ + (H′ + 2H2)T + 4HΦ+ 2Φ′)+ ∂IL′∂I (T − 2B − L′) (B.3)
+ T ′ (2T ′ + 4Φ) + ∂IL∂
I (T ′ +HT + 2Φ)
SΨ = − T
(HT ′ + (H′ + 2H2)T − 2Ψ′ − 4HΨ)− ∂I (HT − 2Ψ)∂IL
− 1
2
(
δIJ −∆−1∂I∂J)XIJ (B.4)
SB = Ps
IXI (B.5)
SBI = Pv
J
IXJ (B.6)
SE = (∆∆)
−1
(
3
2
∂I∂J − 1
2
∆δIJ
)
XIJ (B.7)
SEN = 2Pv
L
NPs
K
(
δIKδ
J
L −
1
3
δKLδ
IJ
)
XIJ (B.8)
SHMN = Pv
L
NPv
K
M
(
δIKδ
J
L −
1
3
δKLδ
IJ
)
XIJ , (B.9)
with
XI ≡ {T ′∂I(2B + L′ − T ) + 2HT∂I(2B + L′ − T )
+ ∂JL′ [2∂I∂JL+ 2 (HT − 2Ψ) δIJ + 4 (HIJ + ∂I∂JE)]
+ ∂J∂IL∂J (2B + L
′ − T ) + ∂JL∂J∂I (2B + L′ − T )
+∂IT (−4Φ− 2T ′ − 2HT ) + T∂I(2B′ + L′′ − T ′)} , (B.10)
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XIJ ≡ {∂J (2B + L′ − T )∂IT + T∂I∂J(L′ + 2HL)
+ ∂I∂
KL [2∂K∂JL+ 4∂K∂JE + 4HKJ + (2HT − 4Ψ)δKJ ]
+ T (2H ′IJ + 2∂I∂JE
′ + 4HHIJ + 4H∂I∂JE)
+∂KL∂K (∂I∂JL+ 2HIJ + 2∂I∂JE)
}
. (B.11)
As for the matter perturbation variables, the source terms in the transformation rules
are
Sρ = T (ρ¯
′′T + ρ¯′T ′ + 2δρ′) + ∂IL∂I(2δρ+ ρ¯
′T ) (B.12)
SP = T (P¯
′′T + P¯ ′T ′ + 2δP ′) + ∂IL∂I(2δP + P¯
′T ) (B.13)
SV = PsI
[HT∂I(L′ − 2V ) + T∂I(2V ′ − L′′) + ∂J(L′ − 2V )∂J∂IL
+LJ∂J∂
I(2V − L′) + ∂IL′ (HT + T ′ + 2Φ)] (B.14)
SV˜ K = Pv
K
I
[HT∂I(L′ − 2V ) + T∂I(2V ′ − L′′) + ∂J(L′ − 2V )∂J∂IL
+LJ∂J∂
I(2V − L′) + ∂IL′ (HT + T ′ + 2Φ)] (B.15)
SπIJ = 2T
(
πIJ
)′
+ 2∂KL∂Kπ
IJ − 2πIK∂K∂JL− 2πJK∂K∂IL . (B.16)
Appendix C. Perturbation of tetrads and Ricci rotation coefficients
Appendix C.1. The perturbation of tetrads
At first order the coefficients of Rab and Sab are (remembering that we discard the
first order vector modes)
XR
(1)
oo = − XS(1)oo = Φ(1) (C.1)
XR
(1)
oi = − XS(1)oi = −∂IB(1)
XR
(1)
io = − XS(1)io = 0
XR
(1)
ik = − S(1)ik = Ψ(1)δIK − ∂K∂IE(1) −H(1)IK
We can read directly from these expressions the transformation rules for the tetrad
when going from a gauge X to a gauge Y
Y e
(1)
o = T
(
Xe
(1)
o
)
= − T (Φ(1))e¯o − e¯i∂IT (B(1)) (C.2)
Y e
(1)
i = T
(
Xe
(1)
i
)
= T (Ψ(1))e¯i − e¯k∂K∂IT (E(1)).
At second order the coefficients of Rab and Sab are
XR
(2)
oo = Φ
(2) − 3Φ2 + ∂IB∂IB (C.3)
XR
(2)
oi = − ∂IB(2) −B(2)I + (2Φ− 4Ψ)∂IB + 4∂JB (∂I∂JE +HIJ)
XR
(2)
io = − XS(2)io = 0
XR
(2)
ik = − XS(2)ik
= Ψ(2)δIK −
(
∂K∂IE
(2) + ∂(KE
(2)
I) +H
(2)
KI
)
+ 3Ψ2δIK
+ 3
(
∂I∂
LE +HLI
)
(∂L∂KE +HLK)− 6Ψ (∂I∂KE +HIK)
−XS(2)oo = Φ(2) − Φ2 + ∂IB∂IB
−XS(2)oi = − ∂IB(2) − 2Ψ∂IB + 2∂JB (∂I∂JE +HIJ )
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The transformations rules for the tetrads can then be read
T
(
Xe
(2)
o
)
= −
[
T (Φ(2))− 3T (Φ)2 + ∂IT (B)∂IT (B)
]
e¯o (C.4)
+
{
−∂IT (B(2))− T (BI(2)) + [2T (Φ)− 4T (Ψ)] ∂IT (B)
+4∂JT (B) [∂I∂JT (E) +HIJ]} e¯i
T
(
Xe
(2)
i
)
=
[
T (Ψ(2)) + 3T (Ψ)2
]
e¯i
+
{
−∂K∂IT (E(2))− ∂(KT (E(2)I) )− 6T (Ψ)
[
∂K∂IT (E) +HKI
]
+3
[
∂I∂
JT (E) +HJI
] [
∂K∂JT (E) +HKJ
]}
e¯k. (C.5)
Appendix C.2. The perturbation of Ricci rotation coefficients
If we use a tetrad basis, then the covariant derivative is characterized by the Ricci
rotation coefficients [72] defined by
ωabc ≡ ηbdedνe µa ∇µe νc = −ωacb . (C.6)
They are related to the Christoffel symbols according to
ω ba c = Γ
B
ACe
C
a e
A
c e
b
B + e
C
a e
b
B∂Ce
B
c . (C.7)
We choose a background tetrad field which is adapted to the Cartesian coordinate
system (see section 3.3). We then expand the Ricci rotation coefficients by expanding
both the Christoffel symbols and the tetrads. Since the Ricci rotation coefficients are
antisymmetric in their two last indices, ωooo = ωioo = 0 up to any order. For the
background metric the only non-vanishing components are
ω¯ioj = −ω¯ijo = −H
a
δij . (C.8)
We can check that at this order the vectors in the tetrad commute (since they arise
from a coordinate system) as
0 = ω¯abc − ω¯cba = ηdbe¯dν [e¯a, e¯c]ν . (C.9)
At first order, restricting to the Newtonian gauge and neglecting the vector
perturbations, the non-vanishing components are
ω
(1)
ooi = − ω(1)oio = −
1
a
∂IΦ
ω
(1)
ioj = − ω(1)ijo =
1
a
[−H ′IJ + (HΦ+Ψ′)δIJ ]
ω
(1)
jik = − ω(1)jki =
2
a
(
∂[KHI]J − ∂[KΨδI]J
)
ω
(1)
oij = 0. (C.10)
As for the second order, the components that we have used in this paper are in the
Newtonian gauge
ω
(2)
ooi = − ω(2)oio =
1
a
[
−∂IΦ(2) + 4Φ∂IΦ+ 2HIK∂KΦ− 2Ψ∂IΦ
]
(C.11)
ω
(2)
ioj = − ω(2)ijo =
1
a
{
∂(IB
(2)
J) −H(2)
′
IJ +
[
HΦ(2) +Ψ(2)′
]
δIJ − 3HΦ2δIJ
+ 2(H ′IJ −Ψ′δIJ)Φ + 2[H ′IK −Ψ′δIK ][HKJ −ΨδKJ ]
+2[H ′JK −Ψ′δJK ][HKI −ΨδKI ]
}
. (C.12)
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It can be checked that the vectors in the tetrad do not commute at the perturbed level
as ω
(1)
abc 6= ω(1)cba and ω(2)abc 6= ω(2)cba.
Appendix D. Useful formulas for extracting the normal modes
From the general composition rule (7.29), we obtain the following useful particular
cases which can be used to extract the normal modes on quadratic terms
Nℓ
Nℓ+1
∆ℓY⋆ aℓℓm Y(ℓ+1)maℓb = −
√
(ℓ+ 1)2 −m2
ℓ+ 1
N1∆1 Y⋆ 10b , (D.1)
Nℓ
Nℓ+1
∆ℓY⋆ aℓℓm Y(ℓ+1)(m±1)aℓb =
√
(ℓ + 1±m)(ℓ+ 2±m)√
2(ℓ+ 1)
N1∆1 Y⋆ 1(∓1)b , (D.2)
Nℓ
Nℓ−1
∆ℓY⋆ aℓ−1bℓm Y(ℓ−1)maℓ−1 =
√
ℓ2 −m2
(2ℓ− 1) N1∆1Y
⋆ 10
b , (D.3)
Nℓ
Nℓ−1
∆ℓY⋆ aℓ−1bℓm Y(ℓ−1)(m±1)aℓ−1 =
√
(ℓ∓m)(ℓ ∓m− 1)√
2(2ℓ− 1) N1∆1Y
⋆ 1(∓1)
b , (D.4)
In order to extract normal modes in quadratic terms involving a curl, we also need
the following useful formulas
ie
(0)
b ǫ
bc
〈a1
Yℓma(ℓ−1)〉c = −
m
ℓ
Yℓmaℓ , (D.5)
ie
(±1)
b ǫ
bc
〈a1
Yℓ(m∓1)a(ℓ−1)〉c = ±
1
ℓ
√
(ℓ ±m)(ℓ+ 1∓m)
2
Yℓmaℓ . (D.6)
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