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（リカレントネットワーク）の発展形である LSTM（Long Short-Term Memory）を用いたニューラルネット
ワークを深層学習のアルゴリズムを用いて学習した将来の新規感染者数予測について報告する． 
1. はじめに
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(7 日)で割った値を 7 日の最終日にプロットする．
s=7 であれば短期移動平均といえるが，s=14，28，







28, 56, 84 についてプロットした．s の値は，報道
で頻繁に使用されてきている 7 日移動平均を基準
にして，7 日の 2 倍の 14（感染から発症までの日数













あるとされ，2020 年 9 月から 10 月の頃や 2021 年 1
月上旬の移動平均線には，そのサインが表れている
と言える．また，第３波のピークが過ぎ新規感染者
数が減少してゆく 2020 年 11 月下旬から 12 月の頃









MACD = (短期 EMA) - (長期 EMA) (1) 









短期 EMA は 12 日 EMA を，長期 EMA は 26 日 EM を，
式(2)において MACDシグナルでは 9日 EMAを使用し
ている場合が多い．今回の COVID-19 新規感染者数
の分析では，EMA の期間を変更し新たな指標として
MACDc と MACDc シグナルを以下のように定義した． 
MACDc = (14 日 EMA) - (28日 EMA) (3) 
MACDc シグナル = MACD の 7 日 EMA (4) 
図 2 は，2020 年 10 月 1 日から 2021 年 3 月 2 日
までの札幌市の新規感染者数の日次データとその
7/14/28 日 EMA のグラフと，それと同じ期間の対応
する MACDcと MACDcシグナルをプロットしたグラフ
である．MACDc が MACDc シグナルを上から下に突き
抜けたポイント(2020 年 11 月 15 日を過ぎた頃)が
下降傾向の開始のサインになっていると見られる．
また弱い上昇傾向であるが，下から上に突き抜けた
2020 年 12 月下旬のポイントは，その上昇傾向の開
始のサインになっているように見られる．同様に，








図 1 札幌市の新規感染者数の移動平均のグラフ（2020/1/28～2021/3/2） 
図 2 札幌市の新規感染者数の 14 日 EMA/MACDc/MACDcシグナルのグラフ（2020/10/1～2021/3/2） 






図 3 は，2020 年 10 月 1 日から 2021 年 3 月 2 日
までの札幌市の新規感染者数の日次データ，14 日
EMA，±σ，±２σの補助線を描いたグラフである．












図 4  北海道内の地域間の相関係数ヒートマップ（第１波：2020/2/14～2020/5/30） 
 
















図 6 北海道内人口 10 万人当たりの新規感染者数の 







EMA/MACDc/MACDc シグナルのグラフを図 7 に示す．
MACDc が MACDc シグナルを上から下に突き抜けたポ

























図 8 関東１都７県（東京,神奈川,千葉,埼玉,群馬,栃木,茨城,山梨）の相関ヒートマップとデンドログラム 
 








ここでは，全国 47 都道府県の 10 万人当たりの新
規感染者数の推移を 2.3節と同様に Time Series k-
means 法(6)を用いてクラスタリングを行った．クラ









図 10 全国の人口 10 万人当たりの新規感染者数の 





みる．使用するデータは，2020 年 1 月 24 日～2021
年 1 月 26 日の 14 日移動平均のデータである．モデ
ルは，ある連続する 9 日間の 14 日移動平均データ
からそれに続く翌日，すなわち 10 日目の 14 日移動
平均の値を予測するものである．ネットワークは時
系列データのモデリングに用いられる学習能力が
高い LSTM（Long Short-Term Memory）(7)を多段につ
なげたモデルを用いる．モデルの構造は入力層-
>LSTM3 個->全結合層である．損失関数は平均二乗誤
差とした．ここでは，LSTM のサイズを 98 から 110
までの値で離散的に変えながら学習と予測を試み
た．学習データは，2020 年 1 月 24 日～2021 年 1 月
12 日の 14 日移動平均のデータを 10 日毎にデータ
セットとしてまとめ，それぞれ最初の 9 日の時系列
データから 10 日目を予測するように学習する．そ
の結果のモデルを用いて，2021 年 1 月 13 日～2021





は day1 から dya23 が 2021 年 1 月 4 日～2021 年 1
月 26 日に対応する．実線（daily）は記録された実




















図 12  LSTM モデルを用いた深層学習による予測(2021 年 1 月 13 日～2021 年 1月 26 日を予測) 
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