Abstract. The functional distributions of particle trajectories have wide applications, including the occupation time in half-space, the first passage time, and the maximal displacement, etc. The models discussed in this paper are for characterizing the distribution of the functionals of the paths of anomalous diffusion described by time-space fractional diffusion equation. This paper focuses on providing effective computation methods for the models. Two kinds of time stepping schemes are proposed for the fractional substantial derivative. The multiresolution Galerkin method with wavelet B-spline is used for space approximation. Compared with the finite element or spectral polynomial bases, the wavelet B-spline bases have the advantage of keeping the Toeplitz structure of the stiffness matrix, and being easy to generate the matrix elements and to perform preconditioning. The unconditional stability and convergence of the provided schemes are theoretically proved and numerically verified. Finally, we also discuss the efficient implementations and some extensions of the schemes, such as the wavelet preconditioning and the non-uniform time discretization.
motion [22] . For deep understanding and digging out the potential applications of anomalous diffusion, Carmi, Turgeman, and Barkai derive the models of characterizing the distribution of the functionals of the paths of anomalous diffusion described by time-space fractional diffusion equation [4, 5, 43] , which involve the fractional substantial derivative [4, 19] . This paper focuses on providing the effective computation methods for the models. Denoting x(t) as a trajectory of a particle and U (x) a prescribed function, the functional can be defined as A = t 0 U (x(τ ))dτ . There are many useful and interesting functionals A. For example, we can take U (x) = 1 in a given domain and to be zero at other place, which characterizes the occupation time of a particle in the domain; this functional can be used in kinetic studies of chemical reactions that take place exclusively in the domain. For studying the ergodicity or ergodicity breaking of the non-Brownian motion in inhomogeneous disorder dispersive systems, the U (x) can also be taken as x or x 2 . In the CTRW framework, the motion of the particle discussed in this paper is with the PDF of waiting times ψ(t) ≃ t −(1+γ) (γ ∈ (0, 1)) and the PDF of jump lengths η(x) ≃ x −(1+α) (α ∈ (1, 2) ). Letting G(x, A, t) be the joint PDF of finding the particle on (x, A) at time t and G(x, p, t) be the Laplace transform (U (x) ≥ 0) A → p of G(x, A, t), it satisfies
G(x, p, t) − pU (x)G(x, p, t), (1.1)
being called the forward fractional Feynman-Kac equation [4] , where K γ,α > 0 and the symbol S D
1−γ t is the Friedrich's fractional substantial derivative and is equal in Laplace space t → s to [s + pU (x)]
1−γ , and ∇ α x is the Riesz spatial fractional derivative operator defined in Fourier x → k space as ∇ α x → − |k| α . By solving Eq. (1.1) and then performing the inverse Laplace transform, we can get G(x, A, t). If you are only interested in the distribution of the functional A, regardless of the current position of the particle x, then the integration of G(x, A, t) w.r.t x from −∞ to +∞ is needed. In fact, more convenient way to obtain the distribution of the functional A is to solve the backward fractional Feynman-Kac equation, from which G x0 (A, t) is got. Here x 0 is the starting position of the particle; specifying the value of x 0 leads to the distribution of the functional A. The G x0 (p, t) satifies
2)
The main efforts of this paper are put into numerically solving Eq. (1.2) with appropriate initial and boundary conditions. Efficient numerical implementations and numerical results are also presented for Eq. (1.1). Most of the time, the analytical solutions of fractional PDEs are not available; occasionally obtained analytical solutions are usually appeared in the form of transcendental functions or infinite series. Therefore, the numerical techniques become essential. Denoting 0 D −γ,ρ t v(t) as the tempered Riemann-Liouville fractional integral [2, 6, 38, 41] :
it is easy to check that the fractional substantial derivative can be written as Supposing that G x0 (p, t) has compact support w.r.t. x 0 in Ω = (a, b), one can rewrite the Riesz space fractional derivative as [16, 18, 51, 52, 55] The theory analyses for (1.6) apply directly to the more general non-symmetric space fractional derivatives [13, 17, 24, 26] . And it also displays distinctive computation features that affect the efficiency of the solving process. With a few calculations, one can show that when pU is a positive constant, they become the tempered Riemann-Liouville and Caputo fractional derivative [2, 6, 38, 41] , respectively. The derivatives given in (1.4) and (1.7) are, respectively, called the Riemann-Liouville and Caputo fractional substantial derivative. One should keep in mind that p denotes the parameter in Laplace space, which in practice can be a positive real number or a complex number with nonnegative real component. If one relaxes the Laplace transform to Fourier transform (when A ∈ R), at this moment p should take complex value with zero real component [5] . And in the special case p = 0, Eq. (1.2) and (1.6) reduce to the usual time-space fractional diffusion equations, which have been well studied by many authors [13, 24, 25, 56, 60] .
For the differential equations with time and/or space fractional derivatives, instead of fractional substantial derivatives, their numerical schemes have been well developed. The fractional discrete convolution based on the fractional version of the backward differential formula (FBDF) [27, 28] and the directly numerical integral based on product integration rules (PI) [15, 20] are frequently used to discretize the time fractional derivative; the former generally uses uniform meshes but the latter can easily adapt to non-uniform grids [60] to overcome the initial singularity or to reduce the computation cost. More recently, E. Cuesta at al [9] also developed convolution quadrature for the fractional diffusion-wave equations, with the highlight to render the time integration of second order accuracy under realistic and weak regularity assumptions. K. Mustapha et al. [35] proposed non-uniform time partition discontinuous finite element method for the fractional sub-diffusion and wave equations. Y. Lin et al. [25] presented the L 1 approximation and its variable time step version are also checked by [53, 60] . The time discrete schemes via Laplace transforms are proposed by W. Mclean et al. [31] . In this paper, we provide the time-stepping schemes to approximate the time-space coupled fractional substantial derivative. Taking into account the regularity of the solution, the balance between accuracy, numerical stability, and computation complexity, the following analysis will be restricted to the schemes with convergence order no more than two.
To deal with the Riemann-Liouville space fractional derivative, the finite difference methods [33, 40, 42, 54, 61] , the continuous/discontinuous finite element methods [13, 18, 35, 51] and the spectral/spectral element methods [23, 24, 57, 58] are also well developed nowadays. Recently, Wang et al. [47, 50] proposed a Petrov-Galerkin finite element method to deal with the fractional boundary value problem with variable-coefficient. H. Hejazi et al. [21] studied the finite volume method for solving the fractional advection-dispersion equation. Fast algorithms was also considered [36, 48] to solve the corresponding algebraic equations. To the best of our knowledge, until so far lack the references of using wavelet method to solve fractional PDEs, although the wavelet numerical methods for classical PDEs have been well developed; see, e.g., [3, 8, 10, 11, 29, 44, 45, 49] . Comparing to the traditional finite element or polynomial approximation, the stiffness matrix with wavelet scaling bases is Toeplitz; the reason is that the bases are obtained by dilating and translating of a single function, which allows one to generate the stiffness matrix with the storage and computation cost only O(N ). Meanwhile, unlike the finite difference method [62] , the special boundary correction weights introduced for keeping the high order approximation lead to difficulty in numerical analysis. Moreover, combining with the FFT and FWT, one can solve the corresponding matrix equation with the computation complexity O(N log N ); one can also design effective adaptive algorithms using the multiscale bases without the difficulty to have local a posteriori error estimate; see the details in [59] . In this paper, we develop the multiresolution Galerkin method (MGM) for space discretization.
The contents are organized as follows. In Section 2, some preliminary lemmas and related background knowledge are introduced. The numerical discrerization schemes and the corresponding stability and convergence analyses are provided and detailedly proved in Section 3. In Section 4, we discuss the effective implementations and three numerical examples are computed, which well verify the theoretical results given in Section 3. And we conclude the paper with some remarks in the last section.
Preliminaries
In this section, we collect/derive some essential properties or schemes for the fractional substantial derivatives and wavelets. In the following, (·, ·) and · denote the L 2 inner product and norm, respectively. For µ being an integer, H µ (Ω) denotes the usual Sobolev space, otherwise H µ (Ω) denotes the fractional Sobolev spaces with the norms given in [17, 47] .
, and H −µ (Ω) denotes its dual space.
Moreover, if there exists m ∈ N + , such that v(t) is m + 1-times differentiable, and denotes
then (2.1) is obtained. Using the Taylor expansion of e pUt v(t) at t = a and applying
arrives at (2.2).
From Lemma 2.1, it can be noted that it is e −pUt v(0) rather than v(0) that lies in the kernel space of the Caputo fractional substantial operator. And a more general conclusion can be stated as [7] : if r ≥ 0, n = ⌈γ⌉, and v possesses (n − 1)-th derivative at 0, then there exists
Lemma 2.2 (see [24] ).
By Lemma 2.2, for 0 < γ < 1, it is easy to find that
where L{k(t), s} denotes the Laplace transform of k(t), i.e.,
With a first look at the Caputo fractional substantial derivative (1.9), it is an integro-differential operator. And an intuitive idea is to use the product integral rule (PI) to get a numerical approximation. Let 0 = t 0 < · · · < t n−1 < · · · < t N = T and rewrite the Caputo fractional substantial derivative as
Replacing e pUs v(s) in each time subinterval [t j , t j+1 ] by its first-degree polynomial interpolation 10) to produce the discrete form
where
and it holds that
With a further look at the Caputo fractional substantial derivative (1.9), it can also be seen as a convolution integral given as the following form
14)
. So the discrete convolution developed in [27, 28] may be used to get a type of approximation. Recalling the derivation process of the PI scheme and the structure of k γ j , we can just replace the integral weights of the intervals [t j , t j+1 ], j = 0, 1, · · · , n − 1 by the discrete convolution weights, such as the first order FBDF weights π j determined by the generating function
to produce an approximation also with form (2.11), but now
Of course the uniform stepsize τ must be used. Now let us determine the local truncation error. In fact, from 17) which actually means that τ
Noting that e pUt v(t) − v(0) t=0 = 0, by the well known Grünwald-Letnikov discrete approximation to the Riemann-Liouville operators [33] and Lemma 2.1, one has 20) to define the scaling function sets
The system Φ j is uniformly local and locally finite, i.e., diam(suppφ j,k )
and S j satisfies the Jackson and Bernstein estimates, i.e.,
where γ := sup{ν ∈ R : v j ∈ H ν (I), ∀v j ∈ S j } and by A < ∼ B we mean that A can be bounded by a multiple of B, independent of the parameters they may depend on.
By the properties of the Riesz basis, there exists a dual MRA sequence {S j } withS j = span{ Φ j } and the corresponding biorthogonal wavelets Ψ j = {ψ j,k , k ∈ ∇ j }. The wavelet can well characterize the space (norm equivalence) [8, 11, 37] : there existsσ, σ > 0 s.t. for H s 0 (I), s ∈ (−σ, σ): 25) where 
and for any u J ∈ S J ,
Using the FWT, the overall computation complexity is O(2 J ) for the transition of coefficients, viz, if denote
with I j , j = J 0 , · · · , J − 1, being the identity matrix, and M j = (M j,0 , M j,1 ). For more details, refer to [8, 37, 44, 59] . Finally, we point out that there exists a biorthogonal projector:
The scaling and wavelet functions in Ω can be obtained through an affine map, and they can also be extended to high dimensional cases by tensor product, keeping the same properties as the one dimensional version. Define the bilinear form B(·, ·) :
1 v is the right tempered Riemann-Liouville fractional derivative given by
And B(·, ·) is continuous and coercive [18] , i.e., there exist constants C 1 and C 2 such that
Numerical schemes and related analyses
Based on the model (1.2) itself and its equivalent form, we derive two numerical schemes and perform the theoretical analysis for their semi and full discrete forms. We rewrite (1.2) as
subjecting to homogeneous boundary conditions.
Numerical schemes I
For making a more general discussion, we add a force term f (x, p, t) at the right hand side of (3.1); of course, f can be zero. The weak form of the model is
where v belongs to appropriate space. Denote G J and G n J as the approximation of G x (p, t) and
and for the PI time discretization,
where L 2 G n J comes from (2.18) or (2.11), and Lemma 2.1. And from Lemma 2.1, it is easy to check that
Now the FBDF and PI MGM fully discrete schemes can be, respectively, given as: find G n J ∈ S J , such that for any v ∈ S J there is, respectively,
0 (Ω) yields the time semi discrete scheme. Similarly one can get the space semi discrete scheme by replacing G in (3.2) with
In the following analysis of this subsection, we make the assumption that pU is a nonnegative real number and unify the forms of (3.7) and (3.8) as: find
For 0 < γ < 1, similar to the methods used in [17, 32] , after extending the real valued k(t) by zero outside the interval [0, T ], then from Eq. (2.6) and the Plancherel theorem, it is easy to check that 
Proof. Note that
Further combining with the average value inequality leads to the desired results.
Eq. (3.11) can be seen as the discrete analogue of (3.10). Lemma 3.1 plays important role in the following proof. When using this lemma, we take
is a convex function, then both (3.11) and (3.12) hold for the PI scheme. For the FBFD scheme, since w 
(3.14)
and
one has L γ n ≤ Q γ n−1 . Moreover, using the log-convexity of Gamma function on the positive reals (Bohr-Mollerup theorem), it holds that 
Theorem 3.1. For the space semi discrete schemes corresponding to (3.9), there exists
and for the two time semi discrete schemes corresponding to (3.9), one has
where G J (0) can be chosen as Πg, g is the initial value, |||u||| 2 := B(u, u).
Then operator B J is selfadjoint and positive define in S J w.r.t. (·, ·). Using (3.10), from the space semi discrete scheme, one can easily derive
Next, we do the estimations for the time semi discrete schemes. Let B :
24) It is easy to check that B is a boundedly invertible operator, i.e., Choosing v = G n in the time semi discrete schemes, for n ≥ 1, one gets
Replacing n by j and then adding j from 1 to n, one has
and Lemma 3.1, one obtains
For the PI scheme, when n ≥ 2, it is easy to check that
So it follows that
Combining with that a, b, c > 0 and a 2 ≤ a · b + c lead to a ≤ b + √ c, the desired results are obtained.
The obtained stable space semi discrete schemes can also be solved by the numerical inverse Laplace transform or matrix function technique. And the stable time semi discrete schemes can also be solved by spectral or finite element methods. G x (p, t) , the error estimate of the PI (or FBDF) scheme (3.9) is
holds (it is obvious when α = 2), then the convergence order related to space can be improved to O 2 −2Jd + τ γ 2 J(α−2d) . Here d is the order of B-spline.
|||G n J ||| and using Lemma 3.1, one obtains
Let us first consider the FBDF scheme. Replacing n by j and then summing from 1 to n, it yields that
Using the fractional Poincaré-Friedrich's [17] and Yong's inequalities, one has
Then the full discrete FBDF scheme (3.9) is stable, and
Next, we consider the PI scheme. For n ≥ 2, starting from (3.34) and (3.30), one obtains
And when n = 1, applying Young's inequality to the last term of (3.34) results in
Now, we derive the convergence results. Let
where G(t n ) = G x (p, t n ). Combining (2.18) and (3.37) results in 
Combining (2.13), (3.38), and (3.39) leads to
Noting that
and taking G 0 J as one of Λg and Πg, the desired results are obtained.
Numerical schemes II
Taking the Laplace transform on both sides of (3.1) leads to
45) Taking the inverse Laplace transform to the above equation results in
with the initial condition G x (p, 0) = g(x, p). For making a more general discussion, we add a force term f (x, p, t) on the right hand of (3.46). And the corresponding space semi discrete scheme reads: find G J ∈ S J such that
Lemma 3.2 (see [46] ). Let k(t) = t −γ /Γ(1 − γ), T > 0, and H(Ω) a real Hilbert space. Suppose that v(·, t)
e. t ∈ (0, T ). (3.48)
Theorem 3.3. For the space semi discrete scheme (3.47) with 0 < γ < 1, it holds that
Proof. Choosing v = G J in (3.47), we obtain
which can be rewritten as
Using Lemma 3.2, one finds
By Young's inequality and (2.34), it yields that
Performing the operator 0 D −γ,2pU t on both sides of (3.52) and using Lemma 2.2, one obtains
Adding (3.52) to (3.53) and integrating from 0 to t, one reaches the conclusion. Now, thanks to (2.18) and (2.11), we denote
Then the fully discrete scheme of (3.47) is: find G n J ∈ S J such that
In the following analysis of this subsection, we suppose that pU (x) ≥ 0 (for the more general case, see Example 4.3). With the definition of Q γ n , n = −1, 0, 1, · · · given in (3.13), Eq. (3.54) can also be uniformly rewritten as
Lemma 3.3. For any positive integer n and real vector {V 0 , V 1 , · · · , V n } with n + 1 real entries, one has
Proof. Using Young's inequality, one has
which arrives at the conclusion.
In fact, when pU is constant, from Lemma 3.2 one has
and there exists lim n→∞ Q γ n−1 → k(t n ) because of (3.15). Then (3.57) can be regarded as a discrete analogue of (3.59).
Theorem 3.4. The MGM fully discrete schemes (3.55) are unconditionally stable. Let e n = G x (p, t n ) − G n J . Then for the sufficiently regular solution G x (p, t), the error estimate of the PI (or FBDF) scheme (3.55) is
Proof. Choosing v = G n J in (3.55), using Lemma 3.3 and Young's inequality one obtains
Using mathematical induction and
for n = 1, 2, · · · , N . Now, we consider the convergence results. Let
where G(t n ) = G x (p, t n ). Using the property B(θ n , v) = 0 ∀v ∈ S J at once results in
And it holds that
Note that (3.66) where the Stirling formula is used. Hence
(3.67)
Together with (3.43) and the triangle inequality, the desired estimate is obtained.
Algorithm Implementations and Numerical Results
Now, we focus on the implementations of the algorithms presented in the above sections. Four numerical examples are simulated. The first one is to confirm the theoretical results and the effectiveness of the proposed schemes. The second one is to describe the implementation of the wavelet precondition and show its acceleration effects. And the third and fourth ones are used to show how to solve the more general Feynman-Kac equations. In the following Tables, 'Err-2' denotes the L 2 error; 'Err-1' is the square root of the left hand side of (3.32) or (3.60); and 'N' denotes the number of points used in time direction.
To implement the algorithms above, the key is to firstly dig out the structure of the stiffness matrix, then find the efficient way of generating and storing the matrix, and solving the resulting algebra system. The following observation can be used to reduce the computation and storage cost of generating the differential matrix of the MGM schemes. Let
which have the well property of symmetry . Now, we consider the calculation of the left Riemann-Liouville differential matrix
Obviously, its transpose is the right Riemann-Liouville differential matrix A
One can see that the bases of S 2 J are obtained by dilating and translating of a single function φ 2 (x), being the same for S 3 J except the one at the boundaries, these features allow us to use the following fact:
whose result just depends on the value k 2 − k 1 . Hence the matrix A d l has a quasi-Toeplitz structure, viz., for d = 2, it is a Toeplitz matrix; and for d = 3, using the symmetry of φ 3 (x) yields a structure of the form:
where a i are real numbers; a i are vectors, r(a i ) the reverse order of a i ; and M N ×N is a Toeplitz matrix. Therefore, together with the property of compact support of the bases, one only needs to compute 2 J and 2(2 J +1) elements for d = 2 and d = 3, respectively, rather than the full matrix obtained by the other variational methods. And the special structure of the bases allows us to achieve even more. Letting H(x) be the Heaviside function, it formally holds that
Combining with the well-known formulae
Hence, there exist
Thus for both of the matrixes A d l and M , the main task is to generate their first columns which can be got by exactly calculating the inner products of the piecewise functions. The presented techniques actually apply to all the values of d.
Therefore after an exact calculation of the fractional derivatives of the bases, the right hand terms in (4.9) and (4.10) can be obtained by Gauss quadrature. The nonlocal characteristics of fractional operator essentially lead to dense discrete system, which results in the heavy computation cost, especially for the high dimensional problem. By carefully choosing the bases, the potential quasi-Toeplitz structure can be dug out, which makes the cost of matrix vector product as O(N log(N )) (N is the number of degrees of freedom) [48] . At the same time, based on the wavelet bases it is easy to construct the preconditioner only with the cost O(N ) [59] . For example, for d = 2, we define
. And it is easy to obtain the corresponding refinement matrixes M 2 j,0 and M 2 j,1 appeared in (2.26), which can be implemented by FWT. Therefore the iteration method can be efficiently used to solve the corresponding matrix equation; a specific realizing process for a two-dimension model will be given in Example 4.2.
Example 4.1. Consider (3.1) on (0, 1) with K γ,α = −2 cos(απ/2), U (x) = 1, G x (p, 0) = sin(πx), and 15) which is equivalent to (3.46) with 16) and
The results listed in Tables 1, 2 , and 3, where (I, FBDF) denotes the FBDF scheme in Subsection 3.1 (Numerical schemes I), etc, confirm the theoretical convergence order w.r.t. time and space, respectively; especially the convergence rates in Table 3 also reflect the impact of the error term O τ γ 2 J(α−2d) . Note that the following techniques have been used to calculate the right vector term 1 0 f (x, t)Φ J (x)dx:
Thus the integrals of the first two and the last two terms in (4.17) can be calculated by the Gauss-Lobatto-Jacobi quadrature and the analytical formula, respectively. In [12] , the author has developed the non-uniform discretization to the time fractional derivative. Here we point out that this discretization can also be used in the schemes of this paper to improve the convergence or reduce the impact of initial singularity. Given any mesh 0 = t 0 < t 1 < · · · , < t n < · · · < t N = T , based on Table 2 . Convergence rate in space for Example 4.1 with p = 3, σ = 2, α = 1.2, γ = 0.6, and T = 0.5. Table 3 . Convergence rate in space for Example 4.1 with p = 3, σ = 2, α = 1.2, and T = 0.5. 
Then it holds thatQ
So one has the inequalities similar to (3.57) and (3.11), respectively, given as 24) where the diagonal dominance of the quadratic form matrix and the Gershgorin circle theorem ensure the last inequality holds. The primal PI scheme I needs to be made some changes, denoted as I ′ , i.e., replace (3.4) and
, respectively. The primal PI scheme II keeps the original form but with variable time sizes. Both the full discrete schemes (3.9) and (3.55) with non-uniform time stepping are still stable; and their proofs are similar to the ones of Theorems 3.1 and 3.4. The numerical results with uniform mesh and grad mesh t j = (j/N ) υ T, υ > 1, j = 0, 1, · · · , N are listed in Table 4 , which show the advantages of non-uniform discretizaion. Table 4 . The L 2 numerical errors for Example 4.1 with the uniform and grad time mesh, where α = 1.7, σ = 0.3, ν = 2, γ = 0.8, d = 2, J = 9, and T = 0.5. 
and homogeneous boundary condition, and
It is easy to see that the exact solution is G(x, y, t) = e −pUt t 2+γ x(1 − x) 2 y 2 (1 − y).
In space approximation, we define S
j } constitutes a MRA of L 2 (Ω) with the refinement relation:
j+1 (x, y) T M Table 5 . Numerical results of the PI scheme of (4.27) for Example 4.2, solved by the GMRES (restarted) and Bi-CGSTAB, with pU = 0, N = 2 2J , d = 3, J 0 = 2, and T = 0.5. that the following system is well conditioned:
J can be calculated by 2-dimension FWT with the cost O(2 2J ) [8, 44] , and D donotes the diagonal matrix obtained by the inverse square root of the diagonal of M T B
2,d
J M , using the translation property of the same level wavelet bases and tensor-like structure of the multiscale base of S
J , which can be calculated with the cost O(J). For d = 3 and d = 2, the numerical results are listed in Table 5 and Table 6 , respectively, where 'Iter' denotes the average iterations, and 'Gauss' denotes the Gaussian elimination method. For fixed t n , the initial iteration vector is chosen as the approximation solution at t n−1 , and the stopping criterion is
with r(k) being the residual vector of linear systems after k iterations. Table 6 . Numerical results of the FBDF scheme of (4.27) for Example 4.2, solved by the GMRES (restarted) and Bi-CGSTAB (before/after preconditioned), with pU = 2, α = 1.5, N = 2 J , d = 2, J 0 = 1, and T = 0.5. Example 4.3. We further consider the equation Using the mathematical induction similar to the proof of Theorem 3.4, it is easy to show that the presented scheme (4.34) is unconditionally stable. The convergence rates for time and space are given in Table 7 and Figure 1 , respectively, which accord with the theoretical results given in Theorem 3.4. (1 − x) 1−α . Table 9 . Convergence rate in time of Table 10 . Convergence rate in space of the FBDF scheme of (4.48) for Example 4.4 with K γ,α = −2 cos(απ/2), U (x) = x, σ = 2, γ = 0.5, N = 2 2J , T = 0.5, and d = 2. 
Conclusion
A great number of small events usually lead to the Brownian motion, however the rare but large fluctuations may result in non-Brownian behavior. With the deep studying the non-Brownian motion, the functional distribution of the paths of particles performing anomalous diffusion attracts the interests of the researchers; and it has wide applications. This paper discusses the model, characterizing the distribution of the functional of the paths of anomalous motion (described by the time-space fractional diffusion equation). The main efforts of this paper are to provide the efficient computation methods for the model. Two types of time discretizations are introduced for the fractional substantial derivative. And the multiresolution Galerkin methods are used for the space approximation with B-spline functions as the bases, which has the striking benefits of keeping the Toeplitz structure of the stiffness matrix. The unconditional stability and convergence are theoretically proved and numerically verified. In fact, in the section of numerical experiments, more detailed numerical techniques and implementations are introduced, including the preconditioning, spline collocation, nonuniform time discretizations, etc.
