











level  scores  from  British  Columbia’s  Foundation  Skills  Assessment  tests.  The 
guidelines were examined by comparing expected classification accuracies, based on 
these  guidelines,  to  those  estimated  using  a  statistical  procedure.  The  guidelines 
provided accurate expected classification accuracies to use in making decisions about 
assessment design.   
Key  words:  proficiency  level  scores,  classification  accuracy,  assessment  design, 
reliability 
L’une  des  façons  utilisées  pour  faciliter  l’interprétation  des  résultats  d’épreuves 
communes  a  été  de  fournir  des  scores  de  rendement  comparatifs  en  fonction  de 
normes  de  référence.    Dans  cet  article,  les  auteurs  analysent  la  pertinence  des 
directives  d’Ercikan  et  Julian  (2002)  ayant  trait  à  l’élaboration  des  scores  de 
rendement  et  l’exactitude  du  classement  des  scores  de  rendement  dans  les  tests 
d’évaluation  des  compétences  fondamentales  en  Colombie‐Britannique.    L’analyse 
des directives  a donné  lieu  à une  comparaison  entre  l’exactitude du  classement  en 
fonction  des  directives  et  l’exactitude  du  classement  obtenue  par  une  méthode 
statistique.    Les  directives  ont  produit  des  classements  exacts  et  conformes  aux 










One  attempt  to  make  scores  from  large‐scale  assessments  more 
interpretable has been to provide proficiency level scores to describe the 
meaning  of  student  performance  on  tests.  Proficiency  level  score 
reporting  is widely used  in national as well as provincial achievement 
tests such as the School Achievement Indicators Program (SAIP) and the 







Yet  these  types  of  scores  involve  errors  in  classifying  student 
performance  to  different  levels,  especially  when  the  number  of 
proficiency levels and how the classifications are obtained do not match 
the  properties  of  the  tests  on  which  the  scores  are  based.  
Misclassifications of student performance  to different proficiency  levels 
jeopardize  the validity of  inferences about achievement  trends and  the 
policy decisions these assessments are intended to inform.  
Given  the  increased  use  of  proficiency  level  classifications  as 
important  indicators  of  learning  outcomes  to  describe  student 
performance,  it  is  important  to  examine  the  accuracy  of  these 
classifications.  Classification  accuracy  refers  to  accuracy  of  decisions 
made based on test scores rather than the accuracy of scores. This notion 
of accuracy is typically interpreted as consistency of classifications based 
on  the  same  or  parallel  tests.  Several  authors  have  discussed  and 
demonstrated  procedures  to  estimate  accuracy  or  consistency  of 
classifications  based  on  test  scores  (Huynh,  1976; Livingston & Lewis, 
1995;  Livingston  &  Wingersky,  1979;  Subkoviak,  1976;  Swaminathan, 
Hambleton, & Algina, 1974; Traub, Haertel, & Shavelson, 1996; Wilcox, 
1981). Previous  research has shown  that one  factor  that determines  the 
accuracy of classifications is the measurement precision provided by the 
test  (Hambleton  &  Slater,  1997;  Livingston  &  Lewis,  1995;  Traub  & 
Rowley,  1980),  particularly measurement  precision  at  cut‐score  points. 
Specifically, measurement error near the cut‐scores provides information 
about  the  likelihood  of misclassification  errors,  i.e.,  false‐positive  and 
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false‐negative errors. One factor that affects classification accuracy is the 
distance  between  cut‐scores.    When  the  cut‐scores  are  closer  to  each 
other,  the  likelihood  of  false‐positive  and  false‐negative 
misclassifications  is  higher.    Higher  numbers  of  proficiency  levels 
typically result in cut‐scores that are closer to each other than if a smaller 
number  of  proficiency  levels  were  used.    Therefore,  the  higher  the 
number  of  proficiency  levels,  the  higher  the  probability  that  students 
may be misclassified.  
In  practical  large‐scale  assessment  situations,  procedures  are 
available to estimate classification accuracy for proficiency scores based 
on  a  single  test  administration  once  the  assessment  results  have  been 
determined  (Huynh,  1976,  1979; Livingston & Lewis,  1995;  Subkoviak, 
1976). However,  for most assessment purposes, and especially  for high 
stakes  decision‐making  purposes,  discovery  of  unreliable  proficiency 
level  scores  after  the  completion  of  the  assessment  is  problematic. 
Therefore,  in  the  assessment  design  stage,  guidelines  are  needed  to 
answer questions, such as  (a) Given  the  test  length and  reliability, and 
the desired level of classification accuracy, how many proficiency levels 
can be used  for reporting assessment results?;  (b) Given  the  test  length 
and reliability, and for a specific number of proficiency levels, what type 
of  classification accuracy  can be expected?;  (c) For a  certain number of 
proficiency levels with an identified level of classification accuracy, what 
type of reliability, or test length, is needed? 




method  to  estimate  classification  accuracy  using  a  single  test 
administration. The classification accuracy  is estimated  for a  large‐scale 
assessment, namely  the British Columbia Foundation Skills Assessment 
(FSA)  using  Huynh’s  Beta‐nomial  classification  accuracy  estimation 
procedure  (Huynh,  1979),  and  these  estimates  are  compared  to 
classification  accuracies  based  on  the  Ercikan  and  Julian  (2002) 
guidelines. In addition to providing results regarding the accuracy of the 




many  provincial  assessments  in  Canada  in  terms  of  its  scope  and 
characteristics,  the  classification  accuracies  obtained  for  the  FSA  may 
provide information about the kinds of classification accuracies that may 
be  expected  from  other  assessments  with  similar  test  length  and 
measurement accuracies. 
ERCIKAN AND JULIAN GUIDELINES 
Ercikan  and  Julian  (2002)  based  their  guidelines  for  test  design  on  a 
simulation study. In this study, they examined classification accuracy as 
a  function  of  three  factors:  measurement  precision,  number  of 
proficiency levels, and score level. They examined, separately as well as 
jointly,  the effects of each of  these  factors on  classification accuracy by 
varying  the  levels  of  these  factors  and  observing  the  effect  on 
classification  accuracy.  They  defined  classification  accuracy  as  the 
agreement  of  classifications  based  on  true  and  observed  scores.  The 
agreement  indicators  p0,  per  cent  agreement  across  classification 
categories,  and  Cohen’s  κ  (Cohen,  1960)  were  used  as  measures  of 
agreement.  The  variation  in measurement  precision was  provided  by 
simulating  observed  and  true  scores,  using  parameters  from  ten  tests 
whose  reliabilities  ranged  from 0.70  to 0.93. The number of proficiency 
levels varied between two and five, and the analyses were repeated for 
two different  sets of  cut‐scores. The  results  from  this  simulation  study 
can  be  summarized  as  follows:  Classification  accuracy  is  affected  by 
measurement  precision,  as  would  be  expected,  and  decreases  as  the 
number of proficiency  levels  increases. For a given  reliability  level,  the 
classification accuracy, as would be estimated by p0 and κ,  decreased on 
average by  10 per  cent  for  an  increase of one proficiency  level,  20 per 
cent  for an  increase of  two proficiency  levels, and 20 per cent  to 30 per 
cent for an increase of three proficiency levels. In addition, classification 
accuracy  was  more  sensitive  to  measurement  precision  when  larger 
numbers of proficiency  levels were considered.  In other words, change 
in  classification  accuracy  with  changes  in  reliability  is  greater  when 
higher numbers of proficiency levels are considered.  
The  minimum  required  test  reliabilities  presented  in  Ercikan  and 
Julian (2002) for a desired level of classification accuracy are summarized 
in  Table  1  for  two,  three,  four,  and  five  proficiency  levels.  These 
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guidelines  suggest  that  when  a  reliability  estimate  of  0.85  may  be 
sufficient for obtaining classification accuracy of 0.90 for two proficiency 
levels, a reliability estimate of 0.95 or higher would be needed for three 
proficiency  levels.    A  classification  accuracy  of  0.90  would  be  highly 
unlikely  for  four  or  larger  numbers  of  proficiency  levels.  To  obtain  a 
classification accuracy level of 0.80, tests with reliabilities of at least 0.70, 
0.80,  and  0.95  would  be  needed  for  two,  three,  and  four  proficiency 
















0.90  0.85  0.95  Not likely  Not likely 
0.80  0.70  0.80  0.95  Not likely 
0.70  ‐  ‐  0.80  0.90 
0.60  ‐  ‐  0.70  0.75 











The  FSA  is  part  of  the  British  Columbia  provincial  assessments.  The 
performance on the FSA tests are reported in terms of three proficiency 
levels:    Not  Yet  Within  Expectations,  Meeting  Expectations,  and 
Exceeding  Expectations.  Students  who  have  not  attained  the  “meets 
expectations”  standard  are  considered  to  be  “not  yet  within 
expectations.”  The top two proficiency levels were defined as follows:  
 
Meets  expectations.  The  level  of  performance  at which  a  student meets  or 
exceeds  the widely held  expectations  for  the grade on  this  test. With no other 
information,  this  is  the  level below which a  teacher would want  to know more 
about the reasons for a student’s low performance. 
Exceeds expectations. The level of a student’s performance that is beyond that 





the  grades  4,  7  and  10  from  the  Year  2000  assessment was  obtained. 
Students who took the tests in French, ranging from 9 to 25 students for 
each grade, were eliminated  from  the sample because  the properties of 
the tests may vary for this group. The numbers of students, means, and 
standard  deviations  for  each  test  and  other  descriptive  statistics  are 
presented  in  Tables  2  and  3.  The  FSA  tests  contained  both multiple‐
choice and constructed‐response items and the maximum possible scores 
ranged from 48 to 56. These tests had moderate to high difficulty levels, 






most  commonly  used  measure  of  classification  accuracy  is  a  simple 
measure of agreement, p0, defined as  the  total proportion of examinees 
who were  classified  into  the  same  proficiency  level  according  to  their 
true  score  and  observed  score  across  all  possible  proficiency  levels.  
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Another  commonly  used  classification  accuracy  indicator  is Cohen’s  κ 
coefficient  (Cohen,  1960).    This  statistic  is  similar  to  the  proportion 
agreement p0, except that it is corrected for the agreement that is due to 










Reading  4  39 (51)  4710 
  7  44 (56)  4724 
  10  43 (55)  4648 
Numeracy  4  36 (48)  4705 
  7  36 (48)  4685 











Reading  4  67  27, 41 
(232, 361) 
33.86  8.79  0.86 
  7  68  31, 48 
(225, 425) 
37.81  8.59  0.84 
  10  71  32, 49 
(230, 420) 
38.62  9.06  0.87 
Numeracy  4  52  17, 39 
(239, 465) 
25.12  9.73  0.87 
  7  58  19, 41 
(237, 473) 
27.50  9.86  0.87 








Classification  accuracy  is  closely  related  to  measurement  precision 
provided at the cut‐score points. To examine the measurement precision 
provided  at  the  two  cut‐score  points  in  FSA,  the  six  FSA  tests  were 
calibrated  using  an  item  response  theory  (IRT)  based  approach.  The 
multiple‐choice  items  were  calibrated  using  the  3‐Parameter  Logistic 
(3PL)  model  (Lord,  1980)  and  the  constructed‐response  items  were 
calibrated using the 2‐Parameter Partial Credit (2PPC) model (Yen, 1993). 
The  estimations were  conducted  using  PARDUX  (Burket,  1991).    The 




FSA  tests  using Huynh’s  Beta‐nomial  procedure  and  comparing  these 
estimates to those classification accuracies that would be expected based 
on  the Ercikan  and  Julian  guidelines. The Beta‐nomial procedure uses 
the  mean  and  the  standard  deviation  of  raw  scores,  the  reliability 
estimate,  maximum  possible  score  points,  the  number  of  proficiency 
levels,  and  the  cut‐scores  based  on  the  raw  score  scale  to  estimate 
classification accuracy estimates p0 and κ. Raw scores are defined as the 
the  sum of  scores  across  all  items. The  reliability was  estimated using 







In  this  study,  Ercikan  used  the  Beta‐nomial  procedure  (Huynh,  1979), 
which can be used  to estimate classification accuracy based on a single 
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describe results of the analyses investigating properties of the FSA tests, 
classification  accuracy  of proficiency  level  scores  from  these  tests,  and 






IRT  calibrations  that  allowed  examining  measurement  precision  at 
different score points. Therefore,  the description here  includes both  the 
cut‐scores  in  terms  of  raw  score  points  as  well  as  scale  scores  and 
measurement precision based on IRT calibrations.  
After calibration using  the 3PL and 2PPC models,  for dichotomous 
and  polytomous  items,  respectively,  scales were  created  for  each  test. 
The θ scale was transformed to range between 0 and 600 by multiplying 
θ scores  that ranged between  ‐4.00  to +4.00 by 75,  the desired standard 
deviation,  and  adding  300,  the  desired  mean.  The  scale  scores  that 
corresponded  to  the cut‐scores on  the raw score scale were determined 
by using the test characteristic curves that map raw scores onto θ score 
scale, which in return can be converted to a scale score. One factor that 
affects  classification  accuracy  is  the  distance  between  the  cut‐scores. 
When  cut‐scores  are  closer  to  each  other,  the  classification  accuracy  is 
expected to be  lower. As can be seen  in Table 3, the difference between 
the two cut scores ranged from 14 (for reading grade 4) to 22 raw score 
points  (for  all  numeracy  tests). The  shortest distance  between  the  cut‐






The  SEM was  calculated  for  each  scale  score  point.  Based  on  the  IRT 
methodology,  the  SEM  is  on  the  θ  scale. Using  the  test  characteristic 
curves,  the  scale  scores  and  their  corresponding  SEM  values  on  the θ 
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scale  for  each  cut‐score  point  were  determined  and  are  presented  in 
Table  4.  The  SEM  values  at  the  first  cut‐score  point were  similar  for 
reading and numeracy tests. However, the SEM values at the second cut‐
score were considerably larger for reading tests than numeracy tests. In 
addition,  the  second  set  of  cut‐scores was  on parts  of  the  scale where 






    1  2 
Reading  4  25  40 
  7  27  54 
  10  24  54 
Numeracy  4  27  34 
  7  30  35 




The  Ercikan  and  Julian  guidelines  require  two  types  of  information 
about  the  assessment  to determine  the  expected  classification  accuracy 
levels:  the reliability of the tests and the number of desirable proficiency 
levels.    The  FSA  reported  individual  student  performances  as well  as 
group level performances using three proficiency levels (Not Yet Within 
Expectations, Meeting Expectations, and Exceeding Expectations).   The 




tests,  the  Ercikan  and  Julian  guidelines  were  used  to  determine  the 
expected proficiency levels for the six tests. Given that the six FSA tests 




















































For  the  Beta‐nomial  model,  the  main  assumption  that  scores  be 
distributed  Beta‐nomially  was  verified  by  visual  examination  of  the 




presented  in  Table  5.  The  estimated  classification  accuracy,  p0,  ranged 
from 0.75 (for the reading grade‐4 test) to 0.84 (for the numeracy grade‐7 
test). The κ estimates ranged  from 0.56  (for  the reading grade 8  test)  to 






the  classification  estimates were  corrected  for  these biases  to get more 
accurate  estimates.  For  example,  the  estimated  p0  for  reading  grade  4 
increased  from  0.75  to  0.77  after  an  adjustment  for  ‐2%  bias.    An 
adjustment  for  the  ‐10%  bias  on  estimated  κ  for  reading  grade  4 
increased  the estimate  from 0.59  to 0.69.   The adjusted estimates  for p0 
and κ   are presented  in Table 5. These adjusted estimates  ranged  from 
0.77 to 0.86, for p0, and they ranged from 0.69 to 0.75, for κ. The reading 
tests had consistently  lower classification accuracies  than  the numeracy 
tests. Although measurement precision at the first cut‐score points were 
similar for all tests, numeracy tests had higher measurement precision at 
the  second  cut‐score  and  they  had  greater  distances  between  the  cut‐
scores, which may  have  led  to  the  higher  classification  accuracies  for 
these tests. 
Comparison of Estimated versus Expected Classification Accuracies 
The  expected  classification  accuracy  ranges  based  on  the  Ercikan  and 
Julian  guidelines  were  compared  to  the  estimated  classification 
accuracies. The estimated p0 was within the range of expected values for 
the numeracy tests. However, they were lower than the expected ranges 
for  the  reading  tests.  Estimated  κ,  on  the  other  hand, was  lower  than 





κ,  for  all  tests  except  for  the  grade  4  reading  test.  For  this  test,  even 




In  this  article,  the  author  summarized  the  guidelines  provided  in  the 
Ercikan  and  Julian  (2002)  regarding  the  classification  accuracy  of 
proficiency  levels  and  examined  the  accuracy  of  these  guidelines. The 
accuracy  of  the  guidelines was  evaluated  by  comparing  the  expected 
classification  accuracy  based  on  these  guidelines  to  the  estimated 
classification accuracy using Huynh’s Beta‐nomial classification accuracy 
estimation procedure. These comparisons were conducted using the FSA 
2000 assessments  as  examples. The  results of  the  estimation procedure 
showed  that  the FSA assessments had moderate classification accuracy 
levels that had p0 ranging between 0.77 and 0.86.  




than  the  lower  bound  of  the  range  of  the  expected  p0.  The  small 
inconsistency between the expected and estimated classification accuracy 
p0  for  this  test may be due  to potential  error  in  the guidelines because 
they  do  not  take  the  distance  between  cut‐scores  and  measurement 
precision into account, as well as possible bias greater than ‐2 per cent in 





The Ercikan and  Julian guidelines are expected  to  inform decisions 
about  number  of  proficiency  levels  to  use  in  an  assessment,  expected 
level  of  classification  accuracy  for  an  assessment with  predetermined 
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number  of  proficiency  levels,  and  test  length  for  a  desired  level  of 
classification accuracy and number of proficiency  levels.   To determine 
the  number  of  proficiency  levels  for  an  assessment,  assessment 
developers need first to decide the minimum classification accuracy that 
would be acceptable for the consumers of the assessment results, such as 
educators  and  policy  makers.  Deciding  on  a  level  of  classification 
accuracy is not the same as deciding on an appropriate level of reliability 
for  a  test.    The  developers  need  to  consider  the  acceptable  level  of 
misclassifications,  both  false‐positive  and  false‐negative,  and  the  costs 
associated with such misclassifications.  For example, when classification 
accuracy  is  expected  to  be  0.80‐0.90,  assessment  developers  need  to 
consider the implications of misclassifying 20 per cent of students into a 
wrong  proficiency  level,  as  well  as  on  decisions  such  as  resource 
allocation  and  remediation  programs.  The  desirable  classification 
accuracy level can be combined with the information about the reliability 
of  the  test  to determine  the number of proficiency  levels based on  the 
guidelines.  Once the number of proficiency levels is determined, where 
cut‐scores are established on  the score scale and how  far apart  the cut‐
scores are, will affect the actual classification accuracy of the proficiency 
level scores.  To achieve optimal levels of classification accuracy, the cut‐
scores  should  be  established  on  points  of  the  score  scale  where 
measurement  precision  is maximized.    They  should  also  be  set  as  far 
apart on the score scale as possible, in addition to considerations given to 
criteria  that  may  include  behavioural  expectations  regarding 
performance on different parts of the scale.  
Similarly  to determine  the  expected  level of  classification  accuracy 





The  Ercikan  and  Julian  guidelines  also  provide  information  about 
the  number  of  test  items  needed  for  a  desired  level  of  classification 
accuracy and number of proficiency  levels.  It  is  important  to highlight 
that test  items that contribute to measurement precision on parts of the 
scale  that  are  likely  to  have  the  cut‐scores  should  be  prioritized  in 
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constructing tests.  On parts of the scale with high levels of measurement 
precision,  examinees  at different  ability  levels  are  better discriminated 
and, therefore, are less likely to be misclassified. 
The  Ercikan  and  Julian  guidelines  were  evaluated  based  on  a 
classification estimation procedure  that  itself has some error associated 
with  it.  The  classification  accuracy,  consistency  of  classifications,  of 
examinees can be examined more validly using two test administrations 
of parallel tests or the same test. The next step in evaluating the Ercikan 
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