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We relate the number of cycles in a product of transpositions with a full cycle 
with the nullity of a binary matrix. Our theorem generalizes a theorem of Cohn 
and Lempel. 
Let S, be the symmetric group on A, = {l,..., n}. A permutation 4 E: S, can 
be expressed as a product of disjoint cycles $ = n1n2 **. 7rk . Given such a 
decomposition of 4, where the l-cycles are also listed, we define a(#) = k. 
Hence Q(4) = n iff 4 is the identity in S, , Q(4) = n - 1 iff #I is a trans- 
position, and Q(4) = 1 iff 5, is a full cycle. 
Let u1 ,..., uK be commuting transpositions in S, and let T be the full cycle 
7 = 7, = (l,..., n). Cohn and Lempel considered in [l] a link relation matrix 
uu, ,*a.> UJ over GF(2), and showed that Qn(u, ... (~~7) = null L(u, ,..., Us) 
+ 1. 
We shall define a link relation matrix for arbitrary transpositions, and 
show that the equality Q(u, -.+ uk7) = null L(u, ,..., uJ + 1 is still valid. 
When the transpositions commute, our link relation matrix coincides with 
the one introduced by Cohn and Lempel. 
Let 4 ES, . We define an equivalence relation =d on A, by i =+j if 
d”(i) = ,j for some integer k. Then Q(4) is the number of equivalence classes 
in A, . The remark which follows is easily verified. 
Remark. Let a = (i, i) be a transposition in S, and 4 E S, . Then Q(u$) = 
Q(4) + 1 if i =+j and Q(u$) = Q($) - 1 if i #:” j. 
Let T = T,, be the set of transpositions in S, . If u1 , uz E Tit follows from 
the remark that !&us,) = 2 and fi(U,U,T) = 2 f 1. To distinguish between 
these two cases we make the following definition. 
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DEFINITION. Let A : T u {Id) x T u (Id) + GF(2) be defined by: Tf 
01, u2 E T, 
I 
1 
01 A CT.2 =
if u1u27 is a full cycle, 
0 if qu27 is not a full cycle. 
Furthermore, for any u E T, Id A Id = Id A u = u A Id = 0. 
Remark. The operation A is not commutative. In fact ur A u2 = u2 A a, 
iff qu, = u2ul . If q A u2 = I we say that u1 links with u2 . We note that 
uhu=lifu~T. 
DEFINITION. Let u1 ,..., ulc E T. We define a symmetric binary k x k 
matrix L = L(0 l,...,a,)byLji=Lij=aiAojifl <i<j.<kandL,,=O 
for (I < i <k). We call L(u, ,..., uk) the link relation matrix over GF(2) of 
the transpositions u, ,..., uL . 
Remark. The order in which the transpositions are given is significant. 
More precisely, L is a function on ordered tuples of transpositions. 
* Our main theorem can now be stated. 
THEOREM 1. Ler u1 ,.,., ok be transpositions in S, . Then Q(u, ... UkT) = 
ndt L(ul ,..., uk) + 1. 
ALGEBRAIC PROPERTIES OF THE LINK OPERATION A 
In this section we shall establish some algebraic properties of the operation A. 
To clarify some of the ideas it will be useful to consider the common geo- 
metric interpretation of transpositions and the link operation. 
In Fig. 1 we have arranged the numbers l,..., 5 (in general I,..., n) succes- 
sively on the circumference of a circle, and the circle is given a positive 
orientation such that 1,2, and 3 follow each other in this order. To any 
transposition u = (i,j) E S, we associate a chord C(u) = C(i, j) between the 
points i and j. If a, = (il ,j,) and u2 = (i2, j,) are distinct commuting 
3 4 
2 ca 5 
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transpositions we have (see [1]) that q A a, = 1 iff C(aJ intersects C(a&. 
Algebraically this means that the cyclic order of (il , jr , iz , j,} is i, , iz , jl , j, 
. . . . 
or zl ,h ,h, z2. In Fig. 1 we have illustrated the case when q = (1,4) and 
us = (2, 5). 
Let i, j, and k be distinct elements in A, . We say that O(i, j, k) = 1 in case 
we have: Starting on the circle at i and traversing it in a positive direction 
takes us to j before we reach k. We say that O(i, j, k) = -1 if we reach k 
before j. Hence O(i, j, k) = O(k, i, j) = 0( j, k, i) and O(i, j, k) + O(i, k, j) = 0. 
For instance O(1, 2, 3) = 0(4, 6, 2) = 0(6, 1, 3) = 1. Given chords C(i, j) and 
C(,j, k) (i, j, and k distinct) we say that C(i, j) intersects with C( j, k) iff 
O(i, j, k) = 1. We also make the convention that a chord intersects with 
itself. 
It is a straightforward calculation to show: 
LEMMA 1. Let + , u2 E T, . Then q A u2 = 1 ifand only ifC(uJ intersects 
with C(u& . 
Given chords C(i, j), C(j, k), and C(k, i) and a chord C(r, s) it is easily seen 
that an even number of the chords C(i, j), C(j, k), and C(k, i) intersects with 
C(r, s), and dually that C(r, s) intersects with an even number of these three 
chords. Some cases are illustrated in Figs. 2, 3, and 4. 
r 
FIG. 2. C(i,j) A C(r, s) = 1, C(j, k) A C(r, s) = I, C(i, k) A C(r, s) = 0. 
FIG. 3. c(i,i) A C(r, s) = 0, C(j, k) A C(r, s) = 1, C(k, i) A C(r, s) = 1. 
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FIG. 4. C&j) A C(r, s) = 0, C(j, k) A C(r, s) = 0, C(k, i) A C(r, s) = 0. 
These geometrical observations lead us to the next proposition. 
PROPOSITION 1. Let cs = Id or a transposition in S, . 
Let x1 ,..., xk E A,, . We have: 
6) ufr(x1,x2)+uA(x2,xQ)=uA(x~,x3); 
(ii) (xl , x2) A u + (x2 , x3) A 0 = (x1 , x3) A 0‘; 
(iii) uA(X~,X~)+...+UA~X~,_~,X~)=UA(X~,X~); 
(iv) (x1 ) X2) A u + ... + (-%-I > Xzc) A u = (XI , Xd A u. 
ProoJ: It clearly suffices to prove (i). Since the values are in GF(2) we 
have to show that u A (xl, x2) + u A (x2, x3) + u A (x1 , x3) = 0, If CT = Id 
or the xi’s are not distinct we trivially get the equality. If u is a transposition, 
and the xi’s are distinct, the equality follows from the fact that C(u) intersects 
with an even number of the chords C(x, , x,), C(x, , x3), and C(x, , x3). 
DEFINITION. Let u = (i,,j) be a transposition. We let supp u = {i,,j} We 
let supp Id = 0. 
Remark. Let u = (i,,j) be a transposition in S, . Let k be an integer. 
Choosel E A, such thatj + k =.j’ (modulo n). We let u’ = (i, j + k) be the 
transposition (or identity), u’ = (i,.j’). We are simply adding modulo n on 
A, . In particular (i, T(i)) = (i, i + 1). We agree to let (i, i) be the identity for 
any integer, and used this convention in Proposition 1. 
PROPOSITION 2. Let a, b, c, and d E A, , and let u E T, . We have: 
(i) u~(a,a+1)=liffaEsuppa; 
(ii) (a - 1, a) A u = 1 iff a E supp a; 
(iii) (a, b - 1) A (a, b) = 0; 
(iv) (a, b) A (c, 6) = (c, d) A (a + 1, b + 1) = (c - 1, d - 1) A (a, b). 
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Proof. We verify easily (i), (ii), (iii) by looking at the corresponding 
chords. 
Proof of (iv). From (i) and (ii) it follows that (a, u + 1) A u = u A 
(a+l,a+2) for all UET, and aEA,. Hence (a,a+l)~u+...+ 
(b - 1, b) A (T = u A (a + 1, a $ 2) $ ... + u A (b, b + I), and from Pro- 
position 1 we get that (a, b) A u = u A (a + 1, b + 1). We let u = (c, 6) and 
get (a,b)A(C,d)=(C,d)A(a+l,b+l). The equality (c,d)h(u+l, 
b + 1) = (c - 1, d - 1) A (a, b) is obvious. In fact, (c, d) A (a, b) = 
(c + k, d + k) A (a + k, b + k) for any integer k. This finishes the proof of 
Proposition 2. 
PROPOSITION 3. Let x1 ,..., xk E A, and let u1 ,..., (T&-l be the following 
transpositions (or identities) in S, , ui = (xi , xi+J. We then have: 
(i) (Xl,Xk - 1) A Ui = U1 A Ui + "' $ ~7-1 A Ui $- Ui A U<+l + "' + 
Ue' A ok-1 . 
(ii) Let u E T, u (Id} and suppose that for some r( 1 < r < k) that 
x, & supp U. Then: (x1 , Xk - 1) A u = u1 A U + ". + UTeI A U + U A U, + 
. . . + U A U&l. 
Proof of(i). From Proposition 1 we get that the sum on the right side of 
the equality adds up to (x1 , xi) A ui + ci A (xi+1 , xk). Furthermore 
(xi , xi+1 - 1) A Ui = 0 (Proposition 2iii). Also Us A (xi+1 , xk) = (xi+l - 1, 
xk - 1) A ui (Proposition 2iV). Hence we get (x1 , xi) A Ui + Ui A (xi+1 , 
Xk) = (Xl ) Xi) A Ui + (Xi 7 Xi+1 - I) A Ui + (Xi+1 - 1, Xk - I) A Ui = 
(x,,xk-l)AUi. 
Proof of (ii). We get from Proposition 1 and Proposition 2 that o1 A u + 
"'+U7~1AU+UAU1.+'.'+UAuk-1=(X~,XT)AU+UA~X~,~k~ = 
(Xl 9 x7) A (T + (x, - 1, xk - I) A U. Furthermore, (x, , x, - 1) A u = 0 
since x, $ supp u, and adding (x, , x, - 1) A u to (x1 , xr) A u + (x, - 1, 
xk - 1) A CJ gives (x1 , xk - 1) A u. This completes the proof of Proposition 3. 
THE LINK RELATION MATRIX 
We shall use the algebraic properties of the link operation to obtain 
information about the link relation matrix. 
DEFINITION. Let L = (Lij)nxm be an n x m matrix over a field. We let L’ 
denote the ith row vector and Lj the jth column vector of L. The row space 
of L is the vector space generated by Ll,..., L*. 
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LEMMA 2. Let q ,. .., uk E T,, and let p = crl .** ulir. Let u = (i, j) E T, . 
If i =p j then the vector (u A u1 ,..., u A u,J is in the row space of L(ul ,..., ulc). 
Proof. We shall first prove Lemma 2 in the case when j = ,u(i) = 
(01 ... u*)(i + 1) (if i = rt, i + 1 = 1). 
Case 1. i + 1 4 u;=, supp (Jt . 
Thenj=i+1sou=(i,i+1).Alsou~u,=Oforall1<t,<ksince 
i + 1 $ supp ut . Hence the result follows. 
Case 2. i + 1 E Uf=, supp ut . 
We say that uk is active if u,(i + 1) # i + 1, and if 1 < t < k we say that 
ut is active if (T~(cT~+~ *.. u,(i + 1)) # (T~+~ ... u,(i + 1). We have assumed that 
some of the u’-s are active. Let us1 ,..., u,~ be the active transpositions where 
1 < s1 < s2 < ... -C st < k. Then we can write uQt = (it , i + l), us*-1 = 
(L, , Q,..., us1 = (j, iz). It follows from Proposition 3i that 
u A usi = ‘Jsl A upi + “’ + Upiwl A u,si + usi A ‘Jsi+l + *.* + usi A ‘Tst. 
Also, if s,-~ < m < s, then i, # supp u,,, and we get from Proposition 3ii 
U A U, = UsI A U, + ... + Us,-1 A Urn + (5, A ~7,~~ + ..* f- U, A Ust . 
If 1 < m < s, or st -=c m < k we get similar identities. Reading off these 
equations, we get that (u A u1 ,..., u A uk) = L% + ... + LQ. 
The general case is now easily treated. Let i =“j. We then have a chain 
. . . 
1 = 10 ) 11 )...) i, = j such that p(&) = it+l (0 < t < r - 1). Let +1 = (iO , iJ, 
& = (4 , Q,..., c#+ = (ire1 , i,). Then the vectors (4, A q ,..., #1 A uk) ,..., 
(A A ul ,..., 4,. A uk) are in the row space of L(u, ,..., CJ,J, and the sum of 
these r VeCtOrS is (a A U1 ,..., u A uk). Hence ((3 A U1 ,..,, u A al) is in the row 
space of L(u, ,..., ~7~). 
From Lemma 2 we get the following special case of Theorem 1. 
LEMMA 3. Let ul ,..., uk be transpositions in S, . If ul 1.. ukr is a full cycle 
then L(q ,..., uk) is nonsingular. 
Proof. Letp = u1 ... ukr. Since p is a full cycle, for any i, j E A,, we have 
i =“j. In particular we get from Lemma 2 that xi = (ui A U1 ,..., ui A uk) 
(1 < i < k) is in the row space of L = L(u, ,..., uk). We have that xi + 
L’ = (.,-.., 1, 0 )...) 0) where the 1 is on the ith place. Hence the dimension of 
the row space is k, so L is nonsingular. 
Remark. Let ui = (ai, bj), p = CT, ... ukr. In order to conclude that 
uu, >.-., ok) is invertible, we need only that ai =@ bi (1 ,< i < k). 
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LEMMA 4. Let A be a symmetric k x k matric over GF(2) with zeros on the 
main diagonal. 
Let x = (x1 ,..., xk) (xi E GF(2)). Let A(x) be the (k + 1) x (k + 1) matrix 
over GF(2) given as 
0 x1 ..’ .Yr 
A(x)= x’ A 
i- i .Y2, 
Then 
(i) null A(x) = null A + 1 if x E (row space of A); 
(ii) null A(x) = null A - 1 if x $ (row space of A). 
Proof. Straightforward if one uses that 
yAyt = 0 for any y = (yl ,..., ylc> E GF(2)k. 
LEMMA 5. Let u,, , u1 ,,.., up be transpositions in S, . The following 
inequalities hold: 
(i) nuZZ L(uO , 0, ,..., ~7~) - Q(uou, ... uli~) > nuil L(s ,..., a*) - 
f4Ul ... a&7); 
(ii) null L(0, ,..., uk) - Q(u, *.a U~T) 3 -1. 
Proofof( Let L = L(uI ,..., uk), x = (a, A uI ,..., q, A uk). Then L, = 
L(o, , 01 r..., uk) = L(x). Hence null L, - null L = 1 if x E (row space of 
L), and null L, - null L = -1 if x # (row space of L) (Lemma 4). Let 
u. = (6 i), P = u1 ... U~T. If !&a,~) - Q(,u) = - 1 we get the inequality in 
(i) since null Lo - null L 3 ---I. If Q(uop) - Q(p) = 1, then i =@j and it 
follows from Lemma 2 that x is in the row space of L. Hence also null Lo 
- null L = 1, and the inequality still holds. 
Proofof( Start with one transposition and apply (i). 
We can now give a proof of Theorem 1. 
THEOREM 1. Let u1 ,..., uk be transpositions in S, . Then a(u, .** U~T) = 
nuN L(u, ,..., Us) + 1. 
Proof. We know from Lemma 5ii that null L(u, ,..., uL) - G(u, ... U*T) > 
-1. Assume that for some transpositions u1 ,..., Us we have that null 
UOl >...> (TIC) - fi(U, ” ’ UkT) > 0. 
It -follows from Lemma 5i that null L(ul, ,..., ul, u1 ,..., uk) > a(u, ... u1 
Ul ... UkT). We have that ulr ..’ ulul ... UkT = 7 which is a full cycle, and 
therefore Lemma 3 implies that L = L(u, ,..., ul, u1 ,..., uk) is nonsingular. 
But the inequality above implies that null L > 1 and we have a contradiction. 
The proof of Theorem 1 is complete. 
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COROLLARIES AND REMARKS 
We shall give a few corollaries of Theorem I, and the preceding proposi- 
tions. 
COROLLARY 1. Let o1 ,..., uk be transpositions in S, . Then u1 ... ukr is a 
full cycle if and only ifL(a, ,..., u,J is nonsingular. 
Proof. Use Theorem 1. Let o, ,..., uk be transpositions in S, . Let 1 < 
$1 < ... < st < k. We say that LT~~ ,..., us+ is a cyclic chain if us1 ... ustr is a 
full cycle, and we say that the length of the chain is t. We shall consider the 
empty set as a cyclic chain of length zero. 
DEFINITION. Let L be a k x k matrix, Let {iI ,..., i,> C { I,..., k). Let 
-iA ,..., jt) = (l,..., k) - {il ,..., iv), We let L(i,,...,i~ denote the matrix which 
remains when in L we delete Lj. ,..., Ljt and LjI ,..., Ljl. 
Remark If L is a symmetric matrix and the rows Lil,..., Lip form a basis 
for the row space, then L(i,,...,i~ is nonsingular. Furthermore, if Lc~,,...,~J is 
nonsingular and iI ,..., ,. i are distinct, then Lil,..., Lir are linearly independent. 
Remark. If L is a symmetric matrix of rank r, then there exists distinct 
zI ,..., i, such that Lcil ,..., i,) is nonsingular. 
Remark. If (Jo ,..., (TV E T, and L = L( IJ~ ,..., g,J and if 1 < i, < i, < 
*.- < i, < k then -hi1 ,..., i,) = L(ui *,..., u$ 
Remark. Let dl, 4, E S, and let CJ be a transposition in S, . Then 
Q(hb2) G Q<4142,> + 1. 
From these remarks and Theorem 1 we get 
THEOREM 2. Let uI ,..., ulc be transpositions in S, and let &?(a, .‘. U~T) = 
m + I. Let 1 < iI < iz < . . . < i, < k be such that a+. .., of, is a cyclic 
chain. Then : 
(i) r < k -mm. 
(ii) If r < k - m then u. ZI,..., ui, can be extended to a cyclic chain of 
length k - m; i.e., there exists a sequence 1 <j, < ... <j,-, < k such that 
ujl~~~~~ ujk-m is a cyclih chain and such that {il ,..., ir} C {j, ,.. ., j,-,). 
In particular Theorem 2 implies that if ~(a, ... (~~7) = m + 1, then we can 
delete m of the u‘ - s in product q ..* (TUT such that the remaining product is 
a full cycle, and m is the smallest number with this property. 
Let u1 ,..., uk E T,. Since Q(u, ... U~T) < n we get 
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COROLLARY 2. Let u1 ,..., ulc E T, and let k 3 n. Then there exists 
1 <iI< ... < i, < k such that oil,..., (TV, is a cyclic chain and r 2 (k - n) + 1. 
In order to prove Theorem 2, we had to use a few simple facts about the 
rank of a matrix. If on the other hand we assume in Theorem 2 that cl,..., uli 
commute, the proof becomes much simpler. 
We take a cyclic chain u+..., uj, of maximal length which “contains” the 
chain uiI,..., ui,. Let 4 = ui ... aj,T. Then 4 is a full cycle, and since oj,,..., uj 
is a maximal chain, no tw; of the remaining D’- s link with respect to +: 
Hence Q(u, ... uk7) = k - t + I. 
We also get from Corollary 1: Let c1 ,..., ulc E T,, and p1 ,..., pk E T, and 
suppose that LTn(ul ,..., uJ = LTlll(pl ,..., p,& Given a sequence 1 < iI < 
... < i, < k then ui 1 ... u~,T~ is a full cycle if and onIy if piI ... pi, T,, is a full 
cycle. 
So, in order to reduce Theorem 2 and similar problems to the commutative 
case we need only 
THEOREM 3. Let u1 ,..., uk be transpositions in S, . Then there exist k 
distinct commuting transpositions pl ,..., pk in S,, such that L7,(o, ,..., uli) = 
L&l “.., t-4. 
Proof. Given k chords c1 ,..., ck in a circle, we want to find k chords 
c 1 ,.‘., C, such that if i # j then Ci and Cj do not meet on the circumference 
of the circle, and if 1 < i < j < k then ci intersects with cj iff Ci intersects Cj . 
Suppose that I < il < ... < i, < k and c+..., ci, are the chords which 
meet at the point 1 on the circumference of the circle. We introduce r - 1 
points 1 < l2 < ... < 1’ < 2 on the arc between 1 and 2 and let C1 have 
the same “start point” as ci, but let it end at I+, Ci, ends at lr-l, etc., and CiP 
ends at 1. We continue this process at all the points I,..., n. Having resolved 
all the multiple points, we get a set of chords C, ,..., C,. which has the required 
properties. 
A few examples may clarify the procedure. 
EXAMPLE 1 
Resolve at 1 
Resolve at 2 
Resolve at 3 
Change names 
a1 02 03 
(132) (193) Cl,3 T3 = (1,2,3) 
Cl39 2) (12,3) (I,3 7’ = (1, 11, 18, 2, 3) 
us, 29 (12, 3) (192) 7” = (1, I’, 18,2, 22, 3) 
No change No change 
Pl CL3 P3 
~- 
(3, 5) C&6) U,4) ,rl = Cl,..., 6) 
Lg(Gl > 9 9 031 = L$PI > 1*2 9 15). 
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K3) (2,3) (1,4) (192) (193) 74 = (I,29 394) 
Resolve at (14,39 (28,37 (13,4) (12,2) (1,3) 7’ = (1, I*, 13, 14, 2, 22, 3, 32, 33,4) 
1,2, 3, and 4 
IL1 112 CLS 114 I% 
Change names (4,9) (6,s) (3, 10) (2, 5) (1, 7) 
Lp(% 9 02 1 % 7 04 , 4 = LIOo’ 1 9 Pa I Pa I P4 9 P6 ) . 
Final Remark. From Theorem 3 we learn that for any sequence of 
transpositions u1 ,..., uk E S,, there exist distinct commuting transpositions 
pcLI ,..., pk E S,, such that L,n(a, ,..., ak) = L,(pl ,..., &. Therefore, if we can 
give a simple proof of the fact that this implies that J&u, ..* (~~7,) = 
sZ& ... plc~,J we get a simple proof of Theorem 1. We use the Cohn-Lempel 
theorem and get 
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