construct the coarse grid equations. The comparison between the GMG and AMG methods is given in Table I .
INTRODUCTION
(2.1) AU ϭ F, The multigrid method has been applied widely in many fields. The main advantage of this method is its asymptotiwhere A ϭ (a ij ) nϫn , U ϭ (u 1 , u 2 , ..., u n ) T , F ϭ ( f 1 , f 2 , ... cally optimal convergence, i.e., the computational work f n ) T . A sequence of systems of equations is generated as required to achieve a fixed accuracy is proportional to the number of discrete unknowns [1] . However, the standard multigird solver assumes some underlying geometrical , m ϭ 1, 2, ..., M, n ϭ n 1 Ͼ n 2 Ͼ и и и Ͼ thermore, the application of the standard multigrid method n m , A 1 ϭ A, U 1 ϭ U, F 1 ϭ F. These equations formally is difficult or impossible for many kinds of problems, for play the same role as the coarse grid equations defined in example, problems with complex domain, problems using the GMG method. A grid ⍀ m can be regarded as a set of non-uniform coarsening procedure, and purely discrete unknowns u m j (1 Յ j Յ n m ). problems.
The coarse grid ⍀ mϩ1 is chosen as a subset in ⍀ 3) by Ruge and Stü ben. An efficient AMG algorithm for M-matrices is described in [3] . In [4] [5] [6] (4) and (5),
The formulae are efficient for the M-matrices. However,
2) is applied to general matrix problems (7) If U ϭ л, stop. Otherwise, go to (2).
with positive and negative off-diagonal entries, the denominator ͚ lʦC m i a m kl may be small or zero. Consequently, the The first part attempts to enforce the criterion (C2) AMG method could fail during the setup phase. by distributing the C-points uniformly over the grid. The
In [4, 6] , we present a new interpolation formula. Now, second part is combined with the computation of interpolainstead of using the inequality (2.3), we define a point i tion weights, in which the tentative F-points resulting from which is considered to be strongly connected to j, if the first part are tested to ensure that the criterion (C1) holds. The new C-points will be added as necessary. It ͉a
3) should be noted that the steps (1)- (7) need only O(n) operations when an efficient implementation is used.
After the coarse grid ⍀ mϩ1 is chosen, the interpolation We then introduce the following geometric assumptions: interpolation process, whereas only negative elements with large absolute values are being regarded as the strongly connected points by Ruge and Stü ben. Second, two geometrical assumptions are introduced in which extrapola-(3.5) tion and averaging formulae are taken into account in a
, the interpolation process. This remark will be verified by numerical experiments reported in Section 5. It can also (3.13) be shown that the new interpolation formula preserves linear functions for M-matrix systems with zero row-sums.
where is by the Galerkin type algorithm [3] , in which a
and where a
ij ), The Galerkin type method suggested by Ruge and Stü -ben will be referred as the first algorithm. The second and the restriction operator I mϩ1 m is resulted directly from algorithm discussed in [5, 6] is to use direct approximations (3.14), i.e., based on the fine grid operator A m to construct A mϩ1 and I 
(3.18) (m, m ϩ 1) the coarse grid correction operator, respectively. In addition to the Euclidean inner product (и, и), three different inner products
are defined, together with the corresponding norms ʈ и ʈ i 3.3. Three AMG Methods (i ϭ 0, 1, 2). Two formulae for the interpolation operator I m mϩ1 were First, we describe the following theorems, which are presented in Section 3.1, and different algorithms to con-given by Ruge and Stü ben in [3] . 
Proof. Observe the inequality (4.5) for the interpolation formulae (3.7)-(3.8), where S
Using (3.8) and ͚ kʦC i g ik ϭ 1, we obtain
The weakly diagonally dominant matrix A m and a ij Ͻ 0,
The inequality (4.5) holds for any ͱ Ն 1/(1 Ϫ Ͳ , where r N is the residual vector at the Nth iter-
EQ: total number of matrix equations, Gauss-Seidel relaxation is used as the smoothing operator and 0 ϭ 0.25. Notice that, when 1 ϭ 0 in Method II, the coarse grid equation is essentially constructed by a Remark. In this section, a theoretical analysis of con-Galerkin-type algorithm. Thus the main difference bevergence is presented. It has been proven that for symmet-tween Method I and Method II with 1 ϭ 0 is in the ric, positive definite, and weakly diagonally dominant ma-interpolation formula. trices, a uniform convergence is achieved for a two-level AMG method. An important result presented in Theorem PROBLEM 1. Poisson problems on a unit square/cube with Dirichlet boundary conditions. For two-dimensional 7 is that the convergence factor of the AMG method used Ϫ(100 xϩyϪ1 u x ) x Ϫ u yy ϭ f. Poisson problems, we consider the following 5-point and 9-point stencils Here, the direction and the strength of an anisotropy problem varies over the domain. The two problems are discretized on a uniform grid using the 5-point stencils. The com-1 h
putation results are given in Tables V and VI. In a geometric multigrid, a line relaxation must be used for the anisotropic problems in order to ensure sufficient smoothing when a standard coarsening is used. However, For three-dimensional problems, the 7-point difference an AMG method with a fixed Gauss-Seidel relaxation can approximation is applied.
be used to solve these problems, since the coarsening in
Numerical Results for 3D-Poisson Problem with 7-Point Scheme
The computational results for these problems are given The discrete operator is based on the 5-point finite differeach part of the domain is automatically adapted to the ence approximation of the form direction of stronger connections there.
For the anisotropic problems, the complexity parameters A and ⍀ of Method III are less than for the other methods. Hence the computing times t I and t P are faster, even 1 h
΅ , though the convergence factor is slower. with the following 13-point finite difference stencil: problems). Queueing networks are often analyzed to determine the behavior under different traffic situations. The analysis indicates the effect of increasing servers on the waiting times of customers and on the blocking of customers. In this problem, we have to solve a linear homogeneous system. Now, consider an overflow queueing model [12] and the linear system is given by The resulting matrix equation is symmetric but not diagonally dominant. Furthermore, the linear system is very ill-conditioned with a condition number O(h Ϫ4 ), whereas where A 0 ϭ G ࠘ I n ϩ I n ࠘ G, R 0 ϭ (e n e* n ) ࠘ R 1 , and the condition numbers for the previous problems are O(h Ϫ2 ). Table VIII compares the performance of various AMG methods.
From the results presented in Table VIII , we observe tions, neural networking, and data compression. In these 
