Abstract-Unlike English and other western languages, there are no delimiters to mark word boundaries in both Chinese and Tibetan. Therefore, word segmentation is the first step for Chinese and Tibetan natural language processing such as machine translation and information retrieval. However, Chinese word segmentation has been studied for many years and the technology is relatively mature. In contrast, Tibetan word segmentation is less concerned by researchers. In this paper, we learn from Chinese word segmentation approach and analysis the characteristic of Tibetan language, designs a Tibetan word segmentation system based on conditional random fields. The experiment shows that the algorithm is effective and can be preliminary applied.
INTRODUCTION
Tibetan language belongs to the Tibetan-Burman branch of the Sino-Tibetan language family which is spoken by about 6 million people in China (Tibet, Qinghai, Gansu, Sichuan and Yunnan), India, Bhutan, Sikkim, Ladakh and Nepal. It is alphabetic language which consists of thirty consonants, four vowels, five inverted letters (for the renting of foreign words) and the punctuations. Unlike English and other western languages, there are no delimiters to mark word boundaries in Tibetan, where sentences are represented as strings of Tibetan syllables. Therefore, word segmentation is first step for most Tibetan natural language processing (NLP) tasks such as machine translation and information retrieval. As its errors would be accumulated into the following phases, word segmentation is crucial for Tibetan NLP. In recently years, Tibetan word segmentation has been gradually concerned by researchers, but the progress is much slower than Chinese word segmentation. Chen Yuzhong [1] proposed a Tibetan word segmentation method based on case-auxiliary word and continuous feature. In this work, they used the grammar roles and dictionary to segment Tibetan text. Huidan Liu [2] studied the characteristics of Tibetan numbers and proposed a method to identify Tibetan numbers based on classification of number components. Cai zhijie [3] gave a new method of restoration to identify the abbreviated word for Tibetan word segmentation, which is to re-establish the abbreviated Tibetan word to its original form by the reinstallation rules. Qi kunyu [4] proposed a three level method to segment Tibetan text. In his work, the case division was used on sentence structure level, and the bordering signal was used on phrase division, then the model matching was used on words block division.
At present, researchers mainly use the rules method based on dictionary in Tibetan word segmentation. However these approaches have been limited by the impossibility of creating a lexicon that includes all possible Tibetan words and by the lack of robust statistical inference in the rules. Statistical machine learning approaches such as CRFs are more desirable and have been successfully applied in Chinese word segmentation. In order to use the CRFs model in Tibetan word segmentation, we have built mount of manually segmented corpus as the training set. Then we implemented a Tibetan segmentation system used CRF++ package version 0.54 1 . In our system, a Tibetan syllable is labeled by a tag which indicates for its position in the related Tibetan word.
The rest of this paper is organized as follows: In section 2, we briefly describe the conditional random fields. In section 3, we discuss the tag set selection and the feature templates. We report in section 4 our experimental results and give our conclusions on this work in section 5.
II. CONDITIONAL RANDOM FIELDS
Conditional random fields (CRFs) are a probabilistic framework for labeling and segmenting structured data [5] , such as sequences, trees and lattices. The underlying idea is that of defining a conditional probability distribution over label sequences given a particular observation sequence, rather than a joint distribution over both label and observation sequences. The primary advantage of CRFs over hidden Markov models is their conditional nature, resulting in the relaxation of the independence assumptions required by HMMs in order to ensure tractable inference. Additionally, CRFs avoid the label bias problem, a weakness exhibited by maximum entropy Markov models (MEMMs) and other conditional Markov models based on directed graphical models. CRFs outperform both MEMMs and HMMs on a number of real-world tasks in many fields, including bioinformatics, computational linguistics and speech recognition.
CRFs defines a conditional probability for a label sequence [7] , we use the syllable as the basic unit in our system.
In Chinese tagging method, many different tag sets have been adopted such as 6-tag set, 4-tag set, 3-tag set and 2-tag set. In order to select an effective tag set, we analysis 100 thousands Tibetan words which are mainly from the TibetanChinese Dictionary edited by Zhang Yisu and Tibetan Dictionary by Chos-kyi-grags-pa, then calculate that the average syllables of the Tibetan words is 2.76. The details are list in Table I . Table I shows that most Tibetan words contains no more than 4 syllables, therefore we chose the 4-tag set, and tag each syllable with one of the four tags, B, E, M and S depending on its position in a word. It is tagged B if it occurs on the begin position of a word, and forms a word with the syllables on its right. It is tagged E if it occurs on the end position of a word, and forms a word with the syllables on its left. It is tagged M if it occurs in the middle of a word. It is tagged S if it forms a word by itself. For example, the manually segmented sentence (a) will be tagged as (b):
B. Feature templates
A feature template is a pattern to extract features. It may correspond to several features, while a pair of context and candidate word may correspond to several features. One of the advantages of CRFs is that they are flexible enough to capture many correlated features, including overlapping and nonindependent features. In our system, we use the basic feature template and the additional feature template, which are shown in Table II and Table III . In the feature templates, C refers to a Tibetan syllable, and 0 C denotes the current syllable. 
C C
The previous syllable and the next syllable 
Feature Meaning Example
Au( 0 C ) The current syllable is caseauxiliary word.
Pu( 0 C ) The current syllable is a punctuation symbol.
IV. EXPERIMENT
At present, there is no Tibetan word segmentation specification and standard, so comparing Tibetan word segmentation accuracy can be difficult because research papers use different data sets and different ground-rules. To evaluate our system, we manually segmented 2500 sentences for training and 225 sentences for testing. The training data is from Tibetan Daily and the testing data is from the Tibetan web sites. Then a Tibetan segmentation system based on the reverse directional maximum matching method (RMM) is developed to be a comparative system. Final results of the RMM and CRFs are summarized in Table IV . As is shown in Table IV , the CRFs method is better than the RMM method, and all evaluation indexes are significantly improved. In future work, we will use external dictionary and more Tibetan grammar information to improve the performance of our system.
V. CONCLUSIONS
Tibetan word segmentation is a key precursor for Tibetan language processing tasks. Till now, there is no Tibetan word segmentation specification and standard, and researchers mainly use the rules method based on dictionary in Tibetan word segmentation. Statistical machine learning approaches such as CRF are more desirable and have been success in Chinese word segmentation. In this paper, we tag the Tibetan syllable based on their word-internal positions and implemented a Tibetan segmentation system used CRF++ package. In the testing result, the segmentation accuracy is 93.3%. We will use more Tibetan grammar information to improve the performance in future.
