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При постановке задач наиболее эффективного распределения ресурсов по 
отдельным объектам, а также в задачах управления организационно-
техническими системами возникает так называемая задача об оптимальном по-
крытии. В [1] рассмотрена математическая модель обобщенной задачи о мини-
мальном покрытии, решение которой приводит к сложным переборным алго-
ритмам [2]. В данной работе рассмотрен подход к разработке алгоритмов реше-
ния этой задачи, запрограммировано  несколько алгоритмов ее решения и сде-
лан анализ их быстродействия для задач большой размерности. 
Постановка обобщенной задачи о покрытии отличается от классической 
наличием нескольких независимых покрываемых множеств и заключается в 
следующем. 
Пусть даны множество ),...,1( kK   и два набора его подмножеств 







 . Совокупность подмножеств 




 ; iJ  в 
таком случае называется множеством покрывающих индексов. Каждой паре 
подмножеств ),( ji AB  приписан вес 0ijc . Весом покрытия jA  множества iB  
является 
 iJj
ijc . Требуется найти покрытия для всех множеств из набора nBB ,..,1  
минимального суммарного веса такое, что множества покрывающих индексов 
данных покрытий iJ  попарно не пересекаются. В терминах булева программи-



















Здесь  )( kjaA матрица размера nk   с элементами 1kja , если jAk  , 
и 0kja  в противном случае;  )( kibB матрица размера mk   с элементами 
1kib , если iBk  , и 0kib  в противном случае; )( jicc   - матрица весов; 
)( jixx   - матрица переменных с компонентами 1jix , если jA  входит в по-
крытие iB , и 0jix  в противном случае. 
В данной работе предлагается переход от булевых к целочисленным пе-
ременным: 
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j mxBAhjxcBAcf  

 (2) 
Здесь  )( kjaA матрица размера nk   с элементами 1kja , если jAk  , 
и 0kja  в противном случае;  )( kibB матрица размера mk   с элементами 












ijc ji  - весовая 
функция, )( jic  - матрица весов; )( jxx   - вектор целочисленных переменных с 
компонентами ix j  , если jA  входит в покрытие iB , и 0jx , если jA  не вхо-
дит ни в одно покрытие; )( jihh   - дополнительная матрица, 1jih , если ix j  , 
и 0jih  в противном случае. 
Задача в такой формулировке не имеет недопустимых состояний, так как 
ограничение (1) выполняется в данном случае автоматически. Такая модифика-
ция позволяет не делать лишних проверок и переходов в процессе решения, что 
положительно сказывается на времени поиска. 
При проверке ограничения BAh   в матрице произведения AhD   имеет 
смысл вычислять элементы kid  только с такими индексами ),( ik , что kib =1.  
Рассмотренная задача относится к классу NP-полных задач, в общем слу-
чае для нее существует лишь экспоненциальное переборное решение. 
Для разработки алгоритма и программы ее решения можно применить 
аддитивный метод, генетический алгоритм и алгоритм муравьиной колонии, 
методы лагранжевой релаксации и другие [2]. В работе рассмотрены  аддитив-
ный и генетический алгоритмы на основе вышеописанной модификации. 
Для реализации работы и исследования аддитивного и генетического ал-
горитмов  была написана программа на языке Java 7. Входными данными для  
программы являются величины: m ,n , k, матрицы kja , kib  и jic .Выходными дан-






),(  и множе-
ства покрывающих индексов miJ i ,1,    
Ниже приведены результаты тестирования, выполненные  на компьютере 
Asus, Core i5-3210M 2.5 GHz, 4 GB RAM.  
Для всех тестов величина k  была постоянной и равнялось 10; матрицы 
весов заполнялись случайными числами в промежутке ]1000;0[ , матрицы kja , kib  
заполнялись также случайно. 
Для данного тестирования было выбрано несколько промежутков количе-
ства возможных состояний решения. Каждый порядок был в 10 раз больше 
предыдущего. Для каждого промежутка было сгенерировано множество вход-
ных данных, на которых запускались оба алгоритма, после чего сравнивалось 
время их работы. Для генетического алгоритма дополнительно считалось отно-
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сительное отклонение ответа от точного, данного аддитивным,   а также про-





























Рис. 1. Зависимость среднего времени работы алгоритмов 








































Рис. 2-3. Зависимость среднего относительного отклонения ответа и кол-ва 
ложного «отсутствия решения» генетического алгоритма от кол-ва возможных 
состояний решения 
Как и следовало ожидать, аддитивный алгоритм находит ответ быстрее, 
чем генетический на тех же данных. С другой стороны, аддитивный алгоритм 
более затратен в плане используемой памяти, что не позволяет использовать его 
при решении задач с большим количеством состояний. Недостатком генетиче-
ского алгоритма является его рандомизированность. Из рис.2 и 3 видно, что с 
ростом количества состояний решения увеличиваются относительное отклоне-
ние результата от минимального и количество ложных «отсутствий решения» 
задачи. 
Для сравнения времени работы генетического алгоритма на различных 
входных данных было выбрано несколько промежутков количества возможных 
состояний решения, каждый порядок был в 10 раз больше предыдущего и для 
каждого промежутка было сгенерировано множество входных данных, на кото-
рых запускался алгоритм. Здесь количество возможных состояний было на по-
рядки больше, чем при тестировании аддитивного алгоритма. 
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Рис. 4. Среднее  время работы генетического алгоритма 
Из рис. 4 видно, что, в среднем, при росте порядка количества возможных 
состояний решения время работы генетического алгоритма достигает опреде-
ленного диапазона, в пределах которого изменяется. Это можно объяснить тем, 
что при большом порядке количества состояний алгоритм или быстрее начина-
ет сходиться к правильному ответу при mn  , или быстрее определяет отсут-
ствие решения при mn  .  
Для анализа возможностей генетического алгоритма были выбраны не-
сколько различных размеров популяции, начиная с 10 и заканчивая 1000. Во 
всех тестах количество возможных состояний находилось в промежутке 
]10;10[ 65 , для каждого теста искалось контрольное решение с помощью адди-
тивного алгоритма и решения для каждого размера популяции. 
На рис. 5 – 7 показаны графики зависимости различных характеристик 
работы генетического алгоритма от размера популяции. Видно, что размер по-
пуляции порядка 100-250 является оптимальным – меньшие размеры дают 
слишком неточные результаты, большие – требуют намного больше времени 












































































Рис.5-7. Характеристики генетического алгоритма  
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Таблица 1. Сравнение показателей работы аддитивного 
и генетического алгоритмов 
Кол-во возмож-
ных состояний  















)10;10[ 32  1 2 31069,1   1 
)10;10[ 43  3 14 21014,2   1 
)10;10[ 54  13 26 21098,4   10 
)10;10[ 65  28 46 21086,5   16 
 
Таблица 2. Среднее время работы генетического алгоритма при различном раз-










)10;10[ 32  1 )10;10[ 98  )10;10[ 98  
)10;10[ 43  7 )10;10[ 109  )10;10[ 109  
)10;10[ 54  35 )10;10[ 1110  )10;10[ 1110  
)10;10[ 65  46 )10;10[ 1211  )10;10[ 1211  
)10;10[ 76  69 )10;10[ 1312  )10;10[ 1312  
)10;10[ 87  58 )10;10[ 1413  )10;10[ 1413  
Таблица 3. Анализ работы генетического алгоритма при различном размере 
популяции и одинаковом порядке количества возможных состояний перебора 
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10 0 11055,2   12 
25 2 11025,1   7 
50 10 21031,7   5 
100 33 21050,4   4 
250 80 21050,4   4 
500 289 21081,2   1 
1000 752 21050,1   0 
 
Международная научно-техническая конференция 
«Перспективные информационные технологии» ПИТ 2013 
 
 50
ции с элементами научной школы для молодежи  «Перспективные информаци-
онные технологии для авиации и космоса» (ПИТ-2010), Самара, 2010, с.70-71. 
2. Еремеев, А.В. Задача о покрытии множества: сложность, алгоритмы, 
экспериментальные исследования [Текст]/ Еремеев А.В., Заозерская Л.А., Ко-
локолов А.А: – Дискретный анализ и исследование операций, июль—декабрь 
2000. Серия 2. Том 7, № 2, с.22-46. 
3. Ху, Т. Целочисленное программирование и потоки в сетях [Текст]/ Ху 
Т. - М.: Мир, 1974, - 520с. 
4. Нгуен, Минь Ханг. Применение генетического алгоритма для задачи 
нахождения покрытия множества [Текст]/ Нгуен Минь Ханг:- Труды института 
системного анализа РАН, Изд.: Институт системного анализа РАН, Москва, 
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Эргодическое свойство стационарных случайных процессов позволяет 
находить их вероятностные характеристики по одной реализации  tx  осредне-
нием по времени t , что существенно упрощает и удешевляет эксперимент [1, 
2]. Однако практически это свойство используется только для определения ма-
тематического ожидания xm , дисперсии xD  и автокорреляционных 
 τxR  или 
взаимных корреляционных  xyR  функций, где сдвиг во времени между 
двумя сечениями  tx  и  τtx  процесса, а также реализациями  tx  и  τty  
совместно эргодических процессов. Распределения вероятностей, плотностей 
вероятностей и их характеристические функции так до настоящего времени не 
находили. В докладе приводятся известные и введенные автором определения 
этих характеристик. 
Одномерное распределение вероятности  XW1  выражается через одно-
мерную плотность распределения вероятности  Xw1 , и определено выражени-
ем [2–4] 
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1 единичная функция [5]; 2 T длительность 
реализации  tx . 
