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Grâce aux performances accrues des convertisseurs statiques, de nouveaux champs d’application 
se sont ouverts. Certains d’entre eux sont très exigeants en termes de performances dynamiques. 
Nous pouvons citer comme exemples la dépollution de réseaux électriques, l’alimentation de 
machines à courant alternatif pour des applications particulières, l’amplification de puissance 
(audio…). Pour de telles applications, il faudrait un convertisseur idéal, qui génèrerait une tension 
(ou un courant) de sortie rigoureusement identique à un signal de référence, à un facteur de 
proportionnalité près, y compris lorsque ce signal varie rapidement. Le transfert d’énergie entre la 
source et le récepteur serait alors idéalement contrôlé, la plage de fonctionnement serait la plus 
large possible sans entraîner l’apparition de phénomènes subharmoniques ou chaotiques. Pour 
cela, il faudrait être en mesure d’abord d’identifier, grâce à une modélisation adéquate, ces 
phénomènes indésirables. Ensuite, il est nécessaire d’optimiser la stratégie de commande, de 
manière à assurer une poursuite du signal de référence la meilleure possible, pour un 
convertisseur donné, commutant à une fréquence imposée par des limitations technologiques. 
Dans ce cadre que s’inscrit notre contribution dans ce travail de thèse. 
 
Un convertisseur statique de base est formé essentiellement de deux types de composants : i) 
électroniques de commutation (interrupteurs) ii) de stockage de l’énergie électrique (inductances, 
condensateurs). La conversion est effectuée en stockant l’énergie de la source durant une partie 
de la période de fonctionnement (d’horloge), puis transférée vers la charge pendant le reste de la 
période d’horloge; et ce graçe à une commande adéquate appliquée au niveau des interrupteurs.   
 
Afin d’assurer les performances désirées de ce transfert, un modèle mathématique du 
convertisseur permettant la synthèse du contrôleur est nécessaire. Parmi les modèles présentés 
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dans la littérature, celui à petits signaux permet une description linéaire du comportement du 
convertisseur autour d’un point de fonctionnement. Il présente l’avantage d’être simple, 
largement utilisé par les ingénieurs dans l’industrie et permet d’exploiter la richesse de la théorie 
de commande classique [Eri, 99], [Ahm, 03], [Dio, 03], [Raf, 03], [Gue, 05a], [Gue, 05c]. 
Néanmoins, cette technique de modélisation ne peut pas décrire le comportement du système en 
cas d’une variation importante au niveau de ses paramètres. De plus, la prise en compte des non 
linéarités du convertisseur permet une meilleure description du comportement du convertisseur. 
Afin de remédier à ces problèmes, d’autres types de modèles ont été utilisés dans la littérature 
[Kre, 90], [Ban, 01], [Tse, 03]. Parmi ceux-ci, citons le modèle moyen qui est non linéaire, permet 
de décrire le comportement du convertisseur à l’échelle des basses fréquences [Sab, 93], [Sir, 97], 
[Rod, 00], [Ort, 02]. Cependant, la non prise en compte de la fréquence de commutation par cette 
technique de modélisation présente un inconvénient majeur. Ceci résulte en une incapacité du 
modèle de décrire une partie importante des non linéarités exhibées par le convertisseur à 
l’échelle des hautes fréquences. Dans le souci de décrire ces non linéarités, l’utilisation d’une 
description récurrente du comportement du convertisseur d’un cycle d’horloge à un autre, peut 
être une alternative [Ban, 01], [Tse, 03], [Gue, 05b].  
 
Concernant la commande des convertisseurs statiques, plusieurs approches ont été développées 
dans la littérature [Ort, 02], [Ahm, 03], [Dio, 03], [Raf, 03], [Kol, 04], [Gue, 05a], [Gue, 05b]. Avec 
le bon dimensionnement des éléments du convertisseur, la commande par rétroaction a été 
largement adoptée dans l’industrie pour sa simplicité et son faible coût [Ban, 01]. Néanmoins, 
l’inconvénient majeur de ce type de contrôleurs est l’apparition de certains phénomènes non 
linéaires qui rendent l’analyse du comportement du système complexe et altèrent les 
performances de régulation. Pour résoudre ce problème, d’autres lois de commandes peuvent 
être utilisées pour avoir de meilleures performances, comme le PID [Dio, 03], [Kol, 04], le mode 
glissant [Rav, 97], la technique H∞ [Raf, 03], ou d’autres techniques basées sur la fonction de 
Lyapunov [Daa, 01], [Daa, 02] ou sur le principe de la passivité [Sir, 97], [Rod, 00], [Ort, 02]. 
Cependant, ces stratégies de commande nécessitent la connaissance complète ou partielle du 
modèle et ne permettent de maintenir les performances de régulation que dans le cas de petites 
variations des valeurs nominales des éléments du système. Dans le cas de grandes variations, la 
commande par logique floue peut être une alternative. L’exploitation des connaissances 
linguistiques, émanant de l’expert humain, décrivant le comportement du système ou la stratégie 
de commande lui permet d’assurer de meilleures performances [Rav, 97], [Raf, 03] et d’accorder 
de la flexibilité lors de la conception. 
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Les travaux présentés dans cette thèse ont pour objectif de contribuer d’une part à l’amélioration 
de la technique de modélisation des convertisseurs statiques et d’autre part à la synthèse d’une 
commande floue stabilisante pour cette classe de systèmes. En effet, la modélisation discrète des 
convertisseurs présente l’avantage de décrire les différents comportements du convertisseur. 
Néanmoins, l’élaboration du modèle est effectuée sous certaines conditions de validité et 
hypothèses simplificatrices qui ne sont pas toujours vérifiables [Ban, 01], [Tse, 03]. Dans ce 
contexte, nous proposons dans ce travail d’améliorer cette technique de modélisation et de 
« relaxer » les  contraintes sur le modèle afin d’avoir une meilleure description du comportement 
du convertisseur sans pour autant alourdir le calcul [Gue, 06a]. Concernant la commande par 
logique floue, nous avons proposé la synthèse d’un contrôleur à travers deux méthodes. La 
première est basée sur l’exploitation de l’analogie pouvant exister entre le contrôleur flou et un 
PID classique [Gue, 05a], [Gue, 05c]. Nous montrerons que cette technique de mise en œuvre 
présente l’avantage d’être simple et permet d’utiliser la théorie de commande classique pour le 
réglage des différents paramètres du contrôleur flou. La seconde méthode est basée 
essentiellement sur le critère de stabilité et le modèle moyen du convertisseur, pour synthétiser un 
contrôleur flou stabilisant. Cette stabilité sera étendue ensuite pour montrer que le contrôleur ne 
maintient pas seulement les performances de régulation mais également le fonctionnement 
normal du convertisseur tout en éliminant les comportements de bifurcations, quasi-périodiques 
et chaotiques du convertisseur sur une large plage de variation de ses paramètres [Gue, 05b], 
[Gue, 06b], [Gue, 06c].  
 
Structure du mémoire 
Ce mémoire comporte quatre chapitres : 
Dans le premier chapitre, nous introduisons le convertisseur statique ainsi que les principes de 
base pour l’analyse de son comportement. Ensuite, les différentes techniques de modélisation de ce 
système seront présentées avec leurs propriétés ainsi que leurs limites respectives. Afin de mieux 
appréhender les comportements non linéaires du convertisseur, quelques outils d’analyse 
nécessaires seront rappelés à la fin de ce chapitre.  
Dans le second chapitre, on s’intéressera à la technique de modélisation discrète des 
convertisseurs. Deux techniques largement utilisées dans la littérature [Ban, 01], [Tse, 03], seront 
analysées. Ensuite à partir de leurs inconvénients et de leurs limites, nous proposons d’introduire 
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quelques améliorations afin d’assurer une meilleure description du comportement du système; à la 
fois quantitative et qualitative, sans pour autant alourdir le calcul. Le modèle ainsi développé sera 
ensuite utilisé pour explorer et analyser les différents comportements non linéaires du 
convertisseur. 
Dans le troisième chapitre, l’objectif est la synthèse d’un contrôleur flou pour la régulation de la 
tension de sortie du convertisseur statique. Après avoir donné un bref aperçu sur la commande par 
logique floue ainsi que la motivation du choix de la structure du contrôleur, nous synthétisons un 
contrôleur flou basé sur le modèle à petits signaux du convertisseur. Il s’agit d’exploiter l’analogie 
entre notre contrôleur et le PID classique pour le réglage des gains en utilisant les méthodes de 
mise en œuvre de ce dernier. 
Dans le dernier chapitre, l’intérêt s’est porté sur les comportements non linéaires et anormaux du 
convertisseur. L’objectif étant d’assurer à la fois la stabilité du système bouclé et sa régulation par le 
contrôleur flou. Notre contribution porte essentiellement sur le développement d’une méthode de 
synthèse systématique d’un contrôleur flou stabilisant. L’originalité de cette approche par rapport à 
celles développées dans la littérature réside dans la définition des intervalles pour les paramètres afin 
d’assurer la stabilité du système bouclé. Ensuite, cette stabilité a été étendue à la stabilité structurelle 
du convertisseur dans le but de montrer que le contrôleur synthétisé permet de garder le système en 
fonctionnement normal (période 1) et ainsi supprimer les comportements anormaux qui rendent 
difficiles ou impossibles l’analyse et la prédiction du comportement du convertisseur. 
 
 
 
 
 
 
 
 
Chapitre 1 
Généralités 
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I. 1. Introduction 
L'énergie électrique, entre sa production initiale et son utilisation finale, doit très souvent subir de 
multiples conversions afin de s’adapter aux besoins du consommateur. Vu son faible coût et son 
rendement élevé, l’électronique de puissance devient, de plus en plus, la solution optimale pour 
conditionner l'énergie électrique. Ainsi, une des branches de l’électrotechnique ayant subie une 
évolution technologique importante, est celle des convertisseurs statiques qui ont vu une nette 
amélioration de leur rendement.  
 
Le convertisseur statique réalise la conversion d’énergie via la commutation, d’une façon cyclique, 
mais pas nécessairement périodique, entre un nombre fixe de configurations de son circuit. Ceci 
conduit à un système non linéaire variant dans le temps. De ce constat, l’analyse du convertisseur 
ainsi que sa mise en oeuvre nécessitent l’utilisation des méthodes non linéaires telle que 
l’approximation de la réponse du système dans un cycle de commutation par sa valeur moyenne 
pour la modélisation, la théorie de passivité pour la commande [Rod, 00] et le plan de phase [Ban, 
01] pour l’analyse. Cependant, quelque soit l’objectif à atteindre, la validité des résultats obtenus 
demeure liée directement au modèle utilisé.  
 
Afin de simplifier l’analyse et la commande des convertisseurs, une linéarisation du 
comportement moyen du convertisseur autour d’un point de fonctionnement donné est 
généralement adoptée [Ahm, 03], [Raf, 03], [Vid, 04]. Néanmoins, la simplicité obtenue est au 
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prix de la validité restreinte du modèle dans une petite zone autour de ce point. De plus, le 
modèle linéaire obtenu ne permet pas d’expliquer les comportements anormaux exhibés par le 
convertisseur sous certaines conditions de fonctionnement. 
 
Le modèle moyen étant non linéaire permet une description meilleure du comportement sur une 
période d’horloge. Cette technique de modélisation a été développée pour les convertisseurs 
statiques d’abord par Middlebrook et Ćuk [Mid, 76]. Elle a ensuite été affinée et généralisée dans 
[Sir, 89], [Kre, 90] et [Wit, 90]. Quelques exemples sur l’extension et la mise en forme compacte 
du modèle moyen sont présentés dans [Aln, 00]. Néanmoins, l’utilisation de la valeur moyenne 
présente certaines limitations. En effet, l’information sur le comportement du convertisseur dans 
un cycle de commutation est perdue. De plus, la fréquence de commutation n’apparaît pas dans 
l’expression du modèle en mode de conduction continue. Cette fréquence peut influer sur le 
comportement du système et peut même changer son mode de conduction [Tse, 03].  
 
Afin de résoudre ce problème, et de décrire l'évolution du système d'un cycle de fonctionnement 
à un autre, la modélisation discrète peut être une alternative [Ban, 98], [Che, 98], [Tse, 02], [Gue, 
05b]. Bien que l’expression du modèle soit plus complexe que la précédente, elle paraît plus 
adéquate pour les deux raisons suivantes :  
i) le fonctionnement du convertisseur statique est cyclique et une telle méthode nous 
permet de conclure sur plusieurs caractéristiques du système telles que, la période de 
fonctionnement et la stabilité [Cha, 97], [Ban, 01]. 
ii) elle est plus appropriée à la mise en oeuvre des contrôleurs numériques qui 
deviennent de plus en plus utilisés dans l'industrie. De plus, vu qu’elle s’intéresse à 
l’évolution du système d’un cycle d’horloge à un autre, elle permet de réduire 
efficacement le temps de calcul et l'espace mémoire utilisé. Néanmoins, une attention 
particulière doit être prêtée aux dynamiques zéros du système lors de l’étude de la 
stabilité [Ast, 84], [Mon, 88]. 
 
Dans ce chapitre, on présentera les notions de base permettant d’analyser le comportement d’un 
convertisseur statique aussi bien en régime permanent qu’en régime transitoire. Ensuite, on 
donnera un aperçu sur les techniques de modélisation les plus utilisées dans la littérature ainsi que 
leurs avantages et inconvénients. Parmi celles-ci, on peut citer le modèle discret qui est considéré 
comme étant un modèle non linéaire. Cette propriété est utilisée pour l’analyse et l’exploration 
des différents comportements anormaux et chaotiques pouvant apparaître lors du 
Chapitre I : Généralités 
 11
fonctionnement du convertisseur à l’aide d’un arsenal d’outils dont on présentera quelques un 
dans la dernière section. 
 
I. 2. Généralités  
Les convertisseurs statiques gèrent l’énergie électrique dans des processus industriels de plus en 
plus complexes et variés. Aussi, leurs structures se diversifient pour mieux satisfaire des exigences 
toujours plus poussées. Par ailleurs, ils utilisent le même principe : à partir d’une source d’énergie 
donnée, on doit obtenir l’énergie désirée en imposant, à travers l’organe de commande, une série 
de commutations aux interrupteurs.  
Selon la transformation d’énergie réalisée par le convertisseur, on peut distinguer les quatre 
familles suivantes : 
- les redresseurs : permettent de convertir une tension alternative en une tension 
continue, 
- les hacheurs : assurent la conversion continue - continue en agissant sur l’amplitude 
de la sortie, 
- les onduleurs : ont pour objectif de transformer une tension continue en une 
alternative, 
- les gradateurs ou les cyclo-convertisseurs : délivrent une tension alternative à partir 
d’une source aussi alternative en agissant sur l’amplitude et / ou la fréquence. 
Dans le cadre de notre travail, nous restreindrons notre étude aux hacheurs et plus 
particulièrement au survolteur connu sous le nom de « boost ». Ce choix est motivé par sa large 
gamme d’utilisation. En effet, on peut le rencontrer dans des applications dont la consommation 
varie d’un watt (systèmes électroniques embarqués), à une centaine, voire un millier de watts 
(équipements bureautiques ou informatiques).  
 
I.2.1. Principe de fonctionnement du convertisseur « boost » 
Un convertisseur boost peut être représenté par le circuit de la figure 1-1, où gV  représente la 
tension d’alimentation, Li  le courant traversant l’inductance L , sw  un commutateur 
électronique, VD  une diode, Cv  la tension aux bornes du condensateur C  et ( )tuo  la tension de 
sortie aux bornes de la charge résistive R . Par ailleurs, il est à noter que la commutation est 
considérée instantanée et la tension de seuil de la diode VD  est nulle. 
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 ( )Li t  
swgV  C R( )Cv t 0 ( )u t
VDL
 
Figure 1-1 Convertisseur boost 
 
Le fonctionnement de ce type de convertisseur peut être résumé comme suit : 
La tension de sortie est obtenue en agissant sur le commutateur sw  qui est commandé en 
ouverture et en fermeture. En fermant sw  , on charge l’inductance L  puis on ouvre sw  pour 
transférer l’énergie emmagasinée vers la charge. Sur une période fixe T , on définit le rapport 
cyclique du convertisseur comme étant le rapport entre la durée de fermeture fermeturet  et la 
période T  : 
T
t
d fermeture= . 
I.2.2. Comportement du convertisseur  
La mise en oeuvre d’un convertisseur statique nécessite au préalable le dimensionnement de ses 
éléments. Ceci requière une analyse de son comportement en régime permanent comme en 
régime transitoire. Dans ce qui suit, nous présentons d’abord les principes caractérisant le 
comportement du convertisseur en régime permanent, puis cette analyse sera étendue au 
comportement transitoire du système. Il s’agit, dans les deux cas, de décrire analytiquement 
l’évolution des variables d’état et de la sortie du convertisseur. 
I.2.3. Comportement en régime permanent  
Un bon dimensionnement des éléments du convertisseur mène, en régime permanent, à un 
comportement périodique de période T  et une tension de sortie la plus lisse possible. Dans ce 
cas, le système satisfait en régime permanent les deux principes suivants :  
 Faible ondulation de la tension de sortie 
 Périodicité de l’état du système  
I.2.3.1. Faible ondulation de la tension de sortie 
Ce principe nous permet d’obtenir une description de l’évolution de la sortie du convertisseur. 
En effet, dans le cas d’un convertisseur idéal, la tension de sortie peut être parfaitement lisse. 
Cependant, il est difficile si ce n’est pas impossible d’atteindre cet objectif. De plus, les 
harmoniques dans le signal de sortie ne peuvent pas être totalement éliminées par le biais du filtre 
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passe-bas placé avant la sortie du convertisseur (figure 1-1). Par conséquent, la tension de sortie 
peut être considérée comme étant la somme d’une composante continue oU  et d’une faible 
ondulation résiduelle hu  : 
 ( ) ( )o o hu t U u t= +   (1-1)
Finalement, le dimensionnement du convertisseur dépendra directement de la valeur maximale de 
hu  à partir de laquelle on peut la considérer négligeable. Dans ce cas, le signal de sortie peut être 
approximé par sa composante continue, i.e. ( )o ou t U≈ . 
I.2.3.2. Périodicité de l’état du système 
Ce principe a pour objectif la description de l’état du système ; à savoir le courant Li  dans 
l’inductance L , et la tension Cv  aux bornes du condensateur C . Comme le fonctionnement du 
« boost » se base sur le transfert d’énergie de l’inductance vers la charge, la condition de 
périodicité de l’état du système ( Li , Cv ) exige que ce transfert soit total.  
Si l’on note la tension aux bornes de l’inductance L  par : 
( ) ( )LL
di t
v t L
dt
=  
 
(1-2) 
et la variation du courant à travers celle-ci sur une période de commutation [ , ]i fT t  t=  par : 
( )1( ) ( ) f
i
t
L f L i L L Tt
Ti t i t v t dt v
L L
− = = 〈 〉∫  
 
(1-3)
Il résulte à la fin de la période que ( ) ( )L f L ii t i t=  et par conséquent, la valeur moyenne de Lv  doit 
être nulle ( 0L Tv〈 〉 = ). De la même manière, la variation de la tension Cv  aux bornes du 
condensateur est donnée par : 
( )1( ) ( ) f
i
t
C f C i C C Tt
Tv t v t i t dt i
C C
− = = 〈 〉∫  
 
(1-4) 
 
et par conséquent en régime permanent sa valeur moyenne C Ti〈 〉  doit également s’annuler.  
Finalement, le bon dimensionnement des éléments du convertisseur doit satisfaire le principe de 
la faible ondulation et celui de la périodicité de l’état du système ( 0L Tv〈 〉 =  et 0C Ti〈 〉 = ). 
I.2.4. Comportement en régime transitoire  
En régime transitoire, le comportement non périodique du système et la présence de fortes 
ondulations ne permettent pas d’appliquer les principes précédemment mentionnés. Dans ce cas, 
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l’analyse du système peut se faire à l’aide de la technique de la valeur moyenne glissante [Eri, 99]. 
Lorsque le commutateur sw  est fermé, le convertisseur peut être décrit par : 
( )
( ) g TL
v td i t
dt L
〈 〉
=  
 
(1-5a)
( )( ) C TC
v td v t
dt RC
〈 〉
= −  
 
(1-5b)
Si sw  est ouvert, le système sera alors donné par : 
( ) ( ) ( )g T C TL
v t v td i t
dt L L
〈 〉 〈 〉
= −  
 
(1-6a)
( ) ( )( ) L T C TC
i t v td v t
dt C RC
〈 〉 〈 〉
= −  
 
(1-6b)
Si l’on considère maintenant que le commutateur reste fermé pendant dT  secondes et ouvert 
durant le reste de la période ( ( )1d T d T′ = − ), l’état du système sera donné par l’expression 
récursive suivante : 
( )( ) ( ) ( ) ( )1 g T C TL L
v t d v t
i n T i nT T
L
′〈 〉 − 〈 〉⎛ ⎞
+ = + ⎜ ⎟
⎝ ⎠
 
 
(1-7a)
( )( ) ( ) ( ) ( )1 L T C TC C
i t v t
v n T v nT d T
C RC
〈 〉 〈 〉⎛ ⎞
′+ = + −⎜ ⎟
⎝ ⎠
 
 
(1-7b)
 
La figure 1-2 donne une illustration du comportement typique du convertisseur durant le régime 
transitoire.  
 
CL T Ti vd
C R C
〈 〉 〈 〉′ −
Cg T Tv d v
L
′〈 〉 − 〈 〉
L T TCi v
C R C
〈 〉 〈 〉
−
( )( )Cv n d T+
TCv
R C
〈 〉
vC
t nT 
( )( )Li n d T+
( )Li nT  
( )( )1Li n T+
g T TCv v
L
〈 〉 − 〈 〉
iL
g Tv
L
〈 〉
( )Cv nT  
( )( )1Cv n T+
(n+d)T (n+1)T  
Figure 1-2 Evolution typique de l’état du système en régime transitoire 
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I. 3. Modes de conduction  
Selon l’évolution du courant dans l’inductance, il existe deux modes de conduction. Le 
convertisseur fonctionne en mode de conduction continue (MCC) si le courant ne s’annule jamais 
dans l’inductance : le commutateur sw  et la diode VD  ne sont jamais bloqués en même temps. Si 
ces derniers sont unidirectionnels en courant et/ou en tension, le courant d’inductance peut 
s’annuler, donnant naissance à un mode dit de conduction discontinue (MCD). Dans ce cas, le 
principe de la faible ondulation ne peut être appliqué, car l’ondulation du courant sera plus 
importante que sa valeur moyenne. Ceci a pour conséquence l’augmentation de l’impédance de 
sortie et l’apparition d’une dépendance entre le rapport cyclique et la charge.  
 
Dans notre travail, on s’intéresse à préserver le mode de conduction continue. Pour cela, on 
présentera dans ce qui suit les conditions de passage d’un mode à un autre. Ainsi, selon l’état du 
commutateur sw  et de la diode VD , on obtient deux configuration en MCC (Fig. 1-3) et trois en 
MCD (Fig. 1-4). 
 
 iL
gV
 
Cv
 iL
gV Cv
(a) sw fermé, VD ouvert (b) sw ouvert, VD fermé 
L 
R
L
R
 
Figure 1-3 Mode de conduction continue 
 
iL 
gV  Cv  
 iL
gV  Cv
 iL
gV Cv  
(a) sw fermé, VD ouvert (b) sw ouvert, VD fermé (c) sw ouvert, VD ouvert 
L 
R 
L
R
L
R 
 
Figure 1-4 Mode de conduction discontinue 
 
En MCC, la première configuration (Fig. 1-3a) peut être décrite analytiquement par : 
( ) gL
Vd i t
dt L
=  
 
(1-8a)
1( ) ( )C C
d v t v t
dt CR
= −  
 
(1-8b)
Et la deuxième (Fig. 1-3b) par : 
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( ) ( )g CL
V v td i t
dt L L
= −  
 
(1-9a)
( )1( ) ( ) ( )C L C
d v t Ri t v t
dt CR
= −  
 
(1-9b)
Dans le cas où le MCD est activé, le système passera à la troisième configuration (Fig. 1-4c) qu’on 
peut définir par : 
( ) 0L
d i t
dt
=  
 
(1-10a)
1( ) ( )C C
d v t v t
dt CR
= −  
 
(1-10b)
Le mode de conduction est défini en comparant l’ondulation du courant d’inductance Li∆  avec 
sa valeur moyenne L Ti〈 〉  en régime permanant comme l’illustre la figure 1-5.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Li∆  Vg / L 
iL 
(Vg-VC) / L 
L Ti  〈 〉
t 
L T Li  > i〈 〉 ∆  
1ère 
configuration 
2ème 
configuration 
Vg / L
iL 
t
1ère 
configuration 
2ème 
configuration 
(Vg-VC) / L
L T Li  = i〈 〉 ∆
Li∆
L Ti〈 〉
L Ti〈 〉
iL
Vg / L
t
1ère 
configuration 
2ème 
configuration 
3ème 
configuration 
(Vg-VC) / L 
L T Li  < i〈 〉 ∆  
Li∆
iVD 
t DT T 
Li∆  
L Ti  〈 〉
 
Li∆
L Ti〈 〉
iVD 
tDT T 
L Ti〈 〉
Li∆
iVD
tD1T T (D1+D2)T 
S 
(a) : MCC (b) : Mode intermédiaire (c) : MCD 
Figure 1-5 Passage de la conduction continue à la conduction discontinue 
 
On considère que le convertisseur fonctionne initialement en MCC. On définit par DT  le temps 
de séjour dans la première configuration et (1- )D T  celui dans la seconde. Dans ce cas, 
l’ondulation du courant 
MCCL
i∆  peut être donnée par : 
2MCC
g
L
V DT
i
L
∆ =  
 
(1-11)
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et sa valeur moyenne L MCCTi〈 〉  par : 
( )21MCC
g
L T
V
i
R D
〈 〉 =
−
 
 
(1-12)
 
Le convertisseur fonctionne en MCC si <
MCC MCCL L T
i i∆ 〈 〉 , ce qui est équivalent à : 
( )2 21 LD D
RT
− <  
 
(1-13)
 
La figure 1-6 donne une illustration de cette condition. Ainsi, pour le fonctionnement en MCC, 
les valeurs de l’inductance et de la fréquence de commutation doivent être choisies de telle sorte 
que le seuil ( 2 /L RT ) soit supérieur à 4/27 [Eri, 99]. 
 
MCC M   C  C Seuil 
2L/(RT) 
M   C   D 
D
D
(1
-D
)2 
1δ  2δ
 
Figure 1-6 Zones des conductions : continue et discontinue 
 
En MCC le rapport de conversion du convertisseur boost est donné par 1/(1- )M D= , alors 
qu’en MCD, on à : 
1 2
2
C
g
V D DM
V D
+
= =  
 
(1-14)
où 1D T  et 2D T  sont les temps de séjour dans la première et la seconde configuration 
respectivement. Le calcul de l’ondulation du courant d’inductance Li∆  nécessite la détermination 
de 2D . Pour cela une nouvelle variable correspondant au courant de la diode ( VDi ) est introduite. 
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À l’équilibre, il y a d’un côté /C T VD T Ci i V R〈 〉 = 〈 〉 −  et de l’autre, la surface (S) (Fig. 1-5) qui 
donne la valeur moyenne du courant de la diode par /VD Ti S T〈 〉 = . Ceci mène à la relation 
suivante : 
1 2
2
gC V D D TV
R L
=  
 
(1-15)
En combinant (1-14) et (1-15) nous obtenons : 
2
11 1 4 2
2
RTD
LM
⎛ ⎞+ + ⎜ ⎟
⎝ ⎠=  
(1-16)
Contrairement au cas du MCC, le rapport de conversion en MCD est une fonction de L , de T  
et, essentiellement, de la charge R  qui varie selon l’application.  
I. 4. Modes de commande 
Pour obtenir la tension désirée à la sortie du convertisseur, plusieurs contrôleurs ont été utilisés. 
Parmi ces derniers, on peut citer la rétroaction (feedback) qui a comme entrée l’erreur entre la 
tension de sortie et la référence, et comme sortie le rapport cyclique à appliquer au convertisseur. 
Si l’on désire introduire aussi le courant d’inductance, on peut utiliser dans ce cas ce que l’on 
appelle « un retour d’état complet ». A partir de la nature de l’entrée du contrôleur, il en résulte 
deux modes de commande [Kre, 98] :  
 
(i) mode tension où seule une mesure partielle de l’état est nécessaire (tension de sortie). 
Ce mode de commande présente l’avantage d’être à la fois simple et direct. L’erreur 
entre la tension de sortie et celle de la référence est utilisée comme entrée du 
correcteur, qui est suivi par un bloc MLI forçant le convertisseur à commuter entre 
ses configurations pour atteindre la référence. Néanmoins, son utilisation pour les 
convertisseurs ayant une réponse à phase non minimale (boost, buck-boost) peut 
conduire le système bouclé à l’instabilité [Sir, 97].  
 
(ii) mode courant où la mesure de l’état est complète comme montré sur la figure 1-7. La 
régulation de la tension de sortie est assurée indirectement via le réglage du courant 
d’inductance [Tse, 03]. De ce fait, ce mode est recommandé pour les convertisseurs 
boost et buck-boost ayant une réponse à phase non minimale [Sev, 85], [Sir, 97]. 
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Vrefim
gv(.) 
Iref
iL 
VDL 
C R ouVg sw
Comp.
R1
R2
Amp. Op. 
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T
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gi(.) 
Q 
R S 
imu
 
Figure 1-7 Mode de commande en courant  
 
I. 5. Effet des imperfections des éléments du convertisseur 
Cette section est dédiée à l’étude des effets des imperfections au niveau des composants du 
convertisseur. Il s’agit des résistances internes Lr , swr , VDr  et Cr  des éléments L , sw , VD  et C  
respectivement. Le schéma du convertisseur dans ce cas est donné par la figure 1-8. 
 
swr  
L VDr  Lr  ( )Li t  
swgV  
C
R
cr
( )Cv t
0 ( )u t
VD
 
Figure 1-8 Convertisseur boost avec les imperfections 
 
Le rapport de conversion du convertisseur de la figure 1-8 devient donc : 
( )
( )2
1 1
11 1
1
L sw VD
M
r Dr D rD
D R
⎛ ⎞
⎜ ⎟
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟+ + −−⎝ ⎠ +⎜ ⎟⎜ ⎟−⎝ ⎠
 
 
 
(1-17) 
 
Le premier terme ( )1 1 D−  correspond au rapport de conversion dans le cas où le convertisseur 
serait idéal et le second représente le rendement du convertisseur. L’effet de ces imperfections sur 
le rapport de conversion est illustré par la figure 1-9. 
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Figure 1-9 Effet de l’imperfection des éléments sur le rapport de conversion 
 
Nous constatons qu’à partir d’une certaine valeur du rapport cyclique, l’effet des imperfections 
devient prédominant et change complètement le fonctionnement du convertisseur. En effet, pour 
des valeurs supérieures à 0.9, on obtient un comportement inversé, d’où la nécessité de limiter le 
rapport cyclique à 0.9. De plus cette limitation permet d’éviter de court-circuiter la source 
d’alimentation. 
 
I. 6. Modélisation du convertisseur boost 
Pour analyser le comportement du convertisseur et synthétiser un contrôleur adéquat permettant 
d’atteindre les performances désirées, la modélisation constitue une étape nécessaire. Cette 
section présente les principales modélisations présentées dans la littérature avec leurs avantages et 
inconvénients.  
Les convertisseurs statiques présentent la caractéristique d’être linéaires par morceaux [Eri, 99]. 
Ceci nous permet d’obtenir des modèles linéaires, pour chaque configuration, de la forme : 
 
i i gx A x BV= +  
 
(1-18)
où [ ]TL Cx i v=  est l’état du système, iA  et iB  sont les matrices d’état dans la èmei  configuration 
( 1, 2i  =  en MCC et 1, 2, 3i   =  en MCD). 
 
En utilisant (1-18), nous présenterons dans ce qui suit quelques méthodes de modélisation des 
convertisseurs statiques. 
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I.6.1. Modèle détaillé 
Ce modèle est généralement conçu pour la vérification ainsi que la validation des autres 
techniques de modélisation ou de commande. Il s’agit de la résolution exacte des équations 
différentielles représentant le système dans chaque configuration. En effet, si l’on considère que 
le convertisseur peut être décrit par (1-18) dans chaque configuration, la solution exacte peut être 
donnée par : 
0( ) 1 1
0( ) ( ( ) )i
A t t
i i i i g i i gx t e x t A B V A B V
− − −= + −  (1-19)
Le modèle détaillé est obtenu en utilisant l’état final de la configuration précédente comme valeur 
initiale de l’état de la configuration actuelle.  
 
Remarque :  
Sur une période d’horloge, l’ordre de succession des configurations est fixe comme montré sur la 
figure 1-4. La première configuration est activée par l’impulsion d’horloge, le passage à la seconde 
est conditionné par l’arrivée à la référence et l’annulation du courant d’inductance conduira à la 
troisième configuration.  
 
I.6.2. Modèle moyen  
La mise en œuvre d’un contrôleur pour les convertisseurs statiques nécessite un modèle 
dynamique du convertisseur au lieu de la représentation statique suivante : 
( ),gV V M D R=  (1-20)
Le modèle dynamique recherché doit exprimer l’effet de la variation de la tension d’alimentation, 
de la commande (rapport cyclique) et de la charge sur la tension de sortie. Pour avoir un modèle 
simple à manipuler mathématiquement, on doit se limiter à l’approximation de chaque signal par 
sa composante continue et sa première composante alternative. Le modèle moyen ne conserve 
que la dynamique du système relative aux basses fréquences.  
Si l’on considère que le convertisseur séjourne dans la èmei  configuration décrite par (1-18) 
pendant une durée id T , le modèle moyen est donné par : 
( )
1
N
T i i T i g
i
x d A x BV
=
〈 〉 = 〈 〉 +∑  
 
(1-21)
où N est le nombre des configurations du convertisseur suivant le mode de conduction choisi et 
on a 
1
1
N
i
i
d
=
=∑ . 
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Remarque : D’autres travaux utilisent le modèle moyen du commutateur pour avoir une 
description moyenne du système global [Dij, 95], [Rea, 02], [Bry, 04]. Ce choix est motivé par le 
fait que la dynamique des hautes fréquences est introduite par le commutateur. 
 
Dans le cas du convertisseur boost de la figure 1-8 fonctionnant en MCC, la fermeture du 
commutateur sw  implique que le système est décrit par :  
( ) ( ) ( )( )L g L sw L
dL i t v t r r i t
dt
= − +  
 
(1-22a)
( )( ) CC
C
v tdC v t
dt R r
= −
+
 
 
(1-22b)
( ) ( )o C
C
Ru t v t
R r
=
+
 
 
(1-22c)
Alors que son ouverture met le système dans sa deuxième configuration exprimée par : 
( ) ( ) ( )( ) CL g L VD L C
C C
R rd RL i t v t r r i t v t
dt R r R r
⎛ ⎞
= − + + −⎜ ⎟+ +⎝ ⎠
 (1-23a)
( ) ( ) ( )( )1C L C
C
dC v t R i t v t
dt R r
= −
+
 
 
(1-23b)
( )( )( ) ( )o C C L
C
Ru t v t r i t
R r
= +
+
 
 
(1-23c)
On considère qu’il n’y a pas de commutations multiples dans un cycle d’horloge i.e. Td d〈 〉 = , 
que le système séjourne dans la première configuration pendant ( )d t T  et dans la seconde 
( ) ( )( )1d t T d t T′ = − . Le modèle moyen est obtenu par la pondération de l’état du système dans 
la première configuration (1-22) et dans la deuxième (1-23) respectivement par le rapport cyclique 
( )d t  et son complément ( )d t′ . En effet, le modèle moyen sera donné par :  
( ) ( ) ( )( ) ( ) ( )1T x T d Tx t A x t d t A x t B t〈 〉 = 〈 〉 + − 〈 〉 +  (1-24a)
( ) ( ) ( )( ) ( )1o T x T d Tu t C x t d t C x t〈 〉 = 〈 〉 + − 〈 〉 . (1-24b)
où ( ) ( ) 0T
T
gv t
L
B t
⎡ ⎤
= ⎢ ⎥
⎣ ⎦
〈 〉
, 0x
C
R
R r
C
⎡ ⎤
⎢ ⎥+⎣ ⎦
= , 0
C
d
CR r
R r
C
⎡ ⎤
⎢ ⎥+⎣ ⎦
= , 
( )
( )
0
10
w
x
L s
C
r r
L
C R
A
r
⎡− + ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥−⎢ ⎥+ ⎦
=
⎣
 et 
( )
( )
1
0
C
V
C
C
d
sw D
C
R r Rr r
L R r L R r
R
C R
A
r
⎡ ⎤⎛ ⎞
− − + + −⎢ ⎥⎜ ⎟+ +⎝ ⎠⎢ ⎥
⎢ ⎥
⎢ ⎥
+⎢ ⎥⎣ ⎦
= . 
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Pour présenter les performances du modèle moyen, on considère le convertisseur avec les 
paramètres suivants : 15gV V= , 20L mH= , 0.75Lr = Ω , 20C Fµ= , 0.2Cr = Ω , 0.3swr = Ω , 
0.24VDr = Ω  et 30R = Ω . La figure 1-10 illustre les réponses du système avec le modèle détaillé 
ainsi que celle avec le modèle moyen. La tension de sortie est forcée d’atteindre trois niveaux de 
tension 30V , 45V  et 60V . Les réponses montrent que le modèle moyen suit bien la moyenne 
glissante du modèle détaillé. Au moment de la variation de la consigne, on note que la fonction 
reliant la tension de sortie à la commande (rapport cyclique) est à phase non minimale. De ce fait, 
certains types de commandes [Sir, 97] ne pourront pas assurer la stabilité du système global en 
schéma de commande directe. 
refV  
Modèle détaillé 
( )Cv t en noire 
 
Modèle moyen 
( )C Tv t〈 〉 en blanc 
Temps (s)  
Figure 1-10 Réponse du système avec le modèle moyen 
 
Le model moyen (1-24) décrit certes une partie de la non linéarité du convertisseur, néanmoins, il 
néglige l’effet de la fréquence de commutation. Celle-ci est un élément central dans la prédiction 
du comportement du système et elle permet la détermination du mode de fonctionnement du 
convertisseur. 
I.6.3. Modèle à petits signaux 
Malgré l’absence de la fréquence de commutation dans le modèle moyen, des non linéarités 
apparaissent dans celui-ci. Ceci ne permet pas d’utiliser les méthodes classiques d’analyse et de 
commande du convertisseur avec ce modèle. Afin de remédier à ce problème, un modèle dit à 
petits signaux peut être une alternative. Il s’agit de linéariser le modèle moyen autour d’un point 
de fonctionnement donné. Pour cela, on considère que chaque variable Ty〈 〉  est la somme d’une 
composante continue Y  représentant le point de fonctionnement et une petite variation ŷ  
autour de celui-ci, i.e. ˆTy Y y〈 〉 = +  avec ŷ Y . Ainsi, le système d’équation (1-24) sera 
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composé de trois termes : une composante continue qui englobe les différents paramètres du 
point de fonctionnement (régime permanent), une composante variable du premier ordre 
décrivant les variations du système autour du point de fonctionnement et une troisième 
composante, variable du deuxième ordre. Etant donné que la valeur de la dernière composante 
est négligeable par rapport à celle des deux premières, on peut n’utiliser que celles-ci pour 
approximer le comportement du système et l’analyser en composante continue et variable. 
 
I.6.3.1. Analyse en composante continue  
En utilisant la composante continue, le point de fonctionnement peut être représenté par celle du 
rapport cyclique ( 1D D′= − ) donnée par la solution de l’équation suivante :  
( )
2
2 0gcSW VD L SW
C c o
VRrRD D r r R r r
R r R r U
⎡ ⎤ ⎡ ⎤
′ ′+ − + + − + + =⎢ ⎥ ⎢ ⎥+ +⎣ ⎦ ⎣ ⎦
 
 
(1-25)
Après avoir déterminé le point de fonctionnement, on doit synthétiser un modèle linéaire autour 
de ce point permettant de relier la variation de la tension à celle du rapport cyclique.  
 
I.6.3.2. Analyse en composante variable  
En négligeant les termes du deuxième ordre et en n’utilisant que ceux du premier ordre, nous 
obtenons le modèle linéaire suivant : 
( ) ( ) ( ) ( )1 2 ˆˆ ˆˆ ˆL g L C
C
d RDL i t v t i t d t v
dt R r
α α
′
= − + −
+
 
 
(1-26a)
( ) ( ) ( ) ( )1 ˆˆˆ ˆC L C L
C
dC v t RD i t v t RI d t
dt R r
⎡ ⎤′= − −⎣ ⎦+
 
 
(1-26b)
( ) ( ) ( ) ( )ˆˆˆ ˆo C C L C L
C
Ru t v t r D i t r I d t
R r
⎡ ⎤′= + −⎣ ⎦+
 
 
(1-26c)
avec 1 CL sw VD
C
D Rrr Dr D r
R r
α
′
′= + + +
+
 et 
2
2 22
C
L sw VD L
C C
Rr R DI r r I
R r R r
α α
⎛ ⎞′
= = − + + +⎜ ⎟+ +⎝ ⎠
. 
Ce système est transformé et donné sous la forme de fonctions de transfert. La première décrit 
l’effet de la variation du rapport cyclique sur le courant d’inductance par :  
( )
( )
4
2
2 2
1ˆ
ˆ
1
L
id id
s
i s
W K
d s s s
Q
ω
ω ω
⎛ ⎞
+⎜ ⎟
⎝ ⎠= =
⎛ ⎞
+ +⎜ ⎟
⎝ ⎠
 
 
 
(1-27)
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où ( )2 1 1 2VD swid g
C
r rR RK V D
R R R r
⎡ ⎤−
= + + −⎢ ⎥′ +⎣ ⎦
, 
( ) ( )
( ) ( )( )
2
4
2
2 1
2 2
1
VD sw C
C
VD sw CC
C
r r rR r
R D RD
r r R rrC R r
RD R D
ω
−⎡ ⎤
+ + +⎢ ⎥′ ′⎣ ⎦=
− +⎡ ⎤
+ + +⎢ ⎥′ ′⎣ ⎦
, 
( )2 C
R
LC R r
ω
′
=
+
 et 
( )
( )( )
1
1
C
C C L C C sw VD
CQ R R r CL Rr r r Rr D R r Dr D r
L
′= +
′ ′+ + + + + +⎡ ⎤⎣ ⎦
.  
alors que la seconde donne son effet sur la tension de sortie du convertisseur par :  
3 1
2
2 2
1 1
ˆ
ˆ 1 1
O
ud ud
S S
uW K
d S S
Q
ω ω
ω ω
⎛ ⎞⎛ ⎞
+ −⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠= =
⎛ ⎞
+ +⎜ ⎟
⎝ ⎠
 
 
 
(1-28)
où ( )
2
2ud SW L g
C
RDRK r r V
R R r
⎛ ⎞′
= − − +⎜ ⎟
⎜ ⎟′ +⎝ ⎠
, ( )
2
1
1
L SW
C
RD
r r
L R r
ω
⎛ ⎞′
= − −⎜ ⎟
⎜ ⎟+⎝ ⎠
 et 3
1
CCr
ω = . 
Cette fonction de transfert représente une bonne approximation de la dynamique du 
convertisseur boost autour du point de fonctionnement D . Nous constatons également que cette 
fonction de transfert est un système à phase non minimale dû à l’existence du zéro inversé 1ω . 
L’illustration des performances du modèle à petits signaux est montrée à travers l’exemple du 
convertisseur boost avec les paramètres suivants : 45gV V= , 2.12L mH= , 0.74Lr = Ω , 
100 FC µ= , 0.18Cr = Ω , 0.3SWr = Ω , 0.24VDr = Ω , et 1.2R K= Ω .  
En introduisant une variation de 0.5% autour de 0.5D  les résultats de simulation obtenus sont 
montrés sur la figure 1-11.  
Tension de sortie en utilisant 
le modèle détaillé 
Tension de sortie en utilisant 
le modèle à petits signaux 
Temps (s)
ˆou  
 
Figure 1-11 Réponse du système avec le modèle à petits signaux 
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Nous constatons que le comportement du convertisseur est bien décrit par le modèle à petits 
signaux autour du point de fonctionnement. Par ailleurs, ayant négligé les termes du second 
ordre, une légère erreur est présente.  
 
I.6.4. Modèle discret 
Les méthodes de modélisation, précédemment mentionnées, donnent en continu soit une 
expression analytique du système (modèles moyen et à petits signaux) soit une description 
numérique exacte (modèle détaillé) du comportement du système. Néanmoins, si l’on s’intéresse à 
la compréhension des comportements non linéaires du système tout en obtenant une expression 
analytique du modèle et sans alourdir le calcul, la modélisation par échantillonnage (observation) 
de l’état du système (modélisation discrète) peut être une alternative. 
Dans cette dernière méthode de modélisation, le choix de l’instant d’échantillonnage est 
important. En effet, l’opération d’échantillonnage doit fournir le maximum d’informations sur les 
non linéarités existantes dans le système. Parmi les méthodes d’échantillonnage, on trouve celles 
basées sur la section de Poincaré développée par Henri Poincaré en 1899 [Poi, 99]. Il s’agit d’une 
section ou une hyper surface bien choisie dans l’espace d’état du système et l’échantillonnage est 
effectué à chaque intersection de l’état du système avec la section de Poincaré durant son 
évolution dans le temps.  
Comme le convertisseur statique est un système non autonome, il est préférable donc de choisir 
une section de Poincaré en fonction du temps [Ban, 01]. Ceci permet d’avoir une relation 
récursive entre les échantillons consécutifs de l’état du système : ( ) ( )( )1x k f x k+ = . Le modèle 
obtenu est nommé, généralement, la carte itérée, le modèle récurent ou le modèle discret. Une 
illustration de la méthode d’échantillonnage en fonction du temps est donnée par la figure 1-12.  
 
x1 
x2 
t
Trajectoire du système Section de Poincaré
échantillons 
 
Figure 1-12 Section de Poincaré pour un système non autonome  
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Dans le domaine des convertisseurs statiques, selon l’instant d’échantillonnage [Ban, 01], trois 
types de cartes itérées du système peuvent être considérées. En effet, si l’on considère que le 
convertisseur est commandé en mode tension, la comparaison au niveau du bloc MLI est illustrée 
dans la figure 1-13. 
 
vcom 
vramp
H 
VB
VH
 
Carte 
stroboscopique 
Carte de 
commutation-S 
Carte de 
commutation-A 
tn tn+1 tn+2 tn+3 tn+4
tm tm+1 tm+2 tm+3
tk tk+1 tk+2
T 
 
Figure 1-13 Instants d’échantillonnage  
 
La carte stroboscopique est obtenue par échantillonnage périodique de l’état du système à chaque 
impulsion d’horloge H  ( nt , n+1t , n+2t ,…). Cependant, dans certains cas, il est nécessaire de 
développer d’autres types de cartes basées sur l’événement de commutation afin de montrer 
certains comportements du convertisseur qui ne peuvent pas être explorés par la carte 
stroboscopique. En effet, il se peut qu’il y ait des cycles de MLI sans commutation (cycles sautés) 
si la tension de commande comv  excède la tension de rampe rampv  (Fig. 1-13). Dans ces situations, 
la carte stroboscopique ne peut pas détecter cette anomalie, d’où l’intérêt d’utiliser une carte de 
commutation-S permettant d’observer l’état du système à chaque commutation qui coïncide avec 
une impulsion d’horloge ( mt , m+1t ,. m+2t ,…). Ainsi, il est possible de détecter l’anomalie en 
comparant la période d’échantillonnage avec celle de l’horloge. Si la période d’échantillonnage est 
supérieure à la période de l’horloge, alors le nombre de cycles sautés peut être calculé. 
La carte de commutation-A est obtenue en échantillonnant l’état du système à chaque 
commutation. Elle correspond à l’intersection du signal comv  avec le signal de rampe rampv  ( kt , 
k+1t ,. k+2t ,…) à l’intérieur d’un cycle d’horloge T . La seule différence entre cette carte et la 
précédente est que la période d’échantillonnage n’est pas forcement multiple de la période 
d’horloge. Cette carte est généralement utile pour aboutir à une forme fermée de la carte où à une 
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relation explicite entre les échantillons de l’état du système. Ceci facilite l’analyse et la prédiction 
du comportement du système [Ber, 00].  
 
Dans notre travail, on a choisi d’utiliser la carte stroboscopique tout en considérant qu’il n’y aura 
pas des cycles sautés. Ce type de cartes est largement utilisé pour l’analyse du fonctionnement des 
convertisseurs. Ce choix est également motivé par le fait que le système d’échantillonnage est 
conduit par un signal d’horloge externe ( H ) indépendant du fonctionnement du convertisseur. 
Ceci facilite la mise en œuvre d’un module externe pour l’échantillonnage, contrairement aux 
deux autres cartes reliées à l’état du commutateur et au signal d’horloge, ce qui augmente le prix 
et la complexité du système d’échantillonnage.  
 
I. 7. Rappel sur les comportements non linéaires des systèmes dynamiques 
Afin d’étudier les comportements anormaux exhibés par un convertisseur statique, nous allons 
rappeler quelques notions utilisées dans le domaine des systèmes dynamiques ainsi que les outils 
nécessaires pour l’analyse de ces comportements.  
 
I.7.1. Système dynamique  
Un système est dit dynamique s’il dispose d’un ensemble de variables d’état indépendantes x , et 
d’une fonction f  qui relie l’état avec sa variation dans le temps : 
( ) ( )( )1x n f x n+ =  (en discret) ou ( )d x f x
dt
=  (en continu) 
 
(1-29)
 Flot et point fixe  
On appelle flot du champ de vecteurs f , la famille des solutions de (1-29) donnée par : 
0
n nx ⊂ →  
( ) ( )0 0 0 ,tx x x x tϕ→ =  (resp. ( ) ( )0 0 0 ,nx x x x nϕ→ = )  
et ayant les propriétés suivantes : 
 ( )0 0 0x xϕ =  (resp. ( )0 0 0x xϕ = ) 
 ( )0t xϕ  (resp. ( )0n xϕ ) a la même classe que la fonction f  
 ( ) ( )( )1 2 1 20 0t t t tx xϕ ϕ ϕ+ =  (resp. ( ) ( )( )1 2 1 20 0n n n nx xϕ ϕ ϕ+ = ) 
On appelle point fixe * lim ttx ϕ→∞=  ou point d’équilibre, la valeur finale de l’état du système en 
régime permanant définie par : 
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( ) ( )* 1x x n x n= = +  (en discret), ( ){ }* | 0x x f x= = (en continu) (1-30)
Ces deux notions sont illustrées graphiquement dans la figure 1-14, pour le convertisseur boost 
décrit par son modèle moyen. 
Point d’équilibre *x
Champ de vecteurs
Solution particulière 
pour T0x =[0, 0]  
C Tv〈 〉  
L Ti〈 〉  
Figure 1-14 Flot et point fixe pour un convertisseur boost 
 
I.7.2. Stabilité structurelle du convertisseur 
Il existe plusieurs concepts de la stabilité, parmi lesquelles : la stabilité au sens d’entrée bornée -
sortie bornée, la stabilité asymptotique, la stabilité exponentielle. Si le problème de stabilité est 
discuté pour une condition initiale quelconque, on parle d’une stabilité globale, sinon on parle 
d’une stabilité locale autour d’un point de fonctionnement donné [Slo, 91].  
Dans le cas des systèmes dynamiques, la solution *x  est une orbite. Le terme orbite inclut les 
solutions de type points fixes, périodiques ou quasi périodiques. La conception du contrôleur 
pour un tel système est effectuée, généralement, sous l’hypothèse que le système ne change pas la 
structure de son orbite. L’étude de stabilité de la structure de l’orbite ainsi que les conditions pour 
lesquelles l’orbite change sa structure fait l’objet de ce qu’on appelle la stabilité structurelle [Sas, 
99], [Ber, 05]. Un système dynamique est dit structurellement stable si son plan de phase ne 
change pas qualitativement en présence de faibles perturbations au niveau de ses paramètres [Pai, 
95]. 
 
Une méthode d’analyse de ce type de stabilité est basée sur la linéarisation du système en utilisant 
la notion de la matrice Jacobienne [Tse, 03]. Grâce à cette technique le système linéarisé est décrit 
par :  
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( )
( )
( )
( )
1 1
2 2
1
.
1
x n x n
J
x n x n
+⎛ ⎞ ⎛ ⎞
=⎜ ⎟ ⎜ ⎟+⎝ ⎠ ⎝ ⎠
 (en discret) ou 1 1
2 2
.
x xd J
x xdt
∆ ∆⎛ ⎞ ⎛ ⎞
=⎜ ⎟ ⎜ ⎟∆ ∆⎝ ⎠ ⎝ ⎠
 (en continu) 
 
(1-31)
où 1
2
x
x
x
⎡ ⎤
= ⎢ ⎥
⎣ ⎦
, *1*
*2
x
x
x
⎡ ⎤
= ⎢ ⎥
⎣ ⎦
, 1 1 *1
2 2 *2
x x x
x x x
∆ ⎛ ⎞−⎛ ⎞
= ⎜ ⎟⎜ ⎟∆ −⎝ ⎠ ⎝ ⎠
, 1
2
f
f
f
⎡ ⎤
= ⎢ ⎥
⎣ ⎦
, et 
*
1 1
1 2 11 12
21 222 2
1 2 x x
f f
x x J J
J
J Jf f
x x
=
∂ ∂⎡ ⎤
⎢ ⎥∂ ∂ ⎡ ⎤⎢ ⎥= = ⎢ ⎥∂ ∂⎢ ⎥ ⎣ ⎦
⎢ ⎥∂ ∂⎣ ⎦
. 
La matrice Jacobienne ( J ) dans le cas continu donne la relation entre la dynamique du système et 
son état, alors qu’en discret elle donne la relation récursive entre les différents échantillons de 
l’état du système.  
I.7.3. Classification des points fixes 
La stabilité du système (1-31) est reliée aux valeurs propres de la matrice Jacobienne. Selon la 
nature de ses valeurs propres, on peut distinguer plusieurs types de points d’équilibres. En effet, 
si l’on désigne par ( )tr J  et det(J)  la trace et le déterminant de la matrice J ,  les valeurs propres 
de cette matrice sont 1,2 ( )tr Jλ = ± ∆  avec ( )
2( ) 4 ( )tr J det J∆ = − .  La figure 1-15 donne une 
illustration de quelques exemples des points fixes dans le cas d’un système continu [Che, 98].  
 
Point répulsif
0∆ >  
0∆ =  
0∆ <  
( )det J  
( )tr J  
 
Centre
Spirale 
attractive 
Spirale 
répulsive 
Point attractif
Selle
Selle
 
Figure 1-15 Exemples des points fixes d’un système dynamique continu 
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On note qu’une classification similaire est valable pour les points fixes du système discret. Dans 
ce cas, la condition de stabilité est donnée par l’amplitude des valeurs propres, i.e. 1,2 1λ < . 
 
I.7.4. Attracteurs  
L’attracteur est un ensemble, vers lequel un système évolue de façon irréversible en l'absence de 
perturbations. Si l’on considère que tΓ  représente un opérateur d’évolution qui agit sur une 
condition initiale 0
nx ∈  de telle que ( )0 0 ,t nx x x tΓ = ∈ , les applications répétées de 
l’opérateur tΓ  forment un sous espace de n  nommé attracteur ( X ) et caractérisé par [Eck, 81] : 
- a) Invariance : un attracteur X  est un ensemble invariant du flot du système, i.e. 
t X XΓ ∈ . 
- b) Attractivité : il existe un voisinage U  de l’attracteur X  ( X U⊂ ) de telle sorte qu’une 
évolution du système initiée dans U  reste dans U  et s’approche de X  avec l’évolution 
du temps : , 0tU U tΓ ⊂ ∀ ≥  et tU XΓ →  quand t →∞ .  
- c) Récurrence : les trajectoires initiées d’un état dans un sous-ensemble ouvert de 
l’attracteur X  reviennent répétitivement et arbitrairement au même point initial après 
une évolution du temps arbitrairement large. Les solutions transitoires ou instables ne 
vérifient pas cette propriété. 
- D) Irréductibilité : signifie qu’un attracteur ne peut être décomposé en deux parties 
distinctes ou en sous attracteurs [Nay, 95]. 
Le domaine nϒ ⊂  incluant toutes les conditions initiales 0x  pour lesquelles le système 
converge vers l’attracteur X  avec l’évolution du temps (i.e. 0
t x XΓ →  quand t →∞ ) est 
nommé bassin ou domaine d’attraction. Celui-ci limite la zone d’attractivité de l’attracteur. 
I.7.5. Classification des attracteurs 
Il existe plusieurs types d’attracteurs : ponctuels, périodiques, quasi périodiques et chaotiques. 
Cette classification est basée sur le type de la réponse du système en régime permanent [Nay, 95]. 
L’attracteur ponctuel est caractérisé par un point dans le plan de phase. Contrairement à cet 
attracteur, le reste des attracteurs sont des solutions dynamiques (variables dans le temps).  
I.7.5.1. Attracteur périodique 
Un attracteur périodique caractérise les systèmes dynamiques à réponse périodiques (ayant un 
rapport rationnel entre les fréquences formant le spectre de la réponse du système en régime 
stationnaire) [Tse, 03]. Cela résulte en une forme fermée dans le plan de phase. Un exemple est 
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donné par la figure 1-16. Il est obtenu par un modèle détaillé du convertisseur, où on remarque 
qu’à partir de différentes valeurs de l’état initial, les trajectoires de ce dernier sont attirées par une 
seule forme fermée dans le plan de phase. 
 
 Cv
Li  
Attracteur
 
Figure 1-16 Exemple d’attracteur périodique pour un convertisseur boost  
 
I.7.5.2. Attracteur quasi-périodique 
L’attracteur quasi périodique caractérise les systèmes dynamiques ayant, en régime permanent, un 
spectre qui contient deux fréquences dont le rapport entre elles, est irrationnel. Pour illustrer ce 
type d’attracteurs, on considère le système suivant : 
 
( )( ) ( )
( )( ) ( )
( )
1 21
2 1 2
3 1
cos cos
cos sin
sin
c a t tx
d x c a t t
dt
x a t
ω ω
ω ω
ω
⎛ ⎞+⎛ ⎞ ⎜ ⎟⎜ ⎟ = +⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 
 
 
(1-32)
avec 5a = , 40c = , 2 1 55 3ω ω = . 
 
Pour 1 1ω = , l’attracteur quasi périodique est donné par la figure 1-17. On remarque que la 
trajectoire forme une bobine. Ceci est dû à l’existence de deux fréquences ( 1 2,ω ω ).  
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1x
2x  
3x  
 
Figure 1-17 Attracteur quasi périodique 
 
I.7.5.3. Attracteur chaotique 
Le dernier type d’attracteurs est celui caractérisant les systèmes chaotiques. Il est plus difficile de 
donner une définition de ces systèmes que de citer leurs propriétés. Le mathématicien Français 
Henri Poincaré (1854-1912) est le vrai père fondateur de l’étude de ces systèmes et nous ne 
pouvons trouver mieux que ce qu’il a écrit dans son livre « Science et méthode » (1908) pour décrire 
ces systèmes : 
 
«Une cause très petite, qui nous échappe, détermine un effet considérable que nous ne pouvons pas ne 
pas voir, et alors nous disons que cet effet est dû au hasard. Si nous connaissions exactement les lois 
de la nature et la situation de l’univers à l’instant initial, nous pourrions prédire exactement la 
situation de ce même univers à un instant ultérieur. Mais lors même que les lois naturelles 
n’auraient plus de secret pour nous, nous ne pourrions connaître la situation initiale 
qu’approximativement. Si cela nous permet de prévoir la situation ultérieure avec la même 
approximation, c’est tout ce qu’il nous faut, nous disons que le phénomène a été prévu, qu’il est régi 
par des lois; mais il n’en est pas toujours ainsi, il peut arriver que de petites différences dans les 
conditions initiales en engendrent de très grandes dans les phénomènes finaux; une petite erreur sur 
les premières produirait une erreur énorme sur les derniers. La prédiction devient impossible et nous 
avons le Phénomène fortuit» 
 
Dans les domaines de la physique et des mathématiques, les systèmes chaotiques sont des 
systèmes dynamiques qui, bien qu'étant en principe déterministes, arborent des comportements 
complexes, extrêmement sensibles aux conditions initiales et paraissant désordonnés. De plus, la 
trajectoire du système est bornée et imprédictible, ce qui signifie que la connaissance parfaite de 
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l’état du système à l’instant actuel ne donne aucune information sur son état à des instants futurs 
malgré la disponibilité du modèle déterministe du système.  
Afin d’illustrer un exemple des attracteurs chaotiques, on utilise la carte itérée de Hénon [Hen, 
76] décrite par : 
 
( ) ( ) ( )
( ) ( )
2
1 1 2
2 1
1
1
x n a x n bx n
x n x n
⎧ + = − +⎪
⎨
+ =⎪⎩
 
 
(1-33)
avec 1,2x ∈ , 0.3b =  et 1.4a = . Nous obtenons l’attracteur chaotique de la figure 1-18. 
1x
2x
 
Figure 1-18 Attracteur chaotique  
 
Après avoir mentionné quelques structures importantes des orbites du système dynamique, il 
nous reste à répondre aux questions suivantes : est-il possible qu’un système dynamique change la 
structure de son orbite ?, quelles sont les conditions pour lesquelles ce changement peut avoir lieu 
et combien de types de changement existent ?. La théorie de bifurcation porte la réponse à ces 
questions. 
 
I.7.6. Bifurcation 
Selon J. H. Deane [Dea, 90], la bifurcation est un changement brusque dans le comportement 
qualitatif du système suite à une variation d’un paramètre du système. Par exemple, le 
doublement de la période de la réponse du système. D’après A. H. Nayfeh [Nay, 95] la 
bifurcation est un mot français introduit par le mathématicien français Henri Poincaré, pour 
indiquer un changement qualitatif dans les caractéristiques d'un système, tel que le nombre et le 
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type des solutions, sous la variation d'un paramètre ou plus, desquels le système considéré en 
dépend [Nay, 95].  
I.7.7. Classification des bifurcations 
Comme mentionné précédemment, les systèmes dynamiques non linéaires peuvent avoir 
plusieurs points d’équilibres. Pour un ensemble donné de paramètres et de conditions initiales, le 
système sera attiré vers la solution ayant le bassin d’attraction sur lequel il se trouve initialement. 
La variation d’un où de plusieurs paramètres peut ramener le système du bassin d’attraction de la 
première solution d’équilibre à un autre ou bien, il sera attiré par une deuxième solution 
d’équilibre. Selon le scénario avec lequel ce changement se produit, on peut distinguer les 
bifurcations suivantes [Tse, 03] : 
 
Bifurcation nœud selle : Cette bifurcation désigne le fait que par le passage d’un paramètre du 
système par une valeur critique, le système acquerra ou perdra imprévisiblement une solution 
d’équilibre.  
Bifurcation transcritique : Ce type de changement caractérise l’échange de stabilité entre deux 
solutions par le passage du paramètre par une valeur critique. La solution stable deviendra 
instable et la solution instable sera stable après ce passage.  
Bifurcation fourche super critique : Ce type désigne la bifurcation en forme de fourche d’une 
solution d’équilibre stable en deux solutions d’équilibres stables. D’une autre manière, le transfert 
de stabilité d’une solution à deux solutions par le passage du paramètre par sa valeur critique. 
Bifurcation fourche sous critique : Contrairement à la dernière bifurcation, celle-ci caractérise 
la transformation de l’état d’une solution d’équilibre stable en une autre instable par le passage du 
paramètre par sa valeur critique.  
Bifurcation « doublement de période » : Comme son nome l’indique, ce type de bifurcations 
désigne le doublement de la période de la réponse du système après le passage du paramètre par 
sa valeur critique.  
Bifurcation de Hopf : Ce type de bifurcation est caractérisé par l’expansion d’une solution de 
type point fixe en une de type cycle limite. Ce type de bifurcation est à notre connaissance le seul 
qu’on peut observer dans les convertisseurs statiques en utilisant le modèle moyen [Iu, 03]. 
Collision avec bordure : Généralement, ce type de bifurcation est rencontré dans les systèmes 
dynamiques à plusieurs structures. La variation des paramètres du système peut forcer celui-ci à 
franchir la bordure et passer à une autre orbite. Par exemple, si l’on augmente la charge d’un 
convertisseur boost, ce dernier passera du MCC au MCD. Dans le premier mode, deux 
topologies sont possibles, alors dés le passage en MCD on aura trois topologies. La bordure entre 
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ces deux modes (deux structures de trajectoire) est le passage du courant d’inducteur à zéro. On 
note que la commutation entre les topologies du convertisseur n’est pas considérée comme une 
bordure car la forme de la trajectoire du système est tracée par toutes ces topologies, alors que le 
passage du MCC au MCD ou inversement changera la structure de la trajectoire par le 
changement du nombre de pièces formant cette trajectoire. 
Concernant les exemples types des systèmes présentant ces bifurcations le lecteur est référé à la 
référence [Str, 00]. Pour une classification des bifurcations ainsi qu’une analyse profonde basée 
sur la nature du système dynamique (continue ou discrète), le lecteur pourra consulter ces 
références [Gle, 94] [Wig, 00], [Ham, 01]. 
 
I.7.8. Détection du chaos : l’exposant de Lyapunov 
En utilisant le diagramme de bifurcation, il est difficile de faire la distinction entre un 
comportement chaotique et un quasi périodique. Parmi les méthodes qui permettent la détection 
du chaos, on peut citer l’exposant de Lyapunov. Elle est basée sur le principe de la sensibilité des 
systèmes chaotiques aux conditions initiales : les trajectoires issues de conditions initiales proches 
divergent localement au sein de l’espace borné de l’attracteur, et l’exposant de Lyapunov présente 
une mesure de la moyenne de cette divergence. 
On considère que le système dynamique à l’équilibre *x  est caractérisé par l’équation 
variationnelle suivante : 
( ) ( ) ( )* * *x J x xΦ = Φ (1-34)
où ( ) ( )** J x tt x eΦ = . 
Si l’on note par iλ  ( 1,...,i n= ) les valeurs propres de ( )*J x  et , 1,...,itim e i nλ= = , alors les iλ  
représentent le taux de contraction ou d’expansion de la trajectoire du système, et im  la quantité 
de contraction ou d’expansion de cette trajectoire durant t  secondes [Des, 70]. 
 
Système continu [Par, 89] : En considérant 0x  un état initial et im  les valeurs propres de 
( )0t xΦ  associées à un système de dimension n , si la limite ( ( )
1lim ln it m tt→∞
) existe alors les 
exposants de Lyapunov de 0x  sont : 
( )1lim ln , 1,...,i it m t i ntλ →∞= =
 
(1-35)
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Système discret [Par, 89] : Pour un état initial 0x , { } 0k kx
∞
=
 l’orbite parcourue par le système 
dynamique de dimension n  et ( ) , 1,...,im k i n= les valeurs propres de ( )0k xΦ , si la limite 
( ( ) 1lim kik m k→∞ ) existe, alors les exposants de Lyapunov de 0x  sont : 
( ) 1/lim , 1,...,ki ik m k i nλ →∞= = (1-36)
 
La présence du chaos dans la réponse du système est caractérisée par un exposant de Lyapunov 
positif. Le terme exposant de Lyapunov désigne généralement le plus grand des exposants ( 1λ ). 
En pratique, celui-ci est approximé dans [Mul, 95] et [Lim, 99] pour les systèmes continus par : 
( )
( )1
1 ln
0
x t
t x
δ
λ
δ
≈
 
(1-37)
où ( )0xδ  est la divergence en conditions initiales et ( )x tδ  la divergence entre les deux 
trajectoires tracées par le système après t  secondes.  
 
Pour les systèmes discrets, l’exposant de Lyapunov est approximé dans [Zha, 98] par : 
( )
1
1 ln
ndf
n dx
λ ≈
 
 
(1-38)
 
La figure 1-19 illustre le diagramme de bifurcation et l’exposant de Lyapunov pour la carte 
logistique donnée par : 
( ) ( ) ( )( )1 1x n a x n x n+ = −  
(a) 
(b) 
a 
a 
x(n) 
λ1 
 
Figure 1-19 Carte logistique : (a) Diagramme de bifurcation, (b) Exposant de Lyapunov 
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I. 8. Conclusion 
Le bon dimensionnement des éléments du convertisseur facilite l’analyse de son comportement, 
l’identification de son mode de conduction et le choix de la structure de commande. Le modèle 
du convertisseur doit refléter au mieux le comportement du système physique. Son choix dépend 
directement de son utilisation. Le modèle détaillé est adopté, habituellement, pour des raisons de 
validation, les modèles à petits signaux et moyen sont utilisés pour la synthèse des contrôleurs et 
le modèle discret pour l’analyse des comportements anormaux du convertisseur. Afin de 
comprendre et d’analyser ces comportements, des notions de base sur les systèmes dynamiques et 
les outils nécessaires pour l’analyse ont été présentés. 
Le chapitre 2 sera consacré à la présentation de deux techniques principales de la modélisation 
discrète ainsi à l’évaluation de leurs performances et leurs limites. A partir de ce constat et afin de 
remédier aux différents inconvénients, un modèle discret amélioré sera développé pour mieux 
décrire le comportement du convertisseur et servira après pour la validation des différentes 
approches de commande traitées dans le chapitre 3 et le chapitre 4. 
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II. 1. Introduction  
Les modèles vus dans le chapitre précèdent, sont particulièrement exploités à des fins de synthèse 
de contrôleurs (modèle moyen ou à petits signaux) ou pour la validation de résultats (modèle 
détaillé). Néanmoins, des hypothèses restrictives sur le fonctionnement du convertisseur sont 
nécessaires. En effet, on doit supposer que son comportement est périodique et de période égale 
à celle du système d’horloge externe. De ce fait, les comportements plus complexes ou 
imprévisibles ne peuvent être prise en compte. Afin de résoudre ce problème, la modélisation 
discrète peut être une alternative. 
Ce type de modélisation des convertisseurs statiques a déjà fait l’objet de plusieurs travaux dans la 
littérature. Pour situer notre travail dans ce contexte un aperçu bibliographique est nécessaire. 
En effet, en utilisant cette technique, J. H. B. Deane a montré dans [Dea, 90] l'existence des 
oscillations sub-harmoniques et des comportements pseudopériodiques et chaotiques pour un 
convertisseur statique de type buck. Il a développé ensuite dans [Dea, 92], une relation explicite 
reliant les états du système à deux instants de commutation successifs pour un convertisseur de 
type boost en mode courant. Parallèlement à ces travaux, D. C. Hamill et J. H. B. Deane [Ham, 
92] ont proposé un modèle discret donnant l’état du système à un instant de commutation en 
fonction de son état à l’instant de commutation précédent. Citons également les travaux de Chan 
& al. [Cha, 97] dans lesquels les auteurs ont développé un modèle stroboscopique discret pour un 
boost en mode courant par l'observation de l'état du système à chaque fin de cycle d'horloge. 
Ceci nous permet de faire une classification des travaux sur ce sujet en deux directions : 
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• Utilisation du modèle stroboscopique affiné en considérant les imperfections des 
éléments [Ban, 98]. 
• Obtention du modèle discret par l’observation de l'état du système à chaque instant de 
commutation [Dea, 91]. Cette direction peut être aussi subdivisée en deux selon l’état de 
l’interrupteur au moment de l’échantillonnage : fermé (modèle de commutation S) ou 
ouvert (modèle de commutation A) [Ham, 92], [Ber, 98].  
Cependant, quelque soit l'instant d’échantillonnage de l'état du système, les travaux développés 
dans la littérature avaient, généralement, pour but d'explorer les différents phénomènes non 
linéaires apparaissants dans les convertisseurs statiques sous certaines conditions de 
fonctionnement. La plupart d’entre eux, explorent ces phénomènes soit dans un buck en mode 
tension soit dans un boost en mode courant. Une raison à ce choix est que le premier est riche en 
phénomènes non linéaires et le second donne une relation explicite entre les échantillons 
consécutifs de l'état du système, ce qui facilite l'étude analytique du processus [Ban, 01]. 
Toutefois, ces travaux explorent les comportements anormaux en se basant sur des 
approximations (approximation de la matrice de transition) [Tse, 02]. Des hypothèses 
simplificatrices (tension de sortie constant au régime permanant) ou des conditions de validité du 
modèle proposé dans un mode ou dans une région de fonctionnement bien déterminée [Ban, 98] 
et enfin dans certains cas on suppose que les éléments du convertisseur sont idéaux [Dea, 91].  
Plusieurs travaux dans la littérature utilisent un modèle détaillé basé sur la solution exacte des 
équations différentielles relatives à chaque configuration [Ber, 00], [Maz, 01a]. Néanmoins, 
l'approche exige un temps de calcul important et un espace mémoire assez grand pour le 
traitement et le stockage des données. De plus, l’approche nécessite la régularité de la matrice 
d'état de chaque configuration [Ber, 00]. 
 
Pour pallier les inconvénients des méthodes mentionnées précédemment, nous proposons dans 
ce chapitre d’introduire des améliorations sur l’approche de modélisation discrète. Nous 
montrerons que la méthode développée regroupe aussi bien les avantages du modèle détaillé que 
ceux du modèle discret. Elle permet une description du système avec un même degré de fidélité 
que le modèle détaillé, sans aucune hypothèse restrictive ni, sur la validité du modèle dans un 
mode de fonctionnement ou de commande, ni sur les matrices d’état du système. De plus, son 
aspect discret lui permet de réduire le temps de calcul, ainsi que l’espace mémoire nécessaire pour 
le traitement et le stockage des données. Afin de valider cette approche, on présentera plusieurs 
exemples de simulation accompagnés d’une analyse du mécanisme de bifurcation dans le 
comportement du convertisseur. 
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II. 2. Modèle discret 
Parmi les formes du modèle discret, la stroboscopique (échantillonnage de l’état du système en 
synchronisme avec l’horloge) présente l’avantage d’être simple et sa mise en oeuvre moins 
coûteuse. Le modèle obtenu donne une relation implicite ou explicite entre deux échantillons 
successifs de l’état du système sous la forme ( )( ) ( )( )1x n T f x nT+ =  où T  est la période 
d’horloge. Pour alléger l’écriture, nous adoptons la forme suivante : ( ) ( )( )1x n f x n+ = . Dans ce 
qui suit et pour une meilleure justification de l’approche proposée, nous donnerons d’abord un 
bref  aperçu sur les deux principales  méthodes utilisées dans la littérature [Cha, 97], [Ban, 98]. 
Pour cela, on considère le convertisseur boost de la figure 1-8 du chapitre précédent fonctionnant 
en MCC. Ce mode est caractérisé par deux configurations comme l’illustre la figure 2-1. 
 
swr  
L  Lr  ( )Li t  
gV  
C  R
cr  
( )Cv t
0 ( )u t
 
(a) sw  fermé 
 L VDr  Lr( )Li t
gV
C  R  
cr  
( )Cv t  
0 ( )u t
VD
 
(b) sw  ouvert 
Figure 2-1 Configurations du convertisseur en MCC  
 
• Première méthode 
Dans la première configuration, l'inductance accumule de l'énergie, alors que le condensateur se 
décharge. Dans la seconde configuration, l’inductance se décharge et le condensateur se charge. 
L’expression de la tension aux bornes de celui-ci peut être donnée par la solution de l'équation 
différentielle suivante : 
( ) ( ) ( )
2
1 2 32 C C C
d dv t a v t a v t a
dt dt
+ + =  
 
(2-1)
où 
( )( )
( )1
C C L VD
C
L C Rr R r r r
a
LC R r
+ + + +⎡ ⎤⎣ ⎦=
+
, 
( )2
L VD
C
R r ra
LC R r
+ +
=
+
 et 
( )3
g
C
RV
a
LC R r
=
+
. 
La nature de la réponse du système est liée au choix de la charge, de l’inductance et du 
condensateur [Ban, 98]. 
Le modèle discret est obtenu, avec cette méthode, en exprimant la réponse du système à chaque 
fin de cycle d’horloge implicitement en fonction de sa réponse en début de ce cycle. Cette 
méthode permet d’avoir des expressions simples du modèle dans le cas du fonctionnement en 
MCC.  
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• Seconde méthode 
En reprenant les équations (1-22) et (1-23) représentant le comportement du système d’une façon 
continue dans les deux configurations possibles, la valeur de l’état du système à chaque cycle 
d’horloge est donnée par : 
( ) ( )( ) ( )
( )( )
2 1
( )
2 1 1
( 1)
2 2( )
1 1 ( )
1 (( ) )
(( 1) )
n n
n d T
n gnT
n T
gn d T
x n d T d T x n
d T n d T B V d
n T B V d
τ τ
τ τ
+
+
+
+ = Φ − Φ
+Φ − Φ + −
+ Φ + −
∫
∫
  
 
(2-2)
où [ ]TL Cx i v=  est l’état du système, [ ]1,2 1/ 0
T
iB L= =  et ( )m αΦ  est la matrice de transition 
associée à la configuration 1,2m =  où le système séjourne pendant α  seconde.  
La matrice de transition peut être déduite par : ( ) mAm e ααΦ =  où 
1
0
10
( )
L SWr r
LA
C R rc
+⎡ ⎤−⎢ ⎥
⎢ ⎥=
⎢ ⎥−⎢ ⎥+⎣ ⎦
, ( )
( ) ( )
2
1
C
L VD
C
C
C C
Rrr r
R r R
L L R rA
R
C R r C R r
⎡ ⎤+ +⎢ ⎥+⎢ ⎥− −
+⎢ ⎥=
⎢ ⎥
⎢ ⎥−
⎢ ⎥+ +⎣ ⎦
 et 
1
1 2
n
n
d T si m
d T si m
α
=⎧
= ⎨ − =⎩
. 
Afin de simplifier l’étude analytique du comportement du convertisseur, la matrice de transition 
est approximée par son développement en séries de Taylor à l’ordre deux : 
( )
2
2
0
1
! 2
n
k k
m m m m
k
A I A A
k
αα α α
=
Φ = ≈ + +∑   
 
(2-3)
Cette méthode utilise la forme matricielle du modèle et l’approximation en série de Taylor pour 
simplifier l’analyse du comportement du système. 
II. 3. Limites des approches de modélisation 
Le but de la modélisation est d’aboutir à la meilleure description possible du système physique. 
Le modèle ainsi construit doit être le plus fidèle que possible. Celui-ci ne permet pas seulement la 
mise en œuvre d’un contrôleur mais permet également d’explorer et de quantifier les différents 
comportements normaux et anormaux du convertisseur. L’approximation comme celle donnée 
par (2-3) permet certes de simplifier la modélisation mais ne peut donner qu’une description 
qualitative du comportement du système. Un compromis entre l’exactitude du modèle et sa 
complexité doit être observé. Dans ce contexte, cette section est dédiée à la présentation de 
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quelques limitations des méthodes de modélisation précédemment mentionnées et à nos 
motivations pour introduire quelques améliorations sur la technique de modélisation discrète.  
 
La description la plus fidèle du comportement du convertisseur est obtenue par le modèle 
détaillé. Afin d’aboutir à ce modèle, chacune des configurations du convertisseur est représentée 
par une équation différentielle linéaire du premier ordre de la forme (1-18). Le modèle détaillé est 
obtenu en utilisant la solution (1-19) pour chacune des configurations et en prenant comme 
conditions initiales pour la configuration actuelle l'état final du système dans la configuration 
précédente. Le système commute d’une configuration à une autre au début d’un cycle d'horloge, 
si l’état atteint la référence (en tension ou en courant) ou si le courant d'inductance s’annule. La 
dernière condition est utilisée dans le MCD. Une autre version de la technique de modélisation 
détaillée, utilisée dans [Maz, 01a], est basée uniquement sur la notion de la matrice de transition et 
la propriété suivante :  
1
0 0
( ) m m
t t A A t
m m m m mB d e B d e I A B
ττ τ τ −⎡ ⎤Φ = = −⎣ ⎦∫ ∫  
 
(2-4)
 
Néanmoins, l'élaboration d'un modèle détaillé en utilisant (1-19) ou (2-4) nécessite : 
 que toutes les matrices d'état ( mA ) soient inversibles comme mentionné dans [Ber, 00]. 
Ceci ne peut pas être possible dans tous les cas et plus particulièrement en MCD où le 
convertisseur a une matrice non inversible. Ainsi, on est contraint de passer d’une forme 
matricielle simple à la résolution de chacune des équations différentielles relatives au cas où 
la matrice n’est pas inversible comme montré dans [Ban, 98]. 
 un temps de calcul important et un espace mémoire assez grand pour le traitement et le 
stockage des données. 
Afin de décrire le comportement du convertisseur sans alourdir le calcul, les deux méthodes 
discrètes, précédemment mentionnées, peuvent être utilisées. La première technique de 
modélisation a été développée par Banerjee et al. [Ban, 98]. Elle est certes efficace pour explorer 
les différents phénomènes anormaux apparaissants dans un convertisseur statique lors de la 
variation de ses paramètres, mais, le modèle est obtenu sous les hypothèses suivantes [Ban, 98] :  
 La valeur de l'inductance L  et la fréquence de commutation (1/T ) sont choisies de telle 
sorte à ne pas avoir le MCD, et ainsi simplifier le développement. 
 La valeur du condensateur C  doit être judicieusement choisie pour que la tension aux 
bornes de celui-ci ne passe jamais en dessous de la tension d’alimentation gV . 
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 La tension aux bornes du condensateur ( Cv ) est considérée constante en régime 
permanent. 
 
La première condition limite la validité de l'approche sur le MCC, alors que le convertisseur peut 
passer, sous certaines conditions ou dans le cas de l’étude de la bifurcation de collision avec 
bordure, du MCC au MCD. La deuxième montre que si l’instant où la tension aux bornes du 
condensateur passe au-dessous de la tension d’alimentation coïncide avec l’impulsion d'horloge, 
le modèle ne peut pas décrire le comportement du système [Ban, 98]. La troisième condition est 
une hypothèse simplificatrice pour le calcul de la solution et elle n'est valide que dans le cas où la 
variation de la tension aux bornes du condensateur est très petite devant sa valeur moyenne. 
 
Pour remédier ces problèmes, la seconde technique de modélisation discrète utilisée dans [Ham, 
92], [Tse, 94], [Cha, 97], [Tse, 02] donne l'état du système à l'instant de commutation actuel en 
fonction de son état précèdent, en utilisant l'approximation en série de Taylor à l’ordre deux. 
Cependant, l'exactitude de ce développement dépend directement de la valeur de α  et de la 
matrice mA .  
 
Pour montrer que l'approximation (2-3) n'est pas valide dans tous les cas, nous présentons dans 
ce qui suit quelques exemples de la littérature où on a remarqué que l'erreur d'approximation, 
n'est pas négligeable. Pour cela, on définit l'erreur relative modifiée par :  
( ) ( )( ) 100 , 1, 2 1, 2,3
( )
ij
eij aij
k k
k eij
k
E i j kα αα
α
Φ −Φ
= = =
Φ
 
 
(2-5)
La position d'un élément dans la matrice ijkE  est donnée par ( ,i j ). ( )
e
k αΦ  et ( )
a
k αΦ  
représentent respectivement les matrices de transition exacte et approximée pour un séjour de α  
secondes dans la configuration k . La matrice de transition exacte ( )ek αΦ  peut être obtenue par 
l'utilisation d'un ordre de développement très élevé pour lequel la matrice tend vers sa valeur 
exacte.  
 
Au cours de notre analyse, on se focalisera sur la seconde configuration du convertisseur (Fig. 2-
1b), car elle possède une matrice d'état pleine et représente une étape critique dans le passage 
entre les modes de conduction. Afin de traiter le maximum de cas, on étudiera trois exemples de 
la littérature [Tse, 94], [Cha, 97] [Ban, 98]. 
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Considérons le boost utilisé dans [Tse, 94] avec les paramètres suivants : 16VgV = , 
208L Hµ= , 220C Fµ= , 12R = Ω , 333T sµ= . Dans cet exemple, les auteurs négligent les 
résistances internes des commutateurs ainsi que les résistances séries équivalentes des éléments; le 
convertisseur est supposé fonctionner en MCC et commandé en mode tension pour atteindre 
une référence de V25 . Ceci implique qu'en régime permanent, la seconde configuration ( 2A , 2B ) 
est valide pendant 2 0.5269D T Tα = =  seconde. Le temps de séjour α  est obtenu grâce à 
l'analyse du système en composante continue. La figure 2-2 montre l'évolution de la matrice 
d'erreur 2
ijE  en fonction de l'ordre d'approximation en séries de Taylor.  
 
Figure 2-2 Erreur relative modifiée en fonction de l'ordre d'approximation pour refV =25V  
 
A partir de cette figure, nous remarquons que l'approximation d'ordre deux mène à une erreur 
pouvant atteindre 12% de la valeur exacte des éléments de l'anti-diagonale de la matrice de 
transition. Nous constatons également qu'une bonne approximation ne peut être obtenue qu'à 
partir d'un ordre d'approximation au moins égal à trois. 
En gardant le même système et en changeant le point de fonctionnement pour atteindre une 
référence de 20V  ( 2 0.7069D T Tα = = ), les résultats obtenus sont illustrés par la figure 2-3. 
Pour cette référence, l'erreur d'approximation peut atteindre jusqu'à 23% , et une bonne 
approximation (erreur moins de 10%) ne peut pas avoir lieu qu'à partir de l'ordre quatre.  
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Figure 2-3 Erreur relative modifiée en fonction de l'ordre d'approximation pour refV =20V  
 
En augmentant la tension désirée à refV =50V ( 2 0.32D T Tα = = ), l'approximation à l'ordre deux 
devient acceptable dans la mesure où l'erreur d'approximation ne dépasse pas 4.2%  comme le 
montre la figure 2-4. Ainsi, on peut constater que l'approximation à l'ordre deux utilisée dans 
[Tse, 94] ne peut être valide que pour des faibles valeurs de α . Pour y parvenir, il faut augmenter 
soit la tension de référence soit la fréquence de commutation. Cela peut expliquer le décalage 
observé et mentionné dans [Tse, 94] entre le diagramme de bifurcation en utilisant 
l'approximation (2-3) et celui obtenu par un modèle détaillé. 
 
Figure 2-4 Erreur relative modifiée en fonction de l'ordre d'approximation pour refV =50V  
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Dans le second [Cha, 97], et le troisième [Ban, 98] exemple, le convertisseur fonctionne en MCC 
et est commandé en mode courant. Les paramètres du convertisseur utilisé dans [Cha, 97] sont : 
5gV V= , 1.5L mH= , 4 FC µ= , 40R = Ω , avec une période d'horloge 100T sµ=  et le point 
de fonctionnement ( 0.3refI A= , 2 0.6974D = ), tandis que dans [Ban, 98] le convertisseur est 
caractérisé par : 4refI A= , 27L mH= , 1.2Lr = Ω , 120 FC µ= , 0.1Cr = Ω , 20R = Ω , avec une 
période d'horloge 2T ms= . Nous choisissons le point de fonctionnement ( 45gV V= , 
2 0.7333D = ) qui correspond à un fonctionnement du système en période 1
1. Les résultats de 
simulation de ces deux exemples sont illustrés respectivement par les figures (2-5) et (2-6).  
 
Figure 2-5 Erreur relative modifiée en fonction de l'ordre d'approximation pour 
( 0.3refI A= , 2 0.6974D = ) 
 
Figure 2-6 Erreur relative modifiée en fonction de l'ordre d'approximation pour  
( 45gV V= , 2 0.7333D = ) 
                                                 
1 Dans ce fonctionnement la période du système est celle de l’horloge. 
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Nous constatons que l'approximation à l'ordre deux n'est pas suffisante dans la mesure où l'erreur 
d'approximation atteint 30%  (Fig. 2-5) dans l’exemple de [Cha, 97], et dépasse 27%  (Fig. 2-6) 
dans celui de [Ban, 98]. Une bonne approximation dans ces deux derniers cas ne peut être assurée 
qu'à partir d'un ordre d’approximation supérieur ou égal à trois. Cette erreur d'approximation est 
la cause principale du décalage observé au niveau des diagrammes de bifurcation, entre le modèle 
discret approximé et le modèle détaillé mentionné dans les travaux [Tse, 94] et [Cha, 97].  
D’une manière générale, on peut dire que l’approximation (2-3) ne donne une faible erreur 
d’approximation que si le temps de séjour dans une configuration donnée est nettement plus 
faible que la constante de temps du système relative à cette configuration. Ceci peut être réalisé, 
dans notre cas, par l’augmentation de la fréquence de commutation. Néanmoins, cette 
augmentation constitue une contrainte supplémentaire dans le choix du commutateur sw  et 
présentera un surcoût dans la réalisation du système. 
 
Afin de remédier aux problèmes relatifs aux hypothèses de validité, à l’inversion de la matrice 
d'état, la proportionnalité entre l’exactitude du modèle et sa complexité, le temps de calcul et 
l'espace mémoire nécessaires, nous proposons d’introduire des améliorations sur la seconde 
méthode de modélisation discrète. L’objectif est d’obtenir un modèle discret à la fois simple, 
exact, valide aussi bien en mode tension qu’en mode courant, et permettant de décrire le 
comportement du convertisseur quelque soit son mode de conduction (continue ou discontinue) 
sans aucune hypothèse restrictive.  
 
II. 4. Amélioration de la technique de modélisation discrète  
Dans le cas général, le convertisseur peut commuter entre trois configurations comme illustré sur 
la figure 2-7.  
 
1nt +  nt ′′nt ′nt  
(1-d1-d2)T 
(A3, B3) (A2, B2)(A1, B1) 
d1T 
M.C.D. 
M.C.C.
1Φ  2Φ 3Φ
t
d2T 
 
Figure 2-7 Dynamique du convertisseur en MCD 
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On considère que la première configuration est valide dans l'intervalle de temps n nt t t′≤ < , la 
deuxième pendant n nt t t′ ′′≤ <  et que le courant d'inductance s'annule dans l'intervalle de temps 
1n nt t t +′′ ≤ < .  
 
En utilisant la notion de la matrice de transition, le modèle du convertisseur peut être exprimé 
par : 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( )( )
( )
1
1 2
1
1 2
( )
3 3 2 2 1 1 3 3 2 2 1 1 1
( )
3 3 2 1 2 2( )
( 1)
3 3( )
1 ( ) (( ) )
( 1)
n d T
gnT
n d d T
gn d T
n T
gn d d T
x n t t t x n t t n d T BV d
t n d d T B V d
n T B V d
τ τ
τ τ
τ τ
+
+ +
+
+
+ +
+ = Φ Φ Φ +Φ Φ Φ + −
+Φ Φ + + −
+ Φ + −
∫
∫
∫
 
 
(2-6)
où 1 1n nt t t d T′= − = , 2 2n nt t t d T′′ ′= − =  et 3 1 1 2(1 )n nt t t d d T+ ′′= − = − −  comme illustré sur la 
figure 2-7. 
Nous choisissons cette forme car elle donne une relation explicite entre les échantillons de l'état 
du système ( ( )1x n + , ( )x n ) et nous permet d'éviter le problème de singularité de la matrice 
d'état [Ber, 00] ainsi que les différentes hypothèses sur la validité du modèle [Ban, 98].  
Si l’on note par mt  le temps de séjour dans la configuration m , on a seulement deux fonctions à 
calculer pour concevoir le modèle (2-6) avec exactitude : la matrice de transition ( )m mtΦ  et son 
intégrale ( )
b
m f
a
t dτ τΦ −∫ . La procédure de calcul détaillée de ces deux termes est présentée dans 
les paragraphes II.4.1 et II.4.2. 
II.4.1. La matrice de transition 
Pour calculer la valeur exacte de la matrice de transition, l’utilisation du théorème de Cayley 
Hamilton [Bro, 94] est nécessaire : 
Toute matrice carrée A  satisfait sa propre équation caractéristique. C'est-à-dire, si 
1 2
1 2 1 0det( ) ...
n n
n nA I b b b b bλ λ λ λ λ
−
−− = + + + + +  (2-7)
alors 
1 2
1 2 1 0... 0
n n
n nb A b A b A b A b I
−
−+ + + + + =  (2-8)
Ainsi, on peut avoir : 
( ) ( ) ( )1 21 2 1 0...
n nAt
n ne At At At Iα α α α
− −
− −= + + + +  
(2-9)
où , 0 : 1i i nα = −  sont des fonctions des valeurs propres de A  et de t . 
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On pose 1 2 11 2 1 0( ) ...
n n
i n i n i ir λ α λ α λ α λ α
− −
− −= + + + + .  
Si iλ  est une valeur propre simple de At , on a : ( )i ie r
λ λ=  et si iλ  est une valeur propre 
multiple d’ordre k  on aura :  
( )i
i
i
de r
d
λ
λ λ
λ
λ =
=  
( )
2
2
i
i
i
de r
d
λ
λ λ
λ
λ =
=  
… 
( )
1
1
i
i
k
ik
de r
d
λ
λ λ
λ
λ
−
− =
=  
  
Dans le cas du convertisseurs statique, la matrice d'état mA  est une matrice carrée et la valeur 
exacte de la matrice de transition est donnée par :  
( ) 0 1m mA tm m m m m mt e I A tα αΦ = = +  (2-10)
où I  est la matrice identité. 
 
Suivant les valeurs propres 1mλ  et 2mλ  de la matrice d'état mA , on a deux cas : 
Cas 1 :  
Si les valeurs propres de mA  sont distinctes ( 1 2m mλ λ≠ ), alors le polynôme (.)r  peut être écrit 
sous la forme suivante : 
1
2
1 1 0
, 1,2
1 2 0
( )
m
m
t
m m m m
m i t
m m m m
e t
r
e t
λ
λ
α λ α
λ
α λ α=
⎧ = +⎪= ⎨
= +⎪⎩
 (2-11)
Ce qui conduit à : 
( )
1 2
1
1
1 2
0 1 1
m m m m
m m
t t
m
m m m
t
m m m m
e e
t
e t
λ λ
λ
α
λ λ
α λ α
⎧ −
=⎪ −⎨
⎪ = −⎩
 
 
(2-12)
Dans le cas de valeurs propres complexes 1 2( )m m mR mIconj jλ λ λ λ= = − , l’expression (2-12) 
s’écrit :  
( )
( ) ( )
1
0
mR m
mR m
t
m mI m
mI m
t mR
m mI m mI m
mI
e Sin t
t
e Cos t Sin t
λ
λ
α λ
λ
λα λ λ
λ
⎧
=⎪
⎪
⎨
⎡ ⎤⎪ = −⎢ ⎥⎪ ⎣ ⎦⎩
 
 
(2-13)
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Cas 2 :  
Si une valeur propre est double ( 1 2m mλ λ= ), alors le polynôme (.)r  est donné par : 
1
1
1 1 0
, 1,2
1
( )
m m
m m
t
m m m m
m i t
m
e t
r
e
λ
λ
α λ α
λ
α=
⎧ = +⎪= ⎨
=⎪⎩
 (2-14)
Donc, 
( )
1
1
1
0 11
m m
m m
t
m
t
m m m
e
e t
λ
λ
α
α λ
⎧ =⎪
⎨
= −⎪⎩
 (2-15)
Si l’on désigne les parties réelle et imaginaire d’un nombre complexe respectivement par (.)Re et 
(.)Imag , la procédure complète du calcul de la matrice de transition exacte peut être résumée par 
l'organigramme suivant :  
 
 
Oui
Oui 
Non 
Non
1 2
1
1
1 2
0 1 1
( )
m m m m
m m
t t
m
m m m
t
m m m m
e e
t
e t
λ λ
λ
α
λ λ
α λ α
−
=
−
= −
1
1
0 1 1(1 )
m mt
m
m m m m
e
t
λα
α α λ
=
= −
1
0
1 1
( )
( ) ( )
( ), ( )
mR m
mR m
t
m mI m
mI m
t mR
m mI m mI m
mI
mR m mI m
e Sin t
t
e Cos t Sin t
Re  Imag
λ
λ
α λ
λ
λ
α λ λ
λ
λ λ λ λ
=
⎡ ⎤
= −⎢ ⎥
⎣ ⎦
= =
 
1 0
m mA t
m m m me A t Iα α= +
2
1 2( , )m mλ λ ∈ℜ
1 2m mλ λ≠  
,m mA t
Calcul des 
valeurs propres 
1mλ  et 2mλ  de la 
matrice mA  
 
Figure 2-8 Organigramme du calcul de la matrice de transition exacte 
 
II.4.2. Intégrale de la matrice de transition  
Pour le calcul de l'intégrale de la matrice de transition, celle-ci sera remplacée par son expression 
donnée par (2-10) et par conséquent on aura aussi deux cas selon la nature des valeurs propres de 
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mA . En effet, dans le premier cas ( ) 21 2,m mλ λ ∈ℜ , le terme de l'intégrale peut être formulé 
comme suit : 
[ ]
[ ]
1 ( )
1 1
1 1 0
( ) ( ) m f
b b b tb
a m f m f m ma a a
m m m m
I t d t d A I e d I
I A I I I
λ ττ τ α τ τ λ τ
λ
−⎡ ⎤ ⎡ ⎤= Φ − = − − +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
= − +
∫ ∫ ∫  (2-16)
Par contre, dans le cas de valeurs propres complexes ( 21 2( , )m mλ λ ∈ ), ce terme peut être 
exprimé par : 
1 0
1 0
( ) ( )
b b bb
a m f m f m ma a a
m m m
I t d t d A d I
I A I I
τ τ α τ τ α τ⎡ ⎤ ⎡ ⎤= Φ − = − +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
= +
∫ ∫ ∫  (2-17)
Les expressions de 1mI  et 0mI  ainsi que la procédure complète du calcul de l'intégrale de la 
matrice de transition sont données par l'organigramme de la figure 2-9.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Oui 
Non 
Oui 
Oui 
Oui 
, , ,m fA t a b
1 2m mλ λ≠
1 0mλ =  
2 0mλ =
Non 
Non 
Oui 
(1)(2) (3)
1 0mλ =
Non 
(4)(5) 
( )( ) 1 1 0m f
b A t
m m m ma
e d I A I I Iτ τ λ− = − +∫  
2
1 2( , )m mλ λ ∈ℜ
Non 
(6) 
( )
1 0
m f
b A t
m m ma
e d I A I Iτ τ− = +∫  
Calcul des 
valeurs propres 
1mλ  et 2mλ  de la 
matrice mA  
 
Figure 2-9 Organigramme du calcul de l'intégrale de la matrice de transition  
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Les expressions de (1) à (6) dans cette organigramme sont données par : 
( ) ( ) ( )( )2 2 2
1 2
2
0
exp ( ) exp ( )
(1)
m m f m f
m
m
m
b a t b t a
I
I b a
λ λ λ
λ
⎧ − + − − −
⎪ = −
⎨
⎪
= −⎩
, 
( ) ( ) ( )( )
( ) ( )( )
1 1 1
1 2
1
1 1
0
1
exp ( ) exp ( )
(2)
exp ( ) exp ( )
m m f m f
m
m
m f m f
m
m
b a t b t a
I
t b t a
I
λ λ λ
λ
λ λ
λ
⎧ − + − − −
⎪ = −
⎪⎪
⎨
− − −⎪
= −⎪
⎪⎩
, 
( ) ( )( ) ( ) ( )( )
( )
( ) ( )( )
2 1 1 1 2 2
1
1 2 2 1
1 1
0
1
exp ( ) exp ( ) exp ( ) exp ( )
(3)
exp ( ) exp ( )
m m f m f m m f m f
m
m m m m
m f m f
m
m
t b t a t a t b
I
t b t a
I
λ λ λ λ λ λ
λ λ λ λ
λ λ
λ
⎧ − − − + − − −
⎪ =
⎪ −⎪
⎨
⎪ − − −
⎪ = −
⎪⎩
 
2 2
1
0
 ( )(4) 2m f
m
b aI t b a
I b a
⎧ −
= − −⎪
⎨
⎪ = −⎩
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( ) ( ) ( ) ( )( )
( ) ( )
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1 1 1
1 2
1
1 1
2
1
1 1
0
1
exp ( ) exp ( )
 
exp ( ) exp ( )
(5)
exp ( ) exp ( )
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m
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⎪
⎪
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+⎨
⎪
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Ces deux organigrammes montrent la simplicité de la méthode dans la mesure où les valeurs 
exactes de la matrice de transition et de son intégrale sont obtenus seulement en fonction de deux 
termes ( 0 1,α α  et 0 1,I I ). De plus l’approche donne une solution générale pour la description du 
comportement du convertisseur. Pour un ensemble donné de paramètres du convertisseur, les 
deux organigrammes peuvent être réduits à deux expressions. Dans ce cas, le calcul des valeurs 
propres de la matrice d’état ainsi que les différentes testes peuvent être faite hors ligne afin de 
simplifier le modèle et réduire le temps de calcul. 
II. 5. Validation du modèle proposé et exploration du comportement du convertisseur  
Pour valider la technique de modélisation proposée, nous prenons dans ce qui suit, quelques 
exemples de la littérature. En effet, nous présentons d’abord une comparaison entre la technique 
de modélisation proposée, le modèle discret en utilisant l’approximation (2-3) et le modèle 
détaillé. Cette comparaison sera effectuée en termes de temps de calcul et de l’espace mémoire 
alloué pour le traitement et le stockage des données. On montera par la suite l’efficacité de 
l’approche pour plusieurs cas de figures de fonctionnement du convertisseur (normale et 
anormale).  
 
II.5.1. Exploration du comportement périodique du convertisseur 
Afin de valider la technique de modélisation proposée dans le cas du comportement périodique 
du convertisseur, on considère celui utilisé dans [Cha, 97] avec les paramètres suivants : 5gV V= , 
1.5L mH= , 0.3Lr = Ω  0.3swr = Ω , 0.3VDr = Ω , 20C Fµ= , 0.25Cr = Ω , 40R = Ω , 
100T sµ= .  
 
La figure 2-10 donne la réponse du système en utilisant le modèle détaillé avec sa réponse en 
utilisant l’approche proposée pour avoir deux cartes itérées du convertisseur : l’une est 
stroboscopique et l’autre du type commutation-A. Le convertisseur est commandé en mode 
courant pour atteindre initialement la référence 0.2refI A=  ensuite à l’instant 20t ms=  on 
augmente la consigne à 0.4refI A= . La figure 2-11 présente un zoom sur la description du 
modèle proposé du comportement du système à l’instant de changement de consigne.  
 
Les résultats obtenus confirment que le système reliant la commande (rapport cyclique) au 
courant d’inductance est à phase minimale. Ils montrent également que le comportement du 
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convertisseur est périodique de période T  et que l’approche proposée assure le même degré de 
fidélité que celle du modèle détaillé quelque soit le choix de la carte itérée.  
Temps (s) 
iL 
Carte de 
commutation-A
Carte 
stroboscopique
Modèle détaillé 
 
Figure 2-10 Réponse du système  
 
 
Figure 2-11 Zoom sur la réponse du système 
 
II.5.2. Evaluation en termes du temps de calcul et de taille des données  
Afin de présenter les performances de la technique de modélisation proposée en termes de temps 
de calcul et d’espace mémoire, nous comparons l'approche proposée avec les deux techniques de 
modélisation : discrète approximée et détaillée. Une quantification de ces deux indices de 
performance est illustrée dans le tableau suivant :  
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 Temps de calcul 
moyen  
Taille des données 
[Ko] 
Modèle discret approximé 204 ms 59 
L’approche proposée  1,98 s 59 
Modèle détaillé, 5 points/configuration 2,05 s 139 
Modèle détaillé, 7 points/configuration 4,06 s 189 
Modèle détaillé, 10 points/configuration 7,66 s 264 
Modèle détaillé, 20 points/configuration 28,22 s 514 
 
Table II-1 Temps de calcul et espace mémoire 
 
Une bonne description du comportement du système, en utilisant le modèle détaillé, nécessite au 
moins 5 points (échantillons) par configuration et ainsi un temps de calcul supérieur à celui de 
l’approche proposée. On note que le temps de calcul de l’approche proposée est obtenu par la 
forme générale de la solution (en utilisant les organigrammes des figures (2-8) et (2-9)). De ce fait, 
on note la possibilité de réduire ce temps en calculant les valeurs propres de la matrice d’état et en 
précisant les expressions actives des organigrammes (Fig. (2-8) et (2-9)) hors lignes. 
Au niveau de la taille de données, l’approche proposée assure, comme le montre le tableau II-1, la 
même taille de données que le modèle discret approximée mais moins que le modèle détaillé. De 
ce fait, on peut dire que notre approche présente un bon compromis entre ces deux techniques 
de modélisation. D’un côté, elle assure le même degré de fidélité (exactitude) que le modèle 
détaillé et d’un autre côté, grâce à sa nature discrète, elle nécessite un temps de calcul et un espace 
mémoire moindres que ceux du modèle détaillé. 
II.5.3. Exploration des comportements anormaux du convertisseur 
II.5.3.1. Convertisseur en MCC contrôlé en courant  
Exemple 1  
En MCC, le convertisseur boost possède deux configurations, dans chacune, le système peut être 
décrit par un ensemble d’équations différentielles. Si le convertisseur est commandé en mode 
courant, le convertisseur passe de la première topologie ( sw  fermé) à la seconde ( sw  ouvert) si le 
courant atteint la référence refI . Une impulsion d'horloge est ensuite nécessaire pour retourner à 
la première configuration. L'évolution de l'état du système d'un cycle d'horloge à un autre peut 
être décrite en utilisant l'approche proposée avec un temps de séjour nul dans la troisième 
topologie ( 3 0t = ). Sous la condition que l’ondulation de la tension de sortie est négligeable, la 
régulation du convertisseur en mode courant peut être réalisée en utilisant une loi de commande 
de type retour d’état donnée par [Ban, 98][Gue, 05b] :  
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( )
( )
( )
( )
( ) ln L SW
L SW
L
L SW ref
E r r i nLd n
T r r E r r I
⎛ ⎞− +
⎜ ⎟=
⎜ ⎟+ − +⎝ ⎠  
 
(2-18)
En mode courant la dynamique de la boucle interne (en courant) est plus rapide que la boucle 
externe (en tension), le courant de référence fourni par cette dernière peut être, considéré comme 
étant constant [Tse, 03]. Ainsi le schéma de commande est simplifié comme montré par la figure 
2-12 [Ban, 98]. 
 
 VDr  Lr L  
+
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( )Li t  
sw
+ 
 
 - g
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R   Q
 
S  
T
 
Figure 2-12 Schéma simplifié de la commande du convertisseur en mode courant 
 
Le convertisseur utilisé dans cette partie a les caractéristiques suivantes : 0.24VDr = Ω , 
0.3SWr = Ω , 1.2Lr = Ω , 0.1Cr = Ω , 120C Fµ=  avec une fréquence de commutation égale à 
1/ 500swf T Hz= = . En utilisant la loi de commande (2-21), le comportement original du 
convertisseur ainsi que les différents phénomènes non linéaires exhibés par ce dernier, seront 
explorés dans les domaines de fonctionnement ou de contrôle donnés dans le tableau II-2. 
 
                        Paramètre 
Param. de Bif. [ ]gV V  [ ]R Ω  [ ]L mH [ ]refI A  
[ ]gV V  [7, 50] 20 27 4 
[ ]R Ω  30 [8, 50] 27 4 
[ ]L mH  20 20 [1, 30] 4 
[ ]refI A  30 20 27 [1.4, 7]  
Tableau II-2 Domaines de fonctionnement 
 
En utilisant l'approche proposée, nous obtenons les diagrammes de bifurcation de la figure 2-13 : 
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(a) (b)
(c) (d) 
Figure 2-13 Diagrammes de bifurcation avec variation de : (a) tension d'alimentation, (b) charge, 
(c) inductance, (d) courant de référence. 
 
Une quantification comparative de ces diagrammes avec ceux obtenus par [Gue, 05b] est donnée 
par le tableau suivant :  
Comportement 
Parameter de bifurcation  1T 2T 4T 8T Chaos 
Modèle discret approximé 
[ ]gV V  [35.1, 50] [24, 35.1] [23.3, 24] [22.7, 23.3] [7, 22.7] 
[ ]R Ω  [8, 12.8] [12.8, 30] [30, 35.2] [35.2, 37.5] [37. 5, 50]
[ ]L mH  [1, 4.6] [4.6, 10.8] [10.8, 14.1] [14.1, 15.8] [15.8, 30] 
[ ]refI A  [1.4, 3.4] [3.4, 4.96] [4.96, 5.1] [5.1, 5.29] [5.29, 7] 
Modèle proposé 
[ ]gV V  [36, 50] [25, 36] [23.2, 25] [22.6, 23.2] [7, 22.6] 
[ ]R Ω  [8, 11.5] [11.5, 30.1] [30.1, 35.5] [35.5, 37.2] [37.2, 50] 
[ ]L mH  [1, 4.4] [4.4, 10.7] [10.7, 14.5] [14.5, 15.7] [15.7, 30] 
[ ]refI A  [1.4, 3.3] [3.3, 4.77] [4.77, 5.17] [5.17, 5.32] [5.32, 7] 
            (nT: Period-n)  
Tableau II-3 Quantification du comportement du convertisseur 
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À partir de la figure 2-13 et le tableau II-3, on peut remarquer que l’approche proposée donne 
une description fidèle du comportement du système grâce aux calculs exacts des différents termes 
du modèle proposé. Un décalage est observé entre les résultats du modèle discret approximé 
[Gue, 05b], et ceux obtenus avec l'approche proposée [Gue, 06a], dans la cas de la variation de la 
tension d'alimentation. Ceci est dû au fait que la tension aux bornes du condensateur, dans ce cas, 
passe au dessous de la tension d'alimentation, ce qui représente une violation de la condition de 
validité du modèle approximé [Ban, 98]. Par contre, le modèle proposé décrit le comportement 
du système sans aucune condition de validité.  
Exemple 2  
Contrairement à l'exemple précèdent les auteurs de [Cha, 97] utilisent seulement deux paramètres 
pour explorer les différents phénomènes non linéaires exhibés par un convertisseur boost 
considéré idéal et caractérisé par : 0.1 ,T ms=  5 ,gV V=  1.5 ,L mH=  ,
TC
Rγ
=  40R = Ω   
Les auteurs introduisent deux paramètres de bifurcation : primaire et secondaire. Chacun de ces 
paramètres trace, d’une manière spécifique, une route vers le chaos comme l’illustre la figure 2-14. 
Le courant de référence est utilisé comme étant le paramètre primaire de bifurcation alors que le 
facteur T
CR
γ =  est utilisé comme le secondaire. 
Les auteurs prouvent, par simulation, que les deux routes vers le chaos : via la quasi périodicité et 
le doublement de la période peuvent être considérés comme une partie d'un autre type de 
bifurcation, où la quasi périodicité se transforme en une séquence de doublement de la période 
comme montré sur la figure 2-14. 
 
Chaos 
 
Quasi-4T 
 
2T 
 
1T 
 
Chaos 
 
Quasi-8T 
 
     4T 
 
2T 
 
1T 
γ
Doublement 
de période 
refI
 
Figure 2-14 Routes au chaos avec les deux paramètres 
 
Le schéma de commande est le même que celui de la figure 2-12. Les éléments étant considérés 
idéaux, la loi de commande est simplifiée sous la forme suivante : 
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( )
( ) ref L
I i nLd n
T E
−⎛ ⎞
= ⎜ ⎟
⎝ ⎠
 
(2-19)
 
En utilisant l'approche proposée, les résultats obtenus sont illustrés par la figure 2-15. 
 
(a) via quasi-4T ( 0.125γ = ) 
 
(b) via quasi-8T ( 0.25γ = ) 
 
(c) via quasi-16T ( 0.48γ = ) 
 
(d) via doublement de période ( 0.625γ = ) 
Figure 2-15 Routes au chaos 
 
La quantification de ces résultats est donnée dans le tableau suivant : 
 
 1T 2T 4T 8T Route au chaos via 
 Paramètre primaire de bifurcation ( refI ) A 
0.125γ =  [0.4, 0.53] [0.53, 0.614] - - Quasi-4T [0.614, …] 
0.25γ =  [0.4, 0.48] [0.48, 0.592] [0.592, 0.614] - Quasi-8T [0.614, …] 
0.48γ =  [0.4, 0.41] [0.41, 0.553] [0.553, 0.607] [0.607, 0.618] Quasi-16T [0.618, …] 
paramètre 
secondaire  
de 
bifurcation 
( γ ) 
0.625γ =  [0.2, 0.366] [0.366, 0.53] [0.53, 0.581] [0.581, 0.601] Doublement de période 
Table II-4 Quantification du comportement du convertisseur  
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Les résultats obtenus avec l'approche proposée, montrent que pour 0.125γ = , le convertisseur 
se dirige vers le chaos via successivement la période 1, période 2 et quasi-4T. Pour 0.25γ =  le 
comportement quasi-4T, observé précédemment, se transforme en période 4 et la route vers le 
chaos sera dans ce cas via la quasi-8T. Nous remarquons également, que la longueur de chacun 
des domaines de fonctionnement en (1T) et en (2T) se réduit quand on passe de 0.125γ =  à 
0.25γ =  (Tab. II-4); permettant ainsi la naissance de deux nouveaux comportements à savoir : 
période 4 et quasi-8T. Pour les valeurs 0.48 et 0.625 du paramètre secondaire, la longueur de 
chacun des comportements continue à diminuer. Elle permet ainsi l'apparition de nouveaux 
comportements jusqu'au point où le chaos est atteint par le doublement de la période. On peut 
noter aussi sur les figures (2-15c) et (2-15d) l'apparition d'un nouveau comportement dit 
"intermittence" où au milieu du chaos, on voit de nouveaux cycles périodiques mais cette fois-ci 
de période 3. 
L’algorithme proposé est exécuté en un temps moindre et avec moins d’espace alloué que la 
méthode décrite dans [Cha, 97]. Les différentes comparaisons menées ont montré la fiabilité de 
notre méthode.  
On note que la distinction entre la quasi périodicité et le chaos, à notre connaissance, est 
impossible sur les diagrammes de bifurcation. Pour cela, les comportements en quasi périodicité 
seront identifiés par l’analyse de Fourrier alors que le début du chaos sera détecté par le calcul de 
l’exposant de Lyapunov. En effet, ce dernier est donné par la figure 2-16 pour 0.125γ =  et 
montre que le chaos aura lieu à partir de 0.77refI A= . Pour une référence 0.68refI A=  et 
0.125γ = , le spectre du courant d’inductance est donné par la figure 2-17. Nous constatons en 
plus de la composante continue, l’existence de deux raies spectrales. Le rapport entre les deux 
fréquences, correspondantes est irrationnel et est égale à 1.9413. Ceci confirme le comportement 
quasi périodique du système en ce point de fonctionnement. 
 
Figure 2-16 Exposant de Lyapunov pour 0.125γ =  
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Figure 2-17 Spectre de Fourrier pour 0.125γ =  et 0.68refI A=  
 
II.5.3.2. Convertisseur en MCD contrôlé en tension  
Dans [Tse, 94], le convertisseur est contrôlé en tension comme montré sur la figure 2-18 pour 
atteindre une référence de 25 ,refV V=  et fonctionnant en MCD. Les paramètres utilisés pour ce 
convertisseurs sont : 16 ,gV V=  208 ,L Hµ=  222 ,C Fµ=  12.5R = Ω  avec une période du MLI 
égale à 333T sµ= . Selon le schéma du système, la loi de commande est donnée par :  
( )0( ) ( )refd n D k V u n= + −  
 
(2-20)
où k  est le gain du retour d’état qui sera utilisé comme le paramètre de bifurcation et D  la valeur 
du rapport cyclique en régime permanant. Cette valeur peut être obtenue à partir du modèle 
discret approximé en résolvant l'équation 1n nx x+ =  dans la mesure où cette expression n'est 
valable qu'en régime permanant. Néanmoins, le modèle est approximé et cela influe sur 
l'exactitude de la valeur du rapport cyclique D obtenu. De plus la solution obtenue n’est valable 
que si le système fonctionne en période 1. Pour souci de simplicité, dans cette étude, nous 
préférons calculer la valeur du rapport cyclique à partir de l'analyse en composante continue du 
système. En utilisant l'approche proposée, nous obtenons le digramme de bifurcation de la figure 
2-19. 
 
+
+
d∆
−
+
L  ( )Li t  
sw
+ 
 
 - g
V  C 0 ( )u tR
VD
k  
refVD  
Figure 2-18 Convertisseur boost contrôlé en tension 
 
Chapitre II : Modélisation du convertisseur 
 65
 
Figure 2-19 Diagramme de bifurcation du convertisseur contrôlé en tension 
 
Dans [Tse, 94], l'auteur a présenté le diagramme de bifurcation de la figure 2-19 en utilisant deux 
modèles. Le premier étant le modèle discret approximé présente l'avantage d'être plus performant 
en termes de temps de calcul et d’espace mémoire. Néanmoins, il ne peut assurer qu'une 
description approximative du système. Le second utilisé est le modèle détaillé qui permet de 
valider les résultats obtenus avec le premier modèle. On remarque un décalage entre les 
diagrammes dû aux erreurs d’approximation. Ainsi, notre approche peut être considérée comme 
un bon compromis entre les deux approches précédentes : on obtient une description du 
comportement du convertisseur avec le même degré d’exactitude que le modèle détaillé tout en 
diminuant le temps de calcul et l’espace mémoire de stockage. 
II.5.4. Modèle détaillé en se basant sur l’approche proposée  
Le modèle détaillé est utilisé, généralement, pour la validation des résultats, pour le 
développement d’un outil d’analyse (plan de phase, analyse de Fourrier) ou pour décrire le 
comportement intra-cycle du convertisseur.  
En utilisant le convertisseur contrôlé en tension (figure 2-18), un modèle détaillé peut être obtenu 
à partir de l’approche proposée. En effet, la dynamique intra-cycle du système peut être calculée 
par la division de l’intervalle de temps de chaque configuration en sous-intervalles. Cet objectif 
peut être atteint de deux façons : soit avec un pas fixe soit avec un pas variable et un nombre fixe 
de sous-intervalles dans chacune des configurations. Dans notre cas, nous privilégions la seconde 
solution, pour ne pas avoir une perte d’informations. De plus, la première solution nécessite 
l’ajout d’une tâche supplémentaire pour la vérification de la synchronisation du modèle avec la 
dynamique du système.  
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La dynamique du système dans une configuration est obtenue par la description de son évolution 
d’un sous-intervalle à un autre. Il s’agit de calculer la matrice de transition et son intégrale en 
utilisant les algorithmes développés précédemment sans pour autant changer ni la matrice d’état 
ni le vecteur de contrôle. Le passage d’une configuration à une autre est caractérisé par le 
changement de la matrice d’état et du vecteur de contrôle. La valeur finale de la configuration 
actuelle sera utilisée comme une condition initiale pour le calcul du premier pas de la 
configuration suivante.  
Parmi les outils d’analyse basés sur le modèle détaillé, on trouve : la réponse temporelle du 
système et le plan de phase. Dans notre étude, ces outils seront utilisés pour identifier et analyser 
les comportements anormaux du convertisseur. Les figures (2-20a) et (2-20b) sont obtenues en 
utilisant un gain 0.07k = . En analysant ces figures, nous pouvons déduire que le système opère 
en MCD et fonctionne en période 1. Ceci est dû au fait que la réponse du système à une période 
en régime permanent égale à T . La même conclusion peut être déduite du plan de phase où la 
période 1 est caractérisée par une seule courbe fermée, et une seule valeur maximale du courant 
d’inductance est atteinte. 
Le fonctionnement en période 2 peut être obtenu en utilisant 0.095k = . Ce comportement est 
caractérisé par la réponse du système et le plan de phase donnés respectivement par les figures (2-
21a) et (2-21b). A partir de la réponse temporelle du système, on peut distinguer le doublement 
de la période. Ceci peut être également déduit à partir du plan de phase où on a deux courbes 
fermées avec deux maximums du courant d’inductance.  
 
Avec l’augmentation du gain k , l’analyse et la prédiction du comportement du system devient de 
plus en plus difficile (Fig. 2-22 et 2-23) jusqu’à ce que le système rentre en chaos et la prédiction 
de son comportement devient impossible (figure 2-24). 
 
Cv
Li
 
(a) réponse en régime permanent 
 
(b) plan de phase 
Figure 2-20 Comportement 1T ( 0.07k = ) 
Chapitre II : Modélisation du convertisseur 
 67
Cv
Li
 
(a) réponse en régime permanent 
 
(b) plan de phase 
Figure 2-21 Comportement 2T ( 0.095k = ) 
Cv
Li
 
(a) réponse en régime permanent 
 
(b) plan de phase 
Figure 2-22 Comportement 4T ( 0.107k = )  
Cv  
Li  
 
(a) réponse en régime permanent 
 
(b) plan de phase 
Figure 2-23 Comportement 8T ( 0.11k = )  
Cv Li  
 
(a) réponse en régime permanent 
 
(b) plan de phase 
Figure 2-24 Comportement chaotique ( 0.14k = ) 
 
(a)
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II.5.5. Analyse du comportement original du convertisseur statique  
L’utilisation de la carte itérée avec un simple retour d’état a permis, comme illustré 
précédemment, d’explorer les différents comportements non linéaires du convertisseur statique. 
Afin de simplifier l’analyse du mécanisme de la bifurcation lors du changement des paramètres du 
système, on considère que le MCC est actif et ainsi l’état du système sera décrit par : 
( )
2 2 1 1 2 2 1 1
( 1)
2 2( )
(( 1) ) ( ) ( ) ( ) ( ) (( ) )
(( 1) )
n d T
gnT
n T
gn d T
x n T t t x nT t n d T B v d
n T B v d
τ τ
τ τ
+
+
+
+ = Φ Φ +Φ Φ + −
+ Φ + −
∫
∫
 
 
(2-21)
où 1 n n nt d T t t′= = −  et ( )2 1 n n nt d T t t′′ ′= − = − .  
En utilisant la propriété suivante de la matrice de transition,  
( ) ( )
0
b b a
i f i fa
t d t a dτ τ τ τ
−
Φ − = Φ − −∫ ∫  
 
(2-22)
 
le modèle du système peut être simplifie en :  
1
2
2 2 1 1 2 2 1 1 10
2 2 20
(( 1) ) ( ) ( ) ( ) ( ) ( )
( )
t
g
t
g
x n T t t x nT t t B v d
t B v d
τ τ
τ τ
+ = Φ Φ +Φ Φ −
+ Φ −
∫
∫
 
 
(2-23)
 
ou sous la forme matricielle explicite suivante : 
( )
( )
( ) ( )
( ) ( )
( )
( )
( )
( )
11 12 1
21 22 2
( 1)
( 1)
C Cn n n
g
n n nL L
v n T v nTf d f d g d
v
f d f d g di n T i nT
⎡ ⎤ ⎡ ⎤+ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥
+⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦
 
 
(2-24)
 
Dans le cas d’une fréquence de commutation élevée, le rapport entre le temps de séjour et la 
constante du temps du système peut être négligé surtout pour des ordres élevés dans le 
développement en série de Taylor. Afin d’avoir un bon compromis entre la simplicité et la non 
linéarité, on propose d’utiliser l’ordre 2 dans la série de Taylor pour approximer la matrice de 
transition. Dans ce cas, on aura : 
 
( ) ( ) ( ) ( ) ( )
2 2 2
1 1 2 2
11 2 22
11 1
2 2
n
C cC C
t t t t Rf d
C R r C R r C LC R r C R r
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Afin de détecter la première bifurcation, on doit calculer la matrice 11 12
21 22
C C L Lv V i I
J J
J
J J
= ∧ =
⎡ ⎤
= ⎢ ⎥
⎣ ⎦
 à 
chaque point d’équilibre ( ,C LV I ). Les éléments de cette matrice sont : 
( ) ( ) ( )11 12 111 11 nn C L g
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df f gJ f d v nT i nT v
d d d v
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df f gJ f d v nT i nT v
d d d i
⎛ ⎞ ∂∂ ∂ ∂
= + + +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
 
 
Si l’on adopte la loi de commande (2-18) et on considère le convertisseur de la figure 2-12 avec 
0.24VDr = Ω , 0.3SWr = Ω , 1.2Lr = Ω , 0.1Cr = Ω , 120C Fµ=  et une fréquence de commutation 
1/ 2swf T KHz= =  pour reproduire le diagramme de bifurcation (Fig. 2-15d) en variant le 
courant de référence dans l’intervalle [ ]4, 6refI A∈ . On note que le choix de la fréquence 
( 2swf KHz= ) mène à une erreur d’approximation maximale égale à 0.37%  qui peut être 
considérée négligeable. 
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En comparant les figures (2-15d) et (2-25), on note la transformation de la route vers le chaos via 
doublement de période (Fig. 2-15d, 1/ 500T  s= ) en une autre route mais via la quasi périodicité 
(quasi-4T) (Fig. 2-25, 1/ 2000T  s= ) à cause de l’augmentation de la fréquence de commutation. 
Ceci confirme la transformation de la route vers le chaos illustrée sur la figure 2-14.  
 
Figure 2-25 Diagramme de bifurcation pour 2swf KHz=  
 
L’évolution des valeurs propres de la matrice Jacobienne en fonction de la variation du courant 
de référence est donnée dans le tableau II-5. On remarque que les valeurs propres s’approchent 
du cercle unitaire avec l’augmentation du courant de référence refI . Pour des valeurs inférieures à 
4.3A , le convertisseur fonctionne en période 1. Si la référence atteint 4.3A , alors l’une des 
valeurs propres touche le cercle unitaire dans le sens négatif, provoquant ainsi une bifurcation de 
type « fourche super critique » où la solution stable bifurque en deux solution stables.  
 
refI  , ,L CI V D  Valeurs propres de J 
4 3.80, 45.39, 0.44 -0.91, 0.6563 
4.1 3.89, 45.86, 0.45 -0.94, 0.6566 
4.2 3.99, 46.31, 0.46 -0.97, 0.6569 
4.3 4.09, 46.73, 0.46 -1.00, 0.6570 
Tableau II-5 Mécanisme de la première bifurcation  
 
L’étude analytique de la stabilité du système en périodes supérieures à 1 est plus complexe que 
dans le cas de la période 1. Pour cela une approximation numérique de la matrice Jacobienne est 
généralement utilisée. Dans notre travail, on se limitera à la stabilité de la période 1, car les autres 
périodes sont généralement indésirables en régulation et rendent la prédiction de la réponse du 
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système difficile ou même impossible si le système devient chaotique. Le décalage ou 
l’élimination de l’apparition prématurée de ces phénomènes non linéaires et non souhaités peut 
être une alternative. 
 
II. 6. Conclusion  
Ce chapitré a été dédié à la modélisation discrète d’un convertisseur boost. En effet, après avoir 
discuté les différentes limitations des méthodes de modélisation de la littérature, nous avons 
introduit quelques améliorations permettant d’allier les avantages des approches existantes en 
évitant ou atténuant leurs inconvénients. Ceci nous a permis, d’une part, de décrire le système le 
plus fidèlement possible, sans introduire des hypothèses simplificatrices ou des conditions de 
validité du modèle. D’autre part, la nature discrète du modèle a permis de minimiser le temps de 
calcul et l’espace mémoire nécessaire pour la simulation. De plus, la technique proposée peut être 
appliquée pour tous les modes de commande et de conduction. La validation de cette approche a 
été effectuée sur un convertisseur boost fonctionnant en cycle limite (comportement normale).  
Nous avons ensuite exploré les différents comportements anormaux du convertisseur avec une 
analyse analytique du mécanisme de la première bifurcation. Nous avons montré qu’à partir des 
résultats obtenus, le convertisseur peut présenter des comportements difficilement prédictibles 
ou imprédictibles et par conséquent peu exploitables pour la régulation. De plus, ces 
comportements compliquent l’analyse du comportement du système ainsi que la mise en œuvre 
du contrôleur adéquat. Pour pallier ce problème, nous traiterons dans les chapitres suivants le 
problème de la régulation du convertisseur statique, tout en assurant la stabilité du système 
bouclé et l’élimination des phénomènes non linéaires exhibés par le convertisseur lors de la 
variation de ses paramètres.  
 
 
 
 
 
 
 
 
Chapitre 3 
Synthèse du contrôleur flou :  
1ère approche 
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III. 1. Introduction  
Contrairement à l’automatique linéaire, l’automatique non linéaire ne dispose pas de solutions 
universelles ni pour l’analyse des systèmes ni pour la conception de leurs contrôleurs. L’analyse et la 
commande de ces systèmes ne sont pas, toujours, des tâches faciles. La plupart des travaux dans la 
littérature proposent des approches qui sont, généralement, limitées à des formes bien particulières 
de systèmes [Slo, 91], [Kha, 96], [Cha, 00], [Cha, 01]. De plus, les performances assurées sont, 
souvent, au prix de la complexité du schéma de commande et du développement théorique utilisé.  
 
La plupart des approches de commande non linéaires exigent la disponibilité d’un modèle 
mathématique du système. Les performances assurées seront directement liées à l’exactitude du 
modèle utilisé. Pour résoudre ces problèmes, l’utilisation des contrôleurs basés sur l’expertise 
humaine peut être une alternative. Ils présentent l’avantage de tolérer l’incertitude du modèle et 
compensent son effet. Parmi ces approches, on trouve la commande par logique floue qui permet la 
commande des systèmes dont on dispose d’informations linguistiques qui peuvent porter aussi bien 
sur le modèle que sur la commande [Haj, 05], [Pag, 05]. Les incertitudes ainsi que les non linéarités 
négligées lors de la modélisation mathématique du processus peuvent être aussi compensées par les 
contrôleurs flous [Kol, 04], [Gue, 05a]. Ces contrôleurs ont connu beaucoup de succès et devenus un 
sujet dominant dans le domaine de la recherche des systèmes intelligents [Li, 96], [Rav, 97], [Car, 00], 
[Dio, 03], [Gue, 04], [Li, 05], [Eke, 06].  
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L’utilisation des contrôleurs flous pour la commande des convertisseurs statiques permet d’avoir de 
meilleures performances et de compenser les non linéarités négligées ainsi que les différents 
contraintes imposées sur la modélisation du processus. En effet, comme montré dans [Kol, 04], la 
résistance interne du condensateur, peut influer sur la stabilité du système en utilisant un PID 
classique, alors que l’effet de celle-ci peut être compensé par un contrôleur flou. Dans le souci 
d’améliorer les performances du contrôleur flou, une étude comparative, avec le PID classique 
proposé dans [Kol, 04], a été présentée dans [Gue, 05a]. Une autre étude comparative entre trois 
contrôleurs d’un convertisseur buck, a montré l’avantage d’un contrôleur flou par rapport au mode 
glissant et au proportionnel intégral classique (PI) [Rav, 97]. Dans le même contexte, il a été montré 
dans [Vis, 02] qu’un contrôleur flou assure de meilleures performances qu’un PI classique dans le cas 
de la variation du point de fonctionnement. Dans [Dio, 03], les auteurs présentent un contrôleur PID 
classique dont les paramètres sont déduits à partir du modèle linéaire simplifié du convertisseur. Afin 
de compenser les non linéarités négligées lors de la modélisation, un système flou est introduit pour 
ajuster le gain de sortie du contrôleur PID.  
 
Un contrôleur flou peut avoir plusieurs structures, parmi lesquelles ceux qui sont similaires aux 
contrôleurs classiques. L’analogie existant entre les deux structures permet d’exploiter le support 
théorique des approches classiques, et de trouver des méthodes, plus ou moins, systématiques pour la 
conception du contrôleur flou et le réglage de ses paramètres. En effet, l’analogie avec le PID 
classique peut être utilisée pour la synthèse du contrôleur flou [Jan, 90], [Li, 05]. La technique du plan 
de phase a été utilisée dans [Li, 96] pour la conception d’une base de règles robuste de plusieurs 
structures du contrôleur flou. En exploitant la robustesse de la commande à structure variable, il a 
été prouvé dans [Li, 97], qu’avec un choix judicieux de la base de règles, le contrôleur flou à deux 
entrées peut se comporter comme une commande par mode glissant et le critère de Lyapunov peut 
être utilisé pour l’analyse de stabilité du système. Cette idée a été étendue pour donner naissance à un 
PID flou à deux entrées avec un développement mathématique plus rigoureux et un raisonnement 
flou optimal [Li, 05].  
 
Les travaux menés dans cette partie concerne la synthèse d’un contrôleur flou par analogie avec un 
contrôleur PID classique. Cette analogie sera utilisée pour la définition des différents gains du 
contrôleur flou ainsi que pour l’affinement de leur réglage. Ce chapitre est organisé comme suit : 
nous introduisons, tout d’abord, les notions de base et le vocabulaire de la logique flou. Ensuite, la 
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commande floue sera introduite avec une classification des contrôleurs flous existants et nos 
motivations du choix de la structure à utiliser. En se basant sur le modèle à petit signaux du 
convertisseur, nous présentons, ensuite une méthode simple pour la synthèse du contrôleur flou dont 
la structure est analogue à celle du PID classique et permettant la commande du convertisseur en 
mode tension.  
 
III. 2. Généralités sur la logique floue  
Les bases théoriques de la logique floue ont été établies par le professeur Lotfi A. Zadeh [Zad, 65]. 
Cette logique permet d’exploiter les l’informations linguistiques de l’expert humain et décrivant le 
comportement dynamique d’un processus ou la stratégie de commande. 
 
L’intérêt de la logique floue réside dans sa capacité à traiter et manipuler l’imprécis, l’incertain et les 
informations vagues. Sa capacité est issue de l’aptitude de l’être humain à décider d’une façon 
pertinente malgré la nature floue des connaissances disponibles. En effet, l’opérateur humain peut 
définir des stratégies de commande de façon linguistique avec un minimum de connaissance sur le 
processus. La logique floue traduit cette stratégie en un ensemble de règles de la forme « Si 
‘Observation’ Alors ’Décision’ » où « Si ‘Prémisse’ Alors ‘Conclusion’ », qui peuvent être utilisées 
pour l’identification des systèmes comme pour leurs commandes.  
 
La première utilisation de la logique floue en commande date des années 70 dans le travail de 
Mamdani [Mam, 74]. Il a développé un type de contrôleurs flous où la partie conclusion est 
symbolique. Ce type de contrôleurs présente deux inconvénients majeurs. Le premier réside dans la 
contrainte de temps, car le calcul de l’agrégation des règles et de la défuzzification peut être 
discriminatoire dans le cas de la commande des systèmes électriques. L’utilisation d’un tel contrôleur 
est donc conseillée uniquement pour des systèmes lents ou pour lesquels le temps de calcul n’est pas 
un paramètre prédominant. Le deuxième inconvénient, du moins du point de vue purement 
théorique, réside dans la mise en œuvre heuristique, ne prenant en compte aucun critère de stabilité 
ou de robustesse de la théorie de la commande. 
 
Un deuxième type de contrôleurs flous a été développé à partir des années 80 par Takagi et Sugeno 
[Tak, 83], [Tak, 85]. Ces contrôleurs dont les conclusions des règles sont des fonctionnelles, se 
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présentent sous forme analytique exacte et compatible avec les outils de l’automatique. Par 
conséquent, ils peuvent être considérés comme une classe particulière de contrôleurs non linéaires. 
De part leurs structures ils s’y prêtent bien à l’étude de la stabilité et de la robustesse. 
 
III.2.1. Système flou 
Les systèmes flous permettent d’exploiter et de manipuler efficacement les informations linguistiques 
émanant de l’expert humain grâce un arsenal théorique important [Buh, 94], [Yin, 00]. De plus, le 
système mis en œuvre peut être intégré facilement dans une boucle de commande ou 
d’indentification. La structure de base d’un système flou se divise en trois parties principales comme 
montré dans la figure 3-1. 
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Base de règles floues  
Si-Alors 
 
Moteur d’inférence 
INFERENCE 
x  u  
 
Figure 3-1 Système flou 
 
III.2.1.1.Fuzzification  
L’entrée x  varie dans un domaine appelé univers de discours X , partagé en un nombre fini 
d’ensembles flous1 de telle sorte que dans chaque zone il y ait une situation dominante. Afin de 
faciliter le traitement numérique et l’utilisation des ces ensembles, on les décrit par des fonctions 
convexes dite d’appartenance. Elles admettent comme argument la position de x  dans l'univers de 
discours, et comme sortie le degré d'appartenance de x  à la situation décrite par la fonction. La 
figure 3-2 donne quelques exemples de fonctions d’appartenance.  
 
                                                 
1 Un ensemble E X⊂  est dit flou, si on peut associer à un élément x X∈  un degré de vérité entre « il appartient 100% 
à E » et « il n’appartient pas à E ». 
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a b c a b c d 
m m σ+ b b+2/a b-2/a
Triangulaire Trapézoïdale 
Gaussienne Sigmoïdale
gµ dµ  
 
Figure 3-2 Fonctions d’appartenance 
 
Il est à noter qu’il existe une autre forme de fonctions d’appartenance appelée singleton qui est 
largement utilisée dans les systèmes flous de type Takagi-Sugeno (TS). Cette fonction est définie par : 
( ) 1xµ =  si 0x x=  et ( ) 00,x x xµ = ∀ ≠  où l’ensemble se limite à un seul élément { }0E x= . Un 
exemple de singleton est donné en figure 3-3. 
 
 
x
0  
1  
( )E xµ
0x  
Figure 3-3 Fonction d’appartenance : singleton 
 
La fuzzification proprement dite consiste à définir des fonctions d'appartenances pour les différentes 
variables linguistiques. Ceci a pour but la conversion d'une grandeur physique en une linguistique. Il 
s’agit d’une projection de la variable physique sur les ensembles flous caractérisant cette variable. 
Cette opération permet d’avoir une mesure précise sur le degré d’appartenance de la variable d’entrée 
à chaque ensemble flou.  
 
Afin de garantir la couverture uniforme de l’univers de discours et d’éviter les indécisions ou les 
confusions entre les règles, on doit vérifier les propriétés suivantes : 
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 Complémentarité : des ensembles flous 1E , …, NE  sont dits complémentaires, si pour tout 
élément x  de l’univers de discours, il existe au moins un ensemble flou ,1i i NE ≤ ≤ , tel que le degré 
d’appartenance de x  à iE  est non nul. 
 Consistance : des ensembles flous 1E , …, NE  sont dits consistants si un élément x  vérifie 
( ) 1
iE
xµ = , alors ( ) 1
jE
xµ <  pour tout ij ≠ . 
III.2.1.2.Moteur d’inférence 
Les connaissances de l’opérateur humain sur un processus donné sont transformées en un ensemble 
de règles floues de la forme suivante : 
Si prémisse Alors conclusion (3-1)
où la prémisse est un ensemble des conditions liées entre elles par des opérateurs flous. La partie 
conclusion peut être une action dans le cas de commande ou une description d’évolution dans le cas 
d’identification. Les opérateurs flous utilisés dans la partie prémisses sont les conjonction : "ET", 
"OU".  
L’interprétation de ces conjonctions dépend directement du type du moteur d’inférence adopté [Buh, 
94], [Yin, 00]. La relation entre la prémisse et la conclusion "Alors" peut être traduite par le produit 
ou le minimum.  
 
Dans ce travail, on s’intéressera aux systèmes flous de type Takagi-Sugeno à conclusion constante 
dont la  
èmej  règle floue est donnée par : 
SI 1 1
jx est E  ET 2 2
jx est E  ET… ET jn nx est E  ALORS j ju c=  (3-2)
où ix  ( 1,...,i n= ) sont les entrées du système flou. 
j
iE  l’ensemble flou correspondant à l’entrée ix . 
jc  un singleton et ju  la sortie de la 
èmej  règle. L’opérateur "ET" est interprété par le produit 
algébrique et "Alors" par le produit. 
 
La sortie du système flou fait intervenir, généralement, plusieurs règles floues. La liaison entre ces 
règles se fait par l'opérateur "OU", ainsi la conclusion finale u  sera : 
u est : 1u  OU 2u  OU… OU mu . (3-3)
L’agrégation des règles définie par "OU" est obtenue par la somme algébrique. 
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III.2.1.3.Défuzzification  
La commande nécessitant un signal précis, il faudrait donc transformer la fonction d’appartenance 
résultante obtenue à la sortie du moteur d’inférence en une valeur précise. Cette opération est 
appelée défuzzification. Parmi les méthodes publiées dans la litérature [Buh, 94], [Pas, 98], [Yin, 00], 
on peut citer : 
 Le centre de gravité 
 La méthode de la hauteur 
 La méthode de la hauteur modifiée  
 La méthode de la valeur maximum 
 La méthode de la moyenne des centres 
 
Dans ce travail, on utilisera le centre de gravité [Pas, 98]. Cette méthode permet d’exprimer 
analytiquement la sortie du système flou, de simplifier sa mise en œuvre et de réduire le temps de 
calcul. Dans ce cas, la sortie du système flou de type Takagi-Sugeno est donnée par : 
1 1
1 1
nm
j
j i
j i
nm
j
i
j i
c
u
µ
µ
= =
= =
=
∑ ∏
∑∏
 
 
 
(3-4)
où n  et m  sont respectivement le nombre d’entrées et celui de règles floues utilisées. 
Après avoir montré les bases de la logique floue ainsi que la constitution d’un système flou, notre 
intérêt est de concevoir un contrôleur flou pour les convertisseurs statiques assurant la régulation de 
ces dispositifs. 
III. 3. Synthèse du contrôleur flou proposé 
Plusieurs architectures de contrôleurs flous ont été développées dans la littérature faisant appel à un 
ou plusieurs systèmes flous selon les performances désirées [Mat, 97], [Man, 99], [Rub, 04], [Li, 05]. 
Parmi celles-ci on peut distinguer trois grandes classes des contrôleurs : PI, PD et PID [Man, 99], [Li, 
05]. 
Dans cette thèse, on s’est intéressé plus particulièrement à la classe PID car le convertisseur boost 
étudié présentant des oscillations en régime permanent et que l’on souhaite assurer une erreur 
statique nulle. Par ailleurs, dans cette classe de contrôleurs flous on peut trouver de nombreuses 
architectures qu’on peut résumer dans le tableau III-1. 
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Nombre 
d’entrées 
Règles couplées Règles découplées 
 
 
Trois 
entrées 
 
+
2e
G
∆
eG∆
2e∆  
e∆  
 
 
 
S. F. 
( )2, ,f e e e∆ ∆
3 
eG  
uG
e  
1Z −
PIDu+
PIDu∆
 
+  
+  
Du∆  
+  +  
2e
G
∆
eG∆
2e∆
e∆
eG
uG
e
1Z −  
PIDu+  
S. F. 
( )23f e∆ 3
S. F. 
( )2f e∆ 3
S. F. 
( )1f e 3 
Pu∆  
Iu∆  
 
 
 
Deux 
entrées 
 
+
+
PIG
PDG
+
+
eG∆  e∆  
3 
S. F. 
( ),f e e∆ 3 
eG  e  
1Z −
PIDuPDu  
 
+  
+  
IG  
PG  
+  
+  
eG∆e∆
3
S. F. 
( )1f e 3 
eGe
1Z −  
PIDuPu
3
S. F. 
( )2f e 3
DG  
 
 
 
Une 
entrée 
 
+
DG
+
−
+
+
IG
PG
+
+
3 
S. F. 
( )f e 3 
eG  e  
1Z −
PIDuPu  
+  
+  PIDu
+
DG  +  3Pu
2Pu
+
eG IG
 
e
1Z −  
−  
S. F. 
( )3f e 3 
S. F. 
( )2f e 3 
S. F. 
( )1f e 3 
1Pu PG  
1Z −   
Tableau III-1 Structures du PID flou 
 
Remarque : la liste des structures donnée dans ce tableau n’est pas exhaustive; il existe d’autres 
comme celles utilisées dans [Mat, 97], [Kol, 04] et [Rub, 04] et en combinant les structures à deux 
entrées. L’utilité principale de cette combinaison est d’avoir la possibilité de découpler l’action PD 
floue de celle du PI floue. En effet, dans [Mat, 97], [Kol, 04], cette structure sert à désactiver l’action 
intégrale durant la totalité du régime transitoire pour éviter d’éventuels dépassements. Néanmoins, 
l’utilisation de deux systèmes flous complique la mise en œuvre du contrôleur et augmente son coût. 
Si les deux systèmes flous ont les mêmes entrées, il est plus adéquat de les fusionner en un seul 
système flou. 
 
Dans ce qui suit, on présentera l’architecture adoptée pour la mise en œuvre du contrôleur flou ainsi 
que les motivations de ce choix. Ensuite, on présentera une méthode pour la synthèse du contrôleur 
flou afin d’assurer la régulation de la tension de sortie du convertisseur. Elle se base sur le modèle à 
petits signaux et permet de synthétiser le contrôleur flou en utilisant l’analogie avec un contrôleur 
PID classique dans le cas de la régulation directe (en mode tension) du convertisseur. 
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III.3.1.  Choix de la structure du contrôleur 
Afin d’exploiter les techniques développées pour la mise en œuvre des régulateurs PID classiques, il 
est judicieux que le contrôleur flou ait une structure similaire à celle de ces régulateurs [Yu, 90], [Han, 
91], [Fla, 94], [Kar, 03], [Xu, 03]. En effet, leur structure simple, leur facilité de mise en œuvre, et leur 
faible coût ont accéléré leur adoption par le milieu industriel. Une loi de commande de type PID 
incrémentale est donnée par : 
( ) ( ) ( ) ( )2DPID e P e I e e e
e
Ku nT K e nT K T e nT e nT
T
∆ = ∆ + + ∆  et 
( ) ( )( ) ( )1PID e PID e PID eu nT u n T u nT= − + ∆  
 
 
(3-5)
où ( )e t  est l’erreur entre le signal de référence et l’état du système à commander. PK , IK  et DK  
sont respectivement les gains des actions : proportionnelle, intégrale et dérivée. ∆  étant l’opérateur 
différence et eT  la période d’échantillonnage.  
 
Intuitivement, suivant l’évolution du système et sa dynamique, le raisonnement de l’opérateur 
humain consiste, généralement, à générer la commande actuelle à partir de celle de l’instant précèdent 
en l’augmentant ou la diminuant. Ainsi, on peut avoir six structures de PID flou incrémentales 
comme montré par la tableau III-1 [Man, 99]. Les gains d’entrée ( 2, ,e e eG G G∆ ∆ ) du système flou 
permettent d’avoir une indépendance entre la stratégie de commande définie par les règles floues et 
le point de fonctionnement du système. En effet, en cas de changement important du point de 
fonctionnement, il suffit seulement de changer ces gains pour réadapter le contrôleur au système au 
lieu de reconstruire un nouveau. Les gains de sortie ( , , , , ,u P I D PD PIG G G G G G ) servent à réajuster le taux 
de participation de chaque action dans la commande.  
 
Une autre classification de ces structures peut être envisagée en se basant sur la manière dont est 
construite la base de règles. En effet, si le système flou infère ses entrées en une seule matrice, le 
contrôleur est dit à règles couplées. Dans le cas contraire, pour chaque entrée, on doit définir un 
système flou afin d’avoir le découplage entre les entrées dans les règles floues. Dans la plupart des 
cas, les structures à règles couplées sont utilisées car elles reflètent le raisonnement humain et permet 
ainsi de concrétiser facilement la stratégie de commande en un seul système flou au lieu de plusieurs 
[Man, 05]. 
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La structure à trois entrées et à règles couplées permet d’avoir des non linéarités en trois dimensions 
et plus de liberté dans le choix du volume de contrôle. Néanmoins, la difficulté de cette structure 
réside dans la complexité de construire une base de règles en trois dimensions. En effet, si on adopte 
n  ensembles flous pour chaque entrée, le nombre des règles floues passe de 2n  dans le cas de deux 
entrées à 3n  pour une structure à trois entrées. Par exemple, les auteurs de [Car, 00] utilisent cette 
structure avec seulement deux fonctions d’appartenance triangulaires pour chaque entrée et quatre 
pour la sortie du contrôleur. Cela a conduit à une partition de l’espace des variables d’entrée en trois 
dimensions à 48 secteurs. Après avoir exprimé la sortie du contrôleur dans chaque secteur, la stabilité 
est analysée par le théorème de petits gains 48 fois. En plus de la difficulté de définir la stratégie de 
commande à base de l’accélération de l’erreur, la mesure de celle-ci n’est pas toujours facile et 
augmente le coût du contrôleur.  
 
Par ailleurs, on a des structures à une entrée qui sont certes simples mais elles n’incluent pas 
l’information sur la dynamique du système dans la stratégie de commande. Cette information est 
utilisée pour donner un aspect prédictif à la stratégie de commande. De plus, l’utilisation de l’erreur 
seulement comme entrée limitera la liberté de choix des non linéarités à introduire dans la stratégie 
de commande pour améliorer le comportement du système. Ainsi, la structure à deux entrées peut 
être considérée comme un compromis entre les deux structures précédemment mentionnées. En 
effet, la construction de la matrice d’inférence en utilisant la mesure de l’état à commander et sa 
vitesse d’évolution est plus compréhensible et plus proche du raisonnement humain.  
 
III.3.2. Synthèse du contrôleur flou par analogie avec le PID classique 
L’objectif de ce paragraphe est la synthèse d’un contrôleur flou en utilisant la structure à deux entrées 
et à règles couplées permettant d’assurer à la fois de bonnes performances, la robustesse du circuit et 
une flexibilité de mise en œuvre. Pour cela, on utilise le modèle à petits signaux du convertisseur en 
prenant en compte les résistances internes du condensateur, d’inductance ainsi que celles des 
interrupteurs. Pour valider l’approche proposée, plusieurs résultats de simulation ainsi qu’une étude 
comparative seront présentés. 
 
La synthèse du PID classique est basée sur une approximation linéaire du comportement du 
convertisseur autour du point de fonctionnement. Malheureusement, ceci reste valable seulement 
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dans une zone restreinte autour de ce point. En outre, pour la synthèse d'elle, il est nécessaire de 
limiter la bande passante du système pour éliminer l'effet des harmoniques de commutation. Par 
conséquent, l'ordre du système ainsi que la fréquence du signal de commande se trouvent réduits.  
Le contrôleur à synthétiser doit donc non seulement éviter ces problèmes, mais assurer également de 
bonnes performances de régulation et compenser les termes de second ordre négligés lors de la 
modélisation. Pour atteindre cet objectif, nous proposons d’utiliser un PID flou en cascade avec le 
convertisseur dont la structure est montrée sur la figure suivante : 
 
 
refV   oud̂
d
dt
 
1̂d
PID flou 
e   
Convertisseur 
Boost  e  
ˆ0 0.9d≤ ≤
d
+
+
PIG
PDG
ceG
3 
S. F. 
( ),f e e  
eG
∫
 
Figure 3-4 Schéma de la commande floue en cascade  
 
La commande d̂  est obtenue par la somme pondérée de la sortie du système flou (FLS) 1̂d , et de 
son action intégrale en utilisant les gains PDG  et PIG . Le système flou est de type Takagi-Sugeno 
avec l'erreur 0refe V u= −  et sa dérivée e  comme entrées. Ce système est construit à partir de 
l'expertise humaine exprimée sous forme de règles floues :  
jème règle : SI 0
je est E  ET 1
je est E  ALORS 1̂ ( , )jd C e e=  
 
(3-6)
avec 0
jE  et 1
jE  sont respectivement les ensembles flous de l'erreur en tension e  et de sa dérivée e . 
jC  est le 
èmej  singleton de sortie.  
 
La stratégie de commande floue est établie en utilisant les connaissances suivantes :  
 Quand ou  est loin de la référence refV , le changement du rapport cyclique doit être grand pour 
avoir un temps de réponse minimal. 
 Quand ou  est proche de la référence, une petite variation 1̂d  est suffisante pour atteindre la 
consigne. 
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 Quand ou  est au voisinage de la référence avec une vitesse d'approche suffisamment élevée, le 
rapport cyclique doit rester inchangé pour éviter les dépassements. 
 Quand ou  atteint la référence et continue de croître, on diminue d'abord le rapport cyclique, 
ensuite si ou  demeure proche de la référence, le changement du rapport cyclique doit être nul 
sinon il devra être négatif.  
 
En utilisant le produit comme moteur d’inférence et le centre de gravité pour la défuzzification, la 
sortie du système flou peut être donnée par : 
1
( )
1 0
1 1
( )
1 0
( , ) ( )
ˆ
( )
N
j i
j i
j i
N
j i
i
j i
C e e e
d
e
µ
µ
= =
= =
=
∑ ∏
∑∏
 
 
 
(3-7)
où N  est le nombre de règles floues et ( )( )j ii eµ  le degré d'appartenance de 
( )ie à l'ensemble jiE .  
 
Ainsi, le signal de commande d̂  appliquée au convertisseur peut être donnée par : 
( ) ( ) ( )1 10
ˆ ˆ ˆt
PD PId t G d t G d t dτ= + ∫  
 
(3-8)
 
Pour assurer que le PID flou soit linéaire et donne la même sortie que le PID classique, il faut que le 
système flou vérifie les conditions suivantes [Sil, 89], [Jan, 90], [Miz, 92] : 
1. L’utilisation du produit algébrique pour l’opérateur « ET ». 
2. L’utilisation de la méthode du centre de gravité pour la défuzzification. 
3. L’utilisation des fonctions d’appartenance triangulaires symétriques par rapport à leurs 
sommets pour la fuzzification de chaque entrée du système flou avec un degré de 
chevauchement de 0.5. 
4. L’utilisation pour la partie conclusion, des singletons à position déterminée par la somme des 
entrées correspondantes. 
5. La base de règles doit être complète, i.e. le nombre des règles est égale au produit des 
nombres des ensembles flous des variables d’entrée. 
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La troisième condition réduit le dénominateur de (3-7) à un, alors que la quatrième condition assure 
que le numérateur soit une fonction linéaire des entrées du système flou et par conséquent on aura 
une surface de contrôle linéaire. La sortie du contrôleur flou peut être donnée par : 
( ) ( ) ( ) ( )
0
ˆ tPI PI
e PD PI
PD PI PD PI
G G dd G G G e t e t dt e t
G G G G dt
αα
α α
⎡ ⎤⎛ ⎞ ⎛ ⎞
= + + +⎢ ⎥⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠⎣ ⎦
∫  
 
(3-9)
où ce eG Gα = . 
 
A partir de (3-9), une analogie entre le PID flou et le PID classique peut être établie 
( ( )p e PD PIK G G Gα= + , PD PIi
PI
G GT
G
α+
=  et PId
PD PI
GT
G G
α
α
=
+
). Ainsi, les gains du contrôleur flou 
peuvent être réglés en utilisant les méthodes développées dans le cas d’un PID classique. Néanmoins, 
il faut introduire une équation supplémentaire pour l’identification des gains du contrôleur flou. En 
effet, si on introduit la condition de normalisation sur le gain d’entrée du contrôleur flou eG  
( ( )1/ max | |eG e= ), il nous reste à identifier les gains PDG , PIG  et ceG  à partir de l’analogie 
précédente. 
 
Nous avons défini, pour chaque entrée, cinq ensembles flous : Négative Grand (NG), Négative (N), 
Zéro (Z), Positive (P) et Positive Grand (PG), décrits par des fonctions d'appartenance triangulaires 
uniformément distribuées sur l'univers de discours. En utilisant toutes les combinaisons possibles, on 
obtient 25 règles floues avec 9 singletons de sortie issus de l'expertise humaine et présentés dans le 
Tableau III-2. Afin d’obtenir un contrôleur flou linéaire, on définit neuf singletons uniformément 
distribués sur l’univers de discours [-1, 1] de la sortie du système flou ( 1̂d ). La figure 3-5 représente la 
surface de contrôle 1̂ ( , )d f e ce=  et illustre la linéarité du contrôleur. 
 
 NG N Z P PG 
PG 0 0.25 0.5 0.75 1 
P -0.25 0 0.25 0.5 0.75
Z -0.5 -0.25 0 0.25 0.5
N -0.75 -0.5 -0.25 0 0.25
NG -1 -0.75 -0.5 -0.25 0 
 
Tableau III-2 Matrice d’inférence avec distribution linéaire des singletons 
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  e
ce  
1̂d  
Figure 3-5 Surface de contrôle linéaire 
 
Le contrôleur avec ses gains ainsi déterminés peut se comporter comme un PID classique. En vue 
d’améliorer les performances, des affinements des gains de sortie peuvent être introduits. En effet, 
l’une des procédures décrites dans [So, 96], [Esc, 02] peut être utilisée. Nous avons choisi pour notre 
part de modifier la distribution des singletons sur l’univers de discours de la sortie. Ainsi, la 
distribution donnée par la matrice d’inférence du tableau III-3 donne de meilleurs résultats.  
 
 NG N Z P PG 
PG 0.25 0.36 0.49 0.81 1 
P 0 0.04 0.16 0.36 0.64
Z -0.16 -0.04 0 0.04 0.16
N -0.64 -0.36 -0.16 -0.04 0
NG -1 -0.81 -0.49 -0.36 -0.25   
Tableau III-3 Matrice d'inférence avec distribution non linéaire des singletons 
 
La surface de contrôle obtenue est illustrée par la figure 3-6. Nous remarquons la non linéarité 
introduite permettant l’amélioration des performances du contrôleur flou. 
 
ece  
1d̂  
  
Figure 3-6 Surface de contrôle non linéaire 
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III.3.3. Simulations et résultats 
Pour évaluer les performances du contrôleur proposé, on présentera d'abord les résultats de 
régulation pour une variation de la consigne en échelon. Ensuite, une étude comparative est effectuée 
avec le PID classique [Kol, 04] pour plusieurs cas de figures.  
 
Les paramètres de simulations utilisés sont les suivants : 
45gV V= , 75refV V= , 2120L Hµ= , 0.74Lr = Ω , 100 FC µ= , 0.18 ,Cr = Ω  0.3 ,SWr = Ω  
1.2R K= Ω , et 25swf KHz=  qui correspond à un fonctionnement en MCC. 
 
III.3.3.1.Validation du PID flou 
Afin de synthétiser le contrôleur flou proposé, les entrées e  et e  sont mises à l’échelle 
respectivement par eG  et ceG . Les gains PDG  et PIG  sont choisis pour avoir la meilleure dynamique 
et une erreur statique nulle. La figure 3-7 donne la réponse du système pour une entrée en échelon 
variant de 75V  à 100V  avec 0.2eG = , 
47.10ceG
−= , 10PDG =  et 9700PIG = . On constate que le 
contrôleur flou proposé assure de bonnes performances malgré la variation importante de la tension 
de référence. La figure 3-8, nous donne le signal de commande d  nécessaire à obtenir la dynamique 
désirée.  
 
Temps (s) 
u o
(V
) 
 
Figure 3-7 Réponse du système 
Temps (s) 
d 
 
Figure 3-8 Signal de commande 
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III.3.3.2.Etude comparative 
Cette partie est dédiée à une étude comparative avec le PID synthétisé par la méthode fréquentielle 
dans [Kol, 04] et donné par : 
1 1
( )
1
L
z
PID p
p
s
s
W s G s
ω
ω
ω
⎛ ⎞⎛ ⎞+ +⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠=
+
 
 
 
(3-10)
 
Dans cette expression le gain pG  représente l'action proportionnelle pour l’amélioration du temps de 
réponse. La partie intégrale de ce correcteur est caractérisée par le zéro inversé Lω  permettant 
d'annuler l'erreur statique. Le zéro Zω  caractérise l'action dérivée afin d’accroître la marge de phase 
et le pôle Pω  est introduit pour tenir compte de l'aspect filtrage de l'action dérivée dans le cas réel. 
Dans notre cas, les paramètres sont donnés par : 0.5pG = , 130Lω = , 1300Zω =  et 40000Pω = . 
 
Afin de mesurer les performances du contrôleur flou synthétisé et les comparer avec celles du PID 
classique de l’équation (3-10), il faut définir des critères d’évaluation. Ces critères doivent prendre en 
compte à la fois l’amplitude maximale de l’erreur de régulation et le temps nécessaire au système 
pour revenir à la consigne après une perturbation ou pour atteindre une nouvelle référence [Fla, 94]. 
Dans ce qui suit nous allons utiliser les critères définis par : 
 Le critère « intégrale de l’erreur quadratique » ( )( )2
0
IEQ e t dt
∞
= ∫  est un indice de performance 
sensible essentiellement aux fortes erreurs.  
 Le critère « intégrale de l’erreur absolue » ( )
0
IEA e t dt
∞
= ∫  donne plus de poids aux faibles 
erreurs ce qui permettra par conséquent l’évaluation des performances du régulateur en régime 
permanent. 
 
III.3.3.2.1. Système sans perturbations  
Les figures 3-9 et 3-10 donnent respectivement la réponse du système et le signal de commande pour 
un échelon d'entrée de 75V , dans le cas où le système est certain et non perturbé.  
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Ces résultats montrent que le contrôleur flou présente une dynamique plus rapide que celle du PID. 
En effet, le temps de réponse décroît jusqu'à 68%  (PID flou : 5ms , PID : 16ms ) avec une 
meilleure erreur statique. La figure 3-10 montre la dynamique rapide du contrôleur flou ce qui 
explique les performances obtenues au niveau de la réponse du système. Afin d’assurer un temps de 
réponse court, les deux signaux de commande passent par une saturation momentanée au début du 
régime transitoire. Le tableau III-4 donne les valeurs des différents critères de comparaison. On 
constate que le contrôleur flou assure de meilleures performances que le PID aussi bien en régime 
transitoire qu’en régime permanent. 
 
avec PID flou  
avec PID  
Temps (s) 
u o
(V
) 
 
Figure 3-9 Réponse du système 
avec PID flou  
avec PID 
Temps (s) 
d 
 
Figure 3-10 Signal de commande 
 
 PID PID flou 
IEQ 4.72 3.60 
IEA 0.22 0.09 
Tableau III-4 Critères de comparaison 
 
 
III.3.3.2.2. Système perturbé 
Il s'agit maintenant d'étudier la robustesse du correcteur proposé dans le cas de la variation de la 
charge et de la présence de perturbations sur la tension d’alimentation. 
III.3.3.2.2.1. Variation de la charge 
La figure 3-11 présente la réponse du système dans le cas d’une variation de la charge de 50%. On 
remarque que malgré l’importance de cette variation, la réponse du système n’est que légèrement 
modifiée ce qui prouve le bon dimensionnement du contrôleur. Les bonnes performances dues au 
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contrôleur flou peuvent être mises en évidence par les indices précédemment donnée et calculés dans 
l’intervalle de l’application de la perturbation. Le contrôleur flou assure un indice de performance 
(IEA=3.1 10-4), pratiquement, quatre fois meilleures que celui assuré par le PID classique (IEA=12 
10-4). 
 
avec PID flou  
avec PID  
Temps (s) 
u o
(V
) 
 
Figure 3-11 Dynamique du système après une perturbation 
 
III.3.3.2.2.2. Variation de la tension d'alimentation  
Les figures 3-12 et 3-13 résument les résultats obtenus quand le système est soumis à une variation 
de 16V de la tension d’alimentation par rapport à sa valeur nominale dans l’intervalle [0.1 0.2] s . On 
peut remarquer que le contrôleur flou est plus robuste que le PID classique. Grâce à sa dynamique 
rapide, le contrôleur flou est capable de forcer le système à revenir rapidement à la consigne imposée. 
En effet, en utilisant le contrôleur flou, le temps nécessaire pour revenir à la référence est de 0.7ms , 
alors que pour le PID, il est de 9.7ms . L’indice de performances « IEA » calculé dans [0.1 0.2] s  est 
de 82 10-3 avec le PID classique alors qu’avec le contrôleur flou sa valeur est de dix fois moins et 
égale à 8 10-3. Ceci représente une mesure de la dynamique du système bouclé et montrent la rapidité 
de la réponse assurée par le contrôleur flou. 
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avec PID  
avec PID flou 
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Figure 3-12 Réponse du système pendant la 
variation de la tension d’alimentation 
avec PID flou  
avec PID 
Temps (s) 
d 
 
Figure 3-13 Signal de commande pendant la 
variation de la tension d’alimentation 
 
III.3.3.2.3. Système à point de fonctionnement variable 
Dans le cas où les éléments du système sont parfaitement connus, un modèle linéaire autour du point 
de fonctionnement peut être obtenu. Dans le cas contraire, la composante continue du rapport 
cyclique peut être initialisée de façon arbitraire puis ajustée par la loi suivante : 
 
( ) ( 1) ( )D t D t d t= − +  
 
Pour plusieurs valeurs initiales de D , les résultats obtenus montrent que le contrôleur flou est plus 
adéquat que le PID classique dans le cas de la variation du point de fonctionnement. Le contrôleur 
flou maintien ses performances malgré les variation du point de fonctionnement alors qu’avec le PID 
classique des dépassements importants peuvent avoir lieu et remettrent en cause le fonctionnement 
normal du convertisseur. En effet, en considérant comme valeur initiale (0) 0.3D = , la réponse du 
système est donnée par la figure 3-14. On remarque que lorsque le point de fonctionnement varie, les 
performances du contrôleur PID se détériorent puisqu'ils sont conçus pour un point de 
fonctionnement donné. Par contre les paramètres du contrôleur flou varient [Yin, 00], permettant 
ainsi au contrôleur de s’adapter au changement du point de fonctionnement et de maintenir les 
performances de régulation. 
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Temps (s) 
u o
(V
) 
avec PID  
avec PID flou  
 
Figure 3-14 Réponse du système pour (0) 0.3D =  
 
III. 4. Conclusion 
Dans ce chapitre, nous avons utilisé le modèle à petits signaux du convertisseur opérant en mode de 
conduction continue. En utilisant ce modèle, nous avons synthétisé ensuite un PID flou pour la 
régulation de la tension de sortie par analogie avec un PID classique. Cette analogie nous a permis de 
calculer les gains du contrôleur flou et d’affiner leur réglage. Une étude comparative avec le 
correcteur PID a été abordée dans plusieurs cas de figures : variation de la charge, perturbations 
externes et pour un point de fonctionnement variant dans le temps. Cette étude a permis de montrer 
les avantages du contrôleur proposé en terme de performances, de robustesse et de flexibilité. 
Néanmoins, le modèle utilisé pour le convertisseur n’est valide qu’autour du point de 
fonctionnement et ne permet pas la description de la non linéarité du système. De plus, l’étude de 
stabilité du système bouclé est nécessaire. De ce fait, nous allons, dans le chapitre suivant, considérer 
les modèles non linéaires, moyen et discret, du convertisseur et nous proposerons une approche 
systématique de synthèse du contrôleur flou qui assure la stabilité du convertisseur en boucle fermée.  
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IV. 1. Introduction  
Dans le chapitre précèdent, nous nous sommes intéressés à la mise en œuvre d’un contrôleur flou 
pour un convertisseur boost en établissant une analogie avec le contrôleur proposé et un PID 
classique. Cette analogie nous a permis de calculer les gains du contrôleur flou à l’aide des méthodes 
courantes développées dans la littérature pour un PID classique. Toute fois, on s’est focalisé, lors de 
la mise en œuvre, sur les performances de régulation sans prendre en compte aucun critère de 
stabilité.  
 
Dans la plupart des travaux de littérature, l’analyse de la stabilité est étudiée après la synthèse du 
contrôleur [Che, 97], [Cho, 00], [Yin, 00]. Pour remédier à ce problème, une méthode d’analyse et de 
synthèse d’une classe de contrôleurs flous de type Takagi-Sugeno (TS) a été proposée dans [Pre, 00]. 
Basée sur la linéarisation du système, cette méthode se prête particulièrement bien à des systèmes de 
rang deux, où des projections topologiques dans le plan d’état donnent une vision des effets non 
linéaires [Ara, 89], [Buh, 94], [Pre, 00]. Cette approche utilise le produit comme moteur d’inférence et 
le centre de gravité pour la défuzzification pour aboutir à une expression analytique de la sortie du 
système flou permettant ainsi la définition des conditions de stabilité. Cependant, elle nécessite la 
mesure de l’état complet, ce qui rend la mise en œuvre du contrôleur difficile et augmente son coût. 
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Dans ce chapitre nous nous inspirons du travail de Precup et al. [Pre, 00] pour développer une 
méthode permettant un choix systématique des gains du contrôleur flou garantissant la stabilité 
globale du système bouclé.  
Notre étude se fera en deux parties. On considérera d’abord que le système fonctionne en période 1. 
Pour cela, nous avons choisi d’utiliser le modèle moyen car il permet d’avoir d’une part une 
expression analytique simple et d’autre part de décrire les non linéarités que peut présenter le 
convertisseur. Par ailleurs, nous allons adopter le mode de conduction continue car il fournit plus 
d’informations sur le comportement du convertisseur et il facilite l’analyse de son fonctionnement. 
Dans la seconde partie, on s’intéressera au fonctionnement en période multiple. Dans ce cas nous 
adopterons le schéma de commande en courant et nous exploiterons de plus le modèle discret pour 
explorer les différents comportements anormaux caractérisant ce mode de commande. Notons que 
les imperfections des composants seront négligées vu la nature floue du contrôleur. Finalement, 
l’apport de l’approche proposée pour les deux modes de commande sera illustré à travers des 
résultats de simulation.  
 
IV. 2. Partie I : Stabilité en période 1 
Afin de décrire la dynamique du système, nous avons privilégié l’utilisation du modèle moyen tout au 
long de cette partie pour les raisons décrites ci-dessus. Soient 1 L Tx i=< >  et 2 C Tx v=< >  les valeurs 
moyennes de l’état du système sur une période de commutation T . Pour simplifier les calculs, on 
utilise le complément à un du rapport cyclique ( 1d d′ = − ). Dans ce cas, le modèle moyen du 
convertisseur peut être exprimé par : 
( )
2
1
1
21 2
2
,
gv d xx FL Lx F x d
Fd x xx
C RC
′⎛ ⎞
= −⎜ ⎟ ⎡ ⎤
′⎜ ⎟= = =⎢ ⎥′⎜ ⎟ ⎣ ⎦= −⎜ ⎟
⎝ ⎠
 
 
 
(4-1)
 
La synthèse d’un contrôleur pour ce type de systèmes ainsi que l’étude de sa stabilité peuvent être 
réalisées à partir de sa linéarisation autour d’un point de fonctionnement. Celle-ci peut être obtenue 
en utilisant le développement en série de Taylor [Slo, 91]. Soit donc 0x  un point de fonctionnement 
on a :  
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0( )x J x x=  (4-2)
où 0x x x= −  et 0( )J x  la matrice Jacobienne. 
La stabilité est liée à la nature des valeurs propres de 0( )J x  dont le polynôme caractéristique est 
donné par : 
( ) ( ) ( )20 0 0
2
1 2
s det sI J( x ) s tr J( x ) s det J( x )
s I s I
γ = − = − +⎡ ⎤⎣ ⎦
= + +
 
 
(4-3)
où ( ).tr  et ( )det .  sont respectivement les fonctions trace et déterminant. Les indices 1I  et 2I  sont 
donnés par : 
0
1 2 1
1 2
1 1 1
x x
d dI x x
L x C x RC
=
⎡ ⎤′ ′∂ ∂
= − +⎢ ⎥∂ ∂⎣ ⎦
 
 
(4-4a)
( )
0
2
2 2 2 1
1 2 1
1 1
x x
d d dI x d x x d
LC R x x x
=
⎡ ⎤⎧ ⎫′ ′ ′∂ ∂ ∂′ ′= + + +⎨ ⎬⎢ ⎥∂ ∂ ∂⎩ ⎭⎣ ⎦
 
 
(4-4b)
 
Les pôles du système (4-2) sont : 
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(4-5)
 
A partir de (4-5), le système est stable si 1I  et 2I  sont strictement positifs. Etant donné qu’ils sont 
fonction des paramètres du contrôleur flou, un choix judicieux de ces derniers nous permettra 
d’imposer les pôles et de garantir ainsi la stabilité du système bouclé. Dans le cas où l’on veut 
s’assurer de la stabilité asymptotique au voisinage Ω  du point de fonctionnement, il faudrait en plus 
que l’indice 3I  défini ci-dessous soit nul. 
{ }3 ( , ) , pourI Min F x d x′= ∈Ω  (4-6)
où .  désigne la norme Euclidienne.  
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Dans le cas de pôles complexes, les caractéristiques dynamiques peuvent être étudiées en utilisant 
leur argument θ . En effet, pour une dynamique donnée et à partir de l’équation (4-5), la condition de 
stabilité sera la suivante : 
( )
22
1 22
4 4
1
I I I
tg θ
≤ ≤
+
  
 
(4-7)
 
Cette inégalité permet d’établir un compromis entre la stabilité et les performances dynamiques du 
système bouclé. Si l’on définit par 1,2Re( )eM emR Rλ≤ ≤  l’intervalle de variation de la partie réelle des 
valeurs propres, les indices de stabilité doivent satisfaire :  
12 2em eMR I R− ≤ ≤ −  (4-8a)
( ) ( )2 2 2 221 1em eMR tg I R tgθ θ+ ≤ ≤ +   (4-8b)
 
Pour un convertisseur donné (4-4) et une dynamique imposée, les conditions de stabilité (4-8) 
peuvent être données sous la forme suivante : 
0
2 1
1 2
1 1 1 12 2em eM
x x
d dR x x R
RC L x C x RC
=
⎡ ⎤′ ′∂ ∂
− − ≤ − ≤ − −⎢ ⎥∂ ∂⎣ ⎦
 
 
(4-9a)
( ) ( )
0
2 2 2 2 22
2 1
2 1 1
1 1em eM
x x
xd d dCLR tg d d x x CLR tg
x x R x
θ θ
=
⎡ ⎤⎧ ⎫′ ′ ′∂ ∂ ∂′ ′+ ≤ + + + ≤ +⎨ ⎬⎢ ⎥∂ ∂ ∂⎩ ⎭⎣ ⎦
 
 
(4-9b)
Exprimées en fonction de l’action du contrôleur, les équations (4-9) seront exploitées dans la suite 
afin d’établir une relation explicite entre les conditions de stabilité et les paramètres du contrôleur 
flou.  
IV.2.1. Synthèse du PID flou stabilisant  
Il s’agit dans cette partie de synthétiser un contrôleur flou garantissant la stabilité du système bouclé 
en mode tension. En prenant en compte le gain du capteur de la tension de sortie et la période 
d’horloge, le schéma de commande est donné par la figure 4-1.  
 
Chapitre IV : Synthèse du contrôleur flou : 2ème approche 
 
 101
 
refV G  
PIG
 2x  
d
dt
 
 
S. F. ∫
PID Flou e  
 
Convertisseur 
Boost e  
0 1d≤ <
dδ
2i  
PDG
G
1i  
eTG∆
eG  
 
Figure 4-1 Schéma de commande avec le PID flou 
 
A partir du schéma de commande, on constate que le contrôleur flou proposé nécessite uniquement 
la mesure de la tension de sortie; l’image de cette dernière est obtenue par un capteur de gain G . Le 
bloc de saturation placé à la sortie du contrôleur permet d’éviter le court circuit de la source 
d’alimentation du convertisseur. Le rapport cyclique est obtenu par la somme pondérée de la sortie 
d’un système flou TS δ  et de son intégrale en utilisant respectivement les gains PDG  et PIG . Les 
entrées du contrôleur sont l'erreur en tension e  et sa dérivée e . Dans ce cas, les entrées du système 
flou sont : 
( )1 2
2 2
e e ref
e e
i G e G G V x
i G Te G TGx∆ ∆
⎧ = = −⎪
⎨
= = −⎪⎩
 
 
(4-10)
 
En utilisant les équations (4-10) et comme 2
1 2 1
id d
x i x
∂∂ ∂
=
∂ ∂ ∂
 et 1
2 1 2
id d
x i x
∂∂ ∂
=
∂ ∂ ∂
, on aboutit à la 
transformation suivante : 
( )
2 1
2
1
1
2
1
1
e
e
e
d dG G
x i
G TG dd
C id
G TGdx x
i C
∆
∆
∂ ∂⎧ = −⎪∂ ∂⎪
⎪ ∂⎡ ⎤− −⎨ ⎢ ⎥ ∂∂ ⎣ ⎦⎪ =
⎪ ∂∂ ⎡ ⎤−⎪ ⎢ ⎥∂ ⎣ ⎦⎩
 
 
 
(4-11)
 
Ainsi, à partir de (4-11) et des équations (4-4), les indices de stabilité peuvent donc être réécrits de la 
manière suivante :  
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( )
0
2
1 2 1
1
1
2
1
1 1 1
1
e
e
e
x x
G TG dd
C i dI x G G x
G TGdL C i RCx
i C
∆
∆
=
⎧ ⎫∂⎡ ⎤− −⎪ ⎪⎢ ⎥ ⎧ ⎫∂ ∂⎪ ⎪⎣ ⎦= − + − +⎨ ⎬ ⎨ ⎬∂ ∂⎡ ⎤ ⎩ ⎭⎪ ⎪− −⎢ ⎥⎪ ⎪∂ ⎣ ⎦⎩ ⎭
 
 
 
(4-12a)
( )
( ) ( )
( )
( )
0
2
2
1
2
2
22
2 1
1
1
2
1
1
1
1
1
1 1
1
e
e
e
e
e
x x
G TG dd
C i x
G TG dR x
C i
I
LC G TG dd
C idd G G x x d
G TGdi x
i C
∆
∆
∆
∆
=
⎧ ⎫⎡ ⎤∂⎛ ⎞− −⎪ ⎪⎜ ⎟⎢ ⎥∂⎝ ⎠⎪ ⎪⎢ ⎥−
∂⎪ ⎪⎛ ⎞⎢ ⎥− ⎜ ⎟⎪ ⎪⎢ ⎥∂⎝ ⎠⎣ ⎦⎪ ⎪= ⎨ ⎬
⎡ ⎤⎛ ⎞∂⎡ ⎤⎪ ⎪− −⎢ ⎥⎜ ⎟⎢ ⎥⎪ ⎪⎛ ⎞ ∂∂ ⎣ ⎦⎢ ⎥⎜ ⎟− − − + + −⎪ ⎪⎜ ⎟ ∂⎢ ⎥∂ ⎡ ⎤⎜ ⎟⎝ ⎠⎪ ⎪− −⎢ ⎥⎜ ⎟⎢ ⎥⎪ ⎪∂ ⎣ ⎦⎝ ⎠⎣ ⎦⎩ ⎭
  
 
 
 
(4-12b)
 
Dans notre étude, nous supposons qu’il n’existe qu’une commutation par cycle d’horloge et de ce fait 
on force la commande à rester constante sur une période comme indiqué sur la figure 4-2. 
 
 
1i  
2i  
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Comp.
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T
1
0
sw
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ou
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rt
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fe
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Figure 4-2 Contrôleur flou avec le bloc de M. L. I. 
 
A la èmen  période d’horloge, la sortie du contrôleur peut être exprimée par : 
( ) ( ) ( )
( )
0
1
0
n
PD PI
i
n
PI
i
d n G n G i T
G i T
δ δ
α δ
=
−
=
⎛ ⎞= + ⎜ ⎟
⎝ ⎠
⎛ ⎞= + ⎜ ⎟
⎝ ⎠
∑
∑
 
 
 
(4-13)
où ( ) ( )PD PIG G T nα δ= + . 
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Si l’on considère que le système se rapproche du régime permanent à partir de la èmen  période 
d’horloge on peut approximer la commande par : 
( ) ( ) ( )PD PId n D D G G T nα δ≈ − = − +  (4-14)
Une illustration graphique est donnée par la figure 4-3 avec 
0x x
D d
=
=  la valeur de la commande au 
point de fonctionnement. Cette valeur peut être déduite à partir de l’analyse du système en 
composante continue. Dans le cas d’un dépassement, le même raisonnement peut être adopté. 
 
 
d
2x  
t (n-1)T nT (n+1)T
d
Vref D
1
0
( )
n
PI
i
G i Tδ
−
=
∑
α
α
 
Figure 4-3 Voisinage du régime permanent 
 
Nous remarquons, à partir de l’expression (4-14), que la non linéarité de la loi de commande ainsi 
que sa dynamique au voisinage du régime permanent seront réduites à celles de l’action δ  du 
système flou. Ceci réduit de façon considérable la complexité du contrôleur flou. En effet, la dérivée 
partielle de la commande peut être simplifiée comme suit : 
( ) , 1, 2PD PI
r r
d G G T r
i i
δ∂ ∂
= − + =
∂ ∂
 
 
(4-15)
 
Pour l’obtention de la sortie du système flou, considérons que le chevauchement entre deux 
fonctions d’appartenance voisines égale à 50%. L’expression de la sortie du système flou s’écrit alors : 
( ) ( )
2
1 2
1 1
,
N
j
j m m
j m
C i i iδ µ
= =
=∑ ∏  
 
(4-16)
où N  est le nombre de règles floues, et jmµ  est le degré d'appartenance de la variable d’entrée mi  à 
l'ensemble flou jmE  dans la 
èmej  règle floue.  
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À l’approche du régime permanent, on choisit d’utiliser pour la fuzzification trois fonctions 
d’appartenance représentants les ensembles flous N, Z, et P dont les expressions sont données par : 
22 22 2
1 2 1; ;
1 11
N Z P
i i ii iik kk
e ee
β β
β ββ
µ µ µ
⎛ ⎞ ⎛ ⎞+ −⎛ ⎞ −⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
= = =
+ ++
, ( 1 2,i i i= ) 
 
(4-17)
avec k  et β  des constantes caractérisant la forme et la largeur de la fonction. 
 
Sachons que les dérivées, autour du point de fonctionnement, des fonctions d’appartenance (4-17), 
sont données par : 
0
2Ni
k
i
k
i e
µ
β
=
∂ −
≈
∂
, 
0
0
Z
i
ii
µ
=
∂
=
∂
, 
0
2pi
k
i
k
i e
µ
β
=
∂
≈
∂
, ( 1 2,i i i= ) 
 
(4-18)
et en considérant la partie active de la matrice d’inférence donnée par le tableau suivant : 
 
1 2/i i  N Z P 
P U11 U12 U13 
Z U21 U22 U23 
N U31 U32 U33 
 
Tableau IV-1 Partie active de la matrice d’inférence 
 
la sortie du système flou, en ce voisinage, est égale à : 
1 2 1 2 1 2 1 2 1 221 23 22 32 12
Z N Z P Z Z N Z P Z
i i i i i i i i i iU U U U Uδ µ µ µ µ µ µ µ µ µ µ= + + + +  (4-19)
 
Ayant atteint la consigne, le singleton du milieu (U22) dans la matrice d’inférence doit être nul. Ainsi, 
les dérivées de la sortie du système flou deviennent :  
( )
1 2
12 32
1 0& 0
2
k
i i
k U U
i e
δ
β
= =
−∂
=
∂
 
 
(4-20a)
( )
1 2
23 21
2 0& 0
2
k
i i
k U U
i e
δ
β
= =
−∂
=
∂
 
 
(4-20b)
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Ces expressions peuvent être utilisées dans (4-15) pour calculer les indices (4-12) et déterminer les 
paramètres du contrôleur flou à partir de (4-8) comme le résume l’organigramme de la figure 4-4. On 
déterminera également, aussi bien pour le système que pour le contrôleur, l’évolution des zones de 
stabilité en fonction des différents paramètres. Ainsi, on pourra déduire, en partant de la méthode de 
linéarisation de Lyapunov [Slo, 91], que le système avec le contrôleur synthétisé est 
asymptotiquement stable dans le point de fonctionnement considéré. Finalement, la structure du 
contrôleur flou ne dépendant pas du point de fonctionnement, on peut conclure que la stabilité 
asymptotique est assurée pour un large domaine de fonctionnement. 
 
 
Choix de l’ensemble 
des pôles désirés 
, ,em eMR R θ  
Paramètres du 
convertisseur 
RCL ,,  
Calcul des indices de 
stabilité 21, II  
(4-12) 
Déterminer les 
intervalles admissibles 
pour les paramètres du 
contrôleur 
, , ,e e PD PIG G G G∆  
Déduire les 
intervalles de 
stabilité 
(4-8) 
 
Figure 4-4 Organigramme de l’approche  
 
IV.2.2. Simulations et résultats 
La première partie de cette section sera consacrée à la validation de l’approche proposée et 
l’exploration des domaines de stabilité en fonction des gains du contrôleur. La seconde partie 
concernera l’analyse de l’effet des gains du contrôleur sur les domaines de stabilité en fonction de la 
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charge ou de la tension de référence. Cette analyse permettra d’avoir une vision globale sur les 
domaines de stabilité.  
 
Les simulations ont été effectuées pour un convertisseur boost fonctionnant en MCC et en période 
1. Celui-ci est commandé en mode tension avec pour valeurs des paramètres : 15v,gV =  
20 ,L mH= 20 F,C µ= 30R = Ω  et le gain du capteur de tension 0.04G = . La fréquence de 
commutation KHzf 5=  est choisie de manière à avoir un comportement du convertisseur en 
période 1. 
 
IV.2.2.1. Validation de l’approche  
Nous avons constaté sur plusieurs exemples que malgré le choix judicieux des gains du correcteur 
flou présenté au chapitre précédent, non seulement la consigne n’est pas atteinte mais dans certains 
cas la réponse diverge quand on s’éloigne du point de fonctionnement.  
 
Nous présentons dans ce qui suit les zones de stabilité pour un point de fonctionnement donné : 
37.5V . Selon la procédure décrite par l’organigramme de la figure 4-4, on fixe les gains d’entrée et 
on calcule les gains de sorties admissibles. Ensuite pour un couple de gains de sortie donné, on 
détermine les gains d’entrées vérifiant les conditions de stabilité. 
 
Les résultats de simulations obtenues sont synthétisés sur la figure 4-5. Nous remarquons qu’une 
complémentarité entre les gains d’entrée est nécessaire pour assurer la stabilité du système bouclé. En 
effet, l’augmentation de l’un des gains d’entrée nécessite la diminution de l’autre.  
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Figure 4-5 Domaines de stabilité en fonction des gains du contrôleur  
 
Les résultats de simulation de la figure 4-6, illustrent la réponse du système avec des gains obtenus 
par l’approche proposée. Ainsi, en imposant des valeurs propres 1 8λ = − , 2 2100λ = −  et des gains 
d’entrée 0.5eG = , 9eG∆ = , on détermine comme décrit dans l’organigramme de la figure 4-4, les 
gains de sortie assurant la stabilité ( 0.51PDG = , 255PIG = ). Notons que ces valeurs appartiennent à 
la zone de stabilité déduite dans la figure 4-5. Les mêmes performances de stabilité ont été constatées 
en imposant de grandes variations sur les paramètres du convertisseur.  
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Figure 4-6 Réponse du système avec les gains obtenus par l’approche proposée 
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IV.2.2.2. Analyse des zones de stabilité 
Etant donné que le convertisseur peut être utilisé pour plusieurs valeurs de la charge et de la 
référence, ces deux paramètres doivent être pris en compte lors de la définition des domaines de 
stabilité. Dans ce qui suit, nous étudions l’influence de la consigne et de la charge sur les zones de 
stabilité en fonction des gains du contrôleur. En utilisant l’approche proposée, on a mené une 
campagne de simulation dont les résultats obtenus sont synthétisés par la figure 4-7.  
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Figure 4-7 Zones de stabilité  
 
 
Les figures 4-7a et 4-7c illustrent les frontières de stabilité pour une charge constante avec variation 
de la tension de référence en fonction des gains d’entrée et de sortie respectivement. Les figures 4-7b 
et 4-7d présentent ces zones de stabilité dans le cas contraire (variation de la charge et référence 
constante). 
 
Chapitre IV : Synthèse du contrôleur flou : 2ème approche 
 
 109
On remarque (Fig. 4-7a) que l’augmentation de la tension de référence nécessite d’être accompagnée 
par la diminution des gains d’entrée du contrôleur afin de maintenir la stabilité du système bouclé. 
Néanmoins, cette augmentation entraîne une limitation dans le choix des gains du contrôleur. 
Les résultats de la figure 4-7b montrent que l’accroissement de la charge entraîne celui de la zone de 
stabilité. Cependant, des oscillations au niveau de la réponse du système apparaissent pour des 
valeurs importantes de la charge. Dans le cas contraire, cela provoque le rétrécissement de la zone de 
stabilité. Ainsi, un compromis entre les gains d’entrée est nécessaire pour assurer la stabilité.  
 
Dans la figure 4-7c, on remarque que l’augmentation de refV  réduit considérablement la largeur de la 
zone de stabilité et limite le choix du gain PDG , alors que dans la figure 4-7d on constate que 
l’augmentation de la charge accroît la zone de stabilité et donne plus de liberté dans le choix des gains 
de sortie du contrôleur.  
 
Ces résultats de simulation ont mis en évidence les performances du contrôleur flou synthétisé pour 
assurer la stabilité asymptotique du convertisseur commandé en mode tension. La section suivante a 
pour objectif de montrer que la stabilité structurelle du convertisseur peut être assurée également par 
l’approche proposée. Pour cela, le schéma de commande en mode courant qui présente la spécificité 
de susciter les comportements anormaux sera considéré. Afin de décrire au mieux ces 
comportements et d’évaluer les performances de l’approche proposée, le modèle discret développé 
dans le deuxième chapitre sera adopté.  
 
IV. 3. Partie II : Commande des phénomènes non linéaires  
Etant donné qu’il est difficile d’analyser le comportement du système dans les régions à période de 
fonctionnement supérieure à 1, il serait intéressant de forcer le système à rester dans la région de 
période 1. Plusieurs approches dites de contrôle de la bifurcation ou de contrôle du chaos ont été 
développées dans la littérature [Lim, 90], [Ott, 90], [Jus, 00], [Ham, 00], [Ham, 01], [Pyr, 01], [Bet, 
02]. Parmi celles-ci, on peut citer la méthode OGY [Ott, 90] et sa généralisation aux systèmes d’ordre 
élevé présentée dans [Yu, 00]. On peut citer également la méthode de Pyragas [Pyr, 92] et ses 
modifications et ses extensions [Bas, 97], [Jus, 00] et [Pyr, 01].  
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Ces approches ont été adaptées à l’électronique de puissance dans [Che, 98], [Che, 99], [Bue, 00], 
[Tse, 01], [Fra, 05], [Kol, 06]. Néanmoins, la plupart de ces méthodes s’intéressent à l’élimination des 
comportements anormaux en un point de fonctionnement donné en visant l’orbite instable pour une 
éventuelle stabilisation sans pour autant garantir les performances de régulation. 
 
Afin d’assurer à la fois de meilleurs performances de régulation et de supprimer les comportements 
non linéaires du convertisseur, nous proposons, dans ce qui suit, d’utiliser la même structure du 
contrôleur flou pour un convertisseur commandé en courant. Notre objectif, en se basant sur la 
démonstration de stabilité précédemment donnée, est de garantir le réglage de la valeur moyenne du 
courant d’inductance et de montrer que ce contrôleur peut assurer également la stabilité structurelle 
du système. Pour valider l’approche, nous analysons les performances obtenues en terme 
d’élimination des phénomènes non linéaires et de la réduction du taux d’ondulation.  
 
IV.3.1. Le PID flou : stabilité structurelle  
Afin d’étudier l’élimination des phénomènes non linéaires par le contrôleur flou, nous devons choisir 
la commande du convertisseur en mode courant car celle-ci est plus riche en phénomènes non 
linéaires que la commande en tension. Par ailleurs, si l’on considère le courant de l’inductance 
comme sortie, on obtient un système à phase minimale, ce qui facilitera la mise en œuvre de la 
commande.  
 
Pour commander le convertisseur en mode courant, nous proposons le schéma de commande 
suivante [Gue, 06b], [Gue, 06c] :  
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Figure 4-8 Schéma de la régulation de la valeur moyenne du courant d’inductance 
 
On note que pour la protection des éléments de commutation avec ce schéma, le pic du courant peut 
être obtenu par l’ajout de la quantité ( )/gDTV L  à l’échantillon du courant ( )Li n . 
 
La commande en mode courant a pour but le réglage de la tension de sortie du convertisseur via la 
régulation de son courant d’inductance. Pour une tension de référence désirée refV , le courant de 
référence refI  à imposer est donnée par : 
( )2 /ref ref gI V RV=  (4-21)
 
Pour fournir la commande adéquate, le contrôleur flou utilise comme entrée l’erreur entre la valeur 
moyenne actuelle du courant et la référence ainsi que la dérivée de cette erreur. On calcule cette 
valeur moyenne comme suit : 
( )1 2
g
L T L
DTV
x i i n
L
⎛ ⎞
= 〈 〉 = +⎜ ⎟
⎝ ⎠
 
 
(4-22)
  
Le contrôleur flou utilisé dans cette section, dont le schéma bloc est donné par la figure 4-9, est la 
version discrète de celui présenté dans la partie précédente. Les gains du contrôleur sont obtenus à 
l’aide de l’approche développée précédemment, en modifiant le terme de l’erreur et celui de sa 
dérivée dans (4-10) par ( )1refe G I x′= −  et 1e G x′= −  avec G′  le gain du capteur de courant.  
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Figure 4-9 Structure du contrôleur flou discret 
 
 
Proposition 
Si le contrôleur flou assure la stabilité asymptotique lors de la régulation de la valeur moyenne du courant, alors il 
assure également le fonctionnement du convertisseur en période 1, et par conséquent, l’élimination des phénomènes non 
linéaires. 
 
En effet, le contrôleur flou délivre une seule valeur du rapport cyclique d  par période de 
commutation T  comme le montre la figure 4-2. Notons également que la stabilité asymptotique de la 
valeur moyenne du courant garantit l’invariance du rapport cyclique durant deux périodes de 
commutation successives en régime permanent : ( ) ( )1d n d n= + . A partir de là, on peut aboutir à la 
même valeur moyenne du courant pour deux périodes de commutation successives, et ainsi assurer 
que ce courant retourne en fin du cycle d’horloge à sa valeur initiale du début de ce cycle, i.e. 
( ) ( )1L Li n i n= + . Par conséquent, le contrôleur synthétisé force le convertisseur à fonctionner 
exclusivement en période 1 et permet ainsi d’éviter l’apparition des phénomènes anormaux dans un 
large domaine de fonctionnement.  
 
IV.3.2. Simulations et résultats  
Afin d’évaluer les performances du contrôleur en mode courant, les simulations seront effectuées en 
utilisant le modèle discret développés dans le chapitre 2. Ce dernier sera utilisé d’abord dans la 
reproduction des phénomènes anormaux exhibés par le convertisseur à travers des diagrammes de 
bifurcation, qu’on nommera par commodité le comportement original. Pour cela, on utilise le schéma de 
commande de la figure 4-10 où la valeur du rapport cyclique est donnée par :  
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Figure 4-10 Schéma de commande 
 
Le choix des gains d’entrée est basé, généralement, sur la normalisation des variables d’entrée, i.e : 
  
( )1/ maxeG e= , ( )1/ maxeG e∆ = ∆  ⇒  [ ] [ [, 1, 1 , 0, 1E E D∆ ∈ − ∀ ∈  (4-23)
 
Ceci est valable pour tous les cas, sauf pour celui de la variation du courant de référence où on doit 
modifier le gain de l’erreur à : 1/ max( )e refG I= . Néanmoins, l’obtention de la valeur maximale de la 
variation de l’erreur ( )( )max e∆  n’est pas toujours évidente car celle-ci est dépend de la dynamique 
du système en régime transitoire. De plus, le choix des gains (4-26) ne donne pas toujours un bon 
compromis entre la stabilité et les performances de régulation. Pour cela, nous proposons de relaxer 
la contrainte sur le choix des gains d’entrée en définissant le critère de choix suivant : 
 
( )1/ maxeG e≤ , ( )1/ maxeG e∆ ≤ ∆  ⇒  [ ] [ [, 1, 1 , 0, 1E E D∆ ∈ − ∀ ∈  (4-24)
 
Ce critère donne plus de liberté dans le choix des gains d’entrée et permet de réaliser un meilleur 
compromis entre la stabilité et les performances de régulation. 
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Les paramètres nominaux du convertisseur boost utilisé lors des simulations : 20gV V= , 
27L mH= , 120C Fµ= , 20R = Ω , 0.24VDr = Ω , 0.3SWr = Ω , 1.2Lr = Ω  et 0.1Cr = Ω . Afin 
d’explorer les comportements anormaux du convertisseur, la fréquence de commutation est fixée à 
500f Hz=  [Ban, 98]. 
 
Pour illustrer les performances réalisées par le contrôleur flou pour le point de fonctionnement 
4refI A= . La figure 4-11 présente les réponses du système obtenues. Malgré un comportement original 
chaotique du convertisseur, le contrôleur flou proposé assure la régularité dans la réponse du système 
et une erreur statique nulle.  
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(a) Comportement original (chaotique) 
Temps (s) 
C
ou
rr
an
t (
A
) 
 
(b) Comportement sous contrôleur flou 
Figure 4-11 Réponse du système  
 
Il s’agit maintenant à travers des diagrammes de bifurcation de montrer que le contrôleur flou assure 
le fonctionnement du convertisseur en période 1 et maintient ses performances pour un large 
domaine de fonctionnement. Ceci sera illustré grâce à une étude comparative entre les performances 
du contrôleur flou proposé et le comportement original du convertisseur. Le tableau IV-2 donne les 
différents domaines initiaux de fonctionnement. En utilisant ces domaines, il est facile de constater 
que l’approche de commande floue élimine les comportements non linéaires du convertisseur et 
assurent un fonctionnement en période 1. Nous proposons dans la suite de l’examiner pour des 
domaines de fonctionnement étendus donnés par le tableau IV-3.  
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                                         Paramètre
 Paramètre de Bifurcation  [ ]gV V  [ ]R Ω  [ ]L mH [ ]refI A
[ ]gV V  [7, 50] 20 27 4 
[ ]R Ω  30 [8, 50] 27 4 
[ ]L mH  20 20 [1, 30] 4 
[ ]refI A  30 20 27 [1.4, 7]
 
Tableau IV-2 Domaines initiaux de fonctionnement 
 
                                           Paramètre 
 Paramètre de Bifurcation  [ ]gV V  [ ]R Ω  [ ]L mH     [ ]refI A
[ ]gV V  [3, 50] 20 27 4 
[ ]R Ω  30 [8, 150] 27 4 
[ ]L mH  20 20 [1, 200] 4 
[ ]refI A  30 20 27 [1.4, 14]  
Tableau IV-3 Domaines étendus de fonctionnement 
 
Les figures 4-12 à 4-15 donnent le comportement original du convertisseur et celui avec le contrôleur 
flou proposé. Les résultats obtenus montrent que le schéma proposé supprime totalement les 
phénomènes non linéaires apparaissant dans le comportement original et ce malgré l’extension des 
domaines de fonctionnement. En effet, la figure 4-12b illustre, dans le cas de la variation de la 
tension d’alimentation, la suppression des phénomènes non linéaires et l’élargissement de la région 
de fonctionnement en période 1 de l’intervalle [35.1, 50]V  en comportement original à [3, 50] V  dans 
le cas du correcteur flou.  
 
Dans le cas de la variation de la charge (figure 4-13b), le contrôleur flou assure le fonctionnement en 
période 1 le long du domaine de fonctionnement [8, 150] Ω , alors que ce type de fonctionnement 
est limité sur l’intervalle de [8, 12] Ω  dans le comportement original. Au delà de 12Ω  le système exhibe 
une série de bifurcation avec l’augmentation de la charge jusqu’à ce qu’il rentre dans la zone du 
chaos. 
 
Les diagrammes de bifurcation 4-14 et 4-15 montrent un élargissement du fonctionnement en 
période 1 dans le cas de la variation de l’inductance et du courant de référence respectivement, alors 
que ce type de fonctionnement était limité à [1, 4.6]mH  et [1.4, 3.4]A  respectivement.  
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(a) Comportement original 
Domaine initial  
 
(b) Comportement sous contrôleur flou 
Figure 4-12 Diagrammes de bifurcation en variant gV   
 
 
P8 Période 1 Période 2 P4 Chaos 
 
(a) Comportement original 
Domaine initial  
 
(b) Comportement sous contrôleur flou 
Figure 4-13 Diagrammes de bifurcation en variant R  
 
 
(a) Comportement original 
Domaine 
initial 
 
(b) Comportement sous contrôleur flou 
Figure 4-14 Diagrammes de bifurcation en variant L   
 
 
Chapitre IV : Synthèse du contrôleur flou : 2ème approche 
 
 117
 
(a) Comportement original 
Domaine initial  
 
(b) Comportement sous contrôleur flou 
Figure 4-15 Diagrammes de bifurcation en variant ref I  
 
 
Pour montrer que le schéma de la commande floue proposé garantit en plus de l’élimination des 
comportements anormaux les performances de régulation, on donne les réponses du système pour 
deux points de fonctionnements 3gV V=  et 8gV V=  par la figure 4-16.  
8gV V=  3gV V=
Li [A]  
Temps [s] 
 
Figure 4-16 Réponse du système pour 3gV V=  et 8gV V=  
 
Dans le comportement original du convertisseur, la valeur de la tension d’alimentation 3gV V=  ne 
permettait d’assurer ni la charge du condensateur ni l’atteinte de la référence. La figure 4-16 montre 
que malgré cette faible valeur de la tension d’alimentation, le contrôleur flou force la valeur moyenne 
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du courant à atteindre la consigne. Nous constatons également que les performances de régulation 
s’améliorent avec l’augmentation de la tension d’alimentation. En effet, le dépassement ainsi que le 
temps de réponse se réduisent en passante de 3gV V=  à 8gV V= . 
 
IV. 4. Conclusion 
Dans ce chapitre, nous avons proposé une méthode systématique pour la synthèse d’un contrôleur 
flou stabilisant pour le convertisseur statique décrit par son modèle moyen, commandé en tension et 
fonctionnant en période 1. Une linéarisation du modèle nous a permis de positionner les pôles du 
système bouclé en fonction des paramètres du contrôleur flou. Les résultats de simulation ont 
montré les valeurs admissibles pour chaque paramètre du contrôleur. D’autres paramètres influant 
sur la stabilité comme la charge et la tension d’alimentation, ont été également prises en compte lors 
de l’analyse de stabilité du système bouclé. Afin de traiter le cas du convertisseur présentant des 
comportements anormaux, l’approche de synthèse du contrôleur stabilisant, a été étendue pour la 
synthèse du contrôleur en mode courant. La modélisation discrète, proposée dans le deuxième 
chapitre, a été utilisée pour évaluer les performances de régulation du contrôleur flou. Les résultats 
de simulation, ont montré l’efficacité du contrôleur synthétisé pour garantir la stabilité structurelle du 
système. Néanmoins, il reste à optimiser le choix des gains pour garantir le meilleurs compromis 
entre la stabilité et les performances.  
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Les travaux menés dans cette thèse ont porté sur la modélisation et la commande des 
convertisseurs statiques. Afin d’assurer une description meilleures du comportement dynamique 
du convertisseur, nous avons proposé un modèle discret modifié du convertisseur. Notre 
contribution relative à la synthèse de la commande a porté sur le développement de deux 
méthodes de mise en œuvre de contrôleurs flous.  
 
Le chapitre 1 a été dédié à la présentation de l’ensemble des définitions et des outils nécessaires 
pour l’étude du convertisseur statique. En effet, après une brève description du convertisseur 
étudié et ses modes de fonctionnement et de commande, nous avons exposé les principales 
méthodes de modélisation développées dans la littérature avec leurs avantages et leurs 
inconvénients. Finalement, les différents outils d’analyse des phénomènes non linéaires en vue de 
leur utilisation dans les chapitres 2 et 4 ont été détaillés à la fin de ce chapitre. 
 
Motivés par l’intérêt que peut présenter le modèle discret au niveau de l’exploration des 
phénomènes non linéaires, nous avons consacré le second chapitre à la modélisation discrète du 
convertisseur boost. A partir de l’analyse des deux principales techniques de modélisation discrète 
développées dans la littérature ainsi que de leurs limitations, nous avons proposé des 
améliorations permettant d’allier les avantages des approches existantes en évitant ou atténuant 
leurs inconvénients. Nous avons montré que les améliorations apportées permettent une 
description plus fidèle du comportement du convertisseur sans pour autant introduire des 
hypothèses simplificatrices ou des conditions de validité du modèle. De plus, la technique 
proposée permet, pour tous les modes de commande et de conduction, d’explorer les différents 
phénomènes non linéaires (bifurcation, oscillations quasi-périodiques, chaos) sans pour autant 
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alourdir le calcul ou imposer des contraintes sur le fonctionnement du convertisseur. Une analyse 
du mécanisme de la première bifurcation a été ensuite effectuée afin de mettre en évidence la 
difficulté de prédire ces comportements imprévisibles qui compliquent l’analyse et la synthèse de 
commande pour ce type de systèmes.  
 
Afin d’assurer de bonnes performances de régulation, nous avons proposé dans le troisième 
chapitre la synthèse d’un contrôleur à base de logique floue. En utilisant un modèle à petits 
signaux du convertisseur opérant en mode de conduction continue, nous avons synthétisé un 
PID flou pour la régulation de la tension de sortie par analogie avec un PID classique. L’idée 
dans ce cas a été d’exploiter l’analogie existante entre un PID classique et le contrôleur flou pour 
le calcul des gains et leur ajustement pour atteindre les objectifs de régulation. L’efficacité du 
contrôleur proposé en termes de robustesse et de flexibilité a été montrée à travers des études en 
simulation en tenant compte de la variation de la charge, des perturbations externes et pour un 
point de fonctionnement variant dans le temps. Toutefois, le modèle à petits signaux reste valide 
qu’autour du point de fonctionnement et ne permet pas la description des non linéarités du 
système. Pour cela une seconde approche a été proposée au chapitre 4. L’idée est de calculer 
analytiquement et d’une manière systématique les différents paramètres du contrôleur flou 
garantissant la stabilité du système bouclé. Pour cela, le modèle moyen a été adopté lors de la 
mise en œuvre afin d’obtenir des expressions simples tout en gardant l’aspect non linéaire du 
convertisseur. Ainsi, après avoir imposé les pôles et la dynamique désirés, des inégalités 
mathématiques sont établies pour permettre de définir les zones de stabilité des paramètres. Nous 
nous sommes d’abord intéressés au fonctionnement en période 1, et nous avons ensuite montré 
que cette approche peut être étendue au fonctionnement en périodes multiples et que le 
contrôleur ainsi développé permet de forcer le système à fonctionner en période 1. Ceci permet 
d’éviter l’apparition des phénomènes non linéaires et de maintenir les performances de régulation 
pour une grande variation du point de fonctionnement. Plusieurs simulations ont été présentées 
pour mettre en évidence l’apport de l’approche proposée. 
 
L’ensemble des travaux menés dans le cadre de cette thèse a permis d’identifier plusieurs 
ouvertures qui, associées aux problèmes dégagés au cours de notre étude, constituent des pistes 
de recherches intéressantes pour nos travaux à venir. A court terme une validation expérimentale 
de la technique de modélisation et de l’approche de commande est envisagée avec une 
amélioration de la technique de modélisation par la prise en compte des imperfections relatives 
aux interrupteurs comme la commutation non instantanée, la tension de seuil etc. Par ailleurs, le 
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compromis entre la stabilité et les performances de régulation a été effectué en se basant sur 
l’observation de la réponse du système. Une étude approfondie sur la recherche d’un compromis 
optimal représente également une piste intéressante. Notons également que l’aspect hybride des 
convertisseurs statiques pourra être considéré dans nos travaux à venir. En effet nous comptons 
exploiter les travaux, sur les observateurs pour systèmes hybrides, menés au niveau de l’équipe et 
en collaboration avec ECS de l’ENSEA, pour intégrer l’aspect commande et mettre en œuvre sur 
une application réelle dans le cadre du projet régional «conversion d’énergie » qui démarre en 
2007. 
 
D’autres perspectives à moyen terme peuvent être envisagées au sein de l’équipe. Il s’agit 
d’étendre les approches développées aux convertisseurs multicellulaires aussi bien au niveau de la 
modélisation que de la commande. Cet intérêt est motivé par le fait que ce type de convertisseurs 
permet d’avoir une tension de sortie multi-niveaux tout en réduisant les contraintes en tension 
sur les éléments du convertisseur.  Ces travaux se feront dans le cadre des collaborations menées 
avec l’équipe Dynamics de l’Université d’Ourel. En effet la thèse en cotutelle de P. Ustinov 
démarrée en 2006 a pour objectif de développer des approches hybrides pour la synthèse de 
contrôleurs pour des structures de conversion d’énergies dédiées à la moyenne tension et aux 
conditionnements des énergies renouvelables. 
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