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Аннотация. Анализируются методы тестирования современных запоминающих устройств. Показывается 
обоснованность применения псевдоисчерпывающих тестов для обнаружения сложных неисправностей памяти. 
Формулируется необходимое условие генерирования псевдоисчерпывающего теста для заданного количества ячеек 
запоминающего устройства. Показывается, что задача генерирования псевдоисчерпывающего теста на базе много-
кратных тестов запоминающих устройств с изменяемым начальным состоянием сводится к комбинаторной задаче 
собирателя купонов. Приводятся оценки средней, минимальной и максимальной кратности многократного теста для 
обеспечения исчерпывающего множества комбинаций для заданного числа ячеек запоминающего устройства. Экс-
периментально показывается справедливость аналитических оценок и подтверждается возможность псевдоисчерпы-
вающего тестирования запоминающих устройств.  
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Введение. Высокой эффективностью обнаружения неисправностей современных цифро-
вых устройств, и в особенности запоминающих устройств, характеризуются исчерпывающие 
тесты и их различные аппроксимации в виде псевдоисчерпывающих тестов [1−4]. Чаще всего 
в качестве псевдоисчерпывающих тестов рассматриваются двоичные тестовые наборы, кото-
рые обеспечивают 2k возможных двоичных комбинаций для любых k из N разрядов тестовых 
наборов, где k << N [3]. Вероятностное тестирование и его многочисленные разновидности, ос-
нованные на принципе черного ящика, также являются эффективной аппроксимацией исчерпы-
вающего тестирования [5]. Существующие модификации классического метода построения ве-
роятностных тестов объединяются принципом управления процедурой формирования 
очередного тестового набора [6]. Существенным недостатком подобных тестов является вы-
числительная сложность формирования тестовых наборов [3, 5].  
С целью уменьшения вычислительной сложности формирования управляемых вероят-
ностных тестов широко обсуждаются и используются итеративные вероятностные тесты [6], ве-
роятностные тесты с малым числом наборов [7], а также многократные тесты для запоминающих 
устройств [8–10]. При проектировании многократных тестов, в частности многократных марше-
вых тестов запоминающих устройств, не требуется вычисление каких-либо характеристик, а по-
строение таких тестов основывается на реализации определенной процедуры [3, 4, 8–10]. 
Целью настоящей статьи является исследование эффективности применения многократ-
ных маршевых тестов с изменяемым начальным состоянием памяти для псевдоисчерпывающе-
го тестирования современных запоминающих устройств. Приводятся основные аналитические 
соотношения, а также оценки сложности процедуры формирования псевдоисчерпывающих тес-
тов, обеспечивающих всевозможные 2k двоичные комбинации в произвольных k из N запоми-
нающих ячеек памяти.  
1. Многократные маршевые тесты запоминающих устройств. Ранее [11] было 
показано, что при однократном применении маршевых тестов запоминающих устройств 
полнота покрытия сложных неисправностей запоминающих устройств, а также любых других 
неисправностей остается неизменной. В качестве обобщающих (доминирующих) неисправ-
ностей, обнаруживаемых маршевыми тестами, рассматривается модель кодочувствительных 
неисправностей PSFk или ее разновидности, определяемые как NPSFk, которые эффективно 
покрывают более простые модели неисправностей запоминающих устройств [11]. Как показано 
в ряде источников [10, 11], наиболее адекватной моделью являются неисправности PNPSFk, 
количество которых для произвольных k из N ячеек памяти и фиксированной базовой ячейки 
2×2k–1 = 2k.  
Для повышения эффективности повторного применения маршевых тестов радикальным 
подходом может быть как изменение последовательности адресов, применяемых в каждом 
последующем маршевом тесте [3, 12], так и изменение начального состояния памяти [7, 13]. 
Изменение содержимого памяти, например, при ее обновлении в результате вычислений 
позволяет существенно увеличить полноту покрытия при повторном применении маршевого 
теста [7, 10, 13].  
В статье [3] было обосновано применение многократных маршевых тестов с изменяемыми 
адресными последовательностями для реализации псевдоисчерпывающего тестирования. Чис-
ленные характеристики, представленные в данной работе, позволяют сделать вывод о реаль-
ности формирования псевдоисчерпывающего теста для современных запоминающих 
устройств. Применение не более 100 итераций простейшего маршевого теста позволяет реали-
зовать исчерпывающее тестирование любого подмножества из k  6 ячеек памяти. Определяю-
щим недостатком метода, основанного на изменении адресных последовательностей, является 
необходимость хранения таких последовательностей с целью их воспроизведения.  
Применение изменяемых начальных состояний современных запоминающих  устройств рас-
сматривалось в контексте их оптимальности для многократных маршевых тестов, кратность кото-
рых ограничивалась небольшими значениями [7, 10, 13]. В частности, были получены оптимальные 
значения для двукратных и трехкратных маршевых тестов, а также сделан оптимальный выбор 
начального состояния на основании расстояния Хэмминга и евклидова расстояния [7, 10, 13].  
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2. Анализ маршевых тестов запоминающих устройств. Маршевые тесты запоминаю-
щих устройств состоят из последовательных фаз с конкретными комбинациями операций запи-
си (w) и чтения (r). Каждая фаза реализует последовательное обращение ко всем ячейкам запо-
минающего устройства согласно их адресам. Символ ↑ обозначает прямую (возрастающую) 
последовательность адресов памяти, символ ↓ – обратную (убывающую) последовательность, 
а символ ↨ – возрастающую или убывающую последовательность адресов [11]. Обозначения w0 
и w1 используются для определения операции записи 0 и 1 в ячейку памяти, а r0 и r1 – опера-
ции чтения 0 и 1. В качестве примера рассмотрим два наиболее часто применяемых на практике 
маршевых теста, а  именно MATS ++ {↕ (w0); ↑ (r0, w1); ↓ (r1, w0, r0)} и  March C− {↕ (w0);      
↑ (r0, w1); ↑ (r1, w0); ↓ (r0, w1); ↓ (r1, w0); ↕ (r0)} [11]. Сложность теста MATS ++ равна 6N, 
а сложность March C− составляет 10N, где N представляет собой емкость запоминающего 
устройства в битах [11]. 
Как уже отмечалось в разд. 1, маршевые тесты запоминающих устройств при их реализа-
ции генерируют в k произвольных ячейках памяти так называемую орбиту, которая представ-
ляет собой набор двоичных k-разрядных векторов [3, 12]. Конкретный набор векторов, состав-
ляющих орбиту, зависит от трех основных факторов [3]. Прежде всего используемый 
маршевый тест однозначно определяет структуру орбиты, так как он формулирует правила, по 
которым генерируются двоичные векторы в ячейках запоминающего устройства. Эти правила 
представляются набором фаз маршевого теста, их структурой и используемой последователь-
ностью адресов. Начальное состояние запоминающего устройства является вторым аргумен-
том, который принимается во внимание при формировании конкретной орбиты. Адресная по-
следовательность, представляющая собой порядок адресов запоминающих ячеек памяти, 
которые формируются маршевым тестом, является третьим фактором. Порядок адресов в по-
следовательности может быть произвольным с единственным ограничением, что каждый адрес 
формируется ровно один раз, а их последовательность обратима [3]. 
Анализ классических маршевых тестов показывает, что существует только одна или две 
отличающиеся орбиты для k произвольных ячеек памяти, которые генерируются во время вы-
полнения теста [14]. Действительно, для фаз классических маршевых тестов применяются два 
возможных начальных состояния в произвольных k ячейках памяти, а именно все нули и все 
единицы. Как правило, во время выполнения теста используются фазы, для которых данные из 
ячеек памяти считываются, и в них записываются инверсные значения. Наряду с двумя воз-
можными вариантами начальных состояний (единичное и нулевое) для k из N произвольных 
ячеек памяти во время выполнения фаз применяется прямая последовательность адресов (↑) 
или обратная последовательность (↓). Поэтому в маршевых тестах существуют четыре разные 
орбиты. Количество орбит и их порядок во время выполнения теста зависят от применяемого 
маршевого теста. Все возможные комбинации начальных состояний и адресных последова-
тельностей для классических маршевых тестов и соответствующие им орбиты, формируемые 
в произвольных k ячейках памяти, приведены в табл. 1. 
 
Таблица 1  
Орбиты, формируемые классическими маршевыми тестами 
Орбиты O0 O1 O2 O3 
Начальное 
состояние P0 
000…00 000…00 111…11 111…11 
Последовательность 
адресов 
Прямая 
(↑) 
Обратная 
(↓) 
Прямая 
(↑) 
Обратная 
(↓) 
P0 
P1 
P2 
… 
Pk−2 
Pk−1 
Pk 
000…00 
000…01 
000…11 
  … 
001…11 
011…11 
111…11 
000…00 
100…00 
110…00 
  … 
111…00 
111…10 
111…11 
111…11 
111…10 
111…00 
  … 
110…00 
100…00 
000…00 
111…11 
011…11 
001…11 
  … 
000…11 
000…01 
000…00 
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Например, маршевый тест MATS ++ генерирует две орбиты, а именно O0 во время реали-
зации его фазы ↑ (r0, w1) и O3 в результате применения фазы ↓ (r1, w0, r0). В то же время  
March C− позволяет генерировать все четыре возможные орбиты, что доказывает его более вы-
сокую эффективность для тестирования запоминающих устройств.  
Для орбиты O, порожденной маршевым тестом, верны следующие общие утверждения [3].   
Утверждение 1.  Орбита O, сформированная в произвольных k ячейках памяти как ре-
зультат применения маршевого теста, состоит из k +1 k-разрядного двоичного вектора P0, 
P1, ..., Pk. 
Данное утверждение следует из структуры орбиты, показанной в табл. 1. Следует отме-
тить, что для маршевого теста из-за фазы инициализации ↕ (w0) или любых фаз теста, таких как 
↕ (... w0 ...), P0 принимает нулевое значение P0 = 000 ... 0, т. е. все k ячеек памяти устанавлива-
ются в нулевое состояние. Значение начального состояния ячеек P0 = 111 ... 1 может быть сге-
нерировано тестом, который имеет фазу инициализации ↕ (w1)  или включает фазу ↕ (... w1 ...). 
Утверждение 2.  Расстояние Хэмминга HD(Pi, Pi+j) между двумя векторами состояний 
Pi и Pi+j орбиты O для k произвольных ячеек запоминающего устройства, где i{0, 1, 2, ..., k–1} 
и j{0 , 1, 2, ..., k–i}, равно j. 
Это утверждение верно для различных 2k начальных состояний в k ячейках памяти и про-
извольной адресной последовательности.   
Следует отметить важное следствие утверждения 2 о том, что в пределах орбиты O нет 
двух одинаковых двоичных векторов Pi и Pl для i ≠ l. Для любого начального состояния P0 рас-
стояние Хэмминга между любыми двумя векторами Pi и Pi+j всегда одинаково и определяется 
соотношением  HD(Pi, Pi+j) = j. Например, если j = 1, то HD(Pi, Pi+1) = 1. 
Для случая псевдоисчерпывающих тестов основная цель состоит в генерировании всех 
возможных 2k двоичных векторов для произвольных k ячеек памяти. При этом последователь-
ность векторов не имеет значения. Оптимальным решением является создание другой орбиты, 
отличной от сформированных ранее орбит, для получения максимального количества дополни-
тельных векторов. Все орбиты должны быть максимально разными с точки зрения генерируе-
мых двоичных векторов. 
Утверждение 3.  Две орбиты Oi и Ol считаются эквивалентными или равными (Oi = Ol), 
если обе орбиты включают одинаковые двоичные векторы независимо от их порядка. 
В случае классических маршевых тестов O0 = O3 и O1 = O2 (см. табл. 1).  
Все множество классических маршевых тестов, как отмечалось ранее [3, 10, 15], делится на 
два основных множества. Первое множество включает так называемые тесты типа MATS ++. Эти 
тесты характеризуются тем, что генерируют одну орбиту из четырех возможных или две, но 
эквивалентные (O0 и O3 или O1 и O2). Второе множество, называемое маршевыми March C− 
подобными тестами, характеризуется формированием при их реализации по меньшей мере двух 
различных орбит, а именно O0, O1; O0, O2; O1, O3; O2, O3. 
Проведенный анализ позволяет сделать следующий вывод. Однократное применение 
маршевого теста дает возможность получить только одну или две орбиты, которые зависят от 
начального состояния памяти и используемой адресной последовательности. Для тестов типа 
MATS ++ применение маршевого теста позволяет генерировать k + 1 различных k-разрядных 
двоичных векторов или 2k для тестов типа March С−. Очевидно, что для получения всех воз-
можных 2k двоичных векторов для k произвольных ячеек памяти маршевый тест должен при-
меняться более одного раза в случае различных начальных состояний или различных адресных 
последовательностей. Подход, основанный на изменении адресных последовательностей, был 
всесторонне исследован ранее [3, 10, 12]. 
3. Изменение начального состояния запоминающих устройств. Рассмотрим бит-
ориентированное запоминающее устройство, содержащее N = 2m ячеек, каждая из которых име-
ет уникальный m-разрядный адрес. Для случая произвольного количества k < 2m ячеек памяти 
с адресами β, γ, ..., δ, ε, η, где 2m > β > γ > ... > δ > ε > η  0, оригинальная орбита Oo (табл. 2) 
формируется согласно процедуре, показанной в табл. 1 [3]. 
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Таблица 2 
Орбита Oo, состоящая из k+1 двоичного вектора, для k ячеек памяти  
Орбита Oo 
Вектор 
Индексы разрядов вектора 
k−1 k−2 … 2 1 0 
P0       …          
P1       …         ̅̅ ̅ 
P2       …      ̅̅ ̅   ̅̅ ̅ 
P3       …   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅ 
 … … … … …  
Pk-1      ̅̅ ̅ …   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅ 
Pk   ̅̅ ̅   ̅̅ ̅ …   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅ 
 
Начиная с исходного состояния памяти P0 =      …       , где         , 
 {           } и 
ia принимает инверсное значение относительно   , в орбите формируются k + 1 
различных двоичных векторов, которые удовлетворяют утверждениям 1 и 2. В качестве приме-
ра рассмотрим случай, когда k = 3.  Для всех возможных 23 = 8 начальных состояний восемь 
орбит, полученных согласно табл. 2, приведены в табл. 3.  
 
 Таблица 3 
Восемь возможных орбит для k = 3   
O0 O1 O2 O3 O4 O5 O6 O7 
0 0 0 0 0 1 0 1 0 0 1 1 1 0 0 1 0 1 1 1 0 1 1 1 
0 0 1 0 0 0 0 1 1 0 1 0 1 0 1 1 0 0 1 1 1 1 1 0 
0 1 1 0 1 0 0 0 1 0 0 0 1 1 1 1 1 0 1 0 1 1 0 0 
1 1 1 1 1 0 1 0 1 1 0 0 0 1 1 0 1 0 0 0 1 0 0 0 
 
Для случая изменяемого начального состояния в k ячейках запоминающего устройства 
справедливы следующие утверждения.  
Утверждение 4.  Для произвольных k > 1 ячеек запоминающего устройства и различ-
ных 2k начальных состояний P0 =      …        произвольный маршевый тест при использо-
вании фиксированной адресной последовательности генерирует 2k уникальных неэквивалент-
ных орбит.  
Доказательство.  Так как           {           }, для k ячеек запоминающего 
устройства существует 2k различных начальных состояний. Для случая фиксированного поряд-
ка адресов каждое начальное состояние генерирует только одну орбиту. Таким образом, для 
случая неизменяемого порядка адресов количество различных орбит не может быть больше 2k. 
Число орбит менее 2k может быть только в случае, когда для двух различных начальных состо-
яний P0 две орбиты эквивалентны (утверждение 3). Это означает, что для орбиты Oо, показан-
ной в табл. 2, с начальным состоянием P0 =      …         существует эквивалентная орби-
та On с P0 ≠      …       . Согласно утверждению 3 для случая, когда On = Oо, орбита On 
должна быть построена в результате перестановки двоичных векторов, используемых в орби-
те Oo. Это означает, что двоичные векторы P0 =      …        и Pk =   ̅̅ ̅   ̅̅ ̅…   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅  орби-
ты Oо с расстоянием Хэмминга HD(P0, Pk) = k также должны входить в состав орбиты On. Един-
ственная новая позиция для вектора Pk =   ̅̅ ̅   ̅̅ ̅…   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅  – это позиция P0 в орбите On, а для 
вектора P0 =      …        – позиция Pk, что следует из утверждения 2. Если в орбите On 
начальное состояние Pk =   ̅̅ ̅   ̅̅ ̅…   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅, то для той же последовательности адресов  P1  при    
k > 1 не является двоичным вектором, принадлежащим Oo. Это означает неэквивалентность ор-
бит Oo и On, т. е. Oo ≠ On. 
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Утверждение 5 .  Для заданного k и постоянного порядка адресов существуют 
          ⁄    орбит On с иными начальными состояниями P0 , состоящих из двоичных 
векторов, которые не используются в орбите Oo , и        ⁄  орбит, включающих по два 
вектора, которые входят в орбиту Oo.  
Доказательство. Для общего случая орбиты Oo с начальным состоянием P0 =      … 
       новая орбита On будет получена в результате инвертирования r (k  r  1) разрядов для 
всех двоичных векторов исходной орбиты Oo. В качестве примера две новые орбиты Ow и Ov 
как результат инвертирования определенных разрядов в векторах орбиты Oo для k = 5 показаны 
на рис. 1. В данном случае использовалось инвертирование соседних разрядов векторов, поэто-
му отрицания представляют собой единый непрерывный блок.  
 
 
Oo Ow Ov 
4 3 2 1 0 4 3 2 1 0 4 3 2 1 0 
P0                           ̅̅ ̅         ̅̅ ̅   ̅̅ ̅   ̅̅ ̅    
P1               ̅̅ ̅            ̅̅ ̅   ̅̅ ̅      ̅̅ ̅   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅ 
P2            ̅̅ ̅   ̅̅ ̅               ̅̅ ̅      ̅̅ ̅   ̅̅ ̅      ̅̅ ̅ 
P3         ̅̅ ̅   ̅̅ ̅   ̅̅ ̅         ̅̅ ̅      ̅̅ ̅      ̅̅ ̅         ̅̅ ̅ 
P4      ̅̅ ̅   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅      ̅̅ ̅   ̅̅ ̅      ̅̅ ̅               ̅̅ ̅ 
P5   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅      ̅̅ ̅   ̅̅ ̅            ̅̅ ̅ 
 
Рис. 1. Результат инвертирования соседних разрядов векторов орбиты 
 
Орбита Ow является результатом отрицания всего лишь одного разряда с индексом 1 для 
всех векторов орбиты Oo, а орбита Ov получена в результате инвертирования блока разрядов 
векторов с индексами 1, 2 и 3. В результате обе орбиты Ow и Ov имеют три новых вектора 
и включают в себя два вектора из оригинальной орбиты Oo. Так, в орбите Ow используются век-
торы P1 и P2 из орбиты Oo, а в орбите Ov – соответственно P1 и P4. В обоих случаях эти пары 
векторов меняют свои позиции в орбите. Для новой орбиты Ow вектор P1 занимает положение 
P2 и, наоборот, P2 находится на позиции P1. То же самое можно заключить и для векторов P1 
и P4 в случае орбиты Ov. Остальные  k − 1 векторы из-за примененных отрицаний являются но-
выми по сравнению с множеством векторов орбиты Oo.  
Обобщая приведенный анализ, можно сделать следующий вывод. Для случая одного бло-
ка последовательных отрицаний, примененных для Oo, с целью получения новой орбиты On, 
как это было проиллюстрировано примерами построения Ow и Ov, результирующая новая орби-
та включает только два двоичных вектора исходной орбиты Oo. Остальные векторы отличаются 
от векторов орбиты Oo. Учитывая утверждения 3 и 4, в новой орбите, очевидно, будут повто-
ряться двоичные векторы Pi и Pj из множества векторов P0, P1, P2, …, Pk. При этом вектор Pi 
займет позицию вектора Pj и, наоборот, Pj – позицию Pi. Отметим, что для любого k существует 
k блоков с одним отрицанием, k − 1 блок с двумя последовательными отрицаниями, k − 2 блока 
с тремя последовательными отрицаниями и т. д. Тогда число M1 новых орбит On, которые 
включают в себя два вектора из оригинальной орбиты Oo, может быть рассчитано как 
 
                         
     ⁄ . (1) 
 
Применение других наборов отрицаний для получения новой орбиты, которые включают 
в себя более одного блока последовательных отрицаний, приводит к получению абсолютно но-
вой орбиты. Например, орбиты Ox и Oz включают другие наборы двоичных векторов по сравне-
нию с векторами орбиты Oo, как показано для случая k = 5 на рис. 2.  
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Oo Ox Oz 
4 3 2 1 0 4 3 2 1 0 4 3 2 1 0 
P0                  ̅̅ ̅   ̅̅ ̅      ̅̅ ̅   ̅̅ ̅      ̅̅ ̅      ̅̅ ̅   ̅̅ ̅ 
P1               ̅̅ ̅   ̅̅ ̅   ̅̅ ̅      ̅̅ ̅         ̅̅ ̅      ̅̅ ̅    
P2            ̅̅ ̅   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅               ̅̅ ̅          
P3         ̅̅ ̅   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅            ̅̅ ̅   ̅̅ ̅       
P4      ̅̅ ̅   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅      ̅̅ ̅               ̅̅ ̅       
P5   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅   ̅̅ ̅         ̅̅ ̅         ̅̅ ̅      ̅̅ ̅       
 
Рис. 2. Результат применения более одного блока инверсий 
  
Таким образом, можно сделать вывод, что применение более чем одного блока последо-
вательных отрицаний при получении новой орбиты On разрушает два вектора Pi и Pj, которые 
сохраняются в случае одного блока отрицаний. Число M2 новых орбит, состоящее из двоичных 
векторов, которые не участвуют в исходной орбите Oo, можно оценить как 
 
    
         ⁄     (2) 
 
Для случая k = 3 согласно (1) и (2) получим  M1 = 6 и M2 = 1, что подтверждается резуль-
татами табл. 3. Действительно, только одна орбита O5 имеет совершенно разные двоичные век-
торы в сравнении с O0. Остальные орбиты O1, O2, O3, O4, O6 и O7 включают ровно два двоичных 
вектора из орбиты O0. Численные значения M1 и M2 для разных значений k представлены 
в табл. 4.  
 
          Таблица 4 
Численные значения M1 и M2 
k 2 3 4 5 6 7 8 9 10 
M1 3 6 10 15 21 28 36 45 55 
M2 0 1 5 16 42 99 219 466 968 
 
Ограничение количества разновидностей новых орбит только двумя видами и их точное 
число M1 и M2 позволяют оценить среднее число Mave двоичных векторов, формируемых в ре-
зультате двукратного маршевого теста. В случае двукратного теста MATS ++ это значение 
можно получить следующим образом. Для произвольного значения ячеек k однократное при-
менение теста MATS ++ формирует в них k + 1 двоичный вектор (см. утверждение 1). Основы-
ваясь на общей идее многократного тестирования запоминающих устройств [10], исходные со-
стояния памяти перед последующим применением маршевого теста формируются как 
случайные равномерно распределенные данные. Это означает, что для тех же k ячеек памяти 
новая орбита из всех возможных 2k орбит генерируется с равной вероятностью. Тогда среднее 
количество новых двоичных векторов, формируемых во время повторного применения теста 
MATS ++, будет определяться как  ,2/)]1()1([ 21
kkMkM   а значение среднего числа Mave 
двоичных векторов, формируемых в результате двукратного маршевого теста MATS ++, опреде-
ляется соотношением 
 
.
2
)1(
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)1(
2
21
kkave
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kM


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  (3) 
 
Численные значения Mave/2
k
 для различных значений k приведены в табл. 5. 
 
 Таблица 5 
Численные значения Mave/2
k 
k 2 3 4 5 6 7 8 9 10 
Mave/2
k
 0,937 0,750 0,527 0,339 0,206 0,121 0,069 0,038 0,021 
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Представленное в табл. 5 любое значение, умноженное на 100 %, может быть интерпре-
тировано как число генерируемых двоичных векторов в процентном исчислении в результате 
двукратного применения маршевого теста MATS ++. Для экспериментальной проверки приве-
денных в табл. 5 аналитических результатов были получены реальные экспериментальные зна-
чения для разных k. Эти значения являются средней величиной Mave/2
k
 в процентах, полученной 
на основе 100 000 ее экспериментальных значений. Результаты экспериментов приведены в 
табл. 6.  
 
              Таблица 6 
Экспериментальные значения 
k 2 3 4 5 6 7 8 9 10 
(Mave/2
k
)100 % 93,76 75,04 52,74 33,98 20,64 12,12 6,91 3,87 2,14 
 
Из табл. 5 и 6 видно, что экспериментальные и теоретические значения Mave/2
k
 очень близ-
ки и практически одинаковы. Это объясняется точностью аналитических соотношений (1)–(3). 
Очевидно, что аналогичные оценки могут быть получены для трехкратного, четырехкратного 
и т. д. применений маршевых тестов. Однако для этого нужно построить достаточно громозд-
кие и сложные комбинаторные соотношения, сложность которых увеличивается с ростом k. 
Поэтому в разд. 4 рассмотрим более общую модель для любого значения кратности многократ-
ных маршевых тестов.  
Утверждение 6.  Минимальное количество Qmin орбит, полученных в результате мно-
гократного применения маршевого теста с изменяемыми начальными состояниями и необхо-
димых для получения всех 2k возможных двоичных векторов в произвольных k ячейках, должно 
удовлетворять неравенству 
k
min
2
Q ,
k 1

 
 
 
 (4) 
где k = 2,3, ... 
Значение Qmin может рассматриваться как нижняя граница для минимального числа мар-
шевых тестов типа MATS ++ при достижении исчерпывающего покрытия 2k двоичными векто-
рами всех состояний в k произвольных ячейках памяти. Эта нижняя граница была получена для 
наилучшего случая, когда все последующие орбиты включают по k + 1 новому двоичному век-
тору, ранее не использованному в предыдущих орбитах, генерируемых MATS ++ подобными 
маршевыми тестами. В случае маршевых тестов типа March С−, учитывая, что каждая после-
дующая итерация их применения формирует не более чем 2k новых двоичных векторов, Qmin 
принимает следующий вид: 
 
1
min
2
,
k
Q
k
 
  
 
 (5) 
где 2, 3, ...k   
Согласно (4) для k = 3 минимальное число орбит Qmin = 2. Это означает, что минимальное 
число кратности, например, теста MATS ++ для достижения исчерпывающего покрытия в трех 
ячейках памяти равно двум. Действительно, пары орбит O0, O5; O1, O4; O2, O7 и O3, O6 генери-
руют все 23 = 8 двоичных векторов для k = 3 (см. табл. 3).  
4. Математическая модель многократного тестирования запоминающих устройств. 
Как было показано в предыдущих разделах, для генерирования всех 2k возможных двоичных 
комбинаций в произвольных k ячейках памяти возможно применение многократного маршево-
го теста. Все последующие итерации применения выбранного теста в рамках многократного 
тестирования должны реализовываться с разными начальными состояниями и (или) различны-
ми адресными последовательностями, что является необходимым условием для обеспечения 
формирования новых орбит.  
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Предположим, что последовательность начальных состояний и адресные последователь-
ности формируются случайным образом, а начальные состояния и адреса представляют собой 
случайные равномерно распределенные и независимые переменные. Тогда рассматриваемая 
задача определения среднего числа количества орбит Qave, которые необходимы для формиро-
вания исчерпывающего теста на произвольных k ячейках памяти [3], сводится к классической 
задаче теории комбинаторных вероятностей, а именно задаче собирателя купонов (Coupon Col-
lector’s Problem), когда в качестве купонов рассматривались равномерно распределенные орби-
ты, формируемые маршевыми тестами [3]. Предположив, что в качестве купона будет рассмат-
риваться один двоичный вектор, а не орбита, постановка классической задачи собирателя 
купонов в терминах многократного тестирования запоминающих устройств может быть сфор-
мулирована следующим образом.  
Определение .  Применение одной итерации многократного маршевого теста генерирует 
один из 2k возможных двоичных наборов для k произвольных ячеек памяти, который является 
равномерно распределенной случайной величиной с вероятностью 1/2k. 
Отметим, что определение использует термин «двоичный вектор», а не термин «орбита», 
что, по сути, означает применение только одной фазы – инициализации произвольного марше-
вого теста. Эти ограничения позволяют использовать задачу собирателя купонов для описания 
случая изменяемых начальных состояний памяти при формировании псевдоисчерпывающих 
тестов на базе многократных тестов памяти. В качестве меры сложности псевдоисчер-
пывающего теста ранее была показана эффективность применения среднего числа кратнос-
ти Qave используемого многократного теста. Эта величина Qave в случае формирования одного 
двоичного вектора для каждой итерации теста в соответствии с определением показывает сред-
нее количество случайной выборки купонов (двоичных векторов) для получения всех купонов 
(2
k
 векторов) как минимум по одному разу. Таким образом, обеспечивается необходимое усло-
вие получения исчерпывающего теста [3]. Это значение вычисляется в соответствии с выраже-
нием [3, 16] 
.
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При больших значениях 2k можно использовать аппроксимацию Эйлера гармонического 
ряда (6) в виде формулы 
 2 log 2 γk kave eQ   .  
Величина γ ≈ 0,577 22 является постоянной величиной Эйлера – Маскерони [16].  
Численные значения Qave для ряда значений k даны в табл. 7. 
 
Таблица 7 
Численные значения  Qave 
k 2 3 4 5 6 7 8 9 10 
2
k
 4 8 16 32 64 128 256 512 1024 
Qave 8,33 21,74 54,09 129,87 303,61 695,44 1567,83 3490,05 7689,39 
 
Приведенные численные значения Qave показывают, что многократное применение мар-
шевого теста с ограничениями, принятыми в определении, позволяет воспроизводить псевдо-
исчерпывающий тест для произвольных k ячеек памяти с умеренной временной сложностью. 
Среднее число Qave кратности теста принимает приемлемые значения. Например, для формиро-
вания 24 = 16 двоичных векторов, необходимых для обнаружения сложных неисправностей за-
поминающих устройств, таких как PPSF4 [3], среднее значение кратности Qave многократного 
маршевого теста равно 54,09. 
Следует отметить, что в рамках многократного тестирования памяти с изменяемыми 
начальными состояниями и (или) изменяемыми адресными последовательностями во время од-
  (6) 
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ной итерации теста генерируется не один двоичный вектор, а так называемая орбита, состоящая 
из k + 1 двоичных векторов. Поэтому обобщенная математическая модель, полученная для слу-
чая одного двоичного вектора на одну итерацию теста, должна быть адаптирована для реальной 
процедуры тестирования памяти. 
5. Многократное тестирование с изменяемыми начальными состояниями. Как было 
показано в разд. 3, классический маршевый тест позволяет генерировать k + 1 различных двоич-
ных векторов в случае тестов типа MATS ++ или 2k векторов в случае тестов типа March С−. Все 
двоичные векторы в обоих случаях различны и зависят от исходного начального состояния па-
мяти, определяемого для k ячеек памяти начальным вектором P0. Применяемый маршевый тест 
генерирует орбиту исходя из структуры теста и начального вектора P0, который является слу-
чайной равномерно распределенной величиной. Для упрощения дальнейших рассуждений 
предположим, что в одной орбите двоичные векторы являются независимыми и равномерно 
распределенными случайными величинами, а вероятность формирования каждого из них рав-
няется 1/2k. Основываясь на этом, предположим, что оценка Qave (6), полученная для общей ма-
тематической модели, может быть адаптирована для многократных классических маршевых 
тестов с изменяемым начальным состоянием тестируемых запоминающих устройств. Тогда 
среднее значение Qave(MATS ++) кратности для многократных тестов типа MATS ++, необхо-
димое для генерирования всех 2k двоичных векторов, можно вычислить как Qave(MATS ++) =     
= Qave/(k + 1). В случае тестов типа March С− может использоваться соотношение Qave(March С−) = 
= Qave/(2k). Отметим, что независимо от применяемого теста двоичные векторы, входящие 
в орбиту, формируются без восстановления, т. е. не повторяются, а математическая модель за-
дачи собирателя купонов рассматривается для случая с восстановлением. Тогда теоретические 
оценки кратности многократных маршевых тестов Qave(MATS ++) = Qave/(k + 1) и Qave(March С−) = 
= Qave/(2k) могут рассматриваться как верхние оценки: соответственно Qave(MATS ++) и 
Qave(March С−).  
В табл. 8 и 9 представлены теоретические и экспериментальные оценки кратности для 
двух множеств многократных маршевых тестов памяти, обеспечивающих формирование все-
возможных 2k двоичных наборов для k произвольных ячеек памяти. Наряду с эксперименталь-
ной оценкой Qave были получены значения максимальной Qmax и минимальной кратности ис-
пользуемых тестов. Величина Qave представляет собой среднее значение количества итераций 
тестов в процентах, полученное на основании 100 000 экспериментальных значений. 
 
Таблица 8 
Теоретические и экспериментальные значения Qave(MATS++) 
k 2 3 4 5 6 7 8 9 10 
2
k
 4 8 16 32 64 128 256 512 1024 
Теор. Qave 2,77 5,44 10,82 21,64 43,37 86,93 174,20 349,00 699,03 
Эксп. Qave – 4,44 9,42 19,54 40,90 83,57 170,36 341,10 680,86 
Эксп. Qmin – 2 4 7 17 41 96 201 413 
Эксп. Qmax – 16 31 60 110 201 366 706 1405 
 
  Таблица 9 
Теоретические и экспериментальные значения Qave(March C–) 
k 2 3 4 5 6 7 8 9 10 
2
k
 4 8 16 32 64 128 256 512 1024 
Теор. Qave 2,77 3,62 6,76 12,98 25,30 49,67 97,98 193,89 384,47 
Эксп. Qave – 2,33 4,42 9,34 19,55 40,55 82,62 169,32 339,48 
Эксп. Qmin – 2 2 4 7 18 37 86 213 
Эксп. Qmax – 7 17 28 65 113 207 391 769 
 
Анализ приведенных выше данных позволяет сделать два основных вывода. Прежде все-
го численные значения показывают, что псевдоисчерпывающее тестирование, реализуемое 
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многократными маршевыми тестами на основе изменяемого начального состояния памяти, 
можно описать в терминах вероятностных математических моделей, использующих геометри-
ческое распределение. Например, применяя результаты, полученные для задачи собирателя ку-
понов, можно оценить среднее число Qave многократных тестов, которое достаточно близко 
к реальным экспериментальным значениям. В случае тестов типа MATS ++ максимальная от-
носительная погрешность 18,3 % получается для k = 3. С ростом k эта погрешность уменьшает-
ся, принимая значения 13,7,  9,7 и 2,5 % для k = 4, k = 5 и k = 10. Значения Qave среднего числа 
многократных тестов имеют вполне приемлемые величины, что позволяет использовать много-
кратные тесты памяти с изменяемым начальным состоянием для реализации псевдоисчерпы-
вающего тестирования памяти даже для случаев, когда k = 10. Следует подчеркнуть, что сред-
нее значение Qave для тестов MATS ++ примерно в два раза выше по сравнению с тестами типа 
March C–. Это объясняется тем фактом, что второе множество тестов генерирует приблизи-
тельно в два раза больше двоичных векторов в произвольных k ячейках памяти. 
Сравнивая полученные результаты с результатами для случая псевдоисчерпывающих те-
стов на базе многократных маршевых тестов с изменяемыми адресными последовательностя-
ми [3], можно отметить, что при изменении начальных состояний кратность маршевых тестов 
в среднем уменьшается в два раза. Например, экспериментальное среднее значение Qave для 
многократных тестов MATS ++ при изменении адресов без их повторения для k = 6 равняет-
ся 76,77, а Qmin = 35 и Qmax = 214 [3]. В случае изменяемых начальных состояний запоминающих 
устройств при применении того же теста для k = 6 имеем Qave = 43,37, Qmin = 17 и Qmax = 110 
(см. табл. 8).  
Заключение. В работе проведен анализ методов тестирования современных запоминаю-
щих устройств, обосновано применение многократных маршевых тестов с изменяемым началь-
ным состоянием. Полученные аналитические оценки сложности псевдоисчерпывающих тестов 
запоминающих устройств подтверждены экспериментальными данными. Основным результа-
том данного исследования является оценка сложности реализации псевдоисчерпывающего те-
ста для запоминающих устройств. Численные характеристики, представленные в статье, позво-
ляют сделать вывод о реальности использования псевдоисчерпывающего теста для современ-
ных запоминающих устройств. Применение не более 50 итераций простейшего маршевого теста 
{↑(w0); ↑(r0, w1, r1)} даст возможность осуществить исчерпывающее тестирование любого 
подмножества из k < 6 ячеек памяти. Использование любого другого маршевого теста с боль-
шим числом разнообразных фаз позволит достичь лучших результатов. Действительно, исчерпы-
вающий тест памяти для k < 6 обеспечивается тестом March C– в среднем за 25,3 итераций 
(см. табл. 9).   
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