A novel approach to generating scale-free network topologies is introduced, based on an existing artificial Gene Regulatory Network model. From this model, different interaction networks can be extracted, based on an activation threshold. By using an evolutionary computation approach, the model is allowed to evolve, in order to reach specific network statistical measures. The results obtained show that, when the model uses a duplication and divergence initialisation, such as seen in nature, the resulting regulation networks not only are closer in topology to scale-free networks, but also require only a few evolutionary cycles to achieve a satisfactory error value.
Introduction
Scale-Free networks are complex networks which have a few highly connected nodes, while most nodes are poorly connected (Barabási and Albert, 1999) . More precisely, in such networks, the connectivity of the nodes follows a power law: the proportion P (k) of nodes with degree k (i.e. that are connected to k other nodes) is roughly proportional to k −γ , for a positive real number γ, at least above a given k value. This network topology has been shown to exist in a variety of real-world, artificial and biological systems (Albert and Barabási, 2002; Wuchty, 2001; Jeong et al., 2000; Guelzim et al., 2002; van Noort et al., 2004; Babu et al., 2004) , and has been widely studied because of its high resistance to random failures. Different generative models have been shown to create scale-free networks: in the original "preferential attachment" model, the network is built gradually, and new nodes attach preferentially to highly connected nodes (Barabási and Albert, 1999) ; the growing random network model (Krapivsky et al., 2000) extends this idea, by adapting the connection probability of a new node through a connection kernel. This topology can also occur as a consequence of optimization processes, such as the wiring cost to existing software components (see (Valverde et al., 2002) and references therein), and through evolutionary processes applied to cellular automata (Tomassini et al., 2004) ; finally, some artificial genome models, created through duplication and divergence, have been shown to generate networks with a power-law degree distribution (Pastor-Satorras et al., 2003; Kuo and Banzhaf, 2004) . However, all these models use rules that are not directly connected to the topology of the resulting network, and in particular do not offer an easy tuning of the statistical properties of the network they build. Using the last type of generative model -the generation of genomes through duplication and divergence -the current work investigates the possibility of designing scale-free networks with a given exponent for its power-law tail.
Genetic Regulatory Networks (GRNs) are biological interaction networks among the genes in a chromosome and the proteins they produce: each gene encodes a specific type of protein, and some of those, termed Transcription Factors, regulate (either enhance or inhibit) the expression of other genes, and hence the generation of the protein those genes encode. The study of such networks of interactions provides many interdisciplinary research opportunities, and as a result, GRNs have become an exciting and fast evolving field of research.
In order to study the characteristics of GRNs, many artificial systems have been designed, either through the modeling of biological data, or purely artificially; de Jong (2002) provides a relatively recent overview of this area of research.
One interesting research direction regarding the use of GRNs is the extraction and analysis (static or dynamic) of their regulation network. Previous work on the structural analysis of GRNs has provided many insights, of which the following are but a few examples. It has been shown that these networks can be grown through a process of duplication and divergence (Wolfe and Shields, 1997; Kellis et al., 2004) ; that they can exhibit scale-free and small-world topologies (Bhan et al., 2002; van Noort et al., 2004; Babu et al., 2004; Kuo et al., 2006) ; that some specific network motifs, resembling those identified by biologists as building-blocks, are present within these artificial networks (Wuchty et al., 2003; Milo et al., 2004) ; that different regulatory behaviours are detectable in these models, such as perfectly ordered, chaotic, or cyclic (Reil, 1999) ; that it is possible to apply evolutionary approaches leading to stable regulatory patterns, under different random starting conditions (Rohlf and Winkler, 2008) ; and that in response to diverse stimuli, the wiring of these networks changes over time, with a few transcription factors acting as permanent hubs, but most adapting their role as an answer to the changing environment .
The generation of specific network topologies allows their incorporation in a variety of systems. Although regular and random topologies have been shown to work well in several fields, such as parallel and distributed computing (Leighton, 1992) or simple automata (Garzon, 1995) , other systems have been shown to profit from specific topologies, such as large cellular automata systems (Watts, 1999) , and evolutionary algorithms of different classes (Giacobini et al., 2005 (Giacobini et al., , 2006 Eppstein, 2007, 2008) . The objective of the current work is therefore to generate topologies that are to be tested in other optimisation algorithms, such as Echo-State Networks (Jaeger, 2001; Jiang et al., 2008) .
The present work focuses on the analysis of the underlying network topologies of one artificial GRN model (Banzhaf, 2003) , and of its use as a generative model for scale-free topologies. Both random genomes and genomes initialised through a duplication and divergence method are first analysed with respect to statistical properties of the topology of the resulting interaction network. Then, the inverse problem is addressed: an Evolutionary Algorithm is used to evolve artificial GRNs so that the topology of the resulting network has specific statistical properties -more precisely, a scale-free topology with a given exponent. The results obtained show that genomes created through duplication and divergence are better suited for evolution, and generate networks exhibiting power-law tails, a clear sign of a scale-free topology.
This paper is structured as follows: Section 2 presents the GRN model used in the simulations, including the description and analysis of the duplication/divergence process used to initialise the genomes. Section 3 introduces the statistical tools used to assess the scale-free properties of the networks, along with the techniques to actually compute them. Section 4 describes the experimental setup, the error measure and the results obtained when evolving GRNs to obtain scale-free network topologies. Section 5 then analyses the reasons behind the success of the initialisation procedure in generating suitable topologies, and finally Section 6 discusses those results and sketches some hints for future research directions.
The GRN Model

Representation and dynamics
The artificial model described here is that proposed by Banzhaf (2003) . It is built over a genome represented as a bit string, and assumes that each gene produces a single protein, with all proteins regulating all genes (including the gene that produced it).
A gene is identified within the genome by an Activator (or Promoter) site, that consists of an arbitrarily selected bit pattern: in this work, a 32 bits sequence whose last 8 bits are the pattern 01010101.
The 160 (5 × 32) bits immediately following a promoter sequence represent the gene itself, and are used to determine type of the protein this gene produces. This protein (like all proteins within the model) is a 32 bit sequence, resulting from a manyto-one mapping of the 160-bits gene sequence: each of the 32 bits of the protein results from the application of a majority rule for each of the five sets of 32 bits taken from the 5 × 32 bits of the gene (see Fig. 1 ).
Upstream from the promoter site are two additional 32 bit segments, representing the Enhancer and Inhibitor sites: these are used for the regulation of the protein production of the associated gene.
The binding of proteins to the enhancer or inhibitor sites is calculated through the use of the XOR operation, which returns the degree of match as the number of bits set to one (that is, the number of complementary bits in both bit patterns). In general, a Normal distribution results from measuring the match between proteins and these sites, in a randomly generated genome (Banzhaf, 2003) .
The enhancing and inhibiting signals regulating the production of protein p i are then calculated as: where N is the number of existing proteins, c j is the concentration of protein j, u i,j is the number of matching bits between the regulating site of gene i and protein j, u i,max is the maximum match achieved for gene i, and β is a positive scaling factor.
Given these signals, the production of protein i is calculated via the following differential equation:
where δ is a positive scaling factor (representing a time unit), and Φ is a term that proportionally scales protein production, ensuring that i c i = 1, which results in competition between binding sites for proteins. Note that this model makes some simplifying hypotheses regarding some of the known characteristics of the biological regulatory process: all proteins are assumed to be Transcription Factors, i.e., all proteins are used to regulate the expression of all genes: in other words, the model is a closed world. Also, the model uses only one enhancing and inhibiting site per gene. However, it captures interesting properties of actual GRNs, in particular through the genome construction technique. One should nevertheless be careful when translating to real GRNs the results that are obtained using this model.
Genome Construction
The technique of duplication and mutation proposed (Banzhaf, 2003) consists in creating a random 32 bit sequence, followed by a series of length duplications associated with a (typically low) mutation rate. It has been shown (Wolfe and Shields, 1997; Kellis et al., 2004 ) that such evolution through genome duplication and subsequent divergence (mostly deletion) and specialisation occurs in nature.
Number of genes
An analysis of the resulting number of genes in a genome was first presented by Kuo and Banzhaf (2004) . A similar technique was used here to investigate the influence of the initialisation mutation rate on the number of genes per genome: 1000 genomes were created using 14 duplication and divergence events, giving a genome length of L G = 32 × 2 14 = 524288. The histogram for the resulting numbers of genes is shown in Fig. 2 : if little or no mutation is used, a large proportion of genomes have no genes at all, but a few genomes have a large amount of genes. This was to be expected: if the original random sequence contains the promoter pattern, or if it appears early in the sequence of duplications thanks to a lucky mutation, then a large number of genes will be created by the duplication process. Otherwise, little or no genes will be created.
When the mutation rate increases, the number of genes rapidly converges towards a stable average range: with rates higher than 15%, the duplication technique becomes sufficiently randomised to roughly lead to the same number of genes per genome (around 900 here) as if using randomised genome bit-strings (or, equivalently, if using a mutation rate of 50% with the duplication/divergence process), as the genome sequence becomes randomised after just a few duplication steps.
Figure 2: Histogram of the number of genes per genome, computed over 1000 genomes per mutation rate. The x-axis plots the number of genes, the y-axis (depth) the mutation rate, and the z-axis (height) the percentage of genomes having this particular number of genes. Genes were not allowed to overlap.
GRN Topologies
As seen before, all proteins within the model regulate the expression of all genes. The strength of this regulation is determined by the binary match between the protein pattern and the regulating sites of the destination gene (Eq. 1).
The resulting network of gene interactions can be drawn as a directed graph, with vertices connecting genes producing transcription factors to the genes they regulate (Banzhaf, 2003) . As all genes produce transcription factors, the graph of the resulting interaction network is a complete graph, where all nodes are linked together. However, because of the exponential nature of the interactions given by Eq. 1, small interactions will have almost no effect on the production of a given protein. It is hence natural to establish a minimum matching strength (threshold) and to remove weaker regulation relationships.
Moreover, by using different thresholds, different network topologies can be obtained. For instance, Figs. 3 and 4 show the graphs of the same completely random genome for two slightly different thresholds (respectively 23 and 24). While almost all nodes are still connected on Fig. 3 , increasing the threshold by one removes many connections, and the graph on Fig. 4 is only a small sub-graph of the previous one (nodes which become isolated are not shown, which explains the smaller number of genes). Note also how the increase of the threshold creates unconnected (independent) sub-graphs.
A completely different picture is that of genomes initialised through the duplication/divergence process (hereafter called DM-genomes), described in Section 2.2. Fig. 5 is an example of the topology of the interaction graph for such a genome, initialized with 1% mutation rate, using 16 as the connection threshold.
The use of a low mutation rate results in a much shallower hierarchy of nodes, with a few master genes being connected to most of the other genes, regulating and/or being regulated by them. Varying the threshold results in networks with similar dynamics: Figs. 6 and 7 depict the same DM-genome, with higher connectivity thresholds (17 and 18, respectively). The presence of master genes is still clear, but their connectivity is obviously lower. Note also how some master genes disappear if the threshold parameter is increased.
Another observation is that the thresholds generating "interesting" topologies for randomly created genomes are higher than those for genomes created with duplication and low mutation. This is because the latter exhibit a high degree of similarity in their bit patterns, leading to a lower value of u i,j , when applying the XOR operator (see Equation 1).
Connectivity variance
In order to generalize the observations made on the graphs above, an approach similar to that of Kuo et al. (2006) has been used here to analyse the relationship between the number of edges and the threshold: 100 genomes have been generated, using 14 duplication events, and the network connectivity (fraction of edges) has been computed for each threshold.
inria-00399667, version 1 -28 Jun 2009
Figure 3: Gene regulatory network for a random genome of length L G = 32768, i.e. created using 10 duplication events and a mutation rate of 50%, at a threshold of 23 bits. Solid edges indicate enhancing interactions, dotted edges indicate inhibiting interactions.
Figure 4: Gene regulatory network for the same genome as in Fig. 3 , at a threshold of 24 bits.
The network connectivity is defined as:
where #edges is the number of edges in the network, and n is the number of nodes, or genes (2n 2 is hence the maximum number of possible edges, as each node can be connected twice to any other node, including itself). G27   G1  G2  G4  G5  G7  G10  G13   G21   G22  G23  G17  G18  G19  G26   G11   G20  G6  G8 G15 G24
Figure 5: Gene regulatory network for a genome of length L G = 32768, created using 10 duplication events and a mutation rate of 1%, at a threshold of 16 bits. 8 shows the connectivity as a function of the threshold, for mutation rates of 1%, 5%, 10%, and 50%. It is a clear illustration of the very different behaviors with respect to connectivity depending on the mutation rate used during the duplication/divergence process:
• A high mutation rate (or, equivalently, the completely random generation of the genome) creates a network which stays fully connected with a wide range of threshold values; then, there is a sharp transition from full connectivity to no connectivity (see also Fig. 9 ). Moreover, there is a very small variance between different networks.
• A low mutation rate creates a network which quickly loses full connectivity; however, its transition from full connectivity to no connectivity is much smoother than that of random networks. Moreover, there is very large variance between different networks generated with the same mutation rate. Network connectivity variance with threshold 1% mutation 5% mutation 10% mutation 50% mutation Figure 8 : Fraction of edges in a graph as compared to a fully connected network (and standard deviations), versus threshold parameter, based on samples of 100 genomes, created using 14 duplication events, and mutation rates of 1%,5%, 10%, and 50%.
Scale-free Topologies
Even though the model used is overly simplified compared to what is known of biological GRNs (as discussed in Section 2.1), an interesting issue is to find out whether or not the resulting interaction network exhibits particular properties resembling those found in natural networks, such as being Scale-Free (Wuchty, 2001; Jeong et al., 2000; Guelzim et al., 2002; van Noort et al., 2004; Babu et al., 2004) , at least for certain values of the threshold used to prune the graph of connections. A characteristic feature of Scale-Free graphs is that the distribution of the degrees approximately follows a power law. However, assessing such a distribution is not as obvious as it seems.
Measurement of Power Laws
Given a sample of a quantity, the typical method for measuring whether or not this quantity follows a power law consists in measuring whether the histogram of the sampled quantity at hand is roughly linear on logarithmic scales. A linear regression (using e.g. any Least-Squares method) can be used, and the slope of the best linear approximation will be the exponent −γ of the power-law. This method, however, has been shown to introduce systematic biases into the value of the exponent (Goldstein et al., 2004; Newman, 2005) , because quite often, the tail of power-law distributions tends to be noisy, due to sampling errors: this arises from the fact that very few samples exist towards the high end of the distribution. This is certainly the case with the vertex degree distributions analysed here. Another option is to work directly on the sample itself, rather than on the logarithms, and to use a non-linear curve-fitting method, such as the Levenberg-Marquardt algorithm (Levenberg, 1944; Marquardt, 1963) . In this case, however, the difficulty lies in choosing the correct parameters for the optimization method, and taking into account all points of the histogram, despite their very different orders of magnitude.
To tackle this problem, a technique known as logarithmic binning can be used . It smoothes the histogram by grouping the distribution data per ranges of k values with exponentially increasing sizes (e.g. 1, [2, 3] , [4, 7] , . . . ). This technique, combined with the linear least-squares approximation, tends to give good results , and is the technique of choice for this work.
Finally, another question arises as to where to measure the power-law behaviour; indeed, it has been shown that many distributions follow a power-law only in the tail (Newman, 2005; Clauset et al., 2007) . After observation of a few samples, it was noted that the topologies generated by the current technique also tend to produce a powerlaw behaviour only in the tail, and therefore the error function was adapted to optimise this behaviour (see Section 3.2). The measurement adopted is quite simple: the tail of a distribution starts when the proportion of nodes having a certain number of connections is lower than the preceding one (Fig 9 and 10 provide examples).
Are GRNs Topologies Scale-Free?
Random genomes are, in terms of degree distribution, highly regular, in that their degree distribution is highly peaked; this in turn leads to potentially misleading good γ values (linear regression of 2 points is always perfect!). This can be seen in Fig. 9 , which shows an example network extracted from a random genome. The vertex degree distribution is clearly Gaussian, even when plotted in a log/log graph; however, a leastsquares regression gives the value γ = 3.25. Using logarithmic binning does not help: due to the proximity of all values, there are only three points left in the distribution tail, leading to a good γ value, but with a high approximation error.
Networks extracted from DM-genomes give a completely different picture, as seen in Fig. 10 . The initial distribution has a clear linear trend in a log/log scale, but is affected by noise towards the end of the distribution, and by initial low proportion values; by using logarithmic binning, the values towards the end are grouped and therefore smoothed, whereas the initial values of the distribution are discarded after detection of the distribution tail.
The occurrence of misleading γ values with random genomes can be further observed in Fig. 11 : the number of logarithmic bins with random genomes is much smaller, making the task of measuring the scale-free behaviour of the resulting distribution very difficult and error prone. DM-genomes, on the other hand, give a wider spread of distribution sizes, with γ values typically in the range [1, 2] .
Though some graphs built from the artificial GRNs considered here exhibit some characteristics of scale-free networks (Kuo and Banzhaf, 2004) when the described initialisation process is applied, their degree distribution is generally quite far from a true power law. Nevertheless, while random graphs, because of the poor spread of Vertex degree distribution Log. binned distribution head Log. binned distribution tail Least-squares regression (gamma = 3.25) Figure 9 : Vertex degree distribution for the best network of a random genome, before (stars) and after (vertical bars) logarithmic binning. Grey vertical bars represent the tail of the distribution, and the line drawn represents the least-squares regression calculated using the distribution tail. their degree distribution, seem to be difficult to modify toward more scale-free topologies, graphs that have been initialized through the duplication-divergence mechanism are more promising as seed topologies for the evolution of scale-free topologies. Next section demonstrates that evolving networks created with the duplication/divergence process described is indeed possible, resulting in yet another method to construct networks with scale-free properties.
Evolution of Topologies
The objective of this section is to evolve GRN genomes, using a simple evolutionary algorithm, so that the resulting interaction network gets as close as possible to a scalefree topology with given exponent γ value. In these experiments, genomes of length L G = 32 × 2 15 = 1048576 bits were used, i.e. obtained using 15 duplication steps. Furthermore, both random genomes and DM-genomes are used; to keep the comparison fair, in both cases, only genomes with network sizes between 2000 and 3000 were considered, the others being simply discarded. Vertex degree distribution Log. binned distribution head Log. binned distribution tail Least-squares regression (gamma = 2.08) Figure 10 : Vertex degree distribution for the best network of a DM-genome, before (stars) and after (vertical bars) logarithmic binning. Grey vertical bars represent the tail of the distribution, and the line drawn represents the least-squares regression calculated using the distribution tail.
The Evolutionary Algorithm
The Evolutionary Algorithm that was used to evolve populations of bit-string genomes, such as the ones described in Section 2.1, is base on only one variation operator, the standard bit-flip mutation. Furthermore, this algorithm uses a straightforward (25 + 25) − ES Evolution Engine, i.e., 25 parents give birth to 25 offspring, and the best 25 of the 50 parents+offspring become the parents of next generation. The only tricky part lies in the adaptive way to modify the mutation rate along evolution: its rate per bit is initially set to 1%, and is adapted in a way that is similar to the well-known 1/5 rule of Evolution Strategies (Rechenberg, 1994) : when the rate of successful mutations is higher than 1/5 (i.e. when more than 20% mutation events result in a reduction of the error measure), the mutation rate is doubled; it is halved in the opposite case 1 . In order to compare the initialisation method presented in Section 2.2 (with mutation rate 1%) and completely random populations (or, equivalently, populations built with the same method and mutation rate 50%), 50 independent runs of 50 generations were performed with each of those initialisation procedures. Cohen and Havlin (2004) have shown that a large proportion of networks displaying scale-free behaviour exhibit values of γ ∈ [2, 3], with some emphasis on the central value. In this work, a narrow interval around 2.5 was used, and values of γ in [2.4, 2.6] were considered ideal. The least-squares method on the logarithmic binned distributions was used to compute an estimation of γ as described in Section 3.1. The error function (to minimise) was therefore:
Error Function
The mean squared error (σ) between the least-squares regression and the actual distribution was added to the absolute difference to the target γ values, as an estimate of the quality of the measurement. The number (n) of points in the logarithmic binned vertex degree distribution tail was used as a penalisation of "regular" distributions where only a few data points remain after the logarithmic binning (as seen in Section 3.2), and as an incentive for the evolution of more diverse distributions. From each GRN individual, several networks were extracted, by varying the threshold value; only the threshold giving the lowest error was kept. Fig. 12 shows the best (lowest) error in the population, averaged over the 50 runs, for both random and DM-genomes. As can be seen from the figure, not only do DM-genomes start with a much smaller error, but they also converge within just a few iterations to a very low value, with small variance between runs. Random genomes, on the other hand, start with a worse error value, and although this is improved over time, it never reaches the same level as DM-genomes. In fact, random genomes were allowed to evolve for an extra 50 generation (making it 100 generations in total), and yet the results remained quite poor; the example on Fig 15 is extracted from a genome evolved for 100 generations.
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Experimental Results
One of the reasons for the success of DM-genomes lies in the wider span of their initial vertex degree distribution, which after logarithmic binning still keeps many values. This, along with the fact that a larger set of potentially fit networks can be extracted from each genome (as per Fig. 8 ), creates potential for evolution, through changes to the number of connections of each node. Random genomes, on the other hand, have their vertex degree distribution concentrated around a very small value range for their best threshold values (as in Fig. 15) ; this means that it is very hard to change the binned distribution in a meaningful way, through small gene connectivity changes.
Another reason for the greater efficiency of the use of DM-genomes as initial population for evolution is their ability to minimise the error value by varying the size of the genomes. This is illustrated on keep roughly the same size for all genomes in the population across evolution, with very small variance across runs; DM-genomes, on the other hand, vary their size much more, with a much higher variance across runs. Even though a mutation event was equally likely to add or remove a gene during evolution (by creating or deleting the 01010101 promoter pattern somewhere on the genome), such operations rarely reduced the error value for random genomes, because of the small number of sample points that remained after binning for random genomes. These findings correlate well with the results already seen in Fig. 2 . The difference in terms of evolution potential with regard to scale-freeness can further be seen in Fig. 14 , which plots the mutation rate across time (adapted with the 1/5 rule, explained in Section 4.1), averaged across the 50 runs. It shows that networks based on DM-genomes are more resilient, in that they accept higher mutation rates and yet progress on the error landscape, whereas random genomes require very small mutation rates, which result in very small improvements over time. The difference between the averaged mutation rates is very large: it reaches a mean value of 16% at generation 4 with DM-genomes, whereas it only reaches 3% with random genomes, at generation 2. Fig. 15 shows an example of an evolved network, extracted from a random genome. It clearly shows that the reduction of error was due to finding a suitable γ value (2.48 in this example), and by reducing the least-squares regression error (which however stays fairly high). It can be seen that the distribution still exhibits a Gaussian behaviour, with most distribution points very close to each other, resulting in very few logarithmic binned points. This is in stark contrast with Fig. 16 , which shows two examples of typical evolved networks extracted from DM-genomes, in a log/log plot, after binning. It can be seen that not all points follow a perfect line, but the distribution clearly has a power-law tail. Similar plots were obtained for most evolved networks.
Other topologies
Although a value of γ = 2.5 is a typical value for scale-free networks, one does not need to rely solely on it. In fact, experiments with other γ values yield equally satisfying results; Fig. 17 shows example networks evolved with target γ values of 1.5 and 2.0. Obviously, the further the target γ values are from the average values obtained just after initialisation (around 2.0, as seen in Fig. 11 ), the slower evolution is.
The method proposed is also able to evolve other similar topologies, such as smallworld (Watts, 1999) , as was shown recently (Nicolau and Schoenauer, 2009 ). The methodology is the same, except that different statistical measurements are targeted. Figure 15: Example network extracted from the best genome, after evolutionary process based on random genomes. Vertex degree distribution was logarithmically binned, and plotted on a log/log scale. The least-squares regression of the (tail of the) binned distribution is also plotted. Figure 16: Example networks extracted from best genomes, after evolutionary process based on DM-genomes. Vertex degree distribution was logarithmically binned, and plotted on a log/log scale. The least-squares regression of the (tail of the) binned distribution is also plotted. Figure 17: Example networks extracted from best genomes targeting values of γ = 1.5 and 2.0 respectively, after evolutionary process based on DM-genomes. Vertex degree distribution was logarithmically binned, and plotted on a log/log scale. The least-squares regression of the (tail of the) binned distribution is also plotted.
Analysis
The shallow hierarchies observed in DM-genomes exhibit characteristics similar to those of scale-free topologies, leading to the results observed. To analyse the reasons leading to such a difference in the extracted network topologies, a sequence of duplication/mutation steps (DM events) was analysed (as explained in Section 2.2), as it took place. The original random 32 bit sequence was as follows:
10001011110000111111011110110101
This sequence was then subjected to a series of DM events, with a probability of mutation of 1% per bit. After 6 DM events, the first gene appeared, and after 7 events, there are already four genes. The resulting networks were extracted (Figs. 18 and 19) using 13 as the connection threshold 2 .
G1
Figure 18: Gene network after 6 duplication events.
Figure 19: Gene network after 7 duplication events.
The starting location of a gene, when it is mapped to the original 32 bit sequence, determines the shape that is used to represent it in the following. For example, for the genome in Fig. 19 , the starting locations for its genes were bits 905, 1929, 2377 and 2761, respectively. If we divide these by 32 and take the remainder, we see that they all start at the 9 th bit of a duplication of the original sequence, so they are all represented by the same (triangular) shape.
This also explains why there are no connections between genes in Fig. 19 . As all genes originate from the same initial sequence of bits, the few mutations that occurred during the 7 DM steps did not create enough differences between regulating sites and produced proteins, to trigger a connection at threshold 13.
After the 8 th DM event, the network takes on a different topology (Fig. 20) . Most genes are still duplications of the 9 th bit of the original sequence; however, G7 starts at a different location, and is thus represented by a different (rectangular) shape.
As the connectivity between genes is established by the difference between regulation sites and proteins (see Section 2.1), genes originating from different locations are
Figure 20: Gene network after 8 duplication events. more likely to be connected, even using lower threshold values. This can be seen in Fig. 20 : genes labelled with equal shapes do not connect to each other. In this DM step one can also see pure duplications of genes, that is, genes that are created as duplications of other genes appearing upstream in the genome sequence: in those cases, the genes are labelled with their originating gene between brackets (e.g. G6(1)). But even pure duplications can generate slightly different genes, because mutation events can occur during the duplication process. G6(1) is an example: it only has an outward inhibiting connection to G7, whereas G1 also has an inward inhibiting connection originating from the same gene.
With 9 DM steps, the network becomes a lot more complex (Fig. 21 ). There are still only two relative gene origins (triangles and rectangles), but either through pure duplications or discovery of new genes, there are now 25 genes.
One can see that triangles still connect only with rectangles (due to the threshold value chosen). Therefore, since there are a lot more triangles than rectangles, the latter become highly connected, and can be seen acting as connection hubs.
Finally, a last DM step is performed (Fig. 22) , creating a network with 50 genes. Although hard to analyse for the naked eye, one can clearly see its shallow hierarchy, with a few highly connected nodes, to which most other nodes connect. One can also see the appearance of a third type of gene, labelled with a pentagon shape, which becomes the most connected gene. Table 1 shows a list of the gene families, along with their count, initial location, corresponding initial bit, and average number of inward, outward, and total connections. Although this network is just an example, many networks were found to follow
G6 (1) G8 (2) G10(4) G11 G12 G13(1) G14 (2) G16(4) G18 (5) G21 (8) G23 (10) G25 G9(3) G15 (3) G19 (6) G22 (9) Figure 21: Gene network after 9 duplication events. the same mechanics while being extracted from genomes grown with DM steps. It shows that the tendency of DM-genomes to generate shallow hierarchies comes from the fact that genes starting at the same bit from the duplicated initial sequence tend not to connect, due to the use of the XOR operator (see Section 2). As duplications of the first gene(s) represent the majority of the genes present in the genome, they will not be connected (when choosing an appropriate threshold value), and genes discovered in later DM steps (in smaller numbers) will be highly connected to those ealier genes.
Conclusions
The experiments presented in this paper demonstrate that it is possible to evolve some networks so they approach a scale-free topology with a given exponent, by minimising an error measure that is directly connected to the topological property of the network, as opposed to the more classical generative methods where the scale-free prop-G1 G7 G17 G20(7) G24 G27 G34 (7) G43 G46 (20) G49 (24) G2 G3 G4 G5
G6 (1) G8(2) G10(4) G11 G12 G13(1) G14(2) G16(4) G18(5) G21(8) G23(10) G25 G26 G28 G32 (5) G35 (8) G37 (10) G38 (11) G39 (12) G40 (14) G42 (16) G44 (18) G47 (21) G9(3) G15 (3) G19(6) G22 (9) G29 (2) G30(3) G31 G33(6) G36 G41 (15) G45 (19) G48 ( erty emerges from the rules that are used (or known to be used) to build the scale-free networks both in the biological and the artificial world. The long term result of such research can be to design a methodology for building artificial networks with precisely specified characteristics -motivated by known properties related to such statistical characteristics, e.g. the high resistance to random failure of scale-free networks.
The results presented in this paper also show that genomes created using the duplication and divergence method (with small mutation rate) described in the artificial GRN model proposed by Banzhaf (2003) can be used as starting points to generate network topologies that are typical of scale-free networks. Indeed, these initialised genomes are far better suited for evolution than purely random networks, due to the larger range of degrees in the networks they encode, as well as to the wider choice of resulting networks they can provide by varying the threshold parameter that decides of the existence of an edge between nodes.
There are still a few issues that need to be addressed with the current approach. The use of logarithmic binning, for example, results in a distribution with a small number of points. A possible solution to this problem can be to use overlapping bins, in order to artificially increase the size of the sample. This is however a custom approach, and was not used in order to keep the methodology as standard as possible. Another possibility could be to use bin sizes that increase less rapidly (for example, increasing bin sizes by a factor of 1.5). But again, that would be a measure that is not standard.
More generally, much larger networks should be built to assess the statistical properties with more confidence. However, whereas it is not a problem to do more duplications in the initial phase of duplication/divergence, the issue when tackling larger networks will rapidly be that of CPU time: with the current size of network (between 2000 and 3000 nodes), a single evaluation takes approximately 5 minutes of a recent Pentium computer (3.6GHz) for random networks, and 8 minutes for duplication/divergence initialized networks, due to the higher number of threshold values that need to be checked for power-law distribution -and the main source of computational cost is the need to try several thresholds per genome. A possible solution might be to devise a heuristic in order to only evaluate promising threshold values. Another possible extension of this work would be to use localised mutations at gene encoding sections of the genomes only (or, equivalently, to remove all non-coding parts of the genome). While this will potentially increase the speed of evolution (by removing most neutral mutations), it will also remove the potential to add (or remove) genes. Though the number of genes did not vary greatly during the experiments presented here (Section 4.3), the influence of fixing the number of genes remains to be studied in more detail. Finally, a potential solution might be to devise a heuristic method which will replace using the full statistical analysis of each topology produced by a threshold.
