INTRODUCTION
It all began with the study of Gorenstein algebras in codimension one and two. The starting point was a statement of Szpiro, concerning a Ž symmetry property of minimal resolutions of such algebras see Corollary . 3.1 . I thank him for allowing me to work on this statement. However, as will be transparent from the following, the work departed substantially from this direction of study. A Gorenstein algebra is a triple: a local ring Ž . R , a ring A which is also sometimes called a Gorenstein algebra , and a finite morphism ␣ from R to A such that, with the induced structure of R-module on A, it holds that 
R
It is well known that if ␣ is onto and c F 2, then A is a complete intersection ring, provided that R is regular local. The first motivation of my study was to try to extend these results to algebras of arbitrary rank. It turned out that a comparable result exists in codimension one, as was already partially known from the works of Catanese, de Jong and van always clear. The dual is simply the transpose with respect to the base ring. Ž Ž . The map induced by through a covariant functor typically Hom M, ᎐ R . for a fixed module M will be indicated by #. I indicate the adjoint of the Ž . matrix with *. Given an R-module M, I indicate with F F M the fitting Ž Ž. ideal of M i.e., the ideal I of the minors of dimension equal to rankŽ .
. the rank of , where is a matrix giving a finite presentation of M . I use the usual notations for the Ext and Tor functors. For all the other symbols, w x I adhere to the notations of 9 .
KOSZUL MODULES
In this section I define Koszul modules and show some of their properties, trying to remain in a context as general as possible. The statements and proofs of this section are rather abstract. However, starting from Section 2 the reader will see that the results obtained here can be very useful.
Definitions

Ž
In what follows R will be a ring that is, a commutative noetherian ring . with identity , and M an R-module.
. D EFINITION 1.1. M is called a Koszul module K KM for brevity if it is free, or it is not 0 and there is a free resolution is regular in R. the jth block on the diagonal, the n = n identity matrix in the other diagonal blocks, and zeroes otherwise.
Ž . I will indicate the c of the definition also with c M . At this point it is Ž still not clear that it is unique a module might have two resolutions of the . prescribed type with different lengths . Later I will prove that indeed Ž . Ž . Ž . c M s proj dim M . Until then, c M will indicate any one of the R lengths of the resolutions of M of the prescribed type. The similarity of a resolution of the previous kind with one obtained tensoring a Koszul complex with a free module of rank n is patent. However, the natural generalization of a Koszul complex would be to require that for every index j the matrices i , j s 1, . . . , c, be all the same. In this way we have a j different concept, which deserves a name of its own. Proof. I suppose a resolution of M of the prescribed type is given. From the fact that the Koszul complex relative to f , . . . , f is exact, and
Ž . as R is catenary, one has dim R y dim M G c. This will continue to R hold even if we replace R with one of its localizations R in a prime P Ž . containing Ann M , and replace consequently M with M .
R P
Now, as R is local, one has 
Ž .
Ž . Ž .
R
Proof. By a standard argument using the long exact sequence relative to a derived functor one obtains that
Ž . Now, it is clear that for i -c the previous module is zero, hence grade M Ž . Ž . Gc. As proj dim M s c, one has also grade M F c, and hence equality R must hold.
In the rest of this subsection I will prove a general property of Koszul modules. The proof is long and abstract, but it embodies one of the key techniques which one uses when Koszul modules are involved. However, when the grade is one, a much shorter proof can be provided. I do not write it down, because it does not provide new insight and is simply a shorter version of the general one, obtained by simplifying some of its passages.
The following theorem shows that for a K KM the isomorphism
can be described very explicitly, in terms of a resolution of the prescribed kind. This description is the key point in the proofs of the structure theorems for Gorenstein algebras which will be given later. From now on, when talking of a K KM, and if there is no risk of confusion, I will use the Ž . symbol to indicate the quotient map from R to Rr f , . . . , f . THEOREM 1. Let M be a K KM o¨er the ring R, and fix a resolution Ž .
which is functorial with respect to the endomorphisms of M.
Proof. As mentioned before, the proof is long, so it is useful to divide it into three logically distinct parts:
i In the first part I build a commutative diagram, using the dual of the given resolution and the Koszul complex relative to f , . . . , f . 
Ž .
ii In the second part I show, using general techniques involving the spectral sequences associated to a double complex, that a certain ''diagonal map'' built on the complex of part one is an isomorphism
iii In the third part I show that the map of part two admits the sought for description. First Part of the Proof. Excluding the last column on the right, the diagram that I want to build is the c q 2 = c q 1 double complex obtained by tensoring the complex Ž .
to the given resolution of M, with horizontal maps
Ž It is obvious that the diagram is commutative, with exact rows apart from the last one, which on the contrary has all the transition maps equal . to 0 and with the first c q 1 columns exact. To see that the last column is exact also, it is enough to note that for i ) 0 one has
Leaving indicated the transition maps of the left-hand side and omitting some of its less significant parts, the diagram can be depicted as follows:
Ž .
H H
The notation for the transition maps is self-explanatory: the upper index means ''horizontal'' if it is 1, and ''vertical'' if it is 2, and the lower double index shows the domain of the map.
Second Part of the Proof. I want to show that the map built via the Ž . ''diagonal'' procedure as in the proof of the snake lemma, for example from left to right and from the lower part of the upper part is an isomorphism. The map is built by constructing a sequence
c Ž . such that x is a lifting of x g Ext M, R , and
Ž . I have to show that the map obtained by posing x s x is well cq 3 defined and an isomorphism. Considering the commutative diagram as a double complex, and recalling that the columns are exact, one obtains that the total complex Ž w x . associated to it is exact see for example 7, Proposition 9.2, p. 298 . To prove that the map is well defined it is enough to prove that starting from x s 0 one obtains x s 0. Now, under this hypothesis, the element
belongs to the kernel of the differential of the double
Ž . complex apart from the signs, which however do not matter here . Therefore, by exactness, it must be in the image of the differential, and this implies that to its left in the diagram and another from the one over it. The proof of this easy inductive argument is left to the reader. For x in particular this 1 means that there is
H cy1 c, 1 1 This implies that x s 0, as was to be proven.
Third Part of the Proof. Now I must prove that the map is of the form c Ž . requested. To do so, given x g Ext M, R , we will construct a sequence R Ž .
Ä 4 of elements x , . . . , x , such that x s x , the x form a ''diagonal'' sequence, and moreover if
I will prove this later, but for now suppose that I have already proved it. In particular, one will be able to choose as x the expression
Therefore one may choose as the map
where is the map иии and s иии . In this way we have obtained the first part of the statement to be proved. To obtain functoriality, observe that we have the same resolution for both the modules, and that any map from M to itself can be lifted to a map from its resolution to itself, and then it induces a map from the dual of the resolution to itself. Moreover, this last map of complexes can be Ž . lifted canonically to a map of the whole commutative diagram built before, and the maps constructed in this way commute with the process of Ž building the sequence defining note that this is true because the . horizontal maps in the diagram are essentially scalar multiplications! . From this it follows that is indeed a functorial isomorphism. Let us now prove that we can choose the x 's as indicated before. First of all, it is i necessary to make a simple observation: Let y s x m de n иии n de be
, and let us apply to it twice the differential of the complex which gives a resolution of M,
From the fact that the last expression is zero we are in a complex! , one obtains that
This relation will be useful later. I will prove the thesis by induction on m, therefore first of all I verify that it holds for m s 2. We have that
Using the definition of f and of d 2 it is simple to verify that the last
expression may be rewritten as
and from this follows that we may choose x as wanted. Let us suppose 2 inductively that we have the thesis up to m, in order to prove it up to m q 1. I will use the following notation which, even if not standard, is self-explanatory:
indicates the exterior product with increasing indices of the elements
When ␣ -иии -␣ , I use also the more traditional notation
I also use the abbreviation
With this convention, one has that
Changing the place of the summation symbol over k and recalling that
one obtains that the last expression equals
The last equality is due to the fact that
From the definition of d 2 one obtains that the last expression is
Our thesis follows, because we have proved that, with x as indicated,
and then it can be chosen as the successive element in a ''diagonal'' Ž . sequence relative to the construction of x .
Remark. A proof of the same kind cound be used to describe explicitly
Ž . 
Koszul Modules of Grade One and Two: Some Existence Results
Here I will prove that there are many examples of Koszul modules, at least if we restrict our attention to modules of projective dimension less than or equal to two. First of all one needs a simple remark:
Remark. Let R be local. Then the primes containing the fitting ideal of Ž . the R-module M are exactly the elements of Supp M .
R
Proof. The proof is immediate:
localize at P a minimal finite presentation of M, thus obtaining a minimal finite presentation of the R -module 0. Now, the matrix giving the presen-P tation must be surjective, and hence one of its maximal minors must be invertible, that is to say, not in PR . But this is absurd, as we supposed
Observe that a nonzero module M with a free resolution of the kind ␣ n n 0ªR ªR ªMª0, such that ␣ is a matrix with the determinant which is not a zero divisor in R, is a K KM of grade one. 
. In this situation, still by 9, Theorem 19.8, p. 160 , det ␣ contains a regular element, and then ␣ itself is not a zero divisor in R, as was to be proved.
PROPOSITION 1.5. Let R be a CM local domain, and let M be an R-module with
R and with a minimal free resolution of the kind
Proof. From the previous remark one obtains that
R Ž . Therefore one of the maximal minors of must be nonzero. By Ž . changing the base of R we may suppose that det itself is not zero. I 1 Ž . will indicate with P , . . . , P the associated primes of Rrdet R which
Ž . are all of height one, from the regularity of det and the fact that R is 1 
CM.
I want to show that there is a change of base for R 2 n which leaves Ž unchanged the first n elements of the standard base and which therefore . Ž . Ž . leaves unchanged and such that, in the new base, det , det is a 1 1 2 regular sequence. To do so I will show inductively on m that there is a 2 n Ä 4 base change in R which leaves e , . . . , e unchanged and such that in 1 n the new base Ä 4
Moreover, 1 F l -n trivially. I go on defining l , l , . . . in the following 1 2 3 way:
Therefore there exist a number i ) 1 and two sequences If y -иии -y constitute the complementary indices of l , . . . , l inside
y yn, l y y n , l
It follows immediately from the definitions that
where is an element of P . Therefore the associated primes of and therefore the Koszul complex relative to f , f is exact. To conclude 1 2 the proof we must find a unit g R such that n det s y1 det , det s det .
Ž . Ž . Ž . Ž . Ž . we know that there is a relating the determinants. We must prove that it is a unit. To do so, as we are in a CM ring, it is enough to prove that the Ž . prime divisors of which must be of height one are also prime divisors of Ž . f and f and therefore there are not any, and is a unit in R . Suppose 1 2 that P is a height one prime containing but not f , to obtain a Ž .
i 1
As i is arbitrary, f R n : Im .
1
As by assumption f f P, f has nonzero image in the domain RrP, and 2 2 hence is an invertible element in its field of fractions K. But then in such a field is a matrix giving a surjective map but with zero determinant, 1 which is absurd. This argument goes also through interchanging the indexes 1 and 2, and hence has no prime divisors, and therefore is a unit, as was to be proved.
In the geometric case it should be possible to obtain the proof without requiring R to be a domain, for in that case one can use ''genericity'' arguments to find a maximal minor which is not a zero divisor in R. However, as in this work the general philosophy is to try to work over as general a ring as possible, I will not go through this.
SYMMETRY STATEMENTS
In this section I prove some statements concerning symmetry properties of Koszul modules. Before doing this, I need some definitions. After the definitions, I isolate in two distinct subsections the proofs in codimension one and those in codimension two. This is because the partial results are interesting in themselves, and moreover those in codimension one are somewhat stronger than those in codimension two.
Definitions
Ž . iii Let ␦ n be the sequence defined inductively as
Ž . This number is even for n ' 0, 1 mod 4 , and odd otherwise.
The concept of Gorenstein symmetry is the one which turned out to be Ž . the best in this context for describing the symmetry properties of Koszul modules.
DEFINITION 2.2. Let M be a finite R-module. A free resolution
of M is said to be Gorenstein symmetric if the following conditions hold:
There exists a family of n = n matrices such that
iii The family of maps
defines an isomorphism from L to its dual.
ؒ
Note that the first two points of the definition of Gorenstein Symmetry are the same as those of Definition 1.1, where I defined Koszul modules. Here one replaces the conditions on the determinants with a ''symmetry'' condition.
Remark. It is a lengthy but straightforward exercise to verify that the Koszul complex relative to any sequence satisfies the condition of Goren-Ž . stein symmetry even if it is not exact .
Koszul Modules of Grade One
First of all I prove a proposition which will also be useful when dealing with Gorenstein algebras in codimension one. 
Ž .
Moreo¨er, fh y1 differs from ␣ through an automorphism of its domain.
Proof. From Theorem 1 one obtains that the map #␣ * is well defined, and that the sequence
R
It is easy to verify that it is commutative, and we already know that it has exact rows and that the map u is an isomorphism. From this and the minimality of the horizontal resolutions it follows that also the other two maps are isomorphic. Therefore, as
is exact. Hence it is also a minimal resolution of A. Note also that fh y1 differs from ␣ through an automorphism of the domain.
The following proposition is only a first application of Proposition 2.1 to obtain a structure theorem for Koszul modules M of grade one which Ž Ž . . admit a symmetric isomorphism onto Hom M, RrF F M .
R PROPOSITION 2.2. Let R be a local ring, and M a K KM of grade one. The following facts are equi¨alent:
i M admits a minimal resolution of the kind ␣ n n 0ªR ªR ªMª0,
ii There is an isomorphism
Proof. Proof of i « ii . From the fact that M is a K KM it follows that
Ž . det ␣ s f cannot be a zero divisor in R. Therefore the given resolution is of the prescribed type, and from Theorem 1 we obtain that the following Ž n diagram is well defined and commutative I use I I to indicate the 
Ž . Ž . Ž .
R
The map is defined by the diagram. I say that , which is an isomor-Ž . Ž . phism, is also symmetric. Indeed, for a s e , a s 
is well defined and exact, thus proving our thesis.
Koszul Modules of Grade Two
In this subsection I will adopt a notation simpler than the general one, using always the canonical identifications and such the following diagram commutes:
Proof. First of all some terminology: I will indicate with the map Ž . *, with C C the canonical map 
. is a resolution of Hom M, Rr f , f R of the prescribed type for the
Ž . 2 2 I want to apply Theorem 1 to this new setting. Note that
It follows that the map
R R
which one obtains is the following:
I say that n y2
C C s y1 C C .
Ž . 1 2 To obtain this equality I will show a sequence of equalities equivalent to it, the last of which is an identity.
From the minimality condition there exists ␥ , i s 1, 2, 3, such that the i following diagram commutes:
kk ,
R
The diagram determines in a unique way a morphism between the diagrams built in part 1 of the Proof of Theorem 1, through the commutative Ž . diagrams with exact rows i s 1, 2, 3
where L is the application
It is easy to verify that from this morphism one obtains the following commutative diagram with exact rows:
Now I claim that u t C C s u. Indeed, recalling that u is symmetric, one has
The last equality follows precisely from symmetry. If now one puts the commutative diagram
over the last diagram we obtained, and one considers the vertical composed maps, one obtains that the following diagram is also commutative:
Note that up to now we have not used that 2 is a unit in R. However, now we need this assumption, as we conclude that the following diagram also commutes:
Ž . Ž . Ž . 
with a unit in R. One an apply Theorem 1, obtaining that the following sequence is well defined and exact:
I can now apply Lemma 2.1. Note that this is the only place in the proof where one needs that 2 is a unit in R, and it should be possible to prove that proposition without using this fact. We know from Lemma 2.1 that there are maps ␣ , ␣ , such that ␣ is an isomorphism from R 2 n to its n 2n n
As R is local, by standard arguments mutated from linear algebra one can prove that there exists an isomorphism S : R 2 n ª R 2 n such that
where I recall that I I n indicates the canonical isomorphism from R n to its dual. From this one obtains that the following diagram commutes, and has exact rows: 
where u is the given isomorphism.
Ž . Ž . Ž Proof of Implication i « ii . Dualizing the commutative diagram with . two rows of the assumptions, using Theorem 1, and using the canonical isomorphism of the lower row into its dual, we obtain that there is a mapŽ Ž . . which is an isomorphism from M to Hom A, Rr f , f R , and which
satisfies, in the notation of Theorem 1 relative to
Ž . 1 2 or, more expressively,
Ž .
1 2 t Ž y1 . I claim that¨is symmetric. Indeed, we have that ¨ s # * , therefore the thesis follows, as is symmetric by assumption.
STRUCTURE THEOREMS FOR GORENSTEIN ALGEBRAS
In this section I will apply the general results obtained before to prove some structure theorems for Gorenstein algebras in codimension one and two.
Definitions
Let R be a local ring, and A be a ring. Let be a morphism of rings from R to A, which induces on A the structure of a finite R-module. I Ž . Ž . indicate with c the number dim R y dim A G 0, which is called codi- 
R R
The same method would define a structure of A-module on any module Ž . F A , with F a functor in the category of R-modules. ᭙w,i,jg 1, . . . , n l sl ,l s␦ ,
When the application ␥ between two free modules F and F has all its 1 2 < values in fF for some regular element f, I will use the notation f ␥. Moreover, I will use the notation f y1 ␥ to indicate the uniquely determined map ␦ such that f␦ s ␥. Ž . There exists g M R such that s 0 for each i s 1, . . . , n and more-
Gorenstein Algebras of Codimension One
Let us replace h with h q f . Then h is symmetric and satisfies h e e y l k h e e s 0.
Now we can apply Proposition 2.1, obtaining that the following sequence is well defined and exact:
Ž .
Moreover, fh y1 differs from ␣ through an automorphism of the domain. It is immediate to verify that fh y1 is symmetric and satisfies the rank condition with respect to l.
Ž . Proof of the Implication ii « i . Let us call the matrix ␣ , which by hypothesis is symmetric and satisfies the rank condition with respect to l. I Ž . will indicate det with f, as this will cause no harm. As in the proof of Ž . the other implication, M is a K KM. Indicating with Z Z R the zero divisors of R,
The last equality follows from the commutativity and associativity of the product defined on A.
Remark. Ulrich has told me that he has a proof of part of the Ž . Ž . implication i « ii , which will appear in a joint paper of his with Ž . Kleiman and Lipman and is still in a preliminary version at this time .
Ž . Ž . Actually, his statement was exactly the implication ii « i of Proposition 2.2.
Gorenstein Algebras of Codimension Two
The structure theorem which I will prove in the following is more involved then the one for Gorenstein algebras in codimension one. It is still not clear to me if these complications are due to the intrinsic complexity of the problem or if with some further effort one can obtain significant simplifications.
In this subsection I will adopt the same notation of Subsection 2.3. with a unit in R. One can apply Theorem 1, obtaining that the following sequence is well defined and exact:
Now, we know that the last sequence induces a functorial isomorphism Ž Ž . . 2 Ž . from Hom M, Rr f , f R to Ext A, R , which is therefore an isomor- I can now apply Proposition 2.3. Note that this is the only place in the proof where one needs that 2 is a unit in R, and it should be possible to prove that proposition without using this fact. We know from Proposition 2.3 that there are ␣ and S isomorphisms such that the following diagram commutes: Ž .
R
as A-modules, as was to be proved.
Remark. As I said in the comment to Lemma 2.1 in the geometric case it should be possible to avoid the assumption ''R a domain'' in Proposition 2.3, and then also in the preceding theorem. This is the nearest thing to Szpiro's statement which was proved in this work. Szpiro stated that there should be such a resolution with s k , i i but I was unable to prove such a thing. Of course, if the rank of A is one Ž . that is, A is a quotient of R , the full statement is equivalent to the one contained in the corollary, for in that case the are scalars, and hence i symmetric.
