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ABSTRACT
Fluid states of matter can locally exhibit characteristics of the onset of crystalline order. Traditionally this has been theoret-
ically investigated using multi-point correlation functions. However new measurement techniques now allow multiparticle
configurations of cold atomic systems to be observed directly. This has led to a search for new techniques to characterize
the configurations that are likely to be observed. One of these techniques is the configuration density (CD). We show that
configuration densities must be treated with great care as naive application can lead to the identification of crystalline structures
which are artifacts of the method and of no physical significance. An example of these are the ”Pauli crystals” recently proposed
for non-interacting electrons in a harmonic trap. We analyze the failure of the CD and suggest methods that might be more
suitable for characterizing multiparticle correlations which may signal the onset of crystalline order. In particular, we introduce
neighbour counting statistics (NCS), which is the full counting statistics of the particle number in a neighborhood of a given
particle. We test this on two dimensional systems with emerging triangular and square crystal structures.
Introduction
In characterizing the phases of multi-particle systems, an important approach has long been to consider the real-space
configurations of particles which contribute to the system’s quantum ground state, or thermal state. Often this proceeds through
Monte Carlo (MC) averaging to a calculation of correlation functions, particularly the (single particle) density and the two
particle correlation functions, as these can be rather directly related to conventional experiments. In cold atomic systems on
optical lattices it is possible to directly measure actual multi-particle configurations of bosons1 or fermions2, by measuring the
positions of all particles in a single shot. This creates an interest in characterizing more fully the configurations that might
appear in such experiments. This would be of particular interest in small, low dimensional or low temperature fluid systems,
where thermal and quantum fluctuations can easily wash out any local structure in the average density, but perhaps not in
multi-particle correlations. Of course one may use multi-particle correlation functions for this, but these have many parameters
(the positions of multiple particles), which makes them harder to investigate and interpret. We will here consider several
alternative ways to investigate local order.
In particular, we consider the Configuration Density (CD) proposed by Gajda and collaborators3. This was used in a number
of papers to suggest that configurations observed in fermionic systems, even without interactions, should show crystal like
features, dubbed Pauli crystals3, 4 (see also Ref. 5). The CD was furthermore used to support the idea that configurations
featuring in the wave functions of fractional quantum Hall (FQH) systems (famously quantum liquids) could show a high degree
of crystalline order6. While quantum Hall systems in condensed matter do not allow for direct observation of the individual
electrons’ positions, analogues of integer quantum Hall states (Chern insulators) have already been created in atomic systems
on optical lattices7, 8, which suggests that such observations may be possible in the near future.
We will show first of all that particle configurations which might be considered Pauli crystals will most likely never be
observed in the systems of interest. Then we will investigate the CD’s effectiveness as a tool for detection of incipient crystalline
order. We find that it can be very misleading, showing clear ordered structure which is actually an artifact of the method.
We then consider several other methods to investigate pre-crystalline order, which are more robust and less prone to artifacts.
The most interesting of these is the full counting statistics of the particle number in a disk of varying radius, given that the
disk contains a particle at its center. We call this Neighbor Counting Statistics (NCS). We show that the NCS gives interesting
information on the local neighborhoods of the particles, which is complementary to the information obtained from the locations
of peaks in the two-particle density. It allows e.g. for a clear identification of shells of neighbors.
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Full counting statistics is currently becoming a popular way of characterizing the phases of multi-particle systems. In
particular, in the context of cold fermionic gases, there has been theoretical study of the full counting statistics of the particle
number in spatial regions of the system, see e.g. Refs.9, 10 as well as actual measurement of the counting statistics11. However,
it appears that NCS have not been considered before.
Multi-particle systems considered
In this paper we consider four types of multi-particle systems. The first system is a control system of particles which are
independently placed on a disk of radius R according to the uniform distribution. This will be useful for detecting artifacts in
any of the methods we employ.
The second is the ground state of a system of non-interacting fermions in a two-dimensional harmonic trap. This is also
the system which features in Refs. 3, 4, where Pauli crystals are studied. To be concrete, the Hamiltonian of the system is
H = ∑Nj=1
( 1
2m |p j|2+ 12 mω|~ri|2
)
. The single particle eigenstates are given by
ψnx,ny ∝ e
− 1
2ξ2
(x2+y2)
Hnx
(
x
ξ
)
Hny
(
y
ξ
)
, (1)
where ξ =
√
h¯
mω , Hn is a Hermite polynomial, and nx,ny ≥ 0 are integers. The single particle energy is εnx,ny = h¯ω(nx+ny+1).
The N-particle state is constructed by filling a Slater determinant with the orbitals that minimize the total energy.
The third system is a two dimensional electron system. Electrons in two dimensions under the influence of a strong magnetic
field form integer12 and fractional13 quantum Hall states, which are gapped quantum liquids with quantized Hall conductivity.
At even higher magnetic field strengths, the electrons form solid phases, or Wigner crystals (Wigner already appreciated this
possibility in 193414). There is strong theoretical (see e.g. Refs. 15, 16) and experimental17–25 evidence that this happens at
fields and electron densities corresponding to Landau level filling factors of roughly 15 and below. At lower filling fractions, one
finds solid and fractional quantum Hall liquid phases alternating downward from there to about filling 19 . The precise transition
to a Wigner Crystal depends in a complicated way on e.g. sample quality and temperature, where the disorder potential plays an
important role by pinning the crystal. There are also glassy and localized phases and “intermediate” phases between crystal and
liquid. One may consult Refs.26, 27 for early reviews of this rich subject.
Rather than consider all the complications of the real system we can instead consider the system described by the Laughlin
wave function28
Ψ(q)L =∏
i< j
(zi− z j)qe−∑i |zi|2/4`2 . (2)
Here the z j = x j + iy j are complex coordinates in the plane, q is a parameter, which fixes the filling fraction ν at ν = 1q and ` is
the magnetic length. For q = 1, this is the ground state of the non-interacting electron system at ν = 1 (it is just the usual Slater
determinant in a different guise) and hence a good test system to search for Pauli crystals. For q > 1 odd, Ψ(q)L is the ground
state of an electron system with short range interactions, with the electrons confined to the lowest Landau level. It is also an
excellent trial wave function for the ground states of the fractional quantum Hall liquids at fillings ν = 13 and ν =
1
5 , with
q = 3 and q = 5 resp. For q > 7, Ψ(q)L is no longer a good trial wave function for the system with Coulomb interactions, but
nevertheless a good test system for us. The probability density |Ψ(q)L |2 is identical to the probability density for a classical two
dimensional Coulomb plasma (with logarithmic interaction potential). This has been studied in great detail29, 30 and it shows a
phase transition from a liquid to a solid phase at q≈ 70, so we can study liquid and solid behaviors within this family of states.
Finally, we consider a classical system of N particles on the plane, interacting through a modified Lennard-Jones potential,
V (r) =
1
r12
− 2
r6
− ε exp
(
− (r− r0)
2
2σ2
)
. (3)
The first two terms form the usual Lennard-Jones potential, while the term proportional to ε introduces a second minimum
near r = r0, whose depth and width can be adjusted using ε and σ . This potential was introduced by Engel and Trebin31 to
study complex crystalline and quasicrystalline phases in two dimensions using only a single type of particle. They found a
complicated phase diagram with many different solid phases exhibiting different crystal and quasicrystal structures at low
temperatures. Naively, the ratio of distances between the first and second minimum of the potential should correspond to the
ratio of nearest neighbor to next to nearest neighbor distances on the solid lattice. In this paper, we will only consider the
parameter values ε = 1.1, σ2 = 0.02 and r0 = 1.4. For these values the system forms a square lattice at low temperatures. We
will consider temperatures near the melting point to study the local emergence of the square lattice.
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Harmonic trap N = 10
010 5 0100 0105
Best fit d=54.7
Neff=27.8
Maximal WeightHighest ObservedConfigurations chosen randomly
Laughlin N = 10 q = 1
010 5 0100 0105
Best fit d=40.9
Neff=21.0
Maximal WeightHighest ObservedConfigurations chosen randomly
Harmonic trap N = 29
010 10 0100 01010
Best fit d=133.8
Neff=67.4
Maximal WeightHighest ObservedConfigurations chosen randomly
Laughlin N = 29 q = 1
010 10 0100 01010
Best fit d=99.4
Neff=50.2
Maximal WeightHighest ObservedConfigurations chosen randomly
Figure 1. Actual configurations for N = 10 (upper) and N = 29 (lower) electrons of the Harmonic trap (left) and Laughlin
ν = 1 state (right). The panels show the maximal weight configurations (rightmost), maximal weight configurations actually
obtained in the MC simulation of the system (second from right) and three randomly chosen configurations (left). These are
marked in the histogram of the corresponding probability density distribution. ρ0 is the geometric average of the probability
densities of the generated MC samples. In all panels 104 independent configurations where generated. For comparison, we also
plot the function ρ ln(1/ρ)
d
2−1, where ρ is the probability density (see main text for a justification). Note how randomly
chosen configurations show very little signs of forming a crystal. Even the state with the highest observed probability density,
among the 104 MC samples, is quite far from the maximal weight configuration.
Results
Against Pauli crystals
We start off with an argument against the physical relevance of Pauli crystals. In Refs.3,4 the authors proposed that multi-particle
states in certain systems of non-interacting fermions should show crystal-like patterns, which could be seen in experiments, due
to the effective inter-particle repulsion caused by the Pauli exclusion principle. We now argue that such ”Pauli crystals” are
actually unlikely to ever be observed. In fact, the typical configurations that would be observed, for both the ν = 1 Laughlin
state and the 2D-harmonic trap, show no discernible crystalline ordering. Clearly, due to the fermion exclusion, there is a
real-space correlation hole around each particle, but we now show that this does not lead to a crystal-like order.
To make this clear we first produce a large number of configurations from the wave functions using importance sampling
(by Metropolis Monte Carlo methods). It is crucial to realize that the sample configurations are produced according to the
same probability density |Ψ|2 that would govern the experiment. Once we have the samples, we can plot a histogram of their
probability densities. This is shown in Fig. 1 for N = 29 particles (lower panels) for and N = 10 particles (upper panels). Note
that the probability density (on the horizontal axis) is on a logarithmic scale. We see that the observed probability densities are
sharply peaked. We also observe that the density of configurations around the configuration with the highest probability density
(purple configuration, furthest right, obtained using the Nelder-Mead method32) is vanishing, indicating that configurations with
such high probability density actually have negligible probability of being observed. Indeed the MC sample with the highest
probability density that was actually found among the MC samples (red configuration, second from right) has a value of |Ψ|2
which is orders of magnitude smaller than the maximal weight configuration. It also shows no hint of a regular crystal structure.
The vast bulk of configurations that are generated have an even lower probability density. Some randomly chosen samples are
shown (green configurations, left) and again, none of these show anything resembling crystalline ordering of the particles.
The green lines in Figure 1 comes from a simple heuristic model of the probability density. The idea is to assume that
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the probability density varies as a d-dimensional Gaussian around the maximal weight configuration, where d is an effective
dimension which we use as a fit parameter. Clearly this is a very crude model as the actual parameters of the model (the
positions of the particles) will have complicated correlations. Nevertheless, any probability density with a global maximum can
be at least locally approximated in this way near the maximum. For the assumed distribution, we can calculate the histogram
(see the Methods section for the details). We then expect the histogram in our figure (the probability density in probability
density space) to be described by the function ρ · ln(1/ρ) d2−1, where ρ is the probability density. By fitting against the actual
histogram we can estimate the number of degrees of freedom d. For N particles in two dimensions in a rotationally symmetric
state we would naively expect d = 2N−1 and we note that this estimate is roughly a factor of two away from the best fit in our
plots. Defining Ne f f = d+12 we see, at N = 29 for example, that Ne f f ≈ 67.4 and Ne f f ≈ 50.2 for the Harmonic oscillator and
ν = 1 state respectively. We should stress once more that also in this crude model, where we assume a single configuration with
maximal probability density and Gaussian decay of the probability density away from that configuration, we find that the actual
configurations found when drawing from this probability density typically have much lower than maximal probability density.
In fact, we show in the Methods section that, in this model, the distance between the peak of the histogram and the maximum
of the probability density is proportional to Ne f f , while the width of the peak only scales as
√
Ne f f , both on the logarithmic
scale of the plots. This strongly suggests that very high probability density configurations become increasingly unlikely to be
observed for larger systems.
The Configuration Density
One of the tools that was employed to support the idea of Pauli crystals is the configuration density (CD). This is an intuitively
attractive tool for detecting local crystalline order, in a system that does not show this order directly through fluctuations in the
actual density. However, we will now show that it can be highly misleading.
To obtain the configuration density (CD) of a multi-particle system, one needs a set of representative configurations (sets
of positions of all particles), for example obtained by MC sampling of the system’s wave function or thermal distribution, or
even by direct experimental observation. The basic idea for the CD is that these representative configurations of the system
exhibit spatial order, but symmetry transformations (rotations and translations) wash it out in the average. To prevent this
from happening, one chooses a suitable seed configuration (SC). Usually this is taken to be the configuration with the largest
probability density, which often does exhibit a regular spatial structure. Then one defines a quantity which characterizes how
close configurations are to each other. We might call this the configuration distance, see formula (4) below. All representative
configurations are now rigidly rotated and shifted to minimize their configuration distance. The configuration density is then
calculated by taking the usual density from the resulting rotated and shifted configurations.
Often the CD will have a remarkable amount of clearly visible structure, even if the usual density, calculated from the
unprocessed configurations, does not. Most notably one observes peaks about the locations of the particles in the SC. It is
tempting to take this as an indication that the configurations of the system generally show a crystalline order similar to that of
the SC, just shifted and rotated. However, we will show that peaks around the SC remain present even if the particle positions
in the sample configurations are uncorrelated and chosen according to a uniform distribution. Moreover, passing to systems
with interactions and/or fermionic statistics, we find that one may choose different seed configurations in obviously unlikely or
physically implausible ways, for example in the shape of a smiley face, and prominent peaks in the CD will still appear near the
seed positions, see Fig. 3. All this suggests that visual identification of structure in the CD is not a good way to characterize the
configurations relevant to actual physical systems.
In the rest of this section we make an effort to analyze the CD in more detail and to supplement it with a new measure of
particle correlations, the configuration variance (CV), in order to see if ideas along the lines of the CD may in fact yield more
reliable physical information.
Distance between configurations
An essential ingredient for the method of configuration densities is a measure of distance between two configurations. In Ref.3
the measure of closeness was defined using only the angular coordinates of the particles and required an identification of the
particles in the two configurations, inducing a permutation on the coordinates. This method is only feasible for small numbers
particles and in cases where there is a clear shell structure in the positions. We therefore consider an alternative measure
introduced in Ref.6. For two configurations~r,~r′, the configuration distance g(~r|~r′) is defined by
g(~r|~r′) =
N
∑
i, j=1
e−
1
G2
(ri−r′j)2 . (4)
This can be easily calculated, with scaling in time of order O(N2), and is bounded in the interval 0 < g≤ N2. The heuristic
is simply that the closer two configurations are to to each other, the more the Gaussians will contribute. The measure has a
parameter G, which controls the length scale over which two particle positions are considered similar. We find that it is best to
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N = 10 Harmonic N = 10 Laughlin q = 1 N = 10 Laughlin q = 3 N = 10 Random
N = 30 Harmonic N = 30 Laughlin q = 1 N = 30 Laughlin q = 3 N = 30 Random
0 1 2 3 4 5 6 7
Particles per unit area
Figure 2. Configuration densities for (from left) 2D-Harmonic trap, Laughlin q = 1, Laughlin q = 3 and uniformly distributed
random points. The upper row is for N = 10 and the lower is for N = 30. The number of MC points is 105 and 104 respectively.
All CD:s (of the same size) use the same seed configurations. It is clearly visible how the pattern of the seed configuration is
imprinted on all DC:s, even on the random points. The color scale on all plots is chosen such that area of the circles are equal to
the number of particles, i.e. there is on average 1 particle per unit area in all plots.
take G comparable to the inter-particle separation. If G is much larger, then g(~r|~r′) becomes insensitive to the local structure of
the configurations, and if G is much smaller than this, the final position of the optimized configuration often just depends on the
individual particles which happen to be very close to a seed position after rotation.
Earlier authors have proceeded by rotating and translating each representative configuration~r such that it maximizes g(~r|~r′)
relative to the seed configuration~r′. We have chosen here to only rotate~r. This makes the task of calculating the CD slightly
simpler. It could potentially make the desired features (peaks which do not appear in the ordinary density) less pronounced, as
we optimize the configurations less, but we find that we already see too much structure even with this restriction to rotations.
Also, in larger systems, the scope for translations is limited as the location of the centre of mass only varies by a very small
amount between configurations.
We also take as convention that we rescale the seed configuration~r′ such that r2, averaged over the SC is the same as r2
averaged over the full set of Monte Carlo configurations. This allows us to use the same seed configuration for different systems.
A ring of radius
√
2〈r2〉 is drawn to simplify comparisons of the plots.
Configuration Densities are highly biased by the seed configuration
We now demonstrate that the Configuration Density (CD) is highly biased by the seed configuration (SC). We do this in two
different ways: First we show that even random points will create a CD that mimics the SC. This can be seen in Figure 2. In
this figure, we have constructed the configurations densities for the 2D-harmonic trap, the ν = 1 and ν = 1/3 Laughlin states
and for independent uniformly distributed particles, for both N = 10 and N = 30 particles. We use the same seed configurations
in all cases, namely the maximum likelihood configuration for the family of Laughlin states. This configuration is actually
independent of q. In the figure we can clearly see how the SC is imprinted on the CD for all the examples considered, even the
random state. This directly shows that it is possible to find a CD that apparently shows crystalline order, even though it is not
really there.
As a second example, we show that not only can we imprint a SC on a random state, it is also possible to imprint physically
unmotivated, or bizarre SCs onto a CD for a system of fermions, which might be expected to show physical structure. To
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N = 10 Harmonic trap N = 10 Laughlin N = 10 Random
Figure 3. The CD with a smiley as a seed for N = 10 particles and 105 Monte Carlo samples. The states shown (from the left)
are 2D-Harmonic trap, Laughlin q = 1 and uniformly distributed random points. The color scale and length scale is the same as
in Fig. 2.
illustrate this point we show in Figure 3, how a smiley face of N = 10 particles can be imprinted not only on the random state,
but also on the Harmonic oscillator state and the Laughlin q = 1 state.
From these tests we can conclude that naive use of the CD method can result in a strong bias towards the seed configuration.
Further analysis of the CD – the CV
We now discuss briefly what causes the misleading results of the previous section. We also introduce a measure that can be
used to complement the configuration density when searching for hidden orders, the configuration variance (CV).
It is natural to ask why we see so much structure in the CD even when it is not reflected by the sample configurations. We
conjecture that this is essentially due to the relatively large density fluctuations in the samples (clusters of particles and voids in
the configurations). During the rotation of the samples to create the CD, clusters of multiple particles have high probability to
be rotated near a seed position. Similarly, voids will be preferentially located away from the seed positions. As a result, the
average configuration density near the seed points is enhanced, giving rise to the peaks in the CD.
We can test this explanation by considering the variances of the numbers of particles in neighborhoods of the seed
configurations. The configuration variance CV (r) for a particular seed position is defined as the variance of the particle number
in a disk of radius r around that seed position, calculated from the sample configurations, after the processing (optimization of
configuration distance) which features in the calculation of the CD has been applied to them. In effect,
CV (r) =
〈
n2
〉
r−〈n〉2r ,
where n is the particle number density and 〈X〉r is the average of the quantity X within a circle of radius r around the seed
configuration, calculated from the processed sample configurations. Of course we will consider the CVs for all seed positions.
We can choose the radius r of the disk around each seed position so that the disk contains an average of m particles, so
〈n〉r = m. Again this choice is based on the processed configurations and hence this radius can be obtained directly from the
CD. It then also makes sense to define CV,m to be the average of the values of CV (r) over all seed positions, with r chosen
individually for each seed position such that 〈n〉r = m. A particularly interesting case is to choose r in such a way that the disks
contain a single particle on average (m = 1). We write CV,1 simply as CV .
If the true system has a rigid crystalline order, then CV should be small, as there would be little chance to observe particles
far away from their lattice positions, which should be close to the seed positions. Therefore there would be little chance to find
multiple particles, or no particles, in the neighborhood of any particular seed position. However, if the CD does not reflect
lattice structure, but simply the fact that clusters of particles are preferentially rotated to be close to seed positions, then we
would expect to find relatively large values of CV .
We illustrate the configuration variance in Figure 4. We have there adjusted r around each seed position such that 〈n〉r = 1
precisely. We then measure CV for three different types of states: random positions (left), the Laughlin q = 1 state of free
fermions (middle), and Laughlin q = 3 state of interacting fermions (right). In the figure we have drawn the circles of radius r
corresponding to 〈n〉r = 1 around the seed positions, and the number within each circle is the CV (r) for that site. We also give
the value of CV , which is just the average of the values in the circles.
First we consider the case of randomly distributed points, see the left hand panel of Figure 4. We find that the configuration
variance is in the range CV (r)≈ 0.96±0.02 for the N = 30 points considered. This is close to what one would get by assuming
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Figure 4. The variances of the numbers of particles present in circles centered on the seed positions and containing on average
1 particle. Left: Random points, Middle: Laughlin state at q = 1, Right: Laughlin state at q = 3. Also plotted: The distributions
of the numbers of particles in the neighborhoods of the seed points. The distribution (histogram) of the number of particles
around each of the seed points are marked with separate (blue) markers. For ease of viewing, the points are ordered from left to
right according to increasing radial position of the seed points. The solid (black) line shows the Poisson distribution
P(k) = e
−λ λ k
k! , with the average λ = 1. The dashed (red) lines shows the binomial distribution P(k) =
(N
k
)
pk (1− p)N−k, with
p = 1N , ensuring the appropriate density.
that particles are Poisson distributed within the disk of radius r, with average λ = 〈n〉r = 1, as that would produce a variance of
CV = λ = 1. We recall that the Poisson distribution describes the number of completely uncorrelated random events, so finding
this here would mean that the distribution of particles in the circle is modeled well by the assumption that the event of finding
some particle within the circle is completely uncorrelated with the event of finding any other particle within the circle. This
is clearly not indicative of lattice structure but very compatible with the fact that the configurations (before CD processing)
were generated precisely by placing the particles on the system in a uniformly random and uncorrelated way. In fact, being
more precise, we may note that there is some correlation between the events of finding the various particles within any disk,
since we know that there are a fixed number of particles in total, N = 30. The most appropriate distribution is thus a binomial
distribution, with parameter p = 〈n〉rN = 1/N. The variance of this distribution is CV = N p(1− p)≈ 0.967, which conforms
to observations even better than the Poisson value. To confirm our suspicion on the distribution, we also calculated the full
probability distribution for the number of particles in each circle. This is also graphed and we see that the binomial distribution
is perfectly reproduced. It is even possible to – just barely – discern the difference between the Poisson distribution (black line)
and the Binomial distribution (red line).
We now turn our attention to the cases of non-interacting and interacting fermions in the Laughlin states at q = 1 and q = 3
respectively, shown in the middle and right hand panels of Figure 4. The first observation we make is that CV is considerably
lower than the value for randomly placed particles, for both of the Laughlin states considered, with the higher q state having
a lower CV . Also on the level of the probability distributions P(k), we see that the two Laughlin states deviate substantially
from the Poisson/Binomial distributions. Especially the P(1) probability is enhanced, while the P(0) probability is suppressed.
The P(k > 2) probabilities are suppressed relatively even more. All this is in accord with the intuition that in the fermionic
states, and especially in the strongly interacting q = 3 state, the particles are correlated in such a way that they cluster less. This
does not necessarily mean that there is crystalline order (there is not, as we showed earlier), but nevertheless these states are
incompressible liquids and the CV and corresponding distributions P(k) are able to pick up on this, while the CD on its own
does not show any obvious features which distinguish these states from our control system based on randomly placed points
(cf. Figure 2).
Neighbor Counting Statistics
In the previous sections, we have seen that the introduction of a seed configuration can be more of a distraction than a help in
discovering local correlations in multiparticle systems. The variance and especially the full counting statistics of the particle
number in a region surrounding one of the seed configurations were more useful. However, as the seed configuration could
still bias the results, it seems natural to apply these tools without any dependence on a seed configuration. Of course one may
simply study the counting statistics of any spatial sub-region of the system. This has been done before, even in the context of
cold fermionic gases9, 10, and the particle number distribution can even be experimentally observed there11. We can think of the
full counting statistics of a region as a tool which naturally extends the single particle density, by including information about
multi-particle correlations, without actual direct calculation of multi-particle correlation functions. From the density we can
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obtain the average number of particles in any given region, but the full counting statistics gives much more information, for
example all the moments of the distribution, including the variance.
Here we want to instead improve on the two particle correlation function, which is of course a standard tool to detect
local correlations in systems with homogeneous density (e.g. correlation holes around particles). Therefore we will study
the neighbor counting statistics (NCS) of our systems. The neighbor counting statistics are simply the full counting statistics
of the neighborhood of a particle in the system. To be concrete, we define pn(r) to be the probability of finding n particles
within a distance r from another particle. Again, the two point correlation function g(r) already allows one to find the average
number of particles within distance r of a given particle, but the NCS will give full information on the distribution of the particle
number, which includes information on multi-particle correlations. In particular we can easily get the variance of the number of
neighbors from it.
Calculation of the NCS is straightforward, assuming that one can easily generate a large number of representative sample
configurations for the system. One simply counts the number of particles within distance r of every particle in all sample
configurations, while keeping a histogram of the number of neighbors found, so in effect, one keeps a tally of how often one
finds 0 neighbors, 1 neighbor, 2 neighbors etc. within a distance r. After normalization, the values in the bins of this histogram
are the best estimate of pn(r) from the samples.
We now calculate the NCS for the Laughlin states, which are known to be liquid at low q, but which crystallize into a
triangular (Wigner) crystal at high q. We also consider classical particles interacting through the modified Lennard-Jones
potential given in (3), with the parameters set as indicated (ε = 1.1, σ2 = 0.02 and r0 = 1.4), so that the system forms a
square lattice at low temperatures. For both systems, we can efficiently generate representative configurations by Monte Carlo
importance sampling. We will see that the NCS is quite helpful in identifying the incipient crystalline orders in these systems.
Laughlin State
We first consider the Laughlin states again, this time on a sphere, rather than a plane, to avoid boundary effects. This is a well
established technique in fractional quantum Hall systems – for details of the setup, we refer to the Methods section. The results
for the Laughlin states are presented in Figure 5 for N = 200 particles.
On the sphere, we have chosen to measure the distance between particles in terms of the chord length l =
∣∣~ri−~r j∣∣, between
the particles i and j, where~r is the 3D-position on the sphere (this is the distance through the 3D ball, rather than over the
surface of the sphere). The chord length is the sphere analogue of the usual distance on the plane, if one is interested in the
surface area of the enclosed neighborhood, since the surface area of a spherical cap of chord radius l is precisely A = pil2. We
use units of length such that the sphere is a unit sphere and the maximal chord distance is 2.
In the upper panels of Figure 5, we see both the l and n dependence of pn(l), with the actual probabilities indicated by a
color scale from p = 0 (white) to p = 1 (black). Two support lines are drawn on top of pn(l): The first (blue dashed line) is the
average number of particles n(l) = ∑n npn(l). The second (green dashed line) is the particle density that one would expect if
there was a sharp correlation hole around each particle of area 4pi/N, outside of which the density is uniform. This turns out to
be a very good approximation for low q so that the support lines are actually on top of each other in the left and middle panels.
We now consider the full left panel (q = 1) in more detail. In the top left panel a), we see that at any l, n(l) and n˜(l) are
roughly identical. This should be expected of a quantum fluid that is supposed to have no correlations beyond a characteristic
length scale, given by the fermi-exclusion hole of the electrons. In the panel below d), we show the two-point correlation
function g(l), normalized by the homogeneous density on the sphere. This can be computed directly from the Monte Carlo
generated data, or alternatively as g(l) = 2n
′(l)
Nl , which is what is shown. The two-point correlator can be seen to flatten out after
l ≈ 0.3, just beyond the correlation hole.
In the figure, we also show the variance σ2(l) = ∑n n2 pn(l)−n2(l) of the counting statistics. The variance is expected to
fulfill σ(l = 0) = σ(l = 2) = 0, since the number of particles is fixed. The lower the value of σ(l), the more well defined is
the number of neighbors within a the distance l. In addition to σ(l), a dashed support line shows the two-particle correlation
function obtained from n˜(l).
To demonstrate some of the features of the NCS more clearly, we look at the distributions of neighbors at some relevant
fixed values of l. Here, we choose three slices though the pn(l) plane, at l = 0.37, 0.50, 0.61. These are the locations of
significant dips and peaks in the two point functions at q > 1, as can be seen in panels e) and f ). Plots of pn(l) for these values
of l are shown in the lower panels. In these figures, pn(l) is plotted in blue. While the binomial distribution Bn, which would be
expected for N = 200 randomly placed particles, is plotted in red for contrast. We can easily see that even at q = 1 (bottom
left) the fluid is not randomly distributed, even though it has homogeneous density. The particle number clearly has much
lower variance than would be expected from Bn. For q = 10 (lower middle panel) the variance of pn is even more reduced as
compared to Bn, as might be expected in an incompressible liquid with strong short range repulsive interactions. It would be
interesting to see if it is possible to obtain some analytical estimate of the expected behavior of pn as a function of q in the
liquid phase, or even for generic liquids, but we have not managed this yet. The l values of these slices are also indicated by
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Figure 5. Neighbor counting statistics for the Laughlin states, N = 200, q = 1,10,90. The blue line shows the average
numbers of particles n(l), within the chord length l. The green line is a guide to the eye, and shows and approximation of a
sharp correlation hole around each particle. The precise form is n˜(l) = Nl2/4−1 (for l >√4/N) which is the expected
average number of particles if the other N−1 particles are distributed with uniformly over the sphere, but with a region of size
l =
√
4/N unoccupied. The inset shows g(l) = 2n
′(l)
Nl where the derivative is with respect to l. This is identical to the two-point
correlation function. It also shows the number variance σ(l) as a function of l.
a black bar in the middle panel d), and in the upper panel a) the length of the slice is indicated by black dashed lines. The
standard deviation of the random (binomial) approximation is also indicated in the top panel as a red solid line.
We now switch focus to the higher-q states in the middle and right hand panels of Figure 5. The setup of these panels is
analogous to the one just described for the left panels. The q = 10 state is a strongly correlated (but still liquid) quantum state,
whereas the q = 90 state describes a Wigner crystal. We find that the smooth n(l) curve that was found for q = 1 now has more
features. These features coincide with the peaks and troughs of both g(l) and σ(l), and the larger the value of q, the more
pronounced the peaks and troughs become.
We are now able to see the effects of the Wigner crystal at q = 90, and of the onset thereof in the liquid at q = 10. For
instance, there is spatial structure visible even in the density of the system for q = 90 and clearly visible peaks and dips in the
two point function for both q = 90 and q = 10. In the q = 90 case, in panel f ), we see that the Wigner Crystal has extended
over the entire sphere, as the modulations in the two-point correlator g(l) persist all the way to the maximal chord distance. We
also note that the modulations in g(l) are reflected by similar dips and peaks in the variance σ(l).
By considering pn(l) at a fixed l we can directly visualize the shell structure of the hexagonal Wigner crystal. We can
for instance see in panel m) that at q = 90 there is roughly 75% probability to find exactly n = 6 neighbor particles within
chord-radius l = 0.37, and almost 100% probability to find n ∈ {5,6,7} neighbors within this chord-radius. We interpret this
as the Wigner crystal locally forming a hexagonal (triangular) lattice. The sharp peak (in panel m)), together with the deep
minima in g(l), tells us that there is a well defined region between the first and second shells. Looking at higher values of l we
find distinct shell boundaries at n≈ 18, 34, 54, . . . (n = 18 is shown panel p)). The number of particles that are expected to be
found in the various shells, assuming a perfect hexagonal lattice structure, are 6, 18, 36, 50, . . ., (see Figure 7). This is quite
close to what we observe, but not identical at larger distances. However, first of all, it is mathematically impossible to place a
perfect hexagonal crystal on a sphere, and secondly, even the shells in the perfect crystal become more closely spaced at longer
distances, so they would be more difficult to distinguish there. We note once more that information about the average number
of particles that are in the various shells can in principle be extracted by integrating the two-point correlation function, but
using neighbor counting statistics makes this much more transparent and also allows a direct view of the fluctuations and hence
of the rigidity of the shells.
Modified Lennard-Jones potential
For the modified Lennard-Jones potential we present data for N = 100 particles in Figure 6. The setup of this figure is analogous
to that of Figure 5. We show plots for three values of the inverse temperature, β = 1.4, β = 1.8 and β = 2.4. The corresponding
temperatures are all close to the transition temperature to the crystal state. In particular β = 1.4 corresponds to a liquid system,
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Figure 6. Neighbor counting statistics for the modified Lennard-Jones potential, N = 100, β = 14,11,24. The blue line
shows the average numbers of particles n(r), within the radius r. The green line is a guide to the eye, just as in Figure 5. Here
the precise form is n˜(r) = pir2−1 (for r > 1/√pi) which is the expected average number of particles seen from the center of a
square lattice, with unit lattice constant. The inset shows the two-point correlation function g(r).
which however already shows significant neighbor ordering, while β = 2.4 is indistinguishable from a (just about) solid system
in our fairly crude MC simulation. In our simulations, we have included a small harmonic trapping potential for the particles, in
addition to the Lennard-Jones interaction. This adds a term k∑Ni=1 r2i to the energy, where we have taken k = 0.05. This acts as
an external pressure which helps the particles coalesce near the origin of the coordinate system.
As this system is defined on a plane (just like the systems we considered when discussing the CD and CV), there are
boundary effects in the density and higher order correlations. To make sure that we have the correct bulk averages, we choose
to compute the NCS of the system by only counting the neighbors of the 25 particles closest to the system’s center of mass. We
choose to only count one quarter of the particles, as this is the fraction that ensures that the particle that is furthest from the
center (of the particles we consider), is approximately equally far from the center and the boundary. Because of our selection of
which particles to consider for the NCS we should not trust the NCS counting on radii that are larger than half of the radius of
the particle cloud, or which contains more than one quarter of the particles. This is also why panels d)− f ) only extend to
r = 3 and not over the full system size.
The left panel (β = 1.4) has the highest temperature considered. The two point correlation function is normalized according
to the (average) density of the square lattice, that is expected to form at low temperatures. It is given by g(r) = n
′(r)
2pir . Already
here it is possible to see peaks in the two-point correlation function d) at distances of r = 1 and r = 1.44≈√2. These two
distances corresponds to the first two nearest neighbors on a square lattice. By inspecting the NCS at radii r = 1.29 and r = 1.56
(subpanels g) and h)), corresponding to the minima in g(r), we can investigate how well defined the shell structure of the
square lattice is at this temperature. Starting with r = 1.29 we can see that there are on average 4 neighbors, but the number
may fluctuate between 3 and 5. For the second shell, where we would expect 8 particles, only 5-7 are found with reasonable
probability. We may then conclude that the lattice has only formed at the very shortest length scales.
Decreasing the temperature to β = 1.8 (middle panel), we see that, at the two minima of g(r), in panels j) and k), there are
now 4-5 and 6-8 particles respectively. Decreasing the temperature further to β = 2.4 (right panel) clear steps can be seen at
n = 4 and n = 8 in panel c). Indeed in the sub-panels m) and n) sharp peaks can be seen at 4 and 8 also in the distribution of
the number of neighbor particles.
Inspecting g(r) for even larger values of r we find that there is a minimum at roughly r = 2.1. Inspecting pn for this value
of r we find a distribution that is peaked at n = 12 ( panels i), l) and p) ) for the three values of β considered. We can note that
only the lowest temperature system (β = 2.4) has a clear asymmmetry in the peak, showing that the disk of radius r = 2.1 has
only a small chance to contain fewer than 12 particles. In other words, it almost always fully contains the third shell of the
square lattice. Numbers higher than 12 are considerably more likely, but this is not surprising as the next shell of the square
lattice is quite close - the equilibrium position of its particles should be at r ≈ 2.2 (cf. Figure 7).
All in all, as exemplified by the two systems considered here, the NCS measure is a powerful complement to the more
conventional two-particle correlation function. Using the extra information from the NCS we can, not only, conclude that
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crystal patterns are (locally) forming, but we can also gain information about the rigidity or fluctuations of these crystals, as we
get a direct view of the numbers of particles that are participating.
Discussion
We started the paper with an argument against the physical relevance of Pauli crystals. While the highest probability density
configurations of a system of free Fermions may appear crystalline, we showed that these have very low probability to be
observed. To demonstrate that the probability density of typical configurations that would be seen in an experiment is far
from the maximal probability density, we constructed a histogram of the probability densities from samples generated using
MC importance sampling. It turns out that the functional form of the distribution, which does not have a Gaussian shape (at
finite system size), can be fitted reasonably well by a one parameter curve derived from a crude ad hoc model. It would be
interesting to know to which extent this functional form will occur more generally in histograms of probability densities of
physical systems.
We also studied the so called Configuration Density (CD) method and found that it is highly biased towards the Seed
Configuration (SC) that is chosen for the method. We demonstrated that a CD with crystalline features can appear where there
are obviously no such features in the system and also that even physically unrealistic or bizarre SCs can be imprinted on CDs.
We argue that what is actually happening in the CD method is the following: The process of rotating the sample configurations
causes the density fluctuations, which are always present in these configurations, to have a higher probability to be located near
a seed position if they increase the density. In effect a cluster of multiple particles can be located near the seed configuration in
this way. Similarly, density fluctuations that decrease the density (”voids” in the configurations) will be preferentially located
away from the seed positions. As a result the average configuration density near the seed points is enhanced, which can give
rise to the peaks in the CD, even if the individual configurations contributing to the CD do not show any trace of a crystalline
structure. This was exemplified by considering the Configuration Variance (CV) which measures the variance in the number of
particles in a given region, around the SC, after the CD method has been applied.
We then introduced an alternative measure for the detection of spatial structure, Neighbor Counting Statistics (NCS). This
is the full counting statistics of the neighborhood of a particle. This measure incorporates information about the multi-particle
correlations near a given particle in an intuitively understandable way. Using the NCS we could demonstrate the onset of shell
structures for particles interacting though a modified Lennard-Jones potential as well the formation of a Wigner Crystal in the
ν = 190 Laughlin state. The information gleaned from NCS was in accord with and complementary to the information we get
more conventionally from observing peaks in the two-particle correlation function. It would be of interest to test and apply this
method further in the future, for example for a more thorough examination of the many phases afforded31 by the modified
Lennard-Jones potential.
We noted that the width of pn at a fixed radius (even for non-interacting fermions) was narrower than what would have been
expected from randomly distributed points of the same density. This in itself is not too surprising, since the correlation hole due
to the Pauli exclusion principle will penalize particle clustering. Nevertheless, it would be of theoretical interest if bounds on
pn(r) could be derived, for example starting from knowledge of the two point correlation function g(r).
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Methods
Laughlins’s wave function on a sphere
To avoid boundary effects, we modify the Laughlin state to be defined on a sphere with unit radius. The Laughlin states can
easily be adapted to the spherical geometry33 by applying a stereographic projection
z→ tan
(
θ
2
)
eiφ , e−|z|
2/4`2 →
[
cos
(
θ
2
)
e−i
φ
2
]q(N−1)
.
The first transformation is applied to the polynomial coordinates in the Jastrow factor (i.e. the polynomial factor) in (2), while
the second is modifying the Gaussian part. Here θ and φ are the azimuthal and polar coordinates of the sphere respectively.
After these transformations the Laughlin state reads
Ψ(q)L =∏
i< j
(uiv j−u jvi)q, (5)
where u = sin
( θ
2
)
ei
φ
2 and v = cos
( θ
2
)
e−i
φ
2 are spinor variables. We choose units of length such that the sphere has unit radius.
Deriving the self-describing distribution in Figure 1
For a probability density ρ , that depends on some (possibly multidimensional) variable x as ρ(x) we require that
1 =
∫
Vx
ρ(x)dx, (6)
where Vx is the parameter-space of x. Imagine that we only know ρ(x) up to some scale factor (normalization) λ , as
ρ(x) = λ f (x). We now seek to construct the probability density h(ρ) for the probability densities ρ themselves. We note that
if f (x) is one dimensional and monotonic, then dρ = λ f ′(x)dx. By changing variables we may rewrite (6) as
1 =
∫ ∞
0
ρ
λ
∣∣ f ′ ( f−1 ( ρλ ))∣∣dρ =
∫ ∞
0
ρ
λ
γ
(ρ
λ
)
dρ = λ
∫ ∞
0
f γ( f )d f ∝
∫ ∞
0
h(ρ)dρ. (7)
In the last steps we introduced the shorthand notation γ
( ρ
λ
)
=
∣∣ f ′ ( f−1 ( ρλ ))∣∣−1. We note that a histogram over the distribution
of ρ is actually displaying ργ(ρ), and not γ(ρ) itself. Thus h(ρ) ∝ ργ(ρ). When expressed in logarithmic units y = lnρ , the
integral is
1 =
∫ ∞
−∞
h(ey)ρdy =
∫ ∞
−∞
h(ey)eydy =
∫ ∞
−∞
h˜(y)dy.
Here h˜(y) = h(ρ)ρ is the observed density in logarithmic units.
We now set out to derive the form of h˜(y) that should be expected in a system of many variables. We choose the coordinates
x such that the maximum of the probability density is at x = 0 (we assume that there is a unique maximum). More drastically,
we assume that the full probability density takes the form ρ(x) = λ exp(−∑dj=1 x2j/2σ2), where λ is an unknown normalization
coefficient. This is quite reasonable in a small neighborhood of the global minimum, but of course usually not beyond that small
neighborhood. However, if the probability density decreases quickly as soon as we move a particle away from the maximum
density probability distribution, it may be a reasonable approximation. Note that we can choose the probability decay range σ
to be the same in all directions without loss of generality, since any rescaling of x j will only affect the normalization λ , which
is unknown anyway. We note that surfaces of constant ρ will form (d−1)-spheres centered around x = 0. To map our problem
back to the single variable case considered above, we can first integrate out these d−1 dimensions. The probability integral is
then
1 =
∫
Vx
λe−∑
d
j=1
x2j
2σ2 ∏
j
dx j = λSd
∫ ∞
0
e−
r2
2σ2 rd−1dr
where Sd is the surface area of a d-dimensional unit sphere and r2 = ∑i x2j . We stress already here that the peak of the
distribution as a function of r is not at r = 0 (where the most likely element is) but rather at r =
√
σ2 (d−1) corresponding to
ρ = λe−
d−1
2 . Note also that the most likely value of ρ is at first sight independent of σ , however the σ dependence is hidden in
the normalization λ . Next we change variables to ρ using the transformations dρ =− rσ2 e
− r2
2σ2 dr =− rσ2 ρdr, giving
1 = λSdσd2
d
2−1
∫ 1
0
[− ln(ρ)] d2−1 dρ.
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We now would like to measure the distribution h(ρ) ∝
[
− ln
(
1
ρ
)] d
2−1
in log-scale. We thus change variables to y = lnρ using
eydy = dρ to obtain
1 = λSdσd2
d
2−1
∫ 0
−∞
ey (−y) d2−1 dy
such that we have h˜(y) = ey(−y) d2−1. We may compute the averages of y and y2, giving
〈y〉=−Γ
( d
2 +1
)
Γ
( d
2
) = d
2
and
〈
y2
〉
=−Γ
( d
2 +2
)
Γ
( d
2
) = d
2
(
d
2
+1
)
.
For this we use that
∫ 0
−∞ h˜(y)dy = Γ
( d
2
)
,
∫ 0
−∞ yh˜(y)dy =−Γ
( d
2 +1
)
and
∫ 0
−∞ y
2h˜(y)dy = Γ
( d
2 +2
)
, The variance of y is then
σ2y =
〈
y2
〉−〈y〉2 = d
2
(
d
2
+1
)
−
(
d
2
)2
=
d
2
.
In Figure 1 we fit the function h˜(y) to the probability densities obtained for non-interacting fermions in a harmonic trap, and for
the Laughlin ν = 1 state, by choosing d such that the variances of the two distributions are equal. This produces a surprisingly
good fit. On the other hand, the value of d that best reproduces the observed density is not the physical dimension of the
configuration space, but this should probably have been expected, considering our rather simple minded model.
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