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The research resulted in the definition and development of a framework for the recognition of 
Activities of Daily Living (ADL) and its environments based on the data acquired from the sensors 
available in off-the-shelf mobile devices. The architecture of the framework relies on several 
concepts, including data acquisition, data processing, data cleaning, data imputation, feature 
extraction, data fusion and classification with machine learning methods. At Kingston 
University, the review of the state of the art was carried out, resulting in a review article. The 
research about the state of the art was completed with other three articles mainly related to 
the validation techniques and classification of the data acquired from sensors, and a review 
about audio fingerprinting techniques. These literature reviews were fundamental in the 
definition of the architecture of the framework for the recognition of ADL and environments. 
Therefore, during the development of the framework, it was verified that the step related to 
the data imputation may be done in the future in order to increase the reliability of the 
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framework, but this research is out of the scope of this PhD thesis. The main development of 
the framework is related to the data fusion and classification of the data acquired from off-
the-shelf mobile devices in free living activities. 
The research work developed during the doctoral programme and described in this Thesis is the 
consequence of the activities performed in the different institutions visited, which allowed the 
author to benefit from the different cultures and experiences of the researchers at these 
different academies.
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Após os recentes avanços tecnológicos e o crescente uso dos dispositivos móveis, como por 
exemplo os smartphones, várias soluções podem ser desenvolvidas para melhorar a qualidade 
de vida dos utilizadores no contexto de Ambientes de Vida Assistida (AVA) ou Ambient Assisted 
Living (AAL). Os dispositivos móveis integram vários sensores, tais como acelerómetro, 
giroscópio, magnetómetro, microfone e recetor de Sistema de Posicionamento Global (GPS), 
que permitem a aquisição de vários parâmetros físicos e fisiológicos para o reconhecimento de 
diferentes Atividades da Vida Diária (AVD) e os seus ambientes. A definição de AVD inclui um 
conjunto bem conhecido de tarefas que são tarefas básicas de autocuidado, baseadas nos tipos 
de habilidades que as pessoas geralmente aprendem na infância. Essas tarefas incluem 
alimentar-se, tomar banho, vestir-se, fazer os cuidados pessoais, caminhar, correr, pular, subir 
escadas, dormir, ver televisão, trabalhar, ouvir música, cozinhar, comer, entre outras. No 
contexto de AVA, alguns indivíduos (comumente chamados de utilizadores) precisam de 
assistência particular, seja porque o utilizador tem algum tipo de deficiência, seja porque é 
idoso, ou simplesmente porque o utilizador precisa/quer monitorizar e treinar o seu estilo de 
vida. A investigação e desenvolvimento de sistemas que fornecem algum tipo de assistência 
particular está em crescente em muitas áreas de aplicação. Em particular, no futuro, o 
reconhecimento das AVD é uma parte importante para o desenvolvimento de um assistente 
pessoal digital, fornecendo uma assistência pessoal de baixo custo aos diferentes tipos de 
pessoas. pessoas. Para ajudar no reconhecimento das AVD, os ambientes em que estas se 
desenrolam devem ser reconhecidos para aumentar a fiabilidade destes sistemas.  
O foco principal desta Tese é o desenvolvimento de métodos para a fusão e classificação dos 
dados adquiridos a partir dos sensores disponíveis nos dispositivos móveis, para o 
reconhecimento quase em tempo real das AVD, tendo em consideração a grande diversidade 
das características dos dispositivos móveis disponíveis no mercado. Para atingir este objetivo, 
esta Tese iniciou-se com a revisão dos métodos e tecnologias existentes para definir a 
arquitetura e os módulos do novo método de identificação das AVD. Com esta revisão da 
literatura e com base no conhecimento adquirido sobre os sensores disponíveis nos dispositivos 
móveis disponíveis no mercado, um conjunto de tarefas que podem ser identificadas foi 
definido para as pesquisas e desenvolvimentos desta Tese. Esta revisão também identifica os 
principais conceitos para o desenvolvimento do novo método de identificação das AVD, 
utilizando os sensores, são eles: aquisição de dados, processamento de dados, correção de 
dados, imputação de dados, extração de características, fusão de dados e extração de 
resultados recorrendo a métodos de inteligência artificial. Um dos desafios está relacionado 
aos diferentes tipos de dados adquiridos pelos diferentes sensores, mas outros desafios foram 
encontrados, sendo os mais relevantes o ruído ambiental, o posicionamento do dispositivo 
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durante a realização das atividades diárias, as capacidades limitadas dos dispositivos móveis. 
As diferentes características das pessoas podem igualmente influenciar a criação dos métodos, 
escolhendo pessoas com diferentes estilos de vida e características físicas para a aquisição e 
identificação dos dados adquiridos a partir de sensores. Com base nos dados adquiridos, 
realizou-se o processamento dos dados, implementando-se métodos de correção dos dados e a 
extração de características, para iniciar a criação do novo método para o reconhecimento das 
AVD. Os métodos de imputação de dados foram excluídos da implementação, pois não iriam 
influenciar os resultados da identificação das AVD e dos ambientes, na medida em que são 
utilizadas as características extraídas de um conjunto de dados adquiridos durante um intervalo 
de tempo definido.  
A seleção dos sensores utilizáveis, bem como das AVD identificáveis, permitirá o 
desenvolvimento de um método que, considerando o uso de tecnologias para a fusão de dados 
adquiridos com múltiplos sensores em coordenação com outras informações relativas ao 
contexto do utilizador, tais como a agenda do utilizador, permitindo estabelecer um perfil de 
tarefas que o utilizador realiza diariamente. Com base nos resultados obtidos na literatura, o 
método escolhido para o reconhecimento das AVD são as diferentes variantes das Redes 
Neuronais Artificiais (RNA), incluindo Multilayer Perceptron (MLP), Feedforward Neural 
Networks (FNN) with Backpropagation and Deep Neural Networks (DNN). No final, após a 
criação dos métodos para cada fase do método para o reconhecimento das AVD e ambientes, a 
implementação sequencial dos diferentes métodos foi realizada num dispositivo móvel para 
testes adicionais. 
Após a definição da estrutura do método para o reconhecimento de AVD e ambientes usando 
dispositivos móveis, verificou-se que a aquisição de dados pode ser realizada com os métodos 
comuns. Após a aquisição de dados, os mesmos devem ser processados no módulo de 
processamento de dados, que inclui os métodos de correção de dados e de extração de 
características. O método de correção de dados utilizado para sensores de movimento e 
magnéticos é o filtro passa-baixo de modo a reduzir o ruído, mas para os dados acústicos, a 
Transformada Rápida de Fourier (FFT) foi aplicada para extrair as diferentes frequências.  
Após a correção dos dados, as diferentes características foram extraídas com base nos tipos de 
sensores usados, sendo a média, desvio padrão, variância, valor máximo, valor mínimo e 
mediana de dados adquiridos pelos sensores magnéticos e de movimento, a média, desvio 
padrão, variância e mediana dos picos máximos calculados com base nos dados adquiridos pelos 
sensores magnéticos e de movimento, as cinco maiores distâncias entre os picos máximos 
calculados com os dados adquiridos dos sensores de movimento e magnéticos, a média, desvio 
padrão, variância e 26 Mel-Frequency Cepstral Coefficients (MFCC) das frequências obtidas 
com FFT com base nos dados obtidos a partir do microfone, e a distância calculada com os 
dados adquiridos pelo recetor de GPS.  
Multi-sensor data fusion in mobile devices for the identification of Activities of Daily Living 
 xix 
Após a extração das características, as mesmas são agrupadas em diferentes conjuntos de dados 
para a aplicação dos métodos de RNA de modo a descobrir o método e o conjunto de 
características que reporta melhores resultados. O módulo de classificação de dados foi 
incrementalmente desenvolvido, começando com a identificação das AVD comuns com sensores 
magnéticos e de movimento, i.e., andar, correr, subir escadas, descer escadas e parado. Em 
seguida, os ambientes são identificados com dados de sensores acústicos, i.e., quarto, bar, sala 
de aula, ginásio, cozinha, sala de estar, hall, rua e biblioteca. Com base nos ambientes 
reconhecidos e os restantes sensores disponíveis nos dispositivos móveis, os dados adquiridos 
dos sensores magnéticos e de movimento foram combinados com o ambiente reconhecido para 
diferenciar algumas atividades sem movimento (i.e., dormir e ver televisão), onde o número 
de atividades reconhecidas nesta fase aumenta com a fusão da distância percorrida, extraída 
a partir dos dados do recetor GPS, permitindo também reconhecer a atividade de conduzir. 
Após a implementação dos três métodos de classificação com diferentes números de iterações, 
conjuntos de dados e configurações numa máquina com alta capacidade de processamento, os 
resultados relatados provaram que o melhor método para o reconhecimento das atividades 
comuns de AVD e atividades sem movimento é o método DNN, mas o melhor método para o 
reconhecimento de ambientes é o método FNN with Backpropagation. Dependendo do número 
de sensores utilizados, esta implementação reporta uma exatidão média entre 85,89% e 89,51% 
para o reconhecimento das AVD comuns, igual a 86,50% para o reconhecimento de ambientes, 
e igual a 100% para o reconhecimento de atividades sem movimento, reportando uma exatidão 
global entre 85,89% e 92,00%. 
A última etapa desta Tese foi a implementação do método nos dispositivos móveis, verificando 
que o método FNN requer um alto poder de processamento para o reconhecimento de 
ambientes e os resultados reportados com estes dispositivos são inferiores aos resultados 
reportados com a máquina com alta capacidade de processamento utilizada no 
desenvolvimento do método. Assim, o método DNN foi igualmente implementado para o 
reconhecimento dos ambientes com os dispositivos móveis. Finalmente, os resultados relatados 
com os dispositivos móveis reportam uma exatidão entre 86,39% e 89,15% para o 
reconhecimento das AVD comuns, igual a 45,68% para o reconhecimento de ambientes, e igual 
a 100% para o reconhecimento de atividades sem movimento, reportando uma exatidão geral 
entre 58,02% e 89,15%. 
Com base nos resultados relatados na literatura, os resultados do método desenvolvido mostram 
uma melhoria residual, mas os resultados desta Tese identificam mais AVD que os demais 
estudos disponíveis na literatura. A melhoria no reconhecimento das AVD com base na média 
das exatidões é igual a 2,93%, mas o número máximo de AVD e ambientes reconhecidos pelos 
estudos disponíveis na literatura é 13, enquanto o número de AVD e ambientes reconhecidos 
com o método implementado é 16. Assim, o método desenvolvido tem uma melhoria de 2,93% 
na exatidão do reconhecimento num maior número de AVD e ambientes. 
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Como trabalho futuro, os resultados reportados nesta Tese podem ser considerados um ponto 
de partida para o desenvolvimento de um assistente digital pessoal, mas o número de ADL e 
ambientes reconhecidos pelo método deve ser aumentado e as experiências devem ser 
repetidas com diferentes tipos de dispositivos móveis (i.e., smartphones e smartwatches), e os 
métodos de imputação e outros métodos de classificação de dados devem ser explorados de 





Fusão de dados de sensores, aquisição de dados, acelerómetro, giroscópio, magnetómetro, 
microfone, recetor de Sistema de Posicionamento Global (GPS), processamento de sinais, 
sensores, atividades da vida diária, dispositivos móveis, reconhecimento de padrões, 
processamento de dados, correção de dados, imputação de dados, extração de características, 
inteligência artificial, redes neuronais artificiais.






Este capítulo resume, de forma alargada e em Língua Portuguesa, o trabalho de investigação 
descrito na Tese de doutoramento intitulada de “Multi-sensor data fusion in mobile devices for 
the identification of Activities of Daily Living”. Inicialmente, este capítulo descreve o 
enquadramento da Tese, o problema abordado e os objetivos desta Tese de doutoramento, 
bem como o enquadramento da mesma e as principais contribuições. Seguidamente, será 
apresentado um resumo de cada um dos capítulos desta Tese, que correspondem às principais 
contribuições desta Tese. O capítulo termina com a apresentação das principais conclusões 
desta Tese, bem como a apresentação de algumas linhas de investigação para o futuro. 
 
Enquadramento da Tese 
 
Com base na literatura, o reconhecimento das Atividades de Vida Diária (AVD) concentra-se na 
identificação de um conjunto bem conhecido de tarefas que são tarefas básicas de autocuidado, 
baseadas nos tipos de habilidades que as pessoas geralmente aprendem na infância. Essas 
tarefas incluem alimentar-se, tomar banho, vestir-se, fazer os cuidados pessoais, caminhar, 
correr, pular, subir escadas, dormir, ver televisão, trabalhar, ouvir música, cozinhar, comer, 
entre outras.  No contexto dos Ambientes de Vida Assistida (AVA) [1, 2], alguns indivíduos 
(comumente chamados de utilizadores) precisam de assistência particular, seja porque o 
utilizador tem algum tipo de deficiência, seja porque é idoso, ou simplesmente porque o 
utilizador precisa/quer monitorizar e treinar o seu estilo de vida. No entanto, as AVD incluem 
um conjunto mais amplo de tarefas, não limitado a tarefas relacionadas com cuidados pessoais 
e higiene, incluindo também as tarefas de socialização e profissionais. O desenvolvimento de 
métodos para o reconhecimento das AVD é importante para apoiar a autonomia de pessoas 
idosas e/ou com doenças crónicas e utilizadores que tenham algum problema de saúde [3, 4]. 
No entanto, pode ser útil para todos, incluindo atletas e jovens, já que essas soluções podem 
ser integradas num método de monitorização e treino de estilos de vida [5]. 
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Atualmente, o uso de sensores para o reconhecimento das AVD e ambientes é um tema muito 
estudado [6-14]. No entanto, não existem estudos que definam um método estruturado para o 
reconhecimento das AVD e ambientes, usando um grande número de sensores disponíveis em 
dispositivos móveis e para o reconhecimento de um grande número de AVD. O foco desta Tese 
inclui o desenho de um novo método através da seleção e desenvolvimento de métodos 
adequados para cada módulo do método proposto para o reconhecimento de AVD e ambientes, 
sendo estes: aquisição, fusão, processamento e filtragem dos dados, e extração de 
características e classificação dos dados; com um especial destaque para os métodos 
relacionados com a fusão e classificação dos dados, descobrindo-se quais são os aspetos mais 
importantes a serem abordados para obter resultados com maior exatidão. 
A definição de um conjunto de tarefas que podem ser corretamente identificadas inclui a 
deteção e a análise de um grande número de tarefas, bem como a identificação das tarefas 
que podem ser identificadas pelos sensores disponíveis nos dispositivos móveis. A seleção do 
conjunto de sensores utilizáveis e de tarefas identificáveis permitem o desenvolvimento de um 
método que, considerando tecnologias de fusão de dados de múltiplos sensores e tendo em 
conta o contexto, em coordenação com outras informações do utilizador, como agenda e a hora 
do dia, permite estabelecer um perfil das tarefas que o utilizador realiza diariamente. 
Existem vários desafios envolvidos no desenvolvimento de um novo método para o 
reconhecimento das AVD. Por exemplo, com a aquisição de dados, os desafios incluem o 
posicionamento incorreto do dispositivo móvel, a taxa de amostragem de dados, a 
indisponibilidade dos sensores necessários para reconhecer uma determinada AVD e as 
diferentes condições ambientais [15]. Existem vários métodos que podem ajudar a minimizar 
esses problemas, incluindo os referidos no artigo [16] apresentado no capítulo 2. Em relação ao 
processamento de dados, os desafios estão ligados às diferentes arquiteturas e plataformas nas 
quais a solução pode ser implementada, como, por exemplo, utilização de processamento 
remoto ou localmente. Para fornecer um resultado aceitável em vários ambientes de aquisição 
de dados, o método deve funcionar sem uma ligação de rede e ser adaptada aos baixos recursos 
de processamento, memória e armazenamento de alguns dispositivos móveis, sendo que a 
implementação dos métodos é objeto de estudo desta Tese [15, 17-19]. 
O âmbito desta Tese consiste no uso de métodos de fusão de dados e Redes Neurais Artificiais 
(RNA) para o reconhecimento das AVD e ambientes com base nos dados adquiridos pelos 
sensores disponíveis num dispositivo móvel, como um smartphone. As limitações dos 
smartphones também foram exploradas, criando um método que adquire 5 segundos de dados 
dos sensores a cada 5 minutos, permitindo o mapeamento dos estilos de vida e o 
desenvolvimento de novas soluções para AVA. A pesquisa relacionada aos métodos de 
classificação desta Tese está relacionada com a comparação de diferentes implementações de 
métodos de RNA adaptados aos recursos restritos de um dispositivo móvel, utilizando técnicas 
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de processamento local, de modo a fornecer o feedback ao utilizador relacionado com as suas 
AVD e os seus ambientes quase em tempo real. 
 
Descrição do Problema e Objetivos da Investigação 
 
O problema abordado nesta Tese consiste em segmentar e identificar corretamente um 
conjunto significativo de AVD que os utilizadores executam nas suas rotinas diárias ou semanais, 
usando os sensores e as informações do utilizador disponíveis num smartphone. A identificação 
de AVD é um desafio complexo, devido à existência de um grande conjunto de AVD e à 
complexidade da identificação do método correto para identificar cada uma delas. Para detetar 
e identificar corretamente uma AVD, existem vários fatores que influenciam na aquisição dos 
dados e, consequentemente, afetam a identificação de vários tipos de atividades, que devem 
ser considerados, como as restrições ambientais, os movimentos involuntários do utilizador, a 
posição do dispositivo móvel, os movimentos do dispositivo móvel durante a aquisição de dados 
e a frequência da aquisição de dados dos sensores. 
O reconhecimento de AVD e ambientes é, até ao momento, um tópico importante para a criação 
de sistemas para diversas finalidades, como assistentes pessoais, monitorização das condições 
de saúde, monitorização do estilo de vida e outros. Atualmente, esse reconhecimento é 
comumente realizado por sistemas complexos e caros, com alto poder de processamento e 
capacidade de memória [1, 20-24]. No entanto, essa tarefa pode ser executada com recurso 
aos dispositivos móveis utilizados diariamente utilizando técnicas de processamento local para 
um rápido feedback. 
Hoje em dia, e com base na literatura, existem vários estudos usando diferentes subconjuntos 
dos sensores disponíveis nos dispositivos móveis. No entanto, os estudos analisados reportam a 
inexistência de métodos que utilizem um grande número de sensores disponíveis em dispositivos 
móveis para o reconhecimento das AVD e ambientes. Atualmente, a literatura existente reporta 
que as Redes Neurais Artificiais (RNA) e as suas variantes são os métodos mais utilizados, 
apresentando uma exatidão relevante para a identificação de algumas AVD, conforme 
apresentado em [16]. 
O principal objetivo desta Tese é a criação de um novo método para o reconhecimento de AVD 
e ambientes com a fusão e classificação dos dados adquiridos por um grande conjunto de 
sensores disponíveis nos dispositivos móveis. O método desenvolvido tem em conta o diferente 
número de sensores disponíveis nos diferentes dispositivos móveis e as características limitadas 
dos mesmos, de modo a permitir a sua execução localmente [25]. O método desenvolvido inclui 
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várias etapas, tais como aquisição de dados, processamento de dados, filtragem de dados, 
imputação de dados, extração de características e reconhecimento de padrões. As AVD 
identificadas durante esta Tese são andar, correr, subir escadas, estar parado/ver televisão, 
descer escadas, conduzir e dormir, e os ambientes que foram identificados durante esta Tese 
foram quarto, bar, sala de aula, ginásio, cozinha, sala de estar, hall, rua e biblioteca. 
Os seguintes objetivos intermédios foram definidos a fim de dividir e organizar o trabalho de 
pesquisa necessário para atingir o objetivo principal desta Tese: 
1. De modo a compreender as soluções atualmente existentes e possíveis métodos, esta 
Tese começou com a revisão da literatura relacionada com os diferentes conceitos 
incluídos nesta Tese. Além disso, devido aos tipos de dados utilizados neste trabalho, 
esta revisão também inclui o estudo relativo a métodos de validação de dados e 
métodos de impressão digital de áudio. Finalmente, foram descritos os sensores, as 
AVD e ambientes que podem ser identificados com os dados adquiridos a partir dos 
dispositivos móveis. 
2. Como segundo objetivo intermédio, apresentou-se a definição da arquitetura proposta 
para o método de reconhecimento de AVD e ambientes, incluindo os diferentes 
conceitos disponíveis na literatura. 
3. Como terceiro objetivo intermédio, foi realizado o desenvolvimento de uma aplicação 
móvel para aquisição dos dados dos sensores disponíveis nos dispositivos móveis. Alguns 
utilizadores foram selecionados para executar a AVD e etiquetá-las. Durante a aquisição 
de dados, o dispositivo móvel foi colocado no bolso frontal das calças do utilizador. 
Esta aplicação móvel executa o processo de aquisição de dados. 
4. Após a aquisição dos dados, o quarto objetivo intermédio consiste na implementação 
de métodos de processamento de dados, incluindo filtragem de dados e extração de 
características. Os métodos de imputação de dados foram evitados, pois sua 
implementação não tem influência nos resultados da identificação das AVD e dos 
ambientes, pois as características são extraídas com um conjunto de dados adquiridos 
durante um intervalo de tempo definido. 
5. Após o processamento dos dados, o quinto objetivo intermédio está relacionado com a 
implementação e comparação de três configurações diferentes de RNA, de modo a 
descobrir a melhor configuração para o reconhecimento das AVD e ambientes. Além 
disso, esta análise incluiu a fusão das diferentes combinações de características 
extraídas dos dados dos sensores para a implementação de diferentes RNA. 
6. O sexto objetivo intermédio consiste na implementação de métodos que abordam os 
diferentes módulos do método proposto para o reconhecimento de AVD e ambientes, 
implementando-a numa aplicação móvel para a realização de testes adicionais. 
O reconhecimento das ADL e ambientes implementados como resultado desta Tese é 
importante para projetar o desenvolvimento de um assistente pessoal digital [5]. O tema desta 
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Tese é também importante para apoiar a autonomia de idosos, pessoas com doenças crónicas 
e utilizadores que apresentem algum tipo de deficiência [3, 4]. No entanto, pode ser útil para 
todos, incluindo atletas e jovens, já que o método proposto pode ser utilizado para 
monitorização e treino de estilos de vida [5]. 
 
Argumento da Tese 
 
Esta Tese propõe um novo método para o reconhecimento de AVD e ambientes, tendo em conta 
a fusão dos dados adquiridos com os sensores disponíveis nos dispositivos móveis. 
Especificamente, o argumento da Tese é: 
A identificação automática das Atividades de Vida Diária (AVD) e ambientes é um desafio 
complexo amplamente estudado na literatura, mas não há métodos estruturados para o 
reconhecimento de AVD. Existem diferentes tipos de dados que podem ser adquiridos com 
dispositivos móveis, de onde podem ser extraídas diversas características, sendo aplicadas 
técnicas de fusão de dados a confiabilidade do reconhecimento de AVD e ambientes. A fusão e 
classificação de dados são os passos mais importantes no desenvolvimento de um método para 
o reconhecimento de AVD e ambientes. O posicionamento do dispositivo móvel e a frequência 
da aquisição de dados também são fatores importantes que devem ser tidos em conta. 
Para suportar o argumento desta Tese, foi realizada a revisão bibliográfica sobre os diferentes 
conceitos envolvidos neste tema, incluindo aquisição, processamento, validação, filtragem, 
fusão e classificação de dados, bem como extração de características e métodos de impressão 
digital de áudio, propondo uma arquitetura para um método para o reconhecimento de AVD e 
ambientes. Depois da revisão da literatura, a aquisição de dados foi realizada para as AVD e 
ambientes selecionados. Após a aquisição de dados, a implementação dos diferentes métodos 
para cada módulo do método proposto foi realizada, comparando três implementações 
diferentes de RNA para a criação dos diferentes métodos, tendo em conta diferentes 









Esta secção descreve resumidamente as principais contribuições científicas resultantes do 
trabalho de pesquisa apresentado nesta Tese. 
A primeira contribuição está relacionada com a proposta de uma estrutura para o método de 
reconhecimento de AVD, descrevendo também os métodos existentes na literatura referentes 
a cada conceito relacionado com esta Tese, incluindo métodos de classificação, métodos de 
aquisição, processamento, imputação e fusão de dados adquiridos com os sensores de 
dispositivos móveis, bem como a aplicabilidade destes métodos no reconhecimento de AVD 
[16]. 
A segunda contribuição desta Tese é a classificação e aplicabilidade dos métodos existentes 
para a validação dos dados adquiridos pelos sensores, tendo em conta os diferentes tipos de 
dados em falta e/ou inválidos [26]. 
A terceira contribuição desta Tese é a comparação da exatidão das características e métodos 
utilizados para a definição de uma impressão digital de áudio e já reportados na literatura, 
utilizados aqui para o reconhecimento dos ambientes com base nos diferentes tipos de sinais 
acústicos [27]. 
A quarta contribuição desta Tese é a definição da arquitetura do método proposto para o 
reconhecimento de AVD e seus ambientes, propondo possíveis métodos para cada módulo [28]. 
A quinta contribuição desta Tese consiste na apresentação e análise dos resultados da 
investigação relacionada com o reconhecimento das atividades de andar, correr, subir e descer 
escadas, e estar parado com base na utilização dos dados adquiridos pelo acelerómetro, 
magnetómetro e giroscópio disponíveis num dispositivo móvel, comparando três 
implementações diferentes de RNA com dados normalizados e não normalizados, de modo a 
descobrir a melhor implementação para o reconhecimento destas AVD, concluindo que o melhor 
método é o DNN com dados normalizados [29]. 
A sexta contribuição desta Tese consiste na construção, implementação e testes de uma 
biblioteca para dispositivos com o sistema operativo Android com o método para o 
reconhecimento de AVD e ambientes com base nos resultados obtidos em estudos anteriores, 
apresentando uma validação dos resultados obtidos pelo método proposto [30]. 
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Estado da arte 
 
Inicialmente, esta Tese iniciou com a pesquisa do estado da arte relativa aos diversos conceitos, 
tais como aquisição, processamento, validação, imputação, filtragem, fusão e classificação de 
dados, criação de impressões digitais de áudio e outros conceitos relacionados com dispositivos 
móveis e sensores. 
 
1. Da aquisição até à fusão de dados: Uma revisão de literatura 
para a identificação de atividades de vida diária usando 
dispositivos móveis 
 
A identificação das AVD é possível com o uso dos sensores disponíveis nos dispositivos móveis 
utilizados diariamente, tais como smartphones, smartwatches ou outros dispositivos, pois estes 
incluem diversos sensores, e.g., acelerómetro, magnetómetro, giroscópio, microfone e recetor 
de Sistema de Posicionamento Global (GPS) [31, 32]. Para tal, começou por se estudar um 
determinado conjunto de conceitos, tais como sensores de dispositivos móveis, aquisição, 
processamento, imputação e fusão de dados, de modo a, baseado na literatura, aferir quais são 
os melhores métodos e sensores que se adequam à identificação das AVD. 
Os sensores disponíveis nos dispositivos móveis são de diversos tipos, tendo sido proposta a 
classificação que inclui sensores magnéticos, e.g., magnetómetro e compasso, sensores de 
ambiente, e.g., temperatura ambiente, pressão atmosférica e humidade, sensores de 
localização, e.g., recetor de GPS e serviços de localização por Wi-Fi, sensores de movimento, 
e.g., acelerómetro, sensor de gravidade, giroscópio e sensor de orientação, sensores de 
imagem, e.g., câmara fotográfica e/ou de vídeo, sensores acústicos, e.g., microfone, sensores 
óticos, e.g., sensor infravermelhos e sensor de Radio Frequency Identifier (RFID), e sensores 
de pressão, e.g., sensor de impressão digital [16]. 
Relativamente à aquisição de dados, na literatura tem vindo a ser criadas várias metodologias 
diferentes, de entre as quais uma das mais utilizadas é a Acquisition Cost-Aware QUery 
Adaptation (ACQUA) [33], embora no decorrer desta Tese se tivesse optado por utilizar os 
métodos comuns para a aquisição de dados. 
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Relativamente ao processamento de dados, as metodologias apresentadas na literatura 
dividem-se em duas vertentes, são elas [34]: processamento local e processamento num 
servidor remoto. Os métodos utilizados em incluem a posteriori o uso de Redes Neuronais 
Artificial (RNA), Support Vector Machine (SVM), k-Nearest Neighbour (k-NN), entre outros [35-
42]. 
O tema seguinte foi o da imputação de dados, tendo sido concluído que os métodos utilizados 
variam de acordo com o tipo de dados em falta, podendo os mesmos serem classificados como 
dados em falta completamente aleatórios, dados em falta distribuídos por diferentes conjuntos 
de dados e dados em falta não aleatórios [43, 44]. 
Relativamente à fusão de dados, os métodos utilizados dividem-se em três grandes grupos, são 
eles: métodos probabilísticos, métodos estatísticos, métodos baseados na teoria do 
conhecimento e métodos baseados nas evidências de raciocínio [45]. Os métodos probabilísticos 
são métodos que permitem uma aprendizagem não supervisionada, estimando modelos para as 
diversas tarefas, contudo necessitam ter um conhecimento prévio do sistema. Os métodos 
estatísticos têm melhores resultados com a redução do erro, mas exigem uma grande 
capacidade computacional. Os métodos baseados na teoria do conhecimento permitem a 
inclusão da incerteza, são fáceis de implementar e robustos para dados com ruido, embora 
exija intervenção humana para a aprendizagem. Os métodos baseados nas evidências de 
raciocínio requerem um determinado grau de incerteza para cada uma das entrados dos 
métodos. Contudo, a utilização destes métodos depende dos sensores utilizados, sendo que o 
método mais usado para a fusão de dados é o filtro de Kalman [46], que é um algoritmo que 
utiliza os mínimos quadrados recursivos ponderados dinamicamente, e as RNA [35-42], que são 
também utilizados para a classificação dos dados. 
Os conceitos até aqui apresentados nesta Tese podem ser utilizados para a identificação das 
AVD e os seus ambientes, servindo de prova de conceito para o desenvolvimento de um 
assistente pessoal digital. Nesta secção foram somente apresentados alguns exemplos, sendo 
que serão apresentados os métodos de aquisição, processamento, imputação e fusão de dados 
com mais detalhe no capítulo 2. 
 
2. Técnicas de validação de dados de sensores utilizados em 
aplicações móveis para a saúde 
 
Aquando da captura dos dados dos diversos sensores disponíveis nos dipositivos móveis são 
vários os problemas que podem acontecer, causando falhas na aquisição dos dados que pode 
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incluir a aquisição de dados inválidos ou a inexistência dos mesmos em alguns instantes durante 
a aquisição dos dados. 
A validação dos dados permite-nos reduzir os dados em falta ou incorretos, aplicando 
mecanismos de filtragem e/ou imputação de dados. Assim, durante o processamento devem 
ser aplicados filtros de novo a reduzir os valores inválidos presentes no sinal capturado, sendo 
posteriormente aplicados mecanismos de imputação de dado no caso da existência de valores 
em falta. 
Os mecanismos de filtragem dos dados dependem do tipo de dados a serem adquiridos, isto é, 
para os dados de sensores de movimento ou magnéticos, os mecanismos de filtragem são 
normalmente constituídos por filtro de passa-baixo [47], enquanto para dados acústicos é 
comummente aplicada a transformada de Fourier para extrair as frequências mais relevantes 
[48]. 
A validação de dados, bem como a correção dos mesmos, permite a obtenção de resultados 
com maior exatidão e em diferentes condições de aquisição de dados. Nesta secção foram 
somente apresentados alguns exemplos, sendo que serão apresentados os métodos de 
validação, filtragem e imputação de dados com mais detalhe no capítulo 2. 
 
3. Técnicas de criação de impressões digitais de áudio para a 
deteção do ambiente das atividades de vida diária 
 
A impressão digital de áudio é aplicada para processar dados de áudio e permitir a identificação 
das AVD. De acordo com os autores de [49], a implementação de um sistema que gera 
impressões digitais de áudio inclui a definição de uma plataforma ou método, das 
representações de impressões digitais, das estruturas de dados, das técnicas para a medição 
de similaridades e dos métodos estatísticos para o processamento dos mesmo. Diversos autores 
apresentaram diferentes métodos de criação d impressões digitais de áudio para diferentes 
tipos de utilização [49-54]. Os resultados obtidos com as impressões digitais de áudio dependem 
da granularidade dos dados armazenados na base de dados, bem como dos dados a serem 
capturados para a comparação. 
Com base nos vários estudos, a Google, Inc. implementou um método chamado Musicg [55], 
que é uma API (Application Programming Interface) Java  para análise de áudio, compatível 
com o sistema operativo Android. Os recursos implementados incluem a deteção da entrada de 
áudio que corresponde a um aplauso e um assobio, a leitura dos cabeçalhos WAVE do PCM 
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(Pulse-code modulation) e a leitura e seleção dos dados de áudio. Todas as diferentes 
características consideradas para a impressão digital de áudio são processadas pelo teorema de 
Nyquist para definir o número de amostras, a definição dos valores mínimos e máximos das 
amplitudes da frequência, intensidade, desvio padrão, número de zeros e robustez do sinal de 
áudio, bem como a definição de filtros passa-alta e passa-baixo para maximizar os recursos 
importantes do sinal de áudio. 
Nesta secção foram somente apresentados alguns exemplos, sendo que serão apresentados os 
métodos de impressão digital de áudio com mais detalhe no capítulo 2. 
 
Proposta de um método para identificação das atividades 
de vida diária 
 
Após a revisão de literatura relativa aos diversos conceitos, a arquitetura do método proposto 
nesta Tese para a identificação das AVD e ambientes foi definida e apresentada, incluindo os 
diversos conceitos abordados na revisão de literatura. 
 
1. Abordagem para o desenvolvimento de um método para a 
identificação de atividades de vida diária utilizando os 
sensores de dispositivos móveis 
 
O método proposto tem por objetivo a utilização de vários sensores disponíveis nos dispositivos 
móveis, tais como acelerómetro, magnetómetro, giroscópio, microfone e recetor de GPS, sendo 
que o método adaptar ao máximo número de sensores disponível em cada dispositivo móvel no 
mercado. Assim, o método deve implementar quatro grandes módulos, são eles: aquisição de 
dados, processamento de dados, fusão de dados e classificação de dados. 
Relativamente ao módulo de aquisição de dados, o mesmo será implementado com os métodos 
comuns de aquisição de dados, verificando-se desnecessária a utilização de métodos complexos 
dados a sua simplicidade. Assim, serão adquiridos 5 segundos de dados dos diversos sensores 
disponíveis para a identificação da AVD que está a ser realizada a cada 5 minutos, bem como o 
ambiente a ser frequentado. 
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No caso do módulo de processamento de dados, o mesmo será composto por filtragem de dados, 
imputação de dados e extração de características. A filtragem de dados depende dos sensores 
utilizados, sendo que para o dados capturados com o acelerómetro, o magnetómetro e o 
giroscópio devem ser implementados filtros de passa-baixo [47], para dados capturados com o 
microfone deve ser aplicada a Transformada Rápida de Fourier (FFT) para extrair as frequências 
mais relevantes [48], e, por fim, para os dados capturados com recurso ao recetor de GPS 
verificou-se que não seria necessária a aplicação de qualquer método de filtragem. A imputação 
de dados verificou-se desnecessária devido às características selecionadas para a classificação 
de dados, sento sido implementada de seguida os métodos de extração de características. Como 
explicado com mais detalhe no capitulo 2, para os dados capturados com o acelerómetro, o 
magnetómetro e o giroscópio devem ser extraídas as cinco maiores distâncias entre os picos, a 
médio, desvio padrão, variância e mediana dos picos máximos, e a média, desvio padrão, 
máximo, mínimo, variância e mediana do sinal em bruto, para os dados adquiridos com o 
microfone devem ser extraídos 26 coeficientes de MFCC, e a média, desvio padrão, máximo, 
mínimo, variância e mediana do sinal em bruto, e para os dados adquiridos com o recetor de 
GPS deve ser extraída a distância percorrida. 
Relativamente aos módulos de fusão e classificação de dados são normalmente executados em 
conjunto, tendo sido escolhido o uso de RNA, pois são os métodos que reportam melhores 
resultados na literatura e são dos mais utilizados. Assim, no módulo de classificação começou-
se por identificar as AVD mais comuns como andar, correr, estar parado, subir escadas e descer 
escadas, com o recurso aos dados adquiridos com o acelerómetro, magnetómetro e/ou 
giroscópio. Numa fase posterior foram identificados os ambientes frequentados, como sala de 
aula, ginásio, rua, hall, cozinha, bar, biblioteca, sala de estar e quarto, com recurso aos dados 
adquiridos com o microfone. Finalmente, tendo em conta o ambiente identificado e os dados 
extraídos com o recetor de GPS tornou-se possível a diferenciação de atividades que são 
consideradas sem movimento com dados adquiridos com o acelerómetro, magnetómetro e 
giroscópio, optando-se por diferenciar entre dormir, ver televisão e conduzir. Para a 
classificação, propôs-se a comparação entre três diferentes bibliotecas, implementando 
diversas configurações que serão apresentadas com mais detalhe no capitulo 4, incluindo 
Multilayer Perceptron (MLP) with Backpropagation [56], Feedforward Neural Networks (FNN) 
with Backpropagation [57] e Deep Neural Networks (DNN) [58]. 
Em conclusão, o método proposto inclui a classificação de 9 ambientes e 7 AVD que poderão 
ser posteriormente incrementadas com novos desenvolvimentos. 
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Fusão de dados para a identificação de atividades de vida 
diária 
 
Por fim, os detalhes da implementação do método para identificação das AVD e ambientes 
foram apresentados, utilizando os diversos sensores disponíveis nos dispositivos móveis e com 
foco nos métodos de fusão e classificação de dados. 
 
1. Identificação de atividades de vida diária através a fusão dos 
dados dos sensores magnéticos e de movimento dos 
dispositivos móveis 
 
Tendo em conta os dados previamente adquiridos e categorizados nas diferentes AVD (i.e., 
andar, correr, subir escadas, descer escadas e estar parado), disponíveis em [59], e a estrutura 
do método apresentado no capítulo 3, os dados foram processados aplicando o filtro de passa-
baixo e foram extraídas as características dos dados adquiridos com os diferentes sensores, tais 
como acelerómetro, giroscópio e magnetómetro, sendo exploradas as diferentes combinações 
dos mesmos, isto é, foram explorados os resultados obtidos com o acelerómetro, com a 
combinação do acelerómetro com o magnetómetro e, por fim, com a combinação entre 
acelerómetro, magnetómetro e giroscópio. Antes da aplicação dos métodos de classificação, os 
dados foram normalizados, sendo que para as configurações de Multilayer Perceptron (MLP) 
with Backpropagation e Feedforward Neural Networks (FNN) with Backpropagation os dados 
foram normalizados com recurso aos máximos e os mínimos e a normalização dos dados para o 
método Deep Neural Networks (DNN) foi realizada com recurso à média e desvio padrão. 
Assim, no decorrer deste estudo foram testados diferentes conjuntos de características 
extraídas dos diferentes sensores, são elas: 
• Cinco maiores distâncias entre os picos máximos combinados com a média, desvio 
padrão, variância e mediana dos picos máximos, e desvio padrão, média, máximo, 
mínimo, variância e mediana do sinal em bruto; 
• Média, desvio padrão, variância e mediana dos picos máximos, combinados com o 
desvio padrão, média, máximo, mínimo, variância e mediana do sinal em bruto; 
• Desvio padrão, média, máximo, mínimo, variância e mediana do sinal em bruto; 
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• Desvio padrão, média, variância e mediana do sinal em bruto; 
• Desvio padrão e média do sinal em bruto. 
Os diferentes conjuntos de características foram utilizados para as diferentes combinações de 
sensores, obtendo-se melhores resultados com a utilização de todas as características extraídas 
nas diferentes combinações e com as diferentes configurações de RNA apresentadas no capítulo 
4. Assim, obtiveram-se os seguintes resultados com as diferentes configurações de redes 
neuronais implementadas com dados normalizados e não normalizados: 
• Acelerómetro: 
o Dados não normalizados: 
§ Neste caso o método MLP reportou uma exatidão de 34.75%, enquanto 
o método FNN reportou uma exatidão de 74.45% e o método DNN 
reportou uma exatidão de 80.35%; 
o Dados normalizados: 
§ Neste caso o método MLP reportou uma exatidão de 24.03%, enquanto 
o método FNN reportou uma exatidão de 37.07% e o método DNN 
reportou uma exatidão de 85.89%. 
• Acelerómetro e magnetómetro: 
o Dados não normalizados: 
§ Neste caso o método MLP reportou uma exatidão de 35.15%, enquanto 
o método FNN reportou uma exatidão de 42.75% e o método DNN 
reportou uma exatidão de 70.43%; 
o Dados normalizados: 
§ Neste caso o método MLP reportou uma exatidão de 24.93%, enquanto 
o método FNN reportou uma exatidão de 64.94% e o método DNN 
reportou uma exatidão de 86.49%. 
• Acelerómetro, magnetómetro e giroscópio: 
o Dados não normalizados: 
§ Neste caso o método MLP reportou uma exatidão de 38.32%, enquanto 
o método FNN reportou uma exatidão de 76.13% e o método DNN 
reportou uma exatidão de 74.47%; 
o Dados normalizados: 
§ Neste caso o método MLP reportou uma exatidão de 37.13%, enquanto 
o método FNN reportou uma exatidão de 29.54% e o método DNN 
reportou uma exatidão de 89.51%. 
Em conclusão verificou-se que com os resultados obtidos é possível identificar um determinado 
conjunto de AVD, sendo que o método que reporta melhores resultados é o método DNN com 
dados normalizados em qualquer uma das combinações de sensores. 
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2. Desenvolvimento de uma biblioteca para o reconhecimento 
de atividades de vida diária: considerações de 
implementação, desafios e soluções 
 
Com base nos resultados obtidos com os estudos anteriores relacionados com a identificação 
das AVD comuns, identificação de ambientes e identificação de atividades sem movimento, foi 
implementada a estrutura do método anteriormente apresentado numa biblioteca desenvolvida 
para dispositivos móveis com o sistema operativo Android. Durante a implementação 
verificaram-se alguns desafios relacionados com a exatidão apresentada pelos métodos 
anteriormente criados. 
A aplicação móvel desenvolvida implementa métodos de aquisição de dados, implementa os 
métodos de processamento e os métodos de fusão e classificação de dados anteriormente 
apresentados. Contudo, especialmente na implementação do método para identificação de 
ambientes que anteriormente tinha sido verificado que os melhores resultados eram obtidos 
com o método de Feedforward Neural Networks (FNN) with Backpropagation com dados não 
normalizados, na aplicação móvel foi notado um decréscimo da exatidão e do desempenho no 
processamento de dados de áudio com este método, tendo sido testada a implementação deste 
método em combinação com o método Deep Neural Networks (DNN) com dados normalizados, 
verificando-se que os resultados melhoravam, mas os melhores resultados foram obtidos 
somente com o utilização do método DNN com dados normalizados, melhorando o desempenho 
e a exatidão dos resultados. Para as restantes fases, foi implementado o método DNN com 
dados normalizados, tendo-se verificado os resultados esperados. Assim, os resultados obtidos 
pela aplicação móvel desenvolvida são os seguintes: 
• Identificação de AVD comuns: 
o Acelerómetro: 
§ Os resultados reportados têm uma exatidão de 86,39%; 
o Acelerómetro e magnetómetro: 
§ Os resultados reportados têm uma exatidão de 86,49%; 
o Acelerómetro, magnetómetro e giroscópio: 
§ Os resultados reportados têm uma exatidão de 89,15%. 
• Identificação de ambientes 
o Microfone 
§ Os resultados reportados têm uma exatidão de 45,68% 
• Identificação de atividades sem movimento 
o Inclusão do recetor de GPS e/ou ambiente reconhecido: 
§ Os resultados reportados têm uma exatidão de 100%; 
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Em conclusão, os resultados reportam uma exatidão global entre 58,02% e 89.15%, que se 
verificou por comparação com os resultados disponíveis na literatura que se obteve uma 
melhoria de 2.93% com base nos resultados médios, tendo-se obtido resultados similares em 
termos máximos (sem melhoria), embora o número máximo de eventos detetado pelos estudos 
anteriores seja, no máximo, de 13, enquanto os resultados apresentados nesta Tese realizam a 




O foco desta Tese está relacionado ao desenvolvimento de um novo método para o 
reconhecimento de AVD e seus ambientes, incluindo a seleção dos melhores métodos para os 
diferentes módulos, como métodos de aquisição, fusão, processamento e filtragem de dados, 
extração de características e classificação dos dados, com base nos sensores disponíveis num 
smartphone. Os módulos mais importantes são os que incluem os métodos de fusão e 
classificação de dados que influenciam diretamente os resultados obtidos pelo método 
resultante da investigação desta Tese. 
Os dispositivos móveis integram vários sensores, e.g., acelerómetro, giroscópio, 
magnetómetro, microfone e recetor de GPS, que permitem a aquisição de vários tipos de 
parâmetros físicos e fisiológicos. Os dispositivos móveis podem ser considerados dispositivos 
com múltiplos sensores, que consiste na primeira parte do título desta Tese. Existe uma grande 
variedade de dispositivos móveis, mas o âmbito desta Tese foca-se apenas no uso de 
smartphones. A aquisição dos diferentes parâmetros permite o reconhecimento das AVD, onde 
o trabalho desta Tese é implementar métodos de fusão e classificação de dados para o seu 
reconhecimento e reconhecimento de ambientes. Existem várias AVD que podem ser 
reconhecidas, mas esta Tese foca-se no reconhecimento de sete AVD (i.e., andar, correr, subir, 
descer, estar parado/assistir TV, dormir e conduzir) e nove ambientes (i.e., quarto, bar, sala 
de aula, academia, cozinha, sala de estar, hall, rua e biblioteca) com recurso aos dados 
recolhidos com os sensores disponíveis nos dispositivos móveis. No entanto, esses dispositivos 
têm várias limitações ao nível da capacidade da bateria, de processamento e de memória, 
limitações estas cujo impacto foi minimizado com a implementação de diferentes métodos. No 
final, o método desenvolvido pode ser utilizado para o mapeamento de estilos de vida tendo 
em conta o reconhecimento de AVD e seus ambientes. 
O principal objetivo do trabalho desta Tese é a criação de um novo método para o 
reconhecimento de AVD e ambientes com a fusão e classificação dos dados adquiridos dos 
sensores disponíveis nos dispositivos móveis disponíveis. O método desenvolvido é deve ter em 
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conta a variedade e número de sensores disponíveis nos diferentes dispositivos móveis. Deve 
ser implementado com algoritmos adaptados às características destes dispositivos, para 
permitir a sua execução localmente. O objetivo principal foi dividido em seis objetivos 
secundários, que começaram com a revisão da literatura, verificando que não existem estudos 
que utilizem um grande número de sensores disponíveis nos dispositivos móveis e apliquem 
técnicas de fusão de dados adquiridos pelos mesmos, mas é um tópico que está crescendo 
amplamente com diferentes trabalhos de investigação. A revisão da literatura também revela 
que as Redes Neurais Artificiais (RNA) são amplamente utilizadas e reportam melhores 
resultados que outros métodos. Por fim, a revisão da literatura ajudou na definição das AVD e 
ambientes a serem reconhecidos pelo método desenvolvido, bem como a definição da sua 
arquitetura que inclui aquisição, fusão, processamento e filtragem dos dados, e extração de 
características e classificação dos mesmos. A aquisição de dados dos sensores dos dispositivos 
móveis é realizada por métodos básicos. Os métodos de processamento e filtragem de dados, 
bem como de extração de características, dependem dos tipos de sensores utilizados, conforme 
apresentado no capítulo 3, que é focado na definição da arquitetura do método para o 
reconhecimento de AVD e ambientes. Seguidamente, a aquisição de dados foi realizada com 
recurso a uma aplicação móvel que permite a captura e etiquetagem das AVD e dos ambientes 
para análise e criação dos métodos. Após a aquisição dos dados, os mesmos os foram analisados 
e os diferentes métodos foram implementados, incluindo filtros passa-baixo, Transformada 
Rápida de Fourier (FFT), entre outros. Após a extração das características foram analisadas três 
diferentes implementações de métodos de RNA, incluindo Multilayer Perceptron (MLP) with 
Backpropagation, Feedforward Neural Networks (FNN) with Backpropagation e Deep Neural 
Networks (DNN), apresentando mais detalhes no capítulo 4. As diferentes implementações 
reportaram que o método que obtém os melhores resultados é o método DNN com dados 
normalizados. 
A primeira parte desta Tese, apresentada no capítulo 2, consiste na revisão da literatura sobre 
os diferentes conceitos relacionados à criação de um novo método para o reconhecimento das 
AVD e ambientes. Inicialmente, os conceitos estudados consistem na aquisição, processamento, 
imputação e fusão de dados foram explorados, analisando os vários métodos anteriormente 
utilizados para cada conceito, bem como a sua aplicabilidade. No entanto, as soluções 
encontradas são difíceis de ser adaptadas aos dispositivos móveis, porque o desenvolvimento 
de soluções para esses dispositivos deve ter em conta as diferentes restrições de hardware que 
dependem dos fabricantes. Além disso, durante a primeira parte da revisão da literatura, 
verificou-se que a imputação de dados faz parte do processamento de dados, no entanto esta 
etapa foi excluída da investigação desta Tese, pois os métodos de classificação utilizam as 
características extraídas dos dados dos sensores, não sendo relevante a inexistência de dados 
em alguns instantes. A segunda parte da revisão de literatura consiste na pesquisa sobre os 
métodos de validação de dados, incluindo métodos de filtragem e imputação de dados no 
módulo de processamento de dados. Os métodos de filtragem de dados incluem os filtros de 
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passa-baixo, filtros de passa-alto e outros; e os métodos de imputação de dados analisados 
consistem principalmente no K-Nearest Neighbor (KNN) e as suas variantes, verificando-se que 
um dos métodos mais utilizados com melhores resultados são as RNA. Como os dados acústicos 
também foram utilizados para o reconhecimento dos ambientes, os métodos de impressão 
digital de áudio também foram analisados, verificando-se que a FFT deve ser implementada 
para a extração das frequências, concluindo-se que os métodos de classificação mais utilizados 
com melhores resultados são os métodos estatísticos. 
A segunda parte desta Tese, apresentada no capítulo 3, consiste na definição da arquitetura do 
método proposto para o reconhecimento das AVD, mencionando-se que a arquitetura começa 
com a aquisição de dados. Após a aquisição dos dados, os dados são processados, incluindo 
filtragem, imputação e extração de características. A filtragem dos dados tem em conta os 
tipos de sensores utilizados, implementando o método de filtro de passa-baixo para os sensores 
de movimento e magnéticos e a FFT para os sensores acústicos. Primeiramente, para sensores 
magnéticos e de movimento, as características extraídas são as cinco maiores distâncias entre 
os picos máximos combinados com a média, desvio padrão, variância e mediana dos picos 
máximos, e desvio padrão, média, máximo, mínimo, variância e mediana do sinal em bruto. 
Seguidamente, para os sensores acústicos, as características extraídas são os 26 Mel-Frequency 
Cepstral Coefficients (MFCC) combinados com o desvio padrão, média, máximo, mínimo, 
variância e mediana do sinal. Finalmente, para os sensores de localização, a característica 
extraída é a distância percorrida. Após a extração de características e com base nas RNA, o 
método de classificação foi implementado. Os resultados da classificação devem ser 
combinados com a agenda dos utilizadores para desenvolvimentos futuros. 
A terceira parte desta Tese, apresentada no capítulo 4, consiste na apresentação dos resultados 
principais desta Tese, que consistem na implementação dos diferentes métodos para o 
reconhecimento das AVD e ambientes. A implementação apresentada nesta Tese foi 
incremental, começando com a implementação com apenas um sensor, i.e., acelerómetro, 
seguindo-se a implementação com sensores mais comuns nos smartphones, i.e., acelerómetro, 
magnetómetro, giroscópio, microfone e recetor GPS. As implementações são realizadas com 
três diferentes configurações de RNA, tais como o método MLP with Backpropagation, método 
FNN with Backpropagation e método DNN com dados normalizados e não normalizados. Todas 
as implementações são baseadas em vários grupos de características extraídas a partir dos 
dados dos diferentes sensores. A normalização dos dados para os métodos MLP e FNN foi 
realizada com recurso à normalização com os máximos e os mínimos e a normalização dos dados 
para o método DNN foi realizada com recurso à média e desvio padrão. Os detalhes sobre as 
configurações dos métodos de RNA estão disponíveis no capítulo 4. O método proposto realiza 
o reconhecimento de ADL e ambientes em 3 fases, tais como o reconhecimento de AVD comuns 
com sensores magnéticos e de movimento, o reconhecimento de ambientes com sensores 
acústicos, e o reconhecimento de atividades sem movimento com sensores de movimento, 
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magnéticos e de localização combinados com o ambiente reconhecido. Para os resultados 
obtidos com os dados do acelerómetro, os melhores resultados foram obtidos com o método 
DNN, reportando uma exatidão de 85,89% com dados normalizados e 80,35% com dados não 
normalizados. Para os resultados obtidos com a fusão dos dados do acelerómetro e do 
magnetómetro, os melhores resultados também foram obtidos com o método DNN, reportando 
uma exatidão de 86,49% com dados normalizados e 70,43% com dados não normalizados. Para 
os resultados obtidos com a fusão dos dados do acelerómetro, do magnetómetro e do 
giroscópio, os melhores resultados foram também obtidos com o método DNN, reportando uma 
exatidão de 89,51% com dados normalizados e 74,47% com dados não normalizados. Para os 
resultados obtidos com os dados acústicos, os melhores resultados foram obtidos com o método 
FNN with Backpropagation, reportando uma exatidão de 82,75% com dados normalizados e 
86,50% com dados não normalizados. Para os resultados obtidos com a fusão dos sensores 
utilizados anteriormente com os sensores de localização e/ou ambiente reconhecido, os 
melhores resultados foram obtidos com o método DNN, relatando uma precisão de 100% com as 
diferentes o método proposto foi implementado e validado num smartphone, reportando uma 
exatidão geral entre 58,02% e 89,15%. 
O objetivo principal desta Tese foi atingido com o desenvolvimento de um novo método para o 
reconhecimento de AVD e seus ambientes, reconhecendo um maior número de AVD/ambientes 
que os trabalhos anteriores que foram analisados, relatando uma exatidão geral superior à 
média dos resultados, e exatidão semelhante aos melhores resultados reportados pelos 
trabalhos existentes na literatura. 
 
Direções para trabalho futuro 
 
O reconhecimento das AVD e ambientes pode ser realizado com outros métodos, e os resultados 
obtidos pelo método desenvolvido podem ser melhorados com pesquisa e implementação de 
métodos de Imputação de dados a serem incorporados no módulo de processamento de dados. 
O módulo de processamento de dados também pode ser melhorado com outras abordagens 
relacionadas aos métodos de validação e filtragem de dados. 
No entanto, o módulo mais importante do método para o reconhecimento de ADL e ambientes 
é o módulo de classificação, no qual outros tipos de métodos de inteligência artificial podem 
ser implementados e testados com os conjuntos de dados adquiridos durante esta Tese, 
incluindo Support Vector Machines (SVM), Árvores de Decisão e outros métodos de 
aprendizagem automática (e.g., Adaboost) para verificar se os resultados são melhores que 
com outros métodos. 
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Tendo em conta os recursos limitados de bateria, processamento e memória dos smartphones, 
o desafio mais importante no desenvolvimento do método é descobrir uma forma de adquirir e 
processar os dados continuamente, sem efeitos no desempenho dos smartphones, a fim de 
poder reconhecer situações de risco, e.g., detecção de quedas. 
Atualmente, o método desenvolvido é preparado para smartphones. A implementação do 
método para execução noutros tipos de dispositivos (e.g., smartwatches) exigiria mais 
experimentação, adquirindo novos dados e desenvolvendo novos métodos de classificação 
adaptados a esses dispositivos. Consequentemente, o método deve ser adaptado às 
características específicas do dispositivo móvel em uso. Uma das diferenças mais importantes 
na aquisição de dados entre o smartphone e o smartwatch é a posição deles, porque o 
smartphone pode ser colocado no bolso frontal das calças do utilizador, mas o smartwatch é 
comumente colocado no pulso. 
Como trabalho futuro, o número de AVD e ambientes reconhecidos pelo método podem ser 
incrementados, mas isso também requereria mais experiências. Como objetivo futuro, este 
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Following the recent advances in technology and the growing use of mobile devices such as 
smartphones, several solutions may be developed to improve the quality of life of users in the 
context of Ambient Assisted Living (AAL). Mobile devices have different available sensors, e.g., 
accelerometer, gyroscope, magnetometer, microphone and Global Positioning System (GPS) 
receiver, which allow the acquisition of physical and physiological parameters for the 
recognition of different Activities of Daily Living (ADL) and the environments in which they are 
performed. The definition of ADL includes a well-known set of tasks, which include basic self-
care tasks, based on the types of skills that people usually learn in early childhood, including 
feeding, bathing, dressing, grooming, walking, running, jumping, climbing stairs, sleeping, 
watching TV, working, listening to music, cooking, eating and others. On the context of AAL, 
some individuals (henceforth called user or users) need particular assistance, either because 
the user has some sort of impairment, or because the user is old, or simply because users 
need/want to monitor their lifestyle. The research and development of systems that provide a 
particular assistance to people is increasing in many areas of application. In particular, in the 
future, the recognition of ADL will be an important element for the development of a personal 
digital life coach, providing assistance to different types of users. To support the recognition 
of ADL, the surrounding environments should be also recognized to increase the reliability of 
these systems.  
The main focus of this Thesis is the research on methods for the fusion and classification of the 
data acquired by the sensors available in off-the-shelf mobile devices in order to recognize ADL 
in almost real-time, taking into account the large diversity of the capabilities and 
characteristics of the mobile devices available in the market. In order to achieve this objective, 
this Thesis started with the review of the existing methods and technologies to define the 
architecture and modules of the method for the identification of ADL. With this review and 
based on the knowledge acquired about the sensors available in off-the-shelf mobile devices, 
a set of tasks that may be reliably identified was defined as a basis for the remaining research 
and development to be carried out in this Thesis. This review also identified the main stages 
for the development of a new method for the identification of the ADL using the sensors 
available in off-the-shelf mobile devices; these stages are data acquisition, data processing, 
data cleaning, data imputation, feature extraction, data fusion and artificial intelligence. One 
of the challenges is related to the different types of data acquired from the different sensors, 
but other challenges were found, including the presence of environmental noise, the positioning 
of the mobile device during the daily activities, the limited capabilities of the mobile devices 
and others. Based on the acquired data, the processing was performed, implementing data 
cleaning and feature extraction methods, in order to define a new framework for the 
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recognition of ADL. The data imputation methods were not applied, because at this stage of 
the research their implementation does not have influence in the results of the identification 
of the ADL and environments, as the features are extracted from a set of data acquired during 
a defined time interval and there are no missing values during this stage. The joint selection of 
the set of usable sensors and the identifiable set of tasks will then allow the development of a 
framework that, considering multi-sensor data fusion technologies and context awareness, in 
coordination with other information available from the user context, such as his/her agenda 
and the time of the day, will allow to establish a profile of the tasks that the user performs in 
a regular activity day. The classification method and the algorithm for the fusion of the features 
for the recognition of ADL and its environments needs to be deployed in a machine with some 
computational power, while the mobile device that will use the created framework, can 
perform the identification of the ADL using a much less computational power. Based on the 
results reported in the literature, the method chosen for the recognition of the ADL is composed 
by three variants of Artificial Neural Networks (ANN), including simple Multilayer Perceptron 
(MLP) networks, Feedforward Neural Networks (FNN) with Backpropagation, and Deep Neural 
Networks (DNN). 
Data acquisition can be performed with standard methods. After the acquisition, the data must 
be processed at the data processing stage, which includes data cleaning and feature extraction 
methods. The data cleaning method used for motion and magnetic sensors is the low pass filter, 
in order to reduce the noise acquired; but for the acoustic data, the Fast Fourier Transform 
(FFT) was applied to extract the different frequencies. When the data is clean, several features 
are then extracted based on the types of sensors used, including the mean, standard deviation, 
variance, maximum value, minimum value and median of raw data acquired from the motion 
and magnetic sensors; the mean, standard deviation, variance and median of the maximum 
peaks calculated with the raw data acquired from the motion and magnetic sensors; the five 
greatest distances between the maximum peaks calculated with the raw data acquired from 
the motion and magnetic sensors; the mean, standard deviation, variance, median and 26 Mel-
Frequency Cepstral Coefficients (MFCC) of the frequencies obtained with FFT based on the raw 
data acquired from the microphone data; and the distance travelled calculated with the data 
acquired from the GPS receiver. After the extraction of the features, these will be grouped in 
different datasets for the application of the ANN methods and to discover the method and 
dataset that reports better results. The classification stage was incrementally developed, 
starting with the identification of the most common ADL (i.e., walking, running, going upstairs, 
going downstairs and standing activities) with motion and magnetic sensors. Next, the 
environments were identified with acoustic data, i.e., bedroom, bar, classroom, gym, kitchen, 
living room, hall, street and library. After the environments are recognized, and based on the 
different sets of sensors commonly available in the mobile devices, the data acquired from the 
motion and magnetic sensors were combined with the recognized environment in order to 
differentiate some activities without motion, i.e., sleeping and watching TV. The number of 
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recognized activities in this stage was increased with the use of the distance travelled, 
extracted from the GPS receiver data, allowing also to recognize the driving activity. 
After the implementation of the three classification methods with different numbers of 
iterations, datasets and remaining configurations in a machine with high processing 
capabilities, the reported results proved that the best method for the recognition of the most 
common ADL and activities without motion is the DNN method, but the best method for the 
recognition of environments is the FNN method with Backpropagation. Depending on the 
number of sensors used, this implementation reports a mean accuracy between 85.89% and 
89.51% for the recognition of the most common ADL, equals to 86.50% for the recognition of 
environments, and equals to 100% for the recognition of activities without motion, reporting 
an overall accuracy between 85.89% and 92.00%. 
The last stage of this research work was the implementation of the structured framework for 
the mobile devices, verifying that the FNN method requires a high processing power for the 
recognition of environments and the results reported with the mobile application are lower 
than the results reported with the machine with high processing capabilities used. Thus, the 
DNN method was also implemented for the recognition of the environments with the mobile 
devices. Finally, the results reported with the mobile devices show an accuracy between 86.39% 
and 89.15% for the recognition of the most common ADL, equal to 45.68% for the recognition 
of environments, and equal to 100% for the recognition of activities without motion, reporting 
an overall accuracy between 58.02% and 89.15%. 
Compared with the literature, the results returned by the implemented framework show only 
a residual improvement. However, the results reported in this research work comprehend the 
identification of more ADL than the ones described in other studies. The improvement in the 
recognition of ADL based on the mean of the accuracies is equal to 2.93%, but the maximum 
number of ADL and environments previously recognized was 13, while the number of ADL and 
environments recognized with the framework resulting from this research is 16. In conclusion, 
the framework developed has a mean improvement of 2.93% in the accuracy of the recognition 
for a larger number of ADL and environments than previously reported. 
In the future, the achievements reported by this PhD research may be considered as a start 
point of the development of a personal digital life coach, but the number of ADL and 
environments recognized by the framework should be increased and the experiments should be 
performed with different types of devices (i.e., smartphones and smartwatches), and the data 
imputation and other machine learning methods should be explored in order to attempt to 
increase the reliability of the framework for the recognition of ADL and its environments. 
 




Sensor data fusion, data collection, accelerometer, gyroscope, magnetometer, microphone, 
Global Positioning System (GPS) receiver, signal processing, sensors signal, activities of daily 
living, mobile devices, pattern recognition, data processing, data cleaning, data imputation, 
feature extraction, artificial intelligence, machine learning, artificial neural networks. 
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This Thesis addresses the problem of the automatic recognition of Activities of Daily Living 
(ADL) [1] and the environments in which they are performed based on the fusion of the data 
acquired by the sensors available in off-the-shelf mobile devices, such as the accelerometer, 
the gyroscope, the magnetometer, the microphone and the Global Positioning System (GPS) 
receiver [2]. As a result, this Thesis proposes an architecture for a framework to perform the 
recognition of ADL and its environments. The focus, scope and research objectives of the Thesis 
are described in this chapter, followed by the Thesis statement, the main contributions and 
the Thesis organization. 
1. Thesis Focus and Scope 
Following a recurrent definition of the literature, the identification of ADL focuses on the 
identification of a well-known set of tasks that are basic self-care tasks, based on the kinds of 
skills that people usually learn in early childhood. These activities include feeding, bathing, 
dressing, grooming, moving without danger, and other simple tasks related to personal care 
and hygiene. On the context of Ambient Assisted Living (AAL) [3, 4], some individuals 
(henceforth called user or users) need particular assistance, either because the user has some 
sort of disability, or because the user is an older adult, or simply because the user needs or 
wants to monitor and train his/her lifestyle. In this later context, ADL include a wider range of 
tasks, not only related to personal care and hygiene, but also extended to social and 
professional tasks. The development of methods for the recognition of ADL is important to 
support the autonomy of older people, patients with chronic diseases, and users that may have 
some type of disability [5, 6]. However, it may be useful for everyone, including athletes and 
young users, as these solutions can be integrated in a tool for the monitoring and training of 
lifestyles [7]. 
To date, the use of sensors for the recognition of ADL and environments is a well studied topic 
[8-16]. However, there are no studies that define a structured architecture for the recognition 
of ADL and environments using a large set of sensors available in off-the-shelf mobile devices 
and for the recognition of a large set of ADL. The focus of this Thesis includes the design of a 
novel framework through the selection and development of the most adequate methods for 
each stage of the recognition of ADL and its environments, being these: Data Acquisition, Data 
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Fusion, Data Processing, Data Cleaning, Feature Extraction and Classification; with a special 
focus in the methods related to Data Fusion and Classification, concluding on what are the most 
important aspects to address in order to obtain results with reliable accuracy.  
The definition of a set of tasks that may be reliably identified, includes sensing and measuring 
a large set of tasks and identifying those tasks that are reliably identified with the sensors 
available in the mobile devices. The joint selection of the set of usable sensors and the 
identifiable set of tasks allow the development of a tool that, considering multi-sensor data 
fusion technologies and context awareness, in coordination with other information available 
from the user context, such as his/her agenda and the time of the day, will further allow to 
establish a profile of the tasks that the user performs in a regular activity day. 
There are several challenges involved in the development of a novel framework for the 
recognition of ADL. For instance, related to Data Acquisition, the challenges include the 
incorrect positioning of the mobile device, the uncontrolled data sampling rate, the 
unavailability of all sensors needed to recognize a specific ADL, and the different environmental 
conditions [17]. There are several frameworks that may help to minimize these problems, 
including the ones referred in the article presented in chapter 2 [18]. In relation to Data 
Processing, the challenges are linked to the different architectures and platforms in which the 
solution may be implemented, such as for example, relying on server-side processing or on local 
processing. In order to provide a reliable result in several data collection environments where 
a network connection may not be available and to be adapted to the low processing, storage 
and memory resources of some mobile devices, the implementation of lightweight methods is 
also object of study of this Thesis [17, 19-21].  
The scope of this Thesis consists in the use of data fusion and Artificial Neural Networks (ANN) 
methods for the recognition of ADL and its environments based on the data collected from 
sensors available in an off-the-shelf mobile device, such as a smartphone. The limitations of 
smartphones were also explored, creating a method that acquires 5 seconds of sensors’ data 
every 5 minutes, allowing the mapping of the lifestyles and handling the development of new 
solutions for AAL. The research part related to the classification methods of this Thesis is 
related to the comparison of different implementations of ANN methods adapted to the 
constrained resources of a mobile device, using local processing techniques, in order to provide 
feedback to the user related to the ADL performed and its environment in an almost real-time 
manner. 
 
Multi-sensor data fusion in mobile devices for the identification of Activities of Daily Living 
 3 
2. Problem Definition and Research Objectives 
The problem addressed in this Thesis is to segment and identify correctly a significant set of 
ADL that users perform as their daily or weekly routines, using the sensors and user information 
available on a commodity smartphone. The identification of ADL is a complex challenge, due 
to the existence of a large set of ADL and the complexity of the identification of the correct 
method to identify each one of them. To correctly detect and identify an ADL, various factors 
that influence the acquisition of the data and, consequently, affect the identification of several 
types of activities, have to be taken into consideration, such as the environmental problems, 
the involuntary movements that the user performs, the position of the mobile device, the 
movements of the mobile device during the data acquisition, and the frequency of the 
acquisition of data from the sensors.  
The recognition of ADL and the environment where the subject is at a given moment is 
important for the creation of systems aimed at several purposes, such as personal coaching, 
health monitoring, lifestyle monitoring and others. Nowadays, such recognition is commonly 
performed by complex and often expensive systems with high processing power and memory 
capabilities [3, 22-26]. However, to a reasonable extent, this task can be performed with off-
the-shelf mobile devices, supported by local processing techniques. 
To date, and based on the available literature, there are several studies using different subsets 
of sensors available in off-the-shelf mobile devices. However, studies reporting methods that 
rely on a larger set of sensors available in mobile devices for the recognition of ADL and its 
environments were not found. Currently, existing literature reports the use of Artificial Neural 
Networks (ANN) and their variants as the most used methods, claiming relevant accuracies for 
the identification of some ADL, as presented in [18]. 
The main objective of this Thesis is the creation of a new method and framework for the 
recognition of ADL and its environments with the fusion and classification of the data acquired 
from a large set of sensors available in the off-the-shelf mobile devices. The developed method 
is a function of the number of sensors available on the different mobile devices that should be 
executed with lightweight algorithms in order to allow its execution locally in the mobile 
devices [27]. The developed method includes several stages, including data acquisition, data 
processing, data cleaning, feature extraction and pattern recognition. The ADL that were 
identified during this Thesis are walking, running, going upstairs, standing/watching TV, going 
downstairs, driving and sleeping, and environments that were identified during this Thesis were 
bedroom, bar, classroom, gym, kitchen, living room, hall, street and library. 
The following intermediate objectives were defined in order to divide and organize the research 
work required to accomplish the main objective of this thesis: 
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1. In order to understand the existing solutions and possible methods, the Thesis started 
with the review of the state of the art related to the different concepts included in 
this Thesis. Additionally, due to the types of data used in this work, this review also 
included the study of data validation and audio fingerprinting methods. Finally, the 
useful sensors, and the ADL and their environments that can be identified with the data 
acquired from off-the-shelf mobile devices were described. 
2. As second intermediate objective, the proposed architecture of the framework for the 
recognition of ADL and environments was defined, including the different concepts 
available in the literature. 
3. As third intermediate objective, the development of a mobile application that acquires 
the data from the sensors available in mobile devices has been performed. Some users 
were selected to perform ADL and label them. For this data set the mobile device was 
worn in the front pocket of the user’s trousers. This mobile application performs the 
data acquisition process. 
4. After data acquisition, the fourth intermediate objective consists in the 
implementation of data processing methods, including data cleaning and feature 
extraction. Data imputation methods were avoided, because their implementation does 
not have influence in the results of the identification of the ADL and environments, 
because the features are measured with a data set acquired during a defined time 
interval. 
5. After the processing of the data, the fifth intermediate objective is related to the 
implementation and comparison of three different configurations of ANN in order to 
discover the best configuration for the recognition of ADL and environments. 
Additionally, this analysis included the fusion of the different combinations of sensors’ 
data for the implementation of different methodologies. 
6. The sixth intermediate objective consists in the implementation of methods addressing 
the different stages of the framework for the recognition of ADL and environments, 
implementing the framework in a mobile application for further testing of its 
performance. 
The recognition of ADL and environments implemented as results of this Thesis is important to 
design a personal digital life coach [7]. It is also important to support the autonomy of older 
users, patients with chronic diseases and users that may have some type of disability [5, 6]. 
Therefore, it may be useful for everyone, including athletes and young users, as the proposed 
framework can be integrated in a tool for the monitoring and training of lifestyles [7]. 
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3. Thesis Statement 
This Thesis proposed a new framework for the recognition of ADL and environments, fusing the 
data acquired with the sensors available in off-the-shelf mobile devices. Specifically, the Thesis 
statement is: 
The automatic identification of the Activities of Daily Living (ADL) and environments is a 
complex challenge widely studied in the literature, but there are no structured frameworks 
for the recognition of ADL. There are different types of data that can be acquired with mobile 
devices, where the features should be defined and fused for the increasing reliability of the 
recognition of ADL and environments. Data fusion and classification are the most important 
steps in the development of a method for the recognition of ADL and environments. The 
positioning of the mobile device and the timeframe of the data acquisition are also important 
factors that should be taken in account. 
To support this Thesis statement, the literature review about the different concepts involved 
in this research was done, including data acquisition, data processing, data validation, data 
cleaning, data imputation, feature extraction, audio fingerprinting, data fusion and 
classification methods, proposing an architecture for a framework to recognize the ADL and 
environments. After that, the data acquisition have been performed for the ADL and 
environments selected. When all data sets were available, the implementation of the different 
methods for each stage of the framework was performed, comparing three different types of 
ANN for the creation of the different methods with the different subsets of sensors. At the end, 
the framework was implemented in a mobile application for further testing. 
4. Main Contributions 
This section briefly describes the main scientific contributions resulting from the research work 
presented in this Thesis. 
The first contribution is the proposal of a framework for the recognition of ADL and it also 
describes the existing methods related to each concept related to this Thesis, including sensor 
classification, data acquisition, data processing, data imputation and sensor data fusion in 
mobile devices, and the applicability of the recognition of ADL [18]. 
The second contribution of this Thesis presents the existing methods for the validation of the 
data acquired from sensors, their classification and their applicability based on the different 
types of missing and/or invalid data [28]. 
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The third contribution of this Thesis presents the existing audio fingerprinting methods used 
for the recognition of the environments based on the different acoustic signals, discussing the 
accuracy of the features and methods implemented [29]. 
The fourth contribution of this Thesis details the architecture of the proposed framework for 
the recognition of ADL and their environments, proposing possible methods for each module of 
the framework [30]. 
The fifth contribution of this Thesis presents the research about the recognition of walking, 
standing, running, going upstairs and going downstairs using the data acquired from the 
accelerometer, magnetometer and gyroscope sensors, comparing three different 
implementations of ANN with normalized and non-normalized data in order to discover the best 
implementation for the recognition of these ADL. The conclusion is that the best method is the 
DNN method with normalized data [31]. 
The sixth contribution of this Thesis presents the results of the implementation of an Android 
library with the framework for the recognition of ADL and environments based on the results 
reported by previous studies, verifying the reliability of the framework proposed [32]. 
5. Thesis Organization 
This Thesis is organized as follows: 
Chapter 1: Introduction 
A brief introduction to the Thesis is presented including the focus and scope, Thesis objectives, 
Thesis statement, and main contributions of the work carried out. 
Chapter 2: State-of-the-art 
The main concepts involved in this PhD Thesis are presented and discussed, including data 
acquisition, data processing, data validation, data cleaning, data imputation, feature 
extraction, data fusion and classification methods. Additionally, the methods for the processing 
of the acoustic data were also presented and discussed. These concepts are presented in three 
papers. 
Chapter 3: Framework for the Identification of Activities of Daily Living  
This chapter presents the proposed architecture and possible methods for the development of 
the framework for the recognition of Activities of Daily Living. The proposed architecture of 
the framework is presented in one paper. 
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Chapter 4: Data fusion of the Identification of Activities of Daily Living  
This chapter presents and discusses the use of Artificial Neural Networks (ANN) and the 
comparison between three different implementations for the recognition of ADL and its 
environments. This chapter also presents the implementation of the different stages of the 
framework for these recognitions. The implementation of the framework is presented in two 
papers, as a small overview of the implementation of the framework for the recognition of ADL 
and its environments. 
Chapter 5: Conclusion and Future Work 
The results presented throughout the Thesis are discussed and the main achievements are 
summarized, pointing directions for the future. 
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Abstract: This paper focuses on the research on the state of the art for sensor fusion techniques,
applied to the sensors embedded in mobile devices, as a means to help identify the mobile device
user’s daily activities. Sensor data fusion techniques are used to consolidate the data collected from
several sensors, increasing the reliability of the algorithms for the identification of the different
activities. However, mobile devices have several constraints, e.g., low memory, low battery life and
low processing power, and some data fusion techniques are not suited to this scenario. The main
purpose of this paper is to present an overview of the state of the art to identify examples of sensor
data fusion techniques that can be applied to the sensors available in mobile devices aiming to identify
activities of daily living (ADLs).
Keywords: sensor data fusion; accelerometer; data collection; signal processing; sensors signal;
activities of daily living
1. Introduction
Sensors are present in much of the equipment used in everyday life by everyone, including mobile
devices, which are currently applied in ambient assisted living (AAL) systems, such as smartphones,
smartwatches, smart wristbands, tablets and medical sensors. In these devices, sensors are commonly
used to improve and support peoples’ activities or experiences. There are a variety of sensors that
allow the acquisition of the various types of data, which can then be used for different types of tasks.
While sensors may be classified according to the type of data they manage and their application
purposes, the data acquisition is a task that is highly dependent on the user’s environment and
application purpose.
The main objective of this paper is to present a comprehensive review of sensor data fusion
techniques that may be employed with off-the-shelf mobile devices for the recognition of ADLs.
We present a classification of the sensors available in mobile devices and review multi-sensor devices
and data fusion techniques.
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The identification of ADLs using sensors available in off-the-shelf mobile devices is one of the
most interesting goals for AAL solutions, as this can be used for the monitoring and learning of a
user’s lifestyle. Focusing on off-the-shelf mobile devices, these solutions may improve the user’s
quality of life and health, achieving behavioural changes, such as to reduce smoking or control other
addictive habits. This paper does not comprehend the identification of ADLs in personal health or
well-being, as this application ecosystem is far wider and deserves a more focused research, therefore
being addressed in future work.
AAL has been an important area for research and development due to population ageing and
to the need to solve societal and economic problems that arise with an ageing society. Among other
areas, AAL systems employ technologies for supporting personal health and social care solutions.
These systems mainly focus on elderly people and persons with some type of disability to improve
their quality of life and manage the degree of independent living [1,2]. The pervasive use of mobile
devices that incorporate different sensors, allowing the acquisition of data related to physiological
processes, makes these devices a common choice as AAL systems, not only because the mobile devices
can combine data captured with their sensors with personal information, such as, e.g., the user’s
texting habits or browsing history, but also with other information, such as the user’s location and
environment. These data may be processed either in the device or sent to a server using communication
technologies for later processing [3], requiring a high level of quality of service (QoS) to be needed
to achieve interoperability, usability, accuracy and security [2]. The concept of AAL also includes the
use of sophisticated intelligent sensor networks combined with ubiquitous computing applications
with new concepts, products and services for P4-medicine (preventive, participatory, predictive and
personalized). Holzinger et al. [4] present a new approach using big data to work from smart health
towards the smart hospital concept, with the goal of providing support to health assistants to facilitate
a healthier life, wellness and wellbeing for the overall population.
Sensors are classified into several categories, taking into account different criteria, which include
the environmental analysis and the type of data acquired. The number and type of sensors available
in an off-the-shelf mobile device are limited due to a number of factors, which include the reduced
processing capacity and battery life, size and form design and placement of the mobile device during
the data acquisition. The number and type of available sensors depend on the selected mobile platform,
with variants imposed by the manufacturer, operating system and model. Furthermore, the number
and type of sensors available are different between Android platforms [5] and iOS platforms [6].
Off-the-shelf mobile devices may include an accelerometer, a magnetometer, an ambient air
temperature sensor, a pressure sensor, a light sensor (e.g., photometer), a humidity sensor, an air
pressure sensor (e.g., hygrometer and barometer), a Global Positioning System (GPS) receiver, a gravity
sensor, a gyroscope, a fingerprint sensor, a rotational sensor, an orientation sensor, a microphone, a
digital camera and a proximity sensor. These sensors may be organized into different categories, which
we present in Section 2, defining a new classification of these sensors. Jointly with this classification, the
suitability of the use of these sensors in mobile systems for the recognition of ADLs is also evaluated.
The recognition of ADLs includes a number of different stages, namely data acquisition, data
processing, data imputation, sensor data fusion and data mining, which consist of the application of
machine learning or pattern recognition techniques (Figure 1).
As shown in Figure 1, the process for recognizing ADLs is executed at different stages, which
starts with the data acquisition by the sensors. Afterwards, the data processing is executed, which
includes the validation and/or correction of the acquired data. When data acquisition fails, data
correction procedures should be performed. The correction of the data consists of the estimation of
the missing or inconsistent values with sensor data imputation techniques. Valid data may be sent to
the data fusion module, which consolidates the data collected from several of the available sensors.
After the data fusion, ADLs can be identified using several methods, such as data mining, pattern
recognition or machine learning techniques. Eventually, the system may require the user’s validation
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or feedback, either at an initial stage, or randomly in time, and this validation may be used to improve,
to train and to fine-tune the algorithms that handle the consolidated data.
Figure 1. Schema of a multi-sensor mobile system to recognize activities of daily living.
Due to the processing, memory and battery constraints of mobile devices, the selection of the
algorithms has to be done in a particular way, or otherwise, the inappropriate use of resource-greedy
algorithms will render the solution unusable and non-adoptable by the users.
The remaining sections of this paper are organized as follows: Section 2 proposes a new
classification for the sensors embedded in off-the-shelf mobile devices and identifies different
techniques related to data acquisition, data processing and data imputation; Section 3 is focused on the
review of data fusion techniques for off-the-shelf mobile devices; some applications of mobile sensor
fusion techniques are presented in Section 4; in Section 5, the conclusions of this review are presented.
2. Sensors
Sensors are hardware components that have the capability to capture different types of signals.
Sensors are widely available in equipment used daily, including in smartphones, smartwatches, tablets
and specific devices, including medical and industrial devices, and may be used to collect data in a
plethora of situations. Examples of the use of sensors’ data include measuring some property of the
sensor’s environment, such as chemical sensing, the measurement of motion, touch and proximity
data or acoustic or imaging detection.
2.1. Sensor Classification
In AAL systems, sensors are mainly used to measure data from the user and his/her environment.
For example, the sensors available in most mobile devices allow the detection of movements and
activities of the user, which may lead to identifying the ADLs, with a high accuracy.
The research about sensor data fusion techniques should include the identification of the different
types of sensors available for use. The analysis of the different types of sensors is commonly named
sensor classification, consisting of the definition of different classes to which sensors may be assigned.
Examples of features that define the different sensor classes include the purpose of the sensor, its
working environment and the type of data they acquired [7,8]. The environment itself can be classified
as controlled, uncontrolled, static, dynamic, uncertain and undefined [7,8]. The classification of sensors
presented in this paper has a special focus on the identification of the ADLs.
According to [9], the sensors used for sleep detection include the measurement of different
activities and physical phenomena, such as electro-encephalography (EEG), electro-cardiography
(ECG), blood pressure, photoplethysmography, non-cardiac electropotentials, oxygen saturation,
respiration, body movement, arterial tonometry and temperature. These measurements include the
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use of different sensors, such as accelerometer, gyroscope, heart band, microphones and video cameras,
to assess the body’s acceleration and its vital signs while recording audio and video.
For the detection of physical activities, the authors in [10] propose the use of inertial sensors, i.e.,
accelerometers and gyroscopes, complemented with orientation measurement using magnetic sensors,
e.g., a compass and a magnetometer, and location measurement using location sensors, e.g., a GPS
receiver. However, location measurement can also be achieved using inertial sensors and acoustic
sensors, e.g., a microphone [11].
Sensors can be used to perform the measurement of physical activities in controlled or
uncontrolled environments. When used in controlled environments, these sensors, e.g., the video
sensors, may be distributed in different places to measure the movements in a defined and often a
static spatial area [12]. Gentili and Mirchandani [13] make use of counting sensors, image sensors
and automatic vehicle identification (AVI) readers to identify the origin and the location of an object.
The use of static or dynamic images relies heavily on image processing algorithms to extract the
relevant features. Due to the large variety of data that can be extracted from still images or videos,
it is an autonomous research topic. On the other hand, Lee et al. [14] make use of a wearable
electrogoniometer composed of a knee angular and a three-axis accelerometer sensor to detect the
ADLs in uncontrolled environments, presenting also four different machine learning techniques for
detecting occurrences of walking. Other studies were performed in uncontrolled environments using
different mobile technologies. The accuracy of the results is influenced by several constraints also
presented in this paper.
Sensors may be grouped into different categories related to the identification of the movements
and ADLs. One of the usual categories is related to acoustic sensors, which can be used in almost all
environmental scenarios. This category includes simple microphones, silicon microphones [15] and
other acoustic wave devices [16], which are usually used for physical sound wave sensing.
Another proposed category integrates chemical sensors, especially useful for detecting the
presence of specific molecules in the air and/or the environment. In [17], the classification of these
sensors is presented as metal-oxide, semiconductive polymers, conductive electroactive polymers,
optical, surface acoustic wave and electrochemical gas sensors. These types of sensors are also used for
medical purposes, e.g., for the detection of the correct dosage in a patient’s treatment [18].
Another class of sensors includes mechanical sensors, such as mass sensors, strain sensors [19],
pressure sensors, contact sensors, mechanical switches and others. These sensors may be used to detect
movements of the user’s body.
Magnetic sensors may be used to complement the sensing of the different movements.
These include search-coil magnetometers, fluxgate magnetometers, superconductor magnetometers,
hall effect sensors, magnetoresistive magnetometers, spin-valve transistors, giant magnetoimpedance
magnetic sensors, magnetodiodes, magnetotransistors, magnetostrictive magnetometers,
magneto-optical sensors and micro-electro-mechanical systems (MEMS)-based magnetometers [20].
Optical sensors may also be used to measure the parameters of ADLs [21], which include
photoplethysmography, fiber optic sensors, infrared sensors and radio frequency sensors. These sensors
are able to work with adverse temperatures, corrosion/erosion surroundings, high-vibration, voltage
and pressure environments [22], but these are not usual on smartphones.
The detection of physical activities can also be achieved by sensors used in medical applications.
The majority of these sensors can be included in the categories previously mentioned, such as inertial
sensors, e.g., accelerometers, gyroscopes, inclinometers or pedometers, mechanical sensors, e.g.,
ball/tilt/foot switches, sole switches and force-sensitive resistors, acoustic sensors, e.g., microphones,
optical sensors, e.g., infrared sensors, radio frequency sensors, e.g., radio frequency identifiers
(RFID), New Field Communication (NFC) and Ubisense Real-Time Location Systems (RTLS),
atmospheric sensors, e.g., barometers and hygrometers, electrical sensors, e.g., electromyogram (EMG),
ECG, electrodermal activity (EDA) and electrooculography (EOG) sensors, magnetic sensors, e.g.,
magnetometers, photoelectric sensors, e.g., oximeters, and chemical sensors, e.g., actinometers [23].
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Another category of sensors includes the location sensors, such as GPS receiver or WiFi location
methods. Zhang et al. [24] presented a comparison between the accuracy of the use of WiFi location
and the use of a GPS receiver, in which the GPS signal is limited in indoor environments, and in this
case, the use of a WiFi location method is advised.
In [25], wearable sensors are considered. These include the sensors embedded in mobile devices,
such as the GPS receiver, accelerometer, proximity sensor, camera, microphone, gyroscope, light sensor,
gravity sensor and other sensors connected by, for example, Bluetooth (e.g., heart rate sensors, chemical
sensors and others) [26]. Wearable devices of this type are mainly used in the medical area to capture
data that will be used for diagnosis [27,28], e.g., EEG, optical sensors, thermal sensors, acoustic sensors,
magnetic sensors or mechanical sensors.
A variety of sensors is commonly available in off-the-shelf mobile devices, improving the ability
to detect some physiological parameters anywhere and at anytime. Taking previous research into
consideration and having as a goal the selection of sensors that may be used in off-the-shelf devices
to allow the identification of ADLs, a new classification of sensors is proposed with the following
categories: magnetic/mechanical sensors, environmental sensors, motion sensors, imaging/video
sensors, proximity sensors, acoustic sensors, medical sensors, chemical sensors and force sensors.
Table 1 presents a non-exhaustive list for the sensors embedded in mobile devices and external
sensors for each category. In addition, other sensors may be connected to the off-the-shelf mobile
devices using over-the-air technologies, improving the capabilities of the data collection, but as these
are not integrated into the mobile device itself, they are not considered in this review.
Table 1. Sensors classified by categories.
Category External Sensors Mobile Sensors
Magnetic/Mechanical
sensors
Compass; Magnetometer; Strain sensors; Search-coil magnetometer;
Fluxgate magnetometer; Superconductor magnetometers; Hall effect
sensor; Magnetoresistive magnetometers; Spin-valve transistors; Giant
magnetoimpedance magnetic sensors; Magnetodiode; Magnetotransistor;
Magnetostrictive magnetometers; Magneto-optical sensor; MEMS Based
Magnetometers; Ball/tilt/foot switch; Sole pressure switch; Pressure




Barometer; Humidity; Light sensor; Thermal sensor Ambient air temperature and pressure; Light
Sensor; Humidity Barometer; Photometer;
Thermal sensor
Location sensors GPS receiver; Automatic Vehicle Identification (AVI) readers; Ubisense
Real-Time Location Systems (RTLS); Wi-Fi Location-Based Services
GPS receiver; Wi-Fi Location-Based Services
Motion sensors Accelerometer; Gyroscope; Pressure sensor; Gravity sensor; Inclinometer;
Pedometer; Rotational sensor
Accelerometer; Gravity sensor; Gyroscope;
Rotational vector sensor; Orientation sensor
Imaging/Video
sensors
Digital camera; 3D camera; Optical sensor; Infrared sensor Digital camera; Infrared sensor
Proximity sensors Proximity sensor; Touch sensor; RFID; Tactile sensor; NFC Proximity sensor; Touch sensor; RFID; NFC
Acoustic sensors Microphone; Silicon microphones; Acoustic wave devices; Surface
acoustic wave
Microphone
Medical sensors EEG; ECG; EMG; EOG; EDA; Photoplethysmogram; Blood pressure and
arterial tonometry; Respiration; Dosage control/detection; Stress sensors;
Heart rate sensors; electrooculography; electrodermal activity sensors
None
Chemical sensors Oxygen saturation; Aroma sensors; Metal-oxide; Semi conductive
polymers; Conductive electro active polymers; Electrochemical gas
sensors; Actinometer
None
Optical sensors Photoplethysmography sensors; Fiber optic sensors; Infrared sensors;
Radio frequency sensors
Infrared sensors; Radio frequency sensors
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system. The data acquisition process is accomplished by a module embedded in the mobile device and
consists of the measurement and conversion of the electrical signals received by each sensor into a
readable format [29].
Several challenges are associated with the data acquisition process when recognizing ADLs,
including the positioning of the mobile device, the actual data sampling rate and the number of sensors
to be managed [30]. The problems associated with data acquisition in an off-the-shelf mobile device
influence the correct extraction of meaningful features of the ADLs. As the sensors are embedded in the
mobile device, they cannot be located separately in different parts of the body; rather, the mobile device
needs to be situated in an usual and comfortable position. Another issue related to mobile devices is
the power consumption of the data acquisition tasks. Therefore, the limited battery capacity constraint
needs to be taken into account to ensure a successful continuous operation of mobile applications [31]
by developing and applying lightweight acquisition methods.
The main advantage of using mobile devices for data acquisition is related to the possibility to
acquire data anywhere and at anytime [32]. However, it has some limitations in the performance of
the data acquisition for real-time applications. Multitasking execution patterns differ among mobile
devices, because these depend on their processing ability, memory and power capabilities, which
are very limited, and on the operating system and on the number and type of mobile applications
currently installed and/or running.
The Acquisition Cost-Aware QUery Adaptation (ACQUA) framework, presented in [31], consists of
a query processing engine implemented in an off-the-shelf mobile device that dynamically modifies
both the order and the segments of data streams requested from different data sources (sensors).
The ACQUA framework starts by learning the selectivity properties of several sensor streams and then
utilizes such estimated selectivity values to modify the sequence in which the mobile device acquires
data from the sensors. The authors said that it is supported by some basic automated storage and
retrieval system (ASRS) algorithms for acquisition cost-aware query processing. Query specification
can be made using ASRS query evaluation algorithms, the disjunctive normal form or optimizing for
multiple predicates on the same stream. The main features of ACQUA are the accommodation of the
heterogeneity in sensors’ data rates, the determination of the packet sizes and radio characteristics, the
adaptation of the dynamic changes in query selective properties and the support of multiple queries
and heterogeneous time window semantics. The authors claim that it can result in a 70% reduction in
the energy overhead of continuous query processing, by reducing the volume of sensor data that is
sent over-the-air to a server between a mobile device and its attached sensors, without affecting the
fidelity of the processing logic [33].
Lim et al. [31] reviewed different frameworks to optimize data acquisition. The Orchestrator framework
focuses on resource-sharing between multiple context-aware applications executing queries
independently [34,35]. The ErdOS framework views sensors available in off-the-shelf mobile devices
as a shared resource and seeks to rationally distribute the consumption for all resources [36]. The LittleRock
prototype uses a special low-energy coprocessor to decrease the computational energy spent in embedded
processing of on-board sensor data streams [37]. The Jigsaw continuous sensing engine implements a pipelined
stream processing architecture that adaptively triggers different sensors at different sampling rates to fit
the context accuracy required by different applications [38]. The SociableSense framework combines the
cloud-based computation and adaptive sensor sampling to reduce the computational and sensing overheads
during continuous mobile sensing [39]. The BBQ approach builds a multi-dimensional Gaussian probability
density function of the sensors’ likely data values and then uses conditional probabilities to determine, in an
iterative manner, the next sensor whose value is most likely to resolve a given query [40]. These frameworks
try to improve data acquisition and support the preparation of data for their later processing.
Table 2 presents a summary of the data acquisition frameworks, including their features and
limitations. The data can be acquired by different methods, and the correct definition of the position
of the sensors is the main factor that influences the data acquisition process. The definition of the
best positioning for the sensors improves the reliability of the data acquisition methods implemented
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by the mobile operating systems, improving the data acquisition and data processing techniques.
The selection of the best data acquisition methods depends on the purpose of use, the type of data
acquired and their environment [41–44].
Table 2. Examples of data acquisition methods. ACQUA, Acquisition Cost-Aware QUery Adaptation;




It is a query processing engine implemented on an off-the-shelf mobile
device that dynamically modifies both the order and the segments of
data streams requested from different data sources; supported by some
basic ASRS algorithms for acquisition-cost-aware query processing; seeks
to additionally reduce the communication energy overheads involved
in acquiring the data wirelessly from additional external sensors; it is
complementary to the Jigsaw and LittleRock frameworks.
It does not exploit correlations, which
means that it lacks the predictive power




Used for resource-sharing between multiple context-aware applications
executing queries independently; enables the platform to host
multiple applications stably, exploiting its full resource capacity in a
holistic manner.
Timing relations are not known.
ErdOS framework Distributes the consumption for all resources of the off-the-shelf mobile
device; restarts the jobs in case of failure.
Statically configured and non-extensible;
difficult to adapt for each case.
LittleRock prototype Uses a special low-energy coprocessor to decrease the computational
energy spent in embedded processing of on-board sensor data streams;
loads the interactions with sensors and gives the phone’s main processor
and associated circuitry more time to go into sleep mode; flexible storage.
Limited resources of the mobile devices.
Jigsaw Balances the performance needs of the application and the resource
demands of continuous sensing on the phone; comprises a set of sensing




Combines the cloud-based computation and adaptive sensor sampling
to reduce the computational and sensing overheads during continuous
mobile sensing.
Limited resources of the mobile devices.
BBQ approach Builds a multi-dimensional Gaussian probability density function of the
sensors’ likely data values and then uses conditional probabilities to
determine, in an iterative manner, the next sensor whose value is most
likely to resolve a given query; similar to ACQUA.
Similar to ACQUA.
2.3. Data Processing
Data processing is the next step of a multi-sensor mobile system used to process the sensor data.
Data processing is a complex process, which also depends on environmental conditions, the types of
sensor, the capabilities of the mobile device used and the types of data collected. The type of application
also influences the use of data processing methods. Data processing may be executed locally, using the
capabilities of the mobile device, or at the server side, sending the collected data to a remote server,
where the data processing methods are executed [42,45,46]. For server-side processing, the mobile
device is only required to acquire the sensors data and to present the results to the user. As frequent
sensor sampling operations and further data processing can significantly reduce the battery lifetime
and the capacities of the mobile device [47,48], several methods may be used to process different types
of data. For example, while for audio processing, the time-scale modification (TSM) algorithm and, for
medical imaging, remote processing methods are highly recommended, for other sensors, data can
be processed locally in the mobile device without significant consumption of local resources [49–51].
Data processing methods may include a segmentation method, which divides a larger data stream into
smaller chunks appropriate for processing, and a definition of the window size [52].
According to Pejovic and Musolesi [53], the challenges of data processing in mobile devices lie in
the adaptation, context-driven operation, computation, storage and communication. The adaptation
and the context-driven operation have several solutions that include the adaptive sampling, the
hierarchical modality switching, the harnessing domain structure and the use of cloud offloading.
Possible solutions for computation, storage and communication are hierarchical processing, cloud
offloading and hardware co-processing.
Several systems and frameworks to classify and to process sensors’ data have been developed
during the last few years. An option is, after contexts are extracted from the collected data, to discard
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part of the data to reduce memory usage [54]. Methods such as support vector machines (SVM),
artificial neural networks (ANN), Bayes classifiers and k-nearest neighbour (KNN) algorithms, among
others, may be used for data processing. In several research studies, the analysis and processing of
sensor data include complex tasks that need high processing and memory capabilities [55]. In such
cases, these activities need to be performed at the server-side.
In [54], Imai et al. present a rule-based data processing engine for sensor nodes to minimize the
amount of energy needed to process the tasks. The data processing may be performed on a computer
located in the neighbourhood of the sensor nodes, which processes the data and provides the results,
obtaining a good balance between reducing the network load and advanced sensor data analysis
and processing.
Yamada et al. [56] present a location-based information delivery method using StreamSpinner, which
achieves efficient stream data processing based on novel multiple continuous query optimization techniques.
In [57], the Dandelion system is presented, achieving good results with senselet, a smartphone-style,
platform-agnostic programming abstraction for in-sensor data processing. Dandelion provides
a unified programming model for heterogeneous systems that span diverse execution contexts,
supporting data-parallel applications.
Dolui et al. [58] defined two architectures: the Device Data Processing Architecture and the Server
Data Processing Architecture. The Device Data Processing Architecture is designed to acquire the
data from the sensors embedded in an off-the-shelf mobile device and to process the data locally.
This architecture is useful when the processing methods require low resources, such as processing the
accelerometer data, proximity sensor data and others. On the contrary, the Server Data Processing
Architecture consists of the dispatch of the data collected to a remote server allowing the computation
of a large amount of data, as well as computations of a complex nature. This architecture is employed
for instance with data acquired with the GPS receiver and the imaging sensors.
Imai et al. [59] defined a method for data processing using the similarity of motions between
observed persons. The method presented implements sensor data processing using a neighbour host,
executed in two phases: a basic action phase and a changing sensor node settings phase [59]. In the
basic action phase, a neighbouring host receives sensor data from the sensor nodes. Then, this host
analyses and processes the data and sends the results to a different host. In the changing sensor node
settings phase, when analytic results of sensor data fulfill the conditions determined in advance, the
neighbouring host instructs sensor nodes to change the settings. Next, the sensor data processing
method based on similarity is defined, where the system acquires and accumulates a newly-observed
person’s acceleration data, while it estimates the related motions using a similar observed person’s
profile. When the system acquires sufficient acceleration data of a newly-observed person, the system
creates a profile that is added to the knowledge base.
The ACQUA framework [31,33] optimizes the data processing, using ASRS algorithms.
The ACQUA framework can also be implemented in systems with a remote processing architecture or
in systems that process the tasks locally.
Reilent et al. [41] developed an open software architecture for patient monitoring, which supports
semantic data processing and (soft) real-time reasoning. Usually, in medical environments, the context
awareness and decision making are performed in a remote server, which returns the results to the
mobile device [42]. Another option used for processing the collected data is the use of a cloud-based
server that processes the data in real time. However, it makes the mobile device and data processing
dependent on a constant Internet connection [60].
In order to avoid this constraint, some tele-medicine systems have implemented data processing
locally on the mobile device. For instance, Postolache et al. [61] implemented advanced data processing,
data management, human computing interfacing and data communication using a smartphone running
the Android operating system.
Augmented reality is also an application relevant for AAL. Paucher and Turk [32] implemented
a system for image processing that used a remote server. The system implements a nearest
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neighbour search of descriptors using a k-dimensional (KD)-Tree structure, applying it for each image.
Other algorithms for image processing using the camera of a mobile device are presented in [62].
Table 3 summarizes the different architectures for data processing, presenting the most relevant
methods and achievements. It is often described in the literature that the data that can be processed
locally on the mobile device include the motion or positioning sensors. However, the processing of
images or videos is computationally expensive, and due to the low memory and processing capabilities
of mobile devices, it is highly recommended that these tasks use external processing.





Dandelion system; SVM; ANN;
Bayes classifiers; KNN algorithms;
location-based information delivery
method using StreamSpinner
Acquisition of the data from the sensors embedded in an off-the-shelf
mobile device; process the data locally; the results are rapidly presented
to the user; processing methods should require low resources; using
segmentation methods, a larger data stream is divided into smaller chunks
improving the methods; the correct definition of the window size is




SVM; ANN; Bayes classifiers; KNN
algorithms; nearest neighbour search of
descriptors using a KD-Tree structure.
Dispatching of the data collected to a remote server allowing the
computation of a large amount of data, as well as computations of
complex nature; in some cases, the data processing may be performed on a
computer located in the neighbourhood of the sensor nodes; in server-side
processing, the mobile device and data processing are dependent on a
constant Internet connection.
2.4. Data Imputation
Data acquisition with sensors embedded in off-the-shelf mobile devices for real-time recognition
of ADLs may fail in many circumstances. Firstly, the acquisition process fails when the sensors report
unexpected values. Secondly, due to the multitasking nature of many of the mobile devices, this can
happen anytime and for any given collection scenario.
Depending on the timing of the missing data included in a subset of sensors’ data, the missing
data are classified as missing completely at random (MCAR) when the missing values are randomly
distributed by all time instants [63,64]. The missing data are classified as missing at random (MAR)
when the missing values are randomly distributed by subsets of the collected data [63,64]. Additionally,
the missing data are classified as missing not at random (MNAR) when the missing values are not
randomly distributed [63,64].
Several methods to minimize the effects of missing data have been developed, estimating the
missing values based either on other values correctly obtained or on external factors. In [63], the
Imputation Tree (ITree) method is presented, which is a tree-based algorithm for missing values
imputation. This method constructs a missing pattern tree (MPT), which is a binary classification tree
for identifying the absence of each observation. It uses clustering techniques, e.g., K-means clustering,
to impute missing values and linear regression analysis to improve data imputation.
In [65], a multi-matrices factorization model (MMF) for the missing sensor data estimation
problem is formulated, which uses statistical methods to estimate the missing values. There are other
methods for sensor data imputation that employ KNN-based imputation [66], multiple imputation [67],
hot/cold imputation [68], maximum likelihood and Bayesian estimation [69] and expectation
maximization [70]. In general, these methods are used to verify and increase the consistency of
sensor data.
The KNN method and its variants, such as KNNimpute (K-nearest neighbour imputation),
SKNNimpute (sequential K-nearest neighbour method-based imputation) and MKNNimpute
(K-nearest neighbour imputation method based on Mahalanobis distance), are the most used
methods [71]. Other cluster-based imputation methods exists, such as KMI (K-means-based
imputation) [72] and FCMimpute (fuzzy C-means clustering imputation) [73].
For audio signal imputation purposes, Smaragdis et al. [74] used nearest neighbours and singular
value decomposition (SVD) algorithms. The SVD algorithm is executed after nearest neighbour clustering,
replacing all of the missing values with an initial value, computing the SVD of the resulting matrix and
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replacing the missing values with their prediction according to the SVD decomposition, repeating the
process until the change in the imputed missing data falls below some user-defined threshold.
In [75], a generalized trend diffusion (GTD) method is used to create small datasets. It applies
the so-called shadow data and membership functions for increasing the knowledge when using back
propagate-based (BP) neural networks to predict the missing values.
In [76], random recursive partitioning (RRP) is used to generate a proximity matrix used in
non-parametric matching problems, such as hot-deck missing data imputation and average treatment
effect estimation. In [77], a discrete model is presented to improve data imputation at the time of
collection, reducing the errors and repairing the data if possible.
Other approaches [64] have also been studied to improve data imputation, such as ignoring and
deleting data (e.g., listwise deletion and discarding instances), available-case methods (e.g., pairwise
deletion), non-model based imputation procedures (e.g., unconditional mean imputation, conditional
mean imputation) and model-based imputation procedures. Other implicit and explicit models exist
for data imputation. The implicit models are based on implicit assumptions on the proximity between
individuals belonging to the dataset (e.g., hot deck imputation, cold deck imputation, substitution
method, composite methods), and the explicit models are based on a statistical model to describe the
predictive distribution of missing data (e.g., linear regression, logistic regression, multiple imputation
methods, the expectation-maximization (EM) algorithm, probabilistic neural networks, fuzzy min–max
neural networks, general regression auto associative neural network and distribution free methods,
such as non-parametric regression and tree-based methods).
The use of big data brings other challenges in data processing that consist of the extraction
of relevant information to enable the correct analysis, discovery and interpretation of the data.
Pombo et al. [55] presented a predictive model using the radial basis function neural network (RBFNN)
combined with a filtering technique aiming at the estimation of the electrocardiogram (ECG) waveform,
which supports healthcare professionals on clinical decisions and practices. The study [55] is related to
the PhD thesis, presented in [78], that starts with the analysis of several methods for machine learning
prediction and finalizes with the creation of a clinical decision support system. The methods studied
are the rule-based algorithms (RBA), the ANN, the rough and fuzzy sets (RFS) and the statistical
learning algorithms (SLA).
The data imputation methods can be applied in off-the-shelf mobile devices with some technical
limitations, due to the capacities of these devices. For instance, in [79], neural networks are used to
perform data imputation for a visual system.
Table 4 presents a summary about the data imputation methods analysed on this paper, presenting
the types of data acquired and achievements obtained.
Table 4. Examples of data imputation methods.
Types of Data Models Achievements
MCAR listwise deletion; pairwise deletion; ITree method; KNN method
and their variants; KMI; FCMimpute; SVD; GTD method; BP
neural networks; RRP; MMF; MPT; hot/cold imputation; expectation
maximization; Bayesian estimation; unconditional mean imputation;
conditional mean imputation; ANN.
These methods improve the identification of
the absence of each observation; the use of
clustering techniques and linear regression
analysis improves the data imputation; the
data imputation also increases the consistency
of the data; other improvements of data
imputation are ignoring and deleting the
unusable data; another measured variable can
be indirectly predicted with the probability of
missingness.
MAR maximum likelihood; multiple imputation; ITree method; KNN
method and their variants; KMI; FCMimpute; SVD; GTD method; BP
neural networks; RRP; MMF; MPT; hot/cold imputation; expectation
maximization; Bayesian estimation; unconditional mean imputation;
conditional mean imputation; ANN.
MNAR selection model; pattern mixture models; maximum likelihood;
multiple imputation; ITree method; KNN method and their
variants; KMI; FCMimpute; SVD; GTD method; BP neural networks;
RRP; MMF; MPT; hot/cold imputation; expectation maximization;
Bayesian estimation; unconditional mean imputation; conditional
mean imputation; ANN.
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However, some devices do not have enough capabilities to perform complex data imputation
methods. In order to solve this, Kim and Prabhakaran [80] presented a new method, named canonical
correlation based k-weighted angular similarity (CkWAS), that maps the missing data with a reference
pattern dataset to assign values to the missing data.
3. Sensor Data Fusion in Mobile Devices
Data fusion is a critical step in the integration of the data collected by multiple sensors. The main
objective of the data fusion process is to increase the reliability of the decision that needs to be made
using the data collected from the sensors, e.g., to increase the reliability of the identification of the
ADL algorithm running in an off-the-shelf mobile device. If a single stream of data cannot eliminate
uncertainty from the output, data fusion will use data from several sources with the goal of decreasing
the uncertainty level of the output. Consequently, the data fusion increases the level of robustness of a
system for the recognition of ADLs, reducing the effects of incorrect data captured by the sensors [81]
or helping to compute solutions when the collected data are not usable for a specific task.
A mobile application implemented by Ma et al. [82] was tested in a Google Nexus 4 and uses the
accelerometer, gyroscope, magnetometer and GPS receiver to evaluate the sensors’ accuracy, precision,
maximum sampling frequency, sampling period, jitter and energy consumption in all of the sensors.
The test results show that the built-in accelerometer and gyroscope sensor data have a standard
deviation of approximately 0.1 to 0.8 units between the measured value and the real value, the compass
sensor data deviate approximately three degrees in the normal sampling rate, and the GPS receiver
data have a deviation lower than 10 meters. Thus, one of the working hypotheses of the research is the
data collected by mobile sensors may be fused to work with more precision towards a common goal.
The data fusion may be performed with mobile applications, accessing the sensors data as a
background process, processing the data and showing the results in a readable format or passing the
results or the data to a central repository or central processing machine for further processing.
Durrant-Whyte et al. [83] described a decentralized data fusion system, which consists of a
network of sensor nodes, each one with its own processing facility. This is a distributed system that
does not require any central fusion or central communication facility, using Kalman filters to perform
the data fusion. Other decentralized systems for data fusion have also been developed, improving
some techniques and the sensors used [84].
The definition of the categories of the data fusion methods has already been been discussed by
several authors [85–87]. According to these authors, the data fusion methods may be categorized as
probabilistic, statistic, knowledge base theory and evidence reasoning methods. Firstly, probabilistic
methods include Bayesian analysis of sensor values with Bayesian networks, state-space models,
maximum likelihood methods, possibility theory, evidential reasoning and, more specifically, evidence
theory, KNN and least square-based estimation methods, e.g., Kalman filtering, optimal theory,
regularization and uncertainty ellipsoids. Secondly, statistic methods include the cross-covariance,
covariance intersection and other robust statistics. Thirdly, knowledge base theory methods include
intelligent aggregation methods, such as ANN, genetic algorithms and fuzzy logic. Finally, the
evidence reasoning methods include Dempster-Shafer, evidence theory and recursive operators.
Depending on the research purpose of the data fusion, these methods have advantages and
disadvantages presented in Table 5. The data fusion methods are influenced with the constraints in
the previous execution of data acquisition, data processing and data imputation. The advantages and
disadvantages also depend on the environmental scenarios and the choice of the correct method to
apply for each research scenario.
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Provide methods for model estimation; allows unsupervised
classification; estimate the state of variables; reduce errors
in the fused location estimate; increase the amount of data
without changing its structure or the algorithm; produce
a fused covariance matrix that better reflects the expected
location error.
Require a priori probabilistic knowledge of information
that is not always available or realistic; classification
depends on the starting point; unsuitable for
large-scale systems; requires a priori knowledge of
the uncertainties’ co-variance matrices related to the
system model and its measurements.
Statistic methods Accuracy improves from the reduction of the prediction
error; high accuracy compared with other local estimators;
robust with respect to unknown cross-covariance.
Complex and difficult computation is required to




Allows the inclusion of uncertainty and imprecision; easy to
implement; learning ability; robust to noisy data and able to
represent complex functions.
The knowledge extraction requires the intervention of
human expertise (e.g., physicians), which takes time
and/or may give rise to interpretation bias; difficulty
in determining the adequate size of the hidden layer;





Assign a degree of uncertainty to each source. Require assigning a degree of evidence to all concepts.
In [88], data fusion methods are distributed in six categories. The categories of the data fusion
methods include data in–data out, data in–feature out, feature in–feature out, feature in–decision out,
decision in–decision out and data in–decision out.
Performing the data fusion process in real time can be difficult because of the large amount
of data that may need to be fused. Ko et al. [88] proposed a framework, which used dynamic time
warping (DTW), as the core recognizer to perform online temporal fusion on either the raw data or the
features. DTW is a general time alignment and similarity measure for two temporal sequences. When
compared to hidden Markov models (HMMs), the training and recognition procedures in DTW are
potentially much simpler and faster, having a capability to perform online temporal fusion efficiently
and accurately in real time.
The most used method for data fusion is the Kalman filter, developed for linear systems and
then improved to a dynamically-weighted recursive least-squares algorithm [89]. However, as the
sensor data are not linear, the authors in [89] used the extended Kalman filter to linearize the system
dynamics and the measurement function around the expected state and then applied the Kalman filter
as usual. A three-axis magnetometer and a three-axis accelerometer are used for the estimation of
several movements [89].
Other systems employ variants of the Kalman filter to reduce the noise and improve the detection
of movements. Zhao et al. [90] use the Rao-Blackwellization unscented Kalman filter (RBUKF) to fuse
the sensor data of a GPS receiver, one gyroscope and one compass to improve the precision of the
localization. The authors compare the RBUKF algorithm to the extended Kalman filter (EKF) and
unscented Kalman filter (UKF), stating that the RBUKF algorithm improves the tracking accuracy and
reduces computational complexity.
Walter et al. [91] created a system for car navigation by fusing sensor data on an Android
smartphone, using the embedded sensors (i.e., gyroscope) and data from the car (i.e., speed
information) to support navigation via GPS. The developed system employs a controller area network
(CAN)-bus-to-Bluetooth adapter to establish a wireless connection between the smartphone and the
CAN-bus of the car. The mobile application fuses the sensors’ data and implements a strap down
algorithm and an error-state Kalman filter with good accuracy, according to the authors of [91].
Anther application for location inference was built by using the CASanDRA mobile OSGi (Open
Services Gateway Initiative) framework using a LocationFusion enabler that fused the data acquired by
all of the available sensors (i.e., GPS, Bluetooth and WiFi) [92].
Mobile devices allow the development of context-aware applications, and these applications after
use a framework for context information management. In [93], a mobile device-oriented framework
for context information management to solve the problems on context shortage and communication
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inefficiency is proposed. The main functional components of this framework are the data collector, the
context processor, the context manager and the local context consumer. The data collector acquires the
data from internal or external sensors. Then, the context processor and the context manager extract
and manage context. Finally, the local context consumer develops context-aware applications and
provides appropriate services to the mobile users. The authors claim that this framework is able to
run real-time applications with quick data access, power efficiency, personal privacy protection, data
fusion of internal and external sensors and simplicity in usage.
Blum et al. [94] use the GPS receiver, compass and gyroscope embedded in Apple iPhone 4 (iOS)
(Apple, Cupertino, CA, USA), iPhone 4s (iOS) (Apple, Cupertino, CA, USA) and Samsung Galaxy
Nexus (Android) (Samsung, Seul, Korea), for the measurement of the location and augmented reality
situations. Blum et al. analysed the position of the smartphone during the data collection, testing
in three different orientation/body position combinations and in varying environmental conditions,
obtaining results with location errors of 10 to 30 m (with a GPS receiver) and compass errors around
10 to 30°, with high standard deviations for both.
In [95], the problems of data fusion, placement and positioning of fixed and mobile sensors are
focused on, presenting a two-tiered model. The algorithm combines the data collected by fixed sensors
and mobile sensors, obtaining good results. The positioning of the sensors is very important, and
the study implements various optimization models, ending with the creation of a new model for the
positioning of sensors depending on their types. Other models are also studied by the authors, which
consider the simultaneous deployment of different types of sensors, making use of more detailed
sensor readings and allowing for dependencies among sensor readings.
Haala and Böhm [96] created a low-cost system using an off-the-shelf mobile device with several
sensors embedded. The data collected by a GPS receiver, a digital compass and a 3D CAD model of a
region are used for provisioning data related to urban environments, detecting the exact location of a
building in a captured image and the orientation of the image.
A different application where data fusion is required is the recognition of physical activity.
The most commonly-used sensors for the recognition of physical activity include the accelerometer,
the gyroscope and the magnetic sensor. In [26], data acquired with these sensors are fused with a
combined algorithm, composed of Fisher’s discriminant ratio criterion and the J3 criterion for feature
selection [97]. The collection of data related to the physical activity performed is very relevant to
analyse the lifestyle and physiological characteristics of people [98].
Some other applications analyse the user’s lifestyle by fusing the data collected by the sensors
embedded in mobile devices. Yi et al. [99] presented a system architecture and a design flow for remote
user physiological data and movement detection using wearable sensor data fusion.
In the medical scope, Stopczynski et al. [27] combined low-cost wireless EEG sensors with
smartphone sensors, creating 3D EEG imaging, describing the activity of the brain. Glenn and
Monteith [100] implemented several algorithms for the analysis of mental status, by using smartphone
sensors. These algorithms fuse the data acquired from all of the sensors with other data obtained over
Internet, to minimize the constraints of mobile sensors data.
The system proposed in [101] makes use of biosensors for different measurements, such
as a surface plasmon resonance (SPR) biosensor, a smart implantable biosensor, a carbon
nanotube (CNT)-based biosensor, textile sensors and enzyme-based biosensors, combined with
smartphone-embedded sensors and applying various techniques for the fusion of the data and to filter
the inputs to reduce the effects of the position of the device.
Social networks are widely used and promote context-aware applications, as data can be collected
with the user’s mobile device sensors to promote the adaptation of the mobile applications to the
user-specific lifestyle [102]. Context-aware applications are an important research topic; Andò [103]
proposed an architecture to adapt context-aware applications to a real environment, using position,
inertial and environmental sensors (e.g., temperature, humidity, gases leakage or smoke). The authors
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claim this system is very useful for the management of hazardous situations and also to supervise
various physical activities, fusing the data in a specific architecture.
Other authors [104] have been studying this topic with mobile web browsers, using the
accelerometer data and the positional data, implementing techniques to identify different ADLs.
These systems capture the data while the user is accessing the Internet from a mobile device, analysing
the movements and the distance travelled during that time and classifying the ADLs performed.
Steed and Julier [105] created the concept of behaviour–aware sensor fusion that uses the redirected
pointing technique and the yaw fix technique to increase the usability and speed of interaction in
exemplar mixed-reality interaction tasks.
In [106], vision sensors (e.g., a camera) are used and combined with accelerometer data to apply
the depth from focus (DFF) method, which was limited to high precision camera systems for the
detection of movements in augmented reality systems. The vision systems are relevant, as the obtained
information can identify more accurately a moving object. Some mobile devices integrate RFID readers
or cameras to fetch related information about objects and initiate further actions.
Rahman et al. [107] use a spatial-geometric approach for interacting with indoor physical objects
and artefacts instead of RFID-based solutions. It uses a fusion between the data captured by an infrared
(IR) camera and accelerometer data, where the IR cameras are used to calculate the 3D position of the
mobile phone users, and the accelerometer in the phone provides its tilting and orientation information.
For the detection of movement, they used geometrical methods, improving the detection of objects in a
defined space.
Grunerbl et al. [108] report fusing data from acoustic, accelerometer and GPS sensors.
The extraction of features from acoustic sensors uses low-level descriptors, such as root-mean-square
(RMS) frame energy, mel-frequency cepstral coefficients (MFCC), pitch frequency, harmonic-to-noise
ratio (HNR) and zero-crossing-rate (ZCR). They apply the naive Bayes classifier and other pattern
recognition methods and report good results in several situations of daily life.
Gil et al. [109] present other systems to perform sensor fusion, such as LifeMap, which is a
smartphone-based context provider for location-based services, as well as the Joint Directors of
Laboratories (JDL) model and waterfall IF model, which define various levels of abstraction for the
sensor fusion techniques. Gil et al. also present the inContexto system, which makes use of embedded
sensors, such as the accelerometer, digital compass, gyroscope, GPS, microphone and camera, applying
several filters and techniques to recognize physical actions performed by users, such as walking,
running, standing and sitting, and also to retrieve context information from the user.
In [110], a sensor fusion-based wireless walking-in-place (WIP) interaction technique is presented,
creating a human walking detection algorithm based on fusing data from both the acceleration and
magnetic sensors integrated in a smartphone. The proposed algorithm handles a possible data
loss and random delay in the wireless communication environment, resulting in reduced wireless
communication load and computation overhead. The algorithm was implemented for mobile devices
equipped with magnetic, accelerometer and rotation (gyroscope) sensors. During the tests, the
smartphone was adapted to the user’s leg. After some tests, the authors decided to implement the
algorithm with two smartphones and a magnetometer positioned on the user’s body, combining
the magnetic sensor-based walking-in-place and acceleration-based walking in place, in order to
discard the use of a specific model (e.g., gait model) and a historical data accumulated. However, the
acceleration-based technique does not support the correct use in slow-speed walking, and the magnetic
sensor-based technique does not support both normal and fast walking speeds.
Related to the analysis of walking, activities and movements, several studies have employed
the GPS receiver, combined with other sensors, such as the accelerometry, magnetometer, rotation
sensors and others, with good accuracy using some fusion algorithms, such as the naive and oracle
methods [111], machine learning methods and kinematic models [112] and other models adapted to
mobile devices [91]. The framework implemented by Tsai et al. [113] detects the physical activity fusing
data from several sensors embedded in the mobile device and using crowdsourcing, based on the
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methods’ result of the merging of classical statistical detection and estimation theory and uses value
fusion and decision fusion of human sensor data and physical sensor data.
In [114], Lee and Chung created a system with a data fusion approach based on several
discrete data types (e.g., eye features, bio-signal variation, in-vehicle temperature or vehicle speed)
implemented in an Android smartphone, allowing high resolution and flexibility. The study
involves different sensors, including video, ECG, photoplethysmography, temperature and a
three-axis accelerometer, which are assigned as input sources to an inference analysis framework.
A fuzzy Bayesian network includes the eyes feature, bio-signal extraction and the feature
measurement method.
In [81], a sensor weighted network classifier (SWNC) model is proposed, which is composed of
three classification levels. A set of binary activity classifiers consists of the first classification level of
the model proposed. The second classification level is defined by node classifiers, which are decision
making models. The decisions of the model are combined through a class-dependent weighting fusion
scheme structure with a structure defined through several base classifiers. The weighted decisions
obtained by each node classifier are fused on the model proposed. Finally, the last classification level
has a similar constitution of the second classification level. Independently of the level of noise imposed,
when the mobile device stays in a static position during the data acquisition process, a performance up
to 60% can be achieved with the proposed method.
Chen et al. [115] and Sashima et al. [116] created client-server platforms that monitor the activities
in a space with a constant connection with a server. This causes major energy consumption and
decreases the capabilities of the mobile devices in the detection of the activities performed.
Another important measurement with smart phone sensors is related to the orientation of the
mobile device. Ayub et al. [117] have already implemented the DNRF (drift and noise removal filter)
with a sensor fusion of gyroscope, magnetometer and accelerometer data to minimize the drift and
noise in the output orientation.
Other systems have been implemented for gesture recognition. Zhu et al. [118] proposed a
high-accuracy human gesture recognition system based on multiple motion sensor fusion. The method
reduces the energy overhead resulting from frequent sensor sampling and data processing with
a high energy-efficient very large-scale integration (VLSI) architecture. The results obtained have
an average accuracy for 10 gestures of 93.98% for the user-independent case and 96.14% for the
user-dependent case.
As presented in Section 2.4, decentralized systems, cloud-based systems or server-side systems
are used for data processing. As the data fusion is the next stage, van de Ven et al. [119] presented the
Complete ambient assisting living experiment (CAALYX) system that provides continuous monitoring
of people’s health. It has software installed on the mobile phone that uses data fusion for decision
support to trigger additional measurements, classify health conditions or schedule future observations.
In [120], Chen et al. presented a decentralized data fusion and active sensing (D2FAS) algorithm
for mobile sensors to actively explore the road network to gather and assimilate the most informative
data for predicting the traffic phenomenon.
Zhao et al. [121,122] developed the COUPON (Cooperative Framework for Building Sensing Maps
in Mobile Opportunistic Networks) framework, a novel cooperative sensing and data forwarding
framework to build sensing maps satisfying specific sensing quality with low delay and energy
consumption. This framework implements two cooperative forwarding schemes by leveraging data
fusion; these are epidemic routing with fusion (ERF) and binary spray-and-wait with fusion (BSWF).
It considers that packets are spatial-temporally correlated in the forwarding process and derives the
dissemination law of correlated packets. The work demonstrates that the cooperative sensing scheme
can reduce the number of samplings by 93% compared to the non-cooperative scheme; ERF can reduce
the transmission overhead by 78% compared to epidemic routing (ER); BSWF can increase the delivery
ratio by 16% and reduce the delivery delay and transmission overhead by 5% and 32%, respectively,
compared to binary spray-and-wait (BSW).
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In [123], a new type of sensor node is described with modular and reconfigurable characteristics,
composed of a main board, with a processor, FR (Frequency Response) circuits and a power supply, as
well as an expansion board. A software component was created to join all sensor data, proposing an
adaptive processing mechanism.
In [124], the C-SPINE (Collaborative-Signal Processing in Node Environment) framework
is proposed, which uses multi-sensor data fusion among CBSNs (Collaborative Body Sensor
Networks) to enable joint data analysis, such as filtering, time-dependent data integration and
classification, based on a multi-sensor data fusion schema to perform automatic detection of
handshakes between two individuals and to capture possible heart rate-based emotional reactions due
to individuals meeting.
A wireless, wearable, multi-sensor system for locomotion mode recognition is described in [125],
with three inertial measurement units and eight force sensors, measuring both kinematic and dynamic
signals of the human gait. The system uses a linear discriminant analysis classifier, obtaining
good results for motion mode recognition during the stance phase, during the swing phase and
for sit-to-stand transition recognition.
Chen [126] developed an algorithm for data fusion to track both non-manoeuvring and
manoeuvring targets with mobile sensors deployed in a wireless sensor network (WSN). It applies
the GATING technique to solve the problem of mobile-sensor data fusion tracking (MSDF) for targets.
In WSNs, an adaptive filter (Kalman filter) is also used, consisting of a data association technique
denoted as one-step conditional maximum likelihood.
Other studies have focused on sensor fusion for indoor navigation [127,128]. Saeedi et al. [127]
proposes a context-aware personal navigation system (PNS) for outdoor personal navigation using
a smartphone. It uses low-cost sensors in a multi-level fusion scheme to improve the accuracy and
robustness of the context-aware navigation system [127]. The system developed has several challenges,
such as context acquisition, context understanding and context-aware application adaptation, and it is
mainly used for the recognition of the people’s activities [127]. It uses the accelerometer, gyroscope
and magnetometer sensors and the GPS receiver available on the off-the-shelf mobile devices to
detect and recognize the motion of the mobile device, the orientation of the mobile device and the
location and context of the data acquisition [127]. The system includes a feature-level fusion scheme to
recognize context information, which is applied after the data are processed and the signal’s features
are extracted [127]. Bhuiyan et al. [128] evaluate the performance of several methods for multi-sensor
data fusion focused on a Bayesian framework. A Bayesian framework consists of two steps [128],
such as prediction and correction. In the prediction stage, the current state is updated based on the
previous state and the system dynamics [128]. In the correction stage, the prediction is updated with
the new measurements [128]. In [128], the authors studied different combinations of methods for data
fusion, such as a linear system and Kalman filter and a non-linear system and extended Kalman filter,
implementing some sensor data fusion systems with good results.
In [129], a light, high-level fusion algorithm to detect the daily activities that an individual
performs is presented. The proposed algorithm is designed to allow the implementation of a
context-aware application installed on a mobile device, working with minimum computational cost.
The quality of the estimation of the ADLs depends on the presence of biometric information and the
position and number of available inertial sensors. The best estimation for continuous physical activities
obtained, with the proposed algorithm, is approximately 90%.
The CHRONIOUS system is developed for smart devices as a decision support system, integrating
a classification system with two parallel classifiers. It combines an expert system (rule-based system)
and a supervised classifier, such as SVM, random forests, ANN (e.g., the multi-layer perceptron),
decision trees and naive Bayes [130]. Other systems for the recognition of ADLs have also been
implemented using other classifiers during the data fusion process, e.g., decision tables.
Martín et al. [131] evaluated the accuracy, computational costs and memory fingerprints in the
classifiers mentioned above working with different sensor data and different optimization. The system
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that implements these classifiers encompasses different sensors, such as acceleration, gravity, linear
acceleration, magnetometer and gyroscope, with good results, as presented in [131]. Other systems
were implemented using lightweight methods for sensor data fusion, e.g., the KNOWME system [132],
which implements the autoregressive-correlated Gaussian model for data classification and data fusion.
Other research studies focused on the compensation of the ego-motion of the camera, carried out
with the data fusion of Viola and Jones face detector and inertial sensors, reporting good results [133].
In [134], sensor fusion is used for error detection, implementing the fusion of ECG with the blood
pressure signal, blood pressure with body temperature and acceleration data with ECG.
In [135], Jin et al. proposed a robust dead-reckoning (DR) pedestrian tracking system to be used
with off-the-shelf sensors. It implements a robust tracking task as a generalized maximum a posteriori
sensor fusion problem, and then, they narrow it to a simple computation procedure with certain
assumptions, with a reduction in average tracking error up to 73.7%, compared to traditional DR
tracking methods.
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Random Forests; ANN; Decision Trees; Naive
Bayes; Decision Tables; Bayesian analysis.
The use of several sensors reduces the noise effects;
these methods also evaluated the accuracy of sensor data
fusion; the data fusion may be performed with mobile
applications, accessing the sensors data as a background







wireless EEG sensors; RFID
readers; IR camera
Kalman Filtering; C-SPINE framework; DNRF
method; SWNC model; GATING technique;
COUPON framework; CAALYX system; high
energy-efficient very large-scale integration
(VLSI) architecture; sensor-fusion-based
wireless walking-in-place (WIP) interaction
technique; J3 criterion; DFF method; ERF
method; BSWF method; inContexto system;
RMS frame energy; MFCC method; pitch
frequency; HNR method; ZCR method;
KNN; Least squares-based estimation
methods; Optimal Theory, Regularization;
Uncertainty Ellipsoids.
These methods allow a complex processing of amount
of data acquired, because it is central processed in
a server-side system; using data from several sources
decreases the uncertainty level of the output; performing
the data fusion process in real time can be difficult
because of the large amount of data that may need to
be fused; the data fusion may be performed with mobile
applications, accessing the sensors data as a background
process, processing the data and showing the results in
a readable format or passing the results or the data to




Kalman Filtering; Bayesian analysis. It is mainly useful for the context-aware localization
systems; defined several recognizer algorithms to
perform online temporal fusion on either the raw data or
the features.
ECG and others Kalman Filtering. Using data from several sources decreases the uncertainty
level of the output; defined several recognizer algorithms
to perform online temporal fusion on either the raw data
or the features.
In [136], Grunerbl et al. developed a smartphone-based recognition of states and state changes
in bipolar disorder patients, implemented an optimized state change detection, developing various
fusion methods with different strategies, such as logical AND, OR, and their own weighted fusion,
obtaining results with good accuracy.
In Table 6, a summary of sensor data fusion techniques, their achievements and sensors used is
presented. This table also helps make clear that different methods can be applied to different types of
data collected by different sensors.
In conclusion, sensor fusion techniques for mobile devices are similar to those employed with
other external sensors, because the applications usually involve embedded and external sensors at the
same time. The Kalman filter is the most commonly used, but on these devices, there is a need to use
low processing techniques. Some research applications need a high processing capacity, and in this
case, the mobile device is only used to capture the data. After capturing the data, the captured data
will be sent to a server for later processing. The most important criterion for choosing a data fusion
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method should be based on the limited capacities of the mobile devices, as these devices increase the
possibility to collect physiological data anywhere and at anytime with low cost.
4. Application in Ambient Assisted Living
As described in this paper, the use of data fusion techniques with sensors available in off-the-shelf
mobile devices may be shaped to form different types of systems and architectures. These techniques
are implementable in systems based on mobile technologies, with local processing, server-side
processing or a mix of these, or as distributed systems that work as a cooperative system collecting the
data with different mobile devices.
Mobile systems for the recognition of ADLs have two possible architectures, are where all
processing activities are performed locally on the mobile device or another where the data processing
will be executed totally, or in part, on a remote machine. Several authors have developed algorithms
related to context-aware sensing (e.g., environment recognition, gestural recognition and browsing
history) [88,93,104,109,115], positioning of objects [107] and localization sensing [82,90,91,94,137].
Several works have focused on the development of different methods to recognize some
ADLs [92,111,112,129,132,138,139], such as sitting, walking, running, cycling, standing still, climbing
stairs, using the lift, getting up, falling and having a meeting. In addition, off-the-shelf mobile
devices have several sensors embedded that are capable of recognizing psychological/emotional states,
including the recognition of mental stress [140].
The recognition of the ADLs [81,110,131,141,142] is very important in systems developed
to support and monitor elderly people or people with some disease or impairment [143,144].
When combined with the user’s agenda, they can be employed for monitoring and learning lifestyles
and physical exercise, helping people in emergency situations [116,136] and other situations where the
sensors can improve life quality, e.g., driving monitoring [114].
Healthcare is one of the most important purposes of the recognition of the ADLs, and commonly,
it is performed in smart health environments [4,145], with several technologies that include the relation
between several mobile devices capturing the sensors’ data connected by WSNs and using sensor webs
to aggregate the data collected by several sensors and identify the ADLs with more accuracy [146].
Distributed systems for sensor data fusion with off-the-shelf mobile devices have been used for
tracking [120–122,126,147], location detection [83,84,123,124,148,149], health monitoring [99,103,119],
user monitoring [113,150], automotive systems [151] and other purposes.
In [152], several types of sensors (e.g., complementing the detection of objects using a camera and
inertial sensors) are used to classify objects and detect changes. Using mobile devices to capture sensors’
signals, a problem with the involuntary movements of the mobile device during the performance of
some ADLs is very high. However, the use of data fusion technologies allows one to minimize the
effects of the possible involuntary movements of the mobile device, commonly considered noise [117].
In conclusion, the sensor fusion techniques are very useful to improve the recognition of the
ADLs, which is the main goal of this review. Moreover, the identification of a wide range of ADLs by a
mobile device is a major milestone on the development of a personal digital life coach [153]. The sensor
fusion techniques increase the reliability of these systems, allowing, e.g., to learn the different peoples’
lifestyles. Many mobile applications send data to a remote computer that carries out the processing
and sends back the results to the mobile device. However, the local processing is faster than server-side
processing, reducing the bandwidth usage during all processes.
5. Conclusions
Data acquisition, data processing, data imputation on one sensor data stream and, finally, multiple
sensor data fusion together are the proposed roadmap to achieve a concrete task, and as discussed
in this paper, the task at hand is the identification of activities of daily living. While these steps pose
little challenge when performed in fixed computational environments, where resources are virtually
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illimited, when their execution is intended in mobile off-the-shelf devices, a new type of challenges
arises with the restrictions of the computational environment.
The use of mobile sensors requires a set of techniques to classify and to process the data acquired
to make them usable by software components and to automate the execution of specific tasks. The data
pre-processing and data cleaning tasks are performed at the start of the sensors’ data characterization.
The collected data may have inconsistent and/or unusable data, normally called environmental noise.
However, the application of filters helps with removing the unusable data. The most commonly-used
filters are the Kalman filter and its variants, as these methods are often reported to have good accuracy.
Nevertheless, it must be noted that the correct definition of the important features of the collected data
influences the correct measurement of the accuracy of the Kalman filter. Therefore, and because it is
difficult to assess the accuracy of one particular type of Kalman filter, especially when used regarding
the identification of activities of daily living, it is advisable to explore different sensor data fusion
technologies. The main methods for the identification of the different features of the sensor signal are
machine learning and pattern recognition techniques.
Sensor fusion methods are normally classified into four large groups: probabilistic
methods, statistical methods, knowledge-based theory methods and evidence reasoning methods.
Although several methods have been studied and discussed in this paper, the choice of the best
method for each purpose depends on the quantity and types of sensors used, on the diversity
in the representation of the data, on the calibration of the sensors, on the limited interoperability
of the sensors, on the constraints in the statistical models and, finally, on the limitations of the
implemented algorithms.
Sensors available in off-the-shelf mobile devices can support the implementation of sensor fusion
techniques and improve the reliability of the algorithms created for these devices. However, mobile
devices have limited processing capacity, memory and autonomy. Nevertheless, the fusion of the
sensors’ data may be performed with mobile applications, which access the sensors’ data as a
background task, processing the data collected and showing the results in a readable format to
the user or sending the results or the data to a central repository or central processing machine.
The techniques related to the concepts of sensor and multi-sensor data fusion presented in this
paper have different purposes, including the detection/identification of activities of daily living and
other medical applications. For off-the-shelf mobile devices, the positioning of the device during the
data acquisition process is in itself an additional challenge, as the accuracy, precision and usability of
obtained data are also a function of the sensors’ location. Therefore, it has to be expected that these
systems can fail only because of poor mobile device positioning.
Several research studies have been carried out regarding sensor fusion techniques applied to the
sensors available in off-the-shelf mobile devices, but most of them only detect basic activities, such
as walking. Due to the large market of mobile devices, e.g., smartphones, tablets or smartwatches,
ambient assisted living applications on these platforms become relevant for a variety of purposes,
including tele-medicine, monitoring of elderly people, monitoring of sport performance and other
medical, recreational, fitness or leisure activities. Moreover, the identification of a wide range of
activities of daily living is a milestone in the process of building a personal digital life coach.
The applicability of sensor data fusion techniques for mobile platforms is therefore dependent
on the variable characteristics of the mobile platform itself, as these are very diverse in nature and
features, from local storage capability to local processing power, battery life or types of communication
protocols. Nevertheless, experimenting with the algorithms and techniques described previously, so as
to adapt them to a set of usage scenarios and a class of mobile devices, will render these techniques
usable in most mobile platforms without major impairments.
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Mobile applications have become amust in every user’s smart device, andmany of these applicationsmake use of the device sensors’
to achieve its goal. Nevertheless, it remains fairly unknown to the user to which extent the data the applications use can be relied
upon and, therefore, to which extent the output of a given application is trustworthy or not. To help developers and researchers and
to provide a common ground of data validation algorithms and techniques, this paper presents a review of the most commonly
used data validation algorithms, along with its usage scenarios, and proposes a classification for these algorithms.This paper also
discusses the process of achieving statistical significance and trust for the desired output.
1. Introduction
There has been an increase of the number of mobile applica-
tions that make use of sensors to achieve a plethora of goals.
Many of these applications are designed and developed by
amateur programmers, and that in itself is good as it confirms
an increase in the overall set of skills of the developer
community. Nevertheless, and evenwhen the applications are
developed by professionals or by companies, there are not
many applications that publicize or disclose how the sensors’
data is processed.This is a problem, in particular when these
applications are meant to be used in a scenario where they
can influence their users’ lives, as for example, when the data
is expected to be used to identify Activities of Daily Living
(ADLs) or, to an extreme, when the applications are used in
medical scenarios.
Due to the nature of the mobile device itself, multi-
processing, with limited computational power and limited
battery life, the data that is collected from the sensors is often
unusable in its primary form, requiring further processing
to allow it to be representative of the event or object that it
is supposed to measure. The recording of sensor data and
the sequent processing of this data need to include validation
subtasks that guarantee that the data are suitable to be fed into
the higher-level algorithms.
Moreover, the use of the sensors’ data to feed higher-
level algorithms needs to guarantee a minimum degree of
error, with this error being the difference between the output
of these applications, built on limited computational mobile
platforms, and the output of a golden standard. To achieve
a minimum degree of error, statistical methods need to be
applied to ensure that the output of the mobile application is
tomaximumextent similar to the output given by the relevant
golden standard, if and when this is possible.
To mitigate this problem, this paper presents and
discusses the most used data validation algorithms and
Hindawi Publishing Corporation
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techniques and their usage in a mobile application that relies
on the sensors’ data to give meaningful output to its user.The
algorithms are listed and their use is discussed.The discussion
of the statistical process to ensure maximum reliability of the
results is also presented.
The remainder of this paper is organized as follows: this
paragraph concludes Section 1, where a short introduction
to the problem and a proposal to achieve its mitigation are
disclosed; Section 2 presents the most commonly found data
validation methods, along with a critical comparison of its
usage scenarios; Section 3 deepens the analysis presenting
a classification of the data validation methods; Section 4
discusses the applicability of these methods, including the
discussion of the degree of trust the data can be expected to
provide; finally, Section 5 presents relevant conclusions.
2. Data Validation Methods
Sensor data validation is an important process executed
during the data acquisition and data processing modules of
the multisensor mobile system. This process consists of the
validation of the external conditions of the data and the
validity of the data for specific purpose, in order to obtain
accurate and reliable results. The sequence of this validation
may be applied not only in data acquisition but also in data
processing since increase, as these increase the degree of
confidence of the systems, with the confidence in the output
being of great importance, especially for systems involved in
medical diagnosis, but also for the identification of ADLs or
sports monitoring.
In addition, data validationmethodsmust be used during
the different phases of the conception of a new system,
such as design, development, tests, and validation.Therefore,
the data validation methods with verified reliability during
the conception should be also used to validate the data
automatically during the execution time.
One of the causes for the presence of incorrect val-
ues during the data acquisition process may be existence
of environmental noise. Even when the data is correctly
collected, the data may still be incorrect because of noise.
Therefore, very often the data captured or processed has to
be cleaned, treated, or imputed to obtain better and reliable
results. Following the existence of missing values at random
instants of time, the causes may be the mechanical problems
or power failures of sensors. At this case, data correction
methods should be applied, including data imputation and
data cleaning. The data validation process may be simplified
as presented in Figure 1.
The selection of the best technique for sensor data
validation also depends on the type of data collected, the
purpose of its application, and the computational platform
where the algorithm will be run. Data validation techniques
are commonly composed by statistical methods. Due to the
characteristics of mobile devices, data validation techniques
can be executed locally in the mobile device or at the
server-side, depending on the amount of data to validate
simultaneously, the frequency of the validation tasks, and
the computational, communication, and storage resources
needed for the validation. The characteristics of the sensors
are also important for the selection of the best techniques,
which may be separated in three large groups, which are
sensor performance characteristics, pervasive metrics, and
environmental characteristics [1].
While data validation is important for improving the
reliability of a system, it also depends on other factors, such
as power instability, temperature changes, out-of-range data,
internal and external noises, and synchronization problems
that occur when multiple sensors are integrated into a
system [2]. However, the reconstruction of the data and
correction for the correct measurement is also important,
and several research studies have proposed systems,methods,
models, and frameworks to improve the data validation and
reconstruction [3, 4].
Sensor data validation methods can be separated in three
large groups, such as faulty data detection methods, data
correction methods, and other assisting techniques or tools
[5].
Firstly, faulty data detection methods may be either
simple test based methods or physical or mathematical
model based methods, and they are classified in valid data
and invalid or missingness data [6, 7]. For the detection
of faulty data, the authors in [7] presented an order of
methods that should be applied to obtain better results,
which are as follows: zero value detection, flat line detection,
minimum and maximum values detection, minimum and
maximum thresholds based on last values, statistical tests
that follow certain distributions, multivariate statistical tests,
artificial neural networks (ANNs) [8], one-class support
vector machine (SVM) [9], and classification and physical
models. On the one hand, simple test based methods include
different techniques, such as physical range check, local
realistic range detection, detection of gaps in the data, con-
stant value detection, the signals’ gradient test, the tolerance
band method, and the material redundancy detection [7,
10, 11]. On the other hand, physical or mathematical model
based methods include extreme value check using statistics,
drift detection by exponentially weighted moving averages,
the spatial consistency method, the analytical redundancy
method, gross error detection, the multivariate statistical test
using Principal ComponentAnalysis (PCA), and datamining
methods [7, 12, 13].
Secondly, data correction methods can be carried out by
interpolation, smoothing, data mining, and data reconcilia-
tion [10, 12, 14]. For the application of the interpolation, the
authors of [11] proposed the use of the value measured from
the last measurement or the use of the trend from previous
sets of measurements.The smoothing methods, for example,
moving average and median, may be used to filter out the
random noise and convert the data into a smooth curve that
is relatively unbiased by outliers [10].The application of data
mining techniques allows the replacement of the faulty values
by the measurements performed with several methods, for
example, ANNs [14]. The data reconciliation methods, for
example, PCA, are used for the calculation of a minimal
correction to themeasured variables, according to the several
constraints of the model [13].
Thirdly, the other assisting techniques or tools are,
namely, the checking of the status of the sensors, the checking
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Figure 1: Sequence of activities performed during the data validation process.
of the duration after sensor maintenance, data context clas-
sification, the calibration of measuring systems, and the
uncertainty consideration [6, 7, 10].
Several research studies have been performed, using data
validation techniques. In [15], PCA is used for the compres-
sion of linearly correlated data. The authors compared the
Auto-Associative Neural Network (AANN) and the Kernel
PCA (KPCA) methods for data validation, creating a new
approach named asHybridAANN-KPCA that uses these two
methods. When compared with AANN and KPCA meth-
ods, the Hybrid AANN-KPCA achieves better performance
results for the prediction or correction of inconsistent data.
In [16], the authors proposed that the data validation
may be performedwithKalman filtering and linear predictive
coding (LPC), showing that the results using Kalman filtering
are better than LPC using several types of data, but the LPC
reported a smaller energy consumption.
Several studies proposed the use of ANNs, for example,
the Multilayer Perceptron (MLP), that can be trained to
perform the identification of faulty sensors using prototype
data and used to determine the near optimal subset of sensor
data to produce the best results [2, 17–19]. Besides, the sensor
data validation may be performed with other probabilistic
methods, such as Bayesian Networks, Propagation in Trees,
Probabilistic CausalMethods, and Learning Algorithms [20].
The authors of [20] proposed the anytime sensor validation
algorithms that combine several probabilistic methods. On
the contrary, [21] proposed the validation of data using the
Sparse Bayesian Learning and the Relevance Vector Machine
(RVM), which are an specialization of SVM.
For the estimation of the values during data validation,
the authors of [22] analysed the use of the Kalman filter,
which was implemented in twomethods: Algorithmic Sensor
Validation (ASV), and Heuristic Sensor Validation (HSV).
The ASV method implements different statistical methods,
for example, mean, standard deviation, and sensor confi-
dence that represent the uncertain nature of sensors. HSV
identifies faulty sensor readings as attributable to a sensor or
system failure. As an example, the authors of [23] proposed
the use of the Kalman filter for the validation of the GPS
data.
Other used methods are the grey models, which consists
of differential equations describing the behaviour of an
accumulated generating operation (AGO) data sequence. As
an example, [4] presented a novel self-validating strategy
using grey bootstrap method (GBM) for data validation and
dynamic uncertainty estimation of self-validating sensor.The
GBM can evaluate the measurement uncertainty due to poor
information and small sample.
In [2], the Autoregressive Moving Averages (ARMA)
transform the process for determining the validity of the
acquired data, evaluating the levels of noise and providing
a timely warning from the expected signals. The model
created for ARMA includes linear regression techniques to
predict the invalid values with Autoregressive (AR) and
Moving Average (MA) models. Sensor Data Validation in
Aeroengine Vibration Tests also implements the Autoregres-
sive (AR) Model, complemented with the Empirical Mode
Decomposition (EMD) [24]. Another method presented is
the sensor validation and fusion of the Nadaraya-Watson
statistical estimator [25], using a Fuzzy Logic model [26].
These methods and others, including the use of Gaussian
distributions and error detection methods, may be also used
to improve the quality of the measurements [27, 28].
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Intelligent sensor systems are able to perform the capture
and validation of the sensors’ data. Staroswiecki [29] argues
that the data validation is important to increase the confi-
dence level of these systems, proposing two types of vali-
dation, such as technological and functional. Technological
validation consists on the analysis of the conditions of the
hardware resources of the sensors, but it does not guarantee
that the estimation produced by the sensor is correct, but
only that the operating conditions were not against possible
correctness. On the contrary, functional validation consists
of Fault Detection and Isolation (FDI) procedures, which
consists of the use of algorithms to complement the Tech-
nological Validation. The authors of [30] also agreed with
Staroswiecki in the separation of the data validation in two
types, presenting a real time algorithm based on probabilistic
methods. Other studies have been researched and developed,
including the data validation techniques using intelligent
sensor systems [31].
Another powerful technique for data validation consists
of the use of self-validating (SEVA) sensors, which provide an
estimation of the error bounds during themeasurements [32].
SEVA are widely researched in literature. An example, using
a Back-Propagation (BP) model, is applied into a system to
obtain an estimated value and then a fault detection method
called SPRT (sequential probability ratio test), identifying the
validity of the system [33]. For the use of SEVA technologies,
the authors of [34] also proposed the validated random fuzzy
variable (VRFV) based uncertainty evaluation strategy for
the online validated uncertainty (VU) estimation. In [35],
the authors presented a novel strategy of using polynomial
predictive filters coupled with VRFV which is proposed for
the online measurements validation and validated uncer-
tainty estimation of multifunctional self-validating sensors.
These authors also performed a research about the use of
some fuzzy logic rules, comparing the predicted values with
the actual measurements to obtain the confidence evaluation
[36]. In [37], the authors proposed an approach of sensor data
validation using self-reporting, including the measurement
based on the data quality, that is, validating the data loss
measured by periodic sensors, the timing of data collection,
and the accuracy of the detection of changes. ANNs may
be used for SEVA with self-organizing maps (SOM) [38],
which are trained using unsupervised learning techniques to
produce a low-dimensional, discretized representation of the
input space of the training samples [39].
The use of valid data is important for the developments
of intelligent sensor systems, which may be used for health
purposes and, consequently, for the detection of the ADLs
[40–45].The use ofmobile devices allows the data acquisition
anywhere and at anytime, but these devices have several con-
straints, such as low memory, processing power, and battery
resources, but data validation may help for increasing of the
performance of the measurements, reducing the resources
needed [46–48]. In general, these systems use probabilistic
methods to detect the failures at real-time to obtain better
results.
Table 1 presents a summary of the data validation
methods included on each category. The methods that are
mainly implemented use statistical and artificial intelligence
techniques, such as PCA, RVM,ANNs, and others, increasing
the reliability of the data acquisition and data processing
algorithms. In spite of the SVM and the ANN working in a
slightly different manner, their foundations are quite similar.
In fact the SVM without kernel is a single neural network
neuron with a different cost function. Congruently, when the
SVM has a kernel it is comparable with a 2-layer ANN.
Following the methods presented at Table 1, the most
studied scenarios for data validation are mainly related to
health sciences, laboratory experiments, and other undif-
ferentiated tasks. However, only a minor part of studies is
related to the use of mobile devices, smart sensors, and other
devices used daily. Besides, the development of healthcare
solutions based on the sensors available on the mobile
devices increases the requirement of the validation of the
data collected by the sensors available on the mobile devices.
Depending on the types of the data, for some complex data
acquired, such as images, videos, GPS signal, and other
complex types of data, the validation of the data should be
accomplished by other auxiliary systems working at the same
time, validating the data at the server-side, but a constant
network connection must be available. Other topologies of
systems may be susceptible for the implementation of data
validation techniques.The Wireless Sensor Networks (WSN)
are an example of systems where the different nodes of the
network may perform the validation of the data collected for
the neighbourhood nodes, and these nodesmay be composed
of different types of sensors. However, the main topology for
the implementation with mobile devices is the self-validation
using only the sensors and the data available on the mobile
device.
The data validation may be executed automatically and
transparently for the mobile devices’ user and, commonly,
at least one of the methods for each stage should be imple-
mented in a system to perform the validation of the sensors’
data. Firstly, for faulty data detection methods, the ANNs
are the most used methods for the training of the data
and for the detection of the inconsistent values. Secondly,
for data correction methods, the most used method is the
Kalman filter. Thirdly, the other assisting techniques that
are commonly applied are the data context classification,
the checking of the status of sensors, and the uncertainty
considerations. Applying the data validation techniques cor-
rectly, the reliability and acceptability of the systems may be
increased.
3. Classification of Data Validation Methods
Data validation methods may be classified in three large
groups [5] as follows: faulty data detection methods, data
correction methods, and other assisting techniques or tools.
The faulty data detectionmethods and the data correction
methods may be executed sequentially in a multisensor
system in order to obtain the results based on valid data.The
other assisting techniques or tools mainly consist of the vali-
dation of the working state of the sensors, and this validation
may be executed at the same time of the execution of faulty
data detection and data correction methods, because these
types of failures invalidated the results of the algorithms.
3. Classification of Data Validation Methods 
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Table 1: Classification of the data validation methods by functionality.
Groups of data validation methods Methods included Description
Faulty data detection methods
ANNs







(i) Bayesian Networks; Propagation in Trees;
Probabilistic Causal Methods; Learning Algorithms;
Sparse Bayesian Learning; RVM; SPRT
Dimensionality Reduction
(i) Fuzzy logic; PCA; KPCA;
others
(i) Hybrid AANN-KPCA
Consisting of the detection of faulty or
incorrect values discovered during the











Consisting of the estimation of faulty or
incorrect values obtained during the data
acquisition and processing stages
Other assisting techniques or tools
Checking of the status of the sensors
Checking of the duration after sensor maintenance
Data context classification
Calibration of measuring systems
Uncertainty consideration
Grey models
(i) GBM; dynamic uncertainty estimation of
self-validating sensor
VRFV method
These are different approaches created for
the correct validation of the data
These different approaches are based on either mathematical
methods, for example, statistical or probabilistic methods, or
complex analysis, for example, artificial intelligencemethods.
According to [49], the data validation methods may be
classified in several types of methods, which are presented in
Figure 2.
As depicted in Figure 2, the faulty data detection meth-
ods, used to detect failures on the sensors’ signal, may
include ANNs, dimensional reduction methods, instance
based methods, probabilistic and statistical methods, and
Bayesian methods. On the contrary, the data correction
methods include the following methods: filtering, regression,
estimation, interpolation, smoothing, data mining, and data
reconciliation. These methods work specifically with the
sensors’ data and the selection of the methods that can
be applied by a system should consider the system’s usage
scenarios.
Finally, the other assisting techniques or tools are mainly
related to detection of problems originated by either hard-
ware components or its working environment. In addition,
on real-time systems, these problems should be verified
constantly to prevent the existence of failures in the data
captured.
4. Applicability of the Sensor Data
Validation Methods
Mobile devices have a plethora of sensors available for the
measurement of several parameters, including the identifi-
cation of the ADLs. Examples of these sensors include the
accelerometer, the gyroscope, the magnetometer, the GPS,
and the microphone.
The data acquisition using accelerometers may fail
because of several problems, including problems related with
the internal electronic amplifier of the Integrated Electronic
Piezoelectric (IEPE) device, the exposure to temperatures
beyond the accelerometer working range, failure related with
electrical components, capture of environmental noise, the
multitasking and multithreading capabilities of the mobile
devices that may cause irregular sampling rates, the position-
ing of the accelerometer, the low processing and memory
power, and the battery consumption [50]. The causes of
failure of an accelerometer are similar to the causes of the
failure of a gyroscope, a magnetometer, or a microphone [51].
In addition, the GPS has another failure cause, which consists
of the low connectivity of satellites in indoor environments
[52].
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Figure 2: Different categories of the data validation methods.
The validation of the data is important, but, for critical
systems, for example, clinical systems, not only should the
input data be validated, but also the results should be vali-
dated to guarantee the reliability, accuracy and, consequently,
acceptance of the system. The validation of the system may
consist of the detection of failures and the methods that may
be applied are the faulty detection methods. As presented
in Section 3, the methods that may be included in this
category are probabilistic and statistical methods, among
others, which may be used to validate the results of the
system. This validation can be performed by comparing the
results obtained by an equivalent system which is considered
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to be a gold standard [53] with the results obtained by
the developed methods implemented by different sensors or
devices, for example, a mobile device.
Once estimated the initial error of the system, that is, how
different the obtained results are from the results obtained
by the gold standard system, the validation of the results of
the system consist of three steps, such as the definition of
the confidence level needed for the acceptance of the system,
the determination of the minimum number of experiments
needed to validate the application with confidence level
defined, and the validation of the results when compared
to a golden-standard [54]. The definition of the degree of
confidence of the system is a choice of the development
team. The system design leader may define what system
needs to have a maximum 5% error 95% of the times.
Using these parameters, a minimum number of calibration
experiments need to be performed to allow the fine tuning
of the algorithm.The minimum number of experiments may
be measured by several statistical tests, for example, Student’s!-test [55].
After the calibration of the algorithms in the system,
further tests and comparison with golden-standard systems
can be done to insure that the results reported by the
system have a 5% maximum error when compared to the
golden standard results, for 95% of the time. Note that
the 5% and 95% values are merely indicative. Moreover,
the data collection stage must hold into consideration the
limits for the optimal functioning of the sensors. As these
limits are extremely dependent on the task the sensors must
perform, we do not discuss them in this paper, for example,
if the application is supposed to track the movements of a
sportsperson in an open environment, it is possible that a
thermal sensor reports an environment temperature of −5∘C,
yet, for an application that tracks the indoor activity of an
elder, such value should raise an alarm. In this extreme case,
it is even possible that more robust systems need to contain
different types of sensors.
5. Conclusion
The validation of the data collected by sensors in a mobile
device is an important issue for two main reasons: the first
one is the increasing number of devices and the applications
that make use of the devices’ sensors; the other is that also
increasingly users rely on these devices and applications to
collect information and make decisions that may be critical
for the user’s life and well-being.
Despite the fact that there is a wide array and types of
data validation algorithms, there is also a lack of published
information on the validity of many mobile applications.
Also, it is impossible to present a critical comparison of the
discussed methods, even within their respective categories,
as their efficiency is extremely dependent on their particular
usage; for example, the efficiency of a specific method may
be very dependent on the number and type of features
the algorithm selects on the signal to be processed, and of
course these features are chosen in view of the intended
purpose of the application. Additionally, it is possible that
evenwith the same chosenmethod and the same chosen set of
features, different authors report different efficiency ratios; for
example, their base population sample varies in size and/or
type using different population sizes or using populations that
are homogenous in age (elders or youngsters).
This paper has presented a discussion on the different
types of data validationmethods such as faulty data detection,
data correction, and assisting techniques or tools. Further-
more, a classification of these methods in accordance with
its functionalities was provided. Finally, the relevance of the
data validation methods for critical systems in terms of its
reliability, accuracy and acceptancewas highlighted. Comple-
mentary studies should be addressed aiming at providing an
overview on the use of valid data for the identification of the
ADLs.
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Abstract: An increase in the accuracy of identification of Activities of Daily Living (ADL) is very
important for different goals of Enhanced Living Environments and for Ambient Assisted Living (AAL)
tasks. This increase may be achieved through identification of the surrounding environment. Although
this is usually used to identify the location, ADL recognition can be improved with the identification
of the sound in that particular environment. This paper reviews audio fingerprinting techniques that
can be used with the acoustic data acquired from mobile devices. A comprehensive literature search
was conducted in order to identify relevant English language works aimed at the identification of the
environment of ADLs using data acquired with mobile devices, published between 2002 and 2017.
In total, 40 studies were analyzed and selected from 115 citations. The results highlight several audio
fingerprinting techniques, including Modified discrete cosine transform (MDCT), Mel-frequency
cepstrum coefficients (MFCC), Principal Component Analysis (PCA), Fast Fourier Transform (FFT),
Gaussian mixture models (GMM), likelihood estimation, logarithmic moduled complex lapped
transform (LMCLT), support vector machine (SVM), constant Q transform (CQT), symmetric pairwise
boosting (SPB), Philips robust hash (PRH), linear discriminant analysis (LDA) and discrete cosine
transform (DCT).
Keywords: acoustic sensors; fingerprint recognition; data processing; artificial intelligence; mobile
computing; signal processing algorithms; systematic review; Activities of Daily Living (ADL)
Sensors 2018, 18, 160; doi:10.3390/s18010160 www.mdpi.com/journal/sensors
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1. Introduction
The identification of Activities of Daily Living (ADL) [1] is of utmost importance to build Enhanced
Living Environment and Ambient Assisted Living solutions [2,3], or to allow the development of
Personal Digital Life Coaching systems [4]. To achieve this, several authors have proposed the
development of solutions based on mobile devices (e.g., smartphones) [5–8] for several reasons,
the most prominent being the adoption ratios of these devices, its increasing computing power and
memory, and the fact that these devices already come equipped with a plethora of sensors that can be
used to sense and feed data to ADL identification systems.
Despite the increasing complexity of ADL identification systems, the recognition of the
surrounding environment is limited because of the restrictions of some location sensors. For instance,
Global Positioning System (GPS) sensors, can only be reliably and accurately used in outdoor scenarios.
Likewise, proximity sensors, radar sensors, Passive Infra-Red (PIR) sensors and alike require significant
installation effort, thus are not widely used in real scenarios which require ADL identification.
As proposed in previous works [9–11], an ADL identification framework should also be able to
integrate data from the sound of the environment into the ADL identification module in order to allow
the system to sense the environmental sounds, to determine the type of environment, and to increase
the accuracy of the overall ADL identification solution.
Most mobile devices are equipped with a microphone that can capture an acoustic signal.
This signal can be processed using audio fingerprinting techniques, allowing the system to find
a match between the collected signal and a database of well-known audio fingerprints. This might
facilitate an increase in the accuracy of recognition of the environment where ADLs are performed.
Several methods may be used to carry out audio fingerprinting, performing the pre-processing
of the acoustic data (e.g., Fast Fourier Transform (FFT)), extracting relevant features, and after that,
obtaining a classification or recognition (e.g., Support Vector Machine (SVM)).
This review summarizes the existing methods in the literature related to audio fingerprinting
techniques for the application in a system that uses mobile technology for the recognition of
the environment. While acknowledging that the methods here presented are very diverse and have
been tested with different data sets and different feature extraction techniques, in order to estimate
which method may provide better results in a mobile computational device, this paper also presents a
comparison between the different methods and features.
The remainder of this paper is organized as follows: Section 2 presents the methodology for
this review; the methods discovered in the literature are presented in Section 3; Section 4 discusses
different methods, and finally, Section 5 present conclusions of this review.
2. Methodology
2.1. Research Questions
The primary questions of this review were as follows: (RQ1) What is audio fingerprinting? (RQ2)
Which audio fingerprinting techniques are useful to identify the environment of daily activities? (RQ3)
Which are the audio fingerprinting techniques feasible for their use in mobile devices?
2.2. Inclusion Criteria
Studies assessing ADLs using audio fingerprinting techniques were included in this review if they
met the following criteria: (1) audio fingerprinting techniques adapted to mobile devices; (2) audio
fingerprinting techniques used for the detection of the environment of ADL; (3) using mobile devices;
(4) the accuracies of the audio fingerprinting techniques presented are reported; (5) were published
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2.3. Search Strategy
The team searched for studies meeting the inclusion criteria in the following electronic databases:
IEEE Xplore, and ACM Digital Library. Every study was independently evaluated by eight reviewers
(IP, RS, NP, NG FR, SP, RG and EZ), and its suitability was determined with the agreement of all parties.
The studies were examined to identify the characteristics of audio fingerprint and its suitability for
application with mobile devices for the identification of ADL.
2.4. Extraction of Study Characteristics
The following data was extracted from the studies and tabulated (see Tables 1 and 2): year of
publication, population for the application of the algorithm, purpose of the study, devices used, and
study outcomes of the algorithm for audio fingerprinting. For all cited studies in Tables 1 and 2,
the experiments were conducted in laboratory settings. We additionally verified whether the raw data
and source code are available, either publically or per request, by emailing the corresponding author
of each study.
Table 1. Study Analysis.
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Table 2. Study summaries.
Paper Outcomes
ACM
Sui et al. [12]
The authors propose a two-level audio fingerprint retrieval algorithm to satisfy the
demand of accurate and efficient search for advertisement audio. Based on clips with 8 s of
advertisements, the authors build a database with 2500 audio fingerprints. The results
show that the algorithm implemented with parallel processing yields a precision of 100%.
Liu [13]
The authors create an MP3 sniffer system and test it with multi-resolution local
descriptions. The system has a database of 100,000 MP3 tones and authors report that the
system has high performance, because 100 queries for identifying unknown MP3 tones
took less than 2 s to be processed
Liu et al. [14]
The authors describe an MP3 fingerprinting system that compares the normalized distance
between two MP3 fingerprints to detect a false identification. The authors identify the
possible features of the song and build a large database. For the identification, the authors
test the near neighbor searching schemes and compare with the indexing scheme, which
utilizes the PCA technique, the QUery Context (QUC)-tree, and the MP3 signatures.
The conclusions show that the system has a maximum average error equals to 4.26%.
IEEE
Tsai et al. [15]
The authors propose a method for aligning a set of overlapping meeting recordings, which
uses an audio fingerprint representation based on spectrotemporal eigenfilters that are
learned on-the-fly in an unsupervised manner. The proposed method is able to achieve
more than 99% alignment accuracy at a reasonable error tolerance of 0.1 s.
Casagranda et al.
[16]
The authors propose an audio fingerprinting algorithm based on the spectral features of
the audio samples. The authors reported that the algorithm is noise tolerant, which is a key
feature for audio based group detection.
Nagano et al.
[17]
The authors propose an approach to accelerate fingerprinting techniques and apply it to
the divide-and-locate (DAL) method. The reported results show that DAL3 can reduce the
computational cost of DAL to approximately 25%.
Ziaei et al. [18]
The authors propose a method to analyze and classify daily activities in personal audio
recordings (PARs), which uses speech activity detection (SAD), speaker diarization, and a
number of audio, speech and lexical features to characterize events in daily audio streams.
The reported overall accuracy of the method is approximately 82%.
George et al.
[19]
The authors propose an audio fingerprinting method that is tolerant to time-stretching and
is scalable. The proposed method uses three peaks in the time slice, unlike Shazam, which
uses only one. The additive noise deteriorates the lowest frequency bin, decreasing the
performance of the algorithm at higher additive noise, compared to other algorithms.
Kim et al. [20]
The authors propose a Television advertisement search based on audio peak-pair hashing
method. The reported results show that the proposed method has respectable results
compared to other methods.
Seo [21]
The authors propose an asymmetric fingerprint matching method which utilizes an
auxiliary information obtained while extracting fingerprints from the input unknown
audio. The experiments carried out with one thousand songs against various distortions
compare the performance of the asymmetric matching with the conventional Hamming
distance. Reported results suggest that the proposed method has better performance than
the conventional Hamming distance.
Rafii et al. [22]
The authors propose an audio fingerprinting system with two stages: fingerprinting and
matching. The system uses CQT and a threshold method for fingerprinting stage, and the
Hamming similarity and the Hough Transform for the matching stage, reporting an
accuracy between 61% and 81%.
Naini et al. [23]
The authors present a method for designing fingerprints that maximizes a mutual
information metric, using a greedy optimization method that relies on the information
bottleneck (IB) method. The results report a maximum accuracy around 65% in the
recognition.
Yang et al. [24]
The authors propose an efficient music identification system that utilizes a kind of
space-saving audio fingerprints. The experiments were conducted on a database of 200,000
songs and a query set of 20,000 clips compressed in MP3 format with different bit rates.
The author’s report that compared to other methods, this method reduces the memory
consumption and keeps the recall rate at approximately 98%.
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Yin et al. [25]
The authors propose a compressed-domain audio fingerprinting algorithm for MP3 music
identification in the Internet of Things. The algorithm achieves promising results on
robustness and retrieval precision rates under various time-frequency audio signal
distortions including the challenging pitch shifting and time-scale modification.
Wang et al. [26]
The authors propose parallelized schemes for audio fingerprinting over GPU. In the
experiments, the speedup factors of the landmark lookup and landmark analysis are
verified and the reported overall response time has been reduced.
Lee et al. [27]
The authors propose a salient audio peak pair fingerprint extraction based on CQT.
The reported results show that the proposed method has better results compared to other
methods, and is suitable for many practical portable consumer devices.
Shibuya et al.
[28]
The authors develop a method that uses the quadratically interpolated FFT (QIFFT) for the
audio fingerprint generation in order to identify media content from an audio signal
recorded in a reverberant or noisy environment with an accuracy around 96%.
Bisio et al. [29]
The authors present an improvement of the parameter configuration used by the Philips
audio fingerprint computation algorithm in order to reduce the computational load and
consequent energy consumption in the smartphone client. The results show a significant
reduction of computational time and power consumption of more than 90% with a limited
decrease in recognition performance.
Lee et al. [30]
The authors propose an audio fingerprint search algorithm for music retrieval from large
audio databases. The results of the proposed method achieve 80–99% search accuracy for
input audio samples of 2–3 s with signal-to-noise ratio (SNR) of 10 dB or above.
Bisio et al. [31]
The authors present an optimization of the Philips Robust Hash audio fingerprint
computation algorithm, in order to adapt it to run on a smartphone device. In the
experiments, the authors report that the proposed algorithm has an accuracy of 95%.
Anguera et al.
[32]
The authors present a novel local audio fingerprint called Masked Audio Spectral
Keypoints (MASK) that is able to encode, with few bits, the audio information of any kind
in an audio document. MASK fingerprints encode the local energy distribution around
salient spectral points by using a compact binary vector. The authors report an accuracy
around 58%.
Duong et al. [33]
The authors presented a new approach based on audio fingerprinting techniques.
The results of this study indicate that a high level of synchronization accuracy can be
achieved for a recording period as short as one second.
Wang et al. [34] The authors present an audio fingerprinting algorithm, where the audio fingerprints areproduced based on 2-Dimagel, reporting an accuracy between 88% and 99%.
Xiong et al. [35]
The authors propose an improved audio fingerprinting algorithm based on dynamic
subband locating and normalized Spectral Subband Centroid (SSC). The authors claim that
the algorithm can recognize unknown audio clips correctly, even in the presence of severe
noise and distortion.
Deng et al. [36]
The authors propose an audio fingerprinting algorithm based on harmonic enhancement
and Spectral Subband Centroid (SSC). The authors build a database with 100 audio files,
and also implement several techniques to reduce the noise and other degradations,
proving the reliability of the method when severe channel distortion is present. The results
report an accuracy between 86% and 93%.
Pan et al. [37]
The authors propose a method for fingerprinting generation using the local energy
centroid (LEC) as a feature. They report that the method is robust to different noise
conditions and, when the linear speed is not changed, the audio fingerprint method based
on LEC obtains an accuracy of 100%, reporting better results than Shazam’s fingerprinting.
Martinez et al.
[38]
The authors present a music information retrieval algorithm based on audio fingerprinting
techniques. The size of frame windows influences the performance of the algorithm, e.g.,
the best size of the frame window for shorts audio tracks is between 32 ms to 64 ms, and
the best size of the frame window for audio tracks is 128 ms.
Cha [39]
The author proposes an indexing scheme for large audio fingerprint databases.
The method shows a higher performance than the Haitsma-Kalker method with respect to
accuracy and speed.
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The authors propose a fuzzy-cryptography scheme that is adaptable in its noise tolerance
through the parameters of the error correcting code used and the audio sample length. In a
laboratory environment, the authors utilized sets of recordings for five situations at three
loudness levels and four relative positions of microphones and audio source. The authors
derive the expected Hamming distance among audio fingerprints through 7500
experiments. The fraction of identical bits is above 0.75 for fingerprints from the same
audio context, and below 0.55 otherwise.
Son et al. [41]
The authors present an audio fingerprinting algorithm to recognize songs in real noisy
environments, which outperforms the original Philips algorithm in recognizing
polyphonic music in real similar environments.
Chang et al. [42]
The authors introduce the Compressive Sampling (CS) theory to the audio fingerprinting
system for music recognition, by proposing a CS-based sub-Nyquist audio fingerprinting
system. Authors claim that this system achieves an accuracy of 93.43% in reducing the
sampling rate and in the extraction of musical features.
Umapathy et al.
[43]
The authors present a novel local discriminant bases (LDB)-based audio classification
scheme covering a wide range of audio signals. After the experiments, the obtained results
suggest significant potential for LDB-based audio classification in auditory scene analysis
or environment detection.
Kim et al. [44]
The authors develop a system that retrieves desired bookmarked video segments using
audio fingerprint techniques based on the logarithmic modified Discrete Cosine Transform
(DCT) modulation coefficients (LMDCT-MC) feature and two-stage bit vector searching
method. The author’s state that the search accuracy obtained is 99.67%.
Sert et al. [45]
The authors propose an audio fingerprinting model based on the Audio Spectrum Flatness
(ASF) and Mel Frequency Cepstral Coefficients (MFCC) features, reporting and accuracy of
93% and 91%, respectively.
Ramalingam et al.
[46]
The authors propose a method to create audio fingerprints by Gaussian Mixtures using
features extracted from the short-time Fourier transform (STFT) of the signal. The
experiments were performed on a database of 250 audio files, obtaining the highest
identification rate of 99.2% with spectral centroid.
Ghouti et al.
[47]
The authors propose a framework for robust identification of audio content by using short
robust hashing codes, which applies the forward balanced multiwavelet (BMW) to
transform each audio frame using 5 decomposition levels, and after the distribution of the
subbands’ coefficients into 32 different blocks, the estimation quantization (EQ) scheme
and the hashes are computed.
Cook et al. [48]
The authors propose a system that allows audio content identification and association of
metadata in very restricted embedded environments. The authors report that the system
has better performance than the method based on a more traditional n-dimensional
hashing scheme, but it achieves results with 2% less accuracy.
Seo et al. [49]
The authors propose an audio fingerprinting method based on the normalized Spectral
Subband Centroid (SSC), where the match is performed using the square of the Euclidean
distance. The normalized SSC obtains better results than the widely-used features, such as
tonality and Mel Frequency Cepstral Coefficients (MFCC).
Haitsma et al.
[50]
The authors present an approach to audio fingerprinting, but it has negligible effects on
other aspects, such as robustness and reliability. They proved that the developed method is
robust in case of linear speed changes.
Haitsma et al.
[51]
The authors present an approach to audio fingerprinting, in which the fingerprint
extraction is based on the extraction of a 32-bit sub-fingerprint every 11.8 millis. They also
develop a fingerprint database and implement a two-phase search algorithm, achieving an
excellent performance, and allowing the analytical modeling of false acceptance rates.
3. Results
As illustrated in Figure 1, our review identified 115 papers that included three duplicates, which
were removed. The remaining 112 works were evaluated in terms of title, abstract, and keywords,
resulting in the exclusion of 50 citations. Full text evaluation of the remaining 62 papers resulted in
the exclusion of 22 papers that did not match the defined criteria. The remaining 40 papers were
3. Results 
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included in the qualitative synthesis and the quantitative synthesis. In summary, our review examined
40 papers.Sensors 2018, 18, 160  9 of 22 
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In [12], the authors created a system that implements the framing, Fast Fourier Transform (FFT),
calculation of the spectrum modules, extraction of two kinds of audio fingerprinting, and two level
search of two kinds of audio fingerprinting. The two kinds were extracted calculating the sum of
the spectrum modulus of every frame, getting the sum of global spectrum modulus in two stages.
The authors reported that, when the signal noise rate (SNR) is 10 dB, the two level algorithm, with
parallel processing, reports a precision of 100% [12].
In [14], several MP3 features were extracted, such as the Single local description, the Multiple local
description, the Modified discrete cosine transform (MDCT), the Mel-frequency cepstrum coefficients
(MFCC), the MPEG-7 descriptors, and the chroma vectors, using the Principal Component Analysis
(PCA) technique to reduce the dimensionality and QUery Context (QUC)-tree to search for songs.
 
Figure 1. Flow diagram of the identification and inclusion papers 
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The tests of the methods described in [14] were performed with 10,000 MP3 fragments, reporting
a maximum average error equals to 4.26%, which represents an accuracy around 96%. In [13],
the same authors extracted the same features and used the same techniques, but they also used
the MP3 signatures for the implementation of the audio fingerprinting method, performing tests
with 100,000 MP3 fragments, which reported the errors and accuracies obtained are equals to the
reported in [14].
Tsai et al. [15] presented a method to calculate audio fingerprints with 6 steps, namely compute
spectrogram, collect context frames, apply eigenfilters, compute deltas, apply threshold, and bit
packing. The authors reported that the developed method is more robust than the three other
fingerprints (e.g., Shazam, Masked Audio Spectral Keypoints (MASK), and Panako), achieving an
accuracy of 99.2% [15].
Another audio feature named local energy centroid (LEC) is used in [37] to obtain a representation
of audio signals in noisy condition. The method for audio fingerprinting has several steps. First,
the audio is downsampled to 8 kHz and segmented into frames, and then FFT is employed to obtain the
spectrum. Later, the spectrum is optimized by applying weighted window functions with different size.
Then, the LEC is saved and the amplitude components are removed, obtaining an audio spectrum that
can be represented by sparse LEC set of coordinates [37]. The authors reported that the method is
robust to different noise conditions, and when the linear speed is not changed, the audio fingerprint
method based on LEC reports an accuracy of 100% [37].
In [36], the authors proposed an audio fingerprinting algorithm that starts with the application of
low-pass filter to the audio signal and resampling to eliminate the high-frequency noise and other audio
components that are perceptually insignificant for human auditory system. Afterwards, the audio is
framed and weighted by Window function, and the FFT is applied [36]. Next, the Spectral Subband
Centroid (SSC) is calculated and the approach of harmonic enhancement is adopted to estimate the
predominant pitch of audio signal [36]. Finally, the normalized SSC is masked by the predominant
pitch, and the proposed algorithm is resistant to some kinds of signal degradations in varying degrees,
reporting an accuracy between 86% and 93% [36]. The authors of [35] also used the normalized SSC
for the creation of an audio fingerprinting algorithm. The algorithm is structured in several phases,
such as: pre-processing, framing, implementing the FFT to transform audio signals from time to
frequency domain, implementing the dynamic subband locating, and applying the normalized SSC,
obtaining, at the end, the audio fingerprint [35]. With the fingerprints created, the authors reported an
accuracy up to 80% in normal conditions [35]. The authors of [49] also proposed an audio fingerprinting
algorithm using SSC, starting with the conversion to mono and downsampling the audio to 11,025 Hz.
After the downsampling, the audio signal is windowed by Hamming window (typically 371.5 ms)
with 50% overlap and transformed into the frequency domain using FFT [49]. Afterwards, the audio
spectrum is divided into 16 critical bands, and the frequency centroids of the 16 critical bands are used
as a fingerprint of the audio frame [49], reporting an accuracy around 60% with MP3 and Random
start, and an accuracy around 100% with Equalization.
Another algorithm is presented in [50] that consists of the modification of an existing algorithm
named Streaming Audio Fingerprinting (SAF), which apply the framing and the FFT, create energy
33 bands, and then, apply a filter and a threshold. The modification of the algorithm consists of
increasing the number of the energy bands, and three new steps between the creation of energy bands
and the application of a filter and threshold: auto-correction, filter and the creation of a subsample [50].
The authors reported that the algorithm is robust in case of linear speed changes [50].
In [28], the audio fingerprinting methods proposed has several steps, these are framing,
application of FFT or quadratically interpolated FFT (QIFFT), time averaging, peak detection, quadratic
interpolation, sinusoidal quantification, frequency-axial discretization, and time-axial warping.
A fingerprint that represents the distribution of pseudosinusoidal components in the time-frequency
domain is generated, showing results with an accuracy around 96% and precision of 100% [28].
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In [51], the authors proposed a new fingerprint algorithm based on the streaming approach,
where the audio signal is segmented into overlapping frames, the FFT should be applied, and after
that, the Human Auditory System (HAS) is used, reporting an accuracy of 100% for the recognition
of pop-music.
In [45] is proposed a system for audio fingerprinting that starts with preprocessing and framing
of the audio signal. Afterwards, a general feature extraction paradigm, extended with a descriptor
based on structural similarity analysis with MPEG-7 Audio Spectrum Flatness (ASF), is applied to the
signal [45]. The last step, before the fingerprint construction, consists of the structural analysis that
results only the feature vector of the expressive audio piece [45]. At the end, the authors reduce the
dimension of the ASF feature vector in the fingerprint construction stage based on the MPEG-7 Audio
Signature (AS) description scheme [45], reporting an accuracy around 93%.
The authors of [46] proposed an audio fingerprinting scheme with several stages, such as
preprocessing, framing, feature extraction, Gaussian mixture models (GMM) modelling, likelihood
estimation, and comparison with a fingerprinting database. In the preprocessing stage, the audio signal
is converted to a standard format (16-bit, pulse code modulation (PCM)) [46]. In the framing stage,
the audio signals are divided into frames of length equals to 23 ms [46]. During feature extraction,
the authors used the STFT, extracting several features, such as Shannon entropy, Rényi entropy, Spectral
centroid, Spectral bandwidth, Spectral band energy, Spectral flatness measure, Spectral crest factor,
and Mel-frequency cepstral coefficients (MFCC) [46]. Afterwards, the GMM models are applied, using
the probability density function (PDF), and the Expectation-Maximization (EM) [46]. Among the
features used, spectral centroid gives the highest identification rate of 99.2% [46].
The authors of [47] presented an audio fingerprint extraction algorithm, consisting of:
downsampling of the input audio content of 3 s to obtain a sampling rate of 5512 Hz; applying
the framing division on the downsampled content using Hamming window with an overlap factor of
31/32; computing the forward balanced multiwavelet (BMW) to transform for each audio frame using
five decomposition levels; dividing the subbands’ coefficients into 32 different blocks; applying the
estimation quantization (EQ) scheme using a neighbouring window of five audio samples; computing
the log variances of the magnitudes of the subbands’ coefficients; computing the mean value of all the
log variances for each audio frame; and at the end, extracting the sub-hash bit. Authors report that the
performance of the algorithm degrades as the compression rate increases.
In [48], the authors proposed an algorithm with two stages named indexing and search.
The indexing is based in the construction of zone tables using the Search by Range Reduction (SRR)
threshold values [48]. The search is based on the SRR test, calculating the Itakura distance between
two fingerprints, and comparing it with values in the zone tables [48]. An accuracy of around 98%
is reported.
The authors of [43] proposed an algorithm with training and testing phases. For the training
phase, the authors started with the wavelet packet decomposition, and developed a local discriminant
bases (LDBs)-based automated multigroup audio classification system, which focuses on identifying
discriminatory time-frequency subspaces [43]. The testing phase consists of the construction of a
new wavelet tree, feature extraction, and implementation of a linear discriminant analysis (LDA) [43].
The extracted features include MFCC, spectral similarity, timbral texture, band periodicity, linear
prediction coefficient derived cepstral coefficients (LPCCs), zero crossing rate, MPEG-7 descriptors,
entropy, and octaves [43]. The authors of [43] reported that the average classification accuracy was
between 91% and 99% [43].
The authors of [44] presents a video retrieval system (VRS) for Interactive-Television as like
internet protocol television (IPTV), which implements an audio fingerprint feature of long-term
logarithmic modified discrete cosine transform (DCT) modulation coefficients (LMDCT-MC) for audio
indexing and retrieval, and implements two-stage search (TSS) algorithm for fast searching. In the
first stage of TSS, candidate video segments are roughly determined with audio index bit vectors (IBV)
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and then the optimal video clip is obtained by fingerprint bit vectors (FBV). An accuracy of 99.67% is
reported in [44].
In [41] an audio fingerprint method using sub-fingerprint masking based on the predominant
pitch extraction is proposed. It increases the accuracy of the audio fingerprinting system in a noisy
environment dramatically, while requiring much less computing power compared to the expanded
hash table lookup method. When applied to an audio signal without noise, the reported accuracy
is 97.4%.
The authors of [42] presented a sub-Nyquist audio fingerprinting system for music recognition,
which utilizes Compressive Sampling (CS) theory to generate a compact audio fingerprint, and to
achieve significant reduction of the dimensionality of the input signal, compared to Nyquist sampling
methods [42]. The average accuracy of this method is 93.43% under various distorted environments.
In [38], the authors presented an algorithm based on fingerprinting techniques implemented in a
low-cost embedded reconfigurable platform. It utilizes the FFT implementation from the CUFFT library,
based on the Fastest Fourier Transform in the West (FFTW) algorithm. This approach normalizes and
frames the audio signal, computes the correlation and cross correlation, and applies a derivative of the
audio signal. An accuracy of 94% is reported.
The authors of [39] created a fingerprint database of songs and focused on the problem of effective
and efficient database search. The authors proposed a new indexing scheme that overcomes the
limitations of Haitsma-Kalker’s method and Miller’s k-ary tree method, adopting the inverted file
as the underlying index structure and developing the techniques to apply it to the effective and
efficient audio fingerprinting problem. An accuracy higher than 97% is reported in [39], which is the
performance of the Haitsma-Kalker’s method.
The authors of [40] explored a common audio-fingerprinting approach with the implementation
of FFT, and taken into account the noise in the derived fingerprints by employing error correcting
codes and applying statistical tests. Testing with several sample windows of Network Time Protocol
(NTP)-based synchronization recordings, authors of [40] reported an accuracy between 60% and 70%.
The authors of [31] created a system based on a client-server architecture able to recognize a live
television show using audio fingerprinting. To create audio fingerprints, FFT is computed to obtain the
power spectrum, which is integrated over a pre-defined set of non-overlapping, logarithmically spaced
frequency bins and eventually squared to obtain an energy measure [31]. The likelihood estimation
based on the cross-correlation function was used for comparison of the audio fingerprints. An accuracy
of around 95% is reported in [31].
The authors of [32] presented an audio fingerprint method named Masked Audio Spectral
Keypoints (MASK), which encodes the acoustic information existent in audio documents and
discriminates between transformed versions of the same acoustic documents and other unrelated
documents. The MASK fingerprint extraction method is composed of several tasks: time-to-frequency
transformation, where the input signal is transformed from the time domain to the spectral domain,
and transformed into Mel-scale; salient spectral points search; local mask application around each of
the salient points; grouping of the different spectrogram values into regions; and the MASK fingerprint
encoding and storage. The averaged energy values of each one of these spectrogram regions are
compared to construct a fixed length binary descriptor. Authors of [32] report an accuracy around 58%.
In [33], the authors implemented an audio fingerprinting algorithm based on fingerprint extraction
and matching search, adapting the well-known Philips’ algorithm. The fingerprint extraction derives
and encodes a set of relevant audio features, which need to be invariant to various kinds of signal
distortion, including background noise, audio compression, and A/D conversion [33]. The matching
search finds the best match between these fingerprints and those stored in the database [33].
The implemented audio fingerprint extraction method uses FFT, and extracts several features, such as:
mel-frequency cepstral coefficients (MFCC), spectral centroid or spectral flatness [33]. The audio
fingerprinting method reports an accuracy of 95% and a precision of 100% [33].
Multi-sensor data fusion in mobile devices for the identification of Activities of Daily Living 
 68 
 
Sensors 2018, 18, 160 14 of 23
The authors of [34] proposed an audio fingerprinting system with several characteristics, including
robustness, granularity, and retrieval speed, reporting an accuracy between 88% and 99%. The structure
of the audio fingerprinting implemented is the same as all other algorithms presented in [34], applying
the FFT and an High-pass filter. The authors used the local maximum chroma energy (LMCE) to
extract the perception features of Tempo-Frequency domain [34].
The work presented in [29] reviews the state-of-the-art methods for improving the power
consumption and computation speed to make the smartphone implementation. It also proposed
the Improved Real-Time TV-channel Recognition (IRTR), which is a fingerprint extraction method
aimed at recognizing in real time what people are watching on TV without any active user interaction.
The identification using the audio fingerprint is performed using a likelihood estimation [29].
The audio fingerprinting method implements linear transform and feature extraction, with several
steps: the audio is recorded and divided into frames with overlap factor; each frame is filtered by means
of a Hamming window function; the application of the FFT and the squared modulus; the spectrum is
divided into logarithmically spaced frequency bins and the energy is computed for each bin; and the
nervy of band of each frame is denoted. An accuracy about 95% is reported in [29].
In [30], an audio fingerprinting algorithm is proposed for efficient retrieval of corresponding
or similar items from large audio databases, which improves the of the database search compared
to the algorithm used in Haitsma’s method, without impairing the accuracy of the search results.
The approach implements the FFT, the extraction of candidate songs via lookup table, the assignment
of weights to candidate songs, and the database search [30], while reporting an average accuracy
around 81%.
The authors of [21] proposed an audio fingerprinting algorithm, which improves binary audio
fingerprint matching performance by utilizing auxiliary information. The proposed matching method
is based on Philips robust hash (PRH) for audio signal; Asymmetric Fingerprint Matching for PRH
using the Magnitude Information, which consists of Normalization of the Subband-Energy Difference;
and Fingerprint Matching Based on the Likelihood Ratio Test [21]. The proposed method yields better
performance than the conventional Hamming distance [21].
The authors of [22] proposed an audio fingerprinting constituted by two stages: fingerprinting
and matching. The fingerprinting module uses a log-frequency spectrogram based on the Constant
Q Transform (CQT), and an adaptive thresholding method based on two-dimensional median
filtering [22]. The matching uses the Hamming similarity and the Hough Transform [22]. The reported
accuracy is between 61% and 81%.
The authors of [23] presented a method for the construction of audio fingerprints based on:
maximization of the mutual information across the distortion channel; using the information bottleneck
method to optimize the filters; and quantizers that generate these fingerprints. The method starts
with the application of the short time Fourier transform (STFT), and capturing the Spectral Sub-band
Centroids (SSC) using 16 bins on the Bark scale. The generated features with [23] result in a maximum
accuracy of around 65%.
The authors of [24] implemented an audio fingerprinting algorithm composed by several steps:
downsampling to 5 kHz, segmenting frames every 11.6 ms, applying the FFT, calculating the frequency
bands energies, and finally, calculating the fingerprints. A recall around 98% is reported.
In [25], the authors presented an audio fingerprinting algorithm based on the compressed-domain
spectral entropy as audio features, showing strong robustness against various audio signal distortions
such as recompression, noise interference, echo addition, equalization, band-pass filtering, pitch
shifting, moderate time-scale modification, among others. The algorithm includes four steps: granule
grouping, frequency alignment between long and short windows, coefficients selection and subband
division, and MDCT spectral entropy calculation and fingerprint modelling [25]. It reports an accuracy
above 90%.
In [26], the authors presented the implementation of an audio fingerprinting system, using graphic
processing units (GPUs). The system starts with the extraction of landmarks using FFT, and continues
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with the landmark extraction, lookup, and analysis. The authors explored the use of one thread for
one hash key, and one block for one hash key, reporting an accuracy around 80.96%, when there are
100,000 songs in the database [26].
The authors of [27] proposed a high-performance audio fingerprint extraction method for
identifying TV commercial advertisement. The audio fingerprint extraction consists of a salient
audio peak pair fingerprints based on constant Q transform (CQT). The algorithm obtains the audio
fingerprints through five main steps: preprocessing; application of the CQT; application of the Mean
Subtraction of Logarithmic CQT Spectrum; application of the CQT Based Salient Peak Detection using
forward and Backward Filtering; and finally, application of the Fingerprint Generation using CQT Peak
Pair. The reported recognition accuracy of the method based on CQT, presented in [27], is around 89.8%.
The authors of [16] used a smartphone and create an audio fingerprinting algorithm based on the
joint usage of GPS and acoustic fingerprints. The authors created an audio fingerprinting algorithm
with noise tolerance, assessing it under several conditions [16]. The algorithm starts with the calculation
of the audio sample spectrogram using the STFT, and then calculates audio sample spectrogram using
the Hamming window and a high overlap [16]. Next, it takes only the first 40 frequency bins, as most
of the useful audio features are in that bandwidth, averaging the logarithmic amplitude in each bin [16].
Afterwards, for each frequency bin, a 16-bit fingerprint is calculated [16]. The 16-bits fingerprint is then
stored with the associated frequency and time [16]. For the comparison of the audio fingerprints, the
Hamming distances between each fingerprint are calculated, looking for a minimum [16]. An accuracy
of around 86% is reported.
In [17], the authors proposed an approach to accelerate fingerprinting techniques by skipping the
search for irrelevant sections of the signal and demonstrate its application to the divide and locate (DAL)
audio fingerprint method. The method in DAL starts with the extraction of the time-frequency power
spectral applied for the signals, normalizing each logarithmic power [17]. Afterwards, the normalized
data is decomposed into a number of small time-frequency components of uniform size, and thus,
the computational cost and memory usage are reduced in the fingerprint data [17]. The authors verified
that with a reduced search threshold, the accuracy of the recognition is around 100% [17].
The authors of [18] created a method to analyze and classify daily activities in personal audio
recordings (PARs). The method applies: speech activity detection (SAD), speaker diarization systems,
and computing the number of audio speech and lexical features [18]. It uses a TO-Combo-SAD
(Threshold Optimized Combo SAD) algorithm for separating speech from noise [18]. The Principal
Component Analysis (PCA) is first applied for dimensionality reduction, and then, the remaining
features are supplied to a multi-class support vector machine (SVM) with radial basis function (RBF)
kernel for model training and evaluation [18]. The authors performed recognition of faculty meeting,
research meeting, staff meeting, alone time, and conference call, reporting accuracies between 62.78%
and 84.25% [18].
In [19], the authors proposed an audio fingerprinting method, based on landmarks in the audio
spectrogram. The algorithm is based on the audio hashing of frequency peaks in the spectrogram [19].
It starts with the application of the FFT, thresholding the data, applying a high pass filter, identifying
the local maximums and finding the peaks of the spectrogram [19]. The performance of the algorithm
decreases at higher additive noise in comparison with other algorithms [19], reporting an accuracy
around 96.71%.
In [20], the authors proposed a robust TV advertisement search based on audio fingerprinting
in real environments. This algorithm has several steps, such as preprocessing, logarithmic moduled
complex lapped transform (LMCLT), two-are segmentation using adaptive thresholding based on
median filtering, detection of prominent LMCLT spectral peaks, and fingerprinting generation using
LMCLT peak pair [20]. The method applies adaptive peak-picking thresholding method to extract
more salient and distinct peak pairs for comparing the query fingerprint with the original fingerprints,
and the authors reported an accuracy of 86.5% [20].
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4. Discussion
This review confirms the findings of previous studies related to the use of audio fingerprinting
techniques for identification of the environment related to the different ADLs. We consider that
many of the reviewed works raise important issues regarding the concept of Open Science, including,
but not limited to, Reproducibility and Verifiability of the research results, and Comparability of
similar research. Many of them were evaluated on unpublished data and did not publish their source
code, although when commercial solutions are in perspective, a necessary degree of confidentiality is
understandable. Regarding validation and comparability, only six studies used raw data available
online or published its research data online. Likewise, only three studies presented some parts of the
code used of the experiments. In addition, the studies that used data that is now publicly available,
did not publish the research source code, making the validation of the results and further comparative
research an impossible task. Therefore, we suggest to the audio fingerprinting community to become
better at sharing raw data and algorithms, so as to be able to recreate and evaluate the soundness of
previous studies.
Nevertheless, assuming the results of the presented research studies are comparable, Tables 3–5
present a summary of the Features and Methods ordered by the number of identified studies that use
these features and methods.
Tables 3 and 4 present the distribution of the extracted features and methods implemented in the
analyzed studies, verifying that FFT is one of the most widely used feature extraction method, because
it extracts the frequencies from the audio signal, and the other most used features include thresholding,
normalized Spectral Subband Centroid (SSC), Mel-frequency cepstrum coefficients (MFCC), maximum,
local peaks and landmarks, Shannon entropy, Rényi entropy, MPEG-7 descriptors, Spectral bandwidth,
Spectral flatness measure, Modified discrete cosine transform (MDCT), Constant Q Transform (CQT),
Short-time Fourier transform (STFT), average, and the maximum and minimum. These features
were used in a large part of the analyzed studies [12,14,19,24,26,28–31,33–35,38,49–51], and with them,
the reported accuracy is greater than 80%, as presented in Table 3.
For Tables 3 and 4, the accuracies that are equal or higher than 99% are shown in a different
background color (yellow).
Table 3. Distribution of the features extracted in the studies.
Features Average Accuracyof Features
Number of
Studies
Fast Fourier Transform (FFT) 93.85% 16
Thresholding 90.49% 6
Normalized spectral subband centroid (SSC) 93.44% 5
Mel-frequency cepstrum coefficients (MFCC) 97.30% 4
Maximum 87.57% 3
Local peaks and landmarks 82.32% 3
Shannon entropy 99.10% 2
Rényi entropy 99.10% 2
MPEG-7 descriptors 97.50% 2
Spectral bandwidth 97.10% 2
Spectral flatness measure 97.10% 2
Modified discrete cosine transform (MDCT) 93.00% 2
Constant Q transform (CQT) 85.40% 2
Short-time Fourier transform (STFT) 84.50% 2
Average 83.00% 2
Minimum 83.00% 2
Sum of the spectrum modulus of every frame 100.00% 1
Sum of global spectrum modulus in two stages 100.00% 1
Local energy centroid (LEC) 100.00% 1
Time-frequency power spectral 100.00% 1
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Table 3. Cont.
Features Average Accuracyof Features
Number of
Studies
Long-term logarithmic modified discrete cosine transform (DCT)
modulation coefficients (LMDCT-MC) 99.67% 1
Bit packing 99.20% 1
Spectral band energy 99.20% 1
Spectral crest factor 99.20% 1
Spectral similarity 99.00% 1
Timbral texture 99.00% 1
Band periodicity 99.00% 1
Linear prediction coefficient derived cepstral coefficients (lpccs) 99.00% 1
Zero crossing rate 99.00% 1
Octaves 99.00% 1
Single local description 96.00% 1
Multiple local description 96.00% 1
Chroma vectors 96.00% 1
MP3 signatures 96.00% 1
Time averaging 96.00% 1
Quadratic interpolation 96.00% 1
Sinusoidal quantification 96.00% 1
Frequency-axial discretization 96.00% 1
Time-axial warping 96.00% 1
Logarithmic moduled complex lapped transform spectral peaks 86.50% 1
Correlation coefficient 70.00% 1
Matching score 70.00% 1
Table 4. Distribution of the methods implemented in the studies.
Methods Average Accuracyof Methods
Number of
Studies
Other methods 90.78% 15
Two level search algorithm 99.84% 2
Likelihood estimation 97.10% 3
Principal Component Analysis (PCA) 90.13% 2
Hamming distances between each fingerprint 83.50% 2
Streaming audio fingerprinting (SAF) 100.00% 1
Human auditory system (HAS) 100.00% 1
Divide and locate (DAL) 100.00% 1
Gaussian mixture models (GMM) modelling 99.20% 1
Local discriminant bases (LDBS)-based automated multigroup audio
classification system 99.00% 1
Linear discriminant analysis (LDA) 99.00% 1
Local maximum chroma energy (LMCE) 99.00% 1
Expanded hash table lookup method 97.40% 1
Query Context (QUC)-tree 96.00% 1
Improved Real-Time TV-channel Recognition (IRTR) 95.00% 1
Sub-Nyquist fudio fingerprinting system 93.43% 1
Logarithmic moduled complex lapped transform (LMCLT) peak pair 86.50% 1
TO-Combo-SAD (Threshold Optimized Combo SAD) algorithm 84.25% 1
Support vector machine (SVM) 84.25% 1
Hough Transform between each fingerprint 81.00% 1
Masked audio spectral keypoints (MASK) 58.00% 1
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On the other hand, as verified in Table 4, a large part of the analyzed
studies [12,14,19,24,26,28–31,33–35,38,49–51] do not mention the name of the method applied,
presenting only the features used. Regarding the undifferentiated methods, the most used methods are
the two level search algorithm, the likelihood estimation, the Principal Component Analysis (PCA),
and the Hamming distances between each fingerprint, reporting accuracies also higher than 80%.
Table 5 presents in a matrix format, the average of the averages of the accuracies in Methods vs.
its Features. This table is a mere comparison exercise, as there are not enough studies to sustain a valid
analysis of the use of different features with different methods. On the other hand, this table assumes
that these results are comparable, and moreover, that any method or algorithm can be used with any
set of features, which of course, is a very wide, and possibly not true assumption. Nevertheless, Table 5
shows, in a colored background the match between features and methods. For example, for method
SAF (Streaming Audio Fingerprinting) the set of used features are Fast Fourier Transform, Thresholds
and Energy bands, whose mean accuracies in the found studies are not higher than 99%. Also,
for example for the method GMM (Gaussian Mixture Models Modelling), besides the 4 highlighted
features that were used, this method uses additionally 5 other sets of features.
Taking Table 5 into consideration, one can identify Shannon’s Entropy as the feature that is most
used in the most accurate number of studies. Arguably, this table may propose new combinations of
features and methods that can be used to devise audio-fingerprinting solutions.
For a particular use, the methods to be implemented must be chosen according to their complexity,
the computational power of the use case scenario, and to the purpose of its intended use. This review is
focused on the use of mobile devices, but only three of the reviewed works argue that they use methods
that need low resources (see Table 1). Only 19 studies compared the implemented methods with other
methods published in the literature and present their accuracy, claiming an increased accuracy in the
recognition of the environment using audio fingerprinting.
According to the results of this review, the use of the mobile devices for the application of audio
fingerprinting techniques is limited, because of the restrictions these devices impose, i.e., low power
processing and battery capacity. Thus, only 10 of the analyzed studies utilize mobile devices with local
processing or server-side processing of the data acquired from the mobile devices. In the case of the
server-side processing, the use of the mobile devices implies a constant and stable network connection,
which is not a trivial requirement both from technical perspective, but also because of battery life
implications. To some extent, the using Fog and Mist Computing paradigms could overcome the
challenges of the client-server architectures. The creation of lightweight techniques should be explored,
as they could be executed on mobile devices (i.e., edge-nodes). The models could be recalibrated
offline on the server occasionally, and then, as pre-trained models to be seamlessly redeployed on
mobile devices.
In conclusion, only one of the reviewed studies [38] can achieve reliable performance with reduced
computational cost and memory usage. It utilizes the FFT implementation in the CUFFT library, divide
and locate (DAL) audio fingerprint method, and sub-fingerprint masking based on the predominant
pitch extraction methods. However, other methods could be implemented on mobile devices with
some restrictions. Nonetheless, they could be amended to utilize more lightweight implementations of
the underlying libraries, or by sacrificing floating point precision, for instance.
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Table 5. Potential accuracies for the top most accurate methods vs. top most mean accurate features (mean accuracies equal or higher than 99%, according to its
authors).
SAF HAS DAL TLS GMM LDBS LDA LMCE
100.00% 100.00% 100.00% 99.84% 99.20% 99.00% 99.00% 99.00%
Local energy centroid (LEC) 100.00% 100.00% 100.00% 100.00% 99.92% 99.60% 99.50% 99.50% 99.50%
Sum of global spectrum modulus in two stages 100.00% 100.00% 100.00% 100.00% 99.92% 99.60% 99.50% 99.50% 99.50%
Sum of the spectrum modulus of every frame 100.00% 100.00% 100.00% 100.00% 99.92% 99.60% 99.50% 99.50% 99.50%
Time-frequency power spectral 100.00% 100.00% 100.00% 100.00% 99.92% 99.60% 99.50% 99.50% 99.50%
Long-term logarithmic modified discrete cosine transform (DCT)
modulation coefficients (LMDCT-MC) 99.67% 99.84% 99.84% 99.84% 99.76% 99.44% 99.34% 99.34% 99.34%
Bit packing 99.20% 99.60% 99.60% 99.60% 99.52% 99.20% 99.10% 99.10% 99.10%
Spectral band energy 99.20% 99.60% 99.60% 99.60% 99.52% 99.20% 99.10% 99.10% 99.10%
Spectral crest factor 99.20% 99.60% 99.60% 99.60% 99.52% 99.20% 99.10% 99.10% 99.10%
Rényi entropy 99.10% 99.55% 99.55% 99.55% 99.47% 99.15% 99.05% 99.05% 99.05%
Shannon entropy 99.10% 99.55% 99.55% 99.55% 99.47% 99.15% 99.05% 99.05% 99.05%
Band periodicity 99.00% 99.50% 99.50% 99.50% 99.42% 99.10% 99.00% 99.00% 99.00%
Linear prediction coefficient derived cepstral coefficients (lpccs) 99.00% 99.50% 99.50% 99.50% 99.42% 99.10% 99.00% 99.00% 99.00%
Octaves 99.00% 99.50% 99.50% 99.50% 99.42% 99.10% 99.00% 99.00% 99.00%
Spectral similarity 99.00% 99.50% 99.50% 99.50% 99.42% 99.10% 99.00% 99.00% 99.00%
Timbral texture 99.00% 99.50% 99.50% 99.50% 99.42% 99.10% 99.00% 99.00% 99.00%
Zero crossing rate 99.00% 99.50% 99.50% 99.50% 99.42% 99.10% 99.00% 99.00% 99.00%
 
Table 5. Potential accuracies for the top most accurate methods vs top most 
mean accurate features 
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5. Conclusions
This review identified and described the methodologies used for audio fingerprinting that can
be applied to mobile technologies. Forty-seven studies were examined and the main findings are
summarized as follows:
• (RQ1) the audio fingerprinting is defined as the ability to recognize the scenario in which a given
audio was collected and involved in, based on various methods.
• (RQ2) Several techniques have been applied to implement audio fingerprinting methods,
including Fast Fourier Transform (FFT). Support Vector Machine (SVM), QUery Context
(QUC)-tree, spectral subband centroid (SSC), Streaming Audio Fingerprinting (SAF), Human
Auditory System (HAS), Gaussian mixture models (GMM) modelling, likelihood estimation,
linear discriminant analysis (LDA), Compressive Sampling (CS) theory, Philips robust hash (PRH),
Asymmetric Fingerprint Matching, and TO-Combo-SAD (Threshold Optimized Combo SAD).
These techniques yield high accuracy, and the use of mobile devices does not influence the
predictive performance, allowing the use of these techniques anywhere, anytime.
• (RQ3) All of the methods presented in RQ2 can be implemented on mobile devices, but the
methods that require lower computational resources are FFT with the CUFFT library, divide and
locate (DAL) audio fingerprint method, and sub-fingerprint masking based on the predominant
pitch extraction.
In addition, this review highlights the application of audio fingerprinting techniques on mobile
or other devices with limited computational and battery resources. Some limitations of this review
should be mentioned. First, the authors chose to exclude studies that are not focused on audio
fingerprinting techniques. Second, the studies that do not utilize mobile devices have been excluded.
These exclusions were performed with the analysis of the abstract and then, the full text of the papers.
Finally, only English-language publications were included.
Based on the analysis, we conclude that the most used methods are undifferentiated
methods, two level search algorithms, likelihood estimation, Principal Component Analysis (PCA),
and Hamming distances between each fingerprint. The conclusion is that the use of statistical methods
reports results with an accuracy higher than 80%. Furthermore, the most used features are Fast
Fourier Transform (FFT), Thresholding, normalized spectral subband centroid (SSC), Mel-frequency
cepstrum coefficients (MFCC), maximum, local peaks and landmarks, Shannon entropy, Rényi entropy,
MPEG-7 descriptors, Spectral bandwidth, Spectral flatness measure. Modified discrete cosine transform
(MDCT), Constant Q Transform (CQT), Short-time Fourier transform (STFT), average, and minimum,
which also result in accuracies greater than 80%.
As future work, the extraction of features based on audio fingerprinting will be implemented in
order to develop a system for the recognition of ADLs and their environments, presented in [9–11].
As presented in Table 3, the accuracy is always higher than 80%. Then, we should consider the most
used features, including FFT, MFCC, average, maximum, and minimum, in order to better handle the
recognition of the environment. The implementation of this framework is part of the development of a
personal digital life coach [4].
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Abstract: Sensors available on mobile devices allow the automatic identification of Activities of 
Daily Living (ADL). This paper describes an approach for the creation of a framework for the 
identification of ADL, taking into account several concepts, including data acquisition, data 
processing, data fusion, and pattern recognition. These concepts can be mapped onto different 
modules of the framework. The proposed framework should perform the identification of ADL 
without Internet connection, performing these tasks locally on the mobile device, taking in account 
the hardware and software limitations of these devices. The main purpose of this paper is to present 
a new approach for the creation of a framework for the recognition of ADL, analyzing the allowed 
sensors available in the mobile devices, and the existing methods available in the literature. 
Keywords: Activities of Daily Living (ADL); environment; sensors; mobile devices; framework; data 
acquisition; data processing; data fusion; pattern recognition; machine learning 
 
1. Introduction 
Sensors embedded in off-the-shelf mobile devices, e.g., accelerometers, gyroscopes, 
magnetometers, microphones, and Global Positioning System (GPS) receivers [1], may be used in the 
development of algorithms for the recognition of Activities of Daily Living (ADL) [2] and the 
environments in which they are carried out. These algorithms are part of the development of a 
Personal Digital Life Coach (PDLC) [3]. According to [3], a PDLC “(…) will monitor our actions and 
activities, be able to recognize its user state of mind, and propose measures that not only will allow 
the user to achieve his/her stated goals, but also to act as an intermediate health and well-being agent 
between the user and his/her immediate care givers (…)”. This work is related to the development of 
ambient assisted living (AAL) systems, and, due to the increasing demands in our society, it is a field 
with high importance [4]. Due to recent advances in technology, there is an increasing number of 




Multi-sensor data fusion in mobile devices for the identification of Activities of Daily Living 
 82 
 
Sensors 2018, 18, 640 2 of 22 
 
plethora of situations by using AAL technologies, including mobile devices and smart environments 
[5]. 
Multi-sensor data fusion technologies may be implemented with mobile devices, because they 
incorporate several sensors, such as motion sensors, magnetic/mechanical sensors, acoustic sensors, 
and location sensors [6], improving the accuracy of the recognition of several types of activities, e.g., 
walking, running, going downstairs, going upstairs, watching TV, and standing, and environments, 
e.g., bar, classroom, gym, library, kitchen, street, hall, living room, and bedroom. The selection of the 
activities and environments that will be included in the framework was based in the activities 
previously recognized with best accuracies, and, in the case of the environments, there are a lack of 
studies related to the environment recognition, taking into account some of the environments 
previously recognized and the most common environments [7]. The recognition of ADL may be 
performed with motion, magnetic/mechanical and location sensors, and the environments may be 
recognized with acoustic sensors. In order to improve the recognition of the ADL, the environment 
recognized may be fused with the other features extracted from the other sensors. 
In accordance with previous works [6,8,9], the main motivation of this paper is to present the 
architecture of a framework for the recognition of ADL and their environments, which takes 
advantage of the use of a wide set of sensors available in a mobile device, also aiming at reducing the 
current complexity and constraints in the development of these systems. The test and validation of this 
framework is currently the subject of another step of this research plan [9], which includes the acquisition 
of a dataset that contains approximately 2.7 hours of data collected from the accelerometer, 
gyroscope, magnetometer, microphone and GPS receiver, related to each activity and environment. 
During the collection phase, the data were acquired with the mobile device located in the front pocket 
of the trousers by 25 subjects aged between 16 and 60 years old and different lifestyles (10 mainly 
active and 15 mainly sedentary) and gender (10 female and 15 male). The activities performed and 
the environments frequented were labelled by the user. The subjects used their personal mobile 
phones with their applications running, where the mainly used device was a BQ Aquarius device 
[10]. 
The identification of ADL and environments using sensors has been studied during the last 
years, and several methods and frameworks [11–16] have been implemented using smartphones. 
However, this is a complex problem that should be separated into different stages, such as data 
acquisition, processing, and fusion; and artificial intelligence systems. The frameworks developed in 
previous studies are commonly only focused on some specific parts of the problem. For example, the 
Acquisition Cost-Aware QUery Adaptation (ACQUA) framework [17] has been designed for data 
acquisition and data processing, but it does not include all the steps needed for data processing. 
There are no predefined standards for the creation of a framework for the recognition of the 
ADL [18–20], and the most implemented methods for the recognition of ADL are related to the use 
of motion sensors. However, there are methods and sensors that can be fused for the creation of a 
structured framework as a holistic approach to the identification of the ADL and environments 
presented in this paper. 
Around the concept of sensors’ data fusion, the selection of the sensors to use is the first step for 
the creation of the framework, defining a method for the acquisition of the data, and, consequently, 
their processing. The processing of the data includes data cleaning, data imputation, and extraction 
of the features. Data segmentation techniques are not considered, as this study was designed for local 
execution on mobile devices and, due to the low memory and power processing restrictions of these 
devices, only a short sample of the sensors’ data can be used (initial research points to 5 s samples). 
This strategy makes it unsuitable to apply data segmentation techniques while still making it possible 
to deploy the framework in scarce resource devices. The final step in the proposed framework is the 
selection of the best features, and then the application of artificial intelligence techniques, i.e., the 
implementation of three types of Artificial Neural Networks (ANN), such as Multilayer Perceptron 
(MLP) with Backpropagation, Feedforward Neural Networks (FNN) with Backpropagation and 
Deep Neural Networks (DNN), in order to choose the best method for the accurate recognition of the 
ADL and the environments. 
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The remaining sections of this paper are organized as follows: Section 2 presents the state of the 
art in this topic, presenting a set of methods for each module/stage. Section 3 presents the framework 
for the identification of ADL using the sensors available in off-the-shelf mobile devices, the sensors 
and the methods that may be used. Section 4 presents a discussion and conclusions about the new 
approach proposed. 
2. Related Work 
Following previous research works related to the identification of ADL and the environment in 
which they are carried out, this Section reviews the state of the art on the sensors available on mobile 
devices (Section 2.1), data acquisition (Section 2.2), processing (Section 2.3), fusion (Section 2.4), 
artificial intelligence techniques (Section 2.5), and, finally, in Section 2.6, the methods to merge 
sensors’ data with users’ agenda. 
2.1. Sensors 
Sensors are small components that allow the acquisition of data when they are excited 
responding to stimuli, often external to the device. Available in many mobile devices, namely, in 
smartphones, sensors can be used to infer an ADL, and the combination of the data from multiple 
sensors can increase the efficiency of ADL identification, and environment recognition [9]. The 
number and types of sensors available on mobile devices is different for each mobile platform. In 
general, the sensors available in mobile devices are magnetic/mechanical sensors, environmental 
sensors, location sensors, motion sensors, imaging/video sensors, proximity sensors, acoustic sensors, 
optical sensors, and force sensors, being able to capture different types of signals, such as electrical, 
mechanical, acoustic and others [1,21]. 
Based on the classification presented in [6], sensors available on Android devices include 
microphones, accelerometers, gyroscopes, magnetometers, altimeters, humidity sensors, ambient 
light sensors, temperature sensors, GPS receivers, touch screens, microphones, and cameras [22,23]. 
In addition to platform-dependent restrictions in the use of sensors, the hardware differences 
between devices can influence the availability of specific sensors. Thus, the sensors available in most 
of the mobile devices, presented in Table 1, are the accelerometer, the gyroscope, the magnetometer, 
the GPS, the microphone, the touch screen, and the camera. 
Table 1. List of sensors available in mobile devices. 





Present in most models 
Magnetic/mechanical sensors Magnetometer Present in most models 
Location sensors GPS Always present 
Acoustic sensors Microphone Always present 
Force sensors Touch screen Always present 
Imaging/video sensors Camera Always present 
2.2. Data Acquisition 
Data acquisition consists in the process of receiving the different types of data from the sensors 
available in the mobile devices. There are some possible problems that occur during the data 
acquisition process, including the influence of the unpredictable and uncontrolled external 
environment, the variability of the sampling rate of sensors, the number of tasks performed by the 
mobile device during the data acquisition, and the variability of the sensors chosen as input for a 
given developed framework [24]. Related to the variability of the position of the smartphone when 
carried by a user, to the best of the authors’ knowledge, there are no studies that solve this issue. As 
a standard method was not previously defined for the correct data acquisition and processing, and 
the sensors and capabilities of the mobile devices are different between manufacturers, the authors 
assumed that the results are nonetheless comparable. 
 
Table 1. List of sensors available in mobile devices 
2. Related Work 
 
 
Multi-sensor data fusion in mobile devices for the identification of Activities of Daily Living 
 84 
 
Sensors 2018, 18, 640 4 of 22 
 
In order to improve the data acquisition process, several frameworks have been developed, 
including Acquisition Cost-Aware QUery Adaptation (ACQUA) framework [17], Orchestrator 
framework [25], ErdOS framework [26], LittleRock prototype [27], Jigsaw continuous sensing engine 
[28], SociableSense framework [29], Continuous Hand Gestures (CHG) technique [30], and Barbie-Q 
(BBQ) approach [31]. 
The ACQUA framework allows to control the order of data acquisition, the correct segments of 
the data requested, the calibration of the data acquisition rates, the packet sizes and radio 
characteristics, the adaptation of the dynamic changes in query selective properties, and the support 
of multiple queries and heterogeneous time window semantics from all the sensors available in 
mobile devices, reducing the energy consumption of the real-time data acquisition [17]. 
The Orchestrator framework promotes the distributed execution of data acquisition using 
several mobile devices, and all devices execute a part of the data processing, avoiding to reduce the 
requirements related to the processing power and energy consumption [25]. 
The same purpose of Orchestrator framework is achieved from ErdOS framework and 
LittleRock prototype, distributing the data acquisition and processing processes by all resources 
available in the devices used, and reducing the energy needed to process the data collected from all 
sensors [26,27]. 
The Jigsaw continuous sensing engine implements a method to control the different sample 
rates, adapting the data acquisition and processing for the different capabilities of the sensors [28]. 
The SociableSense framework has a mechanism to adapt the different sample rates of all sensors 
used and it is a cloud-based framework, reducing the local data processing, but restricting the use of 
the framework to the availability of the Internet connection [29]. 
The authors of [30] implemented a CHG technique for the data acquisition with Windows 
Phone-based smartphones and low processing capabilities, capturing accelerometer and gyroscope 
data, storing the sensory data in the smartphone memory. 
The BBQ framework applies a multi-dimensional Gaussian probability density function from all 
the sensors, inferring the order of the data acquisition with conditional probabilities [31]. 
The data acquisition process implemented in mobile devices may be performed without the use 
of frameworks, improving only the data processing according to the different resource capabilities. 
The authors of [32–35] implement the data acquisition process from accelerometer data in Apple 
iPhone and Android-based smartphones for the identification of several activities, including driving, 
walking, sitting, standing, running, and jumping activities. The authors of [36] implemented a Cursor 
Movement Algorithm to detect several activities, capturing the real-time data from the accelerometer 
and storing them into a local database in the mobile device. 
Table 2 presents a summary of the data acquisition methods and their main characteristics for 
further implementation in the proposed new approach. 
Table 2. Summary of the data acquisition methods. 
Methods: Advantages: 
ACQUA framework [17] 
Controls of the order of the data acquisition; 
Controls the correct segments of the data requested; 
Controls the calibration of the data acquisition rates; 
Controls the packet sizes and radio characteristics; 
Controls the adaptation of the dynamic changes in query selective 
properties; 
Controls the support of multiple queries and heterogeneous time 
window semantics; 
Adapted for low processing, memory, and energy capabilities. 
Orchestrator framework [25] 
Distributed execution of the data acquisition using several mobile 
devices; 
Adapted for low processing, memory, and energy capabilities. 
ErdOS framework [26] 
Distributed execution of the data acquisition using several mobile 
devices; 
Adapted for low processing, memory, and energy capabilities. 
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LittleRock prototype [27] Adapted for low processing, memory, and energy capabilities. 
Jigsaw continuous sensing 
engine [28] 
Controls the different sample rates; 
Adapted for low processing, memory, and energy capabilities. 
SociableSense framework [29] 
Cloud-based framework; 
Needs a constant Internet connection; 
Adapted for low processing, memory, and energy capabilities. 
CHG technique [30] 
Stores the sensory data in the smartphone memory; 
Adapted for low processing, and energy capabilities. 
BBQ framework [31] 
Uses a multi-dimensional Gaussian probability density function 
from all sensors; 
Adapted for low processing, memory, and energy capabilities. 
Cursor movement algorithm 
[36] 
Stores the sensory data in the smartphone memory; 
Adapted for low processing, and energy capabilities. 
No framework Adapted for low processing, memory, and energy capabilities. 
2.3. Data Processing 
After the data acquisition process, the sensors’ data should be processed in order to prepare the 
data for the fusion from the chosen set of sensors, and, consequently, the application of the methods 
for ADL recognition. First, data processing should validate the integrity and quality of the data, and, 
then, applying data cleaning and/or data imputation techniques [37], in order to make this data 
available for the next stage in the processing pipeline of the framework. However, data processing 
depends on the environmental conditions, the types of sensors and data, the events of sensor failures, 
and the capabilities of the mobile devices [38]. Several techniques have been developed to reduce the 
memory and energy consumption of the data processing techniques. Other issues related to sensor 
drifting and generic noise are not specifically addressed in this paper, despite recognizing that 
sensors’ calibration and drift compensation may improve the outcomes of automatic recognition 
algorithms. Nevertheless, the application of data cleaning techniques mentioned in Section 2.3.1, and 
data imputation techniques mentioned in Section 2.3.2 may reduce the impact of drift and noise. 
Additionally, both the limited acquisition time used in the proposed framework and the fusion of 
data from different sensors, as discussed in [39], help in reducing the aforementioned effects. For each 
sensor data capture, we show that the use of only 5 s of sensors’ data is sufficient for the recognition 
of ADL and the environment. As a consequence the risk of failure in data acquisition or data 
corruption over such a short time may be assumed negligible. 
The ACQUA framework is also used to optimize the data processing, by automated storage and 
retrieval system (ASRS) algorithms [17]. Other studies have presented approaches to adapt the data 
processing methods to the low capabilities of the mobile devices, processing the data after splitting 
or using methods with limited resources needed [24,40–42]. 
The use of data cleaning methods, presented in Section 2.3.1, is important to decrease the 
influence of the environmental conditions noise or systems failures. In order to improve the results, 
when the data acquisition fails, Section 2.3.2 presents the possible data imputation methods to correct 
the data acquired. However, these methods are not addressed by the proposed framework for the 
identification of ADL and their environments, assuming that the data acquired is sufficient for the 
extraction of several features from the, presenting the feature extraction methods and possible 
features to extract, in Section 2.3.3. 
2.3.1. Data Cleaning 
Data cleaning consists in the identification of the incorrect values, removing outlier values and 
smoothing and filtering the invalid values obtained during the data acquisition process, commonly 
considered as noisy values [43–45]. Using data cleaning methods, the influence of the environmental 
conditions, the mobile device position, and system failures occurred during the data acquisition 
process is reduced. The efficiency of these methods depends on the type of data acquired and 
spatiotemporal characteristics of the data acquired. 
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The authors of [46] proposed a weighted moving average (WMA) algorithm that collects the 
sensors’ data and computes the weighted moving average, applying the WMA filter for the 
normalization and cleaning of the sensors’ data. 
Three types of filters are used for the motion and magnetic/mechanical sensors: the low-pass 
filter (LPF), the high pass filter (HPF), and the KALMAN filter [47,48]. The WMA filter and the 
different types of Fourier transforms, such as Discrete Fourier Transform (DFT), Inverse Discrete 
Fourier Transform (IDFT), and Fast Fourier Transform (FFT) are also used to filter the acoustic data 
[49,50]. 
Table 3 presents a summary of the data cleaning methods related to the different types of 
sensors, discussed in section 2.1. Concerning the implementation in the development of a framework 
for the identification of ADL and their environments, it can be seen that the LPF is commonly used 
in motion and magnetic sensors, the most used technique for acoustic sensors is the FFT and that the 
filtering techniques are not important for location, force and imaging sensors because of the nature 
of the values these sensors return. 
Table 3. Relation between the types of sensors and the data cleaning techniques allowed. 
Types of Sensors: Data Cleaning Techniques: 
Motion sensors; 
Magnetic/mechanical sensors. 
Low-Pass Filter; High-Pass Filter; KALMAN Filter; Weighted 
moving average (WMA) algorithm; Moving average filter. 
Location sensors 
The data cleaning technique is not important for this type of data 
acquired. 
Acoustic sensors Moving average filter; Discrete Fourier Transform (DFT); Inverse 
Discrete Fourier Transform (IDFT); Fast Fourier Transform (FFT). 
Force sensors 
Imaging/video sensors 
The data cleaning technique is not important for this type of data 
acquired. 
2.3.2. Data Imputation 
During the data processing, the verification of the existence of faulty data is performed to flag 
that some values are missing in some instants of the acquired data time series. The data imputation 
methods are mainly used for motion sensors and magnetic/mechanical sensors. However, for the 
development of the new approach of the framework for the identification of ADL and their 
environments, the data imputation techniques were not considered, assuming that data acquired by 
the sensors is complete. Thus, in this section, the best methods for data imputation will be presented 
based on a literature review. 
Faulty data may have different types that can be classified as Missing Completely At Random 
(MCAR), Missing At Random (MAR) and Missing Not At Random (MNAR) [51]. When the faulty 
data is randomly distributed during the time interval for the data acquisition, the classification of this 
data is MCAR. The other types of faulty data are MAR, verified when the faulty data is randomly 
distributed by different subsets of the data acquired, and MNAR, and verified when the faulty data 
is distributed by defined instants of the data acquisition. 
The K-Nearest Neighbor (k-NN) method is one of the most used methods for data imputation 
of data acquired from motion, and magnetic/mechanical sensors [52–55]. The k-NN method has 
several variants that can be used for data imputation, such as MKNNimpute (K-nearest neighbor 
imputation method based on Mahalanobis distance), SKNNimpute (sequential K-nearest neighbor 
method-based imputation), and KNNimpute (K-nearest neighbor imputation) [52,53]. 
The clustering techniques are also used for the data imputation, including K-means clustering, 
K-means-based imputation, and fuzzy C-means clustering imputation [51,56,57], which are 
implement in the Imputation Tree (ITree) method presented in [51]. 
There are other methods related to data imputation, including multiple imputation [58], hot/cold 
imputation [59], maximum likelihood [60], Bayesian estimation [60], expectation maximization 
[54,61,62], discarding instances [18], pairwise deletion [18], unconditional mean imputation [18], 
conditional mean imputation [18], hot deck imputation [18], cold deck imputation [18], substitution 
method [18], linear regression [18], logistic regression [18], expectation-maximization (EM) algorithm 
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[18], probabilistic neural networks [18], fuzzy min–max neural networks [18], general regression auto 
associative neural network [18], tree-based methods [18], multi-matrices factorization model (MMF) 
[63], mean imputation (MEI) [54,62], Multivariate Imputation by Chained Equations (MICE) [54,62], 
Fourier method [62], and Fourier and lagged k-NN combined system (FLk-NN) [54,62,64]. 
In general, these methods can be applied to data collection from motion and 
magnetic/mechanical sensors. Data imputation methods can also be applied to the acoustic data, 
being the more common the k-NN methods and singular value decomposition (SVD) algorithms [65]. 
As the data imputation methods should be able to impute the empty instances of the data 
acquired by motion and magnetic/mechanical sensors, the methods that are able to be used with this 
purpose are MEI, EM, MICE, and FLk-NN [54]. However, k-NN can be applied with the comparison 
between the history of the data acquisition that is similar to the data acquired in the stream with 
faulty values [54]. It emerges from the reviewed literature that data imputation may be avoided for 
acoustic and location sensors, because of the slow variability of their signals. 
2.3.3. Feature Extraction 
The correct definition of the features extracted from the sensors’ data increases the accuracy of 
the identification of ADL and their environments. This definition depends on the types of sensors 
and the data acquired, but also on the purpose of their final use. 
For the correct extraction of the features for the motion and magnetic/mechanical sensors’ data, 
the Euclidean norm for each instant of outputs from the sensors defined as magnitude of vector (MV). 
Thus, the features that should be extracted from the motion and magnetic/mechanical sensors are the 
mean for each axis [66–69], variance of MV [70,71], mean of MV [67,70–75], median of MV [70,74], 
maximum of MV [66,70,71,73], minimum of MV [66,70,71,73], standard deviation of MV [66,67, 
70–75], Root Mean Square (RMS) of MV [66,70], average of peak frequency (APF) of each axis [66], 
maximum of each axis [66,69,74], minimum of each axis [66,69,74], standard deviation of each axis 
[66,68,69], RMS of each axis [66], cross-axis signals correlation [66,67,69,73,76], Fast Fourier Transform 
(FFT) spectral energy [70,76], frequency domain entropy [76], FFT coefficients [70,73], logarithm of 
FFT [76], skewness of each axis [67], kurtosis of each axis [67], average absolute deviation of each axis 
[67], time between peaks [72], Interquartile range of MV [71,73], skewness of MV [71], kurtosis of MV 
[71], wavelet energy of MV [73], average of peak values [77], average of peak rising time [77], average 
of peak fall time [77], average time per sample [77], average time between peaks [77], slope for each 
axis [74], binned distribution for each axis [68], percentiles of MV [75], and zero crossing rate for each 
axis [69]. 
Related to the motion and magnetic/mechanical sensors’ data, the most used features are mean, 
standard deviation, maximum, minimum, median, correlation, variance, and FFT spectral energy of 
MV. 
For the correct extraction of the features for the acoustic sensors’ data, the features that should 
be extracted are average [78], thresholding [78], minimum [78], maximum [78], distance [78], and 
MFCC (Mel-frequency cepstrum coefficients) [79,80]. 
For the location sensors, the feature that should be extracted is the distance travelled between a 
time interval, in order to identify ADL with high distance travelled. The distance between two points 
captured by a GPS receiver is the ellipsoidal distance, because the two points are acquired in the 
geodetic coordinate system, where the calculation of this distance is measured with the Vincenty 
formula [81–83]. 
Table 4 presents a summary of the features extracted for each type of sensors presented in the 
Section 2.1, for further implementation the in new approach for the development of a framework for 
the identification of ADL and their environments. 
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Table 4. Relation between sensors and extracted features. 




Mean [67,70–75], average of peak frequency (APF) [66],  
maximum [66,70,71,73], minimum [66,70,71,73], standard deviation [66,67, 
70–75], Root Mean Square (RMS) [66,70], cross-axis signals correlation 
[66,67,69,73,76], skewness [67], kurtosis [67], average absolute deviation [67], 
slope [74], binned distribution [68], and zero crossing rate for each axis [69]; 
Mean [67,70–75], median [70,74], variance [70,71], maximum [66,70,71,73], 
minimum [66,70,71,73], standard deviation [66,67,70–75], Root Mean Square 
(RMS) [66,70], Fast Fourier Transform (FFT) spectral energy [70,76], frequency 
domain entropy [76], FFT coefficients [70,73], logarithm of FFT [76], 
Interquartile range [71,73], skewness [67], kurtosis [67], wavelet energy [73], 
and percentiles of MV [75]; Time between peaks [72], average of peak values 
[77], average of peak rising time [77], average of peak fall time [77], average 
time between peaks [77]. 
Location sensors Distance between two points. 
Acoustic sensors 
Average [78], Thresholding [78], Minimum [78], Maximum [78], Distance [78], 
MFCC (Mel-frequency cepstrum coefficients) [79,80]. 
Force sensors; 
Imaging/video sensors. 
These sensors are not useful for the development of the framework for the 
Identification of ADL and their environments. 
2.4. Data Fusion 
After the extraction of the features, the data acquired from all sensors should be fused to improve 
the accuracy of the ADL identification and their environments in the new approach for the framework 
proposed in this study [11]. The data fusion methods implemented should be related with the final 
purpose of the framework presented in Section 2.6. 
Based on the literature studies presented by several authors [12,20,84,85], the data fusion 
methods are grouped in four categories [12,84,85]. These are: probabilistic methods, statistical 
methods, knowledge base theory methods and evidence reasoning methods. 
The probabilistic methods [12,20,84,85] include Bayesian analysis methods, maximum likelihood 
methods, state-space models, evidential reasoning, possibility theory, Kalman Filter [86,87], Particle 
filtering, k-Nearest Neighbor (k-NN), k-Means, optimal theory, uncertainty ellipsoids, Gaussian 
mixture model (GMM), weighted averages, and regularization. 
The statistical methods [12,84,85] for data fusion include covariance intersection, cross-
covariance, and other robust statistics. However, other statistical methods used for data fusion are 
dynamic time warping (DTW) [88], which measures the similarity between two temporal sequences, 
based on the raw data or the features extracted. 
The knowledge base theory methods [12,20,84,85,89] for data fusion include Artificial Neural 
Networks (ANN), Support Vector Machines (SVM), Decision Trees, Deep Learning, Long Short Term 
Memory (LSTM) Recurrent Neural Networks (RNN), Fuzzy Logic, Topic models, and Genetics 
Algorithms. 
The evidence reasoning methods [12,84,85] for data fusion include evidence theory, Bayesian 
network, Dempster-Shafer, and recursive operators. 
Based on these categories of data fusion methods, several implementations have been performed 
and presented in several studies for the identification of a plethora of a real-life activities and 
environments. The Rao-Blackwellization unscented Kalman filter (RBUKF) [90] was implemented to 
fuse the data acquired from a compass, a gyroscope, and a GPS receiver. The Kalman filter was used 
to fuse the data acquired from the GPS receiver and the gyroscope in order to support a navigation 
system [91]. The Naïve Bayes classifier is used to fuse the data acquired from acoustic, accelerometer 
and GPS sensors to recognize different situations during daily life [92]. The Autoregressive-
Correlated Gaussian Model was implemented in the KNOWME system [93]. Bayesian analysis and 
Kalman filter where used to data acquired from the several sensors available in mobile devices for 
the identification of the ADL [94]. The CHRONIOUS system implements several methods to 
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recognize several ADL, such as Support Vector Machine (SVM), random forests, Artificial Neural 
Networks (ANN), decision trees, decision tables, and Naïve Bayes classifier, in order to fuse the data 
collection from several sensors available in mobile devices [95]. In [96], the authors used the empirical 
mode decomposition (EMD) applied to the inertial sensors available in a mobile device, including 
accelerometer, gyroscope, and magnetometer, for the identification of several ADL. The authors of 
[97] implements several methods for data fusion, including SVM, random forest, hidden Markov 
models (HMMs), conditional random fields (CRFs), Fisher kernel learning (FKL), and ANN for 
several sensors, such as Accelerometer, RFID, and Vital monitoring sensors for the correct 
identification of ADL. 
Table 5 presents a summary of the data fusion methods that can be applied for each type of 
sensors presented in Section 2.1, for further implementation in a new approach for the development 
of a framework for the identification of ADL and their environments. 
Table 5. Relation between the different types of sensors and some data fusion methods. 











Support Vector Machine (SVM); 
Random Forests; 
Artificial Neural Networks (ANN); 
Decision Trees; 
Naïve Bayes classifier; 
Bayesian analysis; 
Kalman Filter; 
k-Nearest Neighbor (k-NN); 
Least squares-based estimation methods; 
Optimal Theory; 




These sensors are not useful for the development of the framework for the 
Identification of ADL and their environments. 
2.5. Identification of Activities of Daily Living 
The definition of the methods for ADL identification represents the final module of the new 
proposed framework, presented in Figure 1. The identification of the ADL and their environments 
depends on the sensors’ data used, therefore, if a method uses the data acquired from motion and/or 
magnetic/mechanical sensors, it will probably be used to identify the ADL. If a method uses the data 
acquired from acoustic sensors, it will probably be used to identify the external environments. 
Finally, if the implemented method uses the location sensors, it is probably identifying activities with 
fast movement, e.g., driving, or it is probably trying to identify the place where the ADL is performed. 
In general, the identification of ADL is performed at the same time of the data fusion, because the 
methods use the same techniques. 
The machine learning is a set of several techniques for artificial intelligence, including the 
techniques for the identification of ADL and their environments. The concept of machine learning 
will be presented in the Section 2.5.1. In Section 2.5.2, the pattern recognition methods are presented, 
which consists in a subset of the machine learning techniques. 
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Figure 1. Schema for the framework for the recognition of Activities of Daily Living (ADL). 
2.5.1. Machine Learning 
Artificial Intelligence (AI) is one of the main areas for the development of computer science 
systems, and machine learning is composed by a subset of AI methods, where the computers have 
the ability to learn and perform some tasks, taking into account the external conditions of the system 
in order to change the execution of some methods for obtaining of better results [98]. 
Machine learning methods are based on the creation and implementation of algorithms for the 
recognition and prediction of several situations based on the data acquired, and these methods are 
commonly classified in four categories [99,100], such as Supervised learning, Unsupervised learning, 
Reinforcement learning, and Semi-supervised Learning and Active Learning. 
Supervised learning methods are based on the automatic adjustment of the network parameters, 
comparing the actual network output with the desired output previously defined in the data 
acquired, where the error obtained is the mean squared error (MSE) [100]. The input data involved 
in the supervised leaning should be labeled, in order to perform the comparisons. 
Unsupervised learning methods consist on the correction of the results obtained based on the 
input data, attempting to obtain the signification patterns or features in the unlabeled input data, 
automatically learning with intuitive primitives like neural competition and cooperation [100]. 
Reinforcement learning methods are similar to supervised learning methods, but the exact 
desired output is a priori unknown [100]. Thus, these methods are learning based on the feedback 
provided during the execution of the algorithm by an artificial agent in order to maximize the total 
expected reward [100]. 
Semi-supervised Learning and Active Learning methods are methods that should be applied to 
datasets with a large collection of unlabeled input data and a few labeled examples to generalize the 
results and performance of the method, based on assumptions related to the probability of occurrence 
of some output. 
For the development of a new approach for the development of a framework for the 
identification of ADL and their environments, the machine learning may be used, as it can be adapted 
to bioinformatics and human-related systems [101–104]. Pattern recognition methods, described in 
Section 2.5.2, consist on a subset of machine learning methods for the recognition of patterns [105], 
which are very useful in the development of the framework for the identification of ADL and their 
environments. 
2.5.2. Pattern Recognition 
The use of pattern recognition methods is the final part of research for the creation of a new 
approach for a framework for the identification of ADL and their environments. Several sensors, 
presented in Section 2.1, may be used with pattern recognition methods, which should be applied to 
the features extracted from the input data. 
 
Figure 1. Schema for the framework for the recognition of Activities 
of Daily Living (ADL) 
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The methods implemented during the pattern recognition step are similar to the methods 
implemented for the data fusion, presented in Section 2.4. As reported early in this paper, the data 
fusion and pattern recognition may be confused, and the pattern recognition is performed at the same 
time of the data fusion. The categorization of the methods is similar to the methods applied for data 
fusion, and they are separated in four categories [12,84,85], these are the probabilistic methods, the 
statistical methods, the knowledge base theory methods and the evidence reasoning methods. 
Several ADL may be recognized with pattern recognition methods, as example for the 
recognition of standing, and walking activities may be used ANN [106]. Several authors [13–16, 
66–69,71–76,89,107–120] proposed the use of the ANN, probabilistic neural networks (PNN), deep 
neural networks (DNN), Long Short Term Memory (LSTM) Recurrent Neural Networks (RNN), 
SVM, Random Forest, Bayesian Network, Sequential Minimal Optimization (SMO), Logistic 
Regression, Naïve Bayes, C4.5 Decision Tree, Logistic Model Trees (LMT), J48 Decision tree,  
K-Nearest Neighbor (KNN), and Simple Logistic Logit Boost methods for the recognition of walking, 
running, jogging, jumping, dancing, driving, cycling, sitting, standing, lying, walking on stairs, going 
up on an escalator, laying down, walking on a ramp activities, cleaning, cooking, medication, 
sweeping, washing hands, and watering plants. 
The Hidden Markov Model (HMM) and their variants are also a pattern recognition 
implemented in several studies related with the identification of ADL and their environments, such 
as the Hidden Markov Model (HMM) [71], the Hidden Markov Model Ensemble (HMME) [121], the 
Sliding-Window-based Hidden Markov Model (SW-HMM) [113]. The ADLs commonly identified by 
the HMM method are walking, walking on stairs, standing, running, sitting, and laying. 
Table 6 presents a summary of the pattern recognition methods that can be applied for each type 
of sensors presented in Section 2.1, for further implementation in the proposed approach for the 
identification of ADL and their environments. As shown in the Table, the HMM method is commonly 
used for the recognition of walking, walking on stairs, standing, running, sitting and laying activities, 
whereas the SVM, ANN and their variants, HMM and Random Forest methods, are useful for the 
recognition of complex activities (e.g., cleaning, cooking, medication, sweeping, washing hands and 
watering plants). However, all of the described methods in this study may be used for the recognition 
of simple activities (e.g., walking, running, jogging, jumping, dancing, driving, cycling, sitting, 
standing, lying, walking on stairs, going up on an escalator, laying down and walking on a ramp) 
with reliable accuracy. 
Table 6. Relation between the different types of sensors and some pattern recognition methods. 









Support Vector Machines 
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Deep Neural Networks 
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Logistic Model Trees (LMT); 
Simple Logistic Logit Boost. 
Support Vector Machines 
(SVM); 




Deep Neural Networks 
(DNN); 
Long Short Term Memory 
(LSTM) Recurrent Neural 
Networks (RNN); 
Hidden Markov model 
(HMM); 
Random Forest. 
Cleaning; cooking; medication; sweeping; washing 
hands; watering plants. 
Hidden Markov model 
(HMM). 




These sensors are not useful for the development of the framework for the Identification 
of ADL and their environments. 
2.6. Relation between the Identification of Activities of Daily Living and User Agenda 
After the identification of the ADL and their environments with machine learning methods, the 
results obtained should be compared with the users’ agenda for the validation of the scheduled 
activities performed during the daily life. By comparing the identified ADL with the user’s agenda, 
it will be possible to monitor the lifestyle [122] and provide feedback regarding planned activities 
and executed activities. However, the inputs from agenda can also be used to validate the accuracy 
of the framework developed [123]. 
3. Methods and Expected Results 
The new approach proposed for the creation of the framework for the identification of ADL 
(Figure 1) is based on [6,8,9], and it is composed by several stages. They are: the selection of the 
sensors, the data and processing, including data cleaning, imputation, and feature extraction, data 
fusion, the identification of ADL with artificial intelligence, including pattern recognition, and other 
machine learning techniques, and, at the end, the combination of the results obtained with the data 
available in the users’ agenda. 
In order to create a new approach for a framework for the identification of ADL and their 
environments, the architecture, presented in Figure 1, and set of methods presented in Section 2 are 
proposed for obtaining results with reliable accuracy. 
Following the list of sensors available in off-the-shelf mobile devices, presented in Section 2.1, 
the sensors that will be used in the framework should be dynamically selected, according to the 
sensors available in the mobile device. Thus, the types of sensors selected to use in the framework 
will be motion sensors, magnetic/mechanical sensors, acoustic sensors, and location sensors. The 
accelerometer is available in all mobile devices, but the gyroscope is only available on some devices, 
therefore, to cover the execution of the framework in all devices, two different methods should be 
implemented, one considering the data from the accelerometer and the gyroscope, and another 
considering only the data from the accelerometer. The magnetometer is only available on some 
devices, therefore this sensor should be managed similarly. Related to the acoustic sensors, the 
microphone is available in all mobile devices. As to the location sensors, the GPS is available in most 
of the mobile devices and its data should be used in the framework whenever possible. 
The data acquisition methods are not directly related to the development of the framework, 
because the different manufacturers of the mobile operating systems have different methodologies 
to acquire the different types of sensors’ data. Thus, the data acquisition methods, presented in 
Section 2.2, should take in account the limitations of the mobile devices. Based on previous research 
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studies and preliminary experiments, acquiring only 5 seconds of data from the selected sensors 
every 5 min is sufficient for the identification of the ADL and environments. 
Following the creation of the new approach for a framework for the identification of ADL and 
their environments, the selection of data processing methods, presented in Section 2.3, should contain 
the data cleaning, data imputation, and feature extraction methods. 
The data cleaning methods adapted for the framework depends on the types of sensors. On the 
one hand, for the accelerometer, gyroscope, and magnetometer sensors, the data cleaning method 
that should be applied is a low pass filter to remove the noise and the value of the gravity acquired 
during the data acquisition process. On the other hand, for the acoustic sensors, the data cleaning 
method that should be applied is the FFT in order to extract the frequencies of the audio. As the 
location sensors return values that are in nature already a result (e.g., GPS coordinates), data cleaning 
methods are not significant. Nevertheless, and as future work, it may be necessary to implement 
algorithms that increase the accuracy of these sensors as to better contribute to a quality data fusion 
process. 
The data imputation methods is not important to implement in the development of a new 
approach for a framework for the identification of ADL and their environments, assuming that the 
data acquired from all sensors is always filled. 
Related to the feature extraction, the features needed to recognize the ADL and their 
environments should be selected based on the type of sensors and on the selected features already 
reported in the literature and presented in Section 2.3.3. Firstly, the features selected for the 
accelerometer, gyroscope, and magnetometer sensors are the five greater distances between the 
maximum peaks, the average of the maximum peaks, the standard deviation of the maximum peaks, 
the variance of the maximum peaks, the median of the maximum peaks, the standard deviation of 
the raw signal, the average of the raw signal, the maximum value of the raw signal, the minimum 
value of the raw signal, the variance of the of the raw signal, and the median of the raw signal. 
Secondly, the features selected for the microphone are the standard deviation of the raw signal, the 
average of the raw signal, the maximum value of the raw signal, the minimum value of the raw signal, 
the variance of the of the raw signal, the median of the raw signal, and 26 MFCC coefficients. Finally, 
the features selected for the GPS receiver are the distance travelled during the acquisition time. 
Before the presentation of the data fusion and pattern recognition methods that should be used 
for in the framework, the ADL and environments to recognize should be defined. This process should 
be executed with several sensors, that will be combined as presented in the Figure 2 and Table 7, 
being these the necessary stages: 
1. Firstly, the ADL are recognized with motion and magnetic/mechanical sensors; 
2. Secondly, the identification of the environments is performed with acoustic sensors; 
3. Finally, there are two options, being these: 
o The identification of standing activities with the fusion of the data acquired from motion 
and magnetic/mechanical sensors, and the environment recognized, where the number 
of ADL recognized depends on the number of sensors available; 
o The identification of standing activities with the fusion of the data acquired from 
motion, magnetic/mechanical and location sensors, and the environment recognized, 
where the number of ADL recognized depends on the number of sensors available. 
In identifying the environments, what is intended is to identify the associated activity, i.e., the 
sound generated in a classroom is not only the sound of the room itself, but rather the sound of a 
class who is having a lesson in a classroom. This is to say that an environment is to be considered as 
a place where some activity occurs in a given time of the day or the week, so there will be the need 
to consider different types of “Street” environments as they will have different audio signatures at 
different times of the day or week and of course, in different streets. All the proposed environments 
shown in Figure 2 are expected to be plural. 
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will be sleeping, and standing, because the ADL may be confused as standing ADL and the inclusion 
of the environment recognized as an input for the classification method will help in the accurate 
recognition of these ADL. Finally, the proposed ADL to distinct with the framework are sleeping, 
standing, and driving, because the driving may also confused as standing ADL and, in order to 
accurately distinct these ADL, the environment recognized and the features extracted from the GPS 
receiver should be included. As the data for the creation of the methods for the recognition of ADL 
and environments was acquired will several conditions and different people, the generated method 
with ANN will be generic and the calibration of sensor is not needed. 
Based on the list of data fusion methods and pattern recognition methods, defined in Sections 
2.4 and 2.5, the method selected for the implementation in the new approach for a framework for the 
identification of ADL and their environments will be based in ANN methods, because, based on the 
literature, it is one of the methods that reports the best accuracies. However, the selection of the best 
type of ANN will be done with the comparison of the results obtained with three types of ANN 
selected. The types of ANN that will be tested to the acquired data are: 
• MLP with Backpropagation; 
• FNN with Backpropagation; 
• DNN. 
Regarding the data acquired from GPS receiver, it can be useful to increase the accuracy of the 
identification of the ADL and their environments, but it can also be used for the identification of the 
location where the ADL are executed, in order to improve the comparison with the users’ agenda 
presented in Section 2.6.  
4. Discussion and Conclusions 
This paper presents the architecture of a new approach for a framework for the identification of 
ADL and their environments, using methods with a reported good accuracy. The development of the 
new approach for the development of a framework for the identification of ADL and their 
environments, based on the system presented in [6,8,9], is one of the steps for the creation of a 
personal digital life coach [3] using mobile devices. 
The framework will be composed by several modules several, such as data acquisition, data 
processing, data fusion, and a module to implement artificial intelligence techniques for the 
identification of the ADL and their environments. 
The sensors used in the framework will be accelerometer, gyroscope, magnetometer, 
microphone, and GPS receiver, in order to recognize several ADL, including going downstairs, going 
upstairs, running, walking, standing, sleeping, and driving, and their environments, including bar, 
classroom, gym, kitchen, library, street, hall, watching TV, and bedroom. 
The sensors’ data should be acquired and, before the extraction of the features of the sensors’ 
data, filters such as low pass filter and FFT, should be applied. Afterwards, the data fusion and 
pattern recognition methods should be applied for the recognition of ADL and environments. 
This paper consists on a conceptual definition of the framework for the recognition of the ADL 
and their environments, proposing three possible methods for this purpose, based on the use of the 
ANN methods. In order to define the best method, the future implementation of the proposed 
methods will compare the differences between them, including the accuracy, performance, and 
adaptability for the development of a local processing framework for mobile devices. It will include 
the acquisition of a large set of sensors’ data related to the ADL and environments proposed for the 
creation of training and testing sets and further validation of the developed methods. Additionally, 
and also as future work, the framework will allow each user to validate the ADL identified by the 
framework when this is not the real performed activity. 
Due to the inexistence of previous studies that review the use of all sensors available in current 
off-the-shelf mobile devices, our proposed framework is a function of the number of sensors available 
in the mobile device used, proving a reliable feedback in almost real-time. 
4. Discussion and Conclusions 
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Identification of activities of daily living
a b s t r a c t
Several types of sensors have been available in off-the-shelf mobile devices, including
motion, magnetic, vision, acoustic, and location sensors. This paper focuses on the fusion
of the data acquired from motion and magnetic sensors, i.e., accelerometer, gyroscope
and magnetometer sensors, for the recognition of Activities of Daily Living (ADL). Based
on pattern recognition techniques, the system developed in this study includes data
acquisition, data processing, data fusion, and classification methods like Artificial Neural
Networks (ANN). Multiple settings of the ANN were implemented and evaluated in which
the best accuracy obtained, with Deep Neural Networks (DNN), was 89.51%. This novel
approach applies L2 regularization and normalization techniques on the sensors’ data
proved it suitability and reliability for the ADL recognition.
© 2018 Elsevier B.V. All rights reserved.
1. Introduction
Off-the-shelf mobile devices have several sensors available, which are capable for the acquisition of several physical and
physiological parameters [1], including the accelerometer, magnetometer, and gyroscope sensors, allowing the recognition
of Activities of Daily Living (ADL) [2]. The correct identification of ADL is one of the stages for the development of a personal
digital life coach [3], which can be used in several areas, including sports and geriatrics, among others.
For the use of several sensors in the development of a method for the recognition of ADL, data fusion techniques
should be used before the application of the classification methods. This paper focuses on the use of motion and magnetic
sensors available onmobile devices, where the most commonly available are the accelerometer, the magnetometer, and the
gyroscope, proposing the recognition of ADL with movement, including running, walking, walking on stairs, and standing.
The architecture for the method for the recognition of ADL was proposed in [4–6], which is composed by data acquisition,
data processing, data fusion, and classificationmethods. Taking in account that the data acquired from the sensors is fulfilled,
⇤ Correspondence to: Computer Science Department, Universidade da Beira Interior, Rua Marques d’Avila e Bolama, 6200-001 Covilhã, Portugal.
E-mail addresses: impires@it.ubi.pt (I.M. Pires), ngarcia@di.ubi.pt (N.M. Garcia), ngpombo@di.ubi.pt (N. Pombo), francisco.florez@ua.es
(F. Flórez-Revuelta), s.spinsante@univpm.it (S. Spinsante), ccanavarro@ipcb.pt (M.C. Teixeira).
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the data processing methods are forked in two types of methods, namely data cleaning, and features extraction methods.
After the feature extraction, the data will be fused and the classification methods will be applied.
Following the use of the data fusion techniques with the accelerometer, the gyroscope and the magnetometer sensors,
this study proposes a creation of a new method that combine multiple sensors suitable for the off-the-shelf mobile devices
such as smartphones.
Recently, several studies have been done regarding the recognition of ADL using several sensors [7–12]. Artificial Neural
Networks (ANN) are widely used, proving their reliability for the automatic learning and recognition of several patterns of
sensors’ data [13,14]. Due to the limitation of number of sensors available in the off-the-shelf mobile devices, and based
on the previous study [15] that uses only the accelerometer sensor, this study proposes the creation of two different
methods for the recognition of ADL using different number of sensors in order to adapt the method according to the number
of sensors available. Firstly, it proposes the fusion of the data acquired from the accelerometer, and the magnetometer
sensors. Secondly, it proposes the fusion of the data acquired from the accelerometer, gyroscope, andmagnetometer sensors.
The ADL proposed for recognition are running, walking, going upstairs, going downstairs, and standing, consisting this
research on the analysis of the performance of three implementations of ANN, namely, Multilayer Perception (MLP) with
Backpropagation, Feedforward Neural Network (FNN) with Backpropagation, and Deep Neural Networks (DNN). A dataset
used for this research is composed by the sensors’ data acquired in several experiments with users aged between 16 and
60 years old, having distinct lifestyles, and amobile device in the front pocket of their trousers, performing the proposed ADL.
This research was conducted with the use of three Java libraries, Neuroph [16], Encog [17], and DeepLearning4j [18], and
different datasets of features, in order to identify the best dataset of features and implementation of ANN for the recognition
of ADL, verifying that the best accuracy for the recognition of ADL with the two different methods proposed was achieved
with Deep Learning methods.
This paragraph concludes Section 1, and this paper is organized as follows: Section 2 summarizes the literature review
for the use of data fusion techniques with accelerometer, gyroscope, and magnetometer sensors; Section 3 presents the
methods used on each stage of the architecture proposed. The results obtained are presented in Section 4, presenting the
discussion about these results in Section 5. The conclusions of this study are presented in Section 6.
2. Related work
Data fusion techniques may be used with the data acquired from motion and magnetic sensors available in the off-the-
shelf mobile devices, i.e., accelerometer, gyroscope, and magnetometer, in order to improve the reliability of the methods
for the recognition of Activities of Daily Living (ADL) [2].
Following the main focus of this paper, the accelerometer, the gyroscope, and the magnetometer are used by the authors
of [19] with the Random Forest classifier for the recognition of standing, going downstairs, going upstairs, sitting, walking,
and running activities. Based on a myriad of features such as the variance, the mean, the frequency of the point with
maximum amplitude, the energy of the extremum value, the value of the point withmaximum amplitude, themean and the
period of the extremum value, the sum of the difference between extremum values, the maximum, the minimum and the
mean value around the midpoint, reporting an average accuracy of 99.7%.
In addition, Shoaib et al. [20] presented amethod that also uses the Global Positioning System (GPS) receiver, implement-
ing ANN, i.e., Multi-Layer Perceptron (MLP), Support Vector Machine (SVM), Naïve Bayes, Logistic regression, decision tree,
K-Nearest Neighbor (KNN), and rule based classifiers. The features extracted included the mean and the standard deviation
of the raw signal from the accelerometer, gyroscope, and magnetometer, and the distance from the GPS data, in order to
recognize running, walking, standing, sitting, going downstairs, and going upstairs with a reported accuracy between 69%
and 99%.
For the recognition of going upstairs and downstairs, standing, walking on an escalator and taking an elevator, the
authors of [21] extracted several features from the accelerometer, magnetometer and gyroscope sensors, including mean,
median, variance, standard deviation, 75th percentile, inter-quartile range, average absolute difference, binned distribution,
energy, SignalMagnitude Area (SMA), Zero-Crossing Rate, Number of Peaks, Absolute Value of short-time Fourier Transform,
Power of short-time Fourier Transform and Power Spectral Centroid. They used these features with a decision tree method,
reporting an accuracy between 80% and 90% [21].
The majority of the studies in the literature only fuses the accelerometer and gyroscope data. For example the authors
of [22] do not present the features extracted, but they implemented the Random Forests (RF) variable importance in order
to help in the selection of the best features for the recognition of walking, going upstairs and downstairs, sitting, standing
and laying activities. After the feature extraction, the implementation of the Two-stage continuous Hidden Markov Model
(HMM) reported an accuracy of 91.76%. The Hidden Markov Model (HMM) was also implemented in [23], which also
implemented the decision tree and Random Forest methods, with accelerometer and gyroscope data for the recognition
of going downstairs and upstairs, and walking. The features included: variance, mean, standard deviation, maximum,
minimum, median, interquartile range, skewness, kurtosis, and spectrum peak position of the accelerometer and gyroscope
data, reporting an accuracy of 93.8%.
In [24], the authors recognized walking, standing, running, laying activities, going downstairs and upstairs, and with
accelerometer and gyroscope data, extracting the mean, the energy, the standard deviation, the correlation, and the entropy
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of the sensors’ data. Several models were implemented such as the J48 decision tree, the logistic regression, the MLP, and
the SVM reporting an accuracy between 89.3% and 100%.
The authors of [25] implemented the Signal Magnitude Vector (SMV) algorithm with a Threshold based algorithm for
feature extraction in order to recognize some ADL, such as walking, standing, sitting, and running with a reported accuracy
around 90%.
According to [26], the Gaussian mixture model (GMM) and the time series shapelets, applied to the accelerometer and
gyroscope data, allow the recognition of sitting, standing, walking, and running activities with mean and standard deviation
as features, reporting an accuracy of 88.64%. The authors of [27] also used themean and standard deviation as features for the
application of KNN and SVMmethods, in order to recognize walking, resting, running, going downstairs, and going upstairs
with a reported accuracy higher than 90%.
The standard deviation, maximum, minimum, correlation coefficients, interquartile range, mean, Dynamic time warping
distance (DTW), Fast Fourier Transform (FFT) coefficients, andwavelet energywere extracted as features from accelerometer
and gyroscope sensors. In order to recognize walking, jumping, running, going downstairs and upstairs several methods
were implemented, such as SVM, KNN, MLP, and Random Forest, reporting an accuracy between 84.97% and 90.65% [12].
The authors of [28] extracted the same features for the recognition of walking, going upstairs and downstairs, jumping, and
jogging activities, The KNN, the Random Forests and the SVMmethods were implemented, reporting an accuracy of 95%.
The authors of [29] extracted the variance, mean, minimum and maximum along the Y axis of the accelerometer, and
the variance and mean along the X axis of the gyroscope, and implemented the SVMmethod for the recognition of running,
walking, going downstairs and upstairs, standing, cycling and sitting, which reports an accuracy of 96%.
In [30], the authors extracted the skewness, mean, minimum, maximum, standard deviation, kurtosis, median, and
interquartile range from the accelerometer and gyroscope data, implementing the MLP, the SVM, the Least Squares Method
(LSM), and the Naïve Bayes classifiers for the recognition of falling activities with a reported accuracy of 87.5%.
The SVM, Random Forest, J48 decision tree, Naïve Bayes, MLP, Rpart, JRip, Bagging, and KNNwere implemented in [31] for
the recognition of going downstairs and upstairs, lying, standing, and walking with the mean and standard deviation along
the X , Y and Z axis of the accelerometer and the gyroscope signal as features, reporting an accuracy higher than 90%.
The Root Mean Square (RMS), minimum, maximum, and zero crossing rate for X , Y , and Z axis were extracted from the
accelerometer and gyroscope data, and the ANOVAmethodwas applied for the correct recognition of sitting, resting, turning,
and walking with a maximum reported accuracy of 100% [32].
The driving, walking, running, cycling, resting, and jogging were recognized by ANN with mean, minimum, maximum,
standard deviation, difference between maximum and minimum, Parseval’s Energy either in the frequency range 0–2.5 Hz,
or in the frequencies greater than 2.5 Hz. In addition, RMS, kurtosis, correlation between axis, ratio of the maximum and
minimumvalues in the FFT, skewness, difference between themaximumandminimumvalues in the FFT,median of troughs,
median of peaks, number of troughs, number of peaks, average distance between two consecutive troughs, average distance
between two consecutive peaks, indices of the 8 highest peaks after the application of the FFT, and ratio of the average values
of peaks were also considered. The observed accuracy varies between 57.53% and 97.58% [33].
The Threshold Based Algorithm (TBA) was applied to the values of the acceleration, and the difference between adjacent
elements of the heading, extracted from the accelerometer and gyroscope sensors, in order to recognize going downstairs
and upstairs, running, walking, and jumping with a reported accuracy of 83% [34].
The median absolute deviation, minimum, maximum, absolute mean, interquartile range, Signal Magnitude Range,
skewness, and kurtosis were extracted from accelerometer and gyroscope signal for the application of KNN, SVM, Sparse
Representation Classifier, and Kernel-Extreme Learning Machine, in order to recognize standing, running, going upstairs,
walking, and going downstairs, reporting an average accuracy of 94.5% [35].
The jogging and walking activities are recognized with mean, variance, minimum, and maximum of the X , Y and Z axis
of the accelerometer and gyroscope sensors as features applied to the SVM method, reporting an accuracy of 95.5% [36].
The authors of [37] implemented sparse approximation, KNN, SVM, Spearman correlation, Fuzzy c-means,MLP, and linear
regression classifiers for the recognition of running, cycling, sitting, walking, and standing, using the standard deviation,
mean, median, power ratio of the frequency bands, peak acceleration, and energy extracted from the accelerometer and
gyroscope signal, reporting an accuracy of 98%.
In [38], the implementation of SVM and Random Forest methods was used for the recognition of standing, sitting, laying,
walking, going downstairs and upstairs, with the extraction of the angle, the minimum, the maximum, and the mean values
of the accelerometer and gyroscope signal, reporting an accuracy around 100%.
The authors of [39] used the accelerometer and gyroscope sensors for the recognition of themovements related to up and
down buses, implementing the C4.5 decision tree, Naïve Bayes, KNN, logistic regression, SVM, andMLP with mean, standard
deviation, energy, correlation between axis, and magnitude of FFT components as features, reporting an accuracy of 95.3%.
The accelerometer, gyroscope, barometer, and GPS were used for the recognition of standing, sitting, washing dishes,
going downstairs and upstairs, walking, running, and cycling with standard deviation, mean, interquartile range, mean
squared, altitude difference in meters, and speed as features applied to the SVM method, whose the authors reported an
accuracy around 90% [40].
For the recognition of walking, lying, running, cycling, jogging, washing dishes, vacuum cleaning, playing piano, playing
cello, playing tennis, brushing teeth, wiping cupboard, driving, taking an elevator, doing laundry, working on a computer,
eating, reading a book, going downstairs, going upstairs, and folding laundry, the authors of [41] used the features extracted
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Table 1
Distribution of the ADL extracted in the studies analyzed.
from the accelerometer, the gyroscope, and the camera, including the variance and mean for each axis, the movement
intensity, the energy, the energy consumption, and the periodicity, applying them to the HMM, the SVM, the Naïve Bayes
methods, and obtaining a reported accuracy of 81.5%.
The J48 decision tree, IBk, MLP, and Logistic regression methods were implemented with the median, the mean, the
standard deviation, the kurtosis, the skewness, the maximum, the minimum, the slope, difference between maximum and
minimum, the spectral centroid, the entropy of the energy in 10 equal sized blocks, the short time energy, the spectral roll off,
the zero crossing rate, the spectral flux, and the spectral centroid for each axis and the absolute value of the accelerometer,
gyroscope, and orientation sensors [42], in order to recognize walking, standing, jogging, going downstairs, going upstairs,
jumping, and sitting activities, reporting an accuracy of 94%.
According to the analysis previously presented, Table 1 shows the ADL recognized, inmore than one study, with the use of
the accelerometer, gyroscope and/or magnetometer sensors, verifying that the walking, standing/resting, going downstairs
and upstairs, running, and sitting are themost recognized ADL. The lines in Table 1 are sorted in decreasingmanner regarding
the number of studies found for each activity highlighting the activities reported in at least 10 papers.
Based on the literature review, the features used for the recognition of the ADL, in more than 1 studies, are presented
in Table 2, showing that the mean, standard deviation, maximum, minimum, energy, inter-quartile range, correlation
coefficients, median, and variance are themost used features, withmore relevance for mean, standard deviation, maximum,
and minimum. The Table 2 is sorted in decreasing order of the number of studies that reportedly used a specific feature
highlighting that ones used in 6 or more papers.
Finally, themethods implemented in the literature that report the achieved accuracy, are presented in Table 3, concluding
that the methods with an accuracy higher than 90% are MLP, logistic regression, random forest and decision tree methods,
verifying that the method that reports the best average accuracy in the recognition of ADL is the MLP, with an average
accuracy equal to 93.86%.
As the ANN are the methods that report the best accuracies in the literature for the recognition of ADL, this paper focuses
on the research on what implementation of ANN reports the best results in the recognition of a set of 5 ADL (i.e., walking,
going downstairs, going upstairs, standing and running) with a dataset previously acquired. Moreover, the comparison of
our results with the results available in the literature is not possible, because the authors did notmake their datasets publicly
available and the efficiency of the methods depends on the number of ADL each tries to recognize. The following sections of
this paper focus on the comparison between three implementations of ANN, such as theMLPmethodwith backpropagation,
the FNN method with backpropagation and the DNN method. Their implementation parameters will be presented in the
next section.
3. Methods
Based on the related work presented in the previous section and the proposed architecture of a framework for the
recognition of ADL previously presented in [4–6], there are several modules for the creation of the final method, such as
data acquisition, data processing, data fusion, and classification methods. Assuming that the data acquired from all sensors
is fulfilled, the data processing module is composed by data cleaning and feature extraction methods. After that, the data
fusion method will be applied for further classification of the data. In Fig. 1, a simplified schema for the development of a
framework for the identification of ADL is presented.
Section 3.1 presents the methodology for the data acquisition. Data processing methods are presented in Section 3.2 and,
finally, in Section 3.3, the data fusion and classification methods are presented.
 
Table 1. Distribution of the ADL extracted in the studies analysed. 
3. Methods 
Multi-sensor data fusion in mobile devices for the identification of Activities of Daily Living 
 109 
82 I.M. Pires et al. / Pervasive and Mobile Computing 47 (2018) 78–93
Table 2
Distribution of the features extracted in the studies analyzed.
Table 3
Distribution of the classification methods used in the studies analyzed.
3.1. Data acquisition
A mobile application developed for Android devices [43,44] was installed in the BQ Aquaris 5.7 smartphone, which it
has a Quad Core CPU and 16 GB of internal memory [45] for the acquisition of the sensors’ data, saving the data captured
from the accelerometer, magnetometer, and gyroscope sensors into text files. The mobile application captures the data in
5 s slots every 5 min, where the frequency of the data acquisition is around 10 ms per sample. For the definition of the
experiments, 25 individuals aged between 16 and 60 years old were selected. The individuals selected had distinct lifestyles,
being 10 individuals mainly active and the remaining 15 individuals, mainly sedentary. During the data acquisition, the
mobile device was in the front pocket of the user’s trousers, and using the data collection application, the user manually
defined a label of the ADL performed in each of the 5 s of data captured. Based on the ADL that are the most identified in
the previous research studies [4–6,15], the selected ADL for this study in the mobile application are: running, walking, going
upstairs, going downstairs, and standing.
After the selection of the individuals for the experimental study and the definition of themain rules previously discussed,
the environment of the data acquisition needs to be characterized. The environment is strictly defined for the different types
of ADL performed, where the walking and running activities are performed in outdoor environments (e.g. street) at different
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times of the day, the standing activity is performed in the living room at different times of the day, and the going upstairs
and going downstairs activities are performed in indoor environments at different times of the day. In total, there are around
36 h of captures for each activity, resulting in 2000 captures with 5 s of raw sensors’ data.
By default, without user selection, the mobile application will label the acquired data as unknown activity, therefore,
before starting the data acquisition, the user must select in the mobile application the ADL that will be performed during
a certain time for completion of the classification method. After this selection the user must put the mobile device is front
pocket of the trousers. The unlabeled data is not stored in the final dataset for the creation of the classification method.
Nevertheless, all the data used in this research is publicly available at the ALLab MediaWiki [46].
One of the problems related to the data acquisition is the battery lifetime and power processing capabilities of themobile
device, already described in [47], verifying that the acquisition of 5 s of raw data every 5 min using the oldest tested devices
has possible for a minimum of 16 h with a normal use of the mobile device. As the mobile devices usually require a daily
recharge, it is possible to consider that the acquisition of the sensors’ datawith thismethod can be implemented in a real-life
scenario. The performance of the mobile device is also not significantly affected during the data acquisition. In conclusion,
the acquisition of small datasets sampled in a defined time interval allows the use of thismethod, but it only characterizes the
data acquired on each interval, discarding the activities performed during the time where the data acquisition is in standby
(the 5 min every 5 s). It will be probably sufficient for the characterization of lifestyles, but it may miss some important
events that may not be identified, including other activities e.g. users’ falls, that are out of the scope of this research. The
development of a method that implements a more significant sampling strategy without decreasing the performance and
the availability of resources at the mobile device requires additional research.
3.2. Data processing
The data processing is the second step of the method for the recognition of ADL, which is executed after the data
acquisition. Data cleaning methods are executed for noise reduction, as presented in Section 3.2.1. After cleaning the data,
the features were extracted for further analysis, as discussed in Section 3.2.2.
3.2.1. Data cleaning
Data cleaning is a process to filter the data acquired from the accelerometer, magnetometer, and gyroscope sensors, in
order to remove the noise. The data cleaningmethod should be selected according to the types of sensors used, nevertheless,
the low-pass filter is the best method for the data acquired from the sensors used in this study [48], removing the noise and
allowing the correct extraction of the selected features.
3.2.2. Feature extraction
After the data cleaning, and based on the features most commonly extracted in previous research studies [4–6,15] (see
Table 2), several features were extracted from the accelerometer, magnetometer, and gyroscope sensors. These are the five
greatest distances between the maximum peaks, the average, standard deviation, variance and median of the maximum
peaks, and the standard deviation, average, maximum value, minimum value, variance and median of the raw signal.
The feature extraction process starts with the calculation of the maximum peaks of the 5 s of data acquired related to
each sensor used. After the calculation of the maximum peaks, the distance between the different peaks (in milliseconds)
is calculated, using the five highest distances between the highest peaks. After that, the remaining features related to
the maximum peaks are calculated, including the average, standard deviation, variance and median. Finally, the standard
deviation, average, maximum value, minimum value, variance and median are calculated from the original acquired data.
These features will be used in the different datasets presented in Section 3.3.
3.3. Identification of activities of daily living with data fusion
Extending a previous study [15] that used only the accelerometer sensor, this study fuses the features extracted from
the accelerometer and magnetometer sensors (Section 3.3.1), and the features extracted from the accelerometer, gyroscope
and magnetometer sensors (Section 3.3.2). Finally, the classification methods for the identification of ADL are presented
in Section 3.3.3.
3.3.1. Data fusion with accelerometer and magnetometer sensors
Regarding the features extracted from each ADL, five datasets have been constructed with features extracted from the
data acquired from the accelerometer and magnetometer during the performance of the five ADL, resulting in 2000 records
from each ADL. The datasets defined are:
• Dataset 5: Composed by the average, and the standard deviation of the raw signal extracted from both accelerometer
and magnetometer sensors;
• Dataset 4: Composed by the features of the Dataset 5 plus the variance and themedian of the raw signal extracted from
both accelerometer and magnetometer sensors;
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Fig. 1. Simplified diagram for the framework for the identification of ADL.
• Dataset 3: Composed by the features of the Dataset 4 plus the maximum and the minimum values of the raw signal
extracted from both accelerometer and magnetometer sensors;
• Dataset 2: Composed by the features of the Dataset 3 plus the average, the standard deviation, the variance and the
median of the maximum peaks obtained from the raw signal extracted from both accelerometer and magnetometer
sensors;
• Dataset 1: Composed by the features of the Dataset 2 plus the five greatest distances between the maximum peaks
obtained from the raw signal extracted from both accelerometer and magnetometer sensor.
3.3.2. Data fusion with accelerometer, magnetometer and gyroscope sensors
Regarding the features extracted from each ADL, five datasets have been similarly constructed with features extracted
from the data captured from the accelerometer, magnetometer and gyroscope, again resulting in 2000 records from each
ADL. The datasets defined are:
• Dataset 5: Composed by the average, and the standard deviation of the raw signal extracted from both accelerometer,
magnetometer and gyroscope sensors;
• Dataset 4: Composed by the features of the Dataset 5 plus the variance and themedian of the raw signal extracted from
both accelerometer, magnetometer and gyroscope sensors;
• Dataset 3: Composed by the features of the Dataset 4 plus the maximum and the minimum values of the raw signal
extracted from both accelerometer, magnetometer and gyroscope sensors;
• Dataset 2: Composed by the features of the Dataset 3 plus the average, the standard deviation, the variance and the
median of the maximum peaks obtained from the raw signal extracted from both accelerometer, magnetometer and
gyroscope sensors;
• Dataset 1: Composed by the features of the Dataset 2 plus the five greatest distances between the maximum peaks
obtained from the raw signal extracted from both accelerometer, magnetometer and gyroscope sensors.
3.3.3. Classification
Based on the results reported by the literature review presented in Section 2, one of the most used methods for the
recognition of ADL based on the use of the mobiles’ sensors is the ANN, and this method reports a better accuracy than SVM,
KNN, Random Forest, and Naïve Bayes.
Following the datasets defined in Sections 3.3.1 and 3.3.2, this study implements three implementations of ANN, such as
MLP, FNN, and DNN, in order to identify the best ANN for the recognition of ADL, these are:
• MLP method with Backpropagation, applied with the Neuroph framework [16];
• FNN method with Backpropagation, applied with the Encog framework [17];
• DNN method, applied with the DeepLearning4j framework [18].
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Table 4
Configurations of the ANN methods implemented.
Parameters MLP FNN DNN
Activation function Sigmoid Sigmoid Sigmoid
Learning rate 0.6 0.6 0.1
Momentum 0.4 0.4 N/A
Maximum number of training iterations 4 ⇥ 106 4 ⇥ 106 4 ⇥ 106
Number of hidden layers 0 0 3
Weight function N/A N/A Xavier
Seed value N/A N/A 6
Backpropagation Yes Yes Yes
Regularization N/A N/A L2
The configurations between the three implementations of ANNmethods used are presented in Table 4, where it is visible
that the Sigmoid as activation function and backpropagation parameters are implemented in all methods. The used of more
efficient activation functions, resulting in a better energy efficiency of the proposed method, will be subject to additional
research.
Based on the parameters of the three implementations of ANN presented in Table 4, the architecture of the MLP and the
FNN methods is presented in Fig. 2a and the architecture of the DNN method is presented in Fig. 2b.
In order to improve the results obtained by the ANN, the MIN/MAX normalizer [49] was applied to the defined datasets,
implementing the MLP method with Backpropagation, and the FNN method with Backpropagation with normalized and
non-normalized at different stages.
Before the application of the DNN method, the L2 regularization [50] was applied to the defined datasets. After the
application of the L2 regularization, the normalization with mean and standard deviation [51] was applied to the datasets,
implementing the DNN method with normalized and non-normalized data at different stages.
The number of training iterations may influence the results of the ANN, defining the maximum number of 106, 2 ⇥ 106
and 4 ⇥ 106 iterations, in order to identify the best number of training iterations with best results.
After this research, themethods that should be implemented in the framework for the recognition of ADL defined in [4–6]
are a function of the number of sensors available in the off-the-shelf mobile device. According to the results available in [15],
if themobile device has only the accelerometer sensor, themethod that should be implemented is theDNNmethod, verifying
with this research the best methods for the use of the datasets defined in Sections 3.3.1 and 3.3.2.
4. Results
This research consists in the creation of twodifferentmethods for the recognition of ADLwith different number of sensors.
Firstly, the results of the creation of a method with accelerometer and magnetometer sensors are presented in Section 4.1.
Finally, the results of the creation of a method with accelerometer, magnetometer, and gyroscope sensors are presented
in Section 4.2.
4.1. Identification of activities of daily living with accelerometer and magnetometer sensors
Based on the datasets defined in Section 3.3.1, the three implementations of ANN proposed in Section 3.3.3 are
implemented with the frameworks proposed, these are the MLP method with Backpropagation, the FNN method with
Backpropagation, and the DNN method. The defined training dataset has 10000 records, where each ADL has 2000
records.
Firstly, the results of the implementation of the MLP method with Backpropagation using the Neuroph framework are
presented in Fig. 3, verifying that the results have very low accuracy with all datasets, achieving values between 20% and
40% with non-normalized data (Fig. 3a), and values between 20% and 30% with normalized data (Fig. 3b).
Secondly, the results of the implementation of the FNN method with Backpropagation using the Encog framework are
presented in Fig. 4. In general, this implementation of ANN achieves low accuracy results with both non-normalized and
normalized data, reporting the maximum results around 40%. With non-normalized data (Fig. 4a), the ANN reports results
above 30% with the dataset 1 trained over 106 and 4 ⇥ 106 iterations, the dataset 2 trained over 106 iterations, the dataset
3 trained over 2 ⇥ 106 iterations, the dataset 4 trained over 106, 2 ⇥ 106 and 4 ⇥ 106 iterations, and the dataset 5 trained
over 106 and 4 ⇥ 106 iterations. With normalized data (Fig. 4b), the results reported are lower than 40%, with an exception
for the ANN trained over 2 ⇥ 106 iterations with the dataset 5 that reports results higher than 60%.
Finally, the results of the implementation of the DNNmethodwith the DeepLearning4j framework are presented in Fig. 5.
With non-normalized data (Fig. 5a), the results obtained are below the expectations (around 20%) for the datasets 2, 3 and
4, and the results obtained with dataset 5 are around 70%. On the other hand, with normalized data (Fig. 5b), the results
reported are always higher than 70%, achieving better resultswith the dataset 1, decreasingwith the reduction of the number
of features in the dataset.
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Fig. 2. Schema of the architecture of the different implementations of ANN used in this study. The Figure (a) shows the architecture related to the MLP
and FNN methods. The Figure (b) shows the architecture of the DNN method.
In Table 5, the maximum accuracies achieved with the different implementations of ANN are presented with the relation
of the different datasets used for accelerometer and magnetometer data, and the computational complexity [52] and the
maximum number of iterations, verifying that the use of the DNN method with normalized data reports better results than
others. The computational complexity taken in account in this study consists on the absolute value of the lower bounds of
time complexity calculated with Big-Oh [52].
Regarding the results obtained, in the case of the use of accelerometer and magnetometer sensors in the framework for
the identification of ADL, the implementation of ANN that should be used is the DNNmethod with normalized data, because
the results obtained are always higher than 80%.
4.2. Identification of activities of daily living with accelerometer, magnetometer and gyroscope sensors
Based on the datasets defined in Section 3.3.2, the three implementations of ANN proposed in Section 3.3.3 are
implemented with the frameworks proposed, these are the MLP method with Backpropagation, the FNN method with
Backpropagation, and the DNN method. The defined training dataset has 10000 records, where each ADL has 2000 records.
Firstly, the results of the implementation of the MLP method with Backpropagation using the Neuroph framework are
presented in Fig. 6, verifying that the results have very low accuracywith all datasets.With non-normalized data (Fig. 6a), the
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Fig. 3. Results obtained with the Neuroph framework for the different datasets of accelerometer and magnetometer sensors (horizontal axis) and
different maximum number of iterations (series), obtaining the accuracy in percentage (vertical axis). The Figure (a) shows the results with data without
normalization. The Figure (b) shows the results with normalized data.
Fig. 4. Results obtained with the Encog framework for the different datasets of accelerometer and magnetometer sensors (horizontal axis) and different
maximum number of iterations (series), obtaining the accuracy in percentage (vertical axis). The Figure (a) shows the results with data without
normalization. The Figure (b) shows the results with normalized data.
Fig. 5. Results obtained with DeepLearning4j framework for the different datasets of accelerometer and magnetometer sensors (horizontal axis) and
different maximum number of iterations (series), obtaining the accuracy in percentage (vertical axis). The Figure (a) shows the results with data without
normalization. The Figure (b) shows the results with normalized data.
results achieved are between 20% and 40%, where the better accuracywas achievedwith the dataset 2. And, with normalized
data (Fig. 6b), the results obtained are between 30% and 40%, with lower results for the dataset 5.
Secondly, the results of the implementation of the FNN method with Backpropagation using the Encog framework
are presented in Fig. 7. In general, this implementation of ANN achieves low accuracy results with non-normalized and
normalized data, reporting the maximum results around 40%. With non-normalized data (Fig. 7a), the ANN reports results
above 30% with the dataset 2 trained over 2 ⇥ 106 iterations, the dataset 3 trained over 4 ⇥ 106 iterations, and the dataset 4
trained over 4⇥ 106 iterations, reporting an accuracy higher than 70%with the dataset 2 trained over 2⇥ 106 iterations.With
normalized data (Fig. 7b), the results reported are lower than 20%, with an exception for the ANN with the dataset 3 trained
over 4⇥ 106 iterations, the dataset 4 trained over 2⇥ 106 iterations, and the dataset 5 trained over 106 and 2⇥ 106 iterations.
Finally, the results of the implementation of the DNNmethodwith the DeepLearning4j framework are presented in Fig. 8.
With non-normalized data (Fig. 8a), the results obtained are below the expectations (around 40%) for the datasets 2, 3 and
4, and the results obtained with datasets 1 and 5 are around 70%. On the other hand, with normalized data (Fig. 8b), the
results reported are always higher than 80%, achieving better results with the dataset 1, decreasing with the reduction of
the number of features in the dataset.
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Fig. 6. Results obtained with the Neuroph framework for the different datasets of accelerometer, magnetometer and gyroscope sensors (horizontal axis)
and differentmaximumnumber of iterations (series), obtaining the accuracy in percentage (vertical axis). The Figure (a) shows the resultswith datawithout
normalization. The Figure (b) shows the results with normalized data.
Fig. 7. Results obtained with the Encog framework for the different datasets of accelerometer, magnetometer and gyroscope sensors (horizontal axis) and
different maximum number of iterations (series), obtaining the accuracy in percentage (vertical axis). The Figure (a) shows the results with data without
normalization. The Figure (b) shows the results with normalized data.
Fig. 8. Results obtained with the DeepLearning4j framework for the different datasets of accelerometer, magnetometer and gyroscope sensors (horizontal
axis) and different maximum number of iterations (series), obtaining the accuracy in percentage (vertical axis). The Figure (a) shows the results with data
without normalization. The Figure (b) shows the results with normalized data.
In Table 6, the maximum accuracies achieved with the different implementations of ANN are presented with the
relation of the different datasets used for the accelerometer, magnetometer and gyroscope data, and the computational
complexity [52] and the maximum number of iterations, verifying that the use of the DNN method with normalized data
reports better results than others. The computational complexity taken in account in this study consists on the absolute
value of the lower bounds of time complexity calculated with Big-Oh [52].
Regarding the results obtained, in the case of the use of accelerometer, magnetometer and gyroscope sensors in the
framework for the identification of ADL, the implementation of ANN that should be used is the DNNmethodwith normalized
data, because the results obtained are always higher than 80%, and the best resultwas achievedwith dataset 1 thatwas equals
to 89.51%.
5. Discussion
Based on the previous studies available in the literature, there are only 3 studies in the literature that focus on the
use of the accelerometer, the gyroscope and the magnetometer sensors, but datasets and detailed specifications of the
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Table 5
Best accuracies obtained with the different frameworks, datasets and number of iterations.
Framework Absolute value of the lower
bound of the time complexity
Dataset Iterations needed for training Best accuracy achieved (%)
Not normalized data Neuroph 9.53674 ⇥ 10
 27 2 106 35.15
Encog 0.00390625 5 106 42.75
Deep learning 4 5 4 ⇥ 106 70.43
Normalized data Neuroph 4.85694 ⇥ 10
 45 1 4 ⇥ 106 24.93
Encog 0.00390625 5 2 ⇥ 106 64.94
Deep learning 4 1 4 ⇥ 106 86.49
Table 6
Best accuracies obtained with the different frameworks, datasets and number of iterations.
Framework Absolute value of the lower
bound of the time complexity
Datasets Iterations needed for training Best accuracy achieved (%)
Not normalized data
Neuroph 4.85694 ⇥ 10 45 2 106 38.32
Encog 4.85694 ⇥ 10 45 2 2 ⇥ 106 76.13
Deep learning 4 1 2 ⇥ 106 74.47
Normalized data
Neuroph 4.03122 ⇥ 10 75 1 2 ⇥ 106 37.13
Encog 1.12157 ⇥ 10 13 4 2 ⇥ 106 29.54
Deep learning 4 1 4 ⇥ 106 89.51
Table 7
Best accuracies achieved by the method using only the accelerometer sensor.









methods implemented are not available. In line with this, and due to the absence of previous studies focused on the
proposed topology, we compared the use of three Java frameworks with different implementations of ANN, i.e.,MLPmethod
with Backpropagation, FNN method with Backpropagation and DNN method. The main goal is to research on the most
efficient implementation for the recognition of the ADL, in order to may provide both the sequence of the steps used for
the recognition of ADL and the comparison based on the accuracy of the recognition of ADL.
Following the research for the development of a framework for the identification of the ADL using motion and magnetic
sensors, presented in [4–6], there are severalmodules, such as data acquisition, data cleaning, feature extraction, data fusion,
and classification methods. The choice of the methods for data fusion, and classification modules, depends on the number
of sensors available on the mobile device, aiming to use the maximum number of sensors available on the mobile device, in
order to increase the reliability of the method.
According to the previous study based only in the use of the accelerometer sensor for the recognition of ADL, presented
in [15], the best results achieved for each implementation of ANN are presented in Table 7, verifying that the best method
is the DNN method with normalized data, reporting an accuracy of 85.89%. In the case of the mobile device only has
the accelerometer sensor available, DNN method with normalized data should be implemented in the framework for the
recognition of ADL, removing the data fusion, as presented in Fig. 1.
Based on results obtained with the use of accelerometer and magnetometer sensors, presented in Section 4.1, the
comparison of the results between the use of the accelerometer sensor, and the use of accelerometer and magnetometer
sensors is presented in Table 8. In general, the accuracy increases with the use of normalized data, and decreases with the
use of non-normalized data, where the highest difference was verified with the use of the accelerometer andmagnetometer
sensors with the implementation of FNN method with Backpropagation using the Encog framework, reporting a difference
of 27.87%. However, the DNN method continues to report the best results with an accuracy of 86.49%. In the case of the
mobile device only having the accelerometer and magnetometer sensors available, the DNN method with normalized data
should be implemented in the framework for the recognition of ADL.
Based on results obtained with the use of accelerometer, magnetometer and gyroscope sensors, presented in Section 4.2,
the comparison of the results between the use of the accelerometer sensor, and the use of accelerometer, magnetometer
and gyroscope sensors is presented in Table 9. In general, the accuracy increases, except in the cases of the use of the
DNN method with non-normalized data and the FNN method with Backpropagation using the Encog framework with
normalized data. The highest difference in the accuracy is verified with the use of MLP method with Backpropagation
using the Neuroph framework, where the accuracy results increased 13.1% with normalized data, but the DNN method
achieves better results with an accuracy of 89.51%. However, the computational complexity of the DNN method is higher
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Table 8
Comparison between the best results achieved only using the accelerometer sensor, and using the accelerometer and
magnetometer sensors.




Neuroph 34.76 35.15 +0.39
Encog 74.45 42.75  31.70
Deep learning 80.35 70.43  9.92
Normalized data
Neuroph 24.03 24.93 +0.90
Encog 37.07 64.94 +27.87
Deep learning 85.89 86.49 +0.60
Table 9
Comparison between the best results achieved only using the accelerometer sensor, and using the accelerometer, magne-
tometer and gyroscope sensors.





Neuroph 34.76 38.32 +3.56
Encog 74.45 76.13 +1.46
Deep learning 80.35 74.47  5.88
Normalized data
Neuroph 24.03 37.13 +13.10
Encog 37.07 29.54  7.53
Deep learning 85.89 89.51 +3.62
Table 10
Comparison between the best results achieved only using the accelerometer and magnetometer sensors, and using the
accelerometer, magnetometer and gyroscope sensors.







Neuroph 35.15 38.32 +3.17
Encog 42.75 76.13 +33.38
Deep learning 70.43 74.47 +4.04
Normalized data
Neuroph 24.93 37.13 +12.20
Encog 64.94 29.54  35.40
Deep learning 86.49 89.51 +3.02
than the MLP and FNN methods, but the results obtained are significantly higher than the others in the recognition of the
proposed ADL.
Based on results obtained with the use of accelerometer, magnetometer and gyroscope sensors, presented in Section 4.2,
and the results obtained with the use of accelerometer andmagnetometer sensors, presented in Section 4.1, the comparison
between these results is presented in Table 10. In general, the accuracy increases, except in the case of the use of the FNN
method with Backpropagation using the Encog framework with normalized data. The highest difference in the accuracy
is verified with the use of the FNN method with Backpropagation using the Encog framework with non-normalized data,
where the accuracy results increased 33.38%with non-normalized data, but the DNNmethod continues achieving the better
resultswith an accuracy of 89.51%. Thus, in the case of themobile device has the accelerometer,magnetometer and gyroscope
sensors available, the DNN method with normalized data should be implemented in the framework for the recognition of
ADL.
In conclusion, when compared with MLP method with Backpropagation using the Neuroph framework and FNNmethod
with Backpropagation using the Encog framework, the DNN method with normalized data achieves better results for the
recognition of the ADL with accuracies between 85% and 90% with the different datasets.
The fusion of the data acquired from the sensors available in the mobile device requires the acquisition, processing,
fusion and classification of the different sensors’ data as defined in the schema of the framework proposed (see Fig. 1).
The energy consumptions for the different sensors is very different, being the accelerometer consumption range of one
order of magnitude, the magnetometer in the range of two orders of magnitude, and the gyroscope in the range of three
orders of magnitude, unbalancing and increasing the resources (e.g., battery and power processing capabilities) needed for
the execution of the framework. However, as presented in [47], with the method proposed in this study the effects are
minimized and only a daily recharge is needed for the execution of the framework with the three sensors. The devices used
in [47] were used to study different combinations of sensors both in number and type, including a configuration where the
oldest devices had only the accelerometer sensor, and the remaining devices were used for other configurations. Regarding
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the use of only the accelerometer and the use of the fusion of one accelerometer and one magnetometer, the accuracy has a
marginal improvement (+0.60%), but it increases the reliability of the framework and reduces the problemswith the possible
failures of one of the sensors during data acquisition. Finally, the use of the three sensors improves the accuracy of the
framework in 3.02%, the main problem consisting in the fact that some commercially available devices do not integrate the
set comprising the gyroscope, magnetometer and accelerometer sensors. In conclusion, data fusion increases the reliability
of the framework, proving the viability of the use of the proposed framework.
6. Conclusions
The sensors that are available in the mobile devices, including accelerometer, gyroscope, and magnetometer sensors,
allow the capture of data that can be used to the recognition of ADL [2]. This study focused on the architecture defined
in [4–6], composed by data acquisition, data cleaning, feature extraction, data fusion and classification methods. Based on
the literature review, the proposed ADL for the recognition with motion and magnetic sensors are running, walking, going
upstairs, going downstairs, and standing.
Based on the data acquired, several featuresmust be extracted from the sensors’ signal, such as the five greatest distances
between the maximum peaks, the average, standard deviation, variance, and median of the maximum peaks, plus the
average, the standard deviation, the variance, the median, and the minimum, the maximum of the raw signal have been
extracted from the accelerometer, magnetometer and/or gyroscope sensors available on the off-the-shelf mobile device.
The fusion of the features implemented in the framework for the recognition of ADL should be a function of the number
of sensors available. The method implemented in the framework for the recognition of ADL should also adapted with the
software and hardware limitations of the mobile devices, including the number of sensors available and the low memory
and power processing capabilities.
For the development of the framework for the recognition of the ADL, three implementations of ANN were created in
order to identify the best framework and implementation of ANN for the development of each step of the framework for the
recognition of ADL, such as theMLPmethodwith Backpropagation using the Neuroph framework [16], the FNNmethodwith
Backpropagation using the Encog framework [17], and theDNNmethod usingDeepLearning4j framework [18], verifying that
the DNN method achieves better results than others.
Due to the limitations of mobile devices and regarding the results obtained with the method for the recognition of ADL
with the accelerometer previously performed, presented in [15], it was verified that the best results were obtained with the
DNN method with L2 regularization and normalized data with an accuracy of 85.89%.
Related to the development of a method for the recognition of ADL, this study proves that the best accuracy are always
achieved with the DNN method with L2 regularization and normalized data, and the data fusion increases the accuracy of
the method, reporting an accuracy of 86.49% with the fusion of the data acquired from two sensors (i.e., accelerometer and
magnetometer), and 89.51% with the fusion of the data acquired from three sensors (i.e., accelerometer, magnetometer and
gyroscope).
On the other hand, the MLP method with Backpropagation and the FNN method with Backpropagation achieve low
accuracies, because the networks are overfitting, and this problem may be solved with several strategies, these being the
stopping of the training when the network error increases for several iterations, the application of dropout regularization,
the application of L2 regularization, the application of the batch normalization, or the reduction of the number of features in
the ANN implemented.
As future work, the methods for the recognition of ADL presented in this study should be implemented during the
development of the framework for the identification of ADL, adapting the method to the number of sensors available on
the mobile device, but the method that should be implemented is the DNN method. The data related to this research is
available in a free repository [46].
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Table 1. Summary of the literature studies related to ADL recognition based 
on the ANN method. 
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Table 2. Summary of the literature studies related to ADL recognition based 
on the ANN method (cont.) 
Table 3. Summary of the literature studies related to environment 
recognition based on the ANN method 
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Table 4. Summary of the literature studies related to environment 
recognition based on the ANN method (cont.) 
Table 5. Summary of the literature studies related to environment 
recognition based on the ANN method (cont.) 
Table 6. Average accuracy of the ADL recognized 
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Table 7. Average accuracy of the environments recognized 
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Table 8. Configurations of the classification methods 
Figure 1. Schema of the classification stage of the framework for the 
recognition of ADL and their environments 
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igure 2. Design of the interface of the Android application developed 
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Table 9. Analysis of the results of the stage 1 with accelerometer sensor 
Table 10. Analysis of the results of the stage 1 with accelerometer and 
magnetometer sensors 
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Table 11. Analysis of the results of the stage 1 with accelerometer, 
magnetometer and gyroscope sensors 
Table 12. Analysis of the results of the stage 2 using FNN method with 
Backpropagation 
Table 13. Analysis of the results of the stage 2 using FNN method with 
Backpropagation and DNN method 
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Table 27. Recognition of each ADL in stage 1 
Table 28. Recognition of each environment in stage 2 
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Table 29. Statistical analysis of the recognition of each ADL in the stage 3 
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Table 31. Statistical analysis of the recognition of each ADL in the framework 
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Table 32. Statistical analysis of the recognition of each ADL in the framework 
(cont.) 
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Table 33. Comparison between the minimum, maximum and average of the 
accuracies obtained in the literature review and the accuracy of our results 
in the recognition of the selected ADL and environments. 
Figure 3. Comparison between the minimum, maximum and average of the 
accuracies obtained in the literature review with the common ADL and 
environments recognized by the Android library developed. 
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Table 34. Normality tests 
Table 35. Values of the Student's t-test for a sample mean for comparing our 
results and average accuracy 
Table 36. Normality tests 
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Table 37. Values of the Student's t-test for a sample mean for comparing our 
results with minimum, and our results with maximum accuracy 
Table 38. Number of ADL/Environments recognized by the studies, where the 
minimum, maximum and average of the accuracies obtained in the literature 
review were verified 
Table 39. Normality tests 
Table 40. Values of the Student's t-test for a sample mean for comparing our 
number of ADL/Environments with the average number of ADL/Environments 
recognized in the literature 
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Conclusions and Future Work 
 
This chapter presents the main conclusions that result from the research work described in this 
Thesis. Furthermore, it discusses research topics related with the work developed in the 
doctoral programme, which may be addressed in the future. 
 
1. Final Conclusions 
 
The focus of this Thesis is related to the development of a novel framework for the recognition 
of ADL and its environments that includes the selection of the best methods for different stages, 
such as Data Acquisition, Data Fusion, Data Processing, Data Cleaning, Feature Extraction and 
Classification, based on the sensors available in a smartphone. The most important stages 
consist in the Data Fusion and Classification methods that mostly influence the results obtained 
by the framework for the purpose of this Thesis. 
Mobile devices have several available sensors, including the accelerometer, the gyroscope, the 
magnetometer, the microphone and the Global Positioning System (GPS) receiver, which allow 
the acquisition of different types of physical and physiological parameters. The mobile devices 
may be considered as multi-sensor devices, which is the first part of the title of this Thesis. 
There is a variety of mobile devices, but the scope of this Thesis focuses only in the use of 
smartphones. The acquisition of the different parameters allows the recognition of Activities 
of Daily Living (ADL), where the work of this Thesis is to implement data fusion and 
classification methods for the recognition of ADL and its environments. There are several ADL 
that can be recognized, but this Thesis focuses in the recognition of 7 ADL, i.e., walking, 
running, going upstairs, going downstairs, standing/watching TV, sleeping and driving activities 
and 9 environments, i.e., bedroom, bar, classroom, gym, kitchen, living room, hall, street and 
library, with the sensors available in the mobile devices. These devices have several limitations, 
such as limited power, processing and memory capabilities, which are minimized with the 
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implementation of different methods. Finally, the developed framework may be used for the 
mapping of lifestyles with the ADL and environments recognized. 
The main objective of the work reported in this Thesis is the creation of a new method and 
framework for the recognition of ADL and environments with the fusion and classification of 
the data acquired from a large set of sensors available in off-the-shelf mobile devices. The 
developed method is a function of the number of available sensors embedded in the different 
mobile devices. It should be implemented with lightweight algorithms in order to allow its 
execution locally in the mobile devices. The main objective was divided into six smaller 
objectives, which started with the literature review, verifying that there are no available 
studies that use a large set of sensors available in the mobile devices and fuse the data acquired 
with them, but it is a topic that is widely growing with different research works. The literature 
review also reveals that Artificial Neural Networks (ANN) are widely used, and reported better 
results than other methods. Finally, the literature review helped in the definition of the ADL 
and environments to be recognized, and in the definition of the architecture of the novel 
framework with Data Acquisition, Data Fusion, Data Processing, Data Cleaning, Feature 
Extraction and Classification as stages. Among them, Data Fusion and Classification are the 
main modules of the framework. Data Acquisition based using mobile devices may be performed 
with standard methods. Data Processing, Data Cleaning and Feature Extraction methods depend 
on the types of sensors used as presented in chapter 3, which is focused on the definition of 
the architecture of the framework for the recognition of ADL and its environments. Next, data 
acquisition was performed with a mobile application that allows the labelling of the ADL and 
environments for further processing. In continuation, the acquired data was analyzed and the 
different methods were implemented, including low pass filter, Fast Fourier Transform (FFT), 
and so on. After the extraction of the features, three different implementations of ANN 
methods had been tested, including Multilayer Perceptron (MLP) with Backpropagation, 
Feedforward Neural Networks (FNN) with Backpropagation and Deep Neural Networks (DNN), 
where these implementation were detailed in chapter 4. The different implementations 
reported that the method that obtains the best results is the DNN method with normalized 
data. 
The first part of this Thesis, presented in chapter 2, consists in the literature review on the 
different concepts related to the creation of a novel framework for the recognition of ADL and 
its environments. Initially, the main proposed concepts are Data Acquisition, Data Processing, 
Data Imputation and Data Fusion, which are explored and several frameworks were described 
for each concept as well as their applicability. However, these solutions are difficult to be 
adapted to the mobile devices, because the development of solutions for these devices should 
take into account the different hardware restrictions that depend on the manufacturers. 
Moreover, during the first part of the literature review, it was verified that Data Imputation 
may be a part of Data Processing, therefore it was excluded from this research, as the 
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classification methods use the features extracted from the sensors’ signal, the inexistence of 
data in some instants are not very relevant. The second part of the literature review consists 
on the research on the validation methods, including Data Cleaning and Data Imputation 
methods in the Data Processing module. Where, the Data Cleaning methods are mainly filtering 
methods, including low pass filter, high pass filter and others; and the Data Imputation methods 
reviewed are mainly the K-Nearest Neighbor (KNN) and their variants. Next, the classification 
methods for the identification of the ADL and environments were reviewed. It was verified that 
one of the most used methods with better results are ANN. As the acoustic data was also used 
for the recognition of the environments, audio fingerprinting methods were also reviewed, 
verifying that FFT should be implemented for the extraction of the frequencies. It was 
concluded that for all types of sensors’ data, the most used features with better results are 
statistical features. 
The second part of this Thesis, presented in chapter 3, consists in the definition of the 
architecture of the framework for the recognition of the ADL. In this chapter it is mentioned 
that the execution starts with the Data Acquisition process. After the acquisition of the data, 
it is sent to the Data Processing, including Data Cleaning, Data Imputation and Feature 
Extraction. Data Cleaning will take into account the sensors used, implemented the low pass 
filter method for the motion and magnetic sensors and the FFT for the acoustic sensors. Firstly, 
for motion and magnetic sensors, the features extracted are the five greatest distances 
between the maximum peaks combined with the average, standard deviation, variance and 
median of the maximum peaks, and the standard deviation, average, maximum, minimum, 
variance and median of the raw signal. Secondly, for the acoustic sensors, the features 
extracted are the 26 Mel-Frequency Cepstral Coefficients (MFCC) combined with the standard 
deviation, average, maximum, minimum, variance and median of the raw signal. Finally, for 
the location sensors, the feature extracted is the distance travelled. After the feature 
extraction and based on ANN, the classification method were implemented. The output should 
be combined with the users’ agenda in future developments. 
The third part of this Thesis, presented in chapter 4, consists in the explanation of the main 
achievement of this Thesis, which is the implementation of the different methods in the 
framework for the recognition of ADL and its environments. The implementation presented in 
this Thesis was incremental, starting with the implementation with only one sensor, i.e., 
accelerometer, to the implementation with most common sensors in the smartphones, i.e., 
accelerometer, magnetometer, gyroscope, microphone and GPS receiver. The implementations 
are performed with three different configurations of ANN, such as MLP method with 
Backpropagation, FNN method with Backpropagation and DNN method with normalized and non-
normalized data. All implementations are based in groups of features extracted from the 
different sensors’ data available in each study. The normalization for MLP and FNN methods 
was performed with MIN/MAX normalizer and the normalization for DNN method was performed 
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with mean and standard deviation. The details about the configurations of the ANN methods 
are available in chapter 4. The novel framework performs the recognition of ADL and 
environments in three stages, these are the recognition of common ADL with motion and 
magnetic sensors, the recognition of environments with acoustic sensors, and the recognition 
of activities without motion with motion, magnetic and location sensors fused with the 
environment recognized. Following the results obtained with the accelerometer data, the best 
results were achieved with DNN method, reporting an accuracy of 85.89% with normalized data 
and 80.35% with non-normalized data using cross-validation in the recognition of ADL. Following 
the results obtained with the fusion of the accelerometer and the magnetometer data, the best 
results were achieved also with the DNN method, reporting an accuracy of 86.49% with 
normalized data and 70.43% with non-normalized data using cross-validation in the recognition 
of ADL. Following the results obtained with the fusion of the accelerometer, the magnetometer 
and the gyroscope data, the best results were achieved also with the DNN method, reporting 
an accuracy of 89.51% with normalized data and 74.47% with non-normalized data using cross-
validation in the recognition of ADL. Following the results obtained with the acoustic data, the 
best results were achieved with FNN method with Backpropagation, reporting an accuracy of 
82.75% with normalized data and 86.50% with non-normalized data using cross-validation in the 
recognition of environments. Following the results obtained with the fusion of previously used 
sensors with the location sensors and/or the environment recognized, the best results were 
achieved with DNN method, reporting an accuracy of 100% with the different combinations of 
sensors in the recognition of activities without motion. Finally, the novel framework was 
implemented and validated in a smartphone, reporting an overall accuracy between 58.02% and 
89.15%. 
The main objective of this Thesis was accomplished with the development of the novel 
framework for the recognition of ADL and environments, recognizing a greater number of 
ADL/environments than the previous works analysed and reporting an overall accuracy higher 
than the mean of the results, and a similar accuracy than the highest results reported by the 
previous works available in the literature. 
 
2. Future Work 
 
The recognition of ADL and its environments may be performed with other approaches, and the 
results obtained by the framework may be improved with research and implementation of Data 
Imputation methods to be incorporated into the Data Processing module. The Data Processing 
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module can be also improved with other approaches related to Data Validation and Data 
Cleaning methods. 
However, the most important module of the framework for the recognition of ADL and its 
environments is the Classification module, in which other types of machine learning methods 
may be implemented and tested with the datasets acquired during this Thesis, including 
Support Vector Machines (SVM), Decision Trees and Ensemble Learning Methods (e.g., Adaboost) 
in order to check the results are better with other machine learning methods. 
Taking into account the limited battery, processing and memory capabilities of the 
smartphones, the most important challenge in the development of the framework is to arrange 
a method that acquires the data continuously without effects in the performance of the 
smartphones in order to be able to recognize risk situations, e.g., falls of older people. 
Currently, the method developed is prepared for smartphones. The implementation of the 
framework in other devices (e.g., smartwatches) would require further experimentation, 
acquiring new data and developing new classification methods adapted to these devices. 
Consequently, the framework should be adapted to the specific characteristics of the mobile 
device in use. One of the most important differences in the data acquisition between the 
smartphone and the smartwatch is the position of them, because the smartphone can be placed 
in the front pocket of the user’s trousers, but the smartwatch is commonly placed on the user’s 
wrist. 
As future work, the number of ADL and environments recognized by the framework may be 
incremented, but this would also require further experiments. As final achievement, this 
framework may be used in the development of a personal digital life coach. 
