The generalized log-gamma (GLG) model is a very flexible family of distributions to analyze datasets in many different areas of science and technology. In this paper, we propose estimators which are simultaneously highly robust and highly efficient for the parameters of a GLG distribution in the presence of censoring. We also introduced estimators with the same properties for accelerated failure time models with censored observations and error distribution belonging to the GLG family. We prove that the proposed estimators are asymptotically fully efficient and examine the maximum mean square error using Monte Carlo simulations. The simulations confirm that the proposed estimators are highly robust and highly efficient for finite sample size. Finally, we illustrate the good behavior of the proposed estimators with two real datasets.
Introduction
Generalized log-gamma (GLG) regression with censored observations is a large subclass of Accelerated Failure Time (AFT) models introduced by Lawless (1980) . Many models broadly used in the lifetime data analysis -including lognormal, log-gamma, and log-Weibull regression -are specific cases of GLG regression. GLG regression has been widely applied in various areas of survival analysis (e.g. Kim et al., 1993; Sun et al., 1999; Abadi et al., 2012) .
Usually, the parameters are estimated by means of the maximum likelihood (ML) principle, which provides fully efficient estimators when the observations follow the model. Unfortunately, the ML estimator is extremely sensitive to the presence of outliers in the sample.
There are several proposals of diagnostic tools to detect outliers and assess their influence on the GLG regression parameter estimates (e.g. Ortega et al., 2003 Ortega et al., , 2008 Silva et al., 2010) . Moreover, two families of robust estimators of the GLG model without censored observations and without covariate information have been introduced by Agostinelli et al. (2014a) for models with three parameters: location, scale, and shape. These families of estimators are: the (weighted) quantile τ (Qτ ) estimators and the one-step weighted likelihood (1SWL) estimators. A Qτ estimator minimizes a τ scale (Yohai and Zamar, 1988 ) of the differences between empirical and theoretical quantiles. It is n 1/2 consistent but not asymptotically normal. However, it is a convenient starting point to define the 1SWL-estimator.
In this paper, we extend the Qτ estimator proposed in Agostinelli et al. (2014a) to GLG regression with right censoring by introducing the trimmed Qτ -estimator (TQτ -estimator); we also extend the truncated maximum likelihood (TML) estimator introduced in Marazzi and Yohai (2004) to GLG regression and. To improve the robustness of this estimator without modifying its asymptotic efficiency we also define a one-step version of the TML estimator (1TML-estimator). For the sake of completeness, we also define an extension of the 1SWL estimator which is fully described in the Appendix. However a Monte Carlo study show that this estimator is much less robust than the TQτ -and 1TML-estimators.
The procedures introduced here for the GLG family can be applied to other location-scale-shape models, such as the three-parameter log-Weibull family.
Section 2 defines the Qτ -and TQτ -estimators for censored observations in the absence of covariates. Section 3 describes the TML estimators. Section 4 extends the estimators to the regression case. Section 5 shows the results of a Monte Carlo study comparing the performance of the proposed methods for finite sample sizes. Section 6 discusses two examples with real data. Section 7 provides concluding remarks.
Section A is an Appendix that include the proofs and an extension for censored data of the one step weighted likelihood estimator used in Agostinelli et al. (2014a) . For completeness sake, this estimator is included in our Monte Carlo study.
2 The Qτ -and TQτ -estimators for censored observations without covariates
The generalized log-gamma distribution
The GLG family of distributions depends on three parameters µ, σ, and λ. We use the parametrization of Prentice (1974) and denote the family by GLG(µ, σ, λ), µ ∈ R, σ > 0, λ ∈ R. A random variable y has a GLG(µ, σ, λ) distribution if y = µ + σu
and u has density
where Γ denotes the Gamma function. This family includes many common models, such as the log-Weibull model (λ = 1), the log-exponential model (λ = 1 and σ = 1), the log-gamma model (σ = λ), and the normal model (λ = 0). The density of y is
where θ = (µ, σ, λ). Suppose that y 1 , . . . , y n are n i.i.d. random times with a GLG cdf F θ 0 (y). We want to estimate θ 0 = (µ 0 , σ 0 , λ 0 ). We consider single censoring on the right, i.e., the true value of y i is not observed. Instead, the censored variable y * i = min(y i , c i ) is observed, where c 1 , . . . , c n are i.i.d. censoring times, which 3 are independent of the y i 's. We define the censoring indicator δ i = 1 if y
In the absence of censoring, the score functions
where
Then, the score functions for the case with censored observations are if the sample does not contain outliers, ϕ * → ∞ a.s. as n → ∞. Finally, since lλ(z) is unimodal, there exist two solutionsc L andc U of the equation lλ(z) = ϕ * . It is immediate that lλ(z) ≤ ϕ * is equivalent toc L ≤ z ≤c U . The cutoff points on the data scale aret L =μ +σc L andt U =μ +σc U .
Weight functions
Let ω(z) be a function, such that
For example, let c > 0 and consider the function
where ρ(z, c) = ρ T (z/c) is in the biweight family as defined in (17) and let ϑ * = 1/ϕ * . Then, define the weight function
or, for the observation y,
Note that for c → 0, we have ω(z) = I(z ≤ 0). In this case,
and w i = 0 otherwise; this rule is usually called hard rejection.
The TML estimators
We suppose that an initial estimatorθ = (μ,σ,λ) and a cutoff point ϑ * are given. The TML estimatorθ = (μ,σ,λ) is the solution of the equations
where u = (u 1 , u 2 , u 3 ) is given by
with u ∼ f (0,1,λ) . These equations are of the form (23). Note that, when ϑ * → 0, the right hand side vector tends to zero and we obtain the ML equations.
The 1TML estimator is obtained by applying one iteration of the NewtonRaphson procedure to equations (26) and it turns out to bê
where J (θ, ϑ * ) = ∇ θ u(θ,θ, ϑ * )| θ=θ is a Jacobian matrix. Similarly, we can define a two-step TML (2TML) estimatorθ 2 by replacingθ withθ 1 ,h witĥ h 1 , and J (θ) with J (θ 1 ) in(28).
In Theorem 4 of the Appendix we prove that, under general conditions including n 1/2 (θ − θ 0 ) = O p (1), the 1TML estimator satisfies the following asymptotic result:
A similar result holds for the 2TML estimator. In the Monte Carlo simulations, reported in Section 5, we show that for finite sample sizes, the 1TML and the 2TML estimators are more efficient than the TQτ estimator (with 10% trimming) and have a reasonably robust behavior under outlier contamination. Therefore we propose, as a final procedure to estimate θ 0 , the 2TML estimator starting with the TQτ estimator with 10% trimming. Numerical experiments show that further steps do not provide any significant improvement.
The regression case
We now consider an AFT model for pairs of observations (x i , y i ), 1 ≤ i ≤ n, where x i ∈ R p and y i ∈ R satisfying
where y i may represents a duration on the logarithmic scale and x i the corresponding covariables vector. The slopes β 0 ∈ R p , the intercept µ 0 , and the scale σ 0 are unknown parameters. The errors u i , 1 ≤ i ≤ n, are assumed to be i.i.d. and independent of x i . Moreover, the distribution of the carriers x i is unknown. We assume that the error density is f (0,1,λ 0 ) , where λ 0 is an unknown shape parameter and f θ is given by (3). We observe (y * i , x i , δ i ), where y * i = min(y i , c i ), c 1 , . . . , c n are i.i.d. censoring times, which are independent of the u i 's. We put δ i = 1 if y * i = y i and δ i = 0 otherwise. We write γ 0 = (θ 0 , β 0 ), where θ 0 = (µ 0 , σ 0 , λ 0 ).
Let γ = (θ, β) and u = (y −µ−β x)/σ. Let d(x, y, γ) and s(x, y, γ) denote the (3 + p)-component non-censored and censored regression score function vectors respectively. The first 3 components of d(x, y, γ) and s(x, y, γ) are given by the right-hand sides of (5)- (7) and (8)- (10) respectively. In addition, for k = 1, . . . , p, we have
Then, simple derivations shows that the ML estimator of γ is the solution of
where v(x, y, δ, γ) = δd(x, y, γ) + (1 − δ)s(x, y, γ). A similar expression as (14) can be obtained, where the semiparametric cdf is defined by
We denote by E n,γ the expectation with respect to H n,γ . In the next two subsections we define a robust and efficient procedure for estimating γ. In a first step an initial highly robust but not necessarily efficient estimator of γ 0 is computed; the second step uses a highly robust and asymptotically efficient estimator of γ 0 based on a 1TML procedure.
The initial regression estimator
An initial estimator of γ 0 can be defined as follows:
1. Letμ andβ be MM-estimators for censored data of µ 0 and β 0 as defined in Salibian-Barrera and Yohai (2008) .
2. Let ω j = y j −β x j and ω * j = y * j −β x j = min(ω j , c * j ) where c * j = c j − β x j . For large n, the distribution of the ω j s is close to F θ 0 for 1 ≤ j ≤ n. We can then estimate θ 0 using the observations (ω * 1 , δ 1 ), . . . , (ω * n , δ n ) by means of a TQτ estimator that will be denoted byθ = (μ,σ,λ).
3. The initial regression estimator of γ 0 isγ = (θ,β). It will be called MM-TQτ estimator.
In Theorem 2 we show that, under general conditions, ifβ is n 1/2 consistent, that is if
The result (31) remains still a conjecture, however Salibian-Barrera and Yohai (2008) provide compelling arguments in favor of this conjecture (see in particular their Theorem 6). Besides, their Monte Carlo study seems to confirm this conjecture.
The final regression estimator
Let µ(x) = µ + x β andμ(x) =μ + x β . Then, the standardized residuals with respect to the initial estimator arer * i = (y * i −μ(x i ))/σ and can be used to obtain the cutoff point ϑ * and the weights
The TML regression estimatorγ is the solution of the equations
, whereh 1 ,h 2 ,h 3 are defined in (27) and
The 1TML regression estimator is obtained by applying one Newton-Raphson iteration to equations (33). This estimator turns out to bê
where J (γ, ϑ * ) = ∇ γ u(γ,γ, ϑ * )| γ=γ is a Jacobian matrix. The 2TML regression estimator is defined in the obvious way.
In Theorem 3 of the Appendix we prove that, under general conditions including n 1/2 (γ − γ 0 ) = O p (1), the 1TML regression estimator satisfies the following asymptotic result:
The same result can be obtained for the 2TML regression estimator.
Monte Carlo experiments

The case without covariates
A first set of experiments was run in the case without covariates. In general, the results are similar to those described in Agostinelli et al. (2014a) for the non censored case and we report here only the most representative cases. We compared the following estimators: ML, TQτ , 1TML, 2TML, and the one step WL estimator (1SWL) as defined in Section A.3.1 of the Appendix. The TQτ estimator was defined using ρ 1 and ρ 2 in the Tukey's bisquare family (17) with c equal to 1.548 and 6.08 respectively, and b = 0.5. The values 1.548 and b = 0.5 have been chosen so that the regression estimator based on the τ -scale has a finite sample breakdown point equal to 0.5. The value 6.08 makes the asymptotic efficiency equal to 0.95 in the case of normal errors. To compute the 1SWL estimator, we used a normal kernel with bandwidth h = 0.3 σ in all experiments, where the scale estimator σ is the scale initial estimate.
To compare the global performances of the different estimators we consider, for each set of parameters θ = (µ, σ, λ), the total variation distance (TVD)
between the density f θ and the true underlying density f θ 0 . The performance of the estimatorθ is measured by the mean value of TVD(θ), that is by
MTVD(θ) clearly measures the quality of the estimated density. It is estimated, using the simulated valuesθ k (1 ≤ k ≤ N ) of the estimator, by
TVD(θ k ).
Simulation under the nominal model
We studied the efficiency of the estimators under the nominal model for n = 50, 100, 400 and 1000 and for λ 0 equal 1 and 2. Without loss of generality we took µ 0 = 0 and σ 0 = 1. We considered two censoring fractions: 15% and 25%. The number of replications was 1200. Figure 1 (top) reports the ATVD of the robust estimators divided by the ATVD of the ML estimator as a function of the sample size for λ = 1 and censoring fraction of 15%. This ratio can be interpreted as a measure of relative efficiency that we call TVD efficiency. As expected, the TVD efficiency of 1TML, 2TML and 1SWML is markedly larger than the efficiency of the initial estimator as the sample size grows. Moreover, when n increases the TVD efficiency becomes close to 1, that is, it becomes close to the efficiency of the ML estimator. Similar patterns are observed in the other simulated cases.
Simulation under point mass contamination
In a second Monte Carlo experiment, we compared TQτ with 10% trimming, 1TML, 2TML and 1SWL under point mass contamination for n = 50, 100, 400, 1000, λ 0 = 1, λ 0 = 2 and two censoring fractions: 15% and 25%. We generated 90% "good" observations y j according to the GLG model and 10% "outliers" at the point y 0 . We then varied the value of y 0 from −10 to 10 with a step of 0.5. This kind of point mass contamination is generally the least favorable one and allows evaluation of the maximal bias an estimator can incur. For each value of y 0 , the number of replications was 1200. 
Regression case
A second set of experiments was run to investigate the behavior of the MM-TQτ estimator defined in Section 4.1, the 1TML and 2TML estimators defined in Section 4.2, and the 1SWL estimator defined in Section A.3.2 of the Appendix.
In each experiment, n pairs of observations (x i , y * i ) were generated according to the regression model
with µ 0 = 0, σ 0 = 1, λ 0 = 1 and 2, β 0 = (2, 3),
, where x i1 ∼ N (0, 1), x i2 ∼ B(1, 0.4) with x i1 and x i2 independent and e i ∼ GLG(µ c , 1, 1). The parameter µ 0 was chosen so that the censoring fraction was 15% or 25%.
To compare the estimators we defined, for each set of parameters (θ, β) and covariable vector x,
Then, we measured the performance of the estimator (θ,β) by the mean value of TVD(θ,β, x), where x is independent of the sample used to compute (θ,β), that is by MTVD(θ,β) = E(TVD(θ,β, x). The expectation was taken on (θ,β) and x and estimated using the simulated values (θ k ,β k ) and
Simulation under the nominal model
We studied the efficiency of the estimators under the nominal model for n = 50, 100, 400 and 1000. Figure 2 (top) shows the relative TVD efficiency of MM-TQτ , 1TML, 2TML and 1SWL with respect to ML for λ 0 = 1, µ 0 = 0, σ 0 = 1, and censoring fraction 0.15%. The efficiency of 1TML, 2TML and 1SWL is clearly higher than the efficiency of MM-TQτ . This is an expected result, since 1TML, 2TML and 1SWL are asymptotically fully efficient under the nominal model.
Simulation under point mass contamination
We also studied the behavior of the estimators under point mass contamination for n = 50, 100, 400, 1000. The values of the parameters were the same as in the case of no contamination. We generated n "good" observations (x i , y * i ) according to (34)-(37). We then replaced 10% values y * i with a value y 0 ranging from −10 to 20. For each value of y 0 the number of replications was 1200. Figure 2 (bottom) shows ATVD of the estimators as a function of y 0 for sample size n = 100 and contamination level 10%. We observe that MM-TQτ , 1TML, and 2TML are very resistant under point mass contamination, while the 1SWL is highly sensitive to outliers on the right tail of the distribution.
Empirical finite sample breakdown point
We were not able to obtain the breakdown point of the proposed estimators. To fill this gap, we performed a Monte Carlo simulation to explore the behavior of the maximum mean square error as a function of the contamination level. This provides information about the highest contamination the proposed estimators could cope with and hence about the finite sample breakdown point. We used the same setting as in the previous subsection, n = 1000, λ 0 = 1, and censoring fraction 0.15. Several values of the contamination level in the interval [0, 0.3] and several values y 0 in the interval [−100, 100] were considered. For each pair ( , y 0 ), we run 100 Monte Carlo replications and computed the maximum MSE (MMSE) of the regression parameters (µ, β) -note that µ is the intercept-, the scale parameter (σ) and the shape parameter (λ). Results for the regression parameters (slopes) are reported in Figure 3 ; they show that the MMSE starts to increase rapidly around the 20% level. This behavior is consistent with the MMSE of the initial regression parameters provided by the MM non parametric estimator.
Illustrations with real data
In modern hospital management, stays are classified into "diagnosis related groups" (DRGs; Fetter et al. (1980) which are designed to be as homogeneous as possible with respect to diagnosis, treatment, and resource consumption. The "mean cost of stay" of each DRGs is periodically estimated with the help of administrative data on a national basis and used to determine "standard prices" for hospital funding and reimbursement. Since it is difficult to measure cost, "length of stay" (LOS) is often used as a proxy. In designing and "refining" the groups, the relationship between LOS and other variables which are usually available on administrative files has to be assessed and taken into account. We discuss two examples in this domain.
Major cardiovascular interventions
In a first example, we consider a sample of 75 stays in a particular hospital and DRG "Major cardiovascular interventions". Of these stays, 45 were censored because the patients were transferred to a different hospital before dismissal. The data -shown in Figure 5 and made available in Marazzi and Muralti (2013) -were first analyzed in Locatelli et al. (2010) and Locatelli and Marazzi (2013) . These authors studied the relationship between LOS and two covariates: Age of the patient (x 1 ) and Admission type (x 2 = 0 for planned admissions, x 2 = 1 for emergency admissions) with the help of the model y = α + β 1 x 1 + β 2 x 2 + γx 1 x 2 + σu, where y = log(LOS) and u is following a Gaussian model. They observed that two young patients had exceptionally high non censored LOS and, as a consequence, the ML estimator yielded an unexpected large estimate of the interaction γ. Therefore, they proposed the use of a robust parametric procedure called "weighted maximum likelihood" (WML/G) based on the Gaussian error model (that performed better than log-Weibull). They compared WML/G with other published robust procedures an found that the robust estimates of γ were close to zero. Here, we assume a GLG error model and consider the ML, 1TML, 2TML, 1SWL and 2SWL regression estimates reported in Table 1 . Estimated regression lines are reported in Figure 5 as well. For comparison, we also report the ML estimate with Gaussian errors (ML/G) and WML/Gauss. We first notice the good agreement among the robust coefficient estimates based on GLG. The one and two steps TML and WL estimates provide the same inferences as ML after removal of the outliers.
Apart from µ, σ and β 2 , ML yields larger absolute values for the estimates; however, none of them are significant because standard errors are inflated by the outliers. Not surprisingly, the main differences between the robust procedures based on GLG and those based on the Gaussian model concern the intercept terms (µ and β 1 ); however, the robust prediction lines based on GLG ( Figure 5 ) seem to provide a better fit to the bulk of the data. This observation is supported by the plots in Figure 6 , where three types of distributions of the standardized residuals are displayed: KM, parametric (normal and GLG), and semiparametric (normal and GLG). Note the very large steps of KM corresponding to the two extreme non censored observations. The reason is that KM puts the mass of several censored residuals on these two points. The ML survival functions are strongly affected by these two points (see Figure 4a in Locatelli et al. (2010) ). Both WML/Gauss and 2TML distribution functions behave much better: with two exceptions, their residuals follow the models very well. However 2TML is clearly better in the left tail. Finally, we note that the use of GLG provides a reasonable fit for the two young patients with high non censored LOS, while the censored observations corresponding to emergency admission in the right bottom corner are considered outliers.
Minor bladder interventions
In a second example, we consider a sample of 48 stays for DRG "Minor bladder interventions". The data are shown in Figure 7 . Six patients were transferred to a different hospital before dismissal. Four young patients have surprisingly large values of LOS. We study the relationship between LOS and Age considering the model y = µ+βx+σu, where x =Age and y = log(LOS). The ML, the 1TML, 2TML and 1SWL estimates and estimated standard Table 2 ; the corresponding prediction lines are drawn in Figure 7 .
According to ML, log(LOS) does not seem to depend on Age (the p-value is 0.0444) and a Gauss distribution seems to be adequate (the p-value for λ is 0.931). The robust estimates are similar and provide a much larger slope (p-value = 0.019). Moreover -as it is expected from this data -they suggest a positive linear relationship and an asymmetric error model (the p-value for λ is 0.0024). Clearly, the outliers (those with weights equals to zero in 2TML are marked with crosses in Figure 7) have an important leverage effect on the ML coefficients and shape parameter. Removing the outliers, ML becomes similar to the robust estimates. In practice, this simple analysis suggests that the possibility of splitting this particular DRG into two groups should be further investigated.
Concluding remarks
As mentioned in the introduction, the GLG model is a very flexible family of distributions which is used to describe asymmetrically distributed data in many real applications. In this paper, we considered estimators which are simultaneously robust and efficient for AFT models, when the errors follow a GLG distribution and the data may contain censored observations. The estimation procedures have two main components: an initial highly robust but not necessarily efficient estimator and a final efficient estimator which starts with the initial one. We first considered the case, where no covariables are present and, in this case, we proposed an initial estimator that minimizes a τ scale of the differences between theoretical an empirical quantiles of order smaller than (1 − α), where 0 < α < 1 is a trimming fraction. The final estimator is a one step weighted likelihood estimator, where the weights penalizing the outliers are derived from the initial estimator.
For the case, where covariables are present, the proposed estimators were derived in three steps. In a first step we used a regression MM-estimator as proposed in Salibian-Barrera and Yohai (2008) to obtain initial slope estimates and to compute the corresponding residuals. In a second step, we computed an initial estimator of the GLG parameters by applying the procedure for the no covariables case to these residuals. In the third step we obtained a final estimator of all the parameters using a one step truncated ML starting with the initial estimator.
We provided asymptotic results and extensive Monte Carlo results showing that the final estimators are highly efficient and maintain the same robustness level as the initial ones.
A Appendix
The Appendix contains in subsection A.1 the proof for the consistency of the TQτ estimator for both cases: without and with covariates, in subsection A.2 the derivation of the asymptotic distribution of the 1TML and 2TML estimators and in subection A.3 the definition of the one step weighted likelihood estimators.
A.1 Consistency of the TQτ estimator
Consistency and n 1/2 -consistency are proved for the TQτ estimator for the case without covariates and for the regression case in the next two subsubsections.
A.1.1 The case without covariables
Consider the TQτ estimator with trimming proportion α defined in Section 2.3 to estimate the parameter θ of a GLG distribution. We need the following assumptions.
B1 Θ is a compact set.
B2
For all θ and all y ∈ R we have 0 < F θ (y) < 1.
B3 F θ (y) has a continuous and bounded density f θ (y) > 0 in y and θ.
B4 Given θ 1 = θ 2 there is only a finite number of values y such that
B5 Let Q(u, θ) be defined as the unique value q such that F θ (q) = u.
Note that B1-B3 imply that Q(u, θ) is continuous in u and θ and strictly increasing in u. Put ∆Q(u, θ) = ∂Q(u, θ)/∂θ and E 0 = {e ∈ R p : ||e|| = 1}. Then, for all e ∈ E 0 , there is only a finite number of values u such that ∆Q(u, θ 0 ) e = 0.
Theorem 1 Assume ρ 1 and ρ 2 satisfy assumption A1 and B1-B5. Letθ be the TQτ estimator. Then,
Proof. The proof of consistency is similar to the proof of Theorem 1 in Agostinelli et al. (2014b) while the proof of n 1/2 consistency is similar to the proof of Theorem 2 in Agostinelli et al. (2014b) . The only difference is that we replace the empirical distribution F n by the Kaplan-Meier distributioñ F n . Note that the only property of F n that was used in the proof of Theorem 2 is n 1/2 sup
Then, in order to prove this Theorem, it is enough to prove that
and this is proved in Lemma 2 below. Since we are considering an α-trimmed Qτ , we also need a slightly modified version of Lemma 2 in Agostinelli et al. (2014b) , where instead of considering the range of quantiles in the interval [0.1, 0.9], we consider the range [0.10, 1 − α]. The proof is exactly the same and it is omitted. Suppose now that F n is a sequence of estimators of a distribution function F 0 with support (a, b), where a may be −∞ and b may be +∞. We consider the random variables
0 (u)|, where 0 < α < β < 1. The following assumptions are required. C1 V n is bounded in probability.
C2 f 0 (x) = F 0 (x) is continuous and positive in (a, b).
Lemma 1 Assume C1 and C2. Then, S n is bounded in probability.
By C1, for every ε > 0 there exists K 1 such
Take n 0 such that
and K 0 , such that
We will show that, for n ≥ n 0 ,
To prove this, it is enough to show that for n ≥ n 0
By (40), to prove this it is enough to show that, for n ≥ n 0 and for all u such that α ≤ u ≤ β, we have
and
Suppose that n ≥ n 0 , V n ≤ K 1 and α ≤ u ≤ β. Then, using (39), (41), (42), we get (44) holds. The proof of (45) is similar.
Lemma 2 Assume ρ 1 and ρ 2 satisfy assumption A1 and B1-B5 and C1-C2 then
Proof. LetF n be the Kaplan-Meier distribution applied to Y * n = (y * 1 , · · · , y * n ) and ∆ n . Breslow and Crowley (1974) showed that
and hence, by Lemma 1, we have the result.
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A.1.2 The case with covariables
We now move to the regression estimators defined in Section 4. We suppose that (y * i , x i , δ i ) (1 ≤ i ≤ n, x i ∈ R p ) is a sample of observations which follow the model (29), i.e.,
and u i ∼ f 0,1,λ 0 . Letβ n be an estimator of β 0 . We consider the following assumptions D1 n 1/2 (β n − β 0 ) is bounded in probability.
D2
There exist C such that for all i we have ||x i || ≤ C.
We define
and the residuals
We consider that the estimateθ of θ 0 = (µ 0 , σ 0 , λ 0 ) is the TQτ based on the residuals (ω * i , δ i ), 1 ≤ i ≤ n and we letγ = (β,θ) and γ 0 = (β 0 , θ 0 ). Suppose that, using a sample X n = (x 1 , . . . , x n ) and the censorship indicators ∆ n = (δ 1 , . . . , δ n ), we have an estimator F Xn,∆n n (x) of a distribution F 0 . We assume that
E2 Suppose that given two samples X n = (x 1 , . . . , x n ) and
E3 Given a real number z and a sample X n = (x 1 , . . . , x n ) , let X n + z = (x 1 + z, . . . , x n + z). Then F Xn+z,∆n n
E4 Let Q n = (q 1 , . . . , q n ) be a sequence of random variables such that n 1/2 sup 1≤i≤n |q i | is bounded in probability.
Theorem 2 Assume D1-D2 and E1-E4 thenγ is a consistent estimator of γ 0 and furthermore
In order to prove Theorem 2 we need the following Lemma 3.
Lemma 3 Assume E1-E4. Then, U n = n 1/2 sup x |F Xn+Qn,∆n n (x) − F 0 (x)| is bounded in probability.
Proof. We have to prove that given ε > 0 there exists K 0 such that
Let
Let W n = n 1/2 sup 1≤i≤n |q i |. By E4, there exists K 2 such that
Let K 3 = sup x f 0 (x) and put K 0 = K 1 + K 2 K 3 . Then, by E2 and E3 we have
By E3 we have
Then, using (49), we get
Similarly we can prove that
Then, from (48), (50) and (51) we get (46). Proof of Theorem 2. Let F n be the Kaplan-Meier distribution applied to V * n = (υ * 1 , . . . , υ * n ) and ∆ n , letF n be the Kaplan-Meier distribution applied to (Ω * n , ∆ n ), where Ω * n = (ω * 1 , . . . , ω * n ) and ∆ n = (δ 1 , . . . , δ n ) and let F 0 be the distribution of the υ i s. The proof is similar to that of Theorem 1 and hence it is sufficient to prove that Breslow and Crowley (1974) showed that
Then, since the Kaplan-Meier distribution satisfies E2 and E3, Lemma 3 implies
On the other hand Ω * n = V * n + Q n where Q n = (β 0 −β n ) T x i satisfies E4 and by Lemma 1 the result holds.
A.2 Asymptotic distribution of the 1TML estimator
In this Section we study the asymptotic behavior of the 1TML estimator. Note that the asymptotic behavior of the 2TML is obtained in a very similar way and hence it is not reported. We suppose thatγ is an is an initial n 1/2 consistent estimator, e.g. the TQτ estimator, and and that γ 0 is the true parameter value. We need the following assumptions: (30)) is non singular.
F3
The vector x has second order moments.
Theorem 3 Assume (i) the weight function w satisfies A2, (ii) the function w is continuously differentiable (iii) F1-F3 holds, then the 1TML estimator
To prove the Theorem we need some additional notations and the lemma stated below. Let
so that, for given γ 1 and γ 2 ,
where v 1 , · · · , v p+3 are the score functions evaluated at γ 1 . Then, the functions u k (γ,γ, ϑ * ) in (33) can be written as follows:
In addition, for given γ 1 , γ 2 , γ 3 , let
We also have:
Therefore, equations (33) can be written as
Finally, notice that
Lemma 4 Under the assumptions of Theorem 3, we have
Proof. We prove the lemma by showing that
Let us consider (52). We can write
where γ * is betweenγ and γ 0 . According to F1, the second factor is bounded in probability. The first factor is asymptotically zero since
where γ * is betweenγ and γ 0 . The second term is such that
but w(z, γ, 0) ≡ 1 for all γ and hence ∇ γ w(z, γ, 0) ≡ 0 for all γ.
Lemma 5 Let z i , 1 ≤ i ≤ n, be i.i.d. random vectors in R q with distribution G and ζ a parameter in R s . Let f (z, ζ) : R q R s → R be a function continuously differentiable with respect to ζ, such that (i) E G (f (z, ζ)) = 0 for all ζ, (ii) E G (f 2 (z, ζ 0 )) < ∞, and (iii) there exist δ > 0 and c(z) : R q → R satisfying
where E G (c 2 (z)) < ∞. Let ζ n be a sequence of random variables converging to ζ 0 a.s.. Then,
Proof. Take ε > 0 and consider the sequence of processes S n (ζ), ζ ∈ S = {ζ : ζ − ζ 0 ≤ ε} in the space C of the continuous functions in S:
To prove the Lemma is enough to show that S n (ζ) is tight. According to Theorem 1 of Jain and Marcus (1975) , S n (ζ) converges in distribution to a Gaussian process S(λ) and therefore it is tight.
Finally, we report Lemma A3.1 of Marazzi et al. (2009) Lemma 6 (Lemma A3.1 in Marazzi et al. (2009) ) Let z i , 1 ≤ i ≤ n, be i.i.d. random vectors in R q with distribution G and ζ a parameter in R s . Let f (z, ζ) : R q R s → R k be a continuous function, such that there exist δ > 0 and c(z) : R q → R satisfying sup ζ−ζ 0 ≤δ |f (z, ζ)| ≤ c(z) a.s., and E G (c(z)) < ∞. Let ζ n be a sequence of random variables converging to ζ 0 in probability. Then,
Proof of Theorem 3. We recall that the 1TML estimator is defined aŝ
We consider an expansion of η in its second argument around γ 0 has follows
η(z i , γ 0 ,γ, ϑ * ) + J(γ * , ϑ * )(γ − γ 0 ) and γ * is betweenγ and γ 0 . Then,
[η(z i , γ 0 ,γ, ϑ * ) − h(γ,γ,γ, ϑ * )]
By Lemma 4, we have
Let Σ(γ 0 ) be the asymptotic covariance matrix of the maximum likelihood estimators and by Lemma 5
38
Finally, by Lemma 6 we have
and J (γ * , ϑ * ) = G(γ 0 ) + o P (1). Hence, (1 − J (γ, ϑ * ) −1 J (γ * , ϑ * )) P → 0 by Slutsky Theorem. The asymptotic normality of the 1TML estimator follows from (55), (56), (57) and the Slutsky theorem.
We now consider the case without covariates. Next Theorem follows immediately from Theorem 3.
Theorem 4 Let us consider observations (y * i , δ i ) (1 ≤ i ≤ n) following a GLG model with parameter θ 0 = (µ 0 , σ 0 , λ 0 ). Letθ be an initial estimator. Assume: (i) n 1/2 (θ − θ 0 ) is bounded in probability; (ii) the matrix G(θ) is non singular; (iii) the weight function w satisfies A2; (iv) the function w is continuously differentiable. Then, the 1TML estimatorθ 1 is such that:
We recall that M (θ) = E v(y, δ, θ)v(y, δ, θ) and G(θ) = E (∇ θ v(y, δ, θ)) and v(y, δ, θ) is defined in equation (11).
Remark 1 In practice, especially when the sample size is not very large, and ϑ * is far from the asymptotic value 0, a better approximation of the covariance matrix of the 1TML estimator can be based on the following sandwich formula. Let Λ(z,γ 1 , ϑ * ) = (η(z,γ 1 ,γ 1 , ϑ * ) − h(γ 1 ,γ 1 ,γ 1 , ϑ * ))(η(z,γ 1 ,γ 1 , ϑ * ) − h(γ 1 ,γ 1 ,γ 1 , ϑ * )) .
Then, the covariance matrix Σ(γ 1 ) of the 1TML estimator can be estimated byΣ
Remark 2 For the case without covariates
