In this paper we study frequency dependent error bounds for comparison and simpli cation of models with uncertainty. The uncertainty is described by quadratic constraints and the error bounds are calculated based on solutions to linear matrix inequalities.
Introduction
In modern robust control design it is common to model both the system dynamics and uncertainty. This often results in models that have high state order and complicated uncertainty descriptions. These models may be di cult to analyze and the subsequent controller design, based on these models, may be both di cult and time consuming. The resulting controller usually also become complex and may therefore be expensive and di cult to implement. For these reasons there is a need to develop methods to analyze the importance of the uncertainty description as well as the states. In many situations, such as in controller design, the required accuracy of the model is di erent at di erent frequencies. It is therefore desirable to do the analysis frequency by frequency. For linear time-invariant models without uncertainty there exist well-known order reduction methods and associated error bounds. Two such methods are balanced truncation, see 9, 7, 4] and singular perturbation approximation, see 5, 8] . The balanced truncation method has been generalized to models with normbounded uncertainty, see 10, 3] . It has been shown that these results can be generalized to include a more general class of uncertainty descriptions as well as nonlinearities, see 2] . In this paper we will focus on uncertain linear time-invariant models. For such models we obtain frequency dependent error bounds. A more thorough treatment of the results in this paper and in 2] can be found in 1]. The paper is organized as follows. We start, in SecDepartment of Automatic Control, Lund Institute of Technology. The work has been supported by the Swedish Research Council for Engineering Sciences, grant 95-759. tion 2, by describing the modeling framework. Then we describe the comparison and simpli cation problem in Section 3. The corresponding error bounds are presented in Section 4. Finally, a numerical example is given in Section 5.
Preliminaries
In this section we describe the modeling framework and state the problem. Everything in this paper is done in continuous time, eventhough similar results also hold in discrete time. The modeling framework considered in this paper, is commonly used in modern robustness analysis and control design, see e.g. 11], and is de ned by the interconnection of a pair ( ; M) according to the relations x = z; and z y = M x u ;
as illustrated in Figure 1 .
The signals in the interconnection are the input u 2 L m 2e 0; 1), the output y 2 L p 2e 0; 1) and the internal signals z 2 L n 2e 0; 1) and x 2 L n 2e 0; 1).
The transfer matrix is used to represent uncertain dynamics as well as known dynamics considered for simpli cation while M represents the remaining part of the model. The transfer matrix is also assumed to have a block diagonal structure = diag( 1 ; : : :; r ), where each of the blocks satis es a constraint, e.g. a norm bound or some other quadratic constraint. These quadratic constraints can also be used to describe uncertain dynamics. 
Quadratic constraints
We use quadratic constraints as a general framework to describe uncertain dynamics as well as known dynamics considered for simpli cation. This framework includes a number of well-known constraints such as passivity and norm bounds. We say that the matrix satis es the quadratic constraint de ned by the hermitian matrix if I I 0:
The matrix will be called a multiplier. The following property is useful. Assume that has a block diagonal structure, = diag( 1 ; : : :; r ); and that k satis es the quadratic constraints de ned by k , for k = 1; : : :; r. Then satis es the quadratic constraint de ned by = daug( 1 ; : : : ; r ); where daug( 1 ; 2 ) is de ned as We have used parentheses in the subscripts to denote submatrices of submatrices.
Problem description
The problem considered in this paper is to analyze the importance of the di erent blocks in for di erent frequencies. In particular, we would like to nd upper bounds on the error, e = y ?ŷ = ( ? M ?^ ? M)u; or more precisely the norm
between two models. The norm of a transfer matrix is de ned by the maximum singular value as
Note that this norm is frequency dependent. We will assume that the di erence between the two models is that some of the blocks in the second model have been truncated, simpli ed or changed in some other way. These results can then be used for model comparison, model simpli cation and model reduction.
Model comparison
Consider comparison of two models that are identical except for some of the blocks in . We assume, without loss of generality, that the upper blocks in , denoted U = diag( 1 ; : : :; r ), are identical while the lower blocks denoted L = diag( r+1 ; : : :; r ) and L = diag(^ r+1 ; : : :;^ r ), respectively, are di erent. We partition the two models, ( ; M) and (^ ; M), consistently using M = To compare the two models we assign positive realvalued functions k (!) to each of the blocks in . Each function k (!) gives a measure on the importance of the corresponding block k . The error between the two models, is bounded by two times the sum of the k -functions corresponding to the nonidentical blocks. Note, that the k -functions will depend on the selection of a set, that both k and^ k belong to. The set is described using quadratic constraints.
Model simpli cation and reduction
The comparison of models may be used for model simpli cation. The second model is in this case considered as a simpli cation of the rst model. To choose which of the blocks in to simplify, we may look at the kfunctions since they indicate for which of the blocks in simpli cation is cheapest. The simpli cation is then done by replacing L with a xed transfer matrix^ L , with the same block structure as L . We may choose the replacing transfer matrix to be frequency independent to avoid unnecessary dynamics, and choose it close to L to obtain a simpli ed model close to the original model.
The spatial dimension of the simpli ed model may be reduced. This follows by observing that
whereM is given by the expression
Note that it is crucial for this reduction that^ L is a xed transfer matrix, and not a set of transfer matrices, so thatM becomes a xed transfer matrix.
Example 1|Truncation
Choosing the xed matrix^ L = 0 results in a reduced model withM
This model is simply a truncation of the original model.
Main result
We now present the frequency dependent error bounds associated with model comparison and simpli cation. Let ( U ;M) be the reduced order model obtained using the reduction formula (1). Then
Remark If the quadratic constraints are satis ed by k and ^ k , for all 2 0; 1] and for all ! 2 0; 1], then stability of ( ; M) and (^ ; M) follows when (2) or (3) is satis ed for all ! 2 0; 1].
The interpretation of this theorem is that, if the transfer matrices k ; k =r + 1; : : :; r are replaced by di erent transfer matrices, usually constant matrices, satisfying the same constraints, then the error is bounded by positive frequency dependent functions corresponding to the replaced transfer matrices. The reduction algorithm gives an equivalent model with lower spatial dimension. We describe using quadratic constraints. It is therefore not necessary to have exact knowledge about the transfer matrix . This makes the result applicable to models where is uncertain. One must then nd a quadratic constraint that is satis ed for all in the uncertainty set.
Numerical computations
In this section we describe how the error bounds, or more precisely how k (!), for a given frequency, can be obtained by numerical computation. We simplify the notation by collecting the k (!)-functions functions in the real matrix-valued function (!) = diag( 1 (!)I n1 ; : : :; r (!)I nr ) > 0:
The problem is to nd (!) that solves inequalities (2) and (3), and where in addition (!), in some sence, is as small as possible. We have to distinguish between the following two cases: given constrained by linear matrix inequalities The error bound inequalities are in the rst case linear matrix inequalities in 2 (!). An optimal (!) can then be found numerically, for one frequency at the time, using for example the LMI control toolbox, 6]. In the second case, where we would like to optimize over both and , the inequalities usually become non-convex. The resulting optimization problem is in general di cult. We therefore propose the following suboptimal two step algorithm.
1. Find (i!), satisfying the multiplier constraints used to describe (i!), such that (!) is minimized under the constraints (2) and (3) with (!) = (!) 0 (!).
2. Find (!) = diag( 1 (!); : : :; r (!)) that minimizes tr W(!) 2 (!) under the constraints (2) and (3) using the (i!) obtained in the previous step. The matrix 0 (!) is a guess for the optimal value on (!). If no information is available we choose 0 = I. The matrix W(!) = diag( 1 (!); : : :; r (!)) is a weight on the relative importance of di erent elements in (!). If they are equally important we choose W = I. When there is only one block in then there is also only one value to be calculated. In this case this algorithm gives the best possible value on . This does, however, not necessarily mean that we nd the optimal error bound. The two-step algorithm may be used for iteration; then (!) obtained in Step 2 replaces 0 in Step 1 when a new iteration begins.
Numerical example
In this section we give an example which motivates the use of other reduction methods than truncation and illustrates the importance of not restricting the set of multipliers more than necessary. Consider the model in Figure 2 where the transfer functions are G k (s) = 1 s k + 1 ; k = 1; 2; 3: The time constants are 1 = 1, 2 = 0:1 and 3 = 0:01. We assume that we are interested in knowing how large the error would be if we neglect the dynamics for some of the transfer functions, i.e. assumes that G k (i!) 1. To be able to apply the results in this paper we rewrite the model on the form ( ; M). We let contain the transfer functions considered for simpli cation and M the remaining part of the model. For example if we consider simpli cation of G 2 and G 3 then = diag( 2 ; 3 ) = diag(G 2 (s); G 3 (s)) and M(s) = To simplify the dynamics corresponding to G k we usê k =Ĝ k = 1 in the reduction formula (1). We will now consider two cases. In the rst case we use all quadratic constraints that are valid for both the original and replacing transfer function. In the second case we restrict ourselves to quadratic constraints that are satis ed by all unity norm-bounded transfer functions. In the rst case, the multiplier k describing the transfer function G k , should satisfy both 1
The rst constraint corresponds to the original transfer function and the second to the simpli ed transfer function.
We now consider simpli cation of one of the transfer functions at a time. Using numerical calculations, we nd the -functions in Figure 3 . The corresponding error bounds 2 k are in these cases equal to the true error. In the second case we describe the transfer function G k using the multiplier
0 is a real valued function. This multiplier de nes quadratic constraints satis ed by any unity norm-bounded transfer function and is, thus, a conservative description of our transfer function. Note that the simpli ed transfer function^ k =Ĝ k = 1, also satis es the quadratic constraint de ned by this multiplier.
Using this multiplier when considering simpli cation of one block at the time we obtain the -functions in Figure 4 . Comparing with Figure 3 we see that the -functions in Figure 4 give more conservative error bounds. This shows that it is important to allow as much freedom in the multiplier as possible, in order to obtain good error bounds. We now return to the more accurate description and let contain both the transfer functions G 2 and G 3 at the same time. Using the two step procedure we nd the -functions in Figure 5 . These -functions have The -functions corresponding to the dynamics in G 2 (s) and G 3 (s), respectively. If the dynamics in both these transfer functions are neglected then the approximation error will be bounded by 2( 2 (!) + 3 (!)).
higher values and thus result in more conservative error bounds when we consider simpli cation of one transfer function at the time, than the previously obtained. One possible reason for getting higher values is that the suboptimal two-step algorithm not necessarily give us the the best possible solution to the inequalities in Theorem 1, as it does in the one-block case. An other reason is that the k values are expected to increase with the number of blocks in when there is an interdependence between the blocks. The reason for this is as follows. If we simplify one block then the error will be bounded by 2 k , this must hold independent of how many blocks there are in . We therefore do not expect k to decrease with the number of blocks in . On the other hand if we increase the number of blocks in then the same function k should be used to calculate more upper bounds. The k -values may then have to be increased. The conclusions from this section are that it is important to describe the transfer function as accurately as possible, i.e. use as much freedom as possible when the multipliers k are chosen. Also one should only include in the dynamics that are intended to be simpli ed. If these recommendations are followed the method gives good error bounds for this example.
