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Abstract
In this paper we analyze the positive (sign-symmetric) P -matrix completion problem when
the pattern of the partial matrix is non-symmetric. We prove that every positive (sign-sym-
metric) partial P -matrix A has a positive (sign-symmetric) P -matrix completion when the
associated graph of the specified entries of A, GA, is acyclic and we study special cases when
GA is not acyclic.
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1. Introduction
An n× n real matrix is called a P -matrix if all its principal minors are positive.
This property is invariant under permutation similarity, positive left diagonal mul-
tiplication and diagonal similarity (see [3]). An n× n matrix A = (aij ) is called
positive if all its entries are positive, and is called sign-symmetric if, for each pair of
indices i, j , either aij aji > 0 or aij = aji = 0.
The principal submatrix of an n× n matrix A lying in rows and columns α, α ⊆
{1, 2, . . . , n}, is denoted by A[α]. The permutation matrix obtained by performing
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permutation (σ (1), σ (2), . . . , σ (n)) in rows of the identity matrix is denoted by P =
[σ(1), σ (2), . . . , σ (n)].
A partial matrix is a matrix in which some entries are known and the remaining are
unspecified. The set of indices of the specified entries is called a pattern of the partial
matrix. We say that the pattern is non-symmetric if there exist indices i, j such that posi-
tion (i, j) is specified and position (j, i) is not. The matrix obtained by choosing values
for the unspecified entries is called a completion of the partial matrix. We denote byA0
the completion obtained by replacing the unspecified entries with zero.
A partial P -matrix is a partial matrix in which every fully specified principal
submatrix is a P -matrix. A P -matrix completion problem asks if there exists a P -ma-
trix completion of a partial P -matrix. This problem has been studied for symmetric
patterns by Johnson and Kroschel in [4] and for non-symmetric patterns by DeAlba
and Hogben in [5].
In analogous way, a positive (sign-symmetric) P -matrix completion problem asks
if there exists a positive (sign-symmetric) P -matrix completion of a positive (sign-
symmetric) partial P -matrix. These problems have been studied for symmetric pat-
terns (see [1]) and here we are going to study them when the pattern of the partial
matrix is non-symmetric. In this case, these problems have, in general, a negative
answer as the following examples show. Matrix
A =


1 1 5 7
0.99 1 1 7.2
1/6 x 1 1
y 0.138 0.5 1


is a positive partial P -matrix which does not have a positive P -matrix completion,
since
detA[{1, 2, 4}] > 0←→y > 0.1363,
detA[{1, 3, 4}] > 0←→y < 0.125,
and matrix
A =

 1 1 x0.5 1 1
−4 0.5 1


is a sign-symmetric partial P -matrix which does not have a sign-symmetric P -matrix
completion, since
detA = 4.25x − 4 < 0 ∀x such that − 1/4 < x < 0.
Therefore, we consider the following problems in this paper:
Problem 1. Let A be an n× n positive partial P -matrix. What type of non-sym-
metric pattern, guarantees the existence of a positive P -matrix completion of A?
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and
Problem 2. Let A be an n× n sign-symmetric partial P -matrix. What type of non-
symmetric pattern, guarantees the existence of a sign-symmetric P -matrix comple-
tion of A?
Let A be a positive (sign-symmetric) partial P -matrix. If the principal subm-
atrix determined by the specified diagonal entries can be completed to a positive
(sign-symmetric) P -matrix, then A can be completed to a positive (sign-symmetric)
P -matrix. So we assume that a pattern contains all diagonal entries.
It is easy to prove, by the continuity of the determinat, the following result:
Proposition 1.1. Let A be a positive (sign-symmetric) partial P -matrix of size n×
n. If A0 is a P -matrix completion of A, then there exists a positive (sign-symmetric)
P -matrix completion of A.
The associated graph of the specified entries of a partial matrix A = (aij ), of
size n× n, is a graph GA = (V ,E) where V = {1, 2, . . . , n} and there exists an arc
between vertex i and vertex j (i /= j ) if aij is specified. As we assume that all main
diagonal entries are specified we omit loops. In this paper we use directed graphs
since all matrices that appear have a non-symmetric pattern.
We recall some concepts about graphs. Given a vertex j ∈ V, it is called input
degree of vertex j, din(j), the number
din(j) = card{i ∈ V, i /= j : (i, j) ∈ E},
and output degree of vertex j, dout(j), the number
dout(j) = card{i ∈ V, i /= j : (j, i) ∈ E}.
A finite sequence of vertices i1i2 · · · ik−1ik such that any vertex appears only once
is called a path and if only the first and last vertices are the same it is said to be a
cycle. A directed graph is said to be acyclic if it does not have cycles. A clique in a
directed graph is simply a complete (all possible arcs) induced subgraph.
If the associated graph GA of an n× n partial matrix A is formed by two cliques,
B1 and B2, which only share one vertex and VB1 ∪ VB2 = {1, 2, . . . , n}, where VBi
is the set of vertices of clique Bi, i = 1, 2, then it is 1-chordal (see [1]).
A directed graph is weakly connected if the underlying graph, that is, the non-
directed graph obtained by deleting all the arc-directions, is connected. Let A be
a positive (sign-symmetric) partial P -matrix. We may assume that GA is weakly
connected as otherwise, we can consider matrix A partitioned as follows:
A =


A11 X12 · · · X1r
X21 A22 · · · X2r
...
...
...
Xr1 Xr2 · · · Arr

 ,
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where Xij is a completely unspecified matrix, i, j = 1, 2, . . . , r, and Aii is the sub-
matrix whose associated graph is the weakly connected component GAii of GA,
i = 1, 2, . . . , r. If Aii has a positive (sign-symmetric) P -matrix completion Aiic ,
i = 1, 2, . . . , r, then the following completion of A:
A =


A11c 0 · · · 0
0 A22c · · · 0
...
...
...
0 0 · · · Arrc


is a P -matrix. By applying Proposition 1.1 we obtain a desired completion.
If we write the vertices of a graph from the top of the page to the bottom of the
page and then numbers them from 1 down the page to n, from the output degree
of a vertex i, dout(i), we can define the following new degrees associated with this
vertex.
Definition 1.1. Let G = (V ,E) be a directed graph with V = {1, 2, . . . , n}. We call
down degree of vertex i ∈ V, dd(i), the number
dd(i) = card{j ∈ V : j > i and (i, j) ∈ E}.
When dd(i) = 1 we say that the down degree of i is consecutive if (i, i + 1) ∈ E and
non-consecutive in another case.
Analogously, we call up degree of vertex i ∈ V, du(i), the number
du(i) = card{j ∈ V : j < i and (i, j) ∈ E}.
Note that
dout(i) = dd(i)+ du(i). (1)
From these new degrees we introduce the following graph:
Definition 1.2. A directed graph G = (V ,E) is said to be a CDUM-graph (consec-
utive down up maximun 1) if it is isomorphic to a directed graph that satisfies:
(i) du(i)  1, ∀i ∈ V,
(ii) dd(i)  1, ∀i ∈ V, and if dd(i) = 1 then it is consecutive.
Taking into account (1), if G = (V ,E) is a CDUM-graph then dout(h)  2, ∀h ∈
V. Note that if A is a partial matrix such that GA satisfies the above conditions (i)
and (ii) then its specified entries must be on the main diagonal, on the super diagonal
and on the lower triangular part. In each row, before the main diagonal, there is at
most one specified entry.
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Example 1.1. The associated graph to the following partial matrix:
A =


a11 a12 ? ? ? ?
a21 a22 a23 ? ? ?
? a32 a33 a34 ? ?
? a42 ? a44 a45 ?
? ? a53 ? a55 ?
? ? ? a64 ? a66


,
where ? is unspecified, is a CDUM-graph since satisfies conditions (i) and (ii) of
Definition 1.2.
Note that in GA there is at least a vertex such that its output and input degrees
are less than or equal to 1 (see bottom-vertex 6). Moreover, there is at least another
vertex such that its output degree is less than or equal to 1 (see top-vertex 1).
Let A be a partial matrix of size n× n and GA = (V ,E) its associated graph.
From the previous comments, it is easy to see that, not taking into account the loops,
conditions
(a) ∃j ∈ V such that dout(j)  1 and din(j)  1,
(b) ∃k ∈ V, k /= j such that dout(k)  1,
(c) ∀h ∈ V, dout(h)  2
are necessary conditions in order for a directed graph GA to be a CDUM-graph.
These conditions are not sufficient as we can see in the following example:
Example 1.2. Consider the following partial matrix and the associated graph:
A =


a11 a12 a13 ?
? a22 a23 ?
? a32 a33 ?
? ? ? a44

 ,
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It is easy to see that GA satisfies the necessary conditions (a), (b) and (c).
However GA is not a CDUM-graph since vertex 4 is an isolated vertex and
the induced subgraph by the vertices {1, 2, 3} does not satisfy the mentioned con-
ditions.
When GA satisfies the previous conditions the next procedure allows us to ob-
tain, if there exists, a permutation P such that GA′ , where A′ = PAP T, satisfies
conditions (i) and (ii) of Definition 1.2. In the mentioned procedure, to cross out the
row and column j means to replace the off-diagonal specified entries in this row and
column by unspecified entries. The idea of the procedure is to choose the order of
the vertices of GA from the bottom to the top, such that after to be relabeled them
from 1′ down the page to n′, the new directed graph GA′ , isomorphic to GA, satisfies
conditions (i) and (ii) of Definition 1.2.
Procedure. Let U = {j1, j2, . . . , jp, jp+1, . . . , js} be the set of vertices of V that
verify condition (a), such that din(jt ) = 0, for t = p + 1, p + 2, . . . , s. Let A¯ be
the matrix obtained by crossing out the rows and columns jp+1, jp+2, . . . , js of
matrix A. Observe that rows and columns j1, j2, . . . , jp of A¯ have at maximum one
off-diagonal specified entry.
We choose a vertex jh ∈ U, 1  h  p, cross out the row and column jh of A¯
and call the new matrix Ajh. Let aijh be the off-diagonal specified entry in column
jh of A¯. We are going to analyze the row and column i of matrix Ajh.
(I) If the row or the column i of Ajh has more than one off-diagonal specified entry,
we start the procedure again with another non-used vertex jh ∈ U and the matrix
A¯.
(II) If the row and column i of Ajh have at maximum one off-diagonal specified
entry, we cross out the row and column i of matrix Ajh and call the new matrix
Ai.
(II.1) If in column i of Ajh, aki is the specified entry we analyze the row and
column k of matrix Ai and so on.
(II.2) If all off-diagonal entries in column i of matrix Ajh are unspecified, we
choose another non-used vertex jh ∈ U, cross out the row and column jh
of Ai, call Ajh the new matrix and apply the previous procedure taking
into account that, now, we work with matrix Ai instead of A¯.
If all off-diagonal entries in column jh of A¯ are unspecified, we choose another
non-used vertex jr ∈ U, cross out the row and column jr of Ajh and call Ajr the
new matrix. Now we apply the previous procedure taking into account that, now, we
work with matrix Ajh instead of A¯.
If we apply this procedure and run through all indices of V ∼ {jp+1, jp+2, . . . , js}
we obtain a permutation P = [σ(1), . . . , σ (n− s), jp+1, . . . , js], where σ(1), . . . ,
σ (n− s) are the vertices of V ∼ {jp+1, . . . , js} in the inverse order with regard to
the procedure, such that GA′ , where A′ = PAP T, satisfies conditions (i) and (ii) of
Definition 1.2.
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Example 1.3. Consider the following partial matrix:
A =


a11 a12 ? a14 ? ?
a21 a22 ? ? a25 ?
a31 ? a33 ? ? ?
? a42 a43 a44 ? ?
? a52 ? ? a55 ?
? ? ? a64 ? a66


,
where ? is unspecified.
In this case U = {3, 5, 6}, where din(6) = 0. Let A¯ the matrix obtained by cross-
ing out the row and column 6 of A.
We choose vertex 5 ∈ U, and cross out the row and column 5 of A¯ and call the new
matrixA5.Observe that a25 is the off-diagonal specified entry in column 5 of A¯.Now,
we analyze the row and column 2 of A5. Since column 2 of A5 has two off-diagonal
specified entries, we have to start the procedure from another vertex ofU and matrix A¯.
We can only choose vertex 3 ∈ U. Now we cross out the row and column 3 of
A¯ and call the new matrix A3. In A¯ the off-diagonal entry a43 is specified, then we
analyze the row and column 4 of A3. Since row and column 4 of A3 have only one
off-diagonal specified entry, we cross out the mentioned row and column of A3 and
call the new matrix A4. Continuing with this procedure, we obtain the permutation
P = [5, 2, 1, 4, 3, 6], such that the matrix
A′ = [a′ij ] = PAP T =


a55 a52 ? ? ? ?
a25 a22 a21 ? ? ?
? a12 a11 a14 ? ?
? a42 ? a44 a43 ?
? ? a31 ? a33 ?
? ? ? a64 ? a66


,
has a CDUM associated graph.
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In Section 2 we solve the posed problems when the associated graph GA of the
specified entries of the partial matrix A is acyclic. In Section 3 those problems are
analyzed when GA is not acyclic. We give sufficient conditions for the existence
of a positive (sign-symmetric) P -matrix completion of a positive (sign-symmetric)
partial P -matrix of size n× n, n  4. In the sign-symmetric case, when n = 3, we
characterize the existence of a desired completion.
2. Partial P -matrices with acyclic directed graph
In this section we are going to prove that any positive (sign-symmetric) partial
P -matrix, whose graph is acyclic, has a positive (sign-symmetric) P -matrix comple-
tion.
Theorem 2.1. Let A be an n× n positive (sign-symmetric) partial P -matrix such
that the graph of its specified entries, GA, is an acyclic graph. Then, there exists a
positive (sign-symmetric) P -matrix completion Ac of A.
Proof. Since the binary relation R = E(GA) in set V is such that GR is acyclic,
the topological order algorithm (see [2]) gives a total order relation S that preserves
R. From the Hasse diagram of S (see [2]) we obtain a permutation P such that
A′ = PAP T has the lower triangular part totally unspecified and the upper one is
formed by unspecified and known entries.
It is easy to see that matrix A′0 is a P -matrix completion of A′. By applying
Proposition 1.1 we obtain a positive (sign-symmetric) P -matrix completion A′c of
A′. Then matrix Ac = P TA′cP is a desired completion of A. 
Example 2.1. Consider the following sign-symmetric partial P -matrix:
A =


2 1 ? ? ? ? ? ? ? ?
? 7 ? ? 3 ? 3 ? ? ?
? ? 3 4 ? −1 ? ? 0 ?
? ? ? 9 ? 2 ? ? ? 0
? ? −2 ? 5 ? ? ? −2 ?
? ? ? ? ? 1 ? ? ? 0
? ? 2 ? 0 ? 1 ? 2 ?
? ? ? ? ? ? ? 3 ? ?
? ? ? 1 ? 1 ? ? 1 ?
? ? ? ? ? ? ? 0 ? 7


,
where ? is unspecified and whose associated graph
C. Jorda´n et al. / Linear Algebra and its Applications 368 (2003) 25–51 33
is acyclic.
By applying the similarity permutation P = [1, 2, 7, 5, 3, 9, 4, 6, 10, 8], given
by the topological order algorithm, we transform matrix A into the following sign-
symmetric partial P -matrix:
A′ =


2 1 ? ? ? ? ? ? ? ?
? 7 3 3 ? ? ? ? ? ?
? ? 1 0 2 2 ? ? ? ?
? ? ? 5 −2 −2 ? ? ? ?
? ? ? ? 3 0 4 −1 ? ?
? ? ? ? ? 1 1 1 ? ?
? ? ? ? ? ? 9 2 0 ?
? ? ? ? ? ? ? 1 0 ?
? ? ? ? ? ? ? ? 7 0
? ? ? ? ? ? ? ? ? 3


.
Since A′0 is a P -matrix, Proposition 1.1 allows us to assure that there exists an
" > 0 such that matrix
A′c =


2 1 " " " " " " " "
" 7 3 3 " " " " " "
" " 1 0 2 2 " " " "
" " 0 5 −2 −2 " " " "
" " " −" 3 0 4 −1 " "
" " " −" 0 1 1 1 " "
" " " " " " 9 2 0 "
" " " " −" " " 1 0 "
" " " " " " 0 0 7 0
" " " " " " " " 0 3


is a sign-symmetric P -matrix completion of A′. Then, Ac = P TA′cP is a desired
completion of A.
Taking into account that a path is an acyclic graph and that the associated graph
of a partial upper triangular matrix A is also acyclic, we have the following results.
Corollary 2.1. Let A be an n× n positive (sign-symmetric) partial P -matrix whose
associated graph is a path. Then, there exists a positive (sign-symmetric) P -matrix
completion Ac of A.
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Corollary 2.2. LetA be an n× n positive (sign-symmetric) partial upper triangular
P -matrix.Then, there exists a positive (sign-symmetric)P -matrix completionAc ofA.
It is easy to extend these results to the following partial upper triangular matrices
by blocks,
A =


A11 A12 . . . A1q
X21 A22 . . . A2q
...
...
...
Xq1 Xq2 . . . Aqq

 ,
where Aij , i < j, is an ni × nj partial matrix, Xij , i > j, is a totally unspecified
matrix and Aii can be a positive (sign-symmetric) P -matrix or a positive (sign-sym-
metric) partial P -matrix, whose associated graph is acyclic.
3. Partial P -matrices with non-acyclic directed graph
In this section we analyze problems 1 and 2 for matrices whose graphs are non-
acyclic. In the following result we state that condition CDUM is sufficient to guar-
antee the existence of a positive P -matrix completion of a positive partial P -matrix
of size n× n, n  4, since any positive partial P -matrix of size 3 × 3 has a positive
P -completion (see [1]).
Proposition 3.1. Let A be an n× n, n  4, positive partial P -matrix, such that GA
is a CDUM-graph. Then, there exists a positive P -matrix completion Ac of A.
Proof. We can assume that all entries (i, i + 1), i = 1, 2, . . . , n− 1, of A are spec-
ified, since in the other case, we complete them such that the new matrix is a positive
partial P -matrix.
It can also be assumed, by positive left diagonal multiplication and diagonal sim-
ilarity, there are 1’s on the main diagonal and on the super diagonal of the partial
matrix A, that is,
A =


1 1 x1,3 x1,4 . . . x1,n
y2,1 1 1 x2,4 . . . x2,n
y3,1 y3,2 1 1 . . . x3,n
...
...
...
...
...
yn−1,1 yn−1,2 yn−1,3 yn−1,4 . . . 1
yn,1 yn,2 yn,3 yn,4 . . . 1


,
where in every row there is at most one entry yi,j = ai,j specified.
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Let Ac = [bij ] be the following completion of A:
• xi,j = 0, j  i + 2
• For i = 2 to n
– If there is not a specified entry (i, j), j < i, then yi,j = 0, j = 1, 2, . . . , i − 1.
– If there is a specified entry (i, j), j < i, then
∗ If j = i − 1, yi,t = ai,j , t = 1, 2, . . . , j − 1.
∗ If j < i − 1, yi,t = ai,j , t = 1, 2, . . . , i − 2, t /= j
yi,i−1 = 0,
Now, we prove that detAc[α] > 0, ∀α ⊂ {1, 2, . . . , n}. Consider the two follow-
ing cases.
(a) The indices of α are consecutive. We proceed by induction on c = card(α). If
c = 2, say α = {i, i + 1}, i = 1, 2, . . . , n− 1, then
detAc[α] =
{
1 if entry (i + 1, i) is unspecified,
1 − bi+1,i = 1 − ai+1,i if entry (i + 1, i) is specified.
Suppose that when c  p we have detAc[α] > 0, ∀α ⊂ {1, 2, . . . , n}.
Let α = {i, i + 1, . . . , i + p} be. By subtracting column i from column i + 1,
we obtain
detAc[α] = (1 − bi+1,i ) detAc[{i + 2, . . . , i + p}]
+(bi+2,i − bi+2,i+1) detAc[{i + 3, . . . , i + p}].
Since
bi+2,i − bi+2,i+1 =


0 if entry (i + 2, i + 1) is specified or
entry (i + 2, j) is unspecified ∀j < i + 2,
ai+2,i otherwise
the induction hypothesis assures that detAc[α] > 0.
(b) Indices of α are not consecutive. Suppose that α = {i, i + 1, . . . , i + p, j,
j + 1, . . . , j + r}, with j > i + p + 1. Since
detAc[α] = detAc[{i, i + 1, . . . , i + p}] detAc[{j, j + 1, . . . , j + r}],
by applying case (a) we have that detAc[α] > 0. The process in the general case
is obtained from this in a natural way.
Now, we can perturb the zero entries of Ac, without disturbing the signs of the
principal minors, in order to obtain a positive P -matrix completion of A. 
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Example 3.1. Let A be the following positive partial P -matrix:
A =


1 1 x13 x14 x15 x16 x17
a21 1 1 x24 x25 x26 x27
a31 x32 1 1 x35 x36 x37
a41 x42 x43 1 1 x46 x47
x51 x52 a53 x54 1 1 x57
x61 x62 x63 a64 x65 1 1
x71 x72 a73 x74 x75 x76 1


,
Matrix
Ac =


1 1 0 0 0 0 0
a21 1 1 0 0 0 0
a31 0 1 1 0 0 0
a41 a41 0 1 1 0 0
a53 a53 a53 0 1 1 0
a64 a64 a64 a64 0 1 1
a73 a73 a73 a73 a73 0 1


is the P -matrix completion of A, given by the previous proposition. By perturbing
the zero entries of Ac we can obtain a positive P -matrix completion of A.
Since a directed cycle is a particular case of a CDUM-graph, we can establish the
following result:
Corollary 3.1. Let A be a positive partial P -matrix of size n× n whose associated
graph is a directed cycle. Then, there exists a positive P -matrix completion Ac of A.
Corollary 3.2. Let A be a positive partial P -matrix of size n× n, whose associated
graph GA = (V ,E) satisfies that: din(k)  1 and dout(k)  1, ∀k ∈ V. Then, there
exists a positive P -matrix completion Ac of A.
Proof. We can find a permutation matrix P such that A′ = PAP T is a positive
partial P -matrix whose associated graph, GA′ , is a cycle or a path. By applying
Corollary 3.1 or 2.1 we obtain a desired completion. 
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Proposition 3.2. For every n  4, there exists a positive partial P -matrix of size
n× n, whose graph does not satisfy some of the conditions of a CDUM-graph, for
which there is not a positive P -matrix completion.
Proof. We consider the following cases:
(a) Suppose that there exists a vertex i ∈ V such that dd(i) > 1 and du(j)  1,
∀j ∈ V.
The following positive partial P -matrix:
A =


1 1 x13 x14
x21 1 1 0.2
20 x32 1 1
40 x42 x43 1

 ,
whose graph satisfies the above conditions, does not have a positive P -matrix
completion because of detA < 0, whenever
0 < x21, x32, x43 < 1, 0 < x13 < 0.05, 0 < x14 < 0.025, 0 < x42 < 5.
(b) Suppose that there exists a vertex i ∈ V such that dd(i) = 1, non-consecutive,
and du(j)  1, ∀j ∈ V.
The following positive partial P -matrix:
A =


1 x12 x13 40
20 1 1 x24
40 x32 1 10
x41 1 x43 1

 ,
whose graph satisfies the above conditions, does not have a positive P -matrix
completion, because of detA < 0, taking into account the conditions that must
be verified by the unspecified entries in order for the principal minors of size
2 × 2 to be positive.
(c) Suppose that there exists a vertex i ∈ V such that du(i) > 1 and dd(j)  1, con-
secutive, ∀j ∈ V.
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The following positive partial P -matrix:
A =


1 1 x13 x14
0.2 1 1 x24
20 x32 1 1
40 10 x43 1

 ,
whose graph satisfies the above conditions, does not have a positive P -matrix
completion because of detA < 0, whenever
0 < x32, x43 < 1, 0 < x13 < 0.05, 0 < x14 < 0.025, 0 < x24 < 0.1.
(d) Suppose that there exists a vertex i ∈ V such that du(i) > 1 and a vertex j ∈ V
such that dd(j) > 1.
Analogously to the previous cases, it is easy to prove that the following positive
partial P -matrix:
A =


1 1 x13 x14
x21 1 1 0.2
20 x32 1 1
40 0.2 x43 1

 ,
whose graph satisfies the above conditions, does not have a positive P -matrix
completion.
And finally,
(e) Suppose that there exists a vertex i ∈ V such that dd(i) = 1, non-consecutive,
and there exists a vertex j ∈ V such that du(j) > 1.
The following positive partial P -matrix:
A =


1 x12 x13 40
20 1 1 x24
40 x32 1 10
0.02 1 x43 1

 ,
whose graph satisfies the above conditions, does not have a positive P -matrix
completion, because of detA < 0, taking into account the conditions that must
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be verified by the unspecified entries in order for the principal minors of size
2 × 2 to be positive.
Byembeddinganyof theabovematricesAasaprincipal submatrixputting1’son the
main diagonal and unspecified entries on the remaining positions, that is, for example
M =
[
A X12
X21 B
]
,
where X12 and X21 are totally unspecified matrices and B has ones on the main di-
agonal and unspecified entries on the remaining positions, we produce a positive par-
tial P -matrix of size n× n, n > 4, which does not have a positive P -matrix
completion. 
Definition 3.1. A directed block-graph is a graph formed by a sequence of blocks
which can be cliques, acyclic-graphs or CDUM-graphs and any two blocks share one
vertex at maximum.
Example 3.2. The following graph:
is a directed block-graph with four blocks B1, B2, B3 and B4. Block B1 is the in-
duced subgraph by vertices VB1 = {1, 2, 3, 4}, B2 by VB2 = {4, 5, 6}, B3 by VB3 ={6, 7, 8} and B4 by VB4 = {5, 9, 10}, these subgraphs being an acyclic graph, a
CDUM-graph, a clique and a CDUM-graph, respectively. This graph is associated
to the specified entries of the following partial matrix:
A =


a11 ? a13 a14 ? ? ? ? ? ?
a21 a22 a23 ? ? ? ? ? ? ?
? ? a33 a34 ? ? ? ? ? ?
? ? ? a44 a45 ? ? ? ? ?
? ? ? a54 a55 a56 ? ? a59 ?
? ? ? a64 ? a66 a67 a68 ? ?
? ? ? ? ? a76 a77 a78 ? ?
? ? ? ? ? a86 a87 a88 ? ?
? ? ? ? a95 ? ? ? a99 a910
? ? ? ? ? ? ? ? a109 a1010


,
where ? is unspecified.
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Theorem 3.1. Let A be an n× n positive partial P -matrix such that GA is a direc-
ted block-graph. Then, there exists a positive P -matrix completion.
Proof. Let B1, B2, . . . , Bp be the sequence of blocks of GA and let VBj = {j11,
j12, . . . , j1nj } be the set of vertices of Bj , j = 1, 2, . . . , p.
From the above results submatrices A[VBj ] have a positive P -matrix completion
A[VBj ]c, j = 1, 2, . . . , p. Let A′ be the matrix obtained by replacing the mentioned
blocks A[VBj ] in A by their corresponding completions.
Observe that A′ is a positive partial P -matrix whose non-directed graph GA′ is a
block-graph (see [1]), where each of its p blocks B ′j , j = 1, 2, . . . , p are cliques.
By applying Theorem 2.4 of [1] to matrix A′ we obtain a positive P -matrix
completion A′c of A′ and therefore of matrix A. 
We observe, in Example 3.2, the graph of matrix A′ = A[{4, 5, 6, 9, 10}] is not a
CDUM-graph and so we cannot assure that there exists a positive P -matrix comple-
tion of it. However, if we consider GA′ as a directed block-graph with two blocks,
each one a CDUM-graph, the previous theorem guarantees the existence of a positive
P -matrix completion of A′.
Unlike the positive case there exist sign-symmetric partial P -matrices whose
graphs are CDUM-graphs that do not have sign-symmetric P -matrix completion as
the following example shows.
Example 3.3. Consider the following sign-symmetric partial P -matrix
A¯ =

 1 1 −x13x21 1 1
−4 x32 1

 .
If we analyze the principal submatrices of size 2 × 2, we can see that in order to
obtain a sign-symmetric P -matrix completion, it is necessary that 0 < x21, x32 < 1
and 0 < x13 < 0.25. But
det A¯ = −3 − x13x21x32 − 4x13 − x21 − x32
is always negative for all values of x13, x21 and x32 satisfying the above condi-
tions. Then A¯ does not have a sign-symmetric P -matrix completion. Therefore,
to be a CDUM-graph is not a sufficient condition to guarantee the existence of a
sign-symmetric P -matrix completion of a sign-symmetric partial P -matrix.
If we specify entries (2, 1) and (3, 2) of matrix A¯ the new matrix does not have
a sign-symmetric P -matrix completion either. Note that, in any case, graph GA¯ is a
directed cycle of length 3 or it has a cycle of length 3.
By embedding the above matrix as a principal submatrix and putting 1’s on the
main diagonal and zeros on the remaining positions, that is
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M =
[
A¯ O
O I
]
,
we produce a sign-symmetric partial P -matrix of size n× n, n  4, which does not
have a sign-symmetric P -matrix completion.
Therefore, we need the graph GA = (V ,E) of the specified entries of a sign-
symmetric partial P -matrix A to not have cycles of length 3, that is, GA satisfies the
condition
∀i1, i2, i3 ∈ V :


(i1, i2), (i2, i3) ∈ E,
and the induced subgraph by vertices ⇒ (i3, i1) ∈ E,
{i1, i2, i3} is not a clique.
(2)
The following lemma shows that (2) is a necessary and sufficient condition to
assure the existence of a sign-symmetric P -matrix completion, when the size of the
partial matrix is 3 × 3.
Lemma 3.1. Let G = (V ,E) be a directed graph, V = {1, 2, 3}. Any sign-symmet-
ric partial P -matrix A, of size 3 × 3, such that GA = G, has a sign-symmetric P -
matrix completion Ac if and only if G satisfies condition (2).
Proof. In order to establish the sufficiency of condition (2) we distinguish the fol-
lowing cases:
(a) There exists a row with two unspecified entries. By permutation similarity we
assume that it is the first. Then
A =

 1 x12 x13 1 
  1

 ,
where  is either specified or unspecified. Since A0 is a P -matrix completion
of A, then by the continuity of the determinant we can obtain a sign-symmetric
P -matrix completion of A.
(b) Each row has one unspecified entry at maximum. If there exists a column with
two unspecified entries we obtain the desired completion by applying to AT an
analogous argument to case (a). Therefore, we suppose that the maximum num-
ber of unspecified entries in each column is also 1. In this case, we can assume by
permutation similarity that position (1,3) is unspecified and so matrix A, whose
graph satisfies condition (2) has the following form:
A =

 1 1 x13a21 1 1
x31 a32 1

 .
Matrix
Ac =

 1 1 1a21 1 1
a32 a32 1


is a sign-symmetric P -matrix completion of A.
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Conversely, condition (2) is clearly necessary as we saw in Example 3.3. 
Lemma 3.2. Let G = (V ,E) be a directed graph, V = {1, 2, 3, 4}. Any sign-sym-
metric partial P -matrix A, of size 4 × 4, such that GA = G, has a sign-symmetric
P -matrix completion Ac if and only if G satisfies condition (2).
Proof. In order to establish the sufficiency of condition (2) we consider the follow-
ing cases:
(a) There exists a row with three unspecified entries. We may assume, by permu-
tation similarity, that it is the first. Since the graph of the specified entries of
the principal submatrix A[{2, 3, 4}] satisfies condition (2), Lemma 3.1 allows
us to obtain a sign-symmetric P -matrix completion A[{2, 3, 4}]c of it. Let A′
be the matrix obtained by replacing the principal submatrix A[{2, 3, 4}] by its
completion, that is
A′ =


1 x12 x13 x14
 1 a23 a24
 a32 1 a34
 a42 a43 1

 ,
where  is either specified or unspecified. Since A′0 is a P -matrix completion
of A′, the continuity of the determinant allows us to assure that there exists a
sign-symmetric P -matrix completion of A′, and therefore of the matrix A.
If there is not a row with three unspecified entries but there is a column with this
characteristic we can work with AT.
(b) There is a row with two unspecified entries and the remaining rows have two
unspecified entries at maximum. We can suppose that each column also has two
unspecified entries at maximun, as otherwise we apply the procedure described
in (a) to matrix AT.
If we rule out matrices with symmetric pattern, the different cases we find can
be put into one of the following structures:
(i)
A =


1 1 x13 x14
a21 1 x23 x24
  1 1
  a43 1

 ,
where  is either specified or unspecified so that GA satisfies condition
(2). Since A0 is a P -completion by applying Proposition 1.1 we obtain the
result.
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(ii)
A =


1 1 x13 x14
 1 1 x24
x31  1 1
 x42  1

 ,
where  is either specified or unspecified such that GA satisfies condition (2).
We complete the unspecified positions to obtain a new sign-symmetric partial
P -matrix
A′ =


1 1 x13 x14
a21 1 1 x24
x31 a32 1 1
a41 x42 a43 1

 .
It is easy to see that matrix
A′c =


1 1 0 0
a21 1 1 0
a32 a32 1 1
a41 c42 a43 1

 ,
where c42 = max{a41, a43}, is a P -matrix completion of A. By applying Propo-
sition 1.1 the result holds.
(iii)
A =


1 1 x13 x14
 1 1 a24
x31  1 
x41   1

 ,
where  is either specified or unspecified so that GA satisfies condition (2).
Since the graph of specified entries of principal submatrix A[{2, 3, 4}] does not
have cycles of length 3, by applying Lemma 3.1, we obtain the following sign-
symmetric partial P -matrix:
A′ =


1 1 x13 x14
a21 1 1 a24
x31 a32 1 a34
x41 a42 a43 1

 .
We can assure there exists a desired completion of A because the graph of A′ is
1-chordal (see [1]).
(c) Each row or column has one unspecified entry at maximun. Any matrix with
this characteristic, satisfying condition (2), has a symmetric pattern; in fact all of
them have, up to permutation, the following structure:

1 a12 a13 x14
a21 1 x23 a24
a31 x32 1 a34
x41 a42 a43 1

 .
44 C. Jorda´n et al. / Linear Algebra and its Applications 368 (2003) 25–51
However, we do not deal with these matrices in our study, because the graph of
this matrix is undirected graph.
Conversely, the following sign-symmetric partial P -matrix
A =


1 1 −x13 x14
x21 1 1 x24
−4 x32 1 1
x41 x42 x43 1

 ,
whose graph does not satisfy condition (2), does not have a sign-symmetric P -matrix
completion. 
For sign-symmetric partial P -matrix of size n× n, n  5, condition (2) is not
even sufficient as we can see in the following example.
Example 3.4. The sign-symmetric partial P -matrix
A =


1 1 −2 x14 x15 x16 · · · x1,n−1 x1n
0.5 1 x23 2 x25 x26 · · · x2,n−1 x2n
−0.4 x32 1 1 x35 x36 · · · x3,n−1 x3n
x41 0.4 0.5 1 x45 x46 · · · x4,n−1 x4n
x51 x52 x53 x54 1 1 · · · x5,n−1 x5n
x61 x62 x63 x64 x65 1 · · · x6,n−1 x6n
...
...
...
...
...
...
...
...
xn−1,1 xn−1,2 xn−1,3 xn−1,4 xn−1,5 xn−1,6 · · · 1 1
xn1 xn2 xn3 xn4 xn5 xn6 · · · xn,n−1 1


does not have a sign-symmetric P -matrix completion because its principal submatrix
A[{1, 2, 3, 4}] does not have a sign-symmetric P -matrix completion (see [1]).
In the next proposition we add to (2) another condition in order to obtain a sign-
symmetric P -matrix completion of a sign-symmetric partial P -matrix of size n× n,
with n  5.
Proposition 3.3. Let A be a sign-symmetric partial P -matrix of size n× n, n  5,
whose graph GA = (V ,E) satisfies contidion (2) and dd(i)  1, consecutive, ∀i ∈
V. Then, there exists a sign-symmetric P -matrix completion of A.
Proof. First we assume that entries (i, i + 1), i = 1, 2, . . . , n− 1 are specified and
nonzero. We can suppose, without loss of generality, that all entries (i, j), i > j,
j /= i − 2 are specified. In the other case, we can complete them in an adequate way
to obtain a sign-symmetric partial P -matrix. In this case matrix A has the following
form:
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A =


1 1 x1,3 . . . x1,n−2 x1,n−1 x1,n
a2,1 1 1 . . . x2,n−2 x2,n−1 x2,n
x3,1 a3,2 1 . . . x3,n−2 x3,n−1 x3,n
a4,1 x4,2 a4,3 . . . x4,n−2 x4,n−1 x4,n
...
...
...
...
...
...
an−2,1 an−2,2 an−2,3 . . . 1 1 xn−2,n
an−1,1 an−1,2 an−1,3 . . . an−1,n−2 1 1
an,1 an,2 an,3 . . . xn,n−2 an,n−1 1


.
Consider the following completion Ac of A:
• xi,j = 0, j  i + 2, i = 1, 2, . . . , n− 2,
• x3,1 = c3,1 = a3,2 and xn,n−2 = cn,n−2 = max{an,n−3, an,n−1},
• For i = n− 4 to 1
xi+3,i+1 = ci+3,i+1 = max{ai+3,i , ai+3,i+2, β}
where β is such that all upper principal minors of the following matrix:
Hi+3(β)
=


β − ai+3,i 1 0 . . . 0 0 0 0
ai+4,i+1 − ai+4,i 1 1 . . . 0 0 0 0
ai+5,i+1 − ai+5,i ai+5,i+4 1 . . . 0 0 0 0
...
...
...
...
...
...
...
an−3,i+1 − an−3,i an−3,i+4 an−3,i+5 . . . 1 1 0 0
an−2,i+1 − an−2,i an−2,i+4 an−2,i+5 . . . an−2,n−3 1 1 0
an−1,i+1 − an−1,i an−1,i+4 an−1,i+5 . . . cn−1,n−3 an−1,n−2 1 1
an,i+1 − an,i an,i+4 an,i+5 . . . an,n−3 cn,n−2 an,n−1 1


are non-negative, that is detHi+3(β)[{1, 2, . . . , k}]  0, k = 1, 2, . . . , n− i − 2.
We are going to prove that detAc[α] > 0, ∀α ⊂ {1, 2, . . . , n} by induction on
c = card(α). Consider the following two cases:
(I) Indices of α are consecutive.
For c = 2, α = {i, i + 1}, i = 1, 2, . . . , n− 1,
detAc[α] = 1 − ai+1,i > 0, because A is a partial P -matrix.
For c = 3, α = {i, i + 1, i + 2}, i = 1, 2, . . . , n− 2,
detAc[α] = (1 − ai+1,i )+ (ci+2,i − ai+2,i+1) > 0,
since, the first term is positive because A is a partial P -matrix and the second
one is non-negative by the choice of ci+2,i .
Now, we suppose that detAc[α] > 0 for card(α) = k. We are going to prove it
for card(α) = k + 1. Let α = {i, i + 1, . . . , i + k}, then it is easy to see that
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detAc[α]
= (1 − ai+1,i ) detAc[{i + 2, . . . , i + k}] + (ci+2,i − ai+2,i+1) detAc[{i + 3, . . . , i + k}]
+ det


ci+3,i+1 − ai+3,i 1 0 . . . 0 0 0
ai+4,i+1 − ai+4,i 1 1 . . . 0 0 0
ai+5,i+1 − ai+5,i ai+5,i+4 1 . . . 0 0 0
ai+6,i+1 − ai+6,i ci+6,i+4 ai+6,i+5 . . . 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
ai+k−2,i+1 − ai+k−2,i ai+k−2,i+4 ai+k−2,i+5 . . . 1 1 0
ai+k−1,i+1 − ai+k−1,i ai+k−1,i+4 ai+k−1,i+5 . . . ai+k−1,i+k−2 1 1
ai+k,i+1 − ai+k,i ai+k,i+4 ai+k,i+5 . . . ci+k,i+k−2 ai+k,i+k−1 1


,
is greater than zero, since the first term is positive by induction hypothesis and
because A is a partial P -matrix, and the second and the third one are non-nega-
tive by the induction hypothesis and the choice of ci+2,i , ci+3,i+1, ci+6,i+4, . . . ,
ci+k,i+k−2.
(II) Indices of α non-consecutive.
We proceed in an analogous way to the positive case (Proposition 3.1)
Now suppose that there exists an index i such that ai,i+1 = 0. We can consider
matrix A partitioned as follows
A =
[
A11 X12
A21 A22
]
,
where A11 and A22 are sign-symmetric partial P -matrices of size i × i and
(n− i)× (n− i) respectively, and all entries of their super diagonals are non-
zero. We complete matrices A11 and A22 as before, and matrix
A′c =
[
A11c 0
A210 A22c
]
is a P -matrix completion of A. By applying Proposition 1.1 we obtain a sign-
symmetric P -matrix completion of A.
Finally, if there exists an unspecified entry (i, i + 1), we complete it with zero
and apply the above procedure to the new matrix. 
Note 1. From Example 3.4, we can say that if there is a vertex i, such that dd(i) > 1,
then there is not, in general, a sign-symmetric P -matrix completion.
Note 2. When the graph of the specified entries of a sign-symmetric partial P -
matrix is a CDUM-graph without cycles of length 3, we obtain a sign-symmetricP -ma-
trix completion more easily than that obtained in Proposition 3.3. The completion is
• xi,j = 0, i  j + 2
• For i = 2 to n
– If there is not a specified entry (i, j), j < i, then xi,j = 0, j = 1, 2, . . . , i − 1.
– If there is a specified entry (i, j), j < i,
∗ If ai,j = 0, then xi,t = 0, t = 1, 2, . . . , i − 1, t /= j,
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∗ If ai,j > 0, then
· If j = i − 1, xi,t = ai,j , t = 1, 2, . . . , j − 1.
· If j < i − 1, xi,t = ai,j , t = 1, 2, . . . , i − 2, t /= j.
yi,i−1 = 0,
∗ If ai,j < 0, then
xi,t = ai,j , t = 1, 2, . . . , i − 3, t /= j.
xi,i−2 = −ai,j ,
xi,i−1 = 0,
Note 3. For sign-symmetric partial P -matrices we can establish an analogous result
to Theorem 3.1, taking into account, in this case, that each block can be a clique, an
acyclic graph or a graph satisfying conditions of Proposition 3.3.
Now, we are going to study the completion problem of positive (sign-symmetric)
partial P -matrix from another viewpoint. Concretely, how many unspecified entries
are necessary to guarantee the existence of a desired completion?
Proposition 3.4. Any positive partial P -matrix A of size 4 × 4, whose pattern is
non-symmetric, has a positive P -matrix completion if and only if the number of
unspecified entries, UE, is greater than or equal to 7.
Proof. Suppose UE < 7. In Proposition 3.2 we have examples of positive partial
P -matrices such that UE = 6, or 5 for which a positive P -matrix completion does
not exist.
If UE = 4, matrix
A =


1 1 0.2 x14
x21 1 1 0.2
0.2 x32 1 1
20 0.2 x43 1


is a positive partial P -matrix which does not have a positive P -matrix completion
because detA < 0, whenever 0 < x21, x32, x43 < 1 and 0 < x14 < 1/20.
If UE = 3 matrix
A =


1 1 5 7
0.99 1 x23 7.2
1/6 x32 1 1
x41 0.138 0.5 1


is a positive partial P -matrix which does not have a positive P -matrix completion,
because
detA[{1, 2, 4}] > 0 if and only if x41 > 0.1363,
detA[{1, 3, 4}] > 0 if and only if x41 < 0.125.
Observe that we can obtain the same conclusion if x23 or x32 are specified, that is,
UE = 2 or UE = 1.
Conversely, letA be a positive partialP -matrix such thatUE  7.We can suppose,
without loss of generality, UE = 7, as otherwise we complete some unspecified
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entries to obtain a new positive partial P -matrix with 7 unspecified entries. We distin-
guish the following cases:
(1) There is a row (column) with all off-diagonal entries unspecified. By permutation
similarity it can be assumed that this row (column) is the first. The principal subm-
atrix A[{2, 3, 4}] has at least one unspecified entry. We obtain a positive P -com-
pletion of this submatrix and callA′ the new positive partialP -matrix. The matrix
A′0 is a P -matrix completion of A′. By applying Proposition 1.1 the result holds.
(2) In the other case, there always exist three rows (columns) with two unspecified en-
tries. By permutation similarity it can be assumed that the first row has positions
(1, 3) and (1, 4) unspecified. In the following table we give all the possibilities for
the remaining unspecified positions and the corresponding P -completion:
Unspecified positions Completion
{(1, 3), (1, 4), (2, 1), (2, 3), (3, 1), (3, 2), (4, 2)} {0’s}
{(1, 3), (1, 4), (2, 1), (2, 3), (3, 1), (3, 4), (4, 2)} {0’s}
{(1, 3), (1, 4), (2, 1), (2, 3), (3, 2), (3, 4), (4, 1)} {0, a24, 0, 0, 0, 0, 0}{(1, 3), (1, 4), (2, 1), (2, 3), (3, 2), (3, 4), (4, 2)} {0, 0, 0, 0, a31, 0, 0}{(1, 3), (1, 4), (2, 1), (2, 3), (3, 2), (4, 1), (4, 2)} {0, 0, 0, 0, a31, 0, 0}{(1, 3), (1, 4), (2, 1), (2, 3), (3, 4), (4, 1), (4, 2)} {0, a24, 0, 0, 0, 0, 0}{(1, 3), (1, 4), (2, 1), (2, 4), (3, 1), (3, 2), (4, 2)} {0, 0, 0, 0, 0, 0, a41}{(1, 3), (1, 4), (2, 1), (2, 4), (3, 1), (3, 2), (4, 3)} {1, 0, 0, 0, 0, 0, 0}
{(1, 3), (1, 4), (2, 1), (2, 4), (3, 1), (4, 2), (4, 3)} {1, 0, 0, 0, 0, 0, 0}
{(1, 3), (1, 4), (2, 1), (2, 4), (3, 2), (4, 1), (4, 2)} {0’s}
{(1, 3), (1, 4), (2, 1), (2, 4), (3, 2), (4, 1), (4, 3)} {0’s}
{(1, 3), (1, 4), (2, 1), (2, 4), (3, 2), (4, 2), (4, 3)} {0, 0, 0, 0, 0, a41, 0}
{(1, 3), (1, 4), (2, 3), (2, 4), (3, 1), (3, 2), (4, 1)} {0’s}
{(1, 3), (1, 4), (2, 3), (2, 4), (3, 1), (3, 2), (4, 2)} {0’s}
{(1, 3), (1, 4), (2, 3), (2, 4), (3, 1), (4, 1), (4, 2)} {0’s}
{(1, 3), (1, 4), (2, 3), (2, 4), (3, 2), (4, 1), (4, 2)} {0’s}
{(1, 3), (1, 4), (2, 3), (3, 1), (3, 2), (4, 1), (4, 2)} {0’s}
{(1, 3), (1, 4), (2, 3), (3, 1), (3, 4), (4, 1), (4, 2)} {0’s}
{(1, 3), (1, 4), (2, 3), (3, 2), (3, 4), (4, 1), (4, 2)} {0, a24, 0, 0, 0, 0, 0}
{(1, 3), (1, 4), (2, 4), (3, 1), (3, 2), (4, 1), (4, 2)} {0’s}
{(1, 3), (1, 4), (2, 4), (3, 1), (3, 2), (4, 1), (4, 3)} {0’s}
{(1, 3), (1, 4), (2, 4), (3, 1), (3, 2), (4, 2), (4, 3)} {1, 0, 0, 0, 0, 0, 0}
{(1, 3), (1, 4), (2, 1), (3, 1), (3, 2), (4, 2), (4, 3)} {1, 0, 0, 0, 0, 0, 0}
{(1, 3), (1, 4), (2, 1), (3, 2), (3, 4), (4, 1), (4, 2)} {0, a24, 0, 0, 0, 0, 0}{(1, 3), (1, 4), (2, 1), (3, 1), (3, 4), (4, 2), (4, 3)} {0’s}
{(1, 3), (1, 4), (2, 1), (3, 2), (3, 4), (4, 1), (4, 3)} {0’s}
{(1, 3), (1, 4), (2, 1), (3, 2), (3, 4), (4, 2), (4, 3)} {0’s}
Perturbing the zero-entries in the above P -completion we obtain a positive P -matrix
completion. 
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Proposition 3.5. Any positive partialP -matrixAof sizen× n,n > 4,whose pattern
is non-symmetric, has a positive P -matrix completion if and only if UE is greater
than or equal to n2 − n− 5.
Proof. Suppose UE < n2 − n− 5. If UE = n2 − n− p, p = 6, 7, . . . , 11, we can
make a positive partial P -matrix which does not have a positive P -matrix completion
in the following way:
A =
[
A11 X12
X21 A22
]
,
where A11 is any of the 4 × 4 positive partial P -matrices with less than seven un-
specified entries which appear in the previous proposition, whose pattern is non-
symmetric, X12 and X21 are totally unspecified matrices and A22 only has the main
diagonal specified.
If UE < n2 − n− 11 we obtain a counterexample by specifying, in an adequate
way, some unspecified entries of submatrices X12, X21 or A22.
Conversely, we are going to prove by induction on n that UE  n2 − n− 5 is a
sufficient condition to guarantee the existence of a positive P -matrix completion of
a positive partial P -matrix A.
For n = 5 we study the following cases:
(i) UE = n2 − n− 5
(i.1) There is a row (column) with all entries off-diagonal unspecified. By per-
mutation similarity it can be assumed that this row (column) is the first.
The principal submatrix A[{2, 3, 4, 5}] has at least seven unspecified en-
tries. We obtain a positive P -completion of this submatrix and call the new
positive partial P -matrix A′. Since A′0 is a P -matrix completion of A′, by
applying Proposition 1.1 the result holds.
(i.2) In the other case, all rows (columns) have three unspecified entries. By
permutation similarity it can be assumed that the first row has positions
(1, 3), (1, 4) and (1, 5) unspecified. Then,
(i.2a) If position (2, 1) is specified, matrix A is
A =


a11 a12 x13 x14 x15
a21 a22 x23 x24 x25
x31 x32
x41 x42 A22
x51 x52

 ,
where A22 is a positive partial P -matrix of size 3 × 3 with three unspec-
ified entries. Let A′ be the matrix obtained by replacing A22 with a posi-
tive P -matrix completion A22c . Then A′0 is a P -matrix completion.
By applying Proposition 1.1 we obtain a positive P -matrix completion
of A.
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(i.2b) If position (2, 1) is unspecified, we can suppose, without loss of
generality, that position (3, 1) is specified. If position (2, 3) is specified,
matrix A has the following form:
A =


a11 a12 x13 x14 x15
x21 a22 a23 x24 x25
a31 x32 a33 x34 x35
x41 x42 x43 a44 a45
x51 x52 x53 a54 a55

 =
[
A11 X12
X21 A22
]
.
The positive partial P -matrix A′ obtained by replacing A11 with a positive
P -matrix completion A11c is such that A′0 is a P -matrix. Then, by applying
Proposition 1.1, the result holds.
If position (2, 3) is unspecified by applying the procedure described in
Lemma 3.5 of [1] we obtain the desired completion.
(ii) If UE > n2 − n− 5 there always exists a row with all off-diagonal entries un-
specified. So we can apply case (i.1).
Suppose that for matrices of size (n− 1)× (n− 1) the result holds. We are
going to prove it for matrices of size n× n.
Since n > 5 there always exists a row (column) with all off-diagonal entries
unspecified. We can assume this row is the first one. The principal submatrix
A[{2, 3, . . . , n}] has at least n2 − 3n− 3 unspecified entries. Therefore, by the
induction hypothesis, we obtain a positive P -matrix completion of this subma-
trix. The positive partial P -matrix A′ obtained by replacing this submatrix with
its completion is such that A′0 is a P -matrix. Proposition 1.1 guarantees the re-
sult. 
In the sign-symmetric case we can establish the following result:
Proposition 3.6. Any sign-symmetric partial P -matrix A of size n× n, n  3,
whose pattern is non-symmetric, has a sign-symmetric P -matrix completion if and
only if UE is greater than or equal to n2 − n− 2.
Proof. We prove the result by induction on n. For n = 3, as we saw previously, the
matrix
A =

 1 1 −x13x21 1 1
−4 x32 1


allows us to assure that UE  4 is a necessary condition.
Conversely, let A be a sign-symmetric partial P -matrix of size 3 × 3 such that
UE  4, so there is always a row with all off-diagonal entries unspecified. By permu-
tation similarity it can be assumed that this row is the first one. Matrix A′, obtained
by replacing the principal submatrix A[{2, 3}] with a sign-symmetric P -matrix com-
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pletion, satisfies that A′0 is a P -matrix completion of A′. By applying Proposition
1.1 we obtain the desired completion of matrix A.
Suppose that for matrices of size (n− 1)× (n− 1) the result holds. We are going
to prove it for matrices of size n× n.
Let A be a sign-symmetric partial P -matrix such that UE < n2 − n− 2. If UE =
n2 − n− p, p = 3, we can make a sign-symmetric partial P -matrix which does not
have a sign-symmetric P -matrix completion in the following way:
A =
[
A11 X12
X21 A22
]
,
where A11 is the above 3 × 3 sign-symmetric partial P -matrix, X12 and X21 are
totally unspecified matrices and A22 only has the main diagonal specified. If p = 4
we obtain a counterexample by replacing the unspecified entry (2, 1) of the matrix
A by 0.5, and if p = 5 we replacing the unspecified entries (2, 1) and (3, 2) of the
matrix A by 0.5. If UE < n2 − n− 5 we obtain a counterexample by specifying, in
an adequate way (for example by zeros), some unspecified entries of submatrices
X12, X21 or A22.
Conversely, ifUE  n2 − n− 2 there is always a row with all off-diagonal entries
unspecified and we can assume that this row is the first one. The principal subma-
trix A[{2, 3, . . . , n}] is a sign-symmetric partial P -matrix of size (n− 1)× (n− 1),
with at least n2 − 3n entries unspecified. By the induction hypothesis we know that
this submatrix has a sign-symmetric P -matrix completion A[{2, 3, . . . , n}]c. The
matrix A′, obtained by replacing this principal submatrix with its completion, satis-
fies that A′0 is a P -matrix completion. Then, by applying Proposition 1.1, the result
holds. 
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