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Abstract
In this paper, we introduce the norm squares Bp for Qp spaces on a hyperbolic Riemann
surface R so that Bp(f )= 1 for 0p∞ if R is the unit disk and f is the identity function,
and prove the sharp inequality Bp(f )Bq(f ) for 0q <p∞. The equality statement is
also settled. This is a stronger version of the known nesting property: AD(R) = Q0(R) ⊂
Qq(R) ⊂ Qp(R) ⊂ Q∞(R) = CB(R) for 0<q <p<∞, where AD(R) and CB(R) are the
Dirichlet space and Bloch-type space, respectively.
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1. Introduction
Let R be a hyperbolic Riemann surface, and let f be a function deﬁned and analytic
on R. The Dirichlet integral D(f ) is deﬁned by
D(f ) = 1

∫ ∫
R
|f ′(z)|2 dx dy
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and the Dirichlet space AD(R) is deﬁned as the space which consists of all analytic
functions on R with ﬁnite Dirichlet integrals. Let
B(f ) = sup
a∈R
2

∫ ∫
R
|f ′(z)|2g(z, a) dx dy <∞,
where g(z, a) denotes a Green’s function of R with logarithmic singularity at a. The
square root B(f )1/2 is called the BMO norm of f. The space BMOA(R) is deﬁned as
the class of all analytic functions whose BMO norms are ﬁnite.
The notion of spaces Qp was ﬁrst considered for analytic functions deﬁned in the unit
disk  of the complex plane (cf. [7,9,10,14,16]) and, later, generalized to hyperbolic
Riemann surfaces (cf. [8,6]). A good overall review of Qp spaces can be found in the
monograph [15]. For p0, let
Bp(f ) = sup
a∈R
2p
(p + 1)
∫ ∫
R
|f ′(z)|2gp(z, a) dx dy.
Now Bp(f )1/2 is called the Qp norm of f. We denote by Qp(R) the space of functions f
analytic on R for which Bp(f )<∞. Note that B0(f )=D(f ), B1(f )=B(f ), Q0(R) =
AD(R) and Q1(R) = BMOA(R).
The inclusion AD(R)⊂BMOA(R) was proved ﬁrst by Metzger [13, Theorem 1]
and later by Kobayashi [11, Corollary 2], in a different way, by showing a sharp
inequality B(f )D(f ). Actually, Kobayashi proved that
∫ ∫
R
|f ′(z)|2g(z, a) dx dy 1
2
∫ ∫
R
|f ′(z)|2 dx dy (1.1)
holds for any a ∈ R. In [6], the nesting property of these function spaces, that is, Qq ⊂
Qp for p > q0, was established and the relation between Qp spaces and Bloch-type
spaces was considered. However, they did not give any other explicit relation among
norm squares Bp(f ), 0p <∞, similar to what Kobayashi gave.
The main result of this paper is a generalization of the above result of Kobayashi:
for any p > q0 and any a ∈ R, we have
∫ ∫
R
|f ′(z)|2gp(z, a) dx dy 2
q−p(p + 1)
(q + 1)
∫ ∫
R
|f ′(z)|2gq(z, a) dx dy (1.2)
and, consequently, Bp(f )Bq(f ). Similarly to Kobayashi’s result, our generalization
is also sharp. Let Rt = {z ∈ R : g(z, a) > t} and
(t) =
∫ ∫
Rt
|f ′(z)|2 dx dy,
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which denotes the area of f (Rt ) as a covering surface. We ﬁnd that the integrals
considered above can be written as Stieltjes integrals in terms of the area function
(t):
∫ ∫
R
|f ′(z)|2gp(z, a) dx dy = −
∫ ∞
0
tp d(t) for p0. (1.3)
The fundamental property of (t) is that e−2t(t) is decreasing, i.e.,
()(t)e−2(−t) for  > t0. (1.4)
The formula (1.4) is called “area inequality” and it is obvious if R is the unit disk.
Generally, its proof makes essential use of the isoperimetric inequality, which says that
for a compact bordered covering surface over the plane, the area V of the surface and
the length l of the border satisfy the inequality V  l2/(4). Then (1.3) and (1.4) are
formulated as Theorem 1 in Section 2, from which we deduce our main result (1.2),
Theorem 2 in Section 3, quite straightforwardly.
Sections 4 and 5 are contributed to the equality statements. Kobayashi [12] proved
that 0<B(f ) = D(f )<∞ if and only if R is obtained from a simply connected
hyperbolic Riemann surface R′ by deleting at most a set of capacity zero and f is ex-
tended to a conformal mapping of R′ to a disk ′. We call this condition “Kobayashi’s
condition”. In Section 4, we establish a satisfactory equality statement of (1.2) formu-
lated as Theorem 3: for p > q0, the equality in (1.2) holds with non-zero and ﬁnite
values of integrals if and only if R and f satisfy Kobayashi’s condition and f (a) is
the center of ′. Note that in Theorem 3 we do not assume D(f ) < ∞ in advance.
In Section 5, we prove that Kobayashi’s condition is also a sufﬁcient and necessary
condition of the equality Bp(f ) = Bq(f ) under the assumption that D(f ) < ∞. This
is formulated as Theorem 4. An example is given after the theorem which shows that
generally this additional assumption cannot be omitted.
In Section 6, we discuss the Bloch-type norm. The classical Bloch norm (precisely,
semi-norm) ‖f ‖B is deﬁned by ‖f ‖B = supa∈R |f ′(a)|/(a), where (z)|dz| denotes
the Poincarè metric of R. The Bloch space B(R) consists of all analytic functions with
ﬁnite Bloch norms [2]. For a point a ∈ R and a local parameter z around a, deﬁne
(a) = lim
z→a
(
g(z, a)− log 1|z− a|
)
,
where we use a to denote both a point and the value of the parameter z at this point.
The number (a) is called Robin’s constant at a with respect to the parameter z.
Let c(a) = exp{−(a)}. In terms of Robin’s constant, the Bloch-type space CB(R) is
deﬁned as the space that consists of all functions f for which
B∞(f ) = sup
a∈R
( |f ′(a)|
c(a)
)2
<∞.
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The square root B∞(f )1/2 is called the Bloch-type norm of f. An application of the
Schwarz lemma shows that c(a)(a) under the same local parameter, and the equality
holds if and only if R is the unit disk. Therefore, we have ‖f ‖BB∞(f )1/2 and
CB(R)⊂B(R). It is proved in this section that B∞(f )Bp(f ) for p0 and the
equality condition is Kobayashi’s condition too.
In the ﬁnal section, a different inequality related to the area of range set f (R) is
established which sharpens the inequality (6.2) in the special case p = 0.
2. The area inequality
In this section, we will prove the area inequality for general hyperbolic Riemann
surfaces which is strongly exploited later when proving certain inequalities and inclu-
sions between Qp spaces. Another key-point which we use is to express area integrals
by Stieltjes integrals. First, we give an analytic proof of the isoperimetric inequality.
Lemma 1 (Isoperimetric inequality). Let R be a Riemann surface,  ⊂ R a relatively
compact domain, and  =  piecewise smooth. Then, for any function analytic on R,
we have |f ()| |f ()|2/(4), where |f ()| and |f ()| denote the area of f () as
a covering surface and the length of f ().
Proof. Assume that  is positively oriented. By Green’s formula, we have
|f ()|=
∫ ∫

|f ′(z)|2 dx dy = i
2
∫ ∫

|f ′(z)|2 dz dz
= i
2
∫ ∫

df (z) df (z) = i
2
∫

f (z) df (z) = i
2
∫
f ()
w dw.
Let  = f (). Then it sufﬁces to prove that | ∫w dw| ||2/(2).
Let w = u+ iv. By an approximation, we may assume that  is a polygonal closed
curve (maybe overlapped). Then it is obvious that  may be written as a sum of ﬁnite
polygonal Jordan closed curves 1, . . . , n, so that
n∑
j=1
|j | ||,
∫

w dw =
n∑
j=1
∫
j
w dw.
By Green’s formula and the elementary isoperimetric inequality, for j = 1, . . . , n, we
have
1
2
∣∣∣∣∣
∫
j
w dw
∣∣∣∣∣ =
1
2
∣∣∣∣∣
∫ ∫
j
dw dw
∣∣∣∣∣ =
∫ ∫
j
du dv
|j |2
4
.
Taking a summation, we complete the proof of the lemma. 
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By using the above-mentioned lemma we are able to prove
Theorem 1. Let R be a hyperbolic Riemann surface, let g(z, a) be a Green’s function
of R with logarithmic singularity at a ∈ R and, for t0, let Rt = {z ∈ R : g(z, a) > t}.
For a function f analytic on R and t0, let (t) = |f (Rt )|, which denotes the area
of f (Rt ) as a covering surface. If (t) <∞ for t > 0, then:
(i)  is a continuous decreasing function;
(ii) for  > t0, we have
()(t)e−2(−t); (2.1)
(iii) for p0 and t0, we have
∫ ∫
Rt
|f ′(z)|2gp(z, a) dx dy = −
∫ ∞
t
p d(), (2.2)
where the right-hand side integral is understood as a Stieltjes integral and is
deﬁned by the limit as t → 0 if t = 0.
Proof. First we assume that R is a ﬁnite Riemann surface and f is analytic on R. Let
G(z) = g(z, a)+ ig∗(z, a), where g∗(z, a) is the harmonic conjugate of g(z, a), which
is locally deﬁned up to an additive constant. For t0, let t = {z ∈ R : g(z, a) = t},
and
0(t) =
∫
t
∣∣∣∣ f
′(z)
G′(z)
∣∣∣∣
2 g
n
ds,
where ds denotes the arc length measure on t and n differentiation in the inner
normal direction with respect to Rt .
For p0 and t0, by substituting dg dg∗ = |G′(z)|2 dx dy, we have
∫ ∫
Rt
|f ′(z)|2gp(z, a) dx dy =
∫ ∫
Rt
∣∣∣∣ f
′(z)
G′(z)
∣∣∣∣
2
gp(z, a)|G′(z)|2 dx dy
=
∫ ∫
Rt
∣∣∣∣ f
′(z)
G′(z)
∣∣∣∣
2
gp(z, a) dg dg∗ =
∫ ∞
t
∫

∣∣∣∣ f
′(z)
G′(z)
∣∣∣∣
2
gp(z, a)
(
g
n
)2
ds dn
=
∫ ∞
t
∫

∣∣∣∣ f
′(z)
G′(z)
∣∣∣∣
2
gp(z, a)
g
n
ds d =
∫ ∞
t
p0() d,
where we have set  = g(z, a) and hence d = (g/n) dn. This shows that
∫ ∫
Rt
|f ′(z)|2gp(z, a) dx dy =
∫ ∞
t
p0() d
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and, in particular,
(t) =
∫ ∞
t
0() d.
Combining these two gives (2.2).
Let |f (t )| be the length of f (t ). By Schwarz’s inequality, we have
|f (t )|2=
(∫
t
|f ′(z)‖ dz|
)2
=
(∫
t
∣∣∣∣ f
′(z)
G′(z)
∣∣∣∣ gn ds
)2

∫
t
∣∣∣∣ f
′(z)
G′(z)
∣∣∣∣
2 g
n
ds
∫
t
g
n
ds = 20(t).
On the other hand, using the isoperimetric inequality gives (t)=|f (Rt )| |f (t )|2/
(4). Thus, 2(t)0(t) for t0. It follows that d(e2t(t))/dt=e2t (2(t)−0(t))0
and, consequently, e2t(t) is decreasing. So, (2.1) is proved.
Now, assume that R is a general hyperbolic Riemann surface. Let Rn be a regular
exhaustion of R, and let n(t) be deﬁned for f, Rn and a, as in the theorem. By what
we have proved for ﬁnite surfaces, for n = 1, 2, . . . , we have
n()n(t)e−2(−t) for  > t0, (2.3)
∫ ∫
Rnt
|f ′(z)|2gpn (z, a) dx dy = −
∫ ∞
t
p dn() for p0, t0, (2.4)
where gn(z, a) is a Green’s function of Rn and Rnt = {z : gn(z, a) > t}. It is obvious
that n(t) → (t) as n → ∞ for every t0. So, letting n → ∞ in (2.3) we obtain
(2.1). Using (2.4) and integrating by parts, it follows that
∫ ∫
Rnt
|f ′(z)|2gpn (z, a) dx dy = tpn(t)+ p
∫ ∞
t
p−1n() d (2.5)
for p0 and t > 0. Letting n→∞ in (2.5) and integrating by parts again gives
∫ ∫
Rt
|f ′(z)|2gp(z, a) dx dy = tp(t)+ p
∫ ∞
t
p−1() d = −
∫ ∞
t
p d().
This shows (2.2) for p0 and t > 0. Taking the limit as t → 0 completes the
proof. 
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3. Dirichlet integral, BMO norm and Qp norm
It turns out that (1.1) is a direct consequence of Theorem 1. Assume that f has a
ﬁnite Dirichlet integral, i.e., (0) = D(f ) <∞. Using (2.1) and (2.2) for p = 1 and
t = 0 and integrating by parts gives
∫ ∫
R
|f ′(z)|2g(z, a) dx dy=−
∫ ∞
0
t d(t) =
∫ ∞
0
(t) dt
(0)
∫ ∞
0
e−2t dt = 1
2
(0) = 1
2
∫ ∫
R
|f ′(z)|2 dx dy.
This shows (1.1). Our method seems to be much more elementary and much simpler,
and is completely different from that of Kobayashi. The most important is that our
method yields not only (1.1) itself but also its satisfactory generalization.
Lemma 2. Let (t) be a non-negative continuous and decreasing function deﬁned for
t > 0, such that (2.1) holds for  t > 0. For p0 and t0, deﬁne
hp(t) = −
∫ ∞
t
p d(), (3.1)
where the integral is understood as in Theorem 1. Then,
hp(0)cp,qhq(0) for p > q0, (3.2)
where cp,q = 2q−p(p+1)/(q+1). Furthermore, for p > q0, hp(0) = cp,qhq(0) <
∞ if and only if (0) = limt→0 (t) <∞ and
(t) = (0)e−2t for t > 0. (3.3)
Proof. Assume that p > q0 and hq(0) < ∞. For t > 0, integrating by parts and
using (2.1), we have
hq(t)= tq(t)+ q
∫ ∞
t
q−1() d
(t)
(
tq + qe2t
∫ ∞
t
q−1e−2 d
)
= 2(t)e2t
∫ ∞
t
qe−2 d. (3.4)
On the other hand,
dhq(t) = tq d(t) − 2tq(t) dt
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since (2.1) implies e2t(t) is decreasing and, consequently, d(t) − 2(t) dt . Thus,
dhq(t)
hq(t)
 − t
qe−2t dt∫∞
t
qe−2 d
for t > 0.
By integrating the above inequality from 0 to t, it follows that
hq(t)
2q+1hq(0)
(q + 1)
∫ ∞
t
qe−2 d for t0.
Integrating by parts and using the above estimate, we have
hp(0)=−
∫ ∞
0
tp−q tq d(t) = (p − q)
∫ ∞
0
tp−q−1hq(t) dt
 2
q+1hq(0)(p − q)
(q + 1)
∫ ∞
0
tp−q−1
∫ ∞
t
qe−2 d dt
= 2
q+1hq(0)(p − q)
(q + 1)
∫ ∞
0
qe−2
∫ 
0
tp−q−1 dt d
= 2
q+1hq(0)
(q + 1)
∫ ∞
0
pe−2 d = cp,qhq(0).
The condition (3.3) implies hp(0) = 2−p(p + 1)(0) for p0 and the equality
in (3.2) holds for any p>q0. If there exists 0 > t0 > 0 such that (0) <
e−2(0−t0)(t0), then, by the continuity, (0) < e−2(0−t)(t) holds for t0− < t t0
with  > 0. Thus, ()< e−2(−t)(t) holds for t0 −  < t t0 and 0 since
() < e−2(−0)(0) for >0 by (2.1). Then, the strict inequality in (3.4) holds
for t0−  < t t0 and, ﬁnally, we have hp(0) < cp,qhq(0) for any p > q0 provided
that hq(0)<∞. This shows that hp(0) = cp,qhq(0) < ∞ for some p > q0 implies
that () = e−2(−t)(t) for  > t > 0 and, consequently, (0) = limt→0 (t) < ∞
and (3.3) holds. The lemma is proved. 
The following theorem is the main result of this paper, which is a direct consequence
of Theorem 1 and Lemma 2.
Theorem 2. Let R be a hyperbolic Riemann surface, a ∈ R, and let f be a function
analytic on R. Then, for p > q0, we have
∫ ∫
R
|f ′(z)|2gp(z, a) dx dycp,q
∫ ∫
R
|f ′(z)|2gq(z, a) dx dy. (3.5)
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As a consequence,
Bp(f )Bq(f ) for p > q0. (3.6)
If q = 0 and p = 1, (3.5) becomes (1.1). For p > q = 1, (3.5) was proved in [6]
by using Kobayashi’s method in proving (1.1). In the case that R is the unit disk , it
is proved in [10, (2.14)] that for any a ∈  and any 0 < q < p1,
∫ ∫

|f ′(z)|2gp(z, a) dx dyMp,q,k
(∫ ∫

|f ′(z)|2gq(z, a) dx dy
)1/k
,
where 1 < k < (1− q)/(1− p).
Let R =  and f (z) = z. Then, it is easy to verify that the equalities in (3.5), for
a = 0, and (3.6) hold for any p and q. This means that (3.5) and (3.6) are both sharp.
The equality conditions will be established in Sections 4 and 5.
The inequality (3.6) sharpens the nesting property AD(R) ⊂ Qq(R) ⊂ Qp(R) for
p > q > 0, which was proved in [6] recently by using a different method. We indicate
that AD(R) ⊂ BMOA(R) = Q1(R) was proved ﬁrst by Metzger [13, Theorem1] and
later by Kobayashi [11, Corollary 2] in a different way.
4. The equality condition for (3.5)
In the proof of the equality conditions for (3.5) and (3.6), we will use an important
property of sets of capacity zero which says that deleting a set of capacity zero does
not affect Green’s function. In the beginning of this section, this property is formulated
as Lemma 3.
The notion of capacity is deﬁned in terms of logarithmic potential (cf. [1, Chapter
2]). Let E be a compact set in the complex plane,  the unbounded component of the
complement of E and g(z) a Green’s function of  whose asymptotic behavior at the
inﬁnity is of the form
g(z) = log |z| + + (z),
where  is a constant and (z)→ 0 as z →∞. It was proved that capE = e−, which
assumes 0 if  possesses no Green’s function. Also, it is known that if capE = 0,
then E is totally disconnected and of Lebesque measure zero (dimension 2), and the
complement of E is connected.
Generally, an open Riemann surface is said to be parabolic if it possesses no Green’s
function. The characteristic property of parabolic surfaces R is: for any compact set
K ⊂ R and any harmonic function u on R \ K , which is bounded from above,
lim supz→K 0 implies u(z)0 for z ∈ R \K . This is Theorem 10.2 in [1].
In order to indicate the surface, we use gR(z, a) to the Green’s function of a hyper-
bolic surface R with logarithmic singularity at a.
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The next lemma is needed when proving Theorem 3 and its proof can be easily
derived.
Lemma 3. Let E be a relatively closed subset of the unit disk  and z0 ∈  \ E.
Then, any compact subset of E has capacity zero if and only if  \E is connected and
g\E(z, z0) = g(z, z0) for z ∈  \ E.
A set E formulated in the above theorem is said to be of capacity zero. Generally, a
set E in a hyperbolic simply connected plane domain  or such a Riemann surface R
is said to be of capacity zero, if the conformal mapping of  or R onto the unit disk
 maps E onto a set of capacity zero in the unit disk .
Theorem 3. Let R be a hyperbolic Riemann surface, a ∈ R, and let f be a non-
constant analytic function on R. Then, for p > q0, the equality in (3.5) holds with
ﬁnite values of the integrals if and only if R is obtained from a simply connected
hyperbolic Riemann surface R′ by deleting at most a set of capacity zero and f is
extended onto a conformal mapping of R′ to a disk ′ of center f (a).
Proof. First assume that the equality in (3.5) holds for some p > q0 with ﬁnite
values of the integrals. Then, by Theorem 1 and Lemma 2, the function (t), deﬁned
in Theorem 1, must satisfy (3.3). Let G(z) = g(z, a)+ig∗(z, a), where g∗(z, a) denotes
the harmonic conjugate of g(z, a), and let F(z) = exp{−G(z)}. The functions G(z)
and F(z) are multiple-valued, while Re{G(z)} and |F(z)| are single-valued functions.
Further, F(z) is single-valued near a and F ′(a) = c(a) = exp{−(a)} = 0, where (a)
is Robin’s constant with respect to the local parameter z. We take 	 = 
+ i = F(z)
as a local parameter near a. Then, 	(a) = 0 and g(z, a) = − log |	| near a. In spite of
confusion, we denote f as a function of 	 by f (	) with expansion
f (	) = b0 + b1	+ b2	2 + · · · ,
where b0 = f (a). Then, for a large t,
(t) =
∫ ∫
|	|<e−t
|f ′(	)|2 d
 d = |b1|2e−2t + 2|b2|2e−4t + · · · .
Comparing this with (3.3), we obtain |b1|2 = (0) and bn = 0 for n2. This shows
that f (	) = b0 + b1	 near a, i.e., f = b0 + b1F in a neighborhood of a. By the
uniqueness theorem, we see that F is actually single-valued and f ≡ b0 + b1F on R.
This shows that f (R) is contained in the disk ′ of center b0 = f (a) and radius |b1|
since |F | < 1 on R.
Since (t) satisﬁes (3.3), by (2.2), we have
∫ ∫
R
|f ′(z)|2g(z, a) dx dy = 1
2
(0) = 1
2
∫ ∫
R
|f ′(z)|2 dx dy.
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On the other hand, Kobayashi [11] showed not only (1.1) but also
∫ ∫
R
|f ′(z)|2g(z, a) dx dy 1
2
Area(f (R)),
where Area(f (R)) denotes the area of f (R) as a set in the plane. Hence,
∫ ∫
R
|f ′(z)|2 dx dy = Area(f (R)) <∞
and, consequently, f is univalent. It follows from the deﬁnition of F and f ≡ b0+ b1F
that
g(z, a) = − log |F(z)| = log |b1||f (z)− b0| for z ∈ R.
Thus, because of the conformal invariance of Green’s functions,
gf (R)(w, b0) = g(f−1(w), a) = log |b1||w − b0| = g′(w, 0) for w ∈ f (R).
By Lemma 3, ′ \f (R) is of capacity zero. The only if part of the theorem is proved.
Now, assume that f maps R into a disk ′ of center f (a) and radius r0 conformally
and ′ \ f (R) is of capacity zero. By the conformal invariance, for p0,
∫ ∫
R
|f ′(z)|2gp(z, a) dx dy =
∫ ∫
f (R)
g
p
f (R)(	, f (a)) d
 d.
Since ′ \ f (R) is of capacity zero,
∫ ∫
R
|f ′(z)|2gp(z, a) dx dy =
∫ ∫
′
g
p
′(	, f (a)) d
 d
=
∫ ∫
′
(
log
r0
|	− f (a)|
)p
d
 d = 2−p(p + 1).
Thus, the equality in (3.5) holds for any p > q0. The theorem is proved. 
5. The equality condition for (3.6)
If an ∈ R is a sequence such that an → R and g(z, an) converges to a positive
harmonic function g(z) locally uniformly in R, then g(z) can be regarded as “a Green’s
function” of R with respect to a point a ∈ R, which is the limit of an. So, it is
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interesting to establish the area inequality with respect to the boundary point a. This
is needed in the proof of equality condition for (3.6).
Lemma 4. Let R be a hyperbolic Riemann surface, let an → R and g(z, an) converge
to a harmonic function g(z) locally uniformly in R, and let f be a non-constant analytic
function on R with ﬁnite Dirichlet integral. For t0, deﬁne
Rnt = {z ∈ R : g(z, an) > t}, n(t) =
∫ ∫
Rnt
|f ′(z)|2 dx dy.
If g(z) ≡ 0, then
(i) for t > 0, n(t)→ 0 as n→∞;
(ii) for p > 0, as n→∞, we have ∫ ∫
R
|f ′(z)|2gp(z, an) dx dy → 0.
If g(z) ≡ 0, for t0, deﬁne Rt = {z ∈ R : g(z) > t} and (t) =
∫ ∫
Rt
|f ′(z)|2 dx dy.
Then
(i′) n(t) → (t) as n → ∞ for t0, (t) is a continuous and decreasing function
and satisﬁes (2.1);
(ii′) for p0, as n→∞, we have
∫ ∞
0
p dn()→
∫ ∞
0
p d(), (5.1)
∫ ∫
R
|f ′(z)|2gp(z, an) dx dy →
∫ ∫
R
|f ′(z)|2gp(z) dx dy. (5.2)
The integrals in (5.1) are understood as Stieltjes integrals also.
Proof. First assume that g(z) ≡ 0. Let t > 0 be ﬁxed. For given  > 0, since
D(f ) < ∞, there exists a compact K ⊂ R such that ∫ ∫
R\K |f ′(z)|2 dx dy < .
Since g(z, an) → 0 uniformly on K by the assumption, there exists an N > 0 such
that g(z, an) t for n > N and z ∈ K . Thus, for n > N , we have Rnt ⊂ R \ K and,
consequently,
n(t) =
∫ ∫
Rnt
|f ′(z)|2 dx dy
∫ ∫
R\K
|f ′(z)|2 dx dy < .
This shows (i).
For p, t > 0, using (2.1) and (2.2) and integrating by parts, we have
∫ ∫
Rnt
|f ′(z)|2gp(z, an) dx dy=−
∫ ∞
t
p dn()
= tpn(t)+ p
∫ ∞
t
p−1n() d
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2n(t)e2t
∫ ∞
t
pe−2 d < 2e2t(p + 1)n(t).
(5.3)
Thus, it follows from (i) that for any p, t > 0,
∫ ∫
Rnt
|f ′(z)|2gp(z, an) dx dy → 0 as n→∞.
On the other hand, for p, t > 0,
∫ ∫
R\Rnt
|f ′(z)|2gp(z, an) dx dy tp
∫ ∫
R\Rnt
|f ′(z)|2 dx dy < tpD(f ).
(ii) follows from the above two facts.
Now, assume that g(z) ≡ 0. Then, g(z) > 0 for z ∈ R and we claim that g(z) takes
arbitrarily small values. Assume, on the contrary, that g(z) t0 > 0. Then, for 0 < t <
t0, we have Rt = R = lim infn→∞ Rnt and, consequently, D(f ) lim infn→∞ n(t).
On the other hand, n(t)<D(f ) for any n and t. Thus, 0< limn→∞ n(t) =
D(f )<∞ for 0< t < t0. This contradicts the property (2.1) satisﬁed by n(t) and the
claim is proved. As a consequence, g(z) cannot be a constant and (t) is continuous.
For t > 0, it follows from Rt ⊂ lim infn→∞ Rnt ⊂ lim supn→∞ Rnt ⊂Rt that
(t) lim infn→∞ n(t) and
lim sup
n→∞
n(t)
∫ ∫
Rt
|f ′(z)|2 dx dy.
Thus, limn→∞ n(t) = (t) since
(t) =
∫ ∫
Rt
|f ′(z)|2 dx dy =
∫ ∫
Rt
|f ′(z)|2 dx dy
for g(z) is not a constant. Consequently, (t) satisﬁes (2.1) since n(t) do. Thus, (i′)
is proved. Also, we have
(t) =
∫ ∫
F ′
|f ′(z)|2 dx dy = lim
n→∞
∫ ∫
Fn
|f ′(z)|2 dx dy, (5.4)
where F ′ = lim supn→∞ Rnt =
⋂∞
n=1 Fn and Fn =
⋃∞
k=n Rkt . This will be used in the
proof of (5.2).
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The formulae (5.1) and (5.2) are obvious if p = 0. Let p > 0. Integrating by parts
twice, we have
∫ ∞
0
p dn() = p
∫ ∞
0
p−1n() d→ p
∫ ∞
0
p−1() d =
∫ ∞
0
p d(),
where the property (2.1) satisﬁed by (t) and n(t) is used. This shows (5.1).
To prove (5.2), let p > 0 and  > 0 be ﬁxed. Since, by (3.5),
∫ ∫
R
|f ′(z)|2gp(z, an) dx dy2−p(p + 1)D(f ) <∞,
Fatou’s lemma asserts that
∫ ∫
R
|f ′(z)|2gp(z) dx dy <∞. Thus, by the absolute conti-
nuity of integrals, there exists a  > 0 such that
∫ ∫
E
|f ′(z)|2gp(z) dx dy < /3 holds
for any measurable set E, provided that
∫ ∫
E
|f ′(z)|2 dx dy < . Take t > 0 so that
2(t) <  and D(f )((t) + 2tpe−2t ) < /3, where (t) = ∫∞
t
pe−2 d → 0 as
t →∞ for any ﬁxed p. Let Fn =⋃∞k=n Rkt as above. By (5.4), there exists an N such
that
∫ ∫
FN
|f ′(z)|2 dx dy < 2(t) <  (5.5)
and, because of the property satisﬁed by ,
∫ ∫
FN
|f ′(z)|2gp(z) dx dy < /3. (5.6)
For n > N , by (5.3), (5.5) and (2.1), we have
∫ ∫
FN
|f ′(z)|2gp(z, an) dx dy=
∫ ∫
Rnt
+
∫ ∫
FN\Rnt
<n(t)e
2t(t)+ 2tp(t)
D(f )((t)+ 2tpe−2t ) < /3. (5.7)
On the other hand, since g(z, an) t for nN and z ∈ R \ FN , by the bounded
convergence theorem, there exists an N ′ > N such that
∣∣∣∣
∫ ∫
R\FN
|f ′(z)|2gp(z, an) dx dy −
∫ ∫
R\FN
|f ′(z)|2gp(z) dx dy
∣∣∣∣ < /3 (5.8)
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for n > N ′. Combining (5.6)–(5.8), we have
∣∣∣∣
∫ ∫
R
|f ′(z)|2gp(z, an) dx dy −
∫ ∫
R
|f ′(z)|2gp(z) dx dy
∣∣∣∣ <  for n > N.
This shows (5.2) and the lemma is proved. 
A hyperbolic Riemann surface R is said to be regular if, for any compact set K ⊂
R, lima→R maxz∈K g(z, a) = 0. As a consequence of (ii) in the above lemma, for a
regular surface R, a function f ∈ AD(R) and p > 0, we have
∫ ∫
R
|f ′(z)|2gp(z, a) dx dy → 0 as a → R.
For a ﬁxed R and p > 0, the space consisting of functions with the above property is
denoted by Qp,0(R). The above consequence means that AD(R) ⊂ Qp,0(R) for p > 0
if R is a regular hyperbolic Riemann surface. This fact has been proved also in [6] by
using a different proof technique and the special case that AD(R) ⊂ VMOA(R) =
Q1,0(R) was proved earlier by Aulaskari (cf. [3, Theorem 1(a)]).
Theorem 4. Let R be a hyperbolic Riemann surface, a ∈ R, and let f be a non-constant
analytic function on R such that D(f ) <∞. Then, for p > q0, the equality in (3.6)
holds with ﬁnite values of the integrals if and only if R and f satisfy Kobayashi’s
condition.
Proof. First assume that Bp(f ) = Bq(f ) <∞ for some p > q0. Then, there exists
a sequence an ∈ R, which tends to a point a in R or R, such that
2p
(p + 1)
∫ ∫
R
|f ′(z)|2gp(z, an) dx dy → Bp(f ) as n→∞. (5.9)
In the case a ∈ R, we have
2p
(p + 1)
∫ ∫
R
|f ′(z)|2gp(z, a) dx dy = Bp(f )
and, consequently, the equality in (3.5) holds. By Theorem 3, R and f satisfy Kobayashi’s
condition.
Now, assume that an → a ∈ R. Since for any compact set E ⊂ R,
lim
n→∞ supz∈E
g(z, an) <∞,
by Montel’s theorem, there exists a subsequence of g(z, an), which converges to a
harmonic function g(z) locally uniformly in R and is denoted by the same notation.
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We claim that g(z) ≡ 0. Otherwise, by Lemma 4(ii), ∫ ∫
R
|f ′(z)|2gp(z, an) dx dy → 0
as n → ∞, which contradicts (5.9) since Bp(f ) = 0 for f is not a constant. Now, by
(5.9), (2.1) and Lemma 4 (5.1), we have
2−p(p + 1)Bp(f ) = − lim
n→∞
∫ ∞
0
tp dn(t) = −
∫ ∞
0
tp d(t).
On the other hand,
2−q(q + 1)Bq(f ) − lim
n→∞
∫ ∞
0
tq dn(t) = −
∫ ∞
0
tq d(t).
Thus,
−
∫ ∞
0
tp d(t) − cp,q
∫ ∞
0
tq d(t),
where cp,q is deﬁned in Lemma 2. Using Lemma 2 to the function (t) we see that the
equality in the above inequality holds and (t) = (0)e−2t for t > 0. Consequently,
by (2.1) and (5.1),
B(f ) 2

lim
n→∞
∫ ∞
0
t dn(t) =
2

∫ ∞
0
t d(t) = (0)

= D(f ).
This shows that B(f ) = D(f ) and, by Kobayashi’s result, R and f satisfy Kobayashi’s
condition.
Conversely, if R and f satisfy Kobayashi’s condition, we may assume that R is
obtained from the unit disk by deleting at most a set of capacity zero and f is
the identity. Then it is easy to verify that Bp(f ) = 1 for p0. The theorem is
proved. 
Example. Let R = . For z1, z2 ∈ , let (z1, z2) = |z1− z2|/|1− z1z2|, which is the
pseudo-distance between z1 and z2. Let an be the increasing real sequence such that
a1 = 0 and (an−1, an) = 1−1/n2 for n = 2, 3, . . ., and let f (z) = 1(z)2(z) · · · for
z ∈ , where n(z) = (an− z)/(1− anz) is the Möbius transformation of  onto itself
that exchanges an and 0. We want to prove that Bp(f ) = 1 for p1. However, R
and f does not satisfy Kobayashi’s condition. This shows that the additional condition
D(f ) <∞ in Theorem 4 cannot be omitted.
For n = 1, 2, . . . and z ∈ , let
fn(z) = f (n(z)) = z
∏
k =n
k(n(z)).
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Then, fn(0) = 0 and fn() ⊂  for n = 1, 2, . . .. Since
1 > f ′2n+1(0)=
∏
k =2n+1
k(2n+1(0)) =
∏
k =2n+1
k(a2n+1) =
∏
k =2n+1
(ak, a2n+1)
(a2n, a2n+1)2n
∏
k>2n+1
(ak, ak−1)
=
(
1− 1
(2n+ 1)2
)2n ∏
k>2n+1
(
1− 1
k2
)
→ 1 as n→∞,
we have f ′2n+1(0) → 1 as n → ∞. Thus, a usual argument of normal family and an
application of the Schwarz lemma show that f2n+1(z) → z locally uniformly in .
Now, for p > 0 and 0 < r < 1, we have
∫ ∫
|2n+1(z)|<r
|f ′(z)|2gp(z, a2n+1) dx dy
=
∫ ∫
|2n+1(z)|<r
|f ′(z)|2
(
log
1
|2n+1(z)|
)p
dx dy
=
∫ ∫
|z|<r
|f ′2n+1(z)|2
(
log
1
|z|
)p
dx dy
→
∫ ∫
|z|<r
(
log
1
|z|
)p
dx dy as n→∞.
This shows that Bp(f )1 for p > 0 since r may be arbitrarily close to 1 and
∫ ∫
|z|<1
(
log
1
|z|
)p
dx dy = 2−p(p + 1) for p > 0.
On the other hand, as we mentioned in the proof of Theorem 3, Kobayashi [11] showed
that
∫ ∫

|f ′(z)|2g(z, a) dx dy 1
2
Area(f ()) = 
2
for a ∈ .
Thus, Bp(f )B(f )1 for p1. It has been proved that Bp(f ) = 1 for p1.
It can be shown that for the function f in the above example, Bp(f ) > 1 for 0 <
p < 1. So, there is still a question whether the condition D(f ) < ∞ in Theorem 4
can be omitted if q < 1?
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6. The Bloch-type norm
In this section, we indicate the relationship between the Bloch-type norm and Qp
norms. The norm inequality with equality condition and the nesting property are proved.
Lemma 5. Let (t) and hp(t) be deﬁned as in Lemma 2. If there exists a p00 such
that hp0(0) <∞, then
lim
p→∞
2php(0)
(p + 1) = limt→∞ e
2t(t).
Proof. Note that hp0(0) < ∞ implies that hp(0) < ∞ for pp0 by Lemma 2 and
that (t)hp0(0)t−p0 as t > 0. For p > p0, integrating by parts twice gives
hp(0)=−
∫ ∞
0
tp d(t) = p
∫ ∞
0
tp−1(t) dt = p
∫ ∞
0
e2t(t)tp−1e−2t dt
=p e2t(t)
∫ t
0
p−1e−2 d
∣∣∣∣
∞
0
− p
∫ ∞
0
∫ t
0
p−1e−2 d d(e2t(t))
=(p + 1)
2p
lim
t→∞ e
2t(t)− p
∫ ∞
0
∫ t
0
p−1e−2 d d(e2t(t)),
where the fact that tp(t)→ 0 as t → 0 is used. Thus, it sufﬁces to show that
Ip = 2
pp
(p + 1)
∫ ∞
0
∫ t
0
p−1 e−2 d d(e2t(t))→ 0 as p →∞.
Since e2t(t) is non-negative and decreasing, for  > 0, there exists a T > 0 such
that − < ∫∞
T
d(e2t(t))0 and, consequently,
I ′p =
2pp
(p + 1)
∫ ∞
T
∫ t
0
p−1e−2 d d(e2t(t))
∫ ∞
T
d(e2t(t)) > −.
On the other hand, integrating by parts, we have
I ′′p=
2pp
(p + 1)
∫ T
0
∫ t
0
p−1e−2 d d(e2t(t))
 2
p
(p + 1)
∫ T
0
tp d(e2t(t)) 2
p
(p + 1)
∫ T
0
tpe2t d(t)
 2
pe2T T p−p0
(p + 1)
∫ T
0
tp0 d(t) − 2
pe2T T p−p0hp0(0)
(p + 1) → 0 as p →∞.
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Thus, − < I ′′p0 and, consequently, −2 < Ip0 for sufﬁciently large p. The lemma
is proved. 
Lemma 6. Let R be a hyperbolic Riemann surface, a ∈ R, let f be a function analytic
on R and let (t) be the function deﬁned in Theorem 1. Then
lim
t→∞ e
2t(t) = 
( |f ′(a)|
c(a)
)2
.
Proof. We take 	 = exp{−(g(z, a)+ ig∗(z, a))} as a local parameter around a. Then,
	(a) = 0, (0) = 0 and c(0) = 1 under the parameter 	. For a sufﬁciently large t, Rt
is the parameter disk {|	| < e−t }. Thus,
e2t(t) = e2t
∫ ∫
|	|<e−t
|f ′(	)|2 dx dy → |f ′(0)|2 as t →∞.
The lemma is proved. 
Applying Theorem 1, Lemmas 5 and 6, we have the following theorem.
Theorem 5. Let R be a hyperbolic Riemann surface, a ∈ R, and let f be a function
analytic on R. If there exists a p00 such that
∫ ∫
R
|f ′(z)|2gp0(z, a) dx dy <∞, then
lim
p→∞
2p
(p + 1)
∫ ∫
R
|f ′(z)|2gp(z, a) dx dy =
( |f ′(a)|
c(a)
)2
.
As a consequence,
( |f ′(a)|
c(a)
)2
 2
p
(p + 1)
∫ ∫
R
|f ′(z)|2gp(z, a) dx dy for p0, (6.1)
and
B∞(f )Bp(f ) for p0. (6.2)
It is easy to see that if the equality in (6.1) holds for some p = p′ < ∞, then the
equality in (3.5) holds for all p, q with p > qp′ and, by Theorem 3, R and f satisﬁes
the condition formulated there. The same situation happens for (6.2). This shows that
the equality conditions of (3.5) and (3.6) are also that of (6.1) and (6.2).
It follows from (6.2) that Qp(R) ⊂ CB(R) for p0. This was proved in [6] by
using a different method. However, (6.1) and (6.2) were proved there only for p> 1.
Note that Qp() = CB() = B() for the unit disk  and all p> 1. However,
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there exists a hyperbolic Riemann surface R such that Qp(R)B(R) for every p with
1 < p <∞, [8].
CB0(R) and B0(R) are deﬁned in the same way as Qp,0(R). It follows from (6.1)
that Qp,0(R) ⊂ CB0(R) for p > 0. We mentioned in Section 5 that AD(R) ⊂ Qp,0(R)
for a regular surface R and all p > 0. So, AD(R) ⊂ CB0(R) for a regular surface
R. Note that it was proved in [4,5] that AD(R) ⊂ B0(R) for any hyperbolic Riemann
surface (not need to be regular).
7. Another area inequality
Finally, we go back to the inequality (6.2). If p = 0, (6.2) becomes
B∞(f )D(f ). (7.1)
By denoting
A(f ) = 1

Area(f (R)),
where Area(f (R)) denotes the area of f (R) as a range set we have
A(f )D(f ). (7.2)
Comparing (7.1) and (7.2), we ask whether the stronger estimate
B∞(f )A(f ) (7.3)
is true. The answer is afﬁrmative and (7.3) is proved by using the area inequality (2.1).
In fact, we have another area inequality, which yields (7.3) directly.
Theorem 6. Let R be a ﬁnite Riemann surface and a ∈ R and let g,G,t , Rt be
deﬁned as in the beginning of Section 2. For a function f analytic on R, deﬁne
(t) = Area(f (Rt )) for t0,
where Area(f (Rt )) denotes the area of f (Rt ) as a range set. Then,
(t)(t0)e−2(t−t0) for t > t00. (7.4)
Proof. Let t ′ be a positive number such that G′ and f ′ has no zero on t ′ . Then
f (Rt ′) consists of ﬁnitely many analytic curves lj which correspond to sub-curves
j of t ′ . All of these curves are oriented positively to f (Rt ′) and Rt ′ , respectively.
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For every j, take a sub-curve ′j of j , which contains interior points of j only. Let
l′j = f (′j ) for every j. Note that f maps E′ =
⋃
′j onto F ′ =
⋃
l′j injectively.
Let p be a point in some ′j . There is a small closed parameter disk  ⊂ R, centered
at p, which has the properties: (a) d = ⋂ j is a diameter of , (b) the right half,
denoted by D, and the left half of  are contained in R \Rt ′ and Rt ′ , respectively, (c)
f is univalent on  and f (D)⋂ f (Rt ′) = ∅. Under the same local parameter, take a
smaller parameter disk  centered at p also. It is easy to deﬁne a continuous function
 on R such that 01 on R,  = 1 on  and  = 0 on R \ . We deﬁne a
function  on the complex plane so that  =  ◦ f on f () and  = 0 outside of
f ().
We denote the parameter disk  corresponding to p ∈ E′ by p. Then,
E′ ⊂
⋃
p∈E′
p.
Since E′ is compact, we can choose ﬁnitely many points p1, p2, . . . , pK , so that the
corresponding parameter disks, denoted by 1,2, . . . ,K , cover E′. For 1kK ,
let k denote the bigger parameter disk and k,k the functions deﬁned above corre-
sponding to pk . For 1kK , deﬁne
k = k(1− 1)(1− 2) · · · (1− k−1).
Let  = ∑k . Then, 01 on the whole plane and  = 1 on every f (k). In
particular,  = 1 on F ′, since f (1), . . . , f (K) cover F ′. For 1kK , let k =
k ◦ f on k and k = 0 outside of k . It is obvious that for every p ∈ E′ and
1kK , p ∈ k implies f (p) ∈ f (k). The converse implication holds for p ∈ E
only. Thus,
0 =
∑
k ◦ f 1
on whole R, and  =  = 1 on E′.
For 0 < t ′′ < t ′, let T = Rt ′′ \ Rt ′ and T ′ = f (Rt ′) \ Int{f (Rt ′′)}. Then,
∫ ∫
T
(z)|f ′(z)|2 dx dy=
∑
k
∫ ∫
T
k(z)|f ′(z)|2 dx dy
=
∑
k
∫ ∫
k
⋂
T
k(z)|f ′(z)|2 dx dy
=
∑
k
∫ ∫
f
(
k
⋂
T
) k(w) du dv.
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Since f
(
k
⋂
T
)
⊂ T ′, we have
∫ ∫
f
(
k
⋂
T
) k(w) du dv
∫ ∫
T ′
k(w) du dv
and
∫ ∫
T
(z)|f ′(z)|2 dx dy
∫ ∫
T ′
∑
k
k(w) du dvArea{T ′} = (t ′′)− (T ′).
On the other hand, as in the proof of Theorem 1,
∫ ∫
T
(z)|f ′(z)|2 dx dy =
∫ t ′
t ′′
∫
t
(z)
∣∣∣∣ f
′(z)
G′(z)
∣∣∣∣
2 g
n
ds dt.
Thus,
(t ′′)− (t ′)
t ′ − t ′′ 
1
t ′ − t ′′
∫ t ′
t ′′
∫
t
(z)
∣∣∣∣ f
′(z)
G′(z)
∣∣∣∣
2 g
n
ds dt.
If  is differentiable at t ′, letting t ′′ → t ′ gives
−′(t ′)
∫
t ′
(z)
∣∣∣∣ f
′(z)
G′(z)
∣∣∣∣
2 g
n
ds
∫
E′
∣∣∣∣ f
′(z)
G′(z)
∣∣∣∣
2 g
n
ds.
Now, letting E′ approach to E =⋃ j , using Schwarz’s inequality and the elementary
isoperimetric inequality give
−′(t ′)
∫
E
∣∣∣∣ f
′(z)
G′(z)
∣∣∣∣
2 g
n
ds 1
2
(∫
E
∣∣∣∣ f
′(z)
G′(z)
∣∣∣∣ gn ds
)2
= 1
2
(∫
E
|f ′(z)| dz
)2
= 1
2
∑
j
|lj |2(t ′),
where |lj | denotes the length of lj .
We have proved that
2(t)+ ′(t)0 (7.5)
if  is differentiable at t. Thus, (7.5) holds almost everywhere, since  is monotone and,
consequently, differentiable almost everywhere. Because (t2) − (t1)(t2) − (t1)
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holds for any t1, t2 with t1 > t20, and  is absolutely continuous on any ﬁnite
interval,  is also absolutely continuous on any ﬁnite interval. So, we can integrate
(7.5) from t0 to t and obtain (7.4). The theorem is proved. 
Corollary 1. The inequality (7.3) holds for every hyperbolic Riemann surface R. As
a consequence, A(f ) < +∞ implies f ∈ CB(R) for a hyperbolic surface R and a
function f analytic on R.
We indicate that Kobayashi [11] showed not only B(f )D(f ) but also
B(f )A(f ), (7.6)
and that (7.3) is already a consequence of (6.2) for p = 1 and (7.6). Further, by (7.6)
and (3.6), we have
Bp(f )A(f ) for 1p∞. (7.7)
Let R =  and f (z) = zn. Then, A(f ) = 1. On the other hand, by (2.5), we have
2p
(p + 1)
∫ ∫

|f ′(z)|2gp(z, 0) dx dy = 2
pn
(p)
∫ ∞
0
p−1e−2n d = n1−p.
This shows that (7.7) is not true for 0 < p < 1 generally.
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