Abstract Detecting, locating, and tracking people in a dynamic environment is important in many applications, ranging from security and environmental surveillance to assistance to people in domestic environments, to the analysis of human activities. To this end, several methods for tracking people have been developed in the field of Computer Vision using different settings, such as monocular cameras, stereo sensors, multiple cameras.
surveillance, monitoring, and elderly assistance. The fundamental capability for a people tracking system is to determine the trajectory of each person within the environment.
In recent years this problem has been primarily studied by using two different kinds of sensors: (i) markers placed on the person to transmit their real world position to a receiver in the environment; (ii) video cameras. The first approach provides high reliability, but is limited by the fact that it requires markers to be placed on the people being tracked, which is not feasible in many applications. Computer vision based people tracking is thus very important in many application scenarios.
Several approaches have been developed for tracking people in different applications. Most of them use a single camera and use background subtraction as the main processing step.
Different methods for background modelling, updating and subtraction have been proposed. Two classification directions can be identified: how the background is modeled, how the model is updated. Statistical models have been widely used: either in the form of single Gaussians [19, 36] or mixture of Gaussians [11, 34] , but also other models (median [6] , minimum-maximum values [16] , etc.) have been proved to be effective. The choice of the model mostly depends on the kind of scenario in which the application runs. For example, single Gaussian models are not adequate in outdoor environments with fluctuating background [11] .
To correctly update the background model it is necessary to implement a method that is both adaptive to dynamic changes and selective to which portion of the image must be updated. Adaptivity can be achieved by: (i) maintaining the status of the background (e.g., mean and variance at each pixel for single Gaussian models) and updating this status with the current observation (e.g., [5, 13, 16, 19, 34, 36] ); (ii) computing a background model from a set of samples taken over time for each pixel [6, 11] . In any case a trade-off between the reactivity of the model to adapt to the changing background and the false positives due to ghost effects must always be considered. In addition, selectivity is often used to remove some kinds of errors by selectively choosing which pixels of the background model should be updated [6, 11, 16] .
Finally, other specific issues are often addressed in these works. An example is shadow suppression, that is a typical problem in approaches based on a single camera and is solved by specific techniques, such as in [7, 11, 28] .
These works allow for detecting moving objects in the scene and for tracking them over time in the image space, but typically have problems with sudden global illumination changes (except for [5, 6, 13] ), partial occlusions, and specially people remaining in the same position for a long time. Moreover, although it is possible to determine the 3-D world positions of tracked people with a single camera (e.g. [36, 38] ), this is in general very difficult and unreliable.
Therefore approaches to people tracking based on multiple cameras have been proposed. Multiple cameras help in better dealing with occlusions and allows for a more robust and precise location of people in the environment. In the recent years many stereo vision systems have been made available, providing for good quality results and real-time performance (see [4] for a recent survey). Therefore, the use of a stereo camera for people tracking has been exploited (e.g., [3, 9, 10, 14] ) in order to present a compact solution, relatively cheap and easy to calibrate and set up, that makes it easier to segment an image into objects (e.g., distinguishing people from their shadows) and produces more accurate location information for the tracked people.
On the other hand, approaches using multiple calibrated cameras (e.g., [12, 27] ) viewing a scene from significantly different viewpoints are able to deal better with occlusions than a single stereo sensor can, because they view the scene from many directions. However, such systems are difficult to set up (for example, establishing their geometric relationships or solving synchronization problems), and the scalability to large environments is limited, since they may require a large number of cameras.
This article describes the implementation of a People Localization and Tracking (PLT) System, using a calibrated fixed stereo vision sensor. The approach described here follows a typical schema of vision-based tracking systems, and it is composed by the following modules: (1) background modelling, background subtraction and foreground segmentation, that are used to detect foreground people and objects to be tracked; (2) plan-view analysis, that is used to refine foreground segmentation and to compute observations for tracking; (3) tracking, that tracks observations over time maintaining association between tracks and tracked people (or objects).
The novel features of our system can be summarized as follows.
1. The background model is a composition of intensity, disparity and edge information; it uses a learning factor that varies over time and is different for each pixel to perform adaptive and selective update of the model; moreover, it uses a new notion of activity based on edge variations. 2. Plan-view projection computes height maps, which are used to detect people in the environment and refine foreground segmentation in case of partial occlusions. 3. Plan-view positions and appearance models are integrated in the tracker and an optimization problem is solved in order to determine the best matching between the observations and the current status of the tracker.
The system presented in this article is in use within the ROBOCARE project [1, 30] , whose goal is to build a multiagent system that generates services for human assistance and develops support technology which can play a role in allowing elderly people to lead an independent lifestyle in their own homes. The ROBOCARE Domestic Environment (RDE), located at the Institute for Cognitive Science and Technology (CNR, Rome, Italy), is intended to be a testbed environment in which to test the ability of the developed technology.
In this application scenario the ability of tracking people in a domestic environment or within a health-care institution is a fundamental building block for a number of services requiring information about pose and trajectories of people (elders, human assistants) or robots acting in the environment.
The article is organized as follows. In Section 2 we describe the background modeling and foreground segmentation, in Section 3 we present plan-view analysis, and in Section 4 the tracking step. Experimental evaluation of the proposed approach is presented in Section 5, while Section 6 discusses our approach in perspective with relevant literature in the field. Finally, conclusions and future work are addressed in the last section.
Background modeling and foreground segmentation
The system we have realized aims at detecting foreground objects that are: people in the scene (either moving or remaining in the scene for long time), objects introduced, removed or moved in the environment (that are eventually integrated in the background). Objects are detected only when they produce enough difference with respect to the background. Therefore the system is not able to recognize specific objects (no object modelling is used) and it is not able to detect small objects that are manipulated in the environment (e.g., books, papers, small bags, etc.). When objects that have sufficient size are detected by the system, they are tracked with the same mechanism that is used for people. However, as a difference with people, inanimate objects are integrated in the background after a predefined number of frames. This allows the system to work correctly over long periods of time in presence of changing background due to movement of static objects.
When using a static camera for moving object detection and tracking, maintaining a model of the background and consequent background subtraction is a common technique for foreground/background segmentation. However, using background subtraction requires to deal with the following well known problems: shadows produced by people and objects and ghosts denoted as portions of the image detected as foreground, but that represent false positives for the tracking system. Shadows must be removed since they may affect subsequent processes, such as tracking, modelling, silhouette analysis for posture recognition, etc. While the term ghost has sometimes used with a slightly different meaning. For example, in [6] ghosts denote all the non-moving objects in the scene (thus possibly including people standing for a long time in the same position and objects introduced or removed from the environment). Since non-moving objects are often interesting in an application, the system we have realized aims at detecting them as well as moving objects. Therefore, we will use the term ghost in this article to denote detected foreground that is neither a person nor an object to be tracked. More specifically, in our application we consider as ghosts the effects produced by erroneous integration of foreground pixels in the background and the reflections produced by illumination changes on structural parts of the background.
The rest of this section describes a technique for background modeling, updating and subtraction that exploits stereo vision data in order to implement systems that are robust to shadows and ghosts, and can adapt to sudden and variable illumination changes and to background changes.
Background representation and update schema
While most of previous approaches model the background of a scene only in terms of its appearance (intensity or color information), we add to the model two additional properties: disparity and edges. The model of the background is thus represented at every time t and for every pixel i by a vector X t,i = I t,i , D t,i , E t,i , including information about intensity, disparity, and edges. Note that intensity can be replaced by colors if the application requires so, with a little overhead in computation and that edges can be extracted with several methods (in our implementation we use the Sobel operator). Moreover, disparities may not be available for every pixel in the current frame, due to lack of texture. We will use the symbol ⊥ to indicate that disparity is not available.
In order to take into account the uncertainty in these measures, we use a Gaussian distribution over X t,i , denoted by mean μ X t,i and covariance matrix X t,i . Moreover, we assume the values for intensity, disparity, and edges to be independent each other, thus the covariance matrix is diagonal X t,i = diag{σ
Although more sophisticated representations can be used (e.g., mixture of Gaussians [17, 34] ), using a single Gaussian model is adequate in indoor environments, where changes in the background are mostly due to objects moved in the environment, and when there is no fluctuating background.
Background modeling and foreground segmentation is computed following a classic schema:
Given the current frame X t,i , and the background model computed at the time t − 1, μ X t−1,i , X t−1,i , the first step is to compute a set of foreground pixels through background subtraction that we callF t . The second step is to transform this set to a set of foreground pixels F t obtained as the result of a foreground analysis that aims at removing typical noise in determining foreground. Finally, the new model of the background is obtained from the previous one, the current frame and the foreground F t .
The next sections explain these steps in detail. Note that the second step (foreground analysis) is performed not only to improve foreground segmentation but also to actually extract blobs that are then used for tracking. This will be described later in Section 3.
Background subtraction
Background subtraction is performed by considering only intensity and disparity components. As described later, edges are used only in the background update step. Given the mean and variance of intensity and disparity μ γ t−1,i and σ
, with γ ∈ {I, D}, and the values in the current frame I t,i and D t,i , we must determine whether the pixel i is in the foreground F t or not.
A pixel is assigned to foreground if there is enough difference between the intensity and disparity of the pixel in the current frame and the related components in the background model. More specifically,
where k I and k D are two constants defining a multiplying factor for the threshold on the standard deviation that is used to determine foreground pixels. While in this work we use static thresholding for background subtraction and deal with noise and errors in subsequent phases, a possible alternative would be to use dynamic thresholding as in [5, 13] . For disparity difference, special cases must be considered where disparities in the current frame and/or in the background model are not available. These special cases are considered as follows: (1) (1) is considered true (thus i ∈F t if there is enough difference in intensity). This choice considers situations in which background has no texture (e.g., a uniform colored wall) while foreground object has texture. While it discards pixels in the foreground that have no texture (and for which thus 3-D information cannot reliably be computed). Note that, even though this mechanism may introduce "holes" in the image mask denoting a foreground object, it does not affect other measures, such as positioning in the environment and image bounding box.
With the background subtraction described by Eq. (1) a foreground pixel must have both intensity difference and disparity difference (see Fig. 1 ). This allows for correctly dealing with shadows and reflections that usually produce only intensity difference, but not disparity differences. However, there are cases in which shadows may be detected as foreground: this happens for example when shadows over a non textured portion of the image determine enough texture to compute disparities. In this case the system will detect this shadow as a foreground object. When this is a critical problem for an application scenario, it can be solved either by using a shadow suppression method (e.g., [7, 11, 28] ) or by adding an initial training phase during which texture is somewhat produced on the untextured surface in order to acquire a correct disparity model and then using this disparity model as default every time the application is started in that environment.
Finally, note that the presence of the disparity model allows for maintaining the factor k I low in order to detect also minimal differences in intensity, and thus being able to detect foreground objects that have similar colors of the background, without increasing false detection rate due to illumination changes.
The main difference with other works presented in this field is the use of the disparity component in addition to intensity in the background model. This allows for correctly considering shadows in many typical cases without the need of introducing specific procedure for shadow detection and removal.
Foreground analysis
Foreground analysis is used to refine the setF t obtained through background subtraction into a set F t of foreground pixels that is actually used to extract blobs to be tracked and to update the background for the next cycle.
The setF t is processed by: (1) connected components analysis, that determines a set of blobs on the basis of 8-neighborhood connection; (2) blob filtering, that removes small blobs (due for example to noise or high frequency background motion).
The process shown in Fig. 1 highlights this step. The input for this procedure is the set F t that is the intersection of intensity and disparity foreground (the two red regions in the second and third image in the figure). Blob extracted and blob filtered are shown in the second row. These are the image blobs actually used for subsequent analysis.
Plan-view analysis described later is also used to refine the foreground set by removing pixels whose 3-D location is far away from the points belonging to the object being tracked.
These processes remove typical noises occurring in background subtraction and allows for computing a set of fore-ground pixels F t that contains less errors in representing the set of all pixels belonging to only foreground objects. Therefore it is adequate to be used in the subsequent background update step.
Background update
Background update must be adaptive and selective in order to provide for effective foreground segmentation. Adaptivity means that the model should adapt to changes in the environment (e.g., illumination changes or furniture movements). Selectivity means that different portions of the images must be updated in different ways depending on the current situation. Here we present a technique for background updating that is both adaptive and selective.
Adaptivity of the model to environment changes (i.e., dynamic background updating) is obtained by defining a recursive filter that is executed at every cycle (for each new stereo image, every 100 ms). The filter is controlled by a learning factor α t,i that expresses the reactivity of the model to environment changes.
where μ γ t,i and σ
are respectively the mean and the variance of each component γ ∈ {I, D, E}. This is in fact a standard formulation of background updating (e.g., [19, 36] ); however, with respect to previous work: (1) we consider three components to model the background, instead of only intensity (or colors); (2) we define the learning factor α t,i to be variable with time and for every pixel; (3) we define a different concept of activity for updating selectivity.
The model is initialized with the first frame acquired. Therefore μ X 0,i = X 0,i and X 0,i is set with predefined values. Furthermore, if the scene is static at starting time (i.e., no people or other moving objects are in the scene), then it is possible to define an initial training phase (e.g., the first 5 seconds) in which the system can learn the background model more quickly, setting α t,i to a predefined high value (such as 0.25) for all the pixels.
Notice that this training phase can be completely removed and the system is able to build a background model even in presence of foreground moving objects since the beginning of the application run. Of course it will require a longer time to stabilize the model. Selectivity is obtained by appropriately setting the learning factor α t,i with different values for each pixel i. There are two approaches to selectivity:point-based selectivity and object-based selectivity. Point-based selectivity is affected by errors in computation of foreground, while object-based selectivity is more robust [6] .
In this work we use a technique that can be considered in the class of object-based selectivity. The technique is applied on foreground pixels that are not the immediate result of background subtraction, but that are further processed by considering blobs related to objects and people being tracked. This process removes many typical errors in foreground segmentation and therefore the use of the resulting set of foreground pixels F is thus similar to object-level selectivity performed for example in [6] .
We propose a selective technique that combines two elements: (1) a counter that introduces a delay in the update of foreground pixels into the background; (2) an activity value that measures the amount of activity (motion) in a region of the image.
The counter is simply defined as the number of consecutive frames in which a pixel i is in the foreground F. This is formally defined by
We then define a number of frames δ static (e.g., 100) during which we do not integrate the foreground object in the background. Formally, we set α t,i = 0 if C t (i) < δ static . This means that if an object is introduced or moved in the environment, it will appear as foreground for δ static frames and only after that it will begin to be integrated in the background.
The counter mechanism delays the update of background for foreground pixels and works correctly with dynamic objects (people) moving in the scene. In fact, delay in updating the background is typically used to avoid ghost effects due to incorrect update of the background (a similar mechanism is used for example in [16] ). However, it fails when people remain in the same position for a long time (more than δ static frames in our case).
The problem is that we would like to quickly integrate inanimate foreground objects (e.g., pieces of furniture or other objects moved in the scene) and to not integrate animate foreground objects (e.g. people) even though they do not move in the scene. To this end, it is necessary to distinguish between inanimate and animate objects and this can be done by introducing the concept of activity, that measures how much a region of the image is active (i.e., how much motion is present).
Activity of objects in the scene can be computed with optical flow techniques (see for example [6] ) or by computing color or intensity pixel differences (such as in [17] ). We chose this second way, since it is much less computationally intensive. The work in [17] proposes to compute activities of pixels based on intensity difference with respect to the previous frame. However, if a person with uniform color clothes is standing still in the scene, there is high probability that the internal pixels of his/her body have constant intensity over time, and a method for background update based only on intensity differences will eventually integrate these internal pixels into the background. Therefore, in this work we propose to compute activities of pixels as their difference between the edges in the current image and the background edge model. The motivation behind this choice is that people produce variations in their edges over time even if they are standing still (due to breathing, small variations of pose, etc.), while static objects, such as chairs and tables, do not. However, note that edge variations correctly determine only the contour of a person or moving foreground object, and not all the pixels inside this contour; therefore, if we consider as active only those pixels that have high edge variation, we may not be able to correctly identify the internal pixels of a person. To overcome this problem we have implemented a procedure that computes activities of pixels included in a contour with high edge variation. This computation is based on first determining horizontal and vertical activities H t (v) and V t (u), as the sum over the pixels i = (u, v) in the image, of the variation between current edge E and edge component of the background model μ E , for each row/column of the image.
Then, these values are combined in order to assign higher activity values to those pixels that belong to both a column and a row with high horizontal and vertical activity:
A constant learning factor λ A is used to model activity update. This is set to a high value (e.g., 0.25) to quickly respond to changes, but being <1 allows for delaying the update in regions of the image in which people have passed. Since the product H t (v)V t (u) is used to determine the activity of a pixel (u, v), the pixels inside a contour with high edge variation will be assigned a higher activity level.
The value A t (u, v) is then used for determining the learning factor α t,i of the background model: the higher the activity A t (u, v) at each pixel i = (u, v) the lower the learning factor α t,i . More specifically, we set α t,i = α NOM /(1 + η A t (i)), where η is a normalizing constant.
Combining the counter and the activity mechanisms results in the following computation for the learning factor α t,i :
In other words, background is selectively updated only on the part of the images that have been classified as foreground for a minimum number of frames and with a learning factor that is inversely proportional to the activity in that region. Therefore, static foreground objects (e.g., piece of furniture introduced or moved in the environment) are integrated in the background model after some time, while people standing in the scene for long time are not.
The use of a learning factor that varies over time and for each pixel with continuous values can be seen as an extension of methods that use different values for α depending on the pixel classification. For example, in [5] two values are considered depending on the pixel classification. The approach presented here allows for a smoother background update since values of α are computed from activity in the scene that is in turn temporally filtered.
After determining α t,i , the background model is updated with the recursive filter shown before.
Plan view analysis
The foreground pixels F and the blob extraction procedure computed during foreground analysis determine a set (possibly empty) of image blobs that is denoted with IB t = {ib t, j | j = 0, . . . , n t }, with n t ≥ 0. This set is normally affected by two problems: over-segmentation, arising when a foreground object is represented by two or more image blobs; and under-segmentation, arising when an image blob contains two or more foreground objects.
These two errors may be detected and solved in many cases by a plan-view analysis. A Plan-view of the scene [9] is obtained by projecting all the foreground pixels into the floor ground. Our approach projects foreground points into the plan-view reference system, by using the stereo calibration information to map disparities into the sensor's 3-D coordinate system and then the external calibration information to map these points from the sensor's 3-D coordinate system to the world's 3-D coordinate system.
If we assume the reference system is defined to have X ,Y on the floor ground and Z representing the height from the ground, we can define the plan-view of a set of pixels P as follows Obviously, it is convenient to use a discretization of this plan-view by defining cells in the plan-view space. In our implementation we have discretized the environment by defining cells of 3 × 3 cm.
This representation is very useful to determine and solve several cases of under-segmentation that occur for example when two people are close in the image space (or partially occluded), but far in the environment.
To this end we project each image blob in the plan view and perform a plan-view segmentation. More specifically, for each image blob ib t, j we determine its planview PV ib t, j (x, y). This plan-view is first processed with a Gaussian filter to smooth computation of 3-D data from stereo. Then connected components analysis is used to determine a set of world blobs: {wb t,k |k = 0, . . . , n j }, with n j ≥ 0.
For each world blob we compute two measures: the size that is defined as the area of the blob in the X, Y plane; the weight that is the sum of the heights in the world blob. World blobs are finally filtered by removing those that have size or weight below given thresholds. As shown later, this allows to remove errors in foreground detection.
World blobs are then analyzed as follows. If n j = 0 then the image blob has not a corresponding world blob: this is a very rare case that may occur for example with shadows on the ground floor detected by background subtraction where the floor has not texture (and thus lacking disparities in the background model). In this situation the corresponding image blob is ignored. When n j = 1 we have a normal situation in which an image blob correctly determines a world blob in the plan view and they identify a single object or person in the scene. When world blobs are more than one n j > 1 it means we encountered under-segmentation and thus we split the originating image blob in n j new image blobs each containing only the pixels that are in the corresponding world blob. After this process we have a one-to-one correspondence between image blobs and world blobs. Figure 2 shows a situation in which a single image blob ( Fig. 2(a) ) covers two people, one of which is partially occluded, while with the plan-view analysis it is possible to detect the two world blobs (Fig. 2(b) ) and correctly refine image segmentation (Fig. 2(c) ).
Analyzing all the world blobs detected, we can also encounter situations in which two (or more) world blobs are overlapping (or very close) in the plan-view space. This means that two (or more) image blobs have been projected to world blobs in the same (or similar) location. This is a case of over-segmentation and it is solved by merging the detected image blobs and world blobs.
Therefore, we finally have a set of image and world blob pairs representing observations of objects to be tracked.
Observe that, although many effects of undersegmentation and over-segmentation are detected and corrected, we may still have some of them. The tracking phase described in the next section is responsible to maintain tracks over time and overcome problems due to temporary wrong detection of foreground objects.
Tracking
Tracking is performed by maintaining a set of tracked objects, updated with the observations of the blobs B t extracted as described in the previous sections. Observe that, although foreground blobs can refer also to static objects introduced in the environment, here we are interested in tracking people. In fact, in this article we do not focus on person/object classification, and thus in the rest of this section we will consider each element of B t as an observation for a person. However, the technique described here does not make any assumption on the values in B t and thus the system tracks people and objects with the same method (except for the fact that objects are integrated in the background after some frames as explained in Section 2).
In order to track people over time in the presence of temporary occlusions, it is necessary to have a model of the tracked people. Several models for people tracking have been developed (see for example [15, 20, 24, 31] ), balancing representation power with computational efficiency. For example, color histograms and color templates are very efficient, but they are not sufficient for capturing complete appearance models, because they do not take into account the actual position of the colors on the person. On the other hand temporal color-based appearance models are more accurate but requires more computational resources to be computed and compared.
In this work we present the results obtained by using color histograms to represent people appearance (see also [18] for a more detailed description of integrated tracking). Each tracked person is modelled by two uni-dimensional color histograms, using respectively the H and the V components of the HSV color space. Histograms H t,i are maintained for each tracked person and updated with current observations. The status of the tracker at time t is denoted by a set of pairs P t = { p(x t,i ), H t,i | i = 1, . . . , n t } where p(x t,i ) is a probability distribution of the location in the environment x t,i of person i at time t and H t,i are his/her color histograms. In this work we use a single Gaussian model for p(x t,i ).
The system is updated by considering the current observations Z t = B t in this way: p(x t,i ) is computed from p(x t−1,i ) and Z t with a Kalman Filter based on a constant velocity motion model; H t,i is computed from H t−1,i and Z t with a statistical recursive filter.
With this representation, data association is an important issue to deal with. In general, at every step, the tracker must make an association between m observations and n tracked people. Association is solved by computing a distance d i, j between the i th track and the j th observation. This distance is computed by considering Euclidean distance for locations and model matching procedure for the histograms. An empirically determined conversion factor is then used to combine these two values.
Data association is then solved by minimizing the overall distance of all the observations with respect to the current tracks. More formally, let F be the set of all possible trackobservation associations, the best association f * is computed as
and this is then used to determine which observation will update each track in the system. Although this is a combinatorial problem, the size of the sets P t and Z t on which this is applied are very limited (not greater than 4), so |F| is small and this problem can be effectively solved. Tracks in the system are also associated to finite state automata that control their evolution. Therefore, observations without an associated track generates CANDIDATE tracks and tracks without observations are considered LOST. CANDIDATE tracks are promoted to TRACKED tracks only after a few frames, in this way we are able to discard temporary false detections. While LOST tracks remain in the system for a few frames in order to deal with temporary missing detection of people.
The main difference with previous approaches [3, 22, 27 ] is that we integrate both plan-view and appearance information in the status of the system, and by solving the above optimization problem we find the best matching between observations and tracker status by considering in an integrated way the information about the position of the people in the environment and their appearance.
Implementation and experiments

Implementation
The method presented in this article has been implemented and tested in different environments. System configuration includes a Stereo Vision system from VidereDesign 1 connected with a standard PC through a Firewire connection. For computing disparity, we use a state-of-the-art stereo algorithm allowing for real-time computation of dense disparity maps [21] . The other components of the system has been developed within our projects.
Standard stereo calibration [21] and external calibration [23] are applied the first time the system is installed in the environment. Then the system can work without any manual configuration as long as the camera settings (e.g., camera position in the environment, lenses, focal lengths) are not changed.
The system has been experimented in many situations and different conditions. 2 Here we report a summary of different experimental results performed during our development.
Position accuracy
Position accuracy depends on the quality of the cameras, on the precision of the calibration procedure and on the setting of the cameras.
For measuring the precision of the system we have marked 9 positions in the environment at different distances and angles from the camera and measured the distance returned by the system of a person standing on these positions (see also [2] ). Although this error analysis is affected by imprecise positioning of the person on the markers, the results of our experiments, in Table 1 averaging 40 measurements for each position, show a precision in localization (i.e., average error) of less than 10 cm, but with a high standard deviation, that denotes the difficulty on taking this measure precisely. However, this precision is usually sufficient for many applications, like the one considered in our domestic scenario.
Camera calibration certainly may affect these results. However, stereo and external calibration procedures we have used have provided very satisfactory results, allowing for easily verifying correct computation of calibration parameters. For example, to determine a correct calibration, by knowing calibration parameters, we back projected in the image a grid of 1 meter squares on the ground and match them against a real 1 meter grid drawn on the ground. When calibration parameters allows for a good alignment of the virtual and the real grids, then the results shown in previous table are easily to be obtained.
Computational efficiency
The system described here has been implemented for providing soft real-time performance (i.e., about 10 Hz). To this end we made use of an efficient stereo algorithm [21] , subresolution processes (when possible) and code optimization that guarantee soft real-time performance. Table 2 shows computational time of the processing steps described in this article for high resolution images (640 × 480) 3 on a 1.7 GHz CPU. Computational times increase with the number of people in the scene and in general with the number of foreground objects detected, while it does not depend on the characteristics of the background. The frame rate is normally between 5 and 10 frames per second and it is sufficient to effectively track walking people in an office-like environment, where velocities are typically limited. 3 Although some processing is performed at low resolution 320 × 240.
Tracking evaluation
Tracking evaluation is very important for determining the effectiveness of a method, however only a few papers report extensive results and adequate error metrics. Systems are usually evaluated only by measuring false positives or false alarms (i.e. detecting non-people), and false negatives or missed detections [3, 37] , without measuring the ability of the system to assign one and only one track to every person in the scene (except for [8] , where this is partially considered). Also the work in [5] presents a novel evaluation method for image based tracking, but it is not aimed at evaluating tracking as unique identification of a track for each moving object.
The performance of our system has been evaluated by measuring tracking errors, i.e., situations in which the tracker fails in determining the right association between a person moving in the environment and its unique track that the system must associate to him/her (see also [18] ). More specifically, we define two kinds of errors: track split, when the track for a person is split into two or more pieces even though the person stays in the field of view of the sensor (this is called a false positive in [8] ); track switch, when a track slips off a person and is incorrectly assigned to another person.
In the evaluation of tracking process, we focus on situations in which two or more people are close to each other, which generally causes the most problems. To this end, we have recorded video streams containing at least 2 people in the scene (this has been done automatically by the tracker system itself). We have run two versions of the tracking system on these sequences. The first one only uses plan-view tracking. The second one uses the integrated tracking including the color distribution models.
The output of the tracker is a set of track strips (see Fig. 4 ), each containing 4 snapshots: (1) the first frame in which the person is noticed (white bounding box); (2) the frame in which an ID is assigned to the track (colored bounding box); (3) the last tracked frame and the projection of the trajectory followed (the track has the same color as the bounding box in the second snapshot); (4) ten frames after the last track (to check for track splitting and false negatives). We visually inspected track strips to determine the kinds of errors reported above. In our analysis, we focused on track split and track switch errors, because false positives and false negatives are not related to the integration of plan-view tracking and color models and significantly fewer. Table 3 shows the results of our error analysis over a number of video streams taken by different cameras. The table shows the total number of video frames analyzed, plus the number of frames containing two or more "close" people (in parenthesis), the number of tracks and the number of tracks involving close people (in parenthesis). The second row presents the number of splitting and switching errors. The first value is the number of errors made by the plan-view tracking system and the second is the number of errors made by the integrated system.
For video streams with no intersecting tracks or with frames containing people that are relatively far away from each other, we have no errors, since plan-view tracking is able to deal with such situations. All the errors occurred within the 3573 frames (out of 190412), in which two people were close. This value determines approximately the number of times in which a "difficult" data association problem has been solved by the tracker. The integrated tracker reduces the number of errors from 39 to 17, which is a significant improvement.
Note that the integrated approach increases the number of track split errors. The reason is that there are situations in which the plan-view cannot distinguish two different people assigned to one track (thus, it makes a switch error), while the integrated approach is able to separate the two tracks and, when it is not able to re-assign the track to the correct person, it will create a new track thus making a split error. In fact, split errors are desirable over switch errors since they can be fixed later.
24-hours performance evaluation
A different set of experiments have been performed in order to evaluate a 24-hours operation of the system. The application scenario chosen for the experiments is a door entrance in which outdoor light enters from a door window (see Fig. 3 ) and indoor lights are also present. Thus lighting conditions substantially vary during the day (due to outdoor conditions and indoor lights), making this scenario interesting for testing the approach presented in this article.
In order to guarantee 24-hours operation in this environment, it is necessary to activate the auto-gain mechanism of the camera. This mechanism automatically tunes the gain of the camera with respect to the amount of light in the scene. Obviously, these modifications in the gain make the current image different from the background and may lead to false foreground segmentation. However, the mechanism we have used is robust to this phenomenon, since stereo computation is more robust to illumination changes and thus when lights change, the disparity of the current frame is still aligned with the disparity model, i.e. it produces small differences and foreground can be correctly segmented also in these situations. Moreover, when sudden global illumination changes occur, we have many pixels that have high difference in the intensity model and a few pixels that have difference in the disparity model (assuming no foreground objects are in the scene at that moment). If these conditions are met, we can reset only the intensity component of the background model to the current frame, thus reacting very quickly to sudden illumination changes.
The second element that must be considered for a 24-hours operation is the changes in the background due to movement of pieces of furniture, objects, etc. If these objects are not correctly integrated in the background after some time, the system will eventually not be able to correctly track other objects over time. On the other hand, we want that the system is able to track people remaining in the same position in the scene for long time. We have thus experimented the ability of the system to deal both with background changes and with people remaining in the scene for long time.
All the experiments reported here have been performed without changing parameters of the system, and in different days, with different environmental conditions, and with different people.
Sudden illumination changes
The first set of experiments have been performed in order to evaluate the robustness of the system to sudden illumination changes. When these changes occur, the background model must be updated as quickly as possible otherwise the system may have problem in segmenting the foreground and tracking objects. Two kinds of experiments have been performed, depending on the situation of the scene when the illumination changes occur. First, we consider the simple case of a static scene, that is identified by a very few pixels (due to noise) presenting disparity difference with respect to the background model. In this case, the intensity component of the background model is simply reset with the current frame and foreground segmentation never produces errors. In fact, if a person enters in the scene right after an illumination change, s/he is normally tracked. Figure 5 shows a global illumination change obtained by raising the gain of the camera. The figure shows the current image, the background intensity model and the background disparity model for four consecutive frames. As shown, the disparity model presents very few differences and intensity model can be quickly updated (two frames are sufficient in this case).
A more difficult case arises when illumination changes occur when one or more people are present in the scene. This can happen, for example, when people switch lights on or cover a bright part of the image such that the auto-gain mechanism activates. In this case we cannot reset the entire intensity background, since people are in the scene, but we can reset intensity background only for those pixels that have small disparity difference with the disparity background. This is shown in Fig. 6 , where it can be seen that global illumination change is detected and the intensity model is suddenly reset only on background pixels. This allows for keeping track of people during global illumination changes, without losing their identities.
Background changes and people not moving for long time
The second set of experiments have been performed in order to measure the ability of the system to update background in presence of changes and at the same time to track a person if s/he remains in the scene for a long time, maintaining her/his identity (i.e., without splitting it in two tracks) and without false detection in the location where the person stood after s/he leaves. The background model update described in Section 2.4 deals with background changes by updating the model of a foreground object after a given number of frames, and the system performs correctly in presence of changing background. Here we want to evaluate the ability of the system to keep track of people remaining in the scene for long time.
An example is described by Fig. 7 , where a fourth component representing activities of pixels has been reported. A person enters the scene introducing at the same time an object (the chair on the right). After some frames activity of the object is null (thus it will be eventually integrated in the background), while activity around the person is not null, thus preventing his/her integration in the background.
Obviously, this is not an error-free mechanism. In fact, we encounter errors, specially when the distance of the person from the camera is high and when the motion is more difficult to detect. In these cases computation of activity as described in Section 2.4 is less precise and some pixels of the person are integrated in the background.
Another problem arises when a big object (approximately the same size of a person) is removed from the environment and a person passes in the position where the object was, before the background is updated. In this situation the person may not provide enough disparity difference to be tracked. However, these cases are not very common, since they require that a object as high as a person is moved. In fact, the system works well when this happens with an object shorter than a person (e.g., we tested it with a box that is high up to the torso of a person), since the top part of the person is not affected by this problem and it is usually enough to determine a world blob of suitable size and weight. 
Related work
Most of the works for motion detection and people tracking from a fixed camera uses a variant of background subtraction. In fact, they differ in the type of background model used and in the procedure used to update the model.
When defining a background model, there are two elements to consider: the kind of information considered and the representation of these information.
As for the kind of information considered, most of the works uses only intensity or colors (e.g., [13, 25, 26, 35] ). An exception is in [19] , where background modeling and subtraction uses both color and edge information. They introduce confidence maps, i.e., gray-scale images whose intensity is a function of pixel changes, to fuse intermediate results and to represent the results of background subtraction. The latter is used to delineate a person's body by guiding contour collection to segment the person from the background. The method is tolerant to scene clutter, slow illumination changes, and camera noise, and runs in soft real-time on a standard platform. The approach presented in this article makes use of three components: intensity (that could possibly be replaced with colors), disparities, and edges, thus exploiting information provided by the stereo sensor.
Also several representations of the background model have been studied. Approaches based on a single Gaussian are more common [19, 36] , due to their simple and efficient implementation. However, other approaches have been proposed, especially for dealing with effects occurring in outdoor scenes.b For example, Gupte et al. [13] and Conte et al. [5] propose dynamic thresholding for background subtration for a vehicle detection and classification task, that is able to deal with illumination changes in outdoor highway scenes. Stauffer and Grimson [34] model each pixel as a mixture of Gaussians and use an on-line approximation to update the model. The Gaussian distributions of the adaptive mixture model are then evaluated to determine which are most likely to result from a background process. Each pixel is classified based on whether the Gaussian distribution which represents it most effectively is considered part of the background model. Good results in real-time outdoor tracking which reliably deals with lighting changes. A nonparametric background model and a background subtraction approach is used in [11] . The model can handle situations where the background of the scene is cluttered and not completely static but contains small motions such as tree branches and bushes. Using a sample of intensity values for each pixel, the model estimates the probability of observing pixel intensity values. The model adapts quickly to changes in the scene which enables very sensitive detection of moving targets. Cucchiara et al. [6] proposes a general-purpose method to deal with the problem of shadows and ghosts for the moving object detection problem. It uses a combination of statistical assumptions and object-level knowledge of moving from previous frames to improve segmentation and background updating. In particular, pixels belonging to moving objects, ghosts, and shadows are processed differently in order to supply an object-based selective update. An interesting approach is proposed in [32] to handle various changes in the background. The method learns the chronological changes in the observed scene's background in terms of distributions of image vectors. The subtraction is operated by evaluating the Mahalanobis distances between the averages of such image vectors and newly observed image vectors. Using a multidimensional image vector space the method detects objects with the correct sensitivity. Ohta [29] focuses on changing illumination conditions. He defines mathematical models representing the relation between the illumination intensity, a reflection index of objects and a pixel value. With the assumption that the distribution of the illumination intensity in a small region does not change, the background subtraction problem is formalized as a statistical test based on the models and assumption.
Many of the previous works use complex background model and focus the attention on the rapidity of background updating procedure in presence of illumination changes. We are instead more interested in the robustness of the background update process not only in response to illumination changes, but also in cases of static modification (e.g., a chair is moved) or when a person stays still for a long time.
Another important problem that occurs during background suppression is connected to shadows due to the occlusion of light source by an object in the scene. Some works focus on suppression of shadows [7, 11, 28] using different techniques. With our approach shadows are easily detected using the disparity information. In fact most of the time shadows lie on the floor and they are discarded when world blobs are built.
Stereo vision has been used for increasing performance of people tracking, (e.g., [3, 9, 10, 14] ), but range information have not been exploited completely. These approaches use stereo sensors (or known room geometry) to estimate the 3-D coordinates of the tracked people, maps these positions onto a floor plan, and then applies a Kalman filter to track them in the 2-D plan view. The main difficulties for these systems arise when two or more people get close to each other, because the people merge into a single entity and then they move away from each other. The geometric properties and constraints available to these trackers are often insufficient for identifying people when they separate.
A second approach constructs an appearance model for each person, and then tracks them over time, adjusting the model to take into account changing lighting conditions (for example, see [8, 16, 33] ). These techniques often generate contaminated models of the people when they get close together, because they cannot tell which portions of the image belong to which person.
Integration of plan-view tracking and appearance models has been considered in [3, 22, 27] . However, these works are not focused on the data association problem that arises when the system has to consider multiple observations and multiple tracks. They use appearance models to discriminate when people are close, thus implementing a kind of "greedy" algorithm with respect to the one proposed in Section 4.
Our approach uses range information in many steps: (1) disparity is a component of the background model and it is a critical factor for a correct foreground/background separation and for an effective foreground segmentation solving many situations of under-segmentation and over-segmentation; (2) plan-view analysis is used not only to locate people in the environment as in [9] , but also to refine foreground segmentation providing for a better selectivity for background updating; (3) tracking is based on people location, (as in [3] ), but integrates also appearance models.
Conclusions and future work
In this article we have presented a People Localization and Tracking System that integrates several capabilities into an effective and efficient implementation: dynamic background modelling, intensity and range based foreground segmentation, plan-view projection and segmentation for tracking and determining object masks, integration of plan-view and appearance information in data association and Kalman Filter tracking. The novel aspects introduced in this article are: (1) a background modelling technique that is adaptively updated with a learning factor that varies over time and is different for each pixel; (2) a plan-view segmentation that is used to refine foreground segmentation in case of partial occlusions; (3) an integrated tracking method that considers both plan-view positions and color-based appearance models and solves an optimization problem to find the best matching between observations and the current state of the tracker.
Experimental results show good performance and high robustness to many problems: shadows, ghosts, global illumination changes, background changes, people not moving in the scene, etc. However, we intend to perform a more detailed evaluation of the system in presence of background changes and people in the scene at the same time, where we noticed some errors during tracking.
Two major directions should be investigated in the future in order to extend the applicability of the proposed method: outdoor environments and larger and more crowded areas. In the first case, it is necessary to consider more sophisticated techniques for background modelling and update, such as multi-modal representation for the background and dynamic thresholding for background subtraction.
As for the second issue, generally dealing with large and crowded environments is probably beyond the scope of this method. However, in order to expand the size of the monitored area, we are planning to use multiple tracking systems. This is a challenging problem because it emphasizes the need to re-acquire people moving from one sensor's field of view to another. One way of simplifying this task is to arrange an overlapping field of view for close cameras; however, this arrangement increases the number of sensors needed to cover an environment and limits the scalability of the system. In the near future we intend to extend the system to track people with multiple sensors that do not overlap.
