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Abstract
We are interested in the asymptotic integration of linear differential systems of the form
x0 ¼ ½LðtÞ þ RðtÞx; where L is diagonal and RALp½t0;NÞ for pA½1; 2: Our dichotomy
condition is in terms of the spectrum of the omega-limit set oL: Our results include examples
that are not covered by the Hartman–Wintner theorem.
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1. Introduction
We are concerned with non-autonomous linear systems of ordinary differential
equations of the form
x0 ¼ AðtÞx; ð1Þ
where xAX and X ¼ Rn or X ¼ Cn: A general problem is that solutions usually
cannot be determined explicitly. Asymptotic integration speciﬁes those systems (1)
whose fundamental matrix can be written as
XðtÞ ¼ PðtÞ½I þ oð1Þe
R t
AˆðsÞ ds
;
where PðtÞ and AˆðtÞ are computable and AˆðtÞ is close to AðtÞ in some sense.
Asymptotic integration had its beginnings in 1948 when Levinson published the
following result which is known now as Levinson’s theorem [18]:
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Theorem 1.1. Let LðtÞ ¼ diagfl1ðtÞ;y; lnðtÞg be continuous for tXt0 and assume
that there is a constant K such that for each index pair jak that eitherZ t
t0
ReflkðtÞ 
 ljðtÞg dt-N as t-N
and Z t
s
ReflkðtÞ 
 ljðtÞg dt4
 K 8t0pspt; ð2Þ
or Z t
s
ReflkðtÞ 
 ljðtÞg dtoK 8t0pspt:
Furthermore, assume that RðtÞ is continuous for tXt0 and RðtÞAL1½t0;NÞ: Then the
linear differential system
x0 ¼ ½LðtÞ þ RðtÞx ð3Þ
has a fundamental matrix satisfying as t-N
XðtÞ ¼ ½I þ oð1Þe
R t
LðsÞ ds
: ð4Þ
Condition (2) is known as Levinson’s dichotomy condition.
The next mile-stone was a paper by Hartman and Wintner in 1955 [14]. While
Levinson had considered the case of an L1-perturbation RðtÞ; the new result was
concerned with an Lp-perturbation RðtÞ for some pAð1; 2:
Theorem 1.2. Let LðtÞ ¼ diag fl1ðtÞ;y; lnðtÞg be continuous for tXt0 and assume for
each index pair jak;
jReflkðtÞ 
 ljðtÞgjXd40: ð5Þ
Furthermore, assume that RðtÞ is continuous and RðtÞALp½t0;NÞ for some 1opp2:
Then the linear differential system (3) has a fundamental matrix satisfying as t-N
XðtÞ ¼ ½I þ oð1Þe
R tfLðsÞþdiag RðsÞg ds
: ð6Þ
Note that the Hartman–Wintner condition (5) is more restrictive than Levinson’s
dichotomy condition (2). In fact, (5) implies (2). Moreover, since
R t
t0
rðsÞ ds ¼ Oð1Þ
for rAL1½t0;NÞ; the conclusion of Levinson’s Theorem 1.1 could have been also
stated in the more uniform way of (3) having a fundamental matrix of the form (6).
The two classical Theorems 1.1 and 1.2 stood separated until the seventies, when
Harris and Lutz [12,13] found a change of variables to link Theorem 1.2 to Theorem
1.1. This ‘‘Q-transformation’’, which was constructive, turned out to become one of
the basic techniques in asymptotic theory and opened the door to a new wave of
research. Levinson’s Theorem 1.1, however, did not lose any of its importance: many
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newer results (for example Behncke and Remling [1], Gingold [10], Gingold et al.
[11], Medina and Pinto [19]) are concerned with special cases of (1) and are proved
by skillful reduction to Theorem 1.1. An excellent and comprehensive introduction
to asymptotic integration can be found in Eastham [8].
We wish to study asymptotic integration under a dynamical systems point of view.
While this approach calls for new techniques, its rewards are a new result and a more
geometric understanding of our Q˜-transform which does not coincide with the usual
Q-transformation introduced by Harris and Lutz. Since solutions of differential
equations with time-varying coefﬁcients do not represent dynamical systems, we
choose the theory of linear skew-product ﬂows as the appropriate tool for our
purposes. This theory was described in great detail in Sacker and Sell [23,24] and we
present only a few aspects of it in Section 2. We state our main results in Section 3
and dedicate Section 4 to examples. In Section 5, we consider preliminary lemmas to
prepare for the main proofs in Section 6. As a by-product of our main proofs, we
show the Lipschitz continuity of time-dependent unit vectors in the subbundles at
inﬁnity in Section 7. As a curiosity, we make some remarks on diagonalizable
matrices in Section 8.
2. Linear skew-product ﬂows
It will be necessary to embed the coefﬁcient matrix AðtÞ into a function space. For
1ppoN; let Lploc denote the collection of measurable matrix-valued functions whose
pth powers are Lebesgue integrable over every compact set in R: That is, AðtÞALploc if
and only if
R
K
jjAðtÞjjp dtoN for all compact KCR: Let Lploc have the topology of
Lp-convergence on compact subsets (see Section 5). For AALploc; we deﬁne the shift
mapping sðA; tÞ ¼ At; where AtðtÞ ¼ Aðt þ tÞ: It can be shown [27, p. 43] that the
mapping is continuous, i.e. the shift map s is a ﬂow. The hull of A is then given by
HðAÞ ¼ clfAt: tARg; the closure of the trajectory through A: Note that HðAÞ is
translation invariant with respect to the shift ﬂow. Similarly, the positive hull of A is
HþðAÞ ¼ clfAt: tX0g: The alpha- and omega-limit sets are deﬁned as aA ¼
fyALploc: y ¼ lim Atn for some sequence ftng with tn-
Ng and oA ¼
fyALploc: y ¼ lim Atn for some sequence ftng with tn-Ng:
This gives rise to a linear skew-product flow p : X  HðAÞ  R-X  HðAÞ;
pðx0; A˜; tÞ ¼ ðFðA˜; tÞx0; A˜tÞ; where FðA˜; tÞx0 denotes the solution of the initial value
problem x0 ¼ A˜ðtÞx; xð0Þ ¼ x0; at time t for some A˜AHðAÞ:
The spectrum SðAÞ of (1) is deﬁned as the collection of lAR for which the shifted
equation x0 ¼ ðAðtÞ 
 lIÞx does not have an exponential dichotomy. Recall that (1)
admits an exponential dichotomy if there exists a projection P : X-X and positive
constants K and a such that
jjFðtÞPF
1ðsÞjjpKeaðs
tÞ spt;
jjFðtÞðI 
 PÞF
1ðsÞjjpKeaðt
sÞ tps; ð7Þ
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where FðtÞ is fundamental matrix solution of (1) satisfying Fð0Þ ¼ I : For example,
the spectrum of an autonomous equations x0 ¼ Ax; A constant, is SðAÞ ¼
fRe l: l eigenvalue of Ag: Periodic differential equations can be reduced to
autonomous equations via Floquet theory by a bounded change of variables
which does not affect the spectrum. It follows that the spectrum of a periodic
matrix is the collection of the real parts of its Floquet exponents. For general
equations (1), the spectrum SðAÞ ¼ Sli¼1 ½ai; bi is the union of l non-over-
lapping compact intervals, where 1plpn provided that hull HðAÞ is
compact [25, Theorem 2]. In the important case of a maximal number of
spectral intervals, i.e. l ¼ n; we will say that (1) has full spectrum. It is noteworthy
to mention that the Lyapunov characteristic exponents lie in the spectral intervals
[25, Theorem 3].
A subbundle in X  HðAÞ is a closed subset of X  HðAÞ with the property such
that (i) 8yAHðAÞ; the ﬁberVðyÞ ¼ fxAX : ðx; yÞAVg is a linear subspace of X ; and
(ii) the function dimVðyÞ is constant on HðAÞ: As shown in [25, Theorem 2], a p-
invariant subbundle Vi is associated with each spectral interval ½ai; bi: Moreover,
sc >i iðyÞ ¼ fxAX : ðx; yÞAVig vary continuously in yAHðAÞ; and the angle between
ViðyÞ and VjðyÞ stays bounded away from 0 for iaj: Furthermore, the ﬂow in the
ith invariant subbundle Vi (i.e. p restricted to Vi) has spectrum ½ai; bi: Finally, in
the case of a full spectrum, one has X ¼V1ðyÞ þ?þVnðyÞ 8yAHðAÞ: That is,
X  HðAÞ has a full bundle decomposition into n one-dimensional subbundles, which
vary continuously in y: In the example of an autonomous equation x0 ¼ Ax; the
invariant subbundle Vi corresponding to a spectral point li is given by the span of
generalized eigenvectors of A corresponding to li: For non-autonomous equations,
the invariant subbundles are a generalization of the familiar concept of eigenspaces
of constant matrices.
3. Main results
We are interested in the asymptotic integration of a system consisting
of a diagonal and locally integrable matrix LðtÞ plus an Lp-matrix RðtÞ; where
1ppp2: Skew-product ﬂow theory requires the basic assumption that hull
HðLÞ be compact. However, since all results are stated on the half-line ½t0;NÞ;
one may modify LðtÞ to be zero on ð
N; t0 
 1 and to be a continuous transition
on ðt0 
 1; t0Þ so that compactness of the positive hull HþðLÞ is all that is re-
quired. Our dichotomy condition is in terms of the spectrum over the omega-limit
set oL:
The ﬁrst theorem describes, in a general way, the fundamental solution matrix of a
system consisting of a diagonal locally integrable matrix plus a locally integrable
perturbation with trivial omega-limit set oR ¼ f0g:
Theorem 3.1. Let LðtÞAL1loc be diagonal. Assume that the positive hull HþðLÞ is
compact and that the omega-limit set oL has full spectrum. Let RðtÞAL1loc be such that
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oR ¼ f0g: Then (3) has almost everywhere a fundamental solution matrix satisfying as
t-N
XðtÞ ¼ ½I þ oð1Þe
R tfLðsÞþdiag RðsÞþHðsÞg ds ð8Þ
for some diagonal matrix HðtÞAL1loc:
We will see in Section 5 that functions in Lp½t0;NÞ have trivial omega-limit sets.
Corollary 3.1. Let LðtÞ satisfy the assumptions of Theorem 3.1. Let RðtÞALp½t0;NÞ
for some 1ppoN: Then (3) has almost everywhere a fundamental solution matrix
satisfying as t-N
XðtÞ ¼ ½I þ oð1Þe
R tfLðsÞþdiag RðsÞþHðsÞg ds ð9Þ
for some diagonal matrix HðtÞAL1loc:
If RðtÞALp½t0;NÞ for some 1ppp2 and, moreover, if LðtÞ is bounded, then we will
show that this diagonal matrix HðtÞAL1½t0;NÞ: We summarize that in the following:
Theorem 3.2. Let LðtÞAL1loc be diagonal and bounded. Assume that the positive hull
HþðLÞ is compact in L1loc and that the omega-limit set oL has full spectrum. Let
RðtÞALp½t0;NÞ for some 1ppp2: Then (3) has almost everywhere a fundamental
solution matrix satisfying as t-N
XðtÞ ¼ ½I þ oð1Þe
R tfLðsÞþdiag RðsÞg ds
: ð10Þ
Of course, we can drop the ‘‘almost everywhere’’ in the case of continuous
matrices:
Corollary 3.2. Let LðtÞ and RðtÞ satisfy the assumptions of Theorem 3.2. Moreover,
assume that LðtÞ and RðtÞ are continuous.
Then (3) has a fundamental solution matrix of the form (10) for all t sufficiently
large.
4. Examples
In examples, the ﬁrst task is to ensure the compactness of the hull HðLÞ: The
following lemma [26, Theorem III.12] characterizes compact hulls in L1loc:
Lemma 4.1. For AðtÞAL1loc; hull HðAÞ is compact if and only if
(i) (B in R such that
R 1
0 jjAðyþ tÞjj dypB for all tAR and
(ii) 8e40 there exists d40 such that R 10 jjAðyþ t þ hÞ 
 Aðyþ tÞjj dype whenever
jhjod and tAR:
A sufﬁcient condition is seen to be
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Corollary 4.1. If AðtÞ is bounded and uniformly continuous, then HðAÞ is compact
in L1loc:
4.1. Example 1
Consider x0 ¼ aðtÞ 0
0 
aðtÞ
 !
þ RðtÞ
" #
x ¼ ½LðtÞ þ RðtÞx; ð11Þ
where RðtÞALp½t0;NÞ; 1ppp2; and
aðtÞ ¼ 1; 2npto2n þ 1;
0; 2n þ 1pto2ðn þ 1Þ:
(
Since LðtÞ is periodic, its hull HðLÞ is homeomorphic to the unit circle in the
function space L1loc and therefore compact. Periodicity also implies that oL ¼ L and
the spectrum is given by the real parts of the Floquet exponents: SðoLÞ ¼
f1
2
g,f
1
2
g: By Theorem 3.2, (11) has, for t sufﬁciently large, a.e. a fundamental
matrix of the form
XðtÞ ¼ ½I þ oð1Þe
R tfLðsÞþdiag RðsÞg ds
:
4.2. Example 2
Consider
x0 ¼
2þ 5 cos t 0
0 1
 sin t
ln t
0
@
1
Aþ RðtÞ
2
4
3
5x ¼ ½LðtÞ þ RðtÞx; ð12Þ
where RðtÞALp½t0;NÞ ð1ppp2Þ and continuous.
The compactness of HðLÞ follows immediately from Corollary 4.1. The term
sin t=ln t goes to zero and has no impact on the omega-limit set in the topology of L1-
convergence on compact subsets (see Section 5). The omega-limit set is the periodic
matrix oL ¼ diagf2þ 5 cos t; 1g; whose Floquet exponents are 2 and 1. Thus oL has
full spectrum SðoLÞ ¼ f2g,f1g:
By Corollary 3.2, (12) has, for t sufﬁciently large, a fundamental matrix of the
form
XðtÞ ¼ ½I þ oð1Þe
R tfLðsÞþdiag RðsÞg ds
:
Note that oL might be quite simpler than the coefﬁcient matrix LðtÞ: For example,
we could have added arbitrary terms of the form lðtÞ ¼ oð1Þ as t-N to the diagonal
of LðtÞ without effecting oL: Thus, it may be easier to check the full spectrum
property over the omega-limit set than an integral-dichotomy condition like (2) for
LðtÞ:
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Remark 4.1. In the two examples above, the entries of LðtÞ do not stay bounded
away from each other and thus do not satisfy the Hartman–Wintner condition (5).
Thus, the Hartman–Wintner theorem is not applicable for (11) and (12).
Remark 4.2. In both examples, however, the entries of LðtÞ satisfy Levinson’s
dichotomy condition (2). In general, our condition of the full spectrum of the omega-
limit set can be shown to imply that LðtÞ satisﬁes (2) for t sufﬁciently large (using
Lemma 5.5 and the deﬁnition of exponential dichotomies). The underlying reason is
the following: ﬁx 1pkpn and make the change of variables x ¼ y exp½R t lkðsÞ ds:
Then x0 ¼ LðtÞx satisﬁes (2) for this ﬁxed value of k if and only if the shifted
equation y0 ¼ ½LðtÞ 
 lkðtÞI y satisﬁes an ordinary dichotomy (i.e. (7) yields for
a ¼ 0). This observation has two implications. First, it leads to an ‘‘ordinary-
dichotomy-proof’’ of Theorem 1.1 (see also Benzaid and Lutz [2] for an analog
proof for difference equations): Since y0 ¼ ½LðtÞ 
 lkðtÞI  y has the trivial solution ek
and if further RðtÞAL1½t0;NÞ; a well-known result about the roughness of
ordinary dichotomies [7, p. 35] implies that z0 ¼ ½LðtÞ 
 lkðtÞI þ RðtÞz has a
solution ek þ oð1Þ as t-N: A second change of variable w ¼ zexp½
R t lkðsÞ ds then
reveals that w0 ¼ ½LðtÞ þ RðtÞw has a solution wkðtÞ ¼ ½ek þ oð1Þ exp½
R t lkðsÞ ds:
The second implication is that Levinson’s dichotomy condition can be rephrased in
terms of ordinary dichotomies and is therefore weaker in the L1-case than our
condition stated in terms of the spectrum, i.e. in terms of exponential dichotomies.
5. The space L
p
loc and preliminary lemmas
We present a few facts about L
p
loc-spaces ð1ppoNÞ: We refer the reader to [3] for
a more detailed introduction and for references to other literature. Throughout this
paper, jj  jj denotes the usual Euclidean norm.
On L
p
loc; we choose the topology of L
p-convergence on compact subsets. This
topology is metrizable and equivalent metrics, for g41; are given by dgðA1;A2Þ ¼PN
k¼1
1
gk minf1; skðA1;A2Þg; where skðA1;A2Þ ¼ ð
R k

k jjA1ðtÞ 
 A2ðtÞjjp dtÞ1=p: If
AðtÞALpðRÞ; i.e. jjAjjpp ¼
RN

N jjAðtÞjjp dtoN; it will be convenient to work
with yet another equivalent metric, namely dˆgðA; 0Þ ¼
PN
k¼1
1
gkskðA; 0Þ for some
g41: The equivalence follows from the inequalities dgðA; 0Þp
dˆgðA; 0Þpmaxf1; jjAjjpg dgðA; 0Þ: For the proofs of the theorems in Section 3, it
would be sufﬁcient to work with a ﬁxed value for g; say g ¼ 2: We will need,
however, ﬂexibility on the parameter g for our work on the Lipschitz continuity of
the subbundles near inﬁnity in Section 7.
Let rðÞALpðRÞ ð1ppoNÞ and g41: Then, in the space Lploc; the distance of the
shifted functions to their trivial omega-limit set goes to zero: dgðrt;orÞ ¼ dgðrt; 0Þ-0
as t-N:However, we can get more information about the behavior of dgðrt; 0Þ: The
ﬁrst lemma establishes that for rðÞALpðRÞ; the Lploc-distance of rt to 0 is in Lp:
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Lemma 5.1. Let rðÞALpðRÞ for some 1ppoN: Then the distance in Lploc;
dˆgðrt; 0ÞALpðRÞ for all g41:
Proof. Let g41 and choose fkðtÞ ¼ 1gkð
R k

k jjrðt þ tÞjjp dtÞ1=p: Then dˆgðrt; 0Þ ¼
PN
k¼1
fkðtÞ and it follows for the Lp-norm that jjdˆgðrt; 0Þjjp ¼ jj
PN
k¼1
fkðtÞjjp p
PN
k¼1 jjfkðtÞjjp: The last inequality follows from the ‘‘inﬁnite version’’
of the Minkowski inequality [20, p. 158] which can be applied since
fkðtÞALpðRÞ and
PN
k¼1 fkðtÞ converges pointwise for all tAR: There-
fore jjdˆgðrt; 0Þjjp p
PN
k¼1
1
gkð
R k

k
RN

N jjrðt þ tÞjjp dt dtÞ1=p ¼ jjrjjp
PN
k¼1
ð2kÞ1=p
gk p2jjrjjpPN
k¼1
k
gkoN; where we used Tonelli’s theorem to interchange the integrals. &
The following two lemmas will play an important role in our main proof. They
provide a link between an analytical expression similar to a particular solution of a
linear scalar equation and a geometric quantity, the distance in L
p
loc:
Lemma 5.2. Let rðsÞALpðRÞ; 1ppoN; and let a40: ThenR t
t0
e
aðt
sÞjjrðsÞjj ds peadˆeaðrt; 0Þ 8tXt0:
Proof. Let mX0 be an integer. If p ¼ 1; then R t
m
t
m
1 e

aðt
sÞjjrðsÞjj dsp
e
ateaðt
mÞ
R t
m
t
m
1 jjrðsÞjj ds ¼ e
am
R t
m
t
m
1 jjrðsÞjj ds: It follows thatZ t
t0
e
aðt
sÞjjrðsÞjj dsp
XN
m¼0
e
am
Z t
m
t
m
1
jjrðsÞjj ds
pea
XN
l¼1
e
al
Z 
lþ1

l
jjrðtþ tÞjj dtpeadˆeaðrt; 0Þ:
For p41; we can apply Hoelder’s inequality to ﬁndZ t
t0
e
aðt
sÞjjrðsÞjj dspea
XN
l¼1
e
al
Z 
lþ1

l
1  jjrðtþ tÞjj dt
pea
XN
l¼1
e
alð
Z l

l
jjrðt þ tÞjjp dtÞ1=p ¼ eadˆeaðrt; 0Þ: &
Recalling that the distance of shifted Lp functions to their trivial omega-limit set
goes to zero, dˆgðrt; 0Þ-0 as t-N; we immediately get the following.
Corollary 5.1.
lim
t-N
Z t
t0
e
aðt
sÞjjrðsÞjj ds ¼ 0:
The next lemma can be shown in a similar manner:
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Lemma 5.3. Let rðsÞALpðRÞ; 1ppoN; and let a40: Then RN
t
eaðt
sÞjjrðsÞjj dsp
eadˆeaðrt; 0Þ and limt-N
RN
t
eaðt
sÞ jjrðsÞjj ds ¼ 0:
Remark 5.1. Integrals of the form as in Lemmas 5.2 and 5.3 frequently occur in
asymptotic integration in the construction of the Q-transformation [13]. Typically,
one invokes Young’s Inequality [9, p. 232] to show that the integrals are in Lp½t0;NÞ
and deduces that the Q-transformation is also in Lp½t0;NÞ: While our lemmas above
will give us equivalent results, their formulation in terms of distance in a function
space will also allow us to establish the Lipschitz continuity of the subbundles at the
omega-limit set in Theorem 7.1.
One of our basic hypotheses involves a full spectrum. We will see that one of its
implications will allow us to diagonalize (3) for large time t: As a second implication,
the full-spectrum property provides us with the following analytical estimates:
Lemma 5.4. Let DðtÞ ¼ diagfd1ðtÞ;y; dnðtÞg be a measurable matrix with compact
hull. Let x0 ¼ DðtÞx have full spectrum SðDÞ ¼ Sni¼1 ½ai; bi; bioaiþ1; 1pipn 
 1:
Assume further that x0 ¼ diðtÞx has ½ai; bi as its associated spectral interval. Then there
exist constants K40 and a40 such that
e
Re
R t
s
DkiðuÞ dupK2e2aðt
sÞ for 1piokpn; tps ð13Þ
and
e
Re
R t
s
DkiðuÞ dupK2e
2aðt
sÞ for 1pkoipn; spt; ð14Þ
where DkiðtÞ ¼ dkðtÞ 
 diðtÞ:
Proof. Let 1piokpn: The scalar equation x0 ¼ diðtÞx having ½ai; bi as its
associated spectral interval implies that the ﬂow restricted to the ith subbundle,
ðeie
R t
0
diðsÞ ds;DtÞ; has spectrum ½ai; bi: Fix miAðbi; aiþ1Þ; 1pipn 
 1 and mn4bn:
Then the skew-product ﬂow pmiðx; y; tÞ ¼ ðe
mi tFðy; tÞx; ytÞ generated by x0 ¼ ½DðtÞ 

miI x admits an exponential dichotomy over the hull HðDÞ: In particular, for y ¼ D;
there exists a projection Pi :X-X with range SiðDÞ (the stable subbundle) and
positive constants Ki and ai; such that
jjFmiðtÞPiF
1mi ðsÞjjpKi e
aiðt
sÞ; spt; ð15Þ
jjFmiðtÞ½I 
 PiF
1mi ðsÞjjpKie
aiðs
tÞ; tps; ð16Þ
where FmiðtÞ ¼ e
mi te
R t
DðuÞ du
; 1pipn:
By the assumed ordering of the diðtÞ’s, we see SiðDÞ is spanned by e1;y; ei and
therefore Pi ¼ diagfIi; 0g; where Ii is the i-dimensional identity matrix. Then (15)
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implies jjFmiðtÞPiF
1mi ðsÞxjjpKijjxjje
aiðt
sÞpK jjxjje
aðt
sÞ for spt; where
K ¼ max
1pipn
Ki and a ¼ min
1pipn
ai:
Or, equivalently,
jje
R t
DðuÞ du
Pie


R s
DðuÞ du
xjjpK jjxjjeðmi
aÞðt
sÞ for spt:
Setting x ¼ ei; this reduces to eRe
R t
s
diðuÞ dupKeðmi
aÞðt
sÞ for spt: Similarly, Eq. (16)
implies that jjFmiðtÞ ðI 
 PiÞF
1mi ðsÞxjjpK jjxjje
aðs
tÞ for tps: That is, for k4i and
tps;
jje
R t
DðuÞ du½I 
 Pie

R s
DðuÞ du
ekjj ¼ eRe
R t
s
dkðuÞ dupKeðmiþaÞðt
sÞ:
Combining both inequalities we ﬁnd for sXt that eRe
R t
s
DkiðuÞ du ¼
e
Re
R t
s
dkðuÞ dueRe
R s
t
diðuÞ dupK2 e2aðt
sÞ and inequality (13) is established. One can show
inequality (14) in a similar manner. &
Remark 5.2. Hsieh and Xie [15] considered (3) with LðtÞ ¼ diagfl1;y; lng
continuous on I0 ¼ ½t0;NÞ and jjRðtÞjjprðtÞALmðI0Þ for some mX1: As a
dichotomy condition for the diagonal entries of LðtÞ they assume the existence of
two positive constants K and d such that for each pair of indices j and k
ð1pj; kpn; jakÞ;
e
R t
s
RefljðuÞ
lkðuÞg dupK e
dðs
tÞ for sXt and j4k; ð17Þ
and
e
R t
s
RefljðuÞ
lkðuÞg dupKe
dðt
sÞ for spt and jok: ð18Þ
Utilizing a block-diagonalization theorem of Sibuya, one of their results shows the
existence of a fundamental solution matrix of the form (6).
Our estimates (13) and (14) formally coincide with their hypotheses (17) and (18).
However, besides that our approach is completely different than the approach used
in [15], our equations (13) and (14) concern a priori the omega-limit set oL (which is
required to have full spectrum), not the coefﬁcient matrix LðtÞ:
We proved in [3] the following ‘‘Modiﬁcation–Lemma’’, which will play an
important role in the proof of our main results. Roughly speaking, it allows us to
modify a given matrix AðtÞALsloc so that the modiﬁed matrix function A˜ðtÞ and all its
translates A˜t stay within any prescribed neighborhood of the omega-limit set oA:We
will need this modiﬁcation to apply known perturbation theorems.
Lemma 5.5. Let AðtÞALsloc for some sX1 such that HðAÞ is compact. Let e40 be
given and fix g41: Then there exists a function A˜ðtÞAL1loc;HðA˜Þ compact, oA ¼
oA˜; aA˜DoA; dgðA˜t; oAÞoe 8tAR and A˜ðtÞ ¼ AðtÞ for all t sufficiently large.
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Moreover, if AðtÞ is continuous then A˜ðtÞ is continuous on ½t1;NÞ for some t1
sufficiently large.
6. Proofs of the main results
Proof (of Theorem 3.1). Let LðtÞ satisfy the hypotheses of Theorem 3.1. We will
assume without loss of generality that LðtÞ is real valued. This can justiﬁed by
making a preliminary ‘‘I-transformation’’ [4, p. 605] of the form x ¼ ei
R t
t0
Im LðtÞ dt
u:
Then (3) leads to u0 ¼ ½ReLðtÞ þ RˆðtÞu; where rˆjkðtÞ ¼ rjkðtÞei
R t
t0
ImðlkðtÞ
ljðtÞÞ dt
:
Therefore, Rˆ is in the same Lp- or L
p
loc-class as R and diag Rˆ ¼ diag R: The spec-
trum is preserved under this transformation since e
i
R t
t0
Im LðtÞ dt
and its inverse
are bounded for all time. Moreover, a result of the form UðtÞ ¼ ½I þ
oð1Þe
R tfRe LðsÞþdiag RðsÞþHðsÞg ds
gives immediately the desired result (9) (see also
Remark 6.2 at the end of the proof).
We write spectrum SoL ¼
Sn
i¼1 ½ai; bi; where bioaiþ1 for 1pipn 
 1:We will also
assume without loss of generality that the omega-limit set oli has ½ai; bi as its
associated spectral interval. This can be justiﬁed by making a preliminary ‘‘N-
transformation’’ [4, p. 605] u ¼ Pv for some orthogonal permutation matrix P whose
elements are zero and one. This transformation yields a reordering of LðtÞ þ RðtÞ:
Since hull HðLÞ is compact and the omega-limit set oL has full spectrum, the
Perturbation theorem [25, Theorem 6] implies the following: there is a neighborhood
V of oL such that M compact and invariant under the shift ﬂow, MCV ; implies that
M has also full spectrum. Let g41: In the following, we work with the metric dg
deﬁned in Section 5. Fix e40 such that the neighborhood U2eðoLÞ ¼
fyAL1loc: dgðy;oLÞo2egDV : Our ﬁrst aim is to modify the given equation (3) to
ensure that its hull stays within this neighborhood V : By Lemma 5.5, there exists
*LðtÞAL1loc;Hð *LÞ compact, o *L ¼ oL; a *LDoL and dgð *Lt;oLÞoe 8tAR: Moreover,
LðtÞ ¼ *LðtÞ for t sufﬁciently large and *LðtÞ continuous for large t if LðtÞ is.
Now consider RAL1loc with oR ¼ f0g: Since we are interested in the asymptotic
behavior as t-N; we may alter RðtÞ to be zero for all tpt0 for some t0 in a way that
this alteration is continuous if the original RðtÞ was continuous. This ensures that
hull HðRÞ is compact. Therefore, Lemma 5.5 implies that there exists a function
R˜ðtÞAL1loc; HðR˜Þ compact, oR˜ ¼ aR˜ ¼ f0g and dg ðR˜t; 0Þoe for all tAR: Further-
more, RðtÞ ¼ R˜ðtÞ for t sufﬁciently large and R˜ðtÞ is continuous for large t if RðtÞ is.
Thus, by the Perturbation theorem, the spectrum of
z0 ¼ ½ *LðtÞ þ R˜ðtÞz ¼ A˜ðtÞz ð19Þ
consists of n disjoint intervals which in turn implies the decomposition of the product
space X  HðA˜Þ into n one-dimensional invariant subbundles X  Y ¼V1ðY Þ þ
?þVnðYÞ; where we introduced the abbreviation Y ¼ HðA˜Þ:
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We make the change of variables such that the new time-dependent basis vectors
are the unit vectors f˜iðtÞ in the n subbundles, 1pipn: To this end, ﬁx y0 ¼ A˜AY and
let 0axiAViðy0Þ for 1pipn: Using the invariance of each subbundle, we can
choose a basis for Viðy0  tÞ by setting
fiðtÞ ¼ FðtÞxi 8tAR; ð20Þ
where FðtÞ denotes a fundamental solution matrix of (19). Since A˜AL1loc; FðtÞ is
absolutely continuous and therefore F0ðtÞ exists almost everywhere (a.e.) on R:
Deﬁne
f˜iðtÞ ¼ fiðtÞjjfiðtÞjj 1pipn; ð21Þ
i.e. f˜iðtÞ is a unit-vector in the ith spectral subbundle Viðy0  tÞ: Let Q˜ðtÞ ¼
ð f˜1ðtÞ;y; f˜nðtÞÞ: The properties of FðtÞ carry over to those of Q˜ðtÞ; i.e. Q˜ðtÞ is
absolutely continuous. Observe that whenever F0ðtÞ exists that
d
dt
f˜iðtÞ ¼ A˜ðtÞf˜iðtÞ 
 piðtÞf˜iðtÞ; ð22Þ
where we introduced the abbreviation
piðtÞ ¼ *fiT ðtÞA˜ðtÞf˜iðtÞ: ð23Þ
Thus, Q˜0ðtÞ ¼ A˜ðtÞQ˜ðtÞ 
 fp1ðtÞf˜1ðtÞ;y; pnðtÞf˜nðtÞg a.e. on R:
Since the subbundles V1ðyÞ;y;VnðyÞ stay bounded away from each other over
the compact hull Y ; there exists d40 such that jdet Q˜ðtÞjXd40 for all tAR: Thus,
Q˜
1ðtÞ exists and is bounded.
We now make the change of variables zðtÞ ¼ Q˜ðtÞyðtÞ: Then (19) becomes a.e.
y0ðtÞ ¼ BðtÞyðtÞ;
where
BðtÞ ¼ Q˜
1ðtÞ½A˜ðtÞQ˜ðtÞ 
 Q˜0ðtÞ
¼ diagfp1ðtÞ;y; pnðtÞg:
The omega-limit set oA˜ ¼ o *L ¼ oL consists of real diagonal matrix functions and
therefore the subbundle decomposition over the omega-limit set is trivial: ViðyÞ ¼
spanfeig 8yAoL and 1pipn; where ei is the ith euclidean vector. But subbundles are
continuous over the hull and it follows that *fiðtÞ approaches an unit-vector in
spanfeig as t-N: By replacing xi by 
xi in (20), if necessary, it follows that
limt-N f˜iðtÞ ¼ ei and thus limt-N Q˜ðtÞ ¼ I ; where I denotes the unity matrix in
Rnn: Therefore (19) has a.e. a fundamental matrix Z˜ðtÞ ¼ ½I þ oð1Þexp½R t BðsÞ ds as
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t-N: But LðtÞ þ RðtÞ ¼ A˜ðtÞ for t sufﬁciently large, say tXt1; and thus Eq. (3) has
also almost everywhere for tXt1 a fundamental matrix of the form
XðtÞ ¼ ½I þ oð1Þe
R t
BðsÞ ds
as t-N: ð24Þ
Since limt-N f˜iðtÞ ¼ ei; we can introduce vectors ZiðtÞ such that
f˜iðtÞ ¼ ei þ ZiðtÞ; lim
t-N
ZiðtÞ ¼ 0: ð25Þ
Geometrically speaking, ZijðtÞ denotes the deviation of the ith subbundle over the
shifted matrix At from ei in the ej-direction. Recall that ei is also the ith subbundle
over the omega-limit set oðAÞ ¼ oðLþ RÞ ¼ oðLÞ: Then by (23) and (25)
piðtÞ ¼ *liðtÞ þ r˜iiðtÞ þ h˜iðtÞ
¼ liðtÞ þ riiðtÞ þ hiðtÞ for t sufficiently large
since A˜ðtÞ ¼ AðtÞ for large t by Lemma 5.5, and
hiðtÞ ¼ ZTi ðtÞ½LðtÞ þ RðtÞðei þ ZiðtÞÞ þ eTi ½LðtÞ þ RðtÞZiðtÞ ð26Þ
is locally integrable. Thus Theorem 3.1 follows. &
Remark 6.1. This change of variables was ﬁrst introduced by Bylov [5]. The
geometric interpretation of the normed solutions (21) being unit-vectors in the one-
dimensional subbundles was provided by Johnson and Sell [17] in their study of
quasi-periodic linear differential systems. We used the same change of variables in an
earlier paper [3] to study the asymptotic diagonalization of linear differential
systems.
Remark 6.2. We wish to give an explanation for the preliminary I-transformation at
the beginning of the proof of Theorem 3.1. For that purpose, consider the complex-
valued system
x0 ¼ i 
 1 0
0 i þ 1
 !
þ 0
d
cosh t
0 0
0
@
1
A
2
4
3
5x
¼ ½LðtÞ þ RðtÞx for some d40: ð27Þ
L is constant, so its hull is compact and oL ¼ L with full spectrum f
1g,f1g: Rt is
locally integrable for all tAR; and goes, in L1loc; to the zero matrix function as t-N:
Moreover, the distance from the shifted matrices Rt to 0 can be shown to satisfy
dgðRt; 0Þp
XN
k¼1
1
gk
Z N

N
d
cosh t
dtp dp
g
 1 for all t:
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By making d sufﬁciently small, the Perturbation theorem guarantees the full spectral
decomposition over the hull HðLþ RÞ:
FðtÞ ¼ e
ði
1Þt uðtÞ
0 eðiþ1Þt
 !
is a fundamental matrix of (27) with uðtÞ to be determined appropriately. Since (27)
is upper triangular, it has a one-dimensional invariant subbundle V1 ¼ span fe1g:
Thus, we can choose x1 ¼ ð1; 0ÞT in V1 and, by (20), f1ðtÞ ¼ FðtÞx1 ¼ ðeði
1Þt; 0ÞT :
Then
f˜1ðtÞ ¼ f1ðtÞjjf1ðtÞjj ¼ ðe
it; 0ÞTQe1 as t-N:
However, this phenomenon cannot occur if L is real-valued: in this case, the only
unit-vectors in the subbundles over oL are7ei and an appropriate choice for xi will
ensure that limt-N f˜iðtÞ ¼ ei by continuity.
Proof (of Corollary 3.1). Let RALp ½t0;NÞ: Extend RðtÞ; if necessary, to RðtÞALpðRÞ
in a way that this extended matrix is continuous if RðtÞ was continuous for tXt0: We
saw before that oR ¼ f0g: Furthermore, it was shown in [3, p. 238] that HðRÞ is
compact in L1loc: &
We will need the following lemma in the proof of Theorem 3.2:
Lemma 6.1. Let LðtÞ and RðtÞ satisfy the assumptions of Corollary 3.1. Let ZiðtÞ be
defined by (25). Then
ZikðtÞALp½t0;NÞ for 1pi; kpn:
Proof. Fix iAf1;y; ng: We use the notation f˜iðtÞ ¼ ð f˜i1;yf˜inÞT in (25), i.e.
f˜ijðtÞ ¼
1þ ZiiðtÞ i ¼ j;
ZijðtÞ iaj:
(
Consider (22). A straightforward, but long-winded computation reveals that for
kAf1;y; ng and for almost all t
Z0ik ¼ lk 

Xn
m¼1
lmf˜ 2im
 !
f˜ik þ
Xn
n¼1
rknf˜in 

Xn
n;m¼1
rmnf˜im f˜in f˜ik|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
gikðtÞ
: ð28Þ
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Now jj f˜iðtÞjj ¼ 1 implies that jgikðtÞjpkjjRðtÞjj for some k40 and therefore
gikðtÞALp½t0;NÞ: In the following, let 1pi; kpn and iak; i.e. f˜ik ¼ Zik: Then (28)
can be rewritten, using ð1þ ZiiÞ2 ¼ 1

Pn
m¼1
mai
Z2im; as
Z0ikðtÞ ¼ LkiðtÞZikðtÞ þ
Xn
n¼1
LinðtÞZ2inðtÞ
 !
ZikðtÞ þ gikðtÞ a:e:; ð29Þ
where LkiðtÞ ¼ lkðtÞ 
 liðtÞ:
We consider the following equivalent integral equations. The particular choice of
the integral equations depends on the leading term ‘‘LkiðtÞ’’ in (29). We have to
consider three cases.
Case (A): 1pkoipn:
In this case, the equivalent equation is
ZikðtÞ ¼ e
R t
t1
LkiðuÞ duZ0
þ
Z t
t1
e
R t
s
LkiðuÞ du Xn
n¼1
LinðsÞZ2inðsÞZikðsÞ þ gikðsÞ
( )
ds
for tXt1 and t1 to be determined later. Using (14) we obtain
jZikðtÞje2atp K2e2at1 jZ0j þ
Z t
t1
K2e2asjgikðsÞj ds|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
cðtÞ
þ
Z t
t1
K2
Xn
n¼1
LinðsÞZ2inðsÞ

|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
wðsÞ
jZikðsÞje2as ds:
We apply Gronwall’s inequality and integration by parts to ﬁnd
jZikðtÞje2atpcðtÞ 
 cðsÞe
R t
s
wðuÞ du
s¼t
s¼t1
þ
Z t
t1
c0ðsÞe
R t
s
wðuÞ du
ds
¼cðt1Þe
R t
t1
wðuÞ du þ
Z t
t1
K2e2asjgikðsÞje
R t
s
wðuÞ du
ds:
Since LðtÞ has compact hull, it follows from Lemma 4.1 that there is a B40 such
that
R sþ1
s
jlnðtÞj dtpB and thus
R t
s
jlnðtÞj dtpBðt 
 s þ 1Þ for all tXs and 1pnpn:
By (25), there exists t1Xt0 such that
jZinðtÞjp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a
K22nB
r
8tXt1
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and for all i; n: Therefore,Z sþ1
s
wðuÞ dupa and
Z t
s
wðuÞ dupaðt 
 s þ 1Þ for tXsXt1: ð30Þ
This yields
jZikðtÞjpb1e
at þ b2
Z t
t1
jjRðsÞjjeaðs
tÞ ds
for some positive constants bl ; l ¼ 1; 2: Clearly, the ﬁrst term on the right-hand side
is in Lp½t0;NÞ: The second term is in Lp½t1;NÞ by Lemmas 5.2 and 5.1 and in
Lp½t0;NÞ by continuity.
Case (B): 1piokpn:
Here, we consider an integral equation equivalent to (29) of the form
ZikðtÞ ¼ 

Z N
t
e
R t
s
LkiðuÞ du Xn
n¼1
LinðsÞZ2inðsÞZikðsÞ þ gikðsÞ
( )
ds; ð31Þ
for tXt1; where t1 was determined in part (A). We will show that (31) is well
deﬁned. It can be directly veriﬁed that (31) is a solution of (29). Using (13) one can
see
jZikðtÞje
2atp
Z N
t
kK2e
2asjjRðsÞjj ds|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
cðtÞ
þ
Z N
t
K2
Xn
n¼1
LinðsÞZ2inðsÞ

|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
wðsÞ
jZikðsÞje
2as ds: ð32Þ
We will need the following Gronwall-type argument. In (32), let GðtÞ ¼RN
t
wðsÞjZikðsÞje
2as ds: GðtÞ is well deﬁned since, by (30) and the boundedness of
Zik;
R tþmþ1
tþm wðsÞjZikðsÞje
2as dspb3e
2aðtþmÞ for some b340 and thus
GðtÞpb3e
2at
PN
m¼0 e

2am: Note that GðtÞ is absolutely continuous and G0ðtÞ ¼

wðtÞjZikðtÞje
2at a.e. Then 
G0ðsÞ 
 wðsÞGðsÞpwðsÞcðsÞ a.e. Multiplying by
e


R T
s
wðuÞ du
and integrating the resulting inequality from t to T implies
GðtÞpGðTÞe
R T
t
wðuÞ du þ
Z T
t
wðsÞcðsÞe
R s
t
wðuÞ du
ds
for TXtXt1: Note that from (30) follows
limT-N GðTÞ e
R T
t
wðuÞ dupb4 limT-N e
2aT eaðT
tþ1Þ ¼ 0 for some b440:
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Applying this last inequality to (32) and letting T go to inﬁnity we ﬁnd that
jZikðtÞje
2atpcðtÞ þ
Z N
t
wðsÞcðsÞe
R s
t
wðuÞ du
ds
¼ lims-N cðsÞe
R s
t
wðuÞ du 

Z N
t
c0ðsÞe
R s
t
wðuÞ du
ds:
Note lims-N cðsÞe
R s
t
wðuÞ dupb5 lims-N
RN
s
e
2aujjRðuÞjjeaðs
tÞ du ¼ 0 by Lemma 5.3.
So we ﬁnally derived that
jZikðtÞjp
Z N
t
kK2e
2asjjRðsÞjjeaðs
tþ1Þe2at ds
¼ b6
Z N
t
eaðt
sÞjjRðsÞjj ds 8tXt1;
which is in Lp½t1;NÞ by Lemmas 5.3 and 5.1 and in Lp½t0;NÞ by continuity.
Case (C): i ¼ k:
So far we have shown that ZikAL
p½t0;NÞ for 1piakpn: This carries over to
ZiiAL
p½t0;NÞ by utilizing that jj f˜iðtÞjj ¼ 1 or, equivalently, 2Zii þ Z2ii ¼

Pnk¼1
kai
Z2ik: By (25), for t being sufﬁciently large, jZiij2pjZiijpjZiij j2þ
Ziijp
Pn
k¼1
kai
jZ2ikjALp=2 ½t0;NÞ: Then ZiiALp½t0;NÞ: This even shows that the
diagonal entries ZiiðtÞA Lp=2½t0;NÞ: However, we will not need this stronger
statement in the following. &
Remark 6.3. It is instructive to compare our Q˜-transformation with the usual Q-
transformation introduced by Harris and Lutz [13] in their proof of the Hartman–
Wintner theorem. Our Q˜-transformation is characterized by limt-N Q˜ðtÞ ¼ I (see
(25)). The usual Q-transformation is constructed such that limt-N QðtÞ ¼ 0: Thus,
the obvious difference is that Q˜ incorporates the identity matrix, while Q does not.
On a more subtle level, however, Q˜ has the intrinsic geometric property that it
consists of time-dependent basis vectors in the subbundles. On the other hand, Q is
constructed as the solution of the system Q0 ¼ LQ 
 QLþ R 
 diag R (for suitable
L and R). It has no inherent geometric interpretation, but their clever construction
allows for a concise proof that Q is in the same Lp-class as the perturbation RðtÞ: We
get an equivalent result, namely that the entries ZikðtÞ of ðQ˜ðtÞ 
 IÞ are in the same
Lp-class as the perturbation. However, we had to work harder in Lemma 6.1 to
establish this result.
Proof (of Theorem 3.2). Let LðtÞ and RðtÞ satisfy the assumptions of Theorem 3.2.
Our aim is to show that hiðtÞAL1½t0;NÞ for 1pipn; where hiðtÞ is given by (26). This
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would imply that (3) has almost everywhere n linearly independent solution vectors
of the form xiðtÞ ¼ ðei þ oð1ÞÞe
R tfliðsÞþriiðsÞg ds and Theorem 3.2 would follow.
Using coordinate representation ZiðtÞ ¼ ½Zi1;y; ZinT and 1 ¼ jj f˜iðtÞjj2 ¼ jjei þ
ZiðtÞjj2; (26) implies that
hiðtÞ ¼
Xn
n¼1
frniðtÞ þ rinðtÞgZinðtÞ þ
Xn
m;n¼1
rmnðtÞZinðtÞZimðtÞ
þ
Xn
n¼1
½lnðtÞ 
 liðtÞZ2inðtÞ:
We have shown in Lemma 6.1 that ZijAL
p½t0;NÞ for 1pi; jpn: Observe that
r; ZALp½t0;NÞ for some 1ppp2 and Z being bounded implies that
rZ; rZ2; Z2AL1½t0;NÞ: Then the boundedness of LðtÞ ensures thatPn
n¼1½ln 
 liZ2in ¼
Pn
n¼1 LniZ
2
inAL
1½t0;NÞ: &
7. Lipschitz-continuity of the subbundles at inﬁnity
We have seen that LðtÞ being diagonal assured the trivial subbundle decomposi-
tion Vi ¼ spanfeig over the omega-limit set oLþR ¼ oL: In this section, we will
assume a priori that LðtÞ is real-valued to ensure that the time-dependent basis
vectors in the subbundlesViðA˜tÞ approached the ith euclidean unit vector as t-N:
As mentioned above, the continuity of the subbundles follows from the spectral
theory [25]. Without using spectral theory, but employing results of Coppel [7],
Palmer [22] established the following continuity result in the case of bounded and
continuous coefﬁcient matrices: assume that x0 ¼ AðtÞx has an exponential
dichomomy on ½t0;NÞ with projection P1 and that BðtÞ-0 as t-N: Then y0 ¼
½AðtÞ þ BðtÞy has an exponential dichotomy on ½t0;NÞ with projection P2 and
jP1ðtÞ 
P2ðtÞj-0 as t-N: Here PiðtÞ ¼ XðtÞPiX
1ðtÞ ði ¼ 1; 2Þ; the projection
matrix function at time t: Thus, Palmer’s work gives in this case an alternative proof
that the time-dependent basis vectors approach the euclidean unit vectors as t-N:
Moving to deeper results, Johnson [16] considered x0ðtÞ ¼ AeðtÞx; where AeðtÞ is
continuous in t and e is a complex parameter. He showed that if AeðtÞ depends
analytically on e; then the spectral subbundlesViðeÞ vary also analytically with e: In
a subsequent paper, Johnson and Sell [17] studied the intermediate case where AeðtÞ
is of class CN in e: Under certain conditions on the derivatives of Ae with respect to e
and assuming that x0 ¼ A0ðtÞx admits an exponential dichotomy with projection P0;
they showed that the projection Pe is of class C
N in a neighborhood of e ¼ 0:
Our work so far now allows for a short and simple proof that the approach of the
time-dependent basic vectors in the subbundles to the ith euclidean unit vector is not
only continuous, but also Lipschitz continuous. We would like to emphasize that the
Lipschitz continuity follows from our previous work at almost no extra cost.
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We will need one more property of distances of Lp-functions to their trivial omega
limit sets. We know from Lemma 5.1 that the L
p
loc-distance of rt to 0 is L
p fast for
rðÞALpðRÞ: Now we will show that, on the other hand, the distance of an Lp-
function to 0 goes to zero at most exponentially fast.
Lemma 7.1. Let rðsÞALpðRÞ for some pX1 and assume that rðsÞ is not zero almost
everywhere (a.e.). Then 8g41
dˆgðrt; 0ÞXce
t ln g
for some c ¼ cðrðÞ; gÞ40 and 8tXt1 for some t1 ¼ t1ðrÞ sufficiently large.
Proof. rðsÞALpðRÞ and not zero a.e. implies that there exists a measurable set ECR
with positive measure and a constant r40 such that rXEðsÞpjjrðsÞjj 8sAR; where
XEðsÞ denotes the indicator function of the set E: By restricting E; if necessary, we
can ﬁx a real number a such that EC½a; a þ 1: Let m denote the positive measure of
E: Now let g41 and let t4a þ 1:
Pick k0AN such that 
k0 þ tpao
 k0 þ tþ 1; i.e. ( dA½0; 1Þ such that 
k0 þ
tþ d ¼ a: Then
dˆgðrt; 0ÞX
XN
k¼1
1
gk
Z kþt

kþt
ðrXEðsÞÞp ds
 1=p
Xr
XN
k¼k0
1
gk
m1=p
¼m1=pr g
g
 1 e

ðtþd
aÞ ln gX
m1=p
g
 1 r g
a e
t ln g ¼ c e
t ln g:
Since c ¼ cðrðÞ; gÞ does not depend on t; this estimate holds for all tXa þ 1: We
note that c-N as g-1: However, g will be ﬁxed in our work, so c will be ﬁnite. &
Theorem 7.1. Let LðtÞ and RðtÞ satisfy the conditions of Corollary 3.1. Moreover,
assume that LðtÞ is real-valued. Let AðtÞ ¼ LðtÞ þ RðtÞ: Then the basis vectors f˜iðtÞ in
the subbundles ViðtÞ ð1pipnÞ associated with (3) are Lipschitz-continuous near
infinity, i.e. there exists a constant L40 such that jj f˜iðtÞ 
 eijjpLdˆgðAt;oAÞ for t
sufficiently large and 1pipn:
Proof. If RðtÞ ¼ 0 a.e., then f˜iðtÞ ¼ ei for all t and there is nothing to prove.
So assume that RðtÞ is not zero a.e.. Recall from (25) that jj f˜iðtÞ 
 eijj ¼ jjZiðtÞjj:
We showed in Lemmas 6.1 (B) and 5.3 that for
iok; jZikðtÞjpb6
RN
t
eaðt
sÞjjRðsÞjj dspb6eadˆeaðRt; 0Þ for some constant b6: For
koi; we found in part Lemma 6.1(A) that jZikðtÞjpb1e
at þ b2
R t
t1
eaðs
tÞjjRðsÞjj ds
for some constants bl ; l ¼ 1; 2: Lemmas 7.1 and 5.2 now imply that
jZikðtÞjpb1c dˆeaðRt; 0Þ þ b2eadˆeaðRt; 0Þ; where the positive constant c is given in
Lemma 7.1. Note that it was this last inequality where we ﬁnally determined the
appropriate value g ¼ ea for the parameter g in the Lploc-distance. But if
S. Bodine / J. Differential Equations 187 (2003) 1–22 19
jZikðtÞjpL dˆeaðRt; 0Þ for iak; then also
jZiiðtÞjp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
k¼1
kai
Z2ikðtÞ
r
pL
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn 
 1Þ
p
dˆeaðRt; 0Þ: &
8. Remarks on diagonalization
The linear system (1) is said to be diagonalizable, if there exists a change of
variables x ¼ QðtÞy; QðtÞ and its inverse Q
1ðtÞ bounded, such that the associated
differential equation y0 ¼ BðtÞy has a diagonal coefﬁcient matrix BðtÞ: If (1) is
diagonalizable for tXt0 for some time t0; we say that (1) is asymptotically
diagonalizable.
Asymptotic integration typically considers systems of the form (3), where LðtÞ is
diagonal and RðtÞ is a small perturbation in a sense to be speciﬁed. As we have seen,
a common result is the existence of a fundamental matrix of the form XðtÞ ¼
½I þ oð1Þe
R t
t0
fLðsÞþdiag RðsÞg ds
: One possible interpretation of those results is that x0 ¼
½LðtÞ þ RðtÞx is asymptotically diagonalizable with diagonal matrix given by BðtÞ ¼
LðtÞ þ diag RðtÞ and QðtÞ ¼ I þ oð1Þ:
Based on an idea by Coppel [6] which was generalized by Palmer [21, Lemma 2],
(1) with AðtÞ continuous is diagonalizable on an interval J if and only if for a
fundamental matrix X ðtÞ of (1) there exist n mutually disjunctive projections
P1; y ;Pn of rank 1 (PiPj ¼ 0 if iaj) such that X ðtÞPiX
1ðtÞ is bounded for 1pipn
and for all tAJ:
Eastham [8] considered the following example:
x0 ¼
0 0
0
r0ðtÞ
rðtÞ
0
B@
1
CAþ 0 t
2
0 0
 !264
3
75x; ð33Þ
where rðtÞ ¼ t2ð1
 sin tÞ þ 1: He established the necessity of Levinson’s Dichotomy
condition (2) by showing that LðtÞ does not satisfy (2) and (33) has a fundamental
matrix
XðtÞ ¼ 1 t þ cos t 
 1=t
0 t2ð1
 sin tÞ þ 1
 !
; ð34Þ
which is not of the form X ðtÞ ¼ ½I þ oð1Þe
R t
LðsÞ ds
:
It is interesting to observe that (33) cannot be diagonalized on any interval of the
form ½t0;NÞ: To see this, let P be a projection matrix of rank 1. Then P is either
similar to diagf1; 0g or to diagf0; 1g: Assume that P ¼ R diagf1; 0gR
1 for some
invertible matrix R: (The other case follows a similar argument.) Using elementary
linear algebra, it is not hard to show that at least one of the entries of XðtÞPX
1ðtÞ is
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unbounded. Note here that ðt þ cost
 1=tÞ=ðt2ð1
 sintÞ þ 1Þ is not bounded as
t-N: Thus, jjXðtÞPX
1ðtÞjj is unbounded and (33) is not diagonalizable. This
example shows that a matrix consisting of a diagonal matrix plus an L1-perturbation
is not necessarily diagonalizable. In other words, it establishes the necessity of a
dichotomy condition for the roughness of (asymptotic) diagonalization of diagonal
matrices plus Lp-perturbations.
As another example, consider for continuous rðtÞ
x0 ¼ diagf0; 0g þ 0 rðtÞ
0 0
 !" #
x: ð35Þ
Note that the diagonal matrix LðtÞ ¼ diagf0; 0g satisﬁes Levinson’s Dichotomy
condition (2), but not the Hartman–Wintner condition (5). If we denote RðtÞ ¼R t
0
rðsÞ ds; a fundamental matrix is given by
XðtÞ ¼ 1 RðtÞ
0 1
 !
:
Let P be a projection matrix of rank 1 as in the previous example. It follows
immediately that jjXðtÞPX
1ðtÞjj is bounded for all t if rðtÞAL1 and therefore (35) is
diagonalizable in this case. However, if rðtÞeL1 and thus RðtÞ unbounded in t; one
can show (using the same method as in the last example) that jjXðtÞPX
1ðtÞjj is
unbounded and therefore (35) is not diagonalizable in this case.
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