Abstract. The BBM equation posed on R and R + is revisited. Improving on earlier results, global well-posedness and bounds for the growth in time of relevant norms of solutions corresponding to very general auxiliary data are derived.
Introduction
The regularized long wave equation, or BBM-equation, u t +u x −u xxt +uu x = 0 (1.1)
was first introduced by Peregrine [7] to model small amplitude, long waves propagating in one direction. Here u=u(x,t) is a real-valued function defined on R×R + . The equation with initial condition u(x,0) = ϕ(x), for x ∈ R (1.2) in the L 2 -based Sobolev space H k (R),k = 1,2,··· , was first rigorously investigated by Benjamin et al. [1] , they showed that (1.1)-(1.2) is globally well-posed, the solution u ∈ C ∞ ([0,∞);H k (R)). extended the global well-posedness result for the initial data ϕ ∈ H k (R), k=1,2,··· , to H s (R) for all s≥0. It is worth pointing out that when 0 ≤ s < 1, the method they used is high-low frequency decomposition. While using the high-low frequency approach to show the global well-posedness, the upper bound for the growth in time of the relevant Sobolev norms u(·,t) H s (R) of the solution u cannot be obtained. In this paper, a new approach is introduced, so this issue is resolved.
Modeling waves generated in a laboratory at Fluid Mechanics Research Institute at the University of Essex, the regularized long-wave, or BBM equation (1.1) reappeared, see Bona-Bryant [2] , Bona-Pritchard-Scott [5] . That is to say, the domain of the BBM-equaiton (1.1) is (x,t) ∈ R + ×R + . Hence the problem has both initial and boundary condition:
u(x,0) = ϕ(x) and u(0,t) = g(t) for x,t ≥ 0.
(1.3)
Eq. (1.1) together with (1.3) is some time called the BBM quarter plane problem, or wave maker problem.
Assuming that g ∈ C 1 (R + ) and ϕ ∈ H 1 (R + )∩C 2 b (R + ) with compatibility condition ϕ(0)=g(0), Bona-Bryant [2] showed that the Eq. (1.1) with the initial-boundary condition (1.3) is globally well-posed, the solution u lies in space C 1 ([0,∞);H 1 (R + )∩C 2 b (R + )) and it is a classical solution.
Later, under assumptions that ϕ = 0 and g ∈ C(R + ) with compatibility g(0) = 0, Bona et al. [4] showed that (1.1) & (1.3) is globally well posed, the solution u is a member of C([0,∞); H ∞ (R + )).
Most recently, assuming that ϕ ∈ L 2 (R + ) and g ∈ L loc ∞ (R + ) are locally continuous at x,t = 0 with compatibility condition ϕ(0) = g(0), Bona et al. [3] showed that the initialboundary-value problem (1.1) & (1.3) is well-posed globally in time, the solution u ∈ L loc ∞ ([0,∞);L 2 (R + )). The method used was high-low frequency as Bona-Tzvetkov introduced in [6] . Hence, there is no estimate on the growth bound in time of the norm u(·,t) L 2 (R + ) in terms of auxiliary data. Improving and completing the earlier results, in this paper, new results are summarized in following. 
where c is a constant only dependent on ϕ L 2 (R) and ϕ H s (R) , and
Notation and preliminaries
The notational conventions and function-space designations used in this paper are set out here. 
When s = m is a positive integer, the norm
For the special case of s = 0, H 0 (R) = L 2 (R), we simply write
For s > 0, the Sobolev space H s (R + ) is the set of restriction of functions from H s (R) to R + equipped with the norm
In situation when s = m to be a positive integer,
In the situation where there is no ambiguity, f H s (R + ) may be simply denoted f s . If X is any Banach space and T > 0 given, C(0,T;X) is the class of continuous maps from [0,T] into X with its usual norm
The subspace C 1 (0,T;X) of the elements of C(0,T;X) for which the limit 
The BBM initial value problem
Considered here is the BBM equation (1.1) with the initial condition (1.2). Following the way of dealing with this type of equation as in [1] , [6] , it converts to an equivalent integral equation,
where * represents convolution,
Define the operator A as
Here we state a result of Theorem 3 in Bona and Tzvetkov [6] . For s = k = 1,2,··· , the proof for both local and global well posedness can be found in Benjamin et al. [1] . For s ≥ 0 to be non integer, the proof is provided in section 3 of BonaTzvetkov [6] . In both cases 0 ≤ s < 1 and s ≥ 1, the local well posedness is handled in the standard way, namely, the operator A defined in (3.3) is contractive for a small value of T, the fixed point of A is the solution. For s≥1, the authors in [1] used the energy method to show that the time interval [0,T] where the solution exists can be extended to [0,∞). However, when 0≤ s <1, the energy method does not work, Bona-Tzvwtkov [6] used the high-low frequency decomposition of the data, they showed that the time interval [0,T], where the solution exists, can be also extended to [0,∞). In the latter case, the growth rate in time of the norm u(·,t) H s (R) can not be obtained.
Here in this section, a different approach is used to show the global well posedness result, and at the same time a upper bound of u(·,t) s is provided for all s ≥ 0. .
where c is a constant only dependent on ϕ H s (R) .
Proof. It is sufficient to show that for any t ∈ [0,T], where T is in Lemma 3.1, the estimate (3.4) is true to obtain the global well-posedness.
As it is a well-known fact that (1.1) has an invariant u(·,t) 1 = ϕ 1 for all t ≥ 0, (3.4) is true for s=1. Let s=n+1>1 be an integer. Multiply (1.1) by −2∂ xx u(x,t), after multiple integrations by parts, it follows
(3.5)
It immediately follows that
whence,
where
is a constant only dependent on ϕ 2 . Now assume that
is true for m = 2,··· ,n, where
and integrate over (−∞,∞) with respect to x, it follows,
Isolate terms u∂ n+1 x ∂ n x u and u x (∂ n x u) 2 out, then integrate by parts, we have
Applying the inductive assumption (3.8), it yields the following, 
That together with u(·,t) 1 = ϕ 1 implies
where c n+1 is a constant only dependent on ϕ n+1 . The mathematic induction finishes the proof of (3.4) for s to be a positive integer. Now we consider that s > 1 is not an integer. Let n = ⌊s⌋, reorganize terms in (1.1) as follows,
Integrate with respect to t over [0,t],
The last two forms imply that
This together with u(·,t) 1 = ϕ 1 yields that
By the interpolation theorem, for any σ ∈ (0,1),
When σ is chosen to be s−⌊s⌋ = s−n, it is the case
The estimate (3.4) is established. So is the theorem.
Our attention now is turned to the case ϕ ∈ H s (R) for 0 ≤ s < 1. Proof. Again, the global well-posedness follows if the estimates (3.17) and (3.18) are shown. We commence with ϕ ∈ H s (R) for
belongs to space C(0,T; H 1 (R)).
Introduce a new dependent variable
then it satisfies the following integral equation
(3.20)
The equivalent differential equation is
with the homogenous initial condition
A straightforward calculation shows that
After integration by parts, we obtain
The Gronwall inequality leads to
The estimate (3.17) follows readily. It remains to investigate the case 0 ≤ s ≤ 1 4 . As for u ∈ C(0,T; H s (R)), K * u 2 is not necessarily a member of C(0,T; H 1 (R)) because
Hence v=u−ϕ is not guaranteed in C(0,T; H 1 (R)), the method in the last proof does not work. On the other hand, since
is a member of H 1 (R). This is (3.20) in disguise. Denote
what is the same,
this is equal to the right hand side of (3.22), hence, it lies in C(0,T; H 1 (R + )). By the Grownwall inequality, it follows readily that
where c 1 (t) = ϕ+tu 1 and c 2 (t) = 
Proof. By interpolation
The corollary is established.
The BBM initial-boundary value problem
Considered here throughout this section is the BBM initial-boundary-value problem
for t > 0.
(4.1)
The initial and boundary data ϕ and g are functions which map R + to R, they are not required to be continuous everywhere on R + . However, we say that the pair (ϕ,g) is admissible if they are continuous locally at x,t=0, and they share the same value at x,t=0, that is ϕ(0) = g(0 
where c is a constant only dependent on ϕ .
Proof. We commence the proof of the local well posedness. As in [3] , convert the initialboundary-value problem (4.1) into the following integral equation,
where (4.6) it satisfies the following integral equation
The explicit expression for K ibvp reduces the last equation to
(4.7)
For given initial and boundary data (ϕ,g), define the operator A = A (ϕ,g) as follows,
(4.8)
Since ϕ∈H s (R + ) where 0≤s<1, ϕ∈L 2 (R + ). Applying the contraction mapping principle, see [3] , there is a small positive number T * which depends only on g L ∞ (0,T * ) and ϕ such that A has a fixed point v which is a member of C(0,T * ; L 2 (R + )). Hence, the solution u = v+ g(t)e −x of (4.1) lies in L ∞ (0,T * ; L 2 (R + )). It remains to show that time interval [0,T * ] where the solution u exists can be extended to [0,∞). To do so, it is sufficient to show a prior growth bounds (4.2) and (4.3)
Define an operator K ibvp as
Or, what is the same,
It is seen that K ibvp is a smoothing operator, it maps L 2 (R + ) to H 1 (R + ), and
This implies
then the smoothing property (4.10) of K ibvp implies that
is a member of C(0,T * ; H 1 (R + )) and w satisfies the following integral equation
where c >0 is constant only dependent on ϕ . A straightforward energy estimate yields the following
The Grownwall inequality shows that
it transpires that w ∈ C(0,T; H 1 (R + )) for any T > 0.
) with the following growth bound in time
c depends on ϕ s . The estimate in (4.2) is established. The attention now is for the situation where 1 4 < s < 1. In this case, ϕ 2 ∈ L 2 (R + ) due to that H s (R + ) is continuously embedded in L 4 (R + ), the smoothing property (4.10) of K implies that µ 1 ∈ C(0,∞; H 1 (R + )). It transpires that u−µ 0 = w+µ 1 lies in space C(0,∞; H 1 (R + )).
then it lies in C(0,∞; H 1 (R + )) and satisfies integral equation
It follows readily that
) has the following growth bound in time,
where c is a constant only dependent on ϕ and |ϕ| 4 . This is exactly estimate (4.
3) The theorem is complete.
Corollary 4.1. In the last theorem, if the boundary condition g(t)−
Our attention now is turned to situation where ϕ has higher regularity, that is to say, ϕ ∈ H s (R + ) where s ≥ 1. Proof. Recall that the function
where µ 0 (x,t)=ϕ(x)+(g(t)−g(0))e −x , introduced in Theorem 4.1, lies in C(0,∞; H 1 (R + )) and satisfies integral equation (4.18), repeated here for readers' convenience,
As the operator K ibvp = −∂ x (I −∂ xx ) −1 , the right hand-side of the last form implies η ∈ C(0,∞; H 2 (R + )) since ϕ ∈ H s (R + ) and s ≥ 1. Hence, when 1 ≤ s < 2, 
