We consider a finite-state memoryless channel with i.i.d. channel state and the input Markov process supported on a mixing finite-type constraint. We discuss the asymptotic behavior of entropy rate of the output hidden Markov chain and deduce that the mutual information rate of such a channel is concave with respect to the parameters of the input Markov processes at high signal-to-noise ratio. In principle, the concavity result enables good numerical approximation of the maximum mutual information rate and capacity of such a channel. p(z|x, c) = P (Z = z|X = x, C = c).
I. CHANNEL MODEL
In this paper, we show that for certain input-restricted finitestate memoryless channels, the mutual information rate, at high SNR, is effectively a concave function of Markov input processes of a given order. While not directly addressed here, the goal is to help estimate the maximum of this function and ultimately the capacity of such channels (see, for example, the algorithm of Vontobel, et. al. [11] ).
Our approach depends heavily on results regarding asymptotics and smoothness of entropy rate in special parameterized families of Hidden Markov Chains, such as those developed in [5] , [9] , [3] , [4] , and continued here.
We first discuss the nature of the constraints on the input. Let X be a finite alphabet, and let X n denote the set of words over X of length n. Let X * = ∪ n X n . A finite-type constraint S is a subset of X * defined by a finite list F of forbidden words [7] , [8] ; in other words, S is the set of words over X that do not contain any element in F as a contiguous subsequence. We define S n = S ∩ X n . The constraint S is said to be mixing if there exists N such that, for any u, v ∈ S and any n ≥ N , there is a w ∈ S n such that uwv ∈ S.
In magnetic recording, input sequences are required to satisfy certain constraints in order to eliminate the most damaging error events [8] . The constraints are often mixing finite-type constraints. The most well-known example is the (d, k)-RLL constraint S(d, k), which forbids any sequence with fewer than d or more than k consecutive zeros in between two 1's. For S(d, k) with k < ∞, a forbidden set F is:
in particular when d = 1, k = ∞, F can be chosen to be {11}.
The maximal length of a forbidden list F is the length of the longest word in F. In general, there can be many forbidden lists F which define the same finite type constraint S. However, we may always choose a list with smallest maximal length. The (topological) order of S is defined to bem =m(S) wherem + 1 is the smallest maximal length of any forbidden list that defines S (the order of the trivial constraint X * is taken to be 0). It is easy to see that the order
For a stationary stochastic process X over X , the set of allowed words with respect to X is defined:
Note that for any m-th order Markov process X, the constraint S = A(X) is necessarily of finite-type with orderm ≤ m, and we say that X is supported on S. Also, X is mixing iff S is mixing (recall that a Markov chain is mixing if its transition probability matrix (obtained by appropriately enlarging the state space) is irreducible and aperiodic). Note that a Markov chain with support contained in a finite-type constraint S may have order m <m. Now, consider a finite-state memoryless channel with finite sets of channel states c ∈ C, inputs x ∈ X , outputs z ∈ Z and input sequences restricted to a mixing finite-type constraint S. The channel state process C is assumed to be i.i.d. with P (C = c) = q c . Any stationary input process X must satisfy A(X) ⊆ S. The stationary output process corresponding to X is denoted Z. At any time slot, the channel is characterized by the conditional probability small ε > 0, for any input x and channel state c, any output z can occur. We also assume that there is a one-to-one (not necessarily onto) mapping from X into Z, z = z(x), such that for all c and x, p(z(x)|x, c)(0) = 1; so, ε can be regarded as noise, and z(x) is the noiseless output corresponding to input x. Note that the output process depends on the input process X and the parameter value ε: Z = Z(X, ε). We will often suppress the notational dependence on ε or X, when it is clear from context.
Prominent examples of such families include inputrestricted versions of the Binary Symmetric Channel BSC(ε), the Binary Erasure Channel BEC(ε), and special Gilbert-Elliott Channels, where the channel state process is a 2-state i.i.d. process, with one state acting as BSC(ε) and the other state acting as BSC(kε) for some fixed k; see [4] (Section 3).
Recall that the entropy rate of Z = Z(X, ε) is, as usual, defined:
The mutual information rate between Z and X can be defined as:
Given the memoryless assumption, one can check that the second term above is simply H(Z 0 |X 0 ) and in particular does not depend on n. Under our assumptions, if X is a Markov chain, then for each ε ≥ 0, the output process Z = Z(X, ε) is a hidden Markov chain and in fact satisfies the "Weak Black Hole" assumption of [4] , where an asymptotic formula for H(Z) is developed; the asymptotics are given as an expansion in ε around ε = 0. In section II, we further develop these ideas to establish smoothness properties of H(Z) as a function of ε and the Markov chain input X of a fixed order. In particular, we show that H(Z) can be expressed as G(X, ε)+F (X, ε) log(ε), where G(X, ε) and F (X, ε) are smooth (i.e., infinitely differentiable) functions of ε near 0 and "most" first order X (in fact, F (X, ε) will be analytic); the log(ε) term arises from the fact that the support of X will be contained in a non-trivial finite-type constraint and so X will necessarily have some zero transition probabilities; this prevents H(Z) from being smooth in ε at 0.
In Section III, we apply the smoothness results to show that for a mixing finite-type constraint S of order 1, and sufficiently small ε 0 > 0, for each 0 ≤ ε ≤ ε 0 , I n (Z(ε, X); X) and I n (Z(X, ε); X) are strictly concave as functions of "most" first order X. This will imply that there are unique first order Markov chains X n = X n (ε), X ∞ = X ∞ (ε) such that X n maximizes I n (Z(X, ε), X) and X ∞ maximizes I(Z(X, ε), X). It will also follow that X n (ε) converges exponentially to X ∞ (ε) uniformly over 0 ≤ ε ≤ ε 0 . In principle, the concavity result enables (via any convex optimization algorithm) good numerical approximation of X n (ε) and X ∞ (ε) and therefore the maximum mutual information rate over first order X. This can be generalized to m-th order Markov chains, and as m → ∞, this maximum converges to channel capacity; furthermore it can be generalized to higher order constraints.
II. ASYMPTOTICS OF ENTROPY RATE
For simplicity, we consider only mixing finite-type constraints S of order 1, and correspondingly only first order input Markov processes X such that A(X) ⊆ S (the higher order case is easily reduced to this). For such X with transition probability matrix Π, (X, C) is also a first order Markov chain, with transition probability matrix:
Note that Ω z implicitly depends on ε through p(z|y, d). One checks that
where π is the stationary vector of (X, C) and 1 is the all 1 vector.
For a given analytic function f (ε), let ord ε (f (ε)) (abbreviated as ord (f (ε))) denote its order with respect to ε, i.e., the degree of the first non-zero term of its Taylor series expansion around ε = 0. The orders ord (p(z|x, c)) determine the orders ord (p(z 0 −n ) and ord (p(z 0 |z −1 −n )) (which are welldefined assuming the input Markov chain is supported on S).
Example II.1. Consider a binary symmetric channel with crossover probability ε and a binary input Markov chain X supported on (1, ∞)-RLL constraint with transition probability matrix
Here there is only one channel state, and so we can suppress dependence on the channel state. The channel is characterized by the conditional probability
Let Z be the corresponding output binary hidden Markov chain. Now we have
The stationary vector π = (1/(p + 1)) [1, p] , and one computes
which has order 1.
We identify each first order input Markov process X with its vector of joint probabilities p = p X on words of length 2:
; sometimes we write X = X( p). We view the set of first order Markov chains M as parameterized by the vectors p. Let M δ denote the set of all p ∈ M such that p(w 0 −1 ) > δ for all w 0 −1 ∈ S 2 . Note that whenever p X ∈ M 0 , X is mixing since S is mixing.
The output process will sometimes be denoted Z = Z( p, ε). Of course, the output joint probabilities p(z 0 −n ) and conditional probabilities p(z 0 |z −1 −n ) implicitly depend on p ∈ M and ε. The following result asserts that for small ε, the total probability of output sequences with "large" order is exponentially small, uniformly over all input processes.
Proposition II.2. For any fixed 0 < α < 1, there exists ε 0 > 0 and 0 < ρ < 1, such that for all p ∈ M and 0 ≤ ε ≤ ε 0 ,
This means that we can focus our attention on output sequences with relatively small order. For a fixed positive α, a sequence z −1 −n ∈ Z n is said to be α-typical if ord (p(z −1 −n )) ≤ αn. Note that this definition is independent of p ∈ M 0 .
For a smooth mapping f ( x) from R k to R and a nonnegative integer , D x f ( x) denotes the -th total derivative with respect to x; for instance,
In particular, if x = p ∈ M or x = ( p, ε) ∈ M × [0, 1], this defines the derivatives D l p p(z 0 |z −1 −n ) and D l p,ε p(z 0 |z −1 −n ). We shall use | · | to denote the Euclidean norm.
The next result shows, in a precise form, that for α-typical sequences z 0 −n , the derivatives, of all orders, of the difference between p(z 0 |z −1 −n ) and p(z 0 |z −1 −n−1 ) converge exponentially in n, uniformly in p and ε. For ε 0 , δ 0 ≥ 0, let
Proposition II.3. Given δ 0 > 0, there exist α, ε 0 > 0, such that and for any , there exists 0 < ρ < 1 such that on U δ0,ε0 , for all α-typical z 0 −n ,
The proof of Proposition II.3 depends on estimates of derivatives of certain induced maps on a simplex, which we now describe.
Let W denote the unit simplex in R |X |·|C| , i.e., the set of nonnegative vectors, which sum to 1, indexed by the joint input-state space X ×C. For any z ∈ Z, Ω z induces a mapping f z defined on W by:
Note that Ω z implicitly depends on the input Markov chain p ∈ M and ε, and thus so does f z . While wΩ z 1 can vanish at ε = 0, it is easy to check that for all w ∈ W , lim ε→0 f z (w) exists, and so f z can be defined at ε = 0. Let O M denote the largest order of all entries of Ω z (with respect to ε) for all z ∈ Z, or equivalently, the largest order of p(z|x, c)(ε) over all possible x, c, z.
Lemma II.4. Given δ 0 > 0, there exists ε 0 > 0 and
For any sequence z −1 −N ∈ Z N , define
Similar to (1) ,
By the chain rule, Lemma II.4 gives upper bounds on derivatives of f z −1 −N . However, these bounds can be improved considerably in certain cases, as we now describe. A sequence The next result shows that if z −1 −N 0 −1 is Z-allowed, then in a small neighbourhood of q(z −N 0 −1 ), the derivative of f z −1 −N 0 is much smaller than what would be given by repeated application of Lemma II.4.
Lemma II.5. Given δ 0 > 0, there exists ε 0 > 0 and
We now explain the rough idea of the proof of Proposition II.3, for only the special case = 0, i.e., exponential convergence of the difference between p(z 0 |z −1 −n ) and p(z 0 |z −1 −n−1 ). Let N 0 be as above and for simplicity only consider output sequences of length a multiple N 0 : n = kN 0 . We can compute an estimate of D w f z 0 −n by using the chain rule (with appropriate care at ε = 0) and multiplying the estimates on |D w f z (−i+1)N 0 −iN 0 | given by Lemmas II.4 and II.5.
This yields an estimate of the form, |D w f z 0 −n | ≤ (Aε 1−Bα ) n for some constants A and B, on the entire simplex W. If α is sufficiently small and z 0 −n is α-typical, then the estimate from Lemma II.5 applies enough of the time that Bα < 1, and so f z 0 −n exponentially contracts the simplex. Then, interpreting elements of the simplex as conditional probabilities p((x i , c i ) = ·|z i −m ), we obtain exponential convergence of the difference |p(z 0 |z −1 −n ) − p(z 0 |z −1 −n−1 )|, as desired. Recall that
It follows from a compactness argument that H n (Z) uniformly converge to H(Z) on the parameter space
The main result of this section, Theorem II.6 is a strong version of this result for convergence of derivatives. However, the statement and proof of this result is complicated by the fact that H n (Z) and H(Z) are not differentiable in ε. To deal with this, we break H n (Z) into a sum of G n (Z) and F n (Z) log(ε) where G n (Z) and F n (Z) are smooth; precisely:
and
where
Note that F n and G n are analytic. Also, since whenever ord (p(z 0 |z −1 −n )) is non-zero, so is ord (p(z 0 −n )), and thuŝ F n ( p, ε) = F n ( p, ε)/ε is also analytic, and we can write H n (Z) = G n ( p, ε) +F n ( p, ε)(ε log ε).
Theorem II.6. Given δ 0 > 0, for sufficiently small ε 0 , 1) On U δ 0 ,ε 0 , there is an analytic function F ( p, ε) and smooth G( p, ε) such that
In the proof, we define
and write
where G α n and F α n are defined as in (2) and (3) with summations restricted to α-typical sequences. Using Proposition II.3 we establish, for sufficiently small α, exponential and uniform convergence of D p,ε G α n ( p, ε) and D p,ε F α n ( p, ε). This, together with the fact hidden Markov sequences z 0 −n which are not αtypical are negligible (Proposition II.2), and some technical bounding analysis, establishes the theorem.
Remark II.7.
1) In Theorem II.6, the decay value ρ can be made to explicitly depend on 0 ≤ ε ≤ ε 0 , namely, there are constants K, β > 0 such that ρ = Kε β .
2) The analyticity of F ( p, ε) is a consequence of a complexified version of Proposition II.2 and a uniform convergence argument, where the real variables p ∈ M and ε are extended to complex variables; see [2] .
III. CONCAVITY OF MUTUAL INFORMATION
Recall that we are considering a parameterized family of finite-state memoryless channels with inputs restricted to a mixing finite-type constraint S. Again for simplicity, we assume that S has order 1.
For parameter value ε, the channel capacity is the supremum of the mutual information rate of Z(X, ε) and X over all stationary input processes X such that A(X) ⊆ S. Here, we use only first order Markov input processes. While this will typically not achieve the true capacity, one can approach capacity by using Markov input processes of higher order. As in Section II, we identify a first order input Markov process X with its joint probability vector p = p X ∈ M, and we write Z = Z( p, ε), thereby sometimes notationally suppressing dependence on X and ε.
Precisely, the first order capacity is 
and its n-th approximation C 1 n (ε) = sup p∈M I n (Z; X) = sup p∈M H n (Z) − 1 n + 1 H(Z 0 −n |X 0 −n ) . (5) As mentioned earlier, since the channel is memoryless, the second terms in (4) and (5) both reduce to H(Z 0 |X 0 ), which can be written as: Note that this expression is implicity a function of p and ε; it is a linear function of p, and for all p it vanishes when ε = 0. Using this and the fact that for a mixing finite-type constraint there is a unique Markov chain of maximal entropy supported on the constraint [10] , one can show that for sufficiently small ε 1 > 0, δ 1 > 0 and all 0 ≤ ε ≤ ε 1 , 
