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Zusammenfassung
Ziel dieser Studie war die statistische Auswertung der Langzeittrends an der Zeitserienstation Bok-
nis Eck (südwestliche Ostsee) im Zeitraum 1957-2013 sowie das Entwickeln eines einfachen 1D Box
Modells zur Simulation der Spurengaskonzentrationen von Methan und Lachgas im Oberflächen-
wasser.
Mit Hilfe des saisonalen Mann-Kendall-Tests und Wavelet-Analysen wurden zeitliche Veränderun-
gen im Mittelwert und in der Saisonalität neun physikalischer und biogeochemischer Parameter
untersucht. Signifikante Veränderungen in allen Parametern lassen darauf schließen, dass sich die
Ostsee in einem umgreifenden Veränderungsprozess befindet. Die Trends zunehmender Sauerstof-
fverarmung bei gleichzeitig rückgängigem Nährstoﬀeintrag und schwächeren Planktonblüten, die
Temperaturzunahme sowie eine verstärkte Stratifizierung stehen in Übereinstimmung mit Trends
in weiten Teilen des Ostseeraumes. Die Ergebnisse deuten darauf hin, dass sich verändernde Kli-
mafaktoren dem Rückgang der Eutrophierung entgegen wirken und zur Sauerstoﬀverarmung im
Tiefenwasser beitragen.
Weiterhin konnten 1D Box Modelle entwickelt werden, die die Konzentrationen von Methan und
Lachgas im Oberflächenwasser bei Boknis Eck in Abhängigkeit von unter anderem Temperatur,
Salinität, Windgeschwindigkeit, Sauerstoﬀ und Chlorophyllkonzentration simulieren. Die simu-
lierten Konzentrationen lagen im Mittel im Bereich der Standardabweichungen der jährlichen ge-
messenen Konzentrationen und bildeten die Saisonalität zufriedenstellend ab. Für die Oberflächen-
konzentrationen beider Gase waren Produktionsprozesse unterhalb der Mischungsschicht sowie an-
schließender Transport in diese entscheidend. Für die Methankonzentration war das Sediment von
großer Bedeutung, da hier anoxische Bedingungen zur Bildung von Methan beitragen. Für Lach-
gaskonzentrationen war der Transport von unterhalb der Mischungsschicht produziertem Lachgas
entscheidend, dessen Intensität wiederum stark von der Sauerstoﬀkonzentration im Tiefenwasser
abhing. Als einzig relevante Senke fungierte für beide Spurengase die Emission in die Atmosphäre.
Eine Abschätzung der Entwicklung der für die Konzentrationen der Spurengase wichtigen Prozesse
unter einem Szenario anhaltender Langzeittrends deutet darauf hin, dass die Spurengase Methan
und Lachgas verstärkt emittiert werden könnten. Für eine genaue Beobachtung der zukünftigen
Entwicklung der Spurengasemissionen sowie dem allgemeinen Zustand des Ökosystems bei Bok-
nis Eck ist das Fortführen des monatlichen Monitorings unbedingt notwendig.
Abstract
The goal of the study was to statistically evaluate the long-term trends at Time Series Station Boknis
Eck (Southwestern Baltic Sea) in the period of 1957 to 2013 as well as to develop a simple 1D box
model to simulate concentrations of methane and nitrous oxide in the mixed layer.
The seasonal Mann-Kendall-test and wavelet analysis were used to detect changes in mean and sea-
sonality of nine physical and biogeochemical parameters. Significant changes were present in all
analysed parameters and allow the conclusion that the Baltic Sea is subjected to extensive changes.
The trends of increasing oxygen depletion with simultaneously decreasing nutrient and chlorophyll
a concentrations, the increase of spring temperatures and the intensified stratification are in agree-
ment with previously found trends in large parts of the Baltic Sea. The results indicate that changing
climatic factors may counteract the decline in eutrophication and contribute to oxygen depletion in
the bottom water.
Furthermore, two 1D box models were developed that simulated the concentrations of methane and
nitrous oxide in the mixed layer in dependance of temperature, salinity, wind speed, oxygen and
chlorophyll a concentration. The simulated concentrations were in average in the range of the stan-
dard deviation of the measured concentrations and reflected the seasonality well. For the concentra-
tion of both gases, production processes below the mixed layer boundary with susequent transport
to the mixed layer determined the concentration there. For methane concentrations at the surface,
the sediment played the major role as anoxic conditions there enabled the formation of methane
that was then transported to the surface. Nitrous oxide was mainly produced in the water column
below the mixed layer, the production being highly dependent on the oxygen concentration in the
bottom water. For both trace gases, the emission to the atmosphere acted as the main sink.
The development of the concentration of the trace gases under a scenario of continuing long-term
trends is estimated to result in a stronger emission of methane and nitrous oxide. To determine
the future development of trace gas emissions as well as the general state of the ecosystem at Boknis
Eck, it is crucial to continue the monthly monitoring at Boknis Eck.
1 Introduction
1.1. The Need for oceanographic long-term
Observations
Long-term observations in oceanography are crucial when it comes to improve the understanding
of the state of ecosystems and to monitor their long-term developments. This is the reason why
long-term observations have been a core strategy in the last decades and are still considered to have
highest priority [Ducklow et al., 2009].
The analysis of time series already proved the ability to change the view on environmental pro-
cesses in the past. One of the first long-term oceanographic observations that are still operated
today started in 1931, when the Continuous Plankton Recorder Survey was initiated [Ducklow et al.,
2009] in Plymouth, UK. In 1955, the hydrostation ’S’ oﬀ Bermuda followed, where observation has
continued until today. In the course of the Joint Global Ocean Flux Study, the Hawaii Ocean Time
Series (HOT) and Bermuda Atlantic Time Series Station (BATS) were established in 1988 [Ducklow
et al., 2009]. Time series such as the atmospheric CO2 measurements at Mauna Loa in Hawaii be-
came well-known, demonstrating the alarming rise of CO2 concentration in the atmosphere and
fueling the debate on global warming. Ducklow et al. [2009] analysed the achievements of the men-
tioned time series and concluded that they contributed enormly to the improved understanding of
oceanic processes, foodweb dynamics and climate feedbacks.
There is still growing need for long-term observations in oceanography to improve our knowledge
on past, present and future processes. First of all, observations over a long period of time reveal
trends in the present development of environmental systems. Environmental systems are known to
change between stable states, termed regime shifts. These shifts are defined as the abrupt change
from one stable state to another [deYoung et al., 2004]. Such regimes often last a decade or more,
and to successfully characterise them, observations over several decades are needed.
Second, time series of recent processes can be used to improve our knowledge of the past. Follow-
ing the principle of uniformitarianism, contemporary processes can be transferred to the past using
proxies [Grotzinger et al., 2008]. Time series of observational data can be used to calibrate these
proxies, by relating direct and unaltered signals from measurements to the recent development of
proxies.
Third, time series are crucial to develop and evaluate accurate models, that are in turn important
to forecast and predict future developments. A high level of understanding of environmental sys-
tems is needed to successfully parametrise processes in a model, which can be achieved through the
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analysis of oceanographic time series. Furthermore, model output can only be evaluated accurately
against large observational data sets. Therefore, modelers are drawn to observational data for the
iterative process of improving models [Evans, 1999].
However, most of the ocean remains undersampled. The need for long-term observations is still
highly topical [Ducklow et al., 2009], as oceanographic time series over several decades are sparse.
The time series of Boknis Eck, Baltic Sea, which is analysed in this study, is highly valuable in this
context. It covers a time span of 56 years from 1957 on and started earlier than BATS (1988), HOT
(1988) or the Helgoland time series (1961) [Wiltshire and Dürselen, 2004]. Against the background
of the need for long-term observational data, trends in the temporal development of a variety of
oceanographic parameters is evaluated in this study. A time series of trace gases is further used to
develop a model on the quantification of processes in the nitrous oxide and methane cycle.
1.2. The ecological Setting of the Baltic Sea
As a nearly enclosed, marginal sea with only a small connection to the North Sea, the Baltic Sea
diﬀers in many aspects from the open ocean. Diﬀerences are most pronounced in the altered hy-
drography and the strong human impact on the ecosystem. The Baltic Sea ranges from the Gulf of
Bothnia in the Northeast to the Danish straits in the West, where it has a small connection to the
North Sea through the Great Belt, Little Belt and Oresund. With a surface area of 415′000 km2, an
average depth of 52 m and a total volume of 21′700 km2, it is one of the world’s largest brackish
water seas [Rheinheimer and Nehring, 1995].
In geological time spans, the Baltic Sea is very young as it did not form before the Würm-Weichsel-
glacial 12′000 years ago. The basin that is now occupied by the Baltic Sea has been eroded by glaciers
and was subsequently filled with water as the glaciers retreated [Rheinheimer and Nehring, 1995].
Since then, conditions have altered between marine, fresh and brackish [Bonsdorﬀ et al., 1997]. Dur-
ing the last major transgression, the Littorina transgression, the present-day’s coastlines formed.
Simulatenously, the sill of the Danish straits was flooded [Rheinheimer and Nehring, 1995], con-
necting the Baltic Sea basin to the North Sea.
This small connection defines the frame of the hydrographic setting of the Baltic Sea. The Danish
straits are the only location where water with the open sea is exchanged. Inflowing water comes
from the West-East directed Jutland current [Dryssen, 1993]. Due to its higher salinity, the inflowing
water enters the Baltic Sea as bottom water. At the same time, several major rivers discharge into the
Baltic Sea, e.g. the Neva or the Oder. The less saline water forms a fresh surface layer. It is this less
saline surface water that forms the outflow at the Danish straits. Thus, saline water at the bottom
enters the Baltic Sea in exchange for fresh water flowing out on the surface [Dryssen, 1993].
Besides this regular water exchange, major salt water pulses occur without regularity [Hanninen
et al., 2000, Lass and Matthäus, 1996]. As the basin of the Baltic Sea is subdivided by sills that ham-
per ventilation, major inflows of dense bottom water are important for water exchange. The inflow
events are triggered by westerly winds blowing for several tens of days [Lass and Matthäus, 1996].
1. Introduction 3
Hanninen et al. [2000] related the saline inflows to larger scale teleconnections. The North Atlantic
Oscillation (NAO) is believed to influence the winds by increasing the westerly winds in a positive
phase. Stronger winds would then cause a salt water inflow [Hanninen et al., 2000].
The diﬀerences in salinity result in a density gradient throughout the water column, establishing a
strong stratification each year [Rheinheimer and Nehring, 1995]. The diﬀerences in density hamper
the water exchange of the less saline surface water and the saline bottom water. Besides this vertical
salinity gradient, there is also a horizontal salinity gradient, as the saline water from the North Sea
is more and more diluted towards the Bothnic Gulf [Rheinheimer and Nehring, 1995].
As there is only a small connection to the open sea, the residence time for water in the Baltic Sea
is 25 − 35 years [Feistel et al., 2008]. The reduced exchange of the water masses make the Baltic
Sea particularly vulnerable to pollution. Additionally, approximately 85 million people live in the
catchment area [HELCOM, 2009]. The consequentially high environmental pressure is expressed
by increased pollution with e.g. phosphate and nitrate through various anthropogenic sources. Ele-
vated nutrient inputs lead to eutrophication, which was soon considered as the major threat for the
ecosystem of the Baltic Sea in the 1970’s [HELCOM, 1974]. Nutrient input by rivers, point sources or
diﬀuse sources like the runoﬀ of fertilizers from agricultural areas as well as atmospheric deposition
were listed as the main causes [HELCOM, 2009].
Marine eutrophication is a widespread phenomenon and occurs in many coastal ecosystems [Clo-
ern, 2001]. It has severe primary and secondary eﬀects on the ecosystem. First of all, eutrophication
leads to increased productivity, which in turn decreases the transparency of the water [Bonsdorﬀ
et al., 1997]. This aﬀects for example sea grass meadows [Karlson et al., 2002] and results in a shift in
community composition of submerged aquatic vegetation [HELCOM, 2009]. As a secondary eﬀect,
oxygen concentration in the bottom water declines. The sedimentation of organic matter and the
subsequent remineralisation is oxygen consuming, so the bottom water becomes undersaturated
in oxygen after large plankton blooms [Bonsdorﬀ et al., 1997]. The weak ventilation of the bottom
water due to density gradients further aggravates the oxygen decline. Oxygen consuming rates have
increased two to three fold between 1960 and 1990 in the Kiel Bight, proportional to the primary pro-
duction rates [Babenerd, 1991]. Nutrient loads of phosphorous and nitrogen species increased up to
4 to 6 fold [Rosenberg, 1990]. Hypoxia or even anoxia in the bottom water have severe consequences
for benthic fauna and flora, whith major implications throughout all trophic levels. Weigelt [1991]
found significant short- and long-term alterations in the benthic community after oxygen depletion
events. Bonsdorﬀ et al. [1997] proved that zooplankton and fish populations in the Northern Baltic
Sea shifted due to eutrophication. Except for some regions in the Bothnian Sea and Bay, all areas of
the Baltic Sea are still in a poor to bad state due to eutrophication (fig. 1.1) [HELCOM, 2009].
Since the 1970ies, awareness of the anthropogenic impact through marine eutrophication grew
[Bonsdorﬀ et al., 1997]. In 1974, the Helsinki Comission (HELCOM) was set forth by the riparian
states. The declared goal of Helcom was to reduce the input of various pollutants into the Baltic Sea
and to monitor the future development [HELCOM, 1974, Art. 3]. Widespread measures like the instal-
lation of wastewater treatment plants have been undertaken since to reduce the nutrient discharge.
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Figure 1.1.: Area-specific state of marine eutrophication in the Baltic Sea. Good status means no
eﬀect of eutrophication, large circles indicate open regions, small circles stations
or coastal areas [source: HELCOM, 2009].
For example, a Danish case study revealed that phosphorous concentrations decreased by 22 % to
57 % in the Danish straits due to the establishment of waste water treatment plants [Carstensen et al.,
2006]. Also, HELCOM denotes a slightly decreasing input of nitrogen and phosphorous, although
the target threshold has not yet been reached for both N and P inputs [HELCOM, 2009].
Nevertheless, short- or longterm hypoxia still aﬀected large regions in the Baltic Sea during 2001-
2006 [HELCOM, 2009]. The severe impact of human activity on the Baltic Sea throughout all trophic
levels has not been stopped and will most likely continue in the future. A monitoring of the future
development of the state of the Baltic Sea is still necessary. The time series Boknis Eck provides
information on this long-term development over the last 56 years and forms a further tessera in
completing the picture of the state and development of ocean and coastal areas.
1.3. Nitrous Oxide and Methane in marine coastal
Areas
Nitrous oxide (N2O) and methane (CH4) are trace gases which both have an impact on climate [Wang
et al., 1976, IPCC, 2007]. Both are known to be produced in marine environments in general, and
have been proved to be emitted from the Baltic Sea in particular [e.g. Bange et al., 1998].
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N2O is present in the air in the range of 324.4 ±0.3 ppb (Mace Head, mean 2011). It is known to
influence the climate in two ways: First, it acts as a greenhouse gas and enhances global warming
[Wang et al., 1976]. Second, it contributes indirectly to ozone depletion, as it can photochemically be
converted to NO or NO2 [Bates and Hays, 1967]. These nitrogen oxides deplete the ozone layer by
reacting with oxygen or oxygen radicals [Crutzen, 1970]. Ravishankara et al. [2009] listed N2O as the
dominant contributor to ozone depletion in the 21th century emitted by human activity.
N2O is emitted from natural sources such as oceans, soils or grasslands as well as anthropogenic
activity such as fossil fuel combustion or the application of fertilizers on arable land [Bouwman
et al., 1995]. In this context, the oceanic N2O emissions play an important but not dominant role in
the atmospheric budget, as the surface ocean is saturated by 103.5 % by N2O [Nevison et al., 1995].
Emissions of 3.8 (1.8− 5.8) Tg N from the open ocean [IPCC, 2007] and 1.7 (0.5− 2.9) Tg N from
coastal areas were reported [Bange et al., 2010b]. Enhanced emissions are usually found in coastal
upwelling regions and nitrogen-rich estuaries, where supersaturations of up to 8250 % can be found
[Naqvi et al., 2005]. In the Baltic Sea, saturations in the range of 91− 312 % have been detected in
the Bodden waters [Bange et al., 1998] and 123 % in the Bothnian Bay [Rönner, 1983].
The main processes that produce N2O in the ocean are nitrification and denitrification [Bange et al.,
2010b]. Denitrification is the reduction of nitrate to N2(1.1) by denitrifying bacteria that can use NO−3
instead of O2.
NO3 → NO−2 → NO→ N2O→ N2 (1.1)
N2O is an intermediate in this reaction, and its accumulation is highly dependent on the oxygen
concentration [Bange et al., 2010b]. This oxygen dependancy results from the redox potential of
NO−3 compared to O2 and the fact that the involved enzyme, N2O reductase, is sensitive to O2 con-
centrations. Denitrification is thus favoured at suboxic concentrations between 2− 10 µM, but does
not occur under anoxic conditions when nitrate is already consumed [Bange et al., 2010b].
Nitrification is the two-step oxidation of ammonium, where N2O is a by-product that can be pro-
duced from several intermediates of this reaction. Ammonium is first oxidized to nitrite, which is
then further oxidized to nitrate (1.2):
(I)NH+4 → NH2OH ∗ (→ NO∗)→ NO−2 ∗
(I I)NO−2 → NO−3
(1.2)
Compounds marked with an * can serve as a direct precursor to N2O. Nitrification has long been
attributed only to bacteria, e.g. Nitrosomas for step I and e.g. Nitrobacter for step II [Bange et al.,
2010b]. Recently, ammonium-oxidizing genes in archaea have been detected that suggest a major
role of archaea as N2O producers [Löscher et al., 2012].
As N2O is produced during nitrification and denitrification and both are highly oxygen dependent,
the accumulation of N2O is therefore highly dependent on the oxygen concentration [Bange et al.,
2010b]. However, nitrification is believed to be the main production process, with denitrification
only contributing 7 % of the oceanic N2O production [Freing et al., 2011]. If nitrification is the major
source for N2O, a linear relationship between apparent oxygen utilisation and N2O anomaly exists,
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but shows a wide range for diﬀerent locations [Mengis et al., 1997].
In comparison to N2O, methane (CH4) is much more abundant in the atmosphere with a mean
concentration of 1873.5 ±10.7 ppb (Mace Head, 2011). Methane acts as a greenhouse gas as well
[Wang et al., 1976] and has a global warming potential of 21 in a time span of 100 years [Lelieveld
et al., 1998]. Methane undergoes photochemical reactions in the troposphere and therefore also
interacts with the ozone layer [Cicerone and Oremland, 1988].
The ocean contributes comparably little to the global methane budget in terms of emissions, as most
of the produced methane is already consumed within the water column [Reeburgh, 2007]. The oceans
contribute about 2 % [Bange et al., 1994] to 10 % [Grunwald et al., 2009] to the global emissions.
As a source of methane, the sediments play a major role, since most of the methane is produced
in anoxic sediments by methanogenesis [Reeburgh, 2007]. Methanogenesis is a microbial process
comprising several alternative pathways, the most abundant being CO2 reduction (I) and the acetate
fermentation (II) pathway [Reeburgh, 2007](1.3).
(I)CO2 + 4H2 → CH4 + 2H2O
(I I)CH3COOH → CH4+ CO2
(1.3)
Both pathways are thermodynamically favoured only under anoxic conditions.
Estuaries and coastal areas such as the Baltic Sea are believed to play a more important role and
may contribute up to 75 % of the oceanic emissions [Bange et al., 1994]. In shallow regions of the
Baltic Sea, saturations of 103− 107 % were significantly higher compared to deeper regions [Gülzow
et al., 2012]. In riverine influenced regions, saturations in the range of 105 − 15500 % have been
detected [Bange et al., 1998]. In general, methanogenesis in the sediments fueled by input of organic
matter after plankton blooms is the major source of methane for the Baltic Sea [Thiessen et al., 2006].
However, 87− 99 % of the methane is already oxidized within the sediment [Berger and Heyer, 1999].
Methane that is transferred to the water column via diﬀusion or ebullition is then oxidized in the
water column or emitted to the atmosphere [Gülzow et al., 2012]. A further methane input results
from pockmark structures in the Eckernförde Bay [Bussmann and Suess, 1998]. These structures
are formed by the seeping of groundwater from land-based aquifers [Bussmann et al., 1999]. The
groundwater reaching the sediment-water surface in these structures had been enriched in methane
by perculating through methane-rich Holocene sediments [Bussmann and Suess, 1998].
In general, both trace gases have common features like their relevance for the global climate, but
demonstrate diﬀerences in their biogeochemical cycling and sources to the water column.
1.4. Objectives of the Study
As described in section 1.1, the need for evaluating long-term observational data is important for
assessing future developments, especially for a highly variable and vulnerable system like the Baltic
Sea. This study consists of two main parts which stand on their own, but are linked in a further step.
The first goal was to statistically describe the time series of Boknis Eck with regard to long term
trends and changes in seasonality. This time series provides one of the longest continuous time
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series of oceanographic parameters in the Baltic Sea and is highly valuable to detect changes over
decades. Statistical analysis is performed on nine parameters. A focus is set on climatic changes and
on eutrophication, the latter being a major problem in the Baltic Sea for many years (section 1.2). Cli-
matic changes are analysed by evaluating the changes in physical parameters such as temperature at
the surface and the bottom, salinity at the bottom and the density gradient in the water column as an
indicator for stability of stratification. As climate change aﬀects environmental systems worldwide,
these parameters are expected to exhibit long-term trends also at Boknis Eck. The second focus
addressed is eutrophication. This focus includes analysis of the parameters nutrients and chloro-
phyll a in the mid water column, Secchi depth and oxygen in the bottom water. As eutrophication
is known to decline, nutrients and chlorophyll a are expected to decrease as well. If oxygen concen-
tration is related to eutrophication alone, it is expected to increase in the bottom water as nutrients
and primary production decrease. As this is the first statistical evaluation of this time series, a broad
statistical approach was chosen. Diﬀerent statistical tests covering the diﬀerent components of a
time series are applied to gain a first overview on changes in mean and seasonality at Boknis Eck.
The second part stresses the quantification of processes in the nitrogen and methane cycle at Boknis
Eck. A 1D box model is developed to simulate trace gas concentrations of nitrous oxide and methane
in the surface layer. The goal is to quantificate the processes that influence trace gas concentrations
and therefore the air-sea gas exchange of these climatic relevant gases. As relevant processes have
not yet been quantified before in this location and precise turnover rates are sparse in literature,
optimisation routines with parameter fitting to the measured trace gas concentrations yield first
estimations of the turnover rates in this system. The overall question is whether processes are well
enough understood to reproduce the seasonal variation in trace gas concentrations. In a further
analysis of the model results, the major sources and sinks can be quantified by model output analy-
sis.
The third step links the information of both parts. Part II provides information on which processes
influence the trace gas concentrations and therefore the trace gas exchange. These processes are
again influenced by other hydrographic parameters. In part I, the trends of these parameters were
deciphered. Combining both parts allows a qualitative estimation on the development of the trace
gas emissions under the scenario of continuing trends.

2 Material and Methods
2.1. Time Series Station Boknis Eck
The Time Series Station Boknis Eck (BE) is located at the entrance of the Eckernförde Bay (54 ◦31N,
10 ◦02 E, 28 m water depth) in the Southwestern Baltic Sea. The monitoring of a variety of physical,
chemical and biological parameters was initiated by Prof. Johannes Krey in 1957 [Krey et al., 1980],
and has been operated since then on a monthly base with only two major breaks in 1975-1979 and
1983-1985.
As a result of the involvement in diﬀerent projects, the number of measured parameters varied in
time. The time series station BE was supported by DWK Meeresforschung (1957-1975), HELCOM
(1979-1995), BMBF (1995-1999), Institut für Meereskunde (1999-2003), IfM-GEOMAR (2003-2012) and
GEOMAR (2012-present) [Bange et al., 2011]. Starting with measurements of temperature, salinity and
oxygen on April 30th, 1957, the number of parameters has increased almost continuously. Chloro-
phyll a (since 1960), nutrients (1979) and finally the trace gases nitrous oxide (2005), methane (2006)
and DMS (2009) are now part of the monthly routine. A more detailed summary on the parameters
and applied methods can be found in table 2.1.
The routine of measurements and analysis has changed little during the observation period. Monthly
samples have been taken from research vessels during a half-day trip, the sampling usually starting
around 9 to 10 h in the morning. Sea water has been sampled in 6 standard depths (0.5 or 1 m, 5 m,
10 m, 15 m, 20 m, 25 or 26 m) using Niskin Bottles or the like during several casts, prepared on
board and cooled until further analysis. Analysis has been carried out mainly in the days following
the cruise.
The time series of BE provides a highly valuable dataset due to three main reasons. First, the time
span of observation covers 56 years and hence provides continuous information on changes in the
time span of decades. Second, there have only been little changes in the methods used for determin-
ing the parameters. This consistency strongly enhances the quality of the data, as shifts in the data
signals through diﬀerent methods of analysis can be excluded. Third, the location of Boknis Eck was
initially chosen because it reflects the hydrographic setting of the Kiel Bight [Krey et al., 1980]. Being
exposed to salt water inflows from the North Sea through Kattegatt and Belt Sea, stratification of the
water column occurs during summer. Then, saline water from the North Sea is overlain by fresher
water from the Baltic Sea. This stratification is known to occur in other regions of the Southwestern
Baltic Sea as well (see section 1.2). As there are no major rivers discharging into the Eckernförde Bay,
riverine inputs of e.g. nutrients can be neglected.
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Figure 2.1.: Location of Time Series Station Boknis Eck (black square), at the entrance of Eck-
ernförde Bay, Baltic Sea [from: Hansen et al., 1999].
2.2. Time Series Analysis
2.2.1. Data Preparation prior to Analysis
Depth Categories
The database of the Time Series Station Boknis Eck consists of mainly monthly data from at least 6
standard depths over a time span of the last 56 years. Nevertheless, there are several irregularities in
the data that had to be solved before performing the analysis. Some samples were taken in diﬀerent
or additional depths. To obtain constant depth levels, the measurements were averaged over depth
intervals, resulting in 6 categories: 0− 2.5 m, 3 to 7.5 m, 8 to 12.5 m, 13 to 17.5 m, 8 to 22.5 m, 23 to
30 m. The categories are later referred to as 1 m, 5 m, 10 m, 15 m, 20 m and 25 m.
Parameters selected for Time Series Analysis
Temperature, salinity and oxygen concentrations were measured for the longest time. The time se-
ries of these parameters starts in April 1957 and lasts until present (here: February 2013). Temperature
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Figure 2.2.: Synopsis of the periods during which the diﬀerent parameters analysed in this
study were measured. Dotted lines indicate a series with many interruptions, a
straight line series where only up to 2 months in a row are missing occasionally.
Colors indicate under which project the time series measurements were conducted.
changes were analysed at the surface (1 m) and in the bottom water (25 m). Oxygen concentrations
were analysed in the bottom water as well, as this is the depth with the largest variation per year.
Furthermore, oxygen saturations were caluclated using the time series of oxygen, temperature and
salinity according to Garcia and Gordon [1992]. The saturation is the quotient of the actual concen-
tration cw in the water and the equilibrium concentration ca under given temperature and salinity
conditions (2.1):
Sat [%] = 100 · cw
ca
(2.1)
As saturation takes into account the solubility at a specific temperature, changes in saturation pro-
vides information on eﬀects other than the purely physical solubility eﬀect. Salinity is analysed in
the same depth. As for nutrients, nitrate, nitrite and ammonium and phosphate were examined.
Except for phosphate, the measurements started in the early 1980’s, but for interpolation, only time
series since 1986 were used. Chlorophyll a monitoring already started in the 1960’s, but as the two
time series diﬀered too much and the gap was larger than 10 years, analysis was carried out seperately
for series I (1960-1975) and II (1986-2013). The trace gas observations for methane and nitrous oxide
started only recently in 2005 resp. 2006 and were used as a reference in the model simulation. Other
parameters measured were total nitrogen, total phosphorous, silicate, DMS, DIC and occasionally
more, but these were not included in the time series analysis in this study.
Besides these measured parameters, seawater density was calculated from the salinity and tempera-
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ture measurements. The density gradient in the water column is seen here as an indicator of inten-
sity of stratification. The density is calculcated using the equations of UNESCO [1981]. The gradient
is then calculated by the diﬀerence between surface (1 m) and bottom (25 m) density divided by the
distance between the two standard depths (24 m).
Missing Values
Due to cruise cancellations, analysis problems or the like, some data was missing. Most of the analy-
sis could be performed with the raw data including missing values, such as the Mann-Kendall-Test,
but for other analyses like wavelet analysis or quantile regression, a continuous, uninterrupted time
series was needed. Two diﬀerent types of missing data appeared: First, in some cases, only data for
one or two months in a row were missing. This lack of information was solved by interpolation,
as there was suﬃcient information provided by the surrounding months to estimate the missing
values. Here, a linear interpolation was used which is equivalent to a distance-weighted average of
the two neighbouring data points. For this purpose, the Matlab function interp1 with a linear inter-
polation option was applied. As a consequence, missing maximal or minimal values are under- or
overestimated respectively, as this replacement method cuts oﬀ peaks. This has to be kept in mind
as it renders the estimate for trends in extreme values more conservative.
A more delicate problem are the two missing time periods in 1975-1979 and 1982-1985. Here, two
diﬀerent methods were applied: For temperature, a model output for Boknis Eck, coming from the
Baltic sea-ice ocean model (BSIOM) developed by GEOMAR [Lehmann, 1995], was available. Data was
compared for the depth of 1 m, and yielded satisfying results with a Pearson’s R value of 0.99 (fig. 2.3).
Thus, the missing years were replaced by the model outputs. For nutrients and other time series, no
model result existed. These missing values were replaced by the median value of the corresponding
month, day 15. This replacement method is robust against outliers and ensures that there are no
artificial extreme values.
Regular Spacing
Regularly spaced data was needed for testing for significance in quantile regression and for wavelet
analysis. If measurements were taken several times a month, they were averaged. Measurements
were then shifted to the 15th of each month. This ensures that all measurements taken were consid-
ered in their full magnitude, so no extreme values were lost. Gaps for months without measurements
were interpolated as described above. The final filled and interpolated time series consists of the 15th
day of each month from May 15th, 1957 to Febuary 15th, 2013.
To check whether the gap filling changes the time series significantly, the mean and variance of the
time series was compared before and after the refilling as recommended by Trauth [2010]. If they
were similar, the refilled time series was used for further analysis.
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Figure 2.3.: Comparison of modelled (Baltic Sea-Ice Ocean Model, [Lehmann, 1995]) and mea-
sured temperatures in a depth of 1m at Boknis Eck (R=0.99), with linear regression
(-) and bisectrix (- -).
2.2.2. The classical Component Model of a Time Series
A time series is defined as a number of observations taken sequentially over a certain time span
[Box et al., 2008]. The obtained sequence may contain the superposition of several signals from dif-
ferent sources overlaying each other. Separating the superposition of the diﬀerent components is
an essential part of time series analysis [Schlittgen and Streitberg, 2001]. The basic concept of this
so called classical component model decomposes a time series into at least three main components,
termed trend, cyclic and residual component [Schlittgen and Streitberg, 2001].
The trend is mainly seen as the longterm systematic change in the mean of the time series [Schlittgen
and Streitberg, 2001]. Trends can be modelled parametrically as linear, polynomic or exponential,
the first being most often the case [Woodward and Gray, 1993]. As applied here, a trend can also be
tested in a nonparametrical way, i.e. no model is defined beforehand (see section 2.2.4). However, it
is important to state that the trend only refers to the observed time span. As the time series were
not modelled in this study, it cannot necessarily be assumed that the trend further continues with
the same magnitude.
The second component includes one or several periodically repeating cycles [Schlittgen and Streit-
berg, 2001]. A cyclic component that is present in the majority of environmental time series is for
instance an annual cycle Trauth [2010]. Several cycles can be superposed and do not necessarily oc-
cur throughout the whole observed time span (see section 2.2.6).
The residual component comprises random noise in the signal and includes all oscillations that
cannot be explained [Schlittgen and Streitberg, 2001]. In the time series analysed in this study, this
component can occur due to small scale and short term variability of the measured parameters or
fluctuations within the measuring inaccuracy.
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To accurately describe the trend and the cyclic component of the time series, statistical tests dealing
with one of these components were performed. Testing for breakpoints and the Mann-Kendall-
Test cover the first component whereas wavelet analysis, including fourier transform, deals with the
cyclic component. Further tests regarding extreme values revealed additional information on the
long term behavior of the parameter although they are not part of the classical component model.
2.2.3. Identifying Breakpoints in Time Series
Breakpoints in time series were defined here as changes in the magnitude or direction of a long-term
trend. Testing for a long-term trend using the Mann-Kendall-Test as described in section 2.2.4 tests
the null hypothesis of a monotonic trend [Hirsch and Slack, 1984]. The result might be misleading
if a breakpoint and hence a variation in the trend over time occurs. Therefore, breakpoints had to
be identified first.
To detect breakpoints in the time series, a simple approach was followed, as the breakpoints were
only considered as a precondition for the Mann-Kendall-Test. Basically, the slopes between adja-
cent data points were computed and cumulatively added. Several positive slopes in a row indicated
a longer increasing tendency in the time series, negative slopes the opposite. A breakpoint was de-
fined here as the maximum or minimum between a sequence of positive or negative slopes of the
cumulated sum. In contrast to other methods, the method described here did not require a pre-
defined model, which made it suitable for testing the precondition of a nonparametric test as the
Mann-Kendall-Test.
2.2.4. Testing for long-term trends: the Mann-Kendall-Test
The Mann-Kendall-Test (MKT) is a statistical test to decipher significant monotonic long-term trends
in time series. The test was first proposed by Mann [1945], modified by Kendall [Hirsch and Slack,
1984] and is now an established test for detecting trends in environmental time series. It tests the
null hypothesis that all variables are randomly distributed against the alternative hypothesis that a
monotonic trend exists in the time series on a given significance level α (here always α=0.05).
The MKT is a rankbased, nonparametric test, meaning that no model is defined beforehand and
then fitted to the data like e.g. in a linear regression. The MKT simply states whether there are
significantly more data points larger (or smaller) than the previous one in the time series. If this is
the case, a significant increase (or decrease) exists. The test statistic of the MKT is summarized in
the following according to Hirsch and Slack [1984]. First, each data point Xi of a time series X1, X2,
..., Xn is compared to the previous one and ranked according to equation 2.2:
sgn(x) = −1 if xi < xi−1
sgn(x) = 0 if xi = xi−1
sgn(x) = +1 if xi > xi−1
(2.2)
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The test statistic S is the sum of these ranks (2.3):
S =
n−1
∑
i=1
sgn(Xi − Xi−1) (2.3)
The test statistic S has a mean of zero with a variance σ2=n(n-1)(2n+5)/18 under the null hypothesis
of a random distribution [Hirsch and Slack, 1984]. If S diﬀers significantly from zero, e.g. lies out-
side the quantile of the variance that is defined by the level of significance, a trend exists. A level of
significance of α = 0.05 requires that S lies within the range of 1− 12 α (two-sided) of the variance
for accepting the null hypothesis of no homogeneous trend.
The MKT is advantageous when the data contains missing values, violates the assumption of nor-
mal distribution or includes censored values [Hirsch and Slack, 1984]. These are problems often
encountered in environmental time series, which makes the MKT a widely used test in hydrology
and climatology. Furthermore, it can be modified to decipher trends in seasonal data, e.g. monthly
data like the BE time series. Then, a MKT for each season is performed with the alternative hypothe-
sis of a monotonic trend in one or more seasons against the null hypothesis of randomly distributed
data [Hirsch and Slack, 1984]. This might be misleading if the seasons show opposite trends, so a
test for homogeneity of trend is performed first. The test statistic S’ for the seasonal test is the sum
of the single test statistics Sg from seasons 1,2,...,p (2.4):
S′ =
p
∑
g=1
Sg (2.4)
The Sg are distributed around a mean of zero and a variance of var[S’] (2.5) under the null hypothesis:
var[S′] =∑
g
σ2g + ∑
g,h(g 6=h)
σgh (2.5)
The first term of equation 2.5 is the variance of the single test statistics Sg, the second term is the
sum of the covariances. The underlying assumption in the test proposed by Hirsch and Slack [1984]
is that the data are independent and therefore the covariance is always zero (see below).
Nevertheless, the MKT also has weaknesses. As a nonparametric test, the MKT has less power than a
parametric one. This lower power means that a present trend might not be detected at the given level
of significance. However, the advantages that no model has to be defined beforehand outbalance this
weakness. Secondly, the MKT is sensitive against serial correlation in the time series. Even small
serial correlation might lead to inaccurate results [Kulkarni and Von Storch, 1995]. How to cope best
with serial correlation has been widely debated. Kulkarni and Von Storch [1995] advocated for a pre-
whitening procedure removing the serial correlation. Yue and Wang [2002] stated that this would also
lead to a removing of the trends and is therefore not suitable. In this study, a method to overcome
this problem was used that was proposed already in 1984 by Hirsch. This method estimated the
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serial correlation from the data and adjusted the variance in equation 2.5 accordingly [Hirsch and
Slack, 1984]. Nevertheless, if the months are tested individually, it is assumed that there is no residual
eﬀect from the same month last year. Hence, there is no accountation for serial correlation in these
monthly series.
If a trend is present in the time series according to the MKT, a slope was computed using Sen’s
method [Sen, 1968]. This slope b is the median of the slope between each pair of points used for the
ranking in MKT (2.2).
b = median
xj − xl
j− l ∀l < j (2.6)
95 % confidence intervals were computed accordingly. The MKT test was applied to the raw data
including missing and tied values, the latter were averaged within the MKT function. For the test, a
MatLab function from Burkey [2012] based on the MKT accounting for serial correlation by Hirsch
and Slack [1984] and Sen’s method [Sen, 1968] was used.
2.2.5. Testing for long-term Trends in extreme Values: Quantile
Regression
For some parameters, evidence of a trend in extreme values might be more meaningful than a gen-
eral trend in the time series. For instance, this is the case for oxygen, where the increase in anoxic
events has more severe consequences than a general slight decrease in concentration. The de- or
increase of extreme values within the time series was evaluated by quantile regression. This regres-
sion technique is a commonly used method to analyse the variation of extreme values over time not
only in environmental time series [Yu et al., 2003, Koenker and Hallock, 2001].
Quantile regression is a least-squares optimisation technique similar to linear regression [Yu et al.,
2003, Koenker and Hallock, 2001]. In linear regression, a linear model is fit to the data by minimizing
the residuals between the data and the model (2.7) [Koenker and Hallock, 2001]:
min
n
∑
i=1
(yi − µ(xi, β))2 (2.7)
yi refers to the single data points in the time series, µ (xi , β) to the fitted model, with the dates x
and the estimator β in y=βx. In a linear model, this term is also referred to as the conditional mean.
Quantile regression does not minimize the diﬀerence to the conditional mean but the conditional
quantile by using a weighting function for the residuals ρ (2.8)[Koenker and Hallock, 2001]:
min
n
∑
i=1
ρt(yi − ξ(xi, β)) (2.8)
ρ is a function that assymmetrically weights the residuals according to the distance from the quantile
(fig.2.4a), ξ is the conditional quantile, e.g. the quantile function expressed by an assumend model.
Qantile regression can be used in a nonparametric way or with a variety of diﬀerent models [Koenker
and Hallock, 2001, Franzke, 2013], but here, a linear regression line y=βx+n was used. The quantiles
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90 % and 10 % were chosen to represent the extreme values.
An estimate of the changes in extreme values of a particular time series alone does not provide
information on statistical significance. Franzke [2013] proposed a method to assess the significance
in changes in extreme values in time series. This method follows an constrained Monte-Carlo-
approach to generate surrogate data. Quantile regression is then applied to each of the surrogate data
sets. A statistically significant trend is present if the trend in the original time series lies outside of
the 95 % boundaries of the trends for the surrogate data, which equals a level of significance α = 0.1
(two-sided).
The surrogate data was generated by following an approach of Schreiber and Schmitz [1996]. The goal
was to generate a surrogate time series with the same linear characteristics as the original data, that is,
with the same serial correlation and the same distribution of values. Several time series can have the
same serial correlation if their power spectrum is the same, e.g. cycles with the same frequencies are
present within the data. Schreiber and Schmitz [1996] proposed an iterative algorithm that generates
time series with the same power spectrum and the same range of values which is summarized in the
following.
1. Fourier Transform I and shuﬀeling
A Fourier transformation (FT) was performed on the original time series. To each frequency,
the power with which it is present in the time series is assigned. This is referred to as the
fourier power spectrum [Glover et al., 2011]. The squared amplitudes of the fourier spectrum
as well as a sorted list of the values of the original time series was then stored. The values were
shuﬄed randomly without replacement, resulting in a new artificial time series.
2. Fourier Transform II and replacement
The new time series was fourier transformed. Diﬀerent time series can have the same power
spectrum, and if this is the case, they also have the same serial correlation according to the
Wiener-Khinchin theorem [Schreiber and Schmitz, 1996]. After the FT of the new time series,
the amplitudes were replaced by the amplitudes of the FT of the old time series. Then, the
new and replaced time series was transformed back into physical space with inverse FT.
3. Rank ordering
Now the same serial correlation has been produced, but usually the range of values has changed.
The new series was then rank ordered according to the original time series. This led to a better
fit of the distribution range of the two time series, but alterated the spectrum again.
4. Iteration
Steps 2. and 3. were repeated iteratively until the defined criterium of convergence was
reached. In the code used here, the iteration was stopped if no further improvement in the
amplitude spectrum could be made, e.g. the distance between the old and the new time series
could not be reduced after a further iteration step. The maximum number of iterations was
set to 500.
Following this approach, 500 surrogate time series were generated. As the generation of the surro-
gate data required complete time series, both the quantile regression and the generation of the data
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(a) Weighting function ρ for quantile regression
[Koenker and Hallock, 2001].
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of the pooled trends of 500 surrogate data sets
with a significant trend (red) and a nonsignif-
icant trend (black).
Figure 2.4.: Quantile regression.
sets were performed with the interpolated and gap-filled time series described in subsection 2.2.1.
Following Franzke [2013], quantile regression was performed with each of the surrogate time series.
The resulting trends were pooled. Franzke [2013] showed that the distribution of the trends in the
surrogate time series is centered around zero. Comparing the trend of the original time series with
the pool of the newly generated trends provides information whether the trend computed by quan-
tile regression is significant or not. With the level of significance set to α = 0.1, a trend detected
in the quantiles of the original time series is considered statistically significant if it lies outside the
5-95 % interval of the pooled trends (fig. 2.4b).
A diﬃculty with this method may arise if not enough surrogate time series are created to assess the
significance of the trend. However, the centering around zero for the pooled trends was checked
before proceeding with the analysis, and 500 surrogate data sets yielded satisfactory results. On the
other hand, one large advantage of this method is that all data could be used and not only data above
or below a predefined threshold [Franzke, 2013].
For the analysis performed here, the original MatLab code by Franzke [2013] was used. Quantile re-
gression was computed using a MatLab code by Grinsted [2011], based on the quantile regression
algorithm by Koenker and Hallock [2001].
2.2.6. Testing for Changes in seasonal Cycles: Wavelet Analysis
As discussed in section 2.2.2, a time series can be decomposed in a trend, a seasonal component and
noise. Wavelet analysis concentrates on separating the superposed cycles present in a time series.
The major advantage of wavelet analysis opposite to Fourier transform alone is that the first yields
20 2.2. Time Series Analysis
Figure 2.5.: Morlet mother wavelet as used for wavelet transform with a wavenumber of 6 and
a real (-) and a complex (- -) part [source: Torrence and Compo, 1998]. Left: Morlet
wavelet in time space, Right: Morlet wavelet in frequency space.
results in time as well as in the frequency space [Trauth, 2010]. Wavelet analysis reveals which fre-
quency of a cycle, say a typical annual cycle with a frequency of 1, is present where in the time series,
e.g. only during the first half. In this example, Fourier transform would only reveal that a seasonal
cycle of the frequency 1 is present somewhere in the time series.
A wavelet is a function that is localized specificly in time and in frequency domain in contrast to sine
or cosine waves used for Fourier transform. A sine or cosine wave is localized in frequency space, as
it has a particular frequency, but it continues infinitely, hence it is not localized in the time domain.
A wavelet also has a specific frequency in the center, but oscillates to zero on the edges, resulting in
a localization also in the time space. This diﬀerence makes it suitable for detecting frequency and
position of seasonal cycles in a time series.
The principle of wavelet analysis is to scale the wavelet to diﬀerent center frequencies that are each
translated along the time series. The convolution of the wavelet with the original time series pro-
vides information on how well the wavelet with the particular frequency correlates with the time
series at a certain point [Glover et al., 2011]. A high correlation means a high power of the particular
frequency. The scaling serves to test diﬀerent frequencies, that is to find seasonal cycles that diﬀer
in length of the period.
One drawback of the method is that wavelet analysis requires a complete and regularly spaced time
series [Trauth, 2010]. Thus, the gap-filled and interpolated time series was used. However, as there is
no alternative and only modified time series that do not vary too strong in variance and mean were
considered, this shortcoming was accepted.
Furthermore, the selection of the right wavelet is not trivial. Following the recommendations of
Torrence and Compo [1998], a Morlet mother wavelet Ψ (fig. 2.5) with a wave number of 6 was chosen
which is defined as (2.9):
Ψ(x) = exp(−0.5x2)× cos(5x) (2.9)
The Morlet wavelet is nonorthogonal and complex as recommended for the use with time series,
has an acceptable band width in both freuency and time space and a shape that reflects the main fea-
tures of the time series [Torrence and Compo, 1998]. The mother wavelet was then scaled between
the frequency of a half-year cycle and the length of the time series with a stepsize of 0.25.
For the wavelet analysis, the MatLab code by Torrence and Compo [2004] was applied. The time
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series was padded with zeros at the end as recommended by Torrence and Compo [1998] to the next
length of a power of 2 (here 210) to reduce edge eﬀects and accelerate the FT. It was standardized by
subtracting the mean and dividing by the standard deviation before analysis. A continous wavelet
transform was performed as it yields smoother results compared to a discrete wavelet transform.
Wavelet analysis does not only yield qualitative results but can be tested statistically for significant
cycles present in the time series. Torrence and Compo [1998] suggested testing against a series of red
or white noise to decipher the major seasonal components. Here, a red noise spectrum was chosen
as the autocovariance of the time series did not equal zero as required for a white noise spectrum.
There is one other restriction for significant areas in the wavelet power spectrum plot, the so called
cone of influence. Edge eﬀects may occur at the beginning and the end of the time series, with ex-
tending length at lower frequencies. The cone of influence marks the area where the wavelet analysis
shows valid results [Torrence and Compo, 1998].
2.3. Set-up of the 1D Box Model
2.3.1. General Set-up
Trace gas concentrations of nitrous oxide and methane were simulated in the mixed layer of the
time series station Boknis Eck (BE) with a simple 1D box model and compared to meaurements in
the period of 2005-2012 (N2O) resp. 2006-2012 (CH4). The goal was to identify relevant processes
that influence the seasonal variability of these gases. The relevant processes for nitrous oxide and
methane were diﬀerent, so the model set up for both gases is similar for the physical but diﬀerent
for the biogeochemical processes. The measured concentration profiles for the trace gases at BE
showed an increase with depth for both gases, but the variation for methane was stronger (fig. 2.6).
N2O had a more homogeneous profile. Hence, the concentrations of nitrous oxide were modelled
in the surface mixed layer (MLD) whereas the concentrations of methane only account for a depth
of 1 m (surface layer), as concentrations were not homogeneously distributed in the mixed layer.
The general model set-up is similar to the model of seasonal variability of methane and nitrous ox-
ide in the Arabian Sea [Bange, 2004]. The temporal variability of the concentrations in the respective
depth (∂Cw/∂t) was simulated as (2.10):
∂Cw
∂t
= (
∂Cw
∂t
)ase + (
∂Cw
∂t
)mix +∑(
∂Cw
∂t
)sp (2.10)
( ∂Cw∂t )ase stands for the air-sea gas exchange across the ocean-atmosphere interface, (
∂Cw
∂t )mix is the
change in concentration through upward mixing from the subsurface layer and the last term ( ∂Cw∂t )sp
stands for the sum of specific source and sink processes in the mixed layer.
The air-sea gas exchange is modeled here by the quotient of flux density F divided by the mixed layer
depth MLD with (2.11):
(
∂Cw
∂t
)ase =
F
MLD
(2.11)
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Figure 2.6.: Mean profile of measured concentrations at BE during July 2005- September 2012
The flux density is driven by the diﬀerence in actual concentration Cw and equilibrium concentra-
tion Ca in sea water and is further influenced by the gas transfer coeﬃcient kw(u) in dependence of
wind speed (equ. (2.12)):
F = kw(u) · (Ca − Cw) (2.12)
The equilibrium concentration Ca was calculated as the product of Bunsen solubility and dry mole
air fraction (2.13).
Ca = β(T, S) · x′ (2.13)
The Bunsen solubility is a function of temperature T and salinity S, and was calculated according to
Weiss and Price [1980] for nitrous oxide and Wiesenburg and Guinasso [1979] for methane.
The transfer coeﬃcient was used to parametrize the air-sea gas exchange dependent on wind speed.
Three diﬀerent parametrisations were applied. The parametrisation of Liss and Merlivat [1986] is a
relationship between wind speed and transfer coeﬃcient which is divided into three linear functions
(LM86). The slope of the three functions increases with wind speed, as gas exchange increases from
the smooth regime (0-3.6 m/s), to the rough (3.7-13 m/s) and bubble regime (>13 m/s) ((2.14)).
kw = 0.17·u10 · ( Sc600 )
2
3 for u ≤ 3.6
kw = (2.85·u10 − 9.65) · ( Sc600 )
1
2 ) for 3.6<u ≤ 13
kw = (5.9·u10 − 49.3) · ( Sc600 )
1
2 ) for 13<u
(2.14)
As the relationship is normalized for CO2 exchange at a temperature of 20◦C, it had to be adapted
to the particular gas. This is done by multiplying with the Schmidt number Sc of the particular
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Figure 2.7.: Parametrisations of transfer velocity dependent on wind speed used in the 1D Box
Model of Boknis Eck: the tri-linear relationship of Liss and Merlivat [1986], the
quadratic relationship of Wanninkhof [1992] and the cubic relationship of Wan-
ninkhof and McGillis [1999].
gas to the power of an empiric exponent. The Schmidt number is calculated as the quotient of the
kinematic viscosity of sea water and the diﬀusion coeﬃcient. The diﬀusion coeﬃcient of methane
was computed according to Jähne et al. [1987], the one for nitrous oxide according to Broecker and
Peng [1974].
The second relationship was the cubic relationship of Wanninkhof [1992](W92), derived from wind-
wave tank experiments and calibrated with field data (2.15). This relationship referred to steady winds.
The relationship is valid for CO2 exchange at 0◦C, and had to be scaled according to the present
temperature and gas as above.
k′w = 0.31 · u210 · (
Sc
660
)
1
2 (2.15)
The third parametrisation of the transfer coeﬃcient was taken from Wanninkhof and McGillis [1999]
(WMcG99), which parametrises air-sea gas exchange for steady and short term winds combined (2.16).
Again, the transfer coeﬃcient had to be adjusted as decribed above.
k′w = 0.0283 · u310 · (
Sc
660
)
1
2 (2.16)
The second part of equation 2.10, ( ∂Cw∂t )mix , is computed as the diﬀerence in concentration between
the surface Cw and the subsurface layer Cssl scaled to the fraction of the change in mixed layer depth
MLD from one time step to the next (2.17).
(
∂Cw
∂t
)mix = (Cssl − Cw(t)) · ∆MLDMLD(t) + ∆MLD (2.17)
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The concentration after one time step (∆t=0.5 days) was then calculated as the sum of the previous
concentration and the change in concentration during the particular time step (2.18).
Cw(t+ ∆t) = Cw(t) + ∆Cw
with ∆Cw =
F
MLD
· ∆t+ ∆Cmix + ∆Csp
(2.18)
The first measured concentration for each gas in the mixed layer was chosen as initial condition.
Therefore, the concentrations across the mixed layer were averaged for nitrous oxide. As for methane,
only the concentrations for the surface layer of 1m were simulated, these were chosen as initial con-
ditions.
Results of the simulation are represented as concentrations and as saturations in percent, with Cw
as the present concentration in the mixed and surface layer respectively at time step t and Ca the
corresponding equilibrium concentration (see eq. 2.1). The concentrations and saturations were
compared with actual measurements in that period and saturations computed with measurement
data. For N2O, the whole mixed layer was considered and concentrations used for comparison were
averaged over the mixed layer. The methane profiles showed variations independent from the mixed
layer depth, so simulations were compared and fitted to surface (1 m) concentration measurements.
2.3.2. Input Data
Mixed layer depth was determined by a specificly developed criterion in the depth profiles at BE
during the simulated period. Based on temperature and salinity profiles (CTD, conductivity, tem-
perature, depth), the density was calculated using the UNESCO [1981] international equation of State
of Seawater. Derived from the density profiles, a density gradient of 0.8 kg/m4 was coincident with
the location of the pycnokline in the profiles. In few cases (<10%), the mixed layer boundary was not
reproduced accurately and was adjusted using the CTD profiles as reference. Mixed layer criteria
from Kara et al. [2000] or de Boyer Montegut et al. [2004] did not yield accurate results in agreement
with the CTD profiles.
Temperature, salinity, oxygen, ammonium and chlorophyll a data were obtained from the BE time
series described above. The concentrations of the subsurface layer were taken from the BE time se-
ries as well, but were averaged below mixed layer depth for the N2O-model.
Air mole fractions of both gases were needed to calculate the equilibrium concentrations. Both were
taken from time series measured in Mace Head, Ireland. These data are part of the Advanced Global
Atmospheric Gases Experiment and are available online via http://agage.eas.gatech.edu/data.htm (re-
trieved July 2013). Although the station BE and Mace Head are approx. 1600 km distant, air mole
fractions were assumed to be comparable. In a study of Bange et al. [1998], mole fraction data of the
Southern Baltic Sea were compared with the data from Mace Head and proved agreement in a range
of 0.02 ppm for methane and 2 ppb for nitrous oxide.
The wind data was obtained from the German Weather Service (DWD) from the station Kiel Light-
house. The distance to BE is approximately 20 km, but is assumed to reflect the wind speed over
open water at BE. As the measurements were taken at the Kiel Lighthouse station in 34 m above sea
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level (until 2007 in 18 m), the wind speed had to be normalized to 10 m as required for the air-sea
gas exchange parametrisiation. The logarithmic law of wind speed allows the adaptation of the wind
speed uz in altitude z to 10 m above sea level according to equation 2.19 [Roedel, 2000]:
u10 = uz · κ√
cd
· 1κ√
cd
+ ln( z10 )
(2.19)
κ is the Karman-constant (0.41), cd the drag coeﬃcient 1.3 · 10−3 [Roedel, 2000], z is the altidute
above sea level where windspeed was measured.
All input data were interpolated linearly to a regular grid of a time step of 12 hours before simula-
tion. Figures illustrating the input data are provided in appendix B.
2.3.3. Processes specific for Nitrous Oxide
For the third term in equation 2.10, specific processes to N2O were implemented. Crucial for im-
plementing processes are turnover rates that allow estimations on the change of concentration over
time. If possible, these rates were calculated by actually measured data at BE. However, if that was
not possible, parameter estimation for the rates as described in section 2.3.5 was applied.
Two diﬀerent model set-ups were compared here, that are based on diﬀerent assumptions. They
diﬀer mainly in the location of N2O production. The first model includes a mean, homogenous
production rate that is derived from actual measurements. The second one assumed production
only below the mixed layer, with N2O diﬀusion upwards.
The first model assumes that N2O is produced by nitrification and denitrification homogeneously
in the water column. This is implemented by a segmented linear relationship between the apparent
oxygen utilisation rate (AOU) in the bottom water and the mean N2O production in the water col-
umn.
AOU is calculated as follows (2.20) from measured (meas) and saturation (sat) concentrations:
[AOU] = [O2]sat − [O2]meas (2.20)
For implementing the eﬀect of denitrification and nitrification in the model, AOU is not related to
a concentration but to a production rate, as information on the change of concentration over time
is needed. This rate is calculated as the diﬀerence in concentration between two measurements ti
and ti−1 plus the amount of N2O that is lost by air-sea gas exchange in between. Therefore, a mean
flux is calculated as described in section 2.3.1 and added to the concentration diﬀerence (2.21).
∆Cw(t) =
N2Oti − N2Oti−1 + N2O f lux
ti − ti−1 (2.21)
Eight measurements under high oxygen conditions, that are already covered by the ventilation peak
implementation (see below) and one very high and two very low production rates were excluded. The
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Figure 2.8.: Segmented linear regression to describe mean N2O production in the water col-
umn relative to the bottom water apparent oxygen utilisation (AOU). Measurements
marked in grey were excluded either because they are outliers or because AOU was
low, indicating a ventilation event.
remaining values were divided into 4 segments (2.22):
N2Oprod = 0 for AOU<105µM
N2Oprod = 0.025 · AOU − 2.99 for 105µM ≤ AOU<117
N2Oprod = −0.032 · AOU + 9.26 for 117 ≤ AOU<288µM
N2Oprod = 0 for 288µM ≤ AOU
(2.22)
This relationship describes the mean N2O production N2Oprod in the water column per liter per
day relative to the bottom water AOU (fig. 2.8).
The second model assumed that the relevent N2O production takes place below the mixed layer.
Thus, no direct production rate is included. However, if the concentration of N2O below the mixed
layer increases, more N2O is assumed to reach the mixed layer. This process is modelled by a dif-
fusion term dependent on the concentration gradient across the mixed layer boundary and an es-
timated diﬀusion coeﬃcient (see section 2.3.5). The diﬀusion flux density J is simulated by using
Fick’s first law of diﬀusion (2.23) with a diﬀusion coeﬃcient D and the concentration gradient ∂cw∂z .
J = −D · ∂cw
∂z
(2.23)
A further process that both N2O models include is enhanced nitrification after the breakdown of
summer stratification. Schweiger et al. [2007] analysed hydroxylamine variation during one year at
BE and found that a strong pulse of nitrification occurs after the breakdown of the stratification in
fall. This enhancement of nitrification is accompanied by an increase in N2O production [Naqvi
et al., 2010]. After this breakdown, the water column becomes aerated again and with increasing
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oxygen concentrations, accumulated ammonium is oxidated very suddenly. These ventilation peaks
are modelled seperately. Conditions for a ventilation peak are a strong increase in oxygen concen-
tration in the bottom water by 1 µM per day and an ammonium accumulation in the last 30 days.
The period of 30 days was chosen as the temporal resolution of the input data was one month.
2.3.4. Processes specific for Methane
For methane, the third term in equation 2.10 is the net flux of methane from the sediment to the
surface water and the enhanced methane production after phytoplankton blooms.
The sediment flux cannot be estimated seperately, but rather as the net flux from the sediment
already taking into account the methane removed by methane oxidation in the water column. This
background flux that the constant methane gradient in the methane profiles suggested (see appendix
B) was estimated with parameter estimation. This process is assumed to influence the surface layer
only in a completely mixed water column, since this is the only time when the sediment is in contact
with the mixed layer.
The second process is based on findings of Bange et al. [2010a], who analysed the methane variation
during a year at BE and related it to chlorophyll a. Methane production rises with the sedimentation
of organic matter after a plankton bloom and the following remineralisation. The concentration of
methane increases with a lag of one month (Bange et al. [2010a]. Hence, the concentration increase in
methane at time step t is modeled as a first order kinetic based on the concentration of chlorophyll
a 30 days before at a depth of 25 m and the rate constant kCH4 (2.24).
∆Cw(t) = kCH4 · [Chl.a]t−30 (2.24)
2.3.5. Parameter Estimation
For some processes, accurate rates of change in concentration over time were missing. Therefore,
turnover rates had to be estimated with an optimisation routine. The net flux density from sediment
to the surface layer and the rate constant kCH4 (eq. 1.3) for the methane model and the production
rate during a ventilation peak for the nitrous oxide model as well as the diﬀusion coeﬃcient were
estimated with the lsqnonlin function in MatLab.
The Levenberg-Marquardt method was used as a nonlinear optimisation routine. This method is a
least-square method that minimizes the diﬀerence between the measured cmeas and the modelled
concentrations csim iteratively (2.25).
f (t) = cmeas(t)− csim(t) (2.25)
The cost function, the squared diﬀerences between modelled and measured concentrations, is then
minimized (2.26).
mint f (t) = min( f1(t)2 + f2(t)2 + ...+ fn(t)2) (2.26)
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The Levenberg-Marquardt algorithm is an eﬀective method for nonlinear data fitting problems
[Glover et al., 2011]. It starts with the method of the steepest descent to approach the minimum
in the cost function. Therefore, the gradient, e.g. the first derivation of the cost function in the
parameter space, is needed to find the direction of steepest descent. Close to the minimum, the
algorithm switches to the Gauss-Newton method. The Gauss-Newton method uses an estimation
of the Hessian matrix (the second derivative of the cost function) to find the minimum by iterating
until the following iteration does not yield an improvement anymore. The iteration equation is the
following (2.27)
pk+1 = pk − H−1 · ∇J(pk) (2.27)
with the Hessian-matrix H and the gradient ∇J at the point k to generate the point pk+1. Although
this algorithm is a fast way to approach the minimum of the cost function and find the parameter
corresponding to that minimum, it can also converge to a local minimum. To prevent such false
parameter estimations, a range of starting values is used. However, a local minimum cannot be
completely exlcuded.
The opimisation routine refers to the measured concentrations. For nitrous oxide, the concentra-
tions in 2007 and 2008 were considerably lower than in other years and were suspected to be sys-
tematicly biased. The reason for this bias is not known. Determination of the concentrations at
a diﬀerent institute yielded higher concentrations, so the concentrations used here were corrected
by linear regression between the samples measured at GEOMAR and the samples measured at the
University of Göttingen (Institut für Bodenkunde und Waldernährung).
3 Results
3.1. Long-term Trends in Time Series at Boknis Eck
3.1.1. Temperature
The time series of temperature was dominated by a clear seasonal component throughout the depth
range. However, the cycles in diﬀerent depths were not synchronous, thus a thermal gradient and
consequently a stratification in the water column occured (fig. 3.4a). During the period 1957 to 2013,
the winter months January to April exhibited a homogenously temperated water column. A thermo-
cline develops in April or May which exists until November in a depth of 10 to 15 m. Here, only the
temperature sequences in 1 m and in 25 m were analysed.
The overall mean surface temperature (1 m) was 9.8± 6.0 ◦C and had an obvious annual cycle with
a mean range of 15.3 ◦C with the highest temperature usually in August (17.8±2.4 ◦C) and the low-
est in February (2.4±1.3 ◦C, fig. 3.3a). No major reversing points were detected in the sequence. In
general, positive slopes were more frequent except for a short period of decline between 1985 and
1990. Hence, the MKT was conducted on the whole time series and reflects the mean dynamic of the
time series, although minor heterogeneties exist. The median slope was 0.18 ◦C per decade, which
is the same increase that a linear regression yielded. However, as there were heterogenous trends
for the seasons, the MKT was performed for each month individually in addition. The temperature
significantly increased only in January (0.02 ◦C per year), April (0.07 ◦C per year) and May (0.06 ◦C
per year). Exact p-values can be found in appendix A. However, the quantiles and hence the extreme
values did not vary significantly over time in a homogenous linear way. Testing for trends in the
extreme values, e.g. the 90 and 10 % quantile did yield positive tendencies for both quantiles, but
they were not significant (p> 0.05).
Wavelet analysis further confirmed the clear annual cycle, which was present throughout the whole
period. However, the strength of the cycle showed significant variations, as could be seen by the
variation in the wavelet power spectrum from 1985 on (see appendix A). These variations did not co-
incide with the gap filling. The varying strength of the cycles was also manifested in the time series
itself, where the annual temperature amplitudes diﬀer in size during this period. The temperature
distributions for August, usually the warmest month in a year, revealed that during the second half
of the series from 1985 on, both warmer and colder temperature anomalies increased in frequency
(fig. 3.1). Anomalies of up to +2.2 ◦C (1997,2003) and −2.3 ◦C (2012) occurred. As there was more
data available from 1985 on (44 opposed to 28 measurements), the histogramm has been normalized
to a probability density function to be comparable (kernel smooth, MatLab).
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Figure 3.1.: Normalized distribution (kernel smooth) of the temperature distributions in the
month of annual maximum (August). Note increasing warmer and colder temper-
atures in the second half of the time series.
The temperature in 25 m also had a strong annual cycle as the surface, but the warming pattern was
diﬀerent. Highest temperatures usually occurred in October (12.2± 1.2 ◦C), lowest during February
(3.0± 1.6 ◦C). Warming tendencies could be detected for all months, with significant warming in
the period January to April as well as for June and September. The median slopes were in the range
of 0.02− 0.04 ◦C per year, with the highest warming in April (+0.04 ◦C per year) and the lowest in
June (+0.02 ◦C per year). Exact p-values can be found in appendix A.
3.1.2. Oxygen
Oxygen concentration in 25 m depth was also dominated by an annual cycle with the highest concen-
tration in March (319.7± 52.0 µM) and the lowest in September (38.7± 44.7 µM) (fig. 3.3d). Through-
out the year, the oxygen concentrations varied in a range of 280.9 µM with a mean concentration of
183.5± 116.9 µM.
Negative slopes prevailed during the whole period 1957 to 2013, there were only two minor periods
with more frequent positive slopes in 1963-1974 and 1987-1993. But as the mean tenendcy was neg-
ative, MKT was performed for the complete series as it still reflected the mean dynamic. Oxygen
concentrations were found to be decreasing with a median slope of −0.9 µM per year. To better
resolve the trends for the single months, the MKT was conducted for each month individually. A
significant decreasing trend could be detected in January and for the summer months from April to
September in a range of −0.5 µM per year (July) and −0.8 µM per year (April). Exact p-values can be
found in appendix A. The concentrations of the 10 % quantile significantly decreased as well, with
a similar intensity of −0.78 µM per year. The decrease in the 90 % quantile was not significant, but
had a decreasing tendency.
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Figure 3.2.: Frequency of months with suboxic events (<10 µM) during five year periods in 25 m
depth at BE. Note that gaps were present in 1975-1979 and 1983-1985.
No anoxic event was deteced before August 1989, when anoxic conditions prevailed until October
in that same year. During the 1990ies, anoxic events were detected only in October 1992. During
the first decade of the 21th century, 4 years showed anoxic events. In September 2003 and October
2007, anoxic events lasted one month, in 2002 and 2005 two months, both September and October.
A similar increase in frequency occurs for suboxic (<10 µM) events (fig. 3.2).
Concerning the seasonalities, an annual cycle dominates the variation of oxygen concentrations
within one year, as indicated by the the wavelet power spectrum as well as the global power spec-
trum. Variations in the amplitudes were present throughout the whole period.
Oxygen saturation in 25 m depth also showed strong seasonal variations (time series see appendix A),
and the mean decreasing tendency was present in the saturations as well. MKT performed monthly
yielded significant decreases in January, April, May, July and September in a range of −0.26 % per
year (January) to −0.47 % per year (July).
3.1.3. Salinity
The salinity in 25 m depth displayed strong fluctuations, but did not have a regular annual cycle
such as temperature or oxygen. The mean salinity was 26.6± 2.0 psu and varied in a mean range of
2.9 psu. In average, the lowest salinity was present in March (20.1± 2.0 psu) and the highest in Au-
gust and September (23.0± 1.9 psu and 23.0± 1.5 psu), but there was variation in the timing of the
maxima and minima. The salinity has rarely been homogenous throughout the water column, with
the highest diﬀerences between surface and bottom in the summer months from March to October.
Consequently, a halocline develops in a depth between 10 and 20 m at that time of the year (fig.3.4c).
The slopes did not vary strongly over time, so the time series was analysed completely. No significant
trend was detectable with the seasonal MKT for salinity in the period from 1957 to 2012. However,
the months March and April showed a small increase in salinity of 0.04 psu (March) and 0.06 psu
(April) per year which was significant. Negative tendencies were present in the period between July
and October, but these were not significant. All other tendecies were positive but also not signifi-
cant. Testing for a trend in extreme values revealed a nonsignificant decreasing tendency in the 90 %
32 3.1. Long-term Trends in Time Series at Boknis Eck
Te
m
pe
ra
tu
re
 (°
C)
 
 
Jan60 Jan65 Jan70 Jan75 Jan80 Jan85 Jan90 Jan95 Jan00 Jan05 Jan10
−5
0
5
10
15
20
25
Interpolated TS
Observations
Modelled TS
(a) Temperature (1 m)
Ch
lo
ro
ph
yll
 a
 (µ
g/L
)
 
 
Jan60 Jan65 Jan70 Jan75 Jan80 Jan85 Jan90 Jan95 Jan00 Jan05 Jan10
0
10
20
30
40
Interpolated TS
Observations
(b) Chlorophyll a (10 m)
Se
cc
hi
 D
ep
th
 (m
)
 
 
Jan80 Jan85 Jan90 Jan95 Jan00 Jan05 Jan10
2
4
6
8
10
12
14
Interpolated TS
Observations
(c) Secchi Depth
O
xy
ge
n 
co
nc
. (µ
M)
 
 
Jan60 Jan65 Jan70 Jan75 Jan80 Jan85 Jan90 Jan95 Jan00 Jan05 Jan10
0
100
200
300
400
Interpolated data
0.9/0.1 quantile fit
95% C.I.
Median Replacement
(d) Oxygen (25 m)
Sa
lin
ity
 (p
su
)
 
 
Jan60 Jan65 Jan70 Jan75 Jan80 Jan85 Jan90 Jan95 Jan00 Jan05 Jan10
15
20
25
30
Interpolated data
0.9/0.1 quantile fit
95% C.I.
Median Replacement
(e) Salinity (25 m)
Figure 3.3.: Time series at Boknis Eck for selected parameters. Oxygen and salinity had sig-
nificant trends in quantiles, which are shown here. Other parameters did not have
significant trends in quantiles. Time series of other parameter discussed in the
text can be found in appendix A. Note varying time spans (x-axis) for diﬀerent time
series.
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quantile as well as a significant increase in the 10 % quantiles (+0.025 psu per year) (fig. 3.3e).
Striking was also the ceasing of the annual cycle from 1988 on, as indicated by the wavelet power
spectrum (fig. 3.8b). The annual cycle appeared with varying strength until 1988 with only a minor
break in the late 70ies. After that date, they only reoccured in 2 years in the first decade of the 21th
century. In general, the global power spectrum indicated an annual cycle and a less pronounced
half-year cycle, which was present occasionally throughout the whole period.
3.1.4. Density Gradient
The density gradient showed clear seasonal variations with minima during winter and maxima dur-
ing summer months. Significant trends could be found for three months, but not for all 12 seasons
together with a seasonal MKT. The highest significant increase was found in April, when the gradi-
ent rose by 0.002 kg/m4 per year (fig. 3.6). Significant negative but weaker trends were detected in
July and October (both −0.001 kg/m4 per year).
3.1.5. Phosphate
The phosphate concentration in 10 m depth displayed a regular seasonal dynamic throughout the
whole sequence. During the winter months December to February, the highest concentrations
(0.82± 0.32 µM) were present. Phosphate concentration declined during the summer months to
a mean minimum of 0.08± 0.1 µM in May. During the summer months April to July, the mean as
well as the variations between years are smaller with 0.12± 0.15 µM.
Phosphate was the only series where the standard deviation fluctuated intensively after the gap fill-
ing from 1967-1979 and 1983-1986. Hence, for the MKT, only the time series starting on January 7th,
1986, is used. No major trend breaking points occurred in this period. The seasonal MKT did not
yield a significant trend for all months. Testing for trends individually revealed negative trends for
the winter months December to March as well as in September. The strongest decrease was detected
in December (−0.03 µM per year), the weakest in September (−0.007 µM per year). To compare the
nutrients among each other, the concentrations during the winter months December, January and
February were averaged and linear regression was performed (fig. 3.7a). The slope of the regression
line was −0.095 µM per year.
The global power spectrum and the wavelet power spectrum of the period 1986 to 2012 indicated
a pronounced annual cycle as the main seasonal compound. However, the amplitudes diﬀered
in strength. In 1998 and 2004, the annual cycles were least pronounced, in 1991-1994 they were
strongest. This is in accordance with the time series of 10 m, where the highest and lowest peaks
were found in the same years, respectively.
The phosphate concentration at 25 m near the sediment also showed a seasonal cycle according to
the global power spectrum, but the seasonal variation diﬀered strongly from the one at 10 m depth.
The yearly maximum in 25 m depth was in October (4.0± 4.1 µM), not in January as in the 10 m
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(a) Temperature
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(c) Salinity
Figure 3.4.: Average seasonal cycles at Boknis Eck for selected parameters (1). Monthly means
from 6 standard depth (black dots) were interpolated linearly.
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(a) Chlorophyll a
(b) Ammonium
(c) Phosphate
Figure 3.5.: Average seasonal cycles at Boknis Eck for selected parameters (2). Monthly means
from 6 standard depth (black dots) were interpolated linearly.
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Figure 3.6.: Density gradient between surface and bottom water in April calculated from mea-
surements (·), linear regression (-) and 95 % confidence interval (- -).
time series (fig. 3.5c). Here, the phosphate concentrations were in average 0.95± 0.72 µM throughout
the year except for the months September and October. During these months, the concentration is
elevated to 3.7± 3.4 µM, which is considerably higher than the maxima in 10 m depth. The ele-
vated concentration in these months are coincident with the lowest oxygen concentrations during
the curse of one year. Negative trends in phosphate concentrations were present in the winter and
spring months January to April in a range of −0.01 to −0.03 µM per year for the whole period. A
decrease of −0.1 µM per year was present in the September data, which is of one magnitude higher
as the other significant trends.
The wavelet spectrum further indicated that the seasonal cycle, although being present the whole
time, was only significant in a few shorter periods (fig. 3.8c). These periods were 1986-1994 and
2000-2007. Shorter frequencies in the range of quarter- to half-year-cycles were detected by wavelet
analysis in 1993, 2003 and 2006.
3.1.6. Nitrate
The seasonal dynamic of the nitrate concentration at 10 m was similar to the dynamic of phosphate
concentration in the same depth. Nitrate concentrations were highest in the winter months Decem-
ber to February with the highest concentrations in February (8.1± 3.7 µM). The mean concentration
in the winter months throughout the period was 5.6± 4.2 µM.
The cumulated slope indicated that the mean dynamic was a decreasing tendency without major
breakpoints. MKT was performed for the months individually as the winter months showed higher
variances in concentrations than the summer months. Nitrate concentrations decreased signifi-
cantly between December and April for the period 1992 to 2012. The decrease was strongest in
February with a decrease of −0.3 µM per year. For the winter months DJF, linear regression yielded
a decrease of −0.16 µM per year (fig. 3.7b)
The global power spectrum further shows a significant half-year and a significant annual cycle. The
wavelet power spectrum revealed that the half-year cycle was only present in some years, e.g. 1982,
1986 and 1994. The annual cycle was continuously evident until 2003, then declined and reappeared
less intense in 2007 (fig. 3.8d).
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Figure 3.7.: Linear regression and 95 % confidence interval of the mean concentrations of nu-
trients in December, January and Febuary (DJF mean, depth=10 m)
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3.1.7. Nitrite
The nitrite concentration in 10 m depth showed a similar seasonality as the nutrients described
above. During the summer months April to September, the concentration was in average in the
range of 0.05− 0.01 µM with the highest concentration of that period in June (0.12± 0.25 µM) and
the lowest in September and October (both 0.05± 0.03 µM). However, during the winter months
in January and February, the concentration was on average the highest during each year, with mean
concentrations of 0.54± 0.28 µM.
Although the concentration showed large fluctuations especially during the winter months, no ma-
jor breakpoints were detected and the MKT was performed using the complete time series. No
homogeneous trends could be detected for all seasons, hence the months were tested individually
for a longterm trend. A significant downward trend was evident in January (−0.016 µM per year),
March (−0.022 µM per year) and April (−0.0025 µM per year). A negative tendency in February was
present (−0.015 µM per year), but was not significant. The linear regression for the winter months
DJF showed a decreasing trend of −0.0085 µM per year (fig. 3.7c).
The nitrite concentrations are dominated by an annual cycle and a minor half-year cycle, as the
global power spectrum indicated. The annual cycle was present during the period 1986 to 2002 and
then stopped with a short reoccurrence in 2007 to 2009 (fig. 3.8e). The biannual cycles did not occur
very often, e.g. in 1989, 1998, 2000 and 2008.
3.1.8. Ammonium
Ammonium concentration in 10 m depth displayed a similar seasonal cycle as the other nutrients
in the same depth with higher concentrations during the winter months December to February
and lower concentrations during summer. The mean concentration of the three winter months was
2.28± 1.46 µM. During the summer months, the concentrations were in a mean range of 0.44±
0.45 µM (October) to 0.87± 1.73 µM (March).
For the MKT, only the time series after 1986 were considered, as there was a too long gap in which the
concentrations seem to increase first before decreasing again. Again, no homogenous trend could
be detected for the series including all months, so the months were tested individually. Decreasing
trends were present in the months of January to April. The trends lay within a range of−0.01 µM per
year (April) and−0.12 µM per year (February). In August, a significant increasing trend was detected
(0.004 µM per year). If a linear trend is assumed for the year to year variation of the winter months
DJF, the decrease is −0.14 µM per year (fig. 3.7d). The global wavelet spectrum is dominated by a
clear annual cycle and a biannual cycle at the border of significance. As with nitrite described above,
the annual cycle stopped in 2003, but did not reoccur here (fig. A.11f). Shorter cycles were present in
1986, 1993 and 2005.
The ammonium concentration in 25 m depth showed a diﬀerent seasonality. In general, the mean
concentration of 4.84± 5.07 µM is higher as in 10m, where it is 0.90± 1.46 µM. Furthermore, the sea-
sonal cycle had its yearly maxima on average in May (7.70± 6.30 µM) and in October (9.81± 10.8 µM),
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Figure 3.8.: Wavelet power spectra of selected nutrients from time series station Boknis Eck.
Black lines surround significant areas at the 95 % level against red noise. In areas
below the cone of influence (conic black line), edge eﬀects might occur, these areas
are not considered for further evaluation. Please note the diﬀerent time spans for
temperature and salinity.
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and not during the winter months as it was the case in 10 m depth (fig. 3.5b).
Trends were again only evaluated for the period after 1986 and were tested individually as well as
there was no homogenous trend for all seasons present. However, none of the trends was significant.
The global wavelet spectrum revealed a minor biannual cycle, the annual cycle is below the border
of significance. The biannual cycle is significant only in a few years such as in 1991, 1994, 1997-1999
and in 2000-2006. The annual cycle is present only around 2002 to 2005.
3.1.9. Chlorophyll a
The mean yearly distribution of the chlorophyll a concentration in the water column displayed clear
seasonal variations (fig. 3.5a). Throughout the water column, the concentrations were highest in
March (see below). In opposite to this spring peak, the maximal values for the second maximum in
a year were more diversely distributed among the months August to December and hence the max-
ima could not be dated to a single month. The time series is segmented in two main parts, ranging
from 1960-1975 (I) and 1988-2012 (II). These series diﬀered considerably in mean chlorophyll a con-
centrations and were therefore analysed seperately (fig. 3.3b). During the first series (I), chlorophyll
a concentrations were on average 5.57± 6.39 µg/L. In series II, the average concentration was lower
with 2.85± 2.20 µg/L. However, the average seasonality did not change, as the highest mean concen-
trations in both series were detected in March and during a second maximum in fall. The lowest
concentrations per year were most often found in January, which were 1.86± 1.82 µg/L for series I
and 1.30± 0.8 µg/L for series II.
The two parts of the time series were separately tested for trends with the MKT. Chlorophyll a con-
centrations in series I did show a homogenous tendency, but no significant trend could be detected.
For series II, the hypothesis of homogeneous trends had to be rejected, the months were analysed
individually. Concentrations were rising significantly in Febuary with an increase of 0.06 µg/L. Ten-
dencies for December and January were increasing as well, but not significant. Significant negative
trends were detected in April (−0.11 µg/L per year), May (−0.04 µg/L per year), July (−0.04 µg/L per
year) and October (−0.23 µg/L per year). In the trends of the extreme values, e.g. the 90 %-quantile,
a significant trend was detected for series II. The quantile is decreasing with −0.12 µg/L per year,
which is twice as high as the median decrease computed with Sen’s slope.
The global wavelet spectra (see appendix A) for both series did not show a clear dominating cyclic-
ity in chlorophyll a concentrations. In the first series, periodicities of a quarter to half a year were
significant. However, the wavelet spectrum of this first series showed that these cycles were only
present in few years, 1967, 1972 and 1975. The second series exhibited a significant half-year cycle,
which was only present in 1993 and 1995-1997.
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3.1.10. Secchi Depth
Secchi Depth displayed fluctuations throughout the whole period from 1986 to 2013 (fig. 3.3c). The
mean Secchi depth was 6.8± 1.8 m with a mean amplitude of 2.13 m. The shallowest Secchi depth
usually occurs in March (6.1 m), the deepest in January (8.2 m).
No major breakpoints were detected during the observed period. Since no heterogeneity among
the seasons was detected, the MKT was performed for all seasons at one time. Although a negative
median slope was present, this was not significant (p= 0.9). However, events with extremely deep
Secchi depths decreased meaning that extreme turbidity events increased. The quantile regression
of the 90 % quantile indicated a decrease of 0.08 m per year.
The global power spectrum did not reveal a dominant cycle, but periodicities of one and half a year
were evident. However, the wavelet spectrum indicated that these were present only in 1986-1990
and 1996-1999.
3.2. Simulation of N2O Concentrations
3.2.1. Comparison between Simulation and Measurements
The two diﬀerent implementations in the N2O model led to high diﬀerences in the simulated con-
centrations. The model without directly implemented N2O production in the mixed layer (model
1) produced results with substantially lower residuals than the N2O model with implemented pro-
duction rates (model 2).
The simulation without implemented N2O production (model 1) showed overall acceptable agree-
ment with the measured concentrations and saturations calculated from measurements, but still
some biases existed. The simulated concentrations (fig. 3.9a) and saturations in model 1 (fig. 3.9b)
reflect the measurements within the range of their standard deviation, except for single underesti-
mations (e.g. 2008, end of 2005) or overestimations (e.g. summer 2008, summer 2010). The mean
concentration in the three diﬀerent parametrisations with a range of 12.89− 12.99 nM were only
slightly lower than the measured mean concentration 13.01± 3.0 nM. The simulation is in aver-
age within the range of the standard deviation of the measurements. The variability in the model
reflected the seasonality of the concentrations in the measurements. Concentrations were usually
highest during winter and lowest in summer.
The diﬀerences between model and measurements (residuals) reflect the model quality. The parametri-
sation with the lowest sum of residuals was LM86, followed by W92 and WMcG99. The abso-
lute mean errors were 1.65 nM (W92 and WMcG99) and 1.69 nM (LM86) and thus were 13.0 %
and 12.7 % of the mean measured concentration. Also the fluxes, although in average negative
for all three parametrisations, diﬀered among the three parametrisations. The highest flux den-
sity out of the water was calculated for W92 with −0.0566 nmol/s/m2, followed by WMcG99 with
−0.0516 nmol/s/m2 and the lowest flux density was detected in LM86 with−0.0311 nmol/s/m2. The
diﬀerence of 0.0255 nmol/s/m2 between the highest and the lowest flux density represents 45.2 % of
the W92 flux (see also fig. 3.9c).
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The residuals of the model were homoscedastically distributed with respect to time. With respect to
the concentration, residuals were negative for low and positive for higher concentrations. They were
homoscedastically distributed for measured concentrations in the range of approx. 8− 13 nM/L.
The model with N2O production directly implemented (model 2) overestimated the concentrations
throughout the whole simulated period. Mean simulated concentrations of 14.25 nM were higher
than the measured mean concentration of 13.01± 3.0nM. The same applies to the saturations, which
were overestimated with 123.03 % compared to measured 115.83 %. The residuals were mainly pos-
itive and not homoscedastically distributed.
3.2.2. Parameter Estimation
Parameters for the two N2O models were estimated with an optimisation routine. For the model
with implemented production, only the rate of N2O production after the breakdown of summer
stratification (ventilation peak) was estimated. The rate was estimated to be 0.324 nM/∆t (∆t=0.5
days) with a range of −0.38 to 1.03 nM/∆t. This was only done for the parametrisation LM86, as the
residuals were substantially higher than for the model without direct production (model 1).
For the model without direct N2O production in the mixed layer, the ventilation rate was estimated
for three diﬀerent air-sea gas exchange parametrisations. The results including the estimated pa-
rameters and confidence intervals for the N2O model are listed in table 3.1. The estimated venti-
lation rates ranged from 0.45− 1.46 nmol/L/∆t N2O production, which is 0.90− 2.92 nmol/L per
day (∆t=0.5 days). The rates increased with the diﬀerent parametrisations from LM86 to W92 and
WMcG99 by approximately threefold. The 95 %-confidence intervals of the estimations are in the
same magnitude as the rates.
3.2.3. Seasonal Variability of the Sources and Sinks of N2O
As the model with directly implemented N2O production did yield considerably higher residuals, it
is not included further here. Sources and sinks are presented here for the LM86 parametrisation, as
this was the one with the smallest residuals.
The seasonality of N2O concentrations displayed a clear seasonal cycle. Concentration was highest
in late winter and early spring and lowest during late summer. The surface water was supersaturated
with N2O in the summer months and only occasionally undersaturated during winter months, e.g.
in winter 2008/2009 and 2009/2010. In fall, coincidental with the breakdown of the summer strati-
fication, concentration as well as saturation rises sharply for short time periods. These peaks were
usually the highest concentrations respectively saturations simulated per year.
Four main processes influencing the N2O concentration in the mixed layer were present. The pro-
cesses that mainly acted as sources were N2O diﬀusion into the mixed layer and enhanced N2O
production during ventilation peaks as well as upward mixing of N2O from the subsurface layer (fig.
3.10a). The major sink was the emission to the atmosphere (fig. 3.10b), diﬀusion acted partly as a
minor sink. In general, the input of N2O to the mixed layer was balanced by the output.
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Figure 3.9.: Comparison of model 1 simulations (lines) and measurements (black dots)
±standard deviation. Model 1 assumed N2O production only below the mixed
layer. The three model simulations represent the three air-sea gas exchange
parametrisations of LM86 (red), W92 (green) and WMcG99 (blue).Abbreviations:
conc.=concentration, sat.=saturation, flux dens.=flux density.
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The main input process was N2O diﬀusion from the subsurface layer to the mixed layer. This diﬀu-
sion input was usually highest during summer and fall and smallest in winter and spring (fig. 3.10c).
In June and July, N2O diﬀusion from the subsurface layer could account for more than 97 % of the
total input. In July, N2O input to the mixed layer was generally highest.
However, N2O production during the breakdown of the stratification dominated the source pro-
cesses for short periods in fall or winter. In November, the N2O production during ventilation peaks
account 100 % of the concentration input per time step. Upward mixing only played a minor role,
mainly in spring and summer months. N2O input due to flux occurred in average in single months,
e.g. October, January and February, but always below 0.05 nM per ∆t.
Sinks were in average highest during July. The flux to the atmosphere acted as a major sink and
accounted for 100 % of the output of the mixed layer between March and September (fig. 3.10d).
Throughout the year, diﬀusion out of the mixed layer played a minor role and occured only in
September to February with contributions below 0.01 nM/∆t.
3.3. Simulation of CH4 Concentrations
3.3.1. Comparison between Simulation and Measurements
The comparison between the measured and simulated concentrations (fig. 3.11a) resp. saturations
(fig. 3.11b) showed an overall good agreement. The simulation reflects the measured concentrations
and their variations except for few exceptions. During single events in fall, the concentrations were
underestimated in the model. The mean concentrations calculated with the three parametrisations
were in a range of 14.61 to 15.46 nM and hence lower than the mean measured concentration of
15.4± 2.2 nM. Still, the concentrations were within the range of the standard deviation of the mea-
surements.
Comparable to the N2O model, the simulated concentrations diﬀered among the applied parametri-
sations for air-sea gas exchange. However, the best fit in the CH4 model was reached with the
parametrisation LM86. Here, the total sum of residuals was 2334.6 nM. The simulation that was
most distant to the measurements was the simulation with the parametrisation W92 with a sum of
residuals of 2970.3 nM. The mean errors were distributed accordingly among the three parametrisa-
tion with the lowest, 2.72 nM, for LM86 and the highest, 3.91 nM, for W92. The absolute errors that
account only for the absolute discrepancy did not diﬀer largely and ranged from 6.12 nM (LM86) to
6.69 nM (W92). This is approx. 40 % of the total mean measured concentration.
The fluxes diﬀered largely among the three parametrisations, but were negative in average for all of
them (fig. 3.11c). The smallest flux was calculated for the LM86 parametrisation with−0.03nmol/s/m2,
the highest flux for W92 with −0.5 nmol/s/m2.
The residuals were not completely homoscedastically distributed. With respect to time, the residuals
were mainly positive. With respect to concentration, residuals were negative for low concentrations
below 5 nM, homoscedastic between 5 and 20 nM and positive above.
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Figure 3.10.: Sources (a) and sinks (b) in the N2O model for the mixed layer. As an example, the
distribution for the parametrisation W92 is shown here. The concentrations were
averaged for 30-days-periods. Below are the sources (c) and sinks (d) averaged per
month.
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3.3.2. Parameter Estimation
In the CH4 model, two parameters were estimated, each for the three diﬀerent parametrisations of
air-sea gas exchange. All results for the CH4 model are listed in table 3.2. One of the two estimated
rates was the sediment flux density of methane when the water column was completely mixed. Rates
diﬀered between the three gas exchange parametrisations and increased from LM86 to WMcG99
and W92. The lowest sediment flux density was estimated under the LM86 parametrisation with
0.0003 nmol/s/m2, the medium one for WMcG99 with 0.0005 nmol/s/m2 and the highest for W92
with 0.0006 nmol/s/m2. The confidence intervals were in the same magnitudes as the flux densities
and were around 50 % relative to the rate.
The second estimated rate was the chlorophyll a relationship. This reaction rate increased in the
same way as the sediment flux rate for the three applied parametrisations. The lowest rate was esti-
mated again for LM86 with 0.44 nM/∆t, increased to WMcG99 with 0.69 nM/∆t and was highest for
W92 with 0.82 nM/∆t. Between LM86 and W92, the estimated rate almost doubled. Uncertainty was
again high with confidence intervals of approximately 50 % of the rate.
3.3.3. Seasonal Variability of the Sources and Sinks of CH4
Concentrations and saturations simulated by the 1D box model did not show a clear seasonality, nor
did the measured concentrations. Concentrations and saturations fluctuated irregularily during the
course of one year. Only in spring 2012, a pronounced peak with concentrations larger than 65 nM
occured, but 4 measurements during the same time yielded concentrations only around 10 nM.
The relevance of the four processes influencing the concentration of CH4 at the surface varies within
the course of one year. Upward mixing, sediment flux and the remineralisation of organic matter
(Chl. a relationship) acted as sources of CH4 to the mixed layer (fig. 3.12a) whereas the flux to the
atmosphere acted as the only sink at every time during the year (fig. 3.12b). In general, input was
balanced by output of CH4 in the surface layer.
As input processes, chlorophyll a enhanced production and sediment flux were equally important,
but their magnitude varied within a year (fig 3.12d). The CH4 production due to the chlorophyll a re-
lationship was present throughout the year and contributed between 17.2 % (September) and 75.4 %
(March). Accordingly, the absolute production due to that processes was lowest in September and
highest in March. Sediment flux was present from August to March, but was highest during October.
The sediment flux contributed up to 71.0 % (October) of the total input per time step. Mixing played
a minor role in the months from Febuary to September with low absolute contribution. Relatively,
it accounted for up to 57.7 % in June, when general input was low.
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Figure 3.11.: Comparison of Model simulations (lines) and measurements (black dots)
±standard deviation. The three model simulations represent the three air-sea gas
exchange parametrisations of Liss & Merlivat (1986, red), Wanninkhof (1992, green)
and Wanninkhof and McGillis (1999, blue). Abbreviations: conc.=concentration,
sat.=saturation, flux dens.=flux density.
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Table 3.2.: Model results for the simulation of CH4 concentrations and parameter estima-
tions for three diﬀerent parametrisations of air-sea gas exchange. The parametrisa-
tions used were Liss&Merlivat 1986, Wanninkhof 1992 and Wanninkhof & McGillis
1999. Sediment= net sediment flux to the surface, Chl. A = production of CH4 in
nmol per µg chlorophyll a per liter in the bottom water. Abbreviations: , CI=95%
confidence interval, RMSE=root mean square error, MAE=mean absolute error,
conc.=concentration, sat.=saturation., ∆t=0.5 days.
CH4 CH4 CH4
LM86 W92 WMcG99
Rate Sediment Sediment Sediment
Start values nmol/m2/s 1, 0.0001 1, 0.0001 1, 0.0001
Estimation nmol/m2/s 0.0003 0.0006 0.0005
CI lower nmol/m2/s 0.0002 0.0003 0.0002
CI upper nmol/m2/s 0.0005 0.0008 0.0007
Rate Chl. A Chl. A Chl. A
Start values nmol/L/∆t 1, 0.1 1, 0.1 1, 0.1
Estimation nmol/L/∆t 0.44 0.82 0.69
CI lower nmol/L/∆t 0.19 0.36 0.31
CI upper nmol/L/∆t 0.68 1.27 1.08
Mean error nM 2.72 3.91 3.90
MAE nM 6.12 6.69 6.67
Residuals nM 2334.6 2970.3 2923.6
RMSE nM 8.17 9.21 9.14
Mean conc. nM 15.46±5.9 14.71 ±6.9 14.61±7.3
Mean sat. % 486.2808±195.4 458.49±4 457.9±234.9
Mean flux density nmol/s/m2 -0.30±0.3 -0.50±0.5 -0.43±0.6
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Figure 3.12.: Sources (a) and sinks (b) in the CH4 model for the mixed layer. As an example,
the distribution for the parametrisation LM86 is shown here. The concentrations
were averaged for 30-days-periods. Below are the sources (c) and sinks (d) averaged
per month.
4 Discussion
4.1. Long-term Trends at Time Series Station
Boknis Eck
Statistical analysis of the time series at Boknis Eck revealed that significant trends were present in
all of the nine analysed parameters. The trends comprise physical, chemical as well as biological pa-
rameters and indicate that the whole system undergoes significant changes, resulting e.g. in altered
living conditions for biota.
Temperature
Temperature showed trends that were in good agreement with literature. The fact that no signifi-
cant trend could be detected when considering all seasons was also confirmed by the author team
of BACC [2008] in an analysis of the whole Baltic Sea. They attribute the lacking significance to the
large variability and the comparably short time period of 1970-2002 of their measurements. How-
ever, air temperatures showed a significant agreement with the surface temperatures of the Baltic
Sea [Tinz, 1996]. For the atmosphere, trends in the range of 0.7◦C [Feistel et al., 2008] to 5◦C [BACC,
2008] in 100 years were reported. The increase of 1.8◦C in 100 years lies within the range of these
reported trends [Feistel et al., 2008]. Additionally, the linear trend matched the trend determined
by the Mann-Kendall-Test for the BACC series BACC [2008], which was also the case for the surface
temperature trends in this study. This indicates that temperature is increasing linearly. Siegel et al.
[2006] analysed sea surface temperatures from NOAA satellites in the period 1990-2004 and found
an increase of 0.8 K (= 0.533 K/decade). Although the time span is diﬀerent, this is still in the range
of the measured, yet nonsignificant increase at BE. Siegel et al. [2006] also found an increase in the
annual temperature amplitude in the late 1990’s, which is in very good agreement with the BE time
series.
Most of the warming in the sea surface at BE can be attributed to the spring season, as April and
May were the months with the highest temperature increase. At the same time, temperature in the
bottom water did not increase as fast as at the surface, which results in an overall significant increase
in the density gradient in spring. Hence, stratification starts earlier in a year, which may lead in turn
to a reduced ventilation. This is disucssed in context with oxygen depletion below.
Furthermore, the temperature amplitudes per year in the second half of the time series (1986-2013)
diﬀered strongly from the ones in the first half (1957-1985). Colder and warmer years both increased
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in frequency. With both extremes increasing, the quantile regression yielded no significant rise in
the 90 % quantile, as not the mean but the variance changed. Carpenter and Brock [2006] proved
with a numerical model for the case of eutrophication in lakes, that complex systems increase their
variability prior to regime shifts. An increase in standard deviation would then indicate such a shift
about a decade in advance. The year-to-year variability is increasing in the BE time series, so a fur-
ther monitoring is highly recommended to check the hypothesis of an upcoming regime shift.
Salinity
No trend could be detected for salinity at BE in the median, which is in agreement with findings
of the BACC author team. They report no significant changes for the salinity in the 20th century at
numerous monitoring stations [BACC, 2008]. However, an increase in the 10 % quantile indicated
that less water containing low salinities reached the bottom, which is in agreement with the signifi-
cant increase in salinity for March and April. Apparently, less fresher water from the surface reaches
the bottom, which could be a further hint for a stronger stratification discussed in connection with
oxygen depletion below.
During the last century, several major saltwater inflows have been detected in the Baltic Sea [BACC,
2008]. Among the 25 strongest events, seven occured during the time span 1957-2013. The strongest
inflow occurred in January 1993, less strong events in 1965,1969, 1973, 1976, 1980 and in 2003 (in
decreasing magnitude) [BACC, 2008]. The salinity time series at BE does not show pronounced
maximal salinities for these dates. It is unlikely that the major salinity inflows did not reach BE, as
the time series station is located at the Boknis Eck channel which is a direct connection to the Belt
Sea. Apparently, the salinity in 25 m already reflects the salinity of the inflowing water and does not
change within a major inflowing event. Probably, the salinity in diﬀerent water depths would be a
better indicator for these saltwater intrusions.
Furthermore, the regular annual cycle of salinity in the bottom has stopped since the late 1980ies.
Such abrupt changes are known to occur also in the Baltic Sea in general, and one of the latest regime
shifts was detected around 1990 [Dippner et al., 2012]. This is coincident with the stopping of the
regular annual cycle. However, a mechanistic explanation is not possible based on the time series
data of BE. The thermal regime could play a role for the mixing and thus the salinity distribution in
the water column, but salinity changes are also driven by external factors such as wind and precipi-
tation. Thus, the reason for this abrupt stop cannot be resolved based on the data of BE.
Nutrients and Biological parameters
The nutrient and phytoplankton cycle, the latter indicated by the chlorophyll a concentrations at
the surface, showed a typical annual seasonality. Smetacek [1985] described the annual cycle of the
plankton and nutrients in the Kiel Bight in five stages. These stages can be found throughout the
observed time span. During winter, nutrient concentrations are generally higher than in summer,
while biomass remains low. The low biomass analysed in Smetacek [1985] is comparable to the low
4. Discussion 53
chlorophyll a concentration in winter in this study. During spring and triggered by weather con-
ditions, the first phytoplankton bloom occurs [Smetacek, 1985]. In average, March was the month
with the annual maximum in chlorophyll a. Simultaneously, nutrients decreased in March as well,
reflecting the uptake by phytoplankton. A second bloom during fall occured, but could not be pin-
pointed to a single month in average. Apparently, fall blooms occurred over a broader time span.
This explains why the annual cycles were not pronounced in the wavelet spectrums, as they do not
show a regular annual cycle. The ammonium concentrations at 25 m water depth indicate reminer-
alisation of organic matter after the blooms. Ammonium production occurs during decomposition
of organic matter [Bange et al., 2010b], when further oxidation to nitrite or nitrate is hindered by
low oxygen concent. Intensified ammonium production takes place in April and from September
on, when ammonium concentrations in the bottom water rise again. This matched well the cycle
of plankton at the surface and indicates a lag of about one month between dieback of the blooms
and remineralisation. However, there were no significant long-term trends in the concentration of
ammonium in 25 m depth. The lack of trend indicates that remineralisation stays on a constant
level during the whole period, despite the decrease in nutrient concentrations.
Although the seasonal cycle varied only little with respect to the yearly course, the magnitude of the
nutrient and chlorophyll concentration did change significantly during 1980-2012 (nutrients) resp.
1960-2012 (chlorophyll a). In general, the concentrations of nutrients during the winter months were
significantly decreasing. This decrease has been detected in several other stations of the Baltic Sea
as well. For nitrate, trends in the Bornholm and Arkona basin increased until the early 1990’s and
decreased since then [Feistel et al., 2008]. Conley et al. [2002] analysed total nitrogen concentrations
in the Danish waters and found a decrease from 1980 to 2003. Carstensen et al. [2006] reported a
decrease of the nutrient discharges from Denmark by 50 % from 1988 to 2002. In the BE time series,
nitrate measurements were only available from 1986 on, but the general decrease since then was
confirmed. For phosphorous discharge, Carstensen et al. [2006] detected a decrease of 80 % which
he attributes mainly to the installation of wastewater treatment plants. Further studies found phos-
phate to increase until the 1980’s and since then showing strong fluctuations without a clear trend
[Feistel et al., 2008]. Phosphorous did show stronger fluctuations than nitrate in the BE series, but
did also show a significant decrease since 1985.
Accompanied by this significant decrease in nutrient concentrations is a decline in chlorophyll a
concentrations. This is most striking when comparing the means between the two chlorophyll se-
ries 1960-1975 and 1986-2013 where the concentration fell from 5.5± 6.39 to 2.9± 2.6 µg/L. Addition-
ally, decreasing trends for the second period were found. As lower nutrients concentrations would
lead to less production and less intense algal blooms, these findings match well. HELCOM [2009]
registered a decreasing trend in Chlorphyll a concentrations since the mid 1990’s for the Kattegatt
and Belt Sea. Wasmund and Uhlig [2003] also found a decreasing, yet nonsignificant, trend for the
chlorophyll a concentrations in the Kattegatt and Belt Sea and attributed it to the decreasing nutri-
ent concentrations.
On the other hand, no significant trend could be detected in Secchi depth. The annual course of
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Secchi depth with a minimum in March and a maximum during winter matched the findings of
the chlorophyll a cycle. However, one would expect an increase in Secchi depth, as less production
would increase the transparency of the water column [Tyler, 1968]. This was not the case, the extreme
values with high Secchi depths did even decrease over time. The decrease of 8 cm per year in the 90 %
quantile is in agreement with a linear slope found in the Swedish Baltic Sea of 5 cm per year [Sanden
and Hakansson, 1996]. Due to low plankton densities during winter, high Secchi depths are expected
during this period. However, the turbidity during the winter months is increasing despite a general
decrease of nutrient concentrations. This may have several causes, that can only be speculated on
here. It could mean that production increased during winter, as for example also temperature had
an increasing trend in January at the surface.
Another striking fact is the stopping of the annual cycle for the nitrogen species nitrite, nitrate and
ammonium in 10 m depth. The annual cycle that exists until around 2003 reflects the regular sea-
sonal variation during the course of one year as described above. However, this seasonality seems
to stop around 2003. The concentrations of the nitrogen species all show strong fluctuation in the
years 2004 and 2005, which might also be the reason for the significantly shorter cycles present in
the wavelet power spectrum for ammonium in 10 m. Chlorophyll a also shows more fluctuations
in the short-term during 2004 and 2005. The reasons remain unclear. Apparently, the timing of the
blooming events became irregular, which can be attributed to the nitrogen species, as phosphorous
did keep its seasonal cycle.
Oxygen and Ventilation System
The oxygen concentration declined significantly with a simultaneous increase in hypoxic and anoxic
events in the bottom water during the period 1957-2013. The spreading of hypoxic and even anoxic
zones in marine coastal ecosystems is known to occur worldwide and is often related to eutroph-
ication [Diaz and Rosenberg, 2008]. The Baltic Sea is aﬀected by oxygen decline over large areas
[HELCOM, 2009], which have increased since 2001. These findings match well with the oxygen de-
cline in the BE time series.
At first sight, this decline is not in agreement with the significantly decreasing nutrient concentra-
tions. As oxygen depletion is often related to oxygen consumption by remineralisation of organic
matter [HELCOM, 2009], one would expect the oxygen concentrations to be anticorrelated with the
nutrient concentration. Apparently, the decline in oxygen concentration in the bottom water of
Boknis Eck had additional reasons and cannot only be related to the stimulation of phytoplankton
growth by nutrient input. Already Hansen et al. [1999] found a weak correlation of oxygen with win-
ter nutrient concentrations, using a shorter time series of BE. Conley et al. [2002] also detected a, yet
nonsignificant, trend in oxygen decline in coastal regions with a simulatenous decrease of the total
nitrogen load.
There are studies that relate this ongoing decline in oxygen concentrations to remobilisation pro-
cesses in the sediment [Conley et al., 2002, Pitkänen et al., 2001]. This process occurs in marine
systems as well and has been shown to happens in Baltic Sea sediments [Virtasalo et al., 2005]. Re-
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Figure 4.1.: Schematical illustration of the processes beging responsible for the decline in oxy-
gen despite the decreaseing trends in nutrients. (1) Stronger density gradient ham-
pers ventilation, (2) temperature increase in the bottom water decreases solubility
of oxygen, (3) temperature increase in the bottom water enhances remineralisation
and thus oxygen consumption.
sponsible for the sedimentary release of phosphorous are anoxic conditions, that mobilized metals
by reduction, e.g. iron [Virtasalo et al., 2005]. The mobilisation of these compounds results in a mo-
bilisation of sorbed or chemically bonded phosphorous. As a macronutrient, phosphorous enhances
biological production and thus slows down the recovery from eutrophication [Conley et al., 2002].
This remobilisation can also counterbalance the decrease in nutrient input, as a case study in the
Gulf of Finland revealed [Pitkänen et al., 2001]. At Boknis Eck, phosphorous concentrations were
high in the bottom water throughout the time, with a distinct maximum in the months with low
oxygen conditions. The elevated concentrations support the hypotheses that remobilisation from
the sediment plays an important role and keeps the phosphorous active in the system. However, the
concentrations of phosphorous in the bottom water showed a significant decrease from 1980-2013.
If remobilisation was the only process responsible for the oxygen decline, oxygen concentrations
should have decreased accordingly. This was not the case, thus phosphate remobilisation may not
be the key process responsible for oxygen decline.
Several findings indicate, that the ongoing decrease of oxygen is strongly connected to physical
factors, which is schematically shown in fig. 4.1. First, temperature is increasing in the bottom water
during summer stratification. This increase has two eﬀects. The first one is a purely physical eﬀect,
as the solubility of oxygen decreases with increasing temperature. However, the oxygen saturations
showed a significant decrease as well. The oxygen saturation opposite to the concentration take into
account changes in temperature. A decrease in the oxygen saturation means that the decrease in
concentration cannot be accounted completely to the physical eﬀect of solubility.
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Rising temperature has a second eﬀect that might be more important than the solubility eﬀect.
Rising temperatures enhance remineralisation of organic matter that is sedimented to the ground
[Hoppe et al., 2012]. This means the oxygen consumption rises. A strong correlation (R=0.7, p< 0.05)
could be detected between temperature and oxygen in 25 m depth. Apparently, the remineralisation
is not limited by the input of organic matter but e.g. by temperature. As remineralisation is a process
mainly maintained by microorganisms, higher temperature lead to higher turnover rates and thus
more oxygen consumption. This hypothesis is further supported by the lacking trend of bottom
water ammonium concentration. Despite lower nutrient input, ammonium concentrations in the
bottom water did not decline, indicating that remineralisation might be enhanced by other factors
and counterbalance the decrease in nutrients. Rising temperatures could explain this ongoing rem-
ineralisation.
Second, there is evidence for an alteration in the ventilation at Boknis Eck. With the temperatures
rising in spring at the surface while no significant rising trend could be detected at the bottom, the
density gradient within the water column significantly increases in April. With a stronger density
gradient through the water column already in April and May, water exchange between surface and
bottom is hampered. This is in agreement with the finding that salinity in the bottom water in-
creases in March and April, meaning that the stratification leads to an hampered exchange between
fresh surface and saline bottom water. As a consequence, the bottom water becomes less aerated
during the summer. With the earlier onset of the stratification, oxygen is used up earlier. If the
stratification is still stable in September or October, the oxygen concentration is lower compared to
years where the onset of stratification started later that year. Indeed, there is a significant correla-
tion between the surface temperature in May and the oxygen concentration at the bottom water in
September with R=−0.5 (p< 0.05). The density gradient decreases significantly in July and October
with half the magnitude as the increase in April. However, during July, the stratification is already
stronger so a small decline might not improve the ventilation significantly. The density gradient in
October also does not influence the oxygen decline in September. This highlights that even though
there are months with increasing and decreasing trends in density gradient, the timing is important
for the ventilation.
Jonasson et al. [2012] modelled the oxygen conditions in the North Sea-Baltic Sea transition zone
and concluded that physical processes are of major importance for the ventilation and might be a
reason for the ongoing decline in oxygen. The results of this study support the hypothesis of the
major role of physical processes based on observational data. Jonasson et al. [2012] did not analyse
the development of the thermocline over time with respect to stratification stability, but with respect
to saltwater inflow and wind. As salinity, temperature and also wind contribute to the stratification
and thus the density gradient, the results of the model can be compared to the observational data
here.
Some causes for oxygen decline that were found in earlier publications were not further analysed
in this study. Among them are for example the consideration of meterological factors such as pre-
cipitation or windstress. Hansen et al. [1999] found a correlation between oxygen decline and pre-
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cipitation, which he attributed to the input of nutrients by run-oﬀ. However, this correlation was
only valid when excluding the period 1957-1975. In this study, only direct factors in the water column
are analysed as they are assumed to play the most important role. However, run-oﬀ after increased
precipitation may enhance oxygen decline additionally. Furthermore, the influence of wind was not
directly tested, although a decrease in windstress could also have a stabilizing eﬀect for the strat-
ification. Lehmann et al. [2011] analysed the climate variability in the Baltic Sea in a comparable
period and found that wind stress during September to December was decreasing. This decrease
would further extend the stratification period and weaken ventilation. Still, it is assumed that the
examination of the density gradients would at least partly reflect changes in stratification by external
driving forces such as wind.
A further reason for oxygen decline was presented by Conley et al. [2007]. They advocated for a regime
shift in the benthic community to explain the decrease in oxygen concentration concurrent with a
decrease in nutrients. According to them, the benthic community shifted to a community that does
not incorporate fresh organic matter into the sediment anymore, therefore increasing oxygen con-
sumption by remineralisation.
A further reason for oxygen depletion independent from nutrient input is discussed in literature,
namely the stopping of advection of oxygen enriched water through the Danish straits. In 2002, with
the latest major saltwater inflows occuring in 1983 and 1993, it was believed that this stagnation was
responsible for the decline in oxygen concentrations. However, the major saltwater inflow in 2003
did not measurably improve the oxygen conditions in the long-term afterwards. On the other hand,
inflowing saltwater from the the Kattegatt could also decrease the oxygen concentration, as it can
already be depleted in oxygen [Weigelt, 1990]. This means that the role of saltwater inflow remains
unclear. It is diﬃcult to track the salt water inflows at BE, as could be seen by the lacking maximal
values for salinity in the years of major saltwater inflows. This means that the advected water is ap-
parently similar in chemical and physical parameters, so changes are diﬃcult to detect. The role of
advection of diﬀerent water masses can therefore not be estimated accurately.
In summary, evidence points to a combination of several processes that lead to oxygen depletion in
the bottom water despite the decrease of nutrient inputs. Increased temperature and changes in the
ventilation are most likely the responsible factors. This would implicate that the oxygen depletion
is a reaction to changing climatic conditions, in addition to anthropogenic eutrophication. Besides,
meteorological conditions and biological shifts can enhance further oxygen depletion.
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4.2. Processes influencing Trace Gas
Concentrations
4.2.1. Nitrous Oxide
Model Quality
There were large diﬀerences in the model with and without directly implemented N2O production.
When N2O production was attributed to the whole water column, concentrations were substantially
overestimated. This means that the AOU relationship shown in figure 2.8 is based on a incorrect
assumption. The assumption was, that the mean production is valid for the whole water column.
Apparently, this is not the case, and production mainly takes place below the mixed layer. Therefore,
this model version is not further included in the discussion.
The 1D box model to simulate the concentrations for nitrous oxide in the mixed layer based on up-
ward mixing and diﬀusion reflected the seasonal variability of the concentrations in the observed
period. Mean errors of the model with all parametrisations of air-sea gas exchange were in the range
of the mean annual standard deviation of the measurements. No temporal pattern for single over-
or underestimations was found. Especially coastal regions are very dynamic, which may not be ac-
curately reflected in a 1D box model.
Quality of estimated Parameters
The estimation of the production rates for the ventilation peak and the diﬀusion coeﬃcient seems
to be in the right magnitude, since the model was able to reproduce the measurements within an
acceptable range of uncertainty. The rate of N2O production after the breakdown of summer strat-
ification lies within the range of reported nitrification rates. Grundle and Juniper [2011] measured
ammonium oxidation rates in a fjord near Vancouver which is also temporally stratified during the
year. The measured ammonium oxidation rates were in the range of undetectable to 0.319 µM/day.
Seitzinger and Kroeze [1998] reported nitrification rates in estuaries in a range from 0 to 22 µM/day
in a review. The yield of N2O by ammonium oxidation is only a small fraction, and the estimated
rates were all at the lower end of these ranges.
The range of the mean N2O production in the water column as shown in the segmented AOU re-
lationship (fig. 2.8) is 0 to 3 nmol/L/day. This is an underestimation of the production rate in the
bottom water, as the production was averaged over the water column. The results showed that pro-
duction mainly takes place below the mixed layer, thus these rates cannot be compared with rates
from locations with direct ammonium oxidation.
The diﬀusion coeﬃcient was higher than eddy diﬀusion coeﬃcients that were found in the litera-
ture. Oudot et al. [1990] found an eddy diﬀusion coeﬃcient of 0.2 cm2/s to explain N2O transport
from the deep water in the Atlantic. Here, 11 to 20 cm2/s were needed to support the N2O concen-
tration in the mixed layer. It could be that this way of implementing the process of N2O input to the
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mixed layer may not be accurate, but it was the best available to reproduce the measurements.
The uncertainties in both the estimated and the externally calculated rates were comparably high.
The rates may indicate the right magnitude, but can only be seen as a first rough estimate for pro-
duction rates at BE. Experimentally determined turnover rates are still highly needed to quantify
the processes involved in the nitrogen cycle at BE.
Comparisons of the diﬀerent Parametrisations for air-sea Gas Exchange
The diﬀerent parametrisations for wind dependent transfer velocities resulted in diﬀerences in the
simulated concentrations, but these were small compared to the total annual variability. A reason for
that could be that the mean wind speed during the observed period was 7.5 m/s. At this windspeed,
the three diﬀerent parametrisations did not diﬀer substantially (fig. 2.7). For the open ocean, where
higher windspeeds can be expected, the parametrisation may play a more important role than at the
location of BE. Nevertheless, the parametrisation of LM86 yielded the lowest residuals and can thus
be considered as the most accurate one at the location of BE.
Also flux densities to the atmosphere varied with the three diﬀerent parametrisations with an in-
creasing order of LM86, WMcG99 and W92 (fig. 3.9c). Flux densities were highest when there was
the highest input to the mixed layer due to diﬀusion from the subsurface layer. A seasonality with
highest fluxes in summer, when there was the highest input from the subsurface layer, was observed.
Apparently, production was highest in summer when oxygen was low, and N2O was consequently
transported to the mixed layer. Flux densities were in agreement with previous studies. Bange et al.
[1998]) calculated flux densities in the range of 4− 37 pmol/m2/s (LM86) and 7− 72 pmol/m2 (W92)
with the same parametrisations in the Baltic Sea. In this model, the flux densities were in the given
range but at the upper end of these values. A reason for that might be the huge fluxes during the
ventilation peak events, that bias the mean.
Temporal Variability of Sources and Sinks of Nitrous Oxide at Boknis Eck
Saturations of N2O showed a clear seasonal cycle during the simulated period, suggesting a tempo-
ral variation of sources and sinks. By far the most important sink of N2O in the mixed layer was
the flux to the atmosphere. N2O loss due to diﬀusion could only appear when N2O enriched water
overlies water with a lower concentration. This process played only a minor role, but was present
in fall and winter 2010 and 2011. In general, output of N2O compensated the input, but temporal
accumulation was likely to happen. For example, the input during January or November was higher
than the flux to the atmosphere (fig. 3.10c and 3.10d), which may reflect the accumulation of N2O
to the atmosphere due to cooling of the surface. With colder water temperatures at the surface, the
solubility of the gas increases and thus N2O may temporarily be accumulated. This indicates that
the temperature may have a modulating eﬀect on N2O fluxes.
The most important source was diﬀusion from the subsurface to the mixed layer. This is indirectly
an indication for higher production in the subsurface during these times. As bottom water is un-
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Figure 4.2.: Processes implemented in the model that influence N2O concentrations in the
mixed layer (bold border). Processes that mainly act as a source to N2O in the mixed
layer are marked in green, processes that mainly act as a sink are marked in red.
dersaturrated in oxygen during stratification (see section 3.1.2), nitrification or even denitrification
occurs and might be the source for N2O, either in the water column or in the sediment [Bange et al.,
2010b]. If there is a higher production in the subsurface layer, the gradient across the mixed layer
becomes stronger and more N2O is transported to the mixed layer (eq. 2.23)
Enhanced nitrification after the breakdown of the fall stratification was implemented seperately. The
temporal resolution of the measurements that fueled the model simulations was too low to capture
events on such a short time scale. The timing of the ventilation peak which was set to a defined
decrease in oxygen in the water column and the occurrence of enhanced NH+4 concentrations at
the bottom during the last 30 days seemed to reflect this process well. Comparable data exists only
from Schweiger et al. [2007]. In November and December 2005, she measured enhanced production
of hydroxylamine and accounted it to enhanced nitrification after accumulation of organic matter
originating from the fall bloom. Then, ammonium accumulates if anoxic conditions are present.
Naqvi et al. [2010] measured N2O production in a time series at BE and detected an enhanced pro-
duction after the breakdown of summer stratification. These ventilation peaks occurred in 2005 to
2007 and in 2010. The model did not simulate pronounced ventilation peaks in 2008, 2009 and 2011,
although the measurements suggested a small ventilation peak in 2010. Apparently, oxygen concen-
tration did not increase fast enough to promote strongly enhanced N2O production as implemented
in the model.
This process of enhanced N2O production after oxygen increase again cannot be found in the time
series in the oxygen minimum zone oﬀ coastal Chile measured by Naqvi et al. [2010]. In this time
series, N2O peaks usually occur before oxygen concentration in the bottom water rise again. An
explanation for the diﬀerent timing cannot be given here, but the simulation results support the
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hypothesis that at BE, the N2O production is enhanced after the breakdown of the summer stratifi-
cation. Cornejo et al. [2007] analysed N2O concentrations, saturation and fluxes during the course of
the years 2000 and 2001 in the oxygem minimum zone oﬀ the coast of Chile. They obtained a similar
seasonal cycle with highest fluxes during autral winter, comparable to the highest fluxes measured
in this study at BE during northern hemispheric summer. However, they, did not report any en-
hanced N2O production after the breakdown of summer stratification.
In summary, the relevance of processes that serve as an input of N2O to the mixed layer varied in time.
The largest source is diﬀusion due to subsurface N2O production, which is highest during summer
stratification. Upward mixing may play a minor role during summer, when the mixed layer depth
is increasing. Fluxes from the atmosphere to the mixed layer do occur rarly in the winter when the
surface water is undersaturated. The loss of N2O can almost completely be accounted to the flux
to the atmosphere. An overview on the described processes influencing the concentrations of N2O
in the mixed layer that are implemented in the model is given in figure 4.2. The segmented AOU
relationship apparently reflects only the production below the mixed layer. If the model is expanded
to comprise the subsurface layer as a further box, this relationship might be a good starting point.
Missing Processes
Apart from the inaccurate rate estimations described above, the discrepancy between measurements
and simulation may have occurred due to some processes that were not included in the model. The
missing of one or more processes is also indicated by the distribution of the residuals against concen-
trations. The residuals are positive for higher concentrations and negative for lower concentrations.
This means that lower concentrations are overestimated, higher concentrations are underestimated
in the model. Apparently, a sink process being responsible for lower concentrations in the mea-
surements is missing in the model, and a production process might not be represented accurately.
Several possible processes might be missing: First of all, the model is a 1D box model and does
not account for advection in any way. The missing advection might be the main drawback, as N2O
production in other areas could influence trace gas concentrations at Boknis Eck. This might be
a reason for single measurements that could not be explained by the model. Furthermore, no flux
from the sediment was included in the model. The sediment is known to act either as a source or a
sink of N2O in the Baltic Sea [Bange et al., 1998]. However, it may mainly influence the bottom water
concentration, and the model accounts for upward mixing of N2O. If the model should be expanded
to the whole water column or if subsurface concentrations are not available, a simulation of the role
of the sediment is needed.
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4.2.2. Methane
Model Quality
The simulation of the methane concentrations in the surface layer with the 1D box model reflected
the seasonality of the measurements in an overall good agreement. Most of the simulatated concen-
trations were in the range of the standard deviation of the measurements, but single measurements
could not be reproduced. These events included under- as well as overestimations in the model.
The model underestimated single concentrations spread over the whole simulated time period.
They are not coincident with upwelling events calculated with the BSIOM model (pers. comment
A. Lehmann). Overestimations mainly took place during spring 2012, when an exceptionally high
chlorophyll a concentration led to an increase in the simulated concentrations but not in the ob-
servational data. As 4 measurements in a row indicated substantially lower concentrations than the
simulation, the simulated peak seems unrealistic. Apparently, a process limiting CH4 production or
enhancing CH4 oxidation is missing in the model. However, the concentrations resp. saturations
simulated in spring 2012 were not unusual, as saturations of up to 15500% have been measured in the
Baltic Sea before [Bange et al., 1998]. Nevertheless, the mean errors are still in an acceptable range,
so the model reflects the basic processes well.
Quality of estimated Parameters
As in the N2O model, the uncertainties of the estimated parameters in the CH4 simulation were high,
as indicated by 95 % confidence intervals in the same magnitude as the estimated rates. Again, the
estimations are based on few observations and might be biased by other missing processes. They can
only be seen as a first rough estimation and should be confirmed by experimental measurements.
For the parametrisation of CH4 production rates based on chlorophyll a concentrations, examples
in literature are missing. The connection and the timing between a chlorophyll a peak at the bot-
tom and enhanced CH4 concentrations has been proved by Bange et al. [2010a], but turnover rates
for comparison are unfortunately not available. In contrary to this chlorophyll a relationship, upper
and lower bounds for flux rates in the Eckernförde Bay are available from Jackson et al. [1998]. He
gave a range of 3− 20 µmol/m2/d (=0.3− 0.23 nmol/m2/s), but stated that the data was insuﬃcient
to determine the flux of free methane more accurately. This flux from the sediment was comparable
to the flux to the atmosphere at this location during the same time [Bussmann and Suess, 1998].
However, the flux rate from the sediment less all the processes occuring in the water column below
the surface was estimated about three magnitudes smaller in this model. Although the flux to the
atmosphere in this model was in the range of the flux densities given in Bussmann and Suess [1998],
the flux estimated from the sediment is not comparable. However, as the resulting concentrations
at the surface match the measured ones, the magnitude of the estimated parameters still seems rea-
sonable. Furthermore, the profiles of methane concentrations indicate that methane is eﬀectively
removed within the water column, as the concentration decreases towards the surface. The esti-
mated rate comprises methane flux from the sediment less this removal.
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Figure 4.3.: Processes that influence the concentration of CH4 in the surface layer at Boknis
Eck according to the 1D box model. Processes that act as a source are marked in
green, processes that act mainly as sinks were marked in red.
Comparisons of the diﬀerent Parametrisations for air-sea Gas Exchange
The diﬀerent parametrisation for the wind dependance of air-sea gas exchange resulted only in mi-
nor diﬀerences that were within the range of standard deviations of the measurements. As with the
N2O model, the main reason for this might be that the mean wind speed was in a range where the
three parametrisations do not diﬀer substantially. However, for the CH4 model, the parametrisa-
tion LM86 revealed the least sum of residuals as well as the smallest mean errors and can thus be
considered as the most accurate one at the location of BE.
The diﬀerent parametrisations in air-sea gas exchange led to diﬀerent magnitudes of flux densities,
increasing in the order from LM86, W92 and WMcG99. Bange et al. [1994] detected flux densities in
the range of 0.11 nmol/m2/s (Febuary 1992) and 13.89 nmol/m2/s (July 1992) in the Baltic Sea using
the parametrisation LM86. All mean flux densities calculated here lie in this range. In a further
study, Bange et al. [1998] calculated flux densities in the range of 358 to 2426 pmol/m2/s (LM86) and
591 to 4252 pmol/m2/s (W92). Given these ranges, the simulated flux densities in this study lie at the
lower end. In agreement with the lower flux densities, also the saturations simulated here were at
the lower end. In general, the model seems to reproduce concentrations as well as fluxed accurately
in average, but may be biased for single events.
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Temporal Variability of Sources and Sinks of Methane at Boknis Eck
Although the overall methane concentrations and saturations did not show a clearly pronounced
seasonal cycle, the contribution to surface methane by diﬀerent processes varied during the course
of one year. An overview for the processes acting as sources or sinks to surface CH4 is provided in fig-
ure 4.3. In contrast to N2O, the sediment played the most important role for the sources of methane
to the surface water. Although the sediment flux and the chlorophyll a relationship are implemented
seperately, they are both processes that occur in the sediment and influence the water column con-
centration by exchange processes across the sediment-water interface. They are modelled seperately
as the concentration profiles indicated that there is a background flux from the sediment and a fur-
ther, modulated flux, which was implemented with a lag of 1 month according to Bange et al. [2010a].
The sediment played a major role when the water column was mixed and the sediment was in direct
contact with the surface layer without a strong pycnocline or chemocline. As the sediment flux was
implemented as such a constant ’background’ input to the surface layer, the influence in this time
of the year was expected. The input of CH4 to the surface layer due to the chlorophyll a relationship
did not show a clear regular seasonality during the simulated period (fig. 3.12a). This implementa-
tion was an attempt to parametrise remineralisation of organic material. During the winters 2007,
2008, 2009 and 2012, only background sediment flux and hardly any chlorophyll a related input of
CH4 to the surface layer was present. On the other hand, during winter 2010, chlorophyll a related
input of CH4 dominated. As intended, the input of CH4 due to remineralisation closely followed
the concentrations of chlorophyll a, so the missing regularity was explained by the irregularities in
the chlorophyll a concentrations at the bottom. Upward mixing only played a minor role, mainly
during spring and summer when the mixing layer deepens and CH4 enriched water from the bot-
tom was brought to the surface by mixing. The only sink of CH4 in the whole simulated period was
the flux to the atmosphere, which compensated the input of CH4 to the surface column. However,
physical processes such as temperature and wind speed seemed to have a modulating eﬀect, as the
input to the surface layer was not always directly compensated by the output. The dominant role of
the sediment was also in agreement with the understanding of the methane cycling in coastal areas
[Reeburgh, 2007]. Processes such as the in-situ production of methane in the water column in anoxic
microenvironment apparently did not play a quantitative role at Boknis Eck.
Results are comparable to measurements carried out by Gülzow et al. [2012] in the open Baltic Sea in
2010, although their measured concentrations were in general lower with a maxima of 832 % com-
pared to more than 1500 % in this study. They accounted the yearly maxima to the deepening of the
mixed layer, when methane enriched bottom water was transferred to the mixed layer. This upward
mixing also played a considerable role at BE. Per year, they found the highest flux to the atmosphere
during winter, which matched the findings of this study. The concentrations and saturations fluc-
tuated much more at BE than in the open Baltic Sea, indicating that BE is a much more dynamic
system. This dynamic might at least be partly attributed to the proximity of the coast and the conse-
quential shallow water depth. As sedimental processes are assumed to have the largest influence on
methane production, a small distance between sediment and surface leaves less room for methane
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removal in the water column. Thus, the signal from the sediment may be stronger pronounced at
the surface at BE than at the deeper, open Baltic Sea.
Missing Processes
As the model is a simple 1D box model, there were a variety of processes that are not included in the
model. These processes could be responsible for the temporary over- or underestimations in the
model. The residuals for measured concentrations larger than 20 nM were all positive, indicating
that the model underestimates concentrations in that range and a production process is missing.
These might be advection of CH4 from other locations or in-situ production. The occurence of
methane input by seepage is possible as a process in general [Bussmann and Suess, 1998, Jackson
et al., 1998, Whiticar, 2002], but unlikely to have occurred during the simulated period, as the salin-
ity profiles did not indicate the influx of freshwater [Bussmann and Suess, 1998]. It is possible that
chlorophyll a might not be a good parameter to estimate the in-situ production, but it was the best
available. As alternative parameters, sediment input or input of organic material in general could
serve for better parametrisations.
4.3. Nitrogen and Methane Cycling under a
Scenario of continuing long-term Trends
In a further step, the relevant processes according to the 1D box model are discussed in the context
of the long-term trends detected in the time series analysis.
One of the most striking trends was the significant decline in oxygen concentration in the bottom
water. At the same time, hypoxic or anoxic events are increasing in frequency. As the concentration
in oxygen defines the redox conditions in the water and has a strong eﬀect on chemical reactions
in the water column, the development of oxygen might be a key parameter with respect to the cy-
cling of methane and nitrous oxide. Both trace gases are involved in reactions that are highly oxygen
dependent [Bange et al., 2010b]. Thus, weakened ventilation and increased oxygen depletion are con-
sidered as the key parameters influencing the production and consumption of these trace gases.
Methane is only formed under anoxic conditions by methanogenesis [Reeburgh, 2007]. Under a
scenario of increasing oxygen depletion, the conditions favour methanogenesis closer to or at the
sediment surface [Schmaljohann, 1996]. At the same time, methane oxidation is likely to be lower
under reducing conditions [Schmaljohann, 1996]. This may result in a direct increase of CH4 trans-
ported to the surface and hence a higher flux to the atmosphere. With increasing temperatures at
the same time, bacterial turnover rates are likely to increase [Hoppe et al., 2012]. This increase may
lead to an enhanced remineralisation that could compensate the decline in organic matter input
resulting from decreasing nutrient enrichment (see section 4.1).
To quantify relevant processes in the future, the model applied here should be adapted. In the CH4
model, there is no direct implementation of an oxygen dependent process, as parametrisation of
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Figure 4.4.: N2O source processes in relation to oxygen saturation [source: Bange et al., 2010b].
There is no clearly defined threshold between nitrification and denitrification with
respect to oxygen saturation, both processes can occur simulatenously.
remineralisation is done by a correlation with chlorophyll a according to Bange et al. [2010a]. If the
oxygen availability and not the input of organic matter is the limiting factor, then the model will
produce inaccurate results. A possible way to assess the influence of oxygen concentrations would
be to seperate the process of methane formation and methane consumption. Still, accurate turnover
rates for these processes are essential to achieve an accurate implementation.
Concerning nitrous oxide, both nitrification and denitrification depend on oxygen concentrations.
Although these processes were found to take place below the mixed layer, it could be shown that they
influence the mixed layer concentrations via diﬀusion. An enhancement of both nitrification and
denitrification therefore eﬀects indirectly the mixed layer concentrations. The regimes of N2O pro-
duction due to nitrification and denitrification with respect to oxygen saturation are illustrated in
figure 4.4. Accordingly, the decrease in oxygen saturation would lead to enhanced N2O production.
Also, remineralisation including nitrification might be enhanced by increased temperatures at the
bottom that stimulate bacterial turnover. However, the mean N2O production relative to the bottom
water AOU (fig. 2.8) indicated that a certain threshold may be reached above which this relationship
does not exist anymore. Then, N2O production rates and consequently the N2O concentrations start
to decline. A reason for that might be that the sediment becomes suboxic close to the surface and
forms a net sink of N2O due to the enhancement of denitrification [Bange et al., 2010b]. N2O might
then diﬀuse into the sediment, representing a further sink to dissolved N2O additional to the emis-
sion to the atmosphere. This process is likely to occur only if the bottom water is highly depleted
in oxygen. The total annual N2O emission is still likely to be rising with decreasing oxygen content,
as even though there are temporary anoxic events, oxygen concentrations favouring nitrification are
very likely more frequent.
A further, emission enhancing process is the warming of the sea water. As a consequence, the solu-
bility of gases decreases for both methane [Wiesenburg and Guinasso, 1979] and nitrous oxide [Weiss
and Price, 1980]. This may lead to a further increase in flux to the atmosphere of these two climate
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relevant gases.
For both gases, the scenario of ongoing oxygen depletion, temperature increase and intensified
stratification is likely to aﬀect the processes acting as sources or sinks. This may lead to enhanced
emissions to the atmosphere. However, to quantify the altered emission and relate them to oceanic
parameters, further investigations are needed. Thus, a continuing monitoring of the trace gases
as well as the parameters influencing the processes, e.g. oxygen, chlorophyll a and temperature, is
crucial for a comprehensive understanding of the development of trace gas emissions at Boknis Eck.

5 Conclusion and Outlook
Both focuses of the study, the statistical analysis of the long-term trends as well as the development
of the 1D box models to simulate trace gas concentrations provided insight into the past and present
state of Boknis Eck.
The detection of significant long-term trends in all of the nine studied oceanographic parameters
in the period of 1957 to 2013 revealed that Boknis Eck is subjected to extensive changes that com-
prise biological, biogeochemical and physical factors, with implications for the ecosystem. The key
parameter in this context is the oxygen concentration, which declines in the bottom water. Oxygen
depletion was previously often linked to nutrient input, however, the study revealed that physical
factors such as temperature and intensified stratification may counteract the significant decline in
eutrophication. Increased bacterial remineralisation due to temperature increase and a stronger
and possibly longer lasting stratification accompanied with a weaker ventilation are likely to en-
hance oxygen depletion. It could be proved that the remobilisation of phosphate from the sediment
contributes to oxygen depletion, but is not the major process. Most of the trends detected at Boknis
Eck are similar to developments in other regions in the Baltic Sea. Thus, monitoring at the Time
Series Station Boknis Eck is highly valuable to detect changes representative for large parts of the
Baltic Sea.
The box models for both methane and nitrous oxide reproduced the respective measured concen-
trations within an acceptable range of uncertainty and provided information on the quantitative
relevance of each process. Methanogenesis in the sediment with subsequent transport to the water
column was the main source for surface methane. The release of methane from the sediment could
be modeled as a constant background release and an enhanced release after phytoplankton blooms.
Nitrous oxide was found to be produced below the mixed layer and transported there via eddy dif-
fusion or upward mixing. Enhanced production of nitrous oxide after the breakdown of summer
stratification was implemented seperately and temporarily increased the production of nitrous ox-
ide by more than 60%. This study could show that besides the seasonal variations, emissions can
also be enhanced significantly for short time periods, which is important to consider for further
monitorings. By far the most important sink for both methane and nitrous oxide was the emission
to the atmosphere. In a scenario of further oxygen depletion, as revealed by the statistical analyses,
trace gas emissions are estimated to grow, as source processes for both gases are highly oxygen de-
pendent.
Continuing the monthly measurements at Time Series Boknis Eck is of major importance to moni-
tor and understand future changes in the Baltic Sea. To further substantiate the hypothesis of weak-
ened ventilation as a reason for oxygen depletion, measurements with a higher spatial resolution
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are needed. A sequence of CTD profiles (conductivity, temperature, depth) comprising several years
would allow to determine the precise location and gradient of the pycnocline and therefore would
enable conclusions on the altered ventilation.
Concerning the modelling of trace gases, experimentally derived flux rates would be needed to fur-
ther develop the model. It could be shown that the implementation of biological processes in con-
trast to physical processes lacks accurate parametrisations. Accurate turnover and flux rates would
help to precisely define the processes involved in the cycling of methane and nitrous oxide and
improve the quantification of relevant processes.
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A Time Series Analysis
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Figure A.1.: Boknis Eck time series of salinity at 25 m depth.
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Figure A.2.: Boknis Eck time series of oxygen concentration at 25 m depth.
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Figure A.3.: Boknis Eck time series of oxygen saturation at 25 m depth.
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Figure A.4.: Boknis Eck time series of nitrate at 10 m depth.
N
itr
ite
 (µ
M)
 
 
Jan60 Jan65 Jan70 Jan75 Jan80 Jan85 Jan90 Jan95 Jan00 Jan05 Jan10
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Interpolated TS
Observations
Figure A.5.: Boknis Eck time series of nitrite concentration at 10 m depth.
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Figure A.6.: Boknis Eck time series of ammonium concentration at 10 m depth.
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Figure A.7.: Boknis Eck time series of phosphate concentration at 10 m depth.
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Figure A.8.: Boknis Eck time series of ammonium concentration at 25 m depth.
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Figure A.9.: Boknis Eck time series of phosphate concentration at 25 m depth.
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Figure A.10.: Boknis Eck time series of temperature at 25 m depth.
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Figure A.11.: Global power spectra of Wavelet analysis shown in the main part. Dashed line
indicates 95 % significance.
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Figure A.12.: Wavelet power spectra (WPS) and global power spectra (GPS) of Wavelet analysis.
Dashed line in GPS indicates 95 % significance, black lines in WPS indicate 95 %
significance, both against red noise.
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Figure A.13.: Wavelet power spectra (WPS) and global power spectra (GPS) of Wavelet analysis.
Dashed line in GPS indicates 95 % significance, black lines in WPS indicate 95 %
significance, both against red noise.
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Figure A.14.: Wavelet power spectra (WPS) and global power spectra (GPS) of Wavelet analysis.
Dashed line in GPS indicates 95 % significance, black lines in WPS indicate 95 %
significance, both against red noise.
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Table A.1.: Test statistics for the monthly Mann-Kendall-Test on oxygen saturation. Only sig-
nificant results are shown. C.I.=confidence interval on Sen’s slope. Tau b=Kendall’s
Tau for time series including ties.
Tau b p-value Sen’s slope C.I. 5 % C.I. 95 %
January -0.226 0.03199 -0.26160 -0.51662 -0.01980
April -0.262 0.00538 -0.32668 -0.56178 -0.14646
May -0.241 0.01638 -0.31665 -0.58901 -0.06367
July -0.322 0.00051 -0.47285 -0.71218 -0.23360
September -0.316 0.00052 -0.22392 -0.39066 -0.09583
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Table A.4.: Test statistics for Mann-Kendall-Test performed monthly. Only significant results
are shown. Slopes are given in Unit per month. Adjusted p-value refers to the cor-
rection for autocorrelation. C.I.=confidence interval on Sen’s slope.
Tau b p-value Sen’s slope C.I. 5 % C.I. 95 %
Temperature 1m (◦C)
January 0.206 0.048100 0.03 0 0.05
April 0.354 0.000099 0.07 0.03 0.10
May 0.290 0.002500 0.06 0.02 0.09
Temperature 25m (◦C)
January 0.232 0.02569 0.03 0.00 0.06
February 0.199 0.04448 0.03 0.00 0.06
March 0.220 0.01621 0.03 0.01 0.06
April 0.307 0.00073 0.04 0.02 0.06
June 0.227 0.02580 0.03 0.00 0.05
September 0.253 0.00469 0.04 0.01 0.06
Oxygen 25m (µM)
January -0.266 0.01143 -1.45 -2.42 -0.33
March -0.286 0.00168 -1.18 -1.96 -0.46
April -0.314 0.00075 -1.63 -2.46 -0.69
May -0.274 0.00594 -1.20 -2.35 -0.37
July -0.340 0.00015 -1.51 -2.22 -0.79
August -0.203 0.03037 -0.71 -1.32 -0.08
September -0.353 0.00008 -0.76 -1.31 -0.36
Salinity (psu)
March 0.189 0.03862 0.04 0.00 0.07
April 0.232 0.01145 0.06 0.01 0.10
Chlorophyll a I 10m (µg/L)
February -0.497 0.01759 -0.30 -0.70 -0.06
Chlorophyll a II 10m (µg/L)
February 0.295 0.02135 0.06 0 0.22
April -0.380 0.00205 -0.11 -0.19 -0.03
May -0.327 0.01834 -0.04 -0.09 -0.01
July -0.286 0.01723 -0.04 -0.12 -0.01
October -0.301 0.03109 -0.12 -0.23 -0.01
Secchi Depth (m)
January -0.322 0.04157 -0.10 -0.23 0
February -0.277 0.03752 -0.11 -0.23 0
March -0.266 0.02465 -0.13 -0.22 -0.01
Density gradient (kg/m4)
April 0.320 0.00049 0.00204 0.00094 0.00322
July -0.190 0.04335 -0.00132 -0.00251 -0.00002
October -0.210 0.03818 -0.00132 -0.00255 -0.00007
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Table A.5.: Test statistics for Mann-Kendall-Test performed monthly. Only significant results
are shown. Slopes are given in Unit per month. C.I.=confidence interval on Sen’s
slope.
Tau b p-value Sen’s slope C.I. lower C.I. upper
Nitrate 10m (µM)
January -0.325 0.01846 -0.18 -0.27 -0.03
February -0.386 0.00190 -0.25 -0.43 -0.10
March -0.327 0.00446 -0.11 -0.33 -0.01
April -0.565 0.00000 -0.03 -0.06 -0.01
December -0.305 0.03541 -0.11 -0.22 0.00
Nitrite 10m (µM)
January -0.291 0.04991 -0.02 -0.03 0.00
March -0.263 0.02708 -0.02 -0.03 0.00
April -0.284 0.02403 0.00 0.00 0.00
October -0.364 0.01427 0.00 -0.01 0.00
Phosphate 10m (µM)
January -0.442 0.00287 -0.02 -0.04 -0.01
February -0.535 0.00002 -0.03 -0.04 -0.02
March -0.258 0.03008 -0.02 -0.04 0.00
September -0.251 0.02421 -0.01 -0.02 0.00
December -0.399 0.00730 -0.03 -0.05 -0.01
Phosphate 25m (µM)
January -0.266 0.07385 -0.01 -0.03 0.00
February -0.443 0.00047 -0.02 -0.03 -0.01
March -0.424 0.00045 -0.03 -0.05 -0.01
April -0.249 0.04185 -0.01 -0.03 0.00
June 0.288 0.03431 0.02 0.00 0.04
September -0.247 0.03000 -0.12 -0.25 -0.01
Ammonium 10m (µM)
January -0.312 0.03500 -0.090 -0.158 -0.006
February -0.487 0.00015 -0.119 -0.183 -0.069
March -0.372 0.00155 -0.018 -0.034 -0.005
April -0.375 0.00229 -0.015 -0.030 -0.004
August 0.254 0.03931 0.004 0.000 0.009
Ammonium 10m (µM)
no significant results
B Model Input Data
Figure B.1.: Temperature depth profiles during model simulation. Mixed layer depth is indi-
cated by black line. Spatially interpolated between 6 standard depths (1, 5, 10, 15, 20
and 25 m), temporarily interpolated between monthly measurements.
Figure B.2.: Salinity depth profiles during model simulation. Mixed layer depth is indicated
by black line. Spatially interpolated between 6 standard depths (1, 5, 10, 15, 20 and
25 m), temporarily interpolated between monthly measurements.
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Figure B.3.: Oxygen concentration depth profiles during model simulation. Mixed layer depth
is indicated by black line. Spatially interpolated between 6 standard depths (1, 5, 10,
15, 20 and 25 m), temporarily interpolated between monthly measurements.
Figure B.4.: Chlorophyll a concentration depth profiles during model simulation. Mixed layer
depth is indicated by black line. Spatially interpolated between 6 standard depths
(1, 5, 10, 15, 20 and 25 m), temporarily interpolated between monthly measurements.
Figure B.5.: Ammonium concentration depth profiles during model simulation. Mixed layer
depth is indicated by black line. Spatially interpolated between 6 standard depths
(1, 5, 10, 15, 20 and 25 m), temporarily interpolated between monthly measurements.
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Figure B.6.: N2O concentration depth profiles during model simulation. Mixed layer depth is
indicated by black line. Spatially interpolated between 6 standard depths (1, 5, 10,
15, 20 and 25 m), temporarily interpolated between monthly measurements. In the
1D box model, only the concentrations below the mixed layer were used as input
for subsurface concentration.
Figure B.7.: CH4 concentration depth profiles during model simulation. Mixed layer depth is
indicated by black line. Spatially interpolated between 6 standard depths (1, 5, 10,
15, 20 and 25 m), temporarily interpolated between monthly measurements. In the
1D box model, only the concentrations below the mixed layer were used as input
for subsurface concentration.
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Figure B.8.: Wind data obtained from DWD normalised to 10m height.
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Figure B.9.: Dry air mole fraction data, measured at Mace Head (Ireland), as used for the 1D
box model for N2O. Errorbars indicate standard deviation in measurements.
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Figure B.10.: Dry air mole fraction data, measured at Mace Head (Ireland), as used for the 1D
box model for CH4. Errorbars indicate standard deviation in measurements.
