Training deep neural networks results in strong learned representations that show good generalization capabilities. In most cases, training involves iterative modification of all weights in the network via back-propagation. In Extreme Learning Machines, it has been suggested to set the first layer of a network to fixed random values instead of learning it. In this paper, we propose to take this approach a step further and fix almost all layers of a deep convolutional neural network, allowing only a small portion of the weights to be learned. As our experiments show, fixing even the majority of the parameters of the network often results in performance which is on par with the performance of learning all of them. The implications of this intriguing property of deep neural networks are discussed and we suggest practical ways to harness it to create more robust and compact representations. 9
I. INTRODUCTION
Deep neural networks create powerful representations by successively transforming their inputs via multiple layers of computation. Much of their expressive power is attributed to their depth; theory shows that the complexity of the computed function grows exponentially with the depth of the net [1] . This renders deep networks more expressive than their shallower counterparts with the same number of parameters. Moreover, the data representation is more efficient from an information-theoretic point of view [2] . This has led to increasingly deeper network designs, some over a thousand layers deep [3] . Modern architectures [4] , [5] , [3] , [6] contain millions to billions of parameters [7] often exceeding the number of training samples (typically ranging from tens of thousands [8] to millions [9] ). This suggests that these networks could be prone to over-fitting, or are highly-overparameterized and could be more compact; this is supported by pruning methods, such as [10] , which are able to retain accuracy after removing many of the weights and re-training. Counter-intuitively, [11] have shown that a net can be pruned by selecting some arbitrary subset of filters and still recover the original accuracy, hinting at a large redundancy in parameter space. The large parameter space may explain why current methods in machine learning tend to be so data-hungry. Could be it that not all of the weights require updating, or are equally useful (this is suggested by [1] )?
Typically, an iterative gradient-based method (e.g., SGD) is used to update all weights of the network to minimize a loss function. Instead of training all weights, we suggest an almost extreme opposite: network weights are initialized randomly and only a certain fraction is updated by the optimization process. As our experiments show, while this does have a negative effect on performance, its magnitude is surprisingly small with respect to the number of parameters not learned. We tested this across a range of architectures, conditions, and datasets. We discuss and explore various ways of selecting subsets of networks parameters to be learned.
To the best of our knowledge, while others have shown analytic properties of randomly weighted networks, this work is novel in that: 1) We empirically explore the effects of keeping the weights at their randomly initialized values in multiple layers (as opposed to a single layer by others) 2) We show the effect of learning only a subset of the weights in each layer 3) We show how this could be used to create strong yet compact representations.
Successfully training mostly-random networks has implications for the current understanding of deep learning, specifically, (1) Popular network architectures are grossly over-parameterized and (2) Current attempts at interpreting emergent representations inside neural networks may be less meaningful than thought. Moreover, the ability to do so opens up interesting possibilities, such as "overloading" networks by keeping a fixed backbone subset of parameters and re-training only a small set. This can be used to create cheap ensemble models which are nevertheless diverse enough to outperform a single model. Furthermore, if we record the random seed used to generate the fixed weights, we need not waste storage space on them, as they can be generated only before inference is required (given access to the random number generator). The remaining set of weights can be compressed [12] , leading to an overall compact model (albeit not during inference). In this regard, our work is complementary to network pruning in that it explores reducing the required number of learned parameters. The rest of the paper is as follows: in Sec. II we describe related work. This is followed by a description of our method (Sec. III), and an extensive set of experiments validate it. We end with some discussion and concluding remarks. For reproducibility, we will make code publicly available.
II. RELATED WORK
Random Features: there is a long line of research revolving around the use of randomly drawn features in machine learning. Extreme Learning Machines show the utility of keeping some layer of a neural net fixed -but this is usually done only for one or two layers, and not within layers [13] or across multiple (more than two) layers. [14] has shown how picking random features has merits over matching kernels to the data. [15] have analytically shown useful properties of random nets with Gaussian weights. As mentioned in the work of [1] , many of the theoretical works on deep neural networks assume specific conditions which are not known to hold in practice; we show empirically what happens when weights are selected randomly (and fixed) throughout various layers of the network and within layers. Fixed Features: a very recent result is that of [16] , showing -quite surprisingly -that using a fixed, Hadamard matrix [17] for a final classification layer does not hinder the performance of a classifier. In contrast, we do not impose any constraints on the values of any of the fixed weights (except for standard random initialization), and evaluate the effect of fixing many different subsets of weights throughout the network.
Compression/Filter Pruning: many works attempt to learn a compact representation by pruning unimportant filters: for example, compressing the network after learning [10] , [12] , [18] , [11] ; performing tensor-decompositions on the filter representations [19] or regularizing their structure to have a sparse representation [20] ; and designing networks which are compact to begin with, either by architectural changes [21] , [22] , or by learning discrete weights , e.g. [23] , [24] .
Interpretability Many works attempt to dissect [25] learned network representations to gain insights into their inner workings, improve them by "debugging" the representation or extract a meaningful explanation of their output. The work of [26] analyzes feature selectivity as network depth progresses. They also map activities of specific filters back into pixel-space. Other methods mapping network outputs to specific image regions has been suggested, either using gradient-based methods [27] or biologically inspired ones [28] , [29] . Others either maximize the response of an net to a specific category [30] ) or attempt to invert internal representations in order to recover the input image [31] .
The interpretability of a network is often considered by discovering correlations between hidden units and concepts with semantic meaning; some works show such correlations emerge from training [25] . As we keep most features random, we argue that (nearly) similarly powerful features can emerge without necessarily being interpretable. Admittedly, interpretability can be defined by examining a population of neurons, e.g. [32] , but this kind of interpretation depends on some function which learns to map the outputs of a set of neurons to a given concept. In this regard, any supervised network is by construction interpretable.
III. METHOD: LEARNING PARTIAL NETWORKS
In standard settings, all weights of a neural network N are learned in order to minimize some loss function L. Our goal is to test how many parameters actually have to be learned -and what effect fixing some of the parameters has on the final performance. This work deals with vision-related tasks, e.g.image classification, though in the future we intend to show it on others (e.g., language). In this setting, the network is typically defined by a series of convolutional layers interleaved by non-linearities (e.g., ReLU). The final layer is usually fully-connected though it can be cast as a form of convolutional layer as well.
We proceed with some definitions. Let W be the set of all parameters of a network N with n layers. Our experiments can be framed as splitting W into two disjoint sets: W = W f ∪ W l . In each experiment we fix the weights of W f and allow W l to be updated by the optimizer. W f are either randomly initialized or set to zero, effectively defining a thinner architecture. W l = ∪ n i∈1 w l,i is a partition of W l into a selected set of weights w l,i for each layer i ∈ {1 . . . n}. Let M i ∈ R Oi×Ii×ki×ki be the tensor defining the filters of layer i, where: O i , I i , k i are the number of output channels (a.k.a number of filters), input channels, and the kernel size respectively.
For each conv. layer, the corresponding w l,i defines a slice of some dimension of M i : slicing the first dimension produces a subset of the filters, which will be learned:
is the set of filters of this layer; slicing the second dimension, w l,i allows to learn only some of the incoming connections for each filter; slicing the third and fourth dimensions w l,i allows to learn only some of the spatial locations of each filter.
We note that for layers with a bias term we do not split along any dimension other than the first. In addition, we keep fully-connected layers intact -we either learn them entirely or not at all. For simplicity, we treat all filters in a homogeneous manner, i.e., no set of filters, such as "shortcut" filters used in resnets [6] is treated in a special way. In addition, selecting a subset of coefficients in some dimension is always implemented by choosing the first p coefficients, where p and the dimension depend on the specifics of the scenario we are currently testing. Admittedly, this could lead to suboptimal results (see below). However, the goal here is not to learn an optimal sparse set of connections (cf. [19] , [20] , but rather to show the power inherent in choosing an arbitrary subset of a given size. Network training proceeds via back-propagation -only that the elements of W f are treated as constants. Next, we describe various ways to test how well the network converges to a solution for different configurations of W l .
A. Splitting Network Parameters
As we cannot test all possible subsets of network parameters, we define a range of configurations to define some of them, as follows:
Fractional Layers: setting a constant fraction p of filters of each layer L of N , except the fully-connected (classification) layer. We do this for p ∈{.07, .1, .4, .7} (less than 0.07 will mean no filters for networks where F 0 = 16 e.g., in WRN (wide resnets).
Integer number of filters: learning a constant integer k ∈ {1, 5} number of filters per layer. We show that learning a single filter in each layer leads to non-trivial performance for some architectures.
Single Layers: freezing all weights except those of a single block of layers. This is only for the wide and dense resnets. The blocks are selected as W l ∈ {conv 1 block 1 , block 2 , block 3 , fc} where conv 1 is the first convolutional layer, block i is one of 3 blocks of a wideresnet with 28 layers and a widen factor of 4 or of a densenet with a depth of 100 and a growth-rate of 12.
Batch Normalization: BN layers also have optionally learnable parameters in addition to their running estimates of mean and variance, i.e.a bias term β and factor γ for each filter. The number of total weights in the BN layers typically amounts a few tens of thousands, dependent on network architecture; in densenets this equals ∼ 24K parameters and ∼ 18K in WRN with a widen factor of 10. BN layers can have effects beyond stabilizing the optimization process. This is exemplified by the work of [33] , where the parameters of the BN layers are trained for each task. In our experiments, we take this a step further, to show what can be learned by learning only the BN parameters of the network.
IV. EXPERIMENTS
We experiment with the CIFAR-10 and CIFAR-100 datasets [8] as well as a downscaled version of ImageNet [4] and several architectures: Wide-Residual Networks, Densely Connected Resnets, AlexNet, and VGG-19 (resp. [6] , [34] , [4] , [5] . For baselines, we modify a reference implementation 1 . To evaluate many different configurations. Experiments were performed using PyTorch 2 . Unless specified otherwise, models were optimized using Momentum-SGD. 1 https://github.com/bearpaw/pytorch-classification 2 http://pytorch.org/
Limiting Filter Inputs vs Outputs :
We begin by establishing in which dimension it is better to slice the filter tensor M i in each layer. Recall (Sec. III) that learning a subset of the first dimension of M i translates to learning some of the filters but training all parameters for each filter (e.g., considering all inputs), while limiting the second to fourth dimension means learning all filters but choosing some subset of the filter coefficients for each. Intuitively, allowing a subset of filters to be fully learned allows those learned filters to make full-use of the features in their incoming connections. On the other hand, learning all filters but selecting the same set of inputs for all of them to be fixed seems like a worse option, as this may cause important features to be "missed"; specifically, this can happen due to fixed bias term which cause the non-linearities to zero out the effect of these incoming features, rendering them "invisible" to subsequent layers. We have tested this on a smaller scale, with the densenet [34] architecture on CIFAR-10, where we have sliced the convolutional layers along the four different dimensions and limited the number of epochs to just one. We tested this for a set fraction of each dimension, as well as a fixed-sized slice from each dimension, with a minimum of one element per slice. The results point to a clear advantage for limiting only the first dimension, i.e.number of filters. For learning 10-20% of the the weight, we find learning only a subset of filters consistently has an advantage of 10% in classification accuracy w.r.t other options. As a result, all experiments hereafter will only demonstrate configurations involving subsets of filters (or subsets of layers).
A. Subsets of Filters
We now experiment on various architectures and configurations, limiting ourselves to selecting a subset of filters, using the ways described in Sec. III-A. Fig. 1 shows the top-1 validation accuracy, on the CIFAR-10/100 benchmarks where the fraction of weights in each convolutional layer has been limited. For each architecture, a dashed colored line of matching color shows the performance when learning all weights. Most architectures except AlexNet degrade quite gracefully when the number of learned parameters is drastically reduced. On CIFAR-10, there is almost no difference when learning only 10% vs all of the weights (95.9% vs 96.1%) with the WRN architecture.
Thinner Networks: to test the significance of the fixed weights, we also carried out experiments where the reported fraction is learned, and all other weights are zeroed out. This is equivalent to training correspondingly thinner networks. Fig. 3 compares the accuracies attained for various fractions when either fixing the remainder of parameters (blue curves) or training a thinner network (orange curves). Especially for a very low fraction of remaining weights (<0.1) , there is a dramatic gap in performance between these two options ranging from 60% (densenet) to around 10% . This demonstrates that the fixed weights are well utilized by the network and transfer much of the relevant information required for the classification task. We note that this gap shrinks to nearly 0 as the learned fraction increase above 40% (except for AlexNet). We further note that, perhaps surprisingly, WRN, Densenets and VGG seem over-parametrized for the tasks of CIFAR-10/100; as can be seen from the figure, using a network of 70% conv. parameters (orange curves) performs on par with the full network, giving an immediate practical benefit to training thinner nets for these tasks before any pruning or other compression method is applied. We tested a more extreme case, where we allow only an integer number of filters to be learned at each layer, versus a fraction of the whole, e.g., train 1 filter at the first layer, 1 of the second, etc. This is shown in Fig. 1 (b) , where a '+' suffix to an architecture specifies that the non-learned filters are fixed and without '+' there are in fact only 1 (or 5) filter at each conv. layer. Learning only one filter per layer (a total of 7.5% of the original network weights) attains 85% top-1 accuracy for CIFAR-10 with densenet. This is roughly equal in terms of number of weights to learning 7% of each layer as most weights in this regime are dominated by BN weights + the fully connected layer. Again, the remaining filters are crucial: removing them to create a very thin network results in an accuracy of 55%. Using 5 filters we get 91%. Surprisingly, a 5-filter per-layer thin net attains 91.8%, using only ∼177K parameters.
Parameter Efficiency: another view on the results can be seen in Fig. 2 (a) which plots the performance obtained vs. the total number of parameters on a logarithmic scale. Zeroing out all non-learned parameters (thatched circles), densenets attain decent performance with less that 100K parameters, roughly an eighth of the original amount. We fit a straight line to the performance vs. the log of the fraction of learned parameters (Fig. 2 (b) ). The performance grows logarithmically with the number of parameters, with a larger slope (e.g., better utilization of added parameters for recent architectures (resnet, WRN).
Subsets of Layers:
we learn only subsets of layers out of the layers specified and report the performance for each of these scenarios, for CIFAR-10 and CIFAR-100 and for the dense and wide residual networks. Table II summarizes this experiment. We see that a non-trivial accuracy can be reached by learning only a single of the layer subsets. Furthermore, in most cases learning the last, fully-connected layer on its own proves inferior to doing so with another layer. For example, with wide-resnets (WRN) learning the fc (fully connected) layer attains only 37% top-1 accuracy on CIFAR-10, much less than either than the 3 middle blocks. The number of parameters in fc grows linearly with the number of classes while that of the middle blocks remains constant (not seen directly in the table due to the additional weights of BN layers). Practically, this can indicate that when fine-tuning a single layer of a network, the last layer is not necessarily the best one to choose. Nevertheless, fine- tuning an additional layer in the middle can prove useful as the additional parameter cost can be quite modest.
Batch-Norm Layers: as mentioned in Section. III-A we tested network performance when learning only batchnormalization layers. This experiment was done for the wide and dense residual network. Learning only the parameters of the BN layers can in non-trivial performance using densenets, e.g.60.85% for CIFAR-10 (vs 68.6 for BN+fc) and 30.2. For CIFAR-100 this is no longer the case, 16% vs 33.4%. Please refer to Table II .
ImageNet: finally, we perform a larger scale experiment on net suggested by Rebuffi et al. [33] . It is a variant of the ImageNet [9] dataset. The images are downscaled to a maximal side of 72 pixels. We use the implementation of as [35] , though we get an improved validation performance of 63.9% (vs. 60.4%) by setting the weight-decay to 1e −4 . 80 epochs, with an initial learning rate of 0.1, which is lowered by a factor of 10 after 60 and after 70 iterations. We use the WRN [6] architecture with a widen-factor of 4 [33] . We train the fully-parameterized version, and partial versions with fractions of 0.1,0.4 and 0.7 of the filters in each conv. layer, as well as thinner versions where the remaining fractions are zeroed out. The results of this experiment are summarized in Table II . For this more challenging dataset, a larger fraction of weights is required. Though the network still performs reasonably well at 70% learned parameters, we see that for 40% there is already a large gap between the zeroed-out version (thin) vs the fixed version of the weights, in contrast to smaller datasets 3. This indicates that a richer representation is require to capture all of the classes in this dataset and the architecture is closer to its full capacity when trained on it. 
B. Cheap Ensembles
Keeping most weights fixed suggest the creation of "cheap" ensemble models that share many weights and vary only in the remaining portion: training densenet while learning only 10% of the weights requires ∼90K new parameters for each such model. The total cost for e.g., an ensemble of size 5 will be .77M + .09M * 4 = 1.13M parameters, much less than training five independent models. We trained three ensemble models of 5 elements each On CIFAR-10. We first train a full model for one epoch and use it as a starting point to train each ensemble element for an additional epoch. We tried both Adam [36] and SGD and reported for each ensemble the best of the two results. We report for each ensemble the mean accuracy of elements, the accuracy attained averaging the ensemble's predictions and the total number of learned parameters (except of the first fully-parametrized model). We trained ensembles of (a) fully parameterized models (Full) (b) models varying only by the fc layer (FC) and (c) models with a shared fraction R of convolutional weights (Share-Conv-R). Table I summarizes the results. We see that fixing 10% (sharing 90%) of the parameters already outperforms re-training only the FC layers. A fully-parameterized ensemble indeed shows better variability in the solutions (leading to a better ensemble performance), though using some portion of shared conv. weights is not far below it, with significantly less weights.
V. DISCUSSION
We have set out to explore the effect of under-utilizing network parameters on its final performance, contrary to common practice of training all network weights. Experiments demonstrated an unexpectedly small decrease in performance -even though remaining parameters are fixed or zeroed out: learning only 10% of the parameters leads to a drop of 2% in on CIFAR-10 using wide-residual networks [6] and using 40% leads to a drop of less than 0.5% (Table  I, Fig. 1 ). We show the effect to hold to a certain extent for various networks and fractions of parameters learned (Fig.  3) , where less modern nets (AlexNet [4] ) do not seem to have this property. On more challenging cases (ImageNet) a larger number of parameters is required; the results may indicate how over-parameterized current models are, even compact ones (e.g., dengenets), when the task is relatively simple (e.g., CIFAR-10). For such benchmarks, thinning of the net to 70% conv. weights comes at virtually no cost to the final performance and fewer parameters can be learned at a negligible performance loss. The choice of which subset to learn has a large impact on the performance of the resulting network: freezing different subsets of the same size in a network can lead to significantly different performance (Sec. IV). Learning is also possible with an extremely small number of filters learned at the convolutional layers, as little as a single filter for each ( Fig. 3, shaded areas) . In future work we intend to explore improved ways of utilizing the learned weights -for example, possibly a better weight initialization of trained vs untrained weights, as well as obtaining a theoretical understanding of why some architectures are affected more than others by limiting their capacity. Three simple applications of the described phenomena are (1) cheap ensemble models, all with the same "backbone" fixed network (which we demonstrated in Sec. IV-B) (2) learning multiple representations with a small number of parameters added to each new task and (3) transfer-learning by updating a middle layer vs the final classification layer. We also intend to explore the reported phenomena on additional tasks, such as natural language processing or reinforcement-learning.
