INTRODUCTION
Estimation of unknown positions of sensor nodes distributed arbitrarily in the area of concern is termed as localization and is of immense significance. Localization plays a significant role in location of sensed events, geographic routing and target tracking [1] . Broadly the location estimation algorithms are separated in two classes, namely range based and range free. Time of arrival (TOA) [2] , time difference of arrival (TDOA) [3] , angle of arrival (AOA) [4] , and received signal strength indicator (RSSI) [5] are generally utilized algorithms those fall in the class of range based. In order to localize the nodes these algorithms rely on accurate point-topoint assessment of position. The major benefit of these range based algorithms is that they locate the position of unidentified sensor nodes with good correctness, but the kind of hardware these techniques use is very costly. However, the range free location determination algorithms do not involve such kinds of hardware for localization. They find the locations of unidentified nodes by means of connectivity information and hence entire arrangement is localized. A hefty amount of research papers on range free localization methods have been published in literature. For example, Bulusu et al. in [6] presented a centroid based location estimation algorithm that falls under the category of range free algorithms. In this work, the receiver localizes itself to the areas, which coincide with the area of the anchor nodes.
The coinciding area is called as the centroid of the anchor nodes. Beacon nodes or reference nodes are the other names of anchor nodes used in literature. The beacon nodes or the beacons are having some built in location determination equipment. Hop count based localization algorithm DV-HOP was presented by Niculescu et al. in [7] . The notion of this algorithm was to replace the Euclidean distance between two nodes with inter node hop distance. Another range free algorithm, APIT (approximation point in triangulation test) was proposed by He et al. in [8] . Here three beacon nodes create triangular regions; the centroid formed by the intersection of these regions is used to find out the position of unknown sensor nodes.
In [9] , Doherty et al. presented a location estimation algorithm for localizing the unknown nodes using connectivity-induced based constraints that further employ a semi-definite program (SDP) to resolve the localization issue. Multi dimension scaling (MDS-MAP) algorithm was floated by Shang et al. in [10] which takes into account the connectivity based knowledge 'who is in the communication range of whom'. MDS-MAP algorithm is composed of three steps, first deals with the estimation of rough distance between all the nodes, second is to find the node positions that fits the estimated distance. At last, the normalization is employed to determine the unknown coordinates. To improve the performance of these range free localization algorithms
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different bio inspired and evolutionary algorithms based soft computing techniques have been proposed in past by the research community. Some of the utilized techniques reported in literature are genetic algorithm [11] , simulated annealing [11] , artificial neural networks [12] [13], fuzzy logic systems [14] , particle swarm optimization (PSO) [14] [19] , differential evolution [20] etc. In general, all these algorithms optimize the research problem by considering one or more parameters. For example in PSO [14] the interest is to optimize the objective function and in the problem of localization the target is to minimize the localization error. In [21] the differential evolution algorithm is applied on RSSI (received signal strength indicator) to optimize the location estimation of the unknown sensor nodes.
In [14] the RSSI from reference nodes to the unidentified nodes is taken in terms of weights and weights are optimized using fuzzy inference engine. These optimized weights further improve the average localization error. Use of these soft computing techniques by the research community to optimize the positioning error motivates us to use ABC algorithm. So in this research article, the original centroid localization algorithm (CLA) is examined and its performance is evaluated using ABC algorithm. Further, the same algorithm is first studied with swarm intelligence based PSO algorithm, then with evolutionary algorithm based DE algorithm, and a comparison of these algorithms is made. Remaining structure of paper is separated into 5 sections. Related work in detail is presented in section 2. Simulation of ABC based CLA is given in section 3. Section 4 discuss in detail the results and discussion. Conclusions followed by references are presented in section 5.
RELATED WORK

Basic Centroid Localization Algorithm
In [6] Bulusu et al. presented an idealized connectivity based model for outdoor propagation under uncluttered environment. They assumed equal power for all the nodes. In this model the reference are put on known locations. The unknown nodes localize themselves in the region that coincides with the region of intersection of the anchors. They estimated the position of unknown sensor nodes using equation 1 [6] . 
Here (Xest, Yest) is the estimated value of unknown coordinates of sensor node and the number k represents the amount of reference nodes. The performance measure used to determine the accuracy of this method called as localization error (LE) can be described with the equation 2 [6] .
Here (Xa, Ya) depicts the actual values of coordinates of unidentified sensor node. This algorithm is very easy and inexpensive but the main disadvantage associated with this algorithm is large localization error. This error in this scheme comes out to be within 2 to 4 meters. An improved version of the original CLA algorithm is presented in [22] . Hay-qing et al. premeditated the coordinates of unknown node on the basis of weights. They estimated the distance between transmitting and receiving node and decided the weights based on these distances. The estimated value of the unknown coordinates is calculated based on the equation 3 [22] . 
The weights are calculated using RSSI. This method increases the accuracy level but achievement of this improved algorithm extremely depends upon the optimization of these weights which is a tedious task. Blumenthal et al. [23] presented a weighted centroid algorithm for the estimation of position of unknown sensor nodes. They investigated the theoretical and practical aspects of RSSI measurements and studied the impact on localization error. Although the localization error obtained from this method is less than 1 m but one of the disadvantages of this method is that it do not take into account the environmental abnormalities while estimating the unknown coordinates. Quande et al. [24] proposed a weight compensated RSSI based weighted CLA. The algorithm is simple to implement consume less power and increases the accuracy of localization compared to other weighted CLAs. Although the localization error is reduced to 2.81 m but still the localization error is too big which need to be reduced further. Therefore, the sole objective of present research is to optimize the localization error of basic centroid based algorithm.
Natural Behavior of Honey Bees
The honey bees follow a collective intelligent behavior in the search of the food. They are intelligent on the basis of their capacity to share, memorize and store the information. As the environment change their behavior also changes. This intellectual behavior of the bees inspires the researchers to replicate this conduct of bees. In the camp of the bees, three categories exist: first the employed bees (EB), second the onlookers bees (OB), and third the scouts bees (SB). Out of these EBs are connected with the source of food, OBs chooses the food source. The SBs randomly hunt all sources of food. At the start, the scout bees reveal the entire foodstuff. Both EBs and OBs keep on exploiting the nectar present in each food source until all nectar is bushed. After this the employed bees becomes scout bees and start probing the food sources In the context of localization problem, all food sources represent all the sensors nodes scattered in the area of interest. The degree of sweetness or nectar present in the food source gives the level of suitability of the outcome. To get the optimized value of localization error, it is considered as the objective function. The control parameters are decided and scout bees (SBs) initialize the inhabitants of food references (or solutions). In first phase the EBs hunt for all new available food references having large nectar present in the vicinity of the these references. Every time after discovering the new food references, the greedy selection algorithm between new obtained solution and its parent is used to obtain new fitness value. This food references information is conveyed by the EBs with OBs waiting in the hive with the help of a dance on the dancing area. Based on the knowledge given by the EBs, the OBs select their food probabilistically for which fitness selection method, roulette wheel selection is employed. The sources that are poor or exploited are deserted and scout bees start to seek new solutions. These steps are replicated repeatedly in anticipation of a threshold.
Initialization of Population
Initially, the artificial bee colony algorithm produces inhabitants of evenly distributed solutions where each solution xi (i = 1, 2... N) depicts a d-dimensional vector. Here xi represents the ith food source and d signifies the variables present in the problem of optimization. Generation of each food source can be presented by the given equation 4 [27] .
Where xmin j is the lower and xmax j is the upper restriction of xi in the jth direction.
Employed Bees Phase
Here the existing solution is modified on the basis of its fitness value. Depending upon the worth of fitness of fresh solution, the bees update their position with newer value and discard the older ones. This position updation is represented by equation 5 [27] .
Where ( − ) is called as step size, k Є {1, 2...N} and j Є {1, 2... d} are two arbitrarily selected indices. And k and i are chosen to be of different values so as to have some significant contribution of step size, whose value lies in between [-1, 1].
Onlooker Bees Phase
In OBs phase, the suitability of updated solutions and the positional data are shared with OBs present in hive. These bees analyses existing knowledge and pick a resolution based on some probability. This probability (Pi) is given by equation 6 [27] .
Where is the worth of fitness for the i th solution.
Scout Bees Phase
In SBs, if solutions obtained by the employed bees cannot be enhanced further even after a predetermined threshold, the employed bees now become the scouts and current solutions obtained by them are discarded. The scouts again begin moving arbitrarily in the hunt for new sources (or solutions). The preset number of cycle or the limit of rejection is an important control parameter. Let us suppose that the discarded solution is x, the scout bees replace this source (solution) with newer on the basis of equation 7[27]
Where and are the lower and upper restrictions of in jth direction.
Particle Swarm Optimization
In 1995, Eberhart and Kennedy [28] presented a swarm-based algorithm called as PSO. Algorithm was developed by studying the conduct of bird flocking. Although PSO is very simple and akin to genetic algorithm but it does not exploit crossover or mutation. Because of the simplicity and fewer mathematical expressions involved, PSO is easy to implement. Originally, the aim was to emulate the conduct of birds in a very easy way but later on it emerged as a very good algorithm to discover the optimum solutions. Each solution, which is to be optimized, is represented by a bird or particle in the hunt space. To obtain optimum results the solution having greatest fitness value is chosen for the objective function. In [15] 
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particle and the global best (gbest) is the collective best considered among all the particles. Updation of velocity and position is done using the equation 8 and 9.
( + 1) = ( ) + ( + 1)
In the above equations xi (t + 1) is the updated new position and vi (t + 1) is the updated new velocity. Another important factor w represents the weight assigned to the first part of the equation 8, w.vi (t) which is termed as the inertia term. The succeeding part of the equation 8 that represents the individual behavior of the particle is called as cognition part and third part that represents the collective behavior of the particles is called as the social part. In both parts, c1 and c2 are acceleration coefficients which are constant terms. Here the localization error (equation 2) is taken as the objective function and the optimized localization error is determined using PSO.
Differential Evolution
In localization of unknown nodes in wsn, the problem of localization is taken as the problem of differential evolution and the optimized solution is found. Like genetic algorithm the differential evolution algorithm is also an algorithm which is based on population that employs the same operators: crossover, mutation and selection [20] [21][29] [30] . In general, the genetic algorithm relies on crossover whereas the DE relies on mutation. The mutation is given importance as it gives good parametric variations and diverse results. The equation of mutation is given by
Where Mbest is the best solution, Mt is the mutated value, S is the scaling factor and TV and RV are the targeted and randomly selected positions. Here also the localization error is considered as fitness function of DE and the optimum fitness function is found by mutation (equation 10), cross over and selection.
SIMULATION OF ABC BASED CENTROID LOCALIZATION ALGORITHM
In wireless sensor networks (wsn) the problem associated with the localization is the error in estimation of exact coordinates of the unknown nodes. Here first the basic CLA is studied and simulated in matlab and then localization error is premeditated by estimating the distinction between actual and estimated values of coordinates of unidentified sensor nodes. To reduce the error in CLA based algorithm a big number of swarm based soft computing techniques have been proposed in past. But very little work has been done using ABC algorithm which is a very good optimization algorithm and extensively used method to find the optimum solutions of many problems. So here ABC algorithm is applied on centroid based algorithm for diverse values of an important network parameter, the communication range. So in the present work the effects of swarm based technique ABC on localization error in wsn are studied. In algorithm of ABC best position of food source denotes the best possible solution in the problem of optimization. While using the ABC algorithm in wsn each food resource represents the distribution of sensors in the area of interest and the amount of nectar present in the food resource shows the height of fitness of the solution. And localization error that is to be optimized (given in equation 2) is considered as the objective function. The goal of the bees in ABC algorithm is to unearth the best possible solution and three categories of the bees namely the EBs, OBs and the SBs fulfill this goal. The EBs exploits the food source and shares this knowledge with the OBs. In terms of localization problem the best position is determined by the employed bees using equation 5. The onlooker bees evaluate this sweetness (nectar) information using certain threshold. For localization problem this is the probability given in equation 6 which acts as threshold. The onlooker bees become the scout bees after all the nectar is exhausted or if the quality of nectar is below the threshold. These scout bees again start searching the newer food source using equation 7. The minimum localization error is the best solution achieved from the ABC algorithm. The proposed approach, in very simplified manner is presented here with the help of an architectural diagram as shown in the Figure 1 . It can be easily understood from the diagram that approach starts with simulation of basic centroid based localization algorithm (CLA). Due to the large localization error in CLA, soft computing techniques are employed to reduce or optimize this error. For doing so the localization error is assumed as the objective function to be optimized. Then ABC algorithm is used on basic CLA and results obtained are compared with PSO and DE based CLA. Figure  2 shows the graphical illustration of average localization error for all of the localization algorithms. It can be shown from the graph that the localization error is largest in basic centroid based algorithm that reduces by using PSO but still the error is large. This error further reduces by using the ABC and DE algorithms. The performance of these two algorithms is largely same for localization error. One of the common observations for all of the algorithms is that there is an inverse relation between communication range and localization error. It can also be concluded from the observation that the average localization error reduces by 95% in ABC based CLA, 45% in PSO based CLA and 99% in DE based CLA in comparison to basic CLA.
Computation Time for Different Communication Range:
The computation time taken in simulations of ABC, PSO, DE based CLA and basic CLA in matlab, for different communication ranges is presented in table 3. Figure 3 shows the graphical illustration of computation time for all of the four localization algorithms. 
