Concentration and compactness in nonlinear Schrödinger–Poisson system with a general nonlinearity  by Azzollini, A.
J. Differential Equations 249 (2010) 1746–1763Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Concentration and compactness in nonlinear
Schrödinger–Poisson system with a general nonlinearity✩
A. Azzollini
Dipartimento di Matematica ed Informatica, Università degli Studi della Basilicata, Via dell’Ateneo Lucano 10, I-85100 Potenza, Italy
a r t i c l e i n f o a b s t r a c t
Article history:
Received 29 June 2009
Revised 6 July 2010
Available online 21 July 2010
Keywords:
Schrödinger–Poisson system
Concentration and compactness
General nonlinearity
In this paper we use a concentration and compactness argument
to prove the existence of a nontrivial non-radial solution to the
nonlinear Schrödinger–Poisson equations in R3, assuming on the
nonlinearity the general hypotheses introduced by Berestycki and
Lions.
© 2010 Elsevier Inc. All rights reserved.
0. Introduction
We consider the following Schrödinger–Poisson system{−u + qφu = g(x,u) in Ω,
−φ = qu2 in Ω, (1)
where q is a positive constant, Ω is an unbounded domain in R3 and g : R3 × R→ R. In [2] the
system has been studied using a variational approach, for Ω = R3 and assuming on g = g(u) the
Berestycki and Lions hypotheses (see [8]). In particular, it has been showed that the solutions can be
found as critical points of an associated functional deﬁned in H1(R3). A ﬁrst diﬃculty in applying the
classical methods of critical points theory is the lack of compactness, due to the unboundedness of the
domain. In [2] this diﬃculty has been overcome by restricting the functional to the natural constraint
H1r (R
3), the set of the radially symmetric functions in H1(R3), for which compact embeddings hold.
However, it could happen that such a restriction is not allowed or not suitable to our aim. For
example, consider these three situations:
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• g(·, s) is not invariant under the action of the group of rotations (for example in presence of a
breaking-symmetry potential),
• we are looking for non-radial solutions of the problem.
Each of these situations does not allow us to use the set of the radially symmetric functions as a nice
functional setting, and we have to handle the problem of the lack of compactness using a different
approach.
The aim of this paper is to show how the concentration and compactness principle can be used as
an alternative technique to get compactness. In particular, in the same spirit of [11], we are interested
in looking for non-radial solutions to the problem{
−u + qφu = g(u) in R3,
−φ = qu2 in R3. (SP)
In [11] an existence result has been proved assuming that g(u) = |u|p−2u and 4 < p < 6. Here we
consider a more general nonlinear term, namely a Berestycki & Lions type nonlinearity. So we assume
that:
(g1) g ∈ C(R,R), g odd;
(g2) −∞ < lim infs→0+ g(s)/s limsups→0+ g(s)/s = −ω < 0;
(g3) −∞ limsups→+∞ g(s)/sp  0, 1< p < 5;
(g4) there exists ζ > 0 such that G(ζ ) := ∫ ζ0 g(s)ds > 0.
The literature on the Schrödinger–Poisson system in presence of a pure power nonlinearity is very
rich: we mention [1,2] and the references therein. In [9,10,23], also the linear and the asymptotic
linear case have been studied, whereas in [19,20,22] the problem has been studied in a bounded
domain. We refer to [6] for more details on the physical origin of this system.
Recently, the Schrödinger equation and the Schrödinger–Poisson system in presence of a general
nonlinear term have been intensively studied by many authors. Using similar assumptions on the non-
linearity g , [4,14,21] studied, respectively, a nonlinear Schrödinger equation in presence of an external
potential and a system of weakly coupled nonlinear Schrödinger equations. The Schrödinger–Poisson
system has been considered in [2]. We mention also [7,18] where the Klein–Gordon, Klein–Gordon–
Maxwell and Schrödinger–Poisson equations have been considered in presence of the so called “posi-
tive potentials”.
It is well known that the system (SP) is equivalent to an equation containing a nonlocal nonlinear
term. A nontrivial diﬃculty in applying concentration and compactness to this equation in presence of
a Berestycki & Lions type nonlinearity, consists in the fact that, since g does not have any homogeneity
property, we cannot use the usual arguments as in the pure power case to avoid dichotomy (see [3]).
In order to overcome this diﬃculty, we need to study the behavior of the functional associated to the
problem with respect to rescaled functions. However, when we rescale the variables, the behavior of
the integral term coming from the nonlocal nonlinearity is such to prevent us from using a direct
approach. So we introduce a modiﬁed functional, where a cut off function is introduced to control
the integral containing the coupling term. Finally, we observe that, for q small enough, the modiﬁed
functional corresponds to the original one computed on suitable minimizing sequences. Observe that,
for our analysis, it is fundamental the invariance of the domain with respect to rescaling.
The main result of this paper is the following:
Theorem 0.1. Assume (g1)–(g4). Then there exists a constant q > 0 such that the system (SP) possesses a
solution (u, φ) ∈ H1(R3) × D1,2(R3) with the following features:
1. u and φ are respectively odd and even with respect to the third variable,
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3. u is positive on the half space x3 > 0 (and, consequently, negative in the half space x3 < 0), φ is positive
everywhere.
The paper is organized as follows: in Section 1 we introduce the functional framework of the
problem. In particular, we deﬁne a space of functions described by symmetry properties that no
radial nontrivial function possesses. Then we reduce the study to a minimization problem.
In Section 2, we study the behavior of the positive measures associated to the functions of a
minimizing sequence, and we look for concentration on a bounded region.
In Section 3 we provide the proof of the main theorem.
1. The functional setting
We denote by H1(R3), D1,2(R3), Lp(R3) the usual Sobolev and Lebesgue spaces with the respec-
tive norms:
‖u‖ =
( ∫
R3
|∇u|2 + u2
) 1
2
,
‖u‖D1,2(R3) =
( ∫
R3
|∇u|2
) 1
2
,
‖u‖p =
( ∫
R3
|u|p
) 1
p
.
We ﬁrst recall the following well-known facts (see, for instance [12]).
Lemma 1.1. For every u ∈ H1(R3), there exists a unique φu ∈ D1,2(R3) solution of
−φ = qu2, in R3.
Moreover
(i) ‖φu‖2D1,2(R3) = q
∫
R3
φuu2;
(ii) φu  0;
(iii) for any θ > 0: φuθ (x) = θ2φu(x/θ), where uθ (x) = u(x/θ);
(iv) there exist C,C ′ > 0 independent of u ∈ H1(R3) such that
‖φu‖D1,2(R3)  Cq‖u‖2,
and ∫
R3
φuu
2  C ′q‖u‖4. (2)
Following [8], deﬁne s0 := min{s ∈ [ζ,+∞[ | g(s) = 0} (s0 = +∞ if g(s) = 0 for any s ζ ) and set
g˜ :R→R the function such that
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⎧⎪⎨⎪⎩
g(s) on [0, s0],
0 on R+ \ [0, s0],
−g˜(−s) on R−.
(3)
By the strong maximum principle and by (ii) of Lemma 1.1, a solution of (SP) with g˜ in the place
of g is a solution of (SP). So we can suppose that g is deﬁned as in (3), so that (g1), (g2) and (g4)
hold, and we have also the following limit
lim
s→∞
|g(s)|
|s|p = 0. (4)
Moreover, we set for any s 0,
g1(s) :=
(
g(s) + ωs)+,
g2(s) := g1(s) − g(s),
and we extend them as odd functions.
Since
lim
s→0
g1(s)
s
= 0,
lim
s→∞
g1(s)
|s|p = 0, (5)
and
g2(s)ωs, ∀s 0, (6)
by some computations, we have that for any ε > 0 there exist Cε , C ′ε > 0 such that
g1(s) Cεsp + εs, ∀s 0, (7)
g1(s) C ′εs5 + εs, ∀s 0, (8)
g1(s) Cεsp + εg2(s), ∀s 0, (9)
g1(s) C ′εs5 + εg2(s), ∀s 0. (10)
If we set
Gi(t) :=
t∫
0
gi(s)ds, i = 1,2,
then, by (6), we have
G2(s)
ω
2
s2, ∀s ∈R, (11)
and by (7)–(10), for any ε > 0 there exist Cε > 0 and C ′ε > 0 such that
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Cε
6
|s|6 + εs2, ∀s ∈R,
G1(s)
C ′ε
p + 1 |s|
p+1 + εs2, ∀s ∈R, (12)
G1(s)
Cε
6
|s|6 + εG2(s), ∀s ∈R, (13)
G1(s)
C ′ε
p + 1 |s|
p+1 + εG2(s), ∀s ∈R. (14)
The solutions (u, φ) ∈ H1(R3) × D1,2(R3) of (SP) are the critical points of the action functional
Eq : H1(R3) × D1,2(R3) →R, deﬁned as
Eq(u, φ) := 1
2
∫
R3
|∇u|2 − 1
4
∫
R3
|∇φ|2 + q
2
∫
R3
φu2 −
∫
R3
G(u).
The action functional Eq is strongly indeﬁnite in the sense that it is unbounded both from below
and from above on inﬁnite-dimensional subspaces. The indeﬁniteness can be removed using the re-
duction method, by which we are led to studying a one variable functional that does not present such
a strongly indeﬁnite nature. Indeed, it can be proved that (u, φ) ∈ H1(R3) × D1,2(R3) is a solution
of (SP) (critical point of functional Eq) if and only if u ∈ H1(R3) is a critical point of the functional
Iq : H1(R3) →R deﬁned as
Iq(u) = 1
2
∫
R3
|∇u|2 + q
4
∫
R3
φuu
2 −
∫
R3
G(u),
and φ = φu .
Now, let O(2) denote the orthogonal group of the rotation matrices in R2, that is
O(2) =
{(
cosα − sinα
sinα cosα
)∣∣∣∣α ∈ [0,2π)}.
For any g ∈ O(2) deﬁne the following action Tg on H1(R3):
Tgu(x) = −u(g˜x) ∈ H1
(
R
3), g˜ = ( g 0
0 −1
)
.
Now we set
H1cyl,o
(
R
3)= {u ∈ D1(R3,R3) ∣∣ Tgu = u ∀g ∈ O(2)}.
It is easy to see that H1cyl,o(R
3) is the setting of the functions cylindrically symmetric with respect to
(x1, x2) and odd with respect to x3.
Since g is odd (and consequently G is even) and since we have that for any u ∈ H1(R3) and
g ∈ O(2),
−Tgφu = φTgu (15)
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3) is a natural constraint for
the action functional Iq (see [11] for details).
We point out that, since u ∈ H1cyl,o(R3), we have that φu ∈ D1,2cyl,e(R3), the set of the functions
in D1,2(R3) that are cylindrically symmetric with respect to the ﬁrst two variables, and even with
respect to the third. To improve the notations, we will often use r in the place of
√
x21 + x22.
We will proceed as follows: we consider the manifold
M =
{
u ∈ H1cyl,o
(
R
3) ∣∣∣ ∫
R3
G(u) = 1
}
. (16)
As proved in [5] (see also [8]), M is nonempty. Consider indeed a family of functions ρR(r, x3) =
ξαR(r)βR(x3), for R > 1, with
αR(t) :=
⎧⎨⎩
1 if |t| < R,
R + 1− |t| if R  |t| < R + 1,
0 otherwise,
and
βR(t) :=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 if 0 < t  1,
t − 1 if 1 < t  2,
1 if 2 < t  R,
R + 1− t if R < t  R + 1,
−βR(−t) if t  0.
We have ρR ∈ H1cyl,o(R3), and for large R¯ ∫
R3
G(ρR¯) > 0.
So, if σ is a suitable rescaling parameter, the function
ρR¯,σ : (r, x3) 
→ ρR¯(σ r,σ x3)
belongs to M.
Then, we consider the functional
Jq(u) = 1
2
∫
R3
|∇u|2 + q
4
∫
R3
φuu
2 (17)
restricted to M, and we look for a minimizer u¯.
Solving the minimizing problem, we ﬁnd a Lagrange multiplier γ ∈R such that the tern (u¯, φu¯, γ¯ )
solves the system {
−u + qφu = γ g(u) in R3,
−φ = qu2 in R3.
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Theorem 1.2. Let u¯ ∈ M be a minimizer for Jq|M , and let γ¯ be the Lagrange multiplier. Then γ¯ is positive,
and the couple (u˜, φ˜) ∈ H1cyl,o(R3) × D1,2cyl,e(R3) deﬁned by rescaling as follows
u˜ = u¯(·/√γ¯ ), φ˜ = φu¯(·/√γ¯ ) (18)
solves the system {
−u + q′φu = g(u) in R3,
−φ = q′u2 in R3, (19)
with q′ = q/γ¯ .
2. Compactness
In this section we present the main tool to get our result. We ﬁrst need to introduce some nota-
tions and deﬁnitions.
Set mq = infu∈M Jq(u), and denote by (un)n := (uqn)n a sequence such that
un ∈ M and Jq(un) →mq (20)
and by φn = φun .
As in [2,13,15] we introduce the cut-off function χ ∈ C∞(R+,R) satisfying⎧⎪⎪⎪⎨⎪⎪⎪⎩
χ(s) = 1, for s ∈ [0,1],
0 χ(s) 1, for s ∈ ]1,2[,
χ(s) = 0, for s ∈ [2,+∞[,
‖χ ′‖∞  2
(21)
and, for every T > 0, we denote
kT (u) = χ
(‖u‖2
T 2
)
.
Moreover, assume the following deﬁnitions
J Tq (u) =
1
2
∫
R3
|∇u|2 + q
4
kT (u)
∫
R3
φuu
2,
μ
T ,q
n (Ω) = 12
∫
Ω
|∇un|2 +
∫
Ω
G2(un) + q
4
kT (un)
∫
Ω
φnu
2
n,
where Ω ⊂ R3. Set also mTq = infu∈M J Tq (u), and denote by (uT ,qn )n a minimizing sequence of J Tq |M .
It is trivial to see that mTq mq mq¯ for any T > 0 and any q q¯.
Lemma 2.1. For any T ,q > 0 the measures μT ,qn are positive and bounded, i.e. (μ
T ,q
n (R
3))n is bounded. More-
over μT ,qn is bounded T -uniformly.
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As to boundedness, by the very deﬁnition of un we have only to check if (
∫
R3
G2(un))n is bounded.
But by (13) we have
1+
∫
R3
G2(un) =
∫
R3
G1(un)
∫
R3
εG2(un) + C
∫
R3
|un|6 (22)
and then
1+ (1− ε)
∫
R3
G2(un) C ′
(∫
Ω
|∇un|2
)3
(23)
for 0< ε < 1 and C , C ′ suitable positive constants.
The T -uniform boundedness is a consequence of the fact that for any n  1 and for any T > 0,
kT (un) 1. 
Let c = cTq be the limit (up to a subsequence) of μT ,qn (R3). Of course c > 0 because, otherwise, it
would contradict (23).
Lemma 2.2. For any q¯ there exists T¯ such that
limsup
n
∥∥uqn∥∥ T , limsup
n
∥∥uT ,qn ∥∥ T (24)
for all q q¯ and T  T¯ .
As a consequence, every a minimizing sequence for Jq|M , is a minimizing sequence also for J Tq |M .
Proof. Fix q¯ > 0 and q  q¯ and consider a minimizing sequence un = uqn as in (20). Consider also a
constant T¯ > 0 (to be speciﬁed later), T  T¯ and (uT ,qn )n a minimizing sequence of J Tq |M . Certainly
we have that ∫
R3
|∇un|2  2mq + on(1) 2mq¯ + on(1). (25)
By (11) and (23) we have also
∫
R3
|un|2  ω
2
∫
R3
G2(un) C
( ∫
R3
|∇un|2
)3
 C ′
(
2mq + on(1)
)3 = 8C ′m3q + on(1) 8C ′m3q¯ + on(1). (26)
Since mTq mq , the same estimates can be proved also for (u
T ,q
n )n . By (25) and (26) we conclude the
ﬁrst part of the proof taking T¯ >max(2mq¯,8C ′m3q¯).
To prove the ﬁnal part of the theorem, it is suﬃcient to show that mTq =mq . But for a suﬃciently
large ν  1 and any n  ν , by (24) we have that kT (uT ,qn ) = 1 and J Tq (uT ,qn ) = Jq(uT ,qn )  mq . We
deduce that mTq mq and then mTq =mq . 
By the concentration and compactness principle (see [16]), one of the following holds:
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lim
n
sup
ξ∈R3
∫
BR (ξ)
dμT ,qn = 0;
dichotomy: for a subsequence of (μT ,qn )n , there exist a constant c˜ ∈ (0, c), R > 0, two sequences (ξn)n
and (Rn)n , with R  Rn for any n and Rn → +∞, such that∫
BR (ξn)
dμT ,qn → c˜,
∫
R3\BRn (ξn)
dμT ,qn → c − c˜; (27)
compactness: there exists a sequence (ξn)n in R3 with the following property: for any δ > 0, there
exists R = R(δ) > 0 such that
∫
BR (ξn)
dμn  c − δ.
Theorem 2.3. Vanishing does not occur.
Proof. Suppose by contradiction, that for all R > 0,
lim
n
sup
ξ∈R3
∫
BR (ξ)
dμT ,qn = 0.
In particular, we deduce that there exists R¯ > 0 such that
lim
n
sup
ξ∈R3
∫
B R¯ (ξ)
u2n = 0.
By this and Lemma 2.2, we have that un → 0 in Ls(R3), for 2 < s < 6 (see [17, Lemma I.1]). As a
consequence, since (un)n ⊂ M and by (14), we get for 0 < ε < 1 and C ′ε > 0
1+
∫
R3
G2(un) =
∫
R3
G1(un)
∫
R3
εG2(un) + C ′ε
∫
R3
|un|p+1
and then
1+ (1− ε)
∫
R3
G2(un) C ′ε
∫
R3
|un|p+1 → 0. 
From now on, if the notation of a ball does not present explicitly expressed the center, then we
assume it is the origin.
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ther μT ,q(T )n concentrates in a ball BR (namely compactness holds for ξn = (0,0,0), n  1) or it exhibits the
following dichotomic behavior: there exist R > 0 and a divergent sequence ξn = (0,0, xn3)n in R3 such that∫
BR (ξn)
dμT ,qn → c2 ,
∫
BR (−ξn)
dμT ,qn → c2 .
Proof. Take q¯ > 0, and let T¯ > 0 be as in Lemma 2.2.
Set T  T¯ . Suppose that dichotomy holds and let c˜ ∈ (0, c), R > 0, (ξn)n , (Rn)n be as in the di-
chotomy hypothesis. We prove that (ξn)n is bounded with respect to the ﬁrst two variables. Otherwise,
we should have ξn  (rn, xn3) with rn → +∞ and∫
BR (ξn)
dμT ,qn = c˜ + on(1). (28)
We deduce that there exists a positive constant C > such that∫
BR (ξn)
|∇un|2 +
∫
BR (ξn)
G2(un) C
(otherwise, by (2) and (11), we would get a contradiction with (28)). But, for rn that goes to inﬁnity,
the set Bξn+R(0)\ Bξn−R(0) contains an increasing number of disjoint balls of the type BR(r′, xn3), with
rn = r′ :=
√
(x′1)2 + (x′2)2 and, by the symmetry properties on un , for any n 1,∫
BR ((r′,x3n))
|∇un|2 +
∫
BR ((r′,x3n))
G2(un) =
∫
BR (ξn)
|∇un|2 +
∫
BR (ξn)
G2(un).
As a consequence, we would have that∫
R3
|∇un|2 +
∫
R3
G2(un) → +∞
but, taking (23) into account, this brings a contradiction to Lemma 2.2.
By the boundedness of (ξn)n with respect to rn , it is not restrictive to suppose that such a sequence
belongs to the x3-axis. Indeed, for any n  1, the ball BR(ξn) is contained in BR ′ ((0,0, xn3)), where
R ′ = R + supn |rn|.
Now we consider the following possibilities:
• (x3n)n is bounded,• (x3n)n is unbounded.
If (x3n)n is bounded, all the balls of the type BR(ξn) are contained in BR ′′ , where R
′′ = R ′ + supn |x3n|.
Replacing R ′ by R ′′ , we have that ∫
B ′′ (0)
dμT ,qn = c˜ + on(1). (29)
R
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ρn ≡ 0 in R3 \ BRn (0), 0 ρn  1 and |∇ρn| 2/(Rn − R).
We set
vn := ρnun, wn := (1− ρn)un.
Certainly vn and wn are in H1cyl,o(R
3) and
‖vn‖ ‖un‖ + on(1), (30)
‖wn‖ ‖un‖ + on(1). (31)
If we denote Ωn := BRn \ BR , by dichotomy hypothesis we deduce that∫
Ωn
|∇un|2 → 0,
∫
Ωn
G2(un) → 0,
∫
Ωn
φnu
2
n → 0, (32)
and, in particular,
‖un‖H1(Ωn) → 0. (33)
Since for suitable ε, Cε , and C ′ > 0,∫
Ωn
G1(un) ε
∫
Ωn
G2(un) + Cε
∫
Ωn
|un|p+1
 ε
∫
Ωn
G2(un) + C ′‖un‖p+1H1(Ωn), (34)
we have also that ∫
Ωn
G1(un) → 0. (35)
Since by simple computations, using (32), we have
∫
Ωn
|∇vn|2 → 0 and
∫
Ωn
|∇wn|2 → 0,
we easily infer that
∫
R3
|∇un|2 =
∫
R3
|∇vn|2 +
∫
R3
|∇wn|2 + on(1). (36)
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Ωn
G1(vn) → 0,
∫
Ωn
G2(vn) → 0, (37)
∫
Ωn
G1(wn) → 0,
∫
Ωn
G2(wn) → 0. (38)
Indeed, by (12), the growth conditions on g and (33),∫
Ωn
G1(vn) C
( ∫
Ωn
|vn|2 +
∫
Ωn
|vn|p+1
)
 C ′
(‖vn‖2H1(Ωn) + ‖vn‖p+1H1(Ωn))
 C ′
(‖un‖2H1(Ωn) + ‖un‖p+1H1(Ωn) + on(1))= on(1),∫
Ωn
G2(vn) = −
∫
Ωn
G(vn) +
∫
Ωn
G1(vn)
 C
( ∫
Ωn
|vn|2 +
∫
Ωn
|vn|p+1
)
 C ′
(‖vn‖2H1(Ωn) + ‖vn‖p+1H1(Ωn))
 C ′
(‖un‖2H1(Ωn) + ‖un‖p+1H1(Ωn) + on(1)) on(1),
and we proceed analogously for wn . By (32), (35), (37) and (38), we deduce that∫
R3
Gi(un) =
∫
R3
Gi(vn) +
∫
R3
Gi(wn) + on(1), i = 1,2. (39)
Finally, as in [3], we have ∫
R3
φnu
2
n 
∫
R3
φvn v
2
n +
∫
R3
φwnw
2
n + on(1). (40)
By (36), (39) and (40), taking into account that by (30), (31) and Lemma 2.2 we have 1 = kT (un) =
kT (vn) = kT (wn), we deduce that
mTq = J Tq (un) + on(1) J Tq (vn) + J Tq (wn) + on(1)
and, as a consequence,
J Tq (vn) → m˜Tq , J Tq (wn) →mTq (41)
with m˜Tq +mTq mTq .
For the moment, we assume that m˜Tq = 0 and mTq = 0.
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(i) there exists 0 < λ < 1 such that, up to subsequences,
∫
R3
G(vn) → λ,
∫
R3
G(wn) → 1− λ.
Consider the rescaled functions so deﬁned: v˜n(·) = vn( 3
√
λ ·) and w˜n(·) = wn( 3
√
1− λ ·) so that we
respectively have
J Tq (v˜n)mTq + on(1), J Tq (w˜n)mTq + on(1).
The following chain of inequalities holds
on(1) + m˜Tq = J Tq (vn)
=
3
√
λ
2
∫
R3
|∇ v˜n|2 + q(
3
√
λ )5
4
χ
(
(
3
√
λ )2‖∇ v˜n‖22 + λ2‖v˜n‖22
T 2
)∫
R3
φv˜n v˜
2
n

3
√
λ
2
∫
R3
|∇ v˜n|2 + q(
3
√
λ )5
4
χ
(‖v˜n‖2
T 2
)∫
R3
φv˜n v˜
2
n
 λmTq +
( 3√
λ − λ
2
)∫
R3
|∇ v˜n|2
+ q(
3√
λ5 − λ)
4
χ
(‖v˜n‖2
T 2
)∫
R3
φv˜n v˜
2
n + on(1). (42)
Now observe that, since
∫
R3
G(v˜n) → 1, computing as in (22) and (23),
on(1) + 1+ (1− ε)
∫
R3
G2(v˜n) C
( ∫
R3
|∇ v˜n|2
)3
, (43)
for 0 < ε < 1, we deduce that ‖∇ v˜n‖2 is bounded from below by a positive constant. Moreover,
by (2),
χ
(‖v˜n‖2
T 2
)∫
R3
φv˜n v˜
2
n  qCT 4, (44)
so by (42)–(44), for suitable a,b > 0, we have
m˜Tq  λmTq + a
( 3√
λ − λ)+ bq2( 3√λ5 − λ)T 4. (45)
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a
( 3√
λ − λ)+ bq2( 3√λ5 − λ)T 4 = 3√λ(1− 3√λ2 )(a − bq2λT 4)
 3
√
λ
(
1− 3
√
λ2
)(
a − bq2T 4),
so, if we take q <
√
a
bT 4
, from (45) we obtain m˜Tq > λm
T
q .
Repeating the same computations with w˜n in the place of v˜n , we can prove that mTq > (1−λ)mTq .
Summing up, we get
mTq  m˜Tq +mTq > λmTq + (1− λ)mTq =mTq
and then a contradiction.
(ii) there exists λ 1 such that, up to subsequences,∫
R3
G(vn) → λ
or ∫
R3
G(wn) → λ.
Suppose that the ﬁrst holds, and set λn =
∫
R3
G(vn) and v˜n = vn( 3√λn ·) ∈ M. We would have the
following chain of inequalities:
mTq  J Tq (v˜n) =
1
2 3
√
λn
∫
R3
|∇vn|2 + q
4 3
√
λ5n
kT (v˜n)
∫
R3
φvn v
2
n
 1
2
∫
R3
|∇vn|2 + q
4
kT (vn)
∫
R3
φvn v
2
n → m˜Tq <mTq , (46)
where we have used the fact that ‖v˜n‖2  ‖vn‖2  ‖un‖2 + on(1) < T 2 to deduce that kT (v˜n) =
kT (vn) = 1.
Now we remove the assumption that m˜Tq = 0 and mTq = 0. If, for instance, mTq = 0, from (27) and
(41) we would deduce that∫
R3
|∇wn|2 → 0,
∫
R3
G2(wn) α + on(1)
with α > 0.
Hence, by (14), for any ε > 0 we have∫
R3
G1(wn) < ε
∫
R3
G2(wn) + Cε
∫
R3
|∇wn|2
= εα + Cεon(1) + on(1),
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∫
R3
G1(wn) → 0. So
1 =
∫
R3
G(un) =
∫
R3
G(vn) +
∫
R3
G(wn) + on(1)
=
∫
R3
G(vn) −
∫
R3
G2(wn) + on(1)

∫
R3
G(vn) − α + on(1)
which implies that, up to subsequences,
∫
R3
G(vn) → λ > 1.
As in (46),
mTq  lim infn
(
1
2 3
√
λn
∫
R3
|∇vn|2 + q
4 3
√
λ5n
kT (v˜n)
∫
R3
φvn v
2
n
)
 lim inf
n
(
1
2 3
√
λ
∫
R3
|∇vn|2 + q
4
3√
λ5
kT (vn)
∫
R3
φvn v
2
n
)
< lim inf
n
(
1
2
∫
R3
|∇vn|2 + q
4
kT (vn)
∫
R3
φvn v
2
n
)
= m˜Tq =mTq
and then a contradiction. The case m˜Tq = 0 is analogous.
We have showed that, in any case, if (xn3)n is bounded, dichotomy leads to a contradiction.
It remains to study what would happen if (xn3)n was unbounded. Suppose that the dichotomic
behavior of the statement of Theorem 2.4 does not hold. Then, by the evenness of the functional and
the oddness with respect to the third variable of the functions in H1cyl,o(R
3),
∫
BR (ξn)
dμT ,qn → c˜ < c2 ,∫
BR (−ξn)
dμT ,qn → c˜ < c2 ,∫
R3\Σn
dμT ,qn → c − 2c˜
where we have assumed the following notation: Σn = BRn (ξn)∪ BRn (−ξn). Observe that we can rede-
ﬁne the sequence Rn in such a way we have BRn (ξn) ∩ BRn (−ξn) = ∅.
Now, consider a sequence of ξn-radially symmetric cut-off functions ρn ∈ C1({x ∈R3 | x3 > 0}) such
that ρn ≡ 1 in BR(ξn), ρn ≡ 0 in {x ∈ R3 | x3 > 0} \ BRn (0), 0  ρn  1 and |∇ρn|  2/(Rn − R), and
deﬁne σn ∈ C1(R3) by evenness with respect to the third variable.
Set vn = σnun and wn = (1 − σn)un . Of course vn and wn are in H1cyl,o(R3) and we can repeat
exactly the same arguments as in the xn3 bounded case to get a contradiction.
The theorem is so completely proved. 
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From now on, all the sequences considered have their limsup in the norm of H1(R3) less than T¯ ,
for T¯ given in Lemma 2.2. Therefore there is no difference between Jq and J Tq evaluated on them.
Theorem 3.1. Let q be as in Theorem 2.4, then the inﬁmummq is achieved.
Proof. Suppose that the dichotomy situation described in Theorem 2.4 holds. Since xn3 → +∞, we can
suppose that for any n 1 we have xn3 > 3R . Then, consider a sequence of ξn-radially symmetric cut-
off functions ρn ∈ C1({x ∈R3 | x3 > 0}) such that ρn ≡ 1 in BR(ξn), ρn ≡ 0 in {x ∈R3 | x3 > 0}\B2R(ξn),
0 ρn  1 and |∇ρn| 2/R , and deﬁne σn ∈ C1(R3) by evenness with respect to the third variable.
Set vn = σnun ∈ H1cyl,o(R3) and for any x = (x1, x2, x3) ∈R3 deﬁne
v˜n(x) =
{
vn(x1, x2, x3 + ξn − 3R) if x3 > 0,
vn(x1, x2, x3 − ξn + 3R) if x3 < 0. (47)
We would have that, for R ′ = 4R ,
1
2
∫
BR′
|∇ v˜n|2 +
∫
BR′
G2(v˜n) + q
4
∫
BR′
φv˜n v˜
2
n → c (48)
and it is easy to verify also that a sequence so deﬁned is such that∫
R3
G(v˜n) → 1 and Jq(v˜n) →mq.
So, in any case, by Theorem 2.4 we are able to obtain a minimizing sequence that we label (un)n
for the functional restricted to M, which concentrates on a ball centered at the origin and with a
suﬃciently large radius.
By boundedness of the sequence, we can extract a subsequence weakly convergent in H1-norm to
a function u.
As a consequence of weak convergence, Fatou lemma and weak lower semicontinuity of ‖∇ · ‖2,
we have
Jq(u) lim inf
n
Jq(un) =mq. (49)
Since we also have
un → u pointwise, (50)
un → u in Ls(B), for any bounded set B and any s ∈ [1,6[, (51)
we deduce that u ∈ H1cyl,o(R3) \ {0} and G1(un(x)) → G1(u(x)) for any x ∈R3.
Since
G1(s) = on
(
s2 + |s|p+1) for s → 0 and s → ∞,
and by concentration we have
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R3\BR
u2n + |un|p+1 → 0,
by standard compactness argument (see for instance the proof of Theorem A.I in Appendix A in [8])
we deduce that ∫
R3
G1(un) →
∫
R3
G1(u).
On the other hand, we also have that
1+
∫
R3
G2(un) =
∫
R3
G1(un) →
∫
R3
G1(u)
and then, by (50) ∫
R3
G2(u) lim inf
n
∫
R3
G2(un) =
∫
R3
G1(u) − 1
that is
∫
R3
G(u)  1. We deduce that
∫
R3
G(u) = 1, otherwise we set u¯ = u(K ·) ∈ M with K =
3
√∫
R3
G(u) > 1 and by (49) we have
mq  Jq(u¯) = 1
2 3
√
K
∫
R3
|∇u|2 + q
4
3√
K 5
∫
R3
φuu
2 < Jq(u)mq,
which is a contradiction.
So
∫
R3
G(u) = 1, and by (49) Jq(u) =mq . 
Proof of Theorem 1.2. Let u¯ ∈ M be such that Jq(u¯) =mq and let γ¯ ∈ R be the Lagrange multiplier.
To show that γ¯ > 0, we can proceed as in [8, p. 327]. Now deﬁne u˜ and φ˜ as in (18). We prove that
(u˜, φ˜) satisﬁes the second equation of the system (19)
−φ˜ = − 1
γ¯
φu¯(·/
√
γ¯ )
= 1
γ¯
qu¯2(·/√γ¯ )
= q′u¯2(·/√γ¯ ) = q′u˜2.
We prove that (u˜, φ˜) satisﬁes the ﬁrst equation of the system (19)
−u˜ = − 1
γ¯
u¯(·/√γ¯ )
= − 1
γ¯
qφu¯(·/
√
γ¯ )u¯(·/√γ¯ ) + g(u¯(·/√γ¯ ))
= −q′φ˜u˜ + g(u˜). 
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from the deﬁnition of H1cyl,o(R
3) and (15).
Now, observe that u can be assumed nonnegative in the semispace x3 > 0 and nonpositive in the
semispace x3 < 0.
In fact, if u¯ is a minimizer obtained as in Theorem 3.1, we can replace it with the function
v =
{
|u¯| on R2 × ]0,+∞[,
−|u¯| on R2 × ]−∞,0[.
Obviously v ∈ H1cyl,o(R3) and since Jq and G are even, v is also a minimizer of Jq|M .
Now we can apply the strong maximum principle in the second equation, and obtain that φ > 0,
and in the ﬁrst equation, obtaining that u can vanish only on the plane x3 = 0. The same considera-
tions on the sign hold for (u˜, φ˜), and are true everywhere, since by a standard regularity argument,
we can prove that u˜ and φ˜ are in C2,αloc (R
3), with α ∈ (0,1). 
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