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Gelfand triples for the Kohn-Nirenberg
quantization on homogeneous Lie groups
Jonas Brinker and Jens Wirth
Abstract We study the action of the group Fourier transform and of the Kohn-
Nirenberg quantization [1] on certain Gelfand triples for homogeneous Lie groups
G. Even for the Heisenberg group G = H there seems to be no simple intrinsic
characterization for the Fourier image of the Schwartz space of rapidly decreasing
smooth functions S(G), see [2, 3]. But we may derive a simple characterization of
the Fourier image for a certain subspace S∗(G) of S(G). We restrict our considera-
tions to the case, where G admits irreducible unitary representations, that are square
integrablemodulo the center Z(G) of G, and where dim Z(G) = 1. This enables us to
use an especially applicable characterization of these irreducible unitary representa-
tions that are square integrable modulo Z(G) [4, 5, 6]. Also, Pedersen’s machinery
[7] combines very well with this setting [5]. Starting with S∗(G), we are able to
construct distributions and Gelfand triples around L2(G, µ) and its Fourier image
L2(Ĝ, µ̂), such that the Fourier transform becomes a Gelfand triple isomorphism. In
this context we show for the Fourier side, that multiplication of distributions with
a large class of vector valued smooth functions is possible and well behaved. Fur-
thermore, we rewrite the Kohn-Nirenberg quantization as an isomorphism for our
new Gelfand triples and prove a formula for the Kohn-Nirenberg symbol, which is
known from the compact group case [8].
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1 Introduction
There is an imbalance between the Schwartz space of rapidly decreasing smooth
functionsS(G) and its Fourier imageS(Ĝ) for simply connected nilpotentLie groups
G. For the space S(Ĝ) is a space of operator valued functions on the irreducible
unitary representations of G, that is not easily characterized without relying on the
Fourier transform itself, see [2, 3]. Of course we can see S(G) as a projective limit
of suitable Hilbert spaces, which results in a corresponding representation of S(Ĝ)
as a projective limit. But this approach is rather cumbersome, if we want to identify
multiplication operators on S(Ĝ). Though, if G is also a homogeneous group with
one-dimensional center, then the dual Ĝ can be parametrized (up to a null set of
the Plancherel measure) by R \ {0} = R×. The setting of homogeneous Lie groups
with square integrable (modulo the kernel) representations seems to be convenient
in general, see e.g. [5, 6]. Now the main idea is to define a subspace S∗(G) of
S(G), such that its Fourier image can be identified with a tensor product of rapidly
decreasing functions on R× and a well behaved space of operators isomorphic to
L(S′(Rn),S(Rn)). Here we chooseS∗(G), such thatS∗(G) is still densely embedded
into L2(G, µ). Hence, we may construct a Gelfand triple G∗(G) from S∗(G) and
L2(G, µ) and show that the Fourier transform acts as a Gelfand triple isomorphism.
By using the theory of vector valued distributions of L. Schwartz and related results
in [9], we may define multiplication operators on the Fourier side. We will employ
the concept of polynomialmanifolds, which were used in [10], for the corresponding
spaces S(R×) and OM(R×) of smooth functions on R× with growth conditions.
Using the Fourier transform on S∗(G), we will also examine the Kohn-Nirenberg
quantization, defined in [1]. We incorporate our new function spaces into Gelfand
triples of symbols and operators, onwhich the Kohn-Nirenbergquantization acts as a
Gelfand triple isomorphism. Finally, we will prove a formula for the Kohn-Nirenberg
symbol of operators A ∈ L(OM(G)), that is motivated by the corresponding formula
a(x, ξ) = ξ∗ · A(ξ) for symbols of operators A ∈ L(D(H)) for compact Lie groups
H from [8].
The paper is structured as follows: Subsections 1.1 and 1.2 are dedicated to
recalling common facts about harmonic analysis and functional analysis. At the
end of subsection 1.2 we cite theorems about the continuation of bilinear maps to
completions of topological tensor products, which will be of importance for the
multiplication of vector valued functions and distributions. In section 1.3 we define
Gelfand triples with additional real structure and discuss direct sums, tensor products
and kernel maps in this context.
Section 2 is dedicated to the definition of new Gelfand triples for the Fourier
transform, by using polynomial manifolds and Pedersen’s quantization procedure.
We start by recalling basic concepts from the theory of vector valued functions and
by defining polynomial manifolds. Then, in subsection 2.1, we pay special attention
to the polynomial manifold R×, the space of Schwartz functions S(R×) and the dual
space of S(R×) ⊗ˆ E . In the succeeding subsection we recall the characterization of
irreducible representations by the orbit method and Pedersen’s machinery and apply
both to homogenous Lie groups G with irreducible representations, that are square
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integrable modulo the center Z(G). In subsection 2.3, using the methods developed
in the previous two subsections, we define an adjusted group Fourier transform
Fπ . Finally, in subsection 2.4, we define the test function space S∗(G), define the
corresponding Gelfand triple G∗(G) and characterize the Gelfand triple G(R×; π),
that is isomorphic to G∗(G) via the adjusted Fourier transform.We finish this section
by discussing multiplication operators on S(R×; π), the Fourier side of S∗(G).
In the last section we show, in what way the Kohn-Nirenbergquantization extends
to a Gelfand triple isomorphism from the space of operator valued test functions
S(G) ⊗ˆ S(R×; π). Finally in subsection 3.2 we prove the formula for the Kohn-
Nirenberg symbol of an operator A ∈ L(OM(G)).
Now we start by reminding ourselves of some standard notations and concepts.
1.1 Generalities
By G we will always denote a simply connected nilpotent lie group. Since G is
diffeomorphic to its Lie algebra g via the exponential map, we will model G to be
g as set. I.e. G = g is a Lie algebra and a group with multiplication (x, y) 7→ xy
given by the Baker-Campbell-Hausdorff formula. We will use the symbol G or g
depending on which property we want to emphasise. The center of G = g will be
denoted by Z(G) = z. We will denote the space of left invariant differential operators
on G by u(gL). We choose a fixed Haar measure µ on the group g = G. This measure
µ is both a Haar measure with respect to the multiplication and addition. Note, that
for each P ∈ u(gL), there is a unique left invariant differential operator Pt, such that∫
G
(Pϕ)ψ dµ =
∫
G
ϕ Ptψ dµ, for all ϕ, ψ ∈ D(G),
where D(M) denotes the space of smooth compactly supported functions on a
manifold M.
Let E , F be locally convex spaces (always assumed to be Hausdorff) over C. In
general, we will denote the strong dual space of E , by E ′. The dual pairing between
E and E ′, will be denoted by 〈e′, e〉 := e′(e) for e′ ∈ E ′, e ∈ E . Similarly we will
equip the space of continuous operators from E to F with the topology of uniform
convergence on bounded sets of E and denote it by L(E, F), resp. L(E) for E = F .
For any subspace A ⊂ E we denote its annihilator by A◦. If E and F are Hilbert
spaces, the Hilbert-Schmidt operators from E to F will be denoted by HS(E, F)
(again HS(E) := HS(E, E)). As usual A∗ is the adjoint of A ∈ L(E). The trace of
some nuclear operator A ∈ L(E), will be denoted by Tr[A]. FurthermoreHS(E, F)
is equipped with the inner product (A, B) 7→ Tr[AB∗].
Often we need to integrate vector valued functions. For this purpose we will use
the concept of weak integrals.
Definition 1. Suppose (X, ν) is a measure space and E is a locally convex vector
space. We will call a function f : X → E is integrable, iff there is some e ∈ E , such
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that for each e′ ∈ E ′ we have e′ ◦ f ∈ L1(X, ν) and
e′(e) =
∫
X
e′ ◦ f dν.
The element
∫
X
f dµ := e is called integral over f . Usually we will just say, that∫
X
f dµ converges in E .
From this definition automatically follows, that
A
∫
X
f dν =
∫
X
A ◦ f dν.
for any continuous linear or antilinear operator A : E → F into another locally
convex space F . Here, the integrability of f implies the integrability of A ◦ f .
We denote by Irr(G) the set of strongly continuous, unitary and irreducible rep-
resentations of the group G. The dual of G is the quotient of Irr(G) under the
equivalence relation of unitary equivalence and is denoted by Ĝ. The Plancherel
measure to µ, will be µ̂. The representation space of some π ∈ Irr(G) is denoted
by Hπ and the corresponding space of smooth vectors will be denoted by H∞π . It is
equipped with a Fréchet topology defined by the seminorms
v 7→ ‖π(P)v‖Hπ , for P ∈ u(gL), where π(P)v := Pxπ(x)v

x=0.
Finally we will write H−∞π for the strong dual space of H
∞
π , i.e. the dual space of H
∞
π
equipped with the topology of uniform convergence on bounded sets of H∞π . The
group Fourier transform is defined by
FGϕ(π) :=
∫
G
ϕ(x)π(x)∗ dµ(x), for ϕ ∈ S(G), π ∈ Irr(G),
and its inverse reads
ϕ(x) :=
∫
Ĝ
Tr[π(x) FGϕ(π)] dµ̂([π]), for ϕ ∈ S(G), x ∈ G.
Notice, that for each π ∈ Irr(G) and each ϕ ∈ S(G) the operator FGϕ(π) is nuclear
on Hπ [11, Theorem 4.2.1]. Let S(Ĝ) = FGS(G) with the final topology induced by
FG . Since FG is injective, this is the unique topology that makes FG : S(G) → S(Ĝ)
an isomorphism. The space L2(Ĝ, µ̂) is defined to be the completion of S(Ĝ) with
respect to the inner product
(ϕ̂, ψ̂)
L2(Ĝ,µ̂) :=
∫
Ĝ
Tr[ϕ̂(π) ψ̂(π)∗] dµ̂([π]), for ϕ̂, ψ̂ ∈ S(Ĝ).
The Fourier transform extends to a unitary operator between L2(G, µ) and L2(Ĝ, µ̂).
See e.g. [1] for more details.
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1.2 Tensor products
By E ⊗ F we denote the algebraic tensor product between E and F . Their complete
injective tensor product will be denoted by E ⊗ˆεF and their complete projective
tensor product by E ⊗ˆπF . If Ej and Fj , j = 1, 2, are locally convex spaces and
Aj ∈ L(Ej, Fj ), then
A1 ⊗ A2 : E1 ⊗ˆεE2 → : F1 ⊗ˆεF2
denotes the tensor product map of A1 and A2. The linear map A1 ⊗ A2 is continuous
and is even an isomorphism, if A1 and A2 are isomorphisms [13, Proposition 43.7].
Notice, A1⊗A2 can also be defined, if A1 and A2 are continuous anti-linear operators.
Later, we will need the following Lemma.
Lemma 1. Let E, F and G be locally convex spaces, then
L(E,G) → L(E ⊗ˆε F,G ⊗ˆε F) : A 7→ A ⊗ 1
is continuous.
Proof. The topology on L(E ⊗ˆε F,G ⊗ˆε F) is induced by seminorms of the form
A 7→ sup
z∈B
p(Az)
where B is a bounded set in E ⊗ˆε F and p is a continuous seminorm on G ⊗ˆε F . For
p it is sufficient to take any semi norm of the form
p(z) := sup
φ∈V
q((1 ⊗ φ)(z))
where V is an equicontinuous subset of F ′ and q a continuous seminorm on G [13,
Definition 43.1 and Proposition 36.1]. Notice that the set B ⊂ E ⊗ˆε F is bounded,
iff for all equicontinuous sets W ⊂ F ′ and all continuous seminorms r on E
sup
φ∈W
sup
z∈B
r(1 ⊗ φ(z)) < ∞.
In general, a subset of E is bounded, iff all continuous seminorms r are bounded on
the set. Hence the set BV := ∪φ∈V (1 ⊗ φ)(B) is a bounded subset of E . We arrive at
sup
z∈B
p((A ⊗ 1)z) = sup
z∈B
sup
φ∈V
q((A ⊗ φ)(z)) = sup
φ∈V
sup
e∈(1⊗φ)B
q(Ae) = sup
e∈BV
q(Ae),
where the right hand side defines a continuous seminorm on L(E,G).
If either E or F are nuclear, both tensor product topologies result in the same
locally convex space and we may just write E ⊗ˆ F for either of the complete tensor
products of E and F [13, Theorem 50.1]. If both E and F are nuclear Fréchet spaces,
then so is E ⊗ˆ F [13, Proposition 50.1] and [14, Chapter III corollary to 6.3]. One
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reason for the usage of nuclear spaces is the following abstract kernel theorem [13,
Propositions 50.5 - 50.7].
Theorem 1. If F is a complete locally convex space and E is a nuclear Fréchet
space or dual to a nuclear Fréchet space, then F ⊗ˆ E ′  L(E, F) via the extension
of the canonical map ∑
j
fj ⊗ e′j 7→
[
e 7→
∑
j
fj e
′
j (e)
]
.
Suppose additionally both E and F are Fréchet spaces, then F ′ ⊗ˆ E ′ ≃ (F ⊗ˆ E)′, via
the extension of the map∑
k
f ′k ⊗ e′k 7→
[∑
j
fj ⊗ ej 7→
∑
j,k
f ′k ( fj ) e′k(ej )
]
.
Themultiplication between spaces of smooth functions and spaces of distributions
is rarely a continuous bilinear map. But often it is hypocontinuous. Here, a bilinear
map u : E × F → G is defined to be hypocontinuous between the locally convex
spaces E, F and G, if for all bounded sets BE ⊂ E and BF ⊂ F , the two sets of linear
maps
{u(e, ·) | e ∈ BE } and {u(·, f ) | f ∈ BF }
are equicontinuous.
Linear maps on tensor factors can easily be combined to construct a linear map
on the complete tensor product. The situation for bilinear maps is not as simple.
However, in the context of nuclear spaces, we may use the following theorem, which
is an amalgamation of a proposition of C. Bargetz and N. Ortner and a corollary of
L. Schwartz.
Theorem 2. LetH ,K andL be complete nuclear locally convex spaceswith nuclear
strong duals and let E , F and G be complete locally convex spaces. Suppose that
u : H ×K → L and b : E × F → G
are two hypocontinuous bilinear maps. Suppose furthermore, that either one of the
three properties
• H and E are Fréchet spaces
• H and E are strong duals of Fréchet spaces
• the bilinear map b is continuous
are fulfilled. Then there is a unique hypocontinuous bilinear map
b
u : (H ⊗ˆ E) × (K ⊗ˆ F) → L ⊗ˆG,
that fulfils the consistency property
b
u(S ⊗ e,T ⊗ f ) = u(S,T ) ⊗ b(e, f ).
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Proof. For the cases, where H and E are both Fréchet or both duals to Fréchet
spaces, this statement can be found in [9, Proposition 1]. For the case, where b is
continuous, we find the statement in [15, Corollair and Remarques on page 38].
However, in the sources the notationH(E) := HεE for the ε-product of Schwartz is
used. The nuclearity and completeness ofH and the completeness of E make sure,
thatHεE = H ⊗ˆ E by [16, Satz 10.17 and Satz 11.18], which fits our notation.
Examples of spaces fulfilling the conditions for H , K and L, are S(Rn)
S′(Rn), OM(Rn) [17, Chapitre II Théorème 16], L(S(Rn)) ≃ L(S′(Rn)) and
OM(Rn) ⊗ˆ L(S(Rm)) [18].
The Hilbert space tensor product of E with F will be denoted by E ⊗ˆ2 F . By a
slight abuse of notation, we will also denote
A1 ⊗ A2 : E1 ⊗ˆ2 F2 → F1 ⊗ˆ2 E2
to be the tensor product map of continuous linear maps Aj between the Hilbert
spaces Ej and Fj . If A1 and A2 are unitary, then so is A1 ⊗ A2.
1.3 Gelfand triples
Gelfand triples are a convenient setting for both distributions and the Fourier trans-
form. We start by defining the class of Gelfand triples we are going to use.
Definition 2. A Gelfand triple (with a real structure) is a tuple of spaces G =
(E,G, E ′), and a structure map C : H → H fulfilling the following properties:
(a) E is a nuclear Fréchet space, with strong dual E ′
(b) H is a Hilbert space, with dense and continuous embedding E ֒→ H
(c) C is antiunitary, C2 = 1 and C|E : E → E is a homeomorphism.
The map C will be called the real structure of G.
Notice, that by the definition of Gelfand triples we automatically have a continuous
dense embedding H ′ ֒→ E ′ dual to the embedding E ֒→ H. Classically Gelfand
triples are defined without the structure map C [19]. Here E and H are antilinearly
embedded into E ′ via the Fréchet-Riesz isomorphismR : H ≃−→ H ′. But this approach
would be unwieldy, because we will use Gelfand triples in concert with tensor
products. Since there is no canonical unitary map between H and H ′, we are going
to use C to fix one. The corresponding induced embedding I : H ֒→ E ′ is defined
via
I : H R◦C−−−→ H ′ ֒→ E ′.
The structure map C has a natural continuation to a homeomorphism C : E ′ → E ′
by (Ce′)(e) := e′(Ce) for e ∈ E , e′ ∈ E ′. HenceC induces compatible real structures
on E , H and E ′.
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In the sequel we will always use the term Gelfand triple for the concept of a
Gelfand triple with real structure equipped with embeddings as described above.
Definition 3. Let Gj = (Ej, Hj, E ′j ), j = 1, 2, be Gelfand triples. For a map T : E ′ →
E ′, we write
T : G1 → G2,
if T (E1) ⊂ E2 and T (H1) ⊂ H2 with respect to the above described embeddings.
We will call T a Gelfand triple isomorphism, if T |E1 : E1 → E2, T : E ′1 → E ′2 are
homeomorphisms and TH1 : H1 → H2 is unitary.
The above definition implies, that writing T : G1 → G2 is equivalent to saying, that
the diagram
E1 H1 E
′
1
E2 H2 E
′
2
T T T
is commutative.
Now we will describe, how we may construct new Gelfand triples.
Definition 4. Let Gj = (Ej, Hj, E ′j ) be Gelfand triples with structure maps Cj for
j = 1, 2, 3, 4. Using the identifications E ′1⊕E ′2 ≃ (E1⊕E2)′ and E ′1 ⊗ˆ E ′2 ≃ (E1⊕E2)′
resp. L(E2, E ′1) ≃ L(E ′2, E1)′ via Theorem 1 we may define the following Gelfand
triples.
The sum resp. tensor product of G1 and G2 is defined by
G1 ⊕ G2 := ©­«
E1 ⊕ E2
H1 ⊕ H2
E ′1 ⊕ E ′2
ª®¬ resp. G1 ⊗ G2 := ©­«
E1 ⊗ˆ E2
H1 ⊗ˆ2 H2
E ′1 ⊗ˆ E ′2
ª®¬
with structure maps C1 ⊕ C2 resp. C1 ⊗ C2. Here C1 ⊗ C2 is the continuation of
H1 ⊗ H2 → H1 ⊗ H2 :
∑
j,k
h1, j ⊗ h2,k 7→
∑
j,k
(C1h1, j ) ⊗ (C2h2,k).
The operator Gelfand triple from G2 to G1 is defined as
L(G2,G1) := ©­«
L(E ′2, E2)
HS(H2, H ′1)
L(E2, E ′1)
ª®¬
with structure map T 7→ C1 T C2.
Let us now discuss, why G1 ⊗ G2 and L(G2,G1) are indeed Gelfand triples.
Notice, that by using the unitary isomorphism I2 : H2 ≃−→ H ′2 determined by C2, we
get an isomorphism resp. a unitary isomorphism
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N(H2, H1) ≃ H1 ⊗ˆπ H2 resp. HS(H2, H1) ≃ H1 ⊗ˆ2 H2,
by extending the linear map
K−1 : H1 ⊗ H2 →N(H2, H1), where K−1(h1 ⊗ h2)(h˜2) := h1 · (I2h2, )(h˜2)
andN(H2, H1) is the space of nuclear operator from H2 to H1. These isomorphisms,
together with Theorem 1, can be used to construct the following chain of continuous
maps with dense ranges
E1 ⊗ˆ E2 H1 ⊗ˆπ H2 H1 ⊗ˆ2 H2
L(E ′2, E1) N(H2, H1) HS(H2, H1)
K−1 ≃K ≃ K ≃
We get a commutative diagram by completing the rows of this diagram. This both
shows, that L(G2,G1) and G1 ⊗ G2 are Gelfand triples, and proves the following
Lemma.
Lemma 2. SupposeG1 andG2 are theGelfand triples from above, then the canonical
linear map
K−1 : E1 ⊗ E2 → L(E ′2, E1), where K−1(e1 ⊗ e2)(e′2) := e1 · e′2(e2),
induces a Gelfand triple isomorphism K : L(G2,G1) → G1 ⊗ G2.
Since we choose G simply connected and nilpotent, the space H∞π is a nuclear
Fréchet space [11, Corollary 4.1.2] for any π ∈ Irr(G). With respect to π we may
define the Gelfand triples
G(π) := ©­«
H∞π
Hπ
H−∞π
ª®¬ and Gop(π) := L(G(π),G(π)) = ©­«
L(H−∞π , H∞π )
HS(Hπ)
L(H∞π , H−∞π )
ª®¬ ,
if we associate a real structure Cπ toG(π). Of course, this real structure is not unique.
Instead, we will define IrrR(G) to be pairs consisting of π ∈ Irr(G) and an associated
real structure Cπ on G(π). Usually we will just write π ∈ IrrR(G) and mean, that we
took a choice of Cπ for π.
2 Polynomial manifolds and Gelfand triples for the Fourier
transform
We will need polynomial manifolds for the Pedersen quantization, a generalization
of the Weyl quantization, and for the generalizations of the spaces S(Rn; E) and
OM(Rn; E) for a complete locally convex space E , see [20, 17]. For it will be
convenient to have one notion of Schwartz functions and slowly increasing functions,
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that can be applied to simply connected nilpotent Lie groups, Lie algebras, coadjoint
orbits, and that is also compatible with their relation to each other. Furthermore
this will lead to a notion of Schwartz functions and slowly increasing function on
R
×
= R \ {0}, that we will rely on heavily.
Before we define polynomial manifolds, let us fix some basic notation and recall
a few definitions from the theory of vector valued smooth functions.
As usual we will just write S(Rn) := S(Rn; E) and OM(Rn) := OM(Rn; E) for
scalar valued case E = C.
A function f : Rn → E is differentiable, if for each j = 1, . . . , n and each x ∈ Rn
the limit
∂j f (x) := lim
t→0
1
t
( f (x + tej ) − f (x))
exists in E , where (ej )j is the standard basis in Rn, and each partial derivative, ∂j f ,
is a continuous function. f is called smooth, if partial derivatives of arbitrary order
are again differentiable. I.e. for all α ∈ Nn0 the functions ∂α f = ∂α11 · · · ∂αnn f exist
and are continuous.
Denote by P(Rn) the vector space of polynomial functions from Rn to C and by
DiffP(Rn) the set of Differential operators with polynomial coefficients on Rn. The
space of E-valued Schwartz functions, S(Rn; E), is the space of smooth functions
ϕ : Rn → E , such that
sup
x∈Rn
p(Pϕ(x)) < ∞
for each continuous seminorm p on E and each P ∈ DiffP(Rn). The above expression
also defines a set of seminorms which define the topology on S(Rn; E).
The scalar valued slowly increasing functions, OM(Rn), is the space of smooth
functions f : Rn → C, such that for each P ∈ DiffP(Rn) there is a real valued
q ∈ P(Rn), such that |P f | ≤ q.
The space of E-valued slowly increasing functions, OM(Rn; E), is the space of
smooth functions f : Rn → E , such that
[ϕ 7→ f · ϕ] ∈ L(S(Rn),S(Rn; E)),
equipped with the subspace topology in L(S(Rn),S(Rn; E)). For E = C the two
given definitions are equivalent [13, Theorem 25.5].
Furthermore the above defined spaces of E-valued functions have a very useful
characterization by tensor products. To be precise, we have S(Rn; E) = S(Rn) ⊗ˆ E
and OM(Rn; E) = OM(Rn) ⊗ˆ E as topological vector spaces.
The definition given below is a slight generalization of the polynomial manifolds
used by Pedersen in [10].
Definition 5. Suppose now M is an n-dimensional smooth manifold with finitely
many connected components. An atlasA of M will be called a polynomial atlas, iff
each two charts (φ,U), (ψ,V) ∈ A fulfil
(i) U, V are connected components of M and φ(U) = ψ(V) = Rn,
(ii) and if U = V , then φ ◦ ψ−1 is a polynomial function on Rn.
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Two polynomial atlasesA,A′ are said to be equivalent, iffA ∪A′ is a polynomial
atlas. A polynomial structure is an equivalence class of polynomial atlases.
Together with a polynomial structure M will be called a polynomial manifold. A
chart of a polynomial structure of M will be called a polynomial chart on M.
The following list provides some basic examples of polynomial manifolds:
• a finite dimensional vector space, with respect to the linear charts
• a finite dimensional affine spaces, with respect to the affine linear charts
• a simply connected nilpotent Lie group, with respect to the exponential map
• a coadjoint orbit to a simply connected nilpotent Lie group [10]
By using polynomial charts, we may generalize polynomials and definitions that
depend on the set of polynomials.
Definition 6. Suppose M, N are polynomial manifolds and E a complete locally
convex space. For X(•) ∈ {P(•),S(•; E),OM(•; E)} we define
X(M) := { f : M → E | f ◦ φ−1 ∈ X(Rn) for all polynomial charts φ}
We equip S(M; E) resp. OM(M; E) with the projective topology from the maps
f 7→ f ◦ φ−1 into S(Rn; E) resp. OM(Rn; E). As usual we set S(M) := S(M;C) and
OM(M) := OM(M;C).
The set of polynomial differential operators on M is defined to be
DiffP(M) :=
{
P ∈ L(D(M)) :
[
ϕ 7→ P(ϕ ◦ φ) ◦ φ−1] ∈ DiffP(Rn)
for all polynomial charts φ
}
.
Afunction f : M → N will be called polynomial resp. slowly increasing, iffψ◦ f◦φ−1
is a polynomial resp. slowly increasing (φ,U) on M and (ψ,V) on N withU ⊂ f −1(V).
The function f will be called polynomial resp. tempered diffeomorphism, iff f is
bijective and both f and f −1 are polynomial resp. slowly increasing.
As for smoothmanifolds, wemay construct new polynomialmanifolds by disjoint
unions M Û∪N of polynomial manifolds N , M with the same dimension and products
M × N of arbitrary polynomial manifolds N , M. The corresponding polynomial
structure on M Û∪N is induced by the polynomial charts on M and N . On M × N we
choose the canonical polynomial structure defined by combining charts φ on M and
ψ on N to polynomial charts (φ, ψ) on M × N . Directly from our definition follows,
that similar to the euclidean case
S(M Û∪N) = S(M) ⊕ S(N) and S(M × N; E) = S(M) ⊗ˆ S(N) ⊗ˆ E,
where E is a complete locally convex space. The identities also hold, if we exchange
S with OM. Similar identities are true for P(M) and DiffP(M).
Wewill call a Radonmeasure ν onRn tempered, iff it is equivalent to the Lebesgue
measure dx and the Radon-Nikodym derivatives dxdν and
dν
dx are slowly increasing
almost everywhere. A Radon measure on a polynomial manifold Rn will be called
tempered, if each pushforward by a polynomial chart is tempered.
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Definition 7. Suppose M is a polynomial manifold and ν a tempered measure on M.
Then G(M, ν) is defined to be the Gelfand triple
S(M) ֒→ L2(M, ν) ֒→ S′(M),
equipped with the real structure defined by the usual complex conjugation ϕ 7→ ϕ.
If f : M1 → M is a tempered diffeomorphism, then for each φ ∈ S′(M) the pull
back ℘ f φ(ϕ) := φ(ϕ◦ f −1) is well defined and induces a Gelfand triple isomorphism
G(M, ν) → G(M1, ν ◦ f −1).
Indeed, we defined tempered measures and polynomial manifolds in such a way,
that we have a very simple Gelfand-Triple isomorphism
G(M, ν) ≃
k⊕
j=1
G(Rn, dx),
given by pullbacks and multiplications with slowly increasing functions, provided
that M is a n-dimensional polynomial manifold with k connected components.
2.1 The polynomial manifold R×
For us the two most important examples of polynomial manifolds are the half lines
R
+ andR−. Here the polynomial structure is induced by the chartσ : λ 7→ |λ |−1/|λ |.
On R+ the inverse reads σ−1(y) = (y +
√
y2 + 4)/2.
Lemma 3. If we extend each function in S(R±) by zero to the whole real line, then
S(R±) = {ϕ ∈ S(R) | ϕ ≡ 0 on R∓}
and S(R±) carries the subspace topology with respect to S(R).
Proof. We will prove the statement for the R+ case, for R− the proof is analogous.
Since σ is a polynomial diffeomorphism from R+ to R, the map
ϕ 7→ ϕ ◦ σ
is a linear homeomorphism between D(R) and D(R+) resp. between S(R) and
S(R+). Hence D(R+) is dense in S(R+). Let us define
S+(R) := {ϕ ↾R+ | ϕ ∈ S(R) with ϕ ≡ 0 on R−},
equipped with the subspace topology with respect to S(R). Let f : R → [0, 1] be
smooth, such that supp f ⊂ R+ and f ≡ 1 on [1,∞). For each ϕ ∈ S+(R) and α ∈ N0
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we have ∂αϕ(x) = o(xN ) for x → 0 of arbitrary high order N ∈ N. Hence each
α, β ∈ N0 there is some C1,C2 > 0 and N > α with
sup
x∈R+
|xβ∂αx ( f (n x) ϕ(x) − ϕ(x))| ≤ C1
∑
0<γ≤α
nγ sup
y∈R
|∂γ f (y)| sup
0<x≤1/n
xβ |∂α−γϕ(x)|
≤ C2
∑
0<γ≤α
nγ−β−N
n→∞−−−−→ 0.
By employing the usual cut-off functions, we realize that D(R+) is dense in S+(R),
too. Thus it is enough to show that the topologies of S(R+) and S+(R) coincide on
D(R+). The S(R+)-topology is induced by seminorms of the form
D(R+) → R : ϕ 7→ sup
x>0
|AkB jϕ(x)|, k, j ∈ N0,
where Aϕ := (∂(ϕ ◦ σ−1)) ◦ σ and Bϕ := (m(ϕ ◦ σ−1)) ◦ σ = σ · ϕ. First of all, we
have
Aϕ(x) = x
2
x2 + 1
∂xϕ(x) =: η(x) · ∂xϕ(x), ϕ ∈ D(R+), x ∈ R+.
The rational function η and all of its derivatives are bounded. Hence A can be
extended to an operator in L(S+(R)).
We show, that B has an extension in L(S+(R)). For this purpose it is enough to
prove that 1
m
∈ L(S+(R)), where 1
m
ϕ(x) = ϕ(x)/x. First of all, for each ϕ ∈ D(R+)
and each x > 1
|xk∂nx (
1
x
ϕ(x))| ≤
n∑
j=0
n!
(n − j)! x
k−j−1 |ϕ(n−j)(x)|
≤
n∑
j=0
n!
(n − j)! supy |y
kϕ(n−j)(y)|,
for arbitrary k, n ∈ N0. Now we only need to bound the left-hand side for 0 < x < 1.
For k > n almost the same inequality as above can be used. We assume now n ≥ k.
For 0 < x < 1 and each m ∈ N
|ϕ(x)/xm | = | 1
xm
∫ x
0
(x − t)m−1
(m − 1)! ϕ
(m)(t) dt | ≤ 1
m!
sup
y
|ϕ(m)(y)|.
Hence
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|xk∂nx (
1
x
ϕ(x))| ≤
n∑
j=0
n!
(n − j)! x
k−j−1 |ϕ(n−j)(x)|
≤
n∑
j=0
n!
(n − j)! x
−n−1 |ϕ(n−j)(x)|
≤
n∑
j=0
1
(n − j)!(n + 1) supy |ϕ
(2n+1−j)(y)|,
(1)
for all 0 < x < 1, n ≤ k and ϕ ∈ D(R+). In conclusion 1
m
∈ L(S+(R)) and thus also
B ∈ L(S+(R)). Due to the continuity of A and B we arrive at
S+(R) ֒→ S(R+),
i.e. the S+(R)-topology is finer than the S(R+)-topology.
For the reverse embedding we will transport our situation to the whole real line
by
ϕ 7→ ϕ ◦ σ−1,
which is an isomorphismD(R+) → D(R) andS(R+) → S(R). We denote the image
of S+(R) by this map by S⊕(R) and equip it with the transported S+(R)-topology.
Then S⊕(R) is a space of smooth functions on R with
D(R) ֒→ S⊕(R) ֒→ S(R),
where both embeddings are dense. The topology in S⊕(R) is induced by seminorms
of the form
S⊕(R) → R : ϕ 7→ sup
y∈R
|CkE jϕ(y)|, k, j ∈ N0,
where Cϕ := (∂(ϕ ◦σ)) ◦σ−1 and Eϕ := (m(ϕ ◦σ)) ◦σ−1 = σ−1 · ϕ. The operator
C can be rewritten as
Cϕ(y) =
(
1 +
2
(y +
√
y2 + 4)2
)
ϕ′(y) =: ψ(y) · ϕ′(y), ϕ ∈ S⊕(R), y ∈ R.
Because σ−1, ψ ∈ OM(R), both C and E have extensions in L(S(R)). Thus S⊕(R) =
S(R) and finally S+(R) = S(R+).
The most important property of S(R±) (next to being a closed subspace of S(R))
is stated in the following corollary.
Corollary 1. The map x 7→ |x |v is in OM(R±) for each v ∈ R.
Proof. The continuity 1
m
was already shown in the proof to the last lemma with
inequalities (1). Of course mϕ(x) := xϕ(x) defines a continuous operator on S(R±),
as well. The derivatives of x 7→ |x |v can be bounded by terms of the form x 7→ xk
for k ∈ Z, which concludes the proof.
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Wenowfind a characterisation for the functions inOM(R±×M; E). This spacewill
be of importance later on, when we examine the Fourier image of S(G) in further
detail and when we want to discuss the integral formula for the Kohn-Nirenberg
quantization.
Corollary 2. A smooth function f : R± × M → E is in OM(R± × M; E), iff for each
k ∈ N0, each P ∈ DiffP(M) and each continuous seminorm p on E , there exists an
l ∈ N and an q ∈ P(M), such that p(∂k
λ
Px f (λ, x)) ≤ (1 + |λ |l + |λ |−l)q(x).
Proof. We know, that OM(R+ × M; E) is the space of all smooth functions f on R+,
such that
[ϕ 7→ f · ϕ] ∈ L(S(R± × M),S(R± × M; E)).
We prove the statement for R+, then the other statement follows at once, since R− is
isomorphic to R+ by x 7→ −x. Also, it is enough to consider M = Rn, as the more
general case follows by just using polynomial coordinate charts.
Suppose f ∈ OM(R+ × Rn; E). Because f induces a continuous multiplication
operator and because S(R+) is a subspace of S(R), for each k ∈ N0, α ∈ Nn0 and
each continuous seminorm p on E , there is some m ∈ N and C > 0 with
sup
λ∈R+,x∈M
p(∂kλ∂αx ( f (λ, x)ϕ(λ, x)))
≤ C max
|β |,l≤m
sup
λ∈R+,x∈M
(1 + |λ |m)(1 + |x |2)m |∂lλ∂βx ϕ(λ, x)|,
for all ϕ ∈ S(R+ × Rn). We choose some ϕ ∈ S(R+ × Rn), such that ϕ ≡ 1 on some
neighbourhoodaround (λ, x) = (1, 0), and define ϕa,y(x) := ϕ(xa−1, x− y) for a > 0,
y ∈ Rn. Then
p(∂(k,α) f (a, y)) = p(∂kλ∂αx ( f (λ, x)ϕa,y(λ, x)))

(λ,x)=(a,y)
≤ C max
|β |,l≤m
sup
λ∈R+,x∈Rn
(1 + |λ |m)(1 + |x |2)m |∂lλ∂βx ϕa,y(λ, x)|
= C max
|β |,l≤m
sup
λ∈R+,x∈Rn
a−l(1 + |aλ |m)(1 + |x + y |2)m |∂lλ∂βx ϕ(λ, x)|
≤ C′(1 + am + a−m)(1 + |y |2)m,
where k, α, m and C are as above. Of course this implies, that for each k ∈ N0,
P ∈ DiffP (Rn) and each continuous seminorm p on E , there exists an l ∈ N and a
q ∈ P(Rn), such that
p(∂kλPx f (λ, x)) ≤ (1 + |λ |l + |λ |−l)q(x). (2)
Now for the converse implication. Let f : R+ ×Rn → C be any smooth function,
such that for p, k and P we find m and q for the inequality (2). Then for arbitrary
ϕ ∈ S(R+ × M),
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sup
λ∈R+,x∈Rn
(1 + |λ |k)(1 + |x |2)kp(∂α( f ϕ)(λ, x))
≤ C sup
λ∈R+,x∈Rn
(1 + λk)(1 + |x |2)k
∑
β≤α
|∂α−β f (λ, x) ∂βϕ(λ, x)|
≤ C′ sup
x∈R+
(1 + |x |2)k+m(1 + λk+m + λk−m)
∑
β≤α
|∂βϕ(j)(x)|.
Since 1
m
is a continuous operator on S(R+), the last line defines a continuous
seminorm on S(R+ × Rn). Thus the operator ϕ 7→ f · ϕ is continuous.
From the polynomial structures on R+ and R−, we construct the polynomial
manifoldR× = R+ Û∪R−. Its Schwartz space S(R×) = S(R+) ⊕S(R−) can be seen as
the closed subspace of S(R) of functions f , which vanish of arbitrary order in 0, i.e.
∂k f (0) = 0 for all k ∈ N0. The dual space and the Fourier image of S(R×) will play
an important role in the coming discussion. The first statement requires no further
proof.
Lemma 4. The image of S(R×) under the Fourier transform on R, FR, is S∗(R),
which is defined to be the subspace of Schwartz functions f with vanishing moments
of arbitrary order, i.e.∫
R
f (x) p(x) dx = 0, for all p ∈ P(R).
The next Lemma is less obvious. It is an extension of the well know fact, that
S′∗(R), as a vector space, can be identified with the quotient S′(R)/P(R) e.g. [21,
Proposition 1.1.3].
Lemma 5. Let E be a nuclear Fréchet space and E ′0(R) the space of distributions
on R with support in {0}. Then
(S(R×) ⊗ˆ E)′ ≃ (S′(R) ⊗ˆ E ′)/(E ′0(R) ⊗ E ′),
especially E ′0(R) ⊗ E ′ is a closed subspace of S′(R) ⊗ˆ E ′.
Proof. First we will prove, that Z := E ′0(R) ⊗ E ′ is a closed subspace of X ′ ≃
S′(R) ⊗ˆ E ′, where X := S(R) ⊗ˆ E . The family (∂kδ0)k∈N0 is a basis for E ′0(R)where
δ0 is the delta distribution. We use Lemma 1 on the sequence PN of projections
onto the subspaces spanned by {δ0, . . . , ∂Nδ0} and conclude, that Z is sequentially
dense in its closure Z . Furthermore we realize, that for any φ ∈ Z there is a sequence
(e′
k
) ⊂ E ′, such that
φ = lim
N→∞
φN := lim
N→∞
N∑
k=0
(∂kδ0) ⊗ e′k .
Because X is a Fréchet space and Z ⊂ X ′, we can apply the Banach-Steinhaus
Theorem. Hence there exists a continuous seminorm q on E and M ∈ N, such that
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|φN ( f )| ≤ max
k≤M
sup
x∈R
〈x〉Mq(∂kx f (x))
for all functions f ∈ X = S(R) ⊗ˆ E and all N ∈ N.
Now suppose there is one l > M, such that e′
l
, 0. Let us define the sequence of
Schwartz functions fm(x) := eimxψ(x)e/ml−1, where ψ is a Schwartz function equal
to one near zero and e ∈ E with e′
l
(e) = 1. We arrive at
|φl( fm)| =
 l∑
k=0
(im)k
m(l−1)
e′k(e)
 m→∞−−−−→ ∞.
But also
sup
m∈N
max
k≤M
sup
x∈R
〈x〉Mq(∂kx fm(x)) < ∞,
which is a contradiction. Hence φ ∈ Z , i.e. φ is in the finite span of the ∂kδ and e′
k
.
Now letY := Z◦ be the polar of Z . Because X is reflexive, wemay identifyY ⊂ X .
Since Z is a closed subspace, we also have Y◦ = Z◦◦ = Z . Since ∂kδ0 ⊗ e′ ∈ Z for
all k ∈ N0, e′ ∈ E ′ and
(∂kδ0 ⊗ e′)(ϕ) = e′(∂kϕ(0)), for ϕ ∈ X = S(R; E),
it is quite obvious, that Y = S(R×) ⊗ˆ E .
Since E is a nuclear Fréchet space, X is a nuclear Fréchet space. That also means,
that X is an (FS) space. I.e. it is the projective limit
X1 ← X2 ← · · · ← X
of a sequence of Banach spaces (Xk)k with compactmaps Xk ← Xk+1 [14, Chapter 3,
Corollary 3 to Theorem 7.3]. Notice that the maps Xk ← Xk+1 are weakly compact,
too. Now we may conclude the proof, by using Theorem 13 of [22]. The theorem
states, that in our situation –Y is closed and X is an (FS) space – we haveY ′ ≃ X ′/Y◦.
By using the euclidean Fourier transform in combination with the last lemma, we
get the following corollary.
Corollary 3. Let E be a nuclear Fréchet space, then
(S∗(R) ⊗ˆ E)′ ≃ (S′(R) ⊗ˆ E ′)/(P(R) ⊗ E ′)
and P(R) ⊗ E ′ is closed in S′(R) ⊗ˆ E ′.
Furthermore, this characterization for the dual spaces ofS(R×) ⊗ˆ E andS∗(R) ⊗ˆ E
by quotient spaces, enables us to find subspaces of S′(R) ⊗ˆ E ′ which are embedded
into these dual spaces. Suppose F is a Banach space, such that there is a continuous
embedding E ֒→ F with dense range. Then we may see, that the Lebesgue-Bochner
spaces Lp(R; F ′) are embedded into S′∗(R) ⊗ˆ E ′ and into S(R×) ⊗ˆ E ′ for p ∈ (1,∞).
Here we define the distribution corresponding to f ∈ Lp(R; F ′) by
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Tf (ϕ) :=
∫
R
〈 f (x), ϕ(x)〉 dx, ϕ ∈ S(R; E),
where 〈·, ·〉 denotes the dual pairing on F ′ × F . Notice, that Tf is indeed an injective
map intoS′(R; E ′), since f = 0 almost everywhere, iffTf (ϕ⊗e) = 0 for all ϕ ∈ S(R)
and all e ∈ E .
Though, we can make a much more general claim. For this purpose, we define
the following subspaces of S′(R) ⊗ˆ E ′.
ÛB ′(R; E ′) := {φ ∈ S′(R) ⊗ˆ E ′ | ∀ϕ∈S(R) ⊗ˆ E φ(ϕ(· − x))
|x |→∞−−−−−→ 0}
B˜ ′(R; E ′) := {φ ∈ S′(R) ⊗ˆ E ′ | ∀ϕ∈S(R) ⊗ˆ E φ(ϕ(λ−1·))
λ→0−−−→ 0}
Lemma 6. Let F be a Banach space as described above. The Lebesgue-Bochner
space Lp(R; F ′) is a subspace of ÛB ′(R; E ′) for p ∈ [1,∞) and a subspace of
B˜ ′(R; E ′) for p ∈ [1,∞] with respect to the embedding f 7→ Tf .
Proof. Let f ∈ Lp(R; F ′) and let ϕ ∈ S(R) ⊗ˆ E then also
[x 7→ (1 + x2) ϕ(x)] ∈ Lq(R; F)
for each 1 = 1/p + 1/q. Suppose first p ∈ [1,∞), then for some C > 0 independent
of x ∈ R
|Tf (ϕ(· − x))| ≤
∫
R
|〈 f (y), ϕ(y − x)〉| dy ≤ C
(∫
R
‖ f (y)‖p
F
(1 + (x − y)2)p dy
) 1
p
.
Now let ε > 0 be arbitrary and let R > 0 be big enough, such that∫
{y∈R : |y |≥R}
‖ f (y)‖p
F′ dy ≤ ε,
With this inequality, we get
(∫
R
‖ f (y)‖p
F′
(1 + (x − y)2)p dy
) 1
p
≤
©­­«ε +
∫
{y∈R : |y |≤R}
‖ f (y)‖p
F′
(1 + (x − y)2)p dy
ª®®¬
1
p
x→±∞−−−−−→ ε 1p .
Hence Tf ∈ ÛB ′(R; E ′), because ε > 0 can be arbitrarily small. With the same
calculation as before, we get
|Tf (ϕ(·/λ))| ≤ C
©­­«ε +
∫
{y∈R : |y |≤R}
‖ f (y)‖p
F′
(1 + (y/λ)2)p dy
ª®®¬
1
p
λ→0−−−→ Cε 1p .
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Thus Tf ∈ B˜ ′(R; E ′). Now suppose p = ∞. Here we have
|Tf (ϕ(·/λ))| ≤ λ ess sup
x∈R
‖ f (x)‖F′
∫
R
‖ϕ(y)‖ dy λ→0−−−→ 0.
Hence also Tf ∈ B˜ ′(R; E ′) for this case.
Note, that the distributions in ÛB ′(R; E ′) can have any form in a bounded region,
whereas distributions in B˜ ′(R; E ′) can have any form away from zero, as long as
they are tempered.
Proposition 1. The quotient maps
S′(R) ⊗ˆ E ′ → S′(R×) ⊗ˆ E ′,
S′(R) ⊗ˆ E ′ → S′∗(R) ⊗ˆ E ′,
restrict to embeddings
B˜ ′(R; E ′) ֒→ S′(R×) ⊗ˆ E ′,
ÛB ′(R; E ′) ֒→ S′∗(R) ⊗ˆ E ′.
Proof. A short calculation yields
B˜ ′(R; E ′) ∩ E ′0(R) ⊗ E ′ = {0} = ÛB ′(R; E ′) ∩ P(R) ⊗ E ′.
Together with the above lemma and corollary, this already concludes the proof.
2.2 Flat orbits of Homogeneous Lie groups
Let Ad be the adjoint action of G on g. Denote by Cax ξ := ξ ◦ Adx−1 the coadjoint
action of x ∈ G on linear functionals ξ ∈ g′. A subalgebram ⊂ g is called polarizing
to ℓ ∈ g′, iff ℓ([m,m]) = {0} and m is a maximal algebra fulfilling this condition.
For any ξ ∈ g′ we can find at least one polarizing algebra. There is a bijection
between the coadjoint Orbits and the irreducible unitary representations of G. It can
be described by [π] ↔ Ω = CaG ξ, where π is unitarily equivalent to the induced
representation of χ(m) = e2πiξ(m) for m ∈ m ⊂ G for some maximal subordinate
algebra m of ℓ [11, Theorems 2.2.1 - 2.2.4]. This correspondence only depends on
the orbitΩ and not on the choice of element ξ spanningΩ or the choice of polarizing
algebra m. We will write π ∼ ξ or π ∼ Ω, if the equivalence class of π corresponds
to the orbit Ω = CaG ξ. We equip Ĝ with the initial topology with respect to the
bijection [π] 7→ Ω for π ∼ Ω from Ĝ to g′/G. For any ξ the orbit Ω = CaG ξ is an
even dimensional polynomial manifold [10, page 521] and [11, Lemma 1.3.2].
A Jordan-Hölder basis of g, is a basis (ej )j , such that the linear hull gk =
span{e1, . . . ek}, is an ideal in g for each k ≤ dimG. Let qk be the quotient map
g′ → g′/g◦
k
. The set of jump indices J is the set of j > 1, such that
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dim qj(Ω) − dim qj−1(Ω) = 1
Let us denote gJ := span{ej | j ∈ J}. From Corollary 3.1.5 of [11] follows, that a
polynomial chart of Ω is given by
σΩ : Ω→ g′J : ξ 7→ ξ ↾gJ .
This equivalence between orbits and the corresponding subspaces gJ , leads to the
definition of the orbital Fourier transform as the integral
FΩϕ(x) :=
∫
Ω
e−2πiξ(x)ϕ(ξ) dθΩ(ξ), x ∈ gJ, ϕ ∈ S(Ω),
where θΩ ◦ σ−1Ω is a Haar measure on g′J . The Pedersen quantization [7] is the
equivalent of the Weyl quantization for general simply connected nilpotent Lie
groups. It is defined by the integral
opπ(ϕ) :=
∫
gJ
π(x)
∫
Ω
e−2πiξ(x)ϕ(ξ) dθΩ(ξ) dνΩ(x),
for some representation π ∼ Ω and a fitting Haar measure νΩ on gJ . We can easily
see, that the outermost integral converges in L(Hπ). The following theorem fixes the
choice of νΩ.
Theorem 3. For each θΩ as above, there is a unique νΩ, such that the Pedersen
quantization to π ∼ Ω extends to a Gelfand triple isomorphism
opπ : G(Ω, θΩ) → Gop(π).
Proof. This is essentially stated in [7, Theorem 4.1.4]. Here Pedersen proves, that
S(Ω) → B(Hπ)∞ : a 7→ opπ(a)
is a homeomorphism, where B(Hπ)∞ is the space of smooth operators with respect
to π. The spaces of smooth operators is defined to be B(Hπ)∞ = H∞Π , where Π is the
unitary representation of G×G onHS(Hπ) defined byΠ(x, y)T = π(x) ◦T ◦π(y)−1.
Furthermore Pedersen shows that∫
Ω
a b dθΩ = Tr[opπ(a) opπ(b)∗], for a, b ∈ S(Ω)
for a suitable choice of νΩ.
In order to fit this result in our scheme we will make sure, that L(H−∞π , H∞π ) =
B(Hπ)∞ as topological vector spaces. It is easy to see, that this identity holds in the
sense that each T 7→ T ◦ I is a bijection from the left-hand side to the right-hand
side, where I : Hπ ֒→ H−∞π is the embedding defined by the real structure on G(π).
It is left to check that the topologies on both sides coincide. For P ∈ u(gL) denote
by π(P)∗ ∈ L(H−∞π ) the unique operator fulfilling Iπ(P)v = π(P)∗Iv for v ∈ H∞π .
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By [23] there is P ∈ u(gL), such that π(P) is invertible onH∞π , π(P)−1 can be extended
to a nuclear operator on Hπ and H−∞π is the compact inductive limit of the Hilbert
spaces H−kπ := π(P)k∗IHπ , equipped with the norm ‖w‖−k := ‖I−1π(P)−kw‖Hπ .
But this means each bounded B ⊂ H−∞π is in fact a bounded set in some H−kπ , i.e.
B = π(P)k∗I B˜ for B˜ bounded in Hπ . The topology in L(H−∞π , H∞π ) is defined by the
seminorms
T 7→ sup
φ∈B
‖π(P)jTφ‖ , for B ⊂ H−∞π bounded and j ∈ N0.
The above implies, that actually it is enough to consider the seminorms
T 7→ ‖π(P)j T I π(P)k‖ , for j, k ∈ N0.
Now the above seminorms are also continuous on B(Hπ)∞, so by the open mapping
theorem for Fréchet spaces, L(H−∞π , H∞π ) = B(Hπ)∞ as topological vector spaces
and
S(Ω) → L(H−∞π , H∞π )∞ : a 7→ opπ(a)
is a homeomorphism.
Finally by the dense and continuous embeddings
S(Ω) ֒→ L2(Ω, θΩ) and L(H−∞π , H∞π ) ֒→ HS(Hπ)
we may extend opπ to a unitary operator between L
2(Ω, θΩ) and HS(Hπ), and as
such, even to a Gelfand triple isomorphism
opπ : G(Ω, θΩ) → Gop(π).
Note, that Pedersen uses the convention ξ ↔ χ(·) = eiξ(·) for bijection between
functionals and characters. Though adjusting the formulas just results in additional
constants, that may be hidden away inside the measures νΩ and θΩ.
Though in our case, we can simplify this process by a lot, since we are only interested
in representations derived from generic resp. flat orbits.
An orbit is called generic, if for each k the dimension of qk(Ω) is maximal
compared to all other orbits. Let us denote the set of equivalence classes derived
from generic orbits by Ĝgen ⊂ Ĝ. Note, that the Plancherelmeasure µ̂ is concentrated
on Ĝgen.
A representation π ∈ Irr(G) is square integrable modulo the center, if x 7→
|(π(x)v,w)Hπ | is square integrable on g/z with respect to the Haar measure for
all v,w ∈ Hπ . Let us denote the set of irreducible representations, that are square
integrable modulo the center, by SI/Z(G) ⊂ Irr(G) and pairs of such representations
together with some matching real structure by SI/ZR(G). Suppose π ∼ Ω = CaG ξ,
then π ∈ SI/Z(G), if and only if Ω = ξ + z◦ [4]. Furthermore, if SI/Z(G) , ∅,
then the orbits to representations in SI/Z(G) are exactly those having the maximal
possible dimension [11, Corollary 4.5.6]. Also, the jump indices for π ∈ SI/Z(G)
are given by J = {k + 1, k + 2, . . . , dimG}, where k = dim z, and the equivalence
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class [π] ∈ Ĝ is uniquely determined by the central character π ↾z= e2πiξ(·) idHπ ,
where ξ ∈ ω◦ ≃ z′. For this fact see [11, Corollaries 4.5.3 and 4.5.4].
For all π ∈ SI/Z(G) the Pedersen quantization is simpler, for we can just take one
Haarmeasure θ on z◦ and translate it to a measure θΩ onΩ ∼ π for each π ∈ SI/Z(G).
The subspace ω := gJ complements z in g and is the same for each representation in
SI/Z(G). We get a Gelfand triple isomorphisms
G(z◦, θ) → G(Ω, θΩ) : φ 7→ φ ◦ Pz◦,
where Pz◦ is the projection onto z◦ along ω◦. Using this isomorphism, we adjust the
Pedersen quantization.
Definition 8. We will use the Pedersen quantization opπ on G(z◦, θ) with respect to
π ∈ SI/Z(G), defined by
opπ : G(z◦, θ) → Gop(π), φ 7→ opπ(φ ◦ Pz◦).
This version of Pedersen quantization takes on the form
opπ(ϕ) =
∫
ω
π(x)
∫
z◦
e−2πiξ(x)ϕ(ξ) dθ(ξ) dν(x),
where ν = νΩ depends on θ. Of course opπ is a Gelfand triple isomorphism, as well.
Now we will discuss the concept of generic orbits and square integrable (modulo
the center) representation in context with homogeneousgroups. The Lie groupG = g
is called a homogeneous Lie group, if it is equipped with a group of dilations
(0,∞) → Hom(G) : λ 7→ δλ,
where δλx = elog(λ)Ax is also a Lie algebra isomorphism and A is a diagonaliz-
able map with positive eigenvalues. The number Q := Tr[A] is the homogeneous
dimension of G.
We may always decompose g into eigenspaces Eκ of A to Eigenvalues κ > 0, i.e.
g =
⊕
κ>0
Eκ, where [Eκ, Eκ′] ⊂ Eκ+κ′.
Notice that the center z of g is always an eigenspace to both δλ and A, since
[δλz, x] = δλ[z, δλ−1 x] = 0 for all λ > 0, z ∈ z and x ∈ g.
For every µ > 0 the space
⊕
κ≥µ Eκ is an ideal in g. We may always choose a
Jordan-Hölder basis (ej )j through these ideals [11, Theorem 1.1.13].
If dim z = 1, then the center fulfils z = Eµ for µ = max{κ > 0 | Eκ , {0}}.
Hence, one vector of our chosen Jordan-Hölder basis of eigenvectors will always lie
in the center z. We also have the unique decomposition
g = z ⊕ ω, ω is A-invariant.
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Now for λ < 0 denote
δλx := −δ |λ |x for x ∈ z, and δλx := δ |λ | x for x ∈ ω.
Furthermore, let also δλξ := ξ ◦ δλ for λ ∈ R× and ξ ∈ g′.
The question ariseswhether generic orbits are mapped to generic orbits by δλ. The
dilation δλ on g′/g◦k is a well defined vector space isomorphism by δλ ◦ qj := qj ◦ δλ,
since gk and thus also g◦k are δλ-invariant. Furthermore
dim qj (δλΩ) = dim δλ ◦ qj (Ω) = dim qj (Ω). (3)
Thus δλΩ is generic for each λ ∈ R×.
Now take any π ∈ IrrR(G)with real structureCπ and define π := CππCπ ∈ IrrR(G)
equipped with the same real structure. The representation π is equivalent to the dual
representation of π. Now denote
πλ(x) := π(δλx) for λ > 0, and πλ(x) := π |λ |(x) := π(δ |λ |g) for λ < 0.
All the representations πλ are irreducible unitary representations acting onHπ resp.
acting smoothly onH∞π . With these definitions and the discussion above, we get the
equivalence of the three statements
• π ∈ SI/Z(G), if and only if πλ ∈ SI/Z(G),
• [π] ∈ Ĝgen, if and only if [πλ] ∈ Ĝgen,
• π ∼ ξ, if and only if πλ ∼ δλξ.
Suppose that SI/Z(G) , ∅ and dim z = 1. Furthermore, suppose we chose a
Jordan-Hölder basis of eigenvectors to A. Let π ∈ SI/Z(G). As every equivalence
class of representations in Ĝgen only depends on its central character, we get a
bijection between R× and Ĝgen. Hence, π ∈ SI/Z(G), if and only if [π] ∈ Ĝgen.
We can even go one step further. The dilations δλ help us to understand Ĝ as
measure space. For this purpose we need the Pfaffian Pf (ξ) to a coadjoint orbit Ω =
CaG ξ, which is defined by Pf (ξ)2 = det Bξ up to a sign. Here Bξ := (ξ([ej, ei]))j,i∈J
where the (ej )j∈J span ω.
We define κ > 0 and B ∈ L(ω), by δλη := sgn(λ)|λ |κη, for η ∈ ω◦ and A|ω = B.
Proposition 2. Suppose G is a homogeneous group, π ∈ SI/ZR(G) and dim z = 1,
then
(R×, κ |λ |Q−1 |Pf (ℓ)| dλ) → (Ĝgen, µ̂) : λ 7→ [πλ],
where π ∼ ℓ ∈ ω◦, is a homeomorphism resp. a strict isomorphism between the
Borel measure spaces. Furthermore, if Ω is a fixed generic orbit, then λ 7→ δλΩ
defines a bijection between R× and the generic orbits.
Proof. Let U be the Zariski open set of functionals ξ ∈ g′, such that CaG ξ is a
generic orbit with respect to our basis. For ξ ∈ U we have δλξ ∈ U for each λ ∈ R×
by equation (3). Each orbit meets U ∩ ω◦ in exactly one point [11, Theorem 3.1.9
and Theorem 4.5.5]. Furthermore, for any ξ ∈ ω× := ω◦ \ {0}, we have that
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R
× → ω× : λ 7→ δλξ
is a homeomoprhism. Thus also U ∩ ω◦ = ω× = {δλℓ | λ ∈ R×}. But ω× also
induces all maximal flat orbits, so they coincide with the generic orbits. Since the
correspondence g′/G ≃ Ĝ is a homeomorphism, we also have U/G ≃ Ĝgen with
respect to the subspace topologies. Let q : U → U/G be the quotient map. Now
q |ω× is a continuous bijection. We show, that it is also open. By [11, Theorem 3.1.9],
there is a well define map ψ : ω× × z◦ → U, such that
ψ(u, v) = w ⇔ w ∈ CaG u and Pz◦w = v,
where Pz◦ is the projection onto z◦ along ω◦. The map ψ is a rational, non singular
bijectionwith rational non singular inverse. Henceψ is a homeomorphism. IfV ⊂ ω×
is open in ω×, then CaG V is open in U, since
ψ(V × z◦) = CaG V .
Now, since q is open and q(CaG V) = q(V), the restriction q |ω× is an open map and
thus a homeomorphism. If we now denote
σ : R× → Ĝgen : λ 7→ [δλπ],
then σ is a homeomorphism by the discussion above. Let ϕ : Ĝ → [0,∞) be Borel
measurable. Then by Theorem 4.3.10 and the subsequent discussion in [11]∫
Ĝ
ϕ([π]) dµ̂([π]) =
∫
U∩ω◦
ϕ([πξ ])|Pf (ξ)| dµ˜(ξ),
where µ˜ is the measure on U ∩ ω◦, such that {tℓ | t ∈ [0, 1]} has measure equal to
one and πξ ∼ CaG ξ. Also, since our chosen Jordan-Hölder basis is an eigenbasis to
A resp. δλ, we have
|Pf (δλℓ)| = | det(δλℓ([ej, ei]))j,i |
1
2 = | det(|λ |ni+nj ℓ([ej, ei]))j,i |
1
2 = |λ |Tr B |Pf (ℓ)|,
where |λ |nj is the eigenvalue of ej to δλ for j ∈ J. Both σ and σ−1 are measurable
and we have d(µ˜ ◦ σ)(λ) = κ |λ |κ−1 dλ. Hence∫
U∩ω◦
ϕ([πξ ])|Pf (ξ)| dµ˜(ξ) =
∫
R×
ϕ([πλ])|Pf (δλℓ)| d(µ˜ ◦ σ)(λ)
=
∫
R×
ϕ([πλ])κ |λ |−1+Tr A|Pf (ℓ)| dλ
and σ is a strict isomorphism of measure spaces.
We will denote the euclidean Fourier transform on g by
Fgϕ(ξ) =
∫
g
e2πiξ(x)ϕ(x) dµ(x), ϕ ∈ S(g), ξ ∈ g′.
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Of course, there is exactly oneHaar measure µ′ on g′, such that the Fourier transform
is a Gelfand triple isomorphism G(g, µ) → G(g′, µ′). Suppose ℓ ∈ ω×. The map
℘ℓ f (λ, ξ) := f (δλ(ℓ + ξ)) for ξ ∈ z◦, λ ∈ R× and f : g′ → C,
together with the euclidean Fourier transform and the Pedersen quantization will
enable us to describe the group Fourier transform on G (see also [5] for a similar
statement).
2.3 The group Fourier transform on homogeneous groups
Let us from now on always denote by G a homogeneous Lie group with dim z = 1
and SI/Z(G) , ∅. Trivially, the group Fourier transform is an isomorphism between
S(G) and S(Ĝ). Also, the group Fourier transform is a unitary map from L2(G, µ)
to L2(Ĝ, µ̂). Of course, we may define a Gelfand triple
G(Ĝ, µ̂) := (S(Ĝ), L2(Ĝ, µ̂),S′(Ĝ)),
such that FG becomes a Gelfand triple isomorphism. Now we will use the isomor-
phism from Proposition 2 in order to find a new representation of the group Fourier
transform on L2(G). Thiswill be the basis for the definition of our newGelfand triples
and a Gelfand triple isomorphism in the form of an equivalent Fourier transform.
Proposition 3. Suppose ϕ ∈ S(G) and π ∈ SI/ZR(G) with π ∼ ℓ ∈ ω×, then
FGϕ(πλ) =
{
opπ
(
℘ℓFgϕ(λ, ·)
)
, λ > 0,
opπ
(
℘ℓFgϕ(λ, ·)
)
, λ < 0.
Proof. First of all, for any ϕ ∈ S(G), we have
FGϕ(πλ) =
∫
G
λ−Tr Aϕ(δ−1λ x)π(x)∗ dµ(x) = λ−Tr AFG(ϕ ◦ δ−1λ )(π),
for λ > 0. Also
Fg(ϕ ◦ δ−1λ ) = λTr A(Fgϕ) ◦ δλ,
for λ > 0. Notice, that for x ∈ g and z ∈ z, we have x · z = x + z and thus
e2πiℓ(z)π(x) = π(z)π(x) = π(z · x) = π(z + x).
Let µz resp. ν be Haar measures on z resp ω, such that µ = µz ⊗ ν, then by the above
calculation
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FGϕ(π) =
∫
ω
π(x)
∫
z
e−2πiℓ(z)ϕ(z − x) dµz(z) dν(x)
=
∫
ω
π(x)
∫
z◦
e−2πiξ(X)Fgϕ(ξ) dθ(ξ) dν(x).
Here θ is the measure associated to ν as described in Definition 8. This formula
indeed holds pointwise. Hence
FGϕ(πλ) = λ−Tr Aopπ(Fg(ϕ ◦ δ−1λ )) = opπ((Fgϕ) ◦ δλ)
= opπ
(
℘ℓFgϕ(λ, ·)
)
for all λ > 0. For λ < 0 we get
FGϕ(πλ) = FG(π−λ) = opπ
(
℘−ℓFgϕ(−λ, ·)
)
,
since π ∼ −ℓ. Now we can conclude the proof, by using δ−λ(−ℓ + ξ) = δλ(ℓ + ξ), for
any ξ ∈ z◦.
The above proposition (c.f. [5, Theorem 3.3]) shows that the group Fourier trans-
form splits into operators which are easy to handle in the L2-setting, if dim z = 1. If
we use the isomorphism (Ĝ, µ̂) ≃ (R×, κ |λ |Q−1 |Pf (ℓ)| dλ) then we can see FG as the
composition of unitary operators
Fg : L2(G, µ) → L2(g′, µ′),
℘ℓ : L
2(g′, µ′) → L2(R× × z◦; κ |λ |Q−1 |Pf (ℓ)| dλ dθ(ξ)),
Opπ : L
2 (
R
×, κ |λ |Q−1 |Pf (ℓ)| dλ; L2(z◦, θ)) → L2 (R×, κ |λ |Q−1 |Pf (ℓ)| dλ;HS(Hπ)),
where Opπ = P+ ⊗ opπ + P− ⊗ opπ , for the projection P± of L2(R×) onto L2(R±).
It is very convenient, that here the operator component emerges as a tensor product
factor, which in turn enables us to understand multiplication operators more easily.
This motivates us to define the following alternative spaces of test functions.
2.4 The Fourier transform on S∗(G)
In order to know which function space is a good choice, we will first take a look at
the pull back ℘ℓ. Here our earlier discussion of polynomial manifolds comes into
play again. Remember that R× is equipped with a polynomial structure defined by
R
×
= R+ Û∪R−, i.e. defined by the polynomial structures on R±. Similarly, we define
g+
ℓ
, g−
ℓ
and g× by
g±ℓ := {tℓ + η | t ∈ R±, η ∈ z◦}, for ℓ ∈ ω× = ω◦ \ {0}
and g× = g+
ℓ
Û∪ g−
ℓ
and equip g±
ℓ
with the polynomial structure analogously to the one
on R±, i.e. the polynomial structure induced by the map
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g±ℓ → R × z◦ : (tℓ + η) 7→ (t − 1/t, η).
Then δλ induces a tempered diffeomorphism, as written in the following Lemma.
The polynomial structure on g× is just the one induced by its connected components.
Notice that we just have g× = g′ \ z◦ as a set.
Lemma 7. Let ℓ ∈ ω×. TheMapwℓ : R±×z◦ → g±ℓ : (λ, ξ) 7→ δλ(ℓ+ξ) is a tempered
diffeomorphism.
Proof. We prove that R+ × z◦ ≃ g+
ℓ
via wℓ . The proof to the second statement is
analogous. Suppose (ξ j )j is the dual basis to our Jordan–Hölder basis (ej )2nj=0 of
eigenvectors. Here (ξj )2nj=1 is the basis of z◦. Let κj be the positive number, such that
δλξ
j
= λκj ξ j for λ > 0.
We use the charts σ resp. σ1, defined by
(λ,
2n∑
j=1
cjξ
j ) resp. (λℓ +
2n∑
j=1
cjξ
j ) 7→ (λ − 1/λ, c1, . . . , c2n).
Then
σ1 ◦ wℓ ◦ σ−1(t, c1, . . . , c2n) =
(
(t +
√
t2 + 4)κ0
2κ0
− 2
κ0
(t +
√
t2 + 4)κ0
,
(t +
√
t2 + 4)κ1
2κ1
c1, . . . ,
(t +
√
t2 + 4)κ2n
2κ2n
c2n
)
,
which is a slowly increasing function. Similarly
σ ◦ w−1ℓ ◦ σ−11 (t, c1, . . . , c2n) =
(
(t +
√
t2 + 4) 1κ0
2
1
κ0
− 2
1
κ0
(t +
√
t2 + 4) 1κ0
,
(t +
√
t2 + 4)
−κ1
κ0
2
−κ1
κ0
c1, . . . ,
(t +
√
t2 + 4)
−κ2n
κ0
2
−κ2n
κ0
c2n
)
is slowly increasing.
By Lemma 3, we can see S(g±
ℓ
) as the space
S(g±ℓ ) = {ϕ ∈ S(g′) | ϕ ≡ 0 on g∓ℓ },
equipped with the subspace topology in S(g′).
The tempered diffeomorphism from the last lemma induces a Gelfand triple
isomorphism.
Lemma 8. The pullback ℘ℓ f := f ◦ wℓ defines a Gelfand triple isomorphism
℘ℓ : G(g±ℓ , µ′) → G(R±, κ |Pf (ℓ)| |λ |Q−1 dλ) ⊗ G(z◦, θ),
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where κ, |Pf (ℓ)| are the constants introduced in Proposition 2 and the preceding
remarks and Q is the homogenous dimension of G.
Proof. We take an arbitrary f ∈ Cc(g±ℓ ). Define ω± := R± · ℓ, then∫
R±
∫
z◦
f (δλ(ℓ + ξ))κ |Pf (ℓ)| |λ |Q−1 dλ dθ(ξ)
=
∫
R±
∫
z◦
f ((δλℓ) + ξ)κ |Pf (ℓ)| |λ |κ0−1 dλ dθ(ξ)
=
∫
ω±
∫
z◦
f (η + ξ)) |Pf (ℓ)| dµω◦ (η) dθ(ξ)
=
∫
g±
ℓ
f (ξ) dµ′(ξ).
For the last two lines we used that the measure µω◦ onω◦ is defined by the Lebesgue
measure and ℓ and that θ is defined by µ′ = |Pf (ℓ)| µω◦ ⊗ θ. The rest follows with
the fact, that ℘ℓ f = f ◦wℓ , where wℓ is the tempered diffeomorphism from Lemma
7.
We also proved that the restriction of the Haar measure µ′ to g±
ℓ
is actually a
tempered measure with respect to our chosen polynomial structure.
Now we are ready to define Gelfand triples, with respect to which we get a
convenient theory for the group Fourier transform.
Definition 9. We define the following reduced Schwartz space
S∗(G) := {ϕ ∈ S(G) | [(λ, x) 7→ ϕ(λz + x)] ∈ S∗(R) ⊗ˆ S(ω)}
for any choice z ∈ z \ {0}, equipped with the subspace topology in S(G), and the
corresponding Gelfand triple
G∗(G, µ) := (S∗(G), L2(G, µ),S′∗(G)),
equipped with the real structure given by the pointwise complex conjugation. Fur-
thermore, we define the Gelfand triple
G(R×; π) := ©­«
S(R×; π)
L2(R×; π)
S′(R×; π)
ª®¬ := G(R×, κ |Pf (ℓ)| |λ |Q−1 dλ) ⊗ Gop(π).
for each SI/ZR(G) ∋ π ∼ ℓ ∈ ω◦.
That G∗(G) is indeed a Gelfand triple can be seen by using Proposition 1. We
use any linear isomorphism R ≃ z to define ÛB ′∗(z;S′(ω)), then we see, since
L2(G, µ) ⊂ ÛB ′∗(z;S′(ω)) by Lemma 6, that the space L2(G, µ) is embedded
into S′∗(G) = S′∗(z;S′(ω)). This embedding is continuous, since the embedding
L2(G, µ) ֒→ S′(G) is continuous. Of course, the canonical map of S∗(G) into
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L2(G, µ) is a continuous embedding as well. Now the Hahn–Banach theorem im-
plies that both embeddings are also dense, for they are dual to each other.
To be more precise, if S∗(G)⊥ is the polar of S∗(G) in L2(G, µ), then it is also
the kernel of the dual map L2(G, µ) → S′∗(G). But this map has a trivial kernel by
Lemma 6. Hence S∗(G)⊥ = {0} and S∗(G) is dense in L2(G, µ). Now denote by Y
the image of L2(G, µ) in S′∗(G). Since S∗(G) is reflexive, Y◦ can be identified with
the kernel of the embedding S∗(G) ֒→ L2(G, µ), which is trivial. Hence Y ⊂ S′∗(G)
is dense as well.
Notice that G∗(G, µ) does not depend either on the choice of some π ∈ SI/ZR(G)
or some z ∈ z. The Gelfand triple G(R×; π) does depend on π ∈ SI/ZR(G) but each
different choice of π leads to an isomorphic Gelfand triple as the theorem below
shows.
Theorem 4. Let SI/ZR(G) ∋ π ∼ ℓ ∈ ω×. Let the Fourier transform in π-picture, Fπ
be defined by
Fπ := Opπ ◦ ℘ℓ ◦ Fg,
whereOpπ = P+ ⊗ opπ + P− ⊗ opπ and P+ = 1− P− is the projection of S(R×) onto
S(R+) along S(R−). Then Fπ is a Gelfand triple isomorphism
Fπ : G∗(G) → G(R×; π).
Proof. The proof essentially writes itself by now and is a summary of previous
statements. The euclidean Fourier transform Fg is a Gelfand triple isomorphism
between G∗(g, µ) and G(g, µ′) = G(ω×, |Pf (ℓ)| µω◦ ) ⊗ G(z◦, θ) by Lemma 4, where
we choose the Haar measures µω◦ and θ, such that µ′ = |Pf (ℓ)| µω◦ ⊗ θ and µω◦ is
induced by the Lebesgue measure dλ via the map R ∋ λ 7→ λℓ ∈ ω◦.
By Lemma 8, the pull back ℘ℓ is a Gelfand triple isomorphismbetweenG(g×, µg′)
and G(R×, κ |Pf (ℓ)| |λ |Q−1 dλ) ⊗ G(z◦, θ).
For the last step we just need to use that Opπ = P+ ⊗ opπ + P− ⊗ opπ is a
Gelfand triple isomorphism between G(R×, κ0 |Pf (ℓ)| dλ) ⊗ G(z◦, µz◦ ) and G(R×; π)
by Theorem 3 and Definition 8.
Let us now discuss a few properties of S∗(G) and S(R×; π). Their duals can be
identified with quotient spaces, in particular
S′∗(G) ≃ S′(G)/(P(z) ⊗ S′(ω)) and
S′(R×; π) ≃ S(R×) ⊗ˆ L(H−∞π , H∞π )/(E ′0(R) ⊗ L(H−∞π , H∞π )),
by Lemma 5 and Corollary 3. By employing Proposition 1, we can identify a large
space of distributions on G resp. R that are embedded into S′∗(G) resp. S′(R×; π).
I.e. if we define ÛB ′(z;S′(ω)) by using any isomorphism R ≃ z, then
ÛB ′(z;S′(ω)) ֒→ S′∗(G) and B˜ ′(R;L(H∞π , H−∞π )) ֒→ S′(R×; π).
Wemay, for example, identify Lp(G, µ), for p ∈ [1,∞), and alsoS(G) as a subspaces
of ÛB ′(z;S′(ω)) and the Bochner-Lebesgue spaces Lp(R, dλ;L(Hπ)), for p ∈ (1,∞],
and also S(R;L(H−∞π , H∞π )) as subspaces of B˜ ′(R;L(H∞π , H−∞π )).
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The definition of S(R×; π) and S′(R×; π) enables us to define a multiplication
with a large class of smooth functions via Theorem 2.
Proposition 4. For any π ∈ SI/Z(G), the multiplications
OM(R×;L(H∞π )) × S(R×; π) : ( f , ϕ) 7→ f ϕ
OM(R×;L(H−∞π )) × S(R×; π) : ( f , ϕ) 7→ ϕ f ,
defined pointwise by composition of operators inL(H−∞π , H∞π ),L(H∞π ) andL(H−∞π ),
are hypocontinuous bilinear maps.
Proof. We just need show that we may apply Theorem 2. The compositions of
operators
L(H∞π ) × L(H−∞π , H∞π ) : (A, B) 7→ A B
L(H−∞π ) × L(H−∞π , H∞π ) : (A, B) 7→ B A
are hypocontinuous, since separately continuous maps on barrelled spaces are
hypocontinuous. Since H∞π ≃ S(Rn) and Theorem 2, the above operator spaces
are barrelled by [17, Corollaire 2 on page 128 of chapter 2] and [14, Corollary to 8.4
in chapter 2]. Also, the multiplication of slowly increasing functions and Schwartz
functions is hypocontinuous. This follows directly form the definition and comments
on pages 243 and 244 of [20]. Now we just need to remind ourselves, that S(R×; π)
is a tensor product of nuclear Fréchet spaces.
Now, we will prove the analogous result for the multiplication with the operator
valued tempered distributionsS′(R×; π). As we used in the proof above,H∞π is reflex-
ive for any π ∈ SI/Z(G). Thus, by using the transpose, we get the two isomorphisms
of topological vector spaces
L(H∞π ) ∋ A 7→ At ∈ L(H−∞π ) and L(H−∞π ) ∋ B 7→ Bt ∈ L(H∞π ).
Denote for f inOM(R×;L(H∞π )) or inOM(R×;L(H−∞π )) the operator valued function
f t(λ) := f (λ)t. Then we may define multiplications on S′(R×; π) by
( f φ)(ϕ) := φ( f t ϕ) and (φ g)(ϕ) := φ(ϕ gt),
for all φ ∈ S′(R×; π) and ϕ ∈ S(R×; π), if we choose f ∈ OM(R×;L(H−∞π )) and
g ∈ OM(R×;L(H∞π )). We get the following corollary.
Corollary 4. For any π ∈ SI/Z(G), the multiplications
OM(R×;L(H∞π )) × S′(R×; π) : ( f , φ) 7→ f φ,
OM(R×;L(H−∞π )) × S′(R×; π) : ( f , φ) 7→ φ f
are hypocontinuous.
Proof. This follows directly from the definition of the multiplication and the fact
that the dual pairing is hypocontinuous. Equivalently, we could also directly employ
Theorem 2.
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Let us now relate the Fourier transform in π picture with the group Fourier
transform. Denote by jπ the map jπ(σ) := [R× ∋ λ 7→ σ(πλ) ∈ L(H−∞π ,H∞π )],
defined on S(Ĝ).
Due to Proposition 2, we know that jπ has a unitary extension from L2(Ĝgen, µ̂)
onto L2(R×; π). Because the Plancherel measure µ̂ is concentrated on Ĝgen [11,
Theorem 4.3.16], we can see jπ as a map defined on L2(Ĝ, µ̂). Proposition 3 implies
the L2-diagram below.
L2(G, µ) L2(Ĝ, µ̂) S(G) S(Ĝ) S′(G) S′(Ĝ)
L2(R×; π) S∗(G) S(Ĝgen) S′∗(G) S′(Ĝgen)
S(R×; π) S′(R×; π)
FG
≃
Fπ
≃
jπ≃
FG
≃ ≃
FG
j ′∗ j
′
0j∗ ⊂
FG
≃
j0⊂
≃
FG
≃
Fπ
≃ ( j ′π )−1F−1π
≃
j−1π≃
For the Schwartz spaces and spaces of tempered distributions we get a very
similar diagram. Denote also by S(Ĝgen) the image of S(R×; π) under j−1π . The
commutative diagram for the L2-spaces implies the commutative diagram for the
Schwartz spaces above. Then, by duality, we get the commutative diagram for the
tempered distributions. However, the group Fourier transformations FG are defined
by duality on S′(G) resp. S′∗(G) and are not the same map, even though we use the
same symbol.
By Corollary 3 the map j ′∗ can be seen as the quotient map
S′(G) → S′(G)/(P(z) ⊗ S′(ω)) ≃ S′∗(G),
which is an open map. This also implies that j ′0 is surjective and open.
Since wℓ : R× × z◦ → g×, wℓ(λ, ξ) = δλ(ℓ + ξ) is a tempered diffeomorphism, we
can also see ℘ℓ as an isomorphism between OM(g×) and OM(R× × z◦) resp. between
S(g×) and S(R× × z◦). However, in order to examine the Fourier image of S(G), it
is even better to consider mixed spaces. We equip ω× = R× · ℓ with the polynomial
structure transported from R×. The space OM(ω×) ⊗ˆ S(z◦) can be seen as a subspace
of OM(g×). In this manner we define ℘ℓ on OM(ω×) ⊗ˆ S(z◦).
Lemma 9. The Gelfand-Triple isomorphism ℘ℓ restricts to an isomorphism
℘ℓ : OM(ω×) ⊗ˆ S(z◦) → OM(R×) ⊗ˆ S(z◦).
Proof. We identifyω× ≃ R× and z◦ ≃ R2n and z◦ ≃ R2n via our basis of eigenvectors
to the dilations. As usual, it is enough to consider the R+-part, since OM(R×) =
OM(R+) ⊕ OM(R−). With these adjustments, we need to exchange ℘ℓ by the map ℘,
where
℘g(λ, x) = g(λκ0, (λκj xj )2nj=1).
First of all, we realize that λ 7→ λκ0 is a tempered diffeomorphism. Hence T ∈
L(OM(R+)), where Tψ(λ) := ψ(λκ0), is an isomorphism.
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Now let us define linear isomorphisms fλ(x) = (λκj /κ0 xj )2nj=1 on R2n. Then it is
easy to see, that both λ 7→ fλ and λ 7→ f −1λ define functions in OM(R+;L(R2n))with
values in Gl(R2n). Now we denote by Fλ the corresponding operator Fλϕ := ϕ ◦ fλ
and set F : λ 7→ Fλ resp. F−1 : λ 7→ F−1λ . A standard calculation shows that for any
continuous seminorm p on L(S(R2n)) and any k ∈ N0, there is a polynomial q on
L(R2n)k+2, such that
p(∂kλFλ) ≤ q( f −1λ , fλ, ∂λ fλ, . . . , ∂kλ fλ).
Of course, an analogous inequality is valid for F−1. Hence, we may conclude
F, F−1 ∈ OM(R+;L(S(R2n))).
Here, F−1 is indeed the inverse of F in the algebra OM(R+;L(S(R2n))). Due to
Theorem 2, we know that the multiplication
OM(R+;S(R2n)) ∋ g 7→ F g ∈ OM(R+;S(R2n)), (F g)(λ, x) = Hλ(g(λ, ·))(x),
is continuous and in fact an isomorphism.
Because ℘g = (T ⊗ 1)(F g), we can conclude that ℘ is an isomorphism.
Using the above lemma, we may now prove the following continuity property for
the Fourier transform in π-picture on S(G).
Proposition 5. The Fourier transform in π-picture restricts to a continuous map
Fπ : S(G) → OM(R×) ⊗ˆ L(H−∞π ,H∞π ).
Proof. This statement follows from the continuity of the maps
S(G) Fg−→ S(g′) ֒→ OM(ω×) ⊗ˆ S(z◦)
℘ℓ−−→ OM(R×) ⊗ˆ S(z◦),
in which we use the continuous inclusion S(ω◦) ⊂ OM(ω×), and also from the
continuity of
Opπ = P+ ⊗ opπ + P− ⊗ opπ : OM(R×) ⊗ˆ S(z◦) → OM(R×) ⊗ˆ L(H−∞π ,H∞π ).
3 Gelfand triples for the Kohn-Nirenberg quantization
In [1] a pseudo-differential calculus resp. a Kohn-Nirenberg quantization for graded
nilpotent Lie groups was developed. We will embed this definition into our context
and derive an integral formulation for the Kohn-Nirenberg quantization for a general
class of symbols. First, consider the map
T : S(G × G) → S(G × G), T f (x, y) := f (x, xy−1).
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Then, it is easy to see that T extends to a Gelfand triple isomorphism
T : G(G, µ) ⊗ G(G, µ) → G(G, µ) ⊗ G(G, µ).
Denote byK the kernel map
K : L(G(G, µ),G(G, µ)) → G(G, µ) ⊗ G(G, µ)
from Lemma 2. We may define the Kohn-Nirenberg quantization as the Gelfand
triple isomorphism
Op := K−1T −1(1 ⊗ F −1G ) : G(G, µ) ⊗ G(Ĝ, µ̂) → L(G(G, µ),G(G, µ)).
That means for a ∈ L2(G × G, µ ⊗ µ), we have Op(a) ∈ HS(L2(G)) and
(Op(a) f , g)L2(G,µ) =
∫
Ĝ
∫
G
Tr[a(x, π) ((1 ⊗ FG inv)Tg ⊗ f )(x, π)∗] dµ(x) dµ̂([π])
for all f , g ∈ L2(G, µ), where inv f (x) := f (−x) and (·, ·)L2(G,µ) is the inner product
in L2(G, µ). We denote the right translation of functions f by Rx f (y) := f (yx).
Because
Tr[a(x, π) ((1 ⊗ FG inv)Tg ⊗ f )(x, π)∗] = Tr
[
a(x, π) (g(x) (FGR−1x inv f )(π))∗]
= g(x)Tr [a(x, π) (FG inv f )(π)∗ π(x)]
= g(x) Tr[a(x, π) FG f (π) π(x)]
for almost all (x, [π]) ∈ G × Ĝ, we may write the operator Op(a) as
Op(a)ϕ =
∫
Ĝ
Tr[π(·) a(·, π) FG f (π)] dµ̂([π]), for f ∈ L2(G),
where the integral converges in L2(G, µ).
Wewill now define the Kohn-Nirenbergquantization in the context of theGelfand
triples G∗(G.µ) and G(R×; π) for π ∈ SI/ZR(G). Subsequently, we will discuss an
integral formula similar to the L2-case above, but for a different class of symbols.
3.1 The Kohn-Nirenberg quantization for operators defined on
S∗(G)
We still take G to be a homogeneous Lie group with dim z = 1 and π ∈ SI/ZR(G).
We already saw that FG is a Gelfand triple isomorphism from G(G) to G(Ĝ), by the
definition of G(Ĝ). Now we want to use the corresponding statement for the S∗(G)
test functions. Again we need to show that T is a Gelfand triple isomorphism in this
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context. Although the map T is not well defined on G∗(G) ⊗ G∗(G), it is well defined
on G(G) ⊗ G∗(G).
Lemma 10. The map T ↾S(G×G) extends to a Gelfand triple from G(G) ⊗ G∗(G)
onto itself, which we will also call T by a slight abuse of notation.
Proof. Suppose ϕ ∈ S(G) ⊗ˆ S∗(G) and q ∈ P(G), then for all x ∈ G and y ∈ ω∫
z
q(z)ϕ(x, x(−z − y)) dµz(Z) =
∫
z
q((−x)(−z − y))ϕ(x, z) dµz(z) = 0
Because [z 7→ q((−x)(−z − y)] ∈ P(z). Hence Tϕ ∈ S(G) ⊗ˆ S∗(G). Analogously
we may prove that T −1 maps S(G) ⊗ˆ S∗(G) onto itself. Because S(G) ⊗ˆ S∗(G)
carries the subspace topology in S(G) ⊗ˆ S(G), the continuity of T and T −1 on
S(G) ⊗ˆ S∗(G) is evident. Since also∫
G×G
ψ Tϕ d(µ ⊗ µ) =
∫
G×G
ϕT −1ψ d(µ ⊗ µ),
for all ϕ, ψ ∈ S(G×G), we may extend T ↾S(G×G) to a Gelfand triple isomorphism.
Now a direct conclusion is the formulation of the Kohn-Nirenberg quantization
as a Gelfand triple isomorphism that incorporates the new Gelfand triples G∗(G, µ)
and G(R×; π).
Proposition 6. The Kohn-Nirenberg quantization in π-picture
Opπ := K−1T −1(1 ⊗ F −1π ) : G(G) ⊗ G(R×; π) → L(G∗(G),G(G)),
whereK is the kernel map betweenG(G)⊗G∗(G) andL(G∗(G),G(G)), is a Gelfand
triple isomorphism.
As for the Fourier transformation in π-picture, we may relate Opπ to the original
Kohn-Nirenberg quantization Op via the diagrams on page 31.
3.2 The integral formula
Representation in SI/ZR(π) can also be seen as slowly increasing functions. This
is integral to our approach and will be proven in the proposition following the next
lemma.
Lemma 11. Suppose E is a complete locally convex space and f ∈ OM(G; E) and
let F(λ, x) := f (δλx). Then F ∈ OM(R± × G; E).
Proof. It is enough to show that for each continuous seminorm p on E , each k ∈ N0
each P ∈ DiffP(G) there is a polynomial q ∈ P(G) and l > 0, for which
Gelfand triples for homogeneous Lie groups 35
p(∂kλPxF(λ, x)) ≤ (1 + |λ |l + |λ |−l)q(x).
We realize that there are polynomial differential operators Pv, such that
∂kλPxF(λ, x) =
∑
v∈R
λv(Pv f )(δλx),
as a finite linear combination. Since each p(Pv f ) is bounded by a polynomial q˜v, we
may find polynomials qv such that
p(∂kλPxF(λ, x)) ≤
∑
v∈R
|λ |v q˜v(δλx) =
∑
v∈R
|λ |vqv(x).
This concludes the proof.
Proposition 7. Suppose π ∈ SI/ZR(G), then the operator valued function (x, λ) 7→
πλ(x) is both in OM(R× × G;L(H∞π )) and in OM(R× × G;L(H−∞π ))
Proof. By Lemma 11 it is enough to show, that x 7→ π(x) is slowly increasing. For
this purpose we choose an equivalent representation, that is more easily understood.
There is a representation σ ∼ π onHσ = L2(Rn), such thatH∞σ = S(Rn) and
σ(x) f (t) = e2πiξ(a(x,t)) f (x−1 · t)
where ξ is a linear functional on a subalgebram of g, a : G ×Rn → m is polynomial
and G × Rn ∋ (x, t) 7→ x · t ∈ Rn is a polynomial action of G on Rn by [10] and
[11, Corollary 4.1.2]. Because (x, t) 7→ x−1 · t is polynomial, we may represent the
action of G on Rn by a linear combination
x · t =
∑
j,k
sk, j (x) uk, j(t) ej,
where (ej )j is the standard basis on Rn and sk, j , uk, j are polynomials. Thus, we also
have
tj σ(x) f (t) =
∑
k
sk, j (x)σ(x)(uk, j f )(t).
For the same reason, there are polynomials qj,k , q˜j,k on G, rj,k , r˜j,k on Rn such that
∂tj f (x−1 · t) =
∑
k
q˜j,k(x) r˜j,k(t) (∂k f )(x−1 · t)
=
∑
k
qj,k(x) rj,k(x−1 · t) (∂k f )(x−1 · t).
Hence, for all α, β ∈ N0 we find operators Ak ∈ L(S(Rn)) and polynomials vk ∈
P(G), such that
tβ∂αt σ(x) f (t) =
∑
k
vk(x)σ(x)(Ak f )(t),
as a finite linear combination.
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The topology on L(S(Rn)) is induced by the seminorms
p : A 7→ sup
f ∈B
sup
t ∈Rn
|tβ∂αt A f (t)|, B ⊂ S(Rn) bounded, α, β ∈ Nn0 .
Now if L ∈ u(g)L is any left invariant differential operator on G and p is a seminorm
as above, we get
p(Lxσ(x)) ≤
∑
k
vk(x) sup
f ∈B
sup
t ∈Rn
|σ(x)(Akσ(L) f )(t)|
=
∑
k
vk(x) sup
f ∈B
sup
t ∈Rn
|(Akσ(L) f )(t)|.
The right-hand side of the above inequality is a sum of continuous seminorms
times polynomials, since σ(L) ∈ L(S(Rn)). Thus x 7→ σ(x) is slowly increasing.
Due to π ∼ σ the map x 7→ π(x) is slowly increasing, too. Now (x, λ) 7→ πλ is
slowly increasing with values in L(H∞π ) due to Lemma 11. We finish the proof
by remarking that L(H∞π ) and L(H−∞π ) are isomorphic by the transposition and
πλ(x)t = Cππλ(−x)Cπ . This implies that π is also slowly increasing with values in
L(H−∞π ).
With the help of the above proposition, we want to write the inverse Fourier
transform as an integral, which converges in OM(G). For this purpose, we need to
explain a small fact about the dual spaceO′M(G). Denote by ∂1, ∂2, . . . the directional
derivative to any basis v1, v2, . . . of g. Each continuous linear functional on OM(g)
can be represented by the set
O′M(G) = spanC{∂α f | α ∈ Ndim(G)0 and f ∈ C(G) is rapidly decreasing}, (4)
where we used the standard multi-index notation, see [17, page 130 of chapter 2], if
we use the dual pairing
〈∂α f , g〉 :=
∫
G
f (−∂)αg dµ.
Herewe say f : G → C is rapidly decreasing, iff q f is a bounded function for any q ∈
P(G). The differential operators ∂α, α ∈ Ndim(G)0 span the P(G)-module DiffP(G).
Since the multiplication of Schwartz functions with polynomials is continuous, we
may exchange ∂α with arbitrary P ∈ DiffP(G) in the pairing above. By [11, Lemma
A.2.2] the P(G)-span of the left invariant differential operators u(gL) is equal to
DiffP(G). Now let w1,w2, . . . be the dual basis to v1, v2, . . . and let X1, X2, . . . be
the left invariant vector fields associated to v1, v2, . . . . A quick calculation shows that
for all φ ∈ S′(G) and all j, k there exists a polynomial q ∈ P(G) with
w
j Xkφ = q φ + Xk (w j φ).
Of course, the set of rapidly decreasing continuous functions is invariant under the
multiplication with polynomials. In conclusion, we may represent the dual to OM(G)
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by
O′M(G) = spanC{P f | P ∈ u(gL) and f ∈ C(G) is rapidly decreasing}.
Lemma 12. If ϕ ∈ S(g) and ω× ∋ ℓ ∼ π ∈ SI/Z(G), then the integral
ϕ =
∫
R×
Tr[πλ Fπϕ(λ)] dλπ
exists in OM(G), where dλπ := κ |Pf (ℓ)| |λ |Q−1 dλ.
Proof. Let f : G → C be continuous and rapidly decreasing, let P ∈ u(gL) and let
ϕ ∈ S(G). Then, f and Ptϕ are L2 functions and we may apply Plancherel for Fπ .
Hence
〈Pt f , ϕ〉 =
∫
G
f Pϕ dµ =
∫
R×
Tr[ f̂ (λ)∗ Fπ(Pϕ)(λ)] dλπ,
in which we used the shorthand ĝ(λ) = Fπg(λ) for functions g. Since f ∈ L1(G, µ),
we know that the integral that evaluates the Fourier transform in π-picture converges
in L(Hπ) with respect to the weak operator topology. That means for each pair
u, v ∈ Hπ we have
( f̂ (λ)∗u, v)Hπ =
∫
G
f (x) (πλ(x)u, v)Hπ dµ(x).
Because Pϕ ∈ S(G), we have Fπ(Pϕ)(λ) = πλ(P) ϕ̂(λ) ∈ L(H−∞π , H∞π ), which is a
nuclear operator for each λ ∈ R×. Hence for each orthonormal basis (ek)k∈N ⊂ Hπ∫
G
∑
k∈N
| f (x) (πλ(x) πλ(P) ϕ̂(λ)ek, ek)Hπ | dµ(x)
≤ ‖ f ‖L1(G,µ) ‖πλ(P) ϕ̂(λ)‖N(Hπ ) < ∞,
where ‖ · ‖N(Hπ ) is the trace-norm on the space of nuclear operators on Hπ . Using
Fubini with respect to the counting measure and µ results in
Tr[ f̂ (λ)∗ Fπ(Pϕ)(λ)] =
∫
G
f (x)Tr[πλ(x) πλ(P) ϕ̂(λ)] dµ(x),
since f ∈ L1(G, µ). Naturally, we have πλ(x) πλ(P) = Pxπλ(x). By the embedding
of L(H−∞π , H∞π ) into the nuclear operators N(Hπ), we may see Tr as a continuous
functional onL(H−∞π , H∞π ). Because the operator valued function πλ ϕ̂(λ) is a slowly
increasing map from G to L(H−∞π , H∞π ), we get
Tr[πλ(x) πλ(P) ϕ̂(λ)] = Px Tr[πλ(x) ϕ̂(λ)],
Tr[πλ ϕ̂(λ)] ∈ OM(G).
Finally we get
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〈Pt f , ϕ〉 =
∫
R×
∫
G
f (x) Px Tr[πλ(x) ϕ̂(λ)] dµ(x)dλπ
=
∫
R×
〈Pt f ,Tr[πλ(·) ϕ̂(λ)]〉 dλπ,
which concludes the proof.
Let us write ρ(x, λ) := πλ(x) and ρ∗(λ, x) := πλ(−x) for some π ∈ SI/Z(G). With
Lemma 1, we already proved the continuity of the map
L(OM(G)) → L(OM(G × R×;L(H∞π ))), A 7→ A ⊗ 1.
Of course the evaluation map
L(OM(G × R×;L(H∞π ))) → OM(G × R×;L(H∞π )), Φ 7→ Φ(ρ)
is continuous, as well. Finally, since the multiplication in OM(G ×R×) is continuous
[20, page 248] and because of Theorem 2, the map S defined by
S : L(OM(G)) → OM(G × R×;L(H∞π )), A 7→ ρ∗ · (A ⊗ 1)(ρ)
is continuous. Now this map looks exactly like the inverse Kohn-Nirenberg quanti-
zation on compact Lie groups H from [8]. Namely, for any B ∈ L(D(H)) the unique
Kohn-Nirenberg symbol b with B = Op(b), evaluated at the irreducible unitary
representation ξ, is given by ξ∗ · (A ⊗ 1)(ξ) ∈ D(H;L(Hξ)).
Lemma 13. The embedding S∗(G) ֒→ OM(G) is continuous and has dense range.
Proof. The multiplication on S(G) is a continuous bilinear map. This implies the
continuity of the canonical embedding τ : S∗(G) ֒→ OM(G), since S∗(G) carries the
subspace topology in S(G). Now consider the dual map
τ′ : O′M(G) → S′∗(G), where 〈τ′φ, ϕ〉 = 〈φ, ϕ〉, for all ϕ ∈ S∗(G).
That this is indeed an embedding, can be seen from Proposition 1 and the represen-
tation (4) of the dual space O′M(G). By the Hahn-Banach theorem, the operator τ has
dense image.
In the Lemma above we saw that S∗(G) ֒→ OM(G) has dense range. Naturally
we also have OM(G) ֒→ S′(G) and OM(R×) ֒→ S′(R×), thus we get embeddings
L(OM(G)) ֒→ L(S∗(G),S′(G)),
OM(G × R×;L(H∞π )) ֒→ S′(G;S′(R×; π)).
Notice that we can exchange L(H∞π ) with L(H−∞π ), in the paragraph above. By
using the embeddings above, we will see that the map S does indeed reproduce
the Kohn-Nirenberg symbol. We can even go one step further. Of course for A ∈
L(OM(G),S(G)), we can still define the map S, since S(G) ֒→ OM(G). However,
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we are lacking tools to check whether S(A) ∈ S(G) ⊗ˆ OM(R×;L(H∞π )) or not, since
we cannot apply Theorem 2. We run into the same problem if we try to define S for
operators A ∈ L(OM(G);S′(G)).
Before we prove that the definition of S gives us Kohn-Nirenberg symbols, we
need two final lemmata.
Lemma 14. Suppose a ∈ S′(G) ⊗ˆ S′(R×; π), then
ρ · a = (1 ⊗ Fπ inv)T−1(1 ⊗ F −1π )a,
where inv f (x) = f (−x), f ∈ S(G), continued to distributions.
Proof. First we take a ∈ S(G) ⊗ˆ S(R×; π). Then we just have
(1 ⊗ F −1π )(ρ · a)(x, y) = (1 ⊗ F −1π )a(x, yx) = (1 ⊗ inv)T −1(1 ⊗ F −1G )a(x, y),
by the integral formula for the inverse Fourier transform from Lemma 12. Now the
rest simply follows due to the continuity of the involved maps.
Lemma 15. Define χx(ξ) := e2πiξ(x) for x ∈ g and ξ ∈ g′. Then
Opπ℘ℓ(χx) = πλ(x)
for any λ ∈ R× and SI/ZR(G) ∋ π ∼ ℓ ∈ ω×.
Proof. Let ψ ∈ D(z◦), such that ψ ≡ 1 on some neighbourhood of zero. If we define
ψk(x) := ψ(x/k) for k ∈ N, then ψk χx → χx for k → ∞ in S′(z◦). Due to the
continuity of opπ , we may deduce for λ > 0
Opπ℘ℓ(χx) = lim
k→∞
e2πiℓ(δλx)opπ(ψk · χδλx ↾z◦)
= lim
k→∞
e2πiℓ(δλx)
∫
ω
π(y)ψ̂k(y − δλ x˜) dν(y),
in which ψ̂k ∈ S(ω) is the euclidean Fourier transform of ψk and x˜ is the projection
of x onto ω along z. If we consider the functions ψ̂k(· − δλ x˜) as distributions
S(G) ∋ ϕ 7→
∫
ω
ψ̂k (y − δλ x˜)ϕ(y) dν(y)
in S′(G), then the sequence of functions ψ̂k (· − δλ x˜) converges to the Dirac distri-
bution supported on δλx in S′(G). By Proposition 1 and the continuity of Fπ , we
arrive at
Opπ℘ℓ(χx) = e2πiℓ(δλx)π(δλ x˜) = πλ(x).
For λ < 0 the calculation is analogous, we merely need to exchange π with π.
Theorem 5. For any A ∈ L(OM(G), E), E ∈ {S(G),OM(G)}, the equality a :=
S(A) = Op−1π (A) is valid. Furthermore,
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A ϕ =
∫
R×
Tr[πλ a(·, λ) Fπϕ(λ)] dλπ, for ϕ ∈ S(G),
where the integral exists in E .
Proof. First we will prove the integral formula for A ∈ L(OM(G), E). From Lemma
12 we know, that for ϕ ∈ S(G)
A ϕ = A
∫
G
Tr[πλ ϕ̂(λ)] dλπ =
∫
G
A
(
Tr[πλ ϕ̂(λ)]
)
dλπ,
where the integral converges in E and where we used the shorthand Fπϕ(λ) = ϕ̂(λ).
Due to Proposition 5 and Proposition 7, we know that
(πλ ϕ̂(λ)) ∈ OM(G) ⊗ˆ L(H−∞π , H∞π ).
The trace operator Tr, restricted from the nuclear operators on Hπ , is a continuous
functional on L(H−∞π , H∞π ), so we may use the tensor product structure of the above
expression to get
A
(
Tr[πλ ϕ̂(λ)]
)
= (A ⊗ Tr) (πλ ϕ̂(λ)) = (1 ⊗ Tr)(A ⊗ 1) (πλ ϕ̂(λ)),
for each λ ∈ R×. Furthermore,
(A ⊗ 1)(πλ ϕ̂(λ)) = πλ · π∗λ · (A ⊗ 1)(πλ) · ϕ̂(λ),
in which the multiplication is defined pointwise by the multiplication in L(H∞π ).
Hence, we can represent A ϕ by the integral
A ϕ =
∫
R×
Tr[πλ a(·, λ) ϕ̂(λ)] dλπ,
with a := S(A).
Now it is left to check that indeed A = Opπ(a). First of all, due to Lemma 14
T −1(1 ⊗ F −1π )a = (1 ⊗ invF −1π )(ρ · a).
We define the function χ(x, ξ) := e2πiξ(x) for ξ ∈ g′, x ∈ g, then χ ∈ OM(g × g×).
Because (1 ⊗ Opπ℘ℓ)χ(x, λ) = πλ(x) = ρ(x, λ), due to Lemma 15, and Fπ =
Opπ℘ℓFg, we know that
(1 ⊗ invF −1π )(A ⊗ 1)(ρ) = (A ⊗ invF −1g )(χ) = (A ⊗ Fg′)(χ).
We choose arbitrary ϕ ∈ S(g) and ψ ∈ S∗(G). The integral
ϕ =
∫
g′
χ(·, ξ) Fgϕ(ξ) dµ′(ξ)
converges in OM(g). Hence
Gelfand triples for homogeneous Lie groups 41
〈(A ⊗ Fg′)χ, ψ ⊗ ϕ〉 = 〈(A ⊗ 1)χ, ψ ⊗ Fgϕ〉
=
∫
g′
〈A(χ(·, ξ)), ψ〉 Fgϕ(ξ) dµ′(ξ)
= 〈Aϕ, ψ〉.
Combining the calculations above implies
KA = T −1(1 ⊗ F −1π )a,
for the kernel mapK for G(G) ⊗ G∗(G). I.e. Op−1(A) = S(A).
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