Introduction
Test ideals were first introduced by Mel Hochster and Craig Huneke in their celebrated theory of tight closure [HH90] , and since their invention have been closely tied to the theory of Frobenius splittings [MR85, RR85] . Subsequently, test ideals have also found application far beyond their original scope to questions arising in complex analytic geometry. In this paper we give a contemporary survey of test ideals and their wide-ranging applications.
The test ideal has become a fundamental tool in the study of positive characteristic algebraic geometry and commutative algebra. To each ring R of prime characteristic p > 0, one can associate a test ideal τ (R) which reflects properties of the singularities of R. If R is regular, then τ (R) = R; more generally, if the singularities of R are mild, one expects that τ (R) is close to or equal to R. Conversely, severe singularities give rise to small test ideals.
While the name test ideal comes from Hochster and Huneke's original description as the so-called test elements in the theory of tight closure, we initially define them herein somewhat more directly without any reference to tight closure. Briefly, our approach makes use of pairs (R, φ) where R is an integral domain and φ : R 1/p → R is an R-module homomorphism, a familiar setting to readers comfortable with the theory of Frobenius splittings. This perspective has numerous advantages. In addition to the relative simplicity of the definition of the test ideal, this setting also provides a natural segue into the connection between the test ideal and the multiplier ideal. Nevertheless, we do however include a short section on the classical definition via tight closure theory. In addition, we also include sections focusing on various related measures of singularities in positive characteristic besides the test ideal, such as F -rationality and Hilbert-Kunz multiplicity.
We have tried to make the sections of this paper modular, attempting to minimize the reliance of each individual section on the previous sections. Following the initial discussion on preliminaries and notation, the main statements throughout the remainder of the document can all be read independently. In addition, we have included numerous exercises scattered throughout the text. It should be noted that while many of the exercises are quite easy, some are substantially more difficult. We denote these with a *.
We hope that this survey will be readable and useful to a wide variety of potential audiences. In particular, we have three different audiences in mind:
(i) Readers working in characteristic p > 0 commutative algebra who wish to understand generalizations to "pairs" and connections between test ideals and algebraic geometry. These individuals will probably be most interested in Sections 3, 6, and 7. (ii) Readers familiar with Frobenius splitting techniques who wish to learn of the language and methods used by their counterparts studying tight closure (Section 5) and connections to the minimal model program (Section 4). These individuals may wish to skim Section 2. They may additionally find sections 3 and 8 useful. (iii) Readers with a background in complex analytic and algebraic geometry working on notions related to the multiplier ideal or the minimal model program who wish to learn about characteristic p > 0 methods. The most useful material for these individuals is likely found in Sections 2, 3, 4 and 6.
This survey is not, however, designed to be an introduction to tight closure, as there are already several excellent surveys and resources on the subject, see [Hun96, Smi01] and [BH98,  Chapter 10]. In addition, the reader interested in Frobenius splitting and related vanishing cohomology theorems is referred to [BK05] ; we shall not have occasion to discuss global vanishing theorems in this survey.
In the appendices to this paper, we very briefly review the notions of Cohen-Macaulay and Gorenstein rings, as well as several forms of duality which are used minimally throughout the body of the paper. These include local duality, Matlis duality and Grothendieck duality. Also included is a short summary of the formalism of divisors on normal varieties from a very algebraic point of view.
As those experts already familiar with the technical language surrounding the development of test ideas will be quick to notice, the terminology and notation in this paper also differs from that used historically in the following way:
are also based on notes the first author wrote while teaching a course on F -singularities at the University of Utah in Fall 2010.
Characteristic p preliminaries
Setting. Throughout this paper all rings are integral domains essentially of finite type over a field k. In this context, the word "essentially" means that R is obtained from a finitely generated k-algebra by localizing at a multiplicative system. In this section, that field k is always perfect of prime positive characteristic p > 0. 1 2.1. The Frobenius endomorphism. When working in characteristic p > 0, the Frobenius or p-th power endomorphism is a powerful tool which can be thought of in several equivalent ways. First and foremost, it is the ring homomorphism F : R → R given by r → r p . However, in practice it is often convenient to distinguish between the copies of R serving as the source and target. To that end, consider the set R 1/p of all p-th roots of elements of R inside a fixed algebraic closure of the fraction field of R. The set R 1/p is closed under addition and multiplication, and it forms a ring abstractly isomorphic to R itself (by taking p-th roots). The inclusion R ⊆ R 1/p is naturally identified with the Frobenius endomorphism of R and gives R 1/p the structure of an R-module.
More generally, denoting by R 1/p e the set of p e -th roots of elements of R and iterating the above procedure gives
where each inclusion is identified with the Frobenius endomorphism of R. Thus, as before R 1/p e is a ring abstractly isomorphic to R, and the inclusion R ⊆ R 1/p e is identified with the e-th iterate F e : R → R of Frobenius given by r → r p e . For any ideal I = z 1 , . . . , z m ⊆ R, we write I 1/p e = z 1/p e 1 , . . . , z 1/p e m R 1/p e to denote the ideal (in R 1/p e ) of p e -th roots of elements of I. Again, we have that R 1/p e is an R-module via the inclusion R ⊆ R 1/p e . If M is any R-module, the (geometrically motivated) notation F e * M is often used to denote the corresponding R-module coming from restriction of scalars for F e . Thus, M and F e * M agree as both sets and Abelian groups. However, if F e * m denotes the element of F e * M corresponding to m ∈ M , we have r · F e * m = F e * (r p e · m) for r ∈ R and m ∈ M . It is easy to see that F e * R and R 1/p e are isomorphic R-modules by identifying F e * r with r 1/p e for each r ∈ R. While we have taken preference to the use of R 1/p e throughout, it can be very helpful to keep both perspectives in mind.
Remark 2.2. We caution the reader that the module F e * M is quite different from that which is commonly denoted F e (M ) originating in [PS73] . This latter notation coincides rather with M ⊗ R F e * R considered as an R-F e * R bimodule.
Exercise 2.3. Show that F e * ( ) is an exact functor on the category of R-modules. Conclude that F e * (R/I) and R 1/p e /I 1/p e are isomorphic R-modules (and (F e * R = R 1/p e )-modules) for any ideal I ⊆ R.
Lemma 2.4. R 1/p e is a finitely generated R-module.
1 Essentially all of the positive characteristic material in this paper can easily be generalized to the setting of reduced F -finite rings. In addition, large portions of the theory extend to the setting of excellent local rings.
Proof. Because R is essentially of finite type over k, we may write R = W −1 (k[x 1 , . . . , x n ]/I) where I is an ideal in S = k[x 1 , . . . , x n ] and W is a multiplicative system in S/I. First notice that (S/I) 1/p e = S 1/p e /I 1/p e is certainly a finite S/I-module by Exercise 2.1. But then we have that W −1 (S/I) 1/p e is a finitely generated W −1 (S/I)-module, and so the result is proven after observing W −1 (S/I) 1/p e = (W p e ) −1 (S/I) 1/p e = W −1 (S/I) 1/p e . Test ideals are measures of singularities of rings of characteristic p > 0, and will be defined initially through the use of a homomorphism φ ∈ Hom R (R 1/p e , R). The following result which demonstrates that it is reasonable to use properties of R 1/p e to quantify the singularities of R.
Theorem 2.5. [Kun69] R is regular if and only if R 1/p e is a locally-free R-module.
Proof. The forward direction of the proof follows by reducing to the case of Exercise 2.1, while the converse direction is more involved; see [Kun69] and [Lec64] .
2.2. F -purity. Rather than requiring that R 1/p e be a free R-module, one might consider the weaker condition that R is a direct summand of R 1/p e . To that end, recall that an inclusion of rings A ⊆ B is called split if there is an A-module homomorphism s : B → A such that s| A = id A (in which case B is isomorphic as an A-module to A ⊕ ker(s), and s is called a splitting of A ⊆ B).
Definition 2.6. R is F -pure 2 if the inclusions R ⊆ R 1/p e are split.
Exercise 2.7. Suppose that R is F -pure. Show that, for every R-module M and all e ≥ 1, the natural map M → M ⊗ R R 1/p e is injective.
In the setting of this paper -where R is essentially of finite type over a perfect field kthe converse statement also holds [Hoc77] , but may fail in general. For an arbitrary ring, the injectivity of M → M ⊗ R R 1/p e for all M is taken to be the definition of F -purity.
Exercise 2.8. Show that if R ⊆ R 1/p e is split for some e ≥ 1, then it is split for all e ≥ 1.
Exercise 2.9. Suppose that q ∈ Spec R is a point such that R q is F -pure. Show that there exists an open neighborhood U ⊆ Spec R of q such that R p is F -pure for every point p ∈ U . Hint: Prove R ⊆ R 1/p e splits if and only if "evaluation at 1" Hom R (R 1/p e , R) → R is surjective.
Exercise 2.10. Suppose that for every maximal ideal m ∈ Spec R, R m is F -pure. Show that R is also F -pure.
In Theorem 2.14 below, we exhibit a simple way of determining whether R is F -pure.
Definition 2.11 (Frobenius power of an ideal). Suppose I = y 1 , . . . , y m ⊆ R is an ideal. Then for any integer e > 0, we set I [p e ] to be the ideal y Exercise 2.13. Suppose that R is a regular local ring and I ⊂ R is an ideal. If x ∈ R, show that x ∈ I [p e ] if and only if φ(x 1/p e ) ∈ I for all φ ∈ Hom R (R 1/p e , R) .
2 A splitting of R ⊆ R 1/p is referred to as an F -splitting. At times, F -pure rings are also known as Fsplit, but we caution the reader that (particularly when in a non-affine setting) these terms are not always interchangeable.
Theorem 2.14 (Fedder's Criterion). [Fed83, Lemma 1.6] Suppose that S = k[x 1 , . . . , x n ] and that R = S/I is a quotient ring. Then for any point q ∈ Spec R = V (I) ⊆ Spec S, the local ring R q is F -pure if and only if (I [p] : I) ⊆ q [p] . (Notice we are abusing notation by identifying q ∈ Spec R with its pre-image in Spec S).
Proof. We sketch the main ideas of the proof and leave the details to the reader. First observe that every map φ ∈ Hom R (R 1/p e , R) is the quotient of a map ψ ∈ Hom S (S 1/p e , S) (use the fact that S 1/p e is a projective S-module). Next prove that Hom S (S 1/p e , S) is isomorphic to S 1/p e as an S 1/p e -module. Finally, show that (I [p e ] : I) 1/p e · Hom S (S 1/p e , S) corresponds exactly to those elements of Hom S (S 1/p e , S) which come from Hom R (R 1/p e , R). Once this correspondence is in hand, show that the elements φ ∈ Hom R (R 1/p e , R) that are surjective at R q are in bijective correspondence with the elements x ∈ (I [p e ] : I) which are not contained in
Exercise 2.15 (Coordinate Hyperplanes are F -pure). Suppose that S = k[x 1 , . . . , x n ] and I = x 1 · · · x n . Show that S/I is F -pure. *Exercise 2.16 (Elliptic curves). Show that R = F p [x, y, z]/ x 3 + y 3 + z 3 is not F -pure if p = 2, 3, 5, 11, but is F -pure if p = 7, 13. Generally, show that R is F -pure if and only if p ≡ 1 mod 3, in which case the associated elliptic curve is ordinary (see [Har77, Page 332] ).
Exercise 2.17. Suppose that S = F p [x, y, z] and that f = xy − z 2 and g = x 4 + y 4 + z 4 . Show that, for any choice of p, S/ f is always F -pure while S/ g is never F -pure.
Exercise 2.18. [HR76, Proposition 5.31] A reduced ring R of characteristic p > 0 with total quotient ring K is called weakly normal if it satisfies the following property: for every x ∈ K, x p ∈ R automatically implies x ∈ R as well. Prove that any F -pure ring is weakly normal. Hint: First check that a splitting of R ⊆ R 1/p can be extended to a splitting of K ⊆ K 1/p .
The test ideal
Setting. In this section as before, all rings are integral domains of essentially finite type over a perfect field of characteristic p > 0.
While the test ideal was first described as an auxiliary component of tight closure theory, we give a description of the test ideal without reference to tight closure in this section. This description has roots in [Smi97, LS01, HT04] ; see also [Sch10a, Theorem 6 .3] for further statements and details.
3.1. Test ideals of map-pairs. We begin by introducing test ideals for pairs (R, φ), where the addition of a homomorphism φ ∈ Hom R (R 1/p e , R) in fact helps to simplify the definition.
Definition 3.1. Fix an integer e > 0 and a non-zero R-linear map φ : R 1/p e → R (for example, a splitting of R ⊆ R 1/p e ). We define the test ideal τ (R, φ) to be the unique smallest non-zero ideal J ⊆ R such that φ(J 1/p e ) ⊆ J.
We make two initial observations about this definition:
(1) It is in no way clear that there is such a smallest ideal! (More on this soon.) (2) The choice of φ can wildly change the test ideal, as in Exercise 3.5 below. In particular, τ (R, φ) doesn't just reflect properties of R, but rather incorporates those of φ as well.
Remark 3.2. If φ : R 1/p e → R is as above, and J ⊆ R is an ideal such that φ(J 1/p e ) ⊆ J, then J is said to be φ-compatible. Thus τ (R, φ) is the unique smallest non-zero φ-compatible ideal. Show that τ (R, φ) is a radical ideal. Furthermore, prove that R/τ (R, φ) is an F -pure ring.
Exercise 3.5. Suppose that R = F 2 [x, y] and recall that R 1/2 is a free R-module (Exercise 2.1) with basis 1, x 1/2 , y 1/2 , (xy) 1/2 . Consider the R-linear three maps α, β, γ : R 1/2 → R defined as follows:
Prove that τ (R, α) = R, τ (R, β) = y and τ (R, γ) = xy . Now we turn our attention to the question of existence. We make use of the following somewhat technical lemma, which has its origins in tight closure theory.
Lemma 3.6. [HH90, Section 6], [Sch11b, Proposition 3.21] Suppose that φ : R 1/p e → R is a non-zero R-linear map. Then there exists a non-zero c ∈ R satisfying the following property: for every element 0 = d ∈ R, there exists an integer n > 0 such that c ∈ φ n ((dR) 1/p ne ). Here φ n is defined to be the composition map
Proof. The proof is involved, and so we omit it here and refer the interested reader to [HH94, Theorem 5.10]. However, let us remark that if b ∈ R is such that
-module, then c = b l will suffice for some l ≫ 0. In fact, if additionally b ∈ φ(R 1/p e ), then c = b 3 will work.
Remark 3.7. The element c ∈ R constructed above in Lemma 3.6 is an example something called a test element. It's construction implies that c remains a test element after localization and completion (this condition is also sometimes called being a completely stable test element).
Theorem 3.8. With the notation of Definition 3.1, fix any c ∈ R satisfying the condition of Lemma 3.6. Then
Here φ 0 is defined to be the identity map R → R.
Proof. Certainly the sum n≥0 φ n (cR) 1/p ne is the smallest ideal J ⊆ R both containing c and such that φ(J 1/p e ) ⊆ J. On the other hand, if I ⊆ R is any nonzero ideal such that φ(I 1/p e ) ⊆ I, then Lemma 3.6 implies that c ∈ I. This completes the proof.
*Exercise 3.9. [Sch09a, Proposition 4.8] Prove that τ (R, φ) = τ (R, φ m ) for any integer m > 0. H int: The containment ⊆ should is easy. For the other containment, use a clever choice of an element from Lemma 3.6.
Exercise 3.10. Suppose that W is a multiplicative system in R. Let φ ∈ Hom R (R 1/p e , R) and consider the induced map (
Hint: Suppose that c ∈ R comes from Lemma 3.6. Prove that c/1 ∈ W −1 R also satisfies the condition of Lemma 3.6 for W −1 φ.
We conclude with an algorithm for computing the test ideal of a pair (R, φ).
Exercise 3.11.
[Kat08] Choose c satisfying Lemma 3.6 for a non-zero φ ∈ Hom R (R 1/p e , R) (finding such a c can be quite easy, as explained in the proof of Lemma 3.6). Consider the following chain of ideals.
, and in general J n = J n−1 + φ(J 1/p e n−1 ). Show that J n = τ (R, φ) for n ≫ 0.
3.2. Test ideals of rings. As noted above, τ (R, φ) is depends heavily on the choice of φ. To remove this dependence, one simply considers all possible φ simultaneously.
Definition 3.12. We define the test ideal 3 τ (R) to be the unique smallest non-zero ideal J ⊆ R such that φ(J 1/p e ) ⊆ J for all e > 0 and all φ ∈ Hom R (R 1/p e , R).
It follows from the definition that τ (R, φ) ⊆ τ (R) for any choice of φ ∈ Hom R (R 1/p e , R).
Exercise 3.13. [HH90, Theorem 4.4] Suppose that S = k[x 1 , . . . , x n ]. Prove that τ (S) = S. Hint: Use the fact that S 1/p e is a free S-module to show the following: for any d ∈ S, there exists an integer e > 0 and φ ∈ Hom S (S 1/p e , S) such that φ(d 1/p e ) = 1.
Again, it is not clear that τ (R) exists.
Theorem 3.14. [HT04, Lemma 2.1] Fix any nonzero φ ∈ Hom R (R 1/p , R) and any c ∈ R satisfying the condition of Lemma 3.6 for φ. Then
where the inner sum runs over all ψ ∈ Hom R (R 1/p e , R).
Proof. The proof is essentially the same as in Theorem 3.8 and so is left to the reader.
Exercise 3.15. cf. [LS01, Theorem 7.1(7)] Prove that for any given multiplicative system
Hint: Mimic the proof of Exercise 3.10.
Remark 3.16. The result of the above exercise holds in much more general settings than we consider here. See [LS01, AE03] .
Exercise 3.17. [FW89] , [Vas98] , [Sch10a] Suppose that R is an F -pure ring. Prove that τ (R) is a radical ideal and that R/τ (R) is also F -pure.
*Exercise 3.18. [BK05, Exercise 1.2.E(4)] Suppose that R is a reduced (possibly nonnormal) ring and R N is its normalization. The conductor ideal c ⊆ R is the largest ideal of R N which is also simultaneously an ideal of R (it can also be described as Ann R (R N /R)). Show that τ (R) ⊆ c. Hint: Show that φ(c 1/p e ) ⊆ c for all φ ∈ Hom R (R 1/p e , R) and all e ≥ 0.
We conclude this section with a theorem which characterizes when τ (R) = R.
3 Strictly speaking, if we follow the literature, τ (R) is traditionally called the big test ideal or the non-finitistic test ideal and often denoted by τ b (R) or τ (R).
Theorem 3.19. Suppose R is a domain essentially of finite type over a perfect field k. Then we have τ (R) = R if and only if for every 0 = c ∈ R, there exists an e > 0 and an R-linear map φ : R 1/p e → R which sends c 1/p e to 1.
Proof. We leave it to the reader to reduce to the case where R is a local ring with maximal ideal m. First suppose that τ (R) = R. Choose a non-zero c ∈ R and consider the ideal e≥0 ψ ψ (cR) 1/p e where the inner sum runs over ψ ∈ Hom R (R 1/p e , R). Since τ (R) = R, this sum must equal R as the sum is clearly compatible under all ψ. Therefore, since R is local, there exists an e with ψ (cR) 1/p e m and so 1 ∈ ψ (cR) 1/p e . Thus 1 = ψ((cd) 1/p e ) for some d ∈ R and so by setting φ( ) = ψ(d 1/p e · ) we have 1 = φ(c 1/p e ) as desired.
Conversely, suppose that the condition of the theorem is satisfied. It quickly follows that every non-zero ideal J which is φ-compatible for all φ : R 1/p e → R and all e > 0, satisfies 1 ∈ J. Thus τ (R) = R. Proof. Left as an exercise to the reader (cf. Exercise 3.13).
Exercise 3.22. [HH90, HH94] Prove that a strongly F -regular ring is Cohen-Macaulay. Hint: Reduce to the case of a local ring (R, m) and find a non-zero element c ∈ R which annihilates H i m (R) for all i < dim R. Now apply the functors H i m (·) to the homomorphism R → R 1/p e which sends 1 → c 1/p e . Finally, apply the same functors to a map φ : R 1/p e → R which sends c 1/p e to 1. Finally, use the criterion for checking whether a ring Cohen-Macaulay found in Appendix A, fact (iv).
Exercise 3.23. [HH94] Suppose that R ⊆ S is a split inclusion of normal domains where S is strongly F -regular (e.g. if S is regular). Show that R is also strongly F -regular and in particular Cohen-Macaulay.
3.3. Test ideals in Gorenstein local rings. Consider now that the ring R has a canonical module ω R . Applying the functor Hom R ( , ω R ) to the natural inclusion R ⊆ R 1/p e , yields a map
Now, by Theorem A.8, we have Hom R (R 1/p e , ω R ) ∼ = ω R 1/p e = (ω R ) 1/p e . Thus the map above may be viewed as a homomorphism
In a Gorenstein local ring ω R ∼ = R, and so we have a nearly canonical map
Setting. Throughout the rest of this subsection, we will assume that R is a Gorenstein 4 local domain essentially of finite type over a perfect field k, and the map Φ e R : R 1/p e → R is as described above.
Lemma 3.24. [Sch09a, Lemma 7.1] cf. [LS01, Example 3.6] The R-linear map Φ e R : R 1/p e → R generates Hom R (R 1/p e , R) as an R 1/p e -module.
Proof. Left to the reader. Theorem 3.27. Suppose that R is Gorenstein and local and that Φ e R is as above (for any e > 0).
is certainly Φ e R -compatible. For the converse inclusion, first note that by Exercise 3.9,
as desired. Philosophical statement 3.28. The previous theorem motivates the study of test ideal pairs τ (R, φ). For example, consider the following situation. Suppose that R is a non-normal Gorenstein domain and that R N is its normalization. By applying Exercise 3.18, it can be shown that every R-linear map φ : R 1/p e → R extends (uniquely) to a R N -linear map φ : (R N ) 1/p e → R N (for details, see [BK05, Exercise 1.2.E(4)]).
In particular, Φ e R : R 1/p e → R extends to a map Φ e R on the normalization as asserted above. However, even in the case where R N is Gorenstein, Φ e R is almost certainly not equal to Φ e R N . Nevertheless, it may still be advantageous to work on R N , and the following exercise shows that τ (R) can be computed on the normalization. *Exercise 3.29. Suppose that R is Gorenstein and R N is its normalization (which is not assumed Gorenstein). Fix Φ e R as above, show that τ (R N , Φ e R ) = τ (R).
Connections with algebraic geometry
In this section we explain the connection between the test ideal and the multiplier ideal, a construction which first appeared in complex analytic geometry. We assume that the reader already has some familiarity with constructions such as divisors on normal algebraic varieties, a resolution of singularities, and the canonical divisor. Note that we have provided a brief review of divisors in Appendix B aimed at those mainly familiar with algebraic techniques. Further references for this section include [Kol97] , [Laz04] or [BL04] (the latter giving a particularly satisfying introduction to multiplier ideals). Again, we remind the reader that the material in this section is not required to understand the sections that follow. See also Section 6.
Setting. Throughout this section, let R 0 be a normal domain of finite type over C, and let X 0 = Spec R 0 denote the corresponding affine algebraic variety. 4.1. Characteristic 0 preliminaries. Before defining the multiplier ideal, we say a brief word about the type of resolution of singularities we consider. We first define the multiplier ideal of R 0 in the case that R 0 is Gorenstein. Let π : X 0 → X 0 be a log resolution of singularities, and choose a canonical divisor K X 0 on X 0 , in other words,
We then obtain a canonical divisor on X 0 as follows. Set K X 0 to be the (unique) divisor on X 0 which agrees with K X 0 wherever π is an isomorphism. We now can define the multiplier ideal of X 0 .
. This module is called the multiplier ideal and is denoted by J (X 0 ). It is independent of the choice of resolution.
Of course, it is natural to ask why this module is an ideal. However, set U = X 0 \ exc(π) which is an open subset of both X 0 and X 0 (in fact, X 0 \ U has codimension at least 2). We have the natural inclusion The multiplier ideal has been discovered and re-discovered in many contexts. At least as early as [GR70] , it was noted that J (X 0 ) is independent of the choice of resolution and might be an interesting object to study. Variants of the multiplier ideals described also appeared throughout the work of Joseph Lipman and others in the 1970's, see for example [Lip78] . However, multiplier ideals have been most useful in the context of pairs (definitions will be provided below) and first appeared independently in the works of Nadel [Nad89] , from the analytic perspective, as well as Lipman [Lip94] , from the perspective of commutative algebra. However, the fundamental algebro-geometric theory of multiplier ideals was worked out even earlier without the formalism of multiplier ideals by Esnault-Viehweg in relation to Kodaira-vanishing and its generalization, Kawamata-Viehweg vanishing; see [Kaw82] , [Vie82] and [EV92] .
Remark 4.3. Smooth varieties have multiplier ideal J (X 0 ) = O X 0 . The easiest way to see this is to simply take π as the identity (in other words, take X 0 as its own resolution). In general, the more severe the singularities of X 0 , the smaller the ideal J (X 0 ) is.
Example 4.4. Consider the following X 0 = Spec C[x, y, z]/ x 3 +y 3 +z 3 = Spec R 0 . Because this is a cone over a smooth variety (an elliptic curve), it has a resolution X 0 → X 0 obtained by blowing up the origin. We embed X 0 ⊆ C 3 in the obvious way and blow up the origin in C 3 to obtain a log resolution π : Y → C 3 of X 0 inside C 3 .
Here E is the elliptic curve obtained by blowing up the cone point in X 0 . We know K Y = 2F where F ∼ = P 2 C is the exceptional divisor of π by [Har77, Chapter 8.5(b)], thus we set K C 3 = 0. It follows that K Y + X 0 = 2F + X 0 . On the other hand, we know π * X 0 = X 0 + 3F , where the 3 comes from the fact that x 3 + y 3 + z 3 vanishes to order 3 at the origin (the point being blown-up). Therefore, 
So we set K X 0 = −E and then see that the corresponding K X 0 = 0 (since that is the divisor that agrees with ∼ −E outside of exceptional locus).
. This sheaf can be thought of as the sheaf of functions in the fraction field of R 0 which vanish to order 1 along E and have no poles. It is then clear that Γ (U, O X 0 ) is just the maximal ideal of the origin in R 0 .
Exercise 4.5. Compute the multiplier ideal of Spec C[x, y, z]/ x n + y n + z n for arbitrary n > 1.
4.2.
Reduction to characteristic p > 0 and multiplier ideals. We now relate the multiplier ideal and the test ideal. We need to briefly describe reduction to characteristic p, a method of translating varieties in characteristic zero to characteristic p > 0. We make many simplifying assumptions and so we refer the reader to [Smi01] , [HH06] , or [Hun96] for a more detailed description of the reduction to positive characteristic process in this context.
We write I = f 1 , . . . , f m where the f i are polynomials. For simplicity, we assume that all of the coefficients of the f i are integers. We set R Z to be the ring Z[x 1 , . . . , x n ]/ f 1 , . . . , f m . For each prime integer p, consider the ring
. . , f m mod p and the associated scheme X p = Spec R p . The scheme X p is called a characteristic p > 0 model for X 0 , and for large p ≫ 0, X p and X 0 share many properties. For example, R p is regular for large p ≫ 0 if and only if R 0 is regular, [HH06] . Given an ideal J 0 ⊆ R 0 , we may also reduce it to positive characteristic by viewing a set of defining equations modulo p, to obtain an ideal J p (of course, J p might depend on the particular generators of J chosen in small characteristics).
Remark 4.6. If the f i are not defined over Z, instead of working with R Z , one should work with R A = A[x 1 , . . . , x n ]/ f 1 , . . . , f m where A is the Z-algebra generated by the coefficients of the f i (and the coefficients of any other ideals one wishes to reduce to characteristic p > 0). Instead of working modulo prime integers, one should quotient out by maximal ideals of A.
Containments and equality (or non-containments and non-equality) of ideals are preserved after reduction to characteristic p ≫ 0. By viewing finitely generated R 0 -modules as quotients of R ⊕n 0 , one can likewise reduce finitely generated modules to positive characteristic. Maps between such modules can then be represented as matrices, which themselves can be reduced to characteristic p > 0, and properties of those maps, such as injectivity, non-injectivity, surjectivity and non-surjectivity are also be preserved for p ≫ 0. In particular, if a map of modules is an isomorphism after reduction to characteristic p ≫ 0, then it is an isomorphism in characteristic zero as well. Now, if π : X 0 → X 0 is a resolution of the singularities of X 0 obtained by blowing up an ideal J 0 , then we may reduce J 0 to J p , and then blow that up to obtain π p : X p → X p , which is also a resolution of singularities for all p ≫ 0 (of course, the existence of resolutions of singularities for arbitrary varieties in characteristic p > 0 is still an open question [Abh66, CP08, CP09, Cut09] ). Finally, the multiplier ideal J (X) p (the multiplier ideal reduced to characteristic p) coincides with the characteristic p > 0 multiplier ideal
Again, we suggest the reader see [Smi01] , [HH06] , or [Hun96] for a much more detailed description of the reduction to characteristic p > 0 process.
Theorem 4.7. [Smi00b, Har01] Suppose that R 0 is a Gorenstein ring in characteristic 0 with
Proof. We will only prove the ⊇ containment. As above, we choose π : X 0 → X 0 to be a log resolution of singularities which we reduce to a positive characteristic resolution of singularities π p : X p → X p . We have the following commutative diagram of schemes in characteristic p > 0
where the maps labeled F are the Frobenius maps. By duality, see Corollary A.12, we have the following diagram of obtained from canonical modules.
By working on a sufficiently small affine chart, because X 0 and thus X p is Gorenstein, we may assume that Γ(X p , ω Xp ) ∼ = R p and thus assume that Φ Xp is the map Φ Rp discussed in Subsection 3.3. The image of the vertical maps is the multiplier ideal J (X p ) and so it follows from the diagram that the multiplier ideal is Φ R -compatible. Thus J (X p ) ⊇ τ (R p ) as long as J (X p ) = 0 by Theorem 3.27. But J (X p ) is non-zero because π is an isomorphism at the generic points of X p and X p . *Exercise 4.8. While the result above holds for p ≫ 0, it does not necessarily hold for small p > 0. Consider the ring R = F 2 [x, y, z]/ z 2 + xyz + xy 2 + x 2 y . Verify the following:
(1) R is F -pure (use Fedder's criterion).
(2) R is not strongly F -regular (show that τ (R) = x, y, z ).
(3) The singularities of R can be resolved in characteristic 2 and furthermore, J (R) = R (use the method of Example 4.4). This is more involved. Also see [Art75] and [ST10a, Example 7.12].
4.3. Multiplier ideals of pairs. We have so far only defined the multiplier ideal for a Gorenstein ring. We now consider a more general setting.
Definition 4.9. Suppose that X is a normal variety of any characteristic. Then a Q-divisor ∆ is a formal sum of prime Weil divisors with rational coefficients (in other words, a Q-divisor is just a divisor where we allow rational coefficients). A Q-divisor ∆ is called effective if all its coefficients are positive. Two Q-divisors ∆ 1 and ∆ 2 are said to be Q-linearly equivalent, denoted ∆ 1 ∼ Q ∆ 2 , if there exists an integer n > 0 such that n∆ 1 and n∆ 2 are linearly equivalent Weil divisors. We say that a Q-divisor Γ is Q-Cartier if there exists an integer n such that nΓ is an integral Cartier divisor. In that case, the index of Γ is the smallest positive integer n such that nΓ is an integral Cartier divisor. See Appendix B for a more detailed discussion from an algebraic perspective.
Instead of working with an arbitrary variety, one often works with a pair. Definition 4.10. A log Q-Gorenstein pair (or simply a pair if the context is understood) is the data of a normal variety X of any characteristic and an effective Q-divisor ∆ such that K X + ∆ is Q-Cartier. A pair is denoted by (X, ∆). The index of (X, ∆) is defined to be the index of K X + ∆.
Remark 4.11. There are many reasons why one should consider pairs. Of course, you might be interested in a divisor inside an ambient variety, and pairs are natural in that context. Also, not all varieties are Gorenstein, and log Q-Gorenstein pairs have associated multiplier ideals (as we'll see shortly). Another reason that pairs occur is if one changes the variety. In particular, suppose that Y → X is a morphism of varieties; for example, a closed immersion, a blow-up, a finite map, or a fibration. Then in many cases properties of X (respectively Y ) can be detected by studying an appropriate pair (X, ∆) (respectively (Y, ∆)), see for example [Kaw07] or [Kaw97] . However, many of the deepest applications of multiplier ideals of pairs are revealed by observing the behavior of the multiplier ideal as the coefficients of ∆ vary. This is not a topic we will explore in this article. We invite the reader to see [Laz04, Ein97, ELSV04, Siu05, Siu09] for more background.
Before we define the multiplier ideal, we first we state how to pull-back Q-Cartier divisors. Suppose that Γ is a Q-Cartier divisor on X and π : Y → X is a birational map from a normal variety Y . Choose n such that nΓ is Cartier and define π * Γ to be 1 n π * (nΓ). Definition 4.12. Suppose that (X 0 , ∆ 0 ) is a log Q-Gorenstein pair in characteristic zero. Set π : X 0 → X 0 to be a log resolution of singularities of a pair (X 0 , ∆ 0 ) (in other words, we also assume that Supp(π −1 ∆ 0 ) ∪ exc(π) is a simple normal crossings divisor). Consider the
) . This module is called the multiplier ideal and is denoted by J (X 0 , ∆ 0 ). It is independent of the choice of log resolution.
We say that (X 0 , ∆ 0 ) has log terminal singularities if J (X 0 , ∆ 0 ) = O X 0 . For more about log terminal singularities, see [Kol97] and [KM98] .
Exercise 4.13. Suppose that (X 0 , ∆ 0 ) is a pair where X is smooth and ∆ 0 has simple normal crossings support. Show that
Exercise 4.14. Suppose that X 0 is smooth and that D is an effective Cartier divisor on
4.4. Multiplier ideals vs test ideals of divisor pairs. Previously we considered test ideals of pairs (R, φ) where R is a ring of characteristic p and φ : R 1/p e → R is an R-linear map. We will see that this pair is essentially the same data as a log Q-Gorenstein pair (X, ∆).
Setting. Throughout this subsection, R is used to denote a normal ring essentially of finite type over a perfect field of characteristic p > 0. Furthermore, X = Spec R.
Suppose we are given a φ ∈ Hom R (R 1/p e , R). The module Hom R (R 1/p e , R) is S2 both as an R-module and as an R 1/p e -module. Therefore it is determined by its localizations outside a set Z ⊆ X of codimension 2 (the singular locus), see [Har94, Theorem 1.12]. We set U to be the smooth locus of X and consider the sheaf
Tensoring with ω U = O U (K U ) and using the projection formula, we see that this module is isomorphic to
Here the first isomorphism is due to the projection formula and the fact that (F e ) * L = L p e for any line bundle L . The second isomorphism is Theorem A.8 from the Appendix. The last isomorphism is just [Har77, Chapter II, Exercise 5.
Therefore, φ may be viewed as a global section of O X ((1−p e )K X ). In particular, by [Har77, Proposition 7 .7] which also works for reflexive rank-1 sheaves on normal varieties, φ determines an effective divisor D φ linearly equivalent to (1 − p e )K X . Set
, find φ such that ∆ φ is the sum of the two coordinate axes (in other words, that ∆ φ = div(xy). Find a φ such that ∆ φ = 0.
It is straightforward check that there is a bijection between the following two sets, see [Sch09a, Theorems 3.11, 3.13].
(4.15.1) Suppose that φ : R 1/p e → R is a non-zero R-linear map and that π : X → X = Spec R is a birational map where X is normal. Prove that φ induces a map
which agrees with φ wherever π is an isomorphism.
Theorem 4.17. [Tak04b, Theorem 3.2] Suppose that X 0 = Spec R 0 is a variety of finite type over C and that (X 0 , ∆ 0 ) is a log Q-Gorenstein pair. Then, after reduction to characteristic
where φ ∆p is a map corresponding to ∆ p as in (4.15.1) above.
Proof. We only briefly sketch the proof. By working on a smaller affine chart if necessary, we may assume that n(K X 0 + ∆ 0 ) ∼ 0 for some integer n. We reduce both X 0 and ∆ 0 (and a log resolution) to characteristic p and notice that if n(K X 0 + ∆ 0 ) ∼ 0, then that property is preserved after reduction to characteristic p ≫ 0. Thus we may always assume that there exists an e > 0 such that (1−p e )(K Xp +∆ p ) is Cartier. We set φ ∆p to be a map corresponding to ∆ p via (4.15.1) above. Now use the exercise 4.16 above to show that
Thus the inclusion ⊇ is rather straightforward. The converse inclusion requires additional techniques that we won't cover here.
Remark 4.18. While multiplier ideals are quite closely to test ideals, many basic properties which hold for multiplier ideals fail spectacularly for test ideals. For example, it follows immediately from the definition that every multiplier ideal is integrally closed (we suggest the reader prove this as an exercise). However, not every test ideal is integrally closed [McD03] and furthermore, every ideal in a regular ring is the test ideal of an appropriate pair τ (R, f t ), see [MY09] (here (R, f t ) is a pair as discussed in Section 6 below).
Tight closure and applications of test ideals
In this section we survey the test ideal's historic connections with tight closure theory. It is not necessary to read this section in order to understand later sections. We should also mention that as a survey of tight closure, this section is completely inadequate. Some important aspects of tight closure theory are completely missing (for example, phantom homology). Again, we refer the reader to the book [Hun96] or [BH98, Chapter 10] for a more complete account.
Setting. In this section, all rings are assumed to be integral domains essentially of finite type over a perfect field of characteristic p > 0.
Suppose that R ⊆ S is an extension of rings. Consider an ideal I ⊆ R and its extension IS. We always have that (IS) ∩ R ⊇ I, however:
Lemma 5.1. With R ⊆ S as above and further suppose the extension splits as a map of R-modules. Then (IS) ∩ R = I.
Proof. Fix φ : S → R to be the splitting given by hypothesis. Suppose that z ∈ (IS) ∩ R, in other words, z ∈ IS and z ∈ R. Write I = (x 1 , . . . , x n ), we know that there exists
A converse result holds too. rings, a condition which every ring in this section automatically satisfies. If for every ideal I ⊆ R, we have IS ∩ R = S, then R ⊆ S splits as a map of R-modules.
Proof. See, [Hoc77] Consider now what happens if the extension R ⊆ S is the Frobenius map. Recall from Definition 2.11 that if I = (x 1 , . . . , x m ), then
It is an easy exercise to verify that this is independent of the choice of generators x i .
Exercise 5.3. Notice that R is abstractly isomorphic to R 1/p e as a ring. Show that under this isomorphism, I [p e ] corresponds to the extended ideal I(R 1/p e ) coming from R ⊆ R 1/p e .
Definition 5.4. Given an ideal I ⊆ R, the Frobenius closure of I (denoted I F ) is the set of all elements z ∈ R such that z p e ∈ I [p e ] for some e > 0. Equivalently, it is equal to the set of all elements z ∈ R such that z ∈ (IR 1/p e ) for some e > 0.
Remark 5.5. The set I F is an ideal. Explicitly, if z 1 , z 2 ∈ I F , then z
Notice that we may assume that a = b. Thus z 1 + z 2 ∈ I F . On the other hand, clearly hz 1 ∈ I F for any h ∈ R.
We point out a several basic facts about I F mostly for comparison with tight closure (defined below).
Proposition 5.6. Fix R to be a domain and (x 1 , . . . , x n ) = I ⊆ R an ideal.
(
(iii) R is F -split if and only if I = I F for all ideals I ⊆ R.
Proof. Definition 5.7.
[HH90] Suppose that R is an F -finite domain and I is an ideal of R, then the tight closure of I (denoted I * ) is defined to be the set
for all e ≥ 0 }.
It should be noted that tight closure is notoriously difficult to compute. For a survey on computations of tight closure (using highly geometric methods) we suggest reading [BHV08] . Also see [Sin98, Kat98, Bre03, Bre05] . Proof. For (i), suppose that cz p e ∈ I [p e ] and dy p e ∈ I [p e ] for all e ≥ 0 for certain c, d ∈ R \ {0}. Then cd(z +y) p e ∈ I [p e ] for all e ≥ 0. Of course, clearly I * contains I (choose c = 1). Property (ii) is left to the reader. The proof of (iii) is beyond the scope of this survey, see [BM10] . The proof of (iii') can be found in [Smi94] where it is actually shown that tight closure coincides with plus-closure. For (iv), suppose that z ∈ I * and τ (R) = R. Choose c = 0 such that cz p e ∈ I [p e ] for all e ≥ 0. We know that there exists an e > 0 and φ : R 1/p e → R which sends c to 1. Write
we give a hint in the form of a characterization of I. One has x ∈ I if and only if there exists 0 = c ∈ R such that cx n ∈ I n for all n > 0.
We now state some important additional more subtle properties of tight closure. Persistence: Given any map of rings R → S, I * S ⊆ (IS) * .
Finite extensions: If R ⊆ S is a finite extension of rings, then (IS) ∩ R ⊆ I * for all ideals I ⊆ R. Also see [Smi94] . Colon Capturing: If R is local and x 1 , . . . , x d is a system of parameters for R, then we have (x 1 , . . . ,
Perhaps the most important open problem in tight closure theory is the following.
Conjecture 5.10. R is strongly F -regular if and only if I * = I for all ideals I. In fact, one can also simply use tight closure of ideals to define a slightly different variant of test ideals.
Definition 5.12. Suppose that R is a domain essentially of finite type over a perfect field. Define τ fg (R) to be I⊆R (I : R I * ). This ideal is called the finitistic test ideal or sometimes the classical test ideal.
Remark 5.13. The definition of the test ideal in this article is non-standard. Normally τ fg (R) is called the test ideal, while the ideal we denoted by τ (R) is called the non-finitistic test ideal, or sometimes the big test ideal and is commonly denoted by τ (R) or τ b (R). It is hoped that these two potentially different ideals always coincide, see the conjecture below. However, even if they do not, there now seems to be consensus that the non-finitistic test ideal is the better notion.
Conjecture 5.14. The ideals τ fg (R) and τ (R) coincide. This gives a particularly nice statement in the case that R is strongly F -regular (because
This proof is taken from [Hoc07] . For any y ∈ I m+n−1 , we know that there exists 0 = c ∈ R such that cy l ∈ (I m+n−1 ) l for all l ≥ 0, see [HS06, Exercise 1.5]. Consider a monomial u a 1 1 . . . u an n where a 1 + · · · + a n = l(m + n − 1)l. Write each a i = b i l + r i where 0 ≤ r i ≤ l − 1. We claim that the sum of the b i is at least m, which will imply that the monomial is contained in (I m ) [l] for all l such that l = p e . However, if the sum It is known that a ring is strongly F -regular if and only if 0 is tightly closed in every module, [Hoc07] . By Remark 5.20, note that I * = I, if and only if 0 * R/I = 0. We conclude with one more definition.
Definition
An element 0 = c ∈ R is called a (big) test element if for every R-module M and every
Theorem 5.22. Suppose that c ∈ R is chosen as in Lemma 3.6 for some non-zero R-linear map φ : R 1/p e → R. Then c is a finitistic test element and a big test element.
Proof. First consider the finitistic case. Suppose that z ∈ I * . Then there exists a 0 = d ∈ R such that dz p e ∈ I [p e ] for all e ≥ 0. Fix φ : R 1/p → R. It follows from Lemma 3.6 that there exists an integer e 0 > 0 such that φ e 0 (d 1/p e 0 ) = c. Applying φ e 0 to the equation dz p e ∈ I [p e ] for e ≥ e 0 yields
Since this holds for all e ≥ e 0 , we see that c is indeed a finitistic test element. We leave the non-finitistic case to the reader. It is essentially the same argument but instead one considers the map E ⊗ R R 1/p e → E ⊗ R R = E which defined by z ⊗ d 1/p e → z ⊗ φ(d 1/p e ) = φ(d 1/p e )z where φ : R 1/p e → R is the map given in the hypothesis. *Exercise 5.23. [HH90] , [Hoc07] Show that τ fg (R) is generated by the set of finitistic test elements. Even more, τ fg (R) = { the set of all of the finitistic test elements of R} ∪ {0}.
Furthermore, show that τ (R) is likewise generated by the big test elements of R. Hint: Suppose that z ∈ I * , show that for every e > 0, z p e ∈ (I [p e ] ) * .
Remark 5.24. Test ideals are made up of test elements, or those elements which can be used to test tight closure containments. This is the etymology of the name "test ideals".
Exercise 5.25. Suppose that (R, m) is a local domain and E is the injective hull of the residue field R/m. Show that 0 * E is the Matlis dual of R/τ (R). Hint: Choose an element 0 = c ∈ R satisfying the conclusion of Lemma 3.6. Show that
where the maps in the intersection send z → z ⊗ c 1/p e . Show that this intersection is the Matlis dual of the construction of the test ideal found in Theorem 3.14. See Appendix A for Matlis Duality.
Test ideals for pairs (R, a t ) and applications
As mentioned before, many of the most important applications of multiplier ideals in characteristic zero were for multiplier ideals of pairs. Another variant of pairs not discussed thus-far in this survey is the pair (R 0 , a t 0 ) where R 0 is a normal Q-Gorenstein domain of finite type over C, a 0 is a non-zero ideal and t ≥ 0 is a real number. The associated multiplier ideals J (Spec R 0 , a t 0 ) are important in many applications and have themselves become objects of independent interest, see for example [Laz04] and [LL07] . Inspired by this relation, N. Hara and K.-i. Yoshida defined test ideals for such pairs. They also proved the analog of Theorem 4.17 showing that the multiplier ideal coincides with the test ideal after reduction to characteristic p ≫ 0.
Setting. In this section, unless otherwise specified, all rings are assumed to be integral domains essentially of finite type over a perfect field of characteristic p > 0.
6.1. Initial definitions of a t -test ideals. We now show how to incorporate an ideal a and coefficient t ∈ Q ≥0 into the test ideal. An important motivating case is when R is in fact regular; in this situation, one should think of this addition as roughly measuring the singularities of (a multiple of) the closed subscheme of Spec(R) defined by a.
Definition 6.1. [HY03] , [Sch08] Suppose that R is a ring, let a ⊆ R be a non-zero ideal, and t ∈ Q ≥0 . We define the test ideal τ (R, a t ) (or simply τ (a t ) when confusion is unlikely to arise) to be the unique smallest non-zero ideal J ⊆ R such that φ((a ⌈t(p e −1)⌉ J) 1/p e ) ⊆ J for all e > 0 and all φ ∈ Hom R (R 1/p e , R).
Remark 6.2. In other words, τ (R, a t ) is in fact the unique smallest non-zero ideal which is φ-compatible for all φ ∈ (a ⌈t(p e −1)⌉ ) 1/p e · Hom R (R 1/p e , R) and all e ≥ 0. Again, it is unclear that a smallest such non-zero ideal exists. Remark 6.3. As in previous sections, N. Hara and K.-i. Yoshida's original definition was the finitistic test ideal of a pair. In particular, they defined τ fg (R, a t ) to be I⊆R (I : I * a t ) where I * a t is the a t -tight closure of I, see Definition 6.13 below. These two ideals are known to coincide in many cases including the case that R is Q-Gorenstein.
Theorem 6.4. [HT04] Suppose that R is a ring, a ⊆ R is a non-zero ideal, and t ∈ Q ≥0 . Then, for any non-zero c ∈ τ (R, ψ), we have
where the inner sum runs over φ ∈ Hom R (R 1/p e , R). More generally, the above equality remains true if c is replaced by any non-zero element of τ (R, a t ).
Proof. This is left as an exercise to the reader. For a hint, reduce to the case of Lemma 3.6.
Exercise 6.5. [HY03, Remark 6.6] Suppose that R is a ring, a 1 , . . . , a k ⊆ R are non-zero ideals, and t 1 , . . . , t k ∈ Q ≥0 . Imitating the above result and its proof, show that one can define a test ideal τ (a
for all e > 0 and all φ ∈ Hom R (R 1/p e , R).
The following property of test ideals was inspired by analogous statement for multiplier ideals. 
where the inner sum runs over all φ ∈ Hom R (R 1/p e , R).
as desired.
Definition 6.7.
[TW04], [MTW05] , [BMS08] A positive real number ξ is called an F -jumping number of the ideal a if τ (a ξ ) = τ (a ξ−ǫ ) for all ǫ > 0. If R is strongly F -regular, then the smallest F -jumping number of a is called the F -pure threshold of a.
Remark 6.8. The F -jumping numbers were introduced as characteristic p > 0 analogs of jumping numbers of multiplier ideals in characteristic zero, [ELSV04] . We point out that a great interest in F -jumping numbers has revolved around proving that the set of F -jumping numbers form a discrete set of rational numbers. See [Har06, BMS08, BMS09, KLZ09, TT08, ST08, BSTZ10, Sch11a].
Theorem 6.9. [HY03] Suppose that R is a ring, a, b ⊆ R are non-zero ideals, and s, t ∈ Q ≥0 .
We have a τ (b s ) ⊆ τ (ab s ) with equality if a is principal. In particular, if R is strongly F -regular, then a ⊆ τ (a). (iii.) (Skoda) If a is generated by r elements, then τ (a r b s ) = a τ (a r−1 b s ).
Proof. The proof is left as an exercise to the reader. As a hint for (iii.), If a has a reduction generated by at most r elements, show that τ (a t ) = a τ (a t−1 ) for any t ≥ r. In particular, τ (a h ) = a h−r+1 τ (a r−1 ) ⊆ a h−r+1 ⊆ a for any integer h ≥ r. Definition 6.13. Suppose that R is a ring a ⊆ R is an ideal and t ∈ Q ≥0 . For any ideal I of R, the a t -tight closure of I (denoted I * a t ) is defined to be the set without change to I * a t . In fact, the original definition of I * a t was the former of these, see [HY03] .
Exercise 6.17. [Sch08] Show that τ fg (a t ) := I⊆R (I * a t : I) coincides with the set of c ∈ R satisfying the following condition: whenever z ∈ I * a t , then ca ⌈t(p e −1)⌉ z p e ⊆ I [p e ] for all e ≥ 0. Hint: Show that if z ∈ I * a t , then for every e ≥ 0, a ⌈t(p e −1)⌉ z p e ⊆ (I [p e ] ) * a t .
Remark 6.18. Note when a = R, we recover the original definition of tight closure. In general, while there are many similarities between tight closure and a t -tight closure, there are some very important differences as well. In fact, a t -tight closure fails to be a closure operation at all: in many cases (I * a t ) * a t is strictly larger than I * a t (in other words, the operation is not idempotent). However, if a is primary to a maximal ideal, A. Vraciu has developed an alternate version of a t -tight closure which shares many aspects of the same theory but which is idempotent, see [Vra08] .
Exercise 6.19. If R is strongly F -regular and a is a non-zero principal ideal, show that I * a = I : a for all ideals I. Use this to produce an example where (I * a t ) * a t is strictly larger than I * a t . 6.3. Applications. The test ideal τ (a t ) of a pair was introduced because of the connection between τ (R) and J (X 0 = Spec R 0 ) discussed in Section 4. In particular, working in characteristic zero, many of the primary applications of multiplier ideals involved pairs of the form (X 0 , a t 0 ), or more generally (X 0 , a t 0 b s 0 ). One such formula is the subadditivity formula, see [DEL00, Mus02] . In [Tak06] , S. Takagi proved analogous results for the test ideal. In fact, Takagi was able to prove subadditivity formula on singular varieties (for simplicity, we only handle the smooth case below). Using reduction to characteristic p > 0, one can then obtain the same formula for multiplier ideals, thus obtaining a new result in characteristic zero algebraic geometry. Very recently, E. Eisenstein obtained a geometric characteristic-zero proof of the results for singular varieties [Eis10] . *Exercise 6.20. [Tak06, Proposition 2.1] Given ideals a, b ⊆ R and numbers s, t ∈ R ≥0 , prove that I * a t τ (a t b s ) ⊆ I τ (b s ) for any ideal I ⊆ R.
Theorem 6.21. [Tak06, Theorem 2.7] (Subadditivity) Suppose R is a regular local ring, and a, b are ideals in R. For any s, t ∈ Q ≥0 , we have
If instead R is of finite type over a perfect field k but is not assumed to be regular, then still:
where J(R/k) is the Jacobian ideal of R over k, see [Eis95, Section 16.6].
Proof. We only prove the first statement.
To finish the proof, it suffices to show that τ (a t ) * a t = R. For all ψ ∈ Hom R (R 1/p e , R), we know ψ((ca ⌈t(p e −1)⌉ ) 1/p e ) ⊆ τ (a t ). Thus, using Exercise 2.13, we see ca ⌈t(p e −1)⌉ ⊆ τ (a t ) [p e ] for all e ≥ 0. In particular, this shows 1 ∈ τ (a t ) * a t as desired.
Corollary 6.22. [Tak06, Theorem 0.1] Let X 0 = Spec R 0 be a normal Q-Gorenstein variety over C and let J(R 0 /C) be the Jacobian ideal sheaf of X over C. Let a 0 , b 0 ∈ O X 0 be two non-zero ideal sheaves and fix real numbers s, t ≥ 0. Then We now discuss another application of the subadditivity formula for test ideals: the growth of symbolic and ordinary powers of an ideal. Recall that the n-th symbolic power of an ideal a ⊆ R is given by a (n) = (a n W −1 R) ∩ R, where W ⊆ R is the compliment of the union of the associated primes of a. In the case that a is a prime ideal, a (n) coincides with the a-primary component of a n .
Theorem 6.23. [HH02] , cf. [ELS01, HH07, TY08] Let (R, m) be a regular local ring with infinite residue field R/m. Let a be any non-zero ideal of R and let h be the maximal height of any associated prime ideal of a. Then a (hn) ⊆ a n for all integers n ≥ 1.
Proof. Since R is regular (and hence also strongly F -regular), using subadditivity (and Theorem 6.9 (iii.)) we have
for all integers n ≥ 0. Thus, it suffices to check that τ ((a (hn) ) 1/n ) ⊆ a (1) = a, which may be done after localizing at each associated prime p of a. Since R p has dimension at most h and infinite residue field, every nonzero ideal of R p has a reduction generated by no more than h elements, [HS06, Proposition 8.3.7, Corollary 8.3.9]. Thus, since a (hn) R p = a hn R p , we have (using Exercises 6.10 and 6.11)
and we conclude that a (hn) ⊆ a n for all n ≥ 0.
*Exercise 6.24. Modify the proof of Theorem 6.23 to show the stronger statement a (kn) ⊆ (a (k−h+1) ) n for all k ≥ n.
Generalizations of pairs: algebras of maps
In this short section we discuss a common generalization of the pairs (R, φ) and (R, a t ) previously introduced. In fact this generalization encompasses all studied types of pairs, triples, etc. This idea has also been generalized to modules in [Bli09] although we will not work in that generality.
Fix a ring
7 R and set C e = Hom R (R 1/p e , R). The test ideals and related notions such as Fpurity and F -regularity are detected by looking for Frobenius splittings and similar special elements of C e for various e ≥ 0. Fundamentally, all pairs we have previously considered restrict the potential elements of C e . We abstract the idea of restricting potential elements of C e as follows.
Consider now the Abelian group
We can turn this into a non-commutative N-graded algebra by the following multiplication rule. For α ∈ C e and β ∈ C d we define
Explicitly, β 1/p e is the R 1/p e -linear map R 1/p d+e → R 1/p e defined by the rule
We then compose with a map α : R 1/p e → R to obtain α · β. We call C the complete algebra of maps on R. Notice that C is not commutative (and C 0 is not even central). Even more, this algebra is not generally finitely generated [Kat10] .
Remark 7.1. Suppose for simplicity that (R, m) is local. The algebra C is, up to some choices of isomorphism, Matlis dual to F (E), the algebra of (iterated-)Frobenius actions on E, the injective hull of the residue field R/m. See [LS01] .
Definition 7.2. [Sch11b, Section 3] An (algebra-)pair (R, D) is the combined information of R and a graded-subalgebra
Example 7.3. Suppose R is a ring and a ⊆ R is an ideal. Then for any real number t ≥ 0, we can construct the submodule
R) .
One can verify that e≥0 D e forms a graded subalgebra which we denote by C a t .
Exercise 7.4 (Different roundings and algebras). Prove that C a t is indeed a graded subalgebra of C . Give an example to show that e≥0 (a ⌊t(p e −1)⌋ ) 1/p e · C e is not a graded subalgebra but e≥0 (a ⌈tp e ⌉ ) 1/p e · C e is (although its first graded piece is not necessarily isomorphic to R).
Example 7.5. If one fixes a homogeneous element φ ∈ C e for e > 0, then one can form the algebra φ = n≥0 φ n R 1/p ne ⊆ C which is just the subalgebra generated by C 0 and φ. Exercise 7.8. [Sch11b] Suppose that D has a non-zero homogeneous element φ ∈ D e , e > 0. Prove that τ (R, D) exists by using Lemma 3.6.
Exercise 7.9. [Sch11b] Suppose that (R, a t ) is a pair as in Section 6. Prove that τ (R, C a t ) = τ (R, a t ). Further show that if φ ∈ C e is non-zero, then τ (R, φ ) = τ (R, φ).
Algebras of maps appear very naturally. For example, suppose that R is a ring and C R is the complete algebra of maps on R. Suppose that I ⊆ R is a C R -compatible ideal (such as the test ideal τ (R) or the splitting prime 8 P of [AE05].). One can then restrict each element of C R to R/I. This yields an algebra of maps D R/I = C R | R/I which may or may not be equal to C R/I . Exercise 7.10. [Sch09a] With the notation above, suppose that R is Gorenstein and local. Prove that the algebra D R/I is equal to φ for some φ ∈ C R/I .
One can define F -purity for algebras as well.
Definition 7.11. Suppose that (R, D) is a pair. Then the pair is called sharply F -pure (or sometimes just F -pure) if there exists a homogenous element φ ∈ D e , e > 0 such that φ(R 1/p e ) = R, i.e. φ is surjective.
Exercise 7.12. [Sch11b] , cf. [BB09a, Bli09] Prove that for a sharply F -pure pair (R, D), τ (R, D) defines an F -pure subscheme and so in particular is a radical ideal.
The following theorem is an application of this approach of algebras of pairs.
If R is additionally normal, then this also equals e>0 φ∈De τ (R, ∆ φ ).
For non-Q-Gorenstein normal varieties X 0 over C, de Fernex and Hacon have defined a multiplier ideal J (X 0 ) [dFH09] . Furthermore,
It is therefore natural to conjecture following.
Conjecture 7.14. Given a variety X 0 = Spec R 0 in characteristic zero, we have τ (R p ) = J (X 0 ) p for all p ≫ 0 (here the subscript p denotes reduction to characteristic p > 0 as in Subsection 4.2).
Work of M. Blickle implies that this conjecture holds for toric rings, [Bli04] . 8 In an F -pure local ring, the splitting prime is the unique largest CR-compatible ideal not equal to the whole ring.
Remark 7.15. For other applications, it is likely important that one has a good measure of the finiteness properties of the given algebra D. One very useful such property is the Gauge-Bounded property introduced in [Bli09] , cf. [And00] . This property is quite useful for proving questions related to the discreteness of F -jumping numbers, see Definition 6.7.
Other measures of singularities in characteristic p
So far we have talked about test ideals, F -regularity and F -purity. In this section we introduce several other ways to measure singularities in positive characteristic. For a more complete list, please see the appendix.
First we introduce two other classes of singularities. F -rationality and F -injectivity.
8.1. F -rationality.
Setting. In this subsection, unless otherwise specified, all rings are assumed to be integral domains essentially of finite type over a perfect field of characteristic p > 0.
Definition 8.1. Suppose that R is a normal Cohen-Macaulay ring and that Φ R : ω R 1/p = F * ω R → ω R is the canonical dual of Frobenius, see Theorem A.8. We say that R has F -rational singularities if there are no non-zero proper submodules
*Exercise 8.2. The hypothesis that R is normal implied by the other hypotheses. Prove it.
Exercise 8.3. [FW89] Prove that a strongly F -regular ring is F -rational and that a Gorenstein F -rational ring is strongly F -regular. Hint: For the first part, use Theorem 3.19 and apply the functor Hom R ( , ω R ).
*Exercise 8.4. [Smi97]
Recall that an integral domain R 0 of finite type over C is said to have rational singularities if for a resolution of singularities π : X 0 → X 0 = Spec R 0 , π * ω X 0 = ω X 0 and X 0 is Cohen-Macaulay 9 . Now suppose we are given an integral domain R 0 of finite type over C. Show that if R p has F -rational singularities after reduction to characteristic p ≫ 0 (see Subsection 4.2), then R 0 has rational singularities in characteristic zero.
Remark 8.5. The converse of the above exercise also holds, but the proof is more involved. See [Har98a] and [MS97] .
We briefly mention the original definition of F -rationality. Theorem 8.6. A local ring (R, m) has F -rational singularities if and only if some ideal I = (x 1 , . . . , x n ) generated by a full system of parameters satisfies I = I * (here I * denotes the tight closure of I, see Section 5).
Proof. See [FW89] or [BH98, Chapter 10].
8.2. F -injectivity. Now we move on to F -injectivity.
Setting. In this subsection, unless otherwise specified, all rings are assumed to be reduced and essentially of finite type over a perfect field of characteristic p > 0. Exercise 8.8. Suppose that R is Cohen-Macaulay and local. Prove that R is F -injective if and only if the canonical dual to Frobenius F * ω R → ω R is surjective.
Exercise 8.9. [Fed83] Prove that a Gorenstein ring is F -injective if and only if it is F -pure and that an F -pure ring is always F -injective.
Exercise 8.10. [FW89] Suppose that (R, m) is a Cohen-Macaulay local ring and f ∈ R is a regular element. Prove that if R/f is F -injective, then R is F -injective. Hint: Using the criterion in Exercise 8.8, consider the diagram:
Show that β surjects, by considering the map F * ω R/f → F * ω R/f p . Now take the cokernels of the left and middle vertical maps and use Nakayama's lemma.
Remark 8.11. It is an open question whether Exercise 8.10 holds without the Cohen-Macaulay assumption. It is however known that the analog of Exercise 8.10 does not hold for F -pure rings in general, see [Fed83] and also [Sin99a] . One can ask the same question for strongly Fregular and F -rational singularities, and the answers are no and yes respectively; see [FW89] and [Sin99b] .
*Exercise 8.12. [Sch10a, KSS10, KS11] A normal Cohen-Macaulay ring R 0 of finite type over C is called Du Bois if for some (equivalently any) log resolution of singularities π :
Prove that if X p has F -injective singularities after reduction to characteristic p ≫ 0, then X 0 has Du Bois singularities in characteristic zero.
where the horizontal arrows are the dual of the Frobenius map (see Subsection 3.3).
Remark 8.13. The converse implication of the above exercise is false as stated, in fact that singularity F p [x, y, z]/(x 3 + y 3 + z 3 ) is F -injective if and only if p = 1 mod 3. However, it is an important open question whether a Du Bois singularity is F -injective after reduction to characteristic p > 0 for infinitely many primes p (technically, a Zariski-dense set of primes), this condition is called dense F -injective type whereas the original condition is called open F -injective type. Likewise, it is an open question whether a log canonical singularity is F -pure after reduction to characteristic p > 0 for infinitely many primes p.
*Exercise 8.14. [HW02]
A log Q-Gorenstein pair (X, ∆) of any characteristic is called log canonical if for every proper birational map π : X → X with X normal, all the coefficients of K X − π * (K X + ∆) are ≥ −1. This can be checked on a single log resolution of (X, ∆), if it exists (it does in characteristic zero). For more about log canonical singularities, see [Kol97] and [KM98] . Use the method of the above exercise to show the following. If X = Spec R is a ring of characteristic p and φ : R 1/p e → R is a divisor corresponding to ∆ as in (4.15.1), then if φ is surjective (i.e. if (R, φ) is F -pure) show that (X, ∆) is log canonical. Conclude by showing that log Q-Gorenstein pairs (X 0 , ∆ 0 ) over C of dense F -pure type (i.e. such that φ ∆p is surjective for infinitely many p ≫ 0) are always log canonical. 8.3. F -signature and F -splitting ratio. Recall that a ring R was said to be F -pure if the all of Frobenius inclusions R → R 1/p e split as a maps of R-modules. In this section, we consider local numerical invariants -the F -signature and F -splitting ratio -which characterize the asymptotic growth of the number of splittings of the iterates of Frobenius.
Setting. In this subsection, unless otherwise specified, all rings are assumed to be local integral domains essentially of finite type over a perfect field of characteristic p > 0.
Definition 8.15. Let (R, m, k) be a local ring. For each e ∈ N, the e-th Frobenius splitting (F -splitting) number of R is the maximal rank a e = a e (R) of a free R-module appearing in a direct sum decomposition of R 1/p e . In other words, we may write R 1/p e = R ⊕ae ⊕ M e where M e has no free direct summands.
Exercise 8.16. Show that R is F -pure if and only if a e > 0 for some e ∈ N, in which case a e > 0 for all e ∈ N.
Exercise 8.17. [AL03] For any prime ideal p in R, show that a e (R p ) ≥ a e (R).
Using the following Proposition, it is easy to see that the F -splitting numbers are independent of the chosen direct sum decomposition of R 1/p e .
Proposition 8.18. [AE05]
Assume that k = k p is perfect. Consider the sets
Then I e is an ideal in R with ℓ R (R/I e ) = a e .
*Exercise 8.19. [AE05]
Check that I e is, in fact, an ideal. Then prove the proposition. The F -signature was first explicitly 10 defined by C. Huneke and G. Leuschke [HL02] and captures delicate information about the singularities of R. For example, the F -signature of the two-dimensional rational double-points 11 (A n ), (D n ), (E 6 ), (E 7 ), (E 8 ) is the reciprocal of the order of the group defining the quotient singularity [HL02, Example 18]. However, a positive answer to a conjecture of Monsky implies the existence of local rings with irrational F -signature, see [Mon08] .
The heart of the proof of Theorem 8.20 lies in the following technical lemma. e ⊆ I e+1 and m [p e ] ⊆ I e , and use the previous lemma to conclude the existence of the F -signature limit.
It is quite natural to expect the F -signature to measure the singularities of R. Indeed, when R is regular, R 1/p e itself is a free R-module of rank p ed . Thus, for general R, the F -signature asymptotically compares the number of direct summands of R 1/p e isomorphic to R with the number of such summands one would expect from a regular local ring of the same dimension. [Sch10a] Check that P is a prime ideal, and that φ(P 1/p e ) ⊆ P for all φ ∈ Hom R (R 1/p e , R). In particular, conclude that τ (R) ⊆ P . Show that P = 0 if and only if R is strongly F -regular. More generally, show that R/P is strongly F -regular.
Let P be the F -splitting prime of R. Then the limit r F (R) := lim e→∞ a e p e dim(R/P ) exists and is called the F -splitting ratio of R. Furthermore, we have r F (R) > 0.
8.4. Hilbert-Kunz(-Monsky) multiplicity. Our goal in this section is to explore a variant, introduced by P. Monsky, of the Hilbert-Samuel multiplicity of a ring. Recall that the Hilbert-Samuel multiplicity of a local ring (R, m, k) along an m-primary ideal I is simply
The existence of the above limit follows easily from the fact that, for sufficiently large n, ℓ R (R/I n ) agrees with a polynomial in n of degree d. Since this polynomial maps Z → Z, it is easy to see that e(I) ∈ Z. When I = m, e(R) := e(m) is called the Hilbert-Samuel multiplicity of R. Roughly speaking, the idea behind Hilbert-Kunz multiplicity is to use the Frobenius powers I [p e ] of an ideal I, see Definition 2.11, in place of the ordinary powers I n in the definition of multiplicity. For a somewhat different introduction to the Hilbert-Kunz multiplicity, see [Hun96, Chapter 6].
Setting. In this subsection, unless otherwise specified, all rings are assumed to be local integral domains essentially of finite type over a perfect field of characteristic p > 0. 
exists and is called the Hilbert-Kunz multiplicity of R along I. When I = m, we write e HK (R) := e HK (m) and we refer to this number as the Hilbert-Kunz multiplicity of R.
Many basic properties of Hilbert-Kunz multiplicity (see [Mon83] or [Hun96] ) mirror those for Hilbert-Samuel multiplicity, such as the following:
• If I ⊆ J are m-primary ideals, then e HK (I) ≥ e HK (J).
• We always have e HK (R) ≥ 1 with equality when R is regular.
• e HK (R) = p∈Assh(R) e HK (R/p) where Assh(R) denotes the set of prime ideals p of R with dim(R/p) = dim(R).
• [WY00, HY02] If R is equidimensional, then e HK (R) = 1 if and only if R is regular.
• If I is generated by a regular sequence, then e HK (I) = ℓ R (R/I). Monsky's proof of the existence of Hilbert-Kunz multiplicity, however, bears little resemblance to the proof of the existence of Hilbert-Samuel multiplicity. Indeed, the function e → ℓ R (R/I [p e ] ) frequently exhibits non-polynomial behavior, and e HK (R) need not be an integer. 
} e∈N is a Cauchy sequence. As such, the limit is only known to be a real number (and, in particular, not necessarily even rational). The computation of Hilbert-Kunz multiplicity is widely considered to be a difficult problem.
Exercise 8.31. Use Lemma 8.21 to show that e HK (I) exists when R is a domain.
The Hilbert-Kunz multiplicity of the local ring
, and in particular not rational.
Example 8.33. Let p > 2 be a prime and consider the local rings This conjecture is known to be true when R has dimension at most six, see [AE11] , and also when R is a complete intersection in arbitrary dimension in [ES05] . Finally also see [Sin05] .
Many topics from previous sections share a close relationship with so-called relative HilbertKunz multiplicities, i.e. the differences e HK (I) − e HK (J) for pairs of m-primary ideals I ⊆ J. For example, as seen below, these differences may be used to test for tight closure and are closely related to the F -signature. In many cases, such as when R is Q-Gorenstein, the above question has a positive answer. More generally, an affirmative response would immediately imply Conjecture 5.10 [WY04].
8.5. F -ideals, F -stable submodules, and F -pure centers. Historically in commutative algebra, Frobenius has been used heavily to study local cohomology. In particular, if (R, m) is a local ring, the map
is called the action of Frobenius on the local cohomology module H i m (R) and denoted by F (more generally, one also has a similar action on H i J (R) for any ideal J ⊆ R). Of course, one can iterate F , e-times, and obtain higher Frobenius actions F e : H i m (R) → H i m (R). Remark 8.38. If one is willing to useČech cohomology to write down specific elements of H i J (R), then the Frobenius action can be understood as raising those elements to their pth power. See [Smi95] for more details.
consider now the following ascending chain of submodules. ker F ⊆ ker F 2 ⊆ ker F 3 ⊆ . . .
In [HS77]
(also see [Lyu97] , [Gab04] and [BB09a] ) it was shown that this ascending chain eventually stabilizes, even though the module in question is Artinian, and not generally Noetherian. Set N to be that stable submodule. It is obvious that F (N ) ⊆ N . On the other hand, Karen Smith observed that 0 *
is the unique largest submodule M ⊆ H dim R m (R), with non-zero annihilator such that F (M ) ⊆ M , see [Smi97] . Motivated by this, she made the following definition:
Suppose that (R, m) is Gorenstein. Then as in Subsection 3.3, we have a map Φ R : R 1/p → R. The Matlis dual of this map is F :
by local duality, see Theorem A.6. Exercise 8.40. Still assuming that R is Gorenstein, prove that I is an F -ideal if and only if Φ R (I 1/p ) ⊆ I.
It turns out that this notion is very closely related to log canonical centers in characteristic zero. Motivated by this connection we define the following.
Definition 8.41. [Sch10a] [BK05] A prime ideal Q ∈ Spec R is called an F -pure center if for every e > 0 and every φ ∈ Hom R (R 1/p e , R), one has φ(Q 1/p e ) ⊆ Q. It is very common to also assume that R Q is F -pure.
More generally, given some fixed φ ∈ Hom R (R 1/p e , R), an ideal Q ∈ Spec R is called an F -pure center of (R, φ), if φ(Q 1/p e ) ⊆ Q. If additionally φ is a Frobenius splitting, then Q (or the variety it defines) is called compatibly φ-split.
Exercise 8.42. Suppose that R is F -pure and Q ∈ Spec R is an F -pure center. Show that R/Q is also F -pure. Compare with [Kaw97, Amb98, KK10] keeping in mind that F -pure singularities are closely related to log canonical singularities cf. Exercise 8.14.
Exercise 8.43. [Sch10a] , cf. [AE05] Suppose that R is F -pure and Q ∈ Spec R is an F -pure center which is maximal with respect to inclusion. Prove that R/Q is strongly F -regular. Compare with [Kaw98] . If R is local, prove further that Q is the splitting prime, Definition 8.24.
The structure of Frobenius stable submodules (and their annihilators) has been an important object of study in commutative algebra for several decades. In particular, several questions about their finiteness have been asked, and also answered, see for example [Ene03a] , [EH08] and [Sha07] . These questions are closely related to the finiteness of F -pure centers or compatibly φ-split ideals. See [Sch09a, KM09] for answers to this question and see [ST10b, BB09a] for generalizations.
*Exercise 8.44. [Sch10a] Suppose that (X, ∆) is a log Q-Gorenstein pair of any characteristic, see Definition 4.10. Then a subscheme Z ⊆ X is called a log canonical center if there exists a proper birational map π : X → X with X normal and a prime divisor E on X such that π(E) = Z and also such that the coefficient of
Suppose now that (X = Spec R, ∆) is a log Q-Gorenstein pair of characteristic p > 0 and that ∆ = ∆ φ for some φ : R 1/p e → R 1/p e as in (4.15.1). Show that every log canonical center of (X, ∆) is an F -pure center of (R, φ).
Appendix A. Canonical modules and duality A.1. Canonical modules, Cohen-Macaulay and Gorenstein rings. Throughout this section, we restrict ourselves to rings of finite type over a field k. The generalization of the material in this section to rings of essentially finite type is obtained via localization, and so will be left to the reader as an exercise. In particular, we assume that R = k[x 1 , . . . , x n ]/I = S/I.
All the material in this section can be found in [BH98] or [Har66] .
Definition A.1. Suppose that R is as above and additionally that R is equidimensional of dimension d. Then we define the canonical module, ω R of R, to be the R-module
S (R, S). We state several facts about canonical modules for the convenience of the reader. Please see [Har67] , [Har66] or [BH98] for details and generalizations.
(1) If R is a normal domain, then ω R is isomorphic to an unmixed ideal of height one in R. In particular, it can be identified with a divisor on Spec R. Any such divisor is called a canonical divisor, see also Appendix B. (2) If R = S/(f ), then it is easy to check that ω R ∼ = R = S/(f ). (Write down the long exact sequence computing Ext). (3) The canonical module as defined seems to depend on the choice of generators and relations (geometrically speaking, it depends on the embedding). In the context we are working in, ω R is in fact unique up to isomorphism. In greater generality, the canonical module is only unique up to tensoring with locally-free rank-one R-module. For the reference of the reader we also recall some facts about Cohen-Macaulay and Gorenstein rings.
(i) In a Cohen-Macaulay ring, ω R has finite injective dimension and so in a Gorenstein ring, R has finite injective dimension. (ii) If R = S/(f ) then R is Cohen-Macaulay and Gorenstein (this also holds if R is a complete intersection). (iii) A regular ring is always Gorenstein, and in particular, it is Cohen-Macaulay. R which is locally free (for some n > 0).
Equivalently, after viewing ω R ⊆ R as a fractional ideal, one may associate a divisor K R on Spec R. The symbolic power statement then is the same as saying that nK R is Cartier.
A.2. Duality. In this section we discuss duality and transformation rules for canonical modules. First we recall Matlis duality and the surrounding definitions. Throughout this section, we restrict ourselves to rings essentially of finite type over a field.
Definition A.4 (Injective hull). [BH98, Har67, Har66, BS98] Suppose that (R, m) is a local ring. An injective hull E of the residue field R/m is a an injective R-module E ⊇ k that satisfies the following property:
• For any non-zero submodule U ⊆ E we have U ∩ k = {0}.
Injective hulls of the residue field are unique up to non-unique isomorphism. They are in a very precise sense the smallest injective module containing E, see [BH98, Proposition 3.2.2] for additional discussion.
Theorem A.5 (Matlis Duality). [BH98, Har67, Har66, BS98] Suppose that (R, m) is a local ring and that E is the injective hull of the residue field. Then the functor Hom R ( , E) is a faithful exact functor on the category of Noetherian R-modules. More-over, applying this functor twice is naturally isomorphic to the ⊗ RR functor whereR is the completion of R-along m.
Additionally and in particular, if R is already complete, then Hom R ( , E) induces an equivalence of categories between Artinian R-modules and Noetherian R-modules (and visaversa). Now we state a special case of local-duality.
Theorem A.6 (Local Duality). [Har66, Chapter V, Section 6], [Har67] , [BS98] Suppose that (R, m) is a local ring and that E is the injective hull of the residue field. Then for any finitely generated R-module M :
12 Notice that (v) + (iii) also implies (ii).
Furthermore, if R is Cohen-Macaulay, then we have a natural isomorphism
Remark A.7. If one is willing to work in the bounded derived category with finitely generated cohomology D b coh (R), then one obtains the more general statement (without any CohenMacaulay hypothesis):
where ω q R is the dualizing complex of R. Finally, we remark on the following transformation rule for the canonical module Theorem A.8. Suppose that R ⊆ S is a finite extension of normal rings essentially of finite type over a field k. Then
Proof. This is contained in for example [BH98, Theorem 3.3.7(b)] for Cohen-Macaulay local rings and the statement holds more generally for Cohen-Macaulay schemes. In particular, both modules are automatically isomorphic (with a natural isomorphism) on the CohenMacaulay-locus. But both modules are reflexive, and thus since the non-Cohen-Macaulay locus is of codimension at least 2, the modules are isomorphic.
Remark A.9. We will be applying Theorem A.8 to the case of the inclusion R ⊆ R 1/p . While R is finite type over k, R 1/p is of finite type over k 1/p . If k is perfect, then k 1/p = k and the inclusion R ⊆ R 1/p can be interpreted as being k-linear (although with possibly different choices of generators and relations for R 1/p over k). If k is not perfect, then R 1/p need not be finite type over k, but it is if [k 1/p : k] < ∞ and again in this case the generators and relations for R 1/p over k maybe different than those over k 1/p . However, as long as [k 1/p : k] < ∞, then it can be shown that ω R 1/p ∼ = (ω R ) 1/p or in other words that ω F * R ∼ = F * ω R . Also see the discussion around condition ( †) in [BSTZ10, Page 921].
Remark A.10. If one is willing to work in the derived category D b coh (R), then Theorem A.8 should be viewed as a generalization of the following special case of duality for a finite morphism where
In fact, there is the following generalization of the above remark. coh (X)), we have a functorial isomorphism R H om
Suppose that π : Y → X is a proper morphism of varieties of the same dimension over a field k. Then we have a natural map
Proof. Consider the natural map O X → Rπ * O Y and apply the contra-variant Grothendieckduality functor R H om O X ( , ω q X ), use the second half of Theorem A.11 and then take cohomology (the fact that H − dim Y Rf * ω q Y ∼ = π * ω Y follows by analyzing the associated spectral sequence).
Appendix B. Divisors
In this section, we review divisors on normal algebraic varieties. Divisors are sometimes a stumbling block for commutative algebraists trying to apply the techniques of algebraic geometry. As such, this appendix is designed to serve as a reference for divisors for those already familiar with commutative algebra. For those more geometrically inclined, please read [Har77, Chapter II, Section 6] or [Har94] .
We treat divisors here only in the case of an affine variety and describe them using symbolic powers. The generalization to non-affine varieties is left to the reader. Of course within the broader field of algebraic geometry, the formalism of divisors is most useful in the study of projective (non-affine) varieties.
Definition B.1. Suppose that R is a normal domain of finite type over a field, and let X = Spec R be the corresponding normal affine algebraic variety. Then a prime divisor on X is a codimension 1 subvariety of X, and a Weil divisor on X is a formal Z-linear combination of prime divisors. In other words, a Weil divisor is an element of the free Abelian group on the set of all prime divisors.
Remark B.2. A prime divisor is exactly the same data as a height one prime ideal P ⊆ R. More generally, a Weil divisor can be viewed as the combined data of a finite set of height-one prime ideals with formal coefficients n i . In other words D = n i V (P i ) where the P i are prime ideals and V (P i ) = {Q ∈ Spec R | P i ⊆ Q} = Spec(R/P i ) ⊆ X is the vanishing locus of P i .
Given a prime P ∈ Spec R, and an integer n > 0, we use P (n) = (P n R P ) ∩ R to denote the n-th symbolic power of P . If n = 0, then P (n) = R. If n < 0 then P (n) is the fractional ideal which is the inverse to P (|n|) . Explicitly,
is simply the coherent sheaf of O X -modules associated with the fractional ideal
Because the category of coherent sheaves of O X -modules is equivalent to the category of finitely generated R-modules, in what follows we will treat O X (D) as if it was a fractional ideal and not a sheaf.
is that it is S2 as an R-module. Because it has full dimension and R is normal, this means that it is also reflexive as an R-module (in other words, applying the functor Hom R ( , R) twice yields an isomorphic module). Therefore if
is the largest ideal that agrees with O X (D) · O X (E) at all the height-one-primes of R. See [Har94] for additional discussion. 
Equivalently, this means
is locally principal. The index of a Q-Cartier divisor is the smallest such n.
is (abstractly) isomorphic to a canonical module of R. (6) A reduced divisor is said to have normal crossings if it is Cartier, and for each q ∈ Spec R containing the ideal O X (−D), R q is regular and (
) q is an ideal generated by a product of minimal generators of the maximal ideal of R P . If each R/P i is a regular ring, we then say that D has simple normal crossings. Exercise B.6. Prove that every divisor in a regular ring is Cartier and that every pair of Cartier divisors in a regular local ring are linearly equivalent.
Finally we also describe Q-divisors.
of prime divisors with rational coefficients n i ∈ Q. The set of Q-divisors also form a group under addition.
Remark B.9. It is also very natural to define R-divisors. We won't do that here however.
Definition B.10. We now state some common terminology with Q-divisors.
Weil-divisor and a Q-divisor (in other words, if all the n i are integers). (iv) We say that ∆ is a Q-Cartier divisor if there exists an integer n > 0 such that n∆ is an integral divisor and a Cartier divisor. The index of a Q-Cartier Q-divisor is the smallest such n. (v) We say that two Q-divisors ∆ 1 and ∆ 2 are Q-linearly equivalent if there exists an integer n > 0 such that n∆ 1 and n∆ 2 are linearly equivalent integral Weil-divisors. In this case we write ∆ 1 ∼ Q ∆ 2 .
Appendix C. Glossary and diagrams on types of singularities
We collect the various measures of and types of singularities in characteristic p. Most of these are mentioned in the paper. First we display a diagram explaining the relationship between the various singularity classes in characteristic zero and characteristic p > 0.
F -Injective
The left-square is classes of singularities in characteristic zero. The right side is classes of singularities in characteristic p > 0. An arrow A ⇒ B between two classes of singularities means that all singularities of type A are also of type B. For example, the arrow Log terminal ⇒ Rational means that all log terminal singularities are rational.
The connecting arrows between the two squares are via reduction to characteristic p, see [Smi97, Har98a, MS97, HW02, Sch09b]. There has been some progress on the conjectural direction between F -pure and log canonical singularities, [Har98b, ST09, Her11a, MS10, Mus10, Tak11] .
It should be noted that some of the implications on the characteristic zero side are highly non-trivial, see [Elk81, Kov00, Sai00, KK10].
C.1. Glossary of terms.
(Big) test ideal: Given an F -finite reduced ring R of characteristic p, the (big) test ideal τ (R) = τ b (R) is defined to be the smallest ideal I ⊆ R, not contained in any minimal prime, such that φ(I 1/p e ) ⊆ I for all e ≥ 0 and all φ ∈ Hom R (R 1/p e , R). It also coincides with M (0 : R 0 * M ) where M runs over all R-modules. The big test ideal is closely related to the multiplier ideal in characteristic zero, see [Smi00b, Har01] for the original statements and see [HY03, Tak04b] for generalizations to pairs. (Big/finitistic) test element: An element r ∈ R which is not contained in any minimal prime of R is called a finitistic test element if z ∈ I * implies that cz
It is an open question whether these two definitions are equivalent. See [HH90] , [LS01] and [Hoc07] . Completely stable (finitistic) test element: An element r in a local ring R, such that r is not contained in any minimal prime of R, is called a completely stable test (finitistic) element if it is a finitistic test element and if it remains a finitistic test element after both localization and completion. Dense F -XXX type: For a given class of singularities "F -XXX" in characteristic p, a characteristic zero scheme X (or pair as appropriate) is said to have dense F -XXX type if for all sufficiently large finitely generated Z-algebras A and families X A → Spec A of characteristic p-modules of X (in particular, the generic point of that family agrees with X up to field-base-change), there exists a Zariski-dense set of maximal ideals q ∈ Spec A such that the fiber X q has F -XXX singularities. Divisorially F -regular: The combined information of a normal variety X in characteristic p > 0 and an effective reduced divisor D ⊆ X is called divisorially F -regular if for every c ∈ R, not vanishing on any component of D, there is an R-linear map φ : R 1/p e → R, for some e > 0, which sends c 1/p e to 1. Divisorially F -regular pairs were introduced in [HW02] . Unfortunately for the terminology, divisorially F -regular pairs correspond to purely log terminal singularities in characteristic zero, see [Tak08] . F -finite: A reduced ring of characteristic p > 0 is called F -finite if R 1/p is a finite R-module. Every ring essentially of finite type over a perfect field is F -finite. See [Kun76] . [Smi95] . F -jumping number: Suppose that R is an F -finite reduced ring and a ⊆ R is an ideal. The Fjumping numbers of the pair (R, a) are the real numbers t ≥ 0 such that τ (R, a t ) = τ (R, a t−ε ) for all ε > 0. F -pure: A reduced ring of characteristic p > 0 is called F -pure if for every R-module M , the map M → M ⊗ R R 1/p is injective. If R is finite type over a perfect field, then this is equivalent to the condition that R → R 1/p splits as a map of R-modules. F -purity was first introduced by Hochster and J. Roberts in [HR76] . F -pure rings are closely related to rings with log canonical singularities in characteristic zero, [HW02] . See [HW02, Tak04a, Sch11b] for generalizations to pairs/triples. F -pure center (a.k.a. center of F -purity): Suppose that R is an F -finite ring. A prime ideal Q ∈ Spec R is called an F -pure center if for every e > 0 and every φ ∈ Hom R (R 1/p e , R), one has φ(Q 1/p e ) ⊆ Q. It is very common to also assume that R Q is F -pure. See [Sch10a] .
F -pure threshold: For a given pair (R, a), the F -pure threshold of (R, a) is the real number sup{s ≥ 0|(R, a s ) is F -pure}. It was introduced in [TW04] and is an analog of the log canonical threshold. Also compare with the F -threshold introduced [MTW05] . F -threshold: For a given pair (R, a) with R is a local ring with maximal ideal m, the F -threshold of the pair is the limit lim e→∞
. This coincides with the F -pure threshold when R is regular, but is distinct otherwise. It was introduced in [MTW05] . F -rational: An F -finite reduced local ring R is called F -rational if it is Cohen-Macaulay and there is no proper non-zero submodule J ⊆ ω R such that dual to the Frobenius map F * ω R → ω R sends F * J back into J. Equivalently, R is F -rational if all ideals generated by a full system of parameters are tightly closed. See [FW89] for the original definitions. F -rational singularities are closely related to rational singularities in characteristic zero, see [Smi97] , [Har98a] and [MS97] . splits. If X is affine and F -finite, this is the same as F -pure. The use of F -splittings to study the global geometry of schemes was introduced in [MR85] and [RR85] . Also see [Hab80] and [BK05] . F -split projective schemes are closely related to log Calabi-Yau pairs in characteristic zero [SS10] . F -signature: Suppose that (R, m) is a local ring of characteristic p > 0 with perfect residue field R/m. Then the F -signature of R, denoted s(R), is the limit lim e→∞ a e /p ed where a e is the number of free R-summands of R 1/p e ; in other words R 1/p e = R ⊕ae ⊕ M . It was first defined explicitly in [HL02] , also see [SVdB97] . The limit was shown to exist by the second author in [Tuc11] . e for each e. We say that R has finite F -representation type, or simply FFRT, if the set of isomorphism classes of the M i,e is finite (as e varies). Rings with FFRT were introduced by [SVdB97] . It is worth mentioning that tight closure commutes with localization in rings with FFRT [Yao05] . (Finitistic) test ideal: Given a ring R of characteristic p, the finitistic test ideal τ fg (R) is defined to be I⊆R (I : I * ) where I * is the tight closure of I. Classically, finitistic test ideals were known simply as test ideals, see [HH90] . Frobenius action: Suppose that R is a ring and M is an R-module. A Frobenius action on M (or simply an F -action) is an additive map f : M → M satisfying the rule f (r.m) = r p .m for all r ∈ R and m ∈ M . Generalized test ideal: In the literature, the test ideal τ (R, a t ) (or more generally for more complicated pairs and triples) is often called the generalized test ideal. At one point it was believed that the generalized test ideal was not made up of "test elements", but it is made up of appropriately defined test elements, see Exercise 6.17 and [Sch08] . Globally F -regular: A scheme X of characteristic p > 0 is called globally F -regular if for every effective divisor D there exists an e > 0 such that the Frobenius map O X → (O X (D)) 1/p e splits. If X is affine and F -finite, this is the same as strongly F -regular. Globally F -regular varieties were introduced in [Smi00a] . Globally F -regular projective schemes are closely related to log Fano pairs in characteristic zero [SS10] . . It is however notoriously difficult to compute. There are many connections between the Hilbert-Kunz multiplicity and tight closure of ideals as well as the F -signature. (Open) F -XXX type: For a given class of singularities "F -XXX" in characteristic p, a characteristic zero scheme X (or pair as appropriate) is said to have dense F -XXX type if for all sufficiently large finitely generated Z-algebras A and families X A → Spec A of characteristic p-modules of X (in particular, the generic point of that family agrees with X up to field-base-change), there exists an open and Zariski-dense U ⊆ Spec A such that for all maximal ideals q ∈ U , the fiber X q has F -XXX singularities. Sharply F -pure: A variant of F -purity for pairs introduced in [Sch08] . This variant uses the ⌈(p e − 1)∆⌉ or ⌈t(p e − 1)⌉-exponent instead of ⌊t(p e − 1)⌋ or ⌈tp e ⌉. One aspect that distinguishes it from previous F -purity definitions for pairs, see [HW02] [ Tak04a] , is that the test ideal of a sharply F -pure pair is always a radical ideal. See [Sch08, Corollaries 3.15 and 4.3] as well as [Sch10b] and [Her11b] for further refinements. Splitting prime: Given an F -finite F -pure local ring (R, m) of characteristic p > 0, the splitting prime P ⊆ R is defined to be the set {c ∈ R|φ(c 1/p e ) ∈ m, ∀e > 0, ∀φ ∈ Hom R (R 1/p e , R)}. The splitting prime was introduced by Aberbach-Enescu in [AE05] . It closely related to a minimal log canonical center in characteristic zero, see [Sch10a] . As an ideal, it is the largest F -pure center. Strongly F -regular: An F -finite reduced ring of characteristic p > 0 is called strongly F -regular if for every c ∈ R not contained in a minimal prime, there is an R-linear map φ : R 1/p e → R, for some e > 0, which sends c 1/p e to 1, see [HH89] . Strongly F -regular rings are closed related to rings with log terminal singularities in characteristic zero, see [HW02] . See [HW02, Tak04a, Sch11b] for generalizations to pairs/triples. For generalizations to the non-F -finite setting, see [Hoc07] . Strong test ideal: A strong test ideal for a ring R is any ideal J (not contained in any minimal prime) such that JI * = JI for all ideals I ⊆ R. They were introduced in [Hun97] . The strong test ideal coincides with the test ideal in many cases, see [HS01] and [Vra02] . Additional generalizations to modules can be found in [Ene03b] . Strongly F -pure: A variant of F -purity for pairs introduced in [HW02] . A pair (R, ∆) is strongly F -pure if there exists φ ∈ Hom R (F e * R(⌊p e ∆⌋), R) ⊆ Hom R (F e * R, R) such that φ(F e * R) = R. Test ideal: See big test ideal or finitistic test ideal. Test element: See big/finitistic test element. Tight closure: The tight closure I * of an ideal I ⊆ R is the set of z ∈ R such that there exists c ∈ R, but not in any minimal prime of R, so that cz 
