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Abstract
This study extends the Bayesian nonparametric instrumental variable regression model to de-
termine the structural effects of covariates on the conditional quantile of the response variable.
The error distribution is nonparametrically modelled using a Dirichlet mixture of bivariate normal
distributions. The mean functions include the smooth effects of the covariates represented using
the spline functions in an additive manner. The conditional variance of the second-stage error is
also modelled using the spline functions such that it varies smoothly with the covariates. Accord-
ingly, the proposed model allows for considerable flexibility in the shape of the quantile function
while correcting for an endogeneity effect. The posterior inference for the proposed model is
based on the Markov chain Monte Carlo method that requires no Metropolis–Hastings update.
The approach is demonstrated using simulated and real data on the death rate in Japan during the
inter-war period.
keywords: Dirichlet process mixture; Historical data; Instrumental variable; Markov chain Monte
Carlo; Penalised splines
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1 Introduction
A set of quantiles provides a more complete description of a distribution than the mean. Similarly, ex-
ploring the relationship between the quantiles of the conditional distribution of the response variable
and a set of covariates offers key insight into the structure of the data at hand. As an important ap-
proach to quantile inference, the quantile regression has received substantial attention since Koenker
and Bassett’s (1978) seminal work. There is a vast literature on the theory of quantile regression; for
an overview, see Koenker (2005), Yu et al. (2003), and Buchinsky (1998).
Studies on Bayesian quantile regression particularly increased following Yu and Moyeed (2001),
who introduced a likelihood function on the basis of asymmetric Laplace distribution and performed
a posterior estimation using the Markov chain Monte Carlo (MCMC) method. A wide variety of
quantile regression models based on the asymmetric Laplace distribution have been considered in
the literature (e.g. Kozumi and Kobayashi, 2011; Yue and Rue, 2011; Lum and Gelfand, 2012;
Neelon et al., 2014). Moreover, Kottas and Krnjajic´ (2009) and Reich et al.’s (2010) semipara-
metric approaches aimed at constructing a more flexible error distribution using quantile restriction.
As an alternative to modelling error distributions with quantile restrictions, recent studies have di-
rectly considered modelling a conditional distribution or quantile function of the response variable
(e.g. Taddy and Kottas, 2010; Kadane and Tokdar, 2012; Reich et al., 2011; Jang and Wang, 2015).
As in the case of conventional mean regression, a standard quantile regression estimator is known
to be biased when an endogenous variable is included. The problem of endogeneity in the quan-
tile regression framework was recognised as early as in the 1980s (Amemiya, 1982; Powell, 1983).
Since then, there has been a growing interest in the inference for quantile regression models with
endogenous variables and quantile treatment effects in the context of the frequentist approach (e.g.
Abadie et al., 2002; Kim and Muller, 2004; Ma and Koenker, 2005; Chernozhukov and Hansen, 2005;
2006; 2008; Lee, 2007; Horowitz and Lee, 2007; Blundell and Powell, 2007; Chernozhukov et al., 2015).
There exist numerous studies that adopt the Bayesian framework to examine mean regression
models with an endogenous variable from a theoretical and computational viewpoint (e.g. Hooger-
heide et al., 2007a; 2007b; Conley et al., 2008; Lopes and Polson, 2014; Wiesenfarth et al., 2014).
However, despite the growing interest in and demand for Bayesian quantile inference, the literature on
the Bayesian approach to quantile inference in the presence of an endogenous variable remains par-
ticularly sparse. Lancaster and Jun (2010) adopted the moment conditions adopted in Chernozhukov
and Hansen (2006) for the empirical likelihood. Drawing on Lee (2007), Kobayashi (2016) and Oga-
sawara and Kobayashi (2015) employed the control function approach. They considered the use of
parametric and semiparametric first-stage error distributions, whose quantile is restricted to zero for
some quantile level, and employed the asymmetric Laplace distribution in the second stage, as in
the standard Bayesian quantile regression. Kobayashi’s (2016) simulation study showed that while
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this approach works well in many situations, it may provide biased estimates owing to the restrictive
specification of the first-stage error distribution. Furthermore, both approaches assume a simple linear
model for the conditional quantile and monotonicity (non-crossing) of the estimated quantiles is not
necessarily guaranteed.
Given the preceding discussion, this study aims to provide a flexible Bayesian approach to de-
termine the structural effects of covariates on the conditional quantile of the response variable in the
presence of an endogenous variable. To this end, we extend the Bayesian nonparametric instrumen-
tal variable regression model proposed by Wiesenfarth et al. (2014) and Conley et al. (2008) and
consider a location-scale specification. In particular, the joint error distribution of the instrumental
variable regression model is modelled using the Dirichlet process mixture of bivariate normals to cap-
ture the non-normality of the error distribution. To capture the nonlinear effect of the covariate on
the response variable, the mean functions are nonparametrically modelled using the spline functions.
In addition, we also nonparametrically model the conditional variance of the second-stage regression
using spline functions such that the conditional variance varies smoothly with covariates. Unlike
the quantile curves implied from the Bayesian nonparametric instrumental variable regression model,
those implied from the proposed model are not necessarily parallel to each other since the conditional
variance differs by covariate value. Therefore, the estimated quantile curves allow significant flexi-
bility in estimating the structural effect of the covariate of interest. In addition, since the conditional
quantiles are computed from the nonparametrically estimated error distribution, the monotonicity of
the quantile curves is guaranteed. The proposed model is estimated using the MCMC method that
includes no Metropolis–Hastings (MH) update. The MCMC method is applied to sample from the
posterior distributions of the conditional quantiles.
The remainder of this paper is organised as follows. The proposed model is introduced and the
choice of the prior distributions is discussed in Section 2. The MCMC method for the posterior
inference on the conditional quantiles is developed in Section 3. The proposed approach is illustrated
using the simulated data in Section 4 and real data in Section 5, where the effect of doctors on the
death rate in Japan during the inter-war period is studied. Finally, we conclude in Section 6.
3
2 Proposed Approach
2.1 Bayesian Instrumental Variable Regression Model
The following parametric Bayesian instrumental variable regression model provides the starting point
of the model proposed in this study:
d = γ0 + zγ1 + 1,
y = β0 + dδ + 2,
(1)
where y is the response variable, d is the endogenous variable, z is the instrumental variable, γ0 and β0
are the intercepts, γ1 and δ are the coefficient parameters, and  = (1, 2)′ is the error term following
N (0,Σ), where
Σ =
[
σ11 σ12
σ12 σ22
]
.
The correlation coefficient ρ = σ12/
√
σ11σ22 represents the degree of endogeneity.
The normality assumption for  can be restrictive. Outliers, some form of model misspecification,
and heterogeneity can also induce non-normality in the error term. To relax the normality assumption,
Conley et al. (2008) extended the model (1) by introducing the Dirichlet process mixture of bivari-
ate normal distributions to nonparametrically construct the joint distribution of . More recently,
Wiesenfarth et al. (2014) further extended the model of Conley et al. (2008) by considering
d = γ0 + f(z) + 1,
y = β0 + g(d) + 2,
(2)
where γ0 and β0 are intercepts and f(z) and g(d) represent the nonlinear effects of the instrument
and endogenous variables, respectively. The assumptions required for identification are denoted by
E[1|z] = 0 and E[2|1, z] = E[2|1]. The smooth functions are approximated using the spline
functions and are represented as the linear combinations of the basis functions. The extensive sim-
ulation in these studies revealed that the nonparametric modelling approach is more robust against
non-normality and outliers and performs better than existing approaches, including two- and three-
stage least squares, a model under the normality assumption, and the control function approach with
the generalised cross-validation procedure for the choice of a smoothing parameter.
From the viewpoint of quantile inference, Conley et al. (2008) and Wiesenfarth et al. ’s(2014)
modelling approach could be used to infer the structural effect of the covariate on the conditional
quantile. However, although their Dirichlet process mixture approach to the joint error distribution
introduces heteroskedasticity over observations, the estimated quantile curves are parallel to each
other since the conditional variance does not vary by covariate. An interesting feature of quantile
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regression is that its coefficients can vary by quantile. For example, if the data are generated from
y = x′β + (x′γ), where  is the error term and x′γ represents heteroskedasticity, the p-th quantile
regression estimator corresponds to β + γQ(p), where Q(·) is the quantile function of  (He, 1997;
Reich et al., 2010). Therefore, the applicability of Conley et al. (2008) and Wiesenfarth et al. (2014) to
quantile inference would be limited to cases in which error distribution may exhibit heteroskedasticity
but the variance does not depend on the covariates.
2.2 Nonparametric Model for Quantile Inference
To allow for inference on the conditional quantile while correcting for an endogeneity effect, we
extend (2) and consider a location-scale model for more flexibility in the quantile curve. Furthermore,
to introduce the model for the conditional variance and prior distribution in a more flexible manner,
the error term is rewritten following Lopes and Polson (2014). Specifically, this study considers the
model given by
di = γ0 + f(zi) + vi, vi ∼ N (µ1i, τi)
yi = β0 + g(di) + ηi(vi − µ1i) + ei, ei ∼ N (µ2i, siσi)
si = exp {α0 + h(di)} ,
(3)
for i = 1, . . . , n, where α0 is the intercept and h is the smooth function of d. For identifiability, the
functions f(·), g(·), and h(·) are centred around zero. This formulation implies that the components
of the covariance matrix Σi for (1i, 2i)′ is recovered through σ11i = τi, σ12i = ηiσ11i , and σ22i =
siσi + σ
2
12i/σ11i. Although each equation in (3) includes only one nonlinear effect for notational
simplicity, the model can include more functions of covariates in an additive manner.
As in Conley et al. (2008) and Wiesenfarth et al. (2014), the error distribution is nonparametrically
modelled using the Dirichlet process mixture, but the prior distribution is introduced in a different
manner. We introduce the Dirichlet process prior for the distribution of θi = (µ1i, µ2i, ηi, τi, σi):
θi ∼ G, i = 1, . . . , n,
G ∼ DP(a,G0),
where DP(a,G0) denotes the Dirichlet process with the precision parameter a and base measure G0.
Since our model contains the global intercepts γ0 and β0, to achieve identifiability, we employ the
priors µ1 and µ2 such that µ1 and µ2 have mean zero apriori and force
∑n
i=1 µ1i =
∑n
i=1 µ2i = 0
to ensure they have zero mean posteriori. In addition, since si includes the intercept α0, we force∑n
i=1 log σi = 0 posteriori as in Sarkar et al. (2014). As discussed in Wiesenfarth et al. (2014), this
nonparametric modelling approach to error distribution allows different degrees of endogeneity cor-
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rection over observations and downweights outliers in the error term. The degree of downweighting
is controlled through the precision parameter of the Dirichlet process and the parameters for variance
components. The representation for the error term in (3) allows for a more flexible choice of base
measure and hyperpriors than that in Conley et al. (2008) and Wiesenfarth et al. (2014), where the
inverse Wishart distribution for Σi was employed (Lopes and Polson, 2014). In this study, we employ
the following independent distributions forG0: µ1 ∼ N (ϑ1,M10), µ2 ∼ N (ϑ2,M20), η ∼ N (ϑe, ϕe),
τ ∼ IG(t1, t2), and σ ∼ IG(s1, s2). The choice of the hyperparameters and hyperpriors is discussed
in Section 2.3.
Each smooth function of covariate is approximated using a linear combination of B-spline func-
tions in the study. For f(·), for example, given the number of interior knots Kf and degree mf , let
us denote the set of knots by κf = { κf,1 = · · · = κf,mf+1 < κz,mz+2 < · · · < κf,mf+Kf+1 =
· · · = κf,2mf+Kf+1 }. Using these knots, the B-spline bases of degree mf denoted by bKf ,mf (z) =
(bKf ,1(z), . . . , bKf ,Kf+mf (z)) can be calculated through a simple recursion of de Boor (2000). The
smooth function f(z) is approximated by
Kf+mf∑
k=1
bKf,k(z)γ1k = bKf ,mf (z)γ1. (4)
Similarly, functions g and h are approximated using bKg ,mg(d)β1 and bKh,mh(d)α1. The smoothness
of the functions is controlled through the prior distributions on the basis coefficients by penalising the
differences between adjacent coefficients (see Section 2.3).
Finally, we are interested in estimating the structural effect on the conditional quantile:
Sy|d(p) = β0 + g(d) +Qe|d(p), (5)
whereQe|d(p) is the quantile function of e. In addition, since the quantiles of the error term are directly
obtained from the nonparametrically modelled distribution, crossing of estimated quantiles is not an
issue. As mentioned above, contrary to the Bayesian nonparametric instrumental variable regression
model, since the conditional variance of the error term smoothly varies across the covariate values,
the proposed approach models the conditional quantiles of the response variable in a more flexible
manner. Therefore, the smooth effects in the location-scale model, (5), allows for a great deal of
flexibility in the estimated quantile curve.
The present model is an extension of the control function approach of Wiesenfarth et al. (2014) to
the conditional mean. This is different from the Bayesian quantile regression approach of Kobayashi (2016)
and Ogasawara and Kobayashi (2015), who employed Lee’s (2007) control function approach in the
quantile regression framework. The control variable is introduced to the second-stage regression such
that the p-th quantile for some p of interest is corrected to be equal to zero. Then, assuming a linear
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model, the structural effect is estimated from S˜y,d(p) = β0 + dδ. While this approach works well
in several situations, the required assumption for the first-stage error that the α-th quantile is equal
to zero for some α ∈ (0, 1) can be quite restrictive in modelling the error distribution. In terms of
the quantile modelling, the present approach may be considered a Bayesian nonparametric extension
of Gilchrist (2008), who considered various ways to introduce the covariate influence on the quantile
function using parametric models.
2.3 Default Prior Distributions
This section discusses the choice of the prior distributions and associated hyperparameters. For the
spline coefficients for the nonlinear effects—γ1, β1, and α1—the Gaussian random walk priors are
assigned following Lang and Brezger (2004). In the case of γ, the joint prior density is given by
γ1|φf ∝ exp
{
− 1
2φf
γ ′1∆fγ1
}
,
where ∆f = D′fDf with the difference matrix Df and φf is the variance parameter that controls
the smoothness of the fitted function. The second-order priors are used throughout this study. For
β1 and α1, the prior distributions have the parameters φg and φh. To let the data determine the
amount of smoothness, following Wiesenfarth et al. (2014), φf , φg, and φh are estimated along with
the coefficients by introducing the vague inverse gamma priors, IG(aφ, bφ), where aφ = bφ = 0.001.
For the intercepts γ0, β0, and α0, we adopt the normal priors N (0, Vγ0), N (0, Vβ0), and N (0, Vα0),
respectively. Since we do not have information on these parameters, the hyperparameters are set such
that the priors are vague: Vγ0 = Vβ0 = Vα0 = 100.
We turn to the prior specification for the components in the Dirichlet process. Specifically,
ϑ1 ∼ N (0, T10) and ϑ2 ∼ N (0, T20), such that the prior means of µ1 and µ2 are zero. For these
priors to be vague, we set T10 = T20 = 100. The values of M10 and M20 are selected such that the
prior distributions cover the possible regions where µ1 and µ2 are likely to be produced. Therefore,
following Ishwaran and James (2002), we let
√
M10 and
√
M20 equal four times the sample standard
deviations of d and y. The prior specification for the hyperparameters ϑe and ϕe of η is important
because η controls the degree of correction required because of the endogeneity. Since η = σ12/σ11,
it is natural to assume that ϑe is centred around this value. Therefore, ϑe ∼ N (e0, Te0) is assumed,
where e0 is equal to the sample covariance between d and y divided by the sample variance of d
and Te0 = 10. Since we do not know the variability of η, that is, the degree of heterogeneity in the
endogeneity, we place a prior distribution for ϕe. Namely, ϕe ∼ IG(e1, e2) with e1 = e2 = 2 such
that ϕe takes a value between 0 and 3 with high probability. For τ and σ, assuming that the data are
appropriately rescaled, we set t1 = t2 = 2, s1 = 2, and s2 = 1. Finally, the precision parameter of
the Dirichlet process follows the gamma prior a ∼ G(a1, a2) with a1 = a2 = 2, such that both small
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and large numbers of mixture components are allowed. In the simulation study in Section 4, we also
consider some alternative prior specifications for ϑe and a.
3 Posterior Inference
3.1 Markov Chain Monte Carlo
Posterior inference for the proposed model is based on the output from the MCMC method. We de-
velop the Gibbs sampling method comprising the slice (Walker, 2007) and retrospective (Papaspiliopou-
los and Roberts, 2008) sampler for the variables included in the Dirichlet process and mixture sampler
(Chib and Greenberg, 2013) for coefficients in the variance function.
We denote the variable representing the component assigned for the i-th observation by ki for i =
1, . . . , n and the weight of the k-th component of the mixture by pik = Pr(ki = k) = ωk
∏
l<k(1−ωl)
with ωk ∼ B(1, a), and B(a, b) is the beta distribution with parameters a and b (Sethuraman, 1994).
We also let k∗ denote the minimum integer such that
∑k∗
k=1 > 1 − min {u1, . . . , un}. To apply the
slice sampler and retrospective sampler to the variables involved in the Dirichlet process, we work on
the following joint density:
f(ei, vi, ui) =
∞∑
k=1
I(ui < ωk)N (vi;µ1k, τk)N (ui;µ2k + ηk(vi − µ1k), siσk)
=
∞∑
k=1
I(ui < ωk)N (i;µk,Σki), i = 1, . . . , n,
whereN (·;µ, σ) denotes the density function of the normal distribution with mean µ and variance σ,
ui ∼ U(0, 1), and
Σki =
[
1 0
ηk 1
][
τk 0
0 siσk
][
1 ηk
0 1
]
.
In addition, collecting terms of (3) and (4) would be useful for some steps of the Gibbs sampler:
yi = Xiβ˜ + i, Xi =
[
z′i 0
0 x′i
]
, β˜ = (γ ′,β′)′, i ∼ N (µki ,Σkii),
where yi = (di, yi)′, zi = (1,bKf ,mf (zi))
′, γ = (γ0,γ ′1)
′, xi = (1,bKg ,mg(di))′, β = (β0,β
′
1)
′,
si = exp(w
′
iα), wi = (1,bKh,mh(di))
′ α = (α0,α′1)
′, and µki = (µ1ki , µ2ki)
′.
Our Gibbs sampler proceeds by alternately sampling from the full conditional distributions of
{ui}ni=1, {ωl}k∗l=1, {ki}ni=1, {µk}k∗k=1, {ηk}k∗k=1, {τk}k∗k=1, {σk}k∗k=1, a, ϑ1, ϑ2, ϑe, ϕe, β˜, α, φf , φg, and
φh.
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• Sampling {ui}ni=1: Generate ui from U(0, piki) for i = 1, . . . , n.
• Sampling {ωl}k∗k=1: Generate ωk from B(1+nk, n−
∑
l≤k nl+a), where nk =
∑n
i=1 I(ki = k)
for k = 1, . . . , k∗.
• Sampling {ki}ni=1: Generate ki from the multinomial distribution with probabilities
Pr(ki = k) ∝ N (yi;µk + Xiβ˜,Σki)I(ui < pik), k = 1, . . . , k∗.
• Sampling a: By introducing r ∼ B(a+ 1, n), the full conditional distribution of a is a mixture
of two gamma distributions given by
ϕG(a1 + n∗, a2 − log r) + (1− ϕ)G(a1 + n∗ − 1, a2 − log r),
where n∗ is the number of distinct clusters and ϕ/(1−ϕ) = (a1 +n∗−1)/(n(a2− log r)). See
Escober and West (1995).
• Sampling {µk}k∗k=1: For k = 1, . . . , k∗, (µ1k, µ2k)′ is sampled from N (µˆk, Mˆk), where
Mˆk =
[∑
i:ki=k
Σ−1ki + M
−1
0
]−1
, µˆk = Mˆk
[∑
i:ki=k
Σ−1ki (yi −Xiβ˜) + M−10 ϑ
]
,
where M0 = diag(M1,M2) and ϑ = (ϑ1, ϑ2)′.
• Sampling {ηk}k∗k=1: For k = 1, . . . , k∗, ηk is sampled from N (ηˆk, Eˆk), where
Eˆk =
[∑
i:ki=k
(vi − µ1k)2
σk exp(w′iα)
+
1
ϕe
]−1
, θˆk = Eˆk
[∑
i:ki=k
(vi − µ1k)(yi − µ2k − x′iβ)
σk exp(w′iα)
+
ϑe
ϕe
]
.
• Sampling {τk}k∗k=1: For k = 1, . . . , k∗, τk is sampled from IG(tˆ1k, tˆ2k), where
tˆ1k = t1 +
nk
2
, tˆ2k = t2 +
1
2
∑
i:ki=k
(di − µ1k − z′iγ)2.
• Sampling {σk}k∗k=1: For k = 1, . . . , k∗, σk is sampled from IG(sˆ1k, sˆ2k), where
sˆ1k = s1 +
nk
2
, sˆ2k = s2 +
1
2
∑
i:ki=k
(yi − µ2k − x′iβ − ηk(vi − µ2k))2
exp(w′iα)
.
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• Sampling ϑ1 and ϑ2: The full conditional distribution of ϑ1 is N (ϑˆ1, Tˆ1), where
Tˆ1 =
(
k∗
M10
+
1
T10
)−1
, ϑˆ1 =
Tˆ1
M10
k∗∑
k=1
µ1k.
The sampling for ϑ2 is performed in a similar manner.
• Sampling ϑe and ϕe: The full conditional distribution of ϑe is N (ϑˆe, Tˆe), where
Tˆe =
(
k∗
ϕe
+
1
Te0
)−1
, ϑˆe = Tˆe
(
k∗∑
k=1
ηk
ϕe
+
e0
Te0
)
,
and the full conditional distribution of ϕe is IG(eˆ1, eˆ2), where
eˆ1 = e1 +
k∗
2
, eˆ2 = e2 +
k∗∑
k=1
(ηk − ϑe)2
2
.
• Sampling β˜: The full conditional distribution of β˜ is denoted by N (ˆ˜β, ˆ˜B), where
ˆ˜B =
[
n∑
i=1
X′iΣ
−1
kii
Xi + B˜
−1
0
]−1
, ˆ˜β = ˆ˜B
[
n∑
i=1
X′iΣ
−1
kii
(yi − µki) + B˜−10 b˜0
]
,
b˜0 = (0,0
′, 0,0′)′, and B˜−10 is the block diagonal matrix with V
−1
γ0
, φ−1f ∆f , V
−1
β0
, and φ−1g ∆g
on the diagonal blocks.
• Sampling α: Note that
y∗i = log(yi − µ2ki − x′iβ − ηki(vi − µ1ki))2 − log(σki) = w′iα + e∗i , i = 1, . . . , n,
where e∗i = log e
2
i follows the log-χ
2 distribution with one degree of freedom. It is known that
the log-χ2 distribution can be accurately approximated by the ten-component mixture of normal
distributions
f(e∗) ≈
10∑
h=1
%hN (e∗; ξh, ζh),
with the known means ξh, variances ζh, and component weights %h, h = 1, . . . , 10 (Omori et al., 2007).
The values for ξh, ζh, and %h are summarised in Appendix A. Introducing the indicator hi ∈
{1, . . . , 10}, the mixture sampler proceeds by first sampling hi for i = 1, . . . , n from the multi-
nomial distribution with probabilities
Pr(hi = h) ∝ %hN (y∗i ; ξh + w′iα, ζh), h = 1, . . . , 10,
10
and then, sampling α from N (αˆ, Aˆ), where
Aˆ =
[
n∑
i=1
wiw
′
i
ζhi
+ A˜−10
]−1
, αˆ = Aˆ
[
n∑
i=1
wi(y
∗
i − ξhi)
ζhi
+ A˜−10 a˜0
]
,
a˜0 = (0,0
′)′, and A˜−10 is the block diagonal matrix with V
−1
α0
and φ−1h ∆h on the diagonal
blocks. The values for ξh, ζh, and %h are presented in Appendix A. See also Chib and Green-
berg (2013).
• Sampling φf , φg, and φh: The full conditional distribution of φf is IG(aˆφf , bˆφf ), where
aˆφf = aφ + 0.5rank(∆f ), bˆφf = bφ + 0.5γ
′
1∆fγ1.
We sample φg and φh in the same manner.
3.2 Quantile Estimation
The t-th iteration of the Gibbs sampler provides a posterior draw from G:
G(t) =
k∗∑
k=1
pi
(t)
k δθ(t)k
+
(
1−
k∗∑
k=1
pi
(t)
k
)
G0,
where superscript (t) denotes the sampled value at the t-th iteration and δa is the Dirac mass at a. The
density estimate for the error distribution can be obtained from the posterior predictive density. Then,
given a draw G(t) from the posterior distribution, the posterior predictive density of the error term is
computed as
f (t)(|y) =
k∗∑
k=1
pi
(t)
k f(|θ(t)k ) +
(
1−
k∗∑
k=1
pi
(t)
k
)∫
f(|θ)G0(dθ).
The second term is approximated by(
1−
k∗∑
k=1
pi
(t)
k
)
1
M
M∑
m=1
f(|θ(m)),
where θ(m) is the m-th draw from G0 and M can be as large as 10 (see, e.g. Jin and Maheu, 2016).
Over the T iterations of the Gibbs sampler, the error density is estimated using
f(|y) ≈ 1
T
T∑
t=1
f (t)(|y).
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To estimate (5) for any p ∈ (0, 1), we obtain draws x′β(t)+Q(t)e|d(p) from the posterior distribution,
where Q(t)e|d(p) is a posterior draw of the p-th quantile of e and computed from the posterior draw of
the distribution function denoted by
F (t)(e|d) ≈
k∗∑
k=1
pi
(t)
k Φ
e− µ(t)2k√
sσ
(t)
k
+(1− k∗∑
k=1
pi
(t)
k
)
1
M
M∑
m=1
Φ
e− µ(m)2k√
sσ
(m)
k
 ,
where Φ(·) denotes the distribution function of the standard normal distribution. As in Taddy and
Kottas (2010), F (e|d) and Qe|d(p) must be computed over a sufficiently fine grid of covariate values.
For a high dimensional covariate vector, the inference would be feasible only when a one- or two-
dimensional grid is used for the covariates of interest, while the other variables are fixed at some
value.
4 Simulation Study
4.1 Simple Model
To illustrate the importance of modelling the variance function for quantile inference, the data are
generated using a simple linear model:
di = γ0 + γ1zi + vi, vi ∼ N (µ1i, τi)
yi = β0 + β1di + ηi(vi − µ1) + ei, ei ∼ N (µ2i, siσi),
si = exp{α0 + α1di},
for i = 1, . . . , n, where n = 200 and 1000, γ0 = 0, γ1 = 2, β0 = 1, β1 = 1, α0 = 0, and α1 = 0.3, and
(µ1i, µ2i, ηi, τi, σi) takes the value of (1,−1, 2.0, 1, 1), (0, 0, 0.3, 1, 1), or (−1, 1, 0.8, 1, 1) with equal
probabilities, such that the error distribution is a three-component mixture of normal distributions.
This specification for the mixture components implies that the correlation coefficients between v and
e are 0.894, 0.287, and 0.624. The data are replicated 100 times.
We fit a simple version of the proposed model comprising a linear mean and variance functions
but with a nonparametric error distribution. For comparison, we also fit two alternative models. The
first is denoted by the restricted model and set to si = 1, i = 1, . . . , n,, such that the conditional
variance is no longer a function of the covariates, following Conley et al.’s (2008) model and Wiesen-
farth et al.’s (2014) simplified version. The second model is denoted by the uncorrected model and
ignores the endogeneity of d but accounts for covariate dependent variance. Note that due to the
bimodality of the error density, Kobayashi’s (2016) approach is not applicable because it assumes
a unimodal density for the first-stage error. For the three models, 10,000 draws are obtained from
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the posterior distribution using a Gibbs sampler after discarding the initial 1,000 draws as a burn-in
period. Every fifth draw is retained for posterior estimation.
Figure 1 presents the typical result for the posterior means and 95% credible intervals for the p-th
quantile curves (5) with p = 0.1, 0.5, and 0.9 for the proposed, restricted, and uncorrected models
for n = 200 and 1000. In the case of n = 200, the figure shows that the true curves are not included
in the 95% credible intervals for the restricted and uncorrected models for some parts of the region
where d is observed and for some p. Increasing the sample size to n = 1000 shows a clear difference
between the three models. The quantile curves obtained from the restricted model must be parallel to
each other and the 95% credible intervals do not include the true curves for most parts of the region
where d is observed, especially for p = 0.1 and 0.9. For the uncorrected model, the figure shows
that ignoring endogeneity leads to a bias and the 95% credible intervals do not include the true curves
for most of the region for all three quantile levels considered here. In contrast, the proposed model
correctly estimates the true quantile curves over the entire region where d is observed.
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Figure 1: Simple model: posterior means and 95% credible intervals for Sy|d(p) for p = 0.1, 0.5,
and 0.9 under the proposed, restricted, and uncorrected models for n = 200 (top row) and n = 1000
(bottom row)
Figures 2 and 3 present the biases and root mean squared errors (RMSEs) for the proposed, re-
stricted, and uncorrected models for p = 0.1, 0.5, and 0.9, respectively. The bias and RMSEs are
defined as
bias(dg) =
1
R
R∑
r=1
(
Sˆ
(r)
y|dg(p)− Sy|dg(p)
)
, RMSE(dg) =
√√√√ 1
R
R∑
r=1
(
Sˆ
(r)
y|dg(p)− Sy|dg(p)
)2
,
over R = 100 replication and over the grid dg, g = 1, . . . , G on the space of d, where Sˆ
(r)
y|dg(p) is the
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posterior mean of (5) at dg for the r-th replication. We set G = 100 and let d1 = maxr{mini{d(r)i }}
and d100 = minr{maxi{d(r)i }}. Figure 2 shows that the biases for the restricted and uncorrected
models nonlinearly depend on the value of d and do not become smaller as the sample size increases.
By contrast, for all quantiles, the biases for the proposed model are near zero for the region considered
and become closer to zero as the sample size increases. Similar to the biases, Figure 3 shows the clear
dependence of RMSEs for the restricted and uncorrected models on the value of d.
−4 −2 0 2 4
−
1.
0
−
0.
5
0.
0
0.
5
p =  0.1
d
bi
as
proposed
restricted
uncorrected
−4 −2 0 2 4
−
1.
0
−
0.
5
0.
0
0.
5
p =  0.5
d
bi
as
proposed
restricted
uncorrected
−4 −2 0 2 4
−
1.
0
−
0.
5
0.
0
0.
5
p =  0.9
d
bi
as
proposed
restricted
uncorrected
−4 −2 0 2 4 6
−
1.
5
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
1.
5
d
bi
as
proposed
restricted
uncorrected
−4 −2 0 2 4 6
−
1.
5
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
1.
5
d
bi
as
proposed
restricted
uncorrected
−4 −2 0 2 4 6
−
1.
5
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
1.
5
d
bi
as
proposed
restricted
uncorrected
Figure 2: Simple model: biases for the proposed, restricted, and uncorrected models for n = 200 (top
row) and n = 1000 (bottom row)
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Figure 3: Simple model: RMSEs for the proposed, restricted, and uncorrected models for n = 200
(top row) and n = 1000 (bottom row)
4.2 Nonparametric Models
In this section, the proposed model is demonstrated under various settings for the mean and variance
functions. The data are generated from
di = g(zi) + vi, vi ∼ N (µ2i, τi),
yi = g(di) + ηi(vi − µ1) + ei, ei ∼ N (µ1i, s(di)σi),
14
where we use the same setting for the error distribution as in Section 4.1. For the mean and variance
functions, the following three settings are considered:
(i) f(z) = 1.5z + 2 exp(−16z2), g(d) = 1 + sin(d), s(d) = exp(0.5− 0.3d2),
(ii) g(z) = exp(−0.5z), f(d) = x− 0.5x2, s(d) = 3N (d; 1, 0.5) +N (d;−1, 2) + 0.1,
(iii) f(z) = 2z, g(d) = 3Φ(d/
√
2), s(d) = exp(0.2d)
Similar settings can be found in, for example, Chib and Greenberg (2010; 2013) and Leslie et al. (2007).
We consider two cases: n = 500 and 2000. The data are replicated 100 times.
To estimate the mean and variance functions, we use the cubic B-spline functions with equidistant
knots by setting the first and last interior knots equal to the values of minimum and maximum obser-
vations. In the case of z, for example, κ(r)f,1 = mini{z(r)i } and κ(r)f,2mf+Kf+1 = maxi{z
(r)
i } for the r-th
replication. Following the rule of thumb, we set Kf = Kg = Kh = min{40, n/4} as in Kauermann
and Wegener (2011) and Wiesenfarth et al. (2014).
As in the previous simulation, the performance of the proposed, restricted, and uncorrected models
are compared. In addition, the following two alternative prior specifications are applied to the error
distribution in the proposed model. As mentioned in Section 2, η is an important quantity controlling
the degree of correction required from the endogeneity in d. The precision parameter a controls how
close the realisation of G is to base measure G0. Therefore, we consider two ways of introducing
prior information with respect to η and a and compare the results. The first alternative prior deflates
the prior variance of η by about five times by setting Te0 = 1, e1 = 2, and e1 = 1 and inflates the prior
expectation of a by about five times by setting a1 = 2 and a2 = 0.4. The second alternative prior
inflates the prior variance of η by about five times by setting Te0 = 60 and e1 = e2 = 2 and deflates
the prior expectation of a by about five times by setting a1 = 2 and a2 = 10.
Figure 4 presents the estimated curves for Settings (i), (ii), and (iii) over 100 replication in the
proposed model with the default and alternative prior specifications, restricted model, and uncorrected
models for p = 0.1, 0.5, and 0.9 for n = 2000. As in the previous simulation study, the figure shows
that ignoring the covariate dependent variance or endogeneity leads to biased estimates. The figure
also shows that the proposed model with three prior specifications can correctly estimate the true
curves and appear to provide qualitatively similar results in these cases. Figures 5 and 6 present
the biases and RMSEs for n = 500 and n = 2000 and p = 0.1, 0.5, and 0.9. Figure 5 shows
that the restricted and uncorrected models produce biased estimates regardless of the sample size for
all quantile levels and the biases nonlinearly depend on the value of d. By contrast, the bias for the
proposed model is near zero for all values of d and becomes closer to zero as the sample size increases.
As shown in Figure 6, the RMSE for the proposed model is smaller than those for the restricted and
uncorrected models for most parts of the region where d is observed. Here as well, the RMSEs for
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the restricted model and, particularly, the uncorrected model, substantially vary by the value of d.
The figures also show that there is little difference in the biases and RMSEs between the default prior
specification and with the two alternative prior specifications.
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Figure 4: Nonparametric models: 100 estimated curves for Settings (i), (ii), and (iii) for n = 2000
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Figure 5: Nonparametric models (i), (ii), and (iii): biases for the proposed, restricted, and uncorrected
models for n = 500 (top three rows) and n = 2000 (bottom three rows)
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Figure 6: Nonparametric models (i), (ii), and (iii): RMSEs for the proposed, restricted, and uncor-
rected models for n = 500 (top three rows) and n = 2000 (bottom three rows)
The proposed model does not model the variance of v as a function of the covariates and the
variances of v in the data-generating models do not depend on the covariate in Settings (i), (ii), and
(iii). Therefore, to examine how the proposed model performs when the variance of v is a function
of the covariate, Settings (i), (ii), and (iii), respectively, are extended to (iv), (v), and (vi), such that
vi ∼ N (µ1i, t(zi)τi) with the following settings
(iv) t(z) = exp(−0.2z),
(v) t(z) = 4N (z; 0, 1),
(vi) t(z) = 4.0(N (z; 1, 0.5) +N (z;−1, 0.5)).
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Figures 7 and 8 show the biases and RMSEs for Settings (iv), (v), and (vi) under the proposed,
restricted, and uncorrected models for p = 0.1, 0.5, and 0.9 and for n = 500 and 2000. Similar to
Figure 5, the bias for the proposed model is near zero for all values of d and becomes closer to zero
as the sample size increases. We obtained similar results for the RMSE, which are also shown in
Figure 6. Furthermore, the results for these settings under the proposed model do not appear to be
significantly influenced by the prior specification.
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Figure 7: Nonparametric models (iv), (v), and (vi): biases for the proposed, restricted, and uncorrected
models for n = 500 (top three rows) and n = 2000 (bottom three rows)
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Figure 8: Nonparametric models (iv), (v), and (vi): RMSEs for the proposed, restricted, and uncor-
rected models for n = 500 (top three rows) and n = 2000 (bottom three rows)
5 Real Data Example: Death Rates in Inter-war Japan
5.1 Background
To illustrate the proposed approach using real data, the effect of the number of doctors on Japan’s
death rate during the inter-war period is studied. The economic history literature has extensively
studied declines in the mortality rates of Western countries across the 19th and 20th centuries. Recent
studies have found the improving effects of national health insurance systems on mortality rate (e.g.
Winegarden and Murray, 1998; 2004; Bowblis, 2010). The successful application of germ theory
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has also been considered to decrease the mortality rate (Mackenbach, 1996; Mokyr and Stein, 1997).
To the effect of medical care, the importance of opportunity for medical care, for instance, through
one-on-one contact and medical vouchers, for people with limited access to medical care have also
been stressed in recent studies (Moehling and Thomasson, 2014; Ogasawara and Kobayashi, 2015).
These studies revealed that increased access to medical care contributed to the decline in mortality
rates in the process of economic development.
While the existing literature has dominantly focused on the indirect effects of medical doctors
through national insurance systems or medical vouchers, limited works identify the direct effects of
medical doctors on the mortality rate in industrialising countries. Evaluating the effects of medical
access on mortality rate has key implications for medical policies in developing countries (e.g. Baner-
jee and Deflo, 2007; Schultz, 2010). Since the number of medical doctors in a certain area may be
correlated with unobservable wealth levels, an instrumental variable technique is needed to straight-
forwardly identify the effects of medical doctors on mortality rate. Therefore, we estimate the impact
of medical doctors with modern medical techniques on the crude death rate (hereafter, death rate) by
applying the proposed approach to the newly constructed county-level Japanese dataset for 1925 and
1930.
5.2 Data and Model
To analyse the effects of an increase in medical opportunities on death rate, we compiled a large set
of statistical reports published by the central and local governments, such as the Prefectural Statistical
Tables (PSTs) and Population Census for 1925 and 1930. The finer details of the documents and
method of constructing the dataset are provided in Appendix B. We restricted the sample to counties
in the mainland of Japan because of the small sample size in several small islands. The data comprise
638 observations for each year, and thus, a total of 1,276 observations are used in the following
analysis.
Table 1 presents the summary statistics and the definition of the variables included in our data. The
death rate (dr) is defined as the number of deaths per 1,000 people. The sample means of the death
rate are 21.299 and 19.402 for 1925 and 1930. Our key variable is the log of the number of doctors
(lndoc). The sample means of lndoc in our data are 3.756 and 3.793 for 1925 and 1930. For the
above-mentioned reason, it is treated as an endogenous variable. The effects of the number of doctors
on the mean and variance of the death rate are allowed to vary between the years by considering a
varying coefficient specification. The instrumental variable used herein is the log of the total area of
the county in square kilometres (lnarea). We argue that our exclusion restriction is plausible because
the borders of the counties were exogenously predetermined and thus, it should not be affected by
unobserved factors, which might have affected medical opportunities such as potential wealth levels
in the counties. It will be confirmed that the area has a positive effect on the number of medical
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Table 1: Real data: summary of data
Variable Definition Mean SD Min Max
dr Number of deaths per 1,000 people 20.350 2.570 11.871 33.412
lndoc Log of number of doctors 3.775 0.817 0.693 8.313
agri Log odds ratio of proportion of population employed in agricultural sector -1.225 1.139 -6.185 0.114
ind Log odds ratio of proportion of population employed in industrial sector -2.574 0.580 -4.401 -0.170
mine Log odds ratio of proportion of population employed in mining sector -7.263 1.643 -12.345 -1.240
enrol Log odds ratio of primary school enrolment rate 5.592 0.621 2.674 9.210
child Proportion of infant population 0.171 0.014 0.101 0.217
old Proportion of elder population 0.085 0.019 0.306 1.443
lnarea Log of total area in square kilometres 3.188 1.501 0.693 8.313
doctors.
The covariates include the share of infant (child) and elder (old) population and the age structure
of the population is assumed to have nonlinear effects on the death rate. We also include the log
odds ratios of the proportion of population employed in the agricultural (agri), mining (mine), and
industrial (ind) sectors and the log odds ratio of the primary school enrolment rate (enrol). These
variables are included to control for the population and industrial structure effects, potential wealth
level, and unobservable macroeconomic shock in a given year and are assumed to have linear effects.
To summarise, the following model is fitted to the data:
lndoc = γ0 + f1(child) + f2(old) + f3(lnarea) + x′lγ l + 1,
dr = β0 + g1(child) + g2(old) + g3(lndoc) + g4(lndoc)D(t) + x′lβl + 2,
s = exp {α0 + h1(child) + h2(old) + h3(lndoc) + h4(lndoc)D(t) + x′lαl} ,
(6)
where xl = (agri, ind,mine, enrol)′ and D(t), t ∈ {1925, 1930} is the dummy variable such that
D(1925) = 0 and D(1930) = 1.
The default prior distribution described in Section 2.3 and the same number of interior knots as in
Section 4.2 are used. The Gibbs sampler is run for 40,000 iterations after the burn-in period of 2,000
iterations. Every tenth Gibbs draw is retained for posterior inference.
5.3 Results
First, the results for error density and mean and variance functions are presented. Figure 9 presents the
estimate for the joint error density. The figure shows that the error density exhibits a slight deviation
from normality. Figure 10 presents the posterior means and 95% credible intervals for the nonlinear
effects in the mean and variance functions. It is shown that lnarea is able to explain the variation in
lndoc and appears to be a valid instrument. Moreover, the estimate for f3 exhibits some nonlinearity.
From the estimate of g3, our key variable lndoc has some nonlinearly improving effect on the mean
death rate. The estimate of g4 shows that the mean death rate for the counties with a large number
of doctors may be lower in 1930 than in 1925, although the 95% credible interval includes zero for
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the entire range of lndoc. The conditional variance of the death rate appears to vary nonlinearly with
lndoc as well. The estimate of h3 shows that the conditional distribution of the death rate has a large
variance for the small values of lndoc and decreases as lndoc increases. Table 2 presents the posterior
means, 95% credible intervals, and inefficiency factors for the linear effects.
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Figure 10: Real data: posterior means and 95% credible intervals for nonlinear effects in mean and
variance functions
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Table 2: Real data: posterior means, 95% credible intervals (CI), and inefficiency factors (IF) for
linear effects
γl βl αl
Variable Mean 95% CI IF Mean 95% CI IF Mean 95% CI IF
Const. 2.929 ( 2.426, 3.426) 1.0 16.659 (14.969, 18.352) 2.0 0.931 (-0.699, 2.638) 5.0
agri -0.623 (-0.701, -0.542) 1.1 -0.080 ( -0.339, 0.175) 1.2 0.061 (-0.130, 0.250) 4.3
ind 0.008 (-0.066, 0.080) 2.0 -0.442 ( -0.711, -0.171) 3.1 -0.339 (-0.595, -0.078) 5.1
mine -0.028 (-0.048, -0.009) 2.4 -0.071 ( -0.145, 0.004) 2.9 -0.041 (-0.104, 0.027) 7.0
enrol -0.063 (-0.115, -0.012) 0.9 -0.063 ( -0.260, 0.134) 2.1 -0.162 (-0.360, 0.030) 6.3
Next, the results regarding the quantiles are presented. We first study how the conditional quantiles
of the death rate vary by the number of doctors. To compare the differences in the effects of lndoc
between the two years, we estimate the conditional quantiles over a grid of lndoc with either t =
1925 or 1930 and the remainder of the covariates fixed at the sample average in 1930. Namely,
Sdr|lndoc,x¯1930,D(t)(p) is estimated for t ∈ {1925, 1930}, where x¯1930 denotes the sample average for the
rest of the covariate for 1930.
Figure 11 presents the posterior means and 95% credible intervals of Sdr|lndoc,x¯1930,D(t)(p) for p =
0.01, 0.1, 0.5, 0.9, and 0.99. As the descriptive statistics suggest, the conditional quantiles for t =
1930 are smaller than the corresponding quantiles for t = 1925. The figure shows that in the case of
t = 1930, the conditional distribution in the region, say lndoc < 2, is quite dispersed compared to
the case of t = 1925, because the conditional variance of the death rate in this region is estimated to
be large, as shown in Figure 10. The posterior distributions of the quantiles are also dispersed. This
can be attributed to the fact that our data include few observations in this region during 1930 (see
Figure 11). Therefore, we limit our focus to region lndoc > 2.
As for the effect of doctors, the figure clearly shows that the quantiles for p = 0.5, 0.9, and 0.99
decrease as the number of doctors increases for both t = 1925 and 1930. While the quantiles for
p = 0.01 and 0.1 do not appear to change for the moderate values of lndoc in both cases, these
quantiles start to decline for lndoc > 5 for t = 1930. Furthermore, for t = 1930, all quantiles
move downwards more quickly in this region than for the moderate values of lndoc. By contrast, for
t = 1925, little decline for p = 0.01 and 0.1 is observed in this region.
We also estimate the joint quantile surfaces over child and lndoc denoted by Sdr|child,lndoc,x¯t,D(t)(p)
and over old and lndoc denoted by Sdr|old,lndoc,x¯t,D(t)(p). Figure 12 presents the posterior means of the
joint quantile surfaces for p = 0.01, 0.1, 0.5, 0.9, and 0.99 for t = 1930, showing how the quantile
varies by the number of doctors and proportion of young and elder population. It is observed that
the quantiles of the death rate for p = 0.5, 0.9, and 0.99 decrease as the number of doctors increases,
irrespective of the proportions of young and elder population. Similar to the above result, the quantiles
for p = 0.01 and 0.1 begin to decline for, say, lndoc > 5.
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Figure 11: Real data: posterior means and 95% credible intervals of Sdr|lndoc,x¯1930,D(t)(p) for for p =
0.01, 0.1, 0.5, 0.9, 0.99
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Figure 12: Real data: posterior means for the joint quantile surfaces for p = 0.01, 0.1, 0.5, 0.9, and
0.99 for t = 1930
To summarise the results, we confirm that the death rate declines as the number of doctors in-
creases. The improving effect on the death rate is observed in the middle and upper quantiles for the
county with a moderate number of doctors. In particular, in 1930, the middle and upper quantiles of
the death rate are found to decline at a faster rate for the county with a large number of doctors. For
such a county, even lower quantiles of death rate begin to decline as the number of doctors increases.
This result suggests that the early enforcement of the government-supported health-insurance system
in 1927 accelerated the mitigating effects of doctors on the mortality rate latest by 1930. Our finding
25
is in line with some existing empirical results in economic history, which argues the contribution of
early health insurance to the historical decline in death rate (e.g. Winegarden and Murray 1998; 2004;
Bowblis 2010).
6 Conclusion
In this study, we considered a Bayesian nonparametric approach to inference for the conditional
quantile of the response variable in the presence of the endogenous variable. The proposed location-
scale model maintains the familiar form of the Bayesian instrumental variable regression model and
allows for a great deal of flexibility in the estimated quantile curve through the conditional variance
of the second error, which varies smoothly by covariate. The application of the varying coefficient
specification to the data on Japan’s death rate in 1925 and 1930 revealed that the middle and upper
quantiles of the death rate decrease as the number of doctors increases. Moreover, in 1930, for the
county with a large number of doctors, the middle and upper quantiles decline at a faster rate and the
lower quantiles also decline as the number of doctors increases.
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Appendix A Parameters for Mixture Sampler
In the mixture sampler to sample α, the log-χ2 distribution is approximated using the ten-component
mixture of normal distributions:
f(e∗) ≈
10∑
h=1
%hN (e∗; ξh, ζh).
The parameters for the mixture are presented in the table below.
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h %h ξh ζh
1 0.00609 1.92677 0.11265
2 0.04775 1.34744 0.17788
3 0.13057 0.73504 0.26768
4 0.20674 0.02266 0.40611
5 0.22715 -0.85173 0.62699
6 0.18842 -1.97278 0.98583
7 0.12047 -3.46788 1.57469
8 0.05591 -5.55246 2.54498
9 0.01575 -8.68384 4.16591
10 0.00115 -14.65000 7.33342
Appendix B Data Appendix
The crude death rate is defined as the number of deaths per 1,000 people. The number of deaths in
each county is taken from a compilation of Fuken tokei hyo (Prefectural Statistical Tables; PSTs) for
1925 and 1930 published by each prefecture (Yushodo Filmshuppan Yugenkaisha, 1977). The PSTs
for some prefectures for a specific year generally comprise several volumes of reports, such as the
volumes for the land and population, education, public health, and police. Each volume comprises
roughly 200–1,000 pages. In total, we compiled roughly 200 volumes to obtain the number of deaths
in each county. The population are taken from Kokusei chosa hokoku (Population Census of Japan;
PCJ) for 1925 and 1930 (Statistics Bureau of the Cabinet 1926; 1935).
Data on the number of medical doctors in each county are from the PSTs. To account for the
missing values in Miyagi Prefecture for 1925, we used data from Dainihon ishimeibo (List of medical
doctors in Japan; LMDJ 1925) edited by medical doctor Masao Takasaki. For the missing values in
Aomori, Miyagi, Fukushima, Tochigi, Shizuoka, Shimane, Hiroshima, and Fukuoka prefectures for
1930, we adopted data from Dainihon ishimeibo (LMDJ 1930) edited by Kaneharashoten. Data on
the total area in square kilometres were also taken from the PSTs. For the missing values in Fukui
(1925 and 1930) and Miyagi and Ishikawa (in 1930) prefectures, we used the 1921 and 1925 values of
total area for these prefectures from the PSTs since the total area of a prefecture is unlikely to change.
The county-level age-specific population data are from the 1925 and 1930 editions of Kokusei
chosa hokoku, fukenhen (Population Census of Japan, Prefectural Part; PCJPP) published by the
Statistics Bureau of the Cabinet (various years). For each census year, we compiled 47 reports of the
PCJPP. Data on the number of workers in each industry are also from the 1920 and 1930 editions of
the PCJPP published by the Statistics Bureau of the Cabinet (various years). Since the population
census of 1925 was a partial census, the number of workers in the year is linearly interpolated using
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both the 1920 and 1930 values. The data on the primary school enrolment rate are taken from the
PSTs.
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