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Résumé
La reconnaissance de segments de droites discrètes est un
problème significatif dans le domaine de la géométrie dis-
crète et dans beaucoup d’applications d’extraction de pa-
ramètres géométriques. L’utilisation du concept des seg-
ments flous permet de traiter des images binaires brui-
tées [3, 2]. Cependant ces algorithmes n’ont encore ja-
mais été définis pour être utilisés directement dans des
images en niveaux de gris. Nous proposons ici une solu-
tion pour étendre la reconnaissance en utilisant les infor-
mations des niveaux de gris d’une image. Bien qu’initia-
lement conçu pour un outil semi-automatique de sélection
de droites dans une application de modélisation 3d interac-
tive, l’approche proposée répond aussi à des besoins plus
généraux liés à l’extraction de paramètres.
1 Introduction
La reconnaissance de segments de droites discrètes est lar-
gement utilisée pour extraire des paramètres géométriques
sur des objets discrets déjà segmentés, comme par exemple
le périmètre, les tangentes, la courbure [13, 6, 9] ou l’ap-
proximation polygonale [1]. Différentes formulations ont
été proposées pour cette reconnaissance (voir [8] pour un
état de l’art). Certaines d’entre elles sont basées sur la dé-
finition arithmétique de segments de droites discrètes et ne
sont pas toujours bien adaptées aux contours bruités.
Pour surmonter cette limitation, Debled-Rennesson et al.
[3] et Buzer [2] ont proposé deux algorithmes équivalents
pour reconnaître des segments flous, comportant un para-
mètreν associé à la largeur. Ces algorithmes sont à la base
de méthodes robustes au bruit. Par exemple l’estimateur de
courbure proposé par Kerautret et Lachaud [7] délivre des
valeurs précises mêmes sur des contours fortement brui-
tés. La reconnaissance des segments flous a été à l’ori-
gine conçue pour des images binaires où plus exactement
les données de départ de l’algorithme sont simplement la
liste ordonnée des coordonnées des pixels. Cette caracté-
ristique en restreint l’utilisation pour beaucoup d’applica-
tions d’analyse d’images et nous proposons ici d’étendre
l’algorithme de reconnaissance aux images en niveaux de
gris. L’idée principale est d’analyser directement les pixels
à l’intérieur de larges bandes définies à partir d’une direc-
tion initiale. Des critères géométriques sont proposés pour
sélectionner et classer des droites candidates selon l’infor-
mation en niveaux de gris trouvée.
Cette extension est d’abord destinée à un outil semi-
automatique de sélection de segments droits pour une ap-
plication de modélisation 3D interactive à partir d’images
issues de caméras. Dans ce contexte, une coopération
étroite entre l’homme et la machine est encore incontour-
nable pour sélectionner des indices visuels pertinents [10].
Les droites extraites sont essentiellement utilisées pourdé-
finir des orientations dans l’espace pour des tâches d’éta-
lonnage de caméra ou de mise en correspondance d’objets
3D sur les images [4]. Compte tenu du grand nombre de
segments à extraire au cours d’une session de modélisa-
tion, même des améliorations modestes de cette tâche élé-
mentaire peuvent contribuer à une réduction notable de la
durée d’une session complète de reconstruction 3D [5].
Dans la section suivante nous rappellons la définition des
segments flous introduite par Debled-Rennesson et al. En-
suite nous decrivons notre approche pour étendre la recon-
naissance de segments de droites discrètes aux images en
niveaux de gris. Dans la section 4 nous présentons un pro-
cessus interactif pour l’extraction de droites. Enfin, dif-
férentes remarques et perspectives seront présentées en
conclusion.
2 Reconnaissance de segments flous
La notion de segment flou s’appuie sur la définition arith-
métique de droites discrètes. Afin de la décrire brièvement,
nous rappellons quelques définitions introduites dans [3].
Un ensemble de points entiersS appartient à une droite
discrèteL(a, b, µ, ω) si et seulement si tous les points vé-
rifient µ ≤ ax − by < µ + ω. Les droites réelles d’équa-
tion ax − by = µ et ax − by = µ + ω − 1 sont définies
comme les droites d’appuis supérieure et inférieure. SiSb
est un ensemble de points 8-connexe, une droite discrète
L(a, b, µ, ω) est dite englobante pourSb si tous les points
de Sb appartiennent àL. Enfin une droite englobante est
dite optimale si sa distance verticale ω−1
max(|a|,|b|) est mini-
male, i.e si sa distance verticale est égale à la distance ver-







Point initial de la reconstruction
(b)
FIG. 1 – (a) Illustration d’un segment flou avec son enve-
loppe convexe et sa droite englobante (gris clair) définis sur
un ensemble de pixels initiaux (gris foncé). (b) Illustration
de la reconnaissance obtenue avec différentes valeurs du
paramètreν.
Definition 1 [3] Un ensemble de pointsSb est un segment
flou d’épaisseurν si et seulement si sa droite englobante
optimale a une épaisseur verticale inférieure ou égale àν.
A partir de cette définition, les auteurs proposent un algo-
rithme en temps linéaire pour reconnaître un segment flou
à partir d’un ensemble de points discrets ordonnés. L’algo-
rithme est basé sur le calcul de l’enveloppe convexe. Plus
de détails sont donnés dans [3] ou [12] avec notamment dif-
férentes hypothèses sur les points discrets initiaux de l’al-
gorithme. Un segment flou et son enveloppe convexe asso-
ciée sont illustrés sur la figure Fig. 1 (a). Les pixels en gris
foncé représentent les données initiales tandis que ceux en
gris clair représentent la droite englobante optimale.
La figure Fig. 1 (b) illustre la reconnaissance des segments
flous obtenus avec différentes valeurs du paramètreν. La
reconnaissance a été définie à partir des segments flous
maximaux qui ne peuvent être étendus ni vers la gauche
ni vers la droite. Comme on peut l’observer sur la figure,
l’utilisation d’une grande valeur pour l’épaisseurν permet
de reconnaître des segments affectés de faibles variations.
3 Extension aux images en niveaux
de gris
Afin d’étendre cette reconnaissance de segments flous aux
images en niveaux de gris, nous effectuons un parcours di-
rectionnel dans l’image basé sur trois phases incrémentales
d’affinement. La première consiste en une reconnaissance
préliminaire afin d’obtenir une approximation de la direc-
tion D(1) associée à une structure linéaire proche de la di-
rection initialeD(0). La seconde (resp. troisième) phases
utilise la directionD(1) (resp.D(2)) pour améliorer le pro-
cessus de reconnaissance.
La directionD(0) est définie par deux pointsP1 et P2 pla-
cés de part et d’autre de la droite à reconnaître. Ces deux
points définissent un segment de recherche initialS(0)0 as-
socié à la direction initialeD(0). Les points candidats pour
la reconnaissance de la droite sont extraits le long des seg-
ments de recherche. Il s’agit ensuite d’analyser successi-
vement des segments de recherche de chaque coté deS(0)0
pour obtenir les points candidats pour l’algorithme de re-
connaissance. L’extension de l’algorithme de reconnais-
sance repose sur le parcours des segments de recherche et
sur l’analyse du gradient de l’image pour tenir compte de
la cohérence spatiale dans l’image.
Une fois détecté un premier segment flou, une nouvelle di-
rection de rechercheD(1) est définie à partir de la direction
orthogonale au segment détecté. Cette direction est alors
utilisée pour définir un nouveau parcours directionnel. Le
processus est itéré une dernière fois avec la directionD(2).
Dans la section suivante, nous détaillons d’abord le cal-
cul des segments de recherche pour le parcours directionel,
puis nous présentons la stratégie de sélection et de tri des
pixels candidats, et enfin l’algorithme de reconnaissance.
3.1 Recherche directionnelle des segments
Un segment de recherche initialS0 est défini par deux
pointsP1 = (x0, y0) et P2 = (x′0, y
′
0) placés de part et
d’autre du contour droit à détecter. L’image est analysée
dans une direction orthogonale àS0 le long de segmentsSi
parallèles àS0, formant la région de recherche. La droite
discrète contenantS0 est donnée parL0(a, b, µ0, ω), où
b = x′0 − x0, a = y
′
0 − y0 etω = max(|a|, |b|).
Pour garantir que tous les pixels de la région de recherche
sont parcourus une fois et une fois seulement, chaque
segment de rechercheSi est inscrit dans une droite dis-
crète naïve (8-connexe), obtenue par un décalage horizon-
tal ou vertical d’un pixel à partir de la droite précédente
(Fig. 2 (a)). Le segment initialS0 est calculé par un al-
gorithme arithmétique de discrétisation, dans lequel cha-
quel pixel est associé à une valeur de resteri = r0 + i ·
min(|a|, |b|) mod (max(|a|, |b|)), i ∈ [0,max(|a|, |b|)],
avec une valeur0 = 0 pour le premier pixelP1. Le seg-
mentSi peut être obtenu directement à partir du segment
initial en appliquant l’algorithme de numérisation avec des
valeurs adéquates pour les coordonnées du pixel de départ
et de son reste associé, ou bien incrémentalement en appli-
quant une permutation circulaire au code de Freeman asso-
cié au segmentSi−1 (Fig. 2 (a)).
Ainsi, dans la cas d’une direction de recherche ins-
crite dans le premier octant (i.e.a > −b > 0), le
segment d’ordreN est inscrit dans la droite discrète
LN (a, b, µN , ω), où µN = µ0 + N · a. Les coordonnées
du pixel de départ sontxN = x1 + N − ⌊(N · |b|)/a⌋
et yN = y1 + H, où H est l’entier le plus proche de
h = a·b
a2+b2 . Le reste associé estrN = (N · |b|) mod a.













FIG. 2 – Calcul duN ieme segmentSN (a) et exemple de
région de recherche avec ses segments successifs (b).
octants.
3.2 Sélection des candidats dans les seg-
ments de recherche
Il existe différents moyens de sélectionner les pixels can-
didats pour le processus de reconnaissance. Comme nous
cherchons à extraire des segments de droites contenus dans
une image en niveaux de gris, il semble naturel d’utiliser
les informations du gradient de l’image. Une autre alter-
native serait de comparer les profils d’intensité de l’image
des candidats avec le profil au point initial dans la direction
D
(0). Dans ce travail, nous avons choisi d’explorer la pre-
mière solution et nous laissons la deuxième comme pers-
pective.
Pour la suite nous noterons pargx(p) et gy(p) les deux
composantes du vecteur gradientg(p) calculé dans l’image





Chaque composante est calculée par un simple filtre Sobel
avec une taille de voisinage fixée. La taille du filtre peut
être ajustée au niveau de bruit présent dans l’image. Pour
tous les tests de cet article, une taille standard de3×3 s’est
avérée suffisante.
Pour la suite, nous noterons parpm le point d’ordrem d’un
segmentSk. La première sélection des points candidats est
définie en sélectionnant seulement le pointpm pour lequel
la norme du gradient‖g(pm)‖ est un maximum local. Afin
de ne retenir que les points significatifs nous fixons une dé-
viation angulaire maximaleθmax autorisée entre la direc-
tion D et la direction du vecteur gradient. Ainsi pour une
phasei de l’algorithme, nous enlevons de la liste des candi-
dats tous les points pour lesquels la déviation angulaire est
plus grande queθ(i)max. Plus formellement la pré-sélection
C′
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où UD(i) et Ug(pm) sont respectivement les vecteurs unité
associés aux directionsD(i) etg(pm) aveci ∈ {0, 1, 2}. La
liste finaleCik est obtenue après un tri décroissant en fonc-
tion des valeurs‖g(pm)‖. Comme dans la première phase
de l’algorithme la direction initiale n’est pas assez précise
nous relâchons la contrainte en fixant la valeur deθ(0)max à
π
2 . Pour la deuxième et troisième phase le paramètreθmax




10 . Ces valeurs empi-
riques ont été validées sur des images réelles. Cependant
ce paramètre peut être réglé de façon à adapter la conver-
gence de l’algorithme au contexte applicatif et à la nature
des images.
3.3 Algorithme de reconnaissance
L’algorithme de détection de segment droit s’appuie sur
deux primitives de l’algorithme de reconnaissance de seg-
ment flou :
– SegmentFlou(P0, P1,P2,ν) qui délivre un seg-
ment flou initial de largeurν à partir de trois points,
– ajouter(Pi) qui tente d’étendre le segment flou avec
un nouveau point.
L’algorithme de détection s’appuie sur la définition de la
liste de candidats fournie précédemment. Les entrées sont
les deux listesLR et LL de candidatsCk trouvés pour
chaque segment de rechercheSk, et la liste de candidats
C0 correspondant au segment initialS0. Comme une liste
de candidatsCk peut être vide, pour garantir l’initialisation
de l’algorithme, les listes de candidats sont décalées jus-
qu’à ce qu’une liste non vide soit trouvée pourC1 et C0.
Le premier paramètre de l’algorithme 1 est la largeurν du
segment flou détecté. Il est ajusté en tenant compte de la
précision escomptée du segment droit à extraire. Une pe-
tite valeur deν fournit un segment fin, mais sa reconnais-
sance est sensible aux petites variations. En revanche, avec
une valeur plus forte, le bruit est mieux pris en compte. Un
deuxième paramètre,τ contrôle la tolérence aux interrup-
tions lors de la détection. Il fournit le nombre de listes de
candidats vides successives tolérées avant d’arrêter l’algo-
rithme 1. Il fixe la longueur des plages de non détection du
segment. Cela renforce la robustesse au bruit et permet de
franchir des zones d’occultation du segment.
L’algorithme 2 sert à construire le segment initial à par-
tir des listes de candidatsC0, CR1 et C
L
1 et d’un troi-
sième paramètre contrôlant le nombre maximal de seg-
ments droits proposés. Ce paramètre est particulièrement
Algorithme 1 : Algorithme de reconnaissance
Entrée : C0 := la liste des candidats du scan centralS0.
LR := {C
R
1 , . . . , C
R
k , . . . , C
R
M} l’ensemble de listes des





1 , . . . C
L
k , . . . , C
L
N} l’ensemble de listes des
candidatsCLk pour un scan à gaucheS
L
k ;
Paramètres: réelν ; entiersτ , numSolution, phase;
Résultat : Segment Flou Maximal
SegmentFlou := initialiseSegmentFlou(C0, CL1 , C
R
1 , ν ,
numSolution, phase);
entier nbInteruptGauche, nbInteruptDroite :=0 ;
booléen scanDroitStoppé, scanGaucheStoppé :=faux ;
entier k :=1;




tant que CRk n’est pas vide ET NON pointAjouté
faire










tant que CLk n’est pas vide ET non pointAjouté
faire








scanDroitStoppé :=(nbInteruptDroite=τ OU k=M);
scanGaucheStoppé :=(nbInteruptGauche=τ OU k=N);
incrementer k ;
Algorithme 2 : Construction du segment flou initial : ini-
tialiseSegmentFlou
Entrée : liste de candidatsC0, CL1 , C
R




Pc := le numSolutionieme élément deC0;
PR1 := le point le plus proche dePc extrait de tous les
éléments deCR1 ;
PL1 := le point le plus proche dePc extrait de tous les
éléments deCL1 ;
sinon
Pc := le premier élément deC0;
PR1 := le premier élément deC
R
1 ;
PL1 := le premier élément deC
L
1 ;
retourner SegmentFlou(Pc, PR1 , P
L
1 , ν) ;
utile quand le segment initialP1P2 coupe plusieurs seg-
ments dans l’image. Cette sélection s’applique uniquement
à la première phase du processus de détection, car pour les
deuxième et troisième phase, nous disposons déjà d’une
bonne estimation du segment flou.
L’algorithme de détection se résume dans les six étapes sui-
vantes :
1. Précalcul du gradient d’imagegx(p) et gy(p) pour tous
les pixelsp.
2. Calcul de toutes les listes de candidatsLR etLL en par-
tant des deux pointsP1 etP2.
3. Recherche d’un segment flouSF par l’algorithme 1 en
mettant la variablephase à 0.
4. Déplacement deP1 et P2 de sorte que‖P1P2‖ = 2ν,
que le centre deP1P2 coïncide avec le premier point de
SF et que la directionP1P2 soit orthogonale à la direc-
tion deSF .
5. Relance des étapes 2., 3. et 4. avec la variablephase
mise à 1.
6. Relance des étapes 2., 3. et 4. avec la variablephase
mise à 2.
Les validations expérimentales indiquent que les deux re-
lances des phases 5. et 6. sont suffisantes, aucune amélio-
ration tangible n’ayant pu être observée en augmentant ce
nombre d’itérations. L’affinement progressif de la solution
au fil des itérations est illustré en Fig. 5.
4 Extraction semi-automatique de
segments droits
Pour extraire interactivement un segment dans une image,
on pourrait se contenter de spécifier un point proche pour
définir une zone de recherche initiale. Un segment pourrait
alors être trouvé en s’appuyant sur une analyse locale du
gradient. Mais ce mode opératoire ne fournit pas d’infor-
mation valide pour orienter le processus de reconnaissance,
ce qui le rend très sensible à la présence d’autres segments
à proximité du point initial. Il est préférable de conserver
le contrôle de la direction initiale.
S’il existe de nombreuses publications traitant de la détec-
tion interactive de contours, il est plus difficile d’en trouver
quand on se restreint à l’extraction interactive de contours
droits. Rodrigoet al. [11] ont proposé une approche basée
sur une technique de minimisation d’energie pour affiner et
étendre un segment initial, mais la solution initiale fournie
par l’opérateur doit être assez proche du segment à détec-
ter et les temps de traitement sont relativement longs pour
converger vers une solution satisfaisante. Even et Malavaud
[5] ont présenté une approche séquentielle dans laquelle un
segment initial tracé grossierement par l’opérateur est at-
tiré vers la meilleure solution proposée par un traitement
automatique. Ce traitement s’appuie sur l’enchainement
de deux phases de transformée de Hough appliquées aux
points de contours proches du segment initial, en utilisant
une première grille de faible résolution puis une grille plus
fine pour affiner la solution. Des temps d’extraction beau-
coup plus court ont ainsi pu être obtenus par rapport à une
extraction manuelle, mais là aussi, la solution fournie par
l’opérateur doit être assez proche du segment à extraire.
Nous souhaitons ici relâcher encore plus cette contrainte.
Dans notre approche, l’opérateur se contente de barrer le
segment qu’il désire extraire dans l’image, sans contrainte
forte sur la direction fournie. Il suffit que les extrémités
de la barre se situent de part et d’autre du segment. Elles
sont immédiatement utilisées pour définir le segment de
recherche initialP1P2 et lancer l’algorithme d’extraction
de segment flou. Cette technique s’avère plus souple pour
l’opérateur et plus rapide.
Plusieurs expérimentations sont présentées sur la figure
Fig. 3. Pour toutes les images (sauf (b)) des paramètres
identiques ont été utilisés pour la détection de droites. Le
lignes rouges représentent la direction donnée par l’utili-
sateur tandis que celles en bleu représentent le résultat de
la détection obtenue avec l’algorithme. L’image (c) illustre
la possibilité de sélectionner des solutions multiples quand
la ligne définie par l’utilisateur coupe plusieurs contours.
Les images (e-g) montrent la capacité de l’algorithme pour
reconnaître des zones définies par un très faible gradient.
Une croix a été dessinée manuellement sur l’image (e) de
la figure Fig. 3 avec un niveau de gris très proche du niveau
moyen du voisinage (zone coloriée en bleu sur l’image (f)).
Malgré la faible valeur du gradient, la croix est bien détec-
tée (image (g)).
La figure Fig. 4 illustre la reconnaissance obtenue avec plu-
sieurs valeurs deν sur une zone courbée. On peut observer
qu’une petite valeur deν provoque une détection précise
sur une zone limitée tandis qu’avec un grande valeur deν
nous obtenons une détection plus grossière de la zone.
Pour montrer le comportement du processus de reconnais-
sance sur des données bruitées, nous avons appliqué l’al-
gorithme sur une version bruitée de l’image de la figure
Fig. 3 (a) obtenue à partir d’un bruit gaussien avec un écart
type σ = 10. La figure Fig. 5 montre les trois étapes du
processus de reconnaissance obtenues sur deux zones de
(a) (b)
(c) (d)
FIG. 6 – Application de la méthode LSD [15] sur les
images bruitées de la figure Fig. 5 (image (a)) et sur l’image
de la figure Fig. 3(e). Les résultats présentés par les images
(b) et (d) ont été obtenus par l’algorithme LSD à partir de
la page de démonstrations des auteurs [14].
l’image (colonne de gauche et de droite). Les paramètres
de l’algorithme (ν = 5 et τ = 5) n’ont pas été changé
et la taille du masque pour calculer le gradient a été laissé
à 3 × 3. Pour le premier exemple (a-c) on peut voir qu’à
l’étape (3) la reconnaissance est bien stoppée (grâce à la
valeur deθ(3)max). Le second exemple (d-f) montre plus de
sensibilité au bruit si on le compare aux résultats précé-
dents de la figure Fig. 3 (a). Plus généralement, la présence
du bruit procure plus de sensibilité à la direction initialeet
réduit le nombre de segments détectés. L’utilisation d’une
taille de masque plus grande apparaît nécessaire pour trai-
ter les images particulièrement bruitées.
Une vidéo présentant la reconnaissance peut être téléchar-
gée à l’adresse suivante :
http://www.loria.fr/~kerautre/LiveBS
Autres expérimentations. Pour mesurer la performance
de l’approche proposée nous avons effectué des expérimen-
tations à partir de la méthode appeléeLSD récemment in-
troduite par Von Gioi et al. [15]. Cette approche a l’avan-
tage d’avoir aucun paramètre et peut être calculée en temps
linéaire. La figure Fig. 6 montre les résultats obtenus sur
l’image bruitée de la figure Fig. 5. Il est possible de voir
que la méthode est sensible à la présence de bruit car peu
de segments ont été détectés. Une autre expérimentation a
été faite sur l’image présentant une zone de très faible gra-
dient (figure Fig. 3(e)). On peut observer qu’un seul petit
morceau de segment de droite a été détecté. Toutes ces ex-
périmentations ont été effectuées à partir de la page inter-
net de démonstration des auteurs [14] et les résultats sont




FIG. 3 – Résultats obtenus avec les mêmes paramètres :(ν = 5, τ = 5) hormis pour l’image (b)(ν = 5, τ = 8) qui illustre
la détection obtenue que sur une image manuellement dégradée. L’image (c) illustre la détection sur une autre photographie
tandis que l’image (d) montre la sélection de plusieurs segments coupés par le segment initial. Les images (e-g) illustrent les
performances obtenues avec de faibles valeurs du gradient.
(a)ν = 2 (b) ν = 4 (c) ν = 7
FIG. 4 – Illustration de la reconnaissance obtenue avec différentes valeurs du paramètreν. Le segment obtenu avec une faible
épaisseur montre une détection précise mais peu étendue (a)tandis que la taille de la détection augmente progressivement
avec l’augmentation de l’épaisseur sur les images (b) et (c).
(a) phase (1) (d) phase (1)
(b) phase (2) (e) phase (2)
(c) phase (3) (f) phase (3)
FIG. 5 – Illustration des trois phases de l’algorithme de reconnaissance appliqué sur une version bruitée de l’image de la
figure Fig. 3(a). L’image source a été obtenue avec un bruit gassien d’écart typeσ = 10. Les paramètres n’ont pas été
modifiés sur cet exemple (ν = 5 et τ = 5). Chaque phase est illustrée en affichant les segments y sontreconnus (représenté
par une couleur distincte).
FIG. 7 – Illustration de la perspective d’extraction de
contours par suivi des segments maximaux.
5 Remarques et perspectives
Nous avons proposé une méthode simple et efficace pour
étendre la reconnaissance des segments flous dans des
images en niveaux de gris. Cette première extension per-
met d’effectuer une détection rapide, à la volée, et a be-
soin seulement de peu de paramètres avec une interpré-
tation géométrique simple (l’épaisseurν du segment flou
et τ pour le seuil de la longueur de l’interruption). La
prochaine étape de ce travail est d’adapter la reconnais-
sance dans une approche multi-resolution de façon à être
capable de détecter des segments définis à travers de nom-
breuses variations comme illustré sur la figure ci dessus.
De plus nous envisageons de mener des campagnes d’éva-
luation ergonomique pour apprécier plus finement les ap-
ports du mode semi-automatique proposé pour extraire des
segments droits dans une image. Enfin comme autre pers-
pective il serait intéressant d’étendre l’approche de façon à
extraire un contour de l’image qui ne soit pas un segment.
Une première approche possible est de continuer une nou-
velle reconnaissance à la fin du premier segment maximal
et de recommencer une nouvelle reconnaissance en rajou-
tant des contraintes géométriques. Cette idée est illustrée
sur la figure Fig. 7.
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