Spatial arrangement is a fundamental characteristic of fracture arrays. The pattern of fault and openingmode fracture positions in space defines structural heterogeneity and anisotropy in a rock volume, governs how faults and fractures affect fluid flow, and impacts our understanding of the initiation, propagation and interactions during the formation of fracture patterns. This special issue highlights recent progress with respect to characterizing and understanding the spatial arrangements of fault and fracture patterns, providing examples over a wide range of scales and structural settings. Five papers describe new methods and improvements of existing techniques to quantify spatial arrangement. One study unravels the time evolution of opening-mode fracture spatial arrangement, which are data needed to compare natural patterns with progressive fracture growth in kinematic and mechanical models. Three papers investigate the role of evolving diagenesis in localizing fractures by mechanical stratigraphy and nine discuss opening-mode fracture spatial arrangement. Two papers show the relevance of complex cluster patterns to unconventional reservoirs through examples of fractures in tight gas sandstone horizontal wells, and a study of fracture arrangement in shale. Four papers demonstrate the roles of folds in fracture localization and the development spatial patterns. One paper models along-fault friction and fluid pressure and their effects on fault-related fracture arrangement. Contributions address deformation band patterns in carbonate rocks and fault size and arrangement above a detachment fault. Three papers describe fault and fracture arrangements in basement terrains, and three document fracture patterns in shale. This collection of papers points toward improvement in field methods, continuing improvements in computer-based data analysis and creation of synthetic fracture patterns, and opportunities for further understanding fault and fracture attributes in the subsurface through coupled spatial, size, and pattern analysis.
Introduction
During the past decade, the need for meaningful documentation and accurate prediction of fracture patterns in the subsurface has become urgent. The spatial arrangement of faults and openingmode fractures is a key aspect of structural heterogeneity and anisotropy in the upper elastofrictional crust (Sahimi, 2011; Bear et al., 2012) . Uncertainty about fundamental fault and fracture spatial patterns threatens engineering operations such as fluid injection underground (Weng et al., 2011; Dahi-Taleghani and Olson, 2011) , management of induced seismicity (Rutqvist et al., 2016 ) and the efficiency and success of fluid extraction, for example, in unconventional and deep hydrocarbon reservoirs (Cacas et al., 2001; Solano et al., 2011; Gale et al., 2014) , and geothermal systems (Vidal et al., 2017) . Examples of cryptic but important arrangements include highly concentrated opening-mode fracture clusters that may locally breach reservoir cap rocks (Ogata et al., 2014) , account for abrupt differences in well performance (Questiaux et al., 2010; Laubach et al., 2016) , or, on broader regional scales, account for crustal fluid flow and ore deposit patterns (Jelsma et al., 2004) .
Bulk rock strength and stiffness are also significantly influenced by the presence/absence of fractures and thus this attribute is sensitive to fracture patterns. At Yucca Mountain, for example, while fracture pattern characterization was important for considering meteoric fluid and fluid containment in and near the tunnels for canister storage, it also mattered for calculating material properties during rock reheating by the canisters and for roof strength in the tunnels (Brookins, 2012) .
Fault and fracture patterns also provide evidence of structural growth processes (e.g., Olson, 1993 Olson, , 2004 Gillespie et al., 2017) . Increasingly, quantifying spatial arrangement is central to understanding pattern origins. How do patterns relate to mechanical stratigraphy (Hooker et al., 2013; McGinnis et al., 2017) , scale (Bonnet et al., 2001) , loading conditions (Engelder, 1985; Gillespie et al., 2001) , growth processes and rates (Atkinson, 1984; Alzayer et al., 2015) , interaction with concurrent geochemical processes (Caputo and Hancock, 1998; Olson et al., 2009; Hooker et al., 2012) , and other factors? Accepted concepts such as the reliability of the fracture spacing-bed thickness relationship (Ladeira and Price, 1981) are challenged by observations from the deep subsurface including horizontal wells (Lorenz and Hill, 1994; Hooker et al., 2009; Cho et al., 2013; Laubach et al., 2016) and rich new twoand three-dimensional data from outcrop imaging (Bisdom et al., 2017) . These opportunities, and perceived limitations of current methods (e.g., McGinnis et al., 2015) , have prompted new conceptual approaches including systematic quantification of complex patterns (Hardebol and Bertotti, 2013; Bruna et al., 2015; Sanderson and Nixon, 2015; Watkins et al., 2015; Healy et al., 2017) .
Here, we introduce this special issue by summarizing how authors have addressed fault and fracture spatial arrangement. We highlight interrelations amongst their research directions. Contributions include descriptions of several new methods and new applications of recently developed methods. Papers focus on natural examples, so the active areas of stochastic, geomechanical, and mechanical-chemical modeling are not directly represented (e.g., Olson et al., 2009; Ivanova et al., 2014; Hooker and Katz, 2015) . Yet, improvement of the characterization of fracture patterns will provide better tests for validating future stochastic and geomechanical-chemical models. Although natural fault and fracture spatial arrangement is a broad topic, and this special issue by no means covers all the important aspects, this collection of papers points toward useful directions for further work. Among these are awareness of more complex and hierarchical patterns of fault and fracture arrangement than hitherto suspected, recommendations for data collection protocols, appreciation of input needed for models, and opportunities for synergy among different approaches to defining and understanding spatial arrangement.
Spacing and spatial arrangement
For faults and opening-mode fractures, spatial arrangement is the property possessed by an array that defines the position of constituent structures in the rock mass (Fig. 1) . Interpreted broadly, spatial arrangement is nearly synonymous with the field of structural geologydthe arrangement of the parts of a rock mass, irrespective of scale, including spatial relationships between parts, their relative size and shape and the internal features of the parts (Brodie et al., 2007) .
This has led to two somewhat different ways of viewing the spatial arrangement of fractures: 1) As objects in space, where the position, orientation and abundance of the fractures are measured, usually in some geographical reference frame. This is what practitioners generally apply, and includes whether faults and fractures are closely or widely separateddtheir pattern of abundancedand whether they are regularly spaced or not (Fig. 1) . 2) As objects in relation to one another, i.e. the topology (Sanderson and Nixon, 2015) . Such measures are independent of scale and orientation, and remain invariant under any continuous affine transformation (Fig. 2) .
In both cases, related issues are how patterns correlate and/or interact with host rock attributes, associated folds and faults over a range of scales, and with formative processes. This special issue covers aspects of all of these topics.
1-D (scanline) sampling
Owing to the limited view of fracture patterns afforded by most subsurface probes (Narr, 1996) or outcrops (Zeeb et al., 2013 ), a (100) and scanline lengths. Indicator series equals 1 (black) where a fracture is present along scanline and 0 (white) where there is no fracture. All fracture apertures are equal and infinitesimally small and therefore can be ignored. (a) Randomly located fractures show several places where fractures are more closely spaced (clusters) but clusters are not statistically significant. (b) A synthetic data set with the same values of fracture spacing as in a) but sequenced in such a way that two statistically significant fracture clusters are present. Spacings between fractures systematically increase away from center of each cluster. (c) Regularly spaced fractures for which spacing between all pairs of nearest-neighbor fractures is constant. Statistics that describe useful aspects of spacing include the mean, which governs overall expected frequency of intersection, as well as the standard deviation, which describes spatial regularity. That is, a hypothetical fracture set may be perfectly regularly spaced, or highly clustered, with statistically random spacing occupying an intermediate position on the spatial regularity spectrum. Figure courtesy of R. Marrett. common and convenient data source is one-dimensional (1-D) measurements along a straight line of observation, or scanline, orthogonal to fracture strike. Widely used measurements are spacing (Priest and Hudson, 1976; La Pointe and Hudson, 1985) , the perpendicular distance between two features of the same orientation sets or nearest neighbor distance, and intensity, the number of fractures per unit length. For a line, intensity is simply the inverse of average spacing. A byproduct of this approach is straightforward and quantitative comparison of subsurface patterns, which are almost invariably 1-D data, with outcrop data and models that generate artificial networks.
Measures of spacing include average, median, standard deviation, ratio of standard deviation to mean (coefficient of variation, Cv) (e.g. Gillespie et al., 1999; , and discrete and cumulative frequency distributions (e.g. Narr and Suppe, 1991) . Among these techniques, coefficient of variation and interval counting (e.g. Gillespie et al., 1993; Walsh and Watterson, 1993) are least affected by the minimum size, or threshold, of fractures sampled. The other techniques are strongly scale-dependent, because spacing values change significantly with threshold (Ortega et al., 2006; Roy et al., 2016) . Consequently, most analyses of spacing, or of spatial arrangement, are only meaningful if the size range is stated for measured fractures. For subsurface situations, where narrow fractures may be preferentially sealed with natural cements (i.e., Laubach, 2003; Olson et al., 2009) , the most meaningful measure for fluid flow or fracture strength is the spatial arrangement of fractures at or above a threshold size.
In studies of opening-mode fractures, spacing has long been a standard measurement, probably because joints, the ubiquitous barren opening-mode fractures near Earth's surface, commonly show regular spacing (Figs. 3 and 4) (Ladeira and Price, 1981; Narr and Suppe, 1991) . Moreover, joints normally show a proportionality between average fracture spacing and fractured-layer thickness (e.g. Ladeira and Price, 1981; Huang and Angelier, 1989; Narr and Suppe, 1991; Gross, 1993) . Experiments and mechanical models account for the proportionality (e.g. . Built into widely used subsurface fracture assessment methods is a presumption of regular (or random) spacing (Narr and Lerche, 1984; Wehunt et al., 2017) . As papers in this special issue demonstrate, regular spacing is not a safe assumption for subsurface fractures.
Faults generally have irregular spacing and fracture clustersddefined as areas of anomalously close fracture spacing (Peacock et al., 2016) . Such patterns are also present in openingmode fractures, termed joint and vein arrays (e.g., Delaney et al., 1986; Odling, 1992; Belgrano et al., 2016) , corridors (Singh et al., 2008; Questiaux et al., 2010) or swarms (Laubach et al., 1995; Gabrielsen and Braathen, 2014) (Figs. 5 and 6) . Mechanical models can also account for local, anomalously close spacing (e.g., Olson, 2004) .
Irregular spacing can be quantified using coefficient of variation, or ratio of standard deviation to mean, from nearest-neighbor fracture spacings (Gillespie et al., 1993) . Cumulative frequency plots also allow statistical testing, for example against uniform distribution on the line, using non-parametric tests based on Kuiper (1960) and Stephens (1965) , as discussed by Putz-Perrier and Sanderson (2008a) . These approaches have been applied to veins (Sanderson et al., 1994) , faults, and structures within fault damage zones (see Putz-Perrier and Sanderson, 2008a,b; Sch€ opfer et al., 2016; Choi et al., 2016) . Anomalously closely spaced fractures are not necessarily the same as clusters of interconnected fractures (Manzocchi, 2002) .
Scanline sampling is subject to well-known censoring and truncation artifacts caused by the limits of sampling dimension and geometry (Terzaghi, 1965; Pickering et al., 1995; Ortega et al., 2006) . Censoring artifacts are widespread because limited scanline length leads to undersampling of rare large structures. Statistical tests and uncertainty assessments can optimize scanline data analysis (Guerriero et al., 2011; Santos et al., 2015; Rizzo et al., 2017) .
As noted in this volume and elsewhere (Putz-Perrier and Sanderson, 2008a; Roy et al., 2010 Roy et al., , 2014 spatial arrangement might show organization, in which case some aspects of arrangement may be predictable, or it might lack organization, implying an arrangement that is statistically indistinguishable from random positioning. Arrangements differ from random by being more clustered or more regularly spaced. Although random arrangements show clusters (Priest and Hudson, 1976) , non-random arrangements can be either even more strongly clustered, positively or negatively compared with random (Fig. 1) . The latter situation arises for spacing that is more regular than expected for a random arrangement. Spatial organization implies objects are spatially organized and thus arranged non-randomly. Spatial organization is a special case of spatial arrangement, possibly arising as an emergent property of a self-organized system or imposed by some other aspect of the geology, such as host rock type and dimensions, diagenetic overprint, or position in folds. This volume treats aspects of all of these potential influences on spatial arrangement.
2-D and 3-D sampling
The advent of widely available high-resolution imagery including LIDAR surveys and UAV photogrammetry (e.g., Bemis et al., 2014; Vollgger and Cruden, 2016) allows capture of rich fracture pattern information from outcrops (Lamarche et al., 2017a) . The concepts of intensity and spacing can be extended to higher sampling dimensions. In 2-D, measurement is usually of maps or surface outcrops, with intensity being measured as trace length per unit area. If outcrop quality permits, such basic imagery allows spatial arrangement studies to go beyond 1-D scanlines, making systematic quantification of complex patterns practical (Hardebol and Bertotti, 2013; Sanderson and Nixon, 2015; Watkins et al., 2015; Healy et al., 2017) . A recent development is systematic characterization of the geometric arrangements of faults and fractures with respect to one another (Anderson et al., 2013; Kruhl, 2013; Sanderson and Nixon, 2015) . These topological methods are useful ways for describing the characteristics of networks. This volume contains one example of this approach (Procter and Sanderson, 2017) . A byproduct of this approach is more straightforward and quantitative comparison of real patterns and models that generate artificial networks.
The extension of sampling to 3-D is mainly confined to seismic imaging of faults, although CT-scanning of core and rock samples and sequential thin sections are extending the range of 3-D data to microscopic scales (Anders et al., 2014) . In 3-D circumstances, intensity can be defined as surface area per unit volume, and spacing or block size as its inverse. Note that in 1-D, 2-D and 3-D, intensity always has dimensions of [length] À1 and spacing of [length] . Other forms of imaging, such as well-bore imaging and Lidar scanning, collect data from more complex, non-planar surfaces that are essentially between 2-D and 3-D representations of fractures.
In two dimensions the combined effects of geometry and topology are clear. In Fig. 7 we show a typical natural fracture network ( Fig. 7a ) consisting of two sets of fractures at approximately 90 , which we will assume to be conductive. The same fracture traces (i.e. same lengths and orientations) are rearranged to form a 'fracture corridor' (Fig. 7b ), a random arrangement ( Fig. 7c ) and with one set cemented (dashed lines in Fig. 7d ). In Fig. 7a , c, d the spatial distributions are homogeneous, whereas in Fig. 7b there is a spatial clustering in the fracture corridor. In these four networks the geometry is identical, but the topology different, as seen by the different proportions of node types (Fig. 7e ). If we just consider the conductive components, then the fractures in networks a) and b) connect across the area and flow would be enhanced, whereas the fractures do not form a spanning network in Fig. 7c , due to their I-dominated topology), and in Fig. 7d , where one set is non-conductive (cemented) and isolates the conductive fractures. Another set of configurations is shown by Olson et al. (2010; their Fig. 7) where fracture shapednarrow fracture tipsdaffects where cement closes fractures, rendering a physically continuous network discontinuous for flow. These simple schematic diagrams illustrate the key roles played by geometry, topology, spatial arrangement and conductivity of the fracture elements in determining the behavior of the network. A natural subsurface example of orthogonal sets of clustered, and partly cemented fractures is described by Laubach et al. (2016) .
Layering and fracture height
An aspect of fracture spatial arrangement that is rarely explicitly accounted for in outcrop studies of bedded rocks is fracture height, or fracture height patterns. Stratified rocks in outcrop commonly have fracture heights that are restricted to specific beds ( Fig. 3 ) and may also have regular spacing (e.g., Ladeira and Price, 1981; Narr and Suppe, 1991) . Considerable work has gone into explaining how fracture spacing scales with fracture height, resulting in regular spacing (Sch€ opfer et al., 2016) . Only recently has a height classification been proposed (Hooker et al., 2013) and few field studies rigorous describe or classify height patterns. Yet differences in height patterns, particularly if undiagnosed, can render outcrop fracture spacing data meaningless and interfere with comparison of field data with models, which commonly assume perfect bedbounded patterns, a mere end member of natural height patterns. Some studies specify which fractures have been included and which omitted (Fig. 4) , but if hierarchies of fracture heights are present, spatial arrangements along any given horizon may contain fractures that reflect different scales or hierarchies of mechanical stratigraphy. In both stratabound and non-stratabound fracture sets, many highly clustered and non-random fracture patterns have been identified (see literature review in Hooker and Katz, 2015) . Methodological and modeling studies note the importance of the 3-D aspect of fracture patterns (Priest, 1993; Dershowitz et al., 2000; Mauldon et al., 2001) , but this attribute has had insufficient attention in outcrop and subsurface studies. To the extent allowed by inherently limited samples, we need records of height patterns for subsurface fracture arrays (for example, the top-bounded fracture in Fig. 6 ) as well as systematic records of these patterns in outcrop. Papers in this volume account for fracture height patterns in unraveling spatial arrangement and fracture origins (Lavenu and Lamarche, 2017; Korneva et al., 2017) .
Faults and damage zones
Both surface and sub-surface mapping have shown that there is a wide range of spatial arrangement for faults and fractures associated with folds (e.g., Couples and Lewis, 1998) . Clustering is prominent in some fault patterns (Bour and Davy, 1999) . Even in regional joint systems there are commonly well-developed, but poorly understood, fracture corridors. One of the most widely recognized spatial arrangements occurs in fault damage zones, where regions of intense fracturing occur around the cores and slip surfaces of faults. The damage can take the form of additional synthetic and antithetic faults, deformation bands, veins or pullaparts, and/or opening-mode fractures (Chester and Logan, 1986; Kim et al., 2004) . Damage is generally interpreted as due to the initiation, propagation, interaction and build-up of slip along faults (Cowie and Scholz, 1992; Kim et al., 2004; Choi et al., 2016) .
The pattern, size, and spatial arrangement may also be modified by host rock composition, either through the effect of composition on mechanical properties, or via the influence on host-rock composition on diagenesis . Where damage zones are concentrations of faults, deformation bands and fully cemented veins they may provide important sealing capacity, but where open or partially cemented fractures occur they provide fluid pathways along faults. Both sealing and conductive fractures can develop together in the same fault zone (e.g. Aydin, 2000; Jourde et al., 2002; Matonti et al., 2012; Laubach et al., 2014) .
From a practical standpoint, predicting how these linked kinematic, mechanical, and geochemical processes affect fault properties is important. Even for faults visible using remote sensing and geophysical probes, imaging is usually inadequate for revealing fine-scale attributes that affect fluid flow and fault strength. These linked issues are only beginning to be explored with the intensity that they deserve.
Spatial arrangement and chemical processes
Most opening-mode fractures and faults in subsurface bedded rocks, or fractures that formed in the subsurface, contain some amount of cement (i.e., Evans, 1995; Laubach, 2003; Holland and Urai, 2010; Evans and Fischer, 2012; Gale et al., 2014) . Within a given set of fractures, fractures may be open and 'joint like', with deposits that are thin and inconspicuous. However, elsewhere, fractures of that set may be sealed. The pattern of sealing may depend on fracture age or location, the thermal or fluid-flow history of the fractures, or merely the fracture size or rate at which fractures opened (Laubach, 2003; Hilgers et al., 2006; Laubach, 2015, Vandeginste et al., 2015; Ankit et al., 2015; English and Laubach, 2017) . For such fractures, the terms 'joint' and 'vein' are inconvenient descriptors. Instead, it is preferable to specify the displacement mode, which can be observed, and explicitly describe the mineral fill. An increasing appreciation that joints formed under cold conditions near the Earth's surface, and fractures formed at depth have many important differences (Peacock, 2004) needs to be taken into account in spatial arrangement studies.
Some evidence from field investigations (Hooker et al., 2013 ) and numerical models (Hooker and Katz, 2015) suggest that fracture spatial arrangement, as well as other attributes, may vary with the amount of cement in fractures at the time of fracture growth. In other words, the mechanical effects of the cement deposits interfere with and modify how fracture patterns develop. In this volume, Li et al. (2017) found markedly differing fracture spatial arrangement in the same formation. Differences correlate with the types and amount of fracture-filling cement at the time of fracture growth. The chemical processes of diagenesis also change rock mechanical properties. Consequently, when a fracture pattern forms relative to these geochemical changes likely affects the fracture patterns that form. In this volume, Lavenu and Lamarche (2017) describe fracture patterns that formed under early diagenetic conditions, and in a separate study of similar composition rocks, Korneva et al. (2017) describe the contrasting patterns of late-formed fractures. Chemical effects can also lead patterns of fracture permeability and porosity that do not match fracture abundance and size patterns. In this volume, investigating fractures in a fold-thrust belt, Watkins et al. (2017) 
Numerical models
Numerical models are vital tools for understanding fracture spatial arrangement. For example, the origin of clustering has been the topic of model studies (Figs. 8 and 9 ) Renshaw and Pollard, 1994; Olson, 2004; Olson et al., 2009; Hooker and Katz, 2015; Myers et al., 2017; Yılmaz et al., 2017) . Spatial arrangements of opening-mode fractures can be strongly modified by stress perturbations near faults . Maerten et al. (2017) describe along-fault friction and fluid pressure effects on the spatial distribution of fault-related fractures. The study demonstrates the importance of local fluid pressure patterns along faults on the patterns of opening-mode fractures. Using the Boundary Element Method, the study shows how complex and realistic fault models can be constructed, and the effects of displacements, tractions, cohesion, friction, and fluid pressure investigated.
Papers in this volume

New and newly tested methods
In spite of being an intuitively useful concept, clustering has been resistant to effective quantification. However, without quantification, achieving rigorous comparisons of spatial arrangements is challenging. Methods are needed to distinguish fracture patterns in different rock units and structural settings where spatial periodicity or clustering is present and varies from fracture set to fracture set within the pattern, and to distinguish signal from random fluctuations. Marrett et al. (2017) present new techniques that quantifies spatial arrangement across broad ranges of length scale for structures observed in scanlines (and in principle in other sampling modes), and demonstrates the simple physical meaning of results from the techniques. The normalized correlation count technique provides a quantitative analysis of the degree to which fractures are clustered, and can distinguish between even spacing, clusters arising due to random spacing, and clustering that is stronger than a random signal.
Normalized correlation count uses spacing measurements between all pairs of fractures including non-nearest neighborsdthe sequences of spacingsdas well as other attributes such as size. Accounting for sequences and sizes provides information on cluster distribution and cluster internal structure. A freely available computer program, CorrCount, provided along with the paper, gives analytical and Monte Carlo solutions for randomized input spacings, allowing construction of 95% confidence intervals for the randomized sequence. If a length scale's corresponding correlation count falls either above or below the upper or lower confidence limits, the corresponding fracture spacing is statistically significant. Marrett et al. provides a way to be quantitative about fracture clustering.
Geostatistics is a foundational tool for geosciences. Yet, too many structural geologists are unaware or only mildly aware of its significance and power. Hanke et al. (2017) describes a new directional semivariogram analysis method to identify and rank the controls on the spatial variability of map-scale fracture network attributes in the Paradox Basin, Utah. This paper provides a tutorial on use of semivariograms and shows how to quantify fracture density and intersection density on a GIS-based data set comprising roughly 1200 fractures bounded by a map-scale anticline and A, altered; uA, unaltered rock. Many highly clustered, and demonstrably non-random, fracture patterns have been identified, both in stratabound and non-stratabound fracture sets and in both outcrop and subsurface data. In this volume, Li et al. (2017) show that locally in the subsurface, two sets of orthogonal fractures in the Frontier Formation are highly clustered.
kilometer-scale normal fault. The analysis shows that the amount and structure of spatial variability change systematically with distance from a fault, whereas the fold sets the background structure of variability. Once documented, spatial variability structure implies the geological or geomechanical causes of the heterogeneity, and provides quantitative information that can be included in predictive stochastic models.
Procter and Sanderson (2017) applied topological approaches to Laubach (1992) . Determining if uneven fractures size and spacing patterns like these are statistically more or less clustered than random is a goal of analysis described by Marrett et al. (2017) . Inset shows fracture in New Albany shale, illustrating the challenge of documenting spatial arrangement from vertical core observations. understand spatial and layer-controlled variability in a fracture network. Topological sampling based on node counting and circular sampling areas measures fracture intensity in a layered limestone/ shale sequence in well-exposed outcrops in north Somerset, UK.
The approach provides similar levels of precision as scanline sampling, but is faster and allows characterization of connectivity. Also used were georeferenced photographs that allowed later measurements of trace lengths and orientations. Statistical tests Olson (2004) . Models that incorporate cement infilling during fracture growth produce different patterns, Olson et al., 2009. confirm within-layer, between-layer, and between-locality variation in fracture intensity. Different layers have anomalous intensity at different locations, patterns not obviously related to bed thickness or compositional or textural variation between the limestone beds. Results underline the value of topological analysis in outcrop fracture surveys.
Focusing on cluster development in opening-mode fractures that are fully or partially filled by quartz cement and that demonstrably formed in the subsurface, Hooker et al. (2017) shows how an array of fractures starts from an unorganized flaw distribution and produces a non-random pattern. With the goal of testing the relative importance of flaw distributions, sedimentary features, structures, and self-organization to the development of natural fracture patterns, this study presents microfracture spacing measurements, compiled from eight formations on three continents using the same data collection method and scale of observation. Spacing statistics test whether microfractures are more or less clustered than would be predicted by a random arrangement of fractures.
For one data set, the Hooker et al. study goes beyond statistics to fracture spacing evolution, using fluid-inclusion microthermometry and thermal history modeling to reconstruct for the first time the opening history of a cluster of fractures. A comparison of results to previous models of fracture propagation supports models in which fracture clustering is the result of dynamic crack interaction during propagation. The demonstration of independent timing evidence for a group of parallel, co-genetic fractures shows how other fracture spatial arrangement histories could be reconstructed. Such records can help model development.
The paper by Snyder and Waldron (2017) uses a Markov chain analysis modified to statistically test the randomness of fracture relative timing relationships and determine a history of fracture development. This process provides a statistically tested way to interpret fracture sequence in outcrop and core. Data were collected from coastal outcrops and from cores from across the Windsor-Kennetcook subbasin in the Maritimes Basin (Canada), using the circular scanline and vertical scanline methods in outcrop, and microresistivity images and core. The results of the Markov chain analysis suggest that fracture initiation is related to dextral motion on the Minas Fault Zone, a late Paleozoic transform fault, followed by sinistral reactivation during Atlantic opening.
Among eight dominant fracture sets, four reflect late Paleozoic dextral motion on the Minas Fault Zone and four reflect Mesozoic reactivation during Atlantic opening.
Opening-mode fractures
Although commonly ascribed to tectonic events, fractures occur in otherwise undeformed rocks. Lavenu and Lamarche (2017) explore patterns of such early-developed background fracture networks at regional scale using outcrops in the Provence, SE France, and the Apulian platform, SE Italy. The study highlights the critical role of evolving mechanical stratigraphy in governing the spatial arrangement of fractures in a stratigraphic reference frame. High-angle-to-bedding opening-mode fractures and bed-parallel stylolites developed synchronously during the early burial and prior to major tectonic events. During early diagenesis facies transitions did not act as mechanical discontinuities to height growth, so in a bed-normal direction fractures are unbounded. This spatial distribution differs from what would be expected from the current mechanical stratigraphy, where differential compaction and cementation led to marked mechanical property stratification. Diagenesis and sedimentary facies are responsible for evolving brittleness and mechanical layering in carbonates and other rocks. Lavenu and Lamarche's study shows how fracture occurrence partitions within a stratigraphic sequence, in other words, the fracture stratigraphy, is sensitive to this history. Prediction of critical fracture attributes such as the spatial pattern of height distribution needs to take this sensitivity to diagenesis into account. Korneva et al. (2017) explore the effects of dolomitization on petrophysical properties and fracture distribution within riftrelated carbonates, Hammam Faraun Fault Block, Suez Rift, Egypt. The challenge is the relationship between dolomitization, petrophysical properties fracturing, and, how these relate to the initial textural properties of the precursor limestones. Stratabound and massive dolomitization affected the petrophysical properties and fracture spacing in limestones in different ways. Here, current day mechanical stratigraphy strongly affects fracture spacing owing to the marked effect of dolomitization and its interplay with porosity variation on mechanical properties. Knowledge of the grain size and texture of precursor limestone and the crystal size of resultant dolostones are critical to predicting the rock mechanical properties of this partially dolomitized succession. Together with the Lavenu and Lamarche (2017) , this study illustrates the importance of understanding the mechanical property history in interpreting fracture abundance patterns.
Because of limited access to large vertical exposures, fracture studies from analogues are commonly limited to small outcrops that restricts measurement of joint sizes to relatively small length scales. Hence, the distribution of large through-going joints and their relation to thick mechanical units, remains poorly studied. Corradetti et al. (2017) describes the distribution and arrest of vertical through-going joints in a reservoir-scale carbonate platform exposure, Sorrento peninsula, Italy, made of shallow water carbonate and dolomite layers in alternation. To record all fracture scales within this large outcrop, the authors used drone-aided photogrammetric techniques to produce a Virtual Outcrop Model (VOM) of an inaccessible cliff 250 meters wide and >200 meters high, complemented by local field stratigraphic and stratimetric measurements. One thousand and three georeferenced throughgoing fractures were documented by manual digitization of points along fracture and bedding traces. Major bed-perpendicular through-going fractures are more likely to arrest in the shallowwater carbonate sequence. The analysis of the VOM show that the sedimentary units have a hierarchy of mechanical behaviors and that the scale and vertical continuity of through-going joints and fracture stratigraphy reflects these mechanical properties in a complex height hierarchy.
Focusing on subsurface data, Li et al. (2017) quantifies openingmode fracture spatial organization of a tight-gas sandstone for both surface and subsurface using horizontal wellbore image logs, core and outcrop. The example is Upper Cretaceous Frontier Formation tight gas sandstones in Wyoming. Using Marrett et al.'s (2017) normalized correlation count method and software, Li et al. found that clustered subsurface fracture patterns differ from regularly spaced surface patterns. The reservoir contains clusters of open fractures in two orientations. For the best-characterized set, clusters are likely fractal with 35 m-wide clusters separated by 50e100 m gaps. Cluster patterns can account for gas and water production anomalies. Rapid clustering analysis using horizontal image log observations is feasible with the correlation count software. Causes of differing clustering patterns likely reflect differences in degree of diagenesis and structural setting between outcrop and subsurface localities.
Ladev eze et al. (2017) define the natural fracture network in eastern Canada in sedimentary rocks comprising shallow aquifers, as well as in Utica Shale, a gas play, with the aim of understanding fracture networks potentially linking aquifers with rocks at depth. The study used outcrop data and image-log analysis from eleven shallow wells. Here, outcrops appear to contain the same sets as are found at depth, and thus provide insights into fracture patterns in deeply buried rocks. Spatial arrangement was investigated using variogram analysis. In the study area, the Utica Shale contains three sets of steeply dipping opening-mode fractures, bed-parallel fractures, and faults. Fracture sizes were also documented. Some fractures have heights of as much as 30 m. Length measurements were restricted by the small lateral extent of outcrops, but lengths of as much as 10 m were found. Outcrop analysis revealed strong tendencies for steeply dipping fractures to be bed-bounded, and partitioned by rock type, although some shale fractures are interpreted to be non-stratabound. Variogram analysis revealed evidence of clustering. Lamarche et al. (2017b) studied the process of fracture interaction and hooking in Permian shales of the Lod eve Basin (SW France). This process, related to fracture tip stress interaction, which ultimately connects fractures of similar orientations, can have a significant impact on the overall connectivity of a fracture network. The paper provides key geometric parameters at each of the three main stages of the hooking processdunderlapping, overlapping and linkagedwhich mainly depend on the length and the spacing of the interacting fractures and the stress regime during fracture growth. They also suggest that such a process can occur at all fracture scales but that only fractures of similar sizes interact and link.
With a wide range of factors potentially influencing fracture formation and evolution in folds, resultant fracture networks can be complex and heterogeneous. Watkins et al. (2017) present a fracture dataset collected in outcrop for better constraining controls on fracture attributes and distributions in fold-thrust belts. Using the Achnashellach Culmination, Moine Thrust Belt, NW Scotland, the study documents the spatial distribution of fracture connectivity, orientation, and cement fill at different structural positions in several structures. A 3-D model, constructed using field observations and bedding data, and geomechanically restored using Move software, accounts for how factors such as fold curvature and strain influence fracture variation.
Fracture patterns are consistent and predictable in high strain forelimbs, marked by numerous, large, and interconnected fractures. However, in low-strain backlimbs connectivity is lower, and heterogeneities in connectivity and orientation do not correspond to fluctuations in strain or fold curvature. Here, other factors such as lithology have a greater control on fracture attribute distributions. Although fractures are less prevalent and less predictable in low strain regions, these fractures are predominantly open, whereas those in the high-strain areas are quartz filled. Thus, the concentration of the largest and most numerous fractures, in high strain zones, is markedly offset from the distribution of open fractures.
Faults and deformation bands
As noted above, Maerten et al. (2017) describe along-fault friction and fluid pressure effects on the spatial distribution of faultrelated fractures. Using high-resolution 3D seismic data from a deep water setting near Malaysia, Totake et al. (2017) analyze structural variations along strike in a deep-water thrust belt with the aim of assessing along-strike patterns of fault heave and elevation of thrust hangingwalls. Kinematic interactions and linkages between fold-thrust structures cause along strike changes in fold and thrust geometry. Local heave deficits on large master thrusts are compensated by the occurrence of small imbricate thrust arrays and increased fold strain. Relays of displacement lead to complex but systematic cross-strike patterns. The patterns and mapping approach used provides a way to infer the presence of local complex multiple faults in less well-imaged parts of seismic volumes.
The spatial arrangement of faults is an area of continuing concern, where new and improved methods are being applied, for example as noted above with respect to the study by Hanke et al. (2017) . The spatial arrangement and size patterns of faults in a supra-detachment basin was examined by Laubach et al. (2017) using the Marrett et al. (2017) normalized correlation count method as well as standard methods. Normalized correlation count reveals that in this high-strain fault pattern, instead of interaction among faults during their propagation boundary conditions such as fault shape, mechanical unit thickness and internal stratigraphy on a range of scales influence spatial and size patterns.
Considering deformation bands, most literature focuses on siliciclastic rocks, leaving a gap regarding carbonate-hosted deformation bands. Lubiniecki et al. (2017) focuses on the mechanisms involved in carbonate-hosted deformation bands and attempt to link their coevolution with fractures in the adjacent shale formation in the St. Vincent Basin. They investigated the OligoceneMiocene calcarenites of Port Willunga Formation, which is offset by the NE-SW striking curvilinear Willunga Fault at Sellicks Beach, South Australia. The Willunga Fault is a steep southeast dipping reverse fault at present-day, which reactivated from an original half-graben structure formed during the final separation of Antarctica from Australia in the middle Eocene. Mapping 221 carbonate-hosted deformation bands within the footwall and 440 shale-hosted fractures within the hanging wall of the Willunga Fault suggests that carbonate-hosted deformation bands have a range of cataclasis intensity, which is defined by the degree of comminution and bioclast alignment within the deformation band that results in 25e33% porosity reduction. Iron-hydroxide cement further reduces band porosity by 1%. Furthermore, their results indicate that deformation bands provide useful evidence for constraining the structural evolution of basins over neotectonic timescales.
A challenge to understanding fluid flow in buried basement rocks is that only the largest faults are generally visible to basinscale geophysical investigations. Three papers address the spatial arrangement of faults and fractures in basement rocks over a range of scales and resolutions. Using the western shoulder of the Upper Rhine Graben as an example, Bertrand et al. (2017) show how structural heritage and rock type variations govern spatial arrangement of reactivation and distribution of fault and fracture networks in a rift setting. Scanlines, outcrop mapping, digital terrain models and regional data show a hierarchy of fault blocks that control the fine-scale structures. Controls on orientations, lengths, spacing and densities are a combination of neo-formed and reactivated older structures interacting with rock type.
Based on crystalline basement rocks of the southern Black Forest, Germany, Meixner et al. (2017) explore spatial patterns using digital elevation models and satellite imagery. Results have implications for identification and spatial arrangement of lineaments and fault zones in crystalline rocks. They map lineaments over an area of 2000 km 2 and compare results derived from different image types. The quantities assessed include orientation, average length, and total length of linear feature. Statistical analysis shows that differences in resolution distinctly impacts results. For each type of representation, the authors are able to define the censoring bias and truncation bias on observable lineament length. This study is an example of documentation of spatial patterns on a broad scale. The authors were able to correlate lineaments with faults. They found differences in fault density corresponding to host rock types, with higher fault density in granite-dominated areas and lower fault density where gneiss is prevalent. Geomechanical sliptendency analysis applied to the fault pattern assesses which faults might be present and critically stressed in basement rocks. Turning to the spatial arrangement of faults and fracture zones on a wide regional scale, Gabrielsen et al. (2017) describe fault distributions in the Precambrian basement of South Norway. Remote sensing methods and potential field data and local highresolution field studies illuminate brittle basement structures on the scale of a large crustal block. A regular pattern visible on this broad scale encompasses faults and fracture zones of different age, style, attitude, and frequency.
Spatial variability, connectivity and fluid flow
The spatial distribution of structures is a major source of heterogeneity in rocks and, hence, in the uncertainty in predicting geological processes. In this volume, new approaches are presented for understanding and quantifying spatial distribution over a wide range of scales. Many contributions use well-constrained surface exposures, which provide insights and the opportunity to test new ideas. In the sub-surface, information is generally sparse due to the small volume sampled by wells and the limited seismic resolution of small features. Thus, predicting the spatial arrangement of fractures at the scale of an entire structure object from field analogues can provide valuable constraints when extrapolating beyond well control (Bruna et al., 2015) . However, it is important to remember that surface exposures may have quite different deformation histories to similar rock in the sub-surface . For example, many barren fractures (joints) develop during the late uplift or surface history of rocks and may be absent, or have different character due to solution and cementation in the sub-surface.
Differences in spatial arrangement have implications for reservoir characterization. Fracture clusters (or corridors) have been identified as widespread features in both groundwater and hydrocarbon reservoir rocks (e.g., Questiaux et al., 2010 ) that need to be accounted for in reservoir modeling. In Li et al.'s (2017) subsurface example, core observations show that two orthogonal fracture sets are open and capable of contributing to fluid flow. Analysis of long image-log data sets shows that clustering characterizes both sets. Interconnections between clusters of the same or different sets could impact flow patterns. Clusters separated by unfractured or less fractured rock could, for example, explain differences between gas and water production from nearby wells.
From a petroleum industry standpoint, a naturally fractured reservoir (NFR) is one in which open fractures may enhance the permeability field, thereby affecting well productivity and recovery efficiency (Narr et al., 2006) . In such reservoirs, experience suggests that there is a disconnect between the 'fracture network' comprising all the fractures present in the reservoir at all scales, and the 'flow network' consisting only of open and, in some sense, connected fractures that affect the flow on timescales of well production. This issue is also pertinent to flow in fractures in geothermal reservoirs and in waste disposal and sequestration applications. There are many reasons for such discrepancies. One being the tendency for some fractures, or parts of fractures, to fill with cement (i.e., Laubach, 2003; Olson et al., 2009) . As illustrated by the Hooker et al. (2017) study, the geochemical aspects of how fracture systems grow and how they alter with time are topics that are ripe for further investigation with new spatial analysis tools in combination with other approaches.
Outcrop imaging of fracture traces can usefully incorporate a component of fracture petrology to unravel the porosity history of the fracture arrays, rather than treating all the traces as open fractures. The arrangement as well as the geometry of exchange between the matrix and the fractures, and porosity characteristics of fractures over a range of scales governs how ultimately the different fracture scales should be represented in flow simulation models. Patterns and size distributions may have invariant geometric properties over a wide range of scales (e.g., Sanderson and Nixon, 2015) whereas porosity structures may vary abruptly owing to geochemical effects. For example, Marrett et al. (2017) show that aperture size distributions are well described by a single power law over four orders of magnitude, but that the fracture cement history shows that only the largest fractures were open for fluid flow, with all fractures later becoming sealed. Hooker et al. (2017) show that the spacing and spatial arrangement patterns themselves may depend on the geochemistry at the time of fracture growth as much as on mechanics considerations. Other recent studies support the importance of these interactions (Gillespie et al., 2001; Hooker et al., 2012 Hooker et al., , 2013 .
Spatial arrangement, among other things, is a constraint on connectivity and therefore plays a vital role in the character of the flow network (Odling, 1997; Manzocchi, 2002; Ozkaya and Mattner, 2003) . In subsurface rocks having finite, even if low, permeability, fully interconnected fracture networks are not required to significantly affect flow on engineering timescales (Philip et al., 2005) . But the character of near intersections such as in the hooking relations described by Lamarche et al. (2017a,b) can affect flow. Therefore, providing a static-dynamic calibration, the characterization of the spatial arrangement of fractures at all scales from limited, 1-D, well data is a key issue. For example, the definition of the characteristic dimensions of a clustered network or that of an homogenously distributed diffuse network (Roy et al., 2014; Marrett et al., 2017) combined with an understanding of the frequency and spatial distribution of fracture apertures from thin section data (Iñigo et al., 2012; Hooker et al., 2013) will allow better reconciliation of the characteristic dynamic parameters obtained from well tests and appropriate adjustments to the theoretical reservoir engineering flow laws (Denetto and Kamp, 2016) .
Conclusions
Papers in this volume provide new results and a critical review of many aspects of previous work on spatial arrangement. Examples include studies of fault and fracture spatial arrangements in a wide range of rock types and structural settings, over a wide range of scales. Several studies point toward useful directions for further work. New approaches to documenting fault and fracture patterns include analytical approaches to quantify spatial arrangement, and rigorously identify clustering more concentrated than random. Illustrations of topological methods to document the full complexity of fracture arrays continue to show promise. Petrologic approaches that allow the time-sequence of development of fracture patterns adds a powerful new dimension to understanding how fracture patterns develop.
From the variety of papers in this volume it is clear that our understanding of the spatial arrangement of fractures is advancing rapidly. The path from fracture characterization to predicting fluid flow and other effects clearly involves three key considerations:
1) The measurement of geometrical attributes linked to the spatial location of the data and, hence, to the spatial variability of such attributes over a wide range of scales; 2) An understanding of how the individual fractures relate to one another (intersection, connectivity, etc.) in terms of the topology of the network (as in Fig. 7) ; 3) How the form and microstructure (aperture, cement, etc.) varies spatially and temporally and influences the transmissivity of the individual fractures or fracture sets (Fig. 7d) .
Only by combining information from all three of these aspects is it possible to predict reliably the fluid flow, rock strength, and other key properties affected by fractures. Papers in this volume show that we should address these three elements together because spatial location, size, patterns, and the evolving geochemistry of host rock and fractures likely represent interacting systems.
