This paperpresents a probabilistic algorithm for segmenting and recognizing text embedded in video sequences. The algorithm approximates the posterior distribution of segmentation thresholds ofvideo text by a set of weighted samples. After initialization the set of samples is recursively refined by random sampling under a temporal Bayesian framework. The proposed methodology allows us to estimate the optimal text segmentation parameters directly in function of the string recognition results instead of segmentation quality. Results on a database of 6944 images demonstrate the validity ofthe algorithm.
INTRODUCTlON
Text recognition in video is one of the key components in the development of advanced video annotation and retrieval systems. Text characters contained in video can be any grayscale value and embedded in consecutive frames with complex changing backgrounds. To recognize these text characters, a segmentation step is necessary before applying an optical character recognition (OCR) sothuare, even when the whole text string is well located. Therefore, a large amount of work on text segmentation from complex background has been published in recent years.
Most text segmentation methods are performedafter text string is located in images. These methods assume that the grayscale distribution is bimodal and devote efforts to perform better binarization such as combining global and local thresholding [I] , M-estimation [4] and simple smooihing [ I I] . However, the bimodal hypothesis is not always fulfilled. In [3] , multiple hypotheses segmentation method, which assumes that the grayscale distribution can be k-modal (k=2,3,4) , has been shown to improve the recognition performance. To exploit the temporal information provided by consecutive frames of a given text string, Sat0 [9] and Lienhart [7] computed the maximum or minimum value at each pixel position over consecutive frames. However, this ' This work has been performed in the fmmeworkof1he"Comhmed Image and Word Spotttn~" project granted by the European IST Programme. method can only be applied on black or white characters. Li [6] proposed a multi-frame enhancement which computes the average of pre-located text regions in multiple frames for further segmentation and recognition. The average image has smaller variance of noise but may propagate blur characters in frames. A common drawback of these temporal methods is that they require accurate text image alignment at the pixel level.
In order to use the temporal information at a higher level than the pixel level, we can exploit different recognized text strings obtaining by segmenting consecutive text images of the same text string. This implies that segmentation needs to be performed on each individual text images from different frames. However, applying traditional segmentation on every frame has two problems. Firstly, it is not efficient in terms of computation cost. For a given video text string, the segmentation characteristics in different frames are varying but not completely unpredictable. Thus, the optimal parameters of the previous frame could he reused instead of performing an individual segmentation again. Secondly, traditional segmentation algorithms usually rely on predefined criterions which may not always yield segmentation results that would lead to good recognition [IO] . In other words, the segmentation quality in our case should be validated us- (I, U) . This evaluation could rely on the segmented image. However, computing accurate measures of segmentation quality in term of character extraction is difficult without performing some character recognition analysis. Besides, visually well segmented image does not always lead to a correct recognition. The OCR may produce errors due to the short length and the unknown font of the text string. Therefore, since ultimately we are interested in the recognized text string, the data likelihood will be evaluated from the output T of the OCR.
To extract the text string T, we first binarize the image o using x, and remove non-characters using a connected component analysis step [2] . Then, a text string T is produced by applying an OCR software on the resulting binary image.
To evaluate the data likelihood using string T, we ex- 
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in which Gh corresponds to any other garbage character. Finally, let us denote by Ha (resp. fin) the hypothesis that the string T or the characters Ti are generated from an accurate (resp. a noisy) segmentation. The data likelyhood is defined L .
states(i.e. p ( o t +~I x~+ i , o~: , ) = p ( o , +~I q +~) )
and afirst order Markovmodel forthe sequence ofstates (i.c. p(~l,.l\x,,~l:,) 2 s the Probability ofthe accurate segmentation hypothesis p (xI+l k)). we obtain the following recursive equation for the posterior : "0 given the string
The exploitation of the last equation requires the definition of two conditional densities: the transition probability p ( x , +~I x , )
andthe dataIikelihoodp(o,lx,). Bothmodelsare typically time-invariant so that we can simplify the notation by denoting these models p x Ix and p ( o ( x ) respectively. They are presented in the next Subsection, while the description of the particle filter implementation of the above equation is deferred to the end of the Section. was selected. Cutoff and backoff techniques [5] were employed to address the problems associated with sparse training data for special characters (e.g. numbers and garbage characters). The noise language model p(.lH,) model was obtained by applying the same toolkit on a database of strings collected from the OCR system output when providing the OCR input with either badly segmented texts or text-like false alarms coming from the text detection process. Only a unigram model was used because the size ofthe background dataset was insufficient to obtain a good bigram model. The prior ratio on the two hypotheses is modeled as = b, where b is a bias that can be estimated from general video data. The data likelihood is then given by: Figure 1 shows the ground truth data likelihood, which is defined as p(o)x) = 0 if not all the words in the ground truth are recognized, otherwise p(olx) = I . The figure also shows the proposed data likelihood of the image at all the possible states, illustrating that our probabilistic model is accurate. Even if the initial state (here provided by an Otsu algorithm [8] and shown with an arrow in the images) leads to an incorrectly recognized text string, the Bayesian filtering methodology, thanks to the introduction of randomperturbation and our data likelihood model, will still be able to 'We have chosen b = h t to take into account slring length in the prior.
Fig. 2. Examples of located embedded text in video.
find a state that provides the correct string. The Bayesian filtering is implemented by a recursive particle filter that is described below.
Particle approximation
The idea of the particle filter is to approximate the posterior 
EXPERIMENTS AND DISCUSSION
The MCVTS algorithm was tested on text regions located and extracted from one hour of video provided by the CIM- Figure 2 shows some image examples.
Performances are evaluated using character recognition rates (CRR) and precision rates (Prec) that are computed on a ground truth basis as :
Nr
Nr CRR = -and Prec = --N Ne N is the true total number of characters in the ground truth, Nr is the number of correctly recognized characters and N, is the total number of extracted characters. Additionally, we also compute word recognition rate to get an idea of the coherency of character recognition within one solution. Figure 2 . From the computation complexitypoint of view, the CPU cost ofthe MCVTS algorithm depends on the number of samples, the thresholding operation and OCR CPU cost. The algorithm can handle 3-5 text strings in real time with m = 3. Note that using more than m = 3 particles per image does not improve the performance of the algorithm. The average number of samples per text string is thus around 85.
In this paper, we proposed a Monte Carlo method for segmenting and recognizing embedded text of any grayscale value in image and video based on particle filter. The MCVTS algorithm has four main advantages for segmenting video text. Firstly, the algorithm proposes a methodological way to search for segmentation parameters that lead to accurate results. Secondly, the algorithm adapts itself to the data by sampling in proportion to the posterior likelihood. This enable us to propose an accurate probability model based on OCR results instead of estimating the posterior of segmentation based on segmented images. Thirdly, the algorithm does not require precise tracking of text images among video frames at the pixel level. Finally, the MCVTS algorithm is very easy to implement and also easy to be extended to other state spaces, such as parameters of local thresholding techniques (e.g. Niblack binarization).
