In this paper, we consider the problem to determine the optimal time to sell an asset that its price conforms to the Black-Schole model but its drift is a discrete random variable taking one of two given values and this probability distribution behavior changes chronologically. The result of finding the optimal strategy to sell the asset is the first time asset price falling into deterministic time-dependent boundary. Moreover, the boundary is represented by an increasing and continuous monotone function satisfying a nonlinear integral equation. We also conduct to find the empirical optimization boundary and simulate the asset price process.
Introduction
In In [2] , Albert Shiryaev, Zouquan Xu and Xun Yu Zhou solve the following problem: There is an investor holding a stock, and he needs to decide when to sell it for the last time with given time to sell T. It is obvious that he wants to sell at a time of highest price on the interval from 0 to T. Assume that the discounted share price X complies with the following dynamic equation: 
where t is a standard Brownian motion independent with of the probability space . Assume is a complete probability space with nondecrease  -field. Suppose l and h a satisfy a l < r < a h , where r is the interest rate and it is constant and the initial value of assets a 0 X is a positive constant. Investors holding assets need to decide when to sell it for the last time with given time to sell them is T. Knowing that at the initial time distribution of α as
, where
is the completion of the filtration generated by X. The problem is finding -stopping time
where supremum is taken in -stopping time τ, 0 ≤ τ ≤ T.
The price process t X and posterior probability process satisfying the equations
is a P-Brownian motion defined by:
and a new measure satisfying:
According to the Girsanov theorem, W is a -
Then, price process X and process  satisfy the equations
So, X and  are geometric Brownian motions under measure . Moreover, * P  -field generated by W coincides with the one generated by X.

We define the likelihood process
We know that is a -Brownian motion, so
Denote that is an expectation operator with respect to measure 
X can be written as:
where: 
We consider an optimal stopping problem as:
where:
   with respect to filtration generated by . W  It can be seen that the optimal stopping t can be turned to the optimal stopping time in the problem Now, we study the optimal stopping problem (2.7). We will prove that existing an increasing and continuous monotone function:
is an optimal stopping time for the problem (2.7). 
where On the other hand, we can wr
ith this notation, we have
Define the continuation region C:
and the stopping region D:
ing to out optimal stopping problems, the stopping time 
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We have: 
e Numerical Solution of the Integral tion Results
Below we follow [5] , devided  (Figures 4-19) a Tables 1-3 Table 1 . The numerical solutions of (2.9) with a l = 0.1; a h = 0.2; r = 0.15; σ = 0.2.
Th Equation and Simula
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