We briefly discuss the notion of the Lagrange multiplier for a linear constraint in the Hilbert space setting, and we prove that the pressure p appearing in the stationary Stokes equations is the Lagrange multiplier of the constraint div u = 0.
Introduction
For equations modelling incompressible fluid flows, it is frequently remarked that the pressure term acts as a Lagrange multiplier enforcing the incompressibility constraint. Here we prove it rigorously in the case of the stationary Stokes equations. Namely, we show that the pressure p appearing in the equations is the Lagrange multiplier corresponding to the constraint div u = 0 in the variational formulation of the equations, see Section 4. For this purpose, we briefly discuss preliminary concepts and present some simple variational problems which use Lagrange multipliers in the next section. We then generalise the concept of the Lagrange multiplier to the general Hilbert space setting (Section 3) and apply it to the stationary Stokes equations.
Preliminaries
Let H be a Hilbert space and J : H → ℝ a convex functional that is Fréchet differentiable, that is, for each u ∈ H, there exists ∇J(u) ∈ H * such that J(v) = J(u) + ⟨∇J(u), v − u⟩ + o(‖v − u‖) for all v ∈ H, where ⟨u * , u⟩ denotes the duality pairing between a linear functional u * ∈ H * and a point u ∈ H, and o(x) is any function such that o(x)/x → 0 as x → 0 + . Let K denote a closed subspace of H.
where K ∘ := {u * ∈ H * : ⟨u * , v⟩ = 0 for v ∈ K} denotes the annihilator of K.
Proof. (⇒)
If u is a minimiser of J over K, then for all v ∈ K such that ‖v‖ = 1 and for all t > 0, we have J(u ± tv) ≥ J(u), and so
Taking t < 0 instead of t > 0, we similarly obtain ⟨∇J(u), v⟩ ≤ 0. Hence, ⟨∇J(u),
(⇐) From convexity, we have
Subtracting J(u) and dividing by t, we get
The assumption ∇J(u) ∈ K ∘ gives ⟨∇J(u), v⟩ = 0 and so the left-hand side is equal to
. Taking the limit, as t → 0 + , we get 0
Example 2.2. Let a 1 , . . . , a M be orthonormal vectors in H and let
be a finite intersection of hyperplanes. Consider the minimisation problem: Find u ∈ V such that
where J : H → ℝ is convex and differentiable. Then Lemma 2.1 gives that u ∈ V is the minimiser if
Therefore, there exist unique 
where Λ := (λ 1 , . . . , λ M ) T . We call Λ the Lagrange multiplier of problem (1). Rewriting the above equality together with the constraint x ∈ Ker C in a compact form, we obtain
Since A is invertible and C is of full rank, the solution x to this system exists and is unique. This example illustrates what is the role of the Lagrange multiplier Λ, namely, that it is a "redundant variable" which "fills out the columns of the system" and hence makes it solvable for x.
The Lagrange multiplier
We now generalise the examples to a general Hilbert space setting. Let M be another Hilbert space, let T : H → M * be a bounded linear operator, and let T * : M → H * denote the dual operator of T (that is, ⟨T * q, u⟩ = ⟨Tu, q⟩, where ⟨ ⋅ , ⋅ ⟩ denotes the duality pairing in turn between H * and H and between M * and M).
Theorem 3.1. Suppose that the operator T satisfies the condition
for some C > 0, and consider the minimisation problem: Find u ∈ Ker T such that
Then u ∈ Ker T is a solution to (4) if and only if there exists p ∈ M such that
T * p = ∇J(u).
Moreover, if such p exists, it is unique.

Definition 3.2. This p ∈ M is the Lagrange multiplier of problem (4).
Note that by the fundamental theorem of mixed finite element method (see, for example, [2, Chapter I, Lemma 4.1]) condition (3) is equivalent to
Let us also point out that Example 2.2 is a special case of Theorem 3.1, by setting T = P, where P : H → V ⊥ is an orthogonal projection with respect to the inner product of H (here we identify H * with H). Condition (3) follows for such T, by noting that M = V ⊥ = (Ker T) ⊥ and by writing
Proof of Theorem 3.1. (⇐)
Since
we see, using Lemma 2.1, that u ∈ Ker T is a solution of (4).
(⇒) From (3) we can see that T * is injective on its range R(T * ). Therefore, T * has a bounded inverse T − * : R(T * ) → M and ‖T − * ‖ ≤ 
Hence, if u ∈ Ker T is a solution of (4), then Lemma 2.1 gives ∇J(u) ∈ (Ker T) ∘ = R(T * ), that is, there exists a unique p ∈ M such that ∇J(u) = T * p.
Pressure function in the stationary Stokes equations
We now turn into the stationary Stokes equations given by
where Ω ⊂ ℝ n is a smooth domain, u : Ω → ℝ 3 denotes the velocity of the fluid, p : Ω → ℝ denotes the pressure and f : Ω → ℝ 3 is the density of forces acting on the fluid (e.g., gravitational force). The steady Stokes equations govern a flow of a steady, viscous, incompressible fluid. The weak formulation of this problem is to find u ∈ V and p ∈ L 2 0 such that
where
and ( ⋅ , ⋅ ) denotes the L 2 inner product (for either scalar, vector or matrix functions). We will show that problem (5) is equivalent to finding a minimiser u ∈ V of the problem
(Note that this formulation does not include p.) Moreover, we will show that the pressure function p is the Lagrange multiplier of problem (6). Indeed, letting H := H Furthermore, letting
we see that T is a bounded linear operator and V = Ker T. Moreover, T * : M → H * is such that
that is, T * q = ∇q as an element of H * .
Condition ( Note also the similarity of the last equality with (2).
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