Computations of cuspidal cohomology of congruence subgroups of SL(3, Z)  by Ash, Avner et al.
JOURNAL OF NUMBER THEORY 19,412-436 (1984) 
Computations of Cuspidal Cohomology of 
Congruence Subgroups of 2X(3, Z) 
AVNER ASH 
Department of Mathematics, The Ohio State University, 
Columbus, Ohio 43210 
DANIEL GRAYSON 
Department of Mathematics, University of Illinois, 
Urbana, Illinois 61801 
AND 
PHILIP GREEN * 
Department of Biostatistics, University of North Carolina, 
Chapel Hill, North Carolina 27514 
Communicated by H. Stark 
Received March 31, 1983 
Algorithms are presented which find a basis of the vector space of cuspidal 
cohomology of certain congruence subgroups of SL(3, Z) and which determine the 
action of the Hecke operators on this space. These algorithms were implemented on 
a computer. Four pairs of cuspidal classes were found with prime level less than 
100. Tables are given of the eigenvalues of the first few Hecke operators on these 
classes. 0 1984 Academic Press, Inc. 
1. INTRODUCTION 
We report in this paper on some computations of automorphic forms for 
congruence subgroups of SL(3, Z). To explain what sort of automorphic 
forms these are, let us begin with the analogous situation in the classical case 
of SL(2, Z). 
Suppose r is a subgroup of finite index in SL(2, Z) and f(z) is a 
holomorphic automorphic cusp form of weight 2 for r on the upper half 
plane H. (For an introduction to these terms, see, for example [8].) Then 
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f(z) dz is a differential on H invariant under the usual action of I’ on H. We 
may view f(z) dz as a holomorphic differential form on the Riemann surface 
H/I’. Integrating this form over homology cycles on H/r gives a 
cohomology class u(f) with coefficients in C. The mapfb u(j) is a linear 
monomorphism. The rest of the cohomology of H/T comes from anti- 
holomorphic automorphic cusp forms and Eisenstein automorphic forms in a 
similar way. Therefore, we can study automorphic forms of weight 2 for r 
by studying the cohomology H’(H/I’, C) or its dual space, the homology 
H,(H/I’, C). The cusp forms are of paramount interest, since the Eisenstein 
forms (which span a complement to the cusp forms) are very well 
understood. There is a topological characterization of the subspace 
H&(H/r, C) = {u E H’(H/T, C): u = u(f) withfa cusp form} 
(see below). Hence we can compute the dimension of the space of cusp forms 
of weight 2 for r purely topologically. 
Suppose now that the matrix 
1 1 
( 1 0 1 
is in I’. Then the cusp formf(z) has a Fourier series expansion: 
f(z)=X a, exp(2ninz), n> 1. 
The Fourier coefficients a,, often have great number-theoretical interest. We 
can compute them also topologically, modulo some technical complications, 
in the following way: We assume that r contains the full congruence 
subgroup r(N) for some N. r(N) consists of all matrices congruent to the 
identity modulo N in SL(2, Z). Let N be chosen as small as possible and call 
N the “level” of r. Let d be the commutative algebra generated over C by 
symbols T,,, for m > 2. We call 8 the Hecke algebra and T,,, a Hecke 
operator. There are actions of d defined on the space of cusp forms and on 
H*(H/T, C) such that 
(1) a large subspace of cusp forms has an eigenbasis with respect to 
K, and there is a well-understood complement to this subspace; 
(2) if f is an eigenvector, a, # 0. Normalize so a, = 1. Then 
T,,,f = q,,A 
(3) the mapf-+ u(f) is 6-equivariant; 
(4) the action of d on H*(H/r, C) is definable in a topological way. 
The information of the a,,,‘~ can be packaged into an L-function: (This 
definition omits the r-factors of the usual L-function for simplicity.) 
Ldf,~)=xa,n-~, n> 1. 
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If f is an eigenform for g, the L-function has an infinite product expansion 
L(fs)= n (1 -uPp-“+py-’ * n (1 -app-y-1. 
P@ PIN 
Here we are assuming P = r0(2, iV) (defined below). Since the a,‘~ can be 
computed from uu) as well as from f, we can talk about the L-function 
L(u, s) associated to a cohomology eigenclass u for 6. 
In the last few decades, all the ideas above have been generalized to other 
reductive Lie groups G besides SL(2). Replacing H by the symmetric space 
X associated to G, we can study automorphic forms on X with respect to a 
discrete subgroup r of G. Even if X does not have a complex structure, it 
makes sense to treat automorphic forms arising from the de Rham 
cohomology of X/r as the analogs to holomorphic automorphic forms of 
weight 2 in the classical case. We can define Hecke operators that act 
directly on the cohomology of X/r’ and thus study those automorphic forms 
in a geometrical setting. 
We followed this out for G = GL(3) to the extent that we could write 
algorithms for computing spaces of “cuspidal cohomology” and the matrices 
through which the Hecke operators act. Then for specific examples we 
implemented these algorithms to compute dimensions of spaces of cusp 
forms, the eigenvalues of some Hecke operators, and hence the first few 
terms in the L-functions associated to the cusp forms we discovered. 
First we present the relation between the topology of X/T and the theory 
of automorphic forms for GL(3). Next, concentrating on the topology, we 
show how to convert our problem into finite-dimensional linear algebra in a 
concrete way. Then, we explain how we performed these linear algebra 
computations on the DEC-20 at Columbia University. Finally, we give 
numerical tables and a summary of our results. 
2. TOPOLOGY AND AUTOMORPHIC FORMS FOR SL(3) 
Let r be a subgroup of finite index of SL(3, Z). Set X equal to the 
symmetric space SO(3)\SL(3, IR), on which SL(3, I?) acts on the right. Let 
M be the Borel-Serre compactification of X/r [ 11. Then the homology (resp. 
cohomology) of r and M with C coefficients are canonically isomorphic, 
and we shall identify them. 
The principle object of this paper is the computation of H:(T, Cc), which 
by definition equals the kernel of the restriction map r, : Hk(M, Cc) + 
Hk(8M, C). We need only consider the case k = 3 for the following reasons: 
the cohomological dimension of r equals 3, by [ 11, and H’(M, C) vanishes 
by Kazhdan’s theorem [2]. Thus Hf(r, C) = 0 unless k = 2 or 3. In these 
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two latter cases, the kernels are isomorphic to each other by Poincare 
duality, since dim M = 5. 
An element u of Hf(T, C) gives rise to an automorphic form in the 
following way: let r, be a torsion free subgroup of finite index in r. Pull u 
back to a class in H#,,, C) and represent it as a differential form w  in the 
de Rham cohomology of X/r,,. Because r3(u) = 0, we may assume w  has 
compact support and hence is square-integrable. Then by a theorem of 
Kodaira, we may add a coboundary to w  to make a square-integrable 
harmonic form a that represents U. This a is a vector valued automorphic 
form for SL(3). 
It follows from theorems of Borel-Garland [4] and Wallach [5] that a is 
actually a cusp form in the technical sense. Conversely, if a cusp form were 
represented by a 3-dimensional cohomology class u, u would be square- 
integrable. It is then not hard to show that ~~(a) = 0. This justifies calling 
H:(T, C) the cuspidal cohomology in dimension 3, and henceforth we shall 
use the notation H:,,,(T, C) for it. 
The material in the two preceding paragraphs may be found explained in 
detail in [6]. 
PROPOSITION 2.1. The restriction map r, is surjective. Therefore, we 
have the exact sequence 
ProoJ The cokernel of r3 injects into H4(M, &t4; C). The latter is 
isomorphic to H,(M, C) by Lefschetz duality, as dim M = 5. But this 
vanishes by Kazhdan’s theorem [2]. 
Next we describe the cohomology H3(aM, C). 
DEFINITION 2.2. The Tits building T,, for the group SL(n, Q) is the 
simplicial complex with one vertex for every nontrivial subspace of Q”; a set 
of vertices span a simplex if and only if the corresponding subspaces can be 
arranged into a flag. In the obvious way, SL(n, Cl) acts on T,,. 
Let Pi (i = 1,2) be the following two maximal parabolic subgroups of 
SL(3): * * * 
P,= 0 ii 11 0 * 
* 
* 
P, = 
ii )I 
* . 
00 * 
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For our purposes, we prefer to have a description of the homology 
H,(c?M, 6): 
PROPOSITION 2.3. Suppose TC SL(3, Z) has finite index. Let 
M = M(r), V = T#, and .Y = a set of representatives of orbits of maximal 
parabolic CR-subgroups of SL(3) under conjugation by K Let Pi, i = 1,2, be 
defined as just above, and set L = P, n P,. For each P in 9 choose g in 
SL(3, Z) and i= 1 or 2 such that P=gPi g-‘. Then set L(P) =gLg-‘. 
(This is a Levi component of P.) Let r(P) denote the projection of r onto the 
first factor of P = L(P) . (unip. rad. of P). Then 
Note that L(P) is isomorphic to GL(2, I?). Thus we may view r(P) as a 
subgroup of GL(2, R) acting on the upper half plane, H. Then by 
fcuspvw, C) we mean Hf,,, (H/r(P), C) as defined in the Introduction. 
This proposition, which is not too hard to prove directly, may be derived 
from Theorem 2.4 of [6] by taking r/r(m)-invariants in the formula for 
H3@M) there presented, where r(m) is any full congruence subgroup of 
SL(3, Z) contained in r. 
3. LINEAR EQUATIONS FOR COHOMOLOGY AND MODULAR SYMBOLS 
DEFINITION 3.1. Let e I ,..., e, be the standard basis of column vectors in 
n-space. Define the three matrices h, , h,, g as 
he, =e2, h,e, = -e,, h,ei = e, ifi>3; 
hzen = (-l)n+l e,, h,e, = ei+ 1 ifl<i<n; 
ge, = e,, ge, = -e, - e,, ge, = ei ifi> 3. 
If R is any ring, we can think of h,, h, and g as elements in SL(n,R). 
For any subgroup r (not necessarily of finite index) in SL(n, Z) we define 
W(r) to be the vector space of all set functions8 SL(n, Z) + G satisfying for 
all y in r, and f compact support mod E 
(1) f cv) =f @I; 
(2) f @,x1 = -f (xl; 
(3) f @2x) = (-1)““f (xl; 
(4) f(x) +f (gx) +f Wx) = 0 
for all x in SL(n, Z). 
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If r is normal in SL(n, H), we give W(r) the structure of SL(n, Z)-module 
by 
0 *f)(x) =f(v) for x, y in SL(n, Z). 
This action factors through SL(n, Z)/T. 
THEOREM 3.2. Let n = 2,3, or 4. Set N= $z(n - 1). Suppose 
r c SL(n, Z). Then there is a natural isomorphism @: W(r) -+ H#, C). Zf r 
is normal in SL(n, Z), this is an isomorphism of SL(n, Z)-modules. 
Proof. If r is normal of finite index in SL(n, Z) and torsion free, this is a 
restatement of Theorem 4.13 of [3]. The same proof works for arbitrary r, 
as long as we make sure the chains have compact support. 
Remark 3.3. The isomorphism of the theorem arises in this way: 
identify X with the set of positive-definite symmetric n X n matrices of deter- 
minant one. Let u be the set of matrices S = (sij) in X such that 
S i1=sZ2=...=snn and ‘vSv>s,, for any column vector v in Z3 - (O}. 
Then u is a closed N-cell. We choose and fix an orientation on cr. Let GZ be a 
set of representatives of the double cosets H\SL(n, Z)/T, where H is the 
finite group generated by h, and h,. Then H is the stabilizer of cr in 
SL(n, Z). For each y in SL(n, Z), let uy denote the cell uy with orientation 
induced by y from u. For any f: SL(n, Z) --) C, set 
where rc is the natural projection X+X/r = M(T). Qdf) is always an N- 
chain in M(T). If f is in W(T), then Q(J) is an N-cycle representing the 
homology class that corresponds to f under the isomorphism of the theorem. 
For more details, refer to [3]. 
Notice that N is the cohomological dimension of r. For this reason, H#) 
is represented as a submodule of a chain module, while HN(T) would be a 
quotient module. For computational purposes it is easier to work with 
H#). Therefore we define: 
DEFINITION 3.4. For any A4 = M(T) as above, set 
HiC(T) = HEC(M) = Image[H,(aM) -+ H,(M)]; 
wyr) = F(H;,c(r), cl, ifn=2,3,or4. 
The “nc” stands for noncuspidal, which will be a propos if Tc SL(n, E), 
n=2 or 3. 
Let * denote algebraic dual. 
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LEMMA 3.5. The natural pairing between homology and cohomology 
induces an isomorphism 
H&V, Cc) * z H&4, ‘C)/H;c(M, C). 
Proof. Obvious from the definitions. 
Now for TC SL(3, Z), we wish to find H&,(T). It will suffice to find the 
subspace IV”‘(r) such that @(Wnc(~) = HPC(I’). We will do this explicitly 
only for special r. First, a general fact: 
PROPOSITION 3.6. If P is a proper parabolic U&subgroup of SL(n), then 
Image@, : H,(P n I) --) H,(T)) 
is contained in H”,“(T), where n is projection of X/P n T onto X/T. 
ProoJ: If Q is in the Image, represent a by a chain in X/P n T. Let p be 
in H:(P), and represent /3 by a cochain with compact support on X/I’. 
Pushing the chain for a out towards e(P) by the geodesic action that 
commutes with P(lR) [ 11, we may assume that the support of p misses 
K* (the chain). Therefore in the natural pairing, (qa,p) = 0 for every p in 
H;“(r). By Lemma 3.5, rr*a is in w;(r). 
Remark 3.7. If n = 2,3, or 4, so Theorem 3.2 applies, the map rr* is 
realized on the W-level as follows: If r, c r, c SL(n, Z), f is in W(r,), and 
x denotes projection onto XIT,, then 
@-‘b*(@f>l@>= c f(Y) 
Y-tX 
where the sum runs over a set of representatives y for the left cosets of rr 
which are contained in XI’*. The sum is finite since f has compact support 
modulo r,. We use the notation 7c* for the corresponding map 
w-, ) + wm 
DEFINITION 3.8. For n > 2, d > 1, set 
r,(n,d)={A=(a,j)ESL(n,Z):ai,~O(modd)if2<i<n}. 
LEMMA 3.9. Let p be prime. Let e,, e2, e3 be the standard basis of 
column vectors. A set of representatives of T,(3,p)-orbits of proper parabolic 
Q-subgroups of SL(3) is given by 
PI = Stab@,), ‘PI = stab(e,, q> 
P, = Stab(e,, e2), tP2 = Stab(e,) I 
maximal 
; 
Q, = P, n P,, Q2 = ‘Q,, Q, = ‘P, n Stab(e, , e3), minimal. 
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Proof. Note that r&r, d) modulo d is the stabilizer of e, in (Z/d)“. The 
lemma follows easily from the Bruhat decomposition for SL(~,Z/JI). 
DEFINITION 3.10. Let d(p) be the subgroup of GL(2, Z) generated by 
r,(2,p) and the matrix s, 
PROPOSITION 3.10. H,(8M(T0(3,p), C) r [H&&l(p), C)]“. 
Proof. We apply Proposition 2.3. By Lemma 3.9, V is a connected graph 
whose euler characteristic is one, so H’( V, C) = 0. For each maximal P 
listed in Lemma 3.9, one checks easily that r(P) = TnL(P) and 
L(P) = Pn ‘P. Therefore I’(P) z GL(2, Z) if P = P, or ‘P,, while 
r(P)ZA(p) if P=P, or tP2. Since H’(GL(2, Z), C) = 0, the proposition 
follows. 
PROPOSITION 3.11. The dimension of Hi,,,(A(p), C) equals the genus of 
the modular curve X,,(p) = X/Y,,(2,p). 
Proof. We know that H&(r,,(2, p), C) = H&(X,,(p), C) 2 the space 
spanned by weight two holomorphic and anti-holomorphic cusp forms for 
r,,(2,p). With s as in Definition 3.10, we can say that H&(A(p), C) is 
isomorphic to the s-invariants in this space, which is easily seen to have half 
the dimension. (Note that s acts on the upper half plane by sz = -.Y.) 
We will now prove a series of propositions whose end is the explicit deter- 
mination of H3 ,,&,,(3,p), C). Recall Definition 3.1 for W(T). 
PROPOSITION 3.12. We may identifv W(r&,p)) with the complex vector 
space of functions f: Ip”-‘(Z/p) + G which satisfy 
6) f (-x2, xl, x3,..., xJ = -f (xl, x2,..., x,1; 
(ii) f((-1)“” x,,x ,,..., xn-,)= (-l)“+‘f(x ,,..., x,); 
(iii) f (x, ,..., XJ +f (-x, 7 Xl - x, 9 x3 ,...’ x,> 
+f (x* -x,, -x,, x3 ,..., x,) = 0. 
The argument off is written in homogeneous coordinates. 
Proof. The coset space SL(n, Z)lr,(n,p) may be identified with pn-’ 
(Z/p) by sending a coset AT&p) to the first column of A modulo p and 
(Z/p)*. The proposition is now just a translation of Definition 3.1, where we 
view a function on SL(n, Z) invariant under r&p) on the right as a 
function on lPn-‘(Z/p). 
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DEFINITION 3.13. Let W&t(p)) denote the complex vector space of 
functions $: P ‘(Z/p) --) C which satisfy 
(i) f(x, y> = -f(u, x) =f(- x,Y); 
(ii) f(x, y) +f(--v, x - y> +f(y - x, -xl = 0; 
(iii) f(l,O) = 0. 
PROPOSITION 3.14. dim W&l(p)) = dim H&,(d(p), C). 
Proof: This proof will seem somewhat forced, because there is no natural 
homomorphism between the two groups in question, just as there is no 
natural homomorphism between a space and its dual space. However, this is 
the form of the proposition we need later. 
Recall that s is the diagonal matrix diag(-1, 1). It acts on the upper half 
plane, and it fixes the cell 4 of Remark 3.3, but reverses its orientation. So if 
we identify IV(r,,(Z, p)) with H,(r,,(2,p)) via Theorem 3.2 and transfer the 
action of s, we see that sfx, y) = -f(-x, y). Hence the set off’s satisfying 
(i) and (ii) of Definition 3.13 are exactly the s-anti-invariants of W(T,(2,p)). 
Consider the function f. defined on P’(Z/“) by fo(x, y) = 0 if xy # 0, 
fO( 1,O) = 1, and fO(O, 1) = -1. We check easily that f belongs to W(r0(2,p)) 
and sf = -J Therefore condition (iii) of Definition 3.13 eliminates f, from 
W&l(p)) and we conclude that 
dim W&t(p)) = d im s an ( - t i-invariants in H,(r0(2,p), C)) - 1. 
But the s-invariants of H,(F0(2,p), Cc) may be identified with 
H,(&P)v c> z Jw(J99 Cl ( noncanonically). It is easy to see that 
H’(d(p), C) = H&,(d(p), C), which has dimension g(p) = genus of X,,(p). 
We also know that r,(2,p) has exactly two inequivalent cusps, so that 
dim H,(F0(2,p), Cc) = 2g(p) + 1. 
So the s-anti-invariants have dimension (2g(p) + 1)-(dim s-invariants) = 
g(p) + 1, and 
dim w&O)) = g(p). 
DEFINITION 3.15. We define two linear maps a,/? W,@(p))-+ 
Wd39IJ)): 
(af )(x, y, z) =f (x9 u) +f 09 z) +f k x); 
if xyz # 0 f (X,Y) if z=O 
GBf )(x3 Y9 z) = f(y, z) 
if x=0 
f (zv x) if y=O 
where we set f (0,O) = 0, by convention. 
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We leave it to the reader to check that a and p are well-defined, and their 
images really lie in W(r0(3,p)). 
DEFINITION 3.16. We define two more linear maps 
AB: W(r,(3,p))+ W&(P)): 
&TN4 Y) = 1 gtx, Y, z>; 
ZE(z/P)* 
(Wtx, y) = gtx, Y,  0). 
Again, the reader may check that A and B are well-defined, and their 
images lie in W,@(p)). 
LEMMA 3.17. Iff is in W,(A(p)) and summation is over (Z/p)*, 
Sf(Y, z) = 0 
z 
for any y in U/p. 
Proof. If y = 0, this is immediate, sincef(0, l)=O. Ify#O, we have 
tlf(Y1z)=~f(l,Y-‘z)=Cf(l,t), 
z L t 
and also 
Sf(y,z)=Sf(yz-‘, 1)=Xf(t, l)=-t:f(lJ). 
z L t t 
LEMMA 3.18. We have the following identities: 
A o a = multiplication by (p - l), 
Aop=O, 
Boa=Bop=identity, 
Proof: The first two follow from the definitions and the previous lemma. 
The other two follow immediately from the definitions. 
THEOREM 3.19. Let 6: W,(A(P))~ -+ W(T,(3,p)) be the linear map 
S(f, ,f2) = adfi) + /3(fi). Then 6 is injective, and Im(6) = FV”(m(3, P)). 
(Recall I+‘“’ from Definition 3.4). 
Proof. Suppose a(fi) + PV;) = 0. Applying A we have (p - 1) fi = 0. 
Soy, = 0 and p(f2) = 0. Then applying B, we get f, = 0. 
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Thus 6 is injective, and dim(Im6) = dim H,(aM(r,,(3,p), Cc) by 
Propositions 3.10 and 3.14. By Proposition 2.1, H@it4) + H,(M) is 
injective, so this dimension is again equal to dim HyC(T,(3,p), C) N 
IV(T,(3,p)). Therefore it sufices to show that Im 6 is contained in 
w”YT,(3,P)). 
First we show that Im a is contained in IV”‘(rJ3,p)). Letfbe arbitrary in 
W&l(p)). Using the notation of Definition 3.1 and Lemma 3.9, and setting 
r= r0(3,p) for short, define f ‘: X.(3, Z) -+ Cc by 
f’(m) = 0 if m & 9 = i, h$(‘P, n SL(3, Z)) 
i=l 
f’(m) =f(x, u) +fW 8 +f(z, 4 
if m E 9 and me, = ‘(x, y, z) (p). 
Now f’ is certainly ‘Pz n r-invariant on the right, and it satisfies (2)-(4) in 
Definition 3.1, because f is in W&l(p)). Clearly tPz nr has finite index in 
‘Pz n X(3, Z), so f’ has compact support modulo ‘Pz n ZY We conclude 
that f’ is in W( ‘P2 n T). 
It follows now from Proposition 3.6 that ?t* f’ is in W”‘(r). By 
Remark 3.7, for any m in SL(3, Z), with tirst column ‘(x,y, z) (modp), 
~*f’(m)=4m)[f(xA+f(~~z)+f(z~x)l 
where v(m) is the number of left (‘P, n Z)-cosets in whose first column is 
Y--G Y, z> (mod p). A n elementary argument shows that v(m) = 3 if (x, y, z) 
has fewer than two zero components. However if (x, y, z) has two zero 
components, f (x,y) =f (y, z) =f (z, x) = 0 since f is in W&l(p)). Therefore 
X* f’ = 3au), and a(J) is in IV”‘(r). 
A similar argument with P, in place of ‘Pz and /? in place of a shows that 
/3df) is in IV”‘(r). Specifically, set 9’ = uf=, hi(P, n X(3, Z)) and let 
f”(m) = 0 if m6Z9’; 
if mEP,nSL(3,Z) 
if m E h,(P, n x(3, Z)) 
if m E h:(P, n sL(3, Z)) 
where m E SL(3, Z) and me, = ‘(x, y, z) (mod p). 
As above, we check that if f is in W&l(p)), thenf” is in W(P, n r). This 
time K* f I) =pdf), which shows that /I(J) is in V’(r). 
LEMMA 3.20. With A and B as defined in Dqtkition 3.16, A 0 B: 
W(T,(3,p)) + W&l(p))’ is surjective. 
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Proof. It follows from Lemma 3.18 that ifsi, f, are in W,,@(p)), 
A OB (a (--+) +P (“G--&J) = (fl.f2). 
COROLLARY 3.21. dim(KerA n Ker B) = dim H&,(r,,(3,~), C). 
Proof. Apply Lemma 3.5, Proposition 3.14, Theorem 3.19 and 
Lemma 3.20. 
Remark 3.22. We could have derived Corollary 3.21 by dimension 
counting while avoiding Theorem 3.19. However, the theorem is stronger 
than that, since it gives us IV”‘, which is a natural subspace of W, hence 
Hecke-invariant. 
If we restate Corollary 3.21 explicitly in terms of the definitions of A and 
B, we obtain: 
Summary 3.23. H&,(T,(3,p), C) . IS isomorphic to the vector space of 
functionsf: P’(Z/p) -+ C which satisfy 
6) .0x-y, z) =f(z, x, Y) =./T-x, y, z) = -f(y, 35, z); 
(ii> f(x.~,z)+f(-Y,X-y,z)+f(y-x,-x,z)=O; 
(iii) f(x, y, 0) = 0; 
(iv) CrEElpf(x,~, z) = 0. 
We conclude this section with a short review of modular symbols, which 
is necessary for the method of computing the Hecke operators described in 
the next section. 
If A is any n x n rational matrix with no zero row and r is a subgroup of 
SL(n, Z), then the symbol [A], is defined in [7] to be a certain element in 
H, _ ,(M, &4; C), where M = M(T). If A is in GL(n, Z), we say that [A ]r is a 
“unimodular” symbol. (In [7], r acts on X on the left, so to apply the 
definitions and theorems of [7] to our present situation, change “left” to 
“right” and “columns” to “rows.“) Note that H,_ l(M, &f; C) E HN(T, C), 
where N = fn(n - 1). The unimodular symbols generate H,- 1(M, t&f; C). 
An algorithm is given in [7] which writes any modular symbol as 
homologous to a sum of unimodular symbols. 
If r is torsionfree, we have the intersection pairing ( , ): H,- ,(M, LM) x 
H,(M) -+ C. This is a perfect pairing. If r’ contains r, we may assume r’ 
normalizes r and take F/r-invariants to arrive again at a perfect pairing of 
H, _ ,(A#‘, %P) and H,(M’), M’ = M(P). We need the following formula 
for this pairing: 
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PROPOSITION 3.24. Assume TC SL(3, Z) of finite index, and let 
M= MQ. The intersection pairing ( , ) between H,(M, aM, Cc) and 
H,(M, C) is given by 
(M-v Wf>) =.f(A) 
for any A in SL(3, Z), f in W(r). 
Proof: For this to be true, we must choose the orientation on c in 
Remark 3.3 compatibly with the orientation fixed in [7] on the modular 
symbols. 
It suffices to prove the formula when I’ is torsionfree and normal in 
SL(3, Z). The pairing is SL(3,Z)-equivariant, so we may assume A = I, the 
3 x 3 identity matrix. Letting K denote projection onto X/I’, and thinking of 
X as symmetric matrices as in Remark 3.3, we see easily that [I]r meets 
4U {wy E sL(3, z)}] only in one point, namely x(l), and the meeting is 
transversal there. (A detailed proof of this may be found in [9].) Continuing 
the notation of Remark 3.3, we see that 
(assuming, as we may, that I E G’), since I E 6. 
Remark 3.25. The modular symbols satisfy various relations explained 
in [7], of which one is that [Ay],- = [A], for any y in r. Hence, the numbers 
Wlr, W.f)), 
as A runs through a set of coset representatives for SL(3,Z)/T, determine f 
uniquely. 
We will omit the r subscript when r is understood. 
4. HECKE OPERATORS 
Let r be a subgroup of finite index in SL(n, Z), n > 2. For any element A 
in GL(n, Cl!) we will define an operator TA on the cohomology of r as 
follows: By Lemma 3.10, p. 55 in [8], TnA-‘TA =r, has finite index in 
both r and A -‘rA. We have two natural maps from r, to fl let cp denote the 
map y -+ y and let w  denote the map y --t AyA - ‘. On cohomology with any 
trivial coefficient module R, we have the restriction map 
H*(r, R) *H*&,R) 
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and the transfer map induced by y 
H*(r,,R)- ** H*(r, R). 
By definition, the Hecke operator T, is the composition w* 0 (p*. 
As is well-known, one can make the following equivalent definition of TA: 
we identify H*(T, R) with the de Rham cohomology of X/L Now r acts on 
X and hence on the vector fields of X on the right. In order to make the 
pairing between differential forms and vector fields r-invariant, we must 
have r act on forms on the right: (py = (y-l)* ((p). Then we have, for a form 
Q and vector field v, 
(v, w) = (VT w’>* (rp)) = W’v PA 
or 
Write the double coset TAT as a union of single cosets 
r.4r= i, r-q, Bi E GL(n, Q). 
i=l 
This union is finite because r and A - ‘TA are commensurable. 
Suppose v, is a closed, r-invariant form on X whose projection on X/F 
represents some cohomology class [rp]. Then 
is again r-invariant and closed, and its projection represents 
T4w* 
In case n = 3 and the dimension of the cohomology is 3, we can write in 
terms of modular symbols on M(T): 
Using the algorithm in [7], we know how to decompose each [QBi], which 
is no longer unimodular even if [Q] was, into a sum of unimodular symbols 
homologous to it. 
However, if we wish to compute the matrix of T,, assuming we have 
previously computed H3(g, the modular symbols alone are not sufficient, 
since the cohomology is a quotient of the space of modular symbols. Instead, 
we can compute the matrix of T: on H,(T), where T$ is adjoint to TA with 
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respect to the intersection pairing. We can do this effectively because the 
algorithm reduces us to the case of unimodular symbols, for which the inter- 
section pairing with W(r) gHH3(o can be computed by the formula in 
Proposition 3.24. 
In practical terms, we take a set of unimodular symbols [Q,],..., [Q,] 
which span H&M, LJM), and a basis f,,...,f, of W(r). We then have for 
s E [l,..., t], 
([QjIv TA*f,> = C ([Q.El&> i,a 
where [QjBI] is homologous to the sum Cll[Qg] of unimodular symbols. We 
compute the right-hand side for j = l,..., m, and these numbers determine 
TA*f, as a linear combination offi,...&. Thus we have the matrix of TT and 
can compute its characteristic polynomial and eigenvalues. Of course we 
usually take m = t. 
Note that if Iz is a nonzero rational number, then T, = TAA. 
PROPOSITION 4.1. Let d(p) be the ring generated by all the Hecke 
operators TA acting on H3(r0(p), C) with A running through all integral 
3 X 3 matrices with det A > 0 and det A & 0 (modp). Then d(p) is 
commutative and is generated by the special Hecke operators E, = TAC,,, 
F, = Ti7,1, where 1# p is prime and 
ProoJ: This mostly follows from Theorem 3.20 and Proposion 3.30 in 
Shimura’s book [8]. All that remains for us to do is to imitate the statement 
and proof of Proposition 3.31 of [S] in our case. They go over to our case 
almost verbatim. Just interpret all matrices on pp. 67-8 as 3 x 3 matrices 
written in (1,2)-block form, in (3.3.1) replace (z, N) = 1 by (det z, N) = 1, 
and replace any matrix of the form 
by the matrix 
1 0 0 ( ‘I 0 10. \o 0 */ 
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5. SUMMARY OF COMPUTATIONAL RESULTS; 
AUTOMORPHIC FORMS 
Hand calculations of W(T,(3,p)) for p prime, p < 23, revealed no cuspidal 
cohomology. Thereupon resort was made to electric computation. We 
computed W(T43,p)) for all primes p < 113. By Theorem 3.19 and 
Propositions 3.11 and 3.14, we knew that the dimension of W”‘(T,(3,p)) 
was twice the genus of the modular curve X,(p). The excess of 
dim W(r,(3,p)) over this number was then the dimension of 
~:,,,(r,(3~P)7 0 F or all but four primes <113, this dimension turned out 
to be zero. For p = 53, 61, 79, 89, it is two. 
For these four primes we computed IV”’ and then computed the action of 
the Hecke operators E, and F, for some prime values of 1 on 
W/WC z fcusp(G(3, P), q*. In this case d(p) is isomorphic to a 
commutative subalgebra of End(C ‘). 
The action of the Hecke operators is actually defined over h: if we 
construct W and IV”” using Z as coefficient ring, we get a Z-structure for 
W/W”’ preserved by the Hecke algebra. Hence the characteristic polynomial 
of a Hecke operator is integral and manic, and we can think of g(p) as a 
commutative subalgebra of End@*). 
If any Hecke operator has a characteristic polynomial that is irreducible 
over Q, it will generate a quadratic field k in End(Q*). Such a field is its 
own centralizer in End(Q*). Hence all of d(p) is contained in k. In fact, the 
individual operators T,., will be algebraic integers in k, because their charac- 
teristic polynomials are integral and manic. This situation obtains in all four 
of our examples. 
In the table below, we list p, dim H&(T,(3,p), C), and k, the field 
generated by d(p). In the last column, we place an asterisk if our data is 
consistent with the statement “the ring generated by the Hecke operators is 
not the full ring of integers of k.” A complete listing of our results, along 
with a discussion of the techniques and reliability of the computation, may 
be found in the Appendix. 
P dim Gsp(f0(3, P), C) k 
53 
61 
79 
89 
All other 
primes < 113 0 
We remark that Q(G), d < 0, has a star if and only if d G 1 (mod 4). 
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A nonzero class u in H&,(~,,(3,p), C) gives us a cuspidal automorphic 
form f on GL(3). Assume u is an eigenclass for all the Hecke operators. Let 
e, (resp. f,) be the eigenvalue of E, (resp. F,) attached to U. General 
considerations in the theory of automorphic representations imply that e, and 
f, are complex conjugates. It follows that the part of the L-function off 
depending on the finite primes 1 #p has the form 
L*df, s) = fl (1 - elZes + t?llll-zs - 13-3s)-1. 
l+P 
Our results may then be interpreted as the computation of the first few 
factors in this infinite product. 
The generalized Ramanujan conjecture [lo] for f would imply that all 3 
roots of I3 - e,Zx + t?,rx* - x3 (for I #p) have absolute value 1. This is indeed 
the case for all the e,‘s we computed. 
Remark. We also made computations of H&,(~,-,(3, d), C) for 
d = 1,4,9,25,49 and 121. We found no cuspidal cohomology in these cases 
except when d = 121. In that case, the dimension of H&, was 2, and the 
corresponding automorphic forms turned out to be lifts a la [ 141 from 
H&&,,(2, d), C), one with d = 11 and one with d = 121. 
6. DETAILS CONCERNING THE COMPUTATIONS 
(A) Computations of H&(r,,(3,p), C) 
As was indicated in Section 3, H3(r,,(3,p), C) is isomorphic to a certain 
vector space W of C-valued functions on P*(Z/‘). We may of course regard 
the functions f in this space as the solutions to a family of linear equations 
(given by conditions (i) and (ii) in Summary 3.23), where the variables are 
indexed by the elements of P*(Z/p). For moderately large p this system is 
too large to be solved directly (at least on the computer available to us), so a 
number of preliminary simplifications need to be made; these are 
summarized below. 
We found it easiest to work first of all with the space W’ consisting of 
functions f: P*(Z/p) + Cc satisfying conditions (i)-(iii) of Summary 3.23. 
(Thus if we denote by !I+“” the subspace of W consisting of f’s which are 
supported on triples (x,~, z) where one of X, y or z is 0, then W’ is 
complementary to fwllc and hence is naturally isomorphic to the quotient 
space W/r WC.) 
By conditions (i) and (iii), any such f is determined by its values on 
{(x,y, 1): x, yE (Z/p)*}. Note also that f(x,y, l)=f(l,x,~)=f(~-‘, 
y-lx, I), and similarly f(x,y, 1) =f(x-‘y,x-‘, 1); also f(x, 1, 1) = 
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-f(x, 1, 1) = 0. Thus we may redefine W’ as the set of functions f: (Z/p - 
{0, 1 })* -+ C satisfying 
(i) f(x,y) =f(y-‘,Y-lx) =f(x-5, x-‘1; 
(ii) f(x, Y) =f(-x, Y) = -f(r, ~1; 
(iii) f&Y) tf(x -Y, x) tf(y, x -Y> = 0. 
By (ii), f is determined by its values on {(x, y): 2 <x < y <p/2}, which has 
on the order of p*/8 elements; condition (i) reduces the number of 
“independent” pairs (x, y) still further, to roughly p*/24. These pairs may be 
thought of as the variables in our new system of linear equations. (More 
accurately, the variables are indexed by those orbits, not meeting the 
diagonal, of the group of substitutions on (Z/p - {0, I})’ which is generated 
by the three substitutions (x,y) + (y-l, y-Ix), (x, y) -+ (-x, y) and 
(x, y) --t (y, x). This group is isomorphic to the symmetric group on 4 letters. 
The pairs above form a set of representatives for these orbits.) 
The equations themselves are then given by (iii), where x, y range over all 
pairs in (Z/p)*. However, there is a considerable amount of redundancy in 
these equations; there is a group of order 12, generated by the two 
substitutions (x, y) -+ (x - y, x) and (x, y) -+ ( y, x), which leaves the equation 
invariant. Thus the number of equations necessary can be reduced to roughly 
~‘112. By means of elementary considerations, one can show that an 
irredundant set of equations may be obtained by letting x range from 0 to 
[p/3] and y from 2x to [(p + x)/2]. But the equations with x = 0, or with 
y = 2~ or y = (p + x)/2 are automatically satisfied, while those with x = 1 
imply that f vanishes on {(x, y): 1 x - y ) = 1 }. The equations with y = 2x + 1 
or y = (p t x - 1)/2 have only two non-vanishing terms and so relate the 
values off on two (in general distinct) orbits, and thus may be used to 
reduce the number of “variables” yet further. 
The remaining equations in this irredundant set are then used to construct 
the rows of a matrix whose kernel is the space W’. The rows may be 
constructed one at a time, and Gaussian elimination performed 
simultaneously; this procedure has the advantage of saving computer space, 
since at each stage a block of the matrix (consisting of the columns whose 
variables have been “eliminated”) is an identity matrix which need not be 
stored. From the final matrix it is easy to read off a basis for W’. Once the 
dimension of W’ is known one knows immediately whether H&, vanishes, 
since dim W’ = dim H& + genus(M(~,(2,p)). 
For p = 53, 61, 79, 89, dim W’ - genus M(T,(2,p)) was found to be 2, for 
all other primes <113, it was 0. As a check on the accuracy of our 
calculations, two separate computer programs were written to perform them; 
the results of these agreed for p < 73, whereupon we switched to the more 
efficient program. For the primes 53 and 61 we also checked that the 
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subspace of W’ consisting of functions which satisfy all four conditions of 
Summary 6.23 does indeed have dimension 2. One such function (for p = 53) 
is given at the end of this appendix. See Table II. 
In preparation for the computation of the Hecke operators (described in 
the next section), we also computed, in a manner similar to that described 
above, a basis for W@(p)) and then found its image in W under the map a 
of Definition 3.15. This image spans Wnc/$Wnc. 
(B) Computation of the Hecke Operators 
We use the methods described in Section 4 of the paper to compute the 
Hecke operators E, and F[ on the spaces W/SW”” and W/W”‘, bases for 
which were obtained as described in (A) of this section. 
First we present the choice of coset representatives B, in the two cases. 
For 
which produces E, we used the following 1’ + I+ 1 matrices, 
O<a,b<l 
O&c<1 
and for 
B(1) = 
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we used 
i 0  100 10. 1 0 ) 
The algorithm in [7] was applied to the rows of QjBi in order to obtain 
unimodular symbols. The algorithm can be speeded up by noticing that for 
the product QjBi is triangular. The algorithm is faster if det(QjBi) is smaller: 
thus E, is faster to compute than P,. 
The computations described in Sub-section (A) yield in each case a basis 
for W”“/fwllc and an extension of this basis to a basis of W/f W”‘. The 
method described in Section 4 of the paper for computing Hecke operators 
on W works on W/j W”’ as well because we may use unimodular symbols 
with xi yj $0 (modp) which span the annihilator of f PVC. The method does 
not apply directly to compute Hecke operators on W/W”‘, because one 
cannot find unimodular symbols [Q,] which span the annihilator of IV”‘. 
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For example, for F, on w/4W”‘(r0(3,53)) we get the matrix 
-15/13 15/13 0 0 0 0‘ 
-132/13 -37/13 0 0 0 0 
+10/13 3/13 3 0 0 1 
25/13 -12/13 1 3 2 -2 
36113 3/13 1 0 6 -2 
-20/13 -6/13 I 0 1 2 
Here dim W/w”’ = 2, and the characteristic polynomial of F, on it is 
Tz + 4T+ 15. 
The eigenvalues on W”/~wllc for E, and F, are predicted by the theory of 
Eisenstein series to be a, + 1’ and la, + 1, respectively, where a, is an eigen- 
value for 
acting on W(r0(2,p)). Values for a, have been computed by others [ 1 l-131. 
At this stage we have the following checks on the internal consistency of 
the results. 
(a) Wnc/~Wnc is Hecke invariant. 
(b) The characteristic polynomials of E, and Fl on W/W”’ and on 
Wnc/$ W”” have integer coefficients. 
(c) The eigenvalues of E, and F, on a fixed eigenvector are complex 
conjugates of one another. 
(d) E, and F, have eigenvalues on Wnc/~Wnc as predicted above. 
(e) The eigenvalues of E, and F, for various I belong to the same 
quadratic imaginary field (fixed p). 
We were able to speed up the computations by a factor of dim W/i W”’ 
(= 6, 8, or 9 in our cases) by finding one unimodular symbol [Q] which 
happens to be orthogonal to w”’ with respect to the pairing. Assuming that 
E, is not scalar on W/W”‘, we may use it and the numbers ([Q], Epf,) 
(where {f,} E W spans W/W”c) to determine E, on W/W”’ for I> 2. This is 
possible because EIE, = E,E, forces E, = rE, + SI for some r, s E Q. Since 
this acceleration removes the internal checks listed above, we use an asterisk 
(x) to denote (in Table I) those cases where the full computation was also 
done. 
In each case we choose an explicit isomorphism kg Q(G), and let 
e, E k be the number corresponding to E, acting on W/W”’ (similarly for fi 
CUSPIDALCOHOMOLOGY 433 
and F,), Thus the numbers e, (for fixed p) are eigenvalues of E, on a fixed 
common eigenvector. 
In all cases we have found some simple congruences between the 
numbers e, and the eigenvalues on WC/j W”‘. They are listed in Table I; for 
this purpose a, denotes a rational eigenvalue of T, on W(rO(2,p)). For 
TABLE I 
k 2 Q(&iT) 
I el 
2 -1-2w 
3 -2t2w 
5 1 
I -3 
11 1 
13 -2 - 126J 
17 22 
19 8 + 6w 
23 -12 + 2w 
29 14+4w 
p=53 
w=(l +i/=ii)/2 
char poly 
T* +4T+ 15 * 
T2t2Tt12 * 
(T- l)* * 
(Tt3)' 
* 
(T - l)* 
T=t 16Tt460 
T2 - 44T + 484 
T2 - 22T + 220 
T2+22Tt 132 
T2 - 32T + 300 
dim WC/f I%‘“’ = 4 
2(1 -w)le,-(a,t12) 
20 Ie,-(la,t 1) 
p=61 
kzcqJ-3) w=(l tfl)/2 
I el char poly 
2 1 - 2w T2 t 3 * 
3 -5t4w T2+6Tt21 * 
5 -2+4w T*t I2 * 
1 -60 T2 t 6T t 36 * 
11 -2t2w T2+2Tt4 
13 -2-4~ T2t8Tt28 
17 -19 t 8w T2 t 30T t 213 
19 13+8w T* - 34T t 33-l 
23 14-18~ T* - 10T t 268 
29 3 + 8w T2-14T+97 
dim WC/j WC = 4 
2le,- (a, t I’) 
2/e,- (la, t 1) 
* See text. 
Table continued 
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TABLE I-Continued 
I 
2 
3 
5 
1 
11 
13 
17 
19 
dim WC/i W”’ = 6 
2/e, - (aI + I’) 
k z Q(G) 
I 
2 
3 
5 
7 
11 
13 
17 
19 
dim W”‘/i IV”’ = 7 
2-wle,-(Zaf+l) 
1 +w(e,-(la:+ 1) 
p= 79 
w=(l +-)I2 
el char poly 
-1 (T+ 1)’ 
* 
-2 + 2w T* + 2T+ 16 * 
-2-4~ T* + 8T + 76 * 
-2-20 T2+6T+24 
-1+4w T’-2T+61 
-4-4w T2 + 12T+ 96 
-1 (Tt 1)2 
1 + 8w T* - 1OT + 265 
p = 89 
w=\/--l 
el 
-1+2w 
-1-w 
2 + 2w 
-I- 140 
-3 + low 
-1+4w 
-6-8w 
11 SW 
char poly 
Tz+2T+5 * 
T2+2T+2 * 
T*-4Tf8 * 
T* + 14T + 245 
TZ+6T+ 109 
T*+2T+ 17 
TZ + 12T + 100 
T2 - 22T + 122 
p = 53, 61, 79 there is just one a,, but for p = 89 there are two, and we use 
the notation from the Table 3 in [ 121 to distinguish them. We have also 
noticed the following patterns for which we have no explanation at present: 
(1) For our data, if D denotes the negative square free rational integer 
such that k = Q(dD), the ring spanned by the images of the Hecke operators 
in k is always Z + Z@. (This is the full ring of integers in k iff D & l(4).) 
(2) There is always a congruence modulo a prime factor of 2. The 
other congruences we found are always modulo a split prime in k. 
(3) The level p is always a square in the ring Z, of p-adic integers, for 
any I which is ramified in k. 
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TABLE II 
Sample Element f of W - w”’ for p = 53 
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4 
5 
6 
7 
8 
9 
13 
11 
12 
13 
14 
15 
16 
17 
18 
19 
25 
21 
22 
23 
24 
2: 
26 
4 
2 2 
2 -7 -2 
-1 -7 -2 -3 
7 3 -4 -2 0 
3 -1 -2 -2 1 1 
-1 -7 -1 1 1 0 -3 
-2 -1 -1 1 1 1 -1 -1 
-2 3 -2 -2 0 1 2 1 -1 
-4 -2 0 1 2 2 3 2 0 -2 
-4 -7 1 1 2-2 2 3 2 -1 -2 
-2 -1 -2 1 1 2 2 D 0 -1 -1 2 
-4 -1 3 2 5 0 3 -1-l 1 2 1 3 
-4 -1 2 1 1 3 -2 -e ? 0 3 2 1 -2 
-2 -1 3-1-l 10 2 3 0 -1 -2 -1 0 2 
3 1 2 1 -1 -2 -2 0 3 -1 -3 -3 0 4 2 4 
5 3 1 3 2 5 -1 -2 -4 0 -3 -2 3 2 1 1 2 
113 1 0 -1 1 -2 -2 -7 -3 -2 1 -1 -1 1 2 1 
2 3 2 -1 -3 -1 1 2 -2 2 -1 0 -1 -3 -3 -2 2 2 ? 
3 3 3 5 -2 -3 1 3 -1 0 3 -1 -3 -1 -3 -3 1 1 3 2 
2 0 2 2 -2 -1 0 -1 1 -1 2 1 -1 -1 0 -1 -1 1 1 -1 0 
4 4 2 1 -2 -2 -3 -1 0 -1 2 2 3 0 0 -1 -3 -1 -2 -1 1 1 
4 2 2 -1 -2 -4 -4 -2 0 2 2 4 4 3 1 0 -4 -2 -4 -2 3 -1 2 
23456-l 8 Y 10 11 12 13 14 15 16 17 18 19 23 21 22 23 24 
Note. The numberf(x, y, 1) appears in the row labeled x and column labeled y. The other 
values off(x.y, z) may be derived from these using equation (i) of Summary 3.23. Then the 
reader may check, if he or she wishes, thatfsatisfies (iit of Summary 3.23. 
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