Abstract. We show the existence of an inertial manifold (i.e. a globally invariant, exponentially attracting, finite-dimensional manifold) for the approximate deconvolution model of the 2D mean Boussinesq equations. This model is obtained by means of the Van Cittern approximate deconvolution operators, which is applied to the 2D filtered Boussinesq equations.
Introduction
In what follows we prove the existence of an inertial manifold for a regularized version of the two-dimensional viscous Boussinesq system ∂ t u − ν∆u + ∇ · (u ⊗ u) + ∇π = θe 2 , (1)
(u, θ)| t=0 = (u 0 , θ 0 ), (4) where ν > 0 and κ > 0 are viscosities, u = (u 1 , u 2 ) is the velocity field, θ may be interpreted physically as a density, π is the cinematic pressure, and e 2 := (0, 1)
T where {e 1 , e 2 } is the canonical basis of R 2 . Here, we also consider an external action f = f (x), independent of time, forcing the evolution of θ.
The Boussinesq equations are employed, for instance, as a mathematical scheme to describe Newtonian fluids whenever density, salinity concentration, or temperature variations (according to the meaning of θ) play significant roles (see, e.g., [4, 5, 9] for some recent papers on this subject).
In performing our analysis we follow closely what has been done in [1] where the existence of inertial manifolds has been proved in the case of two regularizing models for the 2D NavierStokes equations (NSEs). Differently from reference [1] , here we consider a turbulence model that converges to 2D mean Navier-Stokes-like equations, namely the 2D mean Boussinesq system, when the deconvolution parameter N goes to infinity (see (5) , below). Further, we take into account a double filtered system, that is a model in which both equations for u and θ are somehow regularised by an application of the inverse of the Helmholtz operator (see (6) - (9) 
below).
We set A = I − α 2 ∆, u = A −1 u, and take g(x) = f (x) = A −1 f (x). Filtering the equations (1)- (4), we obtain what we call the "mean Boussinesq equations", i.e.
∂ t u − ν∆u + ∇ · (u ⊗ u) + ∇π = θe 2 , ∂ t θ − κ∆θ + ∇ · (θu) = f , ∇ · u = 0, (u, θ)| t=0 = (u 0 , θ 0 ), where u⊗u := (u 1 u, u 2 u), and we supply this problem, which is equivalent to (1)-(4), with periodic boundary conditions (i.e., the torus Ω = T 2 is the considered domain). Here, we consider the Approximate Deconvolution Model (ADM), introduced by Adams and Stolz [2, 23, 24] (see also [21, 8, 6, 9] ); by following this scheme we approximate the filtered bi-linear terms as follows:
where v and ϕ play the role of the variables u and θ, respectively, and the filtering operator G α is defined by the Helmholtz filter (see, e.g., [7, 8, 21, 3] , see also [10, 11] for an analogous case involving an anisotropic horizontal filter), with ( · ) = G α ( · ) and G α := (I − α 2 ∆) −1 . Here, D N is the deconvolution operator, which is constructed using the Van Cittert algorithm (see, e.g, [21] ) and is formally defined by
The ADM we analyze here is defined by
and the considered system (see [9, 8] for the global existence and well-posedness of the 3D case) is the following
This system of partial differential equations (PDEs) has a dissipative nature and so, energy associated with weak solutions decreases during time. Consequently, we can presume the existence of a global attractor A, i.e. a compact and non-empty subset of the phase space H (with metric d), of the initial data, which is invariant with respect to the action of the semigroup S(t) associated with the system itself (see, e.g., [25, 12, 16, 26] ). Again, A has the property of attracting images, under the action of S(t), of any bounded subsets B ⊆ H when time t goes to +∞ (i.e., lim t→+∞ d(S(t)B, A) = 0). Consequently, A consists of the full trajectories of the considered system and contains all the related "non-trivial" dynamics (see, e.g., [26] ).
In fact, in the case of system (6)-(9), we can say more because the associated dynamics is effectively finite dimensional and it can be completely analyzed by using a suitable system of ordinary differential equations (ODEs). We prove this fact in the main result of the paper, i.e. Theorem 4.4, by considering suitably modified equations (see later on).
By definition (see [17, 19] ), an inertial manifold for an evolution equation is a finite-dimensional smooth submanifold M of the phase space H, which is invariant with respect to the action of the semigroup S(t), it contains the global attractor A, and it is also such that any trajectory starting outside of M approaches, exponentially fast, some other trajectory belonging to M. If this object exists, by restricting the evolution equation (here, in fact, we think of a single or a system of PDEs) to M, we get a finite system of ODEs that captures the dynamics on the attractor. This system of ODEs is called the "inertial form of the given evolutionary system". As a result, the dynamical properties of the solution of the evolutionary PDE (or of the system of PDEs), which is an infinite-dimensional system, can be analyzed by treating a finite-dimensional scheme, which is the corresponding inertial form.
As remarked in [1] , the original motivations for the development of the theory of inertial manifolds were mainly related to the analysis of the NSEs. Nevertheless, as far as we know, the problem about the existence of inertial manifolds for the 2D NSEs is still open. As a partial answer in this direction, the existence of inertial manifolds has been proved for some "α-models"; to be precise, for the 2D Bardina model and for the 2D modified Leray-α (see [1] ). The paper is organized as follows: in Section 2 we introduce preliminary notions and the functional setting. In Section 3 we provide some a-priori estimates that highlight the dissipative nature of the considered equations. Section 4 is devoted to prove the existence of absorbing sets in suitable Hilbert spaces, as well as to show the existence of an inertial manifold for a modification of the approximate deconvolution system (6)-(9).
Basic facts and notation
We introduce the functional setting, and we recall the definition and the main properties of the deconvolution operator D N .
Denote by
, in the periodic setting. We denote by · the L 2 (T 2 )-norm and the associated operator norms, and we always impose the zero mean condition on the considered fields. In the sequel, we will use the same notation for scalar and vector-valued functions, since no ambiguity occurs. Also, dealing with divergence-free vector fields, we also define, for a generic exponent s ≥ 0, the following spaces
When 0 ≤ s ≤ 1, the condition ∇·v = 0 must be understood in weak sense. Let X be a real Banach space with norm · X . We will use the customary Bochner spaces L q (0, T ; X), with norm denoted by · L q (0,T ;X) . We denote by P σ : L 
In particular, we denote (H s ) ′ by H −s . We will denote by C generic constants, which may change from line to line, but which are independent of the diffusion coefficient ǫ, the deconvolution parameter N and of the solution of the equations we are considering.
Let us now briefly recall the properties of the Helmholtz filter. Let α > 0 be a given fixed number and, for ω ∈ H s , s ≥ −1, let us denote by (ω, π) ∈ H s+2 × H s+1 , the unique solution of the following Stokes-like problem:
with T 2 ωdx = 0 and T 2 πdx = 0. The velocity component of (ω, π) is denoted also by ω = G α (ω) and
α . Consider an element ω ∈ H s and take its expansion in terms of Fourier series as
ik·x , so that inserting this expression in (11) and looking for (ω, π), we get
, and π = 0.
For a scalar function ζ we denote by ζ the solution of the pure Helmholtz problem
where A 2 ζ := −α 2 ∆ζ + ζ. Further, taking ζ ∈ H s the expression of ζ in terms of Fourier series can be retrieved, formally, by (13) substituting ζ in place of w.
In what follows, in order to keep the notation compact, we use the same symbol A for the operators A 1 and A 2 , distinguishing the two situations only when it is required by the context. According to the above facts, the deconvolution operator D N is actually given by
with A defined by (11) , when it is acting on the elements of H s and, by relation (13), in the case of the scalar functions in H s . Let us recall that, in the filtered equations (6)- (7), the symbol " " (i.e " · ") denotes the pure Helmholtz filter, applied component-wise to the various vector and tensor fields. Referring to the right-hand side of equation (6), since e 2 is a constant vector, then we have that G α (θe 2 ) = θe 2 = θe 2 = G α (θ)e 2 and A(θe 2 ) = A(θ)e 2 (where the meaning of A is understood in the sense stated above). Also, for brevity, in the sequel we omit the explicit dependence of G α on α (we write G in place of G α ) and we will always use the notation G = A −1 = (I − α 2 ∆) −1 . The deconvolution operator D N is constructed thanks to the Van Cittert algorithm; the reader can find an exhaustive description and analysis of the Van Cittert algorithm and its variants in [21] . Here, we only report the properties needed to describe the considered model. Let ω ∈ H s (or ω ∈ H s ), starting from the expression (12), we can write the deconvolution operator in terms of Fourier series as follows (14) 
The 
Further, for each N ∈ N the operator D N : H s → H s is self-adjoint, it commutes with differentiation, and the following properties hold true:
This lemma can be readily extended to the case of spaces H s .
Preliminary estimates
In what follows we provide a priori estimates needed to study the long-time dynamics of the solution of system (6)- (9) . In particular, we are required to justify the existence of absorbing balls for the dynamical system induced by equation (6)- (9), in various spaces of functions. The controls given in the sequel are formal, but it is possible to prove them rigorously, by using and adapted Galerkin approximation procedure that now we briefly illustrate.
3.1. Galerkin scheme. We give some details about the construction of the approximate solutions, which is however classical (for more details see, e.g., [15, 22, 8, 9] ). Let be given m ∈ N\{0} and define
w(x)e −ik·x dx = 0, ∀k with |k| > m , and let {E j } j=1,...,dm and {E j } j=1,...,δm be orthogonal bases of V m and V m respectively. Without loss of generality, we can assume that the E j 's are eigen-functions of the operator I −α 2 ∆ introduced in (13) as well as the E j 's are eigen-functions of the Stokes-like operator associated to (11) . Further, the E j 's and E j 's are supposed to have unitary norm. We denote by P m the orthogonal projection from H 1 onto V m and, similarly, by P m the the orthogonal projection from H 1 onto V m . For every positive integer m, we look for an approximate solution of equations (6)- (9) 
. Actually T m = T (see [9] ), and this concludes the construction of the approximate solutions {(w m , ρ m )} m∈N .
In what follows, to keep the notation concise, se set w = w m and ρ = ρ m . Also, we use the same notation · for both · H 0 and · H0 .
Estimates for
N w(t) . We set Λ := (−∆) 1/2 and note that Λu = ∇u . We test the Equation (7) against AD N ρ (this means that we take the scalar product in L 2 (Ω)), with Ω = T 2 , and obtain, using the Cauchy-Schwarz inequality,
N ρ(t) 2 and using the Poincaré inequality, we thus obtain
Applying the Gronwall lemma, we deduce
2 .
This means that y(t) and R 1 (t) 2 enter a ball of radius r 2 1 after long enough time.
Then, we test the Equation (6) against AD N w, obtaining
N w(t) 2 and using the Poincaré inequality, we get
We need to distinguish two cases: ν = k and ν = k. If ν = k, we have
In any case, we obtain
This means that z(t) and R 2 (t) 2 enter a ball of radius r 2 2 after long enough time. If we set r := max { r 1 , r 2 }, we deduce that there exists t r > 0 such that
Estimates for AD

1/2
N ρ(t) and AD
1/2 N w(t)
. In what follows we look for higher order estimates. This time, we start by testing the Equation (6) by A 2 D N w and noticing that the nonlinear term cancels out (this holds true just in the 2D periodic case), so that
and hence
Setting Z(t) = AD 1/2 N w(t) 2 and using the Poincaré inequality, we have
Multiplying by e νλ1t and integrating on [t r , t], with t ≥ t r , where R 1 (t) ≤ r, we obtain
Now, we test the Equation (7) against A 2 D N ρ, obtaining (here the nonlinear term does not disappear):
Then we observe that
Here, we are using the Ladyzhenskaja inequality
L 2 for a scalar function u defined on a torus T 2 . Note that, if u = (u 1 , u 2 ) is a vector field, still defined on T 2 , and we set
L 2 (with the same constant c 4 > 0). Using
N w , and ∇D N w ≤ (N + 1)
and similar inequalities, we deduce
Substituting above and multiplying by 2, we obtain
Setting Y (t) = AD 2 .
If we set s := max { s 1 , s 2 }, we conclude that there exists t s ≥ t r > 0 such that
N ρ(t) ≤ s, and AD
1/2
N w(t) ≤ s for every t ≥ t s .
Existence of an inertial manifold
To perform our analysis, we find convenient to rewrite system (6)- (8) as
and applying the operator A, term by term, to these equations we get the equivalent problem
with initial conditions (27) v(0, x) = u 0 (x), and ϑ(0, t) = θ 0 (x),
, and η = (ν, ν, k). Then, equations (24)- (25) can be written as
In order to prove the existence of the inertial manifold, we show that R : (
We have that (28)
and (29)
Thus, we have that
and we set L := cλ
In reproducing the argument used in [1] to prove point (i) in [1, Proposition 3] (see also [1, Proposition 9]), i.e., the "cone invariance property", which is stated in Proposition 4.1-(i) below, we introduce the following truncated nonlinearities:
Here, χ is a smooth cut-off function outside the ball of radius ρ = 2 in (L 2 (Ω)) 3 . Indeed, let χ : R + → [0, 1] with χ(r) = 1 for 0 ≤ r ≤ 1, χ(r) = 0 for r ≥ 2, and |χ ′ (r)| ≤ 2 for r ≥ 0 (which is null outside the ball of radius ρ = 2̺). Define χ̺(r) := χ(r/̺) for r ≥ 0.
Consider
or equivalently
N w and similarly we have that
N ρ . Let us recall that in the Section 3 (see the formulas in (23)), we have shown that
N V (t) ≤ r =:̺ for sufficiently large time t ≥ t̺, where r =̺ is a suitable fixed radius and
3 is locally Lipschitz, with calculations analogous to those in (28)-(30), it can be proved that the truncated nonlinearity F , defined in (31), is globally Lipschitz continuous with Lipschitz constant given by L := cλ
4.1. Spectral gap condition and inertial manifolds. We now give the elements to prove our main result, i.e. the existence of an inertial manifold to the system (24)-(27) (which is equivalent to (6)- (8)) in the sense of Theorem 4.3 below.
Since the nonlinearity of (32)-(33) is globally Lipschitz, we will prove that this system has the "strong squeezing property' ', stated precisely in Theorem 4.3, provided that an appropriate "spectral gap condition" (see Proposition 4.1-(i), below) is verified. Indeed, for γ > 0 and n ∈ N, we introduce the cone (35)
Here, we denote by P n the orthogonal projection from H = H 0 × H 0 onto span{(φ i , ϕ j )}, where
and {ϕ j } ∞ j=1 are orthonormal bases of H 0 and H 0 , respectively, and also define Q n := I −P n . Loosely speaking, the strong squeezing property asserts that if the dynamics of two trajectories starts inside the cone Γ n,γ , then the trajectories stay inside the cone forever, and the higher Fourier modes of the difference are dominated by the lower modes (i.e., the cone invariance property); on the other hand, for as long as the two trajectories are outside the cone, then the higher Fourier modes of the difference decay exponentially fast, i.e., the decay property (see Theorem 4.3 below for further details).
Accordingly, in the case of the system (32)- (33), we have the following result.
be the Lipschitz constant associated with the truncated nonlinearity F in (31). Let V 1 = (v 1 , ϑ 1 ) and V 2 = (v 2 , ϑ 2 ) be two solutions of (32)-(33). Then this system satisfies the following properties.
(i) The cone invariance property: Assume that n is large enough such that the "spectral gap condition"
(ii) The decay property: Assume that n is large enough such that
The proof of this proposition will be provided later in Subsection 4.2. Now, for the case at hand, we give the precise notion of Inertial manifold. (i) M is a finite-dimensional Lipschitz manifold;
(ii) M is invariant, i.e., S(t)M ⊂ M for all t ≤ 0; (iii) M attracts exponentially all the solutions of (32)-(33); i.e.,
for every (v 0 , ϑ 0 ) ∈ H, and the rate of decay in (36) is exponential, uniformly for (v 0 , ϑ 0 ) in bounded sets in H.
Property (iii) implies that M contains the global attractor. Next, we state a fundamental theorem concerning the fact that the strong squeezing property implies the existence of an inertial manifold for dissipative evolution equations. There are a number of proofs of such a result that can be found, for instance, in [13, 18, 20] . is compact and N : H → H is a nonlinear operator. Assume that the solution v(t) enters a ball in H with radius ̺ for sufficiently large time t. For γ > 0 and n ∈ N, we define the cone
Let χ be a smooth cut-off function outside the ball of radius 2̺ in H and let χ ̺ be defined as in (32)-(33). Assume that there exists n ∈ N such that the "prepared" equation
satisfies the "strong squeezing property", i.e., for any two solutions v 1 and v 2 of the "prepared" equation (38), it holds that
there exists a n > 0 such that
Then, the "prepared" equation (38) admits an n-dimensional inertial manifold in H. In addition, the following exponential tracking property holds: for any v 0 ∈ H, there exists a time τ ≥ 0 and a solution S(t)ϕ 0 on the inertial manifold such that
where the constant C depends on |S(τ )v 0 | H and |ϕ 0 | H .
As a consequence of Proposition 4.1, the strong squeezing property is verified provided that n ∈ N is large enough; then in view of Theorem 4.3, we have the following result Theorem 4.4. System (32)-(33) admits a finite dimensional inertial manifold M in H, i.e., the solution S(t)(u 0 , θ 0 ) of (32)-(33) approaches the invariant Lipschitz manifold M exponentially fast in time.
4.2.
Proof of Proposition 4.1. Let V 1 = (v 1 , ϑ 1 ) and V 2 = (v 2 , ϑ 2 ) be two solutions of (32)-(33). To show the cone invariance, i.e. the condition given in Proposition 4.1-(i) (see also [1,
cannot pass through the boundary of the cone if the dynamics starts inside the cone. More precisely, we will prove that
∈ ∂Γ n,γ , where ∂Γ n,γ stands for the boundary of the coneΓ n,γ .
From (32)-(33), taking the difference equations of V 1 and V 2 , we have that
By setting p := P n (V 1 − V 2 ), and q := Q n (V 1 − V 2 ), we obtain p t + η · Ap + P n F (V 1 ) − F (V 2 ) = 0, (41)
Take the L 2 -product of (41) with D N p, to get
Thus by (30), which is now a global property due to the presence of χ ̺ , we have (with λ n large enough), we find (44) 
Similarly, taking the L 2 -inner product of (42) against D N q, we infer
Now, multiplying equation (45) by γ and subtracting it from (46), we obtain, exploiting the fact that p + q = V 1 − V 2 , the following relation This concludes the proof.
