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Abstract
We consider representations of general non-overlapping placements of rectangles
by spatial relations (west, south, east, north) of pairs of rectangles. We call a set
of representations complete if it contains a representation of every placement of n
rectangles.
We prove a new upper bound of O( n!
n
6 · (11+5
√
5
2
)n) and a new lower bound of
Ω( n!
n
4 · (4 + 2
√
2)n) on the minimum cardinality of complete sets of representations.
A key concept in the proofs of these results are pattern-avoiding permutations.
The new upper bound directly improves upon the well-known sequence pair
representation, which has size (n!)2, by only considering a restricted set of sequence
pairs. It implies theoretically faster algorithms for VLSI placement problems.
1 Introduction
Axis-aligned non-overlapping placements of rectangles can be characterized by the set
of spatial relations (also called ABLR-relations [15] and HV-relations [9]) that hold for
pairs of rectangles (west, south, east, north). A representation of such a placement
consists of a satisfied spatial relation for every pair. See Figure 1.
We call a set R of representations complete (for n ∈ N) if for every placement P of any
n rectangles, R contains a representation of P . Naturally, one is interested in smallest
complete sets of representations. There is a trivial complete set of representations of
size 4(
n
2
). The famous sequence-pair representation, first suggested by [7] and later
rediscovered by [8], maps pairs of permutations to representations and achieves a size of
(n!)2.
Many other strategies have been proposed to obtain a complete set of representations,
often only for placements with additional properties. An overview is given in [5]. The
previously best known upper bound was O( n!
n4.5
32n), see Section 1.1.
In this paper, we establish the first nontrivial lower bound of Ω(n!c
n
n4
) and a new
upper bound of O(n!Cn
n6
) on the minimum cardinality of complete sets of representations,
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(a) A placement admitting
two representations.
Pair r r′
(1, 2) west west
(1, 3) south south
(1, 4) west west
(2, 3) south east
(2, 4) south south
(3, 4) west west
(b) Two representations of
the placement on the left.
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(c) A placement represented
by r, but not by r′.
Figure 1: Representations of placements.
where c = 4 + 2
√
2 ≥ 6.828 and C = 11+5
√
5
2 ≤ 11.091. Both new bounds are proven by
considering certain pattern-avoiding permutations.
Given some rectangles, the set of placements satisfying a fixed representation forms
a polyhedron with one inequality per rectangle pair. Hence, it can be efficiently opti-
mized over. The theoretically fastest algorithms for VLSI placement problems such as
half-perimeter wirelength optimization work by enumerating a (small) complete set of
representations and computing, for each representation, an optimal represented place-
ment. Hence, constructing a smaller complete set of representations directly implies
faster algorithms for these problems. In practice, fast exact algorithms use a branch-
and-bound method that directly enumerates the possible spatial relations ([10], [6]).
Moreover, many heuristics based on local search optimizing over a complete set of rep-
resentations have been proposed (e.g., [8], [14]). Both exact algorithms and heuristics
could also benefit from a more compact complete set of representations.
1.1 Related work
A closely related concept uses a floorplan to represent the relative positions of rectangles.
A floorplan is a dissection of a rectangle by horizontal and vertical line segments into m
smaller rectangles, called rooms, some of which may be marked as empty . Then, n ≤ m
rectangles can be assigned bijectively to the nonempty rooms. A floorplan without empty
rooms is called mosaic floorplan. A mosaic floorplan that can be obtained by recursively
splitting a room vertically or horizontally into two rooms is called slicing floorplan.
The placement depicted in Figure 1a corresponds to a slicing floorplan. Contrary, the
placement in Figure 1c corresponds to a general, non-mosaic floorplan. It can be turned
into a non-slicing mosaic floorplan by filling the empty central room with a rectangle.
The structure of a floorplan can be captured by segment-room relations: A segment s
and a room r have the segment-room relation south if and only if s contains the bottom
edge of r, etc. Then, we consider two floorplans as equivalent if there is a labeling of
their rooms and segments which results in the same segment-room relations and which
preserves empty rooms. Note that some authors consider an assignment of the rectangles
to the nonempty rooms to be part of a floorplan. In [9] (Property 5), it is shown that
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for each pair of rooms in a floorplan equivalence class, one can deduce a spatial relation
that is satisfied by each floorplan in this equivalence class. This is proven by showing for
each pair of rooms the existence of a sequence of segment-room relations that implies
a spatial relation for the pair. In the remainder of this section, when we speak of the
number of certain floorplans, we mean the number of equivalence classes.
Using a bijection ([1]) between Baxter permutations and mosaic floorplans, their
number is known to be Θ(8
n
n4
) (first shown in [13]). The same map, restricted to separable
permutations, is a bijection to slicing floorplans, showing that the number of slicing
floorplans is Θ( (3+
√
8)n
n1.5
) (also first shown in [13]).
General floorplans may contain an arbitrary number of empty rooms. Young et
al. [14] call an empty room reducible if it can be merged with adjacent rooms while
keeping the spatial relations of the remaining nonempty rooms implied by the floorplan.
For example, the empty room in the floorplan corresponding to the placement in Fig-
ure 1c is not reducible. On the contrary, all rooms in the floorplan corresponding to the
placement in Figure 1a would be reducible if empty. The best upper bound of O( 32n
n4.5
)
on the number of general floorplans with n rectangles (occupied rooms) and without
reducible empty rooms was shown in [11], and no stronger lower bound than the number
of mosaic floorplans is known.
Property 1 and Theorem 3 in [9] imply that for each placement of n rectangles, there
exists a floorplan equivalence class with n nonempty rooms and an assignment of the
rectangles into the nonempty rooms such that each pair of rectangles satisfies the spatial
relation implied by their rooms in the floorplan equivalence class. Hence, an upper
bound U(n) on the number of general floorplans with n occupied rooms and without
reducible empty rooms implies an upper bound of U(n) · n! on the minimum size of a
complete set of representations for n rectangles. However, it is unknown whether lower
bounds can be transferred in the same way.
1.2 Definitions
Let n ∈ N. We denote by [n] the set of integers {1, . . . , n}.
A placement is a tuple of functions P = (xmin, ymin, xmax, ymax) from [n] to R with,
for i ∈ [n],
(i) xmin(i) < xmax(i), and
(ii) ymin(i) < ymax(i).
We often call the elements of [n] rectangles, and refer to n as the size of P . A
placement is called feasible if for all 1 ≤ i < j ≤ n at least one of the following holds:
xmax(i) ≤ xmin(j) (i is west of j)
ymax(i) ≤ ymin(j) (i is south of j)
xmax(j) ≤ xmin(i) (i is east of j)
ymax(j) ≤ ymin(i) (i is north of j)
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A function r : [n]2 \ {(i, i) : i ∈ [n]} → {west, south, east,north} is a representation
of (or represents) a feasible placement if the following statements hold for all i, j ∈ [n]2
with i 6= j:
r(i, j) = west ⇒ i is west of j
r(i, j) = south ⇒ i is south of j
r(i, j) = east ⇒ i is east of j
r(i, j) = north ⇒ i is north of j
A complete set of representations for n is a set R such that for all feasible placements
P of size n there exists an element of R that represents P .
How small can a complete set of representations be? Obviously it needs to have
cardinality at least n! because for placements in which all rectangles have identical y-
coordinates, we must represent all n! horizontal orders. A trivial upper bound is 4(
n
2
)
because for each unordered pair there are four possibilities. In this paper we prove a
new lower bound and a new upper bound.
2 Preliminaries on permutations
Both for the lower and the upper bound, we will restrict to pairs of permutations with
certain properties. With any permutation pi on [n] we associate a strict total order <pi
by defining i <pi j ⇐⇒ pi(i) < pi(j) for i, j ∈ [n].
2.1 Plane permutations
The definitions below follow [3].
Definition 1. We call a permutation pi on [n] plane if it avoids the pattern 213¯54, i.e.,
if for all indices i < j < l < m ∈ [n] with j <pi i <pi m <pi l, there exists an index k with
j < k < l with i <pi k <pi m.
Figure 2a gives an illustration of the forbidden pattern for plane permutations.
Definition 2. Given a permutation pi on [n], we define an acyclic directed graph Gpi
with vertex set [n], whose arc set A(Gpi) consists of exactly the pairs (i, j) with
(i) i < j and i <pi j, and
(ii) there is no k with i < k < j and i <pi k <pi j.
Observation 3. Let pi be a permutation on [n] and 1 ≤ i, j ≤ n. Then j is reachable
from i in Gpi iff i ≤ j and pi(i) ≤ pi(j).
To explain the name “plane”, one can define a natural embedding of Gpi by drawing
i in (i, pi(i)) ∈ R2 and drawing all arcs as straight lines (cf. Figure 2b). One can show
that pi is plane iff the natural embedding of Gpi is planar, but we will not need this.
We will use the following recent result.
Theorem 4 ([4]). The number of plane permutations on [n] is Θ
(
Cn
n6
)
, where C =
11+5
√
5
2 .
4
i j l m
pi(j)
pi(i)
pi(m)
pi(l)
(a) The forbidden configuration for plane per-
mutations: If there are elements as shown and
no elements in the gray area, then pi is not
plane.
1 2 3 4 5 6 7 8
pi(5)
pi(1)
pi(6)
pi(8)
pi(2)
pi(4)
pi(3)
pi(7)
(b) The natural embedding of Gpi for the
plane permutation pi = (2, 5, 7, 6, 1, 3, 8, 4).
Figure 2: Illustrations on plane permutations. The elements are ordered on the x- and
y-axis according to their relative order in < and <pi, respectively.
2.2 Biplane permutations
Definition 5. Let pi be a permutation on [n]. The permutation −pi is defined by
−pi(i) := n+ 1− pi(i)
for i ∈ [n].
Observation 6. Let pi be a permutation on [n], and let 1 ≤ i < j ≤ n. Then j is
reachable from i in Gpi iff j is not reachable from i in G−pi.
For example, for the permutation pi in Figure 2b one can see that −pi is not plane.
Definition 7. Let pi be a permutation on [n]. We call pi biplane if pi avoids the patterns
213¯54 and 453¯12.
The patterns forbidden in biplane permutations are illustrated in Figure 3.
Observation 8. Let pi be a permutation. Then, the following statements are equivalent:
(i) pi is biplane
(ii) −pi is biplane
(iii) pi and −pi are plane
The number of biplane permutations is also well-understood:
Theorem 9 ([2]). The number of biplane permutations on [n] is Θ( c
n
n4
), where c =
4 + 2
√
2.
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i j l m
pi(j)
pi(i)
pi(m)
pi(l)
(a) The pattern 213¯54.
i j l m
pi(l)
pi(m)
pi(i)
pi(j)
(b) The pattern 453¯12.
Figure 3: Forbidden patterns of biplane permutations. Gray areas are assumed to be
empty.
3 Upper bound
In this section we show a better upper bound on the size of complete sets of represen-
tations. We first review the sequence pair representation of Jerrum [7] (rediscovered by
[8]), because our proof will build on it.
3.1 Sequence pairs
Given a pair (pi, ρ) of permutations on [n] (called a sequence pair), we define rpi,ρ by
rpi,ρ(i, j) = west if i <pi j and j <ρ i
rpi,ρ(i, j) = south if i <pi j and i <ρ j
rpi,ρ(i, j) = east if j <pi i and i <ρ j
rpi,ρ(i, j) = north if j <pi i and j <ρ i
Theorem 10 ([7]). The set of functions rpi,ρ for all sequence pairs (pi, ρ) is a complete
set of representations.
Let us first give a new short proof of this famous result because this will be the basis
for our improved upper bound.
Let P = (xmin, ymin, xmax, ymax) be a feasible placement; this will be fixed for most of
this section. Given P , we first define four strict partial order relations N,S,E,W ⊆ [n]2
(north, south, east, west) by
N :=
{
(a, b) ∈ [n]2 | ymax(b) ≤ ymin(a)
}
,
S :=
{
(a, b) ∈ [n]2 | ymax(a) ≤ ymin(b)
}
,
E :=
{
(a, b) ∈ [n]2 | xmax(b) ≤ xmin(a)
}
,
W :=
{
(a, b) ∈ [n]2 | xmax(a) ≤ xmin(b)
}
.
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We have N ∩ S = ∅, E ∩W = ∅, (a, b) ∈ N ∪ S ∪ E ∪W for all a 6= b, (a, b) ∈ N iff
(b, a) ∈ S, and (a, b) ∈ E iff (b, a) ∈W .
Define two digraphs G1 and G2, both with vertex set [n], and with arc sets:
A(G1) := (S \ E) ∪ (W \N)
A(G2) := (S \W ) ∪ (E \N)
Lemma 11. G1 and G2 are acyclic.
Proof. By symmetry, it suffices to consider G1 (for G2 exchange W and E).
Let a, b, c ∈ [n] such that (a, b) ∈ S \ E and (b, c) ∈ W \ N . As E is transitive,
(a, b) /∈ E and (c, b) ∈ E imply (a, c) /∈ E. Similarly, (b, a) ∈ N and (b, c) /∈ N imply
(a, c) /∈ N . We conclude that (a, c) /∈ E∪N , implying (a, c) ∈ (S\E)∪(W \N) = A(G1).
Analogously, if (a, b) ∈W \N and (b, c) ∈ S \ E, then (a, c) ∈ (S \ E) ∪ (W \N) =
A(G1).
Therefore, for any a, b ∈ [n] and any shortest path from a to b in G1, either all arcs
are in S \ E or all arcs are in W \ N . Hence we have (a, b) ∈ S ∪ W whenever b is
reachable from a. This implies (b, a) ∈ N ∪ E, and therefore (b, a) is not an arc of G1.
So G1 is indeed acyclic.
Lemma 12. Let pi and ρ be topological orders of G1 and G2, respectively. Then rpi,ρ
represents P .
Proof. If a <pi b and a <ρ b, then (b, a) is neither an arc of G1 nor of G2. Hence
(b, a) /∈ A(G1) = (S \ E) ∪ (W \ N), so (b, a) ∈ N ∪ E. Similarly, as (b, a) /∈ A(G2) =
(S \W ) ∪ (E \N), we have (b, a) ∈ N ∪W . This means (b, a) ∈ (N ∪ E) ∩ (N ∪W ) =
N ∪ (W ∩ E) = N , so (a, b) ∈ S.
If a <pi b and b <ρ a, then (b, a) is not an arc of G1 and (a, b) is not an arc of
G2. Again, by (b, a) /∈ A(G1), it follows that (b, a) ∈ N ∪ E, and hence (a, b) ∈ S ∪W .
Moreover, as (a, b) /∈ A(G2), we have (a, b) ∈ N∪W . Hence (a, b) ∈ (S∪W )∩(N∪W ) =
(S ∩N) ∪W =W .
This proves Theorem 10 and hence the well-known (n!)2 upper bound.
3.2 Augmented digraphs
Now we improve on it by adding some arcs to the digraphs G1 and G2:
A(G′1) := A(G1) ∪ {(a, b) ∈ N ∩W : a not reachable from b in G1}
A(G′2) := A(G2) ∪ {(a, b) ∈ N ∩ E : a not reachable from b in G2}
Lemma 13. G′1 and G
′
2 are acyclic.
Proof. Again it suffices to consider G′1 (for G
′
2 again exchange W and E).
Suppose G′1 contains a circuit. Consider a circuit C with smallest number of arcs.
Of course, C must contain at least two arcs from A(G′1) \ A(G1) because G1 is acyclic
(Lemma 11) and any single added arc does not create a circuit by construction.
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Let vk, vk−1, . . . , v1, v0, b be the vertices of a path in C in which only the last arc
(v0, b) does not belong to G1.
Claim: (vi, b) ∈ N ∩W for all i = 0, . . . , k.
We show the Claim by induction on i. It is true for i = 0 because (v0, b) ∈ A(G′1) \
A(G1). Let now i ≥ 1. As (vi, vi−1) is an arc of G1, (vi, vi−1) /∈ E. Moreover, (b, vi−1) ∈
E by the induction hypothesis. As E is transitive, (vi, b) /∈ E.
Now (vi, b) is not an arc of G1 because C is a shortest circuit. As (vi, b) /∈ E , this
implies (vi, b) ∈ N .
Finally suppose that (vi, b) /∈ W . Then (b, vi) ∈ S \ E, and hence (b, vi) ∈ A(G1).
Then b, vi, vi−1, . . . , v0 is a path from b to v0 in G1. This is a contradiction to the fact
that (v0, b) ∈ A(G′1) \A(G1). The Claim is proved.
Now let (ai, bi), i = 1, . . . , l, be the arcs of C that do not belong to G1. We had
l ≥ 2, and by the Claim (bi−1, bi) ∈ N ∩W for all i = 1, . . . , l (where b0 := bl). This is
impossible because N and W are strict partial orders.
We now consider topological orders of G′1 and G
′
2. Since we only added arcs, Lemma
12 still applies. We will show that only certain (much fewer) sequence pairs can occur
as topological orders of G′1 and G
′
2.
3.3 Bad quartets
For a sequence pair (pi, ρ) we say that (a, b, c, d) ∈ [n]4 is a bad quartet if the following
three conditions hold:
• a <pi b <pi c <pi d,
• b <ρ a <ρ d <ρ c,
• there is no e ∈ [n] with b <pi e <pi c and a <ρ e <ρ d.
Observation 14. The number of sequence pairs without a bad quartet is n! times the
number of plane permutations.
We call a bad quartet (a, b, c, d) extreme if there is no e ∈ [n] with b <pi e <pi c and
there is no f ∈ [n] with a <ρ f <ρ d. In other words: b and c are consecutive in pi, and
a and d are consecutive in ρ. See Figure 4.
Lemma 15. If a sequence pair (pi, ρ) has a bad quartet, it has an extreme bad quartet.
Proof. Let dpi(a, b) := |{e ∈ [n] : a <pi e <pi b}| denote the number of elements in between
a and b in permutation pi. Let (a, b, c, d) be a bad quartet such that Φ := dpi(b, c)+dρ(a, d)
is minimum. If Φ is zero, (a, b, c, d) is extreme.
Otherwise, we consider two cases. Suppose first that there is an e ∈ [n] with b <pi
e <pi c. If e <ρ a, then (a, e, c, d) is a bad quartet with smaller Φ. Otherwise, since
(a, b, c, d) is a bad quartet, we have d <ρ e, and (a, b, e, d) is a bad quartet with smaller
Φ.
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pi(a) pi(b) pi(c) pi(d)
ρ(b)
ρ(a)
ρ(d)
ρ(c)
Figure 4: A bad quartet (a, b, c, d). The light gray square in the center is empty by the
third condition in the definition of bad quartets. The bad quartet is extreme iff the four
darker areas are empty, too.
Secondly, suppose that there is an e ∈ [n] with a <ρ e <ρ d. If c <pi e, then (a, b, c, e)
is a bad quartet with smaller Φ. Otherwise, we have e <pi b, and (e, b, c, d) is a bad
quartet with smaller Φ.
3.4 New upper bound
Now we get the better upper bound:
Lemma 16. Let pi and ρ be topological orders of G′1 and G
′
2, respectively. Then (pi, ρ)
has no bad quartet.
Proof. First note that rpi,ρ represents P by Lemma 12. If there is a bad quartet, there
is an extreme one by Lemma 15. So suppose that (a, b, c, d) is an extreme bad quartet:
Then, a <pi b <pi c <pi d and there is no e ∈ [n] with b <pi e <pi c. Moreover,
b <ρ a <ρ d <ρ c and there is no f ∈ [n] with a <ρ f <ρ d.
As rpi,ρ represents P , we have (a, c), (a, d), (b, c), (b, d) ∈ S and (a, b), (c, d) ∈W .
Claim 1: (c, b) /∈W .
Suppose that (c, b) ∈W . Then (b, c) ∈ E, and thus (b, c) /∈ A(G1). Therefore c is not
reachable from b in G1 as any vertex on a b-c-path would have to be in between b and c
in the topological order pi. But then (c, b) ∈ N ∩W would be an arc of G′1, contradicting
b <pi c.
Claim 2: (a, d) /∈W .
Suppose that (a, d) ∈ W . Then (a, d) /∈ A(G2). Therefore d is not reachable from a
in G2 as any vertex on an a-d-path would have to be in between a and d in the topological
order ρ. But then (d, a) ∈ N ∩ E would be an arc of G′2, contradicting a <ρ d.
The two claims are proved. However, they contradict each other: together with
(a, b), (c, d) ∈W they imply xmax(a) ≤ xmin(b) < xmax(c) ≤ xmin(d) < xmax(a).
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We conclude:
Theorem 17. Let C = 11+5
√
5
2 ≤ 11.091. There is a complete set of representations for
n with O(n! · Cn
n6
) elements.
Proof. By Lemmata 12, 13, and 16, the set of functions rpi,ρ for all sequence pairs (pi, ρ)
without bad quartets is complete. By Observation 14, the number of sequence pairs
without bad quartets is n! times the number of plane permutations. By Theorem 4, the
number of plane permutations is Θ(C
n
n6
).
Note that this result not only implies an improved asymptotic behavior compared to
classical sequence pairs, but also yields a strict improvement for all n ≥ 4.
4 Lower bound
In this section, we prove that every complete set of representations has Ω
(
n! · (4+2
√
2)n
n4
)
elements. The idea is to generate a large number of feasible placements which all allow
only one “useful” representation, where no representation occurs twice. We construct
these placements using biplane permutations, which have been examined in [2]. The
authors of [2] study orders on segments of floorplans, which have a very similar structure
to the rectangles in the placements considered in this section.
4.1 Forcing placements and canonical representations
Definition 18. Let P be a feasible placement of size n and i, j ∈ [n] with i 6= j. We
say that a spatial relation α ∈ {west, south, east,north} is forced for (i, j) if there is a
sequence of rectangles i = a1, . . . , ak = j such that for all 1 ≤ m < k, the only spatial
relation of (am, am+1) in P is α.
Observation 19. Let P be a feasible placement of size n and i, j ∈ [n] with i 6= j. If
only one spatial relation holds for (i, j) in P , then this spatial relation is forced for (i, j).
Observation 20. Let P be a feasible placement of size n, let i, j, k ∈ [n] and let α ∈
{west, south, east,north} be a spatial relation. If α is forced for (i, j) and (j, k) in P ,
then α is also forced for (i, k) in P .
Lemma 21. Let P = (xmin, ymin, xmax, ymax) be a feasible placement of size n and
i, j ∈ [n] with i 6= j. Then there is at most one forced spatial relation for (i, j) in P .
Proof. Let (pi, ρ) be a sequence pair such that rpi,ρ represents P (cf. Theorem 10).
First assume that i west of j is forced. Then, there is a sequence i = a1, . . . , ak = j
such that for all 1 ≤ m < k, the only spatial relation of (am, am+1) in P is west. Since
rpi,ρ represents P , for all 1 ≤ m < k, we have am <pi am+1 and am+1 <ρ am. Hence, we
have i <pi j and j <ρ i.
Using the same argument, if i south of j is forced, we have i <pi j and i <ρ j, etc.
This shows that at most one spatial relation can be forced for (i, j).
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Figure 5: A forcing placement.
Definition 22. Let P be a placement. We call P forcing if for all rectangles i 6= j, there
is a forced spatial relation for (i, j) in P .
Note that in particular a forcing placement is feasible. Examples of forcing place-
ments are given in Figure 1c and Figure 5.
Definition 23. Let P be a forcing placement. The canonical representation rP of P is
given by assigning each pair (i, j) to its forced spatial relation.
Note that by Lemma 21, the canonical representation is well defined.
Lemma 24. Let n ∈ N and let P be a feasible placement of size n. Let r be a represen-
tation of P and let P ′ be a forcing placement of size n that is represented by r. Then P
is represented by rP ′.
Proof. Let i, j ∈ [n] with i 6= j. There are indices i = a1, . . . , ak = j such that rP ′(i, j)
is the only relation of (am, am+1) in P
′ for all 1 ≤ m < k. As r represents P ′, we have
r(am, am+1) = rP ′(i, j). Moreover, r represents P , so rP ′(i, j) is a spatial relation of
(am, am+1) in P . By transitivity, rP ′(i, j) is a spatial relation of (i, j) in P . It follows
that rP ′ represents P .
Lemma 25. Let n ∈ N and let C be a set of canonical representations of forcing place-
ments of size n. Furthermore, let R be a complete set of representations for n. Then
there is a complete set of representations R′ with |R′| ≤ |R| and C ⊆ R′.
Proof. Let R′ be a complete set of representations with |R′| ≤ |R| which minimizes
|C \R′|. Note that since R is a candidate for R′, R′ exists. We show that C \R′ = ∅.
Otherwise, let rP ∈ C \ R′ be a canonical representation of a forcing placement P
and let r′ ∈ R′ be an element representing P .
If r′ ∈ C, let P ′ be a forcing placement such that r′ is the canonical representation
of P ′. Since rP 6= r′, there are indices i 6= j such that rP (i, j) 6= r′(i, j). Since P is
forcing, there are indices i = a1, . . . , ak = j such that for 1 ≤ m < k, the rectangle pair
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(am, am+1) has only the spatial relation rP (i, j) in P . Hence r
′(am, am+1) = rP (i, j), as
r′ represents P . However, r′ is the canonical representation of P ′, so for 1 ≤ m < k, the
relation rP (i, j) is forced for (am, am+1) in P
′. By Observation 20, the relation rP (i, j)
is also forced for i, j in P ′, contradicting rP (i, j) 6= r′(i, j).
This means that r′ /∈ C, and let R′′ := (R′ \ {r′}) ∪ {rP }. By Lemma 24, every
feasible placement that is represented by r′ is also represented by rP . Hence, R′′ is a
complete set of representations with |R′′| = |R′|, contradicting the choice of R′.
Corollary 26. Let n ∈ N and let C be a set of canonical representations of forcing
placements of size n. Then any complete set of representations has at least |C| elements.
4.2 Many canonical representations
Now we get to the main part of the proof: we show the existence of a large set of
canonical representations. Set rpi := rid,pi.
Lemma 27. Let pi be a permutation on [n] and let P be a feasible placement of size n.
Then P is a forcing placement with rP = rpi iff
(i) for all (i, j) ∈ A(Gpi), i is only south of j in P ,
(ii) for all (i, j) ∈ A(G−pi), i is only west of j in P .
Proof. First, we prove that if (i) and (ii), P is forcing with rP = rpi. Let i, j ∈ [n] with
i < j. By Observation 6, j is reachable from i in either Gpi or G−pi, but not both. Assume
j is reachable from i in Gpi. Then there is a sequence of vertices i = a1, . . . , ak = j with
(am, am+1) ∈ A(Gpi) for 1 ≤ m < k, so by (i), i south of j is forced. Furthermore, since
j is reachable from i in Gpi, we have i <pi j, so rpi(i, j) = south. The case that j is
reachable from i in G−pi is proven analogously.
For the other direction, let P be forcing with rP = rpi and (i, j) ∈ A(Gpi). Since
i < j and i <pi j, we have rP (i, j) = rpi(i, j) = south, so i is south of j. It remains to
be shown that south is the only spatial relation of (i, j). Since rP (i, j) = south, i south
of j is forced, and there are indices i = a1, . . . , ak = j such that am is only south of
am+1 in P for 1 ≤ m < k. Since rpi = rP represents P , we have rpi(am, am+1) = south
for 1 ≤ m < k, so i = a1 < · · · < ak = j and i = a1 <pi · · · <pi ak = j. Hence, due to
(i, j) ∈ A(Gpi), we have k = 2, and thus i is only south of j.
Again, the case (i, j) ∈ A(G−pi) is proven analogously.
Before we prove the main lemma, we need a technical result:
Lemma 28. Let pi be a biplane permutation on [n] with pi(n−1) < pi(n) < n. Let (j, n) ∈
A(G−pi) such that j has no outgoing edges in Gpi and let i < j with (i, n) ∈ A(Gpi).
Furthermore, let P = (xmin, ymin, xmax, ymax) be a forcing placement with rP = rpi.
Then, i is the only index with this property, and there is a forcing placement P ′ =
(x′min, y
′
min, x
′
max, y
′
max) with rP ′ = rpi and x
′
max(j) < x
′
max(i).
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i j n− 1 n
pi(n− 1)
pi(i)
pi(n)
pi(j)
B
C
A
E D
Figure 6: Configuration with i < j < n− 1 < n. Gray areas are claimed to be empty.
Proof. First, note that j 6= n − 1, so j < n − 1, and due to i < j < n − 1 < n and
(n− 1, n), (i, n) ∈ A(Gpi), we must have
n− 1 <pi i <pi n <pi j.
Claim: There is no l ∈ [n] with either
(A) i < l < j and i <pi l <pi n, or
(B) l < i and i <pi l <pi n, or
(C) i < l < j and l <pi i, or
(D) j < l < n− 1 and n <pi l <pi j, or
(E) l < j and n <pi l <pi j.
Figure 6 illustrates the setting and the five statements.
To prove the Claim, first observe that an l with (A) would contradict (i, n) ∈ A(Gpi).
Next, this implies that an l with (B) or with (C) would yield (with i, j and n) the
pattern 213¯54, contradicting that pi is plane. Third, an l with (D) would contradict
(j, n) ∈ A(G−pi). Finally, this implies that an l with (E) would yield (together with j,
n− 1 and n) the pattern 453¯12, contradicting that −pi is plane. The Claim is proved.
Now, by (A), (B), and (C) of the Claim, there is no l < j with l 6= i and (l, n) ∈
A(Gpi).
Part (A) and (E) of the Claim imply that (i, j) ∈ A(Gpi). Hence, by Lemma 27, i is
only south of j in P – in particular i is not west of j – so xmax(i) > xmin(j). If xmax(j) <
xmax(i), there is nothing to show (i.e., set P
′ = P ), so assume xmax(j) ≥ xmax(i).
Set (x′min, y
′
min, x
′
max, y
′
max) = (xmin, ymin, xmax, ymax), except for
x′max(j) :=
max{xmin(i), xmin(j)} + xmax(i)
2
.
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Then
x′max(j) < xmax(i) ≤ xmax(j).
Moreover,
x′max(j) ≥
x′min(j) + x
′
max(i)
2
> x′min(j).
Hence, P ′ is still a placement. Since we only decreased the width of j, all only-west and
only-east relations of j are still intact. Moreover, as j has no outgoing edges in Gpi, in
order to see that P ′ is still forcing with rP ′ = rpi, we only need to verify that for all edges
(k, j) ∈ A(Gpi), k is still only south of j. But, by (A), (B), (C) and (E) of the Claim, i
is the only predecessor of j in Gpi, and since we only reduced x
′
max(j), j is still not east
of i. Moreover, we have
x′max(j) =
max{x′min(i), x′min(j)} + x′max(i)
2
≥ x
′
min(i) + x
′
max(i)
2
> x′min(i).
so j is not west of i in P ′.
Lemma 29. Let pi be a biplane permutation on [n]. Then there is a forcing placement
P of size n with rP = rpi.
Proof. We prove the lemma by induction. The case n = 1 is trivial, so assume the claim
holds for n ∈ N and let pi be a biplane permutation on [n+ 1].
First, we consider the case n <pi n + 1. The other case will later be reduced to
this case. Let pi′ be the permutation on [n] given by pi′(i) := pi(i) if i <pi n + 1, and
pi′(i) := pi(i) − 1 otherwise. Clearly, for i, j ∈ [n], we have i <pi j ⇐⇒ i <pi′ j. In
particular, pi′ is a biplane permutation, so by the induction hypothesis, there is a forcing
placement P ′ = (x′min, y
′
min, x
′
max, y
′
max) with rP ′ = rpi′ . Note that Gpi′ is an induced
subgraph of Gpi, and G−pi′ is an induced subgraph of G−pi. This means that if we extend
P ′ to some placement P of size n + 1, we only need to check edges incident to n + 1
when applying Lemma 27.
If pi(n+1) = n+1, then we can just place n+1 north of all other rectangles: extend
P ′ = (x′min, y
′
min, x
′
max, y
′
max) to P = (xmin, ymin, xmax, ymax) by
xmin(n+ 1) := min
i∈[n]
x′min(i), ymin(n+ 1) := max
i∈[n]
y′max(i),
xmax(n+ 1) := max
i∈[n]
x′max(i), ymax(n+ 1) := max
i∈[n]
y′max(i) + 1.
By extending , we mean that P and P ′ agree for i = 1, . . . , n. Then, n + 1 does not
overlap with any rectangle, so P is a feasible placement. For (i, n + 1) ∈ A(Gpi), by the
construction of P , we have that i is only south of n + 1 in P . Since there are no edges
(i, n+1) ∈ A(G−pi), we can apply Lemma 27 to conclude that P is forcing with rP = rpi.
So assume pi(n + 1) < n + 1. Let j be maximum with (j, n + 1) ∈ A(G−pi). Note
that j exists since n + 1 is reachable from pi−1(n + 1) in G−pi. This configuration is
illustrated in Figure 7a. Then j is the only predecessor of n + 1 in G−pi: if l < j with
n+ 1 <pi l <pi j, then (l, j, n, n + 1) shows that −pi is not plane, cf. Figure 7b.
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j n n+ 1
pi(n)
pi(n+ 1)
pi(j)
(a) Situation with j < n < n+ 1 and
n <pi n+ 1 <pi j.
l j n n+ 1
pi(n)
pi(n+ 1)
pi(l)
pi(j)
(b) If there exists a predecessor l < j of n+1
in G−pi , then −pi is not plane.
Figure 7: Illustrations of orderings of elements in pi. Gray areas do not contain any
other elements.
Moreover, j has no outgoing edges in Gpi′ , since if (j, l) ∈ A(Gpi′), then l < n + 1
and n + 1 <pi l, so n + 1 is reachable from l in G−pi, contradicting that j is the only
predecessor of n + 1 in G−pi. Hence, there is no rectangle only north of j in P ′, and
w.l.o.g., we can assume that
y′max(j) ≥ max{1 + y′max(i) : i ∈ [n] \ {j}}, (1)
since we can increase the height of j as required. Increasing the size of rectangles while
maintaining a feasible placement does not destroy forced relations, so P ′ is still forcing
with rP ′ = rpi′ .
Now, we consider the predecessors of n+1 in Gpi, which represent the rectangles that
n+1 has to be north of. Let i be minimum with (i, n+1) ∈ A(Gpi). Again, i exists since
(n, n+1) ∈ A(Gpi). If i < j, by Lemma 28, there is no i < l < j with (l, n+1) ∈ A(Gpi)
and w.l.o.g. we can assume that x′max(j) < x
′
max(i). Note that (1) can still be assumed.
We extend P ′ = (x′min, y
′
min, x
′
max, y
′
max) to P = (xmin, ymin, xmax, ymax) by
xmin(n+ 1) := xmax(j), ymin(n+ 1) := ymax(j)− 1,
xmax(n+ 1) := max
l∈[n]
xmax(l), ymax(n+ 1) := ymax(j).
First, since j is west of n, we have xmax(n + 1) ≥ xmax(n) > xmin(n) ≥ xmax(j) =
xmin(n+1). Furthermore, n+1 is east of j and (using (1)) north of all other rectangles,
so in particular n+1 does not intersect with any rectangle, showing that P is a feasible
placement.
Now, we verify that for all (l, n + 1) ∈ A(Gpi) that l is only south of n + 1, and for
all (l, n + 1) ∈ A(G−pi) that l is only west of n+ 1.
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Clearly, by construction of P , j is only west of n+1 in P , and j is the only predecessor
of n+1 in G−pi. As n+1 is north of all rectangles other than j, it remains to be shown
that for (k, n + 1) ∈ A(Gpi), we have that k is not west of n + 1 and not east of n + 1.
The latter already directly follows from the choice of xmax(n+ 1).
So let (k, n + 1) ∈ A(Gpi). If k < j we have that k = i, and by xmax(i) > xmax(j) =
xmin(n + 1) we have that i is not west of n + 1. Otherwise, i.e., j < k, we have
k <pi n + 1 <pi j, so j is west of k. Then xmin(n + 1) = xmax(j) ≤ xmin(k) < xmax(k),
so k is not west of n+ 1. We conclude, using Lemma 27, that P is a forcing placement
with rP = rpi.
Finally, consider the case n + 1 <pi n. Since pi is biplane, −pi is biplane as well,
and n <−pi n + 1, so there exists a forcing placement P ′ = (x′min, y
′
min, x
′
max, y
′
max) with
rP ′ = r−pi. Now let P = (y′min, x
′
min, y
′
max, x
′
max), i.e., exchange the role of x-coordinates
and y-coordinates in P ′. Since the definition of forcingness is symmetric, clearly P is
still a forcing placement. Moreover, for (i, j) ∈ A(Gpi), we have (i, j) ∈ A(G−(−pi)), so i
is only west of j in P ′, resulting in i only south of j in P . Similarly, if (i, j) ∈ A(G−pi),
then i is only south of j in P ′, so i is only west of j in P . Hence, by Lemma 27, P is a
forcing placement with rP = rpi.
4.3 Completing the lower bound
Now, we show that one can apply all permutations on [n] to the canonical representations
obtained from Lemma 29, resulting in a large set of canonical representations. For
permutations pi and ρ on [n], we denote by ρ(pi) the permutation on [n] given by
(
ρ(pi)
)
(i) = ρ(pi(i)).
Lemma 30. Let n ∈ N and let
Π = {(pi, ρ) : pi and ρ are permutations on [n], ρ is biplane}.
Furthermore, let
C = {rpi,ρ(pi) : (pi, ρ) ∈ Π}.
Then, |C| = |Π|, and C consists of canonical representations only.
Proof. Clearly, |C| = |Π| holds by definition of rpi,ρ(pi).
We show that C consists of canonical representations only. Let (pi, ρ) ∈ Π. Since ρ is
biplane, by Lemma 29, there is a forcing placement P such that rP = rρ. We now show
that permuting the rectangles in P according to pi yields a forcing placement P ′ with
rP ′ = rpi,ρ(pi). Let P = (xmin, ymin, xmax, ymax) and define P
′ = (x′min, y
′
min, x
′
max, y
′
max)
by, for i ∈ [n],
x′min(i) := xmin(pi(i)), y
′
min(i) := ymin(pi(i)),
x′max(i) := xmax(pi(i)), y
′
max(i) := ymax(pi(i)).
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12
3
4 5
Figure 8: A feasible placement that is not representable by a canonical representation.
Obviously, P ′ is still a forcing placement. Furthermore, for i, j ∈ [n] with i 6= j, we have
rP ′(i, j) = rP (pi(i), pi(j))
= rρ(pi(i), pi(j))
= rid,ρ(pi(i), pi(j))
= rpi,ρ(pi)(i, j).
Theorem 31. Let c = 4 + 2
√
2 ≥ 6.828. Every complete set of representations for n
has Ω
(
n! · cn
n4
)
elements.
Proof. By Lemma 30, there is a set C of canonical representations of size n that contains
a separate element for each pair pi, ρ of permutations where ρ is biplane. By Theorem
9, the number of biplane permutations is Θ( (4+2
√
2)n
n4
). The result now follows from
Corollary 26.
Finally, we observe that the construction is not tight:
Lemma 32. Let n ∈ N with n ≥ 5. Then the cardinality of any complete set of repre-
sentations for n is strictly larger than n! times the number of biplane permutations on
[n].
Proof. First, we prove the case n = 5. Consider the feasible placement P as depicted in
Figure 8. We show that P is not representable by a canonical representation.
So suppose that P ′ = (x′min, y
′
min, x
′
max, y
′
max) is a forcing placement such that P
is represented by rP ′ . The pair (1, 5) is the only pair without a forced relation in P .
Moreover, there is no 1 < i < 5 such that (1, i) and (i, 5) have the same relation in P .
Hence, the only way to force a relation for (1, 5) in P ′ is to either let 1 be only west of
5 or let 1 be only south of 5 in P ′.
For all pairs 1 ≤ i < j ≤ 4, there is no k such that (i, k) and (k, j) have the same
relation in P . Hence, all such (i, j) may only have one relation in P ′ as well. Since 3 is
south of 4, but not east of 4, we have x′min(3) < x
′
max(4). This implies
x′max(1) ≤ x′min(3) < x′max(4) ≤ x′min(5),
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so 1 is west of 5 in P ′. Similarly, 2 is west of 3, but not north of 3, so we have
y′min(2) < y
′
max(3). Then
y′max(1) ≤ y′min(2) < y′max(3) ≤ y′min(5),
so 1 is south of 5 in P ′. This contradicts that 1 and 5 have only one relation in P ′.
For the case n > 5, the same argument works after adding n−5 rectangles to P that
are east of {1, . . . , 5}.
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