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In this paper the results of numerical simulation of monolayer graphene in external magnetic
field are presented. The numerical simulation is performed in the effective lattice field theory with
noncompact 3 + 1-dimensional Abelian lattice gauge fields and 2 + 1-dimensional staggered lattice
fermions. The dependences of fermion condensate and graphene conductivity on the dielectric
permittivity of substrate for different values of external magnetic field are calculated. It is found
that magnetic field shifts insulator-semimetal phase transition to larger values of the dielectric
permittivity of substrate. The phase diagram of graphene in external magnetic field is drawn.
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1. INTRODUCTION
Graphene is a two dimensional crystal composed of car-
bon atoms packed in a honeycomb lattice. This material
is well known due to its low energy electronic spectrum
which can be described by an effective theory with two
massless Dirac fermions living in two dimensions [1–4].
Due to this striking property graphene is a perspective
material both for study of different relativistic quantum
field theory phenomena and development of new elec-
tronic devices.
We base on the effective field theory of graphene.
Within this approximation the massless electronic excita-
tions in graphene propagate with the speed vF ≃ c/300.
Since this speed is much smaller than the speed of light–c
the interaction between quasiparticles in graphene can be
approximated by instantaneous Coulomb law with the ef-
fective coupling constant αeff ∼ αemc/vF ∼ 300/137 ∼
2. From this fact one can conclude that electronic exci-
tations in graphene form strongly interacting many body
system.
In real experiments graphene is put on substrate. The
effective coupling constant for graphene on substrate
with the dielectric permittivity ǫ is smaller by a factor
2/(ǫ + 1) due to the screening. The variation of dielec-
tric permittivity ǫ of substrate changes the effective cou-
pling constant and thus allows to study the properties of
graphene in both strong and week coupling regime.
In weak coupling regime theoretical description of
graphene properties based on perturbation theory gives
reliable results. In strong coupling regime there are no
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theoretical approaches based on first principles. From
this perspective Monte-Carlo simulation of graphene is
the only possibility to study graphene when interaction
between quasiparticles is strong.
Recently there appeared a lot of papers where
graphene electronic properties were studied numerically
[5–15]. The results obtained in these papers reveal
one picture of insulator-semimetal phase transition in
graphene - it takes place at the dielectric permittiv-
ity ǫ ∼ 4. At weak coupling regime graphene is in
the semimetal phase. In this phase the conductivity is
σ ∼ e2/h and there is no gap in the spectrum of fermionic
excitations. The chiral symmetry of graphene is not bro-
ken. At strong coupling regime graphene is in the insula-
tor phase. In this phase the conductivity is considerably
suppressed and there is an energy gap in in the spectrum
of fermionic excitations. The opening of the energy gap
is accompanied by the appearance of the fermion chi-
ral condensate 〈ψ¯ψ〉, which breaks chiral symmetry of
graphene.
But in the most recent paper [16] it was shown that
modification of the quasiparticles interaction potential
at small distances dramatically changes the picture of
phase transitions in graphene. Suspended graphene is
still a conductor (in agreement with experiment) and
phase transition is shifted into unphysical region ǫ < 1.
In this paper we don’t make this modification and carry
out the simulation as it was done in paper [13]. This sim-
ulations don’t correspond to experimental results numer-
ically but we still hope that the description of graphene
phase diagram will be qualitatively reasonable.
The aim of this paper is to study graphene phase di-
agram in the external magnetic field perpendicular to
the graphene plane. To carry out this investigation
the Monte-Carlo simulation of graphene with dynami-
cal staggered fermions [13] will be applied. This study is
motivated by the theoretical interest to understand how
external magnetic field can change graphene properties.
2In addition, the possibility to control graphene properties
through the external magnetic field seems very promising
in the development of new electronic devices.
This paper is organized as follows. In the next section
a brief review of the simulation algorithm is given. In
the last section the results of this paper are presented
and discussed.
2. LATTICE SIMULATION OF GRAPHENE
2.1. Simulation algorithm.
The partition function of graphene can be written in
the following form [1–4]
Z =
∫
Dψ¯DψDA0 exp
(
−
1
2
∫
d4x (∂iA0)
2−
−
∫
d3x ψ¯f

Γ0 (∂0 − igA0)− ∑
i=1,2
Γi∂i

ψf

 , (1)
where A0 is the zero component of the vector potential of
the 3+1 electromagnetic field, Γµ are Euclidean gamma-
matrices and ψf (f = 1, 2) are two flavours of Dirac
fermions which correspond to two spin components of the
non-relativistic electrons in graphene. Effective coupling
constant is g2 = 2αem/(vF (ǫ+1)) (~ = c = 1 is assumed).
It is worth to note that partition function (1) doesn’t
contain dynamical vector part of the potential Ai, since
the inclusion of this part leads to the corrections which
are suppressed by the factor vF /c ∼ 1/300.
Zero component of the vector potential A0 satisfies pe-
riodic boundary condition in space and time A0(t = 0) =
A0(t = 1/T ), where T is temperature. In the absence of
magnetic field fermion spinors satisfy periodic boundary
condition in space and antiperiodic boundary condition
in the time direction ψf (t = 0) = −ψf(t = 1/T ). If mag-
netic field is switched on, fermion boundary condition in
space should be modified [17].
The simulation of partition function (1) is carried out
within the approach developed in [13]. In order to dis-
cretize the fermionic part of the action in (1) the stag-
gered fermions [18, 19] are used. One flavor of staggered
fermions in 2 + 1 dimensions corresponds to two flavors
of continuum Dirac fermions [18–20], which makes them
especially suitable for the simulations of the graphene
effective field theory.
The action for staggered fermions coupled to Abelian
lattice gauge field is
SΨ
[
Ψ¯x,Ψx, θx,µ
]
=
∑
x,y
Ψ¯xDx,y [θx, µ] Ψy =
=
1
2
∑
x
δx3, 0
( ∑
µ=0,1,2
Ψ¯xαx,µe
iθx,µΨx+µˆ−
−
∑
µ=0,1,2
Ψ¯xαx,µe
−iθx, µΨx−µˆ +mΨ¯xΨx
)
, (2)
where the lattice coordinates x take integer values
xµ = 0 . . . Lµ − 1 and x
3 is restricted to x3 = 0, Ψ¯x
is a single-component Grassman-valued field, αx,µ =
(−1)x0+...+xµ−1 , and θx, µ are the link variables which are
the lattice counterpart of the vector potential Aµ (x). For
further convenience, we have also introduced the matrix
elements Dx,y of the staggered Dirac operator.
It should be noted here that nonzero mass term in
(2) is necessary in order to ensure the invertibility of
the staggered Dirac operator Dx,y. Numerical results in
the physical limit of zero mass is obtained by performing
simulations at several nonzero values ofm and by extrap-
olating the expectation values of physical observables to
m→ 0.
To discretize the electromagnetic part of partition
function (1) noncompact action is used
Sg [θx,µ] =
β
2
∑
x
3∑
i=1
(
θx, 0 − θx+iˆ, 0
)2
, (3)
where the summation is carried out over all lattice. The
constant β is defined as follows
β ≡
1
g2
=
vF
4πe2
ǫ+ 1
2
. (4)
The factor ǫ+1
2
takes into account the electrostatic screen-
ing of the Coulomb interaction due to the substrate.
The introduction of nonzero homogeneous magnetic
field H perpendicular to graphene plane can be done in
a standard way through the modification of the link vari-
able θx,i, i = 1, 2, which corresponds to the vector poten-
tial Ai = H(x2δi1−x1δi2)/2. As the result of torus geom-
etry of the lattice the flux of the magnetic field through
the whole lattice Φ is quantized as
Φ =
2π
e
n, (5)
where n is a digit number. Quantization of the flux Φ
leads to the quantization of the magnetic field which can
be modeled on the lattice
H =
2π
eL2s
n, (6)
where Ls is the size of the lattice.
Since action (2) is bilinear in fermionic fields, they can
be integrated out
Z =
∫
DΨ¯xDΨxDθx, 0
exp
(
−Sg [θx, 0]− SΨ
[
Ψ¯x,Ψx, θx, 0
])
=
=
∫
Dθx, 0 det (D [θx, 0]) exp (−Sg [θx, 0]). (7)
Thus one gets the following expression
Seff [θx, 0] = Sg [θx, 0]− ln det (D [θx, 0]) , (8)
3which includes the determinant det (D [θx, µ]) of the
Dirac operator Dx,y [θx, µ] introduced in (2).
To generate configurations of the field θx, 0 with the
statistical weight exp (−Seff [θx, 0]) the standard Hybrid
Monte-Carlo Method is used [6, 18, 19]. In order to speed
up the simulations we also perform local heatbath up-
dates of the gauge field outside of the graphene plane (at
x3 6= 0) between Hybrid Monte-Carlo updates. Both al-
gorithms satisfy the detailed balance condition for weight
(7) [18, 19]. Successive application of these algorithms
does not, in general, have this property. Nevertheless,
by using the composition rule for transition probabil-
ities it is easy to demonstrate that the path integral
weight (7) is still the stationary probability distribution
for such a combination of both algorithms. While local
heatbath updates are computationally very cheap, they
significantly decrease the autocorrelation time of the al-
gorithm.
2.2. Physical observables on the lattice
The main goal of this paper is to measure the elec-
tric conductivity of graphene in external magnetic field,
that is, a linear response of the electric current den-
sity Ji (x) = ψ¯ (x) γi ψ (x) to the applied homoge-
neous electric field Ej (t) (where t is the real Minkowski
time). It is convenient to introduce the AC conduc-
tivity σij (w), so that J˜i (w) = σij (w) E˜j (w), where
J˜i (w) =
∫
dt e−iwtJi (t) and E˜j (w) =
∫
dt e−iwtEj (t).
Due to rotational symmetry of effective field theory (1),
the σij (w) should have the form σij (w) = δij σ (w). Cor-
respondingly, the DC conductivity is equal to the value
of σ (w) at w → 0.
By virtue of the Green-Kubo dispersion relations [21–
23], the Euclidean current-current correlators
G (τ) =
1
2
∑
i=1,2
∫
dx1 dx2 〈Ji (0) Ji (x)〉 (9)
can be expressed in terms of the σ (w) as
G (τ) =
∞∫
0
dw
2π
K (w, τ) σ (w) , (10)
where the thermal kernel K (w, τ) is
K (w, τ) =
w cosh
(
w
(
τ − 1
2T
))
sinh
(
w
2T
) (11)
and τ ≡ x0 is the Euclidean time. We use here a non-
standard definition of the kernel (11) from [23], which is
more convenient for numerical analysis.
Note that the current density in graphene is the charge
which flows through the unit length in unit time and thus
has the dimensionality of L−2 (where L stands for length)
in units with ~ = c = 1. Correspondingly, the current
density in lattice units is the charge which flows through
a link of the dual lattice of length a in time a/vF . Thus
in order to express the current-current correlator (9) in
physical units, one should multiply the results obtained
on the lattice by a2 v2F /a
4, where the additional factor
a2 comes from integration over x1, x2 in (9). With the
Euclidean time τ in (9), (10) and (11) being expressed
in units of lattice spacing in temporal direction a/vF ,
integration over w in (10) also includes a factor v2F /a
2.
We thus conclude that the AC conductivity σ (w) is di-
mensionless. Moreover, the DC conductivity σ (0) is a
universal quantity which does not depend on the lattice
spacing or on the ratio of lattice spacings in temporal
and spatial directions. For conversion to the SI system
of units, it should be multiplied by e2/ (2πh).
In numerical simulations G (τ) is measured for several
(∼ 101) discrete values of τ . A commonly used method
to invert relation (10) and to extract the continuum func-
tion σ (w) from the lattice discretization of G (τ) is the
Maximum Entropy Method [22, 23]. But this method
suffers from some technical difficulties, so we use middle
point of Euclidean current-current correlator to measure
the conductivity at low frequencies (see [14] for further
details):
G
(
1
2T
)
≈ πT 2σ (w) . (12)
For staggered fermions the electric current Ji (y) can
be expressed in terms of the fields Ψx as [19]:
Ji (y) =
1
8
∑
η
δη3, 0 δηi, 0
(
Ψ¯2y+ηαη, iΨ2y+η+iˆ+
+Ψ¯2y+η+iˆαη, iΨ2y+η
)
, (13)
where we took into account that the spatial link variables
θx,i are effectively equal to zero. Since current (13) is
defined on the lattice with double lattice spacing, we cal-
culate the Euclidean current-current correlator (9) only
on time slices with even τ .
To study insulator-semimetal phase transition it is use-
ful to consider the fermion condensate 〈 ψ¯ ψ 〉. In the
insulator phase 〈 ψ¯ ψ 〉 6= 0 and in the semimetal phase
〈 ψ¯ ψ 〉 = 0. So, the fermion condensate 〈 ψ¯ ψ 〉 is the
order parameter for the insulator-semimetal phase tran-
sition. In terms of staggered fermions it can be written
as
〈 ψ¯ ψ 〉 =
1
8L0L1L2
∑
x,t
〈 Ψ¯xΨx 〉. (14)
Since the fermions in the partition function are integrated
out, the current-current correlator (9) and chiral conden-
sate (14) can be expressed in terms of expectation values
of certain combinations of the staggered fermion propa-
gator D−1x,y [θx,µ] with respect to weight (7).
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FIG. 1: The fermion condensate 〈 ψ¯ ψ 〉 as a function of the
dielectric permittivity of substrate ǫ in the limit m → 0 for
different values of H . Solid lines are the fits of the data with
the function 〈 ψ¯ ψ 〉 ∼ (ǫc − ǫ)
γ at different values of magnetic
field.
3. NUMERICAL RESULTS AND DISCUSSION
Using the algorithm described in the previous section,
we have generated 100 statistically independent gauge
field configurations on the 204 lattice for each set of
the parameters ( ǫ, m, H ). The results in the limit
of zero mass was obtained by performing simulations at
several nonzero values of the m = 0.01, 0.02, 0.03 and
extrapolating the expectation values of physical observ-
ables to m → 0 for each pair ( ǫ, H ). The dielectric
permittivity of the substrate was varied within the range
ǫ = 1.75 . . . 12.75. The magnetic field H was varied in the
interval which corresponds 1–7 quanta of the magnetic
flux (5) through the whole lattice. It should be noted
that for the lattice used in the calculation one quantum
of magnetic flux corresponds to the field H0 = 500 T.
This large value of the magnetic field results from the
fact that H0 ∼ 1/L
2
s, Ls–is the size of graphene sample
(spatial size of the lattice). Although today our comput-
ers don’t allow to consider lattice of the size much larger
than 204, we plan to do this in future.
In Figure 1 the fermion condensate 〈 ψ¯ ψ 〉 as a func-
tion of the dielectric permittivity of substrate ǫ in the
limit m → 0 at different values of H is shown. From
this plot one sees that for each value of magnetic field
the condensate 〈 ψ¯ ψ 〉 6= 0 for small values of the ǫ and
〈 ψ¯ ψ 〉 = 0 for large values of the ǫ. To determine the
critical value ǫc the data for ǫ < ǫc were fitted by the
function 〈 ψ¯ ψ 〉 = b (ǫc − ǫ)
γ
for each magnetic field H .
Thus the critical permittivity ǫc as a function of magnetic
field was determined.
From the study of the fermion condensate 〈 ψ¯ ψ 〉 one
can state that external magnetic field shifts the insulator-
semimetal phase transition in graphene to the direction
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FIG. 2: The fermion condensate 〈 ψ¯ ψ 〉 at dielectric permit-
tivity ǫ = 15 as a function of the fermion mass m for the fields
H = 0.5, 2.5, 4.5 kT. Solid lines are the linear extrapolations
to the massless limit.
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FIG. 3: The phase diagram for graphene in the (H, ǫ) plane.
of larger values of the ǫ.
Physical interpretation of the observed phenomenon is
the following. External magnetic field enhances the den-
sity of the eigenfunctions of Dirac operator Dx,y [θx, µ] at
zero eivenvalue, what leads to the enhancement of the
condensate 〈 ψ¯ ψ 〉. The larger the value of the conden-
sate, the larger the value of the ǫ is needed to screen
the charges of quasiparticles and destroy the condensate.
Similar phenomenon takes place in QCD [24].
In the paper [25] the planar (2+1) quantum electro-
dynamics with two degenerate (2+1) staggered fermions
in an external magnetic field was investigated. The au-
thors shown that external magnetic field led to dynami-
cal mass generation and appearance of nonzero fermion
condensate 〈 ψ¯ ψ 〉 6= 0 in weak coupling region.
5Contrary to [25] in this paper 3+1 electrodynamics was
simulated. Within the accuracy of the calculation dy-
namical mass generation in the weak coupling region has
not been found. To study this question in more detail
we have generated 400 statistically independent gauge
field configurations on the 204 lattice deep in the weak
coupling region ( ǫ = 15 ) for different magnetic fields
in the range 0.5 − 4.5 kT. In Fig. 2 the fermion con-
densate 〈 ψ¯ ψ 〉 as a function of the fermion mass m for
different values of H is shown. The extrapolation of the
data to massless limit shows that within the uncertainty
of the calculation the condensate 〈 ψ¯ ψ 〉 = 0 for all mag-
netic fields under consideration. This result confirms that
there is no dynamical mass generation in 3+1 electrody-
namics with 2+1 massless fermions.
The study of the fermion condensate which was done
above allows us to draw the phase diagram for graphene
in the (H, ǫ) plane shown in Fig 3.
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FIG. 4: The conductivity σ as a function of the ǫ for the fields
H = 0.5, 1 kT.
The measurement of the conductivity of graphene can
be done through the calculation of the current-current
correlators (9). The details of the calculation can be
found in paper [13]. In Fig. 4 the conductivity σ for
the fields H = 0.5, 1 kT as a function of the ǫ is pre-
sented. To compare the conductivity in external mag-
netic field with the ones without magnetic field we plot
Fig. 5. From this plots one sees that in external mag-
netic field the insulator-semimetal phase transition be-
comes broader. The value of the conductivity in mag-
netic field in the weak coupling region is by an order
of magnitude smaller than that without magnetic field.
The last fact can be explained by the possible appear-
ance of the another fermion condensate which cannot be
adequately described by the staggered fermions due the
lack of the full U(4) symmetry of the continuous effective
field model in the lattice simulations.
In conclusion, in this paper the results of numerical
simulation of monolayer graphene in external magnetic
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FIG. 5: The conductivity σ as a function of the ǫ without
magnetic field.
field is presented. The numerical simulations are per-
formed in the effective lattice field theory with noncom-
pact 3 + 1-dimensional Abelian lattice gauge fields and
2+1-dimensional staggered lattice fermions. The depen-
dence of the fermion condensate and graphene conductiv-
ity on the dielectric permittivity of substrate for different
values of external magnetic field is calculated. It is found
that magnetic field shifts the insulator-semimetal phase
transition to larger values of the dielectric permittivity
of substrate. The phase diagram of graphene in external
magnetic field is drawn.
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