f(x) = I e~xtda(t), Jo where a(t) is a non-decreasing function of such a nature that the integral converges for x>c.
The sufficiency of the condition is obvious since /("'(x) = (-1)" I e-xttnda(t), x > c (n = 0, 1, 2, • • • ).
Jo
Conversely let f(x) be completely monotonie in the interval c<x<oo. Let a be an arbitrary constant greater than c and set c¿=/(i)(a). It follows from the monotonie character of f(x) that the quadratic form n n
is non-negative. This fact is sufficient to ensure the existence of at least one non-decreasing function p(t) such that| d= f t¡dP(t) (i = 0, 1, 2, • ■ ■ ).
v -oo
We now distinguish two cases:
Case I. The function p(t) is a step-function with a finite number of jumps.
Case II. The function p(t) is any other non-decreasing function. We can now show that all the X* are positive or zero. It is only a matter of notation to suppose that Xi <X2 < • • • <XP. Suppose that Xi were negative.
We should have p For, since -f'(x) is itself a completely monotonie function, the two cases applicable to/(x) are also applicable to -f'(x). In the second of these cases we have (3) (which is merely (2) with all subscripts increased by unity). In the first of these cases we are led to a contradiction. For we should have
-/'(*) = ffo' + î>iV*'°e-x*'*, *=i 0 < Xi' < X2' < • • • < X,'; <70' è 0, <r¿ > 0 (k = l,2,--,p).
Integrating equation (4) we should obtain (5) it is clear that the functions f(x),f'(x),f"(x), ■ ■ ■ ,f-p+v>(x) are linearly dependent. Hence the Wronskian determinant of these functions must vanish identically. But this determinant reduces to (2) forx = a, n=p + l. We thus reach a contradiction. It follows that both (2) and (3) must hold in Case II. Hence we are in a position to apply a theorem of Hamburger* and obtain /(*) = f e-x>da(t), Jo where a(t) is a non-decreasing function. The theorem is thus established in all cases.
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