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Abst rac t - -Th is  paper studies the application of Preconditioned Conjugate Gradient (PCG) meth- 
ods in solving the steady state probability distribution of two-station manufacturing systems under 
hedging point production policy. The manufacturing system produces one type of product, and its 
demand is modeled as a Poisson process. Preconditioner isconstructed by taking circulant approx- 
imation of the generator matrix of the system. We prove that the preconditioned linear system has 
singular values clustered around one when the number of inventory levels tends to infinity. Hence, 
conjugate gradient methods will converge very fast when applied to the solution of the preconditioned 
linear system. Numerical examples are given to verify our claim. 
Keywords--Manufacturing system, Steady state distribution, Preconditioner conjugate gradient 
method. 
1. INTRODUCTION 
In this paper, we study a two-station manufacturing system. The system consists of two reliable 
machines (one in each station) producing one type of product. Each product has to go through 
the manufacturing processes in the two stations before it is finished. The processing times for one 
unit of product in the first and second machines are exponentially distributed with parameters 
1/#1 and 1/#2, respectively. We assume the first machine has infinite supply of raw material. A 
buffer B1 of size bl is placed between the two machines to store the products which are finished 
by the first machine and waiting for further operations by the second machine. Finished products 
are put in a buffer B2 of maximum size b2. The interarrival time of a demand is assumed to 
be exponentially distributed with parameter 1/A. Finite backlog is allowed in the system. The 
maximum allowable backlog of product is m. When the inventory level of the finished product 
is -m,  any arrival demand will be rejected. Hedge point policy is employed as the inventory 
control in both buffers B1 and B2. It is well known that the hedging point policy is optimal for 
one machine (one station) manufacturing systems in some simple situations; see [1], for instance. 
When the optimal policy is a zero-inventory policy (i.e., the hedging point is zero), then the policy 
matches with the just-in-time (JIT) policy. The J IT  policies have been strongly favored in real- 
life production systems for process discipline reasons even when they are not optimal. By using 
the J IT  policy, the Toyota company can manage to reduce work-in-process and cycle time. We 
focus ourselves in hedging point policies for our manufacturing systems. Usually, proper positive 
inventory level is maintained to hedge against the uncertainties in supply and demand. The 
hedging point policy is characterized by an integer number h. The machine keeps on producing 
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products if the inventory level is less than h and the first buffer is not empty, otherwise the 
machine is shut down. For the first machine, the hedging point h is bl and inventory level is 
nonnegative, i.e., m -- 0. However, the inventory level of buffer B2 can be negative, since we allow 
a maximum backlog of finished product of m. Usually the buffer size of B2 is much larger than 
that of B1. Special inventory cost and backlog cost are required for B2; see [2-5], for instance. 
The inventory levels are modeled as Markovian processes. It turns out that the process is an 
irreducible continuous time Markov chain. We give the generator matrix for the process, and 
the Preconditioned Conjugate Gradient (PCG) method is employed to compute the steady state 
probability distribution. Preconditioners are constructed by taking circulant approximation of
the generator matrix of the system• We prove that if the parameters #1, #2, A, and bl are 
fixed and independent of n = m + h + 1, then the preconditioned linear system has singular 
values clustered around one as n tends to infinity. Hence the Conjugate Gradient (CG) type 
methods will converge very fast when applied to the solution of the preconditioned linear system. 
Numerical examples are given in Section 5 to verify our claim• 
The remainder of this paper is organized as follows• In Section 2, we formulate the manufac- 
turing system and give the generator matrix of the corresponding continuous time Markov chain. 
In Section 3, preconditioner is constructed for the generator matrix. In Section 4, we prove that 
the preconditioned linear system has singular values clustered around one. In Section 5, we give 
a cost analysis for our method and give numerical examples to demonstrate he fast convergence 
rate of our method. 
2.  THE MANUFACTURING SYSTEM 
In this section, we construct he generator matrix for the manufacturing system. We note 
that the inventory level of the first buffer cannot be negative or exceed the buffer size bl. Thus, 
the total number of inventory levels in the first buffer is bi + 1. For the second buffer, under 
the hedging point policy, the maximum possible inventory level is h (h < b2). Since we allow a 
maximum backlog of m in the system, the total number of possible inventory levels in the second 
buffer is n = m + h + 1. In practice, the value of n can easily go up to thousands. 
We let Zl (t) and z2(t) be the inventory levels of the first and second buffer at time t, respectively. 
Then zi(t) and z2(t) take integer values in [0,bi] and I-re, h], respectively• Thus, the joint 
inventory process {(Zl(t), z2(t)), t > 0} is a continuous time Markov chain taking values in the 
state space 
S ----- {(Z1, Z2) : Z 1 : 0 , . . . ,  bl, z2 = -m, . . . ,  h}. 
Each time when visiting a state, the process tays there for a random period of time that has 
an exponential distribution and is independent of the past behavior of the process. We order 
inventory states lexicographically, according to zl first and then z2, and the tridiagonal block 
generator for the joint inventory system can be obtained as follows: 
A +#~In Z 0 ] 
-#~In A + D + #~In Z 
A = o "-. ".. ".. , (1) 
-# i ln  A+D+#i ln  
-# l ln  A + D 
where 
A = A "'. 2 ". • , , (2) 
*• *. *, 
- -#2 
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In is the n x n identity matrix, and D is the n x n diagonal matrix D = Diag(#2,. . . ,  #2, 0). The 
generator matrix A is similar to the one for the two-station queueing system discussed in [6]. We 
are interested in the steady state probability distribution p of the generator matrix A. Many 
useful quantities uch as the throughput of the system and mean number of products in each 
buffer (work-in-process) can be written in terms of p; see [6]. Furthermore, the average running 
cost and the average profit of the system can be also written in terms of p; see [2-5], for instance. 
We note that the generator A i~-iYr~ducible, has zero column sum, positive diagonal entries and 
nonpositive off-diagonal entries, so ((I  - A).  (Diag(A)) -1) is a stochastic matrix. Here Diag(A) 
is the diagonal matrix containing the diagonal entries of the matrix A. From the Perron and 
Frobenius theory, we know that A has a one-dimensional null-space with a right positive null 
vector; see [7, p. 30]. The steady state probability distribution p is then equal to the normalized 
form of the positive null vector. Since A is singular, we consider an equivalent linear system 
Gx-  (A+f fT )  x=f ,  (3) 
where f = (0 , . . . ,  0, 1) T is the (bl + 1)(m + h + 1) unit vector. The following lemma shows that 
the linear system (3) is nonsingular, and hence the steady state probability distribution can be 
obtained by normalizing the solution of equation (3); see [5,8]. 
LEMMA 1. The matrix G is nonsingular. 
PROOF. Since the matrix G is an irreducible matrix, by applying the Gerschgorin circle theorem 
(see [7]) to the matrix G, we see that all the eigenvalues have nonnegative r al parts. Moreover, 
by applying Theorem 1.7 in [7, p. 20] to the matrix G, we know that zero cannot be an eigenvalue 
of G. Thus the matrix G is nonsingular. | 
However, the closed form solution of p is not generally available. Therefore, most of the 
techniques employed for the analysis are analytical approximations and numerical solutions. Ya- 
mazaki [9] gave an analytical approximation for the two-station model under the assumption of 
infinite buffer size. Our manufacturing system deals with the realistic situation of finite buffer 
size. Usually, by making use of the block structure of the generator matrix A, classical iterative 
methods, such as block Gauss-Seidel, are applied in solving the steady state probability distribu- 
tion to save computational cost; see [6]. However, in general, the classical iterative methods have 
slow convergence rate; see the numerical results in Section 5. In order to save computational cost, 
we employ Conjugate Gradient (CG) type methods to solve the steady state probability distri- 
bution. To speed up the convergence, a preconditioner C is introduced. We solve the following 
preconditioned system: 
GC- ly  = f (4) 
instead of Gx = f. Obviously we have x = C- ly .  A good preconditioner C is a matrix such that 
it is easy to construct, the preconditioned matrix GC -1 has clustered singular values around one. 
The preconditioned system Cz = r is easy to solve for any right-hand side vector r. 
3. CONSTRUCTION OF  PRECONDIT IONERS 
In this section, we construct preconditioner by taking the circulant approximation of blocks A, 
E, and D of A. It is well known that any n x n circulant matrix Cn is characterized by its 
first column (or the first row) and can be diagonalized by the discrete Fourier matrix F~, i.e., 
Cn = Fn~nF~, where the entries of Fn are given by 
[Fn]j,k = 1--~"e(2jk~r)i/n, j , k  = 0, 1, . ,n  - 1, 
v~ "" 
F~ is the conjugate transpose of Fn and ~n is a diagonal matrix containing the eigenvalues of Ca. 
The matrix-vector multiplication of the forms Fay and F*y  can be obtained in O(n log n) oper- 
ations by the Fast Fourier Transform (FFT). By completing A, E, and D to circulant matrices, 
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we define the circulant approximation c(A), c(E), and c(D) as follows: 
c(h) = A "'. , c ( r , )=  2 " ' .  "* " .  " ,  
-A -#2 
(5) 
and 
c(D) = Diag(#2,... ,  #2, #2). 
From (5), we define the circulant approximation c(A) of the generator matrix A as follows: 
c(A) + #1In C(E) 0 ] 
- -mI ,  c(A) + c(D) + ~lIn C(~) 
c(A) = a "'" "'" "'" " 
-/~lI n c(A) -[- c(D) -{- ]~lZn e(~) 
--~lXn c(A) + c(D) J 
(s) 
From (5) and [10], we have the following lemmas. 
LEMMA 2. Rank(c(A) -- A)  = Rank(c(E) - ~) = Rank(c(D) - D) = 1. 
LEMMA 3. The matrices c(A) and c(E) can be diagonalized by the discrete Fourier transform F, .  
The eigenvalues oEc(A) and c(E) are given by 
F~c(h)Fn = Diag(vl,U2,..., v,) T and P*c(E)Fn = Diag(~l,~2,.. . ,~,)T, 
where 
vj=A(1--e(2~r(j-1)ln)i), 
~j --~ --~2e(21r(j-l)/n) ~, 
j = 1,2,...,n, 
j = 1,2 . . . .  ,n. 
Moreover, there exists a permutation P such that 
pT. (Ibi+1 @ F~). c(A). (151+1 ~ Fn). P = Diag(C1, C2,..., C,), 
where 
c~ = " . .  " . .  . . .  . (~,) 
-#i #1+#2+ui  
--~1 ~2 -[- Ui J 
We note that all Ci except CI are strictly diagonal dominant and therefore they are nonsingular. 
By similar argument in the proof of Lemma i, we have CI = (CI % ffT) is nonsingular. We 
define the preconditioner C as 
c = (~,+1 ® F,). P. Diag (¢1, C~,..., C,).  P~. (~+1 ® F;). (S) 
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4. CONVERGENCE ANALYSIS 
In this section, we study the convergence rate of the PCG method when n = m ÷ h + 1 
is large. In practice, the number of possible inventory states n is much larger than bi in the 
manufacturing systems and can easily go up to thousands. We prove that if all parameters #1, 
~2, ,~, and bi are fixed independent of n, then the preconditioned system GC -1 has singular 
values clustered around 1 as n tends to infinity. Hence when CG type methods are applied to 
solving the preconditioned system (4), we expect fast convergence. Numerical examples are given 
in Section 5 to illustrate our claim. We begin the proof by the following lemma. 
LEMMA 4. We have rank(G - C) <_ 2(bi ÷ 2). 
PROOF. From (3), we have rank(G - A) = 1, and from Lemma 2, we see that rank(A - c(A)) = 
2(bi ÷ 1). Using (7) and (8), we have that c(A) and C differ by a rank one matrix. Therefore, 
we have 
rank(G - C) _< rank(G - A) + rank(A - c(A)) + rank(c(A) - C) = 2(bl + 2). | 
THEOREM 1. The preconditioned matr/x GC -1 has at most 4(bl ÷ 2) singular values not equal 
to 1. Hence GC-1 has singular values clustered around 1 when n tends to infinity. 
PROOF. We first note that GC -1 = I + (G - C)C -1 =- I + Li, where rank(L1) _< 2(bl + 2) by 
Lemma 4. Therefore, 
C-*G*GC - i  - I = L*I(I ÷ L1) + L1 
is a matrix of rank at most 4(bi ÷ 2). Thus, the number of singular values of GC -1 that are 
different from 1 is a constant independent of n. Hence, the preconditioned matrix C-1G has 
singular values clustered around one by the Cauchy interlace theorem; see [11, p. 103]. | 
5. COST ANALYSIS  AND NUMERICAL  EXAMPLES 
In this section, we give the computational cost of our PCG method, and numerical examples 
are given to demonstrate its fast convergence rate. From (6) and (7), the construction of our 
preconditioner C needs no cost. The main computational cost of our method comes from the 
matrix-vector multiplication of the form Gx, and solving the preconditioner system Cy = r. 
By making use of the band structure of G, the matrix-vector multiplication Gx can be done in 
O((bl + 1)n) operations. The solution for Cy = r can be written as follows (cf. (8)): 
y=( Ib l+ i®Fn) 'P 'D iag(C~l ,c~i , . . . ,C~ i)  "PT ' ( Ib~+i®F*) r .  (9) 
The matrix-vector multiplication of the forms Fux and F~x can be done in O(n log n) operations. 
The solution of the linear system Diag(C~ -1, C~1, . . . ,  c~ l )y  = b can be obtained in O((bl + 1)n) 
operations. Hence, the cost for solving (9) is O((bl + 1)nlogn + (bl + 1)n). We conclude that 
in each iteration of the PCG method, we need O((bl + 1)nlogn) operations. The cost per 
iteration of the Block Gauss-Seidel (BGS) method is O((bl + 1)n). This can be done by making 
use of the band structure of the diagonal blocks of the generator matrix A. Although the PCG 
method requires an extra O(log n) operations in each iteration, the fast convergence rate (roughly 
constant independent ofn) of our method can more than compensate for this minor overhead (see 
the numerical examples below). In Theorem 1, we have proved that the preconditioned linear 
system (4) has singular values clustered around one, so we expect the PCG method converges 
very fast. The convergence rate of BGS is roughly linear in n. Thus, the total cost for our PCG 
method and BGS method are O((bl ÷ 1)nlogn) and O((bl ÷ 1)n2), respectively. Both PCG and 
BGS require O((bi ÷ 1)n) memory. Clearly, at least O((bl + 1)n) memory is required to store the 
approximated solution in each iteration. 
k~t II:I-B 
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We use a generalized conjugate gradient method, namely the Conjugate Gradient Squared 
(CGS) method (see [12]), to solve the preconditioned system (4). The method does not require 
the transpose of the iteration matrix G-1C. We compare our PCG method with the classical 
iterative method, the Block Gauss-Seidel (BGS) in the following numerical examples. In the 
examples, we let A -- 1, #1 = 3/2, and #2 = 3. The stopping criteria for both PCGS and BGS is 
IIGxk - fl12 < 10-1°, where xk is the approximated solution obtained at the k th iteration. The 
initial guess for both methods is the unit vector f = (0,.. . ,  0, 1) T. All the computations are done 
in a HP 712/80 workstation with MATLAB. We give the number of iterations for convergence of
PCGS and BGS (Table 1) for different values of bl. The symbols I, C, and BGS represent the 
methods used, namely, CGS without preconditioner, CGS with preconditioner C, and the Block 
Gauss-Seidel method. The symbol ** signifies the number of iterations is greater than 200. 
Table 1. Number of iterations for PCG and BGS. 
bl =1 b1=2 bl =4 bl =8 
I C BGS I C BGS I C BGS I C BGS 
34 5 72 46 8 71 54 11 71 64 19 72 
129 7 142 130 8 142 130 11 142 139 19 142 
** 8 ** ** 8 ** 196 11 ** ** 19 ** 
** 8 ** ** 8 ** ** 11 ** ** 19 ** 
n 
16 
64 
256 
1024 
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