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Introduction : Que ce soit par surveillance video, par communication 
cellulaire, par geolocalisation ou par reseaux de senseurs, plusieurs 
systemes sont en mesure de fournir les positions d'agents mobiles en temps 
reel. Objectif: Ce travail consiste a elaborer, dans le paradigme des 
modeles graphiques probabilistes (PGM) et plus specifiquement des reseaux 
bayesiens (BN), un modele d'activite capable d'analyser en temps reel des 
trajectoires bidimensionnelles effectuees par un agent mobile autonome. 
Methodologie : Un HHMM, la version hierarchique d'un modele markovien 
cache (HMM), est etudie et teste dans trois contextes d'utilisation afin 
d'evaluer sa capacite a reconnaitre les patrons et les sous-patrons de 
trajectoires bidimensionnelles de deplacement. Le premier contexte consiste 
en des sequences aleatoires de primitives gaussiennes. Le second contexte 
consiste en des sequences aleatoires de primitives de type trajectoire 
bidimensionnelle. Finalement, des trajectoires bidimensionnelles provenant 
de reelles competitions RoboCup sont utilisees dans le troisieme contexte 
d'application. Un modele de segmentation en-ligne base sur PPCA, la 
version probabiliste de I'analyse en composantes principales (PCA), est aussi 
utilise pour reduire la charge de calcul sur le HHMM. Resultats : Les 
resultats montrent qu'un HHMM entratne avec I'algorithme de maximisation 
de I'esperance (EM) de fagon non supervisee reconnait une sequence de 
primitives comme le fait un HMM avec des scores pres de 100% dans le cas 
ideal gaussien et 75% dans le cas de trajectoires bidimensionnelles. De plus, 
un HHMM detecte I'existence de sous-patrons. Le cout de calcul eleve limite 
toutefois I'utilisation de tels PGMs en temps reel surtout lorsque la topologie 
de la hierarchie se complexifie. L'ajout d'un modele PPCA de segmentation 
en-ligne permet alors de reduire le cout moyen de calcul du HHMM d'un 
facteur 102 tout en maintenant des scores du meme ordre. 
Discussion/Conclusion : Le modele PPCA de segmentation en-ligne 
VII 
s'avere un compromis rendement vs cout de calcul optimal. En effet, le 
modele atteint un rendement 2 a 4 fois superieur au modele PCA de base 
pour le double du cout de calcul. Le HHMM etant d'une complexite 
superieure au HMM, la malediction de la dimensionnalite rend 
I'apprentissage difficile. Les resultats montrent toutefois qu'une 
regularisation convenable rend le modele accessible et approprie pour la 
reconnaissance de trajectoires bidimensionnelles. Le modele d'activite 
obtenu semble etre une base interessante pour d'eventuels developpements 




Introduction: Video surveillance, cellular telecommunication, global 
positioning systems and wireless sensor networks are just a few examples 
among many others of monitoring systems providing real time location data. 
Objective: The purpose of this work is to develop an activity model in the 
paradigm of probabilistic graphical models (PGM) and Bayesian networks 
(BN) to analyze in real time two-dimensional trajectories observed from the 
displacement of autonomous mobile agents. Method: An HHMM is the 
hierarchical version of the hidden Markov model (HMM) and is studied and 
tested here within three contexts of application in order to determine its 
ability to recognize patterns and sub-patterns of displacement from two-
dimensional trajectories. The first context of application resumes to random 
sequences of Gaussian primitives. The second context of application 
resumes to random sequences of primitives created from two-dimensional 
trajectory samples. Finally, two-dimensional trajectories of displacement 
from real RoboCup competitions are used in the third context of application. 
An online segmentation model based on PPCA, the probabilistic version of 
principal component analysis (PCA), is then used to reduce the computation 
cost involving the HHMM. Results: It is shown that when trained in an 
unsupervised fashion with the expectation maximization (EM) algorithm, the 
HHMM as well as the HMM lead to a recognition score of almost 100% in the 
idealistic case of Gaussian primitives and to a score of 75% in the case of 
two-dimensional trajectories. The HHMM also has the ability to recognize 
sub-patterns. However such PGMs might not be tractable in real time 
because of the high computation cost introduced by potentially complex 
hierarchical topologies. The computation cost of the HHMM can be reduced 
by a factor of 102 with the addition of an online PPCA segmentation model, 
keeping recognition scores approximately the same. 
Discussion/Conclusion: The online PPCA segmentation model stands as 
ix 
the best trade-off between segmentation efficiency and computation cost. 
Indeed, the online PPCA segmentation model is 2 to 4 times more efficient 
than the basic PCA model for the double of the cost. Since the HHMM has a 
complexity level greater than the HMM the curse of the dimensionality leads 
to overfitting problems. Results show however that the model is relevant 
and appropriate for two-dimensional trajectory recognition if a proper 
regularization is performed. Finally, the achievements on the activity model 
presented in this work might provide an interesting framework for 
developments regarding plan recognition, trajectory prediction and anomaly 
detection. 
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AVANT-PROPOS 
L'apprentissage machine, un aspect de I'intelligence artificielle, est une 
discipline ou des algorithmes bases sur des methodes statistiques sont 
utilises de sorte qu'une machine (e.g. un processeur d'ordinateur) peut 
engendrer un processus de decision en developpant ses facultes de 
generalisation a partir d'exemples. 
Dans ce projet, on s'interroge sur la fagon d'utiliser l'apprentissage machine, 
et plus particulierement une forme specifique de modeles graphiques 
probabilistes (PGM), les reseaux bayesiens (BN), pour analyser en temps 
reel les trajectoires bidimensionnelles d'agents mobiles. 
Le contexte d'application de ce projet de recherche se situe dans le 
paradigme de RoboCup ou des joueurs de soccer robotises s'opposent au 
sein de diverses competitions reelles ou simulees. RoboCup est une initiative 
internationale ayant pour objectif de promouvoir la recherche dans les 
domaines de I'intelligence artificielle et de la robotique. Le but ultime vise 
par RoboCup est de reussir a developper une equipe de soccer composees 
de robots humanoi'des pleinement autonomes capable de battre I'equipe 
humaine championne mondiale en 2050. 
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CHAPITRE 1 : « LES REGLES DU JEU » 
Avant d'entreprendre le jeu, il convient de situer correctement la portee du 
projet, d'en comprendre I'interet et les divers aspects tels que les objectifs, 
le domaine d'application, la plateforme de travail, et de clarifier quelques 
concepts de base necessaires a I'edification du modele. 
1.1 Mise en situation 
Les Canadiens de Montreal jouent pour leurs fideles partisans; c'est le temps 
de la traditionnelle soiree du hockey. Les spectateurs observent durant trois 
periodes de jeu de 20 minutes les faits et gestes des joueurs. Tout le 
monde, consciemment ou inconsciemment, y va de ses propres analyses, de 
ses deductions et previsions plus valables que celles des autres. Celles et 
ceux qui ecoutent la partie a la television laissent probablement Pierre et 
Yvon, les commentateurs de RDS, faire le travail de description du jeu. II ne 
s'agit pas la d'une description simpliste et totalement objective des actions 
des joueurs comme par exemple, « avance d'un pas a gauche ... puis de 
trois autres devant ... se retourne ... elance le bras, etc. », mais plutot d'un 
amalgame de descriptions, de predictions et d'analyses, simples ou 
complexes, le tout releve de quelques statistiques et d'une foule d'emotions 
qui trahissent generalement la veritable pensee des commentateurs. Par 
exemple, un crescendo de la voix va generalement laisser transparaitre la 
nature peu commune voire bizarre, incroyable, exceptionnelle ou fortuite 
d'une certaine sequence de jeu. 
Cette capacite a decrire et a analyser le jeu, communement appelee « vision 
du jeu », est essentielle autant pour le spectateur, le commentateur, 
I'analyste que pour le joueur afin d'avoir une comprehension coherente du fil 
des evenements. En d'autres termes, un neophyte ne s'excitera 
probablement pas lors d'une echappee d'un joueur ou lors d'un deux contre 
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un et c'est precisement ce qui en fait un neophyte : son incapacity a voir le 
jeu pour ce qu'il est vraiment. 
Dans le jargon du milieu, les amateurs s'entendent pour dire qu'un joueur 
avec une bonne vision du jeu est generalement un bon constructeur de jeu. 
Cette affirmation pourrait etre reformulee avec des termes propres aux 
domaines de I'apprentissage machine, de la planification et du controle de la 
fagon suivante : des modeles de perception et d'analyse decisionnelle de 
qualite sont les bases necessaires a une planification efficace. Sans en faire 
un postulat, il est possible d'avancer avec conviction que cette premisse est 
assez solide pour en faire le fondement derriere ce projet de recherche. 
1.2 Ou se situe I'interet ? 
Le contexte scientifique d'application se situe quelque part a la croisee des 
domaines de recherche sur la localisation et la navigation en temps reel, la 
planification d'activite, le mappage de I'environnement et les processus 
d'exploration en robotique, le controle de robots autonomes et les systemes 
multi-agent. 
Plus specifiquement, le centre d'interet concerne I'analyse qui peut etre 
effectuee a partir des deplacements d'un agent mobile autonome, et 
eventuellement des deplacements de plusieurs agents. Un modele d'analyse 
adequat et suffisamment generique pour s'appliquer a une foule de modeles 
de « perception » (au sens de localisation) permettrait, dans un premier 
temps, de caracteriser completement les deplacements d'un agent (e.g. un 
opposant), mais aussi, du point de vue des modeles generatifs, de reveler 
une source riche en premisses pour d'eventuels modeles de planification. 
En somme, il est question d'un modele capable de decrire en toute 
generality et a divers niveaux d'abstraction les activites d'un agent mobile et 
ce, a partir de I'observation objective de ses deplacements dans le plan ... un 
peu comme le ferait un commentateur sportif ! 
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Bien que les objectifs de cette recherche soient directement lies aux 
thematiques de la navigation et de la planification et, d'un peu plus loin, aux 
autres domaines mentionnes precedemment, il n'est aucunement question 
de s'attarder a developper quelconque outil ou modele de perception et/ou 
de localisation et/ou de planification. 
Les resultats de ce travail de recherche pourraient toutefois s'inscrire dans le 
developpement d'un cadre de travail polyvalent pouvant servir de base dans 
la plupart des domaines mentionnes. 
D'un point de vue plus personnel, ce travail se positionne, primo, comme 
une initiation rigoureuse aux reseaux bayesiens, secundo, comme une etude 
dont la problematique est d'importance en intelligence artificielle et en 
robotique sans pour autant etre trop pointue et specialised, tertio, comme 
un complement direct des activites de recherche que je mene dans une 
entreprise ou I'on developpe des dispositifs RFID de localisation en temps 
reel. Etant un eternel optimiste, je m'interroge a savoir si, avec toutes les 
techniques actuellement existantes, il est possible de developper quelque 
chose de relativement simple dans une optique d'integration pouvant aspirer 
combler certains aspects cibles de I'immense fosse qui existe entre les 
capacites de I'etre humain et les capacites que I'on voudrait voir transmises 
a une entite robotisee. 
1.3 Pourquoi limiter I'analyse aux trajectoires 
bidimensionnelles ? 
Les trajectoires bidimensionnelles d'un agent mobile demeurent I'element 
fondamental de ce travail de recherche puisqu'il est question de faire la 
description a divers niveaux d'abstraction des activites d'un agent mobile a 
partir de I'observation objective de ses deplacements dans le plan. En 
d'autres termes, les activites plus complexes sont inferees a partir d'autres 
plus simples et ainsi de suite jusqu'a I'activite dans sa forme la plus simple, 
4 
c'est-a-dire sous forme de trajectoires bidimensionnelles. II s'agit la d'une 
approche ascendante par le bas (bottom-up) qui s'avere fort pertinente dans 
I'optique ou la source de donnees est inconnue. Aucune presupposition n'est 
faite de sorte que le modele demeure aussi generique et largement 
applicable que possible. 
Figure 1.1 : Representation dans le plan de deux trajectoires 
bidimensionnelles 
Cela a toutefois pour consequence de limiter la description des activites en 
terme de dynamique de la trajectoire, de patrons de deplacement et de 
localisation dans le plan. Toutes autres formes d'activite relative a un 
comportement physiologique plus complexe, notamment dans I'espace 
tridimensionnel (e.g. s'asseoir, sauter, pirouetter, se cacher, manipuler 
quelque chose, etc.) ne sont aucunement considerees. 
1.4 Qu'est-ce que le modele d'activite? 
Jusqu'a maintenant le concept d'activite a ete brievement introduit de par la 
necessite de discuter des activites d'un agent mobile autonome. II convient 
de definir davantage le concept de modele d'activite. Pour ce faire, les 
concepts de but, d'action, d'etat et de primitives sont aussi definis. 
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Definition 1.1 
Le concept de modele d'activite est ici defini comme le scheme de tous les 
preceptes qui orientent le choix des actions effectuees par un agent mobile 
autonome et, par consequent, I'etat de ce meme agent. 
Cette definition somme toute assez generale, voire meme abstraite, 
presente I'avantage de s'appliquer a un large eventail de modeles referes 
dans ce travail, notamment dans les domaines de la planification, de la 
localisation, de la capture de mouvement, de la reconnaissance de 
comportement, des processus d'exploration et du mappage de 
I'environnement en robotique et du controle de robots autonomes. 
Plusieurs auteurs (Baker, Tenenbaum, & Saxe, 2006; G. Kaminka, 
Fidanboylu, Chang, &Veloso, 2003; Pynadath & Wellman, 1995; Sukthankar 
& Sycara, 2005; M. Yin, Chai, & Yang, 2004) introduisent des concepts dans 
une terminologie differente, mais souvent analogue, qui finissent par se 
recouper. II est frequent de voir les termes « etat » (de I'agent) , « etat 
mental », « action », « capacite », « but », « desir », « preference », 
« directive » (policy), « environnement », « croyance » (de I'agent, different 
du concept de croyance ou belief state dans un modele probabiliste), 
« comportement », « comportement basique », « trace d'observations », 
etc. II s'avere que les concepts d'etat, d'action, de but et d'environnement 
suffisent generalement pour tout exprimer, du moins a un niveau de 
langage dissocie de tout formalisme mathematique. 
Definition 1.2 
Le concept de but est ici defini comme I'objectif ou I'aboutissement d'un 
plan ou d'une strategie. 
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Un but peut etre tantot abstrait, tantot concret. Du point de vue des 
modeles generatifs, le niveau d'abstraction d'un but s'illustre par le fait 
qu'une variable de type « but » peut produire d'autres variables de type 
« but »; il s'agit la de sous objectifs ou de buts se situant a un niveau 
d'abstraction moindre que celui de la variable generatrice. Par exemple, un 
agent mobile autonome participant a une partie de soccer peut avoir le but 
(abstrait) de gagner la partie. Ce meme but peut etre la source d'autres 
buts moins abstraits comme par exemple, « dominer I'adversaire durant la 
premiere demie », qui a son tour genere d'autres buts, toujours a des 
niveaux d'abstraction moindres, comme « marquer un point », « passer la 
balle rapidement », « se positionner en un lieu precis » et ainsi de suite. 
II est pertinent de remarquer que le concept d'action est intimement relie au 
concept de but. 
Definition 1.3 
Le concept d'action est ici defini 
mobile autonome necessaire a 
d'un but. 
comme I'une des realisations d'un agent 
la concretisation ou a I'accomplissement 
Puisque I'accomplissement d'un but (concret) se revele comme I'une des 
realisations necessaires a I'accomplissement d'un autre but mais a un niveau 
plus abstrait, les concepts d'action et de but s'averent analogues mais a des 
niveaux d'abstraction differents. Pour reprendre les memes exemples, il 
semble logique que Taction de passer la balle rapidement soit I'une des 
realisations necessaires a I'accomplissement du but « marquer un point ». 
Lorsque accompli, le but « marquer un point» devient une action 
relativement a un but plus abstrait, c'est-a-dire une des realisations 
necessaires a I'accomplissement du but « dominer I'adversaire durant la 
premiere demie ». 
La meme reflexion peut s'appliquer au concept d'etat de Tagent mobile. 
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Definition 1.4 
Le concept d'etat de I'agent 







est ici defini comme la 
accomplissements de I'agent 
de 1'observation 
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a un niveau 
fondamentale (position 
Definition 1.5 
Le concept de primitive est ici defini 
indivisible (composante atomique) pou 









Dans sa forme la plus simple, I'etat de I'agent mobile a un instant donne 
correspond a la primitive observee caracterisant la trajectoire 
bidimensionnelle de I'agent a cet instant. Toutefois, a I'instar de la reflexion 
faite relativement au concept d'action, la description de I'etat fondamental 
« se deplace selon une primitive donnee » peut devenir a un niveau plus 
abstrait « se deplace de telle fagon (plus complexe) pour marquer un 
point ». 
Afin de clarifier davantage I'etroite relation qui existe entre les variables de 
but, d'action et d'etat, d'autres considerations plus formelles sont 
presentees a la section 3.2. 
En definitive, il est bon de rappeler que tous ces concepts s'integrent au sein 
du modele d'activite et c'est precisement ce modele d'activite, pour un agent 
mobile autonome specifique, qui oriente la realisation d'une quelconque 
suite d'actions. Le terme « comportement » est aussi frequemment utilise 
dans les contextes qui s'y pretent pour evoquer ladite suite d'actions. 
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1.5 Quelques considerations 
Les domaines d'application ou il existe des systemes de collecte de donnees 
provenant de trajectoires bidimensionnelles sont nombreux. Les systemes 
de surveillance par video, les systemes de positionnement par reseau 
cellulaire, les reseaux de senseurs sans-fil et les systemes de geolocalisation 
par satellite (GPS) figurent parmi les exemples. A cela peuvent s'ajouter une 
multitude de systemes utilises dans les spheres de la recherche 
mentionnees precedemment, parmi lesquels on trouve RoboCup, un 
paradigme de travail largement accessible integrant une foule de defis 
technologiques lies de pres ou de loin a la robotique. 
Dans la plupart de ces domaines d'application, les questions suivantes sont 
d'interet : 
• Quel est le but sous-jacent aux deplacements observes? 
• Quelles sont les habitudes de deplacement de I'agent mobile considere? 
• Quelle est la destination la plus vraisemblable dans le futur? 
• Est-ce que la trajectoire observee est anormale? 
Avant meme d'esperer pouvoir repondre a ces questions, il convient 
d'aborder de fagon sommaire les principaux points susceptibles d'influencer 
la progression et les resultats de ce travail de recherche. 
1.5.1 Les interactions avec les autres agents 
Les interactions avec les autres agents mobiles sont d'une importance 
considerable et d'une complexite tout aussi grande. Les propos tenus 
precedemment quant a une vision du jeu de qualite, autant pour le joueur 
que pour le commentateur, sous-entendaient que les interactions entre les 
joueurs etaient necessairement considerees. Cependant, cela ne va pas 
necessairement de soi lorsqu'il s'agit d'integrer ces interactions dans un 
meme modele d'analyse. En effet, 1'evolution de la trajectoire d'un joueur 
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n'est plus uniquement dependante du modele d'activite de cet agent, mais 
aussi des etats et des modeles d'activite de tous les autres joueurs. Les 
modeles considerant les interactions entre les joueurs sont souvent bases 
sur des structures organisees (e.g. arborescence) de scenarios predefinis, 
sur des patrons d'organisation spatiale predefinis, ou sur une abstraction de 
I'equipe entiere comme une seule entite complexe (G. Kaminka, Fidanboylu, 
Chang, & Veloso, 2003; Kang, Hwang, & Li, 2006; P. Riley & Veloso, 2002; 
Sukthankar & Sycara, 2006). 
Jusqu'a ce jour, peu de modeles integrent, a la maniere de Saria & 
Mahadevan (2004), les interactions entre agents mobiles et les 
fonctionnalites d'analyse d'activite et/ou de deplacement et/ou de 
comportement en terme de dynamique de la trajectoire. L'integration des 
interactions entre les agents mobiles ne figure pas parmi les objectifs de ce 
travail de recherche. 
1.5.2 L'environnement 
Le concept d'environnement ou de contexte regroupe generalement toute 
I'information exterieure aux activites de I'agent mobile (et des interactions 
avec les autres agents mobiles). Cette information est fort pertinente du fait 
que deux trajectoires identiques ou similaires issues des activites d'un 
meme agent mobile peuvent evoluer de facon differente selon 
l'environnement dans lequel se trouve I'agent. 
En ce qui concerne les modeles graphiques probabilistes, tels que les 
reseaux bayesiens, la variable de type « environnement » est souvent une 
variable racine qui figure comme le parent de la plupart des autres variables 
(Baker, Tenenbaum, & Saxe, 2006; Pynadath & Wellman, 1995). Cette 
fagon de faire accrott I'espace des etats de fagon exponentielle avec le 
nombre d'etats que peut prendre ladite variable. 
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De plus, des reperes spatiaux sont parfois incorpores dans la variable de 
type « environnement » afin d'influencer les variables d'action et d'etat en 
fonction du lieu ou se trouve I'agent mobile. Cette facon de faire est en 
partie compensee par les variables de type « but ». II peut toutefois etre 
utile d'ajouter de rinformation complementaire sur le repere spatial comme 
par exemple la configuration des lieux (Sukthankar & Sycara, 2005; , 2006). 
1.5.3 Les buts 
Le concept de but a deja ete introduit dans I'optique d'une integration au 
sein du modele d'activite d'un agent mobile autonome. Certaines 
considerations ont toutefois ete passees sous silence. Par exemple, Baker, 
Tenenbaum & Saxe (2006) considerent la variable de type « but » comme 
une variable statique analogue a la variable de type « environnement ». 
Toutefois, il est legitime de penser que les buts d'un agent mobile sont 
sujets a changer au fil du temps. II est aussi legitime de penser qu'un agent 
mobile peut envisager plusieurs buts simultanement, que les buts puissent 
etre structures et priorises. Dans un cadre multi-agent, il est possible qu'un 
meme but soit partage par plusieurs agents mobiles, comme c'est le cas par 
exemple pour une equipe de soccer par rapport aux buts « marquer un 
point » et « gagner la partie ». 
Dans la majorite des cas, le dessein de la tache d'apprentissage, c'est-a-dire 
la nature d'un but etant donnee, une certaine trajectoire bidimensionnelle, 
n'est meme pas connue d'avance de sorte que I'apprentissage supervise est 
souvent impraticable. Par exemple, dans le contexte d'une partie de soccer, 
un joueur a beau repeter certains deplacements particuliers, comment 
savoir a quels moments precis un certain type de jeu/manceuvre/but finit ou 
commence? Puisque cette information est souvent inconnue, I'apprentissage 
du modele doit etre effectue dans un contexte non supervise et, par 
consequent, le modele ne peut que decrire objectivement les buts en terme 
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de emplacements, de dynamique de la trajectoire et de patrons de 
primitives. 
1.5.4 Les periodes recurrences 
La recurrence des periodes fait reference a une conception de la ligne du 
temps en terme de periodes cycliques plutot qu'en terme de temps absolu 
comme, par exemple, « semaine », «journee », « nuit », « avant-midi », 
« lunch », « heure de la pause », ou encore, dans une optique plus sportive, 
il pourrait s'agir d'une partie, « saison reguliere », « eliminatoire », « du 
samedi soir », « en premiere demie », « en deuxieme demie », « en 
prolongation », etc. Cette information peut etre integree a I'information sur 
I'environnement ou encore etre dissociee afin de mettre en relief la 
recurrence de certains patrons en fonction de ces periodes. Toutefois, 
I'integration de cette information au modele ne figure pas parmi les objectifs 
de ce travail de recherche etant donne le haut niveau de sophistication 
d'une telle variable. 
1.5.5 Les anomalies 
La detection des anomalies dans une trajectoire cache une problematique 
qui n'est pas necessairement triviale : les patrons frequents ne sont pas 
necessairement les plus interessants. En d'autres termes, la detection 
d'anomalies est directement Nee a la recherche de points atypiques 
{outliers). II est prevu de developper un modele capable d'apprendre malgre 
I'existence d'anomalies dans les exemples. La detection d'anomalies est 
toutefois un objectif qui pourra etre aborde ulterieurement sur les bases du 
present travail. Liao, Fox & Kautz (2004) proposent d'ailleurs une approche 
en-ligne basee sur la selection de modeles qui pourrait s'appliquer au 
modele d'activite considere dans ce travail. 
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1.5.6 La resolution 
En considerant qu'il est toujours possible de standardiser les formats de 
donnees de type trajectoire provenant de diverses sources de donnees, les 
principales causes de discordance entre les sources se resument aux 
differentes resolutions spatiale et temporelle. Finalement, il est normal que 
la resolution de la fenetre temporelle au travers de laquelle les donnees sont 
analysees, tienne compte des deux premieres quantites. 
A. La resolution spatiale 
La resolution spatiale s'apparente a la precision spatiale des donnees 
constituant la trajectoire bidimensionnelle. D'emblee, il est possible que 
ces donnees soient continues, telles des coordonnees bidimensionnelles, 
ou discretes, telles les cellules d'une grille. Dans le cas de donnees 
discretes, il est possible que les cellules soient regulieres ou non. Ces 
divers aspects de la resolution spatiale sont abordes brievement a la 
section 4.1. 
Figure 1.2 : Representations d'une meme trajectoire a deux resolutions 
spatiales distinctes. A gauche, les donnees bidimensionnelles sont 
continues. A droite, les donnees bidimensionnelles sont discretisees en 
cellules regulieres. 
Dans le cadre de ce travail, il est entendu que la resolution spatiale reste 
invariante dans le temps. 
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B. La resolution temporelle 
La resolution temporelle s'apparente a la frequence d'echantillonnage des 
donnees constituant la trajectoire bidimensionnelle. Cette quantite est 
directement Nee a la dynamique de la trajectoire et affecte necessairement 
le processus d'analyse effectue par le modele d'activite. 
Figure 1.3 : Representations d'une meme trajectoire a deux resolutions 
temporelles distinctes. En gauche, les donnees bidimensionnelles sont 
echantillonnees a une frequence nettement plus elevee qu'a droite. 
En effet, il suffit de considerer dans un premier temps un agent mobile 
pour lequel trois donnees bidimensionnelles sont recues a intervalle d'une 
minute. La premiere donnee correspond a un point A, la seconde, a un 
point B alors que la derniere correspond a un point C. 
En considerant maintenant le meme agent mobile pour lequel les trois 
memes donnees bidimensionnelles (points A, B et C) sont regues a 
intervalle d'une seconde, il sera impossible pour le modele d'activite de 
distinguer les deux trajectoires si la resolution temporelle n'est pas aussi 
consideree par le modele. 
En realite, le fait que la premiere trajectoire se soit deroulee en deux 
minutes alors que la seconde, bien qu'identique, se soit deroulee en deux 
secondes change completement la dynamique de la trajectoire et, par 
consequent, I'analyse qui en resulte. 
D'autres considerations quant a la frequence d'echantillonnage des 
donnees bidimensionnelles sont abordees a la section 4.1.1. 
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C. La resolution de la fenetre temporelle 
La resolution de la fenetre temporelle correspond a la largeur de fenetre 
utilisee dans le modele d'activite en terme de nombre d'echantillons (ou 
d'un multiple de la frequence d'echantillonnage mentionnee au paragraphe 
precedent). Cette quantite est essentielle pour la reconnaissance des 
primitives et des patrons d'activite aux divers niveaux d'abstraction. 
1.5.7 Le traitement en temps reel 
Une consideration d'importance pour le modele d'activite est sa capacite de 
traitement en-ligne et idealement en temps reel. En effet, dans I'optique de 
la mise en situation presentee en debut de chapitre, un quelconque modele 
d'analyse a bien peu d'utilite quant a I'efficacite d'une eventuelle 
planification s'il ne peut guere etre utilise en-ligne. Une bonne vision du jeu 
a peu d'importance si on a tout le temps desire pour I'analyser... 
Bien que le traitement, c'est-a-dire tout le processus d'inference du modele 
d'activite, doive etre effectue en-ligne, il n'est toutefois pas necessaire que 
la phase d'apprentissage le soit. Un apprentissage en-ligne sera toujours un 
avantage interessant, par exemple, lors de competitions RoboCup ou 
I'adversaire n'a jamais ete rencontre precedemment, mais il est fort 
acceptable qu'un modele soit entrame uniquement entre ses executions. 
C'est d'ailleurs dans ce contexte d'entramement que le modele d'activite 
considere est utilise. 
1.5.8 Le bruit 
Les trajectoires bidimensionnelles considerees sont bruitees de sorte que le 
modele d'activite n'en devient que plus robuste. Tel qu'explicite au chapitre 
4, les operations de pretraitement des donnees bidimensionnelles sont 
toujours effectuees dans I'optique d'obtenir des primitives issues de 
distributions gaussiennes multivariees de sorte que le bruit considere est lui 
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aussi gaussien. Tous les generateurs employes considerent un bruit 
gaussien. 
1.5.9 Les considerations retenues 
En definitive, les considerations retenues quant au travail presente sont 
resumees ci-dessous : 
• Modele d'activite pour un agent mobile unique, i.e. independant des 
interactions avec les autres agents 
• Modele d'activite independant de I'environnement 
• Modele d'activite integrant les buts comme un ou plusieurs processus 
dynamique(s) structure(s) et priorise(s) 
• Modele d'activite independant des periodes recurrentes 
• Modele sans detection d'anomalies 
• Modele pouvant s'appliquer a diverses resolutions spatiales invariantes 
dans le temps 
• Tests se limitant aux donnees bidimensionnelles continues 
• Modele pouvant s'appliquer a diverses resolutions temporelles 
• Modele d'activite pouvant s'appliquer a diverses resolutions de fenetre 
temporelle 
• Traitement en-ligne et en temps reel 
• Observations affectees d'un bruit gaussien 
• Apprentissage non supervise 
1.6 Pourquoi les modeles graphiques probabilistes ? 
II convient d'abord de definir correctement les concepts de modele 
graphique probabiliste, de graphe oriente acyclique et de reseau bayesien. 
Les principaux concepts theoriques sont presentes a la section 4.3. Plusieurs 




Un modele graphique probabiliste (PGM) est un graphe ou chaque nceud 
represente une variable aleatoire et les aretes manquantes representent les 
relations d'independance conditionnelle entre les variables deconnectees. 
Definition 1.7 
Un graphe oriente acyclique (DAG) est un graphe ne contenant pas de cycle 
oriente, c'est-a-dire que pour chaque vertex constituant le graphe, il est 
impossible de suivre un chemin oriente qui revient vers ce meme vertex. 
Le fait qu'un PGM soit un DAG signifie qu'il n'existe aucune relation causale 
cyclique done aucune explication circulaire. 
Definition 1.8 
Un reseau bayesien (BN) est un PGM respectant les conditions qui 
definissent un DAG. 
Dans un reseau bayesien, les aretes sont orientees dans le sens de la 
relation de causalite (directe) entre deux variables aleatoires. La variable a 
la pointe d'une arete est appelee « enfant » alors que la variable a I'origine 
de I'arete est le « parent ». L'ensemble des variables « parent » pointant 
vers une variable aleatoire X. donnee est note parents^). Ainsi, un reseau 
bayesien est une representation compacte de la distribution de probability 
jointe d'un ensemble de variables {X;,...,XK} qui peut etre calculee a partir 
du produit des distributions de probability conditionnelle locale entre une 
variable et ses parents. 
^ x ^ n ^ i ^ ^ . ) ) (i.i) 
1=1 
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Maintenant, pourquoi s'interesser aux PGM? 
Les PGM presenter* I'avantage de faciliter I'integration de nouvelles 
variables de par la simple connaissance des liens de dependance, ou plutot 
d'independance, conditionnelle entre les variables. Cet avantage est 
indeniable dans I'optique de I'elaboration d'un modele graphique probabiliste 
quelconque a partir de facteurs/variables encore inconnus. Les aspects 
probabiliste et generatif s'averent aussi des atouts incontournables, non 
seulement en ce qui a trait au modele graphique lui-meme, mais aussi par 
rapport aux modeles PCA et PPCA utilises dans le pretraitement des donnees 
bidimensionnelles. 
En quoi I'approche generative offre-t-elle un avantage sur I'approche 
discriminative, probabiliste ou deterministe? 
Tout d'abord, il pertinent de mentionner que I'approche generative est 
necessairement probabiliste. Le tout peut s'illustrer a partir de la regie de 
Bayes appliquee a un systeme ayant une sortie scalaire y et une entree 
XGRM , 
P(Y = y\x)KP(x\y)P(Y = y) (1.2) 
Le terme P(x|>0 est un exemple de modele generatif puisqu'il est possible 
de generer de nouveaux exemples de x etant donne la sortiey. La regie de 
Bayes permet d'inverser le modele et d'inferer la valeur en sortie en fonction 
de celle en entree. II s'agit alors d'une approche discriminative probabiliste, 
ou Ton cherche a apprendre la posterieure P(Y\x), souvent plus simple a 
modeliser que la jointe, afin de discriminer la classe de sortie a partir de la 
probability la plus elevee. Un exemple de ceci serait un reseau de neurones 
avec une fonction logistique (ou softmax) en sortie. 
Dans une approche discriminative deterministe, on va chercher a estimer 
directement j p a r y sans meme passer par devaluation d'une distribution 
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de probability. Un exemple de ceci serait un reseau de neurones avec des 
sorties de type exclusif (winner-takes-all), ou encore, un modele non 
parametrique des plus proches voisins. 
En somme, une approche discriminative modelise la frontiere de decision 
plutot que la distribution de probability complete derriere la realisation de 
chacune des variables aleatoires. L'apprentissage supervise est applicable 
aux deux approches puisque dans un cadre supervise, il est possible pour un 
modele discriminatif d'apprendre la sortie a partir des entrees sans pour 
autant connaitre le processus generatif sous-jacent. L'approche generative 
devient toutefois une necessite lorsqu'il est question d'apprentissage non 
supervise et meme semi supervise. 
Une fois entraine, un modele generatif permet de s'adonner au 
raisonnement predictif en observant une variable et en essayant d'en inferer 
les consequences possibles, ou encore, au raisonnement deductif en 
observant une variable et en essayant d'en trouver les causes possibles. La 
jointe etant connue, il est toujours possible de calculer un estimateur (e.g. 
maximum a posteriori) sur n'importe quelle variable etant donne une 
certaine forme d'evidence sur d'autres variables. Dans le cas d'une sequence 
temporelle, le BN devient un DBN a partir duquel il est possible de calculer 
I'explication la plus probable derriere la realisation de ladite sequence 
d'observations. 
Ces avantages sont d'une pertinence cruciale dans le cadre de ce travail 
puisque le modele d'activite considere ici se veut, en premier lieu, un 
modele descriptif d'analyse de trajectoires, en second lieu, un modele 
predictif quant aux activites d'un agent mobile autonome et, finalement, un 
eventuel modele (generatif) de planification. 
En d'autres termes, selon I'utilisation qui en est faite, le modele d'activite 
permet de generer des sequences d'actions et d'etats a partir de preceptes 
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connus, ou encore, d'analyser les causes telles des preceptes abstraits et 
caches a partir d'une suite donnee d'actions et d'etats. 
1.7 La problematique et les objectifs 
L'objectif principal de ce travail de recherche consiste a elaborer, dans le 
paradigme des modeles graphiques probabilistes et plus specifiquement des 
reseaux bayesiens, un modele d'analyse des trajectoires bidimensionnelles 
effectuees par un agent mobile autonome. Ce modele d'analyse se voit 
confere la double fonction deductive/descriptive/explicative et generative 
propre aux modeles generatifs. Dans cette optique plus generate, il convient 
de modifier legerement la terminologie pour parler du modele d'activite d'un 
agent mobile plutot que du modele d'analyse des trajectoires d'un agent 
mobile. 
Le modele d'activite est ici aborde independamment des interactions avec 
les autres agents mobiles, de I'environnement et des periodes recurrentes. 
La problematique demeure toutefois assez complexe. Tout d'abord, I'un des 
principaux defis consiste a integrer dans un meme reseau bayesien les buts 
de I'agent mobile, potentiellement abstraits, et ses actions en terme de 
dynamique de la trajectoire. Cet aspect est d'autant plus complexe qu'il faut 
I'effectuer dans un cadre non supervise uniquement a partir de I'observation 
objective des deplacements de I'agent dans le plan. Cela implique de 
deduire les buts en reconnaissant les habitudes de deplacement de I'agent 
mobile sans necessairement savoir quels patrons sont les plus pertinents. 
Aussi, le fait qu'un agent mobile puisse envisager simultanement plusieurs 
buts distincts a divers niveaux d'abstraction implique un traitement de la 
trajectoire au travers d'une fenetre temporelle a diverses resolutions. 
Le modele d'activite doit, dans son ensemble, etre suffisamment generique 
et reutilisable afin de s'appliquer a la plus grande variete possible de 
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systemes. Cela signifie que la problematique des diverses resolutions 
spatiales et temporelles des divers systemes doit etre attaquee. 
Puisque la variabilite des trajectoires n'a aucune limite, c'est-a-dire que le 
nombre de trajectoires differentes est infini, il convient d'introduire I'espace 
des primitives, un nouvel espace plus favorable et de plus grande 
dimensionnalite dans lequel le nombre d'entites est potentiellement fini. 
L'idee consiste ensuite a traiter les trajectoires bidimensionnelles comme 
des sequences de primitives. La problematique de la definition de I'espace 
des primitives est loin d'etre triviale. 
Finalement, le calcul d'inference necessaire au traitement du processus 
d'analyse doit s'effectuer en temps reel. Une approche en-ligne pour un PGM 
n'est pas necessairement viable en temps reel. Puisque cet aspect est 
directement lie a la complexite du modele d'activite, I'ajout d'un modele de 
segmentation simple et efficace est a evaluer afin d'alleger la charge de 
calcul au niveau du PGM. 
1.8 Une approche non supervisee 
Puisque les preceptes du modele d'activite varient selon le champ 
d'application, I'approche non supervisee presente I'avantage de ne pas 
limiter le modele a des valeurs fixees d'avance. De plus, dans plusieurs cas, 
les preceptes a apprendre sont inconnus de sorte qu'un apprentissage 
supervise s'avere impraticable. 
En supposant que les preceptes soient connus d'avance, un apprentissage 
supervise necessiterait d'identifier chacune des primitives d'une trajectoire 
en terme de ces preceptes de meme que le commencement et la fin de 
chaque primitive, tache fastidieuse et pratiquement impossible a faire a 
moins de s'attarder a la construction d'une base de donnees contenant 
I'eventail des preceptes et des primitives possibles ainsi qu'une panoplie 
d'echantillons pour chacune des situations envisageables. 
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L'apprentissage est effectue avec I'algorithme de maximisation de 
I'esperance (EM). La fonction de perte est la log-vraisemblance qui doit etre 
minimisee (ou plutot la log-vraisemblance negative qui doit etre 
maximisee). Afin d'eviter le sur-apprentissage, dans le paradigme bayesien, 
il est possible de specifier des a priori sur les CPD. Dans le cas d'une 
distribution multinomiale (CPT utilisee pour les variables discretes), la 
distribution conjuguee a priori est une distribution de Dirichlet. Dans le cas 
d'une distribution gaussienne, un a priori est fixe sur la matrice de 
covariance lors de la reestimation des parametres (etape M de maximisation 
de EM). 
1.9 Pourquoi RoboCup ? 
Tout d'abord, il faut souligner que la paradigme RoboCup est quand meme 
eloigne de ce qui est generalement entendu par la robotique industrielle 
conventionnelle. L'application de la robotique au soccer n'est qu'un pretexte 
pour mettre sur pied un projet d'integration technologique unique, 
largement accessible, riche en documentation, susceptible d'interesser une 
majorite d'individus (considerant que le soccer est un sport mondialement 
populaire) et pouvant faire rever une meme communaute de chercheurs 
pendant pres de 50 ans (il s'agit d'un projet de longue haleine dont I'objectif 
est d'aboutir d'ici 2050). 
En effet, on retrouve au sein des diverses competitions RoboCup les 
avancees les plus recentes sur les systemes de vision, de localisation, de 
navigation et d'exploration, de communication sans fil, de controle, de 
planification, d'analyse de comportement et bien d'autres encore. 
Dans le cadre de ce travail, les donnees provenant de diverses finales des 
competitions RoboCup Simulation League entre 2003 et 2007 sont utilisees. 
Les fichiers de donnees de telles competitions sont largement repandus sur 
Internet. Ces fichiers ont I'avantage de pouvoir etre rejoues dans un lecteur 
disponible sur la plateforme de developpement et exportes dans un format 
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ASCII contenant les positions bidimensionnelles du ballon ainsi que celles 
des 11 joueurs de chaque equipe (23 sources au total). La duree d'une 
partie est de 6000 cycles pour environ 10 minutes, soit environ 10 cycles / s 
Figure 1.4 : Une partie dans le cadre de RoboCup Simulation League 
representee a I'aide du module de relecture. 
1.10 La plateforme de travail 
La plateforme de developpement du paradigme RoboCup n'est pas utilisee. 
Tous les developpements et les tests sont effectues sur Matlab et sur 
Simulink etant donne qu'il est plutot question de valider des algorithmes et 
des modeles mathematiques qui ne sont pas directement dedies au cadre 
RoboCup. De plus, I'existence sur Matlab d'une librairie partagee sur les 
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reseaux bayesiens (Murphy, 2001) s'est averee un facteur preponderant 
quant au choix de la plateforme de travail. 
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CHAPITRE 2 : « L'AVANT-MATCH » 
Un survol sommaire de la litterature est ici presente afin de mettre en 
lumiere les liens existant entre cette recherche et les divers contextes 
scientifiques d'application, notamment en planification et en analyse 
d'activite, en localisation et en navigation en temps reel, sur le mappage de 
I'environnement et sur les processus d'exploration en robotique, en controle 
de robots autonomes et sur les systemes multi-agent. 
Une emphase toute particuliere est apportee aux techniques bayesiennes, 
notamment aux approches stochastiques markoviennes telles que le modele 
markovien cache (HMM). II est pertinent de remarquer que I'aspect 
hierarchique revient frequemment au sein des modeles qui sont maintenant 
I'etat de I'art. 
Les grands courants a I'origine des diverses approches dans les domaines de 
la planification et de I'analyse (reconnaissance, segmentation) de 
comportement et d'activite sont similaires en plusieurs points. En 
paraphrasant Plamondon & Shrihari (2000) dans leur revue de la litterature 
sur la reconnaissance d'ecriture, aussi le resultat d'une certaine forme de 
trajectoires bidimensionnelles, mais dans les domaines d'interet cibles par 
cette recherche, une premiere dichotomie serait celle des modeles 
« ascendants par le bas » (bottom-up) vs « descendants par le haut » (top-
down), le premier etant generalement prefere dans les approches de bas 
niveau afin de construire a partir de premisses simples (e.g. le modele 
considere dans ce travail), alors que le second est plus repandu au sein 
d'approches de haut niveau telles que les approches semantiques et/ou 
symboliques (e.g. planification/reconnaissance de jeux dans RoboCup). Une 
autre dichotomie d'importance serait celle des « methodes statistiques » vs 
« methodes structurelles et par regies », le premier etant le paradigme 
principal de cette recherche parmi lequel se retrouvent les approches 
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discriminative et generative (e.g. HMM), alors que le second implique 
davantage une description abstraite de la sequence d'observations et 
I'utilisation de regies et de directives sur des quantificateurs et des 
predicats. 
Bien que les approches statistiques generatives « ascendantes par le bas » 
(bottom-up) soient plus frequentes dans les travaux referes dans les 
prochaines sections, les approches alternatives « descendantes par le haut » 
(top-down) et/ou structurelles et par regies y figurent aussi et abordent 
souvent la problematique sous une perspective differente. 
2.1 Point de vue de la planification 
Dans une terminologie legerement differente, Pynadath & Wellman (1995) 
mentionnent que la reconnaissance de plans se distingue de la 
reconnaissance de patrons par le fait que I'etat de I'environnement influence 
I'etat mental de I'agent mobile autonome, definissant ainsi un contexte pour 
la generation du plan, (.'execution du plan, c'est-a-dire des actions de 
I'agent mobile, affecte a son tour I'etat de I'environnement. Baker, 
Tenenbaum & Saxe (2006) abordent la problematique de la planification 
dans le cadre des modeles generatifs comme etant I'inverse de la 
reconnaissance d'activite. Un modele comportemental generatif est presente 
qualitativement de meme que la terminologie qui s'y rattache. 
Le travail qui se veut le fer de lance de cette recherche est celui de Murphy 
& Paskin (2001), qui proposent un cadre generique et rigoureux pour un 
HMM hierarchique (HHMM) au sujet duquel plus de details sont donnes a la 
section 4.3.2. Le HHMM ne se veut pas explicitement limite a la planification. 
II est mentionne que les grammaires probabilistes non contextuelles 
(probabilistic context-free grammars, PCFG) ont I'avantage d'offrir un 
modele avec une hierarchie d'une profondeur virtuellement sans limite alors 
que la topologie du DBN limite le HHMM a une profondeur fixee. Toutefois, 
I'algorithme d'inference presente pour le DBN est d'une complexite lineaire 
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avec la longueur de la sequence d'observations et rend le HHMM plus facile 
et efficace a entrainer. 
Bui, Venkatesh & West (2001; , 2002) proposent un HMM abstrait (AHMM) 
applique a la reconnaissance de plan dans un edifice et reposant sur des 
concepts analogues au HHMM. Toutefois, a la difference de son homologue 
qui est developpe dans le paradigme des DBN, le AHMM est developpe a 
partir de processus markoviens de decision (MDP), ou plus specifiquement, 
des processus markoviens de decision partiellement observables (POMDP). 
Un MDP represents une directive (policy), c'est-a-dire une sequence 
d'actions, a I'origine d'un processus stochastique markovien. Le POMDP est 
un MDP avec un modele d'observation (Smith, 2007). Puisque la topologie 
du DBN final est legerement plus specifique que la topologie du HHMM, les 
concepts de buts, d'actions et d'etats sont plus exclusifs les uns des autres. 
Bui (2003), Nguyen, Bui, Venkatesh & West (2003), Liihr, Bui, Venkatesh & 
West (2003), Bui, Phung & Venkatesh (2004) et Nguyen, Phung, Venkatesh 
& Bui (2005), sont toutes des extensions de AHMM et/ou HHMM qui 
abordent des problematiques telles que la dependance non markovienne des 
etats, la topologie du modele et la performance des algorithmes d'inference. 
Le HHMM et le AHMM sont des modeles avec une indication sur la 
fin/terminaison d'une sequence d'etats. Cette caracteristique s'avere cruciale 
lorsque plusieurs modeles (e.g. HMM) sont considered simultanement. II est 
pertinent de remarquer que plusieurs modeles presentes dans les sections 
qui suivent tentent par des heuristiques et/ou des sophistications d'integrer 
des caracteristiques que I'on retrouve dans les HHMM et AHMM (e.g. 
structure hierarchique, pluralite de modeles imbriques, contrainte de 
terminaison, selection du modele le plus vraisemblable, etc.) 
Liao, Fox et Kautz (2004) proposent une version AHMM sur mesure pour une 
application GPS sur les routines de transport des gens. Le modele contient 
trois niveaux d'abstraction dans la hierarchie et un apprentissage non 
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supervise est effectue avec succes uniquement a partir d'observations sur la 
position et la Vitesse. L'espace des etats est toutefois connu et de dimension 
acceptable (e.g. marcher, autobus, auto, edifice, temps de debut et de fin). 
Le modele est applique a la detection d'anomalies. 
Pynadath & Wellman (2000) ainsi que Pynadath (1999), privilegient une 
approche probabiliste s'inspirant du traitement du langage tel que les PCFG 
et les grammaires probabilistes dependantes a un etat (probabilistic state-
dependent grammars, PSDG) par rapport aux PGM. 
2.1.1 Les interactions multi-agent 
Les travaux de Saria & Mahadevan (2004) etendent le modele AHMM aux 
cas multi-agent en integrant des directives dites «jointes » qui s'averent 
etre des directives abstraites, done au haut de la hierarchie, et communes a 
tous les agents. Les auteurs diminuent aussi la complexite du processus 
d'inference en introduisant des connaissances sur le debut et la fin des 
directives (policies). Un aspect similaire est d'ailleurs discute a la section 
4.4. Un filtre a particule « rao-blackwellise » permet de rendre les calculs 
d'inference tractables. Toutefois, l'espace des etats est similaire a ceux 
communement utilises, e'est-a-dire que le niveau d'abstraction le moins 
eleve (le premier niveau dans leur modele puisqu'il y a inversion de la 
nomenclature) correspond aux diverses cellules d'une grille bidimensionnelle 
et les niveaux plus abstraits correspondent a des buts du genre « tourner a 
gauche/droite » et « prendre la porte gauche/droite ». Finalement, puisqu'il 
s'agit d'un modele de planification, les auteurs s'attardent aux activites 
generees par leur modele et non a la capacite du modele a decrire des 
activites a partir d'observations de bas niveau. En d'autres termes, les 
parametres du modele sont directement fixes a la main. 
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2.2 Point de vue des modeles comportementaux et d'activite 
Hu, Xie & Tan (2004) proposent un modele hierarchique impliquant des 
reseaux neuronaux auto-organisateurs (HSOM) afin d'apprendre les patrons 
de trajectoires bidimensionnelles dans le cadre de la circulation automobile a 
une intersection et de deplacements pietonniers sur un campus. Le modele 
est applique entre autres a la detection d'anomalies et a la prediction de 
deplacements. Bien que tres efficace, ce modele s'applique a des positions 
bidimensionnelles dans I'espace absolu et est davantage adapte pour la 
caracterisation d'un environnement specifique (e.g. I'intersection de deux 
rues) en terme de patrons de deplacement qu'a la caracterisation des 
deplacements d'un agent mobile particulier qui pourrait se trouver dans 
divers environnements. 
Osentoski, Manfredi & Mahadevan (2004) utilisent un AHMM a deux niveaux 
pour classifier des trajectoires bidimensionnelles selon des patrons dans une 
optique analogue au modele HSOM ci-dessus. 
Yin, Chai & Yang (2004) proposent un modele hybride DBN et N-gram pour 
la reconnaissance en-ligne d'activites de haut niveau a partir de donnees 
sensorielles bas niveau (puissance regu a un point d'acces) dans un reseau 
sans fil (WLAN). Le DBN joue le role de modele sensoriel permettant 
d'inferer des actions en terme de localisation dans I'espace et le N-gram 
tient le role de modele d'activite permettant d'inferer des buts avec une 
technique de complexite lineaire selon I'ampleur de I'espace des etats. 
L'entramement est supervise et les sequences d'observations et d'actions 
sont construites a la main puis associees a un but. 
Yin, Shen, Yang & Li (2005) cherchent a inferer directement des etats de 
haut niveau a partir de donnees de senseur de bas niveau sans avoir recours 
a une hierarchie contenant une foule d'etats et/ou d'actions intermediates 
difficile a apprendre dans un contexte non supervise et difficile a obtenir 
dans un contexte supervise. Le modele propose revele quand meme une 
29 
structure a deux niveaux, c'est-a-dire un HMM contenant un systeme 
lineaire dynamique (LDS) imbrique. Le HMM decrit la dynamique non lineaire 
du processus stochastique impliquant des segments de bases provenant du 
LDS qui lui sert a capturer la dynamique locale des signaux de bas niveau. 
L'apprentissage des parametres (HMM et LDS) du modele probabiliste 
d'activite ainsi que des segments de bases et de leurs limites constituant le 
modele de segmentation est effectue avec EM. 
Li & Biswas (1999) proposent un modele pour la reconnaissance de patrons 
comportementaux dans un contexte non supervise base sur la selection de 
divers HMMs via une classification au travers d'un arbre binaire. II s'agit la 
d'un bel exemple d'une approche generative hierarchique montee sur 
mesure. 
Sukthankar & Sycara (2005) proposent un modele de reconnaissance de 
comportements humains applique aux operations militaires en terrain 
urbain. II ne s'agit done pas de reconnaissance de trajectoires, mais plutot 
de reconnaissance de mouvement. Toutefois, une certaine forme 
d'information spatiale est introduite dans la variable d'environnement 
puisqu'un agent peut se situer « sous un escalier », « derriere une cache », 
« dans la rue », etc. Une segmentation a temps fixe est appliquee puis deux 
poses subsequentes sont enchamees sur lesquelles PCA est appliquee dans 
le but de classifier I'echantillon en une action physique avec une machine a 
vecteurs de support (SVM). La sequence d'actions physiques est filtree par 
un HMM. Un comportement complexe correspond a une machine a etats finis 
(FSM) dont les etats correspondent a des actions physiques dans un 
environnement donne. La reconnaissance de la sequence de comportement 
s'effectue en choisissant la FSM la plus appropriee a partir d'une fonction de 
cout faite sur mesure. II s'agit d'un autre exemple de modele s'inscrivant 
dans les optiques generatives hierarchiques monte sur mesure. 
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Ihler & Smyth (2006) proposent, quant a eux, un modele bayesien non 
parametrique apte a construire des profils d'intensite dans le temps au 
regard aux diverses activites humaines appliquees aux domaines tels que le 
RFID, la surveillance video, les interactions humain-machine, I'analyse de 
donnees sur Internet, etc. II est pertinent de remarquer que ce modele 
repond a la problematique des periodes recurrentes enoncee a la section 
1.5.4. 
2.2.1 Le cas multi-agent 
Sukthankar & Sycara (2006) presentent un modele spatio-temporel de 
reconnaissance de comportements en equipe toujours applique aux 
operations militaires en terrain urbain. II s'agit de deux modeles bases sur la 
position bidimensionnelle de chaque agent et congus pour se completer. Le 
premier est un modele structurel consistant en une serie de patrons 
encodant des relations statiques entre les membres de I'equipe et des points 
de repere externes representant des entites. La qualite de la 
correspondance entre les observations et les patrons est evaluee avec des 
transformations de similarity de rotation, de translation et de mise a 
I'echelle. Le second modele est un HMM avec un espace des etats encodant 
la position bidimensionnelle et la Vitesse de tous les agents. Ce modele est 
utilise dans le cas specifique des equipes en binome ou la premiere 
technique performe moins bien. 
2.2.2 La reconnaissance visuelle 
Robertson & Reid (2005) proposent un modele hierarchique sur mesure a 
deux niveaux, chaque niveau etant un HMM, pour faire la reconnaissance de 
comportements pietonniers et appliques au tennis a partir d'observations 
video. Les resultats obtenus sont eloquents. II est interessant de noter que 
les observations brutes sont cumulees sous la forme de mini distributions 
similairement a ce qui est presente a la section 4.2. 
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2.2.3 La navigation et le mappage de I 'environnement 
Roweis & Salakthudinov (2003) s'attaquent a la problematique de la 
localisation et du mappage sensoriel de I'environnement (simultaneous 
localization and surveying, SLAS1) applique au cas multi-agent. Un agent est 
modelise par un HMM avec un espace des etats discrets (les cellules d'une 
grille) et, dans une autre version, avec un espace continu echantillonne avec 
un filtre a particules. Dans le cas multi-agent, le modele devient un HMM 
factoriel avec une information de proximite jouant a titre de variable de 
jo net ion (explain away). 
Kwok & Fox (2005) attaquent la problematique de I'interaction d'un agent 
mobile avec son environnement et proposent un modele de localisation pour 
le suivi d'un agent mobile applique au robot AIBO dans le paradigme 
RoboCup. Un DBN arborescent (tree-strucutured DBN) integre les etats de 
I'agent suivi (le ballon dans le cas echeant) a deux niveaux d'abstraction 
(vecteurs position et vitesse en plus du mode de deplacement) et I'etat de 
I'agent suiveur a partir des observations faites sur son environnement (des 
reperes spatiaux). 
2 .3 Dans le c a d r e des c o m p e t i t i o n s de soccer m u l t i - a g e n t 
S'inscrivant directement dans le contexte de cette recherche, Han & Veloso 
(1999) s'attardent a la reconnaissance en temps reel de comportements de 
joueurs de soccer robotises dans la perspective ou un agent observe la 
trajectoire bidimensionnelle d'un autre agent. La problematique de I'agent 
observateur/commentateur exterieur (narrative agent) est explicitement 
mentionnee. Etant donne les contraintes du probleme, les auteurs se 
1 Le SLAS se distingue de la localisation et du mappage de I'environnement ou 
simultaneous localization and mapping, SLAM, par le fait qu'il ne s'agit pas 
uniquement d'evaluer I'encombrement de I'espace, mais plutot d'une foule de 
signaux sensoriels tels que la temperature, la luminosite, etc. 
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penchent vers les modeles generatifs. Plus specifiquement, ils modelisent 
chaque comportement de haut niveau avec un HMM dote d'etats de quatre 
types: demarrage, intermediate, sortie et rejet. Une particularity du modele 
concerne les caracteristiques observables qui ne sont pas les memes pour 
chaque HMM, done variables selon le comportement qui est en train d'etre 
evalue. Plus specifiquement, un comportement d'approche du ballon 
considere un espace bidimensionnel compartimente circulairement autour de 
la position courante du ballon alors qu'un comportement de dribble va plutot 
considerer une compartimentation en quadrants et un vecteur vitesse. Afin 
de reconnaTtre un comportement, un nouvel HMM est instantie a periode fixe 
et evalue tant qu'il n'atteint pas les etats de rejet ou de sortie ou que le 
temps d'execution maximal du comportement associe n'est pas ecoule. Le 
modele est necessairement limite par le nombre d'agents, le nombre de 
comportements alloues et le nombre d'etats dans chaque HMM. Ceci est un 
autre exemple de multiples modeles montes sur mesure. 
2.3.1 Le paradigme RoboCup 
Riley & Veloso (2002) enoncent la problematique du « support a 
I'entramement» (coaching) appliquee dans le cadre des competitions 
RoboCup. L'entraineur (coach) peut etre vu comme une source d'information 
exterieure a I'environnement des joueurs et susceptible d'influencer leur 
comportement par des communications avec ces derniers. L'entraineur est 
en quelque sorte un modele d'analyse et de planification global. Riley (2005) 
nuance le concept a un agent susceptible de conseiller un autre agent sur la 
fagon la plus appropriee d'agir dans un environnement donne. Riley & Veloso 
(2004) proposent un modele de « support a I'entramement » dans le cadre 
d'un MDP ou I'espace des etats est defini en terme de la position du ballon 
sur une grille, de but compte ou non, de possesseur du ballon et 
d'occupation du terrain. 
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Riley & Veloso (2002) developpent un modele probabiliste dans un cadre 
bayesien afin d'appliquer le concept d'entraineur a la planification des 
activities de I'adversaire. Un classificateur bayesien naif choisit le modele 
probabiliste le plus probable parmi un ensemble de modeles representant la 
defensive de I'adversaire telle une distribution de probability etant donne les 
positions observees des joueurs et du ballon. 
II existe beaucoup d'approches structurelles symboliques et/ou par regies 
qui s'averent souvent tres specifiques et difficilement transposables a 
d'autres champs d'applications etant donne la specificite de certaines 
regles/predicats. Kaminka, Fidanboylu, Chang & Veloso (2003) est un 
exemple d'approche structurelle par regies qui plus est descendante par le 
haut (top-down). Les auteurs partent du principe que les comportements 
atomiques (e.g. passe entre deux joueurs, interception par un joueur, 
dribble, etc.) peuvent etre definis assez aisement par les experts du 
domaine et que la difficulty reside plutot dans la combinaison sequentielle 
de ces comportements. lis presentent une technique pour I'apprentissage 
non supervise de comportements agent et multi-agent au sein d'une equipe 
sportive en traduisant la sequence des observations durant la partie en une 
sequence de comportements atomiques par equipe reconnus a partir de 
regies discretes sur des quantificateurs et des predicats. La sequence est 
ensuite compilee dans une structure en arbre sur laquelle des techniques de 
compte frequentiel et de dependance statistique sont appliquees pour 
valider I'importance relative de sous-sequences. 
Lattner, Miene, Visser & Herzog (2006) presentent aussi une approche 
structurelle basee sur des regies complexes a partir de quantificateurs et 
des predicats appliques a des series temporelles de positions, de distances, 
de vitesses et de directions. 
Kaminka & Avrahami (2004) definissent un algorithme heuristique pour la 
reconnaissance de comportements base sur une symbolique permettant de 
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faire correspondre des comportements a des observations, de propager des 
marqueurs de temps dans un DAG et d'extraire des hypotheses. Un arbre de 
decision est utilise comme structure de contingence pour le couplage des 
observations a des comportements. 
2.3.2 L'analyse de trajectoires 
Vlachos, Kollos & Gunopulos (2002), Lee & Xu (2004) utilisent le concept de 
sous-sequence commune la plus longue (longest common subsequence, 
LCSS) pour classifier des trajectoires. 
Kang, Hwang & Li (2006)proposent un modele d'analyse de trajectoires pour 
des joueurs de soccer dans le contexte du logiciel Football Manager 2005 
base sur des regions d'interet qui sont calculees a partir de la trajectoire de 
deplacement. Le modele permet d'integrer les interactions entre les agents 
en liant les regions d'interet des divers joueurs afin de faire ressortir des 
zones neutres ou securitaires et des zones de conflit. 
En definitive, il semble clair que les approches bayesiennes et plus 
specifiquement les approches stochastiques markoviennes figurent comme 
I'une des pierres angulaires dans les domaines de recherche sur les modeles 
de planification et les modeles comportementaux et d'activite. L'aspect 
hierarchique revient frequemment parmi les modeles presentes et s'avere 
I'element essentiel duquel ce travail est inspire. 
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CHAPITRE 3 : « LA FORMATION DE L'EQUIPE » 
Dans ce chapitre, une revue de la premiere approche tentee est 
sommairement presentee. Les limitations ayant menes a la seconde 
approche impliquant un modele hierarchique sont aussi mises en relief. 
Finalement, les avantages de I'approche hierarchique appliquee aux objectifs 
de cette recherche sont enonces. 
3.1 La premiere approche consideree 
Dans une premiere approche, des PGMs statiques (sans modelisation 
temporelle) ont ete considered pour construire le BN represents a la Figure 
3.1 qui peut s'interpreter comme suit : un agent mobile autonome ayant un 
but specifique (e.g. une destination, inconnue du monde exterieur) prendra 
des actions specifiques (e.g. un certain transit de deplacement, aussi 
inconnu du monde exterieur) qui auront pour effet de modifier son etat (e.g. 
une position, aussi inconnue du monde exterieur) a partir duquel 
I'observation dont dispose le monde exterieur sera produite (e.g. un signal 
electromagnetique provenant d'un emetteur, un signal laser provenant d'un 
capteur optique, etc.). II est pertinent de noter la convention suivante 
(utilisee tout au long de ce travail) : les nceuds fonces representent des 
variables observees alors que les nceuds pales representent des variables 
cachees dont I'etat est inconnu. Ce BN peut etre decortique en deux BN plus 
simples represented aux Figure 3.2 et Figure 3.3. Le BN de la Figure 3.2 se 
veut un modele d'observation permettant d'inferer la chaine « etat, action, 
but » etant donne un contexte (I'environnement et la periode recurrente) a 
partir d'une observation (e.g. la mesure d'un signal) faite sur la trajectoire 
bidimensionnelle d'un agent mobile. Le BN de la Figure 3.3 se veut un 
modele de « genre predictif» (car ce n'est pas de la prediction a 
proprement parler) dans lequel I'action et le but de I'agent mobile sont 
deduits a partir d'une suite d'etats passes et du contexte. 
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Une premiere limitation concerne les variables « action :transit» et 
« etat(s) anterieur(s) » qui peuvent cacher un espace d'etats passablement 
complexe si I'objectif est vraiment d'y integrer des sequences temporelles. 
Premierement, il faut necessairement limiter la longueur de ces sequences 
temporelles. Deuxiemement, pour une sequence de duree fixee, le nombre 
de sequences distinctes est infini dans un espace continu, et exponentiel par 
rapport a la longueur de la sequence dans un espace discret fini. De plus, le 
modele predictif limite la dependance du passe a la variable d'action alors 
















Figure 3.1 : Representation du BN statique integrant un modele 
























Figure 3.3 : BN representant le modele de « genre predictif ». 
En supposant que la longueur de la serie temporelle soit limitee a une seule 
observation afin de reduire le nombre d'etats possibles, le modele n'attaque 
toujours pas les problematiques de la multiplicite des buts, de 1'evolution 
temporelle des buts (et des actions) de meme que celle des resolutions 
diverses. 
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3.2 L'alternative gagnante 
Une seconde approche, plus generique, faisant intervenir un DBN s'avere 
beaucoup moins limitative. L'idee consiste a utiliser des HMMs imbriques les 
uns dans les autres afin de former une hierarchie telle que representee a la 
Figure 3.4 et de produire des analyses similaires a celle de la Figure 3.5. 
Puisque le modele doit etre en mesure de representer la pluralite des 
trajectoires bidimensionnelles possibles, idealement en evitant de discretiser 
I'espace, le modele d'observation est applique sur des primitives supposees 
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Figure 3.4 : Representation schematique de plusieurs HMMs imbriques les 
uns dans les autres afin de former une hierarchie. I I s'agit ici d'une 
hierarchie a trois niveaux ou le niveau 1 represente le niveau parent (la 
racine de la hierarchie) alors que le niveau 3 represente les feuilles de la 
hierarchie (emission des observables). Un exemple generique d'une 
hierarchie analogue (a quatre niveaux) est represente a la Figure 3.7. 
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Les variables cachees representent toutes le meme concept de 
but/action/etat (que I'on nommera simplement « b u t » par souci de 
simplicite) mais a divers niveaux d'abstraction. Ainsi la variable situee a la 
racine de la hierarchie represents le but le plus abstrait et celles produisant 
les observations representent I'etat le plus concret de I'agent mobile. 
Niveau 1 
« sortie en touche » 
« entree en jeu » 
« corner» 
etc. 
> tous des « jeux speciaux » 
Niveau 2 
A -> B •• « sortie en touche » 
Niveau 3 
Primitive de type A Primitive de type B 
Figure 3.5 : Exemple du genre d'analyse qui pourrait etre effectuee par un 
modele hierarchique comme ceiui de la Figure 3.4 sur une trajectoire 
bidimensionnelle provenant d'une partie RoboCup. Deux types de 
primitives pourraient etre distinguables : le va-et-vient sur le terrain (A) et 
les deplacements directs lies a la bordure du terrain (B). Les sous-patrons 
A->B (« sortie en touche » ) et B->A (« entree en jeu ») seraient des 
realisations possibles au niveau 2 d'un but plus abstrait « jeux speciaux » 
au niveau 1. 
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Distinguer explicitement, c'est-a-dire avec des etats differents, les concepts 
de but, d'action et d'etat ne sont pas une absolue necessite. Par exemple, 
une variable d'action pourrait encoder de I'information sur la dynamique de 
la trajectoire et une variable de but, encoder de I'information quant a des 
reperes spatiaux. Cela aurait pour effet de limiter la hierarchie (e.g. les 
niveaux 1 et 2 a la Figure 3.4) a des buts uniquement en terme de reperes 
spatiaux de sorte qu'il deviendrait impossible d'integrer I'information sur la 
dynamique de la trajectoire dans la hierarchie. Pour cette raison, les 
concepts de but, d'action et d'etat sont uniformises. En d'autres termes, 
c'est comme si les variables S, A et G du BN a la Figure 3.3 etaient 
fusionnees en une seule mega-variable repliquee a divers niveau 
d'abstraction. 
Dans cette nomenclature but/action/etat (GAS), chaque element peut etre 
interprets comme un niveau (parmi trois subsequents) quelque part dans la 
hierarchie. Dans ce cas, si Ton cherche a conserver les relations de 
dependance telles qu'exprimees dans Baker, Tenenbaum & Saxe (2006) 
ainsi que Bui, Venkatesh & West (2002) sommairement representees a 
Figure 3.6 (a)(b), alors la generality du HHMM est perdue au profit d'un DBN 
avec une topologie sur mesure. Cependant, en considerant un concept unifie 
tel que represents en (c), tous les niveaux de la hierarchie conservent la 
meme topologie qui est celle d'un HMM. Toutefois, il est vrai que des 
topologies comme celles de la Figure 3.6 (a)(b) ont I'avantage de 
contraindre la structure, ce qui pourrait s'averer un avantage dans le cas 
d'un apprentissage non supervise. 
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Figure 3.6 : En (a) le but et I'etat influencent I'action qui influence a son 
tour I'etat suivant, et de facon analogue, en (b), I'action influence I'etat 
courant qui lui influence le but et I'action suivante. En (c), le but, I'action et 
I'etat sont fusionnes dans une meme variable qui, bien sur, evolue vers son 
prochain etat. 
Dans I'optique d'une variable unifiee, la definition du concept d'etat de 
I'agent mobile a un instant donne (Definition 1.4) peut s'interpreter, 
ult imement comme etant la realisation de la variable au niveau produisant 
I'observation, mais aussi comme etant la realisation de I'empilement 
complet de variables GAS a cet instant. 
3 .3 Les d is t inct ions d u m o d e l e e n v i s a g e 
La grande majorite des modeles d'activite hierarchiques relates au chapitre 
precedent considerent des buts de haut niveau qui, au mieux, integrent des 
reperes spatiaux tels que « marcher vers le t r o t t o i r» , « aller a la 
cuisiniere », « sortir par la porte de droite », « se positionner derriere le 
ballon », etc. 
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Dans Bui, Venkatesh & West (2001), la hierarchie de buts correspond a une 
classification hierarchique physique reelle de points de reperes dans 
I'espace. Par exemple, le premier niveau de la hierarchie represente les 
portes d'un etage, le second niveau, les portes des differentes pieces de 
I'etage et le dernier niveau represente les positions discretes sur une grille. 
Une telle hierarchie, bien qu'applicable aux deplacements d'un agent mobile 
desirant « sortir » d'un etage, ne s'applique pas a un agent exterieur qui 
aurait pour objectif « d'entrer » sur I'etage. 
Une premiere distinction reside done dans le fait que le modele d'activite 
propose dans ce travail dissocie la structure hierarchique du modele de 
toute autre structure hierarchique fixe. Plus generalement, le modele 
d'activite se distingue par le fait qu'il considere (et se limite a) la dynamique 
de la trajectoire tout en s'attardant aux diverses considerations sur la 
resolution (spatiale, temporelle et fenetre temporelle). Les variables de but 
du modele d'activite integrent via I'identite des patrons de primitives qu'ils 
decrivent, I'information sur la dynamique de la trajectoire, qualifiant ainsi les 
deplacements de I'agent mobile. Cela a cependant I'effet de limiter le niveau 
d'abstraction a des buts que certains qualifieraient de « plutot concrets ». 
Des exemples de tels buts seraient « accelerer, s'arreter et revenir sur ses 
pas », « se rendre directement a un point A » ou « effectuer le parcours P et 
s'arreter dans les environs E ». C'est comme si I'apprentissage du modele 
d'activite etait limite a un certain niveau tel que cela est represente 
schematiquement a la Figure 3.7. II est pertinent de remarquer ici que, a la 
lumiere des travaux presentes au chapitre precedent, les niveaux de 
hierarchie plus abstraits peuvent aisement faire I'objet d'autres paradigmes 
potentiellement plus appropries tels que I'apprentissage supervise a I'aide 
d'experts, I'integration d'interactions multi-agent, des approches de type 
descendant par le haut (top-down), etc. 
43 
Figure 3.7 : Representation schematique d'une hierarchie de buts/actions/ 
etats. En coupant la hierarchie a un certain niveau (ici au niveau 2) , il en 
resulte une collection de hierarchies plus simples a un niveau d'abstraction 
moindre. Par exemple, les quatre cas possibles du niveau 2 deviennent les 
racines de quatre hierarchies plus simples aux niveaux 3 et 4. Ces 
hierarchies peuvent servir a representer des patrons de primitives dont le 
but ultime est I'un des quatre buts du niveau 2. 
Ainsi, il existe dans le modele considere, pour une descendance donnee 
dans la hierarchie, un lien direct entre le niveau d'abstraction et la resolution 
de la fenetre temporelle appliquee sur la trajectoire bidimensionnelle. Etant 
donne qu'un but a un niveau d'abstraction donne est une composition de 
plusieurs buts a un niveau d'abstraction moindre, et considerant que 
I'accomplissement d'un but est un processus durant lequel s'ecoule 
necessairement un certain temps, alors le niveau d'abstraction d'un but est 
inversement proportionnel a la resolution de la fenetre temporelle 
necessaire pour caracteriser la trajectoire. 
Autrement dit, un but a la racine de la hierarchie est plus abstrait etant 
donne sa « grande » fenetre temporelle, et des buts au dernier niveau 
(production des observations) sont moins « abstraits » etant donne leur 
« petite » fenetre temporelle. Par exemple, en supposant qu'une primitive 
ait une duree de 10 s et que la suivante ait une duree de 30 s, alors le but a 
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I'origine de ces deux primitives a necessairement une fenetre temporelle 
d'une resolution de I'ordre de 40 s voire meme plus. 
En somme, les motivations derriere le modele hierarchique ont ete 
presentees de meme que les distinctions de I'application qui en faite dans ce 
travail par rapport aux modeles presentes au chapitre 2. Avant de specifier 
la methodologie (chapitre 5) pour effectuer I'entrainement et les 
experimentations (chapitres 6 et 7), il convient de faire un survol de la 
theorie concernant les HMMs et HHMMs. 
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CHAPITRE 4 : « L'ECHAUFFEMENT » 
II est question dans ce chapitre de presenter les bases theoriques de meme 
que les diverses definitions et/ou modelisations necessaires a ['edification du 
modele d'activite. La modelisation multi-resolutions est d'abord presentee, 
puis suit la modelisation de I'espace des primitives en fonction des 
operations de pretraitement. Les bases theoriques des HMMs et HHMMs sont 
sommairement exposees. Finalement, les modeles de segmentation en-
ligne considered pour alleger la charge de calcul au niveau du PGM sont 
detailles. 
4 . 1 Modele d'activite multi-resolution 
La problematique de la resolution enoncee au chapitre 1 a pour objectif de 
s'affranchir de la technique d'observation. Pour ce faire, le traitement 
applique en entree aux positions dans le plan doit etre generalise afin que 
les primitives utilisees au niveau du PGM puissent etre construites sans 
egard a la nature des donnees fournies. 
Tout d'abord, il faut remarquer ici qu'une position bidimensionnelle n'est pas 
necessairement un point dans le plan. En effet, il pourrait aussi s'agir d'un 
zone ou d'une cellule particuliere. L'idee derriere la generalisation des 
positions dans le plan est simple. II s'agit d'identifier, a partir d'un 
identificateur unique, chaque position possible dans le plan. 
Trois couches de representation sont done introduites : 
• La couche (CI) continue de base sur laquelle I'identificateur unique 
d'une position ou d'un point de repere est represente par les 
coordonnees (x,y) e l de ladite position ou dudit point de repere. 
• La couche (C2) discrete intermediate a une resolution fixee sur laquelle 
I'identificateur unique d'une cellule (i.e. une maille reguliere) est 
represente par les attributs (xld,yld) e quelconque ensemble reel. Ces 
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attributs identifient I'origine ou le centroi'de de ladite cellule et 
pourraient correspondre, par exemple, a des coordonnees dans R ou a 
I'index des colonnes et des rangees dans N . 
• La couche (C3) logique sur laquelle I'identificateur unique d'une zone 
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Figure 4.1 : Les trois couches de representation permettent d'attaquer la 
problematique des diverses resolutions spatiales d'une position dans le 
plan. 
A un instant donne, la position d'un agent mobile pourrait etre traitee sur 
plus d'une couche afin de faire un traitement parallele de la trajectoire a 
diverses resolutions spatiales. Toutefois, dans le cadre de ce travail, seule la 
couche continue (CI) est considered. Par consequent, le terme « donnee 
bidimensionnelle » sera employe dans le reste du document. Les autres 
couches de representation feront I'objet de travaux ulterieurs afin d'etre 
validees. 
II n'en demeure pas moins que le meme pretraitement devra 
ulterieurement, sur la base des resultats obtenus dans ce travail, pouvoir 
etre applique pour chaque couche de representation afin de faire des 
donnees en entree de nouveaux echantillons dans un espace de haute 
dimensionnalite dans lequel il devient possible de travailler sous I'hypothese 
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de normalite et ainsi construire des primitives gaussiennes. C'est aussi dans 
cette phase de pretraitement que I'information sur la resolution temporelle 
est integree au nouvel echantillon. 
4.1.1 Synchronisme des sources de donnees 
Toujours dans I'optique de s'affranchir de la technique d'observation, un 
premier pretraitement simple est effectue relativement a la frequence 
d'echantillonnage des donnees bidimensionnelles. 
Puisque les flux de donnees bidimensionnelles relativement aux agents 
mobiles peuvent etre synchrones ou non, il convient de forcer le traitement 
sur une base synchrone1. Advenant qu'il y ait des donnees manquantes dans 
le flux de donnees bidimensionnelles, des donnees factices sont introduites. 
Afin de distinguer ces donnees factices, un attribut binaire de statut est 
utilise. Cet attribut est pris en consideration dans le pretraitement presente 
a la section 4.2.1. 
4.1.2 Format des donnees 
Le format de donnees en entree est (t,Id,x,y,cl,c2,...,ck) ou / est le temps, 
Id est I'identificateur de I'agent mobile, (x,y) sont les coordonnees 
bidimensionnelles de I'agent mobile et (cl,c2,...,ck) represented k attributs 
supplementaires (facultatifs) pouvant etre passes directement au module de 
pretraitement afin d'etre juxtaposes a la definition du nouvel echantillon. 
Puisque la plupart des systemes en entree ont leur propre format de 
donnees, il est generalement necessaire d'introduire une interface dediee au 
format en entree. Dans le cadre de ce travail, I'interface representee a la 
1 Une fagon de faire serait a partir d'un tampon qui est vide a une frequence 
d'echantillonnage fs superieure ou equivalente a la frequence de la source de 
donnees la plus rapide. 
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Figure 4.2 a ete introduite afin de recueillir les donnees provenant des 
fichiers de simulation RoboCup. 
ROBOCUP 
#Temps 1 
# I d l , x, y 
# . . . 
#Temps 2 
Format donnees: 
1 echantillon, 1 agent s u r d 





1 echantillon, 1 agent sur C1 




Figure 4.2 : L'interface dediee convertit le format de donnees des fichiers 
RoboCup dans le format (t, Id , x, y, c l , c2, ..., ck) requis. 
4 . 2 L 'espace des p r im i t i ves 
L'espace dont il est question ici consiste en un espace de haute 
dimensionnalite dans lequel il devient possible de decrire une trajectoire en 
terme de primitives gaussiennes. II s'agit de l'espace des primitives. La 
haute dimensionnalite de cet espace a pour objectif de favoriser la 
separabilite des observations afin de partitionner cet espace et ainsi reduire 
la dissimilitude entre I'infinite de trajectoires bidimensionnelles possibles. 
4.2 .1 Le pre t ra i tement : augmenter la dimensionnalite 
La principale operation de pretraitement a effectuer sur les donnees 
bidimensionnelles consiste a augmenter la dimensionnalite. La resolution 
temporelle des donnees doit notamment etre integree a ce processus. 
D'emblee, il est possible de penser a certaines caracteristiques intuitives 
telles que la longueur d'une primitive, sa duree ou sa direction resultante 
susceptibles d'etre pertinentes afin de caracteriser ladite primitive. Plus 
generalement, I'idee consiste a construire des histogrammes sur les 
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attributs relevant de la dynamique en considerant une fenetre temporelle de 
grandeur fixee. Les histogrammes, en cumulant quelques echantillons de 
suite, permettent alors de representer les attributs tels de petites 
distributions representatives de la primitive dans laquelle les echantillons se 
trouvent. 
Pour la couche continue C I , quatre histogrammes sont calcules : le premier 
sur la direction, les deux suivants sur les deplacements en x et en y, et le 
quatrieme sur la norme de la distance parcourue au carre. La resolution 
temporelle, pour etre consideree, devrait necessiter I'existence d'un 
histogramme sur les vitesses, or il est pertinent de remarquer ici que le 
traitement etant synchrone, I'intervalle de temps entre deux echantillons 
reste constant ce qui a pour effet de rendre I'histogramme sur les distances 
equivalent a un autre sur les vitesses. C'est plutot la presence ou non de 
donnees factices qui modifie I'apparence des histogrammes (et du statut 
bien sur). En d'autres termes, c'est la representation dimensionnelle utilisee 
en terme d'histogrammes qui fournit la base necessaire a I'integration de la 
notion de resolution temporelle. Le schema Simulink des operations de 
pretraitement est fourni a I'annexe 3. 
Le Tableau 4.1 resume la nouvelle base dimensionnelle definissant I'espace 
des primitives pour la couche CI . Les histogrammes peuvent suffire a definir 
la nouvelle base dimensionnelle ou encore etre juxtaposes aux attributs deja 
existants. L'attribut binaire indiquant le statut de I'echantillon est toujours 
ajoute a la fin. Afin de pouvoir comparer, les Tableau 4.2 et Tableau 4.3 
resumant I'equivalent pour les couches C2 et C3 sont aussi presentes. Dans 
le cas de C3, il est pertinent de noter que les histogrammes sur les 
intervalles de temps ecoules sont explicitement ajoutes puisqu'il n'existe 
plus d'autre information sur la dynamique. 
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Tableau 4.1 : Resume de la base dimensionnelle definissant I'espace des 
primitives pour la couche continue C I . 

















.,da,Axl,..,Axi,Ayx,..,Ayi,\\d\\ ,,..,||4 t,s) 
Position e M. selon la premiere dimension 
Position G M selon la seconde dimension 
#dim : 
k + 2 + a + 3/ +1 
&attributs supplementaires dans le format initial 
Histogramme des directions {a = 9) 
Histogramme des deplacements selon la 
Histogramme des deplacements selon la 
Histogramme des distances au carre 
Statut binaire de I'echantillon 
premiere dimension 
seconde dimension 
Tableau 4.2 : Resume de la base dimensionnelle definissant I'espace des 
primitives pour la couche discrete C2. 










,^1 , . . ,^ ,AX1 , . . ,AX,. ,A>;1 , . . ,A>; , . , |J | x,..,\\d\\ .,s) k + 2 + a + 3i + i 
Position selon la premiere dimension 
Position selon la seconde dimension 
A:attributs supplementaires dans le format initial 
Histogramme des directions (or = 4 si maille carree) 
Histogramme des deplacements selon la premiere dimension 
Histogramme des deplacements selon la seconde dimension 
Statut binaire de I'echantillon 
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Tableau 4.3 : Resume de la base dimensionnelle definissant I'espace des 












Identite de la zone logique 
Histogramme des zones 
.,Aty,s) 
G N courante 
parcourues 
Histogrammes des temps ecoules dans chacune 
Statut binaire de I'echantillon 
#dim 
k + U 
des j 
; 
u + 1)/ + 1 
zones 
4.3 Le modele graphique probabiliste (PGM) 
Les PGMs d'interet dans cette recherche sont le HMM et plus 
particulierement sa version hierarchique, le HHMM. L'objectif de cette 
section est de resumer les concepts principaux et les grandes idees derriere 
ces deux modeles. D'autres explications sur le lien etroit existant entre la 
topologie d'un BN et le calcul d'inference sont fournis a I'annexe 1. 
4.3.1 Le modele markovien cache (HMM) 
Les HMMs sont largement repandus et la litterature a ce sujet est fort 
complete (Bengio, 1999; Ghahramani, 2001; Murphy, 2002). II est question 
ici de rappeler a quel genre de questions un HMM peut repondre. Avant tout, 
il est pertinent de rappeler que les HMMs font partie de la famille des 
modeles d'espace d'etats (state space model, SSM) de la meme facon que 
les filtres de Kalman (KFM) et les systemes lineaires dynamiques (LDS), qui 
sont tous des exemples de processus stochastiques a temps discret. II 
convient generalement de faire I'hypothese d'invariance temporelle des 
parametres, c'est-a-dire que les parametres du modele restent les memes 
pour tout le processus. Les KFM et les LDS impliquent des etats continus et 
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se limitent generalement aux cas d'applications lineaires gaussiens. A 
I'oppose, les HMMs impliquent des etats discrets et peuvent etre pergus 
comme I'extension dynamique des modeles de melange. Puisqu'un modele 
de melange (de gaussiennes) a le potentiel de modeliser une distribution 
quelconque moyennant un nombre de degres de liberte suffisant, les HMMs 
sont largement applicables. Un HMM est souvent interprets comme un 
automate stochastique dont la dynamique est non lineaire moyennant une 
matrice de transition appropriee. En supposant qu'il y ait D entites (e.g. D 
niveaux d'abstraction d'un but) pouvant prendre K valeurs, un HMM aura 
alors KD etats possibles et il y aura K2D parametres uniquement pour la 
matrice de transition. 
Plus specifiquement, une sequence d'observations discretes ou continues 
(eM afin de simplifier la notation) yl.T={yl,y2,-,yl,—,yT}
 e s t produite a 
partir d'une sequence markovienne cachee d'etats discrets QlT. La jointe est 
i>(Y1:r,Q1:r) = P(Y{ IQOPCQ,)]!/^ \Qt)P(Q, |QM) 
t=2 
et peut se calculer avec I'algorithme de Baum-Welch (forward-backward 
algorithm) qui est un cas particulier de I'algorithme de propagation de la 
croyance mentionne a I'annexe 1. 
Generalement, pour une sequence d'observations yl:l ou I'observation 
courante se situe a I'instant t, on cherche a evaluer P(Qt\y{.T) (i.e. I'etat de 
la croyance dans le DBN ou belief state) avec r = t, r<t ou r>t. II en 
resulte diverses taches d'inference dont les distinctions sont enoncees ci-
dessous. 
A. Filtrage {filtering} 






soit une etape dite « de prediction » P(Qt\yu.i) et une autre dite « de mise 
a jour» P(Q,\yi:t) • En repetant ces operations a chaque nouvelle 
observation, il en resulte un traitement de filtrage en-ligne. 
f :moment de I'inference 
• observations disponibles 
Figure 4.3 : Representation schematique de la tache de filtrage. 
B. Prediction {prediction) 
Dans ce cas, z<t, c'est-a-dire que r = t-h ou h represente un pas d'une 
certaine grandeur dans le futur. En marginalisant sur la prediction qui est 
faite de I'etat cache Qt+hl il devient possible de predire de nouvelles 
observations de la fagon suivante 
P(X+h = y\yJ = E^(Y,+A = y\Qt+h)P(Ql+h \yht) 
1" :moment de I'inference 
• :observations disponibles 
' t+h 
Figure 4.4 : Representation schematique de la tache de prediction. 
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C. Lissage {smoothing) 
Dans ce cas, r>t et il est plutot question d'estimer un etat passe Q, 
considerant toutes les evidences existantes. II existe deux formes de 
lissage : le lissage a retard fixe {fixed-lag smoothing) et le lissage a 
intervalle fixe {fixed-interval smoothing ou offline smoothing). 
t : moment de I'inference T : moment de I'inference 
. £3 :observations disponibles . . |§ :observations disponibles 
— — — — — — _^ 
Figure 4.5 : Representation schematique du lissage a retard fixe (a) et du 
lissage a intervalle fixe (b). 
Dans le premier cas, r = t + l ou / represente un pas d'une certaine 
grandeur dans le passe. Ainsi, la tache d'inference se resume a calculer 
P(Qt-,\y,<)-
Dans le second cas, le calcul d'inference est applique systematiquement 
sur des sequences d'observations de longueur fixee. En considerant une 
sequence comme etant I'ensemble des observations existantes, la tache se 
resume a calculer P(Qt\yhT) qui est essentiellement utilise pour effectuer 
I'apprentissage du modele. 
D. Explication la plus probable (Viterbi decoding) 
II s'agit ici d'une application de la programmation dynamique permettant 
de deduire quelle realisation qyi de la sequence cachee Q,.r est la plus 
susceptible d'expliquer la sequence yl:T d'observations. 
q\.T = a rgmax^ P(QhT = ql:T \y1:T) 
= argmax ? r P(Q,T = qx.s,yx.j) 
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Une representation schematique de cette tache est illustree a la Figure 4.6 
ou la sequence la plus vraisemblable d'etats caches ressort parmi la 
multiplicity des sequences possibles. 
Figure 4.6 : Representation sous forme de treillis de toutes les sequences 
possibles dans I'espace des etats caches et, en vert, de la sequence la plus 
vraisemblable etant donne une sequence d'observations. 
4 .3 .2 Le modele markovien cache hierarchique (HHMM) 
Tel que mentionne par Murphy (2001), un HHMM est un automate 
stochastique qui se distingue du HMM par le fait que les etats peuvent 
produire des sequences d'observations en plus des observations singulieres. 
Les etats produisant des observations singulieres sont dits « etat de 
production » alors que ceux produisant des sequences sont dits « etat 
abstrait ». Chaque etat abstrait represente un sous-HHMM pouvant appeler 
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recursivement d'autres sous-HHMMs creant ainsi une pile d'appels 
imbriques. Lorsque qu'un sous-HHMM parvient a sa fin, le controle est 
retourne a I'etat abstrait ayant appele le sous-HHMM en question. Ainsi, tant 
qu'un sous-HHMM est en cours devaluation, I'ensemble des etats abstraits a 
I'origine de ce sous-HHMM (i.e. le contexte d'appel) est memorise. 
Un HHMM peut se representer sous la forme d'un DBN tel que represents a 
la Figure 4.7. En conservant une notation analogue a celle introduite a la 
section 4.3.1 pour le HMM, I'etat de la croyance dans le HHMM s'ecrit 
P($D\y») = P($,~,Q?\y») of Q;D ={Q;,...,Qf,...,Qf} represente 
I'empilement du contexte, Qf represente la variable cachee du niveau 
d'abstraction d a I'instant t, ¥f represente un indicateur de terminaison sur 
la sequence Qf, et yyt represente la sequence d'observations. II est 
important de remarquer que le premier niveau de la hierarchie (d = \), c'est-
a-dire la racine de la hierarchie, se situe au haut du DBN alors que le dernier 
niveau (d = D), c'est-a-dire le niveau des etats de production, se situe au 
bas du DBN. 
Un HHMM peut etre converti en un HMM simplement en creant un etat pour 
chaque configuration possible de I'empilement du contexte Qj:£>. Le HMM 
aura alors KD etats possibles en supposant que chaque variable Qf puisse 
prendre K valeurs. 
Le HHMM presente toutefois I'avantage de factoriser I'espace des etats en D 
espaces a K partitions, les partitions d'un niveau « appelant » celles des 
niveaux inferieurs. C'est precisement ce que les aretes orientees vers le bas 
entre les variables Q indiquent a la Figure 4.7. Par exemple, le premier 
niveau divise I'espace en K partitions parmi lesquelles une autre est 
subdivisee en K plus petites partitions au second niveau, I'une desquelles 
est a nouveau subdivisee K fois au dernier niveau. Un HHMM presente done 
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les avantages d'un arbre de decision dont les decisions a un temps t 
dependent de celles de I'arbre a I'instant precedent. Dans le cadre de ce 
travail, la topologie du DBN est simplified a celle representee a la Figure 4.8 
afin de reduire le nombre de parametres de sorte que les etats d'un niveau 
ne dependent que des etats des niveaux adjacents. 
Figure 4.7 : Representation DBN d'un HHMM a 3 niveaux. 
o o o o 
Figure 4.8 : HHMM a 3 niveaux dependant uniquement du niveau parent. 
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II est aussi possible de representer la topologie d'un DBN (i.e. le type et le 
nombre d'etats et les relations d'interdependance) a partir de son 
diagramme de transition tel qu'illustre a la Figure 4.9. Dans le cas du HHMM, 
le diagramme de transition correspond a un arbre dont les sous-structures 
peuvent (potentiellement) etre reutilisees, c'est-a-dire que plusieurs etats 
abstraits peuvent appeler un meme sous-HHMM. Cependant, si aucune 
contrainte n'est ajoutee a la structure, rien n'empeche des etats a divers 
niveaux de changer a un meme instant, ce qui n'est clairement pas une 
eventualite envisageable si le contexte d'appel d'un sous-HHMM doit etre 
memorise jusqu'a la fin de ce dernier. C'est precisement pour cette raison 
que les variables F existent. F? est une variable binaire indiquant que le 
HMM au niveau d passe dans son etat final a I'instant / (Ff =\) ou que le 
HMM est toujours en cours devaluation (Ff =0) . Les aretes orientees vers le 
haut entre les variables F forcent les niveaux du haut a evoluer plus 
lentement que les niveaux du bas. En d'autres termes, un etat Qf ne peut 
changer tant que la sequence d'etats Qf+1 du niveau inferieur n'est pas 
terminee. II est interessant de remarquer que si F / = l , alors Ff =1 pour 
d'>d, c'est-a-dire que le HMM du niveau d est en cours devaluation et que 
tous les HMMs des niveaux inferieurs sont termines. Ainsi, le nombre de 
variables F = 0 permet de representer la hauteur effective du contexte 
d'appel courant. 
En somme, le DBN de la Figure 4.8 est utilise dans ce travail (avec deux ou 
trois niveaux) pour reconnaitre des primitives (niveau 3) et des patrons de 
primitives (niveaux 1 et/ou 2) a partir d'observations en haute dimension 
traitees selon la technique decrite a la section 4.2.1. Ainsi, pour chaque 
nouvelle observation Yt , I'identite Q,
3 de la primitive gaussienne multi-
variee qui en est a I'origine est inferee. C'est done le dernier niveau de la 
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hierarchie (niveau 3 dans ce cas-ci) qui detecte les changements de 
primitives dans le temps, or ces changements sont directement lies a la 
qualite des observations. Afin de minimiser les transitions superflues 
possiblement dues a des observations atypiques, une amelioration peut etre 
apportees en ajoutant un modele de segmentation en-ligne a I'entree du 
DBN. Ce modele de segmentation est discute a la prochaine section et a 
pour but de detecter directement les primitives de sorte que les 
observations ne correspondent plus aux echantillons d'une primitive mais 
plutot a I'identite de cette derniere. 
Figure 4.9 : Diagramme de transition representant la topologie d'un HHMM 
a trois niveaux. Les noeuds representent les etats alors que les fleches 
representent les transitions possibles. L'epaisseur d'une fleche est 
proportionnelle au poids de sa probability. Le premier niveau possede un 
seul etat, le second, quatre alors que le dernier niveau en a cinq. I I est 
pertinent de remarquer I'existence de I'etat « E » indiquant la fin d'une 
sequence d'etats et le retour a son etat parent. Cette forme de contrainte 
est due a I'existence des variables F dans le DBN. 
60 
4.4 Le modele de segmentation en-ligne 
Le HHMM est theoriquement en mesure d'inferer les activities d'un agent 
mobile a partir des primitives reconnues via un modele d'observation 
gaussien. Alors pourquoi considerer I'ajout d'un modele de segmentation? 
En premier lieu, un modele de segmentation permet de reduire la charge de 
calcul sur le HHMM puisqu'en specifiant les limites des primitives, le nombre 
d'inferences a effectuer sur le HHMM diminue. En effet, une seule inference 
au moment correspondant a la jonction entre deux primitives peut produire 
les memes resultats qu'une inference a chaque nouvel echantillon. Si le 
modele de segmentation est efficace (en terme de cout de calcul), le 
processus de segmentation devrait etre moins couteux qu'une segmentation 
et/ou classification a partir du DBN. 
En second lieu, un modele de segmentation pourrait permettre de 
caracteriser les donnees en entree et de les modeliser sous forme de 
distribution probabiliste, fournissant du coup un judicieux a priori pour 
limiter le sur-apprentissage au niveau du modele d'observation. 
En troisieme lieu, un modele de segmentation pourrait servir a reduire la 
dimensionnalite des donnees et ainsi filtrer le bruit avant le modele 
d'observation. 
Le modele de segmentation en-ligne repose sur le paradigme de la reduction 
de la dimensionnalite a partir de techniques simples et efficaces (en terme 
de cout de calcul) telles que I'analyse en composantes principales (PCA) et 
sa version probabiliste (PPCA). II s'agit de deux techniques aptes a detecter 
des varietes affines dans un espace de haute dimensionnalite tel que 
I'espace des primitives (cf. details a I'annexe 2). Ainsi, I'idee est d'utiliser la 
similarite des varietes affines comme critere de base pour la detection de 
primitives. Les primitives ne sont done pas de longueur ou de duree fixe, 
mais plutot regroupees en fonction de leur uniformite/similarite. 
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Dans le cas de PCA, deux criteres d'uniformite sont considered : 
Critere d'uniformite (dimensionnalite) :« une transition d'une primitive a une 
autre coincide avec la donnee ou, pour une dimensionnalite M fixee, 
I'erreur augmente significativement. » 
Critere d'uniformite (base vectorielle) : « une transition d'une primitive a 
une autre coincide avec la donnee ou, pour une base vectorielle fixee, 
I'erreur augmente significativement. » 
Le nombre de compartiments dans les histogrammes introduits dans le 
pretraitement affecte directement la dimensionnalite de I'espace des 
primitives et, par consequent, s'avere primordial dans le processus de 
segmentation en-ligne. Un nombre de compartiments trop petit limite le 
discernement des primitives alors qu'un nombre trop grand est sujet a la 
malediction de la dimensionnalite et ouvre la porte au sur-apprentissage. 
Les travaux considered dans cette section sont bases sur les modeles de 
segmentation presentes dans Barbie et al. (2004). Le modele PPCA est 
presente dans Tipping & Bishop (1999) alors que des developpements 
similaires sont introduits par Roweis (1998) sous le nom de PCA 
« sensible ». 
4.4.1 Technique de segmentation PCA (critere dimensionnalite) 
Ce modele de segmentation en-ligne utilise PCA et le critere d'uniformite sur 
la dimensionnalite. L'idee derriere le modele reside dans le fait qu'une 
primitive uniforme peut s'exprimer dans une base de dimensionnalite fixee 
tant et aussi longtemps que I'erreur generee par I'arrivee de nouvelles 
donnees augmente lineairement lorsqu' evaluee avec PCA dans cette meme 
dimensionnalite. Un changement de complexite dans la primitive devrait etre 
reflete par un changement de dimensionnalite, done par une variation 
significative de I'erreur. 
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Le fonctionnement de I'algorithme est sommairement decrit dans les 
paragraphes qui suivent. Un diagramme fonctionnel complet (en anglais) est 
fourni a I'annexe 2. 
Une primitive est formee d'un ensemble d'echantillons successifs dans le 
temps. Un nouvel echantillon est ajoute a la primitive tant que I'erreur 
calculee augmente lineairement. 
Une primitive doit contenir un minimum de k echantillons avant que PCA 
puisse etre appliquee et un minimum de / (avec l<k) echantillons 
supplementaires pour calculer une statistique permettant de detecter une 
coupure. Par consequent, les primitives doivent toutes avoir une longueur 
minimale de k + l echantillons. 
A la &ieme iteration, les valeurs propres A. ,j = \,...,M sont utilisees pour 
trouver la dimensionnalite M' la plus petite pour laquelle le ratio (4.1) est 
inferieur a une valeur r ( 0 < r < l ) . A chaque iteration i>k, PCA est 
reevaluee et la somme des erreurs au carre ssej est calculee en utilisant 
I'expression (9.6). 
Selon I'hypothese principale derriere ce modele, la derivee discrete 
dssel = ssej -sset_, devrait etre quasi-constante (avec de petites oscillations 
autour de la moyenne) pour une primitive uniforme. Une coupure est 





4.4.2 Technique de segmentation PCA (critere base vectorielle) 
Ce modele de segmentation en-ligne utilise PCA et le critere d'uniformite de 
la base vectorielle. L'idee derriere le modele reside dans le fait qu'une 
primitive uniforme peut etre representee par une variete dans une base de 
haute dimensionnalite. Ainsi, une base fixee est appropriee pour representer 
une primitive tant et aussi longtemps que I'erreur generee par I'arrivee de 
nouvelles donnees augmente lineairement lorsqu'evaluee avec PCA dans 
cette meme base. Un changement de complexite dans la primitive devrait 
etre reflete par une rotation de la base voire meme un changement de 
dimensionnalite, done par une variation significative de I'erreur. 
Le fonctionnement de I'algorithme est similaire a celui decrit a la section 
precedente a la difference qu'a la &ieme iteration, la base vectorielle est 
fixee avec PCA en plus du calcul des valeurs propres. A chaque iteration 
i>k, les echantillons sont projetes dans la nouvelle base vectorielle et les 
M-(M'+1) dernieres coordonnees reduites de chaque donnee sont utilisees 
pour calculer I'erreur de reconstruction ssej qui, dans ce cas-ci, est calculee 
a partir de I'expression suivante 
sse = —y x - x 
r\ /L^n=\..N\\ 
]N M (4-2) 
^ n=\ i=M'+\ 
ou x",n = l,...,N est le «ieme echantillon xeK f l parmi un ensemble en 
contenant un total deiV et a" et bi sont respectivement definis par les 
expressions (9.4) et (9.3). Un diagramme fonctionnel complet (en anglais) 
est fourni a I'annexe 2. 
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4.4.3 Technique de segmentation PPCA 
Ce modele de segmentation en-ligne utilise la version probabiliste de PCA 
pour caracteriser les echantillons par un modele probabiliste gaussien. L'idee 
derriere le modele (de segmentation) reside dans le fait qu'une primitive 
uniforme peut etre representee par une distribution gaussienne multi-variee 
dont les dimensions superflues (les composantes ne figurant pas comme 
« principales » au sens PCA) sont remplacees par un bruit (variance 
spherique). II s'agit done d'un critere d'uniformite sur la distribution 
gaussienne (done implicitement sur la dimensionnalite et la base vectorielle) 
permettant d'estimer la vraisemblance d'un nouvel echantillon d'appartenir a 
ladite distribution. La distribution reste appropriee pour decrire un certain 
nombre d'echantillons tant et aussi longtemps que la statistique 
d'appartenance a la distribution, e'est-a-dire la distance de Mahalanobis 
moyenne (definie plus bas) des echantillons par rapport a la distribution, 
est inferieure a un certain seuil. 
Le fonctionnement de I'algorithme est sommairement decrit dans les 
paragraphes qui suivent. Un diagramme fonctionnel complet (en anglais) est 
fourni a I'annexe 2. 
Une primitive est formee d'un ensemble d'echantillons successifs dans le 
temps. Le modele probabiliste est evalue a chaque fois qu'un certain nombre 
d'echantillons est atteint tant et aussi longtemps qu'aucune coupure n'est 
inseree. La statistique d'appartenance a la distribution est la distance de 
Mahalanobis H telle que 
1 ^.+"j 
H = —Y(xn-T)TC-i(xn-x) (4.3) 
ou k est le nombre d'echantillons ayant servi a evaluer le modele 
probabiliste et x et C sont respectivement la moyenne et la matrice de 
covariance du modele probabiliste gaussien. La matrice de covariance peut 
etre calculee comme suit 
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C = UAUT (4.4' 
k-l 
a partir de la matrice U dont les colonnes ordonnees selon les valeurs 
propres decroissantes representent les vecteurs propres de la nouvelle base 
et de la matrice diagonale Adont les M ' premieres valeurs sur la diagonales 
representent les M ' principales valeurs propres decroissantes de 2 et les 
autres (M-M') valeurs sur la diagonale sont remplacees par un bruit 
spherique X equivalent a la moyenne des valeurs propres ecartees 
1 M 
X = V X (4.5' 
II faut un minimum de m echantillons pour calculer la statistique enoncee 
en (4.3). Prealablement, un minimum de m echantillons est aussi 
necessaire pour evaluer le modele probabiliste, c'est-a-dire pour calculer la 
moyenne x et la covariance C. La procedure pour determiner la 
dimensionnalite M ' optimale fait appel au ratio (4.1) de la meme fagon que 
dans les modeles de segmentation bases sur PCA. 
Ainsi, les m premiers echantillons servent a la premiere evaluation du 
modele probabiliste et les m echantillons qui suivent permettent de calculer 
la premiere statistique. 
Le modele probabiliste est reevalue avec inc echantillons supplementaires 
(ou inc est environ 5-10% de m) et la statistique est reevaluee avec les m 
echantillons qui suivent. Le tout est repete tant que la statistique ne 
depasse pas un certain seuil. 
Pour une primitive de longueur L, la statistique atteint un maximum lorsque 
les L echantillons ont servi a evaluer le modele probabiliste et que les m 
echantillons qui suivent (soient les m premiers de la nouvelle primitive) 
servent a calculer la statistique. Avec les inc echantillons suivants, le 
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modele commence a accommoder la nouvelle primitive et une coupure est 
inseree. A I'inverse, la statistique tend vers son minimum lorsque le modele 
probabiliste est a son plus precis, c'est-a-dire evalue avec les ~L-m 
derniers echantillons (les echantillons utilises pour evaluer la statistique font 
toujours partie de la meme distribution). II va done de soi que la longueur 
minimale d'une primitive soit L = 2m. 
Selon I'hypothese d'uniformite de la distribution derriere ce modele, 
devolution de la statistique dans le temps devrait passer par un minimum 
local puis par un maximum. Si la difference entre les deux extremes 
depasse le seuil fixe (en terme de nombre d'ecarts-types), alors une 
coupure est introduite. S'il advient que la statistique passe par plusieurs 
minima et/ou maxima locaux, alors il est probable que les hyper-parametres 
m et inc soient trop grands ou que les primitives ne soient pas gaussiennes. 
Tous les aspects necessaires a I'edification du modele d'activite ont ete 
abordes. La modelisation multi-resolutions, I'espace des primitives, les 
operations de pretraitement, les bases theoriques derrieres les BNs, HMM et 
HHMM et les modeles de segmentation en-ligne ont tous ete exposes. La 
methodologie d'experimentation est explicitee au chapitre suivant puis 
suivent les diverses experimentations aux chapitres 6 et 7. 
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CHAPITRE 5 : « LE PLAN DE MATCH » 
La methodologie d'experimentation est ici presentee selon deux approches 
distinctes : I'une dans laquelle le PGM est utilise seul, c'est-a-dire 
directement sur I'ensemble des echantillons, et I'autre dans laquelle le PGM 
est utilise conjointement avec le modele de segmentation en-ligne 
presentant les meilleurs resultats lors de tests prealables. Dans les deux 
approches, trois contextes d'application sont considered. Ces contextes 
d'application sont d'abord introduits. 
5.1 Les trois contextes d'application 
Trois contextes d'application ont ete modelises afin de pouvoir tester le 
modele d'activite par paliers, c'est-a-dire dans des contextes dont la 
complexite augmente a chaque fois. Les trois contextes d'application sont 
detailles dans les sections qui suivent. 
Des sequences aleatoires de primitives gaussiennes et de primitives de type 
trajectoire bidimensionnelle sont considerees dans les deux premiers 
contextes d'application. Finalement, des trajectoires bidimensionnelles 
provenant de reelles competitions RoboCup sont utilisees dans le troisieme 
contexte d'application. 
Dans les deux premiers contextes d'application, les sequences sont generees 
a partir de premisses connues afin que les resultats puissent etre valides. Le 
troisieme contexte se veut plus descriptif et exploratoire puisqu'il n'existe 
aucune information disponible quant aux resultats desires. 
5.1.1 Sequences (abstraites) de primitives gaussiennes 
Dans ce contexte d'application, un generateur aleatoire de primitives 
gaussiennes multi-variees permet de generer des sequences afin de 
caracteriser la performance du PGM en situation ideale et de valider 
aisement le modele de segmentation en-ligne. 
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En effet, puisque le modele d'observation du PGM est gaussien et que le 
modele de segmentation, PCA ou PPCA, repose sur des premisses ou des 
proprietes qui relevent aussi des gaussiennes, 1'utilisation de primitives 
generees directement a partir de distributions gaussiennes multi-variees 
devrait permettre aux modeles d'atteindre leur performance optimale. Par 
consequent, les sequences generees sont necessairement abstraites et ne 
correspondent pas a des primitives provenant de reelles trajectoires 
bidimensionnelles. 
Le generateur est congu de sorte qu'il est possible de tout generer 
aleatoirement ou encore de specifier certaines premisses telles que la 
dimensionnalite, le nombre de primitives, les divers parametres des 
gaussiennes (exactement comme un melange de gaussiennes, i.e. poids 
statistique, centre et covariance), les bornes sur la longueur de chaque 
primitive, le patron de la sequence, etc. Un exemple, illustre a la Figure 5.1, 
represente quatre (4) sequences d'environ 200 echantillons generes a partir 
de patrons quelconques formes d'au plus quatre (4) primitives 
tridimensionnelles parmi une possibility de cinq (5). 
De plus, le pretraitement en haute dimension est omis, permettant du coup 
d'eliminer une autre source d'indetermination. En effet, I'objectif du 
pretraitement est d'enrichir la dimensionnalite afin d'obtenir des varietes 





Figure 5.1 : Quatre sequences d'environ 200 echantillons provenant de 
patrons quelconques impliquant au plus quatre primitives gaussiennes 
tridimensionnelles parmi une possibility de cinq. 
5.1.2 Sequences (aleatoires) de primitives 2D 
Dans ce contexte d'application, un generateur aleatoire de primitives de 
type trajectoire permet de generer des trajectoires bidimensionnelles dont 
les premisses sont connues afin de valider le PGM et le modele de 
segmentation en-ligne. Puisqu'il s'agit ici de trajectoires bidimensionnelles, 
le pretraitement en haute dimension doit etre applique aux echantillons 
generes. 
Le generateur est congu de sorte qu'il est possible de generer des primitives 
de sept types differents : « immobile », « rectiligne a Vitesse constante », 
« rectiligne avec acceleration », « rectiligne avec deceleration », « curviligne 
dans le sens horaire », « curviligne dans le sens antihoraire » ou 
« aleatoire ». 
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Dans chaque cas, un bruit gaussien est toujours ajoute a la trajectoire. II est 
aussi possible de specifier certaines premisses telles que les bornes sur la 
longueur de chaque primitive, le patron de la sequence, la vitesse moyenne, 
la vitesse maximale, la frequence d'echantillonnage, etc. Deux exemples 
representant sept (7) trajectoires d'environ 200 echantillons generes a partir 
de deux (2) patrons distincts sont illustres aux Figure 5.2 et Figure 5.3. 
Figure 5.2 : Sept trajectoires bidimensionnelles d'environ 200 echantillons 
provenant du patron de primitives de type trajectoire « immobile », 
« rectiligne a vitesse constante », « curviligne dans le sens horaire », 
« curviligne dans le sens antihoraire », « rectiligne avec acceleration » et 
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Figure 5.3 : Sept trajectoires bidimensionnelles d'environ 200 echantillons 
provenant du patron de primitives de type trajectoire « aleatoire », 
« curviligne dans le sens horaire », « immobile » et « curviligne dans le 
sens antihoraire ». 
5.1.3 Trajectoires reelles (RoboCup) 
Dans ce contexte d'application, les trajectoires bidimensionnelles de joueurs 
de soccer robotises prenant part a une competition de la ligue de simulation 
de RoboCup sont directement utilisees. Aucune connaissance a priori n'est 
disponible de sorte que les resultats ont une portee exploratoire et 
descriptive. Les modeles considered dans ce contexte d'application doivent 
necessairement etre prealablement valides dans les deux autres contextes 
d'application. Puisqu'il s'agit ici de trajectoires bidimensionnelles, le 
pretraitement en haute dimension doit etre applique aux echantillons 
observes. 
Figure 5.4 : Trajectoire bidimensionnelle d'un joueur de soccer robotise 
durant une partie complete d'une competition RoboCup. 
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Figure 5.5 : Trajectoire bidimensionnelle d'un gardien de but robotise 
durant une partie complete d'une competition RoboCup. 
73 
-60 -40 -20 0 20 40 60 
Figure 5.6 : Trajectoire bidimensionnelle du ballon durant une partie 
complete d'une competition RoboCup. 
Les Figure 5.4, Figure 5.5 et Figure 5.6 represented respectivement les 
trajectoires bidimensionnelles d'un joueur, du gardien et du ballon pendant 
une partie complete. 
5.2 Methodologie de t e s t : PGM seul 
II convient maintenant de decrire la methodologie de test pour le PGM 
lorsque I'ensemble des echantillons lui est presente en-ligne, c'est-a-dire les 
uns apres les autres sans aucune segmentation prealable et ce, pour chacun 
des trois contextes d'application introduits ci-dessus. Le modele 
d'observation du PGM est continu de type gaussien conditionnel. Les 
matrices de covariance des composantes gaussiennes sont considerees 
completes (par opposition aux matrices diagonales ou spheriques). 
De fagon generale, la methodologie est divisee en cinq sections : « objectif 
general », « situation », « strategie de test », « methode de test » et 
« resultats attendus ». 
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5.2.1 Sequences (abstraites) de primitives gaussiennes 
Objectif general Verifier la capacite d'un HMM et d'un HHMM a trouver 
I'explication la plus probable de sequences de primitives gaussiennes et 
decrire les CPT obtenus. 
Situation II est d'abord pertinent de verifier qu'un HHMM parvient au 
minimum aux memes resultats qu'un HMM. De plus, sachant que des 
sequences (abstraites) sont generees selon des patrons connus contenant 
un sous-patron lui aussi connu, un HHMM est-il plus susceptible de 
reconnaitre les sous-sequences qu'un HMM? Puisque les primitives 
gaussiennes sont connues, le pretraitement en haute dimension est court-
circuite. 
Strategie de test Considerer un HMM et un HHMM, la topologie du HHMM 
etant identique au HMM mais avec un niveau de plus. Comparer les deux 
modeles sur les memes sequences. 
Pour chaque sequence de test, trouver I'explication la plus probable (du 
dernier niveau) avec Viterbi. Coter le PGM en terme du pourcentage de la 
sequence correctement reconnu. Aussi, pour chaque couche cachee, 
calculer la marginale P(Qt\ylT) pour \<t<T ou y1:r represents la sequence 
des echantillons dans I'espace des primitives jusqu'a I'instant t. 
Methode de test Pour chaque PGM, considerer 25 sequences de longueur 
variable (entre 60 et 150 echantillons) generees a partir de primitives 
gaussiennes. Ces sequences contiennent entre trois (3) et cinq (5) 
primitives parmi lesquelles il doit y avoir une (1) realisation d'un sous-
patron de trois (3) primitives pour 75-80% des sequences. Fixer le nombre 
d'etats a quatre (4) pour le dernier niveau des PGMs. Fixer le nombre 
d'etats du niveau superieur a deux (2). Considerer des dimensionnalites de 
trois (3) et 50. EntraTner avec ces 25 sequences. Puisque I'algorithme EM 
est sensible aux minima locaux, envisager plusieurs repetitions avec 
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differentes valeurs d'initialisation. Pour ce faire, initialiser les moyennes 
des gaussiennes a partir d'un sous-ensemble d'echantillons. Tester avec 
cinq (5) nouvelles sequences issues du generateur. 
Resultats attendus Les deux PGMs devraient etre en mesure de 
reconnaitre la presque totalite des primitives. Le HHMM devrait etre en 
mesure reconnaftre I'existence d'un sous-patron via le niveau hierarchique 
supplemental . 
5.2.2 Sequences (aleatoires) de primitives 2D 
II s'agit ici de la meme methodologie qu'a la section precedente, a la 
difference qu'il doit y avoir un pretraitement en haute dimension puisqu'il 
s'agit de sequences de type trajectoire bidimensionnelle. Des primitives 
dont la longueur varie entre 80 et 150 echantillons sont considerees. 
Resultats attendus Les deux PGMs devraient avoir un rendement moins 
eleve qu'avec les primitives gaussiennes. L'explication la plus probable 
devrait etre plus bruitee etant donne la presence d'etats atypiques 
(outliers) provenant probablement de primitives quasi gaussiennes voire 
meme non gaussiennes. La grande dimensionnalite obligee (d'environ 50) 
des echantillons pourrait engendrer un sur-apprentissage qui devrait etre 
rectifie par un ajustement du modele bayesien. 
5.3 Methodologie de t e s t : PGM avec modele de segmentation 
en-ligne 
II convient maintenant de decrire la methodologie de test pour le PGM 
lorsqu'utilise avec le modele de segmentation en-ligne, c'est-a-dire sur des 
primitives deja segmentees et ce, pour chacun des trois contextes 
d'application introduits ci-dessus. La methodologie est divisee de la meme 
fagon qu'a la section precedente. 
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5.3.1 Sequences (abstraites) de primitives gaussiennes 
A. Le modele de segmentation seul 
Objectif general Verifier la capacite des modeles de segmentation PCA 
(critere de dimensionnalite et de la base vectorielle) et PPCA a trouver 
correctement le commencement et la fin des primitives dans des 
sequences de primitives gaussiennes. 
Situation Afin de valider I'aptitude des modeles de segmentation en-ligne 
a correctement segmenter des sequences de primitives sans avoir besoin 
de specifier les coupures manuellement et aussi afin d'eliminer les 
indeterminations pouvant provenir du pretraitement en haute dimension, il 
convient d'utiliser un generateur de quelconques sequences (abstraites) 
generees selon des patrons connus. 
Strategie de test Considerer les trois modeles de segmentation en-ligne 
et explorer diverses valeurs d'hyper-parametres pour chaque modele. 
Coter les modeles de segmentation par un taux de detection (rapport du 
nombre de primitives detectees sur le nombre total de primitives a 
detecter) et un taux de succes (rapport du nombre de primitives 
correctement detectees sur le nombre total de primitives detectees). 
Calculer a partir de ces deux taux le taux de primitives detectees. Soient 
nprim le nombre de primitives distinctes a detecter dans la sequence, 
ncuts le nombre de detections/coupures, et nsuccess le nombre de 
detections (ou coupures) valides, c'est-a-dire se situant dans une fenetre 
de n echantillons autour de la jonction entre deux primitives, alors le taux 
(ratio) de detection est 
Rc=!^L ( 5 . i ; 
nprim 
et le taux (ratio) de succes est 
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nsuccess . . . 
ncuts 
Le taux de primitives detectees est 
KR^nsucces^ (|_ 3 ) 
Le score du modele est alors defini par I'expression (5.4) comme une 
valeur entre 0 et 1 ou I'unite indique le meilleur modele, c'est-a-dire celui 
avec le plus de detections valides et limitant le nombre de detections 
superflues. 
2(RR) K c s> s i# >0etff >0 
score=< Rc+Rs
 c s (5.4) 
0 , sii? =0et/oui? =0 
Situer les modeles testes par rapport a une segmentation a temps fixe 
frequente et une autre peu frequente. 
Methode de test Pour chaque type de modele, considerer environ cinq 
(5) configurations d'hyper-parametres judicieusement choisis (i.e. choisis 
relativement a une premiere phase exploratoire). Generer dix (10) 
sequences de quatre (4) primitives gaussiennes multi-variees (environ 150 
echantillons par primitive) dans des espaces a 25 et 70 dimensions. 
Considerer le cas ou les primitives gaussiennes sont clairement eloignees 
les unes des autres (i.e. separees d'au moins 2,6 ecarts-types) et le cas ou 
elles se chevauchent (i.e. separees d'environ 1 ecart-type). Considerer le 
cas ou toutes les primitives ont un nombre equivalent de composantes 
principales et le cas ou le nombre de composantes principales est variable. 
Resultats attendus De fagon generale, tous les modeles testes devraient 
avoir un rendement superieur aux resultats obtenus par une segmentation 
a temps fixe. Les modeles segmentation de type PCA devraient toutefois 
avoir de la difficulte a distinguer des primitives ayant un nombre 
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equivalent de composantes principales ou des composantes principales 
« orientees » selon les memes dimensions. Le modele de segmentation de 
type PPCA devrait etre moins affecte par ce genre de contraintes. Puisqu'il 
s'agit d'une application du cas ideal gaussien, les divers modeles devraient 
avoir un rendement optimal, plus particulierement dans le cas PPCA. 
B. Le PGM avec le modele de segmentation 
II s'agit ici de la meme methodologie qu'a la section 5.2.1 a la difference 
que les echantillons ne sont pas traites un a un dans le PGM (seul le HHMM 
est considere ici), mais plutot globalement lors d'un changement de 
primitives. Ainsi, si une sequence contient quatre primitives, alors le PGM 
traitera uniquement quatre observations (plutot que plusieurs centaines, 
voire plusieurs milliers), I'observation etant le resultat d'une classification 
prealable a partir de tous les echantillons d'une meme primitive. Le 
modele d'observation du PGM est done discret (i.e. CPT ou CPD 
multinomiale). Afin de rester dans le meme paradigme et par simplicity, un 
classificateur bayesien naif est utilise pour cette tache. Toutefois, tout 
autre classificateur capable d'un minimum de calculs a I'execution, 
notamment dans le paradigme des approches discriminatives, pourrait etre 
plus approprie pour cette tache. 
5.3.2 Sequences (aleatoires) de primitives 2D 
A. Le modele de segmentation seul 
II s'agit ici de la meme methodologie qu'a la section precedente (5.3.1 A), 
a la difference qu'il doit y avoir un pretraitement en haute dimension 
puisqu'il s'agit de sequences de type trajectoire bidimensionnelle. 
Resultats attendus De facon generale, les modeles segmentation de type 
PCA devraient avoir de la difficulty a distinguer des primitives ayant un 
nombre equivalent de composantes principales ou des composantes 
principales « orientees» selon les memes dimensions comme, par 
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exemple, une trajectoire circulaire et un attracteur immobile. Le modele de 
segmentation de type PPCA devrait etre moins affecte par ce genre de 
contraintes et etre plus robuste a un tel contexte d'application. Cependant, 
puisqu'il s'agit d'un contexte d'application de type trajectoire 
bidimensionnelle avec pretraitement en haute dimension, le rendement 
des divers modeles devrait est moindre que dans le cas de primitives 
gaussiennes, surtout si la normalite des primitives est compromise. 
B. Le PGM avec le modele de segmentation 
II s'agit ici de la meme methodologie qu'a la section 5.2.1 a la difference 
qu'il doit y avoir un pretraitement en haute dimension puisqu'il s'agit de 
sequences de type trajectoire bidimensionnelle et que les echantillons ne 
sont pas traites un a un dans le PGM, mais plutot globalement lors d'un 
changement de primitives tel qu'enonce a la section 5.3.1 B. Les CPTs sont 
des matrices stochastiques initialisers aleatoirement a partir d'une 
distribution uniforme. 
5.3.3 Trajectoires reelles (RoboCup) 
Objectif general Faire une analyse descriptive des resultats/primitives 
/CPTs otenus, pour un HHMM, apres un apprentissage sur des trajectoires 
bidimensionnelles de joueurs de soccer robotises durant une partie d'une 
competition RoboCup. 
Situation Puisqu'il s'agit de trajectoires bidimensionnelles, le 
pretraitement en haute dimension est necessaire. Cependant, puisque les 
primitives d'origine sont inconnues, I'obtention de resultats tels que 
I'explication la plus probable devient inutile. 
Strategie de test Considerer uniquement un HHMM, toujours avec deux 
niveaux de hierarchie. 
Methode de test Pour I'entraTnement, considerer une partie complete 
comme etant equivalente a une foule de trajectoires de longueur Z = 800 
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(soit une duree d'environ 1 m 20 s) pouvant se chevaucher. Considerer un 
joueur a titre d'exemples. Representer les primitives bidimensionnelles les 
plus frequemment reconnues. Fixer le nombre d'etats a cinq (5) pour le 
dernier niveau des PGMs. Fixer le nombre d'etats du niveau superieur a 
deux (2). Tester avec des trajectoires jamais observees auparavant. 
5.3.4 Cout de calcul temps reel 
Objectif general Estimer le cout de calcul (CPU/temps) du PGM. 
Situation Afin de valider I'aspect « temps reel » du modele d'activite, il 
est important d'estimer la charge de calcul au fur et a mesure que la 
trajectoire bidimensionnelle observee en entree s'allonge. 
Strategie de test Considerer deux HHMMs, I'un avec deux niveaux de 
hierarchie et I'autre avec trois niveaux, appliques une meme longue 
trajectoire. S'assurer que la derivee du temps de calcul reste constante et 
inferieure a 0,1 s (ou 10 Hz). 
Methode de test Pour chaque HHMM, traiter une trajectoire 
bidimensionnelle de longueur L = 3000 (soit une duree d'environ 5 min.) et 
observer le temps de traitement au fur et a mesure. 
Resultats attendus Le temps de traitement pour un echantillon devrait 
etre constant pour les deux HHMMs. Le HHMM a trois niveaux devrait 
toutefois afficher un temps de traitement significativement plus eleve que 
le HHMM a deux niveaux, probablement superieur a la limite acceptable 
pour le temps reel dans ce contexte d'application, soit 10 echantillons / sec 
ou 0,1 s par echantillon. 
La methodologie d'experimentation etant maintenant bien definie dans les 
trois contextes d'application, il ne reste plus qu'a presenter les resultats des 
81 
diverses experimentations. La premiere approche, impliquant I'utilisation du 
PGM seul sur les echantillons, est couverte au chapitre 6 alors que la 
seconde, dans laquelle le modele de segmentation en-ligne est ajoute, est 
couverte au chapitre 7. 
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CHAPITRE 6 : « LA 1 I E R E DEMIE » 
Les resultats des diverses experimentations impliquant le PGM utilise 
directement sur I'ensemble des echantillons sont presentes dans ce chapitre 
alors que ceux decoulant de I'utilisation conjointe du PGM et du modele de 
segmentation en-ligne sont presentes au chapitre suivant. La validation du 
PGM est effectuee dans les trois contextes d'application introduits a la 
section 5.1. Le cout de calcul en temps reel est aussi presente. 
II convient de rappeler ici que I'emploi du PGM directement sur les 
echantillons implique un modele d'observation gaussien conditionnel 
permettant d'identifier les primitives a partir du flux d'echantillons. Les CPDs 
gaussiennes conditionnelles sont parametrees par un vecteur (eR M ) 
representant la moyenne (i.e. le prototype d'une primitive) dans I'espace 
des primitives, dont la dimensionnalite est M, de meme que par une pleine 
matrice de covariance de dimension MxM. 
6.1 Validation du PGM 
Afin de representer les resultats obtenus de fagon precise, consistante et 
objective tout en considerant, dans leur ensemble, les divers PGMs evalues, 
deux informations sont principalement considerees. En premier lieu, la 
capacite du PGM a reconnaitre une certaine sequence de primitives en 
entree est evaluee en comparant I'explication la pus probable (MPE, calculee 
avec Viterbi) avec I'identite des primitives en entree. Le pourcentage obtenu 
en calculant le rapport du nombre d'echantillons correctement reconnus sur 
la longueur totale de la sequence represente le score du PGM. En second 
lieu, I'etat global du PGM, c'est-a-dire la realisation de tous les etats de 
I'empilement du contexte Ql-D, est evalue et represente graphiquement en 
marginalisant a chaque instant t les variables Qf y figurant. En d'autres 
termes, la marginale P(Ql-D\yll) = P(Q],...,Qf \yl:l) pour \<t<T est calculee 
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en-ligne et les probabilities de chaque etat sont representees 
graphiquement. 
6.1.1 Sequences (abstraites) de primitives gaussiennes 
Pour parvenir a ces deux informations (scores et marginales), la 
methodologie enoncee a la section 5.2.1 est appliquee pour les deux PGMs 
(HMM et HHMM a deux niveaux). Les scores sont calcules a partir de 25 
sequences de test (cinq sequences/patron) dont 20 contiennent une meme 
sous-sequence (4-1-2). Plusieurs repetitions de la phase d'apprentissage 
sont effectuees avec diverses valeurs d'initialisation pour les parametres. 
Les repetitions pour lesquelles la log-vraisemblance est clairement 
superieure a celle des autres iterations revelent I'existence d'un minimum 
local et sont par consequent ecartees. Les resultats sont compiles dans le 
Tableau 6.1 pour les primitives en trois dimensions et dans le Tableau 6.2 
pour celles en 50 dimensions. 
Tableau 6.1 : Scores des deux PGMs, ou nombre de succes dans MPE / 


































Tableau 6.2 : Scores des deux PGMs, ou nombre de succes dans MPE / 
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Les probabilities marginales dans le temps de chaque etat de I'empilement 
du contexte des deux PGMs sont representees aux Figure 6.1 et Figure 6.2 
associees respectivement a des observations provenant d'un espace a trois 
dimensions et a 50 dimensions. Les divers niveaux d'abstraction du PGM 
sont represented par des graphiques individuels empiles dans une meme 
colonne de la figure. Chaque graphique represente les probabilites (en 
couleur) des divers etats possibles (en ordonnee) en fonction de I'indice 
temporel (en abscisse). Une telle representation permet de representer 
I'etat global du PGM etant donne une certaine sequence d'observations et de 
faire une comparaison avec d'autres PGMs en tenant compte de la topologie. 
Les deux figures illustrent un exemple des resultats obtenus a partir d'une 
sequence de test realisee selon le patron (4-1-2-3-4). II est important de 
remarquer que le premier niveau du HHMM a deux etats possibles (quatre 
dans le cas a 50 dimensions) dont un permet de reconnaitre les primitives 
1-2-4 du second niveau et I'autre, la primitive 3. Ainsi, le HHMM permet de 
reconnaitre les etats faisant partie d'un sous-patron. Afin de donner plus de 
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poids a ces observations sans alourdir inutilement le corps du texte, les 
figures illustrant les resultats obtenus pour les quatre autres patrons sont 
fournies a I'annexe 4 (espace a trois dimensions seulement). Les resultats 
relatifs aux observations a 50 dimensions sont pratiquement identiques. 
HMM, niveau 1 J L HHMM, niveau 2 
Figure 6.1 : Representation de la probability marginale de chaque etat dans 
I'empilement du contexte de chaque PGM pour des observations dans un 
espace de primitives gaussiennes a 3 dimensions. Les colonnes 
representent les divers niveaux d'un meme modele. Chaque graphique 
represente un niveau de la topologie du modele marginalisee (i.e. 
« figee ») etant donne une certaine sequence d'observations (4-1-2-3-4) . 
L'indice temporel est en abscisse, les etats possibles, en ordonnee et les 
probabilites sont indiquees par les couleurs. 
6.1.2 Sequences (aleatoires) de primitives 2D 
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La demarche est analogue a celle suivie a la section precedente a la 
difference des observations qui sont d'une autre nature (primitives de type 
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Figure 6.2 : Representation de la probability marginale de chaque etat dans 
I'empilement du contexte de chaque PGM pour des observations dans un 
espace de primitives gaussiennes a 50 dimensions. Les colonnes 
representent les divers niveaux d'un meme modele. Chaque graphe 
represente la topologie du modele marginalisee (i.e. « figee ») etant donne 
une certaine sequence d'observations (4-1-2-3-4) . L'indice temporel est en 
abscisse, les etats possibles, en ordonnee et les probabilites sont indiquees 
par les couleurs. 
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Le pretraitement en haute dimension considere une Vitesse de deplacement 
maximale de 7 m/s et une frequence d'echantillonnage de 5 Hz de sorte que 
le deplacement maximal a chaque echantillon devrait etre de 1,4 m (hyper-
parametre maxdist). Afin de compartimenter la grandeur des deplacements 
en un histogramme, un filtre sur le deplacement minimal (hyper-parametre 
minres) de 0,2 m est introduit. Ainsi, un histogramme sur les deplacements 
contient 2 x maxdist /minres = 14 compartiments. Une fenetre temporelle 
(hyper-parametre winwidth) de 10 echantillons (~2 s) est considered pour 
« construire » I'histogramme. L'histogramme n'est pas normalise (hyper-
parametre normalize). Les positions bidimensionnelles absolues (x,y) ne 
sont pas incluses dans la definition (hyper-parametre incOriginals). 
L'histogramme sur les directions est toujours divise en 9 compartiments, 
c'est-a-dire en huitieme de cercle plus une valeur non orientee. Le tout 
ajoute du signal de statut pour un total de 52 dimensions. En somme, les 













De plus, il est important de noter que les PGMs sont plus complexes (en 
terme de degres de liberte) que ceux de la section precedente puisque le 
nombre d'etats du dernier niveau est passe a sept (pour les sept primitives 
de type trajectoire). Comme cela est represents a la Figure 6.3, de tels 
modeles sont plus enclins au sur-apprentissage. II est toutefois interessant 
de remarquer que dans le cas du HHMM, le premier niveau tend a 
compenser le fait qu'il y ait sur-apprentissage au dernier niveau (modele 
d'observation). La Figure 6.3 montre bien que le premier niveau reconnatt 
les primitives alors que les probabilites du dernier niveau sont eclatees sur 
divers etats. De plus, les deux etats du premier niveau ne suffisent pas a 
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discerner toutes les primitives comme le revele la primitive 4 pour laquelle 
les probabilites sont partagees entre les deux etats. 
Tableau 6.3 : Scores des deux PGMs, ou nombre de succes dans MPE / 
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En somme, ces observations motivent le choix suivant quant a la topologie 
des PGMs : 7 etats au dernier niveau, 4 etats au premier niveau (HHMM 
seulement) et un a priori plus important sur la matrice de covariance afin de 
regulariser le modele d'observation gaussien conditionnel. 
Les scores des deux PGMs moyennes sur les 25 sequences de test dont les 
observations ont ete pretraitees dans un espace a 52 dimensions sont 
compiles dans le Tableau 6.3. On y remarque que les deux PGMs sont 
comparables et que les scores ont diminues d'une vingtaine de pourcents 
par rapport aux resultats de la section precedente. Le HMM semble avoir un 
leger avantage sur le HHMM de I'ordre de 5%. 
Les resultats relatifs aux PGMs employes seuls ont ete presentes dans les 
deux contextes d'application ou les primitives sont generees connues. Afin 
de faciliter la comparaison avec le PGM utilise conjointement avec le modele 
de segmentation en-ligne, les resultats du contexte d'application dans le 
cadre d'une reelle competition RoboCup de meme que les resultats relatifs 
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au cout de calcul en temps reel sont presentes aux sections 7.2.3 et 7.2.4 
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Figure 6.3 : Sur-apprentissage du modele d'observation d'un HHMM et 
compensation du premier niveau (en bas). Les primitives d'origine sont 
presentees a titre de reference (en haut). 
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CHAPITRE 7 : « LA 2 I E M E DEMIE » 
Les resultats des diverses experimentations impliquant le PGM utilise 
conjointement avec le modele de segmentation en-ligne sont presentes dans 
ce chapitre. A I'instar du chapitre precedent, la validation du PGM est 
effectuee dans les trois contextes d'application introduits a la section 5.1. Le 
cout de calcul en temps reel est aussi presente et compare aux resultats 
obtenus jusqu'ici. 
II convient de rappeler ici que I'emploi du PGM avec le modele de 
segmentation en-ligne implique un modele d'observation discret permettant 
de traiter les primitives prealablement classifies a partir du flux 
d'echantillons par un classificateur bayesien naif. Le PGM traite done de 
nouvelles observations uniquement lors d'un changement de primitive, 
diminuant de beaucoup le nombre d'inferences necessaires. Les parametres 
des CPTs represented les probabilites de transition (dans le sens de 
diagramme de transition et non de transition temporelle markovienne) entre 
les divers etats possibles. Au dernier niveau, ces etats symbolisent les 
prototypes possibles de primitive. 
Avant de proceder a la validation du PGM de fagon analogue a la methode 
employee au chapitre precedent, il est necessaire de valider le modele de 
segmentation en-ligne et de fixer la valeur optimale de ses hyper-
parametres en vue d'une utilisation conjointe avec le PGM. 
7.1 Validation du modele de segmentation en-ligne 
La methodologie de la section 5.3.1 (A) est ici appliquee. Les expressions 
(5.1), (5.2), (5.3) et (5.4) sont utilisees afin de compiler les divers resultats 
de segmentation dans les tableaux. Quelques representations graphiques 
sont utilisees pour supporter certaines specificites. 
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7.1.1 Sequences (abstraites) de primitives gaussiennes 
Tout d'abord, il est important de mentionner que les divers modeles testes 
ici se distinguent par la technique utilisee et par la valeur des hyper-
parametres. Les modeles sont identifies par un nom {e.g. PPCA -11) dont la 
definition complete en terme des hyper-parametres est fournie a I'annexe 2. 
Les hyper-parametres font reference aux diverses quantites introduites a la 
section 4.4. Les quantites considerees pour evaluer le rendement sont 
moyennees sur dix (10) sequences de quatre (4) primitives gaussiennes. 
Le Tableau 7.1 contient les taux et les scores de rendement des divers 
modeles de segmentation considered dans un espace a 70 dimensions. Les 
modeles avec le plus haut rendement, c'est-a-dire ceux avec un score pres 
de I'unite et un pourcentage de primitives detectees pres de 100%, sont 
indiques en vert. Ces modeles sont de type PPCA. 
Les rendements les plus eleves offerts par les modeles de type PCA sont 
indiques en jaune et montrent un score pres de la demi-unite et un 
pourcentage de primitives detectees autour de 50%. II est interessant de 
relever que ces rendements sont presents uniquement dans la portion droite 
du tableau, soit dans le cas ou le nombre de composantes principales est 
variable d'une primitive a I'autre. Cet aspect n'affecte toutefois pas les 
modeles de type PPCA. 
L'eloignement des primitives entre elles n'affecte pas le rendement dans la 
mesure ou la distance reste superieure a un ecart-type. 
Le Tableau 7.2 contient des resultats similaires dans un espace a 25 
dimensions. Seul le cas avec un nombre variable de composantes principales 
est presente. La Figure 7.1 represente une trame de coupures permettant 
de comparer visuellement les accomplissements des modeles de 
segmentation des Tableau 7.1 et Tableau 7.2 sur une sequence typique de 
quatre primitives gaussiennes. 
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Tableau 7.1 : Rendement de divers modeles de segmentation en-ligne et 
effet du nombre de composantes principales effectives dans un espace a 70 
dimensions en terme du taux de detection (R), du taux de succes (Rs), du 





















Intervalle fixe : 
50 
Intervalle fixe : 
240 
# composantes princ. similaire 
Rc Rs RCRS score 
(%) (%) (%) (0; 1) 
25,0 10,0 2,5 0,1 
25,0 20,0 5,0 0,2 
25,0 20,0 5,0 0,2 
25,0 10,0 2,5 0,1 
27,5 15,0 5,0 0,2 
25,0 10,0 2,5 0,1 
27,5 15,0 5,0 0,2 
115,0 19,4 25,0 0,3 
97,5 19,5 17,5 0,3 
85,0 25,0 25,0 0,4 
105,0 25,8 30,0 0,4 
95,0 28,3 27,5 0,4 
90,0 27,5 25,0 0,4 
92,5 45,8 42,5 0,6 
100,0 100,0 100,0 1,0 
100,0 87,5 87,5 0,9 
100,0 100,0 100,0 1,0 
100,0 100,0 100,0 1,0 
297,5 14,3 22,5 0,2 
50,0 5,0 2,5 0,1 
# composantes princ. variable 
Rc Rs RCRS score 
(%) (%) (%) (0; 1) 
25,0 20,0 5,0 0,2 
42,5 95,0 40,0 0,6 
37,5 95,0 35,0 0,5 
55,0 78,3 42,5 0,6 
25,0 20,0 5,0 0,2 
27,5 35,0 10,0 0,3 
27,5 25,0 7,5 0,3 
172,5 35,5 62,5 0,6 
110,0 20,0 22,5 0,3 
115,0 30,8 37,5 0,5 
132,5 39,2 52,5 0,6 
120,0 30,5 40,0 0,5 
115,0 32,2 40,0 0,5 
82,5 49,2 42,5 0,6 
100,0 100,0 100,0 1,0 
100,0 90,0 90,0 0,9 
100,0 100,0 100,0 1,0 
100,0 100,0 100,0 1,0 
182,5 12,5 22,5 0,2 
52,5 8,3 5,0 0,1 
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Tableau 7.2 : Rendement de divers modeles de segmentation en-ligne dans 
un espace a 25 dimensions en terme du taux de detection (R), du taux de 





















Intervalle fixe : 
50 
Intervalle fixe : 
240 
# composantes princ. variable 
R R RR score 
C s C S 
(%) (%) (%) (0; 1) 
27,5 20,0 7,5 0,2 
27,5 45,0 12,5 0,3 
27,5 35,0 10,0 0,3 
45,0 51,7 30,0 0,5 
30,0 40,0 17,5 0,3 
27,5 10,0 2,5 0,1 
32,5 80,0 30,0 0,5 
112,5 14,6 20,0 0,3 
120,0 17,9 22,5 0,3 
117,5 32,8 40,0 0,5 
135,0 34,2 47,5 0,5 
110,0 27,7 32,5 0,4 
105,0 28,5 32,5 0,4 
65,0 71,7 45,0 0,7 
100,0 100,0 100,0 1,0 
97,5 81,7 80,0 0,9 
100,0 100,0 100,0 1,0 
100,0 100,0 100,0 1,0 
175,0 8,5 15,0 0,2 
47,5 10,0 5,0 0,2 
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Globalement, les modeles de type PCA avec le critere de dimensionnalite ont 
un faible taux de detection (25% a 50%) avec un taux de succes variable 
(10% et 95%). Les modeles de type PCA avec le critere sur la base 
vectorielle ont un taux de detection plus eleve que la normale (95% a 
170%) compensant pour un faible taux de succes (15% a 40%). Les 
modeles de type PPCA ont, pour la plupart, des taux de detection et de 
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Figure 7.1 : Trame des coupures detectees par les divers modeles de 
segmentation en-ligne pour une sequence (1-2-5-3) de primitives 
gaussiennes en 70 dimensions. 
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7.1.2 Sequences (aleatoires) de primitives 2D 
Les modeles testes dans cette section se resument aux modeles (ou a leurs 
variantes) presentant les meilleurs rendements a la section precedente. Plus 
specifiquement, le modele de type PCA avec le critere de dimensionnalite 
























Le modele de type PCA avec le critere de la base vectorielle est laisse pour 
compte etant donne le cout de calcul eleve. En effet, le calcul de I'expression 
(4.2) est plus couteux que le calcul de I'expression (9.6), rendant le modele 
inutilisable en temps reel. 
Quant au pretraitement en haute dimension, les hyper-parametres enonces 
ci-dessous sont considerees : avec une largeur de fenetre temporelle plus ou 
moins grande, avec ou sans les observations (x,y), avec normalisation des 













En definitive, les modeles dont la largeur de fenetre temporelle est plus 
grande (e.g. 10 echantillons pour 2 s vs 4 echantillons pour moins d'une s) 
1 L'appellation des hyper-parametres correspondre exactement a la formulation 
utilisee dans les divers modules Simulink de Matlab. 
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sont favorises. Aussi, les modeles dont les histogrammes ne sont pas 
normalises performent mieux que ceux avec les histogrammes normalises. 
La presence des observations (x,y) n'influence pas les resultats outre 
mesure. 
Afin de tester les limites des modeles de segmentation en-ligne, 21 patrons 
elementaires sont selectionnes. Chaque modele est teste sur dix (10) 
realisations distinctes de chaque patron elementaire. Les sept types 
possibles de primitives bidimensionnelles introduits a la section 5.1.2 sont : 
1 - « immobile » 
2- « rectiligne a vitesse constante » 
3- « rectiligne avec acceleration » 
4- « rectiligne avec deceleration » 
5- « curviligne dans le sens horaire » 
6- « curviligne dans le sens antihoraire » 
7- « aleatoire » 






















Le Tableau 7.3 contient le rendement des meilleurs modeles de type PCA et 
PPCA (i.e. ceux definis par les hyper-parametres enonces en debut de 
section) moyenne sur les 210 sequences observees. 
Tableau 7.3 : Rendement moyen des meilleurs modeles representant les 




Intervalle fixe : 50 
Intervalle fixe : 240 
Rc Rs RCRS score 
(%) (%) (%) (0; 1) 
67,0 52,9 40,8 0,6 
132,2 60,4 74,4 0,8 
199,5 11,2 22,9 0,2 
38,1 11,7 4,3 0,2 
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Les patrons pour lesquels le rendement est le plus bas sont ceux qui 
impliquent les primitives curvilignes (5, 6), surtout si la trajectoire 
bidimensionnelle ne revele aucune boucle fermee (i.e. des tours incomplets 
comme le demi-tour ou le % de tour), ainsi que les primitives 
accelerees/decelerees (3, 4) . Dans ces situations, le taux de detection peut 
grimper jusqu'a 150-160% et le taux de succes, chuter jusqu'a 45%. 
Comme le montrent les Figure 7.2 et Figure 7.3 dans le cas du modele PPCA 
applique a une sequence 5-1-6, des coupures superflues sont introduites de 
fagon importante pour les primitives 5 et 6. 
Trajectoire avec coupures de reference pour la sequence 3 de primitives de type trajectoire 






Figure 7.2 : Sequence de type trajectoire bidimensionnelle provenant du 
patron 5-1-6. Les points rouges marquent les limites des primitives. Le 
marqueur vert marque le debut de la trajectoire. 
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fixed fiterval: 80 L 
fixed interval: 3MJ 
Figure 7.3 : Trame des coupures d'une sequence de type trajectoire 
bidimensionnelle provenant du patron 5-1-6. 
7.1.3 Trajectoires reelles (RoboCup) 
Le modele de segmentation en-ligne considere dans ce contexte 
d'application est le modele de type PPCA presentant le plus haut rendement 
dans les resultats de la section precedente. Les trois trajectoires 
bidimensionnelles considerees pour effectuer les tests sont celles illustrees 
aux Figure 5.4, Figure 5.5 et Figure 5.6. 
Le Tableau 7.4 presente quelques statistiques descriptives sur la dynamique 
des trajectoires bidimensionnelles consideree. II est pertinent de remarquer 
que les vitesses atteintes par le ballon impliquent des deplacements dont la 
grandeur est superieure (du double) a la valeur fixee par I'hyper-parametre 
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« maxdist » du pretraitement en haute dimension. Ainsi, les observations 
rapportees dans cette section concernent davantage les deux autres agents 
mobiles. 
Tableau 7.4: Statistiques descriptives sur la dynamique des trois 


























Un exemple des accomplissements du modele de segmentation en-ligne 
PPCA est illustre a la Figure 7.4 ou six primitives consecutives d'une portion 
de la trajectoire bidimensionnelle de I'agent mobile joueur sont 
representees. La Figure 7.5 represente les traces sur les 1500 premiers 
echantillons de la distance de Mahalanobis moyenne des deux agents 
mobiles tel que decrit a la section 4.4.3. 
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Figure 7.4 : Sequence de six primitives detectees a partir de la trajectoire 
bidimensionnelle de I'agent mobile joueur (echantillons 3425 a 4315 sur un 
total de 6000). Le point vert marque le premier echantillon alors que les 
points rouges marquent le commencement d'une nouvelle primitive. 
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Signaux 'avgmh' (Mahalanobis) pour la segmentation d'une trajsctoire 2D dans ie cadrs RobeCup. 
Figure 7.5 : Evolution de la distance de Mahalanobis moyenne pour les 
1500 premiers echantillons de la trajectoire bidimensionnelle des agents 
mobiles gardien de but (en haut) et joueur (en bas). Les paliers marquent 
•'introduction d'une coupure. 
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7.1.4 Cout de calcul temps reel 
II a ete mentionne a la section 7.1.2 que le modele de segmentation en-
ligne de type PCA avec le critere de la base vectorielle avait un cout de 
calcul plus eleve, le rendant du coup inutilisable en temps reel. Ce constat 
est ici formalise a I'aide de la Figure 7.6 ou le modele PCA en question 
apparait clairement 5 fois plus couteux que le modele de type PPCA et 10 
fois plus couteux que son homologue PCA base sur le critere de la 
dimensionnalite. 
Temps de calcul dee trois types de modele de segmentation en-ligne 






Figure 7.6 : Temps de calcul des trois types de modele de segmentation en-
ligne sur une trajectoire bidimensionnelle de 3 0 0 0 echantillons. Le cout de 
calcul relatif au pretrai tement en haute dimension est aussi considere dans 
les resultats. 
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Le Tableau 7.5 resume les valeurs numeriques des couts de calcul des trois 
modeles de segmentation en-ligne. Le modele PCA avec le critere de la base 
vectorielle depasse la contrainte minimale pour les calculs en temps de plus 
du double. Certaines phases de calcul grimpent jusqu'a 0,6 s/cycle, une 
valeur 6 fois plus grande que le cout maximal attendu pour le modele 
d'activite en entier. Le modele PPCA consomme la moitie des ressources en 
temps alors que le modele PCA avec le critere de la dimensionnalite se 
montre le moins gourmant avec une consommation de I'ordre du cinquieme 
de la contrainte minimale. 
Tableau 7.5 : Derivee globale du temps de calcul correspondant a la pente 











7 .2 V a l i d a t i o n d u PGM a v e c m o d e l e de s e g m e n t a t i o n e n - l i g n e 
La methodologie et le traitement des resultats menes dans cette section 
sont analogues a ce qui est fait la section 6.1 a la difference que le modele 
de segmentation en-ligne de type PPCA est maintenant utilise conjointement 
avec le HHMM. Tel que mentionne precedemment (cf. section 5.3), un 
classificateur bayesien naif (NBC) est utilise pour effectuer la classification 
des primitives de type trajectoire bidimensionnelle a I'entree du HHMM. 
7.2.1 Sequences (abstraites) de primitives gaussiennes 
Les resultats obtenus a partir des 25 sequences sont compiles dans le 
Tableau 7.6 pour les primitives en trois dimensions et dans le Tableau 7.7 
pour celles en 50 dimensions. 
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Tableau 7.6 : Scores des trois PGMs, ou nombre de succes dans MPE / 










































Les probabilites marginales dans le temps de chaque etat de I'empilement 
du contexte des trois PGMs sont representees a la Figure 7.7 (observations 
provenant d'un espace a 50 dimensions). II est important de remarquer 
dans cet exemple que la sequence de primitives (3-4-1-2-4) est 
correctement reconnue par le NBC+HHMM, mais que les etats du premier 
niveau sont moins discriminatifs que le HHMM quant au sous-patron (4-1-2). 
Le meme phenomene (des probabilites dispersees au premier niveau) se 
produit pour les deux sequences dont les scores sont de 80% et 75%. II est 
important aussi de rappeler que les HHMMs du Tableau 7.6 n'ont que deux 
etats possibles au premier niveau et quatre au dernier alors que ceux du 
Tableau 7.7 en ont quatre au premier et sept au dernier. 
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Tableau 7.7 : Scores des trois PGMs, ou nombre de succes dans MPE / 




l - ( 4 - l - 2 ) 
(4 - l -2 ) -3 -4 
2-4-3-1 




































HHMM, niveau 1 NBC-HHMM, niveau 1 
HMM HHMM 
0 50 100 
patron: c3c4dc2c4 
0 50 100 
patron: c3c4dc2c4 
0 50 100 
patron:c3c4dc2c4 
Figure 7.7 : Representation de la probability marginale de chaque etat dans 
I'empilement du contexte de chaque PGM pour des observations dans un 
espace de primitives gaussiennes a 50 dimensions. Les colonnes 
representent les divers niveaux d'un meme modele. Chaque graphe 
represente la topologie du modele marginalisee (i.e. « figee ») etant donne 
une certaine sequence d'observations (3-4-1-2-4) . L'indice temporel est en 
abscisse, les etats possibles, en ordonnee et les probabilites sont indiquees 
par les couleurs. 
7.2.2 Sequences (aleatoires) de primitives 2D 
Les scores des trois PGMs moyennes sur les 25 sequences de test dont les 
observations ont ete pretraitees dans un espace a 52 dimensions sont 
compiles dans le Tableau 7.8. Les trois les scores du NBC+HHMM ont 
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diminues d'une trentaine de pourcents (comparativement a une vingtaine 
pour les deux autres modeles) par rapport aux resultats de la section 
precedente. Les scores du HHMM et du NBC+HHMM sont assez similaires 
pour conclure a une certaine forme « d'entendement » entre le modele 
d'observation gaussien du HHMM et le duo NBC/modele de segmentation en-
ligne. 
Tableau 7.8 : Scores des trois PGMs, ou nombre de succes dans MPE / 










































Les probabilites marginales dans le temps de chaque etat de I'empilement 
du contexte des trois PGMs sont representees a la Figure 7.8 (observations 
provenant d'un espace a 52 dimensions). II est interessant de remarquer 
que plusieurs etats du dernier niveau sont associes a une meme primitives 
etant donne I'existence de trois etats superflus (les cinq patrons 
d'entrainement ne font usage que de quatre des sept primitives possibles). 
Aussi, le premier niveau des deux HHMMs tend a placer les primitives 2 et 4 
sous un meme etat, ce qui s'avere fort interessant puisqu'il s'agit en effet de 
deux primitives rectilignes. 
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HHMM, nivBau 1 NBC-HHMM, niveau 1 
HMM 
HMM, niveau 1 
HHMM 
200 400 
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Figure 7.8 : Representation de la probability marginale de chaque etat dans 
I'empilement du contexte de chaque PGM pour des observations dans un 
espace de primitives a 52 dimensions obtenues a partir de trajectoires 2D 
generees. La marginale est calculee etant donne une certaine sequence 
d'observations (4-1-2-7-4) dont le patron est fourni au bas de la figure a 
titre de reference. 
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7.2.3 Trajectoires reelles (RoboCup) 
Tel qu'enonce dans la methodologie decrite a la section 5.3.3, plusieurs 
portions de trajectoire d'environ 800 echantillons provenant des 
deplacements d'un joueur lors d'une meme partie de soccer sont ici utilisees 
pour entrainer les divers PGMs. Les trajectoires bidimensionnelles sont 
prealablement traitees en haute dimension et segmentees en-ligne avec le 
modele de type PPCA utilise a la section precedente. 
Observations 
NBC-HHMM, niveau t 
1800 2000 2200 2400 
primitives©: 1792 1073 1984 2295 2381 
1800 2000 2200 2400 
primitives @: 1792 1873 1984 2295 2381 
1800 2000 2200 2400 
primitrres@: 1792 1873 1984 2295 23B1 2457 
Figure 7.9 : Representation de la probability marginale de chaque etat dans 
I'empilement du contexte de chaque PGM pour des observations dans un 
espace de primitives a 52 dimensions obtenues a partir d'une trajectoire 
bidimensionnelle observee dans une partie RoboCup. La portion de 
trajectoire consideree correspond aux echantillons 1759 a 2457. Les 
primitives detectees par le modele de segmentation s'interfacent aux 
echantillons 1792, 1873, 1984, 2295 et 2381. 
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Une portion de trajectoire en milieu de partie est consideree en exemple 
pour I'agent mobile joueur. La Figure 7.9 represente les probabilites 
marginales dans le temps de chaque etat de I'empilement du contexte des 
trois PGMs, toujours pour des observations provenant d'un espace a 52 
dimensions. 
La portion de trajectoire ici consideree contient six primitives detectees par 
le modele de segmentation en-ligne. Les deux PGMs employes seuls 
montrent des etats fragmented indiquant des probabilites fortement 
eparpillees. II est possible de remarquer au premier niveau du HHMM 
(employe seul) que certains etats commencent a correspondre aux 
primitives detectees, mais toujours avec des probabilites fortement 
eparpillees. II n'est toutefois pas possible d'avancer que le modele 
d'observation gaussien du HHMM et le duo NBC/modele de segmentation en-
ligne parviennent aux memes conclusions comme c'etait le cas a la section 
precedente. 
Dans le cas du NBC+HHMM, les etats du modele sont beaucoup plus stables 
etant donne le traitement effectue par le modele de segmentation en-ligne. 
L'exemple represente a la Figure 7.10 montre que les primitives detectees 
par le duo NBC/modele de segmentation en-ligne sont consistantes avec la 
realite du jeu. A titre d'exemple, les deux primitives detectees entre les 
echantillons 2295 et 2457 et correspondant au changement d'etat le plus 
franc au dernier niveau (2 vers 5) represented en fait le passage de I'agent 
mobile joueur en touche en bordure du terrain. 
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Figure 7.10 : (en haut).Trajectoire bidimensionnelle d'un joueur de soccer 
robotise durant une partie complete d'une competition RoboCup. (en bas) 
Deux primitives aisement detectees par le modele d'activite representant 
une pause (une touche) en bordure du terrain. Le marqueur vert marque le 
debut de la premiere primitive (echantillon 2295) et les marqueurs rouges 
marquent la fin de chaque primitive (echantillons 2381 et 2457). 
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7.2.4 Cout de calcul temps reel 
Les Figure 7.11 et Figure 7.12 represented respectivement le cout de calcul 
du NBC+HHMM a deux niveaux (quatre et sept etats) et du NBC+HHMM a 
trois niveaux (quatre, quatre et sept etats) comparativement a trois autres 
PGMs :un HMM (sept etats), un HHMM a deux niveaux (quatre et sept etats) 
et un HHMM a trois niveaux (quatre, quatre et sept etats). Le cout de calcul 
est represents comme I'intervalle de temps ecoule pour le traitment d'un 
echantillon (derivee instantanee de la courbe du temps cumule). 
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Figure 7.11 : Temps de calcul de quatre PGMs sur une trajectoire 
bidimensionnelle de 700 echantillons represents a partir de I'intervalle de 
temps ecoule a chaque echantillon. Le cout de calcul relatif au NBC n'est 
pas considere dans le cout du HHMM avec modele de segmentation en-
ligne. 
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Temps de calcul de quatre PGMs sur una trajectoire 2D dans Is cadre RoboCup. 
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Figure 7.12 : Temps de calcul de quatre PGMs sur une trajectoire 
bidimensionnelle de 700 echantillons represente a partir de 1'intervalle de 
temps ecoule a chaque echantillon. Le cout de calcul relatif au NBC n'est 
pas considere dans le cout du HHMM avec modele de segmentation en-
ligne. 
L'intervalle de temps ecoule pour le traitement d'un echantillon est le meme 
pour le NBC+HHMM que pour le HHMM ayant une topologie equivalente. 
Cependant, le NBC+HHMM effectue le traitement uniquement lors d'un 
changement de primitive. Le Tableau 7.9 resume les valeurs moyennes et 
maximales typiques des couts de calcul des PGMs considered. II est 
pertinent de remarquer que le cout de calcul est exponentiel selon le 
nombre de niveaux dans la hierarchie. En effet, le HHMM a trois niveaux 
consomme la moitie des ressources temporelles alors que le HHMM a deux 
niveaux et le HMM en consomment respectivement environ 5% et 3%. La 
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complexite du HHMM limite done rapidement le potentiel de traitement en 
temps reel du modele d'activite. Le NBC+HHMM revele un cout de calcul 
similaire a un HHMM dote d'une topologie equivalente, mais seulement 
momentanement de sorte que la valeur de rintervalle moyen chute d'un 
facteur 102. 
Tableau 7.9 : Couts de calcul (ou derivees instantanees du temps de calcul) 
moyen et maximal typique de chaque PGM. 
Modeles testes 
HMM (7) 
HHMM (4, 7) 
HHMM (4, 4 , 7) 
NBC+HHMM (4, 7) 
NBC+HHMM (4, 4 , 7) 
Segmentation PPCA 



















En somme, il a ete montre dans ce chapitre que le modele de segmentation 
en-ligne de type PPCA surclasse les modeles de type PCA en terme de 
rendement et de cout de calcul. Le HHMM utilise conjointement avec ce 
modele de segmentation en-ligne a ete compare a divers HMMs et HHMMs et 
montre des capacites de reconnaissance equivalentes aux autres PGMs, une 
aptitude a reconnaTtre des sous-patrons, une meilleure capacite de 
generalisation dans le cas de trajectoires bidimensionnelles reelles et un 
cout de calcul sur I'ensemble d'une trajectoire inferieur au cout des autres 
PGMs. Ces resultats sont discutes avec plus de profondeur au prochain 
chapitre. 
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C H A P I T R E 8 : « LES ECHOS DE V E S T I A I R E » 
A la lumiere des resultats decrits dans les deux chapitres precedents, il est 
d'interet de faire un retour sur les contributions de cette recherche et sur le 
concept de modele d'activite et d'en discuter davantage la nature, la 
capacite, les limites et le potentiel. 
8 . 1 Les pr inc ipa les cont r ibu t ions 
Les principales contributions de cette recherche sont les suivantes : 
• Le concept de primitive gaussienne construite a partir de statistiques sur 
la dynamique de la trajectoire est introduit. 
• Le modele d'activite est defini en terme de ces primitives (et, par 
consequent, de la dynamique de la trajectoire) plutot que seulement en 
terme de positions de reference (landmarks) ou de positions sur une 
grille. L'interet quant aux deplacements d'un agent mobile se situe plutot 
dans le « comment » plutot que sur le « ou » (quoiqu'il est aussi possible 
de faire les deux avec le modele propose). 
• Le couplage du HHMM avec un modele de segmentation en-ligne base 
sur PPCA reduit la charge de calcul d'inference et rend le modele 
d'activite plus robuste face a la grande variabilite des trajectoires. 
• II s'agit a ma connaissance d'une premiere application du modele HHMM 
au soccer robotise. 
8 . 2 Le r e n d e m e n t e t les l im i tes du PGM 
Les traitements effectues sur les trois PGMs (HMM, HHMM et NBC+HHMM) 
dans les contextes d'application controles, c'est-a-dire a partir de primitives 
generees dont I'identite est connue, ont permis de valider I'aptitude des trois 
PGMs a reconnaTtre des sequences quelconques de primitives et aussi, dans 
le cas des HHMMs, a reconnaTtre des sous-patrons se produisant 
frequemment. En general, les scores representant la capacite a reconnaTtre 
une sequence de primitives a partir d'une sequence d'observations sont du 
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meme ordre de grandeur pour les trois PGMs. Le score du HHMM est 
inferieur a celui du HMM de quelques pourcents alors que le score du 
NBC+HHMM est inferieur de 5 a 10%. Cet effet est d'autant plus apparent 
lorsque la dimensionnalite des observations est elevee. 
Plus specifiquement, les scores sont de I'ordre de 90 a 100% dans le cas 
ideal de primitives gaussiennes et de 70 a 80% dans le cas de primitives de 
type trajectoire. Puisque des dimensionnalites similaires ont ete testees, la 
chute d'une vingtaine de pourcents dans le contexte de trajectoires 
bidimensionnelles s'explique par une plus grande variability des echantillons 
et par I'existence d'echantillons atypiques. Une regularisation des 
parametres du modele d'observation gaussien (a priori sur la matrice de 
covariance) s'avere necessaire pour eviter le sur-apprentissage. 
8.2.1 Le nombre de parametres 
La legere baisse de rendement dans le cas du HHMM est applicable au fait 
que ce PGM est d'une complexity plus grande que le HMM, c'est-a-dire que 
le nombre de parametres augmente exponentiellement avec le nombre 
d'etats dans la hierarchie (s'il y a K etats par niveau, il y a KD etats 
possibles au total et K2D parametres uniquement pour le modele de 
transition temporelle). Dans le cas du NBC+HHMM, la situation se complique 
davantage puisqu'en faisant passer la nature de I'observation « d'echantillon 
d'une primitive» a « primitive complete», le nombre d'exemples 
d'apprentissage pour le MGP diminue proportionnellement a la longueur 
moyenne d'une primitive. Par exemple, dans le contexte d'application des 
primitives de type trajectoire bidimensionnelle, une primitive contient en 
moyenne 120 echantillons (parametre du generateur) de sorte qu'un 
ensemble de 25 trajectoires d'entrainement contient environ 12k 
echantillons de diverses primitives (25x4x120) au lieu de 100 exemples de 
primitives (25x4). En somme, un modele avec plus de parametres et moins 
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d'exemples d'apprentissage dans un espace avec une grande 
dimensionnalite voit necessairement son rendement diminuer. 
8.2.2 Les primitives gaussiennes 
Le fait que les trois PGMs aient des scores et des representations similaires 
de leurs marginales (du moins au dernier niveau) indique que les primitives 
gaussiennes sont reconnues autant par le modele de segmentation en-ligne 
PPCA (cas NBC+HHMM) que par le modele d'observation gaussien du PGM 
(cas HMM et HHMM). Cette observation a d'autant plus de poids que les 
deux techniques sont fort differente : la premiere considere la similarite 
d'une suite d'echantillons selon un modele probabiliste multi-varie base sur 
des exemples (i.e. parametres non fixes ou instance-based) dans une 
espace de dimensionnalite reduite alors que la seconde considere un 
processus stochastique de prediction/transition/mise a jour d'etats a partir 
d'un modele probabiliste d'observation multi-varie aux parametres fixes. 
Aussi, le fait que les HHMMs classent certaines primitives sous un meme 
etat plus abstrait (e.g. les primitives 2 et 4 de type trajectoire 
bidimensionnelle respectivement « rectiligne a Vitesse constante » et 
« rectiligne avec deceleration »), montre bien que le modele d'activite est en 
mesure de regrouper des trajectoires ou des portions de trajectoires en 
fonction de leur dynamique. 
Toutefois, la configuration des etats abstraits est difficilement reproductible 
dans un cadre non supervise et les resultats dependent beaucoup de 
I'initialisation des parametres dans EM. 
8.2.3 Anomalies et traitement en lots 
Dans le contexte d'application de trajectoires bidimensionnelles provenant 
de reelles competitions RoboCup, les deux PGMs employes seuls sont 
grandement affectes par la variabilite des observations et par la presence 
d'echantillons atypiques (outliers). Ainsi, le processus stochastique 
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devolution des etats est affecte par la presence d'anomalies dans le 
traitement sequentiel des observations. Le NBC+HHMM est plus robuste 
quant a I'existence d'anomalies puisque les observations sont traitees en lot 
et que les changements d'etat surviennent uniquement lors d'un 
changement de primitives specifie par le modele de segmentation en-ligne. 
8.2.4 Description non supervisee des activites 
Un modele d'activite base sur le NBC+HHMM et un modele de segmentation 
en-ligne de type PPCA parvient a capturer les particularites d'une trajectoire 
bidimensionnelle. A titre d'exemple, le NBC+HHMM a deux niveaux de la 
Figure 7.9 montre (apres visionnement de la sequence de jeu) I'existence de 
trois phases dans la trajectoire : de 1759 a 1984 (etat 2 jaune), il y a 
« depart en touche », de 1985 a 2295 (etats 2 et 4 bleu-vert), deux 
« manoeuvres sur le terrain » sont executees, de 2295 a 2457 (etat 5 
rouge), il y a « retour en touche » puis « remise en jeu ». Ces phases ne 
sont detectees uniquement qu'a partir de I'observation de la dynamique de 
la trajectoire et non par I'existence de quelconques regies de jeu. 
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8.2.5 Traitement en temps reel 
Bien que les PGMs evalues dans ce travail aient tous ete en mesure de 
traiter les observations a I'interieur de la contrainte minimale de traitement 
en temps reel (0,1s), il demeure que la complexite de la topologie du HHMM 
limite rapidement (exponentiellement selon la profondeur de la hierarchie) le 
potentiel de traitement en temps reel du modele d'activite. Le NBC+HHMM 
est sujet aux memes contraintes puisque l'algorithme d'inference (exact) 
reste le meme. 
Toutefois, le NBC+HHMM presente I'avantage d'un cout de calcul 
momentane, c'est-a-dire qu'une fois le traitement effectue, le modele 
d'activite est considere « a jour » et « en temps reel » jusqu'au prochain 
traitement. C'est-a-dire que I'etat decrit par le HHMM est assure valide (ou 
le plus probable) a I'instant meme de I'observation puisque le modele de 
segmentation en-ligne ne donne pas raison de croire autrement. 
Un tel traitement pourrait etre qualifie de « quasi temps reel ». Un 
traitement completement en temps reel ne peut etre obtenu qu'en reduisant 
le cout de calcul par I'utilisation d'algorithmes moins couteux et 
potentiellement approximes. 
8.3 Le rendement et les limites du modele de segmentation 
en-ligne 
Les resultats montrent clairement que le modele de segmentation de type 
PPCA surclasse les modeles de type PCA avec un rendement 2 a 4 fois 
superieur pour un cout de calcul fort acceptable. Dans le cas d'application de 
primitives gaussiennes, le rendement du modele PPCA s'avere pratiquement 
sans faute et ce, sans egard a la dimensionnalite ou a la variability du 
nombre de composantes principales entre les primitives. Le taux de 
detection atteint pres de 75% dans le cas de primitives de type trajectoire 
bidimensionnelle, un rendement equivalent au double de celui offert par le 
meilleur modele de type PCA. Le score de 0,8 atteint par le modele de type 
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PPCA indique, par opposition aux scores obtenus avec les modeles a 
intervalle fixe, un minimum de detections superflues et un maximum de 
detections valides. 
La pertinence du modele PPCA est d'autant plus grande qu'il s'inscrit dans 
les optiques « generative » et « temps reel » du modele d'activite. 
8.3.1 Robustesse face a la dimensionnalite 
Le critere de dimensionnalite a lui seul ne suffit pas a detecter les primitives 
comme le montrent les resultats du modele de type PCA avec le critere de la 
dimensionnalite. Ce modele est grandement affecte par la variability du 
nombre de composantes principales de meme que par la dimensionnalite 
initiale de I'espace des primitives. En effet, I'espace de plus petite 
dimensionnalite (25), ayant un nombre moindre de degres de liberte, affecte 
a la baisse le rendement du modele PCA. Le modele PCA avec le critere de la 
base vectorielle introduit, quant a lui, un grand nombre de detections 
superflues en plus d'avoir le defaut de consommer enormement de 
ressources. 
II est important de remarquer ici que dans les trois algorithmes, la longueur 
initiale d'une primitive est de 35 ou 40 echantillons (hyper-parametres k, I, 
m) alors que la dimensionnalite peut atteindre 50, voire meme 70. Cet 
aspect peut se reveler problematique pour evaluer la matrice de covariance 
a la base de la decomposition en composantes principales, comme c'est le 
cas notamment dans le modele de type PCA avec le critere de la base 
vectorielle. En effet, la base choisie (et fixee) est rarement valide et il en 
resulte un grand nombre de coupures de longueur minimale. Dans le cas de 
PCA avec le critere de la dimensionnalite, la premiere estimation du nombre 
de composantes principales est aussi souvent erronee pour la meme raison. 
Le modele PPCA est toutefois plus robuste quant au nombre ou a I'identite 
des composantes principales puisque celles-ci sont toutes integrees a une 
meme matrice de covariance, soit explicitement soit sous forme de bruit. 
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Cette matrice est utilisee dans le calcul d'une statistique (la distance de 
Mahalanobis moyenne) en plus d'etre mise a jour iterativement avec 
davantage de donnees. Cette facjon de faire laisse place a une certaine 
marge d'erreur quant a revaluation des composantes principales dans la 
mesure ou le lot d'echantillons utilise pour le calcul de la statistique est 
susceptible d'etre represents par la matrice en question. 
Advenant le cas ou le modele PPCA a de la difficulty a representee la valeur 
de la statistique reste elevee apres I'introduction d'une coupure. Un tel cas 
est represents a la Figure 7.5 par la trace de la distance de Mahalanobis 
moyenne des deux agents mobiles au sein d'une competition RoboCup. Les 
primitives detectees pour le gardien de but sont beaucoup plus franches que 
celles detectees pour le joueur. 
8.3.2 Limitation quant a la resolution 
II a ete mentionne que les primitives de type trajectoire bidimensionnelle 
curvilignes (5, 6) et rectilignes accelerees/decelerees (3, 4) sont a I'origine 
des baisse de rendement observes dans le second contexte d'application. 
Des coupures superflues sont introduites de facon importante pour les 
primitives 5 et 6. 
Ce resultat est une consequence directe de la resolution de la fenetre 
temporelle utilisee dans le pretraitement en haute dimension. En effet, une 
courbure quasi constante, c'est-a-dire qui ne se referme pas a I'echelle du 
modele, a pour effet de faire varier progressivement I'histogramme des 
directions de sorte que les primitives dont la longueur est superieure a trois 
fois I'hyper-parametre m [i.e. longueur d'environ 100-110) presentent des 
differences significatives entre la fin et le debut de la trajectoire. Le meme 
phenomene s'applique a ('acceleration et a I'histogramme sur la distance. 
La Figure 8.1 illustre un exemple ou une trajectoire curviligne (celle de la 
Figure 7.2) peut etre pergue autrement a la resolution du modele de 
segmentation (de I'ordre de Is ou 10 echantillons). En effet, du point de vue 
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de cette resolution, les deux trajectoires issues de deux patrons distincts 
pourraient fort bien provenir du meme patron. 
En somme, la detection de primitives additionnelles dans de telles 
circonstances devraient etre interpreted comme une simplification d'une 
premiere primitive (qui n'en est apparemment pas une) en plus petites 
primitives et non comme ['introduction de detections superflues. Ce 
phenomene devrait etre compense au niveau du HHMM moyennant I'ajout 
d'un niveau supplemental . 
8.4 Avenues potentielles pour le modele d'activite 
II existe plusieurs avenues prometteuses pouvant ameliorer le travail 
amorce. 
Tout d'abord, les difficultes reliees a I'apprentissage non supervise et plus 
specifiquement a la reproductibilite de la configuration des etats abstraits 
pourraient etre abordees en envisageant une topologie completement 
connectee telle que representee a la Figure 4.7 ou une topologie analogue 
au AHMM ou la variable Qf du dernier niveau est liee I'empilement du 
contexte Qj^ a I'instant suivant. 
Dans une meme optique et afin d'ameliorer la performance du traitement en 
temps reel, un algorithme d'inference approxime tel que le filtre a particules 




Figure 8.1 : (haut) Representation d'une trajectoire issue du patron 3-1-4 
(« rectiligne acceleree », « immobile », « rectiligne deceleree ») avec un 
agrandissement sur la primitive centrale. (bas) Representation d'une 
trajectoire issue du patron 5-1-6 (« curviligne », « immobile », 
« curviligne ») avec un agrandissement sur la primitive centrale. 
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Etant donne que le modele de segmentation en-ligne fournit une information 
sur le commencement et la fin des primitives, un modele hybride HHMM 
dont la topologie est modifiee pour que les variables F£ du dernier niveau 
soient observees pourrait beneficier des avantages du HHMM et du 
NBC+HHMM. 
Le modele d'observation (gaussien) du PGM et/ou du classificateur en entree 
(classificateur+HHMM analogue au NBC+HHMM) pourrait considerer 
uniquement I'espace de dimensionnalite reduite fourni par PCA/PPCA 
Finalement, des developpements devraient etre considered afin d'integrer 
les diverses considerations enoncees dans I'introduction, notamment, les 
autres couches du modele multi-resolution, les interactions entre les agents, 
I'information sur I'environnement et les periodes recurrentes. 
CONCLUSION 
En resume, le but de cette recherche consistait a elaborer un modele 
d'activite capable d'analyser en temps reel des trajectoires 
bidimensionnelles effectuees par un agent mobile autonome sur les bases 
des modeles graphiques probabilistes. Un HHMM a ete etudie et teste dans 
trois contextes d'utilisation afin d'evaluer sa capacite a reconnaTtre les 
patrons et les sous-patrons de trajectoires bidimensionnelles de 
deplacement. Un modele de segmentation en-ligne base sur PPCA a aussi 
ete utilise pour reduire la charge de calcul sur le HHMM. Les resultats 
montrent qu'un HHMM entraine avec I'algorithme de maximisation de 
I'esperance de fagon non supervisee reconnait une sequence de primitives et 
detecte I'existence de sous-patrons. Le cout de calcul eleve limite toutefois 
I'utilisation de tels PGMs en temps reel surtout lorsque la topologie de la 
hierarchie se complexifie. L'ajout d'un modele PPCA de segmentation en-
ligne a permis de reduire le cout moyen de calcul du HHMM d'un facteur 102. 
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Le modele d'activite obtenu semble etre une base interessante pour 
d'eventuels developpements sur les strategies de planification, la prediction 
de trajectoires et la detection d'anomalies. Des ameliorations peuvent 
notamment etre apportees sur la topologie du PGM et I'algorithme 
d'inference. Des considerations d'importance telles que les diverses 
resolutions spatiales et les interactions entre agents mobiles devraient etre 
abordees dans un futur rapproche. 
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ANNEXE 1 
Concepts de base sur les reseaux bayesiens 
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Les concepts de base derriere les BNs, tires de Nairn (2004) et de Bishop 
(2006), sont sommairement presentes ici afin de mettre en evidence le lien 
direct qui existe entre la topologie d'un BN et le calcul d'inference pouvant 
etre fait sur le reseau. 
Tout d'abord, on dit qu'il y a « d-separation » entre deux nceuds d'un BN s'il 
n'existe pas de chemin causal entre les deux nceuds et qu'il n'existe aucune 
evidence rendant les deux nceuds correles (explaining away). 
Un BN forme un « reseau completement connecte » si toutes les paires de 
nceuds sont connectes entre elles et ce, sans egard a I'orientation des 
aretes. 
A I'oppose, un BN forme un « reseau singulierement connecte » ou un 
« poly-arbre » (polytree) s'il existe uniquement un chemin entre chaque 
paire de nceuds du BN et ce, sans egard a I'orientation des aretes. Ainsi, si 
un BN contient au moins un « cycle (non oriente) », alors le BN ne forme 
pas un « reseau singulierement connecte ». 
Le calcul d'inference (exact) est fait avec 1'algorithme de propagation de la 
croyance par messages locaux qui s'avere approprie lorsque la structure du 
BN est un poly-arbre puisque la d-separation entre deux ensembles de 
nceuds est alors facile a evaluer. Dans le cas contraire, un « arbre de 
jonction » doit etre construit. Le BN doit etre converti en un « graphe non 
oriente » ou « reseau de Markov » ou « graphe moral ». C'est la 
« moralisation ». Cette etape implique la formation de « cliques », c'est-a-
dire des plus gros sous-graphes completement connectes. Finalement, le 
graphe non oriente est « triangule » puis certaines aretes sont retirees pour 
obtenir I'arbre de jonction. 
L'algorithme de propagation de la croyance permet alors d'evaluer la 
relation (1.1) a partir des distributions de probability conditionnelles (CPD) 
definies pour chaque variable. Dans le cas d'une variable continue, il est 
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souvent question de la distribution gaussienne, de un, parce qu'il s'agit 
d'une distribution appartenant a la famille exponentielle et, de deux, parce 
qu'en conditionnant sur d'autres variables (discrete et/ou continue), la CPD 
devient gaussienne conditionnelle, gaussienne lineaire ou gaussienne 
lineaire conditionnelle permettant du coup de modeliser n'importe quelles 
formes de distribution moyennant un nombre suffisant de degres de liberte. 
Dans le cas d'une variable discrete, les parametres se resument aux 
probabilites de la table de probability conditionnelle (CPT). 
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ANNEXE 2 
Analyse en composantes principales (PCA) 
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Forme particuliere de reduction de la dimensionnalite ou Ton recherche une 
variete affine qui passe le plus pres des donnees, i.e. une transformation 
lineaire reduisant la dimension M a M'(M'<M) tout en minimisant la 
perte d'information. 
Soit x",n = l,...,N une donnee X G 1 M avec des coordonnees (xl,x2,...,xM). On 
cherche a exprimer x a I'aide de coordonnees plus simples (ax,a2,...,aM,), 





ou les at, i = l,...,M sont les coordonnees selon chacun des vecteurs u. 
formant un base vectorielle orrthonormale, i.e. ui-uj=u]uj=Sij. En 
conservant uniquement un sous-ensemble M'<M des vecteurs de base et 
en remplagant les coordonnees supplementaires par une constante, il 
devient possible d'approximer x par 
M' M 
X = l > , + Z ^ (9.D 
i=l i=M'+l 
Dans la base appropriee (le detail de la base minimisant la perte 
d'information est expose plus bas), cette approximation represente les 
donnees sur la variete affine et les an i = l,...,M' sont appelees les 
coordonnees reduites. On calcule leur valeur en minimisant la somme des 
erreurs au carre 
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de sorte que 
xn-r 2 i—ln=\..N 
= if(x"-x")T(x"-x") 
*• «=1 
1 N M M U M 
K=l 1=1 1=M'+1 
N M 
7=1 7=M'+1 
1 JV M 
"*- n=l i,j=M'+l 
1 AT M 
4ZSK-*.)2 
^ „=i I=JI/'+I 
db{ 2 dbt n=l l=u.+i 
N M 
n=\ i=M'+\ 
N M M 
n=l ;=M'+1 <=M'+1 
= 0 
En isolant bif on obtient le resultat suivant 
M N M 
;'=AT+1 n=l i=M'+l 
N 1 ™ 
£,=—Yc? 
(9.2) 
ou bt est interpretable comme la /erne coordonnee de la moyenne des 
donnees. En effet, 
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M M 1 N 
i=\ i=\ l y n=\ 






Z>. = xTu ; (9 .3) 
Ainsi, le second terme de I'expression (9.1) correspond aux M-M' 
composantes de la moyenne des donnees. En substituant (9.3) dans 
I'expression (9.2), on obtient le resultat suivant 
1 N 
N  1 N 
Z«;=^Z^ 
d'ou 
«=1 N B=l 
a ^ x V (9.4) 
Ce resultat rappelle I'affirmation initiale comme quoi les ai represented les 
coordonnees de x dans la base orthonormale des u,. Cette projection des 
donnees dans une autre base s'interprete comme une rotation du systeme 
de coordonnees. En substituant les expressions (9.3) et (9.4) dans la 
definition de la somme des erreurs au carre, on obtient 
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N M 
^ „=1 ;=M'+1 
i N M 
4lI«l"-*)T«,)2 
•^ B=1 i=M'+l 
1 M JV 
= ^ Z 2X(X" - IXX" -D T I I , 
^ i=M'+l n=l 





ou 2 est la matrice de covariance des donnees x". II est demontre que les 
u,qui minimisent (9.5) correspondent aux vecteurs propres de ladite matrice 
de covariance (Bishop, 1995). II en resulte que la somme des erreurs au 
carre s'exprime en terme des M-Mr plus petites valeurs propres kt de 
cette meme matrice. 
1 M 
E=- y xt (9.6) 
=M'+1 
Technique de segmentation PCA (critere dimensionnalite) 
T denotes sampling step 
'k' is min buffer length to compute smallest dim M' 
T is min inter-sample distance to compute derivative 
Fetch new sample: 
sample i 
Empty buffer: 
pop out samples 
Increase buffer: 














with ratio > T% 
(min info loss) 
3Z 
Memorize err: 
Put in line (length I) 
Compute stats on m latest data 
(buffer length = k+l+m): 
mean_i(de) 
stddevj(de) 
Technique de segmentation PCA (critere base vectorielle) 
'i' denotes sampling step 
'k' is min buffer length to compute smallest dim M' 
T is min inter-sample distance to compute derivative 
Fetch new sample: 
sample i 
Empty buffer: 
pop out samples 
Increase buffer: 
add sample i 
Compute 
reconstruction err: 
s s e j = sum(ai-mu) 
Smallest d: 
with ratio > T% 
(min info loss) 
Compute stats on m latest data 
(buffer length = k+l+m): 
meanj(de) 
stddevi(de) 
Technique de segmentation PPCA 
' i ' denotes sampling step, i0=0 
'k' is buffer length to compute probabilistic model, k0=0 
'm' is window length to verify samples likelihood 
'inc' is increment by which buffer is augmented 
0 - * 
Compute mean mh_i: 
mean local distances 
memory h_i-m...h_i 
Fetch new sample: 
sample I 




Mahalanobis distance (h_i): 
compute distance h i for new 
sample i 
Init buffer with m 
samples: 
local memory(1:m) 
k = m 
Global reset: 
i = m 
lowh = max, hih = min 
Memorize last m h j 
locally: 
distances h i-m...h i 
Increase buffer by 
inc samples: 
local memory(1:inc) 
k = k + inc 
PCA DEC: 
top d eigvalues (E) 
M eigenvectors (V) 
JZ 
Smallest d: 
with ratio > T% 
(min info loss) 
HZ 
Compute model: 
mu = mean(data) 
Cov' = (VEVT/(n-1))-' 
1~—— 
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En supposant que la longueur min des 
primitives est tjrs > 2m, la courbe mh(i) 
devrait avoir un seul minimum local et un 
seul maximum local par primitive. 
1 
Update lowest h: 
lowh = mhj 
1 
Update highest h: 





\ / s 
insert cut 
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Definition des modeles de segmentation en-ligne en terme de 
leurs hyper-parametres 
Les hyper-parametres sont enonces afin de correspondre exactement a la 
formulation dans le module Simulink de Matlab. 
PCA dim-x : xieme modele base sur la technique de segmentation PCA avec le 
critere de dimensionnalite; 
PCA vec-x : xieme modele base sur la technique de segmentation PCA avec le 
critere de la base vectorielle; 
PPCA-x : xieme modele base sur ia technique de segmentation PPCA; 
(tableau a la page suivante) 
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Modeles : 
PCA dim - 30 
PCA dim - 33 
PCA dim - 34 
PCA dim - 35 
PCA dim - 101 
PCA dim - 108 
PCA dim - 114 
PCA dim - 124 
modele 
PCA vec - 38 
PCA vec - 52 
PCA vec - 53 
PCA vec - 54 
PCA vec - 55 
PCA vec - 83 
PCA vec - 88 
PCA vec - 97 
PCA vec - 104 
PCA vec - 114 
PCA v e c - 115 
modele 
PPCA - 11 
PPCA - 12 
PPCA - 24 

































































































































































































Schema Simulink des operations de pretraitement sur la 
dimensionnalite 
MutenL 
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ANNEXE 4 
Validation du PGM seul : resultats complementaires 
149 
Cette annexe contient quatre des cinq representations de la probability 
marginale de chaque etat dans I'empilement du contexte de chaque PGM 
teste au chapitre 6 pour des observations dans un espace de primitives 
gaussiennes a 3 dimensions. 
Les colonnes de la figure representent les divers niveaux d'un meme 
modele. Chaque graphe de la figure represente la topologie du modele 
marginalisee (i.e. «figee ») etant donne une certaine sequence 
d'observations. L'indice temporel est en abscisse, les etats possibles, en 
ordonnee et les probabilites sont indiquees par les couleurs. 
Sequence d'observations (1-4-1-2). 
sieg 
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Sequence d'observations (3-4-1-2-4) . 
steig sieg 
sjeg 
Sequence d'observations (4-1-2) . 
smg 
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