We performed detailed chemical abundance analysis of the extremely metal-poor ([Ar/H]∼-2) halo planetary nebula H4-1 based on the multi-wavelength spectra from Subaru/HDS, GALEX, SDSS, and Spitzer/IRS and determined the abundances of 10 elements. The C and O abundances were derived from collisionally excited lines (CELs) and are almost consistent with abundances from recombination lines (RLs). We demonstrated that the large discrepancy in the C abundance between CEL and RL in H4-1 can be solved using the temperature fluctuation model. 
INTRODUCTION
Currently, more than 1000 objects are considered planetary nebulae (PNe) in the Galaxy, about 14 of which have been identified as halo members because of their current location and kinematics (e.g., Otsuka et al. 2008a) . Halo PNe are interesting objects because they provide direct insight into the final evolution of old, low-mass metal-poor halo stars.
The halo PN H4-1 is extremely metal-poor (Z∼10 −4 , [Fe/H]=-2.3) and C-rich (Torres- Peimbert & Peimbert 1979; Kwitter et al. 2003) , similar to the C-rich halo PNe BoBn1 in the Sagittarius dwarf spheroidal galaxy (Otsuka et al. 2010 (Otsuka et al. , 2008a and K648 in M15 (Rauch et al. 2002) . The chemical abundances and metallicity of these three PNe imply that their progenitors formed early, perhaps ∼10-13 Gyrs ago. However, these extremely metal-poor halo PNe have an unresolved issue: how did their progenitors evolve into C-rich PNe?
The initial mass of these three PNe is generally thought to equal ∼0.8 M ⊙ , which corresponds to the turn-off stellar mass of M15. According to recent stellar evolution models (e.g., Lugaro et al. 2012; Fujimoto et al. 2000) , there are two mechanisms for stars with Z 10 −4 to become C-rich: (1) heliumflash driven deep mixing (He-FDDM) for <2.5-3 M ⊙ stars and (2) third dredge-up (TDU) for 0.9-1.5 M ⊙ stars. Mechanism (1) is unlikely for these PNe because this mechanism occurs in stars with Z 6×10 −5 ([Fe/H] -2.5). Therefore, TDU is essential for these PNe to become C-rich, implying that it is possible that these halo PNe evolved from 0.8-0.9 M ⊙ single stars. We should note that the lower limit mass required for TDU depends largely on models. The minimum mass for the occurrence of the TDU is thought to be 1.2-1.5 M ⊙ (e.g., Lattanzio 1987; Boothroyd & Sackmann 1988) .
Even if the progenitor of H4-1 is a 0.8-0.9 M ⊙ single star and it experienced TDU during AGB phase, current low-mass stellar evolution models are unlikely to explain the evolution of H4-1; the effective temperature of the central star of H4-1 is between 93 400 (Mal'Kov 1997) and 132 000 K (Henry et al. 1996) , and the age of the PN is 8400 yrs, assuming a distance of 25.3 kpc from us (Mal'Kov 1997) . The He-shell burning model for the initially 0.89 M ⊙ and Z=0.004 stars by Vassiliadis & Wood (1994) predicted that it takes >50 000 yrs for a star to reach 10 5 K. There is obviously a large discrepancy in evolutional time scale between the observations and theoretical models.
To explain the evolution of H4-1, we need to consider additional mechanisms that shorten the evolutionary timescale, e.g., binary mass-transfer via Roche lobe overflow, which was proposed for BoBn1 by Otsuka et al. (2010) . Evidence suggests that binary evolution is the most plausible scenario for H4-1. In particular, Tajitsu & Otsuka (2004) showed that H4-1 has a bright equatorial disk, a bipolar nebula, and multiple arcs in its molecular hydrogen image. The discovery of these structures implies that H4-1 would have evolved from a binary, similar to carbon-enhanced metalpoor (CEMP) stars found in the Galactic halo and these CEMP stars show [Fe/H]<-2 (see Beers & Christlieb 2005) . Otsuka et al. (2008b) found that the location of H4-1 on [C/(Fe or Ar)] versus [(Fe or Ar) /H] diagrams is in the region occupied by CEMP stars, indicating a similar origin and evolution.
Elements with atomic number Z>30 are synthesized in the neutron (n) capturing process in both PN progenitors and supernovae (SNe). In PN progenitors, the n-flux is much lower, so the n-capturing process is a slow process (s-process). In SNe, because of a much higher n-flux, the n-capturing process is a rapid process (r-process). Several types of CEMP stars show the enhancements of s-and/or r-process elements. Therefore, if we can detect any n-capture elements, we would be able to obtain important insights into the evolution of H4-1 and the chemical environment where its progenitor was born by comparing the carbon and n-capture elements of H4-1 and those of CEMP stars.
The elements C and O are clearly important with respect to the evolution of H4-1. However, there is a large discrepancy in the C abundances between collisionally excited lines (CELs) and recombination lines (RLs). Torres- Peimbert & Peimbert (1979) estimated the C number density using RLs and found that log n(C)/n(H)+12=9.39, whereas Henry et al. (1996) found a value of 8.68 using CELs. Discrepancies in C and O abundances have already been found in many Galactic PNe (e.g., Liu 2006) . It is necessary to solve the C discrepancy in H4-1 (the O discrepancy, too if exist).
In this paper, we report a detail chemical abundance analysis of H4-1 based on deep high-dispersion optical spectra from Subaru/HDS, and archived UV, optical, and mid-IR spectra from GALEX, the Sloan Digital Sky Survey (SDSS), and Spitzer/IRS, respectively. In Section 2, we describe the observations. In Section 3, we provide the ionic and elemental abundances of H4-1 derived from CELs and RLs. The first detection of the n-capture element xenon (Xe) is reported in this section. In Section 4.1, we discuss the discrepancy in C and O abundances. In Sections 4.2 and 4.3, we discuss the Xe abundance by comparing with the theoretical nucleosynthesis model and the origin and evolution of H4-1 from the view point of chemical abundances. A summary is given in Section 5.
OBSERVATIONS & DATA REDUCTION

HDS observations
The spectra of H4-1 were taken using the High-Dispersion Spectrograph (HDS; Noguchi et al. 2002) attached to one of the two Nasmyth foci of the 8.2-m Subaru telescope (Program ID: S09A-163S, PI: M.Otsuka).
The red spectra (4600-7500 Å) were obtained in May 2009, when weather conditions were unfavorable; there were scattered cirrus clouds in the sky and a full moon. The seeing was ∼1.5
′′ from the guider CCD. An atmospheric dispersion corrector (ADC) was used to minimize the differential atmospheric dispersion through the broad wavelength region. We set the slit width to equal 1.
′′ 5 and chose a 2×2 on-chip binning. We set the slit length to 7 ′′ , which fit the nebula and allowed a direct subtraction of sky background from the object frames. The CCD sampling pitch along the slit length projected on the sky equaled ∼ 0.
′′ 276 per a binned pixel. The resolving power reached approximately R >33 000, which is derived from the mean full width at half maximum (FWHM) of narrow Th-Ar comparisons and night sky lines. We took a series of 1800 s exposures and the total exposure time was 12 600 s (7 exposure frames). In addition, we took a series of four 300 s exposures to measure the fluxes of strong lines such as [O III]λ5007. For the flux calibration, blaze function correction, and airmass correction, we observed the standard star Hz44 three times at different airmasses. The blue spectra (3600-5400 Å) were obtained in July 2009 using the same settings employed in the May 2009 observations, except for the slit width (1.
′′ 2). The seeing during these observations was 0.62 ′′ . We took four 1800 s exposure frames on 4 July and a single 600 s frame on 9 July.
Data reduction and emission line analysis were performed mainly with the long-slit reduction package noao.twodspec in IRAFechelle order.
The line were de-reddened using the formula:
, where I(λ) is the de-reddened line flux, F(λ) is the observed line flux, f (λ) is the interstellar extinction parameter at λ computed by the reddening law of Cardelli et al. (1989) −Y . We measured c(Hβ) by comparing the observed Balmer line ratios of Hγ (blue spectrum) or Hα (red spectrum) to Hβ with the theoretical ratio of Storey & Hummer (1995) , assuming the electron temperature T ǫ =10 4 K and the electron density n ǫ =10 4 cm −3 in the Case B assumption. The value of c(Hβ) was 0.07±0.05 for the blue spectra and 0.11±0.04 for the red spectra.
Flux scaling was performed using all of the emission lines detected in the overlap region between the blue and the red spectra. The de-reddened fluxes relative to I(Hβ)=100 in both spectra are coincident within 11% of each other. The combined de-reddened spectrum is presented in Fig. 1 . The observed wavelength at the time of observation was corrected to the averaged line-of-sight heliocentric radial velocity of -181.35±0.35 km s −1 (root-mean-square of the residuals: 4.00 km s −1 ) among over 120 lines detected in the HDS spectrum. The detected lines are listed in Table 1 . To ensure accuracy in the identification, we checked the presence of all of the detected lines and removed ghost emissions in the twodimensional spectra. When measuring fluxes of the emission lines, we assumed that the line profiles were all Gaussian and we applied multiple Gaussian fitting techniques. We listed the observed wavelength and de-reddened relative fluxes of each Gaussian component (indicated by Comp.ID number in the fourth column of Table 1 ) with respect to the de-reddened Hβ flux of 100. The line-profiles of most the detected lines can be fit by a single Gaussian component. For the lines composed of multiple components (e.g., [O II]λ3726.03 Å), we list the dereddened relative fluxes of each component and list the sum of these components (indicated by Tot.) in the last line.
The total Hβ flux
To normalize the line fluxes relative to F(Hβ) in the GALEX and Spitzer/IRS spectra, the F(Hβ) of the whole nebula is needed.
A measurement of F(Hβ)=3.16(-13) erg s −1 cm −2 was taken for the entire nebula by Kwitter et al. (2003) using a slit width of 5 ′′ . They also determined c(Hβ)=0.10. The SDSS spectrum for H4-1 (SDSS; Object ID: 631018077386964992) provides another measurement, taken using a 3 ′′ diameter optical fiber. A total Hβ flux of 4.57(-13)±3.13(-15) erg s −1 cm −2 was measured by applying an aperture correction factor of 2.07, which is listed in the SDSS webpage and is from the r-band flux ratio between the image and the fiber spectra. A value of c(Hβ)=0.10±0.04 was derived by comparing the observed F(Hβ)/F(Hγ) ratio to the theoretical value for the case of T ǫ =10 4 K and n ǫ =10 4 cm −3 , because the Hα line was saturated.
We used a Hβ flux value of 3.86(-13) erg s −1 cm −2 , which is the average between the values from the SDSS and Kwitter et al. (2003) . Storey & Hummer (1995) . The observed and normalized fluxes of the detected lines are listed in Table 2 .
GALEX archive data
Spitzer/IRS archive data
The spectra were taken on June 12, 2007 using the Infrared Spectrograph (IRS; Houck et al. 2004 ) with the SL (5.2-14.5 µm), SH (9.9-19.6 µm), and LH (18.7-37.2 µm) modules (AOR Keys: 18628864 and 186291202; PI: J. Bernard-Salas). We used the reduction package SMART v.8.2.5 provided by the IRS team at Cornell University (Higdon et al. 2004) and IRSCLEAN provided by the Spitzer Science Center. For SH and LH spectra, we subtracted the sky background using offset spectra. We scaled the SL data up to SH&LH in the overlapping wavelength region, and then re-scaled the scaled 5.2-37.2 µm to match the Wide-field Infrared Survey Explorer (W ISE) bands 3 (λ c =11.56 µm) and 4 (λ c =22.09 µm) average flux densities (1.91(-13) erg s −1 cm −2 µm −1 in band 3 and 3.16(-13) erg s −1 cm −2 µm −1 in band 4). The line fluxes of detected atomic lines are listed in Table  3 . We derived c(Hβ)=0.03±0.04 by comparing the observed intensity ratio of H I F(12.4 µm)/F(Hβ) to the theoretical value of Storey & Hummer (1995) of H I n=9-7, and n=11-8. We used the interstellar extinction function given by Fluks et al. (1994) .
3. RESULTS
CELs Diagnostics
Electron temperatures and densities were derived from a variety of line diagnostic ratios by solving for level populations using a multi-level (> 5 levels) atomic model. The observed diagnostic line ratios are listed in Table 4 . The numbers in the second column indicate the ID of each curve in the n ǫ -T ǫ diagram presented in Fig. 2 . The solid lines indicate diagnostic lines for the electron temperatures, while the broken lines are electron density diagnostics. The third, fourth, and last columns in Table 4 give the diagnostic lines, their line ratios, and the resulting n ǫ and T ǫ , respectively. The value of T ǫ ([S III]) was estimated using the observed [S III]λ18.7 µm and [S III]λ9531 Å lines. We adopted I([S III]λ9531)=2.51 measured by Kwitter et al. (2003) .
For the [O II]λλ7320/30 line, we subtracted recombination contamination from O 2+ using the following equation given by Liu et al. (2000) : Our estimated T ǫ and n ǫ are comparable to those provided by Kwitter et al. (2003) 3.2. RL Diagnostics We calculated T ǫ using the ratio of the Balmer discontinuity to I(H11). The method used to estimate the temperature T ǫ (BJ) is explained in Liu et al. (2001) .
In the case of n ǫ =100 cm −3 , the He I electron temperatures T ǫ (He I) were derived from the ratio He I I(λ7281)/I(λ6678) using the emissivity of He I from Benjamin et al. (1999) .
The intensity ratio of a high-order Balmer line Hn (where n is the principal quantum number of the upper level) to a lower-order Balmer line (e.g., Hβ) is also sensitive to the electron density. In Fig. 3 , we plot the ratios of higherorder Balmer lines to Hβ with comparisons to theoretical values from Storey & Hummer (1995) for values of T ǫ (BJ) and n ǫ =100 and and 2000 cm −3 , respectively. The electron density in the RL emitting region is in the above range.
The T ǫ and n ǫ derived from the RL diagnostics are also summarized in Table 4 . , and Xe 2+ are reported for the first time. The ionic abundances were calculated by solving the statistical equilibrium equations for more than five levels in adopting T ǫ and n ǫ . We used electron temperatures and densities for each ion that were determined using CEL plasma diagnostics. The adopted T ǫ and n ǫ values for each ion are listed in Table 5 .
CEL Ionic Abundances
The derived ionic abundances are presented in Table 6 . The last column contains the resulting ionic abundances, X m+ /H + , and their probable errors, which include errors from line intensities, electron temperature, and electron density. In the last line of each ion's line series, we present the adopted ionic abundance and its error. These values are estimated from the weighted mean of the line intensity.
When (Sharpee et al. 2007; Sterling et al. 2009; García-Rojas et al. 2012; Otsuka et al. 2010) .
The local continuum subtracted [Xe III]λ5846.8 line profile is presented in Fig. 4 . In high-excitation PNe such as H4-1, this line appears to be blended with He IIλ5846.7 (n=31-5; Pfund series). The blue line in Fig. 4(a) indicates the observed line profile. The [Fe II] λ5847.3 line possibly contributes to the emission line at λ5846, however, this line has poorer wavelength agreement and our photo-ionization model of H4-1 using CLOUDY code (Ferland et al. 1998) Storey & Hummer (1995) . Second, we shifted the intensity peak wavelength of this scaled line to 5846.7 Å. The predicted He IIλ5846.7 is indicated by the green line in Fig. 4(a) . Next, we subtracted this shifted line from the 5846 Å line. Finally, we obtained an intensity of the [Xe III] λ5846.8 line of 3.63(-2)±1.04(-2), as indicated by the red line in Fig. 4(a) .
We also attempted to obtain the [Xe III]λ5846.8 using Gaussian fitting, as shown in Fig. 4(b) Based on the above analyses, it is probable that [Xe III] λ5846.8 would be in the HDS spectrum. However, we need to carefully consider the estimation of the [Xe III]λ5846.8 line intensity; because we could not detect any Pfund series He II lines with an upper n from 29 to 21 and >32, He IIλ5846.7 may be not in the HDS spectrum or it may be present at a very low intensity. The emission line at 5846.8 Å would be mostly from the [Xe III] λ5846.8 line. In this work, we determined the lower limit Xe 2+ and Xe abundances using method I based on the transition probabilities of Biemont et al. (1995) and the collisional impacts of Schoening & Butler (1998) .
We could not retrieve strong lines for Ba II λ4934.6 Å and 6141.7 Å from the HDS spectrum because both lines were deeply affected by moonlight. Therefore, we calculated an upper limit for the expected Ba + abundance of 3.23(-10) using the 1-σ flux density at Ba IIλ6141.7 (I(6141.7 Å)/I(Hβ)=9.83(-3), I(Hβ)=100) with T ǫ =11 300 K, n ǫ =1030 cm −3 , and FWHM velocity = 19 km s −1 . In the Ba + calculation, we used transition probabilities from Klose et al. (2002) and collisional impacts from Schoening & Butler (1998) 
RL Ionic Abundances
The estimated RL ionic abundances are listed in Table 7 . The calculations of C 3+,4+ , N 3+ , and O 2+,3+ abundances were performed for the first time. The Case B assumption applies to lines from levels that have the same spin as the ground state, We detected the multiplet V1 and V2 O II lines. Ruiz et al. (2003) , Peimbert et al. (2005) , and García-Rojas et al. (2009) pointed out that the upper levels of the transitions in the V1 O II line are not in local thermal equilibrium (LTE) for n ǫ < 10 000 cm −3 , and that the abundances derived from each individual line could differ by a factor of ∼4 (García-Rojas et al. 2009 ). However, the V2 lines are not affected by non-LTE effects. Because H4-1 is a low-density PN (<3000 cm −3 ), we performed the non-LTE corrections using equations (8) Peimbert et al. (2005) with n ǫ =2000 cm −3 .
The resulting O 2+ abundances determined using the V1 and V2 lines are in good agreement, except for the O II λ4638.86 line. This line was therefore excluded in the final determination of the RL O 2+ abundance.
3.5. Elemental Abundances The elemental abundances were estimated using an ionization correction factor, ICF(X), which is based on the ionization potential. The ICF(X) for each element is listed in Table  8 .
The He abundance is the sum of the He + and He 2+ abundances. We assume that the C abundance is the sum of the C + , C 2+ , C 3+ , and C 4+ abundances, and we corrected for the CEL C 4+ and the RL C + . The N abundance is the sum of N + , N 2+ , and N 3+ , and we corrected for the N 2+ and N 3+ abundances. abundances. We did not correct for the ionization of Ba. The resulting elemental abundances are listed in Table 9 . The types of emission lines used for the abundance estimations are specified in the second column. The number densities of each element relative to hydrogen are listed in the third column. The fourth column lists the number densities and the fifth column lists the number densities relative to the solar value. The last two columns are the solar abundances and the adopted ICF values. We referred to Asplund et al. (2009) for N and Cl, and Lodders (2003) for the other elements.
The [C/O] abundances are +1.25±0.19 dex from the RL and +1.14±0.20 dex from the CEL, therefore H4-1 is an extremely C-enhanced PN. However, as shown in the fifth column of Table 9 , the C and O abundances are slightly different between RLs and CELs. The C and O abundance discrepancies could be explained by small temperature fluctuations in the nebula. We discuss the C and O abundance discrepancies in the next section.
In Table 10 , we compiled results for H4-1. We improved the C, O, Ne, S, Ar abundances and newly added the Cl and Xe abundances, thanks to high-dispersion Subaru/HDS spectra and the detection of many different ionization stage ions. The large discrepancy in C abundance between the RL (Torres-Peimbert & Peimbert 1979 ) and the CEL (Henry et al. 1996 ) is reduced as a result of our work.
In Table 11 , we summarize the Xe abundances in 11 Galactic PNe. Using the line lists from García-Rojas et al. (2012), we estimated the Xe abundances of M3-15, NGC5189, PC14, and Pe1-1 in T ǫ ([O III]) and n ǫ ([Cl III]). For the above PNe, we removed the contribution of He IIλ5846.7 to [Xe III]λ5846.8 using method I as described in Section 3.3. The Xe abundance in H4-1 is the highest among these PNe. In the next section, we also discuss how much Xe in H4-1 is a product of AGB nucleosynthesis in the progenitor.
DISCUSSION
C and O abundance discrepancies
The RL to CEL abundance ratio, also known as the abundance discrepancy factor (ADF), in C 2+ , C 3+ , and O 2+ is 2.20±0.45, 4.36±0.81, and 1.75±0.36, respectively. For most PNe, ADFs are typically between 1.6 and 3.2 (see Liu 2006) .
The value of T ǫ (He I) is comparable to the value of T ǫ (BJ) within estimation error. According to Zhang et al. (2005a) , if T ǫ (He I) is lower than T ǫ (BJ), then the chemical abundances in the nebulae have two different abundance patterns. Otherwise, the abundance discrepancy between the CELs and the RLs is caused by temperature fluctuations within the nebula.
We attempted to explain the discrepancies in C and O abundance by including temperature fluctuations in the nebula. Peimbert et al. (1993) extended this effect to account for RL and CEL O 2+ abundance discrepancies by introducing the mean electron temperature T 0 and the electron temperature fluctuation parameter t 2 , as follows,
Using this temperature fluctuation model, we attempted to explain the discrepancy in C 2+,3+ and O 2+ abundance. Following the methods of Peimbert & Torres-Peimbert (1971) and Peimbert (2003) , we estimated the mean electron temperatures and t 2 . When t 2 ≪ 1, the observed
, and T ǫ (BJ) are written as follows,
where T 
NOTE. -The CEL abundances with t 2 = 0 by us are listed in Table 12 . a Derived from photo-ionization modeling. b Derived from C II λ4267 Å line. (7) REFERENCES.
- (1) NOTE. -The abundances are estimated from CELs, except for C in IC4191 which is estimated using recombination lines.
ionization zones and the other elements are in high-ionization zones (See Table 8 ).
Based on the assumption that t 2 =t 2 h =t 2 l , we found that T 0,h =12 590±340 K, T 0,l =10 760±290 K, T 0 =12 590±1100 K, and t 2 =0.030±0.007 minimize the ADFs in C 2+,3+ and O 2+ using the combination of equations (4)-(6). Our determined t 2 is in agreement with Torres- Peimbert & Peimbert (1979) , who determined t 2 =0.035. Next, the average line-emitting temperatures for each line at λ, T ǫ (λ), and T ǫ (Hβ) can be written by following the method of Peimbert et al. (2004) :
where T 0,h,l is 12 590±340 K for the elements in high ionization zone and is 10 760±290 K for those in low ionization zone, the ∆E is the difference energy between the upper and lower level of of the target lines, k is Boltzmann constant, respectively. Finally, the ionic abundances can be estimated by following the method of Peimbert et al. (2004) , which accounts for the effects of fluctuations in temperature:
The resulting CEL ionic and elemental abundances are summarized in Table 12 . The ADFs are slightly improved for C 2+ and O 2+ , with values of 1.94±0.45 and 1.45±0.30, respectively, whereas the ADF for C 3+ remains high, with a value of 4.31±1.03. Because most of the ionic C abundances are in a doubly ionized stage, and the CEL C 2+ abundance approaches that of the RL C 2+ , the elemental CEL C abundance is very close to the RL C abundance (9.35 dex for the RL and 9.05 dex for the CEL), resolving the C abundance discrepancy. The elemental O abundances agree within error, 8.40 for the RL and 8.24 for the CEL.
Two difference abundance patterns could cause the ionic C 2+,3+ and O 2+ abundances. However, even if these abundance patterns appear in H4-1, the difference between these ionic abundances would be negligible.
Comparison with theoretical model
The large enhancement of the Xe abundance is the most remarkable finding for H4-1. In this section, we compare the observed abundances with the nucleosynthesis models for the initially 0.9 M ⊙ and 2.0 M ⊙ single stars with [X/H]=-2.19 from Lugaro et al. (2012) , and we verify whether the observed Xe abundance could be explained using their models. From the galaxy chemical evolution model of Kobayashi et al. (2011) For the initially 0.9 M ⊙ star model, Lugaro et al. (2012) adopted scaled-solar abundances as the initial composition for all elements from C to Pb. Both the initial Xe and Ba abundances are ∼0, meaning that the final predicted abundances of these two elements are pure products of the s-process in their progenitors. In the 2.0 M ⊙ model, they initially adopted the [r/Fe]=+2. In Table 13 , we compare our results with the predictions by Lugaro et al. (2012) . The initial abundances are also listed. The models of Lugaro et al. (2012) include a partial mixing zone (PMZ) of 2(-3) M ⊙ that produces a 13 C pocket during the interpulse period and releases extra free neutrons (n) through 13 C(α,n) 16 O to obtain n-process elements. The 0.9 M ⊙ and the 2.0 M ⊙ star models predict that the respective stars experienced 38 and 27 times thermal pulses and the occurrence of a TDU. The 0.9 M ⊙ model gives a good agreement with the observed C and N abundances, however, there are discrepancies between the observed and the model predicted α-elements. The production of Xe is mainly a result of the r-process; Bisterzo et al. (2011) reported that the solar Xe and Eu are mainly from the r-process (84.6 % and 94 %, respectively), although the contribution from the r-process to the Xe is disputable. The 0.9 M ⊙ model predicted the Xe/H abundance of 3.63(-11), while the observed abundance in H4-1 is 5.62(-10). Therefore, most the xenon in H4-1 is produced by the r-process in primordial SNe.
If the progenitor of H4-1 was formed in an r-process rich environment, the observed α elements and Xe could be explained. Compared to the 0.9 M ⊙ model, except for N and Ne, the r-process enhanced model for 2.0 M ⊙ stars explains the observed O, S, Ar, and Xe abundances well. About 0.2-0.3 dex of the observed α-elements are SN products.
Through comparison with the theoretical models, we suppose that the observed Xe is mostly synthesized by r-process in SNe. The observed abundances could be explained by the model for 2.0 M ⊙ stars with the initial [r/Fe]=+2.0.
4.3.
Comparison with CEMP stars and the evolution and evolution of H4-1 Although the models by Lugaro et al. (2012) explain the observed abundances, it is difficult to explain the evolutional time scale of H4-1 with a 2.0 M ⊙ single-star evolution models, because such mass stars cannot survive in the Galactic halo up to now. Therefore, it is possible that H4-1 evolved from a binary, similar to the evolution of CEMP stars, and its progenitor was polluted by SNe. Our definition of CEMP stars is summarized in Table 14 . The metallicities of CEMP-s and CEMP-r/s stars are widely spread, while those of CEMP-no are mostly -3 (e.g., Aoki et al. 2007) . Fig. 5 indicates that H4-1 is similar to CEMP-r/s and CEMP-no, assuming that the [Eu/H] abundance in H4-1 is similar to its [Xe/H] abundance.
Although H4-1 has a similar origin and evolution as CEMPr/s and CEMP-no stars, the origin of these CEMP stars is a topic of much debate (Lugaro et al. 2012; Bisterzo et al. 2011; Jonsell et al. 2006; Ito et al. 2013; Zijlstra 2004) . As proposed by Zijlstra (2004) to explain the abundances of r/s-rich stars, the progenitor of H4-1 might be a binary composing of e.g, ∼0.8-0.9 M ⊙ and ∼5 M ⊙ (from their Fig. 2 ), which might evolve into a SN. However, there are problems on the N and Xe productions in such massive primary scenario for explanation of H4-1's evolution. For instance, the 5 M ⊙ with r+0.4 dex models by Lugaro et al. (2012) predicted highly enhanced N (9.11) by the hot bottom burning and low Xe abundances (0.99 dex). While, Suda et al. (2013) argued that the inclusion of mass-loss suppression in metal-poor AGB stars can inhibit such N-enhanced metal-poor stars. Therefore, at the present, we think that the primary star should have never experienced the hot bottom burning.
If bipolar nebulae are created by stable mass-transfer during Roche lobe overflow, the initial mass ratio of the primary to secondary is ∼1-2, according to Phillips (2000) . If this is the case for the bipolar nebula formation in H4-1 and the secondary is ∼0.8-0.9 M ⊙ , the primary star would be ∼0.8-1.8 M ⊙ . For example, Otsuka et al. (2010) explain the observed chemical abundances of BoBn1 using the binary model composed of 0.75 M ⊙ + 1.5 M ⊙ stars.
SUMMARY
We analyzed the multi-wavelength spectra of the halo PN H4-1 from Subaru/HDS, GALEX, SDSS, and Spitzer/IRS in order to to determine chemical abundances, in particular, ncapture elements, solve the C abundance discrepancy problem, and obtain insights on the origin and evolution of H4-1. We determined the abundances of 10 elements based on the over 160 lines detected in those data. The C and O abundances were derived from both CELs and RLs. We found the discrepancies between the CEL and the RL abundances of C and O, respectively and they can be explained by considering temperature fluctuation effect. The large discrepancy in the C abundance between CEL and RL in H4-1 was solved by our study. In HDS spectrum, we detected the [Xe III]λ5846 Å line in H4-1 for the first time. H4-1 is the most Xe enhanced PN among the Xe detected PNe. The observed abundances can be explained by a ∼2.0 M ⊙ single star model with initially [r/Fe]=+2.0 of Lugaro et al. (2012) . The observed Xe abundance would be a product of the r-process in primordial SNe. About 0.2-0.3 dex of the α elements are also the products by these SNe. The [C/O]-[Ba/(Eu or Xe)] diagram suggests that the progenitor of H4-1 shares the evolution with CEMP-r/s and CEMP-no stars. The progenitor of H4-1 is a presumably binary formed in an r-process rich environment.
