The Riemann hypothesis (RH) is well known. In this paper we would show some sufficient conditions for the RH. The first condition is related with the sum of divisors function and another one is related with the Chebyshev's function.
Introduction
The function defined by an absolute convergent Dirichlet's series 
where infinite product runs over all the prime numbers. Also for the function satisfies the functional equation To study the RH we will here consider some conditions. These conditions
give us a certain possibility to prove the RH. On the bases of such new criterions, in the future, we would discuss the RH in detail.
Conditions to the sum of divisors function
In this section we will consider two sufficient conditions for the RH. Those conditions are related with the sum of divisors function.
Let be the set of natural numbers. Suppose that N From the infinite product of
The following theorem shows one property of the Riemann's zeta function for the RI. We have
Theorem 1. If for any and any it holds
then the RI holds. ( ) ( )
Proof
If it holds that 1 1 log log 1 log log 1
then satisfies the RI. In deed, it is not difficult to see that n ( ) ( ) 
By the condition (7) we have ( ) log log log .
In general, since log
This is the proof of the theorem. 
Hence for any we have
( ) ( )( 
And we can rewrite the condition (7) as ( ) 
Then from (14) and (15) we have ( ) ( )
Therefore we put
then we could know that for any there exist only finite many numbers in the set such that it doesn't satisfy the RI. This shows that
The RI will hold for nearly all number except the finite numbers.
The theorem 1 shows one sufficient condition for the RI. But below theorem shows one equivalent condition to the RI. 
Proof. Suppose that the RI holds. Then it is clear that (19) holds.
Suppose that (19) holds, but the RI doesn't hold. Then by the Robin's theorem ( [5, 6] ), there exist constant 0, 0 1/ 2 c β > < < such that for infinitely many we have n ( ) ( ) log log log log log c n n e n n n n
On the other hand, since (19) holds, there exists a constant such that for any we have 
From (20) and (21), for infinitely many we have n ( ) ( ) 0 log log log log log log log . log c n n e n n n n c n e n n n But it is a contradiction. Thus the RI holds.
Note 2. In his paper [9] , Ramanujan showed under the RH it holds that We indicate that another one equivalent to the RI is that there exists a constant such that, for any ,
This is easily obtained from the theorem 2. However, in the future, we would show that the condition (23) is very important for the RH.
In this connection, we recommend the inequality ( )
log log exp log exp log log n e n c n n n
where is a constant and . This inequality (24) is weaker than (23), but stronger than the inequality
exp log log log log log c n n n e n n n
where is a constant and
From the proof of the theorem 2, we could see that the inequality (25) is equivalent to the RH. Therefore the inequality (24) is also equivalent to the RH. This shows that the inequalities (23), (24) and (25) are equivalent to each other. However, These three inequalities have a very close relation in the proof of it. In the papers [12,13.14], we have considered specifically the inequality (23) by a new idea, which is called a sigma-index of the natural number. In particular, we gave there the proof that the inequality (24) holds unconditionally.
A Condition to the Chebyshev's function
We will consider a more sufficient condition equivalent to the RH.
Recall that ( ) 
holds if and only if the RH is true ( [7] ).
We will here consider a condition related with (27).
We put 
