Inbreeding results from the mating of related individuals and may be associated with reduced fitness because it brings together deleterious variants in one individual. In general, inbreeding is estimated with respect to an arbitrary base population consisting of ancestors that are assumed unrelated. We herein propose a model-based approach to estimate and characterize individual inbreeding at both global and local genomic scales by assuming the individual genome is a mosaic of homozygous-by- 
can thus increase the risk of extinction by reducing the population growth rate (Hedrick & Kalinowski, 2000; Keller & Waller, 2002) although it may be conversely favourable in some conditions by purging deleterious variants from the population (Caballero, Bravo, & Wang, 2017; Estoup et al., 2016) . Assessing individual inbreeding is then of paramount interest to improve the management of populations under conservation or selection, and from a more general evolutionary perspective to better understand the genetic architecture of inbreeding depression.
The first standard measure for the level of individual inbreeding was introduced by Wright (1922) as the coefficient of inbreeding (F) that he defined in terms of correlations between the parents uniting gametes. Further, Mal ecot (1948) proposed an alternative and more intuitive probabilistic interpretation of F as the probability that any two genes each randomly sampled in the parents gametes are identical by descent (IBD) , that is, are themselves derived from a common ancestor. In practice, estimation of F has long been only feasible using pedigree data and was hence limited to a few populations where such information had been recorded. Nevertheless, pedigrees remain usually limited to a few past generations leading to downward bias in the estimates of F as remote relationships are ignored (Keller, Visscher, & Goddard, 2011) , and they might also contain a non-negligible proportion of errors even in well-recorded domestic breeds (Leroy et al., 2012) . In addition, whatever the pedigree depth and accuracy, pedigree-based estimates of F are only providing the expected proportion of individual genomic inbreeding which might departs from the actual genomic inbreeding due to mendelian sampling and linkage (Hill & Weir, 2011) . With the advent of next-generation sequencing and genotyping technologies, using genomic information to estimate the (realized) individual inbreeding proved particularly valuable (Wang, 2016) opening new avenues in the study of inbreeding in a wider range of populations including wild ones as genealogy is no more required (Hedrick & Garcia-Dorado, 2016; Kardos, Taylor, Ellegren, Luikart, & Allendorf, 2016) .
Genomic approaches to estimate F basically rely on the identityby-state (IBS) status of genotyped markers and may be divided in two broad categories depending on whether or not they use linkage map information. The first type of methods ranges from simple estimates of individual heterozygosities (e.g., Szulkin, Bierne, & David, 2010) or homozygosities (e.g., Bjelland, Weigel, Vukasinovic, & Nkrumah, 2013 ) to more advanced approaches based on the estimation of the realized genomic relationship matrix (VanRaden, 2008; Yang et al., 2010) or moment-based estimators to correct for population structure in the estimation of population allele frequencies (e.g., Manichaikul et al., 2010) . Their accuracy depends strongly on the number and informativeness of the genotyped markers (Kardos, Luikart, & Allendorf, 2015) , but they always remain global in the sense that they can only capture the total amount of individual inbreeding.
With genetic map information, one may alternatively rely on the identification of stretches of homozygous markers also referred to runs of homozygosity (ROH) (e.g., McQuillan et al., 2008) to estimate individual inbreeding at both a local genome scale and genomewide (as the proportion of the genome contained in locally inbred regions).
ROH are indeed most often interpreted as homozygous-by-descent (HBD) or autozygous segments, that is, made up of pairs of haplotypes that were inherited from a common ancestor without recombination (and mutation) in neither of them via two different genealogical paths. Assessing the distribution of ROH within individual genomes has thus become popular to characterize inbreeding in a wide range of model species including humans (Kirin et al., 2010; McQuillan et al., 2008; Pemberton et al., 2012) , livestock (Bosse et al., 2012; Feren cakovi c et al., 2013) or wild populations (Kardos, Qvarnstrom, & Ellegren, 2017) . ROH also allow to distinguish between recent and more ancient inbreeding (Kirin et al., 2010; Pemberton et al., 2012; Purfield, Berry, McParland, & Bradley, 2012) as HBD segments tracing back to more remote ancestors are expected to be shorter because of a higher number of historical recombination events (Thompson, 2013) .
Several approaches have been proposed to identify HBD segments from stretches of homozygous markers. First, empirical rulebased procedures aim at characterizing ROH over the genomes (as proxies for HBD segments) and thus rely on the prior definition of specific thresholds for their minimal number of homozygous markers and segment length together with the maximum proportion of allowed heterozygous markers (to allow for genotyping error). Broman and Weber (1999) proposed a formal statistical approach to assess the actual HBD status of the ROH they identified by accounting for population allele frequencies and genotyping error rates.
Elaborating on this earlier work, likelihood-based approaches were further developed allowing in particular to compute a LOD score to assess the strength of evidence in favour of autozygosity of genomic windows through the genome, the size of the window being previously optimized (e.g., Kardos et al., 2017; Pemberton et al., 2012; Wang, Haynes, Barany, & Ott, 2009 ). Alongside these window-based approaches, Leutenegger et al. (2003) provided a full probabilistic modelling of the IBD process along the chromosomes by developing a Hidden Markov Model (HMM) to identify HBD segments. Such a HMM framework allows to make use efficiently of the available genetic information contained in the sequences of both homozygous and heterozygous markers and the linkage maps. It can also easily handle whole-genome sequence data (Narasimhan et al., 2016) including those obtained from low-fold sequencing experiments (Vieira, Albrechtsen, & Nielsen, 2016) . Although powerful, these full model-based approaches all rely on a two-states HMM considering that each marker either belongs to an non-HBD or an HBD segment.
The transition probabilities between these two (hidden) states of successive markers then depend on (i) their given genetic distances;
(ii) a parameter controlling the rate of changes per unit of genetic distance; and (iii) the individual inbreeding coefficient. Considering only two states (HBD or non-HBD) actually amounts to assuming that all the HBD segments within a given individual have the same expected length. In other words, all the individual inbreeding is assumed to originate from one or several ancestors living in a single generation in the past (with genealogical paths of equal length).
However, in both natural and domesticated populations, the sources of individual inbreeding are multiple, as they are all related to their DRUET AND GAUTIER | 5821 usually complex past demographic history, making such a hypothesis of a single inbreeding event highly unrealistic. As a result, all individuals carry HBD chromosome segments from ancestors across a wide range of numbers of generations into the past (with genealogical paths of varying number of generations). Such HBD segments of different origins should be modelled with different transition probabilities.
We herein propose to extend previous two-states HMM by considering several classes for HBD segments. For each HBD class, the length of HBD segments (in Morgan) is assumed exponentially distributed with a distinct rate that is related to the age of the inbreeding event (the higher the rate, the shorter the HBD segments and the older the inbreeding event). This new model that actually corresponds to an exponential mixture model allows to provide a better fit to individual genetic data (either genotyping or sequencing data) and to refine the genomic partitioning of inbreeding into stretches of HBD segments from possibly different ancestral origins. To evaluate the accuracy of the methods, we carried out comprehensive simulation studies. In addition, three real data sets from human, dog and sheep populations were analysed in more detail to illustrate the range of application of the methods. As a by-product of this study, a freely available program, named ZOOROH, was developed to implement inferences under the model.
| THE MODELS
In the following, we describe our HMM to model individual genomes as mixtures of HBD and non-HBD segments. We first consider a model with only two states (one HBD or autozygous class and one non-HBD class) and then describe the extension of the model to combine several HBD classes with varying expected HBD segment lengths. To deal with the specificities of next-generation sequencing (NGS) data (whole-genome sequencing, low-fold sequencing, genotype by sequencing) that may provide less accurate genotype call than SNP chip arrays, we also propose alternative emission probability functions that integrate over the uncertainties of each possible genotype.
As in previous similar studies (e.g., Leutenegger et al., 2003) , it should be noticed that the genetic map is assumed to be known without error in the HMM specification. The model further relies on a one-order Markov process to define the transition probabilities between successive hidden states. Such a model has been shown to represent a good approximation of the HBD process along the genome when there is no interference between recombination locations (Lander & Green, 1987; Leutenegger et al., 2003; Thompson, 2008) .
| The two-states model (1R model)
We start by describing a simplified HMM that models the transmission of chromosomes from ancestors present G generations in the past to an individual from the current generation (each having 2 G possible ancestors: two parents, four grandparents, etc.). The paternal and maternal chromosomes of the individual each descend from a distinct set of N H = 2 G ancestor haplotypes and can hence be described as a mosaic of these haplotypes. To describe this process, we can follow Mott, Talbot, Turri, Collins, and Flint (2000) that proposed a HMM to model chromosomes of terminal lines as a mosaic of founder lines. The probability to descend from a given ancestor haplotype at the marker position M lÀ1 is 1/N H , and the number of recombinations on the path from the ancestors to the individual between two adjacent markers M lÀ1 and M l separated by t l Morgans (l > 1) is distributed as a Poisson random variable with mean Gt l (Mott et al., 2000) . In the context of HBD modelling, we are interested in the pair of inherited haplotypes and their IBD relationship (they either form HBD or non-HBD segments). In total, there are N 2 H possible pairs of ancestor haplotypes and the number of recombinations on both paths between the two adjacent markers M lÀ1 and M l is distributed as a Poisson random variable with mean 2Gt l . This means that in the current generation, the length of a diploid segment inherited by an individual without ancestry change (i.e., without recombination in both genealogical paths to the ancestor(s) living G generations ago) is exponentially distributed with rate R = 2G (i.e., with expected mean equal to 1/R Morgans).
R will be referred to as the rate of ancestry change in our model.
Under this model, for a given (diploid) individual and chromosome, the maternally and paternally inherited haplotypes each consist of a mosaic of segments originating from a distinct set of N H ancestor haplotypes that defines in turn a mosaic of either HBD (where maternally and paternally haplotype segments are IBD) or non-HBD segments. Over the whole individual genome, the proportion q of inherited haplotype pairs that are IBD is closely related to the individual inbreeding coefficient F defined as the probability that two genes randomly sampled in the paternal and maternal gametes are IBD (i.e., that a randomly chosen position in the genome belongs to an HBD segment).
Capitalizing on these definitions, the 1R model now assumes that the genome is partitioned in either HBD and non-HBD tracts that actually correspond to the two hidden states (K = 2) of the HMM.
Let S l denote the (hidden) state of M l with S l = 1 and S l = K = 2 if M l lies within an HBD and a non-HBD segment, respectively. The four transition probabilities between the hidden states of every pairs of consecutive markers are then defined as:
The term e ÀRt l represents the probability that there is no recombination on both genealogical paths between two consecutive markers M lÀ1 and M l (i.e., the HBD status remains the same). Similarly,
1 À e ÀRtl is the probability that the pair of inherited haplotypes changes between the two consecutive markers (as a result of recombination). In that case, the new pair of inherited haplotypes is either HBD (with probability q) or non-HBD (with probability 1 À q) irrespective of the previous state. Because consecutive pairs of inherited haplotypes might belong to the same state (with probability q and 1 À q), the overall lengths of tracts of consecutive markers belonging to the HBD or to the non-HBD class have expected means equal to 1=ðRð1 À qÞÞ and 1=ðRqÞ, respectively. This model is an approximation of the inheritance of HBD segments, and real pedigrees are far more complex. In particular, transition probabilities are not so simple and depend on the position in the genealogy of the haplotypes inherited at marker M lÀ1 (e.g., Druet & Farnir, 2011) .
Consequently, R is not strictly identical to the size (in generations) of the inbreeding loop connecting the two haplotypes of a HBD segment (approximately equal to 2G for an ancestor living G generations ago).
The proposed transition probabilities are identical to those used by Leutenegger et al. (2003) and Vieira et al. (2016) . Leutenegger et al. (2003) showed that this HMM is a good approximation of the HBD process and that q can actually be interpreted as a measure of the individual inbreeding coefficient F (Leutenegger et al., 2003) . It corresponds indeed to the marginal equilibrium HBD probability (Thompson, 2008) . In these studies, the transition rate R determines the rate of change between the two states in units of genetic distance (Thompson, 2008) and is such that mean length of HBD and non-HBD segments are equal to 1=ðRð1 À qÞÞ and 1=ðRqÞ, respectively (Leutenegger et al., 2003) . Although this rate depends on time to common ancestor(s) (Vieira et al., 2016) , it is not equal to the generational age of HBD as illustrated by Leutenegger et al. (2003) and Leutenegger, Sahbatou, Gazal, Cann, and Genin (2011) for a few examples.
| Extension to multistate models (KR models)
With a unique HBD class, the 1R model described above considers that all the HBD segments have approximately the same age either because they originate from a single ancestor (one strong inbreeding event) or from multiple ancestors in the same generation (e.g., during a bottleneck). Population history might however lead to far more complex patterns and common ancestors tracing back to different generations are probably present in all finite populations (e.g., Kardos et al., 2017) . This is probably frequent in small popula- For the sake of generality, we may include several non-HBD classes, but in the present study, we only used one non-HBD class labelled K (i.e., the total number of classes K = K HBD + 1) with a mixing proportion q K and a change rate R K . The transition probabilities between the hidden states S lÀ1 and S l of two adjacent loci M lÀ1 and M l read:
where a 2 ð1; KÞ and b 2 ð1; KÞ represent the identifier of the K different states (recalling that K also represents the non-HBD state). It is important to note that when K = 2, that is, we only consider two states (K HBD = 1 state and one non-HBD), the 2R model is slightly different than the 1R model as the two states are not constrained to have the same rate R.
| Emission probabilities and extension to NGS data
To complete the specification of the HMM, we need to specify the emission probabilities, that is, the probabilities of the data Y l observed at each marker M l given the underlying state S l of the segment that might either be HBD (S l 6 ¼ K) or non-HBD (S l = K). Let I l represent the number of alleles observed for marker M l (in the rest of the study, we only considered bi-allelic SNPs i.e., I l = 2 for all l)
and A li the corresponding alleles (i 2 ð1; I l Þ). Depending on the technology and the analyses performed, Y l then either consists of (i) a genotype A li A lj (where i 2 ð1; I l Þ and j 2 ð1; I l Þ) among the (McKenna et al., 2010) or SAMTOOLS (Li et al., 2009 ). This allows to account for the genotype uncertainty which is highly recommended when dealing with NGS, particularly with low-fold sequencing data.
| Emission probabilities for genotyping data
Let p li be the population allele frequency of allele A li which is assumed to be known. If M l belongs to a HBD segment (S l 6 ¼ K), we define the emission probabilities of the genotype A li A lj as follows:
where is the probability (assumed to be known) to observe a heterozygous marker when M l belongs to a HBD segment either resulting from a genotyping error or a recent mutation. In other words, we assume that the vast majority of the polymorphic markers were segregating in the population before the common ancestors of the HBD segments and thus interpret recent mutations as genotyping errors. For non-HBD segments (tracing back to much more ancient ancestors), each genotype emission probabilities are derived assuming Hardy-Weinberg equilibrium (HWE) and disregarding genotyping error (or mutation):
Note that these emission probabilities slightly differ from those considered in Leutenegger et al. (2003) .
| Emission probabilities for genotype likelihood data
To account for genotype uncertainty, emission probabilities are obtained by integrating over all the possible genotypes: 
Finally, the genomewide estimate of the realized individual inbreeding coefficient b F G is simply the average over the genome of the local estimates obtained for the L markers:
| Model assessment
Because the optimal number of states (K HBD or K) is usually unknown, we may be interested in characterizing, for a given data set, the strength of evidence for alternative number of states. To that end, we relied on the Bayesian information criterion (BIC) which is a standard criterion for model selection among a finite set of models and was computed as follows:
where P Yj b H is the maximum of the likelihood function obtained with the estimated parameters b H (computed with the forward algorithm (Rabiner, 1989) ), L is the number of markers and n p is the number of independent parameters, that is, n p = 2K À 1 for a KR model (with K À 1 HBD classes) and n p = K À 1 for a MixKR model (because the K mixing coefficients are constrained to sum to 1.0). To simulate genotyping data, we first randomly sampled for each SNP the population frequency of an arbitrarily chosen reference allele either (i) from an empirical distribution derived from real cattle genotyping SNP assay and WGS data (Fig. S1 ) or (ii) from a (U-Shaped) distribution bð0:2; 0:2Þ that mimics NGS data (Fig. S1 ).
We further refer to these two different allele frequency spectrum (AFS) as (i) array-like AFS and ii) NGS-like AFS, respectively. Given the simulated HBD status of the segments on which each SNP lie (see above), we used these sampled allele frequencies to simulate SNP genotypes as described for the emission probabilities above and to evaluate the robustness of the models.
To simulate low-fold sequencing data (50 individuals), we sampled at each marker a number of reads t according to a Poisson distribution with mean k (the average coverage). For homozygote genotypes (simulated as described above), the t sampled reads always carried the same allele (no sequencing error) and for heterozygotes, we used a binomial distributions (with parameters t and 1/2 to sample the read counts for the two possible alleles. We then considered for each simulated SNP l the read counts t l1 and t l2 observed for each of the two alleles to derive the three genotype likelihoods of the three genotypes A l1 A l1 , A l1 A l2 and A l2 A l2 following Li, Willer, Ding, Scheet, and Abecasis (2010) (with the per base sequencing error set to 0): We used the genetic map to simulate the alternation of HBD and non-HBD segments as described above. Parameters and inbreeding coefficients were then estimated using either the physical map (consisting of evenly spaced markers) as an approximation of the genetic map or the actual genetic map.
Finally, to assess the accuracies of the model estimation, we computed the mean absolute error (MAE) for each parameter a of interest as:
b a n À a n j j
where N is the number of simulated individuals, b a n is the estimated parameter value for individual n and a n is the corresponding simulated value.
| Simulations under a discrete-time

Wright-Fisher process
The inference model we used is based on hypotheses (exponential distribution for HBD segment lengths, HWE in non-HBD states, etc.) commonly used and that have been proven to work well (e.g., Leutenegger et al., 2003; Vieira et al., 2016) . Still, we performed additional simulations relying on population genetic models to obtain simulated data less dependent on these assumptions. To that end, we used the program ARGON (Palamara, 2016) that simulates data under a discrete-time Wright-Fisher process.
With constant and large effective population size N e , inbreeding is expected to be low and to be spread over many generations. To concentrate inbreeding in specific age classes, we simulated bottlenecks keeping large N e outside these events to reduce the noise due to inbreeding coming from other generations. In the first scenario WF1 (Fig. S2 ), we considered an ancestral population P 0 with a constant haploid effective population size equal to N e0 = 20,000
that splits in two populations P 1 and P 2 at generation time T s in DRUET AND GAUTIER | 5825 the past with respective population sizes N e1 = 10,000 or 100,000
(according to the scenario) and N e2 = 10,000. During four generations centred around generation T b ( T s in the past, P 1 experienced a bottleneck with an (haploid) effective population size equal to N eb and recovered its initial size. Population P 2 that always maintains a constant size is actually used to select markers that were also segregating in the ancestral population P 0 (markers segregating at MAF ⩾ 0.05 in both populations P 1 and P 2 were kept for further analyses). The different simulation parameters are expected to have various impacts on the distribution of inbreeding. For instance for larger T s , inbreeding tends to accumulate after the two populations split and selected markers will have an older origin.
Similarly, the larger N e1 , the less inbreeding is accumulating outside the bottleneck while with smaller N eb , more inbreeding is created during the bottleneck. In total, 50 diploid individuals were simulated in both populations P 1 and P 2 considering a genome that consisted of a single chromosome of 250 cM length (i.e., 250 Mb assuming a cM to Mb ratio of 1). The mutation rate was set to l = 10 À8 and we use the functionalities of ARGON to identify all the HBD segments >10 kb and to obtain their ages (generation time of the most recent common ancestor).
A second scenario WF2 ( Fig. S3 ) was also considered for simulations in which similar parameters were used, but the bottleneck occurred at generation T b = 20 and N e1 was kept constant for subsequent and more recent generations (instead of returning to its initial size as in scenario WF1). This scenario with a strong reduction of N e was aimed at mimicking livestock populations for which inbreeding is expected to be mostly due to ancestors in the most recent generations.
In both scenarios, estimation of inbreeding was performed on the 50 diploid individuals from population P 1 and with a marker density of 100 SNPs per cM.
| Human, dog and sheep real data sets
For illustration purposes, we used publicly available genotyping data from (i) the Human Genome Diversity Panel (HGDP) (Li et al., 2008) as downloaded from ftp://ftp.cephb.fr/hgdp_supp10/Harvard_ HGDP-CEPH; (ii) the dog LUPA project (Vaysse et al., 2011) as downloaded from http://dogs.genouest.org/SWEEP.dir/Supplementa l.html; and (iii) the Sheep Diversity panel (Kijas et al., 2012) as downloaded from the WIDDE database (Sempere et al., 2015) . We then used the software PLINK (Purcell et al., 2007) to process and filter the genotyping data by removing individuals with a genotyping call rate below 90%. As a result, the final data sets consisted 620,768, 164,064 and 47,365 SNPs in human, dog and sheep, respectively.
For each species, we restricted our analysis to a subset of six populations corresponding to (i) Karitiana (n = 13), Pima (n = 14), Melanesian (n = 11), Papuan (n = 17), French (n = 28) and Yoruba (n = 22) in humans; (ii) Dobermann Pinschers (n = 25), Irish Wolfhounds (n = 11), Jack Russell Terriers (n = 12), English Bulldogs (n = 13),
Border Terriers (n = 25) and Wolves (n = 12) for the dog data set;
and ( (Tables 1 and S1) were found virtually unbiased and quite accurate (small MAE) irrespective of the considered scenarios. As expected, the 1R model performed even better when the number of HBD segments was higher and these were longer (smaller R) as more SNPs are available for their identification. For instance, for a given simulated q (e.g., q ' F G ¼ 0:100), the MAE of c F G increased with larger simulated R (e.g., from 1.1 9 10 À3 when R = 16 to 4.6 9 10 À3 when R = 256).
The performance of the 1R model to estimate local inbreeding (/ l ) was further evaluated by computing the corresponding MAE either for all the SNPs ( b / l ) or for the SNPs lying within HBD segments only (Tables 1 and S1 ). Note that for every simulated SNP l, the actual / l value is known (i.e., / l = 0 or / l = 1 if the SNPs is within a non-HBD or a HBD segment, respectively). Hence, if the model performs well and all the / l are accurately estimated (i.e., b / l close to 0 or 1 for SNPs within a non-HBD or a HBD segment, respectively), the MAE of b / l should be close to 0. The MAE of b / l are larger than 0 when SNPs lying in non-HBD segments have a nonzero probability to be HBD, or vice versa. Besides, inspecting the d / l HBD MAE allows to restrict attention to the prediction accuracy of truly HBD segments. As shown in Table 1 , when inbreeding is recent (R < 32, i.e. average length of HBD segments >3 cM), MAE for both b / l and d / l HBD are close to 0 indicating that both HBD and non-HBD positions are correctly identified with a high support. Also, at constant level of overall (simulated) inbreeding (e.g., q ' F G ¼ 0:125), the accuracy decreases with higher value of R (e.g., from 1.0 9 10 À2 when R = 4 to 2.1 9 10 À2 when R = 8 for the d / l HBD MAE). When considering more ancient (and/or) lower simulated inbreeding values,
cates that there is not enough information (number of SNPs per HBD segments) to confidently classify some positions, in particular those within (i) short HBD segments; (ii) long stretches of markers homozygous by chance; or (iii) segments boundaries. It is however important to notice that the local inbreeding estimates b / l always remained very well calibrated, that is, for any p 2 ð0; 1Þ, the proportion of SNPs truly lying within HBD segments among the SNPs with b / l ' p was close to p (Fig. S4) . Accordingly, and as mentioned above, the global estimators of individual inbreeding (F G ) and the model parameters (q and R) remained accurate ( Table 1) .
As shown in Table S1 , the estimates of R for the HBD class under the 2R model started to be substantially biased for scenario with R ≥ 128. More interestingly, the performances of the 2R model (Table S1 ) and both the 3R and 4R models (Table S2) were highly similar to those of the 1R model for the estimation of both genomewide (F G ) and local (/ l ) individual inbreeding.
| Analysing simulated data with several underlying HBD classes
We further evaluated the performances of the different models on simulated data sets with more than one class for the underlying HBD segments, that is, for which inbreeding originated from several sources of different ages and contributions to the overall inbreeding.
We detail hereafter the analyses of individual genomes of 2,500 cM (with a marker density of 10 SNPs per cM) that were simulated under the 3R inference model, that is, assuming two different classes for HBD segments and one non-HBD class. Each simulation scenario was thus defined by rates of HBD classes (R 1 and R 2 ) and the mixing proportions (q 1 and q 2 ) of the two classes of HBD segments. We remind that the simulated mixing proportions (q 1 and q 2 ) directly T A B L E 1 Performance of the 1R model on data simulated under the 1R inference model. The simulated genome consisted of 25 chromosomes of 100 cM with a marker density of 10 SNPs per cM. Genotyping data for 500 individuals were simulated under the 1R inference model for each of 20 different scenarios defined by the simulated R and q values reported in the first two columns. control (and are generally close to) the amount of inbreeding originating from the corresponding HBD class. However, due to the simulation procedure, some segments belonging to the first HBD class (with a more recent origin and a mixing proportion q 1 ) might overlap (and mask) HBD segments belonging to the second one leading to a reduction (by a factor 1 À q 1 on average) of the actual contribution of the latter to the overall inbreeding. As shown in Table 2 for six   different scenarios (and Tables S3 and S4 
G ) for the two HBD classes were close (but slightly biased) to the simulated values providing the differences between the rates of the two HBD classes was large enough (e.g., R 1 /R 2 ≥ 16), that is, the overlap between the distributions of the HBD segments lengths is reduced.
As the difference between the ratio of successive R i became smaller, all inbreeding tended to concentrate in the first HBD class that had an overestimated rate for small simulated R 1 (Tables 2 and S3 ), for instance, for the scenario with R 1 = 4 (q 1 = 0.125) and R 2 = 16 (Table 2) . Strikingly, however, the overall individual inbreeding F G always remained very well estimated with MAE ≤ 0.005 for all scenarios (Tables 2 and S4 ). Finally, as for the simulations under the 1R model previously considered, accuracy in the estimation of local inbreeding was found to mostly depend on the rates R 1 and R 2 (Tables 2 and S5 ), the MAE for both b / l and d / l HBD lying in a similar range than the one observed previously on data simulated under the 1R model. More precisely, given the relatively sparse SNP density considered, MAE remained accurate (i.e., ≤ 0.05) while R 1 < R 2 ≤ 64 but started to increase for higher values probably due to the inclusion of smaller HBD segments.
To provide insights on the behaviour of our model to a misspecification of the underlying number of HBD classes, we also analysed these data simulated under the 3R model with the 1R, the 2R and the 4R models. As expected, when considering the 1R and 2R models, the estimated rate of the single assumed HBD class was intermediate between the two simulated R 1 and R 2 actual values (Table S3 ). In agreement with previous findings, the 1R and 2R lead to highly similar estimates except for large R 1 and R 2 for which the estimated R tended to be higher with the 2R than the 1R model (e.g., medð b RÞ ¼ 181 and medð b RÞ ¼ 201, respectively, for the scenario with R 1 = 128 and R 2 = 256). More interestingly, using the 1R and 2R models (i.e., with a single HBD class) to analyse these data resulted in an underestimation of F G for scenarios with a marked differences between R 1 and R 2 (Table S4) . Conversely, using an overparameterized model (such as the 4R model) did not introduce any additional bias compared to the 3R model. For instance, for the scenario with R 1 = 4 (q 1 = 0.125) and R 2 = 256 (q 2 = 0.100) that leads to a median realized inbreeding equal to 0.211 across the 500 simulated individuals, the median estimated inbreeding was equal to 0.162 with both the 1R and 2R models while it was equal to 0.208 and 0.209 with the 3R and 4R models, respectively (Table S4 ). This suggested that the 1R and 2R models failed to capture some inbreeding. Accordingly, when focusing on the estimation of local inbreeding (Table S5) , although the 1R and 2R models displayed a lower MAE for b / l (i.e., computed over all the SNPs), this was essentially driven by SNPs lying in non-HBD segments. Indeed, both the 3R and 4R resulted in a lower MAE for d / l HBD (i.e., computed over SNPs lying within HBD segments) suggesting these models allowed to better capture HBD segments at the expense of a slightly higher misassignment of SNP lying in non-HBD segments.
Overall, similar conclusions about the performance of the models to estimate the simulated parameters could be drawn when considering data sets with more than two underlying HBD classes (see Table S6 for results on data sets simulated and analysed under the 4R model). It should however be noticed that increasing the number T A B L E 2 Performance of the 3R model on data simulated under the 3R inference model (i.e., two HBD classes and one non-HBD class). The simulated genome consisted of 25 chromosomes of 100 cM with a marker density of 10 SNPs per cM. Genotyping data for 500 individuals were simulated under the 3R inference model for each of six different scenarios defined by the simulated rates R 1 and R 2 (reported in the two-first columns) and the corresponding mixing proportions q 1 and q 2 (reported in the third and fourth columns) of the two classes of HBD segments. The table reports the resulting median realized (true) values (across the 500 simulated individuals) for the rates of co-ancestry change (R 1 and R 2 ), the amount of inbreeding originating from each HBD class (F ð1Þ G and F ð2Þ G ) and the overall individual inbreeding (F G of HBD classes in the model also increased misassignment of HBD segments towards incorrect HBD classes (Fig. S5) . In other words, some HBD segments, although correctly identified as HBD, might display a nonzero probability to belong to an incorrect HBD class (most generally a neighbouring one). As a result, when increasing the number of simulated HBD classes, higher deviations of the estimated inbreeding rate (R c ) and contribution (F ðcÞ G ) of each classes from their actual values could be observed (e.g., Table S6 ). Nevertheless, for higher ratio between successive simulated class rates, these estimates remained fairly good. Importantly and as shown in previous simulations, the overall individual inbreeding coefficient (F G ) was accurately estimated in all scenarios and MAE for local inbreeding mostly depended on the length of the HBD segments.
| Using a set of K predefined HBD classes (the MixKR model)
For a given model, instead of estimating the rates R k of the different HBD classes, an alternative is to use a set of predefined age-related classes with fixed R k and to only estimate the mixing proportions (q k ). To illustrate and evaluate this strategy, we hereby considered models consisting of 9, 11 or 13 HBD classes depending on the simulated marker density (see below) and one non-HBD class leading to the so-called Mix10R, Mix12R and Mix14R models according to our nomenclature. For each model, the predefined rates of the K À 1 HBD classes always ranged from 2 to 2 KÀ1 (with R k = 2 k for each class k 2 ð1; K À 1Þ) while the rate of the unique non-HBD class was the same as the most ancient HBD class (i.e., R K = R K-1 = 8,192).
Application of these MixKR models to the various data sets previously generated under the 1R, the 3R and the 4R inference models proved highly efficient (Tables S7 and S8 ). For instance and in agreement with above results, the Mix10R model provided accurate estimation of the overall inbreeding F G (MAE always lower than 0.005 irrespective of the simulated scenarios) but also of the local inbreeding as indicated by MAEs that were always as good as the best alternative model (e.g., compare Tables S7 and S5) . Moreover, such models with predefined rates for the HBD classes allowed to provide indications on the actual rates R k used in simulations. We indeed observed that the estimated inbreeding contributions (F ðkÞ G ) for the K À 1 HBD classes were mainly concentrated in those HBD classes with predefined rates close to the true simulated ones as shown in Figure 1 for a dense SNP data sets (1,000 SNPs per cM) analysed under the Mix14R models and in Figs S6-S10 for additional simulated data sets with smaller SNP density (either 10 or 100 SNPs per cM) that were analysed under the Mix10R or Mix12R models.
| Model comparisons and selection
We finally evaluated the BIC criteria to compare the models. When comparing different KR models (from 1R to 6R) applied to various simulation scenarios (ranging from 1 to 4 simulated HBD distributions), we observed that the BIC criterion tended to support the correct underlying models and never provided support for models with a number of classes K higher than the simulated ones (Tables S9 and   S10 ). Nevertheless, for simulations involving HBD segments from several classes (i.e., simulated under the 3R to 5R inference models), BIC may favour a model with a smaller number of HBD classes than the actual ones when the rates between successive classes are too close, although increasing SNP density improves the BIC resolution (Table S10) . It should also be noticed that the BIC criterion never provided a stronger support in favour of the MixKR model (as defined above) when compared to the six other models considered (from 1R to 6R), possibly due to its higher number of parameters (e.g., n p = 13 for the Mix14R model against n p = 11 for the 6R model) (Tables S11 and S12 ). Yet, for simulations with several HBD classes (Table S12), the BIC support was generally higher than for the 1R and 2R models.
4.1.5 | Sensitivity of the models to genotyping error, marker informativeness and genetic map inaccuracy
As only partially investigated above, when analysing data with different SNP density, we expected that SNP information content, both in terms of marker density and genotyping accuracy, might be a key determinant of the resolution of the models. As a matter of expedience, we investigated this further by focusing on the 1R model (for both simulation and analyses) and evaluated the effect of changing the marker density and the SNP informativeness (array-like or NGSlike AFS) on its overall performance. Results confirmed that both the estimation of the rate R and the identification of HBD positions associated with shorter HBD tracks (i.e., older inbreeding events) always improved when increasing marker density and informativeness (Table 3) . For instance, when the simulated R = 256, the MAE for b R (respectively, d / l HBD ) dropped from 36.9 (respectively, 0.7313) with a marker density of 10 SNPs per cM and a bð0:2; 0:2Þ AFS to 8.06 (respectively, 0.1994) with a marker density of 100 SNPs per cM and to 5.79 (respectively, 0.0824) if, in addition, AFS was arraylike. We also observed a better assignation of HBD segment to the correct HBD class with higher marker density (Fig. S5) . It is interesting to note that, at least for the range of parameters considered, F G was accurately estimated irrespective of the marker densities and informativeness.
We also investigated the sensitivity of the 1R model to the quality of genotyping or sequencing data. As shown in Table S13 , when considering genotyping data (analysed by setting ¼ 0 for comparison purposes), we found that the presence of genotyping errors (with simulated ¼ 0:01 or ¼ 0:001) had little impact on the estimation of F G , moderate effects on the estimation of local inbreeding / l but estimates of R were strongly affected with an upward bias and an increased MAE. The magnitude of these effects was actually a function of the number of incorrect genotypes per HBD segment that increased the probability of observing heterozygotes and thus to cut the HBD segment into smaller ROH. As a result, the impact of genotyping errors was stronger for more recent inbreeding, at higher marker density and for higher simulated error rate DRUET AND GAUTIER | 5829 (Table S13) . Interestingly, when analysing the genotyping data with an appropriate error term, that is, setting ¼ 0:01 (respectively, ¼ 0:001) for data simulated with a genotyping error rate of 0.01 (respectively, 0.001), the estimates of R became unbiased (Table S13 ). The accuracy was similar than without error except in the case of data simulated with ¼ 0:01 and higher rate (older 
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Performance of the 1R model on simulated data sets with different SNP density and informativeness. The simulated genome consisted of 25 chromosomes of 100 cM with a marker density of either 10 or 100 SNPs per cM. Allele frequency spectrum (AFS) of each SNP reference allele was either sampled from an empirical distribution (array-like) derived from a real (cattle) genotyping assay (i.e., close to uniform) or from a bð0:2; 0:2Þ distribution (U-shaped) that mimics NGS data (NGS-like). Genotyping data for 500 individuals were simulated under the 1R inference model for each of three different scenarios defined by the simulated R and q values reported in the first two columns. For each simulation, the table reports the resulting realized (true) median value (across the 500 simulated individuals) for the rate of coancestry change (R) and the individual inbreeding coefficients (F G inbreeding origin) where MAE remained larger. Note that in these limiting cases (e.g., simulated G = 256 and ¼ 0:01), the performance of the model when increasing SNP density (from 10 to 100 SNP per cM) was improved when including an error term in the analysis but decreased when analysed without error (Table S13 ). More generally, including a small genotyping error term in the model ( 6 ¼ 0) had little influence in the analysis of data simulated without genotyping errors.
We further evaluated the sensitivity of the 1R model to various confidence levels in genotype calling by simulating data that mimic low-fold sequencing (or GBS) data for which several genotypes may have a nonzero probability. In these cases, read count data were simulated with a higher SNP density than above (1,000 SNP per cM) and variable coverage (from 1 to 109). For each simulated SNP, the likelihood of the three possible genotypes was derived from the read count data as described in the Material and Methods section. The analysed data sets then either consisted of (i) the actual SNP genotypes (ideal situation) or (ii) vectors of genotype likelihoods. As detailed in Table S14 , we found that the model performed well in estimating the global parameters R and F G with sequencing data. As expected, the performances improved with higher coverages and were similar than those obtained with the corresponding genotyping data as coverages ⩾59. Lowering sequencing coverages might indeed be viewed as decreasing SNP informativeness thereby leading to less accurate estimates for the different parameters (increased MAE), particularly for simulation in which inbreeding had an older origin (smaller HBD segments). For instance, for simulated R ⩾ 512 and 19 coverage, both F G and R were slightly underestimated (and to a lesser extent with 29 coverage) while for R ⩽ 256, both global and local (/ l ) estimates were accurate even with coverage as low as 19 (Table S14 ).
We finally evaluated the impact of inaccurate genetic maps (i.e., correct marker order but incorrect genetic distances between markers) on the performances of our model. We first verified that if all the genetic distances are multiplied by a same constant c, the estimated rate b R ' ð1=cÞR (where R is the simulated rate) and the estimated inbreeding proportions remain identical (data not shown). This is expected from equation 1 as R is expressed on a genetic distance scale. In Table S15 , we report the estimated rates R and F G in various simulation scenarios in which the genome was divided in blocks of 10 kb (or 100 kb) with recombination rates per unit of physical distance ranging from 0.001 to 0.100 (see Section 3). Results indicate that analysing the data with an inaccurate genetic map (e.g., using the physical map instead of the genetic map when local recombination rate is variable) might introduce a small downward bias in the estimates of R (Table S15 ). The effect is more pronounced when the simulated R is larger (older inbreeding) and the local recombination rate varies over longer distances (100-kb segments). The overall inbreeding F G was slightly underestimated in the most extreme situations (Table S16 ). In general, for more recent inbreeding, the average genetic length of HBD segments is higher and thus less affected by variable local recombination. Indeed, as the larger the HBD segment, the higher the number of (physical) blocks, for large HBD segments, genetic and physical length tend to coincide. Obviously, when the correct genetic maps were used, parameters and overall inbreeding were accurately estimated (Tables S15 and S16), confirming that the model can handle variable local recombination rate when the genetic map is known.
| Comparison with other methods of inbreeding estimation
We compared the 1R model with other methods commonly used to estimate inbreeding on a subset of six scenarios previously simulated under the 1R inference model and without genotyping errors. We started by running FESTIM (version 1.3.2) that implements the original HMM proposed by Leutenegger et al. (2003) to verify that it is indeed equivalent to our 1R model (Table S17 ). We regressed estimators obtained by both methods and obtained a perfect match between both estimated mixing proportions q and rates R. As expected, our estimated rates R were equal to 100a (a being the rate estimated by FESTIM with a map expressed in cM). As both methods windows underestimated the number of HBD segments (this was more pronounced with larger SNP windows). As expected, smaller SNP windows increased power to detect HBD segments (Tables S20   and S21 ) but false-positive rate too (increased MAE(/ l )). In agreement with above results, in such limiting cases, the HMM approach is still able to provide an accurate estimation of the global inbreeding coefficient. The estimated probability for local inbreeding was less accurate (high MAE), particularly for SNPs lying in HBD segments (the model cannot precisely determine which positions are HBD or not), but still remained well calibrated.
| Simulations under a discrete-time WrightFisher process
To evaluate the robustness of the model to departure from model assumptions, we analysed data simulated under a discrete-time Wright-Fisher process using the recently developed program ARGON (Palamara, 2016) . For our purposes, a decisive advantage of ARGON is that it allowed to identify all the HBD segments (here we only considered those ⩾ 0.01 cM) and to obtain their age (i.e., time to most recent ancestor or TMRCA). Inbreeding was generated by assuming population histories with either (i) a strong bottleneck in the recent past followed by a rapid expansion as might be observed in invasive populations (WF1 scenarios) or (ii) a reduced effective population size in the last twenty generations as might be observed in some domestic populations (WF2 scenarios). In total, we considered 12 different WF1 scenarios and two different WF2 scenarios (see Section 3) and analysed 50 simulated diploid individuals from population P 1 per scenario with a marker density of 100 SNPs per cM. As illustrated in Figure 2a for one WF1 scenario (see Figs S11 and S12 for all the 12 WF1 and the 2 WF2 scenarios, respectively), the simulated history leads as expected to an enrichment in HBD segments that trace back to the bottleneck period within the simulated individual genomes (about 20% on average in Figure 2a ). Yet, in most scenarios, a substantial proportion of inbreeding was associated to more ancient classes that accumulate inbreeding over many more genera- proportion increased with lower effective population size (Ne 1 ), older split time (T s ) and to a lesser extent higher bottleneck population size (N eb ) and timing (T b ) (Figs S11 and S12).
We analysed all these simulated data sets with a Mix14R model that consisted of 13 HBD classes with predefined rates ranging from 2 to 8,192 (with R k = 2 k for each class k) and one non-HBD class that had the same rate as the older HBD class (i.e., and to a lesser extent in an older HBD class (R k ⩾ 2,048) (Figures 2c, S17 and S18 for all the 12 WF1 and the two WF2 scenarios, respectively). Moreover, in the simulated individuals, the HBD segments with a TMRCA % 16 were mainly assigned (>70%) to the two neighbouring HBD classes with R k = 32 and R k = 16 (Figure 2d ).
Similar patterns were observed in other simulations (Figs S19 and S20). Note that older HBD classes (with R k ⩾ 512) also captured a small proportions of the HBD segments that traced back to the bottleneck period (Figs S19 and S20) together with those with an older TMRCA probably because these older HBD classes have high mixing coefficients. This effect was stronger when the bottleneck contributed less to the overall inbreeding and when the bottleneck was older. HBD segments from an individual might also be smaller or larger than expected from the age of the bottleneck due to the stochastic nature of the Wright-Fisher process. In all cases, however, we observed a peak of inbreeding in the HBD class(es) with a rate close to twice the age corresponding to the period of reduced N e or its neighbours (Figs S17 and S18). Finally, the vast majority of the non-HBD segments (with a TMRCA > 10,000 generations) were correctly assigned to the non-HBD class, the remaining ones being assigned to most ancient contributing HBD class ( Figs S21 and S22) .
Overall, this simulation study thus confirmed that our model correctly identifies HBD segments and it also provided support in favour of an age-based interpretation of the HBD-class rates.
Note that likelihood-based ROH methods with windows of 20 or 60 SNPs were also applied to these simulated data sets. The power Regarding humans, the six populations considered here (French, Yoruba, Melanesian, Papuan, Pima and Karitiana) have already been thoroughly analysed (e.g., Jakobsson et al., 2008; Li et al., 2008) and in particular in studies aiming at characterizing inbreeding (Leutenegger et al., 2011; Pemberton et al., 2012) or providing a detailed assessment of the distribution of ROH of different lengths (Kirin et al., 2010) . In each population, we observed some individuals with more than 1% of recent inbreeding (R k ⩽ 16) but these were rare in Yoruba (one of 22) and French (two of 28) populations compared to Pima (12 of 14) and Karitiana (13 of 13). In these two latter populations, there is strong evidence for very recent inbreeding, some of the individuals having more than 10% of inbreeding in very young classes from R k = 2 to R k = 8 (Figures 4a and S23) . Oceanian populations displayed intermediate proportions of such individuals (one of .00
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Cumulated inbreeding across classes from remote ancestors. One major difference between our results and the study by Kirin et al. (2010) is that they only considered ROH >500 kb leading to a lower estimated value (most probably downwardly biased) for the overall individual inbreeding. As previously mentioned, the power of all approaches to detect short HBD segments is a function of the available marker density which possibly leads to an underestimation of their proportions.
Modern dog breeds present large amounts of inbreeding and are known to have experienced strong bottlenecks associated with the recent breed creation from a small number of founders (e.g., Vaysse et al., 2011) . In addition, strong artificial selection and matings in small closed populations further contributed to increase inbreeding in the last decades (Lewis, Abhayaratne, & Blott, 2015) . Accordingly, as shown in Figures 3c,d and S25, we observed massive inbreeding 
| Computational requirements
To assess the computational performances of our software, we ran ZOOROH on a cluster with Intel E5649 processors at 2.53 GHz to estimate inbreeding in populations of 500 individuals genotyped at 10 or 100 SNPs per cM with different models (1R, 4R and MixKR). In total, 1,000 iterations of the EM algorithm were realized. Running times range from less than 3 hr to process all 500 individuals genotyped with 25,000 SNPs under a 1R model to more than a day to process 50 individuals genotyped with 250,000 SNPs under a Mix12R (Table S22 ). Memory usage remained reasonable (below 200 MB) whereas running times were a function of the number of fitted classes and the marker density (e.g., 10 times slower to process an individual with 10 times more markers). We are currently working on a package working with optimization procedures (to reduce the number of iterations) and including parallelization of the analysis over individuals.
| DISCUSSION
In this study, we developed and evaluated HMM models that use genomic data to estimate and to partition individual inbreeding into classes of HBD segments with different lengths which might in turn be interpreted as originating from ancestors of different ages. There actually exists a wide variety of methods to estimate individual inbreeding and these have different properties. Pedigree-based methods rely on a genealogy (the inbreeding can only result from individuals within the genealogy) and predict the expected IBD status at a locus whereas genomic measures estimate realized inbreeding (the observed level of inbreeding) (Hill & Weir, 2011; Kardos et al., 2015 Kardos et al., , 2016 . Genomic estimates can either be global, giving a unique measure per individual, or local. Obviously, these latter measures provide more information but require a higher marker density.
Assessing the distribution of ROH within individual genomes has recently become popular to characterize global and local inbreeding (Kirin et al., 2010; McQuillan et al., 2008; Pemberton et al., 2012) .
When definition of ROH is rule based, many parameters must be defined and these need to be adapted to the characteristics of the population under study and the genotyping technology used. Alternatively, likelihood-based ROH classification (Broman & Weber, 1999; Pemberton et al., 2012; Wang et al., 2009) or HMM modeling (e.g., Leutenegger et al., 2003 ) make a better use of all the information as they take into account the marker allele frequencies and the genotyping error rates. Relying on a full probabilistic HMM framework has several additional advantages. First it allows to directly account for the (genetic) map information. Second, as we showed in our study, HMM can be extended to account for uncertainties associated with NGS data (Narasimhan et al., 2016) , including low-fold sequencing (Vieira et al., 2016) or GBS, whereas rule-based ROH are inappropriate in such conditions. Finally, when relying on the forward-backward algorithm (as in our study), HMM allows to integrate over all the available information to estimate the HBD probabilities at each marker position in opposition to a binary classification as obtained with window-based approaches or HMM methods that rely on the Viterbi algorithm (Narasimhan et al., 2016; Vieira et al., 2016) . Overall, using a probabilistic model is particularly valuable when information is sparser and classification is more uncertain (e.g., for smaller and older HBD tracts, at lower marker density or informativeness, with higher genotyping error rates or with low-fold sequencing).
The most simple HMM, we considered consists of a single HBD state (1R model) and is similar to several previously proposed ones (Leutenegger et al., 2003; Narasimhan et al., 2016; Vieira et al., 2016) . This amounts to either assume that a single common ancestor is responsible for inbreeding or that the vast majority of HBD segments trace back to ancestors that lived in the same past generation.
However, most populations have complex demographic histories, with varying N e and common ancestors of HBD segments are thus expected to originate from many different generations in the past.
As shown by our application in real data sets, even in domestic populations for which inbreeding might be expected to result from a limited number of founder individuals, individual inbreeding generally results from ancestors in different generations back in time probably due to the subsequent intense use of some key (selected) breeders.
Hence, extending the model to several HBD classes is highly valuable in such cases. The first benefit of multiple HBD-class models is to better fit the data and to obtain more accurate estimators of inbreeding both locally and globally. Indeed, our simulations under the inference model with several HBD classes clearly showed that the 1R (and 2R) model underestimated F G as some HBD segments were missed while the power to detect HBD segments was decreased. In addition, in the presence of ancient inbreeding, the 1R (Li & Durbin, 2011) . It is however not intended to estimate N e , other methods modelling IBD being better suited to that purpose (e.g., Browning & Browning, 2015) .
Using the proposed HMM to obtain information on recent demographic history or to identify extreme consanguineous matings based on the estimated rates of the HBD classes assumes that there is a link between the rate of the HBD classes and the age of inbreeding. In our model, the transition rate per Morgan is not equal to the generational age of HBD but these quantities are related.
Indeed, the length (in Morgans) of chromosomal segments inherited from ancestors living G generations ago is exponentially distributed with a mean 1/G (Thompson, 2013) and 1/2G for HBD segments that consist of a pair of IBD haplotypes inherited from the same ancestor (2G representing the size of the inbreeding loop). Unfortunately, the lengths of HBD segments originating from a given ancestor are not directly observed because HBD tracts can be the result of the junction of several HBD segments (possibly inherited from distinct ancestors). If HBD segments inherited from ancestors G generations ago have a probability x to be followed by another HBD segment inherited from an ancestor of the same age, then the length of the resulting HBD tract would be exponentially distributed with expected length 1=ð2Gð1 À xÞÞ. In the present model, the length of HBD tracts is expected to be 1=ðRð1 À qÞÞ. When the difference between q and x is small, R is approximately equal to 2G and is related to the age of the HBD segments. Factors such as the pedigree structure, the distance between the markers or the size of the inbreeding loop determine the magnitude of this difference. In some specific mating types, x is almost null (in a first-cousin 1C mating, HBD segments become non-HBD after a single recombination) whereas q is equal to the inbreeding coefficient (6.25% for a 1C mating). As an example, Leutenegger et al. (2003 Leutenegger et al. ( , 2011 (1C and 2 9 1C matings) and 8 (2C and 4 9 2C matings). Simply setting x to 0 for these matings (assuming HBD states are followed by non-HBD states after a recombination) and setting 1=ð2Gð1 À xÞÞ ¼ 1=ðRð1 À qÞÞ would yield very similar estimates for R to those estimated above (respectively, 6.4, 6.9, 8.1, 5.7 and 8.5) indicating that for these examples, differences between q and x account for a large part of the differences between 2G and R. Further using an approach similar to Leutenegger et al. (2003) , we estimated that the expected value of R to be equal to 12.01 and 32.02
for HBD segments originating from a common ancestor living six (2G = 12) and 16 (2G = 32) generations ago. In summary, although the rate R gives at least a qualitative indication and in some simple cases a good estimation of the inbreeding age, it should more generally only be viewed as an approximation of the true size of the inbreeding loop (in generations). Thompson (2013) It is therefore important either to estimate the frequencies within population (which need a sample size large enough) or use markers segregating in a large number of representative populations. Finally, the model assumes that after conditioning on the HBD state, adjacent markers are independent. This is obviously not the case in the presence of LD and Polasek et al. (2010) concluded that ignoring LD leads to upward biases in inbreeding estimates. Note that absence of background LD is also implicit in ROH-based methods and approaches using excess of homozygosity or the genomic relationship matrix. Ideally, HMM could be extended to explicitly account for background LD (e.g., Tang, CoramM, Zhu, & Risch, 2006; Wang et al., 2006) but this would increase the complexity of the model (and computational costs). Simpler strategies relying on LD pruning to remove markers in high LD have been proposed (e.g., Gazal et al., 2014; Leutenegger et al., 2011) . Although applicable with any method, LD pruning is however not systematically used as some authors consider that LD might be the result of the mating of (very distantly) related individuals (Broman & Weber, 1999) and of ancient co-ancestry (Thompson, 2013) . In addition, from a practical point of view, reducing marker density might affect the power to identify the shortest HBD segment (in particular for ROH-based approaches) and their boundaries. As the approach proposed by Pemberton et al.
(2012), our multiple HBD-class models actually represent a valuable compromise between these two strategies to deal with LD. Indeed, it allows to partition inbreeding in different age-related classes so that short HBD segments (belonging to classes with the highest rate As other approaches identifying HBD segments of different lengths, our model-based approach actually allows to explore inbreeding in several dimensions: the global (F G ), the local (/ l ) and age variable (F ðkÞ G ). It has been suggested that more ancient inbreeding might be less detrimental as deleterious variants are expected to be purged from populations over time (e.g., Hinrichs, Meuwissen, Odegard, HoltM, & Woolliams, 2007; Leroy, 2014 ). Yet, the number of generations for this purging to complete depends on the population history (e.g., Hedrick & Garcia-Dorado, 2016) . For instance, strong bottlenecks tend to reduce the intensity of selection against deleterious variants ("the cost of domestication") and artificial selection might favour some breeders carrying deleterious variants. With our model, we can estimate the inbreeding depression associated with different HBD classes. This requires appropriate data sets (individuals genotyped at high marker density to capture old inbreeding and with own fitness records) and sufficient variation in all HBD classes. Alternatively, recent and old inbreeding can be compared by functional annotations of different segments. For instance, Szpiech et al. (2013) showed that long ROH are enriched for deleterious variants in humans. We can also use our model to test for local inbreeding depression and identify regions or variants where homozygosity seems more deleterious (e.g., Leutenegger et al., 2006; Wang et al., 2009 ).
In practice, several strategies can be used to infer inbreeding in populations with our model. First, when using only one HBD class as in Leutenegger et al. (2003) , we can either estimate a single rate common to both HBD and non-HBD classes or a different value for both states. The first option results in a model similar to Leutenegger et al. (2003) and Vieira et al. (2016) (note that the model by Narasimhan et al. (2016) does not estimate the rate but a single-transition parameters combining R and the genetic distances) and results in better estimates of the rate. Next, we can select the best number of HBD classes according to the BIC criterion to compare the different models. When evaluated under simulated data, the BIC appeared to be conservative as the selected values were smaller or equal to the simulated ones. Note that with this approach, we select the number of classes that best fit the data (merging several close classes if necessary) and not the real number of classes. Finally, we can use a set of HBD (and non-HBD) classes with predefined rates (the so-called MixKR models). It is then recommended to well separate these rates (e.g., using a ratio of two or more between successive rates to limit the overlap between the exponential distributions assumed for the HBD segment lengths) and cover a range of generations compatible with the available marker density. That strategy proved particularly efficient in most cases as it provided accurate estimates of the overall and local inbreeding while providing insights into the partitioning of inbreeding in the different HBD classes and more easily comparable results across individuals from the same population. Such a model was only suboptimal when a single and rare HBD class was simulated (which might not be usual in real populations) but required larger computational resources as more classes are simultaneously fitted. Several direction might be followed to improve our model, for instance to better take into account the possibility of mutations or to estimate the allele frequencies. Another possible extension to capitalize on individual inbreeding for past demographic inference of the whole population would be to explicitly relate the contribution of each HBD class to each and every individual inbreeding to the corresponding past effective population size (see e.g., Browning & Browning, 2015) and further consider all the individuals jointly to estimate these (hyper)parameters. Such a development might be viewed as an extension of the model from an individual-oriented framework towards population parameter inference.
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