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ویکاتشخیص سرطان معده با استفاده از روش های داده 
ن دومین همايش فناوری اطلاعات و ارتقا سلامت با محوريت سرطاصورت پوستر در ارائه شده به * 
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لی ، الهام سعیده موسوی، عبداله کشاورز، علی اسمعی، *کلهراصغر مرتضی قلی، روح اله 
شاه بهرامی
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بيمارستاندو7102سالدرکهاستنگرگذشتهتحليلي-توصيفيروشبهوکاربردينوعازپژوهشاين
.استشدهانجام.سالموبيمارکلاسدوازنمونه504تعدادباشدندانتخاببوعليورجايي
دردوزن،کاهشسن،جنسيت،ازبودندعبارتکهبودويژگي11دادهپايگاهدرموجودهايويژگيتعداد
تودهو،خونبهآغشتهياوتيرهمدفوعحاد،خونيکمغذا،بلعيدندرمشکلاشتهايي،بياستفراغ،شکم،
.شکمي
شدهيطراحغربالگريبرايشدهاستفادههايويژگيبراساسکهبوددادهاستخراجفرمها،دادهگردآوريابزار
وريتمالگبرمبتنيروشوگيريبازنمونهشدهشناختهروشهايازکلاسهاتوازنعدممشکلحلبراي.بود
noitadilav ssorc dlof-01اعتبارسنجيروشاساسبرمطالعهايندرآمدهبدستنتايج.شداستفاده
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کل پایگاه داده
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بخش مجموعه آموزشی9
بخش اعتبار سنجی1
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درهکاستاينهاروشاينازاستفادهدليل.استشدهاستفادهماشينيادگيريهايروشازمطالعهايندر
استهمراه)ويژگي(فاکتورزيادبسيارتعدادبامعمولاًبيمارپزشکي)اطلاعات(هايدادهپزشکي،کاربرديک
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اييژهواهميتازويژگيبسيارتعدادوجودبامعدهسرطانبيماراندرمسئلهاين.کردنخواهدارائهرابالايي
درختپشتيبان،بردارماشينيادگيريروشچهارازپژوهشايندرمنظورهمينبراي.استبرخوردار
استفادهدهمعسرطانبيمارانبنديطبقهمنظوربههمسايگيتريننزديکالگوريتموبيزينمدلتصميم،
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ومختلفلمسائيادگيريدربالاپذيريانعطافدليلبهپشتيبانبردارماشينشدهارائهنتايجاساسبر
نسبتتريبالادقتباراهانمونهبنديکلاسعملبالا،پذيريتعميمقدرتازگيري-بهرهدليلبههمچنين
رويبراهنمونهبنديکلاسدررانتايجبهتريندليلهمينبهودادهانجامبنديکلاسهايروشسايربه
آموزشيهايدادهبهوابستگيدليلبهتصميمدرختکهاستذکربهلازم.استآوردهبدستمعيارهاتمامي
قرارديبنکلاسهايروشدومرتبهدرپشتيبان،بردارماشينروشبهنسبکمترپذيريتعميمقدرتو
درراويژگيهرکيفيتيکديگر،ازهاويژگياستقلالفرضازاستفادهدليلبهنيزبيزينروش.استگرفته
الاتحازبسياريدرکهاستحاليدراينگيردمينظردرويژگيسايرازمستقلهانمونهبنديکلاس
ويژگيسايرابکهزمانياماباشدنداشتههانمونهبنديکلاسدرتاثيريتنهاييبهاستممکنويژگييکي
استفادهعدمدليلبهنيزهمسايگيتريننزديکالگوريتم.دهدارائهرابهترينتايج،شودميترکيبها
نويز،بهتحساسيدليلبههمچنينوفاصلهمعياربراساستنهاهانمونهبنديکلاسويادگيريتکنيک
.استآوردهبدستهاروشسايربهنسبتراسرطانيهاينمونهبنديکلاسنتايجبدترين
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ارزيابييارهايمعاساسبرهانمونهبنديکلاسدررانتايجبهترينپشتيبانبردارماشين،شدهارائهنتايجاساسبر
همکارانوgnaWمطالعهپژوهشنتايجباهمسو.دهدمينشانماشينيادگيريهايروشسايربامقايسهوذکرشده
برايرزيابياهايمعياراساسبرمناسبيروشپشتيبانبردارماشينالگوريتمکهدهدمينشانچيندرمانيمراکزدر
دقتمقداراستبالابسياربنديطبقهنوع4درويژهبهMVSبنديطبقهدقتوداردمعدهسرطانتشخيص
.استسرطانتشخيصدرMVSتشخيصيمدلبالقوهکاربرددهندهنشانکهاست7/19آن
براييمناسبروشتصميمدرختالگوريتم،تبريزدرمانيمراکزازيکيدرمحموديمطالعهدرکهاستحاليدراين
برابرميمتصدرختالگوريتمازآمدهدستبهبينيپيشدقت.باشدميمعدهسرطانبروزبرموثرعواملشناسايي
arevlisيمطالعهدرهمچنين.)31(استمعدهسرطانبينيپيشدرخوبيبسيارينتيجهکهآمددستبه58/65
ترينمهمده،معرفالکسواستمعدهسرطانبروزموثرعواملبينيپيشدرتصميمدرختروشکاربردبيانگرنتايج
.استمعدهسرطانبروزعامل
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درختوبنديخوشههايتکنيکترکيببالايهچندروشيکهمکارانوsrenhsrikمطالعهدرديگرسوياز
درختازحاصلنتايجکهاندکردهارايهمعدهسرطانسرطانبهابتلاخطربينيپيشوتشخيصسيستميکتصميم
لکل،امصرفخانوادگي،يسابقهوزن،کاهششغلي،خطراتافراد،جنسيتکهدهدمينشانمطالعهايندرتصميم
MVSالگوريتمکاربردخصوصدردقتمعيار.استمعدهسرطانعاليموعواملازمدفوعدرخونباهمراهشکمدرد
.استبودهدرصد19نزديکحاضرمطالعهدر
هايروشترکيبازاستفادهباپيشنهاديسيستمکهدادنشانهمکارانوزادهاحمديمطالعهخصوصايندر
اينيابددست%8.58شناساييدقتبهتعاملوترکيبقالبدردادهپايگاههايويژگيبرتکيهباشدموفقمختلف
.باشندميگيروقتوبرهزينهبالا،دقترغمعليحاضرهايروشکهاستدرحالي
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ساسابرهانمونهبنديکلاسدررانتايجبهترينپشتيبانبردارماشين
شاننماشينيادگيريهايروشسايربامقابسهوذکرشدهارزيابيمعيارهاي
بهراويژگيانتخابهايروشتوانميمطالعهاينيادامهدر.دهدمي
مينايبرعلاوه.افزودپيشنهاديروشبهبنديکلاسنتايجبهبودمنظور
درآنتاثيروتکامليهايروشازاستفادهباراويژگيانتخابعملياتتوان
ژگيويتوجهباهمچنين.کردمطالعهسرطانيبيمارانبندي-کلاسمسئله
وعهمجمسازيمتعادلمسئلهپزشکي،دادهپايگاهيکهاينمونهتعادلعدم
وشرچهاربنديکلاسنتايجبهبوددرآنتاثيرومعدهسرطانبيمارانداده
نايبرعلاوه.دادقرارمطالعهموردپژوهشايندرمورداستفادهبنديکلاس
اشينمالگوريتمبهينهمقاديريافتنمنظوربهتکامليهايروشازتوانمي
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