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ON GLOBAL SOLUTIONS OF THE OBSTACLE
PROBLEM – APPLICATION TO THE LOCAL
ANALYSIS CLOSE TO SINGULARITIES
SIMON EBERLE1, HENRIK SHAHGHOLIAN2, AND GEORG S. WEISS3
Abstract. We prove that, in dimension N ≥ 6, coincidence sets
of non-cylindrical global solutions of the obstacle problem are limits
of a sequences of ellipsoids. The result is related to long-standing
conjectures and can be used to describe the regular part of the free
boundary close to singular points in a new way.
Contents
1. Introduction 2
1.1. Ellipsoidal Potential Theory 2
1.2. Obstacle problem formulation 3
1.3. Singular points of the free boundary 4
1.4. Main results 4
1.5. Structure of the proofs 6
1.6. Paraboloid solutions as traveling waves in the Hele-Shaw
problem 7
Acknowledgments 8
2. Notation 8
3. Earlier results and reduction to the paraboloid case 9
3.1. Earlier results 9
3.2. Reduction 10
4. First Frequency Estimate 11
4.1. The second term in the asymptotic expansion at infinity 12
5. First estimate on the growth of the coincidence set C 19
1Faculty of Mathematics, University of Duisburg-Essen, Germany
2Department of Mathematics, KTH Royal Institute of Technology,
Sweden
3Faculty of Mathematics, University of Duisburg-Essen, Germany
E-mail addresses: simon.eberle@uni-due.de, henriksh@kth.se,
georg.weiss@uni-due.de.
H. Shahgholian was supported in part by the Swedish Research Council.
S. Eberle and G. Weiss were both during the first months of the project guests
of the Hausdorff Research Institute for Mathematics of the university of Bonn.
1
2 ON GLOBAL SOLUTIONS OF THE OBSTACLE PROBLEM
6. The Newtonian potential expansion of u 21
7. Existence of suitable paraboloid solutions 25
8. Decay of the Newtonian potential of P outside a narrow
neighborhood of P 30
9. A comparison principle with insufficient information on the
boundary / Proof of Theorem A* 32
10. The behaviour of the free boundary close to a singular
point / Proof of Theorem B 39
References 46
1. Introduction
1.1. Ellipsoidal Potential Theory. Newton’s no gravity in the cav-
ity theorem1 states that spherical shells, with uniform distribution of
mass, do not exert force in the cavity of the body. This result was gen-
eralized by P.-S. Laplace to ellipsoidal homoeoids.2 This, in particular,
means that the Newtonian potential of a homogeneous ellipsoidal ho-
moeoid is constant in the cavity of the homoeoid. Since the homoeoid
can be represented as Et \E where E is the ellipsoid and Et = tE the
dilated ellipsoid for some t > 1, one obtains that ∇VEt\E = 0 in E.
Here VM stands for the Newtonian potential of a homogeneous body
M (see Definition 2.4). Rewriting the above we obtain that
∇VE(x) = ∇VEt(x) = t(∇VE)(x/t) for all x ∈ E. (1)
From (1) it follows that all first partial derivatives of VE are homoge-
neous of degree 1 in E, and being continuous and harmonic they must
be linear. Hence VE is a quadratic polynomial inside E.
3
Since paraboloids may be considered as limits of a sequences of ellip-
soids, and since the Newtonian potential of a paraboloid in dimension
N ≥ 6 is well-defined (cf. Lemma 6.1) the Newtonian potential of a pa-
raboloid is still a quadratic polynomial inside the paraboloid. Similarly
cylindrical domains with ellipsoids or paraboloids as base will have the
same property, as long as their Newtonian potential is defined.4
1Newton’s Principia, first book Ch. 12, Theorem XXXI.
2I.e., a body bounded by two similar ellipsoids having their axes in the same
line. Later James Ivory (1809) gave a beautiful geometric proof of this result.
3We found this cute argument in the beautiful "Tale of ellipsoids" in [17].
4In general one may consider the generalized Newtonian potential of any domain
in all dimensions, see [14].
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1.2. Obstacle problem formulation. Using PDEs we can rephrase
the discussion of potentials in the previous section with no reference
to integrability of Newtonian kernels. Suppose the Newtonian poten-
tial VD(x) of a domain D (cf. Definition 2.4) is finite and suppose
furthermore that for some quadratic polynomial q(x), VD(x) = q(x)
inside the domain D. In particular, this means that the function
u(x) := q(x)− VD(x) is a solution of the no-sign obstacle problem
∆u = χRN\D, u = 0 in D and |u(x)| ≤ C(1+|x|2) for x in RN ,
(2)
for some C < +∞.5 The domain D, denoted in the sequel by C, is
called the coincidence set. By [4, Theorem II], RN \D = {u > 0}, so
it is more convenient to replace equation (2) by
∆u = χ{u>0} , u ≥ 0 in RN . (3)
This new formulation makes it possible to consider limit domains of
coincidence sets of such solutions of the obstacle problem. In particular,
taking limit domains of sequences of ellipsoids, we obtain that:
Half-spaces, paraboloids, and cylinders with these bases do occur as
coincidence sets in (3).
A central question in the theory of the obstacle problem is whether
the converse of the above statement holds, i.e.:
Are the only global solutions of the obstacle problem those whose
coincidence sets are limits of sequences of ellipsoids?
This conjecture has fist been raised by one of the authors in [23, con-
jecture on p. 10] and was later reiterated in [15, Conjecture 4.5].
Interestingly, this problem has been addressed almost 90 years ago
from the perspective of potential theory and later null quadrature do-
mains so that at least a partial answer is already available. In [6] P.
Dives in 1931 showed in three dimensions —in the language of potential
theory— that if {u = 0} has non-empty interior and is bounded then it
is an ellipsoid. This was reproved many years later by H. Lewy in 1979
[18]. In 1981 M. Sakai gave a full classification of global solutions in
two dimensions using complex analysis ([21]). The higher dimensional
analogue to Dive’s result, i.e. if {u = 0} is bounded and has non-empty
interior then it is an ellipsoid, was proved shortly after in two steps.
First E. DiBenedetto and A. Friedman proved the result in 1986 under
the additional assumption that {u = 0} is symmetric with respect to
{xj = 0} for all j ∈ {1, . . . , N} (cf. [5]). In the same year A. Friedman
5Here the quadratic growth of u follows from a Harnack-inequality argument for
VD (cf. [11, Theorem 8.17 and Theorem 8.18]).
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and M. Sakai [10] removed this unnecessary symmetry assumption. In
[7] two of the authors gave a very concise proof of the characterization
of compact coincidence sets. Note that those characterization results
have a beautiful application in Eshelby’s inclusion problem ([13, 19]).
1.3. Singular points of the free boundary. Global solutions of
the obstacle problem (3) play a central role in the regularity of the free
boundary for the corresponding local problem; see [2], [4]. Indeed, in
order to prove local regularity of the free boundary ∂{u > 0} for the
obstacle problem
∆u = χ{u>0}, u ≥ 0 in B1(0), (4)
one needs enough information about global solutions in order to estab-
lish a local regularity theory (see [2]).
Classification of global solutions has also played a central role in
the analysis of singular free boundary points. Such a relation can be
demonstrated in two dimensions by observing that cardioids occur as
coincidence sets in the obstacle problem (4). Inverting a cardioid, with
respect to a sphere with center at the cusp point of the cardioid, one
obtains a parabola which is a free boundary of a global solution of the
obstacle problem (3) (see [22]). Such ideas were developed in the study
of the so-called quadrature domains, an area of research close to the
topic discussed in this paper (see [12]).
In higher dimensions the behavior of the regular part of the free
boundaries close to singular points is even more intriguing, and almost
no results have been established, contrasting the extensive research of
the singular set, where strong results have been established (see [3], [9]
and [8]).
1.4. Main results. Our first result is the classification of global solu-
tions mentioned above, under an assumption concerning the dimension
of degenerate directions.
Theorem A. Let u be a solution of (3) that is cylindrical in precisely
k independent directions. If N−k ≥ 6 and the coincidence set {u = 0}
has non-empty interior, then the restriction of the coincidence set to
the non-cylindrical directions is either an ellipsoid or a paraboloid.
Our second result concerns analysis of the free boundary close to
singularities of local solutions in dimension N ≥ 6 whose blow-up limit
has a one-dimensional coincidence set. The restrictions in the present
result are due to a different asymptotic behavior of the generalized
Newtonian potential in the lower dimensions (especially in the criti-
cal dimension 3), but obtaining a complete result in the future by the
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methods developed in the present paper seems feasible. We also re-
mind the reader that the problem in two dimensions has been solved
completely by complex analysis methods in [21].
We next state the result concerning the local structure of free bound-
ary close to singular points at which the blow-up limit has a one-
dimensional coincidence set in dimension N ≥ 6 (see Figure 1).
bb
x0
Figure 1. Local structure of the free boundary close
to singularities whose blow-down limit has a one dimen-
sional coincidence set.
Theorem B. Let N ≥ 6 and let u be a solution of the obstacle problem
(4), and let x0 ∈ ∂{u > 0}∩B1 be a singular point of the free boundary
such that
u(rx+ x0)
r2
→ p(x′) in C1,αloc (RN) as r → 0
where
p(x′) ≥ c|x′|2 for some c > 0 and for all x′ ∈ RN−1.
Let E ′ ⊂ RN−1 be the unique ellipsoid of diameter 1 in Lemma 7.2 with
respect to the polynomial p : RN−1 → R. Then there exists δ > 0 such
that for any free boundary point x ∈ ∂{u > 0} ∩ Bδ(x0), setting
d(xN) := diam
({u(·, xN) = 0} ∩B2δ(x0)),
I = Iδ := {s ∈ (xN − 2δ, xN + 2δ) : {u(·, s) = 0} ∩ B′2δ((x0)′) 6= ∅},
we have:
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(i) if d(xN) > 0 then {u(·, xN) = 0} is (in C2) ω(δ)-close to a scaled
and translated instance
t
′(xN) + d(xN )E ′
of E ′; here RN−1 ∋ t′ → 0 as x→ x0, and ω(δ)→ 0 as δ → 0.
(ii) if d(xN) = 0 then either x is a singular free boundary point
6 and
lim
I\{xN}∋s→xN
d(s)− d(xN)
s− xN = 0,
or x is a regular free boundary point and
lim
I\{xN}∋s→xN
d(s)− d(xN)√|s− xN | ∈ R.
Note that once Theorem A* has been extended to cover dimensions
3, 4 and 5, a complete description of the behavior of the free boundary
close to any singular point will be feasible by the methods used in the
proof of Theorem B. In Theorem B we confine ourselves to an applica-
tion of Theorem A in the special case k = 0, although generalizations
are clearly possible.
1.5. Structure of the proofs. The proof of Theorem A uses precise
estimates on the asymptotic behavior of the solution u at infinity to
allow a comparison with a paraboloid solution with matched asymp-
totics. In section 4 we give a first frequency estimate and show that
a rescaled version of u − p converges to an affine linear function. In
section 5 we infer from this preliminary analysis that the coincidence
set C is asymptotically contained in a set slightly larger than a parab-
oloid. As a consequence the Newtonian potential of C is well defined
(see section 6) so that we may expand u into a quadratic polynomial
and the Newtonian potential. In section 7 we construct a paraboloid
solution matching the quadratic and linear asymptotic behavior of u
at infinity. We conclude the proof of Theorem A in section 9. In that
section we first prove that the Newtonian potential converges uniformly
to zero outside a set slightly larger than the paraboloid, as |x| → ∞ so
that the Newtonian potential expansion of the solution into a quadratic
polynomial is rigorous outside that set. Finally we use a comparison
principle with mismatched data on some boundary part to show that u
lies below some translated version of the paraboloid solution. A sliding
argument concludes the proof of Theorem A.
6It is noteworthy that we have stated this result for completeness of the picture
of the free boundary for the reader. A stronger result by L.A. Caffarelli includes a
module of continuity ([3]).
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The proof of Theorem B relies heavily on the classification of the co-
incidence set of any global solution, including the precise dependence
on the asymptotic behavior of the solution at infinity. At the singular
point x0 the solution u is approximately the polynomial p, which is
independent of the xN -direction. We show in Proposition 10.2 that for
any sequence of regular free boundary points converging to x0, there
are intermediate scalings such that blow-up sequences with respect to
these scalings converge either to paraboloid solutions or cylindrical so-
lutions. Surprisingly, this —combined with consequences of the ACF-
monotonicity formula as well as stability of regular free boundaries—
makes it possible to gather from this knowledge about the intermediate
scale information on a smaller scale and to exclude both oscillations
of the free boundary in the xN -direction as well as the possibility of
several connected components in the {xN = t}-plane and to show in
the proof of Theorem B that cross-sections of the coincidence set are
perturbations of ellipsoids.
1.6. Paraboloid solutions as traveling waves in the Hele-Shaw
problem. We briefly illustrate the tight relationship between global
solutions of the obstacle problem and traveling waves in the Hele-Shaw
problem.
Let to this end u be a non-negative solution of
∆u = χ{u>0} in R
N
such that {u = 0} = P , where P is a paraboloid opening in the eN–
direction (cf. Theorem 7.1). It is known that
∂NNu ≥ 0 and ∂Nu ≤ 0 in RN (5)
(cf. [20, Theorem 5.1]). Let us fix a speed c > 0 in the direction eN
and consider
p(t, x) := −∂Nu(x− cteN )c.
Note that p is non-negative. A direct calculation yields that
∆p(t, x) = ∂tχ{u(x−cteN )>0} in R
N (6)
in the sense of distributions. From (5) we infer that χ{u(x−cteN )>0} =
χ{p(t,x)>0} and combining this fact with (6) we obtain that
∆p = ∂tχ{p>0} in R× RN ,
i.e. that p is a traveling wave solution of the Hele-Shaw problem in the
sense of distributions.
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2. Notation
We shall now clarify the notation used in the introduction and make
some assumptions that will make notational complexity as low as pos-
sible in the rest of the paper.
Throughout this work RN will be equipped with the Euclidean inner
product x · y and the induced norm |x|. Due to the nature of the prob-
lem we will often write x ∈ RN as x = (x′, xN) ∈ RN−1×R. Br(x) will
be the open N -dimensional ball of center x and radius r. B′r(x
′) will
be the open (N − 1)- dimensional ball of center x′ ∈ RN−1 and radius
r. Whenever the center is omitted it is assumed to be 0.
When considering a set A, χA shall denote the characteristic function
of A. HN−1 is the (N − 1)-dimensional Hausdorff measure.
Finally we call special solutions of the form max(x · e, 0)2/2 half-space
solutions; here e ∈ ∂B1 is a fixed vector.
Definition 2.1 (Coincidence set).
For solutions u of the obstacle problem (3), we define the coincidence
set C to be
C := {u = 0}.
Remark 2.2. It is known that the coincidence C of a global solution of
the obstacle problem is convex (see e.g. [20, Theorem 5.1]).
Definition 2.3 (Ellipsoids and Paraboloids).
We call a set E ⊂ RN ellipsoid if after translation and rotation
E =
{
x ∈ RN :
N∑
j=1
x2j
a2j
≤ 1
}
for some a ∈ (0,∞)N . We call a set P ⊂ RN a paraboloid, if after
translation and rotation P can be represented as
P =
{
(x′, xN) ∈ RN : x′ ∈ √xNE ′
}
,
where E ′ is an (N − 1)-dimensional ellipsoid.
Definition 2.4 (Newtonian potential).
Let N ≥ 3, let M ⊂ RN be a measurable set, and let αN := 1N(N−2)|B1| .
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We call
VM(x) := αN
ˆ
M
1
|x− y|N−2 dy ∈ [0,+∞]
the Newtonian potential of M . We say that the Newtonian potential is
well-defined if VM(x) < +∞ for every x ∈ RN , and satisfies
∆VM = −χM , in RN .
Definition 2.5 (Local solutions and singular points).
(i) We define a local solution of the obstacle problem, to be a non-
negative function u solving
∆u = χ{u>0} in B1(0).
(ii) For a local solution u of the obstacle problem, we call x0 ∈ ∂{u > 0}∩
B1 an order-1 singular point
7 if
u(rx+ x0)
r2
→ p(x′) in C1,αloc (RN) as r → 0
where
p(x′) ≥ c|x′|2 for some c > 0 and for all x′ ∈ RN−1.
We define Σ1 to be the set of all order-1 singular points.
3. Earlier results and reduction to the paraboloid case
3.1. Earlier results. In this section we shall recall some known results
concerning classification of global solutions of the obstacle problem. We
gather them in the following proposition.
Proposition 3.1 (Known Properties). Let u be a global solution of the
obstacle problem (3). Then:
(i) The second derivatives are globally bounded, i.e. there is C < +∞
such that ∥∥D2u∥∥
L∞(RN )
≤ C.
(ii) If the coincidence set C contains two sequences (xj)j∈N, (yk)k∈N ⊂
C, such that |xj | → ∞, ∣∣yk∣∣ → ∞ as j → ∞ and k → ∞ and
x˜j := xj/|xj |, y˜k := yk/|yk| converge to two independent vectors
x0, y0 ∈ ∂B1 on the unit sphere, then the global solution can be
reduced by one dimension at least (cf. [4, proof of Theorem II,
case 3]).
7The order here refers to the dimension of the zero set of the blow-up polynomial.
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(iii) If the sequences above have the property that the limit vectors
x0, y0 satisfy x0 = −y0, then the coincidence set C is cylindrical
in the x0–direction, and the problem can be reduced by one dimen-
sion. This follows by directional monotonicity and convexity of u
(cf. [4, proof of Theorem II, Case 3]).
(iv) If the coincidence set is unbounded in the eN -direction and not
cylindrical in any direction e ⊥ eN , then the blow-down is inde-
pendent of the eN -direction only. More precisely
ur(x) :=
u(rx)
r2
→ x′TQx′ =: p(x′) in C1,αloc ∩W 2,ploc as r →∞,
where x = (x′, xN), Q ∈ RN−1×N−1 is positive definite, symmetric
and tr(Q) = 1
2
. (cf. [20, Proposition 5.3] combined with the
fact that the blow-down of a convex set being a half-space implies
that the convex set is a half space and (ii). For the strong W 2,ploc -
convergence see [20, Proposition 3.17 (v)].)
3.2. Reduction. Let u still be a global solution of the obstacle prob-
lem (3). Rotating and considering the restriction of the solution to all
non-cylindrical directions we may assume that
∇u · e 6≡ 0 in RN for each e ∈ ∂B1 (7)
and that k (defined in Theorem A) is 0. In this case we call the solution
non-cylindrical. Since bounded coincidence sets of global solutions are
already known to be ellipsoids (see [6], [5]), we shall henceforth discuss
only the case of unbounded coincidence sets. Therefore it is sufficient
to prove the following reduced version of Theorem A.
Theorem A*.
Let N ≥ 6 and let u be a solution of (3) that is non-cylindrical (in the
sense of (7)). If furthermore {u = 0} is unbounded and has non-empty
interior, then {u = 0} is a paraboloid.
Note that u satisfying the assumptions of Theorem A* implies that
the conclusion of Proposition 3.1 (iv) holds. It follows that, rotating if
necessary, the convex, closed set
C must contain a ray in the eN -direction.
Moreover
∂Nu does not change sign, say ∂Nu ≤ 0 in RN
see [4, Proof of Case 2 of Theorem II]. Hence for any free boundary
point z, we obtain that the ray Lz := {z + teN : t ≥ 0} is contained
in the coincidence set, i.e. Lz ⊂ C. Since u is non-cylindrical, the
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coincidence set C cannot contain a line (cf. Proposition 3.1 (iii)), and
using the convexity of C, λ := min{zN : z ∈ C} > −∞, and hence
C ⊂ {xN ≥ λ} for some λ ∈ R.
By the above discussion we may after suitable change of variables
assume the solution in Theorem A* to satisfy
Definition 3.2. Let u be a solution of
∆u = χ{u>0} , u ≥ 0 in RN
(in the sense of distributions) satisfying
(i) C has non-empty interior,
(ii) {0} = C ∩ {xN ≤ 0},
(iii) ur(x) :=
u(rx)
r2
→ x′TQx′ =: p(x′) in C1,αloc ∩ W 2,ploc as r → ∞,
where x = (x′, xN), Q ∈ RN−1×N−1 is positive definite, symmetric
and tr(Q) = 1
2
.
For later reference let us state that this means that there is cp > 0
such that for all x′ ∈ RN−1
p(x′) ≥ cp|x′|2. (8)
4. First Frequency Estimate
In this section we derive a first estimate of the asymptotics of the
given solution u as in Definition 3.2 by studying the blow-down of a
normalized solution. This analysis is based on a first frequency estimate
as introduced below.
Lemma 4.1 (First Frequency estimate).
Let v˜r be given as
v˜r := ur − p,
where ur is the rescaling and p the blow-down limit as introduced in
Definition 3.2 (iii), and let the first frequency functional be defined for
all r > 0 as
F1(r) :=
ˆ
B1
|∇v˜r|2 − 2
ˆ
∂B1
v˜2r dHN−1.
Then F1 is monotone increasing in r and F1(r) is non-positive for all
r > 0.
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Proof. Note that v˜r solves ∆v˜r = −χ{ur=0} in RN . Observe that F1 is
monotone increasing as
d
dr
F1(r) = 2
ˆ
B1
∇v˜r · ∇∂r v˜r − 4
ˆ
∂B1
v˜r∂rv˜r dHN−1
= 2

ˆ
∂B1
∇v˜r · x ∂rv˜r dHN−1 −
ˆ
B1
∆v˜r∂r v˜r︸ ︷︷ ︸
=0
−2
ˆ
∂B1
v˜r∂rv˜r dHN−1


= 2
ˆ
∂B1
(∇v˜r · x− 2v˜r)∂r v˜r dHN−1 = 2r
ˆ
∂B1
(∂r v˜r)
2 dHN−1 ≥ 0.
By definition of p we know that
v˜r → 0 in C1,αloc (RN) as r →∞.
We conclude that
lim
r→∞

ˆ
B1
|∇v˜r|2 − 2
ˆ
∂B1
v˜2r dHN−1

 = 0.
As F1 is monotone increasing it follows thatˆ
B1
|∇v˜r|2 ≤ 2
ˆ
∂B1
v˜2r dHN−1
for all r > 0 and that F1 is non-positive. 
4.1. The second term in the asymptotic expansion at infinity.
We already know that u has quadratic growth at infinity and that its
leading order asymptotics is given by p. In order to get information
on the next order in the asymptotic expansion the usual ansatz is to
normalize ur−p and pass to the limit r →∞ in the normalization For
technical reasons we will in the present section subtract a projection
from this difference. Note however that as a result of Section 6, we will
at that stage be able to determine the limit of the normalized ur − p,
too.
We define for all r > 0
vr := ur − p− hr, (9)
where hr(x
′) := Π′(ur − p) with
Π′(ur − p) being the L2(∂B1)-projection of ur − p onto P ′2, (10)
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and P ′2 is the set of homogeneous harmonic polynomials of degree 2
depending only on x′. Note that vr solves
∆vr = −χ{ur=0} in RN for all r > 0.
Recall that for all r > 0 we have assumed that hr is harmonic and
homogeneous of degree 2 and note that F1 is invariant with respect to
perturbations by any harmonic homogeneous polynomial q of degree 2,
i.e. for all r > 0,
F1[v˜ + q](r) :=
ˆ
B1
|∇(v˜r + q)|2 − 2
ˆ
∂B1
(v˜r + q)
2 dHN−1
=
ˆ
B1
|∇v˜r|2 − 2
ˆ
∂B1
(v˜r)
2 dHN−1 =: F1[v˜](r).
Hence we conclude that vr satisfies the same frequency estimate as v˜r,
i.e. for all r > 0 ´
B1
|∇vr|2´
∂B1
v2r dHN−1
≤ 2. (11)
This immediately implies a first estimate on the normalized family
wr :=
vr√´
∂B1
v2r dHN−1
, (12)
i.e. by a Poincaré Lemma
wr is bounded in W
1,2(B1) uniformly in r > 0.
However this bound is valid only in B1. The following Lemma will give
a local bound in RN .
Lemma 4.2. Let wr be as defined above. Then
(wr)r>1 is bounded in W
1,2
loc (R
N).
Proof. A calculation shows thatˆ
∂BR
v2r(x) dHN−1(x) = RN−1
ˆ
∂B1
v2r(Ry) dHN−1(y)
= RN+1
ˆ
∂B1
v2rR(y) dHN−1(y).
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So for each r > 0 and each R > 1 we may employ a Poincaré-Lemma
and (11) to obtain
‖wr‖2W 1,2(BR) =
´
BR
|∇vr|2 +
´
BR
v2r´
∂B1
v2r dHN−1
≤ C1(R)
´
BR
|∇vr|2 +
´
∂BR
v2r dHN−1´
∂B1
v2r dHN−1
≤ C2(R)
´
∂BR
v2r dHN−1´
∂B1
v2r dHN−1
= C3(R)
´
∂B1
v2rR dHN−1´
∂B1
v2r dHN−1
.
Thus the proof will be complete once we show that for each R > 1 the
following doubling holds:´
∂B1
v2rR dHN−1´
∂B1
v2r dHN−1
is uniformly bounded in r > 0. (13)
Assume towards a contradiction that this is not true. Then there is
R0 > 1 and a sequence (rk)k∈N ⊂ (0,∞), rk →∞ as k →∞ such that´
∂B1
v2rk dHN−1´
∂B1
v2rk
R0
dHN−1 →∞ as k →∞. (14)
Since we already know that the sequence wrk =
vrk√´
∂B1
v2rk
dHN−1 is
bounded in W 1,2(B1), for a subsequence (again labeled rk)
wrk ⇀ w weakly in W
1,2(B1) as k →∞, (15)
and due to the compact embeddingsW 1,2(B1) →֒ L2(∂B1) andW 1,2(B 1
R0
)
→֒ L2(∂B 1
R0
) (recall that 1
R0
< 1) it follows that
wrk → w strongly in L2(∂B1) and
wrk → w strongly in L2(∂B 1R0 ) as k →∞.
(16)
By construction,
´
∂B1
w2rk dHN−1 = 1 for all k ∈ N, and consequentlyˆ
∂B1
w2 dHN−1 = 1. (17)
On the other hand, using (14) and (16) we obtain that
ˆ
∂B 1
R0
w2 dHN−1 ←
ˆ
∂B 1
R0
w2rk dHN−1 =
´
∂B 1
R0
v2rk dHN−1´
∂B1
v2rk dHN−1
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=
´
∂B1
v2rk(x/R0)R
1−N
0 dHN−1´
∂B1
v2rk dHN−1
= R−3−N0
´
∂B1
v2rk
R0
dHN−1´
∂B1
v2rk dHN−1
→ 0 as k →∞,
and this implies that ˆ
∂B 1
R0
w2 dHN−1 = 0.
Now, in dimension N ≥ 3, w is harmonic in B1 since it has been
constructed as the weak W 1,2-limit of (wrk)k∈N in (15), and ∆w = 0
in B1 up to a set of 2-capacity zero due to Definition 3.2 (iii). In
dimension N = 2, w is harmonic in B1 \
{
teN : t ≥ 0} and zero on
B1 ∩
{
teN : t ≥ 0}.
Consequently the maximum principle for harmonic functions implies
that
w ≡ 0 in B 1
R0
.
Since w, being harmonic, is analytic, it follows that w ≡ 0 in B1.
But then w cannot have a nontrivial trace on ∂B1 and this contradicts
(17). Therefore the assumption (14) must be false and the Lemma is
proved. 
Lemma 4.2 allows us to conclude that each limit of wr must be
harmonic in RN :
Proposition 4.3. Let (wr)r>0 be as defined in (12). Then there is a
sequence rk →∞ such that
wrk ⇀ w weakly in W
1,2
loc as k →∞, (18)
and w is harmonic in RN .
Proof. From Lemma 4.2 it follows that
wrk ⇀ w weakly in W
1,2
loc as k →∞.
Using the assumption on the blow-down in Definition 3.2 (iii) we obtain
that
∆w = 0 in RN \ {teN ∈ RN : t ∈ R}.
Since
{
teN ∈ RN : t ∈ R} is a set of 2-capacity zero in dimensions N ≥
3, we infer that in these dimensions
∆w = 0 in RN .
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
Lemma 4.4 (The limit w is a quadratic polynomial).
Let N ≥ 3 and let w be as above. Then w is a harmonic polynomial of
degree ≤ 2.
Proof. The strategy of the proof of this lemma will be to use the first
frequency estimate (11) in order to obtain a doubling that allows us to
deduce that w has at most quadratic growth at infinity. A Liouville
argument implies then that w is a polynomial of degree ≤ 2.
First of all note that since w∆w = 0 in RN ,ˆ
B1
|∇w|2 =
ˆ
∂B1
w ∇w · x dHN−1 −
ˆ
B1
w∆w︸ ︷︷ ︸
=0
=
ˆ
∂B1
w ∇w · x dHN−1.(19)
Let us now define for all R > 0
y(R) :=
ˆ
∂B1
z2R dHN−1 where zR(x) := w(Rx) for all x ∈ RN .
Then the derivative of y(R) satisfies
d
dR
y(R) =
ˆ
∂B1
2zR ∂RzR dHN−1 = 2
ˆ
∂B1
w(Rx) ∇w(Rx) · x dHN−1(20)
=
2
R
ˆ
∂B1
zR ∇zR · x dHN−1 = 2
R
ˆ
B1
|∇zR|2,
where we have used that zR is harmonic and (19) in the last step. In
order to deduce a differential inequality, we use that zR, too, satisfies
the first frequency estimate, i.e.´
B1
|∇zR|2´
∂B1
z2R dHN−1
≤ 2 for all R > 0.
This may be verified as follows: From (11) we deduce that for all R
and all r > 0
2 ≥
´
B1
|∇vrR|2´
∂B1
v2rR dHN−1
=
´
B1
|∇wrR|2´
∂B1
w2rR dHN−1
=
´
B1
|R−1 ∇wr(Rx)|2´
∂B1
R−4 w2r(Rx) dHN−1
= R2
´
B1
|∇wr(Rx)|2´
∂B1
w2r(Rx) dHN−1
.
Now weak convergence of wr as r → ∞ (recall (18)) and lower semi-
continuity of the Dirichlet-functional as well as the compactness of the
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trace embedding imply that for all R > 0,
2 ≥ R2
´
B1
|∇w(Rx)|2´
∂B1
w2(Rx) dHN−1 =
´
B1
|∇zR|2´
∂B1
z2R dHN−1
.
Combining this frequency estimate with (20) we obtain the following
differential inequality for y:
d
dR
y(R) =
2
R
ˆ
B1
|∇zR|2 ≤ 4
R
ˆ
∂B1
z2R dHN−1 =
4
R
y(R).
Consequently, for all R ≥ 1
y(R) ≤ y(1) R4. (21)
A similar estimate holds for the full ball: For each R ≥ 1,
ˆ
B1
z2R =
1ˆ
1
R
ˆ
∂B̺
z2R(x) dHN−1(x) d̺+
ˆ
B 1
R
z2R
=
1ˆ
1
R
ˆ
∂B1
̺N−1z2R(̺x) dHN−1(x) d̺+R−N
ˆ
B1
w2
=
1ˆ
1
R
ˆ
∂B1
̺N−1z2R̺(x) dHN−1(x) d̺+R−N
ˆ
B1
w2
≤
1ˆ
1
R
̺N−1(̺R)4y(1) d̺+R−N
ˆ
B1
w2
=
y(1)
N + 4
(
1− 1
RN+4
)
R4 +R−N
ˆ
B1
w2
≤ C1R4, (22)
where we have used that ̺R ≥ 1 for ̺ ∈ [ 1
R
, 1
]
and (21) and w ∈
W 1,2loc (R
N). Note that up to this point the proof holds for all N ≥ 2.
We are going to combine (22) with the mean value property of har-
monic functions in order to obtain a uniform estimate on the second
derivatives.
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Let x0 ∈ B 1
8
. Then for all i, j ∈ {1, . . . , N}, by the mean value
property —zR being harmonic—
|∂ijzR(x0)| ≤ C sup
∂B 1
8
(x0)
|∂izR|. (23)
Similarly we compute for x ∈ B 1
4
(0) (note that for all x0 ∈ B 1
8
(0),
B 1
8
(x0) ⊂ B 1
4
(0)),
|∂izR(x)| ≤ C1 sup
∂B 1
8
(x)
|zR| ≤ C2 sup
B 3
8
(0)
|zR| (24)
= C3 sup
y∈B 3
8
(0)
∣∣∣∣∣∣∣∣
 
B 1
8
(y)
zR
∣∣∣∣∣∣∣∣ ≤ C4
ˆ
B1
|zR| ≤ C5
√√√√ˆ
B1
z2R.
Combining (23) and (24) and using (22) we obtain that
‖∂ijzR‖L∞(B 1
8
) ≤ C6
√√√√ˆ
B1
z2R ≤ C7R2,
for all R ≥ 1. Recalling that ∂ijzR(x) = R2∂ijw(Rx), it follows that
R2 ‖∂ijw‖L∞(BR
8
) ≤ C7R2.
Thus we arrive at the desired uniform bound∥∥D2w∥∥
L∞(BR
8
)
≤ C2 for all R ≥ 1.
Consequently Liouville’s theorem implies that D2w (being harmonic)
is constant. This tells us that w is a harmonic polynomial of degree
≤ 2. 
Remark 4.5. We conjecture that for N = 2, methods developed in the
present paper can be used to show that
w(r, θ) = ‖r3/2 sin(3θ/2)‖−1L2(∂B1)r3/2 sin(3θ/2).
In order to obtain a nontrivial estimate on the asymptotics of u we
need to exclude quadratic growth of w which is done in the following
lemma.
Lemma 4.6 (The limit w is an affine linear function). Let N ≥ 3 and
let w be as defined in (18). Then w is a nonzero polynomial of degree
≤ 1.
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Proof. From Lemma 4.4 we already know that w is a harmonic poly-
nomial of degree ≤ 2. Therefore we may write
w = h+ ℓ+ c,
where h is a harmonic, homogeneous polynomial of degree 2, ℓ = b · x
(b ∈ RN) is a linear function and c ∈ R is a constant. Note that the
fact that
´
B1
w2 dHN−1 = 1 implies that w is not the zero polynomial.
We prove the claim of the lemma in two steps:
Step 1. h is independent of xN .
By results of [4, Proof of Case 3 of Theorem II] ∂Nu does not change
sign, and by our assumption that p = p(x′) and hr are independent of
xN , ∂Nwr does not change sign either. Hence the limit ∂Nw does not
change sign. But then h cannot contain terms of the form x2N or xjxN ,
j ∈ {1, . . . , N − 1}. Hence h is independent of xN as claimed.
Step 2. h ≡ 0.
By definition (9) and (10), Π′wr = 0 for all r > 0, and in the limit
Π′w = 0, implying together with Step 1 that h ≡ 0 and w is a polyno-
mial of degree 1. 
Remark 4.7. We will prove later that ℓ in the previous proof is not
zero.
5. First estimate on the growth of the coincidence set C
We are now in a position to obtain a first estimate on the growth of
C as xN →∞.
Proposition 5.1 (First estimate on C).
Let u be a solution in the sense of Definition 3.2. Then for each δ ∈
(0, 1) there is a number a = a(δ) ∈ (0,+∞) such that
i)
C ∩ {xN > a} ⊂
{
|x′|2 < x1+δN
}
and
ii)
C ∩ {xN ≤ a} is bounded.
Proof. i) The main tool in proving this claim is a quantitative version
of the doubling we have already used in (13). In order to derive a
nontrivial bound on the coincidence set C, our previous analysis on
the asymptotic behavior of solutions —i.e. that w is affine linear— is
essential. Let us define the scaled function
vr(x) := ur(x)− pr(x′)− hrr(x′)
= u(rx)− p(rx′)− hr(rx′) = r2vr(x)
(25)
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and for all r > 0
f(r) :=
√√√√ˆ
∂B1
(vr)2 dHN−1.
Lemma 4.6, along with a simple computation, implies the doubling´
∂B1
(v2r)
2
dHN−1´
∂B1
(vr)2 dHN−1 = 2
1−N
ˆ
∂B2
(wr)
2 dHN−1
→ 21−N
ˆ
∂B2
w2 dHN−1 ≤ 4
ˆ
∂B1
w2 dHN−1 = 4
as r → +∞.
It follows that for all δ ∈ (0, 1) there is r0(δ) < +∞ such that for all
r > r0(δ), f(2r) ≤ 21+δf(r). Iterating this estimate we obtain for all
k ∈ N and r > r0(δ)
f
(
2kr
) ≤ 2(1+δ)kf(r).
We deduce for all k ∈ N and all r ∈ [2kr0, 2k+1r0] that
f(r) ≤ 2(1+δ)k sup
̺∈[r0,2r0]
f(̺)
≤ C1(r0) r1+δ sup
̺∈[r0,2r0]
f(̺) =: C2(δ) r
1+δ. (26)
This allows us to estimate the asymptotic thickness of the coincidence
set C as xN →∞. To this purpose we need to improve the estimate on
the above squared average to a pointwise estimate. We do this using
a sup-mean-value-inequality for subharmonic functions. Before going
into details let us remind the reader that due to the definition of hr in
(10),
‖hr‖L2(∂B1) = ‖Π′(ur − p)‖L2(∂B1) ≤ ‖ur − p‖L2(∂B1) → 0 as r →∞.
Invoking that P ′2 is a finite dimensional vector space where all norms
are equivalent, all coefficients of hr must vanish as r → ∞. Since p is
non-degenerate in x′ we obtain that for all sufficiently large r,
|hr(x′)| ≤ 1
2
p(x′) for all x′ ∈ RN−1. (27)
Remembering from (25) that
−vr(x) = pr(x′) + hrr(x′)− ur(x) = p(rx′) + hr(rx′)− u(rx),
ON GLOBAL SOLUTIONS OF THE OBSTACLE PROBLEM 21
we know that
max{pr + hrr − ur, 0}
is a non-negative, subharmonic function, so that by a sup-mean-value-
property of non-negativesubharmonic functions,
sup
B 1
2
max{pr + hrr − ur, 0} ≤ C(N)
√√√√ˆ
∂B1
max{pr + hrr − ur, 0}2 dHN−1.
(28)
Let now x ∈ C be such that r := 4|x| is sufficiently large. Combining
(26), (27) and (28) we obtain that
C(N)C2(δ)r
1+δ ≥ sup
B r
2
max{p+ hr − u, 0} ≥ max{p(x′) + hr(x′)− u(x), 0}
= max{p(x′) + hr(x′), 0} ≥ max
{
1
2
p(x′), 0
}
=
1
2
p(x′).
This means that for all sufficiently large r and every x ∈ C∩{|x| = r
4
}
,
cp
2
|x′|2 ≤ 1
2
p(x′) ≤ 41+δC(N) C(δ) |x|1+δ
≤ 81+δC(N) C(δ)
(
|x′|1+δ + |xN |1+δ
)
,
where cp is defined in (8). It follows that there is a constant C < +∞
such that for sufficiently large |x′|,
|x′|2 ≤ Cx1+δN ,
and we obtain i) choosing a slightly larger δ and choosing the number
a sufficiently large.
ii) follows from Proposition 3.1 (iv). 
6. The Newtonian potential expansion of u
In this section we are going to use the growth estimate for the coinci-
dence set in Proposition 5.1 in order to show that the Newton-potential
of the coincidence set C is well-defined and has subquadratic growth.
This allows us to do a Newton-potential expansion of the solution u.
It is this Newton-potential expansion which will allow us to control
the asymptotics of the solution up to a constant outside a small region
around the coincidence set C.
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Lemma 6.1 (Newtonian potential of C).
Let u be a solution in the sense of Definition 3.2 and let N ≥ 6. Then
i) The Newtonian potential VC of C is well-defined and locally bounded.
ii) VC(x) grows subquadratically as |x| → ∞, i.e.
VC(x)
|x|2 → 0 as |x| → ∞.
Proof. To prove i), it suffices to check that the Newtonian potential
of C \ BR is well-defined and locally bounded for some R > 0. Let
M < +∞, δ := 1/10 and let R be sufficiently large such that C \BR ⊂{
y ∈ RN : yN > max(a(δ), 2M)
}
, where a(δ) is the constant defined in
Proposition 5.1. Then for
Tδ :=
{
|y′|2 < y1+δN
}
∩ {yN > max{a(δ), 2M}}
and every x such that |xN | ≤M ,ˆ
C\BR
1
|x− y|N−2 dy ≤
ˆ
Tδ
1
|x− y|N−2 dy ≤
ˆ
Tδ
1
|xN − yN |N−2
dy
≤
∞ˆ
a(δ)
1∣∣yN
2
∣∣N−2
∣∣∣B′
y
(1+δ)/2
N
∣∣∣ dyN
= 2N−2|B′1|
+∞ˆ
a(δ)
y
−N+2+ 1+δ
2
(N−1)
N dyN .
The last integrand is integrable for δ := 1/10 andN ≥ 6. It follows that
the Newtonian potential of C \BR is well-defined and locally bounded.
Next we prove statement ii). Let δ be as defined above, let a(δ) be
the constant defined in Proposition 5.1 and let R < +∞ be such that
C ∩ {yN < a(δ)} ⊂ BR. Define
P1 :=
{
|y′|2 < y1+δN
}
∩
{
yN < xN − x
23
24
N
}
, P2 := B2x23/24N
(0, xN)
and P3 :=
{
|y′|2 < y1+δN
}
∩
{
yN > xN + x
23
24
N
}
. (29)
Then for xN large enough,
C ⊂ BR ∪ P1 ∪ P2 ∪ P3,
which in turn implies that
VC(x) ≤ VBR(x) + VP1(x) + VP2(x) + VP3(x)
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≤ VBR(x) + VP1((0, xN)) + VP2((0, xN)) + VP3((0, xN)).
For fixed R, VBR(x)→ 0 as |x| → ∞. Furthermore
1
αN
VP1((0, xN)) ≤
ˆ
P1
1
|xN − yN |N−2
dy
≤
(
x
23
24
N
)2−N
|B′1|
xNˆ
0
y
1+δ
2
(N−1)
N dyN
= |B′1|
1
11
20
(N − 1) + 1 x
23
24
(2−N)+ 11
20
(N−1)+1
N → 0,
as xN →∞ due to the assumption N ≥ 6. Next,
VP2(0, xN ) = VB
2x
23/24
N
(0,xN )((0, xN)) = αN
ˆ
B
2x
23/24
N
1
|y|N−2 dy
= αN
2x
23/24
Nˆ
0
̺2−N |∂B1|̺N−1 d̺ = 2αN |∂B1|x
23
12
N
which has subquadratic growth. Finally,
VP3(0, xN) ≤ αN
ˆ
{
|y′|2<y1+δN ∧yN>xN+x
23/24
N
}
1
|xN − yN |N−2
dy
=
xNˆ
x
23/24
N
y2−NN |B′1|(yN + xN )(N−1)
1+δ
2 dyN
+
+∞ˆ
xN
y2−NN |B′1|(yN + xN )(N−1)
1+δ
2 dyN
≤
xNˆ
x
23/24
N
y2−NN |B′1|(2xN)(N−1)
1+δ
2 dyN
+
+∞ˆ
xN
y2−NN |B′1|(2yN)(N−1)
1+δ
2 dyN
24 ON GLOBAL SOLUTIONS OF THE OBSTACLE PROBLEM
= |B′1|(2xN)(N−1)
1+δ
2
x
(3−N) 23
24
N − x3−NN
N − 3
+ |B′1|
2
1+δ
2
(N−1)+1
N − 5− δ(N − 1)x
5−N+δ(N−1)
2
N
≤ C x−
1
8
N ,
for some constant C < +∞ and xN large enough, due to the assumption
N ≥ 6. This tells us that the growth of the Newtonian potential is
dominated by the part P2. Thus we have established the subquadratic
growth of the Newtonian potential of C as |x| → ∞. 
Proposition 6.2 (Newtonian potential expansion). Let u be a solution
in the sense of Definition 3.2 and let N ≥ 6. Then the expansion
u = p+ ℓ+ c + VC
holds, where p is the quadratic polynomial in Definition 3.2 (iii), ℓ is a
linear function such that ∂Nℓ < 0, and c is a constant.
Proof. It is well known that VC is a strong solution in W
2,p
loc (R
N) of
∆VC = −χC in RN .
Let us furthermore set
v := u− p in RN .
Then v solves the same equation as VC, i.e. v ∈ W 2,ploc (RN) is a strong
solution of
∆v = −χC in RN .
Hence v − VC is harmonic in RN , and from Definition 3.2 (iii) and
Lemma 6.1 we know that v−VC has subquadratic growth. This allows
us to apply Liouville’s theorem to obtain that
v − VC = ℓ+ c,
where ℓ is a linear function and c is a constant. Thus we have proved
u = p+ ℓ+ c + VC in RN . (30)
What remains to be shown is that
∂Nℓ < 0. (31)
Since 0 ∈ C (cf. Definition 3.2) let x1 := −eN . It follows that |y| <
|x1 − y| and4
1
|x1 − y|N−2 <
1
|y|N−2 for all y ∈ C.
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Consequently VC(x1) < VC(0). Employing the Newtonian potential
expansion (30), we obtain that
0 < u(x1) = ℓ(x1) + c + VC(x1)
< −ℓ(eN) + c+ VC(0)
= u(0)− ℓ(eN) = −ℓ(eN ).

7. Existence of suitable paraboloid solutions
While it is not difficult to show that each paraboloid gives rise to
some solution of the obstacle problem (e.g. using a sequence of el-
lipsoids converging to the given paraboloid) it is a different matter
altogether to prove that, given p and ℓ, there exists a solution of the
obstacle problem with a paraboloid as coincidence set that has precisely
p+ ℓ as asymptotic limit at infinity. The following result showing this
existence is related to the homeomorphism (mapping the ellipsoids onto
the class of quadratic polynomials describing the asymptotic behavior
of the solution at infinity) constructed in [5, Proof of (5.4)] in the case
of compact coincidence set.
Theorem 7.1 (Existence of paraboloid solutions with prescribed lin-
ear part).
Let N ≥ 6. For each (b1, . . . , bN+1) ∈ (0,∞)N×R there is (a1, . . . , aN) ∈
(0,+∞)N−1 × R such that
VPa(x) = −
N−1∑
j=1
bjx
2
j + bNxN + bN+1 in Pa,
where
Pa :=
{
(x′, xN) ∈ RN : xN ≥ −aN , x′ ∈
√
xN + aNE
′
a′
}
E ′
a′
:=
{
x′ ∈ RN−1 :
N−1∑
j=1
x2j
a2j
≤ 1
}
.
Furthermore
uPa(x) := pb(x
′)− bNxN − bN+1 + VPa(x)
solves
uPa ≥ 0 in RN , ∆uPa = χ{uPa>0} in RN , {uPa = 0} = Pa
and
uPa(rx)
r2
→ pb(x′) uniformly on ∂B1 as r →∞,
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where pb(x
′) :=
∑N−1
j=1 bjx
2
j .
The proof is based on the following Lemma which is a consequence
of the analysis of the Newtonian potential of ellipsoids carried out in
[5].
Lemma 7.2 (Existence of suitable ellipsoids).
For each non-degenerate, symmetric, homogeneous quadratic polyno-
mial q(x) :=
∑N
j=1 qjx
2
j with qj > 0 for all j ∈ {1, . . . , N} and each
constant c > 0, there exists a unique ellipsoid, centered at the origin,
E =
{
x ∈ RN :
N∑
j=1
x2j
a2j
≤ 1
}
such that
VE(x) = c− q(x) for all x ∈ E.
Proof of Lemma 7.2. The proof is a corollary to a result by DiBenedetto
and Friedman in [5] (see the proof of (5.4) therein). They show that
for each polynomial q as above there is an ellipsoid E˜, centred at the
origin, and some constant c˜ > 0 such that
VE˜(x) = c˜− q(x) for all x ∈ E˜.
A direct computation shows that the Newtonian potential obeys the
scaling law
VβE˜(x) = β
2VE˜
(
x
β
)
for all β > 0.
Thus for all x ∈ βE˜,
VβE˜(x) = β
2c˜− q(x).
Choosing β :=
√
c
c˜
and E := βE˜ finishes the proof.
It remains to prove uniqueness of the ellipsoid E. The comparison and
Hopf-principle argument in [7] (see step 2 and 3 in the proof of Theorem
2 therein) implies that the ellipsoid E is unique up to scaling, and
prescribing the constant c = VE(0) rules out this degree of freedom. 
Proof of Theorem 7.1.
Step 1. Construction of a suitable sequence of ellipsoids
Let us define for each n ∈ N
qn(x) := pb(x
′) +
1
n2
x2N and cn :=
(
bNn
2
)2
> 0. (32)
ON GLOBAL SOLUTIONS OF THE OBSTACLE PROBLEM 27
Then Lemma 7.2 implies that there is a centered ellipsoid E˜n such that
VE˜n = cn − qn on E˜n. (33)
In order to produce the prescribed linear term in the Newtonian po-
tential expansion we translate E˜n by τne
N , where τn :=
bN
2
n2, i.e.
En := E˜n + τne
N .
We infer from (33) that for all x ∈ En
VEn(x) = VE˜n
(
x− τneN
)
(34)
= cn − pb(x′)− 1
n2
x2N +
2τn
n2
xN − 1
n2
τ 2n = bNxN − qn(x).
Step 2. Switching to the obstacle problem and passing to the limit.
In order to be able to use known results and techniques from the anal-
ysis of the obstacle problem we make use of the close relation between
null quadrature domains and the obstacle problem (cf. [16]). Defining
for n ∈ N
un := q
n − bNxN + VEn in RN , (35)
un is a non-negative solution of the obstacle problem
∆un = χ{un>0} in R
N and {un = 0} = En
(see for example [4, Theorem II]). Using the non-negativity of the New-
tonian potential together with (34) and (32) we obtain that for all
x ∈ En
pb(x
′) ≤ bNxN .
Since this estimate is independent of n, there is a paraboloid P˜ =
{pb(x′) ≤ bNxN} such that
En ⊂ P˜ for every n ∈ N. (36)
From Lemma 6.1 we know that the Newtonian potential of P˜ is well-
defined and locally bounded in dimension N ≥ 6. As
0 ≤ VEn ≤ VP˜ in RN for all n ∈ N,
we obtain that (VEn)n∈N and (un)n∈N are bounded in L∞loc(R
N). From
Lp-theory we infer that for each p ∈ [1,∞) and each α ∈ (0, 1),
(un)n∈N is bounded in W
2,p
loc (R
N) ∩ C1,αloc (RN).
Thus there is a subsequence (again labeled (un)n∈N) such that
un → u in C1,αloc as n→∞, (37)
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and (cf. [20, Proposition 3.17]) u is a non-negative solution of the
obstacle problem, i.e. u solves
∆u = χ{u>0} in R
N .
Step 3. Identification of the coincidence set of u and switching back
to the Newtonian potential expansion.
In order to identify the coincidence set of u we will pass to the limit
in the Newton-potential expansion (35) of un. To this end recall that
each ellipsoid En is the sublevel set of a polynomial, so En is of the
form
En =
{
N−1∑
j=1
x2j
B2j,n
+
(xN − τn)2
B2N,n
≤ 1
}
, (38)
where Bj,n ∈ (0,∞) are the semiaxes of En and τn is the translation in
eN -direction as defined in step 1 (for all n ∈ N and j ∈ {1, . . . , N}).
Since for all n ∈ N, En is defined by finitely many coefficients
(B1,n, . . . , BN,n, τn) which converge (passing if necessary to a subse-
quence) in [0,∞]N+1 we infer that
χEn → χM pointwise almost everywhere in RN as n→∞, (39)
where M ⊂ P˜ is some measurable set. Using
χEn(y)|x− y|2−N ≤ χP˜ (y)|x− y|2−N for all x, y ∈ RN
we obtain by dominated convergence that
VEn → VM pointwise in RN as n→∞.
Combining this fact with (35) and (37) we obtain the Newton-potential
expansion
u(x) = pb(x
′)− bNxN + VM(x) for all x ∈ RN . (40)
It remains to identify the setM . First of all, from (40) we infer thatM
has non-vanishing Lebesgue-measure, i.e. |M | > 0: Otherwise VM ≡ 0
in RN which combined with (40) would contradict the fact that u is
non-negative in RN .
Note that En ⊂ P˜ implies that for all n ∈ N, 0 ≤ BN,n ≤ τN .
Combining this observation with (39) and the fact that M has positive
measure we obtain that the ellipsoids En cannot vanish towards infinity
in the eN -direction and therefore, recalling that by the definition τn =
bN
2
n2, passing if necessary to a subsequence,
1 ≤ τn
BN,n
→ 1 as n→∞. (41)
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Let us now rewrite (38) as
En =
{
N−1∑
j=1
τn
B2j,n
x2j +
τn
B2N,n
x2N − 2
(
τn
BN,n
)2
xN ≤
[
1−
(
τn
BN,n
)2]
τn
}
.
We claim that
[
1−
(
τn
BN,n
)2]
τn ≤ 0 is bounded in n. Assume towards
a contradiction that
[
1−
(
τn
BN,n
)2]
τn is unbounded, i.e. that there is
a subsequence such that
[
1−
(
τn
BN,n
)2]
τn → −∞. Then by (41)
En ⊂
{
−2
(
τn
BN,n
)2
xN ≤
[
1−
(
τn
BN,n
)2]
τn
}
→ ∅ as n→∞,
which is incompatible with (39) and the fact that |M | > 0. Hence,
passing if necessary to a subsequence,
[
1−
(
τn
BN,n
)2]
τn → c ∈ (−∞, 0]
as n→∞.
Passing if necessary to another subsequence, τn
B2j,n
→ Bj ∈ [0,∞] as
n → ∞ for all j ∈ {1, . . . , N − 1}. We claim that Bj ∈ (0,∞) for all
j ∈ {1, . . . , N − 1}. Assume first towards a contradiction that there is
i ∈ {1, . . . , N − 1} and a subsequence such that τn
B2i,n
→ +∞ then
En ⊂
{
τn
B2i,n
x2i − 2
(
τn
BN,n
)2
xN ≤
[
1−
(
τn
BN,n
)2]
τn
}
→ E0 ⊂ {xi = 0},
which poses a contradiction to (39) and the fact that |M | > 0. To finish
the proof assume towards a contradiction that there is i ∈ {1, . . . , N − 1}
such that τn
B2i,n
→ 0. Then for all n ∈ N
En ⊃
{
τn
B2i,n
x2i ≤
[
1−
(
τn
BN,n
)2]
τn , xN = 0, xj = 0, j 6= i
}
→ {xN = 0, xj = 0, j 6= i} as n→∞.
But this is impossible since from (36) we know that En must be con-
tained in the paraboloid P˜ for all n ∈ N.
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Summing up we conclude that (passing if necessary to a subsequence)
χEn → χM pointwise a.e. as n→∞, where M =
{
N−1∑
j=1
Bjx
2
j − 2xN ≤ c
}
,
Bj ∈ (0,∞) for all j ∈ {1, . . . , N − 1} and c ∈ (−∞, 0].
Translating the paraboloid in the eN -direction such that the constant
part in the expansion agrees with bN+1 finishes the proof. 
8. Decay of the Newtonian potential of P outside a
narrow neighborhood of P
The asymptotic behavior of the Newtonian potential at infinity will
be crucial in our proof of Theorem A*. In this section we are going to
show decay of the Newtonian potential of P towards infinity outside a
narrow neighborhood of P .
Lemma 8.1. Let N ≥ 6, γ > 0,
P :=
{
(y′, yN) ∈ RN : |y′| < γy
1
2
N
}
,
and define for each µ > 25
72
P µ :=
{
(y′, yN) ∈ RN : |y′| < γy
1
2
+µ
N
}
.
Then
sup
x∈(RN\Pµ)∩{xN>k}
VP (x)→ 0 as k →∞ (42)
and
sup
x∈(RN\Bk)∩{xN≤ k2}
VP (x)→ 0 as k →∞. (43)
The lemma states that the Newtonian potential of P vanishes out-
side a narrow neighborhood of P . (Note that k in (42) and (43) are
independent.)
Proof. As in (29) we decompose P up into a set of points that are close
to x and the complement of that set, and we estimate the Newtonian
potential of each set individually.
As P is axially symmetric and VP (λx
′ + xNeN ) is a decreasing func-
tion of |λ| we obtain that
sup
x∈(RN\Pµ)∩{xN=k}
VP (x) = VP (γk
1
2
+µe1 + keN ).
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Furthermore, P = P1 ∪ P2 ∪ P3 where
P1 =
{
|y′| < γy
1
2
N ∧ yN < xN − x
8
9
N
}
,
P2 =
{
|y′| < γy
1
2
N ∧ |xN − yN | ≤ x
8
9
N
}
and
P3 =
{
|y′| < γy
1
2
N ∧ yN > xN + x
8
9
N
}
.
Using this decomposition, VP = VP1+VP2+VP3. The first term satisfies
VP1(γk
1
2
+µe1 + keN ) ≤ αN
k−k 89ˆ
0
(k − yN)2−NγN−1|B′1|
(
y
1
2
N
)N−1
dyN
≤ C1 k 89 (2−N)+ 12 (N+1)
which vanishes as k → ∞ by the assumption N ≥ 6. Concerning the
second term we obtain for large k that
VP2(γk
1
2
+µe1 + keN) ≤ αN
ˆ
P2
1∣∣∣γk 12+µ − y1∣∣∣N−2 dy
≤ αN
(γ
2
k
1
2
+µ
)2−N k+k 89ˆ
k−k 89
|B′1|(γ
√
yN)
N−1 dyN
≤ αN
(γ
2
k
1
2
+µ
)2−N
|B′1|γN−1(2k)
N−1
2 2k
8
9
≤ C2 k( 12+µ)(2−N)+ 12 (N−1)+ 89 ,
where the right-hand side vanishes as k → ∞ for each N ≥ 6 and
µ > 25
72
. With regard to the last term we get
VP3(γk
1
2
+µe1 + keN ) ≤ αN
2kˆ
k+k
8
9
|k − yN |2−NγN−1y
N−1
2
N |B′1| dyN
+ αN
+∞ˆ
2k
|k − yN |2−NγN−1y
N−1
2
N |B′1| dyN
≤ αNk 89 (2−N)
2kˆ
k+k
8
9
γN−1y
N−1
2
N |B′1| dyN
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+ αN
+∞ˆ
k
y2−NN γ
N−1(yN + k)
N−1
2 |B′1| dyN
≤ αNγN−1|B′1|
2
N + 1
2
N+1
2 k
8
9
(2−N)+ 1
2
(N+1) +
αNγ
N−1|B′1|2
N+1
2
N − 5 k
5−N
2 ,
where the right-hand side vanishes as k → ∞ for each N ≥ 6 and
µ > 25
72
. This finishes the proof of (42).
Finally, we prove (43). For k large enough and every x ∈ (RN \Bk)∩{
yN ≤ k2
}
,
VP (x) = αN
ˆ
P∩{yN≤k}
1
|x− y|N−2 dy + αN
ˆ
P∩{yN≥k}
1
|x− y|N−2 dy
≤ αN
kˆ
0
(
k
2
)2−N
|B′1|
(
γy
1
2
N
)N−1
dyN
+ αN
∞ˆ
k
(
yN − k
2
)2−N
|B′1|
(
γy
1
2
N
)N−1
dyN
≤ αN
kˆ
0
(
k
2
)2−N
|B′1|
(
γy
1
2
N
)N−1
dyN
+ αN
∞ˆ
k
(yN
2
)2−N
|B′1|
(
γy
1
2
N
)N−1
dyN
≤ αN |B
′
1|(2γ)N−1
N + 1
k
5
2
−N
2 + αN
(2γ)N−1|B′1|
N − 5 k
5
2
−N
2
→ 0 as k →∞.

9. A comparison principle with insufficient information
on the boundary / Proof of Theorem A*
In this section we shall finish the proof of Theorem A*. Unlike the
compact case in which the unknown coincidence set can be touched by
an ellipsoid from the outside (cf. [7]), it does not seem to be feasible
to prove —using only the knowledge we have gathered so far— that
the unknown coincidence set contains/is contained in a paraboloid.
Instead we will prove that the unknown solution is on a large part of
∂BR greater than a known paraboloid solution and that the difference
ON GLOBAL SOLUTIONS OF THE OBSTACLE PROBLEM 33
of the two solutions satisfies a one-sided estimate on the complement
of that large part. The combination of those two estimates will lead to
a comparison principle.
Proof of Theorem A*
Step 1. Construction of a comparison solution.
Let us recall (cf. (30)) that
u = p(x′) + ℓ(x) + VC(x) + c in RN .
Employing Theorem 7.1 and translating if necessary we find a parabo-
loid P such that P ∩ {xN ≤ 0} = {0} and that
uP := p(x
′) + ℓ(x) + VP (x) + cP in RN
is a solution of the obstacle problem; here cP is a constant.
Let us define for λ ≥ 0 the translated paraboloid
Pλ := P − λeN
and
uPλ(x) := uP (x+ λe
N).
Then
uPλ(x) = p(x
′) + ℓ(x) + VPλ(x) + λℓ(e
N) + cP in R
N ,
and since VC(x) ≥ 0,
uPλ(x)− u(x) ≤ VPλ(x) + λℓ(eN ) + cP − c in RN . (44)
Step 2. Comparison for every λ > λ¯ := (cP − c)/(−ℓ(eN)).
Our aim is to compare uPλ and u for sufficiently large λ. To this end we
will apply a sup-mean-value-inequality for non-negative subharmonic
functions to
zr(x) := z(rx), where z := max{uPλ − u, 0} ≥ 0.
As, due to the fact that u and uPλ solve a semilinear PDE of the form
∆u = g(u) with g non-decreasing, zr is a subharmonic function, so that
sup
B 1
2
zr ≤ C(N)
 
∂B1
zr dHN−1 for all r ∈ (0,+∞). (45)
Let γ < +∞ be such that
P ⊂ P˜ := {(y′, yN) ∈ RN : |y′| ≤ γ√yN}.
It follows that
P˜λ := P˜ − λeN ⊃ Pλ. (46)
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Choosing µ := 7
20
> 25
72
and P˜ µ as in Lemma 8.1 we set
P˜ µλ := P˜
µ − λeN .
By (31), ℓ(eN) < 0. This allows us to choose λ0 > 0 sufficiently large
such that
cP − c+ λ0ℓ(eN ) < 0. (47)
In the remainder of this step, we will prove uPλ ≤ u for each λ such
that cP − c + λℓ(eN ) < 0, in particular for λ = λ0. First, (46) and
Lemma 8.1 tells us that there is r0 < +∞ such that for all r > r0
VPλ ≤ VP˜λ < −(cP − c+ λℓ(eN)) on ∂Br \ P˜ µλ .
So for r > r0,
max{uPλ − u, 0} = 0 on ∂Br \ P˜ µλ .
Combining this with (44) we estimate the right–hand side of (45) as 
∂B1
zr dHN−1 ≤ 1|∂Br|
ˆ
∂Br∩P˜µλ
max
{
VPλ + λℓ(e
N ) + cP − c, 0
}
dHN−1
≤ 1|∂Br|
ˆ
∂Br∩P˜µλ
VPλ dHN−1.
In the remainder of this step we will estimate the first term
1
|∂Br|
ˆ
∂Br∩P˜µλ
VPλ dHN−1.
By a direct calculation we obtain that for sufficiently large r,
∂Br ∩ P˜ µλ ⊂
{
r − 5γ2r2µ < yN < r
}
. (48)
Let us decompose and estimate VP˜λ as follows:
VP˜λ = αN
ˆ
P˜λ
1
|x− y|N−2 dy
≤ αN
( ˆ
P˜λ,1
1
|xN − yN |N−2
dy +
ˆ
P˜λ,2
1
|x′ − y′|N−2 dy
+
ˆ
P˜λ,3
1
|xN − yN |N−2
dy
)
,
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where
P˜λ,1 := P˜λ ∩
{
yN < r − 6γ2r2µ
}
,
P˜λ,2 := P˜λ ∩
{
r − 6γ2r2µ < yN < r + 6γ2r2µ
}
,
P˜λ,3 := P˜λ ∩
{
yN > r + 6γ
2r2µ
}
.
In order to avoid unnecessary confusion we will in the following always
use y as the variable of integration in the Newtonian potential integral
and x will always be on ∂Br ∩ P˜ µλ so that xN satisfies the bound in
(48).
Using the scaling and growth properties of Newtonian potential like
integrals on bounded sets as well as Fubini’s Theorem we obtain for
the second part of the decomposition P˜λ,2, that
ˆ
P˜λ,2
1
|x′ − y′|N−2 dy ≤
r+6γ2r2µˆ
r−6γ2r2µ
W
2γy
1
2
NB
′
1
(x′) dyN ,
where for any bounded set M ∈ RN−1 we define for all x′ ∈ RN−1
WM(x
′) :=
ˆ
M
1
|x′ − y′|N−2 dy
′.
A calculation shows that W obeys for all β > 0 and bounded and
measurable M ⊂ RN−1 the following scaling law:
WβM(x
′) = βWM
(
x′
β
)
for all x′ ∈ RN−1, (49)
By another direct calculation we obtain that
|x′|N−2WM (x′)→ |M | uniformly as |x′| → ∞,
which implies that there is C(M) < +∞ such that for all x′ ∈ RN−1
WM(x
′) ≤ C(M)|x′|2−N . (50)
Combining (49) and (50) this allows us to estimate
W
2γy
1
2
NB
′
1
(x′) = 2γ
√
yNWB′
(
x′
2γ
√
yN
)
≤ 2γ√yNC(B′1)
∣∣∣∣ x′2γ√yN
∣∣∣∣2−N .
Consequently, for sufficiently large r,
ˆ
P˜λ,2
1
|x′ − y′|N−2 dy ≤ (2γ)
N−1C(B′1)|x′|2−N
r+6γ2r2µˆ
r−6γ2r2µ
y
N−1
2
N dyN
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≤ (2γ)N−1C(B′1)|x′|2−N(2r)
N−1
2 (12γ2r2µ) = C1(N, γ) |x′|2−NrN−12 +2µ.
(51)
In order to estimate integrals over the sphere cap ∂Br∩P˜ µλ , we are going
to use for sufficiently large r and every non-negative Borel-measurable
function f , thatˆ
∂Br∩P˜µλ
f(x′) dHN−1(x) =
ˆ
B′
2γr
1
2+µ
f(x′)
r√
r2 − |x′|2
dx′
≤ 2
ˆ
B′
2γr
1
2+µ
f(x′) dx′. (52)
Hence, employing (51) for large r we get thatˆ
∂Br∩P˜µλ
ˆ
P˜λ,2
1
|x′ − y′|N−2 dy dH
N−1(x) ≤ 2C1 rN−12 +2µ
ˆ
B′
2γr
1
2+µ
|x′|2−N dx′
= 2C1 r
N−1
2
+2µ
2γr
1
2+µˆ
0
|∂B′1|̺N−2̺2−N d̺ = 4C1 |∂B′1|γr
N
2
+3µ.
It follows that
1
|∂Br|
ˆ
∂Br∩P˜µλ
ˆ
P˜λ,2
1
|x′ − y′|N−2 dy dH
N−1(x) ≤ C2(N, γ) r−N2 +1+3µ,
which vanishes as r →∞ by the assumption that N ≥ 6 and µ = 7
20
.
Concerning P˜λ,1, we estimate for sufficiently large r and for all x ∈
∂Br ∩ P˜ µλ (using (48))
ˆ
P˜λ,1
1
|xN − yN |N−2
dy =
r−6γ2r2µˆ
−λ
1
|xN − yN |N−2
|B′1|
(
γ(yN + λ)
1
2
)N−1
dyN
≤ (γ2r2µ)2−N |B′1|γN−1
2rˆ
0
y
N−1
2
N dyN
≤ C3(N, γ) r(2µ)(2−N)+ 12 (N+1).
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As this estimate is uniform in x ∈ ∂Br ∩ P˜ µλ we obtain
1
|∂Br|
ˆ
∂Br∩P˜µλ
ˆ
P˜λ,1
1
|xN − yN |N−2
dy dHN−1(x)
≤ C3 r(2µ)(2−N)+ 12 (N+1)
∣∣∣∂Br ∩ P˜ µλ ∣∣∣
|∂Br| .
From (52) we infer that∣∣∣∂Br ∩ P˜ µλ ∣∣∣
|∂Br| ≤ 2
N |B′1|γN−1
|∂B1| r
(− 12+µ)(N−1) (53)
so that
1
|∂Br|
ˆ
∂Br∩P˜µλ
ˆ
P˜λ,1
1
|xN − yN |N−2
dy dHN−1(x) ≤ C4 rµ(3−N)+1
which vanishes as r →∞ by the assumption that N ≥ 6 and µ = 7
20
.
Concerning P˜λ,3, we similarly estimate for sufficiently large r and for
every x ∈ ∂Br ∩ P˜ µλ (using (48))
ˆ
P˜λ,3
1
|xN − yN |N−2
dy =
+∞ˆ
r+6γ2r2µ
|xN − yN |2−N |B′1|
(
γ(yN + λ)
1
2
)N−1
dyN
≤
2rˆ
r+6γ2r2µ
|xN − yN |2−N |B′1|
(
γ(yN + λ)
1
2
)N−1
dyN
+
+∞ˆ
2r
|xN − yN |2−N |B′1|
(
γ(yN + λ)
1
2
)N−1
dyN
≤ (6γ2r2µ)2−N |B′1|2N−12 γN−1
2rˆ
r+6γ2r2µ
y
N−1
2
N dyN
+
+∞ˆ
r
y2−NN |B′1|
(
γ(3yN)
1
2
)N−1
dyN
≤ C5(N) r(2µ)(2−N)+ 12 (N+1).
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As this estimate is uniform in x ∈ ∂Br ∩ P˜ µλ we may use (53) as in the
estimate of P˜λ,2 to arrive at
1
|∂Br|
ˆ
∂Br∩P˜µλ
ˆ
P˜λ,3
1
|xN − yN |N−2
dy dHN−1(x) ≤ C6(N) rµ(3−N)+1
which vanishes as r →∞ by the assumption that N ≥ 6 and µ = 7
20
.
So the sup-mean-value-inequality (45) tells us that for each ε > 0
there is r0(ε) > 0 such that for every r > r0(ε)
sup
B 1
2
zr ≤ ε and sup
B r
2
z ≤ ε.
We conclude that
z ≡ 0 in RN
and consequently that
uPλ ≤ u in RN
and
C ⊂ Pλ
(see Figure 2).
CPλ
Figure 2. C ⊂ Pλ.
Step 3. Sliding Method.
We are going to slide the comparison paraboloid in the eN -direction
until the constant term in the expansion matches and show that for
that particular λ, the two solutions coincide.
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For λ < λ0 we define
cλ := cP + λℓ(e
N).
Then
uPλ(x) = p(x
′) + ℓ(x) + VPλ(x) + c
λ and (54)
u(x) = p(x′) + ℓ(x) + VC(x) + c in RN .
Observe that we proved in Step 2 that for each λ ≤ λ0 such that cλ < c,
uPλ ≤ u in RN and (55)
C ⊂ Pλ. It follows that
VC ≤ VPλ in RN .
Inserting this into (54) and using (55) we obtain that
uPλ ≤ u = uPλ + VC − VPλ + c− cλ ≤ uPλ + c− cλ.
Finally, remembering that by (47), cλ0 < c and noting that λ 7→
cP + λℓ(e
N) is a strictly decreasing, continuous function and that λ 7→
uPλ(x) is for each x continuous, we let λց λ¯ = (cP − c)/(−ℓ(eN )) and
obtain that
uPλ¯ ≤ u ≤ uPλ¯ in RN .
It follows that
u ≡ uPλ¯ as well as C = Pλ¯.
This finishes the proof of Theorem A*. 
10. The behaviour of the free boundary close to a
singular point / Proof of Theorem B
Lemma 10.1. Let (xk)k∈N ⊂ ∂{u > 0} be a sequence of free boundary
points approaching a singular free boundary point x0 ∈ Σ1 (cf. Defini-
tion 2.5 (ii)).
Moreover let u0 be a blow-up limit of u, i.e. suppose that x
k → x0
and rk → 0 as k →∞ and that
u(xk + rk·)
rk2
→ u0 in C1,αloc (RN ).
Then either u0 is a half-space solution, or the unique blow-down limit
v(x) := lim
̺→+∞
u0(̺x)
̺2
(56)
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is the polynomial p of Definition 2.5 (ii).
If we assume in addition that |{u0 = 0}| = 0, then u0 = p.
Proof. It is known (see proof of Theorem II, Case 2, and 3 in [4]) that
every blow-down limit of any global solution of the obstacle problem is
either a half-space solution or a homogeneous polynomial q of degree 2
satisfying ∆q ≡ 1. It is further known (see proof of Theorem II, Case 2
in [4]) that if the blow-down of any solution is a half-space solution then
the solution itself has to be a half-space solution. We thus conclude
that either u0 is a half-space solution, or the blow-down v in (56) is a
homogeneous polynomial q of degree 2 satisfying ∆q ≡ 1.
Define now ϕ(u, r, y) to be the ACF-functional
ϕ(u, r, y) :=
1
r4
ˆ
Br(y)
|∇(u)+|2
|x|N−2 dx
ˆ
Br(y)
|∇(u)−|2
|x|N−2 dx,
which is non-decreasing in r, see [1]. We may estimate for each e ∈
∂B1, ̺ > 0 and ε > 0, choosing first r˜0 sufficiently small and then k
sufficiently large,
ϕ(∂eu0, ̺, 0)≤ε+ ϕ
(
∂e
u(rkx+ x
k)
r2k
, ̺, 0
)
= ε+ ϕ
(
∂eu, rk̺, x
k
)
≤ ε+ ϕ(∂eu, r˜0, xk) ≤ 2ε+ ϕ(∂eu, r˜0, x0)≤3ε+ ϕ(∂ep, 1, 0).
Hence for every ̺ > 0
ϕ(∂eu0, ̺, 0) ≤ ϕ(∂ep, 1, 0),
and passing to the limit ̺→∞ we get that
ϕ(∂ep, 1, 0) ≥ ϕ(∂eu0, ̺, 0) = ϕ
(
∂e
u0(̺·)
̺2
, 1, 0
)
→ ϕ(∂ev, 1, 0)
as ̺→∞. We obtain that for all e ∈ ∂B1
ϕ(∂ep, 1, 0) ≥ ϕ(∂eq, 1, 0). (57)
Let us now express p and q as
p(x) = xTAx and q(x) = xTQx,
where A and Q ∈ RN×N are symmetric positive semidefinite such that
tr(A) = tr(Q) = 1
2
. From (57) we conclude that for every e ∈ ∂B1
|Qe|2 ≤ |Ae|2.
Using [3, Lemma 14] we obtain that A = Q. Hence q ≡ p.
In the special case |{u0 = 0}| = 0, we infer from the equation ∆u0 ≡ 1
and the quadratic growth of u0 —using Liouville’s theorem— that it
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is a quadratic polynomial. The fact that u0(0) = |∇u0(0)| = 0 and the
asymptotics of u0 imply that u0 ≡ p. 
Proposition 10.2. Let (xk)k∈N ⊂ ∂{u > 0} be a sequence of regular
free boundary points approaching a singular free boundary point x0 ∈
Σ1. Then there is a sequence of rescalings (rk)k∈N ⊂ (0,∞), rk → 0 as
k →∞ such that
uk(x) :=
u(rkx+ x
k)
r2k
→ u0 in W 2,ploc (RN) as k →∞,
where {u0 = 0} is either a paraboloid or a cylinder with an ellipsoid as
base.
Proof.
Step 1. Construction of the rescaling rk.
For any ε > 0 we obtain from Definition 2.5 (ii) that there is r0(ε) > 0
such that for all 0 < r < r0(ε)∣∣∣∣u(rx+ x0)r2 − p(x′)
∣∣∣∣ < ε for all x ∈ B2.
Let us from now on confine ourselves to k > K(ε), where K(ε) is such
that ∣∣xk − x0∣∣ < r0(ε) for all k > K(ε).
Let us furthermore for each k > K(ε) choose rk > 0 such that∣∣xk − x0∣∣ < rk < min{2∣∣xk − x0∣∣, r0(ε)}
implying that for all k > K(ε)∣∣∣∣xk − x0rk
∣∣∣∣ < 1.
This choice of rk implies that for
urk,xk(x) :=
u
(
rkx+ x
k
)
r2k
it holds that {
urk,xk = 0
} ∩B1 ⊂ {|x′| <√ε
c
}
∩B1.
Now using that xk is a regular free boundary point there is a half-space
solution Hk(x) and a scaling 0 < rk < rk such that∣∣∣∣u(rkx+ xk)r2k −Hk(x)
∣∣∣∣ < ε for all x ∈ B1.
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The non-degeneracy Lemma (cf. [20, Lemma 3.1]) implies that
urk,xk(x) :=
u(rkx+ x
k)
r2k
= 0 in B1 \
{
B√2Nε
({
Hk > 0
})}
.
So for ε > 0 small enough,∣∣{urk,xk = 0} ∩ B1∣∣ > 14 |B1| > ∣∣{urk,xk = 0} ∩ B1∣∣.
Setting
ur,xk(x) :=
u(rx+ xk)
r2
,
ur,xk is continuous with respect to r in the C
1,α(B1)∩W 2,p(B1)-topology,
and so is
∣∣{ur,xk = 0} ∩B1∣∣:∣∣{ur,xk = 0} ∩ B1∣∣ = |B1| − ˆ
B1
χ{ur,xk>0} = |B1| −
ˆ
B1
∆ur,xk
→ |B1| −
ˆ
B1
∆ur˜,xk = |B1| −
ˆ
B1
χ{ur˜,xk>0}
=
∣∣{ur˜,xk = 0} ∩ B1∣∣ as r → r˜.
(58)
Consequently, there is rk ∈ (rk, rk) such that∣∣{urk,xk = 0} ∩B1∣∣ = 14 |B1|.
Step 2. Identifying the limit solution.
It is known that (passing if necessary to a subsequence)
uk → u0 in C1,αloc (RN) as k →∞,
where u0 is a global solution of the obstacle problem (cf. [20, Proposi-
tion 3.17]). Employing once more the (local) continuity of the Lebesgue-
measure of the coincidence set (58) we find that
1
4
|B1| = |{uk = 0} ∩ B1| → |{u0 = 0} ∩ B1| as k →∞. (59)
This implies that u0 cannot be a half-space solution. By Lemma 10.1,
the unique blow-down limit of u0 is the polynomial p.
Now we are in the position to apply Theorem A*. In the case that u0
is non-cylindrical and {u0 = 0} has non-empty interior, Theorem A*
implies that it is a paraboloid solution.
If u0 is cylindrical and {u0 = 0} has non-empty interior we infer from
the blow-down u˜0 being p(x
′) that u0 is constant in the eN -direction and
non-degenerate in all the other directions. This implies that {u0 = 0}
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must be bounded in all directions orthogonal to eN , i.e. there is C <
+∞ such that
{u0 = 0} ⊂ {|x′| ≤ C}.
Combining this observation with [10] or [7] we conclude that {u0 = 0}
is a cylinder (in the eN -direction) with an ellipsoid as base.
In the case int({u0 = 0}) = ∅ we use that {u0 = 0}—being the coinci-
dence set of a global solution— is convex (cf. [20, Theorem 5.1]) and
that convex sets with empty interior have zero Lebesgue-measure. But
this contradicts (59) and thereby finishes the proof. 
Proof of Theorem B.
(i) Cross sections are perturbations of ellipsoids.
Step 1. Cross sections that contain at least one regular free boundary
point.
Suppose towards a contradiction that (xk)k∈N ⊂ ∂{u > 0} is a sequence
of regular free boundary points such that
xk → x0 as k →∞, dk := d(xkN) > 0 for all k ∈ N
and that the statement in (i) does not hold. Passing to a subsequence,
u˜k(x) := udk,xk(x)→ u˜0(x) in C1,αloc (RN) as k →∞.
From Proposition 10.2 we know that there is another subsequence and
scalings rk → 0 as k →∞ such that
uk(x) := urk,xk(x)→ u0(x) in C1,αloc (RN) as k →∞
and {u0 = 0} is either a paraboloid or a cylinder with an ellipsoid as
base. We distinguish three cases:
1. For a subsequence, dk
rk
→ c ∈ (0,∞) as k →∞.
2. For a subsequence, dk
rk
→∞ as k →∞.
3. For a subsequence, dk
rk
→ 0 as k →∞.
As part of our proof works in the hyperplane {y ∈ RN : yN = xkN},
let us use the notation
u′k(x
′) := uk(x
′, 0), u′0(x
′) := uk(x
′, 0),
u˜′k(x
′) := u˜k(x′, 0), u˜′0(x
′) := uk(x′, 0).
Now in Case 1, Lemma 10.1 tells us that the blow-down limit of u˜0
is the polynomial p whence Theorem A* as well as the construction of
the paraboloid solution from ellipsoid solutions in Theorem 7.1 imply
that a scaled and translated instance of {u˜′0 = 0} is the ellipsoid E ′.
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Finally, using stability of regular free boundaries8 we obtain C2-
convergence of a subsequence of sets {u′k = 0} to the ellipsoid E ′, a
contradiction to our assumption that (i) does not hold.
Case 2 is more interesting as we have to exclude the possibility of tiny
components of the coincidence set, with cross sections being relatively
far from each other. First, we show that u˜0 is not a half-space solution.
Indeed, using the ACF monotonicity formula (in the same notation
as in the proof of Proposition 10.2) we conclude for every e ∈ ∂B1 \{
eN ,−eN},
0 < ϕ(∂eu0, 1, 0)← ϕ(∂euk, 1, 0) = ϕ
(
∂eurk,xk , 1, 0
)
≤ ϕ(∂eudk,xk , 1, 0) = ϕ(∂eu˜k, 1, 0)→ ϕ(∂eu˜0, 1, 0)
as k → ∞. Since the ACF-monotonicity functional is zero for half-
space solutions we conclude that u0 is not a half-space solution.
Next we invoke Lemma 10.1, which implies that the unique blow-
down limit of u˜0 is the polynomial p. This in turn enables us to apply
Theorem A*. We thus obtain that either |{u˜0 = 0}| = 0, or u˜0 is a
paraboloid or a cylinder with an ellipsoid as base. In the first case,
Lemma 10.1 tells us that u˜0 ≡ p, a contradiction to the definition
of dk by which (∂B
′
1 × {0}) ∩ {u˜0 = 0} 6= ∅. In the second case,
using once more the information that the blow-down limit of u˜0 is the
polynomial p, Theorem A* as well as the construction of the paraboloid
solution from ellipsoid solutions in Theorem 7.1 imply that a scaled and
translated instance of {u˜′0 = 0} is the ellipsoid E ′. Together with C2-
convergence of the sets {u˜′k = 0}, this poses a contradiction in Case
2.
In Case 3 we first recall that {u0 = 0} is either a paraboloid or a
cylinder with ellipsoidal base, but the assumption dk/rk → 0 as k →∞
forces {u0 = 0} to be a paraboloid with tip at the origin. So ∂{u0 = 0}
is given by the graph of a quadratic polynomial f0 satisfying f0(x
′) ≥
c1|x′|2, and stability of regular solutions (relying on flatness-implies-
regularity, see Footnote 8) implies that ∂{uk = 0} is for sufficiently
large k given by the graph of a C2,α-function fk(x
′) such that fk → f0
in C2 locally in RN−1 and the tip of the graph of fk converges to
the origin as k → ∞. Translating each graph, we may assume that
0 = fk(0) = |∇fk(0)|. Finally, we introduce the rescaled functions9
gk(y
′) :=
(
dk
rk
)−2
fk
(
dk
rk
y′
)
.
8 Here we rely on the fact that flatness implies regularity; see [2]
9This is an inhomogeneous scaling of the original free boundary, but a homoge-
neous scaling of each cross section.
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Then gk converges in C
2 locally in RN−1 to the same polynomial f0.
The set {u′k = 0} corresponds for large k to {y′ : gk(y′) ≤ tk} for some
tk. Now the diameter of {u′k = 0} being dk/rk implies the diameter of
{y′ : gk(y′) ≤ tk} being 1 such that 0 < T1 < tk < T2 < +∞ for all suf-
ficiently large k. Finally note that by the implicit function theorem, the
sublevel sets {gk ≤ tk} converge for every sequence (tk)k∈N ⊂ [T1, T2]
in C2 to a scaled instance of E ′ (here we used Theorem A* as well as
the construction of the paraboloid solution from ellipsoid solutions in
Theorem 7.1 as in Case 1 and Case 2).
Step 2. Cross sections that do not contain a regular free boundary
point
Last, suppose that there is a sequence tk → 0 as k → ∞ such that
d(tk) > 0 but the set {y ∈ Bδ(x0) : yN = tk} contains no regular
free boundary point. Then that set contains at least two singular free
boundary points xk and x˜k. Let the homogeneous quadratic polynomial
qk be a blow-up limit of u at x
k. Setting rk := |x˜k−xk| → 0 as k →∞
and uk(x) := u(x
k+ rkx)/r
2
k, passing if necessary to a subsequence, we
may assume that uk → u0 in C1,αloc (RN). Using the ACF monotonicity
formula we may estimate for each e ∈ ∂B1, ̺ > 0 and ε > 0, choosing
first r˜0 sufficiently small and then k sufficiently large,
ϕ(∂eqk, 1, 0) = lim
r→0
ϕ(∂eu, r, x
k) ≤ ϕ(∂eu, rk̺, xk) = ϕ(∂euk, ̺, 0)
≤ ε+ ϕ(∂eu, r˜0, xk) ≤ 2ε+ ϕ(∂eu, r˜0, x0)≤3ε+ ϕ(∂ep, 1, 0).
Passing if necessary to another subsequence we may assume that qk → q
as k →∞. We obtain that for all e ∈ ∂B1
ϕ(∂eq, 1, 0) ≤ ϕ(∂eu0, ̺, 0) ≤ ϕ(∂ep, 1, 0),
whence [3, Lemma 14] implies q ≡ p. But then the ACF monotonicity
formula (cf. [20, Theorem 2.9]) implies that u0 itself is a homogeneous
quadratic polynomial which must by [3, Lemma 14] equal p. Thus
u0 > 0 in {y : yN = 0} \ {0} contradicting the assumption u(x˜k) = 0
and the choice of the scaling rk.
(ii) Behavior close to diameter zero points.
Here we will prove (ii) of Theorem B, so let x be a free boundary point
close to x0 such that d(xN) = 0. We will distinguish two cases:
Case 1: x is a singular free boundary point.
Since the singular set of the free boundary is contained in a C1-curve
with tangential vector eN at x0 (cf. [3, Theorem 8]) we infer from [20,
Proposition 7.1] that
d(yN)− d(xN)
yN − xN → 0 as {d > 0} ∋ yN → xN .
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Case 2: x is a regular free boundary point.
In this case d(xN) = 0. Supposing towards a contradiction that
the statement does not hold in any neighborhood of x0 we obtain a
sequence (xk)k∈N of regular free boundary points satisfying d(xkN ) = 0
converging to x0 and (cf. Proposition 10.2) a sequence rk → 0 such that
uk = urk,xk converges to a paraboloid solution with tip in the origin.
Assume towards a contradiction that this is true and the limit is either
a paraboloid with positive diameter in the hyperplane {xN = 0} or a
cylinder with an ellipsoid as base. Then non-degeneracy of solutions
of the obstacle problem [20, Lemma 3.1] together with the fact that
these coincidence sets are convex and have non-empty interior implies
that there is κ > 0 such that for all sufficiently large k ∈ N, {uk = 0}∩
{xN = 0} ⊃ B′κ. But this contradicts the assumption that d(xkN) = 0.
As above, stability of regular free boundaries (see Footnote 8) implies
that for sufficiently large k the free boundary ∂{uk > 0} is given by
the graph of a non-negative C2,α-function xN = fk(x
′) with fk(0) =
0 and fk → f0 in C2 locally in RN−1, where D2f0 is a (constant)
positive definite matrix. It follows that c3|x′|2 ≤ fk(x′) ≤ C4|x′|2 for
|x′| < 1, proving the estimate claimed in the statement for our specific
subsequence and thus yielding a contradiction. 
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