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Abstract. In this contribution we consider the time-
averaged GPS single-baseline model and study in a
qualitative sense its relation with the geometry-free
model and the geometry-based model. The least-squares
estimators of the model are derived and their properties
discussed. Special attention is given to the ambiguity
search space, since it plays such a crucial role in the
problem of integer ambiguity estimation and validation.
Easy-to-evaluate, closed-form expressions are presented
for the volumes of the ambiguity search spaces that
belong to the geometry-free model, the single-epoch
geometry-based model and the time-averaged model. By
means of an eigenvalue analysis, the geometry of the
ambiguity search spaces is revealed and its impact on the
search for the integer least-squares ambiguities discus-
sed.
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1 Introduction
The various approaches in use for integer ambiguity
estimation can be distinguished as to whether they make
use of the available relative receiver-satellite geometry or
not. Approaches that make use of the receiver-satellite
geometry are usually the common mode of operation in
surveying applications. They allow for instantaneous
relative positioning, depending on whether both code
and phase data or only phase data are used. Examples of
such approaches can be found in Blewitt (1989), Frei
and Beutler (1990), Hatch (1991), Teunissen (1993) and
Tiberius and de Jonge (1995). Integer ambiguity esti-
mation is also possible however when one opts to
dispense with the receiver-satellite geometry. In fact this
is the simplest approach to integer ambiguity estimation.
The code data are almost directly used to determine the
unknown integer ambiguities of the observed phase
data. Examples of such approaches can be found in
Hatch (1982), Euler and Goad (1990), Dedes and Goad
(1994), Euler and Hatch (1994) and Teunissen (1996).
We will refer to the model used by the ®rst class of
approaches as the geometry-based model and to the
model used by the second class of approaches as the
geometry-free model. In this contribution, we also con-
sider the time-averaged model; it is a time-averaged
version of the geometry-based model, but has many
properties in common with the geometry-free model.
The rationale for considering this model is the slowly
changing GPS relative receiver-satellite geometry. It is
therefore of interest to study the properties of the esti-
mators that are based on the time-averaged model and
in particular of the corresponding estimates of the in-
teger ambiguities. Furthermore, since the single-epoch
geometry-based model is a special case of the time-av-
eraged model, the results obtained for the latter model
are directly applicable to the former. The results are
therefore also of relevance for instantaneous relative
positioning.
The models considered are of the single-baseline type,
separated by a short distance only. The term `short'
refers to the assumption that the double-dierenced
GPS observables are suciently insensitive to orbital
uncertainties in the ®xed orbits and to residual iono-
spheric and tropospheric delays. We also assume that
time correlation is absent and that no correlation exists
between the phase and code observables. So as to obtain
a deeper understanding of the intricacies involved in
ambiguity resolution, this contribution presents a qual-
itative, rather than a quantitative analysis.
In Sect. 2 the time-averaged model is introduced and
its least-squares estimators are derived. The dierences
and similarities between these estimators and those of
the geometry-free model and geometry-based model are
discussed. This is done both for the single-frequency
case as well as for the dual-frequency case.
Several characteristics of the ambiguity search space,
which play a central role in the problem of integer am-
Journal of Geodesy (1997) 71: 290±301
biguity estimation, are discussed in Sect. 3. In Sect. 3.1
we present easy-to-evaluate, closed-form expressions for
the volume of the ambiguity search space. This is done
for both the time-averaged model as well as for the ge-
ometry-free model. The volume can be used appropri-
ately to scale the size of the ambiguity search space and
it provides an estimate for the number of grid points
inside the search space. The volume formulae presented
clearly show which role is played by the three types of
data redundancy: the number of observation epochs
used, the number of satellites tracked and the number of
frequencies observed.
In Sect. 3.2 we discuss the precision of the widelane
ambiguities and show that it is not guaranteed that the
widelane ambiguities are of a better precision than the
L1 and L2 ambiguities. It is shown under which condi-
tions which functions of the widelane ambiguities are of
a better precision than the same functions of the L1
ambiguities.
In Sect. 3.3 we present the principal axes geometry of
the ambiguity search spaces. This analysis allows us to
show how the eciency of the search for the integer
least-squares ambiguities can be improved by trans-
forming the original double-dierenced ambiguities to
new and less correlated ambiguities.
2 The time-averaged single-baseline model
In this section we introduce the time-averaged single-
baseline model. We consider short baselines and there-
fore assume that the ionospheric delays are absent or
suciently small to be neglected. We also assume that
the same m satellites are tracked during the observation
time-span. This is reasonable for short observation time-
spans, as used in fast ambiguity resolution applications.
As a result, it allows the derivation of closed-form
formulae, which give an in-depth understanding of the
various factors that contribute to ambiguity resolution.
The time-averaged model is positioned in between the
geometry-free model and the geometry-based model.
The least-squares estimators of the baseline and the
ambiguities of the time-averaged model are derived and
compared with their counterparts of the geometry-free
model. The least-squares estimators of the geometry-free
model will be indicated with a tilde `` ~: '' and the least-
squares estimators of the time-averaged model will be
indicated with a hat `` :̂ ''. We reserve the check-sign ``: ''
for the ®xed baseline. We consider both the single- and
the dual-frequency case.
2.1 The single-frequency case
First we will consider the geometry-free model, then the
geometry-based model and ®nally the time-averaged
model.
2.1.1 Geometry-free model The single-baseline model
that dispenses with the receiver-satellite geometry reads
DT /1i  DT ri  k1a1
DT p1i  DT ri
1
for i  1; . . . ; k. The epoch number is denoted by i and
the total number of epochs equals k. The single-
frequency, single-dierenced (SD) phase and code ob-
servables of epoch i are collected in, respectively, the m-
vectors /1i and p1i. The mÿ 1  m matrix DT
transforms the SD observables into double-dierenced
(DD) observables. Note that the phase observables have
been expressed in units of range, rather than in units of
cycles. The unknown integer DD ambiguities on L1 are
collected in the mÿ 1-vector a1, where k1 is the known
wavelength of L1. The m-vector ri, contains the
unknown SD forms of the m receiver-satellite ranges at
epoch i. The DD vector DT ri is of course treated as the
parameter vector and not ri, since we would otherwise
have a rank de®ciency in the design matrix. The matrix
DT is shown explicitly though, since it will play an
important role in our further analysis.
The variance matrices of DT /1i and DT p1i are
given as r2/D
T D and r2pD
T D, where r2/ is the variance of
the SD phase observable and r2p is the variance of the
SD code observable. Time correlation is assumed absent
and no correlation is assumed to be present between the
phase and code observables. Also the ionospheric delays
are assumed absent or suciently small to be neglected.
The impact of the ionospheric delays, including their
weighted form, has been studied in Teunissen (1997).
The following features of the geometry-free model
are noteworthy. First, the receivers need not be sta-
tionary per se. Second, tropospheric delays will get
lumped with the range parameters. Hence, the least-
squares ambiguity estimators are not aected by these
delays when present. Third, code data are needed per se
to be able to solve for the ambiguities. Fourth, there is
no redundancy when single epochs are considered.
Hence, the redundancy enters only when more than one
epoch is considered. For k epochs, the redundancy
equals mÿ 1k ÿ 1. Since there is no redundancy per
epoch, the least-squares estimate of the ambiguity vector
follows as the time-average of the ambiguity estimates
computed per epoch. Since the ambiguity estimate of a
single epoch is given as a1i  DT /1i ÿ p1i=k1, the
least-squares estimate follows after averaging over time
as
~a1  1k1 D
T /1 ÿ p1 2
with the time averages /1 and p1. The ambiguity
variance matrix follows from applying the error prop-









with the phase-code variance ratio   r2/=r2p.
Since the precision of the code observables is much
poorer than that of the phase observables,  will be very
small in practice e:g:  ' 10ÿ4. Hence, the precision of
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the ambiguities will be rather poor, unless k is large
enough. Successful validation of the ambiguities can
therefore be expected only if a sucient number of ob-
servation epochs are taken into account.
2.1.2 Geometry-based model Let Ai be the m 3 SD
design matrix that captures the relative receiver-satellite
geometry at epoch i and let b be the 3-vector that
contains the unknown increments of the three-dimen-
sional baseline. Then, after linearization, ri  Aib
(remark: from now on the range vector and the phase
and code observables in the linear model Eq. 1, should
be read, respectively, as an unknown increment or as
`observed minus computed'). Substitution into Eq. (1)
gives the geometry-based model as
DT /1i  DT Aib k1a1
DT p1i  DT Aib
4
for i  1; . . . ; k. Since b is time invariant, whereas ri is
not, the number of unknown parameters has decreased
from mÿ 1k  1 to m 2. The redundancy is
therefore now equal to mÿ 12k ÿ 1 ÿ 3. Single-
epoch solutions are therefore possible when m  4
(con®guration defects in the receiver-satellite geometry
are assumed to be absent). If code data are absent, the
redundancy equals mÿ 1k ÿ 1 ÿ 3. In this case a
single-epoch solution is not possible, but a double-epoch
solution is, provided that m  4. Hence, in contrast with
the geometry-free model, code data are not needed per se.
2.1.3 Time-averaged model This model follows from
taking the time-average of the vectorial observation
equations of Eq. (4). It reads
DT /1  DT Ab k1a1
DT p1  DT Ab
5
where A is the time-average of Ai. The variance






Our motivation for studying the time-averaged model
is twofold. First, since the GPS receiver-satellite geom-
etry is known to change slowly with time, the results that
hold true for the time-averaged model should not dier
too much from the results that hold true for the geom-
etry-based model, at least when short observation time-
spans are considered, as is the case with fast ambiguity
resolution applications. In fact, the time-averaged model
is identical to the geometry-based model when k  1.
This implies that our derivations automatically provide,
free of charge, the results that hold true for the single-
epoch geometry-based model. These results are therefore
in particular of relevance for instantaneous relative po-
sitioning. Second, the time-averaged model also has
many properties in common with the geometry-free
model. In fact, the time-averaged model is positioned in
between the geometry-free and the geometry-based
model. Note that the output data of the geometry-free
model, the time-averaged observables, are the input data
for the given model.
The unknown parameters of the time-averaged model
are identical to the unknown parameters of the geome-
try-based model. However, when k > 1, the number of
observables has been reduced. Hence, also the redun-
dancy has been reduced. It equals mÿ 4 and is solely
due to the presence of the code data. Just as with the
geometry-free model, code data are needed per se to be
able to solve for the model. Without code data, the
design matrix of the time-averaged model has a rank
defect of 3.
Since code data are needed per se to solve for the
time-averaged model, the least-squares solution for the
¯oated baseline will be independent of the phase data.
Hence, the ¯oated baseline will be a pure code-based
solution. Its least-squares solution, together with its
variance matrix, are given as




 AT P Aÿ1
6
The matrix P is an orthogonal projector that projects
onto the range space RD and along the null space
NDT   Rem, where em is the m-vector having 1 in all
its entries. The presence of the projector P is due to the
double-dierencing process involved. The projector can
be expressed in the following two ways
P  DDT Dÿ1DT  Im ÿ 1m eme
T
m
In the ¯oated baseline solution we see two types of
average at work; by de®nition a time-average in the code
data (p1) and in the receiver-satellite geometry ( A). But
due to the presence of P , there is also a satellite aver-
aging involved. Since Im ÿ P projects orthogonally onto
the vector having 1 in all its entries, residuals are formed
of the single-dierenced variables with respect to their
average over all m satellite channels.
The ®xed-baseline solution can be obtained once the
ambiguities are assumed to be known. In contrast to the
¯oated baseline, the ®xed baseline will depend on both
the code and phase data. Its least-squares solution and
variance matrix are given as








with the SD vector
q1  r2p1 /1 ÿ k1s1  r2/1p1=r2/1  r2p1 
It is a weighted average of the time-averaged SD data,
adjusted for the known ambiguities. The m-vector s1
contains the SD ambiguities that correspond with the
integer DD ambiguities in a1. Thus a1  DTs1. The
variance matrix of Eq. (7) of course only describes the
precision of b when the ambiguities indeed may be
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assumed known and non-stochastic. A comparison of
the two baseline variance matrices in Eqs. (6) and (7)
shows that the baseline variance has been improved by a
factor =1 . Thus the gain in baseline precision will
be very large when  is small. This in fact, summarizes in
a nutshell the whole purpose of ambiguity ®xing for
short observation time-spans.
Before turning to the least-squares ambiguities, we
®rst digress brie¯y to consider three orthogonal projec-
tors. They will play an important role in our further
analysis.
2.1.4 Three orthogonal projectors Consider the follow-
ing:
P  DDT Dÿ1DT
Q  P A AT P Aÿ1 AT P
R   A; em A; emT  A; emÿ1 A; emT
8
It is easily veri®ed that these three matrices are indeed
projectors. We already met the ®rst projector earlier. It
projects onto the range space RD and along RD?.
The projector Q projects onto RP A and along RP A?,
and the projector R projects onto R A; em and along
R A; em?. Since R A; em  RP A; em and RP A ?
Rem  RD?, it follows that Rm can be written as
the direct sum
Rm  RD?  RP A  R A; em? 9
All these three subspaces are mutually orthogonal and
their dimensions are, respectively, equal to 1; 3 and
mÿ 4. The projector Im ÿ P is associated with the ®rst
subspace, the projector Q with the second and the
projector Im ÿ R with the third subspace. Hence, the
three orthogonal projectors P?  Im ÿ P , Q and
R?  Im ÿ R sum up to the identity matrix
Im  P?  Q R? 10
Some other properties of the three projectors that will be
used frequently, are
PQ  QP  Q
PR  RP  Q
Q?  P?  R?
PQ?  PR?
11
Let us now consider the least-squares ambiguities.
Using the ¯oated-baseline solution, the least-squares
ambiguities follow as
â1  1k1 D
T  /1 ÿ Ab̂ 12
Compare this solution with the ambiguity solution
Eq. (2) of the geometry-free model. Since DT QD 
DT A AT P Aÿ1 AT D, an application of the error propa-









Compare this result with Eq. (3). Instead of the unit
matrix in Eq. (3), we now have the projector Q in Eq.
(13). This shows that Qâ1Q~a1 and thus that the
precision of the ambiguities of the time-averaged model
is indeed better than the precision of the ambiguities of
the geometry-free model. An alternative way of com-












This follows from substitution of Q  Im ÿ P? ÿ R? into
Eq. (13), recognizing that P?D  0. This result shows
that the dierence between Q~a1 and Qâ1 is governed by
R?=. Since R?  0 when m  4, the two variance
matrices are identical in case satellite redundancy is
absent. In case satellite redundancy is present however,
then R? 6 0 and R?= will have large entries due to the
poor precision of the code observables. This shows that
the precision of the ambiguities of the time-averaged
model will generally be far better than the precision of
their counterparts of the geometry-free model.
2.2 The dual-frequency case
We will now assume that the GPS observables are
available on both frequencies L1 and L2. The precision of
the L2 observables is assumed to be identical to the
precision of their L1 counterparts.
2.2.1 Geometry-free model In the dual-frequency case,
the single-baseline model that dispenses with the receiv-
er-satellite geometry reads
DT /1i  DT ri  k1a1
DT /2i  DT ri  k2a2
DT p1i  DT ri
DT p2i  DT ri
14
The redundancy has now increased from mÿ 1k ÿ 1
to mÿ 13k ÿ 2. Thus we now also have redundancy
for each single epoch. This stems from the presence of
the code data on the second frequency. The least-
squares estimates of the ambiguities can be obtained as
follows. Per epoch, one ®rst takes the average of p1i
and p2i. This will give the epoch estimate of the range
ri. The epoch estimates of the ambiguities are then
obtained from subtracting the range estimate from the
phase vectors /1i and /2i. The least-squares esti-
mates of the ambiguities follow then from a simple
averaging over time as
~a1  1k1 D
T  /1 ÿ p
~a2  1k2 D
T  /2 ÿ p
15
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with p the average of p1 and p2. An application of the

























Compare this result with the single-frequency result of
Eq. 3. The precision of the ambiguities is still dominated
by the poor precision of the code data. But due to the
presence of the dual-frequency data, the variance has
improved by a factor of approximately one-half.
2.2.2 Time-averaged model The dual-frequency time-
averaged model reads
DT /1  DT Ab k1a1
DT /2  DT Ab k2a2
DT p1  DT Ab
DT p2  DT Ab
17
The redundancy has increased by mÿ 1, from mÿ 4
to 2mÿ 5. One word of caution however. One should
not conclude from this that redundancy exists only when
m  3. It already exists for m  2, due to the presence of
the dual-frequency code observables. Thus the redun-
dancy equals mÿ 1 when m  4 and it equals 2mÿ 5
when m  4. But m  4 must of course still hold, in
order to be able to solve for the model. The matrix DT A
will be rank defect when m  3.
The least-squares solutions for the ¯oated and ®xed
baseline, together with their variance matrices, follow as











where q is the average of q1 and q2. Thus the baseline
variance has been improved by a factor of one-half with
respect to the single-frequency case, but the ratio
between the variance of the ®xed and ¯oated baseline
has remained equal to =1 .
The least-squares ambiguities follow as
â1  1k1 D
T  /1 ÿ Ab̂
â2  1k2 D
T  /2 ÿ Ab̂
19




























This result can be compared with Eq. (16) in a similar
way as the single-frequency result Eq. (13) was com-
pared with Eq. (3). Now that we have the ambiguity
variance matrices available, we are in a position to
analyse the characteristics of the ambiguity search space.
3 The ambiguity search space
In this section we will study the ambiguity search space,
thereby making use of the ambiguity variance matrices
of the previous section. First we will study the volume of
the ambiguity search space. This is done Sect. 3.1 both
for the geometry-free model as well as for the time-
averaged model. Then we will study the use of the
widelane ambiguity. In Sect. 3.2 we will show under
what conditions the precision of the widelane ambigu-
ities is superior to that of the ordinary DD ambiguities.
Finally in Sect. 3.3, we will derive the eigenvalue
spectrum of the ambiguity search space. The signature
of the spectrum provides a basis for understanding the
characteristics of the search for the integer least-squares
ambiguities.
3.1 Volume of search space
The single-frequency ambiguity search space of the time-
averaged model is de®ned as
â1 ÿ a1T Qÿ1â1 â1 ÿ a1  v2 21
It is a scaled version of the con®dence ellipsoid of â1.
The search space is centred at â1, its shape is governed
by the ambiguity variance matrix Qâ1 and its size can be
controlled through v2. The dual-frequency version of the
ambiguity search space follows from replacing a1 and â1
by, respectively, a  aT1 ; aT2 T and â. Their counterparts
for the geometry-free model follow from replacing the
hat `` :̂ '' by the tilde `` ~: ''.
The integer least-squares ambiguity vector a1 is de®ned
as the minimizer over the set of integers Zmÿ1 of the qua-
dratic form on the left-hand side of Eq. (21). The search
space plays a central role in the search for a1. In the liter-
ature, many important contributions have been made in
theareaofGPSintegerambiguityestimation.Examplesof
proposed methods, together with suggested re®nements,
can be found in Hatch (1982, 1991), Blewitt (1989), Euler
and Goad (1990), Frei and Beutler (1990), Frei (1991),
WuÈ bbena (1991), Euler and Landau (1992), Abidin
(1993), Dedes and Goad (1994), Euler and Hatch (1994).
In Teunissen (1993), the least-squares ambiguity de-
correlation adjustment (LAMBDA) was introduced as a
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method for eciently solving the integer ambiguity es-
timation problem. The approach taken with this method
is to reparametrize the integer least-squares problem
such that an equivalent problem is obtained, but one
that is much easier to solve. The method consists of two
steps. First, an ambiguity transformation is constructed
that tries to decorrelate the ambiguities. This decorre-
lating ambiguity transformation is constructed on the
basis of integer approximations to conditional least-
squares transformations. The actual computation of the
integer least-squares estimates, but now of the trans-
formed ambiguities, is done in the second step of the
method. It is based on a sequential conditional least-
squares adjustment of the ambiguities, that allows one
to describe the ambiguity search space as a sum of in-
dependent squares. The search is based on this sum of
squares and its eciency stems from the low correlation
and high precision of the transformed ambiguities.
Studies of the methods performance can be found in
Teunissen (1994), Teunissen et al. (1994), Tiberius and
de Jonge (1995) and Teunissen et al. (1997).
In Teunissen (1993), the volume of the ambiguity
search space was proposed as indicator for the number
of grid points inside the search space, thus allowing one
to set a suitable value for v2 and to infer a priori whether
one is likely to have a successful validation of the integer
least-squares ambiguities or not. For more details on
these two issues, including the algorithmic aspects, we
refer to Teunissen et al. (1997) and de Jonge and
Tiberius (1996).
The volume of the ambiguity search space is pro-
portional to the square root of the determinant of the
ambiguity variance matrix. Furthermore, since the de-
correlating ambiguity transformation of the LAMBDA
method is volume preserving, the volume of the original
ambiguity search space is identical to the volume of the
transformed search space. Hence, in order to determine
the volume of the transformed search space, we do not
need the transformed ambiguity variance matrix. In-
stead, we can restrict our attention to the variance ma-
trices of the original ambiguities. Also note that the
determinant is invariant to any admissible ambiguity
transformation possible (Teunissen, 1995b). It is inde-
pendent, for instance, of the choice of reference satellite
used in de®ning the DD ambiguities. This implies that
the determinant of the ambiguity variance matrix, as
opposed to its trace, truly measures the intrinsic char-
acteristics of the precision of the ambiguities. In the
following we will derive easy-to-evaluate, closed-form
expressions for the determinants of the four variance
matrices Q~a1 , Q~a, Qâ1 and Qâ. We start with the geom-
etry-free model.
3.1.1 Geometry-free model First we derive the determi-
nant for the single-frequency case. In order to derive the
determinant j Q~a1 j of Eq. (3), we need to obtain the
determinant of DT D. The diagonal entries of this matrix
are all equal to 2 and all its o-diagonal entries are equal
to 1. Hence, DT D  Imÿ1 emÿ1eTmÿ1. With this expres-
sion it is easily veri®ed that DT D has mÿ 2 eigenvalues
which are all equal to 1, and only one eigenvalue which
is equal to m. Thus we have j DT D j m. With this result,
the determinant of Eq. (3) follows as








with m  2. Note that m can be taken equal to 2 in this
formula, while more satellites are available and tracked.
In that case the integer ambiguity estimation is tackled
on the basis of individual DD ambiguities. We also
recognize m:mÿ1 as a derivative, which is due to the
dierencing of the SD observables.
The preceding determinant equals the product of a
very small and a very large term. The small term is
dominated by the phase variance, whereas the large term
is dominated by the ratio of the code variance with the
phase variance. As a result the product will be domi-
nated by the variance of code. This shows that the de-
terminant will be very large indeed, unless a sucient
number of epochs are taken into account.
In order to derive the determinant for the dual-fre-
quency case, we ®rst note that j Q~a jj Q~a1 jj Q~a2j~a1 j,
where the last matrix is the variance matrix of the L2
ambiguities conditioned on the L1 ambiguities. Both de-
terminants, j Q~a1 j and j Q~a2j~a1 j, can be derived as
Eq. (22) was derived. As a result we get











with m  2. This result, when compared to Eq. (22), now
clearly shows the very bene®cial role played by the
inclusion of the second frequency. The very large term
1 1=mÿ1 of Eq. (22) is not squared, but instead is
simply copied in Eq. (23). However, apart from the
change in wavelength, the very small term is squared in
Eq. (23). Hence, one can expect the dual-frequency
determinant, when taken to the appropriate power, to
be much smaller than its single-frequency counterpart.
The phenomenon which we see here at work can be
explained by the extreme correlation which exists
between the L1 and L2 ambiguities. Refer to Eq. (16).
3.1.2 Time-averaged model We will now derive the
determinants of Qâ1 and Qâ for the time-averaged
model. It follows from Eq. (13) that
 Qâ1   r2/k1k
 !mÿ1
























where D  DT Dÿ1DT is the pseudo-inverse of D. To
obtain the last equality in this triple, use has been made
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of the fact that j I MN jj I  NM j for any two
matrices M and N of appropriate order. Since QP  Q
and Q is a projector of rank 3, it follows that
j Im  QP= j  1 1=3 and therefore that








with m  4. This is a remarkable result. It shows that the
determinant of Qâ1 and thus also the volume of
the ambiguity search space Eq. (21), is independent
of the relative receiver-satellite geometry. The same
holds true in the dual-frequency case. Since the last two
determinants in j Qâ jj Qâ1 j j Qâ2jâ1 j can be derived in
a similar way as Eq. (24) has been derived, we obtain for
the dual-frequency case











with m  4. When compared to Eq. (24), we also notice
again the bene®cial role played by the inclusion of the
second frequency.
3.1.3 Single-epoch geometry-based model Since the time-
averaged model reduces to the single-epoch geometry-
based model for k  1, the determinant of the ambiguity
variance matrix of the latter model is also independent
of the receiver-satellite geometry. Since the geometry
does not need to be known, the volume is extremely
simple to evaluate. Hence, for applications where use is
made of instantaneous ambiguity resolution techniques,
the preceding formulae also provide a very simple way
of estimating the number of grid points inside the
ambiguity search space. A numerical study that shows
how well the volume of the ambiguity search space
approximates the number of grid points contained in it,
is presented in Teunissen et al. (1996).
Although the single-frequency and dual-frequency
determinants here do not depend on the receiver-satellite
geometry, they still feature an important property which
is shared by the time-averaged model and the geometry-
based model, but which is not shared with the geometry-
free model. This is the time-invariance of the baseline
versus the change in time of the receiver-satellite ranges.
Due to the time-invariance of the baseline, the large
term 1 1= is only taken to the third power, whereas
in Eqs. (22) and (23), it is taken to the power of mÿ 1.
This shows that the two determinants j Q~a1 j and j Qâ1 j,
or the two determinants j Q~a j and j Qâ j, are equal when
satellite redundancy is absent, but that those of the ge-
ometry-free model are signi®cantly larger when more
than four satellites are tracked. This thus clearly signi®es
the bene®cial role played by satellite redundancy in case
of the geometry-based model and the time-averaged
model.
3.2 On the widelane ambiguity
Here we will study, both for the geometry-free model as
well as for the time-averaged model, the precision of the
celebrated widelane ambiguity. This will be done relative
to the precision of the DD ambiguities. The least-
squares estimate of the widelane ambiguity vector will
be denoted as âw. In order to compare the precision of
the widelane ambiguities with the precision of the L1
ambiguities, we compare the variances of the two linear
functions f T âw and f T â1. The variance of f T âw is
smaller than, or at the most equal to, the variance of
f T â1, for any arbitrary function f 2 Rmÿ1, if and only if
the maximum eigenvalue of the generalized eigenvalue
problem
j Qâw ÿ lQâ1 j  0 26
is less than or equal to 1. To solve this eigenvalue
problem, we need to know the variance matrices Qâw and











The least-squares estimate of the widelane ambiguity
vector is de®ned as âw  â1 ÿ â2. An application of the
error propagation law gives Qâw  Qâ1  Qâ2 ÿ 2Qâ1â2 ,
since the covariance matrix of the L1 and L2 ambiguities
is symmetric as well. Substitution of the variance-
covariance matrices of Eq. (20) and again using




DT rQ sR?D 28
with









Note that these two variance matrices reduce to their
counterparts of the geometry-free model when we set
Q  Im and R?  0.
With the two variance matrices the characteristic
equation Eq. (26) can be written as
DT r ÿ l 1 1
2
  
Q ÿsÿ lR? D   0 29
From this it follows, since Q and R? are projectors with
RQ ? RR? and dimRQ  3, dimRR?  mÿ 4,
that the eigenvalues are given as
l1 
2
2 1 r 3; l2  s mÿ 4 30
It will be clear that when all these eigenvalues are smaller
than 1, all functions of âw would have a precision better
than that of the same functions of â1. Hence, in that case
the individual widelane ambiguities also would have a
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precision better than their L1 counterparts. Conversely, if
all eigenvalues are larger than 1, then all functions of âw
would have a precision which is poorer than the precision
of the same functions of â1.
Let us ®rst consider the mÿ 4 eigenvalues l2  s.
Since s > 1, there exist mÿ 4 linear functions of âw
that have a precision poorer than the precision of the
same functions of â1. This already shows, contrary to
some claims in the literature, that it is not guaranteed
that the widelane ambiguities are of a better precision
than the L1 ambiguities. Fortunately, since the functions
that produce l  s are of a very high precision when
applied to â1 and since s is only 1:61, these widelane
functions will still be very precise.
Let us now consider the remaining three eigenvalues.
Since






it follows that these remaining eigenvalues are also
larger than 1 when  is large enough. Thus instead of
having a better precision, it is then guaranteed that the
widelane ambiguities will have a poorer precision than
the L1 ambiguities. Fortunately, in practice the precision
of the code observables is such that the condition
 < 0:28 is easily met. In fact,  is so small (e.g.








This approximation will become poorer though, and the
®rst three eigenvalues will become larger, if the precision
of the code observables gets better.
The approximation in Eq. (32) shows that the vari-
ance of the widelane functions that correspond with the
three eigenvalues l1, is better by a factor of 20, than the
variance of the corresponding functions of the L1 am-
biguites. And fortunately, this improvement is applied
to the `correct' functions, namely those which have a
very poor precision in case of the L1 ambiguities. The
conclusion reads therefore, that by using the widelane
ambiguities, functions of the L1 ambiguities that have a
very poor precision have their variance improved by a
factor of about 20, while functions of the L1 ambiguities
that already have a very high precision, have their
variance degraded by a factor of only 1.61.
The preceding analysis was based on the time-aver-
aged model. For the geometry-free model we have to set
Q  Im and R?  0 in Eq. (29). Hence, in this case all
mÿ 1 eigenvalues are equal to l1. This shows that in
contrast to the time-averaged model, all functions of the
widelane ambiguities now have a better precision than
the same functions of â1, provided of course that  is
suciently small. The conclusion reads therefore for the
geometry-free model, that it is guaranteed that the
widelane ambiguities are of a better precision than the
L1 ambiguities. For the time-averaged model, it is not
guaranteed. The dierence in these two results is due to
the receiver-satellite geometry.
This improvement in precision, when going from the
original DD ambiguities to the widelane ambiguities,
does not explain in itself why it makes sense to use the
widelane ambiguities instead of the ordinary DD ambi-
guities. In this context it is of particular importance to
know what happens to the correlation between the
widelane ambiguities and the remaining ambiguities.
Thus in order to understand the relevance of the wide-
lane ambiguities properly, one should consider all the
2mÿ 1 ambiguities together, and not only the subset of
mÿ 1 widelane ambiguities. In order to study the
characteristics of the set of 2mÿ 1 ambiguities, we will
analyse the eigenvalue spectra of the ambiguity variance-
covariance matrices. This is done in the next section.
3.3 The eigenvalue spectra
The dual-frequency ambiguity search space can be
represented as
â1 ÿ a1T Qÿ1â1 â1 ÿ a1
 â2j1 ÿ a2T Qÿ1â2jâ1â2j1 ÿ a2  v2 33
where â2j1 is the least-squares estimate of a2 conditioned
on a1. The eigenvalue analysis of the variance-covari-
ance matrices to be presented in this subsection, allows
us, apart from visualizing the geometry of the quadratic
forms involved in Eq. (33), to explain the behaviour of
search halting, which is typically experienced when
solving for the L1 and L2 ambiguities. Furthermore, it
will allow us to show how the eciency in the search can
be improved by transforming to new and less correlated
ambiguities. The use of the three projectors P?, Q and
R? greatly facilitates the eigenvalue analysis, since they
in fact already provide the appropriate subspace de-
composition.
3.3.1 The single-frequency case We will ®rst consider the
single-frequency case of the time-averaged model. Thus
the second quadratic form of Eq. (33) will be absent for










Since the range spaces of the three projectors P?, Q and
R? decompose Rm into orthogonal subspaces, and since
the matrix DQÿ1â1 D
T equals the pseudo-inverse of the
variance matrix of the SD L1 ambiguities, the ortho-
normal columns of these three projectors determine the
principal axes of the ambiguity search space in Rm.
Hence, the squared lengths of the mÿ 1 principal axes
of the ambiguity search space in the subspace RD















This result shows that we have a very large discontinuity
in the eigenvalue spectrum. Since  will be very small, the
®rst three eigenvalues are very much larger than the
remaining mÿ 4 eigenvalues. Hence, the ambiguity
search space will be extremely elongated. It is due to this
large elongation and the fact that the principal axes are
not aligned with the grid axes, that one will have
diculties in eciently solving for the integer least-
squares estimates of the DD ambiguities (Teunissen
1993, 1995a).
In order to compare the preceding spectrum with the
single-frequency spectrum of the geometry-free model,
we set Q  Im and R?  0 in Eq. (34). From this, the



















Hence, all eigenvalues are equal, and there is no
discontinuity in the spectrum. This shows that one will
not have any diculties in computing the integer least-
squares estimates of the DD ambiguities for the
geometry-free model. This however does not imply that
the spectrum Eq. (36) should be preferred over Eq. (35).
Here it is important to make a clear distinction between
the integer estimation problem and the integer validation
problem. Furthermore, it is important to make a clear
distinction between whether one solves for the DD
ambiguities or for transformed ambiguities, as it is done
in the LAMBDA method. A smooth spectrum without a
discontinuity is bene®cial for the numerical solution of
the integer estimation problem. But a discontinuity in
the spectrum, such as in the spectrum of Eq. (35) with its
mÿ 4 very small eigenvalues, is bene®cial for the
integer validation problem. This explains why validation
is so much easier with the time-averaged model and the
geometry-based model than with the geometry-free
model. It is due to these small eigenvalues that the
determinant of the ambiguity variance matrix and thus
the volume of the ambiguity search space is pulled down
to smaller values. The small eigenvalues in the spectrum
can also be used to pull down the large values in the
spectrum, provided one transforms to new and decorre-
lated ambiguities. We will make this clear in a short
while, by example of the widelane ambiguities. First
however, we will consider the dual-frequency spectrum
of the DD ambiguities.
3.3.2 The dual-frequency case In the dual-frequency case

























































When we set Q  Im and R?  0, the corresponding





































Compare Eqs. (38) and (39) with Eqs. (35) and (36),
respectively. Again we note a large discontinuity in the
spectrum of the time-averaged model. The ®rst three
eigenvalues are large, while the remaining 2mÿ 5 are
small. But now we also notice a discontinuity in the
spectrum of the geometry-free model. The ®rst mÿ 1
eigenvalues are all equal and large, while the remaining
mÿ 1 eigenvalues are all equal but very small. Thus we
see here the impact at work of having data on a second
frequency available.
3.3.3 Ambiguity transformations In order to show how
the discontinuity in the spectrum can be used to our
advantage, the transformation to the widelane ambigu-
ities will serve as an example. The ambiguity transfor-
mation matrix that transforms the DD ambiguities into
the widelane and L2 ambiguities, reads
Z1  Imÿ1 ÿImÿ10 Imÿ1
 
This transformation is volume preserving and thus
leaves the product of the eigenvalues invariant. The
distribution of the eigenvalues within the spectrum will
change however. We will ®rst consider the spectrum of


























































Compare this result with Eq. (39). It shows that the
ambiguity transformation has reduced the gap between
the large and small eigenvalues. With  small, the gap










A similar eect is achieved for the time-averaged model.



























This shows, when compared to Eq. (38), that a similar
reduction in the gap between the large and small eigen-
values is achieved, while at the same time, the dierences
between the other eigenvalues have remained small.
The preceding phenomenon is due to the fact that the
widelane ambiguities are less correlated with the L2
ambiguities than the L1 ambiguities are, provided  is
small enough. This can be explained by means of the
following two inequalities
Qâ2jâw > Qâ2jâ1 ; Qâ1 > Qâw





âw Qâwâ2 , which expresses the fact that the
widelane ambiguities are less correlated with the L2
ambiguities than the L1 ambiguities are. The second
inequality follows from the ®rst and the fact that
ambiguity transformations need to be volume preserv-
ing. The two inequalities show that the last mÿ 1 very
small eigenvalues are pulled up, thus allowing the ®rst
mÿ 1 eigenvalues, including the very large ones, to be
pulled down. As a result, the spectrum becomes ¯atter
with a smaller gap between the very large and very small
eigenvalues.
The transformation to the widelane ambiguities is
one of the many choices one has for using ambiguities
other than the original DD ambiguities (Teunissen
1995b). However, it is not an optimal choice. It is not
dicult to show that the following two ambiguity
transformations
Z2  4 ÿ51 ÿ1
 





already do a better job than Z1 in ¯attening the
spectrum, thereby bringing the large eigenvalues down
to smaller values. Examples hereof are given in Teunis-
sen et al. (1994).
But even though these two ambiguity transforma-
tions do a better job, they are generally not optimal
either. These types of ambiguity transformation have
two restrictions. First, they can only be applied when
dual-frequency data are available. Secondly, they fail to
take care of the existing receiver-satellite geometry. Both
these restrictions are absent in the LAMBDA method.
In fact, it is the additional information on the receiver-
satellite geometry which is used with this method so as
to bring the spectrum down to even smaller values.
4 Summary
In this contribution we studied the time-averaged model
in its relation with the geometry-free model and the
geometry-based model. In particular, the ambiguity
precision, the volumes of the ambiguity search spaces
and the eigenvalue spectra of the ambiguity variance
covariance matrices were analysed.
The models considered are of the single-baseline type,
separated by a short distance only. Hence, it was as-
sumed that the DD GPS observables are suciently
insensitive to orbital uncertainties in the ®xed orbits and
to residual ionospheric and tropospheric delays. We also
assumed that time correlation is absent and that no
correlation exists between the phase and code observ-
ables.
The precision of the ambiguities of the time-averaged
model `interpolates' between the precision of the ambi-
guities of the geometry-free model and that of the ge-
ometry-based model. In the absence of satellite
redundancy, the precision equals that of the geometry-
free model, and in the absence of multi-observation
epochs, the precision equals that of the geometry-based
model. However, in the presence of satellite redundancy
and multi-observation epochs, the ambiguity precision
of the time-averaged model is better than that of the
geometry-free model, but poorer than that of the ge-
ometry-based model. Although the least-squares esti-
mators of the time-averaged model are generally less
optimal than those of the geometry-based model, they
can be considered to be close to optimal in case of short
observation time-spans.
We studied the precision of the widelane ambiguities
in relation to the precision of the L1 DD ambiguities.
The conditions were identi®ed under which the precision
of the widelane ambiguities is guaranteed to be better
than the precision of the L1 ambiguities. For most
practical purposes the conclusion reads for the single-
epoch geometry-based and the time-averaged model,
that by using the widelane ambiguities, functions of the
L1 ambiguities that have a poor precision have their
variance improved by a factor of about 20, while func-
tions of the L1 ambiguities that already have a very high
precision, have their variance degraded by a factor of
only 1.61. This conclusion depends however on the as-
sumption that the precision of the code observables is
far poorer than the precision of the phase observables.
Table 1. The determinants of the ambiguity variance matrices
  r2/=r2p.
































The volume of the ambiguity search space is an in-
dicator for the number of grid points inside the search
space. The volume is proportional to the square root of
the determinant of the ambiguity variance matrix. Easy-
to-evaluate, closed-form expressions were derived for
the determinants of the ambiguity variance matrices.
This was done for the single-frequency case and for the
dual-frequency case of the time-averaged model and the
geometry-free model. For easy reference, these results
are summarized in Table 1. The determinant of the
variance matrix is known as a generalized variance
(Stuart and Ord 1991) and when taken to the appro-
priate power, 1=mÿ 1 for the single-frequency case
and 1=2mÿ 1 for the dual-frequency case, it also
equals the geometric mean of the eigenvalues. The for-
mulae of the table clearly show the bene®cial role played
by satellite redundancy and dual-frequency data. The
table shows for instance, when recognizing that r/  rp
and when using the appropriate power, that the single-
frequency case of the geometry-free model diers to a




case of the same model. This signi®es the impact of
using a second frequency. Similarly, we have a factor of
r/rp
mÿ4
mÿ1 when going from the dual-frequency geometry-
free model to the dual-frequency time-averaged model.
This signi®es the impact of satellite redundancy.
With the results of Table 1, the volumes of the am-
biguity search spaces can be computed as V 
vnUn
j Qa jp , where Qa is the ambiguity variance matrix,
n its order, and Un the volume of the unit-sphere in Rn.
The volume of the unit-sphere is given as
Un  pn=2=Cn=2 1, where Cx is the gamma-func-
tion, which can be evaluated by means of the recurrence
relation Cx 1  xCx, for x > 0, and the initial
values C1=2  pp and C1  1.
We also derived and analysed the lengths of the
principal axes of the respective ambiguity search spaces.
The eigenvalue analysis allowed us to explain the phe-
nomenon of search halting, which is typically experi-
enced when solving for the L1 and L2 ambiguities. We
also discussed how the eciency of the search can be
improved by transforming to new and less correlated
ambiguities. This was shown by means of the widelane
ambiguities as an example. For easy reference the sets of
eigenvalues are summarized in Table 2.
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