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Tato práce se zabývá teorií geometrického °ízení na nilpotentních Lieových grupách. V
práci jsou popsány základní pojmy diferenciální geometrie a teorie °ízení, které jsou ná-
sledn¥ pouºity pro popis r·zných mechanism·. Následn¥ práce navrhuje °ízení pomocí
dosaºených výsledk·.
Abstract
This thesis deals with the theory of geometric control of the trident robot. The thesis
describes the basic concepts of dierential geometry and control theory, which are sub-
sequently used for describing various mechanisms. Finally, the thesis proposes the ma-
nagement using inferred results.
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Obsahem této záv¥re£né práce je aplikovat geometrickou teorii °ízení na r·zné p°íklady
planárních mechanism·, jejichº pohyby jsou vázány neholonomními podmínkami. Ma-
tematickým model·m takových mechanism· se proto také °íká neholonomní systémy a
jejich pohyby z pohledu geometrické teorie °ízení odpovídají k°ivkám na vhodné Lieov¥
grup¥, m·ºeme tedy vyuºít algebraické vlastnosti této grupy pro návrh °ízení. Cílem této
práce je nalézt vhodnou Lieovu grupu, popsat její (innitesimální) automorsmy, které
transformují k°ivky v kongura£ním prostoru, a tyto výsledky demonstrovat na p°íkladech
°ízení.
Kaºdý, kdo vyuºívá hromadnou nebo individuální automobilovou dopravu, se s teorií
°ízení kaºdý den setkává. Vezm¥me si nap°íklad systém samo°ízených souprav metra v
metropolích, nová automobilová vozidla jsou vybavena asistenty udrºování vozidla v jízd-
ním pruhu, moduly samo£inného parkování anebo dokonce systémy autopilotáºe. V²emi
t¥mito problémy se odborn¥ zabývá teorie °ízení a tato práce byla motivována práv¥ °í-
zením automobilu.
Hlavním modelem bude mechanismus nazývaný Dubin's car slouºící jako p°íklad pro
budování teorie °ízení. Toto vozidlo se m·ºe pohybovat pouze vp°ed a vzad a m·ºe m¥nit
oto£ení v rovin¥. V druhé kapitole nalezneme prvky jeho °ídící Lieovy algebry a disku-
tujeme dopln¥ní o parametr, který popisuje oto£ení kola v závislosti na p°ekonané dráze.
V obou p°ípadech nalezneme °ídící Lieovu algebru a ob¥ tyto algebry porovnáme. Jak
se ukáºe, tyto algebry sice nejsou identické, nicmén¥ na lokální °ízení nemá volba mezi
t¥mito Lieovými algebrami vliv.
Ve t°etí kapitole budou p°edchozí úvahy formalizovány pojmy diferenciální geometrie,
kongura£ní prostor systému bude denován jako hladká varieta. Dále zavedeme pojem
distribuce, který systému v kaºdém bod¥ p°i°adí lineární te£ný podprostor, tedy °ídí pohyb
mechanismu, a nakonec pojem Philip-Hallova báze, která je bází této distribuce.
Jelikoº obecn¥ není Lieova algebra nilpotentní, uvedeme algoritmus zvaný nilpotentní
aproximace vytvo°ený A. Bellaïchem, který z °ídící algebry vytvo°í nilpotentní algebru.
Jak se ukáºe, tento velmi robustní algoritmus je ve studovaných p°ípadech podstatn¥
zredukován. Krom¥ uº zmín¥ného auta uvedeme dal²í dva mechanismy, a sice planární
mechanismus t°í£lánkového robotického hada a Trident mechanismus. Pro dal²í úvahy
tyto dva zmín¥né mechanismy uº ale vyuºívat nebudeme, jelikoº jsou zatíºeny velkou
výpo£etní náro£ností.
Dal²í kapitola analyzuje Heisenbergovu geometrii. V odvozených vlastnostech tohoto
typu geometrie se ukáºe, ºe podkladová Lieova grupa modelu Dubin's car má strukturu
Heisenbergovy grupy. To pak vyuºijeme p°i konstrukci Tanakova prodlouºení, coº je algo-
ritmus, který nalezne innitesimální automorsmy, které zachovávají horizontálnost k°ivek
v·£i distribuci, to znamená, ºe zachovává i Heisenbergovu geometrii.
Poslední kapitola ukazuje návrhy °ízení modelu Dubin's car, které demonstrují p°ed-
chozí výsledky. Nejprve bude zvolen vstupní signál jako kombinaci °e²ení systému tohoto
modelu. Tento signál budeme posouvat pomocí innitesimální automorsm· po kongu-
ra£ním prostoru. Ukáºe se, ºe n¥které automorsmy tento signál pouze reparametrizují.
V dal²ím kroku bude zvolena integrální k°ivka, která bude také transformována t¥mito
automorsmy. Narozdíl od p°edchozího p°ípadu se ukáºe, ºe existují i automorsmy, které
tuto k°ivku skute£n¥ transformují. Tyto transformace budou blíºe popsány.
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2 Motivace: Dubin's car a jeho °ízení
Uvaºujme automobil, kterému se v literatu°e °íká Dubin's car [1], jehoº stav je popsán
polohou jeho hmotného st°edu x = (x1, x2) ∈ R2 a nato£ením θ ∈ S1 vzhledem k ose x1.
Kongura£ní prostor na²eho systému je tedy t°ídimensionální hladká varieta
M = {q = (x, θ) |x ∈ R2, θ ∈ S1} = R2 × S1.
Obrázek 1: Znázorn¥ní orientace Dubin's car na variet¥ M .
P°edpokládejme, ºe se tento automobil m·ºe pohybovat následujícími sm¥ry. M·ºe jet
vp°ed a vzad konstantní rychlostí u1 ∈ R a m·ºe se oto£it kolem svého hmotného st°edu
konstantní úhlovou rychlostí u2 ∈ R. Tyto pohyby m·ºeme libovoln¥ kombinovat.
Rovnice popisující pohyb vp°ed a vzad jsou tedy
ẋ1 = u1 cos θ,
ẋ2 = u1 sin θ,
θ̇ = 0.




ídící parametr u = (u1, u2) m·ºe mít libovolné hodnoty v dané podmnoºin¥ U ⊂ R2.
P°edchozí dv¥ soustavy oby£ejných diferenciálních rovnic lze vektorov¥ zapsat jako





 , V1(q) =
cos θsin θ
0





Potom m·ºeme systém p°epsat jako
q̇ = u1V1(q) + u2V2(q), q ∈M, u ∈ U. (1)
Z°ejm¥ lze z po£áte£ního stavu qf = (xf , θf ) ∈ M dosáhnout libovolného stavu q1 =
(x1, θ1) ∈M st°ídáním pohybu vp°ed a vzad a rotací kolem t¥ºi²t¥, takºe kaºdého takového
koncového stavu lze dosáhnout pohybem podél vektorových polí V1 a V2. Ozna£me P t1, P
t
2
zmín¥né pohyby chápané jako toky vektorových polí V1 a V2 na M a vypo£t¥me jejich
komutátor následujícím zp·sobem:
P−t2 ◦ P−t1 ◦ P t2 ◦ P t1
x1x2
θ
 = P−t2 ◦ P−t1 ◦ P t2
x1 + (cos θ)tx2 + (sin θ)t
θ
 = P−t2 ◦ P−t1




x1 + (cos θ)t− cos(θ + t)tx2 + (sin θ)t− sin(θ + t)t
θ + t
 =
x1 + (cos θ)t− cos(θ + t)tx2 + (sin θ)t− sin(θ + t)t
θ
 .
Spo£ítejme Taylor·v rozvoj tohoto toku v bod¥ t0 = 0, tj. konkrétn¥ jednotlivých sou°ad-
nic.








v̈1 = sin(θ + t) + sin(θ + t) + t cos(θ + t) =⇒ v̈1
∣∣
t0
= 2 sin θ,








v̈2 = − cos(θ + t)− cos(θ + t) + t sin(θ + t) =⇒ v̈2
∣∣
t0
= −2 cos θ,












Taylorovým rozvojem toku v bod¥ t = 0 dostaneme ekvivalentní výraz







 sin θ− cos θ
0
 t2 +O(t3).
Denice 2.1. Nech´ V1, V2 jsou vektorová pole na variet¥ M. Potom denujme Lieovu





































































0 0 00 0 0
0 0 0
 ,




− sin θcos θ
0
 =
 sin θ− cos θ
0

a vidíme, ºe [V1, V2] je kvadratickým £lenem v p°edchozím Taylorov¥ polynomu. Spo£í-
tejme je²t¥ navíc dv¥ závorky vy²²ího °ádu.
V121 := [[V1, V2], V1] =
0 0 − sin θ0 0 cos θ
0 0 0
 sin θ− cos θ
0
−








V122 := [[V1, V2], V2] =
0 0 00 0 0
0 0 0
 sin θ− cos θ
0
−








Pole V1, V2, V12 tvo°í tedy vektorový prostor uzav°ený na Lieovu závorku, takovému vek-
torovému prostoru se °íká Lieova algebra. Tato pole tedy tvo°í algebru s multiplikativní
tabulkou
[·, ·] V1 V2 V12
V1 0 V12 0
V2 −V12 0 V1
V12 0 −V1 0
Tabulka 1: Multiplikativní tabulka algebry generované vektorovými poli V1, V2
Výpo£tem lze ukázat, ºe úplný Taylor·v rozvoj zobrazení P−t2 ◦P−t1 ◦P t2 ◦P t1(q) v bod¥








 sin θ− cos θ
0





V²imn¥me si, ºe £leny tohoto polynomu jsou Lieovy závorky vy²²ích °ád·. Z multiplika-
tivní tabulky vyplývá, ºe se jedná o kone£n¥ generovanou Lieovu algebru. P°edstavme si




 , V2(q0) =
00
1











kde δij je Kronecker·v symbol. Transformujme sou°adnice (x1, x2, θ) do nových sou°adnic
(y1, y2, y3).
y1 = x1, y2 = θ, y3 = −x2








Vektorová pole jsou op¥t tvo°ena goniometrickými funkcemi a závorky t¥chto t°ech polí
budou generovat dal²í pole. Vyuºijeme-li v okolí bodu q0 známé aproximace sin(x) ≈








Spo£ítáme-li Lieovu závorku t¥chto polí




a navíc je²t¥ spo£ítáme závorky druhého °ádu
V112 := [V1, [V1, V2]] =













V212 := [V2, [V1, V2]] =













je z°ejmé, ºe tato Lieova algebra má následující multiplikativní tabulku.
[·, ·] V1 V2 V12
V1 0 V12 0
V2 −V12 0 0
V12 0 0 0
Tabulka 2: Multiplikativní tabulka Lieovy algebry po aproximaci
V²imn¥me si, ºe závorky vy²²ích °ád· (nap°íklad [X1, [X2, [X3, [Xi, Xj]]]]) jsou uº nu-
lové. Takové algeb°e se °íká nilpotentní [2], my tuto vlastnost budeme denovat pozd¥ji.
Smyslem t¥chto úvah je, ºe v okolí zvoleného bodu q0 m·ºeme vektorová pole nahradit
vektorovými poli takovými, která tvo°í nilpotentní algebru.
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Obrázek 2: Znázorn¥ní parametru oto£ení kola ϕ
V literatu°e se b¥ºn¥ uvaºuje model, kde vnit°ní kongurace mechanismu zahrnuje
parametr oto£ení kola ϕ. Budeme poºadovat, aby kolo, které je oporou auta, se otá£elo v
závislosti na pozici vozidla, viz obrázek 2. Jinými slovy nebude docházet k prokluzu, ale
budeme poºadovat, aby se kolo p°irozen¥ valilo po podstav¥ a to bez prokluzu. P°idáním
tohoto °ídícího parametru se nám zm¥ní kongura£ní prostor naM = R2×S1×S1. Potom




ẋ1 − cos(θ)ϕ̇ = 0,
ẋ2 − sin(θ)ϕ̇ = 0,
a maticov¥ (
1 0 0 − cos(θ)



























Spo£ítejme nyní závorku [V1, V2].
V12 := [V1, V2] =

0 0 0 0
0 0 0 0
0 0 0 0









0 0 − sin(θ) 0
0 0 cos(θ) 0
0 0 0 0















V²imn¥me si podobnosti se závorkou [V1, V2] z p°edchozího výpo£tu, odpovídá totiº stej-
nému toku. Spo£ítejme je²t¥ závorku vy²²ího °ádu.
[V2, V12] =

0 0 cos(θ) 0
0 0 sin(θ) 0
0 0 0 0









0 0 0 0
0 0 0 0
0 0 0 0














Tyto výpo£ty shrneme do následující multiplikativní tabulky.
[·, ·] V1 V2 V12 V212
V1 0 V12 0 0
V2 −V12 0 V212 V12
V12 0 −V212 0 0
V212 0 −V12 0 0
Tabulka 3: Multiplikativní tabulka po p°idání parametru ϕ
Algebrám generovaným vektorovými poli ur£ujícími systém (1), tj. v na²em p°ípad¥
Lie{V1, V2}, se °íká algebry °íditelnosti a mají p°ímý vztah k °ízení, jak ukazuje následující
v¥ta Chow-Rashevského o lokální °íditelnosti kontrolních systém·.
V¥ta 2.2. (Chow, Rashevsky) Nech´ M je hladká varieta a X1, . . . , Xm je m hladkých
vektorových polí na M. Nech´ navíc Lieova algebra






je lokáln¥ °íditelný pro kaºdé t v kaºdém bod¥ x ∈M.
Je p°ímo vid¥t, ºe na²e algebry toto spl¬ují, £ili systém (1) má °e²ení a je lokáln¥
°íditelný.
3 Diferenciální geometrie
V této kapitole budeme formáln¥ denovat pojmy diferenciální geometrie, které nám po-
mohou v dal²í analýze modelového p°íkladu. Nejprve denujme jeho kongura£ní prostor
jako hladkou varietu.
Denice 3.1. Nech´ (M, τ) je Hausdor·v topologický prostor. Potom mnoºina dvojic
{(Vα, ψα)}α,
kde Vα ∈ τ jsou otev°ené mnoºiny a ψα : Vα → Rn je zobrazení, se nazývá atlas na M ,
pokud
ψα : Vα → ψα(Vα) ⊂ Rn
je homeomorsmus otev°ené podmnoºiny Vα mnoºinyM do otev°ené podmnoºiny ψα(Vα)




Zobrazení ψα nazýváme mapy a v sou°adnicích mohou být denovány jako
ψα(p) =
(
χ1(p), . . . , χn(p)
)
,
kde χi : Vα → R, p ∈ Vα.
Denice 3.2. Prostor (M, τ) se nazývá hladká varieta, pokud existuje atlas {(Vα, ψα)}α
na M takový, ºe pro Vα ∩ Vβ 6= ∅ zobrazení
Φαβ = ψα ◦ ψ−1β : ψ
−1
β (Vα ∩ Vβ)→ ψα(Vα ∩ Vβ)
je hladká funkce.
Denice 3.3. Nech´ M je hladká varieta a F(M) je mnoºina v²ech hladkých funkcí
denovaných na M, pak te£ným prostorem TxM variety M v bod¥ x ∈ M nazveme
mnoºinu v²ech funkcionál· W : F(M)→ R spl¬ujících
1. W (αf + βg) = αW (f) + βW (g), α, β ∈ R, f, g ∈ F(M),
2. W (fg) = f(x)W (g) + g(x)W (f), f, g ∈ F(M).
Kaºdý prvek TxM nazveme te£ným vektorem M v bod¥ x.





nazýváme te£ný bandl variety M.
Denice 3.5. M¥jme hladkou varietu M, pak vektorovým polem V na M nazveme zob-
razení
x 7→ V (x), V (x) ∈ TxM,x ∈M,
kde TxM je te£ný prostor M v bod¥ x.
V dal²ích úvahách budeme kongura£ní prostor uvaºovat jako hladkou varietu.
3.1 Distribuce na hladké variet¥
Denice 3.6. k−rozm¥rnou distribucí D na variet¥ M nazveme pravidlo, které kaºdému
bodu x ∈M p°i°azuje k−rozm¥rný lineární podprostor D(x) ⊂ TxM.
Distribuce D °ádu k na variet¥ M p°i°azuje kaºdému bodu p ∈ M k-dimenzionální
lineární podprostor Dp prostoru TpM . Distribuce D se nazývá diferencovatelná, pokud
kaºdý bod p ∈ M má na okolí ν k diferencovatelných vektorových polí X1, X2 . . . , Xk na
ν, které tvo°í bázi Dp pro v²echna p ∈ ν, takºe m·ºeme psát D = span {X1, . . . , Xk} na
ν. Distribuce D se nazývá involutivní, pokud [X, Y ] ∈ Dp, pro kaºdé X, Y ∈ Dp,∀p ∈M .
Integrální podvarieta distribuce D je podvarieta N variety M taková, ºe
Tf (TpN) = Dp, ∀p ∈ N,
kde f : N → M je vno°ení. Varieta N se nazývá maximální integrální podvarieta distri-
buce D, pokud neexistuje ºádná dal²í integrální podvarieta distribuce D, která obsahuje
N . Distribuce D, která má pouze jednu maximální integrální podvarietu ve v²ech bo-
dech, se nazývá integrovatelná distribuce. Horizontální vektorová pole jsou vektorová pole
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X : M → TM , ºe p→ X(p) ∈ Dp, ∀p ∈M a Γ(D) je mnoºina horizontálních vektorových
polí na M, která tvo°í vektorový prostor. Denujme následující posloupnost vektorových
podprostor· Γ(D):
C(1) = {[X, Y ] ;X, Y ∈ Γ(D)},












kde C(n) je mnoºina vektorových polí získaná n-tou iterací Lieovy závorky horizontálních
vektorových polí. Vektor
(|C(1)p |, |C(2)p |, . . . , |C(n+1)p |, . . . )
nazýváme vektorem ltrace distribuce Dp v bod¥ p.
Denice 3.7. Distribuce D se nazývá nilpotentní, pokud existuje £íslo n ≥ 1 takové, ºe
C(n) = 0, tj. v²echny n-té iterace Lieovy závorky jsou nulové. Nejmen²í z t¥chto £ísel n
spl¬ující tuto podmínku se nazývá nilpotentní °ád distribuce D.
Denice 3.8. Denujme posloupnost vah v bod¥ p, wi = wi(p), i = 1, . . . , n tak, ºe
wj = s pokud
ns−1(p) < j ≤ ns(p), n0 = 0,
kde (n1(p), . . . , nr(p)) je vektor ltrace.
P°íklad 3.9. V p°ípad¥ algerby °íditelnosti Dubinova auta (Tabulka 1) v R3 dostáváme
vektor ltrace (2, 3) v kaºdém bod¥. Pak posloupnost vah v kaºdém bod¥ je
w1 = w2 = 1, w3 = 2.
3.2 Philip Hallova báze na distribuci D
Dvojice (Γ(TM), [·, ·]), kde Γ(TM) jsou vektorová pole, tvo°í vektorový prostor s operací
[·, ·] mající tyto vlastnosti:
a) bilinearita
[ax+ by, z] = a[x, z] + b[y, z], [x, ay + bz] = a[x, y] + b[x, z]
b) antikomutativita
[x, y] = −[y, x]
c) Jacobiho identita
[x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0
PokudX1, . . . , Xk je bázeD, Lieovu algebru generovanouX1, . . . , Xk ozna£ujeme Lie{X1, . . . , Xk}.
P°íklad 3.10. M¥jme 7-dimenzionální varietu o sou°adnicích (x, y, z, k, l,m, n) a násle-
dující vektorová pole.
X1 = y
2∂x + (x+ 1)∂z,
X2 = x∂x + k
3∂l,
X3 = z∂m + 4∂y,
X4 = 6k∂k + l
2∂n.
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Sestrojme £ást multiplikativní tabulky Lieovy algebry Lie{X1, X2, X3, X4} generované
touto distribucí.
[·, ·] X1 X2 X3 X4 X12 X13 X24
X1 0 X12 X13 0 X112 X113 0
X2 −X12 0 0 X24 X212 X213 0
X3 −X13 0 0 0 X312 X313 0
X4 0 −X24 0 0 0 0 0
X12 −X112 −X212 −X312 0 0 X1213 0
X13 −X113 −X213 −X313 0 −X1213 0 0
X24 0 0 0 0 0 0 0
Vidíme, ºe po prvních n¥kolika iteracích nevypadá, ºe by se proces zastavil. M·ºe se
totiº stát, ºe Lieova algebra je nekone£ná.
P°íklad 3.11. Sestrojme multiplikativní tabulku Lieovy algebry Lie{X1, X2, X3} na dis-






X3 = ∂z + z∂v,
X23 := [X2, X3] = −2z∂x.
Po£ítejme dal²í Lieovy závorky.
X12 := [X1, X2] = 0,
X13 := [X1, X3] = 0,
X123 := [X1, [X2, X3]] = 0,
X223 := [X2, [X2, X3]] = 0,
X323 := [X3, [X2, X3]] = −2∂x
Nyní jiº m·ºeme sestavit multiplikativní tabulku Lieovy algebry generované touto distri-
bucí.
[·, ·] X1 X2 X3 X23 X323
X1 0 0 0 0 0
X2 0 0 X23 0 0
X3 0 −X23 0 X323 0
X23 0 0 −X323 0 0
X323 0 0 0 0 0
Vidíme, ºe v tomto p°ípad¥ je kone£ná a dokonce i nilpotentní.
Nech´ Lie{X1, . . . , Xn} je Lieova algebra generovaná mnoºinou vektorových polí
X1, . . . , Xn. Jako vektorový prostor je algebra Lie{X1, . . . , Xn} generovaná mnoºinou
v²ech algebraických generátor· a v²ech jejich Lieových závorek. Nicmén¥ ne v²ech Lie-
ovy závorky jsou lineárn¥ nezávislé, nap°íklad kv·li antisymetrii Jacobiho identity. Philip
Hallovy báze jsou jednou z moºností, jak vybrat bázi s ohledem na identity, které závorka
spl¬uje.
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Denice 3.12. M¥jme mnoºinu generátor· {X1, . . . , Xn}. Denujme hloubku Lieovy zá-
vorky jako
l (Xi) = 1 i = 1, . . . , n
l([A,B]) = l(A) + l(B),
kde A a B jsou vektorová pole získaná Lieovou závorkou z vektorových polí X1, . . . , Xn.
Denice 3.13. Philip Hallova báze je uspo°ádaná mnoºina vektorových polí a jejich
Lieových závorek H = {Bi} spl¬ující:
1. Xi ∈ H, i = 1, . . . , n
2. Pokud l(Bi) < l(Bj), pak Bi < Bj
3. [Bi, Bj] ∈ H, práv¥ tehdy kdyº
(a) Bi, Bj ∈ H a Bi < Bj a
(b) bu¤ platí Bj = Xk pro n¥jaké k nebo Bj = [Bl, Br], kde Bl, Br ∈ H a Bl ≤ Br.
První podmínka inicializuje algoritmus konstrukce Philip Hallovy báze p°edpokladem,
ºe daná vektorová pole generující distribuci tvo°í bázi. Druhá podmínka srovná vektorová
pole podle jejich hloubky. Platí, ºe se zvy²ující se hloubkou m·ºe dojít k lineární závislosti
na jiº existujících prvcích báze, jak uvidíme v dal²ím p°íkladu. Samotný princip hledání
Philip Hallovy báze vysv¥tluje t°etí podmínka. Z°ejm¥ pro konstrukci Philip Hallových
bází lze tuto denici omezit pouze na podmínku 3.
P°íklad 3.14. Philip Hallova báze stupn¥ 3
Báze nilpotentní Lieovy algebry stupn¥ 3 generovaná vektorovými poli X1, X2, X3 je
X1 X2 X3
[X1, X2] [X2, X3] [X3, X1]
[X1, [X1, X2]] [X1, [X1, X3]] [X2, [X1, X2]] [X2, [X1, X3]]
[X2, [X2, X3]] [X3.[X1, X2]] [X3, [X1, X3]] [X3, [X2, X3]]
Poznamenejme, ºe skute£n¥ nap°íklad vektorové pole [X1, [X2, X3]] v této bázi není, pro-
toºe
[X1, [X2, X3]] = [X2, [X3, X1]]− [X3, [X1, X2]]
tj. podle Jacobiho identity je pole [X1, [X2, X3]] lineární kombinací polí [X2, [X3, X1]],
[X3, [X1, X2]], která uº tvo°í Philip Hallovu bázi.
4 Nilpotentní aproximace
V p°edchozích p°íkladech jsme zjistili, ºe °ídící distribuce v¥t²inou nebyly nilpotentní. To
je ale vlastnost, která nás zajímá. Nyní uvedeme algoritmus aproximace, který vytvo°í
nilpotentní algebru. Ozna£me x = (x1, . . . , xn) kanonické sou°adnice v Rn.
Poznámka. Mnoºinou H zna£íme indexovou mnoºinu.
Pro kaºdý bod p na variet¥M, vytvo°íme nilpotentní aproximaciA(p) polí (X1, . . . , Xm)
v bod¥ p následujícím zp·sobem:
1. Vezm¥me XIj , kde Ij ∈ H.
2. Vypo£t¥me anní transformaci sou°adnic x 7→ y = (y1, . . . , yn) takovou, ºe nové
sou°adnice y spl¬ují ∂yj = XIj(p), j = 1, . . . , n.
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3. Vytvo°me systém privilegovaných sou°adnic z̃ = (z̃1, . . . , z̃n) pomocí následující ite-
rativní formule
z̃j := yj −
wj−1∑
k=2
hk(y1, . . . , yj−1),
pro j = 1, . . . , n a navíc pro k = 2, . . . , wj − 1 platí





















kde |α| = α1 + · · ·+αn. V p°ípad¥ Dubinova auta obsahuje posloupnost vah nejvy²²í
váhu 2. Tudíº se výrazn¥ zjednodu²í konstrukce privilegovaných sou°adnic na výraz
z̃j := yj,
nebo´ suma v p·vodním p°ípad¥ postrádá smysl. V celé práci budeme pracovat
s mechanismy, jejichº váhy budou nejvý²e 2. Tudíº budeme pouºívat pouze tuto
zredukovanou variantu konstrukce privilegovaných sou°adnic.
4. Pro i = 1, . . . ,m vypo£ítejme Taylor·v rozvoj pole Xi(z̃) v bod¥ p a vyjád°íme





i (z̃) + . . . ,
kde X(k)i (z̃) ozna£ujeme sumu v²ech výraz· hloubky ltrace k. Jelikoº ve v²ech
p°ípadech máme hloubku ltrace k = 2, pak budeme vektorová pole aproximovat
Taylorovým rozvojem stupn¥ 2.
5. Denujme vektorová pole X̂p1 , . . . , X̂
p




i pro v²echna i =
1, . . . ,m, a navíc A(p) := (X̂p1 , . . . , X̂pm).
6. Denujme Φ(p, ·) jako zobrazení x 7→ z.
Výstup algoritmu jsou zobrazení Φ a A, kde Φ je spojit¥ m¥nící se systém privilegovaných
sou°adnic a A je spojitá nilpotentní aproximace polí (X1, . . . , Xm) na Ω.
4.1 Privilegované sou°adnice
Na variet¥M m¥jm¥ v okolí bodu p ∈M lokální sou°adnice (x1, . . . , xk). Nech´X1, . . . , Xk
je k diferencovatelných vektorových polí na variet¥M, takové, ºe TpM = 〈X1(p), . . . Xk(p)〉.
Vektorová pole X1, . . . , Xk zapi²me v sou°adnicích (x1, . . . , xk) lokáln¥ v maticovém tvaru:X1...
Xk
 =
a1,1(p) . . . a1,k(p)... . . . ...





Zvolme nyní bod p a hledejme nové lokální sou°adnice (y1, . . . , yk) takové, ºe vektorová pole
X1, . . . , Xk vyjád°ené v nových sou°adnicích y1, . . . , yk odpovídají parciálním derivacím v
bod¥ p ∈M , tj. spl¬ují
X1|p = ∂y1 ,
X2|p = ∂y2 ,
...





kde δij je Kronecker·v symbol. Tedy maticov¥ (2) a (3) dává
Ik =

a1,1(p) a1,2(p) . . . a1,k(p)
a2,1(p) a2,2(p) . . . a2,k(p)
...
... . . .
...
























































a1,1(p) a1,2(p) . . . a1,k(p)
a2,1(p) a2,2(p) . . . a2,k(p)
...
... . . .
...




kde p°edpokládáme, ºe volíme bod p ∈ M, pro který inverze existuje. Navíc p°edpoklá-
dejme, ºe transforma£ní funkce jsou vzhledem k sou°adnicím (x1, . . . , xk) lineární. To pro
spln¥ní podmínky (3) v bod¥ p sta£í. Pak z°ejm¥ se v j-tém sloupci nachází derivace podle




a1,1(p) . . . a1,k(p)... . . . ...






Tyto sou°adnice y1, . . . , yk spl¬ují podmínku (3) a nazýváme je privilegované sou°adnice.
P°íklad 4.1. M¥jme hladkou varietu M dimenze 4 mající sou°adnice (x, y, z, v) a na ní
vektorová pole
X1 = −x∂x + x2∂z − y3∂w,
X2 = z
3∂y − ∂z + (x+ y)∂w,





2z∂y + ∂x + 2w∂w.























































































Dále na²e úvahy zobecníme na hladkou varietu spolu s distribucí. M¥jme tedy k di-
ferencovatelných vektorových polí X1, . . . , Xk na variet¥ M dimenze n, p°i£emº k < n.
Tato vektorová pole p°i°adí kaºdému bodu p ∈ M k-dimenzionální podprostor Dp pro-
storu TpM takový, ºe Dp ⊂ TpM a k < n, tedy dostaneme distribuci. Pot°ebujeme doplnit
bázi TM pomocí dal²ích n− k vektorových polí na M, abychom mohli pouºít p°edchozí
úvahy. Tato vektorová pole m·ºeme nalézt pomocí operátoru Lieovy závorky [·, ·]. V p°í-
pad¥, ºe pomocí Lieovy závorky [·, ·] dostaneme celé TM, pak k nalezení privilegovaných
sou°adnic m·ºeme vyuºít rovnic (2),(3),(4) a jejich d·sledk·.
P°íklad 4.2. M¥jme hladkou varietu M dimenze 5, na variet¥ M m¥jme sou°adnice
(x, y, z, v, w) a vektorová pole
X1 = ∂x + y∂y − v∂z − z∂v,
X2 = ∂x − x∂y − z∂z + v∂v,
X3 = ∂x + w∂y + y∂z + v∂w,
X4 = ∂y − z∂x + v∂z + w∂v.
Nalezn¥me privilegované sou°adnice (j, k, l,m, n) vzhledem k polím X1, X2, X3, X4 v bod¥
p = (1, 1, 2, 1, 1).
Protoºe k = 4 < 5 = n pro algoritmus nalezení privilegovaných sou°adnic vybereme
tedy z Philip Hallovy báze je²t¥ jedno vektorové pole X5. Poloºme proto nap°íklad
X5 := [X1, X2] = (−1 + x)∂y + 2v∂z − 2z∂v




1 1 −1 −2 0
1 −1 −2 1 0
1 1 1 0 1
−2 1 1 1 0
0 0 2 −4 0
 .


























































Abychom demonstrovali, ºe se jedná o privilegované sou°adnice, derivujme funkce n¥kolika
sou°adnic ve sm¥ru p·vodních vektorových polí. Nap°íklad


















































V p°edchozím p°íklad¥ jsme ukázali jak nalézt transforma£ní funkce mezi sou°adni-
cemi (x1, . . . , xk) 7→ (y1, . . . , yk), nyní ukáºeme jak nalézt transformace mezi parciálními
derivacemi (∂x1 , . . . , ∂xk) 7→ (∂y1 , . . . , ∂yk). Potom vyjád°íme vektorová pole X1, . . . , Xn v
nových sou°adnicích (y1, . . . , yk). V²imn¥me si, ºe z rovnic (2) a (3) plyne∂x1...
∂xk
 =
a1,1(p) . . . a1,k(p)... . . . ...





Ozna£me prvky matice A−1 = [bi,j], prvky matice A budeme zna£it jako v p°edchozím
p°ípad¥ A = [ai,j]. Pak lze vyjád°it tyto transforma£ní vztahy pro parciální derivace jako
∂xi =
(
bi,1 . . . bi,n
)∂y1...
∂yn
 =: ωi(∂y1 , . . . , ∂yn)
a dále transforma£ní vztahy pro sou°adnice
xi =
(
ai,1 . . . ai,n
)y1...
yn
 =: fi(y1, . . . , yn).




ai,j(f1(y1, . . . , yn), . . . , fn(y1, . . . , yn))ωj(∂y1 , . . . , ∂yn)
kde ai,j jsou koecienty vektorových polí, fi jsou funkce transformace sou°adnic a ωi je
transformace báze 〈X1, . . . , Xn〉.
4.2 Nilpotentní aproximace
Poznamenejme, ºe privilegované sou°adnice odpovídající polím vzniklých aplikací Lieovy
závorky polí z distribuce m·ºeme v jistém smyslu chápat jako sou°adnice vy²²ích °ád·. Po
nalezení privilegovaných sou°adnic je dal²ím krokem nilpotentní aproximace. Dává smysl
aproximovat koecienty v²ech vektorových polí z p°íkladu 4.2 váhovaným Taylorovým
polynomem stupn¥ 2. V na²em p°ípad¥ pouºijeme k výpo£tu výpo£etní systém Maple
Software a jeho p°íkaz mtaylor. Pouºití této aproximace demonstrujeme na následujícím
p°íkladu.
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P°íklad 4.3. M¥jme hladkou varietuM, sou°adnice (x, y, z, v) a vektorová poleX1, X2, X3.
Spo£t¥me privilegované sou°adnice (j, k, l,m) vzhledem k t¥mto polím v bod¥ p = (1, 2, 3, 2)






X3 = ∂z + z∂v,
[X2, X3] = −2z∂x






9 0 0 1
0 0 1 3
−6 0 0 0

















9 0 0 1
0 0 1 3


























0 0 −3 1



























0 9 0 −6√
2 0 0 0
0 0 1 0






















Taylor−−−−→ −9 + 6l,
z = l
Taylor−−−−→ l,
−2z = −2l Taylor−−−−→ −2l.











(9∂j + ∂m) ,







X3 = ∂l + 3∂m − 6l∂j,




P°íklad 4.4. M¥jme hladkou varietu M, sou°adnice (x, y, z) a vektorová pole X1, X2.
Spo£t¥me privilegované sou°adnice vzhledem k t¥mto polím v bod¥ p = (0, 1, 2) a pro-
ve¤me aproximaci koecient· t¥chto polí.
X1 = y
2∂x + (x+ 1)∂z,
X2 = (x+ z)∂y,
[X1, X2] = −2(x+ z)y∂x + (y2 + x+ 1)∂y.
Privilegované sou°adnice tedy budou následující:jk
l
 =













Hledejme inverzní transformace x = f−11 (j, k, l), y = f
−1
2 (j, k, l), z = f
−1
3 (j, k, l) :xy
z
 =





Následným pouºitím aproximace dostaneme tyto vztahy
y2 = (2k + 3l)2 = 4k2 + 12kl + l2
Taylor−−−−→ 2 + 4k,
x+ 1 = j − 4l + 1 Taylor−−−−→ j − 1,
x+ z = 2j − 4l Taylor−−−−→ 2j − 2,
−2(x+ z)y = −2(2j − 4l)(2k + 3l) = −8jk + 16kl − 12jl + 24l2 Taylor−−−−→ 2− 8k − 4j,
y2 + x+ 1 = (2k + 3l)2 + j − 4l + 1 = 4k2 + 12kl + l2 + j − 4l + 1 Taylor−−−−→ 1 + 4k + j.
Pak vektorová pole X1, X2, [X1, X2] jsou tvaru




























































X2 = (j − 1)∂k,




























∂l + 2k∂l + j∂l +
1
2

















V této podkapitole ukáºeme n¥kolik p°íklad· aplikací vybudovaného aparátu na planární
mechanismy.
P°íklad 4.5. Uvaºujme mechanismus t°í£lánkového hada[3]. Neholonomní vazby budou
reprezentovat kole£ka umíst¥ná uprost°ed prvního a t°etího £lánku. Druhý £lánek m·ºe
m¥nit svojí délku. lánky budou mezi sebou spojeny servomotory viz Obrázek 3. Popis
sou°adnic odpovídá variet¥ M = (R2 × S1 × S1 × S1 × R1) .
Obrázek 3: Schématické znázorn¥ní uvaºovaného t°í£lánkového hada






























































































































































































































































































































































e²ením tohoto systému jsou £ty°i vektorová pole












)∂ϕ1 − 2 cos (θ + π4 + ϕ2)L2 sin (2θ + π2 + ϕ2)∂ϕ2 ,












)∂ϕ1 + 2 sin (θ + π4 + ϕ2)L2 sin (θ + π2 + ϕ2)∂ϕ2 ,






















































)∂ϕ1 − cos (θ + π2 + ϕ2)L2 sin (2θ + π2 + ϕ2)∂ϕ2 ,
a spo£t¥me jejich závorky










































V²imn¥me si, ºe tato distribuce z°ejm¥ není nilpotentní. Proto spo£t¥me privilegované
sou°adnice a k nim odpovídající transformaci sou°adnic v bod¥ p = (x, y, θ, l, ϕ1, ϕ2) =













































































Vyjád°eme vektorová pole X1, X2, X3, X4, X12, X24 v nových sou°adnicích a aproximujme
jejich koecienty váhovaným Taylorovým polynomem v bod¥ q0 = (x2, y2, θ2, l2, ψ1, ψ2) =
(0, 0, 0, 1, 0, 0).





























































































Mnoºina t¥chto ²esti vektorových polí tvo°í spolu s operací Lieovy závorky Lieovu algebru
s následující multiplikativní tabulkou.
[·, ·] X1 X2 X3 X4 X12 X14
X1 0 X12 −3X14 X14 0 0
X2 −X12 0 3X14 −X14 0 0
X3 3X14 −3X14 0 −12X12 0 0
X4 −X14 X14 12X12 0 0 0
X12 0 0 0 0 0 0
X14 0 0 0 0 0 0
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P°íklad 4.6. Uvaºujme planární mechanismus typu Trident[4]. P°edpokládejme, ºe robot
je vybaven t°emi rota£ními klouby, které spojují ramena tridenta s jeho trojúhelníkovým
t¥lem. Navíc bude mít jedno prodluºovací rameno.
Obrázek 4: Schématické znázorn¥ní uvaºovaného trident mechanismu
M¥jme varietu M = {(x, y, l, θ, ϕ1, ϕ2, ϕ3) ∈ R3 × S4} dimenze 7. Uvaºujme nyní
vektorová pole, která jsou °e²ením neholonomního systému tohoto robota:
X1 = ∂x +
1
l
sin(θ + α1 + ϕ1)∂ϕ1 + sin(θ + α2 + ϕ2)∂ϕ2 + sin(θ + α3 + ϕ3)∂ϕ3 ,
X2 = ∂y −
1
l
cos(θ + α1 + ϕ1)∂ϕ1 − cos(θ + α2 + ϕ2)∂ϕ2 − cos(θ + α3 + ϕ3)∂ϕ3 ,
X3 = ∂l,
X4 = ∂θ −
1
l
(l + cos(ϕ1))∂ϕ1 − (1 + cos(ϕ2))∂ϕ2 − (1 + cos(ϕ3))∂ϕ3 ,
kde α1 = −23π, α2 = 0 a α3 =
2
3
π jsou konstanty. Spo£t¥me nilpotentní aproximaci t¥chto
polí v bod¥ p = (0, 0, 0, 1, 0, 0, 0), a prove¤me jejich nilpotentní aproximaci. Následn¥ po
vyjád°ení polí v nových privilegovaných sou°adnicích sestavme multiplikativní tabulku
Lieovy algebry na distribuci D. Proto uvaºujme nap°íklad:





∂ϕ1 + ∂ϕ2 + ∂ϕ3 ,





cos(θ + α1) +
1
l
cos(θ + α1 + ϕ1)
]
∂ϕ1
+ [cos(θ + α2) + cos(θ + α2 + ϕ2)] ∂ϕ2
+ [cos(θ + α3) + cos(θ + α3 + ϕ3)] ∂ϕ3 ,





sin(θ + α1) +
1
l
sin(θ + α1 + ϕ1)
]
∂ϕ1
+ [sin(θ + α2) + sin(θ + α2 + ϕ2)] ∂ϕ2
+ [sin(θ + α3) + sin(θ + α3 + ϕ3)] ∂ϕ3 .
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Spo£ítejme matici A = [aij(p)] v bod¥ p :
A =













0 0 1 0 0 0 0
0 0 0 1 −2 −2 −2
0 0 0 0 1 1 1



































1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0






















































1 0 0 0 0 0 −1
0 1 0 0 0 1 0
0 0 1 0 0 0 0
0 0 0 1 2 0 0































Nyní jiº m·ºeme vyjád°it vektorová pole X1, X2, X3, X4, X12, X14, X24 v sou°adnicích
(x2, y2, l2, θ2, ψ1, ψ2, ψ3).












































































































































X3 = ∂l2 ,
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Nyní provedeme aproximaci váhovaným Taylorovým polynomem. P°ipome¬me, ºe bod
p = (0, 0, 1, 0, 0, 0, 0) se transformací zobrazí na bod q = (0, 0, 1, 0, 0, 0, 0).





































































































































X3 = ∂l2 ,


























X12 = [X1, X2] = ∂ψ1 ,












X14 = [X1, X4] = ∂ψ2 ,











X24 = [X2, X4] = ∂ψ3 ,
X34 = [X3, X4] = 0.
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V²imn¥me si, ºe poleX13, X23 jsou závislá na ostatních polích. Z°ejm¥ tedy je výstupem
algoritmu nilpotentní algebra. Nyní sestrojíme multiplikativní tabulku této algebry,
[·, ·] X1 X2 X3 X4 X12 X14 X24
X1 0 X12 X13 X14 0 0 0
X2 −X12 0 X23 X24 0 0 0
X3 −X13 −X23 0 0 0 0 0
X4 −X14 −X24 0 0 0 0 0
X12 0 0 0 0 0 0 0
X14 0 0 0 0 0 0 0
X24 0 0 0 0 0 0 0




















Vra´me se zp¥t k modelu Dubin's car. P°ipome¬me, ºe jeho °ídící algebru tvo°í vektorová
pole
V1 = cos θ∂x + sin θ∂y,
V2 = ∂θ,
V12 = sin θ∂x − cos θ∂y,
a jejich nilpotentní aproximace
V1 = ∂y1 − y2∂y3 ,
V2 = ∂y2 ,
V12 = ∂y3 ,
tvo°í nilpotentní algebru s multiplikativní tabulkou
[·, ·] V1 V2 V12
V1 0 V12 0
V2 −V12 0 0
V12 0 0 0
Ukáºe se, ºe tato nilpotentní algebra souvisí s Heisenbergovou algebrou, proto se nyní
budeme zabývat rozborem Heisenbergovy geometrie.
Denice 5.1. Heisenbergova grupa H3 = (M3, ∗) je mnoºina horních trojúhelníkových
matic tvaru
A =
1 a c0 1 b
0 0 1

spolu s operací maticového násobení.
Bijekce φ : R3 →M3(R),
φ(x1, x2, x3) =




dává nekomutativní strukturu na R3 s násobením
(x1, x2, x3) ◦ (x′1, x′2, x′3) = (x1 + x′1, x2 + x′2, x3 + x′3 + x1x′2),
nazývanou nesymetrická t°ídimenzionální Heisenbergova grupa.
P°ipome¬me, ºe násobení zleva na grup¥ (G, ·), která je vybavena strukturou hladké
variety (Lieova grupa)
La : G→ G, Lag = ag,∀g ∈ G,
je dieomorphismus s inverzí L−1a = L−a.
Denice 5.2. Vektorové pole X =
∑
iX
i∂xi je levoinvariantní na Lieov¥ grup¥ G pokud
X ia = Xa(xi) = Xe(xi ◦ La),
kde xi je i-tá sou°adnice a Xe je vektorové pole X v po£átku.
Lemma 5.3. M¥jme na variet¥ M = R3 vektorová pole
V1 = ∂x1 , V2 = ∂x2 + x1∂x3 , V3 = ∂x3 .
Tato vektorová pole jsou levoinvariantní vzhledem k nekomutativní Heisenbergov¥ grup¥
(x1, x2, x3) ◦ (x′1, x′2, x′3) = (x1 + x′1, x2 + x′2, x3 + x′3 + x1x′2).
na R3.
D·kaz. Násobení zleva prvkem a = (a1, a2, a3) je denováno jako
La(x1, x2, x3) = (a1 + x1, a2 + x2, a3 + x3 + a1x2).





a∂xi , tyto komponenty pak spl¬ují
X ia = Xa(xi) = Xe(xi ◦ La),
kde xi je i-tá sou°adnice a Xe je vektorové pole X v po£átku. Nech´ (b1, b2, b3) ∈ G,
potom
(x1 ◦ La)(b) = x1(Lab) = x1(ab) = a1 + b1 = x1(a) + x1(b),
(x2 ◦ La)(b) = x2(Lab) = x2(ab) = a2 + b2 = x2(a) + x2(b),
(x3 ◦ La)(b) = x3(Lab) = x3(ab) = a3 + b3 + a1b2 = x3(a) + x3(b) + x1(a)x2(b).
Vynecháním b dostáváme
(x1 ◦ La) = x1(a) + x1,
(x2 ◦ La) = x2(a) + x2,
(x3 ◦ La) = x3(a) + x3 + x1(a)x2.
Ozna£me Xe = ξ1∂x1 + ξ
2∂x2 + ξ
3∂x3 vektorové pole X v po£átku. Pak dostáváme
X1a = Xe(x1(a) + x1) = ξ
1,
X2a = Xe(x2(a) + x2) = ξ
2,




takºe levoinvariantní vektorové pole X je dáno parametry ξi







= ξ1∂x1 + ξ
2 (∂x2 + x1∂x3) + ξ
3∂x3
= ξ1V1 + ξ
2V2 + ξ
3V3
a dostáváme tedy lineární kombinaci vektorových polí V1, V2, V3.
Pokud v p°edchozím lemmatu pouºijeme aproximovaná vektorová pole modelu Dubi-
nova auta, tedy V1 = ∂x + θ∂y, V2 = ∂θ, spolu s transformací x1 := θ, x2 := x, x3 := y
dostaneme vektorová pole v tvrzení tohoto lemmatu. Na konguraci Dubinova auta tedy
máme strukturu Heisenbergovy grupy.
Poznámka. P°edstavme si nyní model valící se kuli£ky. Protoºe se kuli£ka m·ºe valit
kdykoliv ve v²ech sm¥rech, není její dynamika omezena neholonomními podmínkami. Na
konguraci takové kuli£ky pak máme grupovou strukturu Eukleidovské grupy E2.
Horizontální distribuce v p°ípad¥ Heisenbergovy grupy je denována jako
H : x→ Hx = span{V1, V2}
lineární kombinace dvou lineárn¥ nezávislých vektorových polí. Vektorové pole V se nazývá
horizontální práv¥ tehdy, kdyº Vx ∈ Hx,∀x ∈ R3. K°ivka c se nazývá horizontální pokud
vektor ċ je horizontální vektorové pole podél c.
P°íklad 5.4. K°ivka c = (x1, x2, x3) je horizontální vzhledem k vektorovým polím V1 =
∂x1 , V2 = ∂x2 + x1∂x3 práv¥ tehdy, pokud
ẋ3 = x1ẋ2.
Vektor ċ m·ºeme napsat jako
ċ = ẋ1∂x1 + ẋ2∂x2 + ẋ3∂x3
= ẋ1∂x1 + ẋ2(∂x2 − x1∂x3) + x1ẋ2∂x3 + ẋ3∂x3
= ẋ1V1 + ẋ2V2 + (ẋ3 − x1ẋ2)∂x3 .
Aby tato k°ivka byla horizontální musí být tato derivace lineární kombinací vektorových
polí V1, V2. Proto musí platit rovnost ẋ3 = x1ẋ2.
V¥ta 5.5. Pokud c(s) je horizontální k°ivka, pak c̄(s) = Lac(s) je horizontální k°ivka pro
v²echny prvky a ∈ H Heisenbergovy grupy H.
D·kaz. Pro c = (c1, c2, c3) a c̄ = (c̄1, c̄2, c̄3) platí
c̄1 = a1 + c1 =⇒ ˙̄c1 = ċ1
c̄2 = a2 + c2 =⇒ ˙̄c2 = ċ2
c̄3 = a3 + c3 + a1c2 =⇒ ˙̄c3 = ċ3 + a1ċ2
Protoºe c je horizontální k°ivka, pak s vyuºitím p°edchozího p°íkladu dostáváme
˙̄c3 = ċ3 + a1ċ2
= c1ċ2 + a1ċ2
= ċ2(a1 + c1)
= ċ2c̄1 = ˙̄c2c̄1,
coº s výsledky p°edchozího p°íkladu zaru£uje, ºe k°ivka c̄(s) je také horizontální.
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V této kapitole jsme tedy ukázali, ºe model Dubinova auta je lokáln¥ °íditelný v po-
£átku. Vektorová pole tohoto °ídícího systému jsou levoinvariantní v·£i Heisenbergov¥
grup¥, tj. tato pole jsou jednozna£n¥ denována v po£átku a m·ºeme je posouvat násobe-
ním a tak lze auto °ídit na celé variet¥ M . Toto násobení odpovídá nap°íklad jízd¥ rovn¥
vp°ed.
6 Tanakovo prodlouºení
V minulé kapitole jsme vid¥li vid¥li, ºe levé násobení na H3 zachovává distribuci. V dal²ím
popí²eme algoritmus, který nalezne dal²í zobrazení, která zachovávají distribuci.











i + g0 je nekladná gradovaná Lieova algebra s operací Lieovy




algebry m0 je fundamentální, tj. generovaná £ástí g−1. Denujme posloupnost vektorových
prostor· gr(r ≥ 1) takových, ºe mf := m+
∑f
r=0 g
r(f ≥ 0), gr ⊂ glr(mr−1), kde glj(m) :=
{A ∈ gl(m),A(mi) ⊂ mi+j,∀i ∈ Z}. Nech´
g1 := {A ∈ gl1(m0), A[x, y] = [A(x), y] + [x,A(y)], ∀x, y ∈ m0},
dále p°edpokládejme, ºe gs ⊂ gls(ms−1) známe pro kaºdé 1 ≤ s ≤ r. Denujme
gr+1 := {A ∈ glr+1(mr), A[x, y] = [A(x), y] + [x,A(y)], ∀x, y ∈ m}, (7)
V p°edchozí rovnosti (7) [·, ·] : m×mr → mr roz²i°uje Lieovu závorku [·, ·] na m×m0 a
[x, z] = −[z, x] = −z(x), x ∈ m, z ∈ gs ⊂ gls(ms−1), 1 ≤ s ≤ r. (8)




mr−1, takºe bychom m¥li uvaºovat gr ⊂ Homr(m,mr−1).
V¥ta 6.2. Vektorový prostor (m0)∞ := m0 +
∑
r≥1 g
r nazývaný Tanakovo prodlouºení m0
má strukturu gradované Lieovy algebry s Lieovou závorkou s následujícími vlastnostmi:
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1. Lieova závorka dvou prvk· z m0 je jejich Lieova závorka v Lieov¥ algeb°e m0;
2. Lieova závorka [x, z], kde x ∈ m a z ∈ gs(s ≥ 1) je dána rovností (8);
3. Lieova závorka [f1, f2], kde f1 ∈
∑
r≥0 g
r a f2 ∈
∑
r≥1 g
r je denována jako
[f1, f2](x) = [f1(x), f2] + [f1, f2(x)], f1 ∈ gr1 , f2 ∈ gr2 , x ∈ m.
Nech´ tedy m0 =
∑−1
i=−km
i + g0 je nekladná gradovaná Lieova algebra, (m0)∞ = m0 +∑
i≥1 g
i její Tanakovo prodlouºení a (ml)≥0 =
∑l
i=0 g




Denice 6.3. Nech´H je distribuce a J : H → H je denováno jako J(X1) = −X2, J(X2) =
X1. J nazýváme komplexní strukturou horizontální roviny.
Denice 6.4. Hermitovská metrika na reálném vektorovém prostoru V s komplexní struk-
turou J je nedegenerativní, positivn¥ denitní vnit°ní sou£in h takový, ºe
h(JX, JY ) = h(X, Y ), X, Y ∈ V.
Denice 6.5. Fundamentální 2-forma Φ je denovaná jako
Φ(X, Y ) = h(X, JY ), ∀X, Y.
Hermitovská metrika na vektorovém prostoru V s komplexní strukturou J nazýváme
Kählerovou metrikou, pokud její fundamentální 2-forma je uzav°ená.




Λ01(X1) = X1, Λ
0
1(X2) = X2, Λ
0
2(X1) = X2, Λ
0
2(X2) = −X1.
Volba t¥chto automorsm· není náhodná, zachovávají totiº Heisenbergovu geometrii a
komplexní strukturu. Protoºe Λ0i jsou derivace, pak m·ºeme po£ítat
Λ01(X3) = Λ
0
1([X1, X2]) = [Λ
0
1(X1), X2] + [X1,Λ
0
1(X2)] = [X1, X2] + [X1, X2] = 2X3,
Λ02(X3) = Λ
0
2([X1, X2]) = [Λ
0
2(X1), X2] + [X1,Λ
0
2(X2)] = [X2, X2] + [X1,−X1] = 0













pro n¥jaké αij, 1 ≤ i, j ≤ 2. Pokud δ1 ∈ g1 pak
δ1(X3) = [δ















= α11X2 − α12X1 − α21X1 − α22X2 = (α11 − α22)X2 + (−α12 − α21)X1.
Podobn¥ dostaneme
δ1([X1, X3]) = [δ











2(X3) + (α12 + α21)[X1, X1] + (α11 − α22)[X1, X2]





δ1([X2, X3]) = [δ











2(X3) + (α12 + α21)[X1, X2] + (α11 − α22)[X2, X2]






1 − 3α21Λ02, δ1(X2) = α21Λ01 + 3α11Λ02.
Pro výpo£et g2 zvolme nyní parametry α11, α21 jako (α11, α21) = (1, 0) respektive (α11, α21) =









2(X1) = −3Λ02, Λ12(X2) = Λ01.
Spo£t¥me nyní vyjád°ení pole X3 v Λ1i .
Λ11(X3) = [Λ
1




1, X2]− [3Λ02, X1] = X2 − 3X2 = −2X2
Λ12(X3) = [Λ
1
2(X1), X2] + [X1,Λ
1
2(X2)] = [−3Λ02, X2]− [Λ01, X1] = 3X1 −X1 = 2X1













pro n¥jaké βij, 1 ≤ i, j ≤ 2. Vypo£t¥me nyní vyjád°ení polí X3, [X1, X3], [X2, X3] pro
δ2 ∈ g2.
δ2(X3) = [δ










1 − β21Λ01 + 3β22Λ02 = (β12 − β21)Λ01 + (3β11 + 3β22)Λ02
Z vyjád°ení závorek [X1, X3], [X2, X3] v δ2 vypo£teme hodnoty koecient· βij.




2, X3]− [(β12 − β21)Λ01 + (3β11 + 3β22)Λ02, X1]
= −2β11X2 + 2β12X1 + (β21 − β12)X1 − (3β11 + 3β22)X2
= (β12 + β21)X1 + (−5β11 − 3β22)X2 = 0




2, X3]− [(β12 − β21)Λ01 + (3β11 + 3β22)Λ02, X2]
= −2β21X2 + 2β22X1 + (β21 − β12)X2 + (3β11 + 3β22)X1
= (3β11 + 5β22)X1 + (−β21 − β12)X2 = 0
Tyto dv¥ rovnice implikují následující soustavu rovnic
β12 + β21 = 0
−5β11 − 3β22 = 0
3β11 + 5β22 = 0
−β21 − β12 = 0
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jejímº °e²ením je β11 = β22 = 0, β12 = −β21, tedy
δ2(X1) = −β21Λ12, δ2(X2) = β21Λ11.
Pokusme se nyní vypo£ítat g3. Zvolme tedy β21 = 1 a potom β21 = 0, kde z°ejm¥ toto
zobrazení degraduje.
Λ21(X1) = −Λ12, Λ21(X2) = Λ11, Λ22(X1) = 0, Λ22(X2) = 0
Spo£t¥me nyní vyjád°ení pole X3 v Λ2i .
Λ21(X3) = [Λ
2
1(X1), X2] + [X1,Λ
2
1(X2)] = [−Λ12, X2]− [Λ11, X1] = Λ01 − Λ01 = 0
Λ22(X3) = [Λ
2
2(X1), X2] + [X1,Λ
2
2(X2)] = [0, X2]− [0, X1] = 0







pro n¥jaké γi, i = 1, 2. Nyní vypo£ítáme vyjád°ení polí X3, [X1, X3], [X2, X3] v δ3 ∈ g3.
δ3(X3) = [δ
3(X1), X2] + [X1, δ
3(X2)] = [γ1Λ
2
1, X2]− [γ2Λ21, X1] = γ1Λ11 + γ2Λ12
δ3([X1, X3]) = [γ1Λ
2
1, X3]− [γ1Λ11 + γ2Λ12, X1] = 0− γ1Λ01 − 3γ2Λ02
δ3([X2, X3]) = [γ2Λ
2
1, X3]− [γ1Λ11 + γ2Λ12, X2] = 0− 3γ1Λ02 − γ2Λ01


















































































































2, X2] = 2Λ
1
1













2, 3Λ02] = 0








Dostáváme tedy osmidimenzionální Lieovu algebru s následující multiplikativní tabulkou:
[·, ·] X1 X2 X3 Λ01 Λ02 Λ11 Λ12 Λ2
X1 0 X3 0 −X1 −X2 −Λ01 3Λ02 Λ12
X2 −X3 0 0 −X2 X1 −3Λ02 −Λ01 −Λ11
X3 0 0 0 −2X3 0 2X2 −2X1 0
Λ01 X1 X2 2X3 0 0 −Λ11 −Λ12 −2Λ2





2 −2X2 Λ11 −Λ12 0 −2Λ2 0
Λ12 −3Λ02 Λ01 2X1 Λ12 Λ11 2Λ2 0 0
Λ2 −Λ12 Λ11 0 2Λ2 0 0 0 0
Tabulka 4: Multiplikativní tabulka Tanakova prodlouºení pro Dubin's car
6.2 Geometrické Tanakovo prodlouºení
Pro zjednodu²ení nyní ozna£me prvky Tanakova prodlouºení (m0)∞ jako ei, takºe máme
multiplikativní tabulku
[·, ·] e1 e2 e3 e4 e5 e6 e7 e8
e1 0 e3 0 −e1 −e2 −e4 3e5 e7
e2 −e3 0 0 −e2 e1 −3e5 −e4 −e6
e3 0 0 0 −2e3 0 2e2 −2e1 0
e4 e1 e2 2e3 0 0 −e6 −e7 −2e8
e5 e2 −e1 0 0 0 e7 −e6 0
e6 e4 3e5 −2e2 e6 −e7 0 −2e8 0
e7 −3e5 e4 2e1 e7 e6 2e8 0 0
e8 −e7 e6 0 2e8 0 0 0 0
Na²im cílem je najít osm vektorových polí na M , které tvo°í stejnou Lieovu algebru,
a jejichº závorka zachovává p·vodní distribuci. Takovým polím se °íká innitesimální
automorsmy. Následující výpo£et je zaloºen na algoritmu, který je moºné nalézt v [5].
Abychom tato pole na²li, zavedeme si takzvanou Maurer-Cartan formu, tedy zobrazení
ω : TM → g takové, ºe ω = ωxdx+ ωydy + ωθdθ spl¬uje ω(Xi) = ei. Dostaneme tedy
e1 = (ωxdx+ ωydy + ωθdθ)(∂θ) = ωθ,
e2 = (ωxdx+ ωydy + ωθdθ)(∂x + θ∂y) = ωx + θωy,
e3 = (ωxdx+ ωydy + ωθdθ)(∂y) = ωy.
Potom
ω = (e2 − θe3)dx+ e3dy + e1dx = dθe1 + dxe2 + (dy − θdx)e3
a ozna£me
ω−1 = dθe1 + dxe2,
ω−2 = (dy − θdx)e3.




kde u−2 = e3, je práv¥ Ye3 = ∂y. Nech´ nyní e2 ∈ g−1 takové, ºe hledáme Ye2 spl¬ující
ω(Ye2) = u
−1 + u−2, kde
u−1 = e2,
du−2 = [u−1, ω−1].
Výpo£tem t¥chto rovnic
u−1 = e2
du−2 = [e2, dθe1 + dxe2] = −dθe3
dávající u−1 = e2, u−2 = −θe3, je °e²ení Ye2 rovnice ω(Ye2) = e2 − θe3.
Ye2 = ∂x + θ∂y − θ∂y = ∂x
Nech´ nyní e1 ∈ g−1 takové, ºe hledáme Ye1 spl¬ující ω(Ye1) = u−1 + u−2, kde
u−1 = e1,
du−2 = [u−1, ω−1].
Výpo£tem t¥chto rovnic
u−1 = e1
du−2 = [e1, dθe1 + dxe2] = dxe3
dávající u−1 = e1, u−2 = xe3, je °e²ení Ye1 rovnice ω(Ye1) = e1 + xe3.
Ye1 = ∂θ + x∂y
Dostáváme tak algebru 〈Ye1 , Ye2 , Ye3〉 izomorfní s algebrou 〈X1, X2, X3〉. Nech´ nyní e4 ∈ g0
takové, ºe hledáme Ye4 spl¬ující ω(Ye4) = u
0 + u−1 + u−2, kde
u0 = e4,
du−1 = [u0, ω−1],
du−2 = [u−1, ω−1] + [u0, ω−2].
Výpo£tem t¥chto rovnic
u0 = e4
du−1 = [e4, dθe1 + dxe2] = dθe1 + dxe2
dávající u0 = e4, u−1 = θe1 + xe2 a navíc
du−2 = [θe1 + xe2, dθe1 + dxe2] + [e4, (dy − θdx)e3] = (θdx− xdθ)e3 + 2(dy − θx)e3
dávající u−2 = (2y−xθ)e3, získáme °e²ení Ye4 rovnice ω(Ye4) = e4 +θe1 +xe2 +(2y−xθ)e3.
Ye4 = x∂x + 2y∂y + θ∂θ
Nech´ nyní e5 ∈ g0 takové, ºe hledáme Ye5 spl¬ující ω(Ye5) = u0 + u−1 + u−2, kde
u0 = e5,
du−1 = [u0, ω−1],




du−1 = [e5, dθe1 + dxe2] = dθe2 − dxe1
dávající u0 = e4, u−1 = θe2 − xe1 a navíc
du−2 = [θe2 − xe1, dθe1 + dxe2] + [e5, (dy − θdx)e3] = (−θdθ − xdx)e3
dávající u−2 = −1
2
(θ2 + x2)e3, získáme °e²ení Ye5 rovnice ω(Ye5) = e5 + θe2− xe1− 12(θ
2 +
x2)e3.
Ye5 = θ∂x −
1
2
(x2 − θ2)∂y − x∂θ
Nech´ nyní e6 ∈ g1 takové, ºe hledáme Ye6 spl¬ující ω(Ye6) = u1 + u0 + u−1 + u−2, kde
u1 = e6,
du0 = [u1, ω−1],
du−1 = [u1, ω−2] + [u0, ω−1],
du−2 = [u−1, ω−1] + [u0, ω−2].
Výpo£tem t¥chto rovnic
u1 = e6
du0 = [e6, dθe1 + dxe2] = dθe4 + 3dxe5
dávající u1 = e6, u0 = θe4 + 3xe5 a navíc
du−1 = [θe4+3xe5, dθe1+dxe2]+[e6, (dy−θdx)e3] = (3xdθ+3θdx−2dy)e2+(θdθ−3xdx)e1
dávající u−1 = 1
2





(θ2 − 3x2)e1 + (3xθ − 2y)e2, dθe1 + dxe2
]
+ [θe4 + 3xe5, (dy − θdx)e3]
=
(













e3.Z t¥chto rovnic získáme °e²ení Ye6 rovnice ω(Ye6) =
e6 + θe4 + 3xe5 +
1
2
























Nech´ nyní e7 ∈ g1 takové, ºe hledáme Ye7 spl¬ující ω(Ye7) = u1 + u0 + u−1 + u−2, kde
u1 = e7,
du0 = [u1, ω−1],
du−1 = [u1, ω−2] + [u0, ω−1],




du0 = [e7, dθe1 + dxe2] = dxe4 − 3dθe5
dávající u1 = e7, u0 = xe4 − 3θe5 a navíc
du−1 = [xe4−3θe5, dθe1+dxe2]+[e7, (dy−θdx)e3] = (xdx−3θdθ−2dy)e2+(θdx+xdθ+2dy)e1
dávající u−1 = (θx+ 2y)e1 + 12(x






(x2 − 3θ2)e2, dθe1 + dxe2
]
+ [xe4 − 3θe5, (dy − θdx)e3]
=
(
















e3.Z t¥chto rovnic získáme °e²ení Ye6 rovnice ω(Ye7) =
e7 + xe4 − 3θe5 + (θx+ 2y)e1 + 12(x









Ye7 = (2y + θx) ∂θ +
1
2





Vypo£ítali jsme tedy sedm innitesimálních automorsm·, které zachovávají horizontální
distribuci. Poslední vektorové pole jsme nedopo£ítali, výpo£et se komplikuje a bylo by
pot°eba podrobn¥j²í analýzy systému diferenciálních rovnic. V dal²í kapitole provedeme
simulace demonstrující tuto vlastnost na zvoleném vstupním signálu a na zvolené inte-
grální k°ivce.
7 Návrhy °ízení
V této podkapitole budeme simulovat pohyb mechanismu pomocí vstupního singálu. Po-
znamenejme, ºe výpo£ty a grafy byly vygenerovány softwarem Maple Software. Vstupní
signál X uvaºujeme jako kombinaci vektorových polí ze systému (1).
X = A cos(t)V1(q) + A sin(t)V2(q)
Tuto kombinaci jsme zvolili proto, abychom parametrem t ∈ 〈−π; π〉 získali t°ídu kom-
binací. Parametr A ∈ 〈0; 5〉 pak reprezentuje amplitudu signálu. Tento signál budeme
posouvat násobení zleva pomocí innitesimálního automorsmu z Tanakova prodlouºení,
tedy automorsmem, který zachovává horizontálnost. Prvn¥ vezm¥me automorsmus Ye4 ,
pak násobení zleva realizujeme Lieovou závorkou jako
T1 := [Ye4 , X] = −A sin(t)∂x − A sin(t)z∂y − A cos(t)∂z.












(a) Projekce xy (b) Projekce yz (c) Projekce xz
Obrázek 5: Zobrazení toku ΦT1 v jednotlivých projekcích
Nyní prove¤me stejné úvahy pro automorsmus Ye5 .










+ A (A+ z) sin(t) + y,−A cos(t) + A+ z
)
(a) Projekce xy (b) Projekce yz (c) Projekce xz
Obrázek 6: Zobrazení toku ΦT2 v jednotlivých projekcích
Z Obrázku 7 je vid¥t, ºe automorsmy Ye4 , Ye5 pouze reparametrizují vstupní sig-
nálovou plochu. Je to zp·sobeno tím, ºe toky odpovídají homomorsm·m distribuce.







pro parametr t ∈ 〈−2π, 2π〉. Tuto k°ivku budeme posouvat levým násobením stejn¥ jako ve
v¥t¥ (5.5). To m·ºeme realizovat toky innitezimálních automorm· Ye1 , . . . , Ye7 . Trans-
formujme tuto k°ivku nejd°íve automorsmy Ye1 , Ye2 .
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(a) Projekce xy (b) Projekce xz (c) Projekce yz
Obrázek 7: Transformace k°ivky c automorsmem Ye1
(a) Projekce xy (b) Projekce xz (c) Projekce yz
Obrázek 8: Transformace k°ivky c automorsmem Ye2
Vidíme, ºe automorsmy Ye1 , Ye2 zachovávají vrchol paraboly c, ale transformují její
tvar. Transformujme k°ivku c automorsmem Ye3 .
(a) Projekce xy (b) Projekce xz (c) Projekce yz
Obrázek 9: Transformace k°ivky c automorsmem Ye3
Z°ejm¥ tento automorsmus naopak zachovává tvar paraboly, ale posouvá její vrchol.
Transformujme parabolu automorsmem Ye4 .
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(a) Projekce xy (b) Projekce xz (c) Projekce yz
Obrázek 10: Transformace k°ivky c automorsmem Ye4
Tento automorsmus reparametrizuje danou k°ivku c. V p°ípad¥ automorsmu Ye5
dochází ke sloºité transformaci k°ivky c. V tomto p°ípad¥ je parabola transformována na
prostorovou k°ivku, jak je moºné vid¥t na obrázku 11.
(a) Projekce xy (b) Projekce xz (c) Projekce yz
Obrázek 11: Transformace k°ivky c automorsmem Ye5
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8 Záv¥r
Obsahem této práce bylo analyzovat °íditelnost neholonomních systém·, nalézt jejich °ídící
algebry a nakonec nalézt automorsmy, které zachovávají integrální k°ivky kongura£ního
prostoru.
Nejd°íve jsme analyzovali zjednodu²enou verzi modelu Dubin's car. Pak jsme do to-
hoto modelu p°idali dal²í °ídící parametr, nicmén¥ se ukázalo, ºe na lokální °ízení tento
parametr má minimální vliv. Protoºe jeho °ídící algebra není nilpotentní, uvedli jsme
Bellaïche·v algoritmus nilpotentní aproximace, který z podkladové Lieovy algebry vytvo°í
nilpotentní algebru. Ukázalo se, ºe ve studovaných p°ípadech, jejichº hloubka ltrace je
maximáln¥ 2, lze tento algoritmus zna£n¥ zredukovat. Pro p·vodní model jsme tedy se-
strojili nilpotentní aproximaci v£etn¥ multiplikativní tabulky. Jeho nilpotentní algebrá má
t°i vektorová pole. Stejné úvahy jsme pak provedli i pro dal²í modelové mechanismy (ro-
botický had, Trident mechanismus), av²ak kv·li pracnosti dal²ích výpo£t· jsme v dal²ím
rozboru pracovali pouze s modelem Dubin's car.
Ukázalo se, ºe °ídící algebra modelu Dubin's car má strukturu Heisenbergovy algebry.
Tento fakt jsme s výhodou pouºili pro konstrukci Tanakova prodlouºení, které zachovává
Heisenbergovu geometrii, následn¥ jsme sestrojili úplnou multiplikativní tabulku Tanakova
prodlouºení (Tabulka 4) pro tento model a dále jsme nalezli innitesimální automorsmy
zachovávající horizontálnost k°ivek na distribuci D. T¥chto automorsm· má mít tato
algebra celkem osm, av²ak se dokázalo spo£ítat pouze sedm z nich.
V poslední kapitole jsme vlastnosti t¥chto algeber ukázali na návrhu °ízení. Nejprve
jsme zvolili kombinaci °e²ení neholonomního systému (1). Tuto kombinaci jsme zobrazo-
vali automorsmy na kongura£ní prostor, av²ak jsme zjitili, ºe tyto automorsmy tuto
kombinaci pouze reparametrizují, protoºe tato kombinace je jednoparametrická soustava
horizontálních k°ivek. Pak jsme vzali náhodn¥ zvolenou integrální k°ivku a pomocí tok·
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