Real-time monitoring of functional tissue parameters, such as local blood oxygenation, based on optical imaging could provide groundbreaking advances in the diagnosis and interventional therapy of various diseases. While photoacoustic (PA) imaging is a novel imaging concept with great potential to measure optical absorption deep inside tissue, quantification of the measurements remains a major challenge to be addressed. In this paper, we introduce the first machine learning-based approach to quantitative PA tomography (qPAT), which relies on learning the fluence in a voxel to deduce the corresponding optical absorption. The bottleneck of training data generation is overcome by encoding relevant information of the measured signal and the characteristics of the imaging system in voxel-based context images, which allow the generation of thousands of training samples from a single simulated PAT image.
Introduction
Photoacoustic (PA) imaging is a novel imaging concept with a high potential for real-time monitoring of functional tissue parameters such as blood oxygenation deep inside tissue. It measures the acoustic waves arising from the stress-confined thermal response of optical absorption in tissue [1] . More specifically, a photoacoustic signal S(v) in a location v is a pressure response to the locally absorbed energy H(v), which, in turn, is a product of the absorption coefficient µ a (v), the Grueneisen coefficient Γ(v) and the local light fluence φ(v).
Given that the local light fluence not only depends on the imaging setup but is also highly dependent on the optical properties of the surrounding tissue, quantification of optical absorption based on the measured PA signal is a major challenge [2, 3] . This holds true especially in the context of PA tomography (PAT), which is the term used for PA imaging concepts that rely on sensor arrays to image slices of tissue. The term encompasses concepts from dedicated small animal PA computed tomography to scans with linear ultrasound transducers [1] . So far, the field of quantitative PAT (qPAT) has focussed on model-based iterative optimization approaches to infer optical tissue parameters from measured signals (cf. e.g. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] ). While these methods are well-suited for tomographic devices with high image quality (cf. e.g. [13] [14] [15] ) as used in small animal imaging, translational PA research with clinical ultrasound transducers or similar handheld devices (cf. e.g. [1, [16] [17] [18] [19] [20] [21] [22] ) focusses on qualitative image analysis. Figure 1 : Machine learning approach to local fluence estimation with context images. Context images (CIs) are generated individually for each voxel and encode both (1) relevant information on the measured signal extracted from the PAT signal volume and (2) prior knowledge on the characteristics of the imaging system represented by so-called fluence contribution maps (FCMs) (cf. Methods, Quantitative photoacoustic tomography with local context encoding). a During algorithm training, a regressor is presented tuples of context images and corresponding ground truth fluence values for each voxel in the training data. For estimation of optical absorption in voxels of a previously unseen image, the voxel-specific context image is generated and used to infer the local fluence using the trained regressor. Optical absorption can be deduced by correcting the signal image with the inferred fluence. b Generation of context images using FCMs and PAT signal volumes. The voxel-specific FCMs serve as a representation of how the PAT excitation light pulse propagates through homogeneous tissue to arrive in a target voxel given a chosen hardware setup. Signal volume and FCM are superimposed to generate 2D histograms from tuples of measured signal and corresponding fluence contribution.
As an initial step towards clinical qPAT, we introduce an entirely novel machine learningbased approach to quantifying PA measurements. The approach features high robustness to noise while being computationally efficient. In contrast to all other approaches proposed to date, our method relies on learning the light fluence on a voxel level to deduce the corresponding optical absorption. Our core contribution is the development of a voxel-based context image (CI) that encodes relevant information of the measured signal voxel and the characteristics of the imaging system in a single feature vector. This enables us to convert the challenge of fluence estimation into a machine learning problem that we can solve in a fast and robust manner (cf. Figure 1) . Comprehensive in silico experiments indicate high accuracy, speed, and robustness of the proposed local context encoding (LCE)-qPAT approach. This is demonstrated for estimation of (1) the local fluence and optical absorption from single wavelength PAT images, as well as (2) blood oxygen saturation from multi-spectral PAT images.
Results

Local context encoding-qPAT (LCE-qPAT) concept
A common challenge related to applying machine learning methods to biomedical imaging problems is the lack of labeled training data. While Monte Carlo methods, which are currently the gold standard for simulating light transportation in tissue [11] , could potentially be used to generate training data, a major issue in the context of PAT is the strong dependence of the signal on the surrounding tissue. This renders separation of voxels from their local context, as in surface optical imaging [23] , impossible. Simulation of a sufficient number of training volumes covering a large range of tissue parameter variations, on the other hand, is computationally not feasible given the generally long runtime of Monte Carlo methods.
Inspired by an approach to shape matching, where local shape context is encoded in a so-called spin image specifically for each node in a mesh [24] , we address the problem of training data generation by encoding the local voxel-specific context in CIs. This allows us to train machine learning algorithms on voxel level rather than image level and thus requires order of magnitude fewer simulated training volumes. The CI for a voxel in a PAT volume is essentially a 2D histogram composed (1) of the measured PAT signals in the local neighborhood of the voxel and (2) of knowledge of the illumination geometry of the PAT probe represented by so-called voxel-specific fluence contribution maps (FCMs), as detailed in the Methods section. As illustrated in Figure 1 b, FCMs are simulated for each voxel in the imaging plane of a PA system. They provide a measure for the likelihood that a photon arriving in a target voxel has passed a certain voxel in the imaged area. The CIs are used for training a regressor that estimates the local fluence, which, in turn, can be used to reconstruct local absorption.
Using voxel-based CIs, thousands of training samples can be extracted from a single We show (from left to right) (1) the estimated fluence, (2) the corresponding signal images, (3) the resulting estimation of the absorption coefficient, and (4) the ground truth optical absorption, for reference. d shows a histogram of the relative absorption estimation over all ROI voxels (n = 5347) in DS base illustrating absorption estimation accuracy rather than fluence estimation accuracy measured by e r . Precorrecting the signal with the fluence of a homogeneous tissue assumption (cf. Methods, Prototype implementation) underestimates the absorption and is considerably outperformed by LCE-qPAT in the ROI. The LCE-qPAT plot omits 5 outliers larger 2.
slice of a simulated PAT training volume. With our implementation and setup (cf. Methods, Prototype implementation), our images comprise 3008 training samples, which results in an average simulation time of 2 seconds per training sample on a high-end CPU (Intel i7-5960X). This allows us to generate enough training samples in a feasible amount of time, to train a regressor that enables fluence estimation in a previously unseen image in near real-time. With our setup, the measured computational time for quantifying fluence in a single image slice was 4.2 s ± 0.1 s on the same high-end CPU. In the following validation experiments, we quantify the fluence up to an imaging depth of 28 mm in all unseen test images for each dataset introduced in the Methods section.
Feasibility of single wavelength absorption estimation
To investigate the feasibility of absorption estimation using LCE-qPAT, we designed five experimental datasets with varying complexity as listed in Table 1 (left). Figure 2 a-c show representative examples of the previously unseen 125 simulated test images from the baseline dataset DS base , with their corresponding fluence estimation results. The optical absorption is reconstructed using the fluence estimation. A histogram illustrating absorption estimation accuracy in region of interest (ROI) voxels of DS base is shown in Figure 2 d. The ROI is defined as vessel structures of significant signal (cf. Methods, Prototype implementation). In the following, we report the relative fluence estimation error e r (for a general definition cf. Methods, Confidence estimation) rather than the absorption estimation error, to separate the error in estimating fluence with LCE-qPAT from errors introduced through simulation-intrinsic or added noise on the signal which will affect the quantification regardless of fluence estimation. Table 1 (right) summarizes the descriptive statistics of the relative fluence estimation errors e r for the experiments on absorption estimation using single wavelength PAT images. The relative fluence estimation error e r does not follow a normal distribution due to large outliers especially in complex datasets, which is why we report median e r with interquartile ranges (IQR) for all datasets. Even for the most complex dataset DS multi with variations of multiple parameters, specifically, number of vessels, vessel absorption coefficient and vessel radii LCE-qPAT yields a median overall relative fluence estimation error e r below 2 %. Errors are higher in the ROI, especially in datasets with high variations of absorption. Previously proposed qPAT approaches reveal high drops in estimation performance when dealing with noisy data (cf. e.g. [25] ). To remedy this, methods have been proposed to incorporate more accurate noise representations into model based reconstruction algorithms [26, 27] . When validating the robustness of LCE-qPAT to noise, it yields high accuracy even under unrealistically high noise levels of up to 20 % (cf. Figure 3 ). Regardless of the noise level applied, the highest median errors occur in the ROIs of datasets which are characterized by high absorption and inhomogeneous tissue properties. To compensate for uncertainties in the fluence estimation resulting from, for example, lack of sufficient matching training data, our method incorporates a novel approach for assessing its own estimation confidence (cf. Methods, Confidence estimation). As shown in Figure 4 , evaluation of the fluence estimation on just the confident regions leads to a considerable decrease in error especially in high noise, high complexity scenarios. On our most complex dataset, DS multi with 20 % noise, for example, when considering only the 55 % and 10 % most confident voxels, the median fluence estimation error e r can be reduced from 28 % to 16 % and 6 %, respectively.
Confidence estimation
Feasibility of multi wavelength oxygenation estimation
Estimation of local blood oxygen saturation (sO 2 ) is one of the main qPAT applications and is only possible with multispectral measurements. We used LCE-qPAT to quantify sO 2 in two ways: (1) via linear spectral unmixing [28] of the LCE-qPAT fluence corrected signal and (2) by learning oxygenation directly using a multi wavelength functional LCE-qPAT (fLCE-qPAT) adaptation. These two approaches were validated on a new dataset DS oxy which consists of a set of PAT volumes that were simulated at three fixed near-infrared wavelengths (cf. Methods, Feasibility of multi wavelength oxygenation estimation). As shown in Figure 5 a, the estimation results for both methods are in very close agreement with the ground truth. In fact, the median absolute oxygen estimation error was 3.1 % with IQR (1.1 %, 6.4 %) for LCE-qPAT and 0.8 % with IQR (0.3 %, 1.8 %) for the fLCEqPAT adaptation (cf. Supplemental Material Note 3 ). Furthermore, our methodology outperforms a state-of-the-art approach based on linear spectral unmixing of the raw signal (as also compared to in [15] ). By means of example Figure 5 b shows that linear spectral unmixing of the ROI on the uncorrected signal fails deep inside the ROI where the fluence varies strongly for different wavelengths. To compensate for this effect when comparing the approach to our method, we validate all methods only on the maximum intensity projection along the depth axis (as also used in [29] ) in Figure 5 a. For reference, evaluations over the whole ROI, as well as all voxels in the DS oxy test set are provided in Supplemental Material Note 3. Figure 5 : Oxygenation estimation. a shows the median oxygen estimation with the interquartile range (IQR) on the maximum intensity projection (MIP) voxels using linear spectral unmixing of (blue) the uncorrected signal, (green) the signal corrected by LCEqPAT, and (red) direct estimation by functional LCE-qPAT (fLCE-qPAT). b shows the oxygenation estimation for a representative patch of signal showing a vessel in 15 mm depth and with 3 mm radius. The signal for one of the measurement wavelengths is shown for reference together with the oxygen estimation results for 0 %, 50 %, and 100 % ground truth homogeneous oxygenation and the three examined methods. For the oxygen estimation results over the whole ROI cf. Supplemental Materials Note 3.
Discussion
This paper addresses one of the most important challenges related to photoacoustic imaging, namely the quantification of optical absorption based on the measured signal. In contrast to all other approaches proposed to date (cf. e.g. [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] ), our method relies on learning the light fluence in a voxel to deduce the corresponding optical absorption. Comprehensive in silico experiments presented in this manuscript show the high potential of this entirely novel approach to estimate both optical absorption and derived functional properties, such as oxygenation, even in the presence of high noise.
The presented approach to confidence estimation can be a valuable tool for providing quantification results only for voxels with low estimated error. In this context, the tradeoff between the percentage of "valid" voxels and the increase in accuracy must be considered. It is worth noting that even a small percentage of highly accurately quantified voxels can be utilized to obtain an improved measure of optical absorption or oxygenation in a region, as estimating optical and functional properties in larger regions is common in many imaging systems (cf. e.g. [15, 30] ). Doing so could improve the current practice of thresholding based on signal intensity.
As an important contribution with high potential impact, we adapted LCE-qPAT to estimate functional tissue properties from multi wavelength data. Both variants -linear spectral unmixing of the fluence corrected signal, as well as direct estimation of oxygenation from multi wavelength CIs, yielded highly accurate results that outperformed the stateof-the-art approach based on linear spectral unmixing of the raw PA signal. It should be noted that linear spectral unmixing on the signal for sO 2 estimation is usually performed on a wider range of wavelengths to increase accuracy. However, even this increase in number of wavelengths cannot account for nonlinear fluence effects [3] . Combined with the separately established robustness to noise, multi wavelength applications of LCE-qPAT are very promising.
In our first prototype implementation of LCE-qPAT we used random forests regressors with standard parameters. It should be noted, however, that fluence estimation from the proposed CI can in principle be performed by any other machine learning method in a straightforward manner. Given the recent breakthrough successes of convolutional neural networks [31] , we expect even better performance of our approach when applying deep learning algorithms.
A limitation of our study could be seen in the fact that LCE-qPAT was not validated on real PAT data. To apply LCE-qPAT in vivo, further research will have to be conducted in two main areas. Firstly, the acoustical inverse problem for specific scanners must be integrated into the quantification algorithm to enable quantification of images acquired with common PAT probes such as clinical linear transducers. Secondly, training data has to be generated as close to reality as possible -considering a wider range of optical tissue parameters as well as imaging artifacts. While our initial validation handles a large range of absorption compared to prior work (cf. e.g. [6, 7, 26, 32] ) and demonstrates high robustness to noise, the combination with variations of scattering still needs investigation.
Long-term goal of our work is the transfer of LCE-qPAT to clinical data. In this context, runtime of the algorithm will play an important role. While our current implementation can estimate absorption on single slices within seconds, this might not be sufficient for interventional clinical estimation of whole tissue volumes and at higher resolutions. An efficient GPU implementation of the time intensive CI generation might enable real-time quantification.
In summary, LCE-qPAT is the first machine learning-based approach to qPAT. The results of this work suggest that it could pave the way for quantitative real-time functional PA imaging deep inside tissue.
Methods Quantitative photoacoustic tomography with local context encoding
To enable machine learning-based qPAT, we introduce the concept of local context encoding (LCE) using so-called context images (CIs) (cf. Figure 1) . As detailed below, CIs encode relevant information of the measured signal and the characteristics of the imaging system specifically for each voxel and serve as feature vectors for a machine learning algorithm trained to estimate the local fluence in a voxel.
During the training phase, a regressor is presented tuples (CI(v), φ(v)) of context images CI(v) and corresponding ground truth fluence values φ(v) for each voxel v in a set of 3D PAT images. For estimation of optical absorption in a voxel v u of a previously unseen image, the voxel-specific CI is generated and used to infer the local fluenceφ(v u ) using the trained algorithm. The local absorption coefficientμ a (v u ) is then derived from
where we assume the Grueneisen coefficient Γ as constant over all voxels.
The context image CI(v) for a voxel v in a 3D PAT volume is essentially a 2D histogram composed of (1) The concept of LCE cannot only be used to estimate the local fluence and absorption but also derived functional parameters such as oxygenation. To this end, the estimated absorption in a voxel for multiple wavelengths can be applied to resolve oxygenation via linear spectral unmixing. Alternatively, a regressor can be trained using the CIs labeled with ground truth oxygenation. Both methods are detailed in Methods, Feasibility of multi wavelength oxygenation.
The following section describes the specific implementation of the generic concept used in this paper.
Prototype implementation
To investigate the performance of LCE-qPAT, we implemented a first prototype of the method. All parameters were initially optimized on a separate dataset not used in the experiments of this work.
Hardware setup. We assumed a hardware setup based on a linear probe (cf. Supplemental Material Note 2 ) where the ultrasound detector array and the light source move together and the illumination geometry is the same for each image recorded. This is also the case for typical tomographic devices [33, 34] . Such devices yield signal volumes which consist of a stack of z images with x × y voxels.
Fluence contribution maps and Monte Carlo simulations. The x × y FCMs, which have to be generated once for each new hardware setup and each voxel in the imaging plane, were simulated with the same resolution as the input data assuming a constant (minimal) absorption coefficient of 0.1 cm −1 , an anisotropy of 0.9 and a constant reduced scattering coefficient of 15 cm −1 [35] . The number of photons was varied to achieve a consistent photon count in the target voxel. The FCMs were generated with the widely used Monte Carlo simulation tool mcxyz [36] . We modified the existing mcxyz to work in a multithreaded environment and integrated it into the open source Medical Image Interaction Toolkit MITK [37] as mitkMcxyz.
Context images. The fluence contribution and signal axes of the histogram were discretized in 12 bins and were scaled logarithmically to better represent the predominantly low signal and fluence contribution components. The ranges of the axes were set as 0 < log(S) < log(255) and −5 < log(FCM) < −1. Signals and fluence contributions larger than the upper boundary were included in the highest bin while smaller signals and fluence contributions were not included in the histogram. The neighborhood N (v) of a voxel was defined as N (v) = {v |FCM[v](v ) > 10 −5 }, with 10 −5 being the lower bound of the FCM axis in our CIs.
Regressor. In this first prototype implementation of our qPAT concept we applied a random forest regressor. The parameters of the random forest were set to python 2.7 sklearn 0.18 defaults except for the tree count which was set to n regressors = 100. Single wavelength or multi wavelength CIs are arranged in feature vectors and labeled with the optical property to be estimated (e.g. fluence or oxygenation). For the single wavelength experiments we used the local fluence correction φ c (v ) = φ(v )/φ h (v ) as labels, where φ h (v ) is a fluence simulation based on our homogeneous background tissue assumption.
Training data generation. Training data generation was performed in an applicationspecific manner (see Methods, Feasibility) using a dedicated software plugin integrated into MITK and simulating the fluence with mitkMcxyz. It should be noted that the simulated images consist mainly of background voxels and not of ROI vessel structures (c.f. Feasibility of single wavelength absorption estimation), which leads to an imbalance in the training set. To avoid poor estimation for underrepresented classes [38] , we undersampled background voxels in the training process to ensure a 1:1 ROI / background sample ratio.
Confidence estimation
To compensate for potential quantification errors, our approach includes a method for estimating its own quantification certainty. The confidence in a voxel v is represented by a confidence measure c(v) ∈ [0, 1], where 0 represents poor estimation quality (i.e, high uncertainty) and 1 represents high quantification certainty. To estimate c(v) in a previously unseen image from the CIs, a random forest regressor was trained on CIs from the same training dataset DS train as the regressor used for estimating the optical property of interest. The CIs were labeled with a confidence label c(v) for a voxel with relative estimation error e p r (v) (corresponding to an arbitrary optical property p e.g. fluence) in the training dataset DS train with voxels V train is computed as
with
where p(v) is the ground truth value of the optical property p in v,p(v) is the corresponding value estimated with LCE, E train = {e p r (v )|v ∈ V train } is the set of all relative errors in DS train with respect to property p, and q 0.95 (E train ) and min(E train ) are defined as the 95 % quantile and minimum of the estimation errors E train on the training dataset.
The parameters of the regressor for confidence estimation were set to the same values as those for the regressor used for estimating p. For the following methods we defined the relative fluence estimation error as e r = e φ r .
Feasibility of single wavelength absorption estimation
To assess the performance of LCE-qPAT, we designed five experimental datasets with varying complexity as listed in Table 1 (left). With the exception of DS multi , each of the five experimental datasets is composed of 150 training items, 25 validation items and 25 test items, where each item comprises a 3D simulated PAT image of dimensions 64 × 47 × 62 and 0.6 mm equal spacing as well as a corresponding (ground truth) fluence map. We used 5 equidistant slices out of each volume, hence, for each dataset we generated a total of 2,256,000; 376,000 and 376,000 context images for training, parameter optimization and testing respectively. To account for the high complexity of DS multi , we increased the number of training volumes for that set from 150 to 400. The baseline dataset DS base represents simulations of a transcutaneously scanned simplified model of a blood vessel of constant radius (3 mm) and constant absorption (vessel: 4.73 cm −1 , background: 0.1 cm −1 ) and reduced scattering coefficient (15 cm −1 ). To approximate partial volume effects, the absorption coefficients in the ground truth images were Gaussian blurred with a sigma of 0.6 mm. Single slices were simulated using 10 8 photons and then compounded in a fully scanned volume. Different shapes and poses of the vessel were generated by a random walk defined with steps r defined as
where η is a free parameter constant in each vessel with an inter-vessel variation within a uniform distribution (0 < η < 0.2) and a is varied for each of its components in each step within a uniform distribution (−0.2 mm < a i < 0.2 mm). To investigate how variations in geometry and optical properties impact the performance of our method, we designed further experimental datasets in which the number of vessels (DS vessel ), the radii of the vessels (DS radius ), the optical absorption coefficients within the vessels (DS absor. ) as well as all of the above (DS multi ) were varied (Table 1) . While further tissue property variations do exist in practice (e.g. variations in the scattering coefficient), we focused on covering a broad range of absorption and geometry variations in this initial study. The range of absorption is much wider than in prior work (cf. e.g. [6, 26, 39] who use absorption coefficients in the range of [0.05 − 3] cm −1 ) and for the first time covers the whole range of near infrared absorption in whole blood at physiological hemoglobin concentrations [35] . We tested the robustness of LCE-qPAT to this range of scenarios without retuning CI or training parameters.
While most studies assess the performance of a method in the entire image (cf. e.g. [6, 26, 39] ), it must be pointed out that signal quantification is often most relevant in a defined region of interest -such as in vessels or in regions which provide a meaningful PA signal. These are typically also the regions where quantification is particularly challenging due to the strongest signals originating from boundaries with discontinuous tissue properties. To address this important aspect we validated our method, not only on the entire image, but also in the region of interest (ROI), which we define for our datasets as voxels representing a vessel and at the same time having a contrast to noise ratio (CNR) of larger than 2, to only include significant signal in the ROI. We define CNR following Walvaert and Rosseel [40] in a voxel v as
where the mean(b) and std(b) are the mean and standard deviation of the background signal b over a simulated image slice with a background absorption coefficient of 0.1 cm −1 and no other structures. Using such an image without application of a noise model, we simulated an intrinsic background signal with a mean of 4.2 a.u. and a standard deviation of 2.8 a.u. To investigate the robustness of LCE-qPAT to noise we added the following noise models to each dataset. The noise models consist of an additive gaussian noise term applied on the signal volumes followed by a multiplicative white gaussian noise term, similar to noise assumptions used in prior work [6, 26] . We examined three noise levels to compare against the simulation-intrinsic noise case: The additive and multiplicative noise components follow an estimation of noise components on a custom PAT system [41] . For each experimental dataset introduced in Table 1 and each noise set, we applied the following validation procedure separately. Following common research practice, we used the training data subset for training of the random forest and the validation data subset to ensure the convergence of the training process (cf. Supplemental Material Note 1 ), as well as to set suitable parameters for the random forest and ROI, whereas we only evaluated the test data subset to report the final results (as described in [42] ).
Feasibility of multi wavelength oxygenation estimation
To investigate the performance of LCE-qPAT for blood oxygenation (sO 2 ) estimation we designed an additional multispectral simulated dataset DS oxy using the wavelengths 750 nm, 800 nm and 850 nm. It consists of 240 multispectral training volumes and 11 multispectral test volumes, each featuring homogeneous oxygenation and one vessel with a radius of 2.3 to 4 mm -modeled after a carotid artery [43] . For each image slice and at each wavelength, 10 7 photons were used for simulation. Oxygenation values for the training images were drawn randomly from a uniform sO 2 distribution U (0 %, 100 %). For testing, we simulated 11 multispectral volumes at 3 wavelengths and 11 blood oxygenation levels (sO 2 ∈ {0 %, 10 %, 20 %, . . . , 100 %}). The optical absorption was adjusted by wavelength and oxygenation, as described by Jacques [35] . Hemoglobin concentration was assumed to be 150 g/liter [35] . The blood volume fraction was set to 0.5 % in the background tissue and to 100 % in the blood vessels. The reduced scattering coefficient was again set to 15 cm −1 . We estimated the oxygenation using (1) Linear spectral unmixing on the signal images as a baseline. For this, we applied a non-negative constrained least squares approach as also used in [15] that minimizes ||Ax − b|| = 0, where A is the matrix containing the reference spectra, b is the measurement vector, and x is the unmixing result. Specifically, we used the python scipy.optimize.minimize function with the Sequential Least SQuares Programming (SLSQP) method and added a non-negativity inequality constraint. We evaluated the unmixing results of this method on all voxels in the ROI as well as exclusively on those voxels with the maximum intensity projection (MIP) along image x-axis at wavelength 800 nm to account for nonlinear fluence effects deep inside the vessels.
(2) Linear spectral unmixing of the signal after quantification of the three input images with LCE-qPAT. After correcting the raw signal images for nonlinear fluence effects using LCE-qPAT, we applied the same method as described in (1) and evaluated on the same voxels that were used in (1) to ensure comparability of the results.
(3) Direct estimation of oxygenation using a functional adaptation of LCE-qPAT. For functional LCE-qPAT (fLCE-qPAT), triples of CIs for the three chosen wavelengths were concatenated into one feature vector and labeled with the ground truth oxygenation.
Code availability
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