The decomposition of interactions, or interaction decomposition, is a hierarchical decomposition of the factor spaces (Annex B.2 Proposition B.4 [1], Corollary. (8)) into direct sums of interaction spaces. We consider general arrangements of vector subspaces and want to know when one can still build a similar decomposition (Definitions.(2.1),(3.3)), which one can see as a generalised Gram-Schmidt process. We show that they are exactly the ones that verify an intersection property (Definitions.(2.4),(3.4)) of the same type as the Bayesian intersection property (Theorem 1 [2] ). By doing so we want to put in perspective the significance of the intersection property. In this presentation we focus on the statement of the intersection property (Definitions.(2.4), (3.4)), practical equivalent statements (Corollaries.(2), (5)) for well-founded posets (Definition. (3.7) ), the notion of decomposability (Definitions.(2.1), (3.3)) and the main equivalence theorems (Theorems.(2.2),(3.4), Corrolaries.(1),(4)) between the intersection property and decomposability, leaving for an other redaction the many, old and new, examples in which this decomposition comes in handy. An application of the equivalence theorem (Theorems.(3.4)), is a interaction decomposition for factor spaces of any collection of random variables (Corollary. (9)) which extends the usual one.
Introduction

Motivation
The decomposition of interactions is a construction for factor spaces (Annex B.2 [1] ) that enables one to find a decomposition of a Hamiltonian with respect to the structure of the powerset of the set of a finite number of random variables. Thanks to this decomposition, one can for example compute the dimension of the factorisation spaces when the random variables take values in a finite set. Now one can look at the collection of factor spaces only as an arrangement of vector spaces in a given vector space and forget why they were introduced. They have the first particularity of being the realisation of a poset morphism (Proposition 4( [2] ). They have the second particularity that there are decompositions coherent with their poset structure. One can think of this decomposition as a structured Gram-Schmidt process 1 .
In this redaction, we wish to characterise all the arrangements of vector spaces that verify a similar decomposition. The answer is, the ones that verify an intersection property (Definitions.(2.4), (3.4)), which is an extension of the one introduced in [2] . By doing so we wish to put in perspective the significance of the intersection property, as characteristic of the most simplest objects one can build when dealing with structured vector spaces ( [3] ).
Structure of this document
In Section 2 we are interested in characterising arrangements of vector subspaces of a given vector space that have a decomposition of interactions, when the collection of vector spaces is finite. We first give a definition (Definition.2.1) that extends the notion of decomposition of interactions (Corollary. (8) ) for arrangements of vector subspaces. The intersection property for arrangements of vector subspaces is given in Definition. (2.4) . This property is an extension of the intersection property for factorisation models (Equation. (16) Theorem 1 [2] ). We finaly show that these properties are equivalent (Corollary. (1) ).
For clarity reasons we decided to first present the case when the collection of vector subspaces is finite as it helps to understand the motivation for the general case in the next section. However Theorem. In Section 3 we first recall what the sum and direct sum of any collection of vector suspaces are (Definitions.(3.1), (3.2) ). Similarly to the previous section we prove that the intersection property (Definition. (3.4) ) is equivalent (Corollary. (4) ) to the arrangement being decomposable (Definition. (3.3) ) when the poset is well-founded (Definition. (3.7) ).
In Section 4 we give some general properties about condition (I) and decomposability. We will give an equivalent statement (Definition.(4.1)) to condition (I) that is in pratice easier to verify than property (I) and this for any poset A. We will show how condition (I) behaves under restriction to a subposet (on posets in U(A), on intervals, [a, b] with a, b ∈ A, Proposition.(4.2)) and when one extends U to bigger posets (Proposition.(4.3)). As a direct consequence, we will finaly show (Corollary. (6) ) that, for any poset A, if U is decomposable then so is its extension to U(A).
In Section 5 we shall show that the decomposition of interactions (Annex B.2 Proposition B.4 [1] ) is a consequence of the interesection property (Theorem. 1 [2] ) in the usual case where I is finite. We will then give a new general version of this decomposition when no finiteness hypothesis is made on I.
For clarity reasons we decided to present the following properties in the case where one considers collections of vector subspaces of a vector space V . It is in fact equivalent to considering collections of vector spaces that are allowed to embed into one another without ever referring to a vector space containing all of them. All these properties can be transported to this more general setting.
Notation.
For n ∈ N, we will note [n] the integer interval [0, n] and a collections of elements over a set E, (f x ) x∈E , will also be referred to as f x , x ∈ E.
In this document A will denote a poset and V a vector space. Let a, b ∈ A, the interval [a, b] is the c ∈ A such that a ≤ c ≤ b. hom(A, Gr(V )) will be the set of increasing functions between a poset A and the poset of vector subspaces of V , Gr(V ).
Decomposition for finite posets
Let V be a vector space. Let us note Gr(V ) the poset of vector subspaces of V and let A be a finite poset. Gr(V ) is also called the Grassmannian of V . Let U : A → Gr(V ) be a poset morphism 2 , which we will note U ∈ hom(A, Gr(V )).
Definition 2.1. s a , a ∈ A is a decomposition of U ∈ hom(A, Gr(V )) if and only if,
1. for all a ∈ A, s a ∈ Gr(V ).
2.
a∈A s a is a direct sum in V ; in other words,
is injective.
2 Increasing function.
3. for all a ∈ A, U(a) = b≤a s b .
U is then said to be decomposable. [3] ).
We would like to find a condition for which an increasing function U : A → Gr(V ) is decomposable. The main result of this section is to show that U is decomposable if an only if it verifies an intersection property. 
We will call the subposetB the lower-completion of B in A.
We will say that B is full in A ifB = B, and we will note 3 U(A) the set of all full subposet of A. 
An order-embedding function is always injective.
Definition 2.4. An increasing function U ∈ hom(A, Gr(V )) is said to verify the intersection property (I) if and only if,
Let B ⊆ A a subposet of A, we will note U(B) = b∈B F (b). In fact doing so, we have extended U to a poset morphism between the set of subposets (Proposition 4 [2] ) of A to Gr(V ). The order to consider on P(A) is not the the inclusion but rather,
Remark 3. A motivation for Definition.(2.4) is the intersection property that generalises the bayesian intersection property ( [2] ).
From now on we will mostly be interested in subposets of A that are in U(A).
Definition 2.5. One can always inject A in P(A) by the order-embedding,
Furthermore, let U ∈ hom(A, Gr(V )), U can be extended to U(A). We shall note this extension i * U,
Remark 4. The notation i * U will find its justification in Section 3, Definition.(4.2)
Notation. Several subposets of A will play an important role in the following development. Let us note,â
¬∨ a = {b ∈ A |a ≤ b} a * = {b ∈ A |b a} Definition 2.6. U ∈ hom(A, Gr(V )) is said to verify the property (C) if and only if,
Remark 5. This condition can be rewritten in terms of conditional independence properties:
Let us recall the definition of a vector subspace being independent to an other conditionally a third. Let V be a vector space and V 1 a vector subspace of V , we will note the quotient map with respect to
To prove Theorem.(2.2) let us first recall an equivalent property for any collection (U(x)) x∈E of vector subspaces of V to be in direct sum in V .
Lemma 2.1. Let U(x), x ∈ E be a any 4 collection of vector subspaces of V and z ∈ E. x∈E U(a) ≃ x∈E U(a) if and only if, for any x ∈ E, x = z,
. Therefore by hypothesis for any i ∈ [n], v i = 0. And
, with A finite and V any vector space. U is decomposable if and only if U verifies (C).
Proof. The necessary condition is a direct consequence of Proposition.(6.1).
Sufficient condition: Let us prove inductively on the height of the posets that property (C) implies U to be decomposable.
Assume that for any poset of height lower than n ∈ N, property (C) implies U decomposable. Let A be height n + 1. For any a ∈ A, let W a = U(â * )
Let M be the set of maximal elements of A.
For a ∈ M, let s a be a supplementary of W a , in other words, U(a) = s a ⊕W a and let
Let us show that ((s a ) a∈M , U(B)) verify the hypotheses of Lemma.(2.1).
As a is a maximal element in A,
Therefore by Lemma.(2.1),
6 Let us remark that B is full. 7 The following statement is even an equality. Proof. If U verifies (I) then it verifies (C), as (C) requires a subset of the conditions required for (I) to hold.
Corollary 2.
If A is finite, condition (I) and (C) are equivalent.
Proof. We just saw that if U ∈ hom(A, Gr(V )) verifies (I) it verifies (C). If U statisfies (C) then U is decomposable by Theorem.(2.2). Therefore, by Proposition.(6.1), U satisfies (C).
Remark 6. Let us remark that even though the collection of posets is not a set the recurrence holds as we prove a property on subset of N 3 Decomposition when A is not finite
Let us first define the formal sum of any collection of vector spaces.
Definition 3.1. Let X be any set and V x , x ∈ X be a collection of vector spaces. The direct sum of this collection, noted x∈X V x , is the vector subspace of the product space Π x∈X V x , which elements have only finite support; in other words,
We will now recall what the sum of a collection of vector subspaces of V is.
Definition 3.2. Let X be any set and W x , x ∈ X be a collection of vector subspace of a vector space V , the sum of this collection, noted
In this section we will continue to use the notations (Equation. (5)) of the first part as they can be extented to the case where A is any poset. Similarly the definition of a decomposition can now be extended as p : a∈A s a → V is well defined. Definition 3.3. s a , a ∈ A is a decomposition of U ∈ hom(A, Gr(V ))) if and only if, 1. for all a ∈ A, s a ∈ Gr(V ). We wish to find a condition on A such that for any A that verifies this condition, any vector space V and U ∈ hom(A, Gr(V )), one has U decomposable if and only if U has the intersection property (I) or an apparently weaker property than (I).
Let us consider a similar condition to condition (C) (Definition.(2.6)), in the case where A is not necessarily finite, which will be, in pratice, easier to verify than property (I).
Definition 3.5. Let A be any poset, V any vector space. U ∈ hom(A, Gr(V )) is said to verify the property (C') if and only if for any a ∈ A,
Remark 8. U ∈ hom(A, Gr(V )) is said to verify the property (C1) if and only if for any n ∈ N, a ∈ A and finite collection a i , i ∈ [n] such that for any
By construction (C') and (C1) are equivalent. In pratice one proves (C1) in order to show (C') which under certain assumptions on A (Corollary. (5)) implies (I).
Let us first remark that, in the case of infinite posets (I) does not necessarily imply U decomposable. Definition 3.6. For a ∈ A, π a : U(a) ։ U(a)/ U(â * ) is sujective. Let s a be a section of π a and let us also note s a the image of this section: s a = s a (U(a)/ U(â * )). We call any such collection s a , a ∈ A a pre-decomposition of U.
Proposition 3.1. Let U ∈ hom(A, Gr(V )) decomposable, and s a , a ∈ A a decomposition of U. s a , a ∈ A is a pre-decomposition of U.
Proof. Let s a , a ∈ A be a decomposition of U. Then for any v ∈ U(a), there is a unique u ∈ s a and w ∈ U(â * ) such that v = u + w.
Let us define,
Therefore [s a ] is a section of π a , which ends the proof.
Proposition 3.2. Let U ∈ hom(A, Gr(V )) and s a , a ∈ A a pre-decomposition of U. Let us suppose that U verifies (C'), then,
Proof. Let us prove by induction on n that for any collection a i , i ∈ [n] of elements of A, i∈I s ai ≃ i∈I s ai . We will use the second form of proof by induction (see Remark. (13)).
Let n ∈ N, and suppose that for any n ′ < n and any collection a i , i ∈ [n ′ ] of elements of A,
Let a i , i ∈ [n] be a collection of elements of A. {a i |i ∈ [n]} is a finite poset. Let M be the set of its maximal elements and respectively Finaly,
s ai . Which ends the proof.
Corollary 3. U ∈ hom(A, Gr(V )) is decomposable if and only if any predecomposition of U is a decomposition.
Proof. The proof is left to the reader.
Remark 10. If U has one pre-decomposition that is a decomposition, then any pre-decomposition is a decomposition.
Remark 11. Corollary. (3) is in fact the easiest way to build decompositions and move decompositions around through increasing functions, as example, one can see the proof of Proposition.(4.3).
We therefore need to find a condition on A for which any U that verifies (C') also verifies that for all a ∈ A, U(a) = b∈â s b . A simple way to do so would be to reiterate the proof of Theorem.(2.2) but in a more general setting. We would like to have a stronger version of the proof by induction and one can do so if A is well-founded.
Definition 3.7.
A poset A is well-founded if any chain of A has a minimal element. This condition is often stated as the descending chain condition: every strictly decreasing sequences of elements of A terminates.
Remark 12. Any non-empty subposet of a well-founded poset has at least one minimal element. Proposition 3.3. Let A be a well-founded poset. To show that a property P holds for any a ∈ A is suffices to show that,
Proof. Let A be well-founded. Let us assume that,
Let B be the set of elements of A that do not verify P , in other words,
Let us suppose that B = ∅. Let b be a a minimal element of B. For any c < b, P (c) holds. But by hypothesis this implies that P (b) holds. This is a contradiction. Therefore B is empty, which ends the proof.
Remark 13. Proposition.(3.3) is a generalisation of the proof by induction and we will refer to it as the second form of proof by induction in this document. Let U ∈ hom(A, Gr(V )), and s a , a ∈ A be a pre-decomposition of U.
Let us show by induction on a ∈ A, that for any a ∈ A, U(a) = b≤a s a . We will use the second form of proof by induction (see Remark. (13) A case of well-founded posets that we will often meet are graded posets. 
and that for any a, b ∈ A, such that a < b and such that there is no c ∈ A such that a < c < b, r(b) = r(a) + 1.
Then one says that A is graded and r is called the rank of A. Therefore any graded poset is well-founded.
Proof. Let a i , i ∈ N be a stricly decreasing sequence of elements of A. r(a i ) is a strictly decreasing sequence sequence of elements of B. Therefore there is i ∈ N such that, ∀j = i, r(a j ) > r(a i ).
Therefore for any j ∈ N, j = i, ¬(a j < a i ). As a i , i ∈ N is a chain it is a total order. Therefore for any j ∈ N, j = i, a j ≥ a i , and as a j = a i , one has that a j > a i . Therefore any j > i is strictly greater than i, which is contradictory.
There is no infinite strictly descending chain.
Corollary 4. Let U ∈ hom(A, Gr(V )), with A well-founded and V any vector space.
U is decomposable if and only if U verifies (I).
Proof. If U verifies (I) then it verifies (C') as (C') requires a subset of the conditions required for (I) to hold.
Corollary 5.
If A is well-founded, condition (I) and (C') are equivalent.
Proof. We just saw that if U ∈ hom(A, Gr(V )) verifies (I) it verifies (C'). If U statisfies (C') then U is decomposable by Theorem. (3.4) . Therefore, by Proposition.(6.1), U satisfies (I).
A bit more around intersection and decompositions
If one considers any poset A it is not clear wether condition (C') implies (I) however there is still a property easier to verify than property (I) that is equivalent to (I), for any poset A.
Definition 4.1. Let A be any poset, V any vector space. U ∈ hom(A, Gr(V )) is said to verify the property (C2) if and only if for any n ∈ N, a ∈ A and finite collection (a i , i ∈ [n]),
Proposition 4.1. For any poset A condition (I) and (C2) are equivalent.
Proof. The proof of the sufficient condition is an adaptation 8 of the one of Theorem 1 [2] . Let U ∈ hom(A, Gr(V )).
Let n 1 ∈ N, a i , i ∈ [n 1 ] be a collection of elements of A. Let us prove by induction on n that for any b i , i ∈ [n] collection of elements of A,
We will use the second form of proof by induction (see Remark. (13)).
Let us assume that for any m < n, and any c i , i ∈ [m] collection of elements of A,
Let b i , i ∈ [n] a collection of elements of A.
One has that,
is in fact condition (C2).
One also has that |{b j | j = i}| < n then by the induction hypothesis
, which ends the proof. One remarks that f * U(b) is indeed in hom(B, Gr(V )) and that when f is an order-embedding, for any a ∈ A, f * U(f (a)) = U(a). U is decomposable if and only if f * U is decomposable.
Furthermore, any decomposition of f * U induces, by restriction to f (A), a decomposition of U; in other words, if s
Any decomposition of U can be extended in a decomposition of f * U. Let s A a , a ∈ A be a decomposition of U then,
is a decomposition of f * U.
, b ∈ B be a pre-decomposition of f * U. As for any a ∈ A, f * U(f (a)) = U(a) and by definition, U(â
, one has by construction that s 
Proof. i is an order-embedding, so one can conclude thanks to Proposition.(4.3).
Proof. i restricted on its codomain to B is an order-embedding.
Intersection decomposition for collections of random variables
Let us first recall some results from [2] . Let I denote a finite set. The poset A will be P(I). Let for all i ∈ I, E i be any non empty set. E = i∈I E i is a set of functions 9 on I. For x ∈ E, one has that pr i (x) = x(i), and for a ⊆ I non empty, we will note x |a as x a . We will call E a = i∈a E i and,
Let • be a given singleton. Then there is only one application of domain E to • that we call π ∅ ; we pose x ∅ = π ∅ (x). Pose g = R E .
Definition 5.1. (Factor subspaces)
For any a ∈ P(I), let U(a) be the vector subspace of g constituted of functions f that can be factorised by π a , in other words there isf such that f =f • π a . Proposition 3 [2] ensures that U ∈ hom(P(I), Gr(g)).
9 The set of function from I to i∈I E i that are sections of the first projection of i∈I E i .
Let us recall (Theorem.1 [2] ) that for any B 1 , B 2 ∈ U(P(I)), Remark 14. We will call any choice of decomposition of U a decomposition of interactions. In Appendix B Proposition B.4 of [1] a decomposition is chosen with respect to the euclidian scalar product, and other ones can be found in [4] .
Let now I be any set. Let E = i∈I E i for any collection of sets E i , i ∈ I. Let us note p(I) the set of subsets of I which are finite and once again g = R E .
Corollary 9. p(I) is well-founded.
Proof. The cardinal function on p(I) to N, |.| : a → |a| is a rank for p(I) and p(I) is graded. Therefore, Corollary.(3.5), p(I) is well-founded.
For a ∈ p(I). U(a) will still be the set of functions from E to R that factorise through π a (Section.4 [2] ). Proposition 4 [2] ensures that U ∈ hom(p(I), Gr(g)).
Proposition 5.1. U is decomposable.
Proof. Corollary 2 [2] states that U verifies the intersection property (I) therefore as p(I) is well-founded, Corollary.(4) tells us that U is decomposable.
Let us conclude this section by remarking that one can extend U to P(I) and that this extension is decomposable even though P(I) is not necessarily well-founded.
Definition 5.2. (Generalized Factor subspaces)
One can always inject P(I) in U(p(I)) by the increasing function 10 ,
For a ∈ P(I), let H(a) = i * U(j(a)). This definition of H follows from Definition 4 [2] and Proposition 4 [2] ensures H ∈ hom(P(I), Gr(g)).
Proof. Let us identify P(I) with j(P(I)), then H can be identified to i * U |j(P(I)) . As i(p(I)) ⊆ j(P(I)), by Corollary. (7), H is decomposable.
Conclusion
In this text we have given a condition on infinite posets (Corollary.4) for which the intersection property (I) is equivalent to U being decomposable. We will interpret, in [3] , U ∈ hom(A, Gr(V )) being decomposable in a topological manner. We applied this property to the case studied in [2] , which is the case where one considers any collection of random variables and factorisation spaces with respect to these variables. However we have decided not to review the many, old and new, examples in which this decomposition comes in handy, as we decided to keep this for a next redaction focusing this one on the presentation of the construction of the decomposition itself.
We would like to conclude by opening on a possible extension of Theorem. (3.4) . And to do so let us first remark that for any poset A and vector space V , if one considers for any a ∈ A, U(a) = 0, U is decomposable. Therefore the condition we imposed on the poset are not the optimal ones as there are some U ∈ hom(A, Gr(V )) that do not verify them but still are decomposable.
To go further in this direction let us recall a stronger intersection property that is always valid when U is decomposable. (sI)
Remark 15. The motivation for this definition can be found in Corollary 3 [2] . It is a natural extension to the intersection property (I); (sI) implies (I).
Remark 16. Condition (sI) is in general strictly stronger than condition (I). If one considers the counterexample of Remark.(9), U verifies (I) but not (sI).
Proposition 6.1. Let U ∈ hom(A, Gr(V )), with A any poset. If U is decomposable then U verifies (sI).
Proof. By hypothesis, for any v ∈ U(A) there is a unique collection s a (v), a ∈ A, with s a (v) ∈ s a such that v = a∈A s a (v).
Let (A j ) j∈J be a collection of elements of U(A), and v ∈ j∈J U(A j ).
For any j ∈ J, a ∈ A j , s a (v) = 0. Therefore, for any a ∈ As for now we do not know how (sI) relates to U being decomposable other than by 6.1. We believe it is an interesting direction to explore.
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