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L(f, g, pix) + Ω(g)
L(f, g, pix) =
∑
pix(z)(f(z)− g(z′))2
上記の式において，z′は xの非ゼロ成分の一部を 1とし，その他の成分を 0とするバイナリ
ベクトルである．また zは，z′を学習器 f の入力に相応しい形に加工したベクトルである．そ
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図 3.1: LIMEの概念図
して，pix(z)は xと zの距離関数であり，Ω(g)はモデル gの複雑さを示す関数である．つまり，
L(f, g, pix)は，xの一部を切り取ったデータ zに対する，学習器 f とモデル gの予測誤差を，
距離関数 pix(z)で重み付けた値の総和である．よって，LIMEが行う ξ(x)の最小化問題は，入
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3.2 LIMEのアルゴリズム



















“Interpretable explanations need to use a representation that is understandable to
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離散化処理は量的変数に対してのみ行われ，カテゴリ変数に対しては行われない．式 (3.1)に，
量的変数である入力データ xのm番目の特徴量 xmに対して，xmの値域を 4等分した区間に
よる離散化を行なった値Quartile(xm)の定義を示す．この処理によって，入力データ xの量




0 (MIN(m) ≤ xm < q(m, 1))
1 (q(m, 1) ≤ xm < q(m, 2))
2 (q(m, 2) ≤ xm < q(m, 3))




q(m, i) =MIN(m) + (MAX(m)−MIN(m)) ∗ i
4
図 3.5: 値域の 4分割による離散化の概要図
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徴量 smの値が確率的に決定される．式 (3.2)に，ランダムサンプリング時に摂動サンプル sの
m番目の特徴量 smの値が iとなる生起確率 P (sm = i)の定義を示す．N はデータセットDの
行数（つまり，サンプルの総数）であるため，式 (3.2)によって決定される生起確率P (sm = i)
は，離散化されたDの度数分布に従って決定されているといえる．なお，ソースコードでは
摂動サンプルの生成数は，デフォルトで 5000個とされている．










たとき，sの重みW (s)を式 (3.3)のように定義する．式 (3.3)からわかる通り，sの重みW (s)
は，xと sの各特徴量の式 (3.1)による離散化後の値が一致しているかどうかを示したベクトル
のハミング距離で求めることができる．そのため，xと sの離散化後の値が，一致している特
徴量が多いほど，W (s)の値は大きくなる．この重みW (s)は，3.1節で述べた LIMEの最小化
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1 (x = y)


















Rand(MIN(m), q(m, 1)) (sm = 0)
Rand(q(m, 1), q(m, 2)) (sm = 1)
Rand(q(m, 2), q(m, 3)) (sm = 2)
Rand(q(m, 3),MAX(m)) (sm = 3)
(3.4)


























タ xに対する根拠説明を生成する際には，まず k近傍法を用いて xが属する複数のクラスタの
18



































































































離散化を行う．式 (4.1)に，量的変数であるデータ dのm番目の特徴量 dmに対して，dmの値
域を 10等分した区間による離散化を行なった値Decile(dm)の定義を示す．この処理によって，
データ中の量的変数は {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}の 10値に置換される．
　　Decile(dm) =

0 (dm < d(m, 1))
1 (d(m, 1) ≤ dm < d(m, 2))
2 (d(m, 2) ≤ dm < d(m, 3))
...
9 (d(m, 9) ≤ dm)
(4.1)
ただし，d(m, i)は以下の式のように定義される．
d(m, i) =MIN(m) + (MAX(m)−MIN(m)) ∗ i
10
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iとなる生起確率 PIx(sm = i)の定義を示す．なお，本手法における摂動サンプルの生成数は，
LIMEと同じく 5000個とする．
















Rand(MIN(m), d(m, 1)) (sm = 0)
Rand(d(m, 1), d(m, 2)) (sm = 1)
Rand(d(m, 2), d(m, 3)) (sm = 2)
...
Rand(d(m, 9),MAX(m)) (sm = 9)
(4.3)
ただし，MIN(m),MAX(m)はそれぞれ，xの属する少数派クラスクラスタ Ixのm番目の

























表 5.1: Titanic Datasetの特徴量
特徴量名 量的変数 使用 説明
PassengerId © × ユニーク ID
Survived × © 生存フラグ（0=死亡，1=生存）
Pclass × © 客室のクラス
Name × × 乗客のフルネーム
Sex × © 乗客の性別
Age © © 乗客の年齢
SibSp © © 同乗した兄弟・配偶者の人数
parch © © 同乗した両親・子供の人数
ticket × × 乗船チケットの番号
fare © © 乗船料金
cabin × × 客室番号
Embarked × × 乗船港









5.2.3 Credit Card Fraud Dataset
Credit Card Fraud Dataset[26]は，Kaggleで公開されているデータセットの１つで，2013年
9月にヨーロッパのユーザーがクレジットカードを利用した際の取引データである．このデー
26
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表 5.2: Wine Quality Datasetの特徴量
特徴量名 量的変数 使用 説明
quality × © 品質評価
fixed acidity © © 酒石酸濃度
volatile acidity © © 酢酸濃度
citric acid © © クエン酸濃度
residual sugar © © 残糖濃度
chlorides © © 塩化ナトリウム濃度
free sulfur dioxide © © 遊離二酸化硫黄濃度
total sulfur dioxide © © 総二酸化硫黄濃度
density © © 密度
pH © © 水素イオン濃度
sulphates © © 硫化カリウム濃度
alcohol © © アルコール度数
color-white × © 白ワインフラグ
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表 5.3: Credit Card Fraud Datasetの特徴量
特徴量名 量的変数 使用 説明
Class × © クラス（0=正常，1=不正）
Time © © 決済時間
Amount © © 購入金額
V1 © © PCA変換されたデータ
V2 © © PCA変換されたデータ
V3 © © PCA変換されたデータ
V4 © © PCA変換されたデータ
V5 © © PCA変換されたデータ
V6 © © PCA変換されたデータ
V7 © © PCA変換されたデータ
V8 © © PCA変換されたデータ
V9 © © PCA変換されたデータ
V10 © © PCA変換されたデータ
V11 © © PCA変換されたデータ
V12 © © PCA変換されたデータ
V13 © © PCA変換されたデータ
V14 © © クラス PCA変換されたデータ
V15 © © クラス PCA変換されたデータ
V16 © © クラス PCA変換されたデータ
V17 © © クラス PCA変換されたデータ
V18 © © クラス PCA変換されたデータ
V19 © © クラス PCA変換されたデータ
V20 © © クラス PCA変換されたデータ
V21 © © クラス PCA変換されたデータ
V22 © © クラス PCA変換されたデータ
V23 © © クラス PCA変換されたデータ
V24 © © クラス PCA変換されたデータ
V25 © © クラス PCA変換されたデータ
V26 © © クラス PCA変換されたデータ
V27 © © クラス PCA変換されたデータ
V28 © © クラス PCA変換されたデータ
28


















Titanic 生存者である（”Survived” = 1）
Wine Quality 品質値が 7以上（”quality” ≥ 7）
Credit Card Fraud 不正取引データ（”Class” = 1）
表 5.5: 各データセットの概要
Dtrain Dtest M 少数派クラス比率
Titanic 600 290 11 38.315%
Wine Quality 6000 496 14 19.655%
Credit Card Fraud 220000 64806 31 0.173%
本実験では，生成された説明の安定性を示すために，同一の予測結果に対して複数回説明を
生成した際に，同様の内容が生成されるかどうかを調査した．まず，5.3.1節にて説明生成の
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た．xiに対して j番目に生成された説明の中で，上位L件の「重要特徴量」として選ばれた特
徴量の集合を F (xi, L, j)とする．
本実験では，各手法による説明の安定性を定量的に計測するために，xiに対する計 100回の
説明における「重要特徴量」の類似性を，式 (5.1)で定義される Stab(D,L)によって評価した．
式 (5.2)で定義される J(xi, L)は，xiから得られる計 100回の説明から 2つを選択し，この 2つ
の説明に対して「重要特徴量」F (xi, L, j)の Jaccard係数を求める計算を，計 100回の説明に
おける全組み合わせについて行い，これらの平均値を取ることで求められる．また，Stab(D)
はデータセットD中の全少数派データにおける J(xi, L)の平均値である．
Jaccard係数は，２つの集合の類似度を表す指標である．式 (5.3)に，集合 A,B における
Jaccard係数の定義を示す．また，図 5.1に F (xi, 5, 1)と F (xi, 5, 2)の Jaccard係数を計算した




本実験では，各データセットおよび手法に対して，L = 4，L = 5，L = 6とした時のStab(D)
を求めた．また，説明の妥当性を示すために，説明生成時に生成される 5000個の摂動サンプル
に対して学習器に対する分類を行い，少数派クラスに分類される摂動サンプルの数を計測した．













Jaccard(F (xi, L, j), F (xi, L, k)) (5.2)
　 Jaccard(A,B) = |A ∩B||A ∪B| (5.3)
30
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である．本実験で利用する各データセットについて，Kを 1から 9まで変化させた際の SSEの
変化を，図 5.2，5.3，5.4に示す．エルボー法では，kを増加させた際の SSEの減少が最初に緩
やかになった時に kが，最適なクラスタ数だとされている．本実験では，図 5.2，5.3，5.4の結
果から，それぞれの少数派クラスに対するKを，Titanic DatasetではK = 3，Wine Dataset
ではK = 3，Credit Card Fraud DatasetではK = 4とした．
31
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図 5.2: 各Kにおける SSEの変化（Titanic）
図 5.3: 各Kにおける SSEの変化（Wine）
32
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表 5.6: Stab(D)の計算結果（Titanic Dataset）
L = 4 L = 5 L = 6
提案手法 (10等分) 0.86988535 0.84321535 0.89111970
提案手法 (4等分) 0.86091694 0.81677853 0.83251763
既存手法 (10等分) 0.80662113 0.81493536 0.80612189
既存手法 (4等分) 0.86153163 0.85649666 0.85757007
表 5.7: Stab(D)の計算結果（Wine Dataset）
L = 4 L = 5 L = 6
提案手法 (10等分) 0.74448777 0.74113616 0.75088807
提案手法 (4等分) 0.88316624 0.87230212 0.88091743
既存手法 (10等分) 0.71079368 0.69565542 0.68581347
既存手法 (4等分) 0.85962284 0.84626718 0.82918945
表 5.8: Stab(D)の計算結果（Credit Card Dataset）
L = 4 L = 5 L = 6
提案手法 (10等分) 0.86845829 0.83111932 0.78029211
提案手法 (4等分) 0.65840254 0.66888960 0.70419458
既存手法 (10等分) 0.83015076 0.67594754 0.58954767
既存手法 (4等分) 0.78237757 0.66708424 0.59263635
表 5.9: 少数派クラスに分類された摂動サンプル数の平均値
Titanic Wine Credit Card
提案手法 (10等分) 3427.1464 1383.6747 55.3029
提案手法 (4等分) 3341.4737 1235.8775 0.7708
既存手法 (10等分) 1951.6597 294.5117 0.7352
既存手法 (4等分) 1876.4559 319.4935 0.6753
表 5.10: 分類サンプルを対象にした Stab(D)の計算結果（Titanic Dataset）
L = 4 L = 5 L = 6
提案手法 (10等分) 0.87921036 0.86071641 0.91321988
提案手法 (4等分) 0.87995030 0.88545234 0.90561341
既存手法 (10等分) 0.83567803 0.80701527 0.79219585
既存手法 (4等分) 0.87031167 0.84394865 0.79379999
34
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表 5.11: 分類サンプルを対象にした Stab(D)の計算結果（Wine Dataset）
L = 4 L = 5 L = 6
提案手法 (10等分) 0.74873290 0.74664048 0.77496284
提案手法 (4等分) 0.88993848 0.87715340 0.86856277
既存手法 (10等分) 0.73702308 0.71312275 0.68593491
既存手法 (4等分) 0.87046705 0.85908258 0.83803210
表 5.12: 分類サンプルを対象にした Stab(D)の計算結果（Credit Card Dataset）
L = 4 L = 5 L = 6
提案手法 (10等分) 0.73451563 0.79356228 0.85274266
提案手法 (4等分) 0.62302430 0.66418897 0.67039528
既存手法 (10等分) 0.74522045 0.82898009 0.71673509
既存手法 (4等分) 0.67867615 0.64161219 0.59832471
表 5.13: 分類サンプルを対象にした際の少数派クラスに分類された摂動サンプル数の平均値
Titanic Wine Credit Card
提案手法 (10等分) 3531.1542 1345.5827 92.5040
提案手法 (4等分) 3487.0563 1222.4562 1.4558
既存手法 (10等分) 1978.4487 262.2052 1.3323
既存手法 (4等分) 1943.3051 287.1367 1.0104
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5.3.4 考察
5.3.3節で示した各手法における Stab(D)について，Titianic Datasetにおける結果をグラ




Dtest中のサンプルに対する結果（表 5.10・表 5.11・表 5.12）である．
図 5.5: 各手法における Stab(D)の分析結果（Titanic Dataset）




増加するごとに Stab(D)が減少している結果が多いことに対し，提案手法では L = 6に対す
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図 5.6: 各手法における Stab(D)の分析結果（Wine Dataset）
図 5.7: 各手法における Stab(D)の分析結果（Credit Card Dataset）
37








表 5.9と表 5.13からは，各手法で生成される摂動サンプルについて，提案手法の方が xの属
する少数派クラスに近いサンプルをより多く生成できることがわかる．特に極端な不均衡デー
















































































（式 (3.1)）と 10等分する離散化（式 (4.1)）を行なった．しかし，5.3.4節でも述べた通り，デー
タセットによってStab(D)を最大化させる離散化方法が異なっていることが，本論文における
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本論文における one-hot表現とは，データセット中の変数を {0, 1}の 2値で表現される行列
表現に変換することである．カテゴリ変数を one-hot表現に変換することで，線形分離可能な
形に加工することができるため，機械学習の前処理で適用されることが多い．図A.1に，カテ
ゴリ変数を one-hot表現に変換した例を示す．
図 A.1: one-hot表現化の一例
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