Abstract. In 1943, Littlewood and Offord proved the first anti-concentration result for sums of independent random variables. Their result has since then been strengthened and generalized by generations of researchers, with applications in several areas of mathematics.
Introduction
In 1943, motivated by their studies of random polynomials, Littlewood and Offord [LO] proved a remarkable fact about the distribution of a sum of independent random variables. Let V be a sequence of (not necessarily different) non-zero real numbers a 1 , . . . , a n and set
where theâ i are independent random variables taking values ±a i with probability 1/2. Theorem 1.1.
ρ V = O(n −1/2 log n).
Here and hereafter, the asymptotic notation is used under the assumption that n → ∞. Soon after their paper, Erdős [E] , removing the log n term, optimized the bound.
Theorem 1.2. (Littlewood-Offord-Erdős)
The bound is sharp, as shown by taking all a i = 1. It is easy to see that in this case P( n i=1â i = δ) = ( n n/2 ) 2 n , where δ = 1 if n is odd and 0 otherwise. In [Kle1] , Kleitman generalized Theorem 1.2 to complex setting.
It is best to relate Theorem 1.2 to the classical Berry-Esseen theorem, which asserts that if the a i are all of magnitude 1, then the distribution of 1 √ n n iâ i converges to the normal distribution with rate O(n −1/2 ). This implies that for any point b, P( n i=1â i = b) = O(n −1/2 ). Theorem 1.2 strengthens this fact significantly, asserting that the probability in question is always O(n −1/2 ), regardless of the magnitude of the a i . Theorem 1.2 has become the starting point of a long line of research, which continues through several decades and has recently becomes very active (see, for instance, the survey [NV] ). It has been strengthened (under various conditions) and generalized in different directions by many researchers, including Esseen, Kolmogorov, Rogozin, Halász, Stanley, Kleitman, Szemerédi-Sárközy, Tao , and others; see, for instance [EM, Es, FF, Gr, H, Kle1, Kle2, Kle3, Ng, Ngv, Rog, SSz, RV, TV1, TV2, TV3, St] . These results are often referred to as anti-concentration inequalities, and have found surprising applications in different areas of mathematics, including random matrix theory. For more details, the reader may want to check the recent survey [NV] .
A limitation to all existing extensions of Theorem 1.2 is that they only apply for random variables taking values in an abelian group (in most cases R d or C), as the available proof techniques only work in this setting.
The goal of this paper is to initiate the study of the anti-concentration phenomenon in the non-abelian setting. Let V be a sequence of (not necessarily distinct) non-trivial elements A 1 , . . . , A n of a non-abelian group G and set
where theÂ i are independent random variables taking values A i or A In what follows, we work toward the most natural non-abelian extension of Theorem 1.2 with the A i being invertible matrices of a fixed size m. Our goal is to bound ρ V . Thanks to the famous work of Furstenberg and Kesten [FK] , a central limit theorem for products of i.i.d. random matrices is known, and Berry-Essen type local central limit theorems are also available; see for instance [LV] and the references therein. But in the cases where central limit theorems fail, our result provides the first anti-concentration inequality.
In view of Theorem 1.2, it is tempting to guess that ρ V = O(n −1/2 ). There are several constructions matching this bound. Example 1. Let A be an invertible m × m matrix over some field F of infinite order (as an element of GL m (F)), and
where ∆ = A if n is odd and I (the identity matrix) if n is even.
Example 2. Let
where a i is an integer with absolute value at most K, where 1 ≤ K = O(1). We have
The top right corner of the random product n i=1Â i is the random sum S := n i=1â i , which has mean 0 and variance
2 . By Chebyshev's inequality, with probability at least 3/4, |S| ≤ 2Kn 1/2 . By the pigeonhole principle, there is an integer s such that
However, the presence of torsions makes the problem more subtle than its abelian counterparts. Assume that all A i = A and A has order s, then the product n i=1Â i can take only s values A, A 2 , . . . , A s−1 , A s = I (where I again denotes the identity matrix). By the pigeonhole principle, it follows that
We are now ready to state our main results, which are sharp with respect to the above examples. Theorem 1.3. For any integers m, n, s ≥ 2 the following statement holds. Let V be a sequence A 1 , . . . , A n of elements of GL m (C) of order at least s. Then
Our approach also yields the following theorem.
Theorem 1.4. Let m, n, s ≥ 2 be integers and let p ≥ min{s, √ n} be a sufficiently large prime. Let V be a sequence A 1 , . . . , A n of elements of GL m (p) of order at least s. Then
We can generalize Theorem 1.3 to the following Theorem 1.5. For any integers m, n, s ≥ 2 the following statement holds. Let V be a sequence A 1 , . . . , A n of elements of GL m (C) where at least N of them have order at least s. Then
Remark 1.6. The above theorems also hold for all groups which can be embedded into GL m (p) or GL m (C). The word embed can be interpreted in two ways. First, one can use canonical embeddings, such as embeddings of simple Lie groups into GL m (C), or more generally, embeddings via faithful finite-dimensional complex representations. In particular, Theorem 1.5 holds for any arbitrary group G that admits a faithful finite-dimensional complex representation. Next, one can also use the embeddings discussed in Section 2. The reader is invited to work out an example. The term 141 can be improved somewhat, but we do not try to push in this direction.
Our proof combines tools from three different areas: additive combinatorics, representation theory and linear algebra, and we also use results from analytic number theory. First, Section 2 provides us with Freiman-like embeddings that allow us to map our problems from infinite settings to a finite setting of GL m (p), with the prime p chosen suitably. Next, in Section 3 we prove the key Proposition 3.3 which shows that, if m or p is sufficiently large and Φ is an irreducible complex representation of SL m (q) (with p|q), then the eigenvalues of Φ(g) for any non-central element g ∈ SL m (q) have an "almost" uniform distribution. In Sections 4 and 5, we give a representation-theoretic formula for the probability in question, and provide a way to bound it from the above by using estimates on singular values. The proofs of the main results will then be presented in Section 6.
Notation. The asymptotic notation is used under the assumption that n → ∞. For a group G, Z(G) is its center, Irr(G) denotes the set of isomorphism classes of its irreducible representations (or the set of its complex irreducible characters, depending on the context), X denotes the subgroup generated by a subset X of G, 1 denotes the identity element. In the matrix setting, I denotes the identity matrix. For an element g ∈ G, we denote by o(g) its order, and C G (g) its centralizer. If α and β are complex characters of a finite group G, then [α, β] G denotes their scalar product, and α H denotes the restriction of α to a subgroup H ≤ G. P, E, I E denote probability, expectation, indicator variable of an event E, respectively.
Embedding theorems
In this section, we discuss results that allow us to map our problem from an infinite setting (the underlying group is infinite) to a finite setting (the underlying group is finite) and vice versa. Let us start with the following result, which is a special case of [VWW, Theorem 1.1].
Theorem 2.1. Let S be a finite collection of complex numbers and L a finite collection of non-zero elements of Z [S] . Then there is an infinite sequence P of primes p such that for any p ∈ P, there is a ring homomorphism
We obtain the following corollary.
Corollary 2.2. Let A 1 , . . . , A n be (not necessarily distinct) elements of GL m (C). Then there is an infinite sequence P of primes p such that for any p ∈ P, there is a group homomorphism
Proof. Let S ⊂ C be the set consisting of all the entries of the A i and their complex conjugates. For each i,
It is clear that both F i,j,k,l andF i,j,k,l are polynomials in S with integer coefficients. Define
Again G(i, j) is a polynomial in S with integer coefficients. More importantly, G(i, j) = 0 iff A j i = I. Now we apply Theorem 2.1 with L being the collection of the G(i, j) for all possible pairs i, j. The map from A 1 , . . . , A n to GL m (p) is induced trivially by the map from Z[S] to Z/pZ.
Representation theory
Our study will make use of several non-trivial facts about the irreducible representations of a finite group, the most critical one being an estimate on the multiplicities of the eigenvalues. Let us start with a toy lemma.
Lemma 3.1. Let G be a finite group and let Φ be a complex irreducible representation of G with character χ. Suppose there is a constant 0 < α < 1 such that |χ(
Proof. Let k be the order of g in G and let ε ∈ C be a primitive k-th root of unity. Then
It follows that if λ is any irreducible constituent of the character χ of Φ restricted to C := g , then (G) . Then the multiplicity m of any eigenvalue of Φ(g) satisfies
Proof. By Theorems 3.3 and 5.3 of [G] , G satisfies the hypothesis of Lemma 3.1 with the specified α. Hence the statement follows.
Notice that if gZ(G) has order k 1 in G/Z(G), then its eigenvalues are among the k 1 -th roots of unity of a fixed complex number. Corollary 3.2 asserts that each eigenvalue appears about (dim Φ)/k 1 times. However, this result is not sufficiently strong for our purposes if the term α dominates. In applications, we will need the following more precise statement which we formulate for both G = SL d (q) and S = P SL ( q) = G/Z(G).
Proposition 3.3. Let H ∈ {G, S} where G = SL d (q) and S = P SL d (q) with d ≥ 3 and q ≥ 11. Set e := gcd(d, q − 1) and e H := |Z(H)| so that e G = e and e S = 1.
(
(iii) Suppose that q = p f is a power of a prime p ≥ d. Then for any x ∈ H, we have that Proof. (i) The first two inequalities are just Proposition 3.6(2) and Corollary 3.7(2) of [FG] . Next, by [LMT, Lemma 4 .1(i)] we have
as we assume q ≥ 11. It follows that
Next, as |S| = |G|/e, we have
(ii) As mentioned in the proof of [LST, Proposition 6 
1/2 , the claim follows for H = G. The claim for H = S follows in a similar fashion, by noting that
(iii) First we prove the claims for H = G. Write x = su as a commuting product of a semisimple element s ∈ G and a unipotent element u ∈ G; in particular,
Next, we consider the characteristic polynomial f (t) ∈ F q [t] of the semisimple linear transformation s of the vector space
where dim V i = k i a i , and the action of s on V i has order at most q a i − 1. It follows that
We also note that
Suppose in addition that |C G (x)| > q d 2 −4d+8 . As the semisimple part s of x is a power of x, we also have that |C G (s)| > q d 2 −4d+8 . It suffices to show that in this case o(s) ≤ q − 1. We may assume that
If m = 1 and a 1 ≥ 2, then (3.2) implies that
contrary to the assumption. On the other hand, if a 1 = 1, then k 1 = d and so s ∈ Z(G) and o(s) ≤ q − 1 as desired. So we may assume that m ≥ 2. Suppose now that k 1 a 1 =:
again a contradiction. If k = 1, then the choice (3.3) implies that k i a i = 1 for all i and so
, whence o(s) ≤ q −1. So we may assume k = d−1. If furthermore a 1 ≥ 2, then again by (3.2) we have
contrary to the assumption. Thus (m, k 1 , a 1 , k 2 , a 2 ) = (2, d − 1, 1, 1, 1), in which case we again have o(s) ≤ q − 1. Now we prove the claims for H = S. Let x ∈ S = G/Z(G) and letx be an inverse image of x in G. Then it is clear that
by (3.4).
(iv) Let M denote the largest multiplicity of any eigenvalue of Φ(g) and let N 1 denote the order of xZ(H) in H/Z (H) . Then x N 1 ∈ Z(H) and so x N 1 e H = 1. It follows that N |N 1 e H ; in particular,
, then (ii) and the proof of Lemma 3.1 (with
Now we may assume that N > q (d−3)/2 . Consider and any element g i / ∈ Z(H). Note by (iii) that N < q d+1 . If |g i | ≥ q 2 , then by (iii) we have that
On the other hand, if 
Certainly, as g i / ∈ Z(H) and N < q d+1 we have by (ii) that
Now we can follow the proof of Lemma 3.1 and obtain by (3.5)-(3.7) that the multiplicity of any irreducible constituent λ of χ C is
if χ is the character of Φ and C = g . It follows that M ≤ (e H + 2)(dim Φ)/N .
A trace identity
Let G be a finite group. Let A 1 , . . . , A n , B be (not necessarily distinct) elements of G. As usual,Â i denotes the random variable taking values A i and A −1 i with probability 1/2. The following identity plays an important role in our proof.
Lemma 4.1.
Proof. Consider the regular representation R of G. It is the direct sum of dim(Φ) copies of each Φ ∈ Irr(G) and for any X ∈ G, trace(R(X)) equals |G| if X = 1 and 0 otherwise. In other words,
By linearity of expectation,
Furthermore, by linearity of trace
As theÂ i are independent,
concluding the proof.
Singular value estimates
For any complex n × n-matrix M , let
denote the singular values of M (listed in non-increasing order). The evaluation of (4.1) relies on several singular value estimates, which we collect in the following lemma.
Lemma 5.1. Let M, M be square matrices of size n. Then
Proof. To prove the first statement, notice that the singular value decomposition yields M = U DV , where U = (u ij ) and V = (v ij ) are unitary and
Next, for a given j,
Hence,
The second statement follows from the min-max definition of singular values [Bh, Problems III.6 .1, III.6.2].
To prove the third, consider the wedge product ∧ k M . We have by the second statement
We obtain the claim by combining this with the well-known fact [Bh, page 18 ] that
We will also need the following two elementary facts. 
Proof. (i) Consider f (t) := sin(t) − t/2. As f (t) = cos(t) − 1/2, for t ∈ [0, π/2], we have that f (t) ≥ min{f (0), f (π/2)} = 0. (ii) Now, again on [0, π/2] for g(t) := exp(−t 2 /4) − cos(t) we have that g(0) = 0 and
and so g(t) ≥ 0. The statement is obvious if t ∈ [π/2, π].
Proof of main Theorems
We first prove the following auxiliary statement.
Theorem 6.1. There is an integer p 0 > 1 such that the following statement holds whenever p ≥ p 0 . Let m ≥ 43 be an integer, p ≥ m a prime number, and let n, s ≥ 2 be integers. Let V be a sequence A 1 , . . . , A n of elements of S = P SL m (p) of order at least s. Then
All theorems from Section 1 will follow from this theorem via some short arguments.
6.1. Proof of Theorem 6.1. We start with the identity (4.1) (6.1) P(
In what follows, we may (and will) assume that Φ(X) is unitary for any element X ∈ P SL m (p). As the absolute value of the trace of any unitary matrix does not exceed its size, we have
Using Proposition 3.3(i), we can easily bound the contribution in the RHS of (6.1) coming from representations of dimension less than
as the absolute value of this contribution is at most
By Proposition 3.3(iii), 
As Φ(A i ) is unitary, by Lemma 5.2, any singular value of 
, and each such occurs as a singular value of B i at most 4m i times.
Next we set (6.5)
where the inequalities follow from the condition on s and (6.3). Consider the matrix
Applying Lemma 5.1 repeatedly and using the fact that s 1 (Φ(B −1 )) = 1, we have, for any l, that
Assume that l > l 0 . As l 0 ≥ 40m i , we can write l = 4m i a i +b i with integers 4m i ≤ b i < 8m i and 4 ≤ a i . In fact,
We are going to show that σ i := l j=1 s j (B i ) is small, for all 1 ≤ i ≤ n. As shown above, the multiplicity of any singular value of B i is at most 4m i < l/5. Furthermore, the different singular values of B i (in decreasing order) are bounded by exp(−2j 2 /k 2 i ) with 0 ≤ j ≤ k i /2 by (6.4). We can now bound σ i from the above by bounding the first b i singular values of B i by 1 (note that we chose b i ≥ 4m i ), the next 4m i by exp(−2/k 2 i ), the next 4m i by exp(−2 · 2 2 /k 2 i ), and so on. It follows that σ i ≤ exp(−E i ), where
i /3 and a i > l/5m i , we obtain
as k i m i ≤ 3d by (6.3). It follows that
Combining this estimate with (6.6), we obtain
for any l > l 0 . Now we have
where the RHS is bounded from above by 
where M is the product of all B i where A i has order at least s. Now we can repeat the rest of the proof.
