Abstract General circulation models (GCMs) are extensively used to estimate the influence of clouds on the global energy budget and other aspects of climate. Because radiative transfer computations involved in GCMs are costly, it is typical to consider only absorption but not scattering by clouds in longwave (LW) spectral bands. In this study, the flux and heating rate biases due to neglecting the scattering of LW radiation by clouds are quantified by using advanced cloud optical property models, and satellite data from CloudAerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO), CloudSat, Clouds and the Earth's Radiant Energy System (CERES), and Moderate Resolution Imaging Spectrometer (MODIS) merged products (CCCM). From the products, information about the atmosphere and clouds (microphysical and buck optical properties, and top and base heights) is used to simulate fluxes and heating rates. One-year global simulations for 2010 show that the LW scattering decreases top-of-atmosphere (TOA) upward flux and increases surface downward flux by 2.6 and 1.2 W/m 2 , respectively, or approximately 10% and 5% of the TOA and surface LW cloud radiative effect, respectively. Regional TOA upward flux biases are as much as 5% of global averaged outgoing longwave radiation (OLR). LW scattering causes approximately 0.018 K/d cooling at the tropopause and about 0.028 K/d heating at the surface. Furthermore, over 40% of the total OLR bias for ice clouds is observed in 350-500 cm 21 . Overall, the radiative effects associated with neglecting LW scattering are comparable to the counterpart due to doubling atmospheric CO 2 under clear-sky conditions.
Introduction
Clouds cover approximately 67% of the globe according to observations made by the Moderate Resolution Imaging Spectrometer (MODIS) (King et al., 2013) and significantly affect the global energy budget (Baran, 2012; Hansen et al., 1997; Liou, 1986; Stephens, 2005; Stephens et al., 1990 Stephens et al., , 2001 Yang et al., 2015; Yi et al., 2013) . If clouds absorb more longwave (LW) radiation from the surface and the lower part of the atmosphere than the LW energy they emit and the solar radiation they reflect to space, clouds retain energy in the atmosphere and warm the surface and the atmosphere. Conversely, clouds cool the earth-atmosphere system if they emit more LW radiation and reflect more solar radiation than the LW radiation they absorb.
Model approximations of radiative processes cause uncertainties in climate simulations. In the LW spectral bands, since cloud absorption dominates the extinction of radiation, fluxes are usually calculated by approximations that account for absorption only. However, several studies documented significant influences of scattering in LW radiative transfer. From GCM simulations, when LW scattering is included, Stephens et al. (2001) estimate that the global mean OLR decreases by 8 W/m setting the asymmetry factor to unity. Although their approaches differ because they use different theories to account for LW scattering, both nonscattering simulations are performed by using cloud absorption rather than extinction optical thickness. Therefore, their estimated influences on the global mean OLR are similar. However, a 8 W/m 2 reduction on the global mean OLR estimated by Stephens et al. (2001) is larger than the estimates by Costa and Shine (2006) and Schmidt et al. (2006) , and is similar to the largest evaluations in Joseph and Min (2003) by using ground observations when thin cirrus clouds are present. As mentioned by Costa and Shine (2006) , the assessments in Stephens et al. (2001) are overestimated and the large overestimate is possibly caused by not considering cloud fractions in the simulations, because such a large influence occurs only under overcast conditions when high clouds exist.
Cloud information in the previous studies was from single ground observation site for ice clouds (Joseph & Min, 2003) , GCM simulations (Schmidt et al., 2006; Stephens et al., 2001) , or a climatological summary (Costa & Shine, 2006) . These data sets are spatially coarse or may not provide realistic cloud top and base heights. With high spatial resolution cloud top and base heights now available from CALIPSO and CloudSat observations, we characterize the uncertainties of flux and heating rate simulations by using rigorous radiative transfer calculations combined with state-of-the-art cloud optics models to give an evaluation of climate effects based on the current level of understanding of cloud radiative properties. The remaining portion of this paper is organized as follows. The microphysical and bulk optical properties of clouds are described in section 2. In section 3, we outline the settings of the radiative transfer model (RTM) and the satellite data used in the simulations. Results and a discussion are given in section 4. Section 5 gives the conclusions of this study.
Cloud Microphysical and Optical Properties
This study uses the MODIS Collection 6 (MC6) cloud optics models (Platnick et al., 2015 (Platnick et al., , 2017 , which assume an ensemble of aggregates composed of eight severely roughened columns for ice cloud particles and spheres for water cloud droplets. For the MC6 ice cloud model (Platnick et al., 2015 (Platnick et al., , 2017 , the singlescattering properties of individual ice particles are provided by an ice crystal library (Bi & Yang, 2017; Yang et al., 2013) , including the extinction efficiency, single-scattering albedo, asymmetry parameter, phase function, and particle volume and projected area. The refractive index of ice applied in the library is from Warren and Brandt (2008) . The library provides the optical properties of ice crystals for three degrees of roughness, namely, smooth, moderately rough, and severely rough. Roughened ice crystals are demonstrated from in situ observations and satellite measurements, although the physical processes that cause the observed roughening are not well understood (Baum et al., 2011 (Baum et al., , 2014 Cole et al., 2013; Ding et al., 2016; Hioki et al., 2016a; Holz et al., 2016; Ulanowski et al., 2006 Ulanowski et al., , 2012 . Furthermore, the treatment of forward scattering is improved to explicitly overcome the inadequacies of delta-transmission (Bi et al., 2009 ). Yang et al. (2008a , 2008b discuss the treatment of surface roughness of an ice particle and the resulting uncertainties in ice cloud property retrievals. The features of the ice cloud model include spectral consistency between MODISbased solar and thermal retrievals (Baum et al., 2014) and better agreement of ice cloud optical thickness retrievals between the MODIS-based thermal method and Cloud Aerosol Lidar with Orthogonal Polarization (CALIOP) lidar ratios (Holz et al., 2016) . For the MC6 water cloud model (Platnick et al., 2015 (Platnick et al., , 2017 , the Lorenz-Mie theory (Bohren & Huffman, 1998; van de Hulst, 1957) provides the single-scattering properties using the refractive index of water from compilations by Hale and Querry (1973) at wavelengths between 0.25 and 0.69 lm, Palmer and Williams (1974) at wavelengths between 0.69 and 2.0 lm, and Downing and Williams (1975) at wavelengths longer than 2.0 lm.
The effective diameter D e (Baum et al., 2005a (Baum et al., , 2011 (Baum et al., , 2014 Foot, 1988 ) is defined to quantify the ensembleaveraged size of a population of irregular ice crystals as follows:
where D is the maximum dimension of a particle, D max and D min are the largest and smallest particle maximum dimensions, N D ð Þ is the particle number concentration specified with respect to the maximum dimension D (cm 23 cm 21 ), and V and A are the volume and the projected area of a particle. In the case of Journal of Advances in Modeling Earth Systems 10.1002/2017MS001117 spherical particles, D e reduces to the definition of the effective size in Hansen and Travis (1974) . Therefore, we use D e to consistently define the effective size of both water droplets and ice particles.
Given the optical properties and the particle size distributions (PSDs) of clouds, we average the singlescattering properties of the cloud model by the Planck function (B) at 233 K (Fu et al., 1998; Hong et al., 2009; Yi et al., 2013) in a specific spectral region to get band-averaged bulk-scattering properties (Baum et al., 2005b (Baum et al., , 2011 (Baum et al., , 2014 , such as r ext=sca 5
where r ext=sca , Q ext , and g are the band-averaged bulk extinction or scattering cross section, extinction efficiency, and asymmetry factor; r ext=sca , Q ext , and g are the extinction or scattering cross section, the extinction efficiency, and the asymmetry factor; and k 1 and k 2 are the lower and upper wavelength boundaries of a spectral band among those of the GCM version of the Longwave Rapid Radiative Transfer Model (RRTMG_LW; Clough et al., 2005; Iacono et al., 2008) listed in Table 1 . The band-averaged bulk single-scattering albedo ( x) is defined as the ratio of the band-averaged bulk scattering and extinction cross section as follows:
For the MC6 cloud model, PSDs are modified gamma size distributions with an effective variance (Hansen & Travis, 1974) of 0.1 for both water and ice clouds (Platnick et al., 2015) . values of 20 and 60 lm, and for water clouds with a selected droplet D e of 20 lm. In general, Q ext increases at first and then oscillates to approach the asymptotic value, 2, for large particles as the wave number increases, and water cloud droplets usually have larger values when compared to ice cloud particles with a similar size. For g, ice clouds have more forward scattering than water clouds when particle sizes are about the same, and larger ice particles have larger values than smaller particles. Since the imaginary part of the refractive index of ice is smaller than that of water between 250 and 750 cm 21 , and has a local minimum near 430 cm
21
, as shown in Figure 2 , x for ice clouds is larger than for water clouds in bands 1-5 (10-820 cm 21 ), and has the largest value in band 2 (350-500 cm 21 ). However, the imaginary part of the refractive index of water is smaller than that of ice between 1,700 and 3,000 cm 21 , leading to larger water clouds x values in bands 12-16 (1,800-3,250 cm 21 ).
Radiative Transfer Model Settings and Satellite Observations
Fluxes and heating rates are simulated by RRTMG_LW (Clough et al., 2005; Iacono et al., 2008 ) and the Discrete Ordinates Radiative Transfer Journal of Advances in Modeling Earth Systems 10.1002/2017MS001117
(DISORT) Program for a Multi-Layered Plane-Parallel Medium (Stamnes et al., 1988) . RRTMG_LW, which is a frequently used RTM in GCMs and numerical prediction models (Clough et al., 2005; Iacono et al., 2008) , applies the correlated-k-distribution method (Lacis & Oinas, 1991) to account for atmospheric gas absorption and divides the LW spectrum into the 16 intervals listed in Table 1 , ranging from wave number 10 to 3,250 cm 21 , in order to balance radiometric accuracy and computational efficiency (Clough et al., 2005 ; Journal of Advances in Modeling Earth Systems 10.1002/2017MS001117 Iacono et al., 2000; Mlawer et al., 1997) . In radiative transfer calculations, RRTMG_LW uses a two-stream model that angular resolution is low and only considers absorption. To rigorously investigate the possible influences of light scattering on flux and heating rate simulations containing clouds, we utilize the 16-stream DISORT (high angular resolution) as a radiative transfer solver, and implant the solver into RRTMG_LW. The optical thicknesses of the atmospheric profiles generated by RRTMG_LW, cloud profiles, and cloud optical properties are input into DISORT to simulate vertical distributions of fluxes and heating rates. The 16-stream DISORT computes fluxes with <1% differences from an accurate 128-stream DISORT. All of the simulations in this study are offline, and computational time using the 16-stream DISORT takes about 25 times longer than the original RRTMG_LW radiative transfer solver. To overcome the challenge associated with the strong forward peak of the cloud phase functions for radiative transfer simulation, we use the delta-M method (Hioki et al., 2016b; Wiscombe, 1977) , which has been developed to ensure accurate flux computations by truncating the phase function and adjusting the optical thickness, singlescattering albedo, and Legendre polynomial expansion coefficients of the phase function based on the similarity principle (Liou, 2002; van de Hulst, 1974; Wiscombe, 1977) .
The following satellite observation data sets are analyzed for 2010. The cloud conditions are provided by CCCM Edition B1 products (Kato et al., 2010 (Kato et al., , 2011 (Kato et al., , 2014 , containing measurements derived from CALIPSO (resolution 333 m), CloudSat (resolution 1.4 km), CERES (resolution 20 km at the near-nadir view), and MODIS (resolution 1 km) observations. To merge cloud top and base heights in a 1 km grid box, three CALIPSO and one CloudSat observations are combined following Kato et al. (2010, Table 1 ). The merged cloud heights are then collocated with 1 km MODIS observations and are used as input in the enhanced cloud algorithm (Kato et al., 2011) to improve retrieved cloud optical and microphysical properties from MODIS observations. Then 1 km combined CALIPSO, CloudSat, and MODIS data are collocated with CERES footprints to make the grid sizes of the CCCM products approximately 20 km (Kato et al., 2014) . In a CCCM grid box, up to 16 unique cloud horizontal boundaries (groups) and up to 6 independent cloud vertical layers are sorted by a grouping process (Kato et al., 2010) . Kato et al. (2011) show improvements of flux simulations by using these products, compared with CERES and surface measurements. In this study, we focus on single-layer water and ice clouds (water and ice cloud groups with a single cloud top and base) in 2010, and analyze the contribution of light scattering from different thermodynamic phases of clouds. From the products, the cloud vertical boundaries are defined by the CALIPSO-and CloudSat-derived cloud top and Figure 2 . Imaginary part of refractive index of (solid line) ice and (dotted line) water cloud from 100 to 3,000 cm 21 . The refractive index of ice are from Warren and Brandt (2008) , and the refractive index of water are combined from Hale and Querry (1973) , Palmer and Williams (1974) , and Downing and Williams (1975) .
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base heights, and the cloud optical and microphysical properties are provided by the MODIS-retrieved cloud optical thickness, effective diameter, fraction, and phase. Figure 3 presents histograms of the frequency of visible optical thickness and particle size for water and ice clouds. In 2010, both single-layer water and ice clouds most frequently have small optical thicknesses (<5), and the most abundant particle sizes (D e ) are about 20 lm for water clouds and about 20-60 lm for ice clouds. With cloud top and base heights 
provided from CCCM products, we set the physical thickness of clouds and assume clouds are vertically homogeneous in the model simulations.
Atmospheric information, including temperature, humidity, and ozone profiles, is provided by the CCCM products, based on the Goddard Earth Observing System (GEOS-5) Data Assimilation System reanalysis (Kato et al., 2014) . The vertical range of atmospheric profiles in the simulations is from the surface to 65 km height. In order to simulate more realistic conditions, we follow the Fifth Assessment Report of the Intergovernmental Panel on Climate Change (IPCC, 2014) and set the volume mixing ratios of carbon dioxide (CO 2 ), nitrous oxide (N 2 O), and methane (CH 4 ) to 390.5, 0.3242, and 1.803 ppmv, respectively.
Results and Discussion
To evaluate the consequences of ignoring light scattering in the LW spectrum by single-layer water and ice clouds, we compare fluxes and heating rates between absorption only and rigorous radiative transfer calculations including light scattering processes. Simulation biases are defined as the difference between calculations where only absorption is considered and more rigorous results that include scattering. Both calculations use the same RTM, which is a customized combination of RRTMG_LW and DISORT. In absorption-only simulations, as suggested by Costa and Shine (2006) , we use the absorption optical thicknesses of clouds and set the single-scattering albedo to zero, but the extinction optical thicknesses (i.e., scattering plus absorption optical thicknesses) and complete scattering properties are used in the rigorous calculations considering LW scattering. The absorption optical thicknesses of clouds are the same in these two sets of simulations.
The global impacts of ignoring LW scattering on flux and heating rate simulations are estimated by using cloud and atmosphere information from CCCM products covering 2010. To spatially represent the flux simulation biases, we average the biases into 18 3 18 resolution. Figure 4 shows the global annual mean bias distributions of upward flux at the TOA and of downward flux at the surface. The pattern of TOA upward flux biases is similar to that in Costa and Shine (2006, Figure 6 ). In general, large biases can be found along the Intertropical Convergence Zone (ITCZ), particularly in the Pacific warm pool, and in the Tibetan Plateau region, where OLR is overestimated by up to about 12 W/m 2 , since there are many ice clouds, which locate at higher altitudes with more transparent above-cloud atmospheric layers and have larger scatter properties as in Figure 1 than water clouds. In contrast, negative biases of downward flux at the surface are significant (about 23.6 W/m 2 ) in broad midlatitude regions and mountain areas, especially in the Tibetan Plateau, the Antarctic, and Greenland, because altitudes of these regions are higher and more scattered LW fluxes can reach the surface in a shorter path length without being absorbed by the atmosphere. Since water vapor absorbs most of the downward scattered fluxes, downward flux biases have smaller magnitudes than the upward flux biases. However, in a dry and high area under clouds, the downward scattered fluxes can reach the ground.
Zonal averaged flux and heating rate biases in each month of 2010 are shown in Figure 5 . In Figure 5a , the peak TOA upward flux bias followed the ITCZ shifts from the Southern to the Northern Hemisphere from January to June and shifts back again from July to December. From June to September, the contrast of biases between Northern and Southern Hemispheres is largest. On the other hand, Figure 5b presents surface downward flux biases, which are mainly in the midlatitude region, as shown in Figure 4b . The surface downward flux biases are close to zero in the tropical regions due to absorption by abundant water vapor. Generally, as previously discussed, the absolute biases are larger for TOA upward flux than surface downward flux. Figure 5c describes the net flux into the atmosphere (NF A ) (Zhang et al., 1995) , which is defined as
where F # T and F " T are downward and upward flux at the TOA, respectively, and
S are downward and upward flux at the surface, respectively. When the simulations include LW scattering, clouds mainly scatter LW radiation from below and scatter back part of the energy to the ground, giving radiation more chance to be absorbed by the atmosphere, so the biases of net flux into the atmosphere are negative and extreme values vary with the positions of the ITCZ, such as in Figure 5a . In Figures 5d and 5e , heating rate biases are
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at the tropopause and at the surface, respectively. To evaluate simulation biases at the tropopause, we follow the method mentioned by Reichler et al. (2003) to determine the height of the tropopause. Since LW scattering decreases the amount of radiation reaching higher altitudes above the cloud layers, heating rate biases at the tropopause have similar monthly variations as in Figure 5a such that the locations of the largest absolute bias are in the Southern Hemisphere from January to March, in the Northern Hemisphere from April to November, and in the Southern Hemisphere again in December. In Figure 5e , the largest surface heating rate biases are in the midlatitude areas, as anticipated from Figure 5b . Although the ITCZ is persistently cloudy, absolute heating rate biases at the surface are relatively small in this region, because downward scattered radiation is absorbed by water vapor before transferring to the surface.
Global annual averaged flux biases are depicted in Figure 6a and summarized in Table 2 with corresponding root-mean-square errors (RMSEs). Due to the optical properties (as in Figure 1 ) and altitudes of clouds, the global annual mean TOA upward flux bias for ice clouds (4.4 W/m 2 ) is larger than for water clouds 
(1.6 W/m 2 ). The annual mean downward flux bias at the surface is similar for ice (21.3 W/m 2 ) and water (21.1 W/m 2 ) clouds, since the atmosphere is opaque under cloud layers. In Figure 6a , the upward flux biases at the TOA are slightly smaller than at the tropopause for both water and ice clouds, because a fraction of the upward scattered fluxes are absorbed by the atmosphere above the tropopause. However, the downward flux biases at the tropopause are mainly from ice clouds, since most of water cloud layers are Figure 6b shows global annual mean heating rate biases, and Table 3 lists the values and their respective RMSEs. Annual averaged biases are about 20.005 (<1%), 20.042 (<1%), 0.006 (<1%), 20.034 (about 6.3%), 0.018 (about 23%), and 20.028 (about 2.3%) K/d, for the whole atmosphere column, in cloud layers, above cloud layers, under cloud layers, at the tropopause, and at the surface, respectively. The values in the parentheses are percentage errors relative to heating rates for each layer. Since clouds mostly scatter back a fraction of upward radiation illuminating clouds from below to the ground, heating rate biases in and under cloud layers are negative, and above cloud layers are positive. Therefore, the global averaged magnitudes of column mean biases have relatively small values. Overall, scattered LW radiation is eventually absorbed in clouds, so the largest absolute heating rate biases are in the cloud layers. Although the absolute biases Note. Column, cloud, above cloud, and under cloud heating rate biases indicate averaged heating rate biases over the whole atmospheric profile, in cloud layers, in layers above clouds, and in layers under clouds, respectively.
are large in the cloud layers, LW scattering causes relatively larger biases under cloud layers, at the tropopause and at the surface. In general, the magnitudes of heating rate biases are larger for ice clouds than for water clouds, especially at the tropopause where the RMSE is also largest.
To further demonstrate the importance of LW scattering, we compare the effect of neglecting LW scattering with the clear-sky radiative effect of doubling CO 2 . As listed in Table 1 , in Clough and Iacono (1995) , when the concentration of CO 2 doubles from 355 to 710 ppmv under midlatitude summer conditions, upward fluxes at the TOA and tropopause decrease about 2.8 (2.6) and 3.9 (2.7) W/m 2 , respectively, and downward fluxes at the surface and tropopause increase approximately 1.8 (1.2) and 1.7 (0.1) W/m 2 , respectively, and cause heating about 0.069 (0.028) K/d at the surface and about 0.00002 (-0.018) K/d at the tropopause. The values in the parentheses are equivalent simulation biases listed in Tables 2 and 3 . Overall, the simulation biases are comparable to the radiative effects of doubling CO 2 .
Due to varying optical properties of clouds in each RRTMG_LW spectral band (Figure 1 ), the contributions of light scattering vary by bands, and the cumulative flux biases from 10 to 3,250 cm 21 are shown in Figure 7 .
Since ice clouds have larger x in the main LW emission bands (10-820 cm 21 , shown in Figure 1b) at Earth surface temperatures, flux biases of ice clouds are larger than for water clouds in those bands. Especially, as mentioned in section 2, x is largest in band 2 (350-500 cm 21 ) for ice clouds compared to water clouds, because the imaginary part of refractive index is relatively small for ice in that spectral range (Figure 2) . Therefore, at the TOA, band 2 contributes over 40% of ice clouds flux biases, whereas band 2 only accounts for about 3% of water clouds flux biases. This confirms the implication in Chen et al. (2014) that ice clouds have a stronger scattering effect in far-infrared than in middle-infrared spectral regions. Although the ice cloud model is different, the simulations made by Edwards and Slingo (1996) also support the results that LW scattering is most important around 400 cm
21
.
In addition to the optical properties of clouds, gas absorption also plays an important role in spectral flux biases (Figure 7 ). Since the atmosphere is relatively transparent above clouds, the scattered upward fluxes can reach the TOA without being absorbed by gas, particularly by water vapor. As a result, the magnitudes of upward flux biases at the TOA are larger than the downward flux biases at the surface. However, for both water and ice clouds, the magnitudes of biases for upward flux at the TOA or downward flux at the surface As mentioned by Tselioudis et al. (2013) , using CALIPSO and CloudSat, the cloud top and base height are detected and can be used to distinguish different cloud regimes. In this study, with the CALIPSO-and CloudSat-derived cloud top and base heights in the CCCM products, we separate 6 cloud regimes for cloud groups with a single cloud top and base, including HxMxL, HxM, MxL, 1H, 1M, and 1L, where 440 hPa separates high (H) and middle (M) clouds and 680 hPa separates middle (M) and low (L) clouds. 1H, 1M, and 1L refer to single-layer high, middle, and low clouds, respectively; and HxMxL, HxM, and MxL denote continuous cloud layers from high to low, high to middle, and middle to low clouds, respectively. Tables 2 and 3 are larger than the respective average biases. Since not only cloud microphysical and optical properties, as in Figures 1 and 3 , but also cloud physical thicknesses and atmospheric conditions vary around the globe, large biases can be found locally as in Figure 4 . As a result, all RMSEs are considerably larger than the magnitudes of global mean biases.
Conclusions
To reduce the computational burden, an absorption approximation without considering scattering is a widely used method to deal with LW radiative transfer by clouds in GCMs and numerical weather prediction models. This study quantifies the flux and heating rate simulation biases caused by neglecting LW scattering.
To estimate the global average bias, we simulate global fluxes and heating rates in 2010 based on the CCCM merged satellite product. The previous study by Costa and Shine (2006) assumed a constant cloud physical thickness as a function of the cloud top height. Since the CCCM product contains cloud top and base heights from CALIPSO and CloudSat observations (Kato et al., 2014) , the cloud thickness is adjusted based on the satellite observations. Because ice clouds are most abundant over the ITCZ, significant overestimation of TOA upward flux (12 W/m 2 ) can occur by neglecting scattering, especially in the Pacific warm pool. However, surface downward flux biases are largest mainly in midlatitude, polar, and mountain areas, with regional peak underestimation by neglecting scattering about 3.6 W/m 2 in Tibetan Plateau, Antarctic, and Greenland areas.
In the temporal domain, the locations of extreme zonally averaged biases vary with the ITCZ over 12 months. The peak value shifts from the Southern to the Northern Hemisphere from January to June and then shifts back to Southern Hemisphere from July to December. As a global average, when neglecting LW scattering in clouds, OLR is overestimated by 2.6 W/m 2 , and downward flux at the surface is underestimated by 1.2 W/m 2 . Therefore, when we include the scattering effect of clouds in simulations based on the atmosphere and cloud conditions in a specific moment of a satellite observation, 1.4 W/m 2 is retained in the atmosphere. The TOA upward and surface downward flux biases are about 10% and 5%, respectively, of the global LW cloud radiative effect, which are approximately 27.2 W/m 2 at the TOA and 25.6 W/m 2 at the surface (Henderson et al., 2013) . Although compared to global annual averaged OLR about 233.8 W/m 2 (Henderson et al., 2013) , the flux bias of 2.6 W/m 2 at the TOA is not large, the regional biases are more significant, up to 9-12 W/m 2 at the TOA over the ITCZ, or about 5% of global averaged OLR at most.
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By neglecting scattering, annual tropopause heating rate biases are about 0.018 K/d, which is 23% of the annually averaged heating rate at that level, and annual heating rate biases at the surface are approximately 20.028 K/d or 2.3% of the surface annual mean heating rate. After comparing with flux and heating rate simulations, we find that the influence of doubling CO 2 (Clough & Iacono, 1995) and LW scattering are similar. Consequently, scattering in the LW spectrum is important and has to be considered in model simulations.
Due to distinct optical properties of clouds in the RRTMG_LW 16 spectral bands, ice clouds have larger flux biases than water clouds in 10-820 cm 21 . The biases of TOA upward flux and surface downward flux are similar in 700-1,390 cm 21 , because they are in the atmospheric window region. Overall, nearly all of the flux biases are in far-infrared and the atmospheric window regions (10-1,390 cm 21 ). Among them, the upward flux bias at the TOA for ice clouds in band 2 (350-500 cm 21 ) is largest, contributing over 40% of the total ice cloud bias, because there is a local minimum near 430 cm 21 in the imaginary part of the ice refractive index.
Generally, biases are larger for ice clouds than water clouds, and are larger for higher and thicker clouds. In conclusion, when LW scattering is neglected, an annual global averaged overestimation of 2.6 W/m 2 in OLR in this study is between 3 W/m 2 estimated by Costa and Shine (2006) and 1.5 W/m 2 by Schmidt et al. (2006) , and is much less than 8 W/m 2 by Stephens et al. (2001) . The present study uses rigorous radiative transfer calculations in flux and heating rate simulations, including the advanced MC6 cloud optics models, high spatial resolution CCCM merged satellite products, and observed physical cloud thicknesses. Consequently, global and regional circulation models have to take LW scattering of clouds into account to simulate realistic radiation fields, especially in the far-infrared spectral region with ice clouds.
