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Co-design of output feedback laws and event-triggering conditions for
linear systems
Mahmoud Abdelrahim, Romain Postoyan, Jamal Daafouz and Dragan Nesˇic´
Abstract— We present a procedure to simultaneously design
the output feedback law and the event-triggering condition to
stabilize linear systems. The closed-loop system is shown to
satisfy a global asymptotic stability property and the existence
of a strictly positive minimum amount of time between two
transmissions is guaranteed. The event-triggered controller is
obtained by solving linear matrix inequalities (LMIs). We then
exploit the flexibility of the method to maximize the guaranteed
minimum amount of time between two transmissions. Finally,
we provide a (heuristic) method to reduce the amount of
transmissions, which is supported by numerical simulations.
I. INTRODUCTION
Networked control systems (NCS) and embedded systems
are becoming essential in a wide range of control applica-
tions. A crucial challenge for these systems is the efficient
use of their limited resources in terms of communication
and/or computation. In this context, event-triggered control
has been proposed as an alternative to the conventional
periodic sampling paradigm. The idea is to close the loop
and update the control input whenever a state-dependent
criterion is verified, which is designed based on the sta-
bility/performance requirements, see e.g. [1]–[6]. In this
way, it is possible to significantly reduce the usage of
the communication resources by the control task compared
to periodic sampling. In this paper, we will focus on the
scenario where we want to reduce the amount of control
updates, which is relevant in the context of networked control
systems for instance as this leads to a reduced usage of the
network, which can thus be used by other tasks.
The vast majority of existing event-triggered controllers
are designed by emulation, see [4]–[6] and the references
therein. In other words, a stabilizing feedback law is first
constructed in the absence of network and then the triggering
condition is synthesized to preserve stability. The potential
disadvantage of this technique is that it is difficult to obtain
an optimal design since we are restricted by the initial choice
of the feedback law. To overcome this issue, three directions
of research are proposed in the literature: joint design of
control inputs and self-triggering conditions, e.g. [7], [8],
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optimal event-triggered control, e.g. [9], [10], and co-design
of feedback laws and event-triggering conditions, e.g. [11]–
[13]. In this paper, we are interested in the last approach.
All of the aforementioned results focus on state feedback
event-triggered controllers where the full state vector is
assumed to be available for measurement. However, from a
practical point of view, this is not realistic for many control
applications where only a part of the plant is measured. It
is important to highlight that the design of event-triggered
controllers based on the output measurements is particularly
challenging, even by emulation, see [14]–[20]. This is due
to the fact that it is usually difficult to ensure the existence
of a uniform strictly positive lower bound on the inter-
transmission times contrary to the case where the full state
is measured (see [15]).
The purpose of this paper is to develop a joint de-
sign procedure of the output feedback law and the event-
triggering condition. To the best of the authors’ knowledge,
this problem has been only addressed in [21], [22]. The
proposed co-design methods in [21], [22] are concerned
with periodic event-triggered controllers (PETC) in which
the output measurements are sampled periodically and then
it is the task of the triggering condition to decide whether
the control input needs to be updated. However, an open
question regarding these techniques is how to calculate the
appropriate sampling period of the triggering mechanism.
This is a key aspect in the construction of PETC since the
sampling of the triggering mechanism may deteriorate the
closed-loop performance or may require a higher network
bandwidth than the available one, see [23].
Unlike [21], [22], we provide a co-design algorithm
where the triggering condition is continuously evaluated. The
scheme is based on our previous work in [20] where we have
synthesized stabilizing output feedback event-triggered con-
trollers by emulation. The proposed triggering mechanism
in [20] guarantees a global asymptotic stability property for
the closed-loop and enforces a minimum amount of time T
between two transmission instants by combining the event-
triggering condition of [3] (adapted to output feedbacks) and
the time-triggered results in [24]. The constant time T corre-
sponds to the maximum allowable sampling period (MASP)
given by [24]. Contrary to [20], where the output feedback
laws were assumed to be known a priori, in this paper, we
simultaneously design the feedback controllers and the trans-
mission rules for linear time-invariant (LTI) systems. The
event-triggered controller is then obtained by solving LMIs.
It is important to note that the results in [20] do not allow for
co-design because the resulted LMI condition is nonlinear in
this case. Furthermore, the encountered nonlinearity cannot
be directly handled by congruence transformations like in
standard output feedback design problems, which induces
non-trivial technical difficulties. We thus needed to introduce
an additional LMI constraint to linearize the LMI condition
in [20] using the tools of [25]. We then take advantage of the
flexibility of co-design to enhance the efficiency of the event-
triggered controllers in two senses. We first maximize the
minimum inter-transmission time which is essential in prac-
tice. Indeed, while the existence of dwell-time is typically
ensured in emulation results, its value may be very small
and may thus violate the hardware constraints. It is therefore
important to propose designs which are able to ensure larger
minimum times between two transmissions. We then propose
a heuristic to reduce the amount of transmissions, whose
efficiency is confirmed by simulations.
The rest of the paper is organised as follows. Preliminaries
are given in Section II. The problem is formally stated in
Section III. In Section IV, we give the main results and
in Section V we explain how these results can be used
to enlarge the guaranteed minimum inter-transmission time
and to reduce the amount of transmissions. An illustrative
example is proposed in Section VI. Conclusions are provided
in Section VII. The proofs are given in the Appendix.
II. PRELIMINARIES
Let R := (−∞,∞), R≥0 := [0,∞), Z≥0 := {0, 1, 2, ..}
and Z>0 := {1, 2, ..}. We denote the minimum and maxi-
mum eigenvalues of the symmetric matrix A as λmin(A) and
λmax(A), respectively. We write AT and A−T to respectively
denote the transpose and the inverse of transpose of A and
diag (A1, · · · , AN ) is the block-diagonal matrix with the
entries A1, · · · , AN on the diagonal. The symbol ⋆ stands for
symmetric blocks. We use In to denote the identity matrix
of dimension n. The shorthand Σ(Q) stands for Q+QT for
any square matrix Q. The Euclidean norm is denoted as |.|.
We use (x, y) to represent the vector [xT , yT ]T for x ∈ Rn
and y ∈ Rm.
In this paper, we consider hybrid systems of the following
form using the formalism of [26]
x˙ = F (x) x ∈ C, x+ = G(x) x ∈ D, (1)
where x ∈ Rn is the state, F is the flow map, C is
the flow set, G is the jump map and D is the jump set.
The vector fields F and G are assumed to be continuous
and the sets C and D are closed. The solutions to system
(1) are defined on so-called hybrid time domains. A set
E ⊂ R≥0 × Z≥0 is called a compact hybrid time domain
if E = ∪
j∈{0,...,J−1}
([tj , tj+1], j) for some finite sequence
of times 0 = t0 ≤ t1 ≤ ... ≤ tJ and it is a hybrid time
domain if for all (T, J) ∈ E,E ∩ ([0, T ] × {0, 1, ..., J}) is
a compact hybrid time domain. A function φ : E → Rn is
a hybrid arc if E is a hybrid time domain and if for each
j ∈ Z≥0, t 7→ φ(t, j) is locally absolutely continuous on
Ij := {t : (t, j) ∈ E}. A hybrid arc φ is a solution to
system (1) if: (i) φ(0, 0) ∈ C ∪ D; (ii) for any j ∈ Z≥0,
φ(t, j) ∈ C and φ˙(t, j) = F (φ(t, j)) for almost all t ∈ Ij ;
(iii) for every (t, j) ∈ domφ such that (t, j + 1) ∈ domφ,
φ(t, j) ∈ D and φ(t, j + 1) = G(φ(t, j)). A solution φ to
system (1) is maximal if it cannot be extended, and it is
complete if its domain, domφ, is unbounded.
III. PROBLEM STATEMENT
Consider the linear time-invariant system
x˙p = Apxp +Bpu, y = Cpxp, (2)
where xp ∈ Rnp , u ∈ Rnu , y ∈ Rny and Ap, Bp, Cp are
matrices of appropriate dimensions. We will design dynamic
output feedback laws of the form
x˙c = Acxc +Bcy, u = Ccxc, (3)
where xc ∈ Rnc and Ac, Bc, Cc are matrices of appropriate
dimensions. We focus on the case where the controller
has the same dimension as the plant, i.e. nc = np. We
emphasize that the xc-system is not necessarily an observer.
We consider the scenario where controller (3) communicates
with the plant via a digital channel. Hence, the plant output
and the control input are sent only at transmission instants
ti, i ∈ Z≥0. In this paper, we are interested in an event-
triggered implementation in the sense that the sequence of
transmission instants is determined by a criterion based on
the output measurements, like in [15], [17], see Figure 1.
Plant
Event-triggering
mechanism
Controller
y(t)
y(t)y(ti)u(t)u(ti)
Fig. 1. Event-triggered control schematic
At each transmission instant, the plant output is sent to
the controller which computes a new control input that is
instantaneously transmitted to the plant. We assume that this
process is performed in a synchronous manner and we ignore
the computation times and the possible transmission delays.
In that way, like in [27], we obtain
x˙p = Apxp +Bpuˆ t ∈ [ti, ti+1]
x˙c = Acxc +Bcyˆ t ∈ [ti, ti+1]
u = Ccxc
˙ˆy = 0 t ∈ [ti, ti+1]
˙ˆu = 0 t ∈ [ti, ti+1]
yˆ(t+i ) = y(ti)
uˆ(t+i ) = u(ti),
(4)
where yˆ and uˆ respectively denote the last transmitted values
of the plant output and the control input. We assume that
zero-order-hold devices are used to generate the sampled
values yˆ and uˆ, which leads to ˙ˆy = 0 and ˙ˆu = 0. We
introduce the network-induced error e := (ey, eu) ∈ Rne ,

Σ(Y Ap +ZCp) ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
Ap +M
T Σ(ApX +BpN) ⋆ ⋆ ⋆ ⋆ ⋆
ZT 0 −µIny ⋆ ⋆ ⋆ ⋆
BTp Y B
T
p 0 −µInu ⋆ ⋆ ⋆
Y Ap +ZCp M 0 0 −Y ⋆ ⋆
Ap ApX +BpN 0 0 −Inp −X ⋆
Cp CpX 0 0 0 0 −εIny

< 0 (9)
where ey := yˆ−y, eu := uˆ−u and ne = ny+nu which are
reset to 0 at each transmission instant. We model the event-
triggered control system using the hybrid formalism of [26]
as in e.g. [15], [18], [5], for which a jump corresponds to a
transmission. In that way, the system can be modeled as x˙e˙
τ˙
 =
 A1x+ B1eA2x+ B2e
1
 (x, e, τ) ∈ C
 x
+
e+
τ+
 =
 x0
0
 (x, e, τ) ∈ D,
(5)
where x = (xp, xc) ∈ Rnx with nx = 2np, τ ∈ R≥0 is
a clock variable which describes the time elapsed since the
last jump and
A1=
(
Ap BpCc
BcCp Ac
)
B1=
(
0 Bp
Bc 0
)
A2=
(
−CpAp −CpBpCc
−CcBcCp −CcAc
)
B2=
(
0 −CpBp
−CcBc 0
)
.
(6)
The flow and jump sets of (5) are defined according to
the triggering condition we will design in the next section.
As long as the triggering condition is not violated, the
system flows on C and a jump occurs when the state enters
in D. When (x, e, τ) ∈ C ∩ D, the solution may flow
only if flowing keeps (x, e, τ) in C, otherwise the system
experiences a jump. The sets C and D will be closed (which
ensure that system (5) is well-posed, see Chapter 6 in [26]).
The main objective of this paper is to simultaneously
design the dynamic controller (3) and the flow and the jump
sets of system (5), i.e. the triggering condition, to ensure a
global asymptotic stability property for system (5).
IV. MAIN RESULTS
We use the same triggering condition as in [20], i.e.
C =
{
(x, e, τ) : γ2|e|2 ≤ ε1|y|2 or τ ∈ [0, T ]
}
D =
{
(x, e, τ) :
(
γ2|e|2 = ε1|y|2 and τ ≥ T
)
or(
γ2|e|2 ≥ ε1|y|2 and τ = T
)}
,
(7)
where γ ≥ 0, ε1 > 0 are design parameters and T is
a constant which enforces a uniform dwell-time between
any two jumps. This constant T is designed such that
T < T (γ, L), where T (γ, L) corresponds to the maximum
allowable sampling period given in [24], which is given by
T (γ, L) :=

1
Lr
arctan(r) γ > L
1
L
γ = L
1
Lr
arctanh(r) γ < L
(8)
where r :=
√∣∣( γ
L
)2 − 1
∣∣ and L := |B2|.
The following theorem provides LMI-based conditions
to simultaneously design the output feedback law (3) and
the parameters of the flow and jump sets (7) such that a
global asymptotic stability property holds for system (5), (7).
We use boldface symbols to emphasize the LMIs decision
variables.
Theorem 1: Consider system (5) with the flow and jump
sets (7). Suppose that there exist symmetric positive def-
inite real matrices X ,Y ∈ Rnp×np , real matrices M ∈
R
np×np ,Z ∈ Rnp×ny ,N ∈ Rnu×np and ε,µ > 0 such that
(9) is verified and the following holds
−Iny ⋆ ⋆ ⋆
0 −Inu ⋆ ⋆
−CTp 0 −Y ⋆
−XCTp −NT −Inp −X
 < 0. (10)
Take γ = √µ, ε1 = ε−1 and
Ac = V
−1(M − Y ApX − Y BpN −ZCpX)U−T
Bc = V
−1Z, Cc =NU
−T ,
(11)
where U, V ∈ Rnp×np are any square and invertible matrices
such that1 UV T = Inp −XY . Then, there exists χ ∈ KL
such that any solution φ = (φx, φe, φτ ) satisfies
|φx(t, j)| ≤ χ(|(φx(0, 0), φe(0, 0))|, t+ j) ∀(t, j) ∈ domφ
(12)
and, if φ is maximal, it is also complete. 
We note that LMIs (9), (10) are computationally tractable
and can be solved using the SEDUMI solver [28] with the
YALMIP interface [29]. Hence, by solving (9) and (10),
we obtain the feedback law, see (11), and the triggering
condition parameters γ and ε1.
1In view of the Schur complement of LMI (10), we deduce that(
Y Inp
Inp X
)
> 0 which implies that X −Y −1 > 0 and thus, Inp −XY
is nonsingular. Hence, the existence of nonsingular matrices U, V is always
ensured.
The proof of Theorem 1 consists in showing that the
following holds(
AT1 P+PA1+AT2A2+ε1C
T
p Cp ⋆
BT1 P −µIne
)
< 0, (13)
where P is the Lyapunov matrix and Cp = [Cp 0]. The
LMI (13) corresponds to the condition in Proposition 1 in
[20] in the context of emulation, i.e. when the controller is
given. It is important to note that the derivation of LMIs for
co-design from (13) is not trivial, because of the nonlinear
term AT2 A2 which depends on the controller matrices. This
term never appeared in the classical output feedback design
problems and it is the reason why the LMI (9) differs from
the classical one and why the additional convex constraint
(10) is needed in Theorem 1.
V. OPTIMIZATION PROBLEMS
The flexibility of the co-design procedure proposed in
Section IV can be exploited in many ways. In this section, we
explain how to use the LMI conditions (9) and (10) to enlarge
the guaranteed minimum amount of time between any two
transmissions. We then propose a heuristic method to reduce
the amount of transmissions. The efficiency of these methods
is illustrated by simulations in Section VI.
A. Enlarging the guaranteed minimum inter-transmission
time
A key challenge in the design of output feedback event-
triggered controllers is to ensure the existence of a uniform
strictly positive lower bound on the inter-transmission times.
Although the existence of that lower bound is guaranteed by
different techniques in the literature, the available expres-
sions are often subject to some conservatism. It is therefore
unclear whether the event-triggered controller has a dwell-
time which is compatible with the hardware limitations.
We investigate in this section how to employ the LMIs
conditions (9), (10) to maximize the guaranteed minimum
inter-transmission time. We first state the following lemma
to motivate our approach.
Lemma 1: Let S be the set of solutions to system (5), (7).
T = inf
φ∈S
{t′ − t : ∃j ∈ Z>0, (t, j), (t, j + 1), (t′, j + 1),
(t′, j + 2) ∈ domφ}.
(14)

Lemma 1 implies that the lower bound T on the inter-
transmission times guaranteed by (7) corresponds to the
actual minimum inter-transmission time as defined by the
right-hand side of (14). Hence, by maximizing T , we enlarge
the minimum inter-transmission time.
To maximize T , we will maximize T (γ, L) in (8). We see
that T increases as γ and L decrease. Hence, our objective
is to minimize γ and L. Since γ corresponds to √µ and µ
enters linearly in the LMI (9), we can directly minimize γ
under the LMIs constraints (9), (10). The minimization of
L, on the other hand, requires more attention. We recall that
L = |B2| =
√
λmax(BT2 B2), where
BT2 B2 =
(
BTc C
T
c CcBc 0
0 BTp C
T
p CpBp
)
(15)
hence,
L = max
(√
λmax(BTc C
T
c CcBc),
√
λmax(BTp C
T
p CpBp)
)
.
(16)
Therefore, L can be minimized up to
√
λmax(BTp C
T
p CpBp)
which is fixed as it only depends on the plant matrices. In
view of (11), we have that
BTc C
T
c CcBc = Z
TV −TU−1NTNU−TV −1Z. (17)
Thus, L depends nonlinearly on the LMI variables N and Z
and it can a priori not be directly minimized. To overcome
this issue, we impose the following upper bound
BTc C
T
c CcBc < αβIny (18)
for some α, β > 0. As a result, to minimize α and β may
help to minimize L as we will show on an example in Section
VI. We translate inequality (18) into a LMI constraint and
we state the following claim.
Claim 1: Assume that LMIs (9), (10) are verified. Then,
there exist α,β > 0 such that
αIny ⋆ ⋆ ⋆
0 βInu ⋆ ⋆
0 NT X ⋆
Z 0 Inp Y
 > 0 (19)
which implies that inequality (18) holds. 
We note that (19) does not introduce additional constraints
on system (5) compared to LMIs (9), (10). This comes from
the fact that there always exist α, β > 0 (eventually large)
such that (19) holds, in view of Schur complement of (19).
In conclusion, we formulate the problem as a multiobjec-
tive optimization problem as we want to minimize µ, α, β
under the constraint (9), (10) and (19). Several approaches
have been proposed in the literature to handle that kind of
problems, see e.g. [30]. We choose the weighted sum strat-
egy among others and we formulate the LMI optimization
problem as follows
minλ1µ+ λ2α+ λ3β
subject to (9), (10), (19)
(20)
for some weights λ1, λ2, λ3 ≥ 0.
B. Reducing the amount of transmissions
We present a heuristic way to reduce the amount of trans-
missions generated by the triggering mechanism. This goal
can be achieved by optimizing the parameters of the event-
triggered rule such that the triggering condition is violated
after the longest possible time since the last transmission. In
view of (7) and Theorem 1, since γ = √µ, ε1 = ε−1, the
event-triggering condition is given by
µ|e|2 ≤ ε−1|y|2 or τ ∈ [0, T ]. (21)
As a consequence, in order to reduce the number of instants
at which the rule (21) is not satisfied, we need to minimize
the parameters µ and ε. More precisely, we need to minimize
the product εµ. Since the product εµ is nonlinear, we
simply minimize the weighted sum of the two parameters to
maintain the convexity property. Moreover, we need to take
into account the evolution of the e-variable. Indeed, it is not
because εµ is minimized that less transmissions will occur
because the variable e may more rapidly reach the threshold
in (21) in this case. To address this point, we notice that, in
view of Assumption 1 and Proposition 1 in [20], the variable
e satisfies, for all x ∈ Rnx and almost all e ∈ Rne
〈∇|e|,A2x+ B2e〉 ≤ L|e|+ |A2x|. (22)
Thus, minimizing L may lead to the reduction of the rate of
growth of the norm of the error.
To summarize, the optimization problem below may be
used to reduce the amount of transmissions
minλ1µ+ λ2α+ λ3β + λ4ε
subject to (9), (10), (19)
(23)
for some weights λ1, λ2, λ3, λ4 ≥ 0.
VI. ILLUSTRATIVE EXAMPLE
In this section, we demonstrate the potential of the pro-
posed optimization problems on Example 2 in [15]. Consider
the LTI plant model
x˙p =
[
0 1
−2 3
]
xp +
[
0
1
]
u
y =
[−1 4] xp. (24)
First, we solve the optimization problem (20) to seek for
the largest possible lower bound on the inter-transmission
times. We set λ1 = λ2 = λ3 = 1 and we obtain
T = 0.0114, µ = 18433, ε = 2.7709× 106
L = 4.0586, α = 4681.5, β = 4.6599
(25)
and
Ac =
[
1.0919 −1.1422
4.9734 −6.1425
]
, Bc =
[
16.7501
64.6472
]
,
Cc =
[
0.1157 −0.0928] .
(26)
We note that, in view of (16), (24), (26), L =
max(4.0855, 4) = 4.0855. Table I gives the minimum and
the average inter-sampling times, respectively denoted as
τmin and τavg , for 100 randomly distributed initial con-
ditions such that |(x(0, 0), e(0, 0))| ≤ 25 and τ(0, 0) =
0. The constant τavg serves as a measure of the amount
of transmissions (the bigger τavg , the less transmissions).
We observe from the corresponding entries in Table I that
τmin = τavg which implies that generated transmission
instants are periodic. This may be explained by the fact that
the product εµ = 5.1075 × 1010 is very big and thus the
output-dependent part in (21) is ‘quickly’ violated. To avoid
that phenomenon, we optimize the parameters of the event-
triggering condition such that the rule is violated after the
longest possible time since the last transmission instant, as
discussed in Section V-B. Thus, we minimize the weighted
sum λ1µ + λ2α + λ3β + λ4ε subject to (9), (10), (19). We
take λ1 = λ2 = λ3 = λ4 = 1 and we obtain
T = 0.0113, µ = 18455, ε = 28.6475
L = 4.0624, α = 4687.7, β = 4.6669
(27)
and the dynamic controller matrices are
Ac =
[
1.0927 −1.1423
4.9809 −6.1477
]
, Bc =
[
16.7530
64.7121
]
,
Cc =
[
0.1158 −0.0927] .
(28)
We note from the corresponding entries in Table I that the
guaranteed dwell-time T is slightly smaller than the previous
one but the average inter-transmission time τavg is larger than
the previous value (in this case εµ = 5.2869×105). Further-
more, we can play with the weight coefficients λ1, λ2, λ3, λ4
to further reduce transmissions. Since we know that L cannot
become less than 4 and that the value obtained above is
already close to this lower bound, we will give ε the most
relative importance by increasing the weight λ4 to further
decrease the magnitude of εµ. We found that the minimum
value of εµ = 8049 is obtained with λ1 = 1, λ2 = 0, λ3 =
0, λ4 = 10
4 which yield
T = 0.0109, µ = 19856, ε = 0.4054
L = 4.3801, α = 8757, β = 4418.3
(29)
and the dynamic controller matrices are
Ac =
[
1.1684 −1.1627
5.6744 −6.6241
]
, Bc =
[
16.9843
70.3309
]
,
Cc =
[
0.1182 −0.0908] .
(30)
We note that τavg is twice bigger than with the controller
(27), (28) in this case and the guaranteed minimum inter-
transmission time T is of the same order of magnitude
compared to the previous values, as shown in Table I. It
is noted in Table I that, for all cases, the guaranteed lower
bound T corresponds to the minimum inter-transmission time
τmin generated by the triggering mechanism. We provide the
plot of the inter-transmission times for one simulation in
Figure 2 to better see the impact of the constant T on the
triggering instants.
In comparison, the guaranteed lower bound on the inter-
transmission times in [15] is 6.5 × 10−9 while the ob-
served lower bound and the average inter-transmission time
during the simulations respectively are 4.8055 × 10−6 and
2.2905× 10−4, as shown in Table I. Moreover, the stability
property achieved in [15] is a practical stability property,
while we ensure a global asymptotic stability property. These
observations justify the potential of the proposed co-design
technique to reduce transmissions. In [22], the guaranteed
and the the simulated lower bounds on the inter-transmission
times are found to be the sampling period h = 10−4, which
is 100 times smaller than those we ensure.
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The guaranteed dwell−time
Fig. 2. Inter-transmission times for (x(0), e(0), τ(0)) =
(10,−10, 0, 0, 0, 0, 0).
Guaranteed
τmin τavgdwell-time
Donkers & Heemels [15] 6.5×10−9 4.8055 × 10−6 2.2905 × 10−4
σ1 = σ2 = 10−3, ε1 = ε1 = 10−3
Optimization problem (20) 0.0114 0.0114 0.0114
λ1 = λ2 = λ3 = 1
Optimization problem (23) 0.0113 0.0113 0.0116
λ1 = 1, λ2 = 1, λ3 = 1, λ4 = 1
Optimization problem (23) 0.0109 0.0109 0.0261
λ1 = 1, λ2 = 0, λ3 = 0, λ4 = 104
TABLE I
MINIMUM AND AVERAGE INTER-TRANSMISSION TIMES FOR 100 INITIAL
CONDITIONS IN A BALL OF RADIUS 25 CENTERED AT THE ORIGIN AND
FOR A SIMULATION TIME OF 20S.
VII. CONCLUSION
A co-design procedure for output-feedback event-triggered
controllers has been presented. LMIs conditions have been
developed for that purpose. The proposed scheme guaran-
tees a global asymptotic stability property for the closed-
loop and enforces a strictly positive lower bound on the
inter-transmission times. We have then used these LMIs to
minimize transmissions between the plant and the controller
in two different senses, while guaranteeing the closed-loop
stability. In future work, we will further exploit these co-
design results to take into account performance requirements.
APPENDIX
Proof of Theorem 1. We define the following matrices
S =
 X U
UT Xˆ
 , S−1 =
 Y V
V T Yˆ

Γ =
 Y Inp
V T 0
 , G =
−Cp 0
0 −Cc
 ,
(31)
where Xˆ, Yˆ ∈ Rnp×np are symmetric positive definite real
matrices of appropriate dimension. Since SS−1 = I2np , it
holds that XY + UV T = Inp , XV + UYˆ = 0, UTY +
XˆV T = 0 and UTV + XˆYˆ = Inp . After some direct
calculations, recall that Cp = [Cp 0], we obtain
SΓ =
 Inp X
0 UT
 , ΓTSΓ =
 Y Inp
Inp X

BT1 Γ =
 ZT 0
BTp Y B
T
p
 , GSΓ =
−Cp −CpX
0 −N

ΓTA1SΓ =
Y Ap + ZCp M
Ap ApX +BpN

CpSΓ = (Cp CpX).
(32)
Consequently, inequalities (9), (10) can be written as
−ΓT (SAT1 +A1S)Γ ⋆ ⋆ ⋆
BT1 Γ −µIne ⋆ ⋆
ΓTA1SΓ 0 −ΓTSΓ ⋆
CpSΓ 0 0 −εIny
 < 0 −Ine GSΓ
ΓTSGT −ΓTSΓ
 < 0.
(33)
By pre and post multiplying the first LMI respectively by
diag (Inx , Ine , GΓ−T , Iny ) and its transpose and by using the
Schur complement of the second LMI, we obtain
−ΓT (SAT1 +A1S)Γ ⋆ ⋆ ⋆
BT1 Γ −µIne ⋆ ⋆
GA1SΓ 0 −GSGT ⋆
CpSΓ 0 0 −εIny
 < 0
(34)
and
− Ine < −GSGT . (35)
As a consequence, it holds that
−ΓT (SAT1 +A1S)Γ ⋆ ⋆ ⋆
BT1 Γ −µIne ⋆ ⋆
GA1SΓ 0 −Ine ⋆
CpSΓ 0 0 −εIny
 < 0. (36)
Let P = S−1 and pre and post multiply (36) respectively by
diag (PΓ−T , Ine , Ine , Iny ) and its transpose. Then, we have
(note that A2 = GA1)
AT1 P + PA1 ⋆ ⋆ ⋆
BT1 P −µIne ⋆ ⋆
A2 0 −Ine ⋆
Cp 0 0 −εIny
 < 0. (37)
By using the Schur complement of (37), we obtain(
AT1 P + PA1 +AT2A2 + ε1C
T
p Cp PB1
BT1 P −µIne
)
< 0,
(38)
where ε1 := ε−1. Hence, it holds that there exists ε2 > 0
sufficiently small such that(
AT1 P + PA1 +AT2 A2 + ε1C
T
p Cp + ε2Inx PB1
BT1 P −µIne
)
≤ 0.
(39)
Thus, Theorem 1 holds in virtue of Proposition 1 in [20]. 
Proof of Lemma 1. Let T ∗ := inf
φ∈S
{t′ − t : ∃j ∈
Z>0, (t, j), (t, j + 1), (t
′, j + 1), (t′, j + 2) ∈ domφ}. The
definitions of the flow and jump sets in (7) guarantee that
T ∗ ≥ T . We now show that T ∗ ≤ T . Let φ˜ = (φ˜x, φ˜e, φ˜τ ) ∈
S be such that φ˜x(0, 0) = 0, φ˜e(0, 0) = 0, φ˜τ (0, 0) = 0.
Then, φ˜x(t, j) = 0, φ˜e(t, j) = 0 for all (t, j) ∈ dom φ˜, in
view of (5). As a consequence, γ2|φ˜e(t, j)|2 = ε1|φ˜y(t, j)|2
where φ˜y(t, j) = Cpφ˜x(t, j) for all (t, j) ∈ dom φ˜ and two
successive jumps are separated by T units of time. We have
that T = inf{t′ − t : ∃j ∈ Z>0, (t, j), (t, j + 1), (t′, j +
1), (t′, j + 2) ∈ dom φ˜} ≥ T ∗. Consequently T = T ∗. 
Proof of Claim 1. By using Schur complement of (19), we
deduce that αIny − ZTY −1Z ⋆ ⋆0 βInu ⋆
−Y −1Z NT X − Y −1
 > 0. (40)
Re-applying the Schur complement of the last inequality
yields
X − Y −1 > 0(
a11 ⋆
a21 a22
)
> 0,
(41)
where
a11 := αIny − ZTY −1Z − ZTY −1(X − Y −1)−1Y −1Z
a21 := N(X − Y −1)−1Y −1Z
a22 := βInu −N(X − Y −1)−1NT .
(42)
Using the fact that
(Y −X−1)−1 = Y −1 + Y −1(X − Y −1)−1Y −1 (43)
and since (Y −X−1)−1 > 0 and (X−Y −1)−1 > 0, in view
of the Schur complement of (10), inequality (41) implies that(
αIny ⋆
N(X − Y −1)−1Y −1Z βInu
)
> 0. (44)
It holds that
(X − Y −1)−1Y −1 = (Y (X − Y −1))−1 = (Y X − Inp)−1
= −(Inp − Y X)−1.
(45)
As a consequence(
αIny ⋆
−N(Inp − Y X)−1Z βInu ,
)
> 0 (46)
which implies that
ZT (I− Y X)−TNTN(I− Y X)−1Z < αβIny . (47)
On the other hand, in view (11), we have
CcBc = NU
−TV −1Z = N(UV T )−TZ
= N(Inp −XY )−TZ = N(Inp − Y X)−1Z.
(48)
As a result, in view of (47), (48), it holds that
BTc C
T
c CcBc < αβIny . (49)
Thus, Claim 1 is verified. 
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