Abstract-We propose a distributed Bayesian quickest change detection algorithm for sensor networks, based on a random gossip inter-sensor communication structure. Without a control or fusion center, each sensor executes its local change detection procedure in a parallel and distributed fashion, interacting with its neighbor sensors via random inter-sensor communications to propagate information. By modeling the information propagation dynamics in the network as a Markov process, two-layer large deviation analysis is presented to analyze the performance of the proposed algorithm. The first-layer analysis shows that the probability of false alarm according to a rare event decays to zero at an exponentially fast rate when the conditional averaged detection decay increases, where the Kullback-Leibler information number is established as a crucial factor. The second-layer analysis shows that the probability of the rare event that not all observations are available at a sensor decays to zero at an exponentially fast rate when the averaged number of communications increases, where the large deviation upper and lower bounds for this rate are also derived, based on which we show that the performance of the distributed algorithm converges exponentially fast to that of the centralized one.
I. INTRODUCTION
Quickest change detection problems focus on detecting abrupt changes in stochastic processes as quickly as possible, with constraints to limit the detection error. Quickest change detection has wide applications in fields such as signal and image processing, computer network intrusion detection, neuroscience, environment and public health surveillance, and system failure detection. Specifically, when quickest change detection is implemented in sensor networks, it can detect the change of statistical features, such as the mean and variance, over the observation sequences taken by sensors. For example, quickest change detection can be implemented in sensor networks for chemical industry to monitor the leakage, or to surveille the change of temperature in the field, by detecting the change in statistical patterns.
For signal processing implementation in sensor networks, essentially it can be divided into the following two categories: centralized vs. distributed algorithms. For centralized quickest change detection algorithms [1] , [2] , [3] , [4] , [5] , [6] , [7] , a control or fusion center exists to process the data in a centralized way. Specifically, in centralized algorithms, they assume that either the raw observations from all the sensors or certain pre-processed information from the sensors (some people call this case as decentralized sensing) are available to the control or fusion center via certain communication channels; then a final centralized detection procedure is executed at the center. However, centralized algorithms have some disadvantages, such as heavy communication burden, high computation complexity, low scalability, and poor robustness. On the contrary, distributed implements do not require a control or fusion center, and the detection procedure is implemented at each sensor in a local and parallel fashion, with interactions among sensors in the neighborhood to exchange information. While centralized quickest change detection algorithms have been well-studied, there are fewer literatures on the study of distributed algorithms for quickest change detection problems [8] , [9] , which become more desired in large-scale networks with a huge volume of data, in order to reduce the overall computation complexity and to enhance scalability. In [8] , a distributed consensus based Page's test algorithm, using cumulative sum (CUSUM) loglikelihood of the data, was proposed, with the assumption that the change happening time is deterministic but unknown, which is called a non-Bayesian setup. In [9] , a distributed non-Bayesian change detection algorithm was proposed, to combine a global consensus scheme with the geometric moving average control charts that generate local statistics.
Different from the existing work, in this paper we propose a distributed change detection algorithm based on a Bayesian setup of change happening time. To the best of our knowledge, this paper is the first work discussing the distributed change detection algorithm under such a Bayesian setup. Additionally, in our proposed distributed algorithm, multiple communication steps are in between two observation instants, i.e., the communication step has a smaller time scale than that of the observation stage. In communication steps, a random point-to-point gossip based algorithm is proposed as in [10] , [11] . We model the information propagation procedure governed by this communication procedure as a Makov process. We then analyze the performance of the proposed distributed change detection algorithm, with a method of two-layer large deviation analysis. Large deviation techniques [12] , [13] have been used to analyze the performance of either centralized or distributed estimation and detection algorithms, for example, in [10] , [14] , [15] , [16] . However, no existing work has utilized the technique of large deviation analysis to study the performance of the change detection algorithms, especially the distributed change detection algorithms. The most related work is [16] , in which a distributed sequential detection method is proposed to solve the problem of Gaussian binary hypothesis testing. The sequential hypothesis testing problem could be considered as a special case of change detection problems, where the change happened at the initial time point [17] .
In this paper, the first-layer large deviation analysis shows that the relation between the conditional averaged detection delay and the probability of false alarm satisfies the large deviation principle, which implies that the probability of false alarm decays exponentially fast as the conditional averaged detection delay increases. The second-layer analysis derives the large deviation upper and lower bounds for the probability of the rare event that not all observations are available at a sensor. Based on this, we further prove that the distributed Kullback-Leibler information number converges to the centralized Kullback-Leibler information number. We eventually show that the performance of the distributed algorithm converges exponentially fast to that of the centralized one when the averaged number of communications increases.
The rest of the paper is organized as follows. Section II sets up the system model and describes the quickest change detection problem. Section III presents the large deviation analysis in the centralized change detection algorithm to set up the background. Section IV introduces the distributed change detection algorithm, and develops the corresponding two-layer large deviation analysis. Section V provides the simulation results to validate the analytical results from the previous sections. Section VI concludes the paper. 
as observations up to time n at node i. Let P k be the probability measure of X i n when the change occurs at time k, and E k be the corresponding expectation operator. We need to design a sequential on-line detection algorithm (with a stopping criterion) over the observation sequence to detect the change.
Consider a Bayesian setup, and assume the prior distribution for the change-point time λ as π k = P(λ = k). Let P π denote the probability measure, defined as P π (·) = ∞ k=1 π k P k (·), and let E π denote the expectation operator with respect to the measure P π . The change detection problem can be converted to the hypothesis testing problem with hypotheses "H 0 : λ > n" and "H 1 : λ ≤ n", i.e., to sequentially decide which hypothesis is true at each time n. If H 0 is decided, it indicates that the change hasn't happened; if H 1 is decided, it claims that the change has happened.
A. Centralized Scheme
First we discuss the centralized change detection algorithm, which means that observations from all sensors are available at a control center, where the detection algorithm is performed. Denote X n = [X 1 n , · · · , X N n ] as observations up to time n from all sensors; denote the likelihood ratio for "H 1 : λ ≤ n" vs. "H 0 : λ > n" averaged over the change point (see [18] ) as:
.
Assume the prior distribution is geometric [17] , i.e.,
Then, we have the following recursive form as
with the initial state Λ 0 = 0. Let F X n = σ(X n ) be the σ−algebra generated by the observations X n , and we denote
as the posterior probability that the change has occurred before time n. It follows that Λ n = p n /(1 − p n ). We intend to detect the change as soon as possible, with a constraint on the detection error. Thus, the change detection problem can be formulated as the following optimization problem over certain decision rules:
where the Averaged Detection Delay (ADD) is
the Probability of False Alarm (PFA) is
The optimal solution to this problem is given by the Shiryaev test (see [19] , [20] ), where the detection strategy corresponds to claiming a change when the likelihood ratio Λ n exceeds a threshold, i.e., the optimal stopping time τ * is
where A is chosen such that PFA(τ * (A)) = α. It is difficult to set a threshold A exactly matching the above condition. We could set A = (1 − α)/α guaranteeing that PFA(τ * (A)) ≤ α [18] .
B. Isolated Scheme
If there is no control center and each sensor implements the local change detection algorithm purely based on its own observations, the log-likelihood ratio for hypotheses "H 1 : λ ≤ n" vs. "H 0 : λ > n" of sensor i at time n is derived as
with the initial state Λ i 0 = 0. Then, to solve the optimization problem in (4) at sensor i, the Shiryaev test with test statistic in (6) is the optimal solution [19] , [20] , with the optimal stopping time τ i * at sensor i as
where A is chosen such that PFA(τ i * (A)) = α. Since this detection strategy is exclusively based on local observations at each sensor, it is called the isolated scheme.
Intuitively, the larger the difference between densities f i 1 (x) and f i 0 (x) is, the faster the change can be detected. To quantify the difference between densities f i 1 (x) and f i 0 (x), the Kullback-Leibler information number is defined as
which is also called divergence or KL distance between densities f i 1 (x) and f i 0 (x). We assume a mild condition that
In the sequel, we will show that the Kullback-Leibler information number is a crucial factor in analyzing the performance of the change detection algorithms.
III. LARGE DEVIATION ANALYSIS FOR CENTRALIZED
AND ISOLATED ALGORITHMS In this section, we analyze the performance of the centralized algorithm, by quantifying the relation between the conditional ADD and the PFA via large deviation analysis, showing that the event of false alarm can be considered as a rare event and the corresponding PFA decays to zero exponentially fast, when the conditional ADD increases. The results in this section will set the background for analyzing the distributed case in the next section.
Since ADD might be difficult to characterize, following [18] , we instead analyze the conditional ADD (CADD). The CADD is defined as
The relation between ADD and CADD is described as follows:
According to the optimal stopping rule (5) and the test statistic (2), we find CADD 1 (τ * ) ≥ CADD k (τ * ), for k ≥ 2, which is explained as follows. For k = 1 (which means that the change happens at time 1), by investigating (2), Λ 1 is updated based on the initial state Λ 0 = 0. For k ≥ 2, by investigating (2), Λ k is updated based on Λ k−1 , where 0 ≤ Λ k−1 < A according to the optimal stopping rule (5) and the condition τ * ≥ k. Thus, we have Λ k−1 ≥ Λ 0 . According to the optimal stopping rule (5), the spent time of crossing the threshold after the change happens (detection delay) in the case of k ≥ 2 is less than that in the case of k = 1 on average. Therefore, we have CADD 1 (τ * ) ≥ CADD k (τ * ). In the sequel, we focus on the use of CADD 1 (τ * ), which could be also considered as the worst-case study.
The relation between CADD 1 (τ * ) and PFA(τ * ), for the centralized scheme, is presented in the following theorem.
Theorem 1: The probability of false alarm (PFA(τ * )), with the optimal stopping rule (5), satisfies the large deviation principle, in the asymptotic sense with respect to the increasing conditional ADD (CADD 1 (τ * )), i.e.,
where D is the sum of the Kullback-Leibler information numbers across all sensors, i.e.,
, and D+| log(1−ρ)| is the large deviation decay rate, quantifying how fast the probability of false alarm decays to zero over the increasing conditional ADD.
The proof is skipped, which can be found in the journal version [21] . The above theorem quantifies the tradeoff between two performance metrics: PFA and CADD 1 , in the defined change detection problems, i.e., as CADD 1 increases, PFA decays to zero exponentially fast and the decay rate is
For the isolated scheme, at each node i, the relation between PFA(τ i * ) and CADD 1 (τ i * ) has a similar format to that in the centralized case shown in Theorem 1. We give the following corollary.
Corollary 2: The probability of false alarm (PFA(τ i * )), with the optimal stopping rule (7), satisfies the large deviation principle, in the asymptotic sense with respect to the increasing conditional ADD (CADD 1 (τ i * )), i.e.,
which implies that the large deviation decay rate of the PFA is D(f
and Corollary 2 imply that the KullbackLeibler information number is a crucial factor that determines the performance of change detection algorithms.
IV. DISTRIBUTED CHANGE DETECTION AND LARGE DEVIATION ANALYSIS
In this section, a random gossip based distributed change detection algorithm is first introduced. Then, we model the information propagation in this distributed scheme as a Markov process. Finally, two-layer large deviation analysis is presented to analyze the performance of the proposed distributed algorithm.
First, we interpret the network as a non-directed graph G = (V, E), where V is the set of nodes with |V| = N and E is the set of edges. If node i is connected to node j, then we have that edge (i, j) ∈ E. The connection in graph G is represented by the following N × N symmetric adjacency matrix A with each element A ij as:
We assume that the network is connected, i.e., each node has a path to any other node.
A. Distributed Algorithm
We propose a random gossip based distributed change detection algorithm, where a random gossip algorithm, as the inter-sensor communication structure, is used to propagate information among sensors within the neighborhood.
Communication among sensors is constrained by factors such as proximity, transmitting power, and receiving capabilities. We model the communication structure in terms of the non-directed graph G = (V, E), which is defined at the beginning of this section. If node i can communicate with node j, there is an edge existing between i and j, i.e., the set of edges E contains the edge (i, j). We assume that the diagonal elements in adjacency matrix A are identically 1, which indicates that a node can always communicate with itself. The set E is the maximal set of allowable communication links in the network at any time; however, at a particular instant, only a fraction of the allowable communication links are active, for example, to avoid strong interference among communications. Define the set M of binary symmetric N × N matrices as follows:
where A ≤ A is interpreted as component-wise. In other words, M is the set of adjacency matrices, where each node is incident to exactly one edge, which is included in the edge set E. Let D denote a probability distribution on the space M. We define a sequence of time-varying matrices A(m), m = 1, 2, · · · , as an independent and identically distributed sequence in M with distribution D. Define the averaged matrixĀ asĀ = M AdD(A).
According to the definition of M in (13),Ā is a symmetric stochastic matrix. We assumeĀ to be irreducible and aperiodic. This assumption depends on the allowable edges E and the distribution D. Such a distribution D making this assumption valid always exists if the graph (V, E) is connected, e.g., the uniform distribution. In addition,Ā could be interpreted as the transition matrix of a Markov chain, which we will discuss later.
Assume that the sampling time interval for taking observations is ∆, within which there are M rounds of inter-sensor communications, where M is a Poisson random variable with mean γ [22] . At the m-th (m ∈ {1, · · · , M }) round, a node randomly selects another node from its neighborhood to construct a two-way communication pair to exchange the observations between them. At each sampling time interval, this communication structure is modeled by the sequence of matrices A(m), m = 1, 2, · · · , M , i.e., the establishment of a communication link between node i and node j indicates that nodes i and j are neighbors with respect to the time varying adjacency matrix A(m).
Now we model the communication link formation process from the perspective of Markov process. To this end, the communication link process governed by the time varying adjacency matrix sequence {A(m)} can be represented by N particles traveling on the graph [10] . We denote the state of the i-th particle as z i (m), where z i (m) indicates the index of node that the i-th particle travels to at time m, with z i (m) ∈ {1, · · · , N }. The evolution of the i-th particle is given as follows: → m and i at time m. Thus, the travelling process of the i-th particle can be viewed as originating from node i initially and then traveling on the graph according to the link formation process {A(m)} (possibly changing its location at each step). For each i, the process {z i (m)} is a Markov chain on the state space {1, · · · , N } with the transition probability matrixĀ [10] .
After M rounds of inter-sensor communications, each node accumulates some observations from other nodes, with which the local test statistic at each node is updated. Denote O i n as the set of nodes whose observations are available at node i after inter-sensor communications at the end of the observation time period n. We will describe the accumulation process to obtain O i n later. Then, the distributed test statistic Λ i n,D is updated as
With this test statistic updating rule, at each sensor i, the distributed change detection scheme is executed with the following stopping time τ i D :
where A is chosen as A = (1 − α)/α such that PFA(τ 
During these M rounds of inter-sensor communications until the end of the time period n, each sensor stores observations exchanged from other sensors. Then, at the end of the time period n, observations from other sensors are accumulated at sensor i, and the set of sensors whose observations are available at sensor i is denoted by
This observation accumulation process terminates at the end of the time period n. Then, a similar observation accumulation process repeats during the time period n + 1, which is independent of the previous process. Therefore, the sequence {O i n }, as the set denoting observation indices which are available at sensor i at the end of the n-th period, is an i.i.d. process.
To better describe our work in the sequel, we introduce some notations here. Let Ψ denote the power set of node indices {1, · · · , N }, where elements of Ψ are indexed by ν, with ν ∈ {0, 1, · · · , 2 N − 1}. We use Ψ 0 to denote the null set and Ψ 2 N −1 to denote the whole set of node indices. For technical convenience, we interpret sensors in the set Ψ ν indexed by ν to be arranged in an ascending order with j 1 denoting the first one and j |Ψν | denoting the last one, i.e., Ψ ν = {j 1 , · · · , j |Ψν | }. Therefore, the set O i n , denoting nodes whose observations are available at node i after the observation accumulation process, is a random variable taking values from Ψ. We denote the following probability as
B. First-layer Large Deviation Analysis
To perform large deviation analysis, we first need to interpret the stopping time τ i D (A) as a form of random walk crossing a threshold plus a nonlinear term [18] . To this end, the stopping time τ i D (A) could be rewritten as:
where W n (ρ) = Z n + n| log(1 − ρ)| is a random walk with
and
Specifically, W n (ρ) is a random walk with mean
whereq i γ (ν) is the probability defined as
in which O i γ , a random variable taking values from Ψ, denotes the set of nodes whose observations are available at node i after γ rounds of communications, and γ is the mean value of the number of communication rounds. Then, based on the above random walk interpretation for the stopping time, we have the following theorem regarding the relation between PFA and CADD in the proposed distributed change detection scheme.
Theorem 3: The probability of false alarm (PFA(τ i D )), with the stopping rule (17) in the distributed change detection algorithm with the parameter γ as the averaged number of inter-sensor communications, satisfies the large deviation principle in the asymptotic sense with respect to increasing conditional ADD (
where 
γ determines the performance of the change detection algorithm, the above analysis proves that the distributed algorithm outperforms the isolated algorithm, but falls behind the centralized algorithm.
C. Second-layer Large Deviation Analysis
Since D i γ has been shown as a crucial factor in the large deviation analysis of last subsection, in this subsection, we focus on studying the behavior of D i γ . As we still stay in the scope of large deviation analysis as we did in the last subsection, we call it as the second-layer large deviation analysis, where the analysis in the last subsection is called the first-layer large deviation analysis.
As we cannot obtain the closed-form for D i γ due to the complicated probabilities incorporated, we discuss its asymptotic behavior when γ → ∞. To this end, we first study the behavior ofq i γ (ν), defined below (24), when γ → ∞, by employing the concept of hitting times in Markov chains.
For each ν = 2 N − 1, without loss of generality, we assume that ν corresponds to the index of the sensor subset {i 1 , i 2 , · · · , i m }, with {i 1 , i 2 , · · · , i N −m } as the complementary subset, where m ≥ 1 due to the fact that at least its own observation is available at each sensor. Let T j denote the hitting time, starting from state (index of sensor) j to hit another specific state i in the Markov chain, whose transition probability matrix isĀ defined in (14) . From Theorem 7.26 in [23] , since the transition probability matrixĀ is irreducible, there exists constants 0 < α < 1 and 0 < L < ∞ such that P (T j > L) ≤ α, ∀j, and more generally,
Also, there exists a constant 0 < β < 1 such that P (T j > L) ≥ β, ∀j, and more generally,
Based on the above results of hitting times in Markov chains, we first present the following large deviation related theorem on the asymptotic behavior of
Theorem 4: As γ → ∞, the probability
has the large deviation upper and lower bounds as follows,
where α, β and L are parameters in (27) and (28). Since
presents the probability of the event that not all observations are available at sensor i, Theorem 4 implies that this event is a rare event and its probability decays exponentially fast to zero as γ → ∞.
Proof: Recall that ν corresponds to the index of the sensor subset {i 1 , i 2 , · · · , i m }, with {i 1 , i 2 , · · · , i N −m } as the complementary subset, and T j denotes the hitting time, starting from state (index of sensor) j to hit another specific state i in the Markov chain. Then, the probabilityq i γ (ν) could be represented as
Thus, we have
where the second inequality is due to (27) . Forq
This leads to
where the first inequality is due to (27) and (28), and the last equality is derived with 0 < α < 1. By combining (31) and (33), we have
Then, we obtain
where the last inequality is due to (34).
We also have
where v p on the right-hand side of inequality a denotes a particular index of the subset of sensors such that m = N −1, i.e., v p is the index of the sensor subset {i 1 , i 2 , · · · , i N −1 }, recalling the notations defined at the beginning of this section. Since for v p ∈ {0, 2 N −2}, we have
, implying the establishment of inequality a. According to (34) and taking m = N − 1, we derive the equation b in (36).
By combining (35) and (36), we conclude that
Based on Theorem 4, we further give the following theorem regarding the behavior of the distributed KullbackLeibler information number D 
where D(f theorem also implies that the performance of the proposed distributed algorithm converges to that of the centralized one at an exponentially fast rate.
Proof:
where equation a is due to the fact that Ψ ν = {1, · · · , N } with ν = 2 N − 1, i.e., Ψ 2 N −1 denotes the set of indices of all sensors, and equation b is based on
We could also obtain
According to Theorem 4, as γ → ∞, we have
Then, by combining (40), (41) and (42), as γ → ∞, we derive
V. SIMULATION RESULTS
In this section, we simulate the proposed distributed algorithm with a network of 5 nodes taking observations. We set the prior distribution of the change-point time as a geometric distribution with ρ = 0.1. Before the change happens, we consider that the observation at each node follows a Gaussian distribution N (0, 1); after the change happens, the observation at node i, i = 1, · · · , 5, turns to follow another Gaussian distribution N (0.1 × i, 1).
In Fig. 1 , we show the simulated and analytical results corresponding to the first-layer large deviation analysis, and also compare the performance of the distributed scheme versus the centralized and isolated ones. In the simulation, we set γ as 6, recalling that γ is the mean value for number of communication rounds within each sampling time period. In Fig. 1 , the dashed curves denote the simulated decay rate, and the solid lines present the analytical decay rates in Theorem 1 for the centralized scheme, Corollary 2 for the isolated scheme, and Theorem 3 for the distributed scheme, respectively. The gap between the simulated curve and the analytical line is due to the fact that the false alarm event becomes very rare with the increasing of the CADD. In the simulation, it needs approximately 50,000 simulation rounds to have just several false alarm events occurring when CADD is at 40. When the CADD goes to further larger, it requires huge number of simulation rounds to have rare false alarm event happening, which is extremely difficult for the Mento-carlo simulation. In comparison, the analytical result is derived when CADD goes to infinity. In Fig. 1 , a higher decay rate implies a lower PFA under the same CADD, which means that the performance is better.
In Fig. 2 , we show the simulation results for the distributed Kullback-Leibler information D i γ , the value of the centralized Kullback-Leibler information D, and the calculation results for the upper and lower bounds presented in Theorem 5. From Fig. 2 , we see that the upper bound is a very tight bound, while the lower bound is relatively looser. However, the range of y-axis in this figure is very small from 0.3765 to 0.3810; so both the lower and upper bounds are tight bounds in this sense. We also see that D i γ converges to D, as γ increases, which implies that the performance of the distributed change detection scheme converges to that of the centralized one. 
VI. CONCLUSION
We have proposed a distributed Bayesian change detection scheme, with a random gossip-type protocol to realize intersensor communications. With this communication structure, we modeled the information propagation procedure in the network as a Markov process. We analyzed the performance of the proposed scheme via a method of two-layer large deviation analysis. The first-layer analysis proves that the probability of false alarm decays to zero at an exponentially fast rate, as the conditional averaged detection delay increases. The second-layer analysis proves that the probability of the rare event that not all observations are available at a sensor decays exponentially fast to zero, as the averaged number of communications increases. Then, we eventually prove that the performance of the distributed algorithm converges exponentially fast to that of the centralized one.
