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Abstract
The main result of this paper is the proof of the following partition property of the family of
all two-element sets of the ﬁrst n positive integers.
There is a real constant C40 such that for every partition of the pairs of the set ½n ¼
f1; 2;y; ng into two parts, there exists a homogeneous set HD½n (i.e., all pairs of H are
contained in one of the two partition classes) with minHX2 such thatX
hAH
1
log h
XC
log log log log n
log log log log log n
:
This answers positively a conjecture of Erdo¨s (see ‘‘On the combinatorial problems which I
would most like to see solved’’, Combinatorica 1 (1981) 25).
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1. Introduction
Let n be a positive integer and let ½I 2 denote the family of all two-element subsets
of a set I : Suppose the set ½n2 of all pairs of ½n ¼ f1; 2;y; ng is partitioned into r
classes C1,C2,?,Cr ¼ ½n2: The well-known theorem of Ramsey [7] asserts that
for any r-partition of pairs ½n2 ¼ C1,C2,?,Cr there exists a homogeneous set H
(i.e., satisfying ½H2DCi for some i ¼ 1; 2;y; r) such that jHjXcr log n: In one of the
ﬁrst applications of the probabilistic method in combinatorics, Erdo¨s proved that this
is up to the constant factor the best possible, i.e., that there exists a partition with no
homogeneous set of size Cr log n for some Cr4cr: In [3] Erdo¨s conjectured that in
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any two-colouring one can ﬁnd homogeneous sets containing ‘‘relatively many small
integers’’.
Conjecture 1 (Erdo¨s [3]). For every number K there exists an positive integer n such
that for every partition C1,C2 ¼ ½n2 there exists a homogeneous set HD½n with
min HX2 such that
X
hAH
1
log h
4K : ð1Þ
In this paper we prove this conjecture and consider some related questions.
Theorem 2. There exists a constant C40 and a positive integer n0 such that for every
integer nXn0 and every partition C1,C2 ¼ ½n2 there exists a homogeneous set HD½n
with min HX2 such that
X
hAH
1
log h
XC
log log log log n
log log log log log n
:
Complementing the theorem stated above, we also prove the corresponding upper
bound: In particular we prove the existence of partitions C1,C2 ¼ ½n2 whereP
hAH 1=log h is bounded by a slowly growing function for every homogeneous set H:
Theorem 3. There exists a constant c40; a positive integer n; and a partition
C1,C2 ¼ ½N2 such that for every homogeneous set HD½n with min HX2X
hAH
1
log h
pc log log log n:
Perhaps surprisingly Theorem 2 does not extend to three-partitions, since there
exists a three-partition of ½N2 for which PhAH 1=log h is bounded by an absolute
constant for every homogeneous set H:
Fact 4. There exists a constant c40; a positive integer n; and a partition
C1,C2,C3 ¼ ½N2 such that for every homogeneous set HD½n with min HX2X
hAH
1
log h
pc:
Finally we remark that considering infinite homogeneous sets only it is easy to
construct a two-partition with the quantity
P
hAH 1=log h arbitrary small for every
inﬁnite homogeneous set H:
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Fact 5. For every e40; there exists a partition C1,C2 ¼ ½N2 such that for every
infinite homogeneous set HDN with min HX2X
hAH
1
log h
oe:
Let us make a remark regarding the notation we shall use in this note before we
prove the results stated above in Section 2.
Remark 6 (Notation). Throughout this paper, unless speciﬁed otherwise, the base of
log is 10, i.e., log x ¼ log10 x: Moreover, the set of all positive integers is N:
For nAN; recall by ½nCN we mean the set of all positive integers less or equal
to n: For two positive integers n1on2; we write ðn1; n2 for the set of all integers m
such that n1ompn2: Furthermore, we will use ½I 2 to denote the family of all two-
element subsets of a given set I : We will omit ‘‘double brackets’’ and write ½n2
instead of ½½n2: Finally, Im and J n stand for the ﬂoor and ceiling function,
respectively.
2. Proofs of the results
In this section we prove the results stated in the introduction. However, we ﬁrst
introduce the following recursive, ‘‘tower type’’ function which will be useful in the
proofs. For nAN we deﬁne
T1ðnÞ ¼ 10n and Tiþ1ðnÞ ¼ 10TiðnÞ for i ¼ 1; 2; 3;y :
2.1. Proof of Fact 5
We start with the relatively simple proof of Fact 5.
Proof of Fact 5. Let kAN be large enough such that k4
 logð9eÞ þ 1; which yields
1
9  T1ðk 
 1Þoe:
We deﬁne the promised partition C1,C2 ¼ ½N2 in the following way:
C1 ¼fðx; yÞ : xoy and either xoT2ðkÞ or
there exists iAN such that fx; ygCðT2ðiÞ; T2ði þ 1Þg;
C2 ¼ ½N2\C1:
Let HDN be an inﬁnite homogeneous set. Clearly, H has to be a subset of
C2 and, therefore, min HXT2ðkÞ and jH-ðT2ðiÞ; T2ði þ 1Þjp1 for iXk:
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Thus we infer
X
hAH
1
log h
p
XN
i¼k
1
T1ðiÞ ¼
1
9  10k
1oe: &
2.2. Proof of Theorem 3
In the proof of Theorem 3 we use the following, well-known theorem from [2].
Theorem 7 (Erdo¨s [2]). For every real l41; there exists a simple graph Gð10lÞ with
I10lm vertices such that neither Gð10lÞ nor its complement contains a complete
subgraph with more than J2l=log 2n vertices.
In the proof of Theorem 3 we will also use the next lemma, which we prove ﬁrst.
Lemma 8. For every integer n there exists a simple graph Fn with vertex-set VðFnÞ ¼
½n such that for every integer j ¼ 2; 3;y; n neither EðFnÞ-½j2 nor ½j2\EðFnÞ contains
a complete subgraph on lj ¼ J4 log2ðjeÞ þ 1n vertices (where as usual EðFnÞ denotes
the set of edges of the graph F and e ¼ 2:7182y is the base of the natural logarithm).
Note that Theorem 7 is not the best possible asymptotic lower bound for the
diagonal Ramsey number and in Lemma 8 we don’t make any attempt to estimate
the smallest lj with the claimed property.
Proof of Lemma 8. We shall use a modiﬁcation of the method used in [2], see also [4],
or [1] for a more recent treatment1
Let G
n;
1
2
be a random graph with vertex-set ½n; where the edges are chosen
independently, each with probability 1=2: Fix an integer j between 2 and n: We
bound the probability Pj that the subgraph of either G
n;
1
2
or its complement induced
on ½j contains a complete subgraph with lj ¼ J4 log2ðjeÞ þ 1n vertices, by
Pjp
j
lj
 !
2
1
2
 ðlj
2
Þ
o2 je
lj
 1
2
 lj
1
2
0
@
1
A
lj
p2 1
lj je
 lj
o1
j2
:
As
Xn
j¼2
Pjo
Xn
j¼2
1
j2
o
Xn
j¼2
1
jðj 
 1Þ ¼ 1

1
n
o1
there exists a graph Fn with the required properties. &
1The ﬁrst version of this paper was written in 1980. Unfortunately, it took the author two decades to
revise the paper.
Note / Journal of Combinatorial Theory, Series A 102 (2003) 229–240232
We derive the following corollary as a consequence of Lemma 8 by a standard
application of Ko¨nigs lemma (see [6]).
Corollary 9. There exists an infinite graph F with vertex-set VðFÞ ¼ N such that
for every jX2 neither EðFÞ-½j2 nor ½j2\EðFÞ contains a complete subgraph on
lj ¼ J4 log2ðjeÞ þ 1n vertices.
Now we are ready to prove Theorem 3.
Proof of Theorem 3. We ﬁrst deﬁne the following integer sequence
n0 ¼ 0 and niþ1 ¼ T2ðiÞ for i ¼ 0; 1; 2;y :
Let Gðniþ1Þ be the graph from Theorem 7 for i ¼ 0; 1; 2;y and let F be the inﬁnite
graph from Corollary 9. Next we deﬁne the partition C1,C2 ¼ ½N2 as follows
* if x; yAðni; niþ1 for some i ¼ 0; 1; 2;y then
fx; ygA C1 if fx; ygAEðGðniþ1ÞÞ;
C2 if fx; ygeEðGðniþ1ÞÞ;
(
* if xAðni; niþ1 and yAðnj; njþ1 for some 0pioj then
fx; ygA C1 if fi; jgAEðFÞ;
C2 if fi; jgeEðFÞ:
(
Let H ¼ fh1; h2;y; hlg be a homogeneous set with 2ph1oh2o?ohl : Fix il such
that hlAðnil ; nilþ1 and for i ¼ 0; 1; 2;y let Vi ¼ H-ðni; niþ1: It follows from
Theorem 7 that jVijp2  10i=log 2 and thusX
hAVi
1
log h
o2  10
i
log 2
 1
10i
1
¼ 20
log 2
: ð2Þ
If il ¼ 0 or, in other words, hlAðn0; n1; then Theorem 3 trivially follows from (2).
We, therefore, suppose that ilX1; which implies il ¼ log log nilþ1: Then we infer from
(2) and Corollary 9 thatX
hAH
1
log h
o 20
log 2
J4 log2ððil þ 1ÞeÞ þ 1no
20
log 2
J4 log2ð2  il  3  21=4Þn
p 20
log 2
J4 log2ð8ilÞnp
20
log 2
ð4 log2ðilÞ þ 13Þ
p 80ðlog 2Þ2 log log log n þ
260
log 2
for any nXnilþ1X10
10: &
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2.3. Proof of Fact 4
The construction of the promised partition C1,C2,C3 ¼ ½N2 will rely on graphs
coming from Theorem 7.
Proof of Fact 4. We ﬁx a ¼ 3=2 and deﬁne an auxiliary integer sequence ðniÞNi¼0
n0 ¼ 0 and ni ¼ I10ai log 2m for i ¼ 1; 2; 3;y :
Now for iAN let GðniÞ be the graph from Theorem 7. We deﬁne the partition
C1,C2,C3 ¼ ½N2 as follows
fx; ygA
C1 if x; yAðni
1; ni for some iAN and fx; ygAEðGðniÞÞ;
C2 if x; yAðni
1; ni for some iAN and fx; ygeEðGðniÞÞ;
C3 otherwise:
8><
>:
Let H be a homogeneous set with min HX2:
Case 1 (HDC1 or HDC2): Let iAN be such that HDðni
1; ni and thus
½H2DEðGðniÞÞ or ½H2-EðGðniÞÞ ¼ |: This observation combined with Theorem 7
yields jHjp2ai: If i ¼ 1 then ni ¼ I10a log 2m ¼ I23=2m ¼ 2 and HDf2g; therefore,P
hAH 1=log ho3=log 2: Thus we may assume i41: Observe that hXni
1 þ 1 for
every hAH so that log hXai
1 log 2 and we infer
X
hAH
1
log h
p
X
hAH
1
ai
1 log 2
p 2a
i
ai
1 log 2
¼ 3
log 2
:
Case 2 ðHDC3Þ: For each hAH let ihAN be such that hAðnih
1; nih  and note that
ihaih0 are if h and h0 are distinct members of H: As seen above, log hXaih
1 log 2 if
ih41 and thereforeX
hAH
1
log h
p 1
log 2
þ
XN
i¼1
1
ai log 2
¼ 1
log 2
þ 2
log 2
¼ 3
log 2
;
completes the proof. &
2.4. Proof of Theorem 2
Finally, in this section, we give the proof of the main result of this paper. We shall
prove that for any two-colouring of a set ½ðT3ðtÞ; T3ð2tÞ2 there is a homogeneous set
H satisfyingX
hAH
1
log h
X
log t
2 log log t
: ð3Þ
This is certainly sufﬁcient, since for a given integer n we may consider the largest
integer t such that 2tplog log log n (i.e., T3ð2tÞpn). For sufﬁciently large n we can
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assume that tXðlog log log nÞ=3 and thus
log t
2 log log t
X
log log log log n 
 log 3
2 log log log log log n
XC
log log log log n
log log log log log n
for some positive constant C: Without loss of generality from now on we always
suppose that t is sufﬁciently large, i.e., tXT3ð10Þ:
Deﬁnition 10. Let n ¼ T3ð2tÞ and tXT3ð10Þ and let C1,C2 be a two-colouring of
½n2: We call a set XDðT3ðtÞ; T3ð2tÞ t-good if
X ¼ Y1,Z1 , Y2,Z2 , ? , Yt,Zt
where for every 1piai0pt
(a) Yi,ZiDðT3ðt þ i 
 1Þ; T3ðt þ iÞ;
(b) jYij; jZijX T2ðt þ iÞ
2 log log t
;
(c) ½Yi2DC1 and ½Zi2DC2; and
(d) Pði; i0Þ ¼ ffxi; xi0 g : xiAYi,Zi and xi0AYi0,Zi0 g is monochromatic.
In order to prove Theorem 2 it sufﬁces to prove the following lemma. We will ﬁrst
state Lemma 11 and afterwards we derive Theorem 2 from it. We close this paper
with the proof of Lemma 11.
Lemma 11. Let t be a positive integer and n ¼ T3ð2tÞ and C1,C2 be a two-colouring
of ½n2: Then there exists either a homogeneous set HD½n such that
X
hAH
1
log h
X
log t
2 log log t
or there exists a t-good set XD½n:
Assuming the lemma, we now show how Theorem 2 follows easily.
Proof of Theorem 2. Suppose C1,C2 ¼ ½n2 is a two-colouring. By Lemma 11 we
may assume there is t-good set XDðT3ðtÞ; T3ð2tÞ: Consider the graph G with vertex-
set VðGÞ ¼ ½t and edge-set EðGÞ ¼ ffi; jg : Pði; jÞDC1g: It follows from the well-
known theorem of Erdo¨s–Szekeres [5] that there exist I ¼ fi1; i2;y; ilgDVðGÞ with
lXlog t=ð2 log 2Þ such that either ½I 2DEðGÞ or ½I 2-EðGÞ ¼ |: Without loss of
generality assume the ﬁrst case. Set H ¼ SiAI Yi; therefore, H is homogeneous by (c)
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and (d) of Deﬁnition 10 and with (a) and (b) we conclude thatX
hAH
1
log h
¼
X
iAI
X
hAYi
1
log h
X
X
iAI
jYij
logðmax YiÞ
X
X
iAI
T2ðt þ iÞ
2 log log t
 1
T2ðt þ iÞX
log t
2 log 2  2 log log tX
log t
2 log log t
: &
The more complicated proof of Lemma 11 requires two more simple facts, which
we give in the form of the following propositions. For two positive integers k1
and k2; we let Rðk1; k2Þ denote the usual Ramsey number (i.e., Rðk1; k2Þ is the
smallest integer such that every graph on Rðk1; k2Þ vertices contains either a
complete graph with k1 vertices or its complement contains a complete graph of k2
vertices).
Proposition 12. For integers 1plpt where tXT3ð10Þ the following holds
R
T2ðt þ lÞlog t
2 log log t
;
T2ðt þ lÞ
2 log log t
 
p T3ðt þ lÞ
2t
lT3ðt þ l 
 1ÞlT2ðtþl
1Þ
:
Proof. From Erdo¨s–Szekeres [5] and the fact that ða
b
Þpðae=bÞb it follows that
R
T2ðt þ lÞlog t
2 log log t
;
T2ðt þ lÞ
2 log log t
 
p
T2ðtþlÞlog t
2 log log t
þ T2ðtþlÞ
2 log log t
T2ðt þ lÞ
2 log log t
0
B@
1
CA
p ðð1þ log tÞeÞ
T2ðtþlÞ
2 log log t
o ðlog tÞ
3
2
 T2ðtþlÞ
2 log log t ¼ 1034 T2ðtþlÞ:
Therefore, it sufﬁces to show that
T3ðt þ lÞ
2t
lT3ðt þ l 
 1ÞlT2ðtþl
1Þ
X10
3
4
T2ðtþlÞ:
Since T3ðt þ lÞ ¼ 10T2ðtþlÞ this is equivalent to
10
1
4T2ðtþlÞX2t
lT3ðt þ l 
 1ÞlT2ðtþl
1Þ
or
T2ðt þ lÞX4ðt 
 lÞlog 2þ 4lðT2ðt þ l 
 1ÞÞ2:
In order to verify the last inequality we observe that for our choice of t
T2ðt þ lÞ ¼ 10T1ðtþlÞ4103T1ðtþl
1Þ45l  102T1ðtþl
1Þ
4 4ðt 
 lÞlog 2þ 4l T2ðt þ l 
 1Þð Þ2:
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The next proposition which follows from a standard averaging argument is
tailored to suit the proof of Lemma 11 below.
Proposition 13. Let 0plpt 
 1 and let G be a bipartite graph with vertex-set B,A;
where A ¼ Stk¼lþ1 Ak: Suppose G satisfies the following property:
For every ðalþ1; alþ2;y; atÞAAlþ1  Alþ2 ? At there exists a BAB such that
ffB; akg : l þ 1pkptgDEðGÞ:
Then there exist subsets A˜kDAk with jA˜kjXjAkj=jBj for k ¼ l þ 1; l þ 2;y; t and a
B˜AB such that ffB˜; a˜kg : l þ 1pkptgDEðGÞ:
Proof. For every BAB; let dðBÞ denote the number of different ðt 
 lÞ-tuples
ðalþ1; alþ2;y; atÞAAlþ1  Alþ2 ? At such that ffB; akg : l þ 1pkptgDEðGÞ:
By the assumption of the proposition we have
P
BAB dðBÞX
Qt
k¼lþ1 jAkj: Thus,
there exists a B˜AB such that
dðB˜ÞX 1jBj
Yt
k¼lþ1
jAkj: ð4Þ
For k ¼ l þ 1; l þ 2;y; t set A˜k ¼ fakAAk : fB˜; akgAEðGÞg: Clearly, jA˜kjXjAkj=jBj
for every k ¼ l þ 1; l þ 2;y; t as the opposite implies
dðB˜Þ ¼
Yt
k¼lþ1
jA˜kjo 1jBj
Yt
k¼lþ1
jAkj
which leads to a contradiction with (4). &
As promised earlier, we ﬁnish this paper with the proof of Lemma 11.
Proof of Lemma 11. Assume that there exists a colouring without a homogeneous set
satisfying (3). We will ﬁnd a t-good set. We will construct this set inductively,
considering sets satisfying ða0Þ2ðg0Þ below.
SðjÞ: There exist sets Y1; Z1; Y2; Z2;y; Yj; Zj and sets Ajjþ1; Ajjþ2;y; Ajt such that
(a0) Yi,ZiDðT3ðt þ i 
 1Þ; T3ðt þ iÞ for i ¼ 1; 2;y; j;
(b0) jYij ¼ jZij ¼ T2ðtþiÞ2 log log t ¼
def li for i ¼ 1; 2;y; j;
(c0) ½Yi2DC1 and ½Zi2DC2 for i ¼ 1; 2;y; j;
(d0) Pði; i0Þ ¼ ffxi; xi0 g: xiAYi,Zi and xi0AYi0,Zi0 g is monochromatic for
1pipi0pj;
(e0) AjkDðT3ðt þ k 
 1Þ; T3ðt þ kÞ for jokpt;
(f0) jAjkjX T3ðtþkÞT3ðtþjÞðjþ1ÞT2ðtþjÞ for jokpt; and
(g0) the set ffxi; ag: xiAYi,Zi and aAAjkg is monochromatic for 1pipjokpt:
Observe that for j ¼ t the set X ¼ Y1,Z1,Y2,Z2,?,Yt,Zt ensured by SðtÞ
is t-good.
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As a base for the induction we also observe that if j ¼ 0 and A0k ¼ ðT3ðt þ k 

1Þ; T3ðt þ kÞ for k ¼ 1; 2;y; t; then Sð0Þ is obviously true.
It remains to prove the induction step. Let 1plpt and assume Sðl 
 1Þ is true,
and let Y1; Z1; Y2; Z2;y; Yl
1; Zl
1 and Al
1l ; A
l
1
lþ1;y; A
l
1
t be the sets given by
Sðl 
 1Þ: For each k ¼ l þ 1; l þ 2;y; t ﬁx some akAAl
1k : We use the pigeonhole
principle to derive the existence of a set M ¼ Mðalþ1; alþ2;y; atÞDAl
1l of
cardinality JjAl
1l j=2t
ln satisfying ffm; akg : mAMg is monochromatic for every
k ¼ l þ 1; l þ 2;y; t: Observe that by ðf 0Þ of Sðl 
 1Þ
jMjX T3ðt þ lÞ
2t
lT3ðt þ l 
 1ÞlT2ðtþl
1Þ
and hence by Proposition 12
jMjXR T2ðt þ lÞlog t
2 log log t
;
T2ðt þ lÞ
2 log log t
 
:
There is no homogeneous set HDM with jHj ¼ T2ðt þ lÞlog t=ð2 log log tÞ; since this
combined with MDAl
1l DðT3ðt þ l 
 1Þ; T3ðt þ lÞ would yield
X
hAH
1
log h
X
T2ðt þ lÞlog t
2 log log t  logðT3ðt þ lÞÞ ¼
log t
2 log log t
contradicting our assumption. Therefore both colour classes contain a set of size
T2ðt þ lÞ=ð2 log log tÞ: Consequently, for every choice of ðalþ1; alþ2;y; atÞAAl
1lþ1 
Al
1l
2 ? Al
1t there exist sets
Bðalþ1; alþ2;y; atÞ ¼ Ylðalþ1; alþ2;y; atÞ,Zlðalþ1; alþ2;y; atÞ ð5Þ
such that
½Ylðalþ1; alþ2;y; atÞ2DC1 and ½Zlðalþ1; alþ2;y; atÞ2DC2; and ð6Þ
jYlðalþ1; alþ2;y; atÞj ¼ jZlðalþ1; alþ2;y; atÞj ¼ T2ðt þ lÞ
2 log log t
 
¼ ll : ð7Þ
Next we consider the set of all BA½Al
1l 2ll satisfying (5)–(7) above, i.e. the set
B ¼ fB ¼ Bðalþ1; alþ2;y; atÞ: ðalþ1; alþ2;y; atÞAAl
1lþ1  Al
1lþ2 ? Al
1t g:
Without loss of generality we may assume that
jAl
1l j ¼
T3ðt þ lÞ
T3ðt þ l 
 1ÞlT2ðtþl
1Þ
Note / Journal of Combinatorial Theory, Series A 102 (2003) 229–240238
which yields that
jBjpj½Al
1l 2ll jpjAl
1l j2ll ¼
T3ðt þ lÞ
T3ðt þ l 
 1ÞlT2ðtþl
1Þ


2ll
: ð8Þ
We construct an auxiliary bipartite graph G with vertex-set VðGÞ ¼
B, Stk¼lþ1 Al
1k and with fB; agAEðGÞ if ffb; ag : bABg is monochromatic. It
follows from the deﬁnition of B and the deﬁnition of the graph G that for every
ðalþ1; alþ2;y; atÞAAl
1lþ1  Al
1l
2 ? Al
1t there exists at least one BAB such that
ffB; akg : l þ 1pkptgDEðGÞ: Consequently by Proposition 13 there exist sets
A˜l
1k DA
l
1
k for every k ¼ l þ 1; l þ 2;y; t with jA˜l
1k jXjAl
1k j=jBj and B˜AB such
that fB˜; a˜kgAEðGÞ for all a˜kAA˜l
1k :
In other words there are sets Y˜ and Z˜ such that ½Y˜2DC1 and ½Z˜2DC2 and the
colour of ffb; a˜kg : bAB˜ ¼ Y˜,Z˜g depends on a˜k only. Hence for each k ¼ l þ 1;
l þ 2;y; t there exists a subset Alk of A˜l
1k of cardinality bigger than or equal to
jA˜l
1k j=2XjAl
1k j=ð2jBjÞ such that the colour of ffb; a˜kg: bAB˜ ¼ Y˜,Z˜ and a˜kAA˜lkg
depends on k only. Simple calculation and (8) yields that
jAlkjX
jAl
1k j
2jBjX
T3ðt þ kÞ
T3ðt þ lÞðlþ1ÞT2ðtþlÞ
for every k ¼ l þ 1; l þ 2;y; t: It is easy to verify that Y1; Z1; Y2; Z2;y; Yl
1; Zl
1
from Sðl 
 1Þ together with Yl ¼ Y˜; Zl ¼ Z˜; and Alk for k ¼ l þ 1; l þ 2;y; t satisfy
ða0Þ–ðg0Þ of SðlÞ:
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