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　In this paper, we study the logic of “Apoha”, which was developed first by Digna―ga in 
ancient India. We first define “Apoha algebra” and prove some fundamental theorems. Here, 
we notice that Apoha algebra satisfies only one side of De Morganʼs law. This means that the 
logic of Apoha algebra is different from the standard classical logic developed in the western 
world. Then we introduce a very simple graph-theoretic translation of Apoha. This 
translation makes it possible to find conditions under which Apoha algebra satisfies the laws 
of double negation and of the excluded middle.

























































ωを語の集合とし，S を対象の集合とする．さらに， ( ) 2 , ( ) 2SP P Sωω = = を ,Sω  それぞれの巾集合と
する．このとき，写像 : 2SM ω →  を ( ) ,M X X ω≠ ∅ ∀ ∈  ，写像 : 2SD ω →  を ( ) ,D X X ω≠ ∅ ∀ ∈  となるよ
う に 定 義 す る． こ の と き ( ) ( )M X X ω∀ ∈  を 語 X ω∈  の 適 用 対 象 の 集 合（ 語 X  の 外 延 ）と い
い， ( ) ( ), ( ) ( )D X X D X S M Xω∀ ∈ = −  を語 X ω∈  の排除対象の集合（語 X  のアポーフヤ （apohya） ）と
いうことにする（ここで，集合 ,U V  に対して U と V  の差集合を \U V  で表すのが普通であるが，本論
では U V−  で表すことにする）．このとき，2つの写像 ,M D は次の条件を満たすものとする．ただし，
条件（2）は M  の定義に既に含まれているが，再確認のためもあって，載せておくことにする．条件：
（1） s S∀ ∈  も，ωに対する M  の適用が s に対して適正である語が ω にある（ , ( )X s M Xω∃ ∈ ∈ ）．このこ
とを言い換えると，対象 s に対する M  の適用が適正であるとは ( )s M X∈  となる X ω∈  が存在する
という意味である．
（2） X ω∀ ∈  も，Xに対する M  の適用が適正である対象が S にある（ ( )M X ≠ ∅）．ここで，語 X  に対す




イ ロ ハ ニ
A ○ × × ×
B × ○ ○ ×
C × ○ × ○
D ○ × × ○
この例では { , , , }, { , , , }A B C D Sω = = イロハニ  である．また．○が M  の適用が適正であることを示し， 
×が M  の適用が不適正であるものを示している．したがって．この例では  
( ) { }, ( ) { , }, ( ) { , }, ( ) { , }M A M B M C M D= = = =イ ロハ ロニ イニ
であり，




ここで， : 2 2Sh ω →  を ( ) { ( ) | } ( 2 )h M X X ωΩ = ∪ ∈Ω ∀Ω∈  によって定義する．このとき，条件（1）に
よって ( )h Sω =  であり，条件（2）によって， ( )h Ω =∅ならば Ω =∅ である．
次に， : 2 2 ( 2 )Sg ω ω→ Ω∈  を 2ST ∈  に対して ( ) { | ({ }) }g T A h A Tω= ∈ ∩ =∅  とする．これは， ( )g T  
は ( )h TΛ ∩ =∅ となる最大の ωΛ ⊆  であることと定義することと同じである．
,h g についても例で考えてみると，
( ) , ({ }) { }, ({ }) { , }, ({ }) { , }, ({ }) { , },h h A h B h C h D∅ =∅ = = = =イ ロハ ロニ イニ
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({ , }) { , , }, ({ , }) { , , }, ({ , }) { , },h A B h A C h A D= = =イロハ イロニ イニ
({ , }) { , , }, ({ , }) { , , , }, ({ , }) { , , },h B C h B D h C D= = =ロ ハニ イロハニ イロ ニ
({ , , }) { , , , }, ({ , , }) { , , , }h A B C h A B D= =イロハニ イロハニ , ({ , , }) { , , , }h B C D = イロハニ
({ , , , }) { , , , }h A B C D = イロハニ
また，
( ) , ({ }) { , }, ({ }) { , }, ({ }) { , , }, ({ }) { , },g B C g A D g A C D g A Bω∅ = = = = =イ ロ ハ ニg
({ , }) , ({ , }) { }, ({ , }) { },g g C g B= ∅ = =イロ イハ イニ
({ , , }) , ({ , , }) { }, ({ , , , })g g A g= ∅ = =∅イロニ ロハニ イロハニ
となる．
ここで，アポーハ代数 （Aphoha algebra） を定義することにしよう．そのために，まず語 ω の巾
集合 2ω の中に次のように，（帰納的に）集合 ( )S ω  を構成する．
（1 ）X ω∈  のとき，[ ] : ( ) ( )X gD X S ω= ∈  とする．
（2） ( )S ωΩ∈  のとき， ( ) ( )gh S ωΩ ∈  ．
（3） α , ( )Sβ ω∈  のとき， ( ), ( )S Sα β ω α β ω∪ ∈ ∩ ∈  ．
このとき， ( )S ω  を（演算 , , gh∪ ∩  に関して閉じている）アポーハ代数注2と呼ぶ．
ここでも，例について考えてみよう．
　　　表2．表1に対応する [   ]，gh[   ]，ghgh[   ] 
[   ] gh[   ] ghgh[   ]
A { A } { B, C } { A }
B { B } { A, D } { B }
C { C } { A } { B, C }
D { A, D } { B } { A, D }





^$&`  ^$%` ^%&`^$'` >'@
^$` >$@  ^%` >%@  ^&` >&@
図３．例1に関する ( )S ω の元のHasse図
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表１における ω は4語から成るから，その巾集合の要素は16であるが，上図から分かるよう
に ( )S ω   の要素の数は12である．すなわち，一般的に ( )S ω  は必ずしも ( )P ω  と一致しない．
さて，何故写像 gh を考えるのかということに関してWittgenstein流に考えてみよう．
Wittgensteinの『論考』［13］のように考えると，対象と語の間には必然的に写像関係で結ばれてい
るが，これは当然 Sω →  という写像にはならない．語の多義性によって，一つの語が複数個の現象
に対応することがあるからである．したがって，語と対象の間の写像は : 2SM ω →  という写像とな
らざるを得ない．このとき， ωΩ ⊆  の否定は，Ω を対象空間 S に写像した像 ( )h Ω  と，その像が共通部
分をもたない言語空間 ω 内の最大の部分集合であると考えるのが自然である．これは ( )gh Ω  で得ら
れるから， : 2 2gh ω ω→  が，ある語の集合 Ω の否定 ( )gh Ω  を与えると考えるのは，極めて自然である．
ここでも例に対して語集合の否定を考えると，
( ) ( ) , ({ }) ({ }) { , }, ({ }) ({ , })    { , },gh g gh A g B C gh B g A Dω∅ = ∅ = = = = =イ ロハ
({ }) ({ , }) { }, ({ }) ({ , }) { },gh C g A gh D g B= = = =ロニ イニ
({ , }) ({ , , }) , ({ , }) ({ , , }) ,gh A B g gh A C g= = ∅ = =∅イロハ イロニ
({ , }) ({ , }) { }, ({ , }) ({ , , }) { },gh A D g B gh B C g A= = = =イニ ロハニ
({ ,gh B }) ({ , , , }) , ({ , }) ({ , , }) ,D g gh C D g= = ∅ = =∅イロハニ イロニ
({ , , }) ({ , , , })       , ({ , , }) ({ , , , }) ,gh A B C g gh A B D g= = ∅ = =∅イロハニ  イロハニ
({ , , }) ({ , , , }) , ({ , , , }) ({ , , , })gh B C D g gh A B C D g= = ∅ = =∅イロハニ イロハニ
である．
ここでアポーハ代数 ( )S ω  で成り立つ事柄をあげておく．
定理2.1.  ( )Sα ω∀ ∈  について， ( )ghα α∩ =∅ ．
証明　明らか． ■
注：　 ( )ghα α ω∪ =  は必ずしも成り立たない．これは，例において， ({ }) ({ }) { , }gh A g B C= =イ  とな
ることを見れば分かる．このことは，排中律（Principium exclusi tertii, Tertium non datur, Law of 
excluded middle, Law of excluded third）が成立しないということである．
定理2.2.  ( )Sα ω∀ ∈  について， ( )ghghα α⊆  ．
証明　 A α∈  な ら ば， ({ }) ( )h A h α⊆  ． よ っ て， ,g h の 定 義 よ り， ( ) ({ })hgh h Aα ∩ =∅ ． ゆ え に，
( )A ghgh α∈  ． ■
定理2.3.  , ( ),Sα β ω α β∀ ∈ ⊆  について， ( ) ( )gh ghβ α⊆  ．
証明　 ( )A gh β∈  ならば， g の定義によって， ( ) ({ }) .h h Aβ α β∩ =∅ ⊆  であるから， ( ) ( )h hα β⊆  である．
したがって， ( ) ({ })h h Aα ∩ =∅ ．よって， ( )A gh α∈  ．ゆえに ( ) ( )gh ghβ α⊆  ． ■
定理2.4.  ( )Sα ω∀ ∈  について， ( ) ( )gh ghghghα α=  ．
証明　定理2.2によって ( ) ( )gh ghghghα α⊆  であるから， ( ) ( )gh ghghghα α⊇  を証明する． ( )ghghα α⊆  
（定理2.2）に定理2.3を適用して， ( ) ( )ghghgh ghα α⊆  ．ゆえに， ( ) ( )gh ghghghα α=  ． ■
定理2.5.  , ( )Sα β ω∀ ∈  について， ( ) ( ) ( )gh gh ghα β α β∪ = ∩  ．（de Morganʼs law）
証明　 ( ) ( ) ( )gh gh ghα β α β∪ ⊆ ∩  を証明する． ( )A gh α β∈ ∪  とする．すると，gh の定義から (   )M A ∩
h(α ∪ β) = ∅ である．これより， ( ) ( ) , ( ) ( )M A h M A hα β∩ =∅ ∩ =∅  が成り立つ．したがって，  
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  となる．したがって， ( ) ( )A gh ghα β∈ ∩  である．
今度は， ( ) ( ) ( )gh gh ghα β α β∪ ⊇ ∩  を証明する． ( ) ( )A gh ghα β∈ ∩  とすると， ( ), ( )A gh ghα β∈  であ
るから， ( ) ( ) , ( ) ( )M A h M A hα β∩ =∅ ∩ =∅ が成り立つ．これより ( ) ( )M A h α β∩ ∪ =∅ となるから，
( )A gh α β∈ ∪  である． ■
定理2.6.  ( )Sα ω∀ ∈  について， ( )( )ghgh ghα α ω∪ =  ．
証明　定理2.5（de Morganʼs law）により， ( ( )) ( ) ( )gh gh gh ghghα α α α∪ = ∩  ．定理2.1により，  
 ．よって， ( ( ))gh ghα α∪ =∅ ．ゆえに， ( ( )) ( )ghgh gh ghα α ω∪ = ∅ =  ． ■
de Morganʼs lawには ( ) ( ) ( )gh gh ghα β α β∩ = ∪  があるがこれは一般には成り立たない．例に 
おいて { , }, { , }A B A Cα β= =  とすると， { }Aα β∩ =  であるが，すると  
 であるから，de Morganʼs law は成り立たない．
系2.1. 定理2.2と定理2.3は次の条件と等価である．
, ( )Sα β ω∀ ∈  について， ( ) ( )gh ghα β β α⊆ ⇔ ⊆  ．　（⇔ は両方向の含意を表す．）
証明　定理2.2と定理2.3が成り立つものとする．まず， ( )ghα β⊆  とする．定理2.3によって，  
である．ここで定理2.2を使うと ( ) ( )ghgh ghβ β α⊆ ⊆  が成り立つ．これより  
 が成り立つことがいえた．また，議論の対称性によって ( ) ( )gh ghα β β α⊆ ⇐ ⊆  が成り立つ
こともいえる．
逆の証明は Ganter und Wille［９］を参考にすると得られる．
系2.1の条件をRと呼ぶ．条件Rの下で定理2.2，定理2.3が得られることを示す． ( ) ( )gh ghα α⊆  だ
から条件Rを適用する（条件Rにおいて α を ( )gh α  で，β を α で置き換える）と， ( )ghghα α⊆ （条件R
の右辺），すなわち定理2.2が得られる。 ( )ghghβ β⊆ （定理2.2）だから，α β⊆  ならば ( )ghghα β⊆  ．







A ○ ○ ×





















ここで，一般の場合にひとまずもどって，アポーハ代数を一つ固定し，それを ( )S ω  とする．いま，
各命題変数に対して，それぞれ ( )S ω  の値（付値）が与えられているとする．この付値を次のように，
論理式一般に（帰納的に）拡張する．但し，今は含意記号（→）の現れない論理式のみを考える．ま
た，論理式 P に対する ( )S ω  上の付値を [ ]P  で表す．
この付値を「ブリッジ型語群」に適用してみよう．
例2　　表６．付値の例（１）
gh[   ] ghgh[   ]
イ ロ ハ ニ ホ [   ] [non   ] [nonnon   ]
A ○ ○ × × × { A } { C, D } { A }
B × ○ ○ × × { B } { D, E } { B }
C × × ○ ○ × { C } { A, E } { C }
D × × × ○ ○ { D } { A, B } { D }
E ○ × × × ○ { E } { B, C } { E }
この例について広義の語 , ( ), ( )A C non A C nonnon A C∨ ∨ ∨  のアポーハ代数上の付値を求めると，
[ ] [ ] [ ] { , }A C A C A C∨ = ∪ =  ， 
[ ( )] [ ] [ ]non A C nonA nonC∨ = ∩ =∅  ，




イ ロ ハ ニ ホ ヘ ト チ
A ○ ○ × × × × × ×
B × ○ ○ × × × × ×
C × × ○ ○ × × × ×
D × × × ○ ○ × × ×
E × × × × ○ ○ × ×
F × × × × × ○ ○ ×
G × × × × × × ○ ○
H ○ × × × × × × ○
この例について語群における語のアポーハ代数上の付値を求めてみると，
[ ] { }X X=  ，
[ ] [ ] { , }nonX gh X X Xω= = − の両サイド  ,
[ ] [ ] ( { , }) { } [ ]nonnonX gh nonX gh X X X Xω= = − = =の両サイド  ,
[ ] [ ] [ ] { , }A C A C A C∨ = ∪ =  ，
[ ( )] [ ] [ ] { , , , , } { , , , , } { , , }non A C nonA nonC C D E F G E F G H A E F G∨ = ∩ = ∩ =  ，
[ ( )] [ ( )] ({ , , }) { , , }nonnon A C gh non A C gh E F G A B C∨ = ∨ = =
となる．
４　アポーハ代数とグラフ理論
V を頂点集合とし， {(  , ) | , }E a b a b V⊆ ∈  を辺集合とするとき ( , )V E  をグラフ（graph）という．また，
, , {( , ) | , }V U W U W E a b a U b W= ∪ ∩ =∅ = ∈ ∈  となるとき，( , )V E  を2部グラフ（bipertite graph）とい
う．アポーハ代数において， ,U W Sω= =  かつ {( , ) | , ( )}E a b a b M aω= ∈ ∈  とすれば，( , ) ( , )V E S Eω= ∪  
は2部グラフとなる．この2部グラフをアポーハ代数を表現する2部グラフと，取りあえず名づけて
おく（茨木他［４］）． 
ここで，G を一般のグラフとするとき， T V⊂  の近傍（neighborhood）を    
 とおく．さて，( , ) ( , )V E S Eω= ∪  をアポーハ代数を表現する2部グラフとすると，条件（1），
（２）はまとめて，2部グラフ ( , ) ( , )V E S Eω= ∪  は孤立点を持たないと表現することができる．また，
このとき，
である．
何故，アポーハ代数を2部グラフで表現するかといえば，語の集合 ω と事象の集合 S の対応を記述
するために使える語彙が，グラフ理論にまで拡大すると，記述が容易になる場合があるからである．
まず，最初に二重否定について考察しよう．ここで， W  をアポーハ代数を表現する2部グラ
フ ( , ) ( , )V E S Eω= ∪  の連結成分とするとき， ( ) { |  }W A A  Wϕ ω= ∈ は の頂点  とする．ここでまず， 
( ) 2W ωϕ ∈  が ( ) ( ( ))W ghgh Wϕ ϕ=  となることを示す．次の定理が成り立つ．
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定理4.1  ( ) ( ( ))W ghgh Wϕ ϕ=  が成り立つ．
証明　 ( )B Wω ϕ∀ ∈ −  を考える．B は連結成分 W  には含まれないので， ( ( )) ( )h W M Bϕ ∩ =∅ である．
したがって， ( ) ( ( ))W gh Wω ϕ ϕ− ⊆  が成り立つ．一方，定理2.2によって ( ) ( ( ))W gh Wϕ ϕ∩ =∅ である
から， ( ) ( ( ))W gh Wω ϕ ϕ− = となる．同様にして ( ( )) ( )gh W Wω ϕ ϕ− =  が成り立つ．これより定理が成
り立つ． ■
定理4.2 | ( ) | 2Wϕ ≥  とする．このとき， ( )U Wϕ∅ ≠   で， ( )U ghgh U≠   と成るものがある．
証明　 ( )A Wϕ∀ ∈ に対して ( ) { }U W Aϕ= −  を考える．| ( ) | 2Wϕ ≥  かつ W  は連結であるから，A から U の
元に到るパスが存在する． ( ) { }U W Aϕ= −  であるから，このパスの中で最短のものは長さが2であ
る．このパスの A ではない方の端点を ( )B U∈  とおく．また，このパスの中間の頂点を ( )C S∈  とおく
と， ({ }) ({ })h A h B C∩ ∋  であるから， ({ }) ({ })h A h B∩ ≠ ∅ となる．したがって， ( )A gh U∉  となる．
一方， ( )Wω ϕ−  に属する元はすべて ( )Wϕ  の元とは別の連結成分に属するから，   
 となる．したがって， ( ( )) ( )gh W Wϕ ω ϕ= −  である． ( ) ( ( ))h U h Wϕ⊆ より，  
 ．
このことと， ( )A gh U∉  とを合わせると， ( ) ( ( )) ( )gh U gh W Wϕ ω ϕ= = −  となる．一方，  
 であるから， ( ) ( ( )) ( )ghgh U ghgh W W Uϕ ϕ= = ≠  となる． ■
以上2つの定理をまとめると次の系が得られる．
系4.1 任意の ωΩ ⊆  に対して ( )ghghΩ = Ω  となる条件は，アポーハ代数を表現する2部グラフ  
 の任意の連結成分 T に対して | ( ) | 1Tϕ =  となることである．
証明　定理4.1，定理4.2より明らかである． ■
以上のことだけでは，与えられた 2ωΩ∈  が ( )ghghΩ = Ω  となるかどうかはわからない．このことを
考察するために，一般性を失うことなく， アポーハ代数を表現する2部グラフ ( , ) ( , )V E S Eω= ∪  は連
結であるとする．
例えば，ブリッジ語群を考えよう．例２はアポーハ代数を表現する2部グラフ ( , ) ( , )V E S Eω= ∪  
が | | | | 5Sω = =  かつ ( , ) ( , )V E S Eω= ∪  はサイクル（cycle）であると言えばすむから，( , ) ( , )V E S Eω= ∪
は連結である．例３は，アポーハ代数を表現する2部グラフ ( , ) ( , )V E S Eω= ∪  が | | | | 8Sω = =  かつ
( , ) ( , )V E S Eω= ∪  がサイクル（cycle）となるものであるから，( , ) ( , )V E S Eω= ∪  は連結である．一般
のブリッジ語群は，アポーハ代数を表現する2部グラフ ( , ) ( , )V E S Eω= ∪  が | | | |S nω = =  かつ  
 がサイクル（cycle）となるものか，| | | | 1 1S nω= + = +  かつ ( , ) ( , )V E S Eω= ∪  がパスとなるも
ののように単純な構造からなるものもあるが，表５で表したもののようにパスやサイクルにならな














A ○ ○ ×








イ ロ ハ ニ ホ ヘ ト
A ○ ○ × × ○ × ×
B ○ × ○ × × × ○
C × × × ○ ○ × ○
D × × × ○ ○ ○ ×
E ○ ○ × × × × ×
図10．例4の語群表を表現する２部グラフ
となる．図10が上表を表現する２部グラフであるが，見たとおり連結である．
A       ࢖
B       ࣟ
C       ࣁ
D       ࢽ







へ ニ ト イ ロ ハ ホ
D ○ ○ × × × × ○
C × ○ ○ × × × ○
B × × ○ ○ × ○ ×
A × × × ○ ○ × ○
E × × × ○ ○ × ×








アポーハ代数を表現する2部グラフ ( , ) ( , )V E S Eω= ∪  が連結なときを考える． ωΩ  が ( )gh Ω =∅ 
となるときは， ( ) ( )ghgh gh ωΩ = ∅ = ≠ Ω となるから， ( )gh Ω ≠ ∅ の場合を考える．このとき次の定理
が成り立つ．
定理4.3.  ωΩ ⊆  かつ ( )gh Ω ≠ ∅ とする．このとき， ( )ghghΩ = Ω  が成り立つための条件は，
 に対して ( ) ( ( ))M A h gh∩ Ω ≠ ∅ と成ることである．
証明　必要性：対偶を証明する． ( ( ))A ghω∈ − Ω∪ Ω  で ( ) ( ( ))M A h gh∩ Ω =∅ となるものが存在すると
する．すると， ( )A ghgh∈ Ω  となる．A∉Ω であったから， ( )ghghΩ ≠ Ω  となる．十分性：  
 に対して ( ) ( ( ))M A h gh∩ Ω ≠ ∅ だから，( ( ( ))) ( )gh ghghω − Ω∪ Ω ∩ Ω =∅ である．したがっ
て， ( )ghgh Ω ⊆ Ω となる．一方，定理2.2より ( )ghghΩ⊆ Ω  であるから， ( )ghghΩ = Ω  が成り立つ. ■
5n =  のパスとなるブリッジ型語群を考えよう． { , , , , }, { , , , , , }A B C D E Sω = = イロハニホヘ  とする．こ
こで { , , , }A B C DΩ =  とすると， ( )gh Ω =∅ であるから ( )ghgh ωΩ = ≠ Ω である．次に， { }BΩ =  とする
と， ( ) { , }gh D EΩ =  となり， ( ) { , }ghgh A BΩ = ≠ Ω となる．また， { , }A BΩ =  とすると， ( ) { , }gh D EΩ =  と
A       ࢖
B       ࣟ
C       ࣁ
D       ࢽ




なり ( ) { , }ghgh A BΩ = = Ω となる．
次に， 6n =  のサイクルとなるブリッジ型語群を考えよう． { , , , , , }, { , , , , , }A B C D E F Sω = = イロハニホヘ  
とする．ここで { , , }A C EΩ =  とすると， ( )gh Ω =∅ であるから ( )ghgh ωΩ = ≠ Ω である．次に， { , }A CΩ =  
とすると， ( ) { }gh EΩ =  となり， ( ) { , , }ghgh A B CΩ = ≠ Ω となる．また， { , }A BΩ =  とすると，  
 となり， ( ) { , }ghgh A BΩ = = Ω となる．
最後に，排中律が成り立つ条件について考える．一般のアポーハ代数を表現する2部グラフ
( , ) ( , )V E S Eω= ∪  に話を戻す．
系4.2.  ωΩ ⊆  が ( )ghω −Ω = Ω  となる条件は，Ω が ( , ) ( , )V E S Eω= ∪  のいくつかの連結成分 1, , kT T…  が




系4.3. 任意の ωΩ ⊆  が ( )ghω −Ω = Ω  となる条件は，( , ) ( , )V E S Eω= ∪  の任意の連結成分 T に対して，













（１）矛盾律：命題 A とその否定命題 nonA が同時に真であることはない．言い換えると，A nonA∧  は
偽（真でない）．
（２）排中律：命題Aとその否定命題 nonA のいずれかは真である。言い換えると，A nonA∨  は真．
（３）二重否定（二重否定除去）：否定の否定は除去できる。言い換えると，nonnonA は A と同値．
 それぞれの原理に対応するアポーハ代数的表現は，
（４）矛盾律：[ ] [ ]A gh A∩ =∅　　（定理2.1）．
（５）排中律： [ ] [ ] [ ]A nonA A gh A ω∨ = ∪ = 　（最大元）　不成立．






















注１：J.Trier はソシュールの言語思想の影響を受けて，意味場の理論を唱えた．Trier （Der deutsche 
Wortschatz im Sinnbezirk des Verstandes［悟性の意味領域におけるドイツ語彙］，1931［11］）は知識を表
現する13世紀初頭のドイツ語の語彙Kunst（芸術），List（技巧），Wîsheit（知恵）の百年後の語彙Kunst, 
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